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ABSTRACT 
An algorithm for computing the roots of a matrix with real elements and the real 
part of the eigenvalues not zero will be described. The algorithm is based on the sign 
matrix given in au earlier paper and the projectors of the matrix. 
1. INTRODUCTION 
An algorithm for computing the square root of a positive definite matrix 
was described by this author in a previous paper [l]. A recent paper on the 
computation of the rth root of a positive definite real matrix [2] can be 
extended to compute the rth root of any real matrix with the restriction that 
all eigenvalues have Re (A i) # 0. The algorithm does not require the compu- 
tation of eigenvalues or eigenvectors, but does require computation of the 
sign matrix and a set of projectors. 
I,et A be an n x n matrix with Re (hi) #O, where A is diagonahzable by 
M and has eigenvalue matrix A. The rth root of A will be defined as the 
matrix 
A’= MA’M-‘, (1.1) 
where T= l/p with p=l,2,3..., [2]. The sign matrix of A is defined as the 
matrix S with [3, l] 
S=signA=M{signRe(A)}M-l=MJM-l (1.2) 
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with the obvious property that S2=Z. The sign matrix can be computed by 
the iterative algorithm 
Sj+1 =$[$+S-'1, S,=A, (1.3) 
where the subscript denotes the iteration number, or by the accelerated 
convergence versions given by Roberts [13] or Hoskins and Walton [4]. The 
convergence of (1.3) to the sign of A has been discussed by Roberts [3] and 
others. 
Define the positive projector as 
P+=+[z+S]=MJ+M-1, 0.4 
where J+ =diag[l,l,l,..., 0 ,..., O]=diag[signRe(XI)] for Re(A,)>O. The 
negative projector P - is given by 
P-=+[z-S]-MJ-M-l, (1.5) 
where J+ -I- = 1. These two projectors can be used to compute the matrices 
A r and A, such that 
A=Ar+A,=AP+ +AP-. (1.6) 
The projectors are idempotent matrices with the properties below: 
p++p-=I, P+P+=P+, p-p- =p-) P+P- =o, P-P+ =o. 
2. ROOTS OF A MATRIX 
Let A be defined in polar form as 
(2.1) 
where S is the sign matrix and A + =AS; thus A+ has Re($) >0 for ah 
i=1,2,..., n. Since S = MJM - ‘, then iK can be obtained by taking In S: 
iK=lnS=M(lnJ)M-‘. (2.2) 
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The matrix J is diagonal and assumed to be of ordered form J- 
diag[l, 1,. . . , 1, - 1, - 1,. . . , - 11; thus 
ln_l= 
[ 
0 0 
o i(2k+l)Tl =lnJ++hJ-, 
I 
(2.3) 
where lnl=O and ln(-l)=i(2k+l)lr. The matrix K can be defined as 
K- -(2k+l)aMI-M-‘=(2k+l)nP-, (24 
where J- =diag[O,O ,..., 0, -1, -l,... 1. The matrix exponential exp( iK) is 
then given by 
exp(iK)=cosK+isinK=cos[(2k+l)TP-]+isin[(2k+l)nP-]. (2.5) 
Expanding the first term on the right side of (2.5) with k = 0 gives 
cos ?TP - =‘_~[,lp-]2-~[gp-]4-~[nP-]B+... (2.6) 
( 1 1 1 =I- gp2- --&+--&- * * * 1 P- 
=P++(cosT)P-, 
or in general cos[(%k+ l)~P-]=p+ +P_cos[(2k+ l)n]. A similar procedure 
gives 
sin[(2k+l)rP-]=P_sin[(2k+l)n]; (2.7) 
thus (2.5) becomes 
exp(iK)=P++P-{cos[(2k+l)r]+isin[(2k+l)*]}. (2.8) 
The terms cos[(2k+ 1) ] vr and sin[(ek+l)r] are scalar quantities with k= 
0,1,2 ,... . 
The matrix A can then be expressed in the form 
A=A+exp(iK)=A+{P++P-(cos[(2k+l)n]+isin[(2k+l)~])}, 
(2.9) 
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which wiII now be utilized to find the rth root. The rth root of a matrix in 
polar form is given by 
(A)‘=(A+)‘exp(iKr) (2.10) 
or 
(A)‘=(~+)‘{P++P-(cos[(2k+l)~r]+isin[(2k+l)77r])}, (2.11) 
where k takes on values k = 0, 1,2,. . . , m such that (2k+ 1)sr < 2 7~. The rth 
root of A wiII be a multivalued function. The root computed with k -0 
will be defined as the primary root. 
The algorithm outlined below gives the rth root of any matrix A provided 
that A has no eigenvalues with zero real part. The computational procedure 
is summarized below. 
(a) Compute the sign of A by the Newton algorithm or an accelerated 
version, and determine A + = A S. 
(b) If ah eigenvalues have positive real part, i.e. S=I, then proceed to 
compute the 7th root of A = A + by the Ho&ins-Walton algorithm. 
(c) If the eigenvalues have negative real parts or are mixed, compute P+ , 
P- , and exp(iK) by (1.4), (1.5), and (2.8) respectively. 
(d) Use the Ho&ins-Walton algorithm to compute (A+)‘, and then 
compute (A)’ from (2.11). 
3. COMPUTATIONAL RESULTS 
Several examples are given to illustrate the algorithm. The square and 
cube roots were computed and the maximum residuals are given, 
As a first example, consider a 3 X 3 matrix with mixed eigenvahies. Let A 
be 
A= [ -12 0 1 1 -2 1 1 I 9 X,=-l, A,=l, x,=2, (3.1) 
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with roots 
1.0286 0.47105 - 1.0286 
A’/2 = - 0.414214 1.41421 0.414214 .028595 0. 71405 - .028595 I 
-0.166667 -0333333 1.16667 
+i I 0 0 0 I 3 (34 
- 0.166667 -0.333333 1.16667 
0.996694 0.253306 - 0.496694 
A’/3 = - 0.259919 1.25992 0.259919 3.3062x 1O-3 0 3306 503306 I 
-0.144338 - 0.288675 1.01036 
+i I 0 0 0 I * (3.3) 
- 0.144338 - 0.288675 1.01036 
The maximum error in reconstructing A from AlI2 was 10-r5, and from AlI3 
it was lo-‘. 
The second example has a set of complex eigenvalues with one real 
eigenvalue. Let A be defined as 
8 -1 -5 
A= I -4 4 -2 , h,=l, X,=2+4i, X,=2-4i, (3.4) 
18 -5 -7 
I 
for which the roots are 
4.50651 - 0.798908 - 1.91069 
A’/2 = 0.972058 1.31288 - 1.59782 I , 
6.04496 - 1.91069 - 1.22357 
(3.5) 
A”3 = I 
3.20418 - 0.536621 - 1.13094 
0.957844 1.0577 - 1.07324 I , 
3.45052 - 1.13094 - 0.188638 
with maximum residual E = 10 -’ = A - (AI)l/‘. 
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The last example tested was a 4 X 4 matrix with two real eigenvalues and 
a pair of complex conjugate eigenvalues: 
0 0.07 0.27 -0.33 
A 
-_ 
1.31 -0.36 1.21 0.41 06 2.86 49 -1.3  
-2.64 - 1.84 -0.24 -2.01 
I ’ 
A, =0.03, 
x,=3.03, 
A,= - l.Q7+i, 
(3 -6) 
A,= -1.97-i, 
for which 
0.279551 
&/a = 0.371 
0.489334 
-0.403218 - 
0.176306 
+i -0.18146 
0.357766 
1.41045 
0.123667 0.123667 -0.0564023 
0.422962 0 422962 -0.0992452 
1.1279 1.1279 - 0.264654 
‘0.264654 - 0.264654 -0.083484 1 
0.0663387 -2.83878E-63 0.176306 
0.934197 - 0.373006 -0.18146 
- 0.867858 0.370168 0 357766 
0.530709 - 0.0227102 1.41045 
(3.7) 
with a maximum residual E of 2 X lo- 15. The cube root is given by 
0 443283 0.109463 0.0891533 0.018923 
Al/3 = [ 0.216687 0.790638 0.188013 -0.124208 1 0.824927 0.538603 1.12092 -0.0841272 151424 - 033354 - 95328 0.689411 
0.131348 0.0375237 2.34716x 1O-3 0.131348 
- - 
+i I 0.080899 0.751755 0.292021 -0.080899 212248 -0.7144231 Q4368 0.212248 i ’ 
1.05079 0.300189 0.0187772 1.05079 
and the residual E = A - ( A’/3)3 is no greater than 10-s for any element .si q 
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Double precision calculations were used for the three examples. No 
attempt was made to construct an efficient program. The Ho&ins-Walton 
algorithm without the acceleration parameters was used for the cube roots. 
The square root algorithm given in [l] was utilized for the square roots. 
4. CONCLUSION 
An algorithm for computing the rth root of a real matrix has been 
described. The algorithm is restricted to matrices whose eigenvalues have a 
nonzero real part. Examples tested prove the validity of the procedure, 
which is accurate and straightforward. Knowledge of the eigenvalues and 
eigenvectors is not required. Research continues on extending the algorithm 
to the general form of a matrix including complex elements. 
REFERENCES 
A. N. Beavers, Jr., and E. D. Denmau, The matrix sign function and computations 
in systems, Appl. Math. and Comp. 2:63-94 (1976). 
W. D. Hoskins and D. J. Walton, A faster, more stable method for computing the 
Pth roots of positive definite matrices, Linear Algebra aruI Appl. 26:139- 164 
(1979). 
J. D. Roberts, Linear model reduction, and solution of algebraic matrix Biccati 
equations by use of the sign function, CUED/B-Control/TBB, Rept., Cambridge 
univ., 1971. 
W. D. Hoskins and D. J. Walton, A faster method of computing the square root of 
a matrix, IEEE Trans. Automatic Control AC-233494-495 (1978). 
Receiwd 29 April 1980 
