This paper presents a new method, named as augmented polynomial dimensional decomposition (PDD) method, for robust design optimization (RDO) and reliability-based design optimization (RBDO) subject to mixed design variables comprising both distributional and structural design variables. The method involves a new augmented PDD of a highdimensional stochastic response for statistical moments and reliability analyses; an integration of the augmented PDD, score functions, and nite-dierence approximation for calculating the sensitivities of the rst two moments and the failure probability with respect to distributional and structural design variables; and standard gradient-based optimization algorithms. New closed-form formulae are presented for the design sensitivities of moments that are simultaneously determined along with the moments. A nite-dierence approximation integrated with the embedded Monte Carlo simulation of the augmented PDD is put forward for design sensitivities of the failure probability. In conjunction with the multi-point, single-step design process, the new method provides an ecient means to solve a general stochastic design problem entailing mixed design variables with a large design space. Numerical results, including a three-hole bracket design, indicate that the proposed methods provide accurate and computationally ecient sensitivity estimates and optimal solutions for RDO and RBDO problems.
Introduction
RDO and RBDO, which stand for robust design optimization [16] and reliabilitybased design optimization [714] , are two important prototypes for solving engineering design problems in the presence of uncertainty, as manifested by probabilistic descriptions of the objective and constraint functions. Intended for reducing the variability of the system performance, RDO minimizes the propagation of input uncertainty to output responses of interest, leading to an insensitive design. In contrast, RBDO aims to nd an optimal design with low probabilities of failure corresponding to some critical failure mechanisms. With new formulations and methods appearing almost every year, RDO and RBDO, in conjunction with nite-element analysis (FEA), are becoming increasingly relevant and perhaps necessary for design of aerospace, civil, microelectronics, and automotive structures and systems [1519] .
In engineering design, the design variables can be grouped into two principal classes: (1) distributional design variables and (2) structural design variables.
A distributional design variable can be any distribution parameter or a statistic for instance, the mean and standard deviation of one or more random variables describing the performance function of a complex system. In contrast, a structural design variable can be any deterministic parameter of the performance function. For solving a general RDO/RBDO problem, not only the distributional design variables but also the structural design variables should be considered. A design problem simultaneously accounting for both classes of design variables is referred to as the mixed design variable problem in this paper. However, much of the existing research, whether in conjunction with RDO or RBDO, focuses strictly on one of the two classes of design variables.
For example, the existing design optimization methods, such as the Taylor series or perturbation expansions [20] , the point estimate method [20] , polynomial chaos expansion [21] , the tensor-product quadrature rule [22] , meta-model and kriging [16, 2325] , and dimension-reduction methods [22, 26] for RDO, and the rst-order reliability method (FORM) or FORM-based methods [714] and decomposition-based methods [14, 2629] for RBDO, are all concentrated on solely distributional design variables. More recently, the polynomial dimensional decomposition (PDD) [30, 31] , derived from the ANOVA dimensional decomposition [32] , was developed to furnish accurate RDO/RBDO solutions to high-dimensional problems. The associated RDO/RBDO algorithms [33, 34] are based on PDD-based stochastic analysis [35, 36] , which integrates PDD and score function to determine stochastic design sensitivities concurrently from a single stochastic simulation or analysis. The algorithms also facilitate a multipoint, single-step design process, aording the ability to solve industrial-scale design problems. However, these relatively newer methods are also limited to solving RDO/RBDO problems involving distributional design variables only.
Indeed, there is a lack of unied frameworks for tackling stochastic design optimization problems in the presence of both distributional and structural design variables. Therefore, the work described in this paper delves into a general stochastic design optimization involving mixed design variables. This paper presents a new method for RDO and RBDO involving both distributional and structural design variables. The method comprises: (1) a new augmented PDD of a high-dimensional stochastic response for statistical moment and reliability analyses; (2) new formulations for design sensitivity analysis of the rst two moments, which integrate not only the score functions but also the derivatives of orthonormal basis functions for the sensitivity with respect to structural design variables; (3) nite-dierence approximations integrating the augmented PDD for calculating the sensitivities of the failure probability with respect to both distributional and structural design variables; and (4) standard gradient-based optimization algorithms, encompassing a multi-point, single-step design process. Section 2 formally denes general RDO and RBDO problems involving mixed design variables, including their concomitant mathematical statements. Section 3 introduces the augmented PDD and its truncation in terms of both input random variables and new random variables aliated with the distributional and structural design variables. The section also explains how the truncated augmented PDD leads to stochastic analysis consisting of analytical formulae for evaluating the rst two moments and the embedded Monte Carlo simulation (MCS) for reliability analysis. Section 4 demonstrates that the eort required to calculate statistical moments or failure probability also delivers their design sensitivities. Section 5 introduces a multi-point, single-step iterative scheme for RDO and RBDO and elucidates how the stochastic analysis and design sensitivities are integrated with a gradient-based optimization algorithm. Section 6 presents four numerical examples involving mathematical functions or solid-mechanics problems and contrasts the accuracy and computational eorts of the proposed methods for sensitivity analysis of moments and reliability as well as solutions of two RDO/RBDO problems, all entailing mixed design variables. Finally, the conclusions are drawn in Section 7.
Design under Uncertainty
Let N, N 0 , R, and R + 0 represent the sets of positive integer (natural), nonnegative integer, real, and non-negative real numbers, respectively. For k ∈ N, denote by R k the k-dimensional Euclidean space and by N k 0 the k-dimensional multi-index space. These standard notations will be used throughout the forthcoming sections. } be a family of probability measures. The probability law of X is completely dened by a family of the joint probability density functions (PDF) {f X (x; d), x ∈ R N , d ∈ D} that are associated with corresponding probability measures
Let y l (X; d, s), l = 0, 1, 2, · · · , K, be a collection of K +1 real-valued, square-integrable, measurable transformations on (Ω d , F d ), describing relevant geometry (e.g., length, area, volume, mass) and performance functions of a complex system. The function y l : (R N , B N ) → (R, B) in general is not only an explicit function of distributional and structural design variables d and s, but also implicitly depends on distributional design variables d via the probability law of X.
There exist two prominent variants of design optimization under uncertainty, described as follows.
Robust Design Optimization
The mathematical formulation of a general RDO problem involving an objective function c 0 : R M → R and constraint functions c l :
where
dx is the mean of y l (X; d, s) with E d denoting the expectation operator with respect to the probability measure 
Reliability-based Design Optimization
The mathematical formulation of a general RBDO problem involving an objective function c 0 : R M → R and constraint functions c l :
where Ω F,l (d, s) ⊆ Ω is the lth failure set that, in general, may depend on d and s, and 0 ≤ p l ≤ 1, l = 1, · · · , K, are target failure probabilities. In Eq. (2), the objective function c 0 (d, s) is commonly prescribed as a deterministic function of d and s, describing relevant system geometry, such as area, volume, and mass. In contrast, the constraint functions c l (d, s), l = 1, 2, · · · , K, are generally more complicated than the objective function. Depending on the failure domain Ω F,l (d, s), a component or a system reliability analysis can be envisioned. For component reliability analysis, the failure domain is often adequately described by a single performance function y l (X; d, s), for instance, Ω F,l (d, s) := {x : y l (x; d, s) < 0}, whereas multiple, interdependent performance functions y l,i (x; d, s), i = 1, 2, · · · , are required for system reliability analysis, leading, for example, to
for series and parallel systems, respectively.
The RDO and RBDO problems described by Eqs. (1) or (2) entail mixed design variables, and, therefore, they constitute more general stochastic design problems than those studied in the past [114, 2022, 2629, 33, 34] . Solving such an RDO or RBDO problem using gradient-based optimization algorithms mandates not only statistical moment and reliability analyses, but also the gradients of moments and failure probability with respect to both distributional and structural design variables. The focus of this work is to solve a general high-dimensional RDO or RBDO problem described by Eq. (1) or (2) for arbitrary square-integrable functions y l (X; d, s), l = 0, 1, 2, · · · , K, and arbitrary probability distributions of X, provided that a few regularity conditions are met.
3 Stochastic Analysis 3.1 Augmented PDD Consider two additional measurable spaces (Ω 1 , F 1 ) and (Ω 2 , F 2 ), where Ω 1 and Ω 2 are two sample spaces and F 1 and F 2 are two σ-elds on Ω 1 and Ω 2 , respectively. 
Hilbert space of square-integrable functions y(X; D, S) with respect to the probability measure P A = P d × P 1 × P 2 supported on R N +M . Assuming independent coordinates, the joint PDFs of X, D, and S are expressed by the products,
denes the marginal density function of the subvector (
T , where |·| denotes cardinality.
Let {ψ iqjq (X iq ; d); j q = 0, 1, · · ·}, {φ krlr (D kr ; µ D ); l r = 0, 1, · · ·}, and {ϕ ptnt (S pt ; µ S ); n t = 0, 1, · · ·} be three sets of univariate orthonormal polynomial basis functions in the Hilbert spaces
, and L 2 (Ω pt,2 , F pt,2 , P pt,2 ), respectively, which are consistent with the probability measures P iq,d , P kr,1 , and P qt,2 , respectively, where
and
which form three orthonormal basis functions in
T is separable (independent), the product polynomial
is consistent with the PDF f uvw (x u , d v , s w ) and constitutes an orthonormal ba-
The augmented PDD of a square-integrable function y represents a hierarchical expansion
in terms of a set of random multivariate orthonormal polynomials of input variables with increasing dimensions, where
are various expansion coecients. The inner sum of Eq. (9) precludes j 1 , · · · , j |u| = 0, l 1 , · · · , l |v| = 0, and n 1 , · · · , n |w| = 0, that is, the individual degree of involved variables cannot be zero since 
Truncated Augmented PDD Approximation
The augmented PDD in Eq. (9) is grounded on a fundamental conjecture known to be true in many real-world applications: given a high-dimensional function y, its (|u|+|v|+|w|)-variate component functions decay rapidly with respect to |u|+|v|+|w|, leading to accurate lower-variate approximations of y. Furthermore, the largest order of polynomials in each variable can be restricted to a nite integer. Indeed, given the integers 0 ≤ S < N and 1 ≤ m < ∞ for all 1 ≤ |u|+|v|+|w|≤ S and the ∞-norms (13) leads to the S-variate, mth-order augmented PDD approximation, which for S > 0 includes interactive eects of at most S input and aliated variables, on y.
It is elementary to show that when S → N + M and/or m → ∞,ỹ S,m converges to y in the mean-square sense, generating a hierarchical and convergent sequence of approximations of y. The truncation parameters S and m depend on the dimensional structure and nonlinearity of a stochastic response. The higher the values of S and m, the higher the accuracy, but also the computational cost that is endowed with an Sth-order polynomial computational complexity. Simply replacing the random vectors D and S in Eq. (13) with deterministic vectors d and s renders an S-variate, mth-order augmented PDD approximation
of the original function y(X; d, s). The S-variate, mth-order augmented PDD approximation will be referred to as truncated augmented PDD approximation in this paper. It is worth to note that the truncation parameters S and m depend on the dimensional structure and nonlinearity of a stochastic response.
In the case that the dimensional hierarchy or nonlinearity is not known apriori,
an adaptive-sparse approach [34, 37] is suggested to determine the truncation parameters adaptively and automatically.
Statistical Moment Analysis
Let (16) respectively, where the second moment involves new expansion coecients (17) via restructuring (18) in terms of ψ uj |u| (X u ; d). Clearly, the approximate moments in Eqs. (15) and (16) approach the exact moments (20) of y when S → N + M and m → ∞, where
is again derived from restructuring Eq. (9) in terms of ψ uj |u| (X u ; d), that is,
The mean-square convergence ofỹ S,m is guaranteed as y, and its component functions are all members of the associated Hilbert spaces. In other words, the mean and variance ofỹ S,m are also convergent.
Reliability Analysis
A fundamental problem in reliability analysis entails calculation of the failure probability
where Ω F (d, s) is the failure set and I Ω F (x; d, s) is the associated indicator function, which is equal to one when x ∈ Ω F (d, s) and zero otherwise. In this subsection, the augmented PDD method for reliability analysis, which exploits the augmented PDD approximation for MCS, is elucidated.
Depending on component or system reliability analysis, letΩ F,S,m := {x :
Then the augmented PDD estimate of the failure probability
where L is the sample size, x (l) is the lth realization of X, and IΩ
is another indicator function, which is equal to one when x ∈Ω F,S,m and zero otherwise.
Note that the simulation of the augmented PDD approximation in Eq. (24) should not be confused with the crude MCS commonly used for producing benchmark results. The crude MCS, which requires numerical calculations of
or even prohibitive, particularly when the sample size L needs to be very large for estimating small failure probabilities. In contrast, the MCS embedded in PDD requires evaluations of simple analytical functions that stem from an S-
an arbitrarily large sample size can be accommodated in the augmented PDD method.
Expansion Coecients
The determination of augmented PDD expansion coecients y ∅ (d) and
is vitally important for moment and reliability analysis, including their design sensitivities. As dened in Eqs. (10) and (11), the coecients in-
product of a univariate quadrature formula is computationally prohibitive and is, therefore, ruled out. An attractive alternative approach entails dimensionreduction integration, which was originally developed by Xu and Rahman [38] for high-dimensional numerical integration. For calculating y ∅ and C uvwj |u| l |v| n |w| , this is accomplished by replacing the (N + M )-variate function y in Eqs. (10) and (11) with an R-variate truncation of the referential dimensional decomposition (RDD) at a chosen reference point, where R ≤ N + M . The result is a reduced integration scheme, requiring evaluations of at most R-dimensional integrals, described as follows.
Ms , which are commonly adopted as the means of X, D, and S, respectively, be the reference points. Let y( (10) and (11) is replaced with its R-variate RDD approximation, the coecients
respectively, requiring evaluation of at most R-dimensional integrals. The reduced integration facilitates calculation of the coecients approaching their exact values as R → N + M and is signicantly more ecient than performing one (N + M )-dimensional integration, particularly when R N + M . Hence, the computational eort is signicantly lowered using the dimension-reduction integration. For instance, when R = 1 or 2, Eqs. (25) and (26) involve one-, or at most, two-dimensional integrations, respectively. For a general function y, numerical integrations are required for performing various low-dimensional integrations in Eqs. (25) and (26) . See [38] for further details.
Computational Expense
The S-variate, mth-order augmented PDD approximation requires evaluations of k=S k=0
If these coecients are estimated by dimension-reduction integration with R = S < N +M and, therefore, involve at most an S-dimensional tensor product of an n-point univariate quadrature rule depending on m, then the total cost for the S-variate, mth-order approximation entails a maximum of k=S k=0
evaluations. If the integration points include a common point in each coordinate − a special case of symmetric input PDFs and odd values of n − the number of function evaluations reduces to k=S k=0
k . Nonetheless, the computational complexity of the S-variate augmented PDD approximation is an Sth-order polynomial with respect to the number of random variables or integration points. Therefore, augmented PDD with dimension-reduction integration of the expansion coecients alleviates the curse of dimensionality to an extent determined by S.
Design Sensitivity Analysis
When solving RDO and RBDO problems employing gradient-based optimization algorithms, at least the rst-order sensitivities of the rst two moments of y(X; d, s) and the failure probability with respect to each distributional and structural design variable are required. In this section, a new method involving the augmented PDD, score functions, and nite-dierence approximation is presented. For such sensitivity analysis, the following regularity conditions are assumed. 
The design variables
d k ∈ D k ⊂ R, k = 1, · · · , M d and s p ∈ S p ⊂ R, p = 1, · · · , M s , where D k and S p are open intervals of R. 2. The PDF f X (x; d) of X is continuous. In addition, the partial derivative ∂f X (x; d) /∂d k , k = 1, · · · , M d ,y r (x; d, s) ∂f X (x; d) ∂d k ≤ z(x), I Ω F (x; d, s) ∂f X (x; d) ∂d k ≤ z(x), r = 1, 2, k = 1, · · · , M d .(27)
Sensitivity of Moments
Suppose that the rst-order derivative of a moment m (r) (d, s), where r = 1, 2, of a generic stochastic response y(X; d, s) with respect to a distributional design 
with respect to the distributional design variables, provided that f X (x; d) > 0.
In the last line of Eq. (28), s
/∂d k is known as the rst-order score function for the design variable d k [31, 40] . Compared with the existing sensitivity analysis [31, 36] , the second term,
appears due to the permissible explicit dependence of y on the distributional design variables.
The evaluation of score functions, s
, requires dierentiating only the PDF of X. Therefore, the resulting score functions can be determined easily and, in many cases, analytically − for instance, when X follows classical probability distributions [31] . If the density function of X is arbitrarily prescribed, the score functions can be calculated numerically, yet inexpensively, since no evaluation of the performance function is involved. When X comprises independent variables, as assumed here, ln f X (X;
is a sum of N univariate log-density (marginal) functions of random variables. Hence, in general, the score function for the kth design variable, expressed by
is also a sum of univariate functions s ki (
, which are the derivatives of log-density (marginal) functions. If d k is a distribution parameter of a single random variable X i k , then the score function reduces to s
, the derivative of the log-density (marginal) function of X i k , which remains a univariate function.
Nonetheless, combining Eqs. (28) and (29), the sensitivity is obtained as
Similarly, taking a partial derivative of the moment with respect to s p yields the sensitivity
with respect to the structural design variables, involving only one term because the PDF f X (x; d) does not depend on s. In general, these sensitivities are not available analytically since the moments are not either. Nonetheless, the moments and their sensitivities, whether in conjunction with the distributional or structural design variables, have both been formulated as expectations of stochastic quantities with respect to the same probability measure, facilitating their concurrent evaluations in a single stochastic simulation or analysis.
Given an S-variate, mth-order augmented PDD approximationỹ S,m (X; d, s) of y(X; d, s), let ∂m 
Sensitivity of the First Moment
Setting r = 1 in Eqs. (30) and (31), the sensitivities of the rst moment are
For independent coordinates of X, consider the Fourier-polynomial expansion of the kth log-density derivative function
consisting of its own expansion coecients
The expansion is valid if s ki is square integrable with respect to the probability measure of X i . When blended with the PDD approximation, the score function leads to analytical or closed-form expressions of the exact or approximate sensitivities as follows.
Exact Sensitivities
Restructuring Eq. (12) as
and employing Eqs. (34) and (37) , the product appearing on the right side of Eq. (32) expands to
encountering the same orthonormal polynomial bases that are consistent with the probability measure f X (x; d)dx. Taking the expectation of Eq. (39), aided by the zero-mean and orthonormal properties of orthonormal basis, leads to
In Eq. (12), the PDD coecients y ∅ (d, µ D , µ S ) and C uvwj |u| l |v| n |w| (d, µ D , µ S ) and the polynomial basis ψ uj |u| (X u ; d) are written as functions involving d; however, they should be treated as constants when seeking the derivatives of y(X; d, s) with respect to d. Therefore, the term ∂y(X; d, s) /∂d k can be written
Applying the expectation operator E d on ∂y(X; d, s) /∂d k and recognizing again the zero-mean and orthonormal properties of orthonormal basis, leads to
Similarly, applying the expectation operator E d on ∂y(X; d, s) /∂s p and recognizing the zero-mean and orthonormal properties of orthonormal basis, leads
Thus, the sensitivities of the rst moment are
representing closed-form expressions of the sensitivities in terms of the augmented PDD or Fourier-polynomial expansion coecients of the response or log-density derivative functions.
Approximate Sensitivities
When y(X; d, s) and s ki (X i ; d) are replaced with their S-variate, mth-order augmented PDD and m th-order Fourier-polynomial approximations, respectively, the resultant sensitivity equations, expressed by
where m min := min(m, m ), and
become approximate, relying on the truncation parameters S, m, and m in general. It is elementary to show that the approximate sensitivities of the rst moment, at appropriate limits, converge to the exact sensitivities when S → N + M , m → ∞, and m → ∞.
Sensitivity of the Second Moment
Setting r = 2 in Eqs. (30) and (31), the sensitivities of the second moment are
and 
requiring expectations of various products of three random orthonormal polynomials as discussed in previous works [33, 36] . 
Hence, from Eqs. (22) and (53), and utilizing the orthonormal properties of
Similarly, the term E d [y(X; d, s)∂y(X; d, s) /∂s p ] on the right hand side of Eq.
(50) can be analytically derived as
Thus, the sensitivities of the second moment are
Approximate Sensitivities
When y(X; d, s) and s ki (X i ; d) are replaced by their S-variate, mth-order augmented PDD and m th-order Fourier-polynomial approximations, respectively, the resultant sensitivity equations, expressed by
S,m (d, s)s ki,∅ + 2m
where m min := min(m, m ),
become approximate, relying on the truncation parameters S, m, and m in general. It is elementary to show that the approximate sensitivities of the second moment also converge, to the exact sensitivities when S → N + M , m → ∞, and m → ∞.
Sensitivity of Failure Probability
Taking a partial derivative of the augmented PDD estimate of the failure probability in Eq. (24) with respect to 
owing to two nite-dierence perturbations. The sensitivity of the probability of failure with respect to d k by the forward nite-dierence approximation is
whereΩ F,S,m,∆d andΩ F,S,m are failure domains determined byỹ S,m (X; d + ∆d k · e k , s) andỹ S,m (X; d, s), respectively, L is the sample size, x (l1) is the l 1 th realization of X with respect to PDF f X (x; d + ∆d k · e k ), and x (l2) is the l 2 th realization of X with respect to PDF f X (x; d).
Similarly, the sensitivity of the probability of failure with respect to s p by nite-dierence approximation is
whereΩ F,S,m,∆s andΩ F,S,m are failure domains determined byỹ S,m (X; d, s + ∆s p · e p ) andỹ S,m (X; d, s), respectively, L is the sample size, and x (l) is the lth realization of X with respect to PDF f X (x; d).
It is essential to note that two additional approximate response functions in
Eqs. (71) and (72) it is important to note that ctitious distributions assigned to structural and distributional design variables are only for the purpose of incorporating those variables into PDD expansions and are involved in uncertainty quantication of response functions and associated sensitivity analysis.
Proposed Optimization Method
The augmented PDD approximations described in the preceding sections provide a means to evaluate the objective and constraint functions, including their design sensitivities, from a single stochastic analysis. An integration of reliability analysis, design sensitivity analysis, and a suitable optimization algorithm should render a convergent solution of the RDO and RBDO problems in Eqs.
(1) and (2). However, new stochastic and design sensitivity analyses, entailing re-calculations of the augmented PDD expansion coecients, are needed at every design iteration. Therefore, a straightforward integration is expensive, depending on the cost of evaluating the objective and constraint functions and the requisite number of design iterations. In this section, a multi-point design process [33, 34, 41] , where a series of single-step, augmented PDD approximations are built on a local subregion of the design space, is presented for solving the RDO and RBDO problems.
Multipoint Approximation
be a rectangular domain, representing the design space of the RDO and RBDO problems dened by Eq. (1) or Eq. (2). For scalar variables 0 < β
s,p ≤ 1, and an initial design vector d
denes the qth subregion for q = 1, 2, · · ·. Using the multipoint approximation [33, 34, 41] , the original RDO and RBDO problems in Eqs. (1) and (2) are exchanged with a succession of simpler subproblems, as follows. 
Single-Step Procedure
The single-step procedure is motivated on solving each RDO or RBDO subproblem in Eq. (77) or (78) from a single stochastic analysis by sidestepping the need to recalculate the PDD expansion coecients at every design iteration. It subsumes two important assumptions: (1) an S-variate, mth-order augmented PDD approximationỹ S,m of y at the initial design is acceptable for all possible designs in the subregion; and (2) the expansion coecients for one design, derived from those generated for another design, are accurate.
Consider a change of the probability measure of (X, 
by recycling the old expansion coecients and using orthonormal polynomials associated with both designs. The relationship between the old and new coecients, described by Eqs. (80) and (81), is exact and is obtained by replacing y in Eqs. (10) and (11) with the right side of Eq. (9). However, in practice, when the S-variate, m-th order augmented PDD approximation (Eq. (13)) is used to replace y in Eqs. (10) and (11), then the new expansion coecients,
Proposed Multipoint Single-Step Design Process
When the multipoint approximation is combined with the single-step procedure, the result is an accurate and ecient design process to solve the RDO and RBDO problems dened by Eqs. Step 1: Select an initial design vector (d 0 , s 0 ). Dene tolerances 1 > 0, 2 > 0, and 3 > 0. Set the iteration q = 1, (d, s) 
Usually, a feasible design should be selected to be the initial design (d 0 , s 0 ). However, when an infeasible initial design is chosen, a new feasible design can be obtained during the iteration if the initial subregion size parameters are large enough.
Step 2: Select (q = 1) or use (q > 1) the PDD truncation parameters S and m.
At (d, s) = (d, s) (q) 0 , generate the augmented PDD expansion coecients, 
Step 3: If q = 1 andc
0 , q f,last = q f , q f = q and go to Step 4. Otherwise, go to Step 5.
Step 4:
Otherwise, go to Step 6.
Step 
0 ), reduce aggressively. Update q = q + 1 and go to Step 2.
Step 6: If the subregion size is small, that is, β
* is located on the boundary of the subregion, then go to Step 7. Otherwise, go to Step 9.
Step 7: If the subregion centered at (d, s) (q) 0 has been enlarged before, that is,
0 } and go to Step 8.
Step 8: For coordinates of (d, s) (q) 0 located on the boundary of the subregion and β Step 2: At , generate augmented PDD approximations of responses.
Step 3: Is new design feasible?
Step 4: Converge?
Step 6: Are conditions for enlarging subregion size satisfied?
Step 9: Solve the RDO/RBDO subproblem by single-step procedure.
Step 5: Interpolate to obtain a new feasible design; reduce subregion size.
Step 7: Is current design in the increasing histories?
Step 8 and shape design problems are included. The PDD expansion coecients were estimated by dimension-reduction integration with the mean input as the reference point, R = S, and the number of integration points n = m+1, where S and m vary depending on the problem. More specically, the truncation parameters S and m depend on the dimensional structure and nonlinearity of a stochastic response. The higher the values of S and m, the higher the accuracy, but also the computational cost that is endowed with an Sth order polynomial computational complexity. In the case that the dimensional hierarchy or nonlinearity is not known apriori, an adaptive sparse PDD method is recommended, which performs global sensitivity analysis [34, 42, 43] based on the Sobol indices and determine these truncation parameters automatically by progressively drawing in higher-variate or higher-order contributions as appropriate. Interested readers are referred to authors' previous work [34, 42] .
Since (1)
s,Ms = 0.5. The optimization algorithm selected is sequential quadratic programming [45] in Examples 3 and 4.
Example 1: Sensitivities of Moments
The rst example involves calculating sensitivities of the rst two moments of a polynomial function
where X 1 and X 2 are two independent and identically distributed Gaussian random variables, each with the same mean µ and standard deviation σ. 
The aliated ctitious random vector S = (S 1 , S 2 )
T is also normally distributed with the independent components S 1 , S 2 , which have the same ctitious stan- 
and y 2 (X; s) = −1 + 5s
where the random vector X comprises two independent Gaussian random variables, X 1 and X 2 , with the same standard deviation of 0. Table 2 exhibits the sensitivities of the failure probabilities P F,1 (s) and P F,2 (s) with respect to the structural design variable s calculated at s = s 0 = 2. It contains the estimates of the sensitivities by the univariate (S = 1), bivariate (S = 2), and trivariate (S = 3) third-order augmented PDD approximations of y 1 and y 2 , with σ s = 0.0005. Combined with the dierent values of m, which are m = 1, m = 2, and m = 3, a total of nine cases were examined to study the convergence with respect to m and the truncation S. The results by crude MCS, is also listed in the last row to verify the approximate solutions. Reasonably accurate results are obtained by the third-order, bivariate and trivariate augmented PDD approximations, incurring 128 and 250 function evaluations, respectively. In addition, the rst-order, trivariate augmented PDD provides less accurate, but still eective estimates of sensitivities with only 26 function evaluations. It is important to note that the orders of σ s and ∆s have to be similar to achieve satisfactory estimates of sensitivities, as found, at least, in this particular example.
FORM and the second-order reliability method (SORM) have been used extensively by engineers for nearly two decades due to accuracy and eciency. Therefore, the results by FORM and SORM are also listed in Table 2 for a com- The third example demonstrates how RBDO problems with constraints limiting the system reliability can be eciently solved by the proposed method.
A linear-elastic, six-bay, twenty-one-bar truss structure, with geometric properties shown in Fig. 3 , is simply supported at nodes 1 and 12 and is subjected to a concentrated load of 56,000 lb (249,100 N) at node 7. The truss material is made of an aluminum alloy with the Young's modulus E = 10 7 psi (68.94 GPa). Considering the symmetry of the structure, the random input is selected as X = (X 1 , · · · , X 11 ) T ∈ R 11 , where X i , i = 1, · · · , 11, is the cross-sectional area of the ith truss member. The random variables are independent and lognormally distributed with means µ i in 2 and standard de-
As depicted in Fig. 3 
Due to the symmetry of the structure and loads, the distributional design vector
The objective is to minimize the volume of the truss structure subject to a system reliability constraint, limiting the maximum vertical displacement and the maximum axial stress. Therefore, the RBDO problem is formulated to 
(1)
(2) The proposed multi-point, single-step design procedure was applied to solve this problem, employing bivariate, second-order augmented PDD approximations for the underlying stochastic and design sensitivity analysis. The second column of Table 3 Fig. 4(a) , along with the random shape parameters dening the geometry of the three-hole bracket. The bottom two holes are xed, and a deterministic horizontal force F = 15, 000 N is applied at the center of the top hole. The bracket material has a deterministic mass density ρ = 7810 kg/m 3 , deterministic elastic modulus E = 207.4 GPa, deterministic Poisson's ratio ν = 0.3, and deterministic uniaxial yield strength S y = 800 MPa. The objective is to minimize the second-moment properties of the mass of the bracket by changing the shape of the geometry such that the maximum von Mises stress σ e,max (X; s) does not exceed the yield strength S y of the material with 99.875% probability if y 1 is Gaussian. Mathematically, the RDO for this problem is dened to The proposed multi-point, single-step PDD design procedure was applied to solve this problem, employing three univariate and one bivariate augmented PDD approximations for the underlying stochastic analysis: (1) S = 1, m = 1; (2) S = 1, m = 2; (3) S = 1, m = 3; and (4) S = 2, m = 1. Table 4 summarizes the optimization results by all four choices of the truncation parameters. The optimal design solutions rapidly converge as S or m increases. The univariate, rst-order (S = 1, m = 1) PDD method, which is the most economical method, produces an optimal solution reasonably close to those obtained from higher-order univariate or bivariate PDD methods. For instance, the largest deviation from the average values of the objective function at four optimum points is only 3.8 percent. It is important to note that the coupling between the single-step procedure and multi-point approximation is essential to nd optimal solutions of this practical problem using low-variate, low-order augmented PDD approximations. 
Conclusion
A novel computational method, referred to as the augmented PDD method, is proposed for RDO and RBDO of complex engineering systems subject to mixed design variables comprising both distributional and structural design variables.
The method involves a new augmented PDD of a high-dimensional stochastic response for statistical moment and reliability analyses; an integration of the augmented PDD, score functions, and nite-dierence approximation for calculating the sensitivities of the rst two moments and the failure probability with respect to distributional and structural design variables; and standard gradient-based optimization algorithms, encompassing a multi-point, single-step design process. For RDO sensitivity analysis, the method capitalizes on a novel integration of the augmented PDD and score functions, providing analytical expressions of mean-square convergent approximations of the design sensitivities of the rst two moments. For RBDO sensitivity analysis, the method utilizes the embedded MCS of the augmented PDD approximation and a nite-dierence approximation to estimate the design sensitivities of the failure probability. In each variant of design optimization, both the stochastic responses, whether the rst two moments or the failure probability, and their design sensitivities are determined concurrently from a single stochastic analysis or simulation. Moreover, the multi-point, single-step design process embedded in the proposed method facilitates a solution of an RDO/RBDO problem entailing mixed design variables with a large design space. Numerical results, including a shape design optimization of a three-hole bracket, indicate that the proposed methods provide accurate and computationally ecient sensitivity estimates and optimal solutions for general RDO and RBDO problems.
