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Abstract
Recent studies of QCD Green’s functions and their applications in hadronic physics
are reviewed. We discuss the definition of the generating functional in gauge theories,
in particular, the roˆle of redundant degrees of freedom, possibilities of a complete
gauge fixing versus gauge fixing in presence of Gribov copies, BRS invariance and
positivity. The apparent contradiction between positivity and colour antiscreening in
combination with BRS invariance in QCD is considered. Evidence for the violation
of positivity by quarks and transverse gluons in the covariant gauge is collected,
and it is argued that this is one manifestation of confinement.
We summarise the derivation of the Dyson–Schwinger equations (DSEs) of QED
and QCD. For the latter, the implications of BRS invariance on the Green’s func-
tions are explored. The possible influence of instantons on DSEs is discussed in
a two-dimensional model. In QED in 2+1 and 3+1 dimensions, the solutions for
Green’s functions provide tests of truncation schemes which can under certain cir-
cumstances be extended to the DSEs of QCD. We discuss some limitations of such
extensions and assess the validity of assumptions for QCD as motivated from studies
in QED. Truncation schemes for DSEs are discussed in axial and related gauges, as
well as in the Landau gauge. Furthermore, we review the available results from a
systematic non-perturbative expansion scheme established for Landau gauge QCD.
Comparisons to related lattice results, where available, are presented.
The applications of QCD Green’s functions to hadron physics are summarised.
Properties of ground state mesons are discussed on the basis of the ladder Bethe–
Salpeter equation for quarks and antiquarks. The Goldstone nature of pseudoscalar
mesons and a mechanism for diquark confinement beyond the ladder approximation
are reviewed. We discuss some properties of ground state baryons based on their
description as Bethe–Salpeter/Faddeev bound states of quark-diquark correlations
in the quantum field theory of confined quarks and gluons.
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1 Introduction
Looking at the plethora of different hadrons it is evident that baryons and mesons are not
elementary particles in the naive sense of the word “elementary”. Experimental hadron physics
has determined the partonic substructure of the nucleon to an enormous precision leaving no
doubt that the parton picture emerges from quarks and gluons, the elementary fields of Quan-
tum Chromodynamics (QCD). On the other hand, it is a well-known fact that these quarks
and gluons have not been detected outside hadrons. This puzzle was given a name: confine-
ment. Despite the fact that the confinement hypothesis was formulated several decades ago
our understanding of the confinement mechanism(s) is still not satisfactory. And, in contrast
to other non-perturbative phenomena of interest in QCD (e.g., dynamical breaking of chiral
symmetry, UA(1) anomaly, and formation of relativistic bound states) the phenomenon of con-
finement might to some extend be in conflict with nowadays widely accepted foundations of
quantum field theory.
Quantum field theory provides the basis for our current understanding of particle physics. The
quantum field theoretical description of elementary particles has been impressively successful
since it was first developed in the quantisation of electrodynamics in the late 20ties. After
its first applications to elementary processes like the spontaneous decays of exited atoms, the
photo and the Compton effect, electron-electron scattering, pair creation and Bremsstrahlung,
the next major step was accomplished in the late 40ties. The anomalous magnetic moment of
the free electron from the Dirac theory of relativistic quantum mechanics was observed exper-
imentally. The development of the covariant perturbation expansion by Tomonaga, Schwinger
and Feynman together with the concept of renormalisation made it possible to calculate higher
order corrections to the elementary processes of electrons and photons. Its application to the
Lamb shift explained the experimental observations, and higher order corrections subsequently
agreed with the results of refined experiments.
Since these developments of Quantum Electrodynamics (QED), local quantum field theory
has further been developed and applied to the descriptions of elementary particles. Their
processes are accounted for by the collision theory developed by Lehmann, Symanzik and
Zimmermann, the so-called LSZ formalism [1] (for a description of its role in modern quantum
field theory see, e.g., Refs. [2] or [3]). Together with perturbation theory it describes the
processes of elementary particles at high energies based on asymptotically free gauge theories.
In particular, in the weak coupling regime of QCD, i.e., at high energies, the agreement of
perturbative calculations with the huge number of measurements available is impressive (see,
e.g., Fig. 14 in Sec. 5.3).
The perturbative description of elementary particles is essentially based on the field-particle
duality which means that each field in a quantum field theory is associated with a physical
particle. A simple example for this being the Fermi theory of the β-decay where a field is
associated to all particles involved, the proton, the neutron, as well as the electron and the
neutrino. This is of course not what one has in mind in describing hadrons as composite states
with quark and gluonic substructure in hadronic processes. On the one hand, scattering theory
can be extended to include processes of composite particles described by “almost local” fields
leading to a generalised LSZ formalism for bound states [4–6] (described also in the book of
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Ref. [3]). On the other hand, the situation in QCD is more complicated, however. Not only
does the asymptotic state space contain composite states, but the physical Hilbert space of
the asymptotic hadron states does not contain any states corresponding to particles associated
with the elementary fields in QCD, the quarks and gluons. For a description of confinement of
quarks and gluons within the framework of local quantum field theory, the elementary fields
have to be divorced completely from a particle interpretation. A quote from Haag’s book [3]
expresses this in a clear way as follows:
“The roˆle of fields is to implement the principle of locality. The number and the nature of
different basic fields needed in the theory is related to the charge structure, not to the empirical
spectrum of particles.”
The description of hadronic states and processes based on the dynamics of the confined cor-
relations of quark and glue is the outstanding challenge in the formulation of QCD as a
local quantum field theory. In particular, assuming that only hadrons are produced from pro-
cesses involving hadronic initial states, one has to explain that the only thresholds in hadronic
amplitudes are due to the productions of other hadronic states, and that possible structure
singularities occur in composite states which are due to their hadronic substructure only.
Some theoretical insight into the mechanism(s) for confinement into colourless hadrons could
be obtained from disproving the cluster decomposition property for colour-nonsinglet gauge-
covariant operators. One idea in this direction is based on the possible existence of severe
infrared divergences, i.e., divergences which cannot be removed from physical cross sections
by a suitable summation over degenerate states by virtue of the Kinoshita–Lee–Nauenberg
theorem [7]. 3 Such severe infrared divergences could provide damping factors for the emission
of coloured states from colour-singlet states (see [9]). However, the Kinoshita–Lee–Nauenberg
theorem applies to non-Abelian gauge theories in four dimensions order by order in pertur-
bation theory [10,11]. Therefore, such a description of confinement in terms of perturbation
theory is impossible. In fact, extended to Green’s functions, the absence of unphysical infrared
divergences implies that the spectrum of QCD necessarily includes coloured quark and gluon
states to every order in perturbation theory [12].
An alternative way to understand the insufficiency of perturbation theory to account for
confinement in four-dimensional field theories is that confinement requires the dynamical gen-
eration of a physical mass scale. In presence of such a mass scale, however, the renormalisation
group (RG) equations imply the existence of essential singularities in physical quantities, such
as the S-matrix, as functions of the coupling at g = 0. This is because the dependence of
the RG invariant confinement scale on the coupling and the renormalisation scale µ near the
ultraviolet fixed point is determined by [13]
Λ = µ exp
− g∫ dg′
β(g′)
 g→0→ µ exp(− 1
2β0g2
)
, β0 > 0. (1)
Since all RG invariant masses in massless QCD will exhibit the behaviour (1) up to a mul-
tiplicative constant, the ratios of all bound state masses are, at least in the chiral limit,
3 Also referred to as the non-Abelian Bloch–Nordsieck prescription, c.f., Ref. [8].
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determined independent of all parameters.
Therefore, to study the infrared behaviour of QCD amplitudes non-perturbative methods
are required. In addition, as singularities are anticipated, a formulation in the continuum is
desirable. One promising approach to non-perturbative phenomena in QCD is provided by
studies of truncated systems of its Dyson–Schwinger equations (DSEs) [14,15], the equations
of motion for QCD Green’s functions. Typical truncation schemes resort to additional sources
of information like the Slavnov–Taylor identities [16,17], as entailed by gauge invariance, to
express vertex functions and higher n-point functions in terms of the elementary two-point
functions, i.e., the quark, ghost and gluon propagators. In principle, these propagators can
then be obtained as self-consistent solutions to the non-linear integral equations representing
the closed set of truncated DSEs.
The underlying conjecture to justify such a truncation of the originally infinite set of DSEs is
that a successive inclusion of higher n-point functions in self-consistent calculations will not
result in dramatic changes to previously obtained lower n-point functions. To achieve this it is
important to incorporate as much independent information as possible in constructing those
n-point functions which close the system. Such information, e.g., from implications of gauge
invariance or symmetry properties, is sufficiently reliable so that the related properties are
expected to be reproduced by the solutions to subsequent truncation schemes.
Until recently, available solutions to truncated DSEs of QCD did not even fully include all
contributions of the propagators themselves. In particular, even in absence of quarks, solutions
for the gluon propagator in Landau gauge used to rely on neglecting ghost contributions [18–
21] which, though numerically small in perturbation theory, are unavoidable in this gauge.
While this particular problem can be avoided by ghost free gauges such as the axial gauge, in
studies of the gluon DSE in the axial gauge [22–26], the possible occurrence of an independent
second term in the tensor structure of the gluon propagator has been disregarded [27]. In fact,
if the complete tensor structure of the gluon propagator in axial gauge is taken into account
properly, one arrives at a coupled system of equations which is of similar complexity as the
ghost-gluon system in the Landau gauge and which is yet to be solved.
In addition to providing a better understanding of confinement based on studies of the be-
haviour of QCD Green’s functions in the infrared, DSEs have proven successful in developing a
hadron phenomenology which interpolates smoothly between the infrared (non-perturbative)
and the ultraviolet (perturbative) regime, for recent reviews see, e.g., [28,29]. In particular, a
dynamical description of the spontaneous breaking of chiral symmetry from studies of the DSE
for the quark propagator is well established in a variety of models for the gluonic interactions
of quarks [30]. For a sufficiently large low-energy quark-quark interaction quark masses are
generated dynamically in the quark DSE in some analogy to the gap equation in supercon-
ductivity. This in turn leads naturally to the Goldstone nature of the pion and explains the
smallness of its mass as compared to all other hadrons. In this framework a description of
the different types of mesons is obtained from Bethe–Salpeter equations (BSEs) for quark-
antiquark bound states. Recent progress towards a solution of a fully relativistic three-body
equation extends this consistent framework to baryonic bound states.
Investigations of QCD Green’s functions have been extended successfully to finite temperatures
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and densities during the last few years. As this is a subject of its own, and with regard to the
length of the present review we have refrained from reviewing this topic. Instead we refer the
interested reader to the recent review provided by Ref. [31].
This review is organised as follows: Chapter 2 reviews some basic concepts of quantum field
theory and especially QCD, some derivations and the notations to provide the necessary back-
ground for the later chapters. In Chapter 3 the Dyson–Schwinger formalism is presented. Chap-
ter 4 provides a short summary of QED Green’s functions in 1+1, 2+1 and 3+1 dimensions.
These results are helpful to put the corresponding results for QCD into perspective. Chapter
5 is the central part of this review: The infrared behaviour of QCD Green’s function and its
implications for confinement, for dynamical breaking of chiral symmetry and the structure of
hadrons in general are discussed. Phenomenological studies of mesons which are based on the
results for the propagators are summarised in Chapter 6. On the way towards a description of
baryons as bound states in colour singlet 3-quark channels a detailed understanding of diquark
correlations is necessary. In Chapter 7 the corresponding framework is provided, and baryonic
bound states of quarks and diquarks are described in reduced Bethe–Salpeter/Faddeev equa-
tions obtained for separable diquark correlations. A few concluding remarks are given in the
last chapter. Some more technical issues are provided in several appendices.
We wish to emphasise that this review is a status report on an on-going effort. The long
way from the dynamics of quark and glue to hadrons in one coherent description is far from
paved. Considerable segments are, however, increasingly well understood, some on a fairly
fundamental level, others from temporarily used model assumptions. Connections between
the various pieces are made in form of justifications and improvements of the respective model
assumptions. The present review describes some of these segments along the way.
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2 Basic Concepts in Quantum Field Theory
In this chapter, some underlying concepts of the subsequent chapters are briefly reviewed,
mainly to introduce definitions and conventions for later use. In addition, and maybe more
importantly, we discuss some of the fundamental issues in this chapter which might in future
lead to advances in the understanding of hadronic physics based on the dynamics of quark
and glue.
Since a comprehensive and final quantum field theoretic description of a confining theory is
not established yet, it is necessary to cover various descriptions in this review. However, even
the most widely adopted ones possess some quite complementary aspects. A rough classifi-
cation may be possible in realizing that the least modifications, necessary to accommodate
confinement in quantum field theory, seem to be given by the choice of either relaxing the
principle of locality or abandoning the positivity of the representation space. 4 We will discuss
some of the implications of both these possibilities in this chapter. Since abandoning locality
has much further reaching consequences, the latter choice, the description of QCD based on
local quantum field theory with indefinite metric spaces, might be the more viable possibility
of the two, if the cluster decomposition property of local fields can be circumvented.
As was originally suggested for QED by Gupta [32] and Bleuler [33], the starting point for a
covariant description of gauge theories is an indefinite metric space. In particular, this implies
that, apart from positivity, most other properties of local quantum field theory, and hereby
most importantly the analyticity properties of Green’s functions and amplitudes, remain to
be valid in such a formulation. In QCD, coloured states are supposed to exist in the indefinite
metric space of asymptotic states. A semidefinite subspace is obtained as the kernel of an op-
erator. Just as in QED, where the Gupta–Bleuler condition is to enforce the Lorentz condition
on physical states, this subspace, called the physical subspace, has a partition in equivalence
classes of states which differ only by their zero norm components.
A first impression of such a description of confinement can be obtained from the analogy
with QED. Quantising the electromagnetic field in a linear covariant gauge, besides transverse
photons one also obtains longitudinal and scalar (time-like) photons. The latter two are un-
observable because one eliminates indefinite metric states by requiring the Lorentz condition
on all physical states. The S-Matrix of QED scatters physical states into physical ones only,
because it commutes with the Lorentz condition. The scalar photons are “eaten up” by the
longitudinal ones with which they form metric partners. Colour confinement in QCD can be
described by an analogous mechanism: No coloured states should be present in the positive
definite space of physical states defined by some suitable condition which has to commute
with the S-Matrix of QCD to ensure scattering of physical states into physical ones. The
dynamical aspect of such a formulation resides in the cluster decomposition property of local
field theory. The proof of which, absolutely general otherwise [34], does not include the in-
definite metric spaces of covariant gauge theories. In fact, there is quite convincing evidence
for the contrary, namely that the cluster decomposition property does not hold for coloured
correlations of QCD in such a description [35]. This would thus eliminate the possibility of
4 As a third alternative both might eventually turn out to be necessary, of course.
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scattering a physical state into colour singlet states consisting of widely separated coloured
clusters (the “behind-the-moon” problem, see also Ref. [36] and references therein). We will
return in some more detail in Sec. 2.4 to the foundations of this description which is based
on the representations of a particular symmetry of covariant gauge theories found by Becchi,
Rouet and Stora, the BRS symmetry [37].
The dynamics of the elementary degrees of freedom of QCD is encoded in its n-point correlation
functions, i.e, the hierarchy of the (time-ordered) Green’s functions G(n)(x1, . . . xn). Owing to
the axioms of local quantum field theory, in Minkowski space-time these are defined to be
boundary values (by ηk → 0 from below) of analytic functions of n − 1 complex 4-vectors
zµk = ξ
µ
k + iη
µ
k which are complex extensions of the relative coordinates ξk ≡ xk − xk+1 (with
k = 1, . . . n − 1). The complicated domain of holomorphy of the correlation functions is then
established in several steps, see Refs. [38,3] for more details. First, one observes that it contains
the primitive domain which is defined by the requirement that the negative imaginary parts of
all zk lie in the forward cone, −ηk ∈ V+. Then, all “points” are included which can be reached
from the primitive domain by complex Lorentz transformations, i.e, by extending SL(2,C), the
double cover of the proper orthochronous Lorentz group, to SL(2,C)×SL(2,C). Permutations
of the n− 1 variables zk and the theory of functions of several complex variables then lead to
the so-called envelope of holomorphy of permuted extended tubes. This connects the primitive
domain with the non-coincident Euclidean region, {(x1, . . . xn) ∈ R4n : xk 6= xl ∀k 6=l∈{1,...n}}.
Or vice versa, with the Euclidean SU(2)×SU(2) symmetry as subgroup of SL(2,C)×SL(2,C),
the domain of holomorphy allows a complex extension of the Euclidean space. This apparently
technical issue is quite important to realize, however, since it justifies the incorporation of time-
like vectors (e.g., the total momenta of bound states) as complex 4-vectors in an analytically
continued Euclidean formulation.
We will adopt such a Euclidean formulation throughout the following chapters with few ex-
ceptions which will be mentioned explicitly where they occur.
The first of the alternatives mentioned in the beginning of this section is based on describing
confinement by an absence of coloured states from the asymptotic state-space altogether. In
particular, for a formulation in terms of some elementary quark and gluon fields this requires
a relaxation of the principle of locality in order to admit singularity structures of their Green’s
functions that cannot occur in a local quantum field theory. We will discuss some consequences
of this in Sec. 2.5.
One way to implement confinement in such a description might be provided by assuming
that the elementary correlations are given by entire functions in momentum space, e.g., that
no singularities are present at all in any finite region of the complex p2-plane of the 2-point
correlations reflecting their confined character. While (finite) time-like momenta are readily
incorporated in such a description, singularities for p2 → ∞ are indispensable for non-trivial
entire functions. Asymptotic freedom, however, entails that analytic 2-point functions need to
vanish in this limit for all directions of the complex p2-plane [39,40], see also Sec. 2.3 below.
Perturbation theory, yielding the perturbative logarithms for large p2, thus seems hard to be
reconciled with the idea of entire 2-point functions. A singularity structure which generates
the perturbative logarithms and complies at the same time with the analyticity considerations
above entails that singularities occur on the time-like real p2-axis only. The 2-point correlations
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of quarks and transverse gluons are then analytic functions in the cut complex p2-plane. While
the phenomenologically appealing models employing entire 2-point functions can therefore be
motivated only as approximations for not too large |p2|, the required analyticity structure is
evident in the local description of covariant gauge theories based on indefinite metric spaces.
Confinement of quarks and transverse gluons is hereby attributed to violations of positivity
which should result in indefinite spectral densities for their respective correlations, see, e.g.,
Ref. [40]. It has in fact been argued that such a violation of positivity can already be inferred
from asymptotic freedom in combination with the unbroken BRS invariance in QCD [40,41].
The subtleties in this argument which might be regarded as not absolutely conclusive are dis-
cussed further in Sec. 2.3. Independent of this perturbative argument, however, such violations
of positivity are observed in the presently available solutions to Dyson–Schwinger equations
as well as in lattice results for the transverse gluon propagator, see Chapter 5. Since these
results together seem to provide quite convincing evidence for such violations of positivity of
the elementary correlations of QCD in the covariant formulation, we will return to this issue
repeatedly in the following chapters.
2.1 Generating Functional of QED and QCD
The Feynman–Schwinger functional integral representation of the generating functional for a
gauge theory coupled to fermions is in the Euclidean domain formally given by,
Z[j, η¯, η] =
∫
D[A, q, q¯] ∆[A] δ(fa(A)) (2)
exp
{
−
∫
d4x
(
1
4
F aµνF
a
µν + q¯(−D/ +m)q
)
+
∫
d4x
(
Aaµj
a
µ + η¯q + q¯η
)}
.
Hereby sources jaµ for the gauge fields A
a
µ, and Grassmannian sources η¯ and η for the fermion
fields q and q¯, have been introduced. We furthermore employ a positive definite Euclidean
metric gµν = δµν with hermitian γ-matrices, {γµ, γν} = 2δµν . In the case of QED, an Abelian
gauge theory with gauge coupling e, the field strengths are given by
Fµν = ∂µAν − ∂νAµ , and Dµ = ∂µ + ieAµ (3)
is the covariant derivative. The other case of interest here is QCD, i.e., the gauge group SU(3).
It is often convenient, however, to consider a variable number of colours Nc, and we present
the following discussions mostly in a way applicable to general SU(Nc) gauge groups. The
field strengths are in either case given by
F aµν = ∂µA
a
ν − ∂νAaµ − gfabcAbµAcν , and Dabµ = δab∂µ + gfabcAcµ (4)
is the covariant derivative in the adjoint representation of SU(Nc) with f
abc being the cor-
responding structure constants, and g is the coupling constant. Denoting the generators of
SU(Nc) in the fundamental representation as t
a we can rewrite the covariant derivative:
Aµ = t
aAaµ , and Dµ = ∂µ + igAµ , with [t
a, tb] = ifabctc . (5)
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The functional integration of the gauge fields over the hypersurface fa(A) = 0 involves the
measure ∆[A], called the Faddeev–Popov determinant [42]. In linear covariant gauges one uses
fa(A) = ∂µA
a
µ. In the case of QED the corresponding condition f(A) = ∂µAµ leads to a field-
independent Faddeev–Popov determinant, i.e., a pure number, and Faddeev–Popov ghosts do
not couple to physical fields. The situation is different in non-Abelian gauge theories despite
the fact that the underlying idea is quite similar. To obtain the physical configuration space
it is necessary to divide the set of all gauge potentials by the set of all gauge transformations
including the homotopically non-trivial ones [43,44]. A local gauge fixing condition is intro-
duced to select a particular gauge field configuration AU0 by fa(AU0) = 0 from the equivalence
class of gauge fields belonging to the same orbit,
[AU ] := {AU = UAU † + UdU † : U(x) ∈ SU(Nc)} . (6)
This procedure is locally unique if for infinitesimally neighbouring configurations along the
orbit, AU = AU0 + δAθ with δAa θµ = −Dabµ δθb, one has:
∆[A] = Det
(
δfa(AU (x))
δθb(y)
)∣∣∣∣∣
θ=0
6= 0 . (7)
In linear covariant gauges the Faddeev–Popov determinant reads explicitly:
∆[A] = Det
(
−∂µDabµ
)
. (8)
Perturbatively this Jacobian factor is taken care of by introducing ghost fields, i.e., scalar
Grassmann fields c¯a and ca in the adjoint representation, such that the Faddeev–Popov deter-
minant is written as a Gaussian integral of these ghost fields.
The scalar ghost fields belong to the trivial representation of SL(2,C), the cover of the con-
nected part of the Lorentz group. As local fields with space-like anti-commutativity, they
violate the spin-statistics theorem and are thus necessarily unphysical. The domain of holo-
morphy of the vacuum expectation values of any product of local fields, and the positive
definiteness of the scalar product between any two states generated from the vacuum by the
polynomial algebra of those fields, together entail that anti-commutativity is normally tied to
fields belonging to half-odd integer spin representations of SL(2,C), see, e.g., [3]. This is not
necessarily so in the indefinite-metric spaces of covariant gauge theories, however, in which
the scalar product is replaced by an indefinite sesquilinear form. It implies of course that
Faddeev–Popov ghosts are unobservable, see also [45].
As we shall describe in a little more detail in the context of BRS invariance in Sec. 2.4, in the
covariant operator formulation of gauge theories ghosts and antighosts together with longitu-
dinal and time-like gluons form quartets of metric partners, see, e.g., [36]. With the exception
that ghosts decouple in QED this is no different from the case of longitudinal and time-like
photons [32,33]. In contrast to QED, however, in QCD positivity is violated for transverse
gluon states too. This can be inferred already in perturbation theory from asymptotic free-
dom (and unbroken global gauge invariance) for less than 10 quark flavours [46,47], see the
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discussion at the end of Sec. 2.3. It implies that the massless transverse asymptotic gluon states
of perturbation theory belong to unphysical quartets also. 5 This alone is not sufficient for a
realization of confinement, however, for which it is absolutely crucial that non-perturbatively
no such massless transverse gluon states exist, regardless of the fact that possible asymptotic
single particle states in transverse gluon correlations generally form quartets. We will come
back to this point in Sec. 2.4. The results presented in Chap. 5 for the Landau gauge gluon
propagator from both, solutions to Dyson–Schwinger equations [48,49] and lattice simula-
tions [50,51] demonstrate the violation of positivity for transverse gluons non-perturbatively
and, 6 in addition, agree in confirming the absence of massless asymptotic transverse single
gluon states.
The gauge condition fa(A) = 0, formally represented by a delta functional, is usually relaxed
into fa(A) = iξBa with a Gaussian distribution of width ξ. In the linear covariant gauges this
amounts to the replacement,
δ(fa(A)) → exp− 1
2ξ
∫
d4x (∂µA
a
µ)
2 =
∫
DB exp−
∫
d4x
(
iBa∂µA
a
µ +
ξ
2
BaBa
)
, (9)
which may or may not be represented by a Gaussian integration of the (Euclidean) Nakanishi–
Lautrup auxiliary field Ba. The Lorentz condition ∂µA
a
µ = 0 is strictly implemented only in
the limit ξ → 0 which defines the Landau gauge.
Perturbation theory can then be defined by choosing the Gaussian measure of free quark,
gluon and ghost fields as a starting point for a power series expansion of the non-Gaussian
interaction terms in the effective Lagrangian Leff of covariant perturbation theory,
Z[j, η¯, η, σ¯, σ] = (10)∫
D[A, q, q¯, c¯, c] exp
{
−
∫
d4xLeff +
∫
d4x (Aaja + η¯q + q¯η + σ¯c+ c¯σ)
}
,
with Leff = 1
2
Aaµ(− ∂2δµν −
(1
ξ
− 1
)
∂µ∂ν)A
a
ν (11)
+ c¯a∂2ca + gfabc c¯a∂µ(A
c
µc
b) − gfabc (∂µAaν)AbµAcν
+
1
4
g2fabef cdeAaµA
b
νA
c
µA
d
ν + q¯(− ∂/+m)q − ig q¯γµtaq Aaµ .
Here, sources σ and σ¯ have been introduced for the (anti)ghost fields (c¯)c, in exactly the same
way as the sources for the quark fields. The sign convention adopted for Grassmann fields is
that derivatives generically denote,
δ
δ(η¯, σ¯)
:= left derivative ,
δ
δ(η, σ)
:= right derivative . (12)
Despite the gauge invariance of the generating functional the Green’s functions, obtained
as the moments of this functional by taking derivatives with respect to the sources, are of
5 Together with massless states in certain ghost-gluon composite operators, see Sec. 4.4.3 in [36].
6 Positivity violation was already observed in the lattice studies of Refs. [52,53].
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course gauge dependent. The underlying gauge invariance, however, leads to relations between
different Green’s functions: the Ward–Takahashi identities in QED [54,55] and the Slavnov–
Taylor identities in QCD [16,17]. The most convenient device to derive the Slavnov–Taylor
identities is to exploit the Becchi–Rouet–Stora (BRS) symmetry [37] of Green’s functions [56].
This will be discussed in detail in Section 3.2. Here, for completeness, we give the (on-shell)
nilpotent BRS transformations for linear covariant gauges:
δAaµ = D
ab
µ c
b λ , δq = −igta ca q λ ,
δca = − g
2
fabc cbcc λ , δc¯a = 1
ξ
∂µA
a
µ λ ,
(13)
with the global parameter λ belonging to the Grassmann algebra of the ghost fields. This
parameter thus (anti)commutes with monomials in the fields that contain (odd)even pow-
ers of ghost or antighost fields. Here it commutes with the quark fields since we assumed
commutativity of ghosts with quark fields (without loss of generality, because of ghost num-
ber conservation, either commutativity or anti-commutativity can be assumed, see Ref. [36]).
Therefore, one can assign λ the ghost number NFP = −1 reflecting the fact that the BRS
charge has ghost number NFP = 1. The BRS invariance of the total Lagrangian in Eq. (11)
follows from the gauge invariance of the classical action and the fact that gauge fixing and
ghost terms can be expressed as a BRS variation themselves (i.e., they are BRS-exact).
We use complex ghost fields with c¯ ≡ c†. With this hermiticity assignment the Lagrangian of
Eq. (11) is not strictly hermitian and, furthermore, the BRS transformation given in Eq. (13) is
not compatible with this assignment, as discussed, e.g., in [36]. To avoid this, independent (here
Euclidean) real Grassmann fields u, v should be introduced by substituting c→ u and c¯→ iv
in Eqs. (11) and (13) above. In Landau gauge (ξ = 0) we can make use of the additional ghost-
antighost symmetry, however, to maintain the hermiticity of the Lagrangian and compatibility
with the larger double BRS symmetry also for the assignment c¯ = c†. For ξ 6= 0, in the
more general covariant gauge, this assignment is possible only at the expense of a quartic
ghost interaction (which vanishes for ξ → 0). Since we are mainly interested in the Landau
gauge, we can disregard this subtlety and employ the naive BRS transformations together
with the apparently wrong hermiticity assignment for the ghost fields in the derivations of
Slavnov–Taylor identities. The results obtained in this way will be correct as long as we let
ξ → 0 eventually in these derivations. The explicit connection between independent real and
complex ghost fields is provided by realizing that, in Landau gauge, the ghost number Qc and
the ghost-antighost symmetry of the real formulation are actually both part of a larger global
SL(2, R) symmetry (which can be maintained for ξ 6= 0 by introducing the quartic ghost self-
interactions). The connection with the complex formulation is provided by the Cayley map
and SL(2, R) ≃ SU(1, 1). Some details of this connection are provided in App. A.
Noether’s theorem implies that there is a conserved anti-commuting charge associated with
the BRS symmetry. The existence of this non-trivial nilpotent and hermitian charge is only
possible because the state space has indefinite metric. From Noether’s theorem one deduces
furthermore that the BRS charge is the generator of BRS transformations: The BRS transform
of an operator is given by the (anti-)commutator of it with the BRS charge. An operator
which is the BRS transform of another operator is called exact. From the nilpotency of the
BRS charge one immediately concludes that the BRS transform of an exact operator vanishes.
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Taking furthermore into account that the BRS charge commutes with the S-matrix this has
lead to the conjecture that physical states are the ones which are annihilated by the BRS
charge [57,41]. Furthermore, we note here that λ need not be infinitesimal nor need it be
field-independent for (13) to be a symmetry of the Faddeev–Popov gauge fixed action [58].
However, the use of a field-dependent BRS transformation is aggravated by the fact that the
functional measure is in general not invariant under this non-local transformation.
Within linear covariant gauges the Green’s functions also depend on the gauge parameter
ξ. Using BRS symmetry one can furthermore derive the Nielsen identities [59] which control
the gauge parameter dependence of Green’s functions. These identities can be used to prove
the gauge independence of particle poles in the standard model to all orders in perturbation
theory, for recent applications see Ref. [60] and the references therein.
Concluding this section we would like to add a remark regarding the non-perturbative use of
the generating functional. In perturbation theory, the Gaussian measure over the free fields
can formally be defined as a probability measure with support over the space of tempered
distributions, see Refs. [61,38]. For ghosts and longitudinal gluons this measure is not positive.
The products of free fields occurring in the interactions, the composite fields, may also be
well defined as tempered distributions. Ambiguities arise for products of these composite
fields at coinciding Euclidean points. This is the origin for the need of renormalisation. In a
renormalisable theory there exists a finite set of composite fields such that the product of any of
them at coinciding points contains composite fields within the same set multiplied by (formally
infinite) renormalisation constants. This is usually proven at all orders in perturbation theory.
Multiplicative renormalisability beyond perturbation theory has the status of a conjecture.
Beyond perturbation theory, the only safe way to define the measure in the Euclidean gen-
erating functional, and thus the Euclidean Green’s functions as its moments, is given by the
continuum limit of the lattice formulation of quantum field theory. The need for gauge fixing,
the presence of long-range correlations such as the infrared divergences caused by the soft
photons in QED, 7 the possibility of infrared slavery in QCD, and triviality are some obstacles
in a proper definition of the generating functional beyond perturbation theory. Some of these
can be taken care of, others are less understood. In order to proceed, the existence of the
generating functional has to some extend still be postulated for many realistic theories. This
will be also the point of view in the following chapters. Before we move on, however, we briefly
discuss the incompleteness of the standard gauge fixing procedure and some related issues in
the next section.
2.2 Gribov Copies, Monopoles and Gauge Fixing
It is a well known problem that the Lorentz gauge condition ∂Aa = 0 is not complete [64].
On compact space-time manifolds it has been proven that solutions to local gauge conditions
of the form f(A) = 0 are generally unable to uniquely specify the connection, i.e., the gauge
potentials A. The problem is generic and due to the topological structure of the non-Abelian
gauge group [65], for a pedagogical discussion see Chapter 8 of [66].
7 For two recent reviews on the treatment of soft and collinear infrared divergences see, e.g., [62,63].
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Gribov’s observation from the Coulomb, or analogously, from the Lorentz gauge condition
∂A = 0 is intuitively easy to understand. Consider the set of connections Γ := {A : ∂A = 0}
with the further constraint that all A connected by global transformations SU(Nc)global have
to be identified in addition. For sufficiently strong A(x) the Faddeev–Popov operator −∂D(A)
can be shown not to be positive. Very much like bound states in quantum mechanics arise for
sufficiently strong potentials, there is a critical Ac for which the lowest eigenvalue λ0 of the
Faddeev–Popov operator is zero. A normalisable zero-mode always arises from the analogue
of the bound state wave-function in the limit A→ Ac from that side for which λ0 → 0−.
Field configurations for which such zero modes occur in the Faddeev–Popov operator −∂D(A)
constitute the Gribov horizons. In particular, the configurations Ac where this happens for
the lowest eigenvalue are said to lie on the first Gribov horizon ∂Ω, i.e., the set of field
configurations for which the lowest eigenvalue of the Faddeev–Popov operator vanishes. It
can be shown that any point on ∂Ω has a finite distance to the origin in field space [44].
Furthermore, in Coulomb gauge on any compact three-manifold every Gribov copy obtained
by a homotopically non-trivial gauge transformation of the trivial gauge field A = 0 has a
vanishing Faddeev–Popov determinant [43]. An example of this has already been given in
the appendix of Gribov’s original paper [64]. He considered a pure gauge potential Aµ =
(0, ~Apg) = (0,−iU † ~∇U) in Coulomb gauge ~∇ ~Apg = 0. If the gauge condition was unique, the
only solution should be ~Apg = 0. However, choosing an hedgehog configuration in an SU(2)
subgroup parametrised by the generators ~τ
U(~r) = cos
θ(r)
2
+ i~τ rˆ sin
θ(r)
2
, rˆ =
~r
|~r| (14)
the gauge condition becomes
d2θ˜
dt2
+
dθ˜
dt
− 2 sin θ˜ = 0, with t = lnµr and θ˜(t) = θ(r). (15)
This is the classical equation of motion of a damped pendulum corresponding to the motion
of a particle in the potential V (θ˜) = 2 cos θ˜ with friction dθ˜/dt of unit strength. The static
solutions dθ˜/dt = 0 are given by θ˜ = θ = lπ which decomposes into two sequences, the even
and the odd multiples of π for l = 2n and l = 2n + 1 with n ∈ Z , respectively. For all pure
gauge field configurations that approach these solutions at spatial infinity,
~Apg
r→∞−→ −iU † ~∇U = −i exp(−iθ
2
~τ rˆ)~∇ exp(iθ
2
~τ rˆ) , (16)
the Pontryagin index (winding number) is found to be half integer,
ν =
−i
24π2
∫
d3x ǫijk tr(A
pg
i A
pg
j A
pg
k ) =
l
2
with l ∈ Z . (17)
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Note that even though
~Apg(2n) = 0 , and
~Apg(2n+1) =
(~τ
2
× rˆ
) 2
r
, at r 6= 0 (18)
for the even θ = 2nπ and the odd θ = (2n+1)π static solutions, respectively, neither of these
need to be entirely trivial. They can carry winding number concentrated at ~r = 0 (for l 6= 0).
For regularised θlǫ(r) = lπ r/
√
r2 + ǫ2 one verifies,
− 1
24π2
ǫijktr
[
(U †ǫ∇iUǫ)(U †ǫ∇jUǫ)(U †ǫ∇kUǫ)
]
ǫ→0−→ l
2
δ3(~x) , for Uǫ = exp(i
θlǫ(r)
2
~τ rˆ) . (19)
The even sequence l = 2n yields infinitesimal and thus singular n-vacua obtained from the
regular ones, θ2nǫ (r) = 2πn r/
√
r2 + ǫ2 → 2nπ, for ǫ → 0. These, of course, correspond to
the classification of configurations according to π3[SU(N)] = Z , i.e., of configurations with
the boundary condition that U → U0 for a unique U0 ∈ SU(2) in all directions at spatial
infinity. The odd sequence, on the other hand, corresponds to configurations for which two
group elements at spatial infinity in opposite directions differ by a non-trivial central element
(here by −1 ∈ Z2 = {±1} for SU(2)) which does not affect adjoint fields such as the gauge
potentials. 8 This additional classification into even and odd sequences generalises for the
SU(N) pure gauge theory according to π1[SU(N)/ZN ] = ZN corresponding to fractional
topological indices k/N with k = 0, . . . N − 1, see [67].
In addition to the even and odd static solutions with θ = lπ discussed so far, there are of course
also solutions to the equation (15) for θ˜(t) which start at one of the maxima of the potential
V (θ˜) = 2 cos θ˜ at θ˜ = 2nπ with infinitesimal velocity for t→ −∞, and which approach one of
the two neighbouring minima at θ˜ = (2n± 1)π for t→∞ where they eventually come to rest
due to the friction term. For n = 0 these correspond to everywhere regular pure gauge field
configurations, i.e., Gribov copies of the vacuum, with U(~r)→ ±1 for r → 0 and U(~r)→ ±i~τ rˆ
for r → ∞, and with topological index ν = ±1/2. The property of these regular solutions to
reach the odd sequence asymptotically at r →∞ suffices to show that any Wilson line-integral
along a curve γ starting from spatial infinity in some direction and leading to spatial infinity
in the opposite direction is −1, see Ref. [67],
Wfd( ~A
pg) = P exp
{
i
∫
γ
~Apgd~s
}
= −1 , for ~Apg = −i exp(−iθ(r)
2
~τ rˆ)~∇ exp(iθ(r)
2
~τ rˆ) (20)
in the fundamental representation for these configurations. Note that the n-vacua yield +1
just as the trivial vacuum; and adjoint Wilson lines are +1 in either case, of course.
Instantons change the index ν by one unit. Regular ones of infinitesimal size ρ = ǫ → 0, or
equivalently, those with ρ→∞ in a singular gauge, connect the vacua from the even sequence
with the adjacent even ones and those of the odd sequence with adjacent odd ones, i.e., they
correspond to transitions between the above vacua of constant angles θ = lπ with l → l ± 2.
8 For the pure gauge theory these boundary conditions are equivalent and combined in U → ZNU0.
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At zero temperature these instantons are discontinuous at a space-like surface passing through
their centres. This is a ramification of the general argument for a necessarily discontinuous
time-evolution of such transitions in the Coulomb gauge [68]. In the Hamiltonian description
this was related to the observation that, within such a transition, the configurations pass
through the Gribov horizon at which the Coulomb gauge Hamiltonian fails to generate a
continuous time-evolution [64,68,69].
Instantons at finite temperature T = 1/β are the Harrington–Shepard calorons [70]. Those
calorons that connect the n-vacua of Eq. (18), with l → l ± 2, at the opposite ends of the
finite time interval can be obtained from (anti-periodic) gauge transformations of special
types of static, (anti)self-dual Bogomolnyi–Prasad–Sommerfield (BPS) monopoles, namely
the ones with topological charge Q = βµ/2π = 1, where µ is the scale of the BPS monopole,
see [71,72]. 9
Studying the limit T → 0 of these calorons with first, at finite T , e.g., ρ→∞ for the singular
gauge, one can see the aforementioned discontinuity arise explicitly. In this limit, they reduce
to sequences of the form,
~A(~x, t) =

~Apg(2n+2) , t > t0
~Apg(2n+1) , t = t0
~Apg(2n) , t < t0
(21)
where t = t0 defines the central time-slice of the original caloron. At the expense of the finite
action for an instanton, the vacua of the odd sequence of constant angles θ = (2n + 1)π can
therefore exist for infinitesimally short times only.
Cutting the time interval for finite β = 1/T at t = t0, one obtains self-dual configurations
in each of the two parts which are separately gauge transforms of BPS monopoles, now with
topological charge Q = 1/2. 10 These configurations have half the instanton action and connect
the even with the odd vacua, with integer and half-odd integer winding numbers ν = l/2,
respectively, corresponding to transitions l → l ± 1 from one end of their finite time intervals
9 The Polyakov loop of these special BPS monopoles passes through the centre of SU(2) at the
position of the monopole, and it approaches the centre at spatial infinity. They thus correspond to
two axial-gauge monopoles, the ramifications of the Gribov problem in the axial gauge, one at the
position of the BPS monopole and the other one at infinity with zero total magnetic charge. This
is a special case of the general relation between instantons and axial-gauge monopoles which was
clarified in Refs. [73–76]. Instantons corresponding to two axial-gauge monopoles at a finite distance
of each other, called the non-trivial holonomy instantons because for these the Polyakov-loop does
not approach the centre at spatial infinity, were found in Refs. [77,78]. For the relation between
instantons and the magnetic monopoles of general Abelian gauges, see Ref. [79]. For gauge fixing and
instantons in a field strength formulation, see Ref. [80]. A relation to monopoles might be provided
by a field strength formulation in the maximal Abelian gauge [81].
10 Since for these BPS monopoles the Polyakov loop passes through the centre only once, at their po-
sitions and, in particular, does not approach a central element at spatial infinity, they each correspond
to one single axial-gauge monopole and thus have non-trivial holonomy.
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to the other. Quite obviously, however, for temperatures T → 0 these transitions occur at
infinitesimally early or late times leading to the pure gauge configurations ~Apg(2n) with integer
winding number ν = 2l = n for all finite times. In the Hamiltonian description, it therefore
seems rather questionable whether such transitions can in the end give rise to a ground-state
wave-functional that is centre symmetric in the sense of the Wilson lines of Eq. (20).
An alternative possibility to connect vacua of the even sequence with neighbouring odd ones is
provided by merons. These are classical solutions of the SU(N) pure gauge theory which are
singular, non-selfdual and thus of infinite action [82,83]. Explicitly, an Euclidean one-meron
solution in Coulomb gauge, and for an arbitrary SU(2) subgroup, see the review in Ref. [84],
is given by
~Amn(~r, t) =
(~τ
2
× rˆ
) 1
r
(
1− t√
t2 + r2
)
. (22)
Clearly, for t→∞ (and r 6= 0) the meron configuration vanishes. More carefully, including the
singularity at r = 0, one finds that it approaches a vacuum of the even sequence, corresponding
to the ǫ→ 0 limit of θ2nǫ (r)→ 2nπ. For t→ −∞ one has ~Amn → ~Apg = (~τ×rˆ)/r corresponding
to a θ2n+1ǫ (r) → (2n + 1)π configuration of the odd sequence. 11 As might intuitively seem
reasonable for configurations that connect the even with the odd vacua, the gauge potentials
of single-meron configurations are exactly half the gauge potentials of the instantons in the
special limit discussed above, i.e., of those with ρ = ǫ → 0 or ρ → ∞ in the regular or the
singular gauge, respectively. Or, vice versa, these instantons can in fact be viewed as the special
case of analytically known two-meron solutions for vanishing distance, see Refs. [83,84]. 12
Though single-meron configurations are neither self-dual nor have finite action, in contrast
to the Q = 1/2 BPS monopoles discussed above, they do connect vacua with integer and
half-odd integer winding number without discontinuity in time. At finite separations in the
time-direction two-meron configurations might therefore, at least in principle, be employed to
populate the half-odd winding number configurations ~Apg(2n+1) for finite time periods. It was
furthermore argued that the logarithmically diverging action of meron pairs, which can made
explicit in a regularisation in terms of so-called “instanton caps”, might be compensated in the
free energy by their contributions to the entropy [86,87]. This observation has induced some
renewed interest in the role of merons with respect to confinement, e.g., for a recent lattice
study of meron pairs, see Ref. [88].
To summarise, while a simple picture of confinement, e.g., as intuitive as the dual Meissner
effect by a condensation of magnetic monopoles proposed for the maximal Abelian gauge
[89,90], is not yet available for Coulomb or Landau gauge, relations between the various types
of monopoles in the various gauges, gauge singularities and the role of topologically non-
trivial gauge copies are increasingly well understood. Some analogies of these issues can be
11 Its connection to monopoles is quite obvious, at t = 0 the meron passes through a chromomagnetic
monopole with Bai = −rira/r4 and Eai = 0 which was first reported as a static solution to the classical
Yang-Mills equations in Ref. [85].
12 The hypothesis that exact solutions for two merons at a finite distance [82] might provide a more
general connection between instantons and monopoles, in particular also for Coulomb and Landau
gauges, is a long-standing conjecture, see Refs. [86,87].
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found also for the Coulomb or Landau gauge along the directions mentioned above. Whether
these subtleties will be relevant for a description of confinement or not, whether any kind of
semi-classical analysis might in the end be swamped by genuine quantum effects, the mere
existence and the possible couplings of the fractional n-vacua seems to show that the capacity
exists, at least in principle, to introduce a sufficient disorder which might eventually be all
that is needed in the pure gauge theory to lead to an area law for large Wilson loops also in
the Coulomb or the Landau gauge.
For reasons that will become clear below, consider now the square norm of the various pure
gauge configurations obtained from Eq. (14). It is straightforward to see that
‖Apg‖2 =
∫
d3x trApgi A
pg
i = 2π
∞∫
0
r2dr
(
(θ′(r))2 +
4
r2
(1− cos θ(r))
)
(23)
which vanishes for ~A = 0 and for all static θ = 2nπ copies thereof. 13 From Eq. (23) it is clear
that θ(r) → 2nπ for r → ∞, corresponding to the maxima of the potential V (θ˜) in order
for the square norm of such a pure gauge configuration to be finite. This is the case only for
those configurations that approach the integer n-vacua ~Apg(2n) at large r. In particular, it is
not the case for the regular Gribov copies discussed in the paragraph above Eq. (20) nor for
regularised vacua with half-odd winding numbers obtained from θǫ(r) = π(2n+1)r/
√
r2 + ǫ2.
In addition, the first term in the norm integral, with
∞∫
0
r2dr (θ′(r))2 =
∞∫
−∞
dt′
(
dθ˜(t′)
dt′
)2
, (24)
then corresponds to the total energy dissipated (for t → ∞) by the particle θ˜(t) moving in
the potential V (θ˜) = 2 cos θ˜. This implies that, due to the friction dθ˜(t)/dt in its equation
of motion (15), any particle that comes to rest at one of the maxima θ˜ = 2πl for t → ∞
must at t → −∞ initially have come from (positive or negative) infinity with infinite initial
energy. Therefore, the dissipated energy of this particle is also infinite except for θ˜(t) ≡ 2nπ
at all t. The only configurations with finite square norm are thus the singular n-vacua of the
even sequence with integer winding number, for which ‖Apg‖2 = 0 degenerate with the trivial
configuration ~A = 0. The even sequence θ = 2nπ with ν = n ∈ Z provides a set of degenerate
absolute minima of the square norm.
Generally, the Gribov region Ω is defined as the set of connections within the first Gribov
horizon, i.e., as the set of gauge potentials for which the Faddeev–Popov operator is positive.
In the linear covariant gauges it explicitly reads Ω := {A : ∂A = 0 ,−∂D(A) ≥ 0}. This
convex Gribov region Ω is determined by the set of the local minima of the functional
EA[U ] ≡ ‖AU‖2 := 1
2
∫
d4x AaUµ (x)A
aU
µ (x) (25)
13 The fact that these are singular at ~r = 0 is irrelevant here. One readily verifies that the norm of
the regular n-vacuum configurations θǫ(r) = 2πnr/
√
r2 + ǫ2 is of order ǫ and thus vanishes for ǫ→ 0.
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Γ
Ω
∂Ω
∂Λ
Λ
A=0
Fig. 1. Sketch of the hypersurface Γ = {A : ∂A = 0}, the Gribov and the fundamental modular
region, Ω and Λ, respectively. The necessity of identifications on the boundary of Λ is indicated by
dashed arrows.
for the equivalence classes of gauge fields [AU ] given in Eq. (6). There are in general many local
minima, and the Gribov region still contains gauge copies. As a further restriction, the funda-
mental modular region Λ is defined as the set of absolute minima of the functional (25). Each
orbit (6) intersects Λ exactly once [91]. The fundamental modular region is contained within
the Gribov region. In the interior of Λ the absolute minima are non-degenerate. Degenerate
minima exist, however, on the boundary ∂Λ. These minima have to be identified [43,44]. The
Gribov horizon, i.e., the boundary of the Gribov region Ω, touches ∂Λ at the so-called singu-
lar boundary points. The situation is sketched in Fig. 1. Note that the relevant configuration
space is Λ/SU(Nc), since the origin of the fundamental modular region, A = 0, is invariant
under global gauge transformations [43,44].
In a continuum formulation of QCD it seems unlikely that a systematic elimination of gauge
copies is possible at all. 14 Their presence may or may not be a serious problem. On the other
hand, there has been recently some progress treating the Gribov problem in lattice calculations.
The lattice analogue of restricting to the absolute minima of EA is called minimal Landau
gauge [98,99]. Various algorithms are used in gauge fixed lattice calculations to minimise this
functional, e.g., in Refs. [100,52,53,101]. Methods to find the absolute minima and the influence
of Gribov copies are assessed in Ref. [102]. Therefore, a solution of the Gribov problem might
in principle be feasible on the lattice. However, the question of existence and uniqueness of
the continuum limit for corresponding quantities still remains an open question.
On compact manifolds, gauge fixing without the necessity of elimination of Gribov copies can
14 For completeness we mention that using Stochastic Quantisation there is no need for a gauge fixing
term and the Gribov problem is thus avoided, see Ref. [92] for a pedagogical treatment of this topic.
A related continuum formulation [93,94] considers QCD from a five-dimensional point of view, the
fifth dimension playing the role of the “stochastic time”. This leads to parabolic equation for the
propagators of the various ghost fields in the five-dimensional bulk and thus yields a trivial Faddeev–
Popov determinant. There are also recent numerical investigations on the lattice based on Stochastic
Quantisation, e.g., see Refs. [95–97].
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be formulated systematically in terms of a (Witten type) topological quantum field theory
on the gauge group G (see Refs. [103,66]). In such a formulation, the standard Faddeev–
Popov procedure of inserting unity into the unfixed generating functional which generalises
to a weighted average over all U with AU ∈ Γ = {A : ∂A = 0} in presence of Gribov
copies [104,105] or, equivalently, the perturbative BRS quantisation, essentially correspond
to constructing a topological quantum field theory whose partition function computes the
generalised Euler characteristic χ(G) of the gauge group [106]. This can vanish, however, just
as the Witten index vanishes in theories with spontaneously broken supersymmetry. For the
SU(2) lattice gauge theory the vanishing of the Euler character follows quite trivially from
χ(⊗sitesSU(2)) = χ(S3)#sites = 0, see also Ref. [107]. In the continuum this remains to be the
case due to the global gauge transformations which provide one vanishing factor χ(S3) that
survives the continuum limit. One way to cure this problem is to remove the global ghost zero
modes by constructing a topological quantum field theory that computes the Euler character of
the coset space ⊗xSU(Nc)/SU(Nc)global which was shown not to vanish for SU(2) in Ref. [106].
Within the framework of BRS quantisation this procedure has been worked out for QCD in
the covariant gauge on the 4-torus in Refs. [108,109]. 15
An alternative way to avoid a vanishing Euler character proposed in Ref. [110] is to fix
the SU(N) gauge symmetry only partially to the maximal Abelian subgroup U(1)N−1. For
the SU(2) lattice gauge theory the BRS construction to compute χ(⊗sitesSU(2)/U(1)) =
χ(S2)#sites = 2#sites can then be used to obtain a reduced U(1) lattice gauge theory [110].
Within covariant Abelian gauges in the continuum this kind of BRS quantisation by ghost-
antighost condensation can lead to mass generation for off-diagonal gauge bosons and thus
to finite propagators at all Euclidean momenta except for the the diagonal “Abelian” gauge
boson which remains massless [111,112]. The most important difference between this scheme
and the standard Faddeev–Popov gauge fixing adopted for the maximal Abelian gauge, e.g.,
in Ref. [81], is that the maximal Abelian gauge condition is not implemented exactly in the
former but softened by a Gaussian weight of width ξ analogous to the Lorentz condition in the
linear covariant gauge. This leads to the occurrence of quartic ghost self-interactions (which
formally vanish for ξ = 0) together with a global SL(2, R) symmetry in the BRS construc-
tion of Refs. [111,112]. The global SL(2, R) can dynamically break down to the usual ghost
number symmetry in the phase with ghost-antighost condensation with the condensate as the
order parameter. Besides being responsible for the ghost-antighost condensation and mass
generation in some analogy to the BCS theory of superconductivity (with Higgs mechanism
for the plasmon excitation), technically, the quartic ghost-selfinteractions eliminate the global
gauge zero modes due to the constant (in this case the off-diagonal) ghosts. In this description,
screening masses for the off-diagonal gauge bosons thus emerge naturally which persist in the
high temperature phase [111]. This last conclusion is due to the relation of the ghost conden-
sate with the scale anomaly which at the same time seems to show that it cannot provide
an order parameter for the chiral symmetry breaking and/or confinement transition. It rather
suggests that the global SL(2, R) is broken in both, the high and the low temperature phases.
In order to understand the possible origin of confinement in such a formulation, which in the
usual BRS framework is related to the realization of the global gauge symmetry on unphysical
15 Among compact space-time manifolds, the special choice of the torus was adopted for simplicity,
to avoid global topological obstructions. The infinite volume limit is believed to be independent of
this particular choice, of course.
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states, an application to the Higgs mechanism in the SU(2) × U(1) electroweak interactions
would seem to be a natural next step. 16
It might be interesting for our present purposes, however, to note that a global SL(2, R)
symmetry containing ghost number and ghost-antighost symmetry emerges also in the Landau
gauge, i.e., in the special case of the linear covariant gauge with ξ = 0 in which the Lorentz
condition is implemented “exactly”. Maintaining this symmetry in covariant gauges for gauge
parameters ξ 6= 0 leads to the (massless) Curci–Ferrari gauges discussed in Appendix A. The
significance of this symmetry seems not entirely clear at present. The differences between these
Curci–Ferrari gauges and the standard linear covariant gauge seems, however, quite analogous
to the situation in the maximal Abelian gauge discussed above.
While the presence of the quartic ghost self-interactions might at first not seem to be a very
appealing feature of the Curci–Ferrari generalisation of the Landau gauge apart from main-
taining its special symmetry, they do have one possibly quite interesting effect: The quartic
ghost-selfinteractions could be effective to eliminate all constant ghost and antighost zero
modes for the gauge group SU(3) of QCD. 17 This might therefore provide for a BRS formula-
tion by a topological quantum field theory with non-vanishing partition function without need
to eliminate the global gauge invariance. As we shall discuss in Section 2.4 the realization of
the global gauge symmetry is of particular importance in the BRS formulation of the linear
covariant gauge. The Kugo–Ojima criterion is based on the necessity of this global symmetry
to be unbroken for a realization of confinement. Its breaking, on the other hand, leads via the
converse of the Higgs mechanism to massive physical (BRS singlet) states in transverse gauge
boson channels. In light of this, a formulation that allows both these possibilities by leaving
the global gauge invariance untouched clearly seems desirable.
Among the SL(2, R)-symmetric covariant gauges Landau gauge is special in that the quartic
ghost interactions disappear for ξ = 0 with the effect that constant ghost zero modes arise.
These are certainly problematic for a proper formulation of the gauge fixed theory at a finite
volume as discussed above. It is not inconceivable, however, that it might suffice to deform
the Landau gauge just slightly into an SL(2, R)-symmetric covariant gauge without such zero
modes at large but finite volume without modifying the naive Landau gauge results presented
in later chapters of this review in the infinite volume limit (in which ξ → 0 might be retained).
This is certainly a quite optimistic assessment of the current situation about gauge fixing in
presence of Gribov copies, and considerable further studies will be necessary to clarify this
issue. Apart from some evidence in favour of the naive procedure, by comparing the results
from Dyson–Schwinger equations to the conjectures of Gribov [64] and Zwanziger [98] and to
lattice results, we will not have much more to say about this problem in the following chapters.
16 In particular, the question might arise why the massive gauge boson belongs to an unphysical
quartet (see below) in one case while it definitely is a BRS singlet in any of the known Higgs models.
17 For SU(3) there are 16 constant (anti)ghost modes, and the expansion of the exponential of their
quartic interaction to fourth order yields exactly one term that contains each of them exactly once,
provided the prefactor of this term does not vanish. The same was not possible for SU(2) with 6
constant modes, since no 6-(anti)ghost term arises in this expansion in the first place.
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2.3 Positivity versus Colour Antiscreening
In this section we briefly review and discuss quite a long-known contradiction between asymp-
totic freedom, implying antiscreening of the colour charge in the sense of Ka¨lle´n, and the
positivity of the spectral density for gluons in the covariant gauge [39]. While the apparent
paradox was argued to be resolved for the (space-like) axial gauge by West [113], as will be
discussed in Sec. 5.2.3, present knowledge of the axial gauge suggests that this resolution is
itself likely to be an artifact of a violation of positivity introduced by the axial-gauge singu-
larity of the gluon propagator. 18 The root of the contradiction thus seems to be more generic
and not special to the covariant gauge. As will become clear in subsequent chapters, combined
evidence from different non-perturbative calculations indicates quite convincingly that gluonic
correlations do indeed violate positivity. As mentioned in the beginning of this chapter, and
discussed in more detail in the next section, this can be interpreted as a manifestation of con-
finement. In the present section, we describe the original argument that this might be inferred
already from asymptotic freedom and BRS invariance [46,114,41].
To understand the origin of the problem some basic properties of interacting fields are briefly
recalled. For the moment a one-to-one correspondence between basic fields and stable particles
is assumed which is of course not the case in QCD. Assuming field-particle duality and asymp-
totic completeness, the Lehmann–Symanzik–Zimmermann asymptotic condition for t→ −∞
on an interacting field Φ(ϕ; t) states that it converges weakly on a dense domain D to the
creation operator a†in(ϕ) of a single particle state with wave function ϕ(x):
〈α|Φ(ϕ; t)|β〉 t→−∞−→ Z1/2 〈α|a†in(ϕ)|β〉 , (26)
i.e., the matrix elements of all states |α〉, |β〉 in D converge to those of the asymptotic field
involving a normalisation constant Z for the overlap with the corresponding single particle
state of mass mϕ. This constant appears, of course, in the Lehmann representation of the
propagator of the Φ-field (m > mϕ),
19
DΦ(k) =
Z
k2 +m2ϕ
+
∞∫
m2
dκ2
ρ˜(κ2)
k2 + κ2
. (27)
The single particle contribution is explicitly separated here, i.e., a full spectral function can be
defined as ρ(k2) := Z δ(k2−m2ϕ) + ρ˜(k2). If one insisted on equal-time commutation relations
18 In fact, recent studies of the axial gauge and, in particular, of the singularities in the corresponding
tree-level gluon propagator, start from linear covariant gauges in defining the axial gauge, see Ref. [58]
and the references therein.
19 The difficulties encountered in presence of massless particles are ignored here. Losing the corre-
spondence between single particle states and the discrete eigenvalues of the mass operator one has to
account for the infrared divergences caused by, e.g., the soft photons in QED. These can be dealt with
by introducing coherent states. Thus, this complication is of no further significance for the arguments
sketched in the following.
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for the interacting fields (e.g., as in [2]), the following spectral sum rule would be obtained,
1 = Z +
∞∫
m2
dκ2 ρ˜(κ2) , (28)
which would thus imply 1 ≥ Z ≥ 0 for positive ρ˜. In general however, the second term on the
r.h.s. of Eq. (28) is a divergent quantity associated with the field renormalisation necessary in a
renormalisable theory. This reflects the fact that, in contrast to free fields which are as operator
valued distributions defined at fixed times, the interacting fields in a renormalisable theory
are more singular objects. In particular, smearing over both the space and time variables
is necessary in their definition. Their equal time commutation relations are no longer well-
defined. Heuristically, they involve the divergent field renormalisation constants. In the case
of the gluon field being primarily under consideration here this constant is usually called Z3,
and the resulting spectral sum rule reads,
Z−13 = Z +
∞∫
m2
dκ2 ρ˜(κ2) . (29)
Turning the above argument around, the necessity of renormalisation can be understood as
follows: If the canonical equal-time commutation relations of the free theory (g = 0) are re-
tained in the interacting theory (g 6= 0), the constant Z has to acquire a divergence so as
to cancel the one on the r.h.s. of Eq. (28). This would imply that the asymptotic condition,
Eq. (26), is lost. The representation of the interacting fields and the Fock space representation
of the free canonical fields are inequivalent which is referred to as Haag’s theorem. It is an
example of the general representation problem in quantum field theory, the existence of in-
equivalent representations of the canonical commutation relations being the rule rather than
the exception. Of course, in constructive field theory the equal-time canonical commutation
relations are replaced by space-like commutativity as the more general implementation of lo-
cality for interacting fields, see Haag’s book for a thorough presentation and an account of the
mathematical background [3].
The renormalised version of the spectral sum rule for the interacting theory given in Eq. (29)
is in conflict with positivity of the spectral density of the (transverse) gluon propagator in
Landau gauge QCD as was first observed in Ref. [39].
To see this, we note that Eq. (29) implies Z3 ≤ Z−1 for a positive spectral function, ρ˜(κ2) ≥ 0.
Near the renormalisation group fixed point of vanishing g2, however, one has in linear covariant
gauges,
Z3 =
(
g2
g20
)γ
=
ξ0
ξ
(30)
with the renormalised gauge parameter ξ, the bare one ξ0, and γ being the leading coefficient
of the anomalous dimension of the gauge field. The second equality is meaningful only, of
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course, if one is not considering the Landau gauge ξ = ξ0 = 0. The first equality, however,
holds for general covariant gauges including ξ = 0.
In QED the spectral density ρ(k2) of the photon propagator in the covariant gauge is identical
to its axial gauge counterpart ρg(k
2), c.f., Sec. 5.2.2, which is a consequence of the gauge
invariance of the Coulomb potential. In QED one furthermore has γ = 1, and from the gauge
invariance of ρ it was argued that for the bare gauge parameter only the choices ξ0 = 0 and
ξ0 = ∞ exist, implying the possible values of the bare coupling to be e20 ∈ {∞, 0} [115].
The second choice corresponding to asymptotic freedom, in QED one might thus expect that
the bare coupling diverges, i.e., that the running coupling behaves as e¯2(µ)→∞ for µ→∞
(beyond one-loop). Here, a possible problem might rather be triviality of QED in the absence of
an ultraviolet fixed point (for a pedagogical discussion see, e.g., Huang’s text book on quantum
field theory [116]). In fact, recent evidence in favour of triviality is obtained for instance in the
lattice simulation of Ref. [117]. Without a further fixed point, it follows that Z3 → 0. Due to
the infrared fixed point at e2 = 0, however, it is sufficient to note that the positive β-function
near this fixed point generally implies a renormalised charge which is smaller than the bare
charge. This is referred to as Ka¨lle´n screening. Therefore, in QED one has Z3 < 1 ≤ Z−1 as
one should.
In contrast, asymptotic freedom corresponds to the scaling limit g0 → 0. Therefore, for γ > 0
one has Z3 → ∞, and from Eq. (29) one thus concludes that the spectral density cannot
be positive. In perturbative QCD in Landau gauge one has 1 > γ > 0 for Nf < 10 quark
flavours. Then, Z−13 → 0 leads to the Oehme–Zimmermann superconvergence relation [39]. Its
generalisation to the complete class of linear covariant gauges leads to the following form of
the spectral sum rule for the transverse gluon propagator [46,47,114],
Z +
∞∫
m2
dκ2 ρ˜(κ2) =
{
0 , for ξ ≤ 0
ξ/ξ0 , for ξ > 0
. (31)
Positivity of the gluon spectral density in Landau gauge is thus apparently in contradiction
with antiscreening. As a result of this, it was concluded that positivity for gauge-boson fields
is indeed violated in gauge theories with Z−13 → 0 [114].
This has been interpreted as a manifestation of confinement from asymptotic freedom and
unbroken BRS invariance, since the existence of a semi-definite physical space of transverse
gluon states obtained after projecting out longitudinal gluon and ghost degrees of freedom
would imply that ρ(κ2) ≥ 0 [46,40,41]. The significance of the global BRS charge structure
here, to describe confinement in QCD on one hand versus the Higgs mechanism in the standard
model of electroweak interactions on the other, will be discussed in the next section.
In order to look into the origin of the superconvergence relation, we recall that the renor-
malised gluon propagator in linear covariant gauges (explicitly including the dependence on
the renormalisation scale µ for the moment) has the general structure,
Dµν(k, µ) =
(
δµν − kµkν
k2
)
Z(k2, µ2)
k2
+ ξ
kµkν
k4
. (32)
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The subtlety of the argument can be made a little more explicit by considering the gluon
renormalisation function Z(k2, µ2) which depends on the invariant momentum k2, the scale µ
and the gauge parameter ξ. In a perturbative momentum subtraction scheme in Landau gauge
(i.e., ξ = 0) one obtains for sufficiently large µ its leading logarithmic behaviour to be (also
compare Sec. 5.3.3),
Z(k2, µ2) =
(
g¯2(tk, g)
g2
)γ
= Z−13 (µ
2, k2) → 0 , for k2 →∞ , (33)
with a positive anomalous dimension γ (for Nf < 10). Here, g¯
2(tk, g) is the one-loop running
coupling with tk =
1
2
ln(k2/µ2) and g¯2(0, g) = g2. Z3(µ
2, µ′2) is the multiplicative constant of
finite renormalisation group transformations. Depending on the details of the regularisation
scheme it is related to the gluon field renormalisation constant essentially by Z3(µ
2,Λ2)→ Z3
for Λ→∞. The spectral representation of the gluon propagator, on the other hand, leads to
Z(k2, µ2) =
∞∫
0
dm2
k2
k2 +m2
ρ(m2, µ2, g) , (34)
where the dependence of the spectral function ρ on µ2 and g was made explicit again (the pair
(g, µ) really represents only one parameter, of course). The renormalisation condition of the
momentum subtraction scheme fixes the gluon propagator to the tree-level one at a sufficiently
large space-like renormalisation point k2 = µ2,
Z(µ2, µ2) = 1
=
∞∫
0
dm2
µ2
µ2 +m2
ρ(m2, µ2, g) →
∞∫
0
dm2 ρ(m2) , for µ2 →∞. (35)
Comparing Eq. (35) to the limit in (33) one thus realizes that
∞∫
0
dm2 ρ(m2,∞, 0) = 1 , (36)
as expected for the free theory, whereas from Eq. (34) for k2 →∞ one obtains,
∞∫
0
dm2 ρ(m2, µ2 <∞, g > 0) = 0 . (37)
Note that this last limit results by choosing a strictly finite renormalisation point µ2 and
employing the limit k2/µ2 → ∞. This thus demonstrates explicitly that it is not possible to
renormalise the interacting theory at a strictly finite scale, and a small but finite coupling g,
to the free theory (corresponding to g ≡ 0). The superconvergence relation might therefore be
interpreted as a reincarnation of Haag’s theorem. The free theory and the interacting theory
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are inequivalent no matter how small the coupling is. The contradiction with positivity from
the superconvergence relation could be avoided at this stage by supplying the definition of the
asymptotic subtraction scheme with an implicit limit µ→∞,
lim
µ2→∞
D(k)|k2=µ2 = D(k)tree-level (38)
In practical applications of the renormalisation group this means that momenta larger than the
renormalisation point can be considered, their rough order of magnitude, however, is bound
by that of the renormalisation scale (with the momentum dependence for k2 ∼ µ2 governed
by the scaling fixed point). Ambiguities in the non-commuting limits k2 → ∞ and µ2 → ∞
as those leading to Eqs. (36) versus (37) arise, if momenta are taken to infinity relative to the
subtraction point.
This same spirit of renormalising the interacting theory to the free one asymptotically was
actually adopted previously also for the quark propagator [118]. In that context it turned out
to be necessary in order to implement the quark-confinement mechanism of infrared slavery
into the asymptotically free theory.
The alert reader will have noticed that the Landau gauge considered so far is exceptional
(ξ = 0), and that for other possible choices of the gauge parameter ξ in Eq. (31) the super-
convergence relation might not rule out positivity anyway. The generalisation of the Oehme–
Zimmermann argument to the whole family of linear covariant gauges is less obvious. It is, in
fact, long known that QCD in the covariant gauge has an ultraviolet fixed point in the (g2, ξ)
plane at a finite positive value of the gauge parameter (0, ξ0) with ξ0 = 13/3 − 4Nf/9, see,
e.g., Ref. [9]. Therefore, naively one might think that with ξ → ξ0 the spectral sum rule of the
free theory (28) is recovered. A more detailed analysis shows, however, that the gluon spectral
function ρ(k2) is negative for sufficiently large k2 also in this case. Assuming that the only
singularities of the gluon propagator lie on the time-like real axis in the complex k2-plane, one
can still show that the discontinuity at the cut behaves asymptotically [46,47],
ρ(k2) ≡ ρ(k2, g2, µ2, ξ) → − γCR(g2, ξ) 1
k2
(
ln
k2
µ2
)−γ−1
, for k2 →∞ . (39)
Here, γ is the same positive (forNf < 10) anomalous dimension of the gluon field and CR(g
2, ξ)
some positive constant. Therefore, ρ(k2) is shown not to be positive also in the general, lin-
ear covariant gauges. Analogous results from the renormalisation group analysis employing
analyticity in the cut complex k2-plane exist also for the ghost and the quark propagator for
asymptotically large but complex k2, see Ref. [119]. While this demonstrates the violation of
positivity of transverse gluons independent of the spectral sum rule in Eq. (31), and already at
the level of perturbation theory, by itself it is of course not sufficient to yield confinement. It
can serve to demonstrate that the massless transverse gluon states of perturbation theory have
to belong to unphysical BRS quartets (see the next section). For the realization of confinement
it is necessary in addition that there is a mass gap in the transverse gluon correlations, i.e.,
that the massless one-gluon pole of perturbation theory is screened non-perturbatively. Only
then the Kugo–Ojima confinement criterion can establish the equivalence of BRS singlets with
colour singlets by requiring the global colour symmetry to be unbroken. This will be discussed
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next. Note, however, that the requirement of an unbroken global gauge symmetry, the absence
of both, physical as well as unphysical massless states from the spectrum of the global gauge
current, is a necessary condition in the derivation of the superconvergence relations discussed
in this section [41]. This condition is violated in models with Higgs mechanism which pre-
vents one from concluding a positivity violation of the massive physical vector-states in the
transverse gauge-boson correlations in that case.
The non-positivity of the gluon spectral density will be discussed in Sec. 5.3.4 again. There
we collect the present evidence for its violation from two sources of non-perturbative results,
from lattice simulations of the gluon propagator in the Landau gauge, and from the solutions
to truncated Dyson–Schwinger equations. These two kinds of non-perturbative results further-
more both agree in indicating that no massless one-particle pole exists in the transverse gluon
correlations.
2.4 Description of Confinement in the Linear Covariant Gauge
Covariant quantum theories of gauge fields require indefinite metric spaces. This implies some
modifications to the standard (axiomatic) framework of quantum field theory. Modifications
are also necessary to accommodate confinement in QCD. These seem to be given by the choice
of either relaxing the principle of locality or abandoning the positivity of the representation
space. The much stronger of the two principles being locality, non-local descriptions (see
Sec. 2.5) have received far less attention than local ones. Great emphasis has therefore been
put on the idea of relating confinement to the violation of positivity in QCD. Just as in QED,
where the Gupta–Bleuler prescription is to enforce the Lorentz condition on physical states,
a semi-definite physical subspace can be defined as the kernel of an operator. The physical
states then correspond to equivalence classes of states in this subspace differing by zero norm
components. Besides transverse photons covariance implies the existence of longitudinal and
scalar photons in QED. The latter two form metric partners in the indefinite space. The
Lorentz condition eliminates half of these leaving unpaired states of zero norm which do not
contribute to observables. Since the Lorentz condition commutes with the S-Matrix, physical
states scatter into physical ones exclusively. Colour confinement in QCD is ascribed to an
analogous mechanism: No coloured states should be present in the positive definite space of
physical states defined by some suitable condition maintaining physical S-matrix unitarity. A
comprehensive and detailed account of most of the material summarised in this section can
be found in the textbook by Nakanishi and Ojima [36]. Here, we briefly recall those of the
general concepts that relate to some of the results presented in Chapter 5. In particular, we
would like to emphasise the following three aspects: positivity violations of transverse gluon
and quark states, the Kugo–Ojima confinement criterion, and the conditions necessary for a
failure of the cluster decomposition. We describe each of these in the next three subsections,
and we will find that the results of Chapter 5 nicely fit into these general considerations which
thus together lead to a quite coherent, though certainly still somewhat incomplete picture.
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2.4.1 Representations of the BRS Algebra and Positivity
Within the framework of BRS algebra, in the simplest version for the BRS-charge QB and the
ghost number Qc (both hermitian with respect to an indefinite inner product) given by,
Q2B = 0 , [iQc, QB] = QB , (40)
completeness of the nilpotent BRS-chargeQB in a state space V of indefinite metric is assumed.
This charge generates the BRS transformations (δΦ ≡ λδBΦ with Grassmann parameter λ)
of a generic field Φ by the ghost number graded commutator,
δBΦ = {iQB,Φ} (41)
i.e., by a commutator or anticommutator for fields Φ with even or odd ghost number Qc,
respectively. In presence of ghost-antighost symmetry by Faddeev-Popov conjugation, this
structure generalises to that for the semi-direct product of the global SL(2, R) with the double
BRS invariance, 20 see App. A. The semi-definite physical subspace Vphys = KerQB is defined
on the basis of this algebra by those states which are annihilated by the BRS charge QB,
Vphys =
{
|ψ〉 ∈ V : QB|ψ〉 = 0
}
= KerQB . (42)
Since Q2B = 0 this subspace contains the space of so-called daughter states which are images
of others, their parent states in V,
ImQB =
{
|ψ〉 ∈ V : |ψ〉 = QB|φ〉 , |φ〉 ∈ V
}
⊂ Vphys . (43)
A physical Hilbert space is then obtained as (the completion of) the covariant space of equiv-
alence classes, the BRS-cohomology of states in the kernel modulo those in the image of QB,
H(QB,V) = KerQB/ImQB ≃ Vs , (44)
which is isomorphic to the space Vs of BRS singlets. It is easy to see that the image is fur-
thermore contained in the orthogonal complement of the kernel. Given completeness they are
identical, ImQB = (KerQB)
⊥ = KerQB∩(KerQB)⊥ which is the isotropic subspace of Vphys. It
follows that states in ImQB, in the language of de Rham cohomology called BRS-coboundaries,
do not contribute to the inner product in Vphys. Completeness is thereby important in the proof
of positivity for physical states [57,121,36], because it assures the absence of metric partners
of BRS-singlets, so-called “singlet pairs” which would otherwise jeopardise the proof.
With completeness all states in V can be shown to be either BRS singlets in Vs or belong to
so-called quartets which are metric-partner pairs of BRS-doublets (of parent with daughter
states), and that this exhausts all possibilities. The generalisation of the Gupta–Bleuler con-
dition on physical states, QB|ψ〉 = 0 in Vphys, eliminates half of these metric partners leaving
20 Corresponding to a Inonu–Wigner contraction of a OSp(1, 2) superalgebra, see Refs. [120,36].
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unpaired states of zero norm (in the isotropic subspace of Vphys) which do not contribute to
any observable. This essentially is the quartet mechanism:
Just as in QED, one such quartet, the elementary quartet, is formed by the massless asymp-
totic states of longitudinal and time-like gluons together with ghosts and antighosts which
are thus all unobservable.
In contrast to QED, however, one expects the quartet mechanism also to apply to transverse
gluon and quark states, as far as they exist asymptotically. A violation of positivity for such
states then entails that they have to be unobservable also.
The combined evidence for this, as collected in the present review, provides strong indication
in favour of such a violation for possible transverse gluon states.
The members of quartets are frequently said to be confined kinematically. This is no com-
prehensive explanation of confinement, of course, but one aspect (among others as we shall
describe below) of its description within the covariant operator formulation [36]. In particular,
asymptotic transverse gluon and quark states may or may not exist in the indefinite met-
ric space V. If either of them do exist and the Kugo–Ojima criterion is realized (see below),
they belong to unobservable quartets. In that case, the BRS-transformations of their asymp-
totic fields entail that they form these quartets together with ghost-gluon and/or ghost-quark
bound states, respectively, see Sec. 4.4.3 in [36]. We reiterate that it is furthermore crucial for
confinement, however, to have a mass gap in transverse gluon correlations, i.e., the massless
transverse gluon states of perturbation theory have to disappear (even though they should
belong to quartets due to superconvergence in asymptotically free and local theories, see the
discussion at the end of Sec. 2.3).
Before we continue we add two brief remarks. The BRS construction of the physical state space
sketched above is endowed with a quantum mechanical interpretation in terms of transition
probabilities and measurements as expectation values of observables. A necessary and sufficient
condition on a (smeared local) operator 21 A is that the isotropic subspace of zero norm states
does not affect its expectation values in Vphys [122,36], i.e.
δBA = {iQB, A} = 0 . (45)
A is then called a (smeared local) observable in the present context thereby slightly generalising
the usual notion of an observable (by self-adjointness). It then follows that for all states
generated from the vacuum |Ω〉 by any such observable, i.e. a BRS-closed operator, one has
〈Ω|A†A|Ω〉 ≥ 0 . (46)
The interesting ones among the BRS-closed operators here are those, of course, which are
not BRS-exact, i.e., which are not BRS variations of others. On the other hand, the vacuum
should be a BRS-invariant physical state, and thus for any BRS-exact operator A = δBB,
〈Ω|δBB|Ω〉 = 〈Ω|{iQB, B}|Ω〉 = 0 , (47)
21One in the polynomial algebra of fields on a bounded open set of space-time, see, e.g., Ref. [3].
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from which all the famous Slavnov-Taylor identities can be derived by BRS transformations
with choosing some suitable product of fields for B.
If this construction is shown to apply to a QCD description of hadrons as the genuine physical
particles of H, it is intuitively quite clear, and it can be established rigorously from physical
S-matrix unitarity (with respect to the indefinite inner product), that absorptive thresholds in
hadronic amplitudes can only be due to intermediate hadronic states. The S-matrix commutes
with the BRS-charge, it is an observable in the above sense, and it thus transforms physical
sates into physical ones exclusively and without leading to measurable effects of possible zero
norm components [36]. Anomalous thresholds, the singularities related to the substructure
of hadrons, can in this description also arise only from substructure of a given hadron as a
composite state of other hadrons. The argument to establish this employs standard analyticity
properties for hadronic amplitudes and crossing to relate them to absorptive singularities of
other hadronic amplitudes which by the first argument above can only be due to intermediate
hadronic states [40].
2.4.2 The Kugo–Ojima Confinement Criterion
In the BRS formulation of gauge theories, the realization of confinement by the quartet mech-
anism explained above depends on the realization of the unfixed global gauge symmetries. In
particular, the identification of the BRS singlet states in the physical Hilbert space H with
colour singlets is possible only if the charge of global gauge transformations is BRS-exact
and unbroken, i.e., well-defined in the whole of the indefinite metric space V. The sufficient
conditions for this are provided by the Kugo–Ojima criterion.
The starting point for this discussion, for the details of which we again refer to Ref. [36] and
the references therein, is the globally conserved current Jaµ , i.e., with ∂µJ
a
µ = 0, given by
Jaµ = ∂νF
a
µν + {QB, Dabµ c¯b} . (48)
It consists of two terms, the first one corresponding to a coboundary term with respect to the
space-time exterior derivative and the other to a BRS-coboundary term. The spatial integra-
tions of the zeroth components give their corresponding charges Ga and Na, respectively, and
the charge of the global gauge symmetry as the sum of the two,
Qa =
∫
d3x ∂iF
a
0i +
∫
d3x {QB, Dab0 c¯b} = Ga + Na . (49)
For the first term herein there are only two options, it is either ill-defined due to massless
states in the spectrum of ∂νF
a
µν , or else it vanishes because the integrand is a total derivative.
Without going into detail, due to the masslessness of photons in QED, massless states con-
tribute to both currents in (48), and both charges in (49) are separately ill-defined (the second
term is given by the Nakanishi–Lautrup B-field as N =
∫
d3x ∂0B in this case). One can,
however, employ an arbitrariness in the definition of the generator of the global gauge trans-
formations (49) to multiply the first term by a constant suitably chosen so that the massless
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contributions cancel, and one arrives at a well defined and unbroken global gauge charge to
replace the naive definition in (49) above, see also [123]. Roughly speaking, there are two
independent structures in the globally conserved gauge currents in QED which both contain
massless photon contributions. These can be combined to yield one well-defined charge as the
generator of global gauge transformations leaving any other combination as a spontaneously
broken global symmetry. One such combination generates the displacement symmetry, the
vector symmetry corresponding to gauge transformations θ(x) = aµx
µ with global parameters
aµ, and the photon has conversely been interpreted as the massless Goldstone boson of its
spontaneous breaking [124–126].
If on the other hand, ∂νF
a
µν contains no massless discrete spectrum (i.e., if there is no massless
particle pole in the Fourier transform of transverse gluon correlations), then Ga ≡ 0 [57]. In
particular, this is the case for channels with massive vector fields in theories with Higgs mech-
anism, and it is expected to be also the case in any colour channel for QCD with confinement
for which it actually represents one of the two conditions formulated by Kugo and Ojima. In
both these situations one first has, however,
Qa = Na =
{
QB ,
∫
d3xDab0 c¯
b
}
, (50)
which is BRS-exact. The second of the two conditions for confinement which together are
sufficient to establish that all BRS-singlet physical states in H are also colour singlets, and
that, the other way around, all coloured states are subject to the quartet mechanism, is to
guarantee that the BRS-exact charge of global gauge transformations above be well-defined
in the whole of the indefinite metric space V.
This second condition obviously provides the essential difference between Higgs mechanism
and confinement at the present stage. The operator Dabµ c¯
b determining the charge Na usually
contains a contribution from the massless asymptotic field γ¯a(x) of the elementary quartet
contained in the asymptotic antighost field, c¯a
x0→±∞−→ γ¯a + · · ·, 22
Dabµ c¯
b x0→±∞−→ (δab + uab) ∂µγ¯b(x) + · · · . (51)
Here, the uab are dynamical parameters which determine the contribution of the massless
asymptotic state to the composite field, gfabcAcµc¯
b x0→±∞−→ uab∂µγ¯b+ · · ·. These parameters can
be obtained in the limit p2 → 0 from (here Euclidean) correlation functions of this composite
field, e.g., ∫
d4x eip(x−y) 〈 Daeµ ce(x) gf bcdAdν(y)c¯c(y) 〉 =:
(
δµν − pµpν
p2
)
uab(p2) . (52)
The theorem by Kugo and Ojima [57] asserts that all Qa = Na are well-defined in the whole
of V (and do not suffer from spontaneous breakdown), if and only if
uab ≡ uab(0) != −δab . (53)
22 These are understood as weak limits in the sense of LSZ, see also Sec. 2.3.
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Then the massless states from the elementary quartet do not contribute to the spectrum of
the current in Na, and the equivalence between physical states as BRS-singlets and colour
singlets can be established, details and proofs are provided in Refs. [57,36,123].
For a discussion of the fate of the non-Abelian version of the displacement symmetry, θa(x) =
aaµx
µ with global parameters aaµ, see Refs. [123,127]. Essentially, one finds that the Kugo–
Ojima criterion 1 + u ≡ 0, also removes the massless states from the correlation functions of
its corresponding current.
If, however, as the other extreme, no eigenvalue of 1+u vanishes, i.e., for det(1+u) 6= 0, then
the so-called converse of the Higgs theorem asserts that the global gauge symmetry generated
by the charges Qa in Eq. (49) is spontaneously broken in each channel in which the gauge
potential Aaµ contains an asymptotic massive vector field (leading to a mass gap in ∂νF
a
µν and
thus Ga = 0 for that channel), see Refs. [57,36].
Spontaneous breakdown of any (combination) of the charges Qa really is in one-to-one corre-
spondence with the occurrence of a massive gauge boson in this framework. And as a conse-
quence of this breaking, the massive vector asymptotic field contained in the gauge potential
results to be a BRS-singlet and thus physical. Whereas the massless Goldstone boson states
usually occurring in some components of a Higgs field, belong to the elementary quartet and
are thus unphysical. Therein they take the place of one of the components of the gauge field
which in turn becomes a BRS-singlet to yield the third component of the massive physical
vector field. This is explicitly worked out in detail for the Abelian Higgs and the Higgs–Kibble
models also in Ref. [36].
Since the Goldstone bosons are all unphysical and the broken charges BRS-exact in this
case, called hidden spontaneous symmetry breaking, nothing of this breaking is observed in
the Hilbert space of physical states H, and no conflict with Elitzur’s theorem [128] arises
which asserts that local gauge symmetries should not be spontaneously broken for reasons
similar to ordinary quantum mechanics where spontaneous symmetry breaking is precluded
by von Neumann’s uniqueness theorem for the representations of the canonical commutation
relations. 23 The same can be understood from an alternative description. Eliminating the
redundant variables of gauge theories in a non-covariant canonical formulation explicitly, the
Higgs mechanism can be shown to generate the masses of physical vector bosons without
breaking of the gauge symmetry [130,131]. Mass generation without symmetry breaking is in
fact a well known mechanism. It occurs in the largeN limit of the O(N)-vector model [132–135]
ofN selfinteracting scalar fields in four dimensions, 24 as well as in the O(N)-symmetric Gross–
Neveu or SU(N) Thirring model [13,137] of selfinteracting fermions in two dimensions. 25 It
usually requires breaking of scale invariance only, which is an anomaly rather than a broken
symmetry [139,140].
23 Some spin transformation symmetries can also be spontaneously broken even in quantum mechan-
ics. This is important in systems with spontaneously broken supersymmetry for instance [129].
24 Scalar φ4-theory likely is trivial [38] but it can be analytically continued in the complex coupling
to yield a stable Euclidean field theory, in general, on the cost of reflection positivity [136].
25 In two dimensions there cannot be a chiral phase transition due to the Coleman–Mermin–Wagner
theorem. The large N results can, however, be interpreted as a Kosterlitz–Thouless transition. What
occurs is a mass gap for the fermions but no Goldstone bosons [138].
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Nevertheless, it is instructive to classify the different scenarios by considering the realization
of the global gauge symmetry on the whole of the indefinite metric space V of covariant gauge
theories. In this formulation, however, as long as the global gauge symmetry is unbroken,
i.e., for QED and QCD, the first of the two conditions becomes the relevant one. Namely, it
is then necessary for confinement to have a mass gap in transverse gluon correlations (i.e.,
in ∂νF
a
µν), since otherwise one could in principle have non-local physical (BRS-singlet and
thus gauge invariant) states which are no colour singlets, however, just as one has non-local
gauge invariant charged states in QED, e.g., the state of one electron alone in the world with
its long-range Coulomb field. Indeed, with unbroken global gauge invariance QED and QCD
have in common that any gauge invariant localised state must be chargeless/colourless, see
Sec 4.3.3 in [36]. The question is the extension to non-local states as approximated by local
ones. In QED this leads to the so-called charge superselection sectors, see [3], and non-local
charged physical states arise. In QCD, with mass gap and unbroken global gauge symmetry,
the representations of (the net of) algebras of local observables will be irreducible in H and
every gauge-invariant state can therefore be approximated by gauge-invariant localised ones
(which are colourless), thus every gauge invariant (BRS-singlet) state in H will be a colour
singlet.
We close this subsection with one more comment relevant to the results presented in Chap. 5:
It concerns the observation pointed out by Kugo in Ref. [123] that the (2nd condition in the)
Kugo–Ojima confinement criterion, u = −1, in Landau gauge is equivalent to an infrared
enhanced ghost propagator. In particular, based on standard arguments employing Dyson–
Schwinger equations and Slavnov-Taylor identities, one can show that the non-perturbative
ghost propagator of Landau gauge QCD in momentum space is related to the form factor
occurring in the correlations of Eq. (52) as follows,
DG(p) =
−1
p2
1
1 + u(p2)
, with uab(p2) = δabu(p2) . (54)
The Kugo–Ojima criterion, u(0) = −1, thus entails that the Landau gauge ghost propagator
should be more singular than a massless particle pole in the infrared.
Indeed, we will present quite compelling evidence from DSEs and lattice simulations for this
exact infrared enhancement of ghosts in Landau gauge necessary for a realization of the Kugo–
Ojima confinement criterion. It is furthermore interesting to note that there are recent lattice
simulations also testing this criterion directly [141,142]: Instead of −δab they obtain numerical
values of around u = −0.7 for the unrenormalised diagonal parts and zero (within statistical
errors) for the off-diagonal parts. After renormalisation, diagonal parts very close to -1 result.
Taking into account the finite size effects on the lattices employed in the simulations, these
preliminary results might be perfectly reconciled with the Kugo–Ojima confinement criterion
(53). Certainly, they serve to demonstrate the utility of such an independent test.
2.4.3 Cluster Decomposition Property and Observables
The remaining dynamical aspect of confinement in this formulation resides in the cluster
decomposition property of local quantum field theory. Its proof [143,144], which is absolutely
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general otherwise, does not include the indefinite metric spaces of covariant gauge theories
[34,145]. The situation in local quantum field theory including indefinite metric spaces can
roughly be summarised as follows, see Refs. [36,3]: For the vacuum expectation values of two
(smeared local) operators A and B, translated to a large space-like separation R of each other
one obtains the following bounds depending on the existence of a finite gapM in the spectrum
of the mass operator in V,
∣∣∣〈Ω|A(x)B(0)|Ω〉− 〈Ω|A(x)|Ω〉 〈Ω|B(0)|Ω〉∣∣∣
≤
{
Const. × R−3/2+2N e−MR, mass gap M ,
Const. × R−2+2N , no mass gap ,
(55)
for R2 = −x2 →∞. Herein, positivity entails that N = 0, but a positive integer N is possible
for the indefinite inner product structure in V. Therefore, in order to avoid the decomposition
property for products of unobservable A, B which together with the Kugo–Ojima criterion is
equivalent to avoiding the decomposition property for coloured clusters, there should be no
mass gap in the indefinite space V. Of course, this implies nothing on the physical spectrum
of the mass operator in H which certainly should have a mass gap. In fact, it was shown
within the covariant BRS formulation of gauge theories that if the cluster decomposition
property holds for a product A(x)B(0) which together forms a (smeared local) observable in
the sense of condition (45), that both, A and B also satisfy this condition separately and
are thus observables themselves [35]. This would then eliminate the possibility of scattering a
physical state into colour singlet states consisting of widely separated coloured clusters (the
“behind-the-moon” problem, see also Ref. [36] and references therein). 26
The necessity for the absence of the massless particle pole in ∂νF
a
µν in the Kugo–Ojima criterion
shows that the unphysical massless correlations to avoid the cluster decomposition property
are not the transverse gluon correlations. In that sense, an infrared suppressed propagator
for the transverse gluons in Landau gauge confirms this condition. This holds equally well
for the infrared vanishing propagator obtained from DSEs and conjectured in Refs. [64,98]
studying the implications of the Gribov horizon, as for the suppressed but possibly infrared
finite ones extracted from improved lattice actions for quite large volumes [51]. At the same
time, however, it shows that transverse gluons are not responsible for a failure of the cluster
decomposition property. The infrared enhanced correlations responsible for this in Landau
gauge can be identified with the ghost correlations which at the same time provide for the
realization of the Kugo–Ojima criterion.
Then, the question for massless unphysical single particle states remains. Here, for the Landau
gauge results the infrared fixed point obtained in the non-perturbative running coupling as
defined in Chapter 5, if it will be confirmed, implies the existence of unphysical massless
bound states, i.e., massless single particle poles corresponding to asymptotic states in coloured
composite operators which by virtue of the Kugo–Ojima criterion belong to unobservable
quartets. This should be further studied, in particular, with emphasis on the relation of these
26 It is always an alternative possibility, of course, that space-like commutativity does not hold for
unphysical fields, see the discussion in the next section.
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massless states to a hidden spontaneous breakdown of some symmetry. As a candidate for this
symmetry breaking, the global SL(2, R)→ R (ghost number) common to the Landau or more
generally the Curci–Ferrari gauge and the BRS formulation of covariant Abelian gauges has
been suggested in Refs. [111,112]. This certainly offers an interesting possibility for further
studies extending the Landau gauge results to the more general, SL(2, R) symmetric gauges
discussed in Appendix A.
We close this section with an interesting technical side remark on implications of the results
from the Landau gauge DSEs presented in Chapter 5. This DSE solution entails an infrared
vanishing gluon propagator together with an infrared fixed point for the coupling. The latter
arises from to the infrared finiteness of the product of G2(k2)Z(k2), where Z(k2) is the infrared
vanishing gluon renormalisation function and G(k2) = 1/(1 + u(k2)) is the infrared singular
ghost renormalisation function. This scenario corresponds to the third of three different pos-
sibilities discussed by Kugo in Ref. [123] for the realization of the Kugo–Ojima criterion in
Landau gauge. This third possibility, the one favoured by Kugo from plausibility arguments,
in addition to a vanishing gluon propagator also leads to an infrared vanishing renormalisation
function for the 3-gluon vertex at symmetric momenta, see also Secs. 5.3.2 and 5.3.3.
2.5 Alternative Singularity Structures of Green’s Functions
As stated above, possibilities other than the description of confinement in QCD in terms
of local quark and gluon fields might also be viable. Since space-like commutativity of local
fields is such a strong principle, and any relaxation of this has quite severe consequences,
non-local descriptions have received far less attention than local ones. The most elementary
examples to discuss differences between local and non-local descriptions are provided by 2-
point correlation functions, i.e., the quark and gluon propagators in QCD. In local quantum
field theory any 2-point correlation function is an analytic function in the cut complex p2-
plane with singularities along the time-like real axis only. The assumptions to establish this,
also with indefinite metric, are exactly the same as those for the cluster property in Eq. (55)
discussed in the previous subsection. In particular, these are: covariance under (space-time)
translations, space-like (anti)commutativity, uniqueness and cyclicity of the vacuum, and the
spectrum condition. 27 For any other singularity structure of 2-point correlations at least one
of these prerequisites is violated.
Typically, this concerns space-like commutativity. The prime example here is given the phe-
nomenologically appealing models of confinement based on entire 2-point correlation functions.
Asymptotic freedom entails, however, that these functions would have to vanish for p2 → ∞
in all directions of the complex p2-plane [39,40]. Non-trivial entire functions with that prop-
erty do not exist. The use of entire functions with an essential singularity at infinity might
nevertheless be interesting as a phenomenological concept. Such 2-point correlations on the
other hand, cannot correspond to vacuum expectation values of two local fields, rather of fields
27On indefinite metric spaces the exact form of the spectrum condition has to be generalised
slightly [146]. Its essence remains the same, i.e., that the spectrum of the energy-momentum op-
erator is to be contained in the forward cone.
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which have (anti)commutators with non-vanishing support into a region of space-like separa-
tions [147]. This region is determined by space-like hyperboloids (x− y)2 < −l2 which might
for possibly small but finite l be restricted to a small neighbourhood of the light-cone. It is
thus unbounded, however, and the problem arises, how to restrict the violations of causality
to a finite (microscopic) region in space-time [148], or how to prevent the “signals” resulting
from such unphysical correlations which will grow exponentially in time to lead to measurable
effects.
Alternatively, complex singularities with time-like real part might be considered as acceptable
for the propagators of unphysical (coloured) fields. Such singularities might then conspire to
cancel with singularities or zeros in other unphysical correlation functions so as to be absent
from physical amplitudes. This will give rise to an infinite hierarchy of constraints on such
unphysical singularities in arbitrarily high n-point functions. An example of such compensating
singularities are those inherent in the non-perturbative expansion scheme of Refs. [149,150]
which we describe briefly in Sec. 2.5.2, and later in Sec. 5.4.
2.5.1 Entire correlation functions
Entire correlation functions occur, e.g., in self-dual constant background fields [151]. Histori-
cally the Euler–Heisenberg Lagrangian (e.g., see Sec. 4.3 of Ref. [2]) provided the first example.
The constant electric and magnetic background fields introduce a non-local interaction. Cor-
respondingly, the correlation functions for charged particles, usually expressed as proper time
integrals, display a non-standard singularity structure, see, e.g., Chapter 2 of Ref. [152] and
the references therein. Note that a constant field in an infinite volume is an infinitely large
energy reservoir. This underlines the impossibility of such a background field in QED: Pair
creation would immediately set in. Therefore it is safe to conclude that the appearance of such
effects in certain treatments of QED in strong fields is due to the employed approximations. 28
For QCD one might adopt a different point of view and consider entire correlation functions
possible for unphysical fields hereby accepting the existence of non-local interactions.
Causality might be kept in a non-local quantum field theory if one requires that only expo-
nentially localised sources are allowed. Of course, as the aim is to describe confinement such a
restriction seems to be quite natural: Confinement implies that coloured sources are strongly
localised. Despite the non-local interaction, and the resulting non-vanishing commutators of
operators over space-like distances, physical amplitudes then possess a causal behaviour. For
the purpose of this review it is instructive to turn the argument around. Suppose the prop-
agator of a field is, apart from the tensorial structure related to the spin of the field, given
by
D(p2) = b
1∫
0
dse−sb(p
2+m2) =
1− e−b(p2+m2)
p2 +m2
. (56)
For space-like (Euclidean) momenta p2 > 0 it differs from the propagator of a free field with
28 This remark does not apply to the time evolution in a plasma based on a kinetic description, see
Chapter 5 of Ref. [31] and the references therein.
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mass m only by an exponentially small number, for time-like momenta, however, the pole
at p2 = −m2 is removed at the expense of an essential singularity at −p2 → ∞. Note that
this qualitative type of behaviour occurs is some terms of the propagator of charged particles
in constant background fields. Obviously, with the usual constraints on the sources, such a
propagator would violate causality. On the other hand, if the Fourier transforms of all sources,
J˜(p), are restricted such that
|J˜(p)| < e−|p2|/µ2+ǫ with µ2, ǫ > 0 , (57)
causality is restored. This implies that
|J(x0, ~x)| < e−µ′|x0|+δ with µ′, δ > 0 . (58)
This, in turn, can be interpreted as confinement [153]: With all charged, i.e., coloured, sources
exponentially localised in time, the problem has been turned into a feature. Assuming the
realization of confinement via entire correlation functions one has to require localised sources
for consistency.
Ansa¨tze for propagators which consist of sums and/or products of the form (56) have been
widely used in models for meson and baryon physics, see Refs. [31,153–156] and the references
therein as well as Chapters 6 and 7 of this review. These propagators are entire functions in the
whole complex p2-plane and are non-trivial only due to their essential singularity at infinity.
Of course, these propagators contain a number of parameters which are fitted to observables,
e.g., in Ref. [157] the quark propagator being an entire function with six parameters has
been fixed in a least-squares fit to light meson observables. It should be noted, however, that
such propagators do have zeros in the complex p2-plane. As we will see in the course of this
review Ward identities require that vertex functions are proportional to inverse propagators.
Obviously, these vertex functions will then in general possess singularities at finite (complex)
values of p2. Of course, these singularities are highly problematic when calculating hadronic
reactions with time-like momentum transfers.
There are other models in which a momentum dependent quark mass is tuned such that the
quark cannot go on-shell, e.g., see Refs. [158,159]. Nevertheless, the quark propagator possesses
singularities in the complex p2-plane. These singularities are again highly problematic if such
a propagator is used to calculate hadronic processes.
Summarising this subsection it is probably fair to say that the idea to realize confinement via
the use of entire correlation functions is neither understood on a fundamental level nor is it
without technical problems.
2.5.2 Compensating singularities
Apparently unphysical singularities in proper vertex functions induced by zeros in the momen-
tum-space propagators are inherent in the scheme of Refs. [149,150]. In this approach rational
Ansa¨tze are employed in DSEs to account for the essential singularities that occur in the
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Green’s functions as functions of the coupling due to the dynamical generation of a non-
perturbative mass scale. At short distances, the results for the gluon and ghost propagators
in this scheme can readily be related to their operator product expansions [160].
As we discuss in more detail in Sec. 5.4, the hierarchical coupling of the different vertex
functions then implies common poles in the external momenta. In particular, poles in the
2-point vertices, i.e., the zeros of the propagators, reappear in all higher vertex functions. For
scattering amplitudes, the poles in the external lines are compensated by the corresponding
zeros of the propagators attached to these lines. Thus, these artifacts of the approximation
will not give rise to unphysical asymptotic particle states.
The situation is more complicated, however. It can be inferred from the hierarchy of DSEs,
together with the exchange symmetries, that the presence of poles in the external momenta of
lower n-point (n = 2, 3) vertex functions furthermore implies poles in the Mandelstam variables
of successively higher n-point vertices (s, t, u,..., for n ≥ 4). These pole contributions cannot
be represented by one-particle reducible contributions and thus in no way contradict the 1-PI
property of these vertex functions (just as bound state poles do not). However, analogous poles
occur also in 1-particle reducible contributions to scattering amplitudes: In such contributions,
an internal propagator having say one simple zero is connected to two vertex functions each
contributing a simple pole at the momentum of the zero in the propagator. One simple pole
remains in this exchange. The important but non-trivial observation is now that these poles
exactly cancel those appearing in the Mandelstam variables of the 1-PI contributions to the
scattering amplitudes in the scheme of Refs. [161,162]. The respective contributions to scatter-
ing amplitudes that remain after this cancellation can be classified according to an extended
notion of irreducibility. It involves subtracted, softened one-particle reducible exchanges and
equally subtracted 1-PI contributions. As a result, no unphysical particle productions accord-
ing to Cutkosky’s rule will occur in the scattering amplitudes due to these compensating poles.
In the integration kernels of the DSEs for arbitrary 1-PI n-point functions, on the other hand,
this cancellation is incomplete. The necessary pole contributions reproduce themselves in the
hierarchy [161,162].
The first studies within this approach, which were restricted to the lowest non-trivial order in
this rational approximation scheme to pure QCD and which furthermore assumed a perturba-
tive ghost propagator in the Landau gauge, suggested an infrared vanishing gluon propagator
∼ k2 for small space-like momenta [149,150]. Extended to include the DSE for the 3-gluon
vertex it was later concluded that the pure gauge theory no-longer allowed for a physically
acceptable solution with infrared vanishing gluon propagator. Solutions were instead obtained
for an infrared finite gluon propagator [161]. This statement, of course, is restricted to the
lowest order of the rational approximation employed in these studies without radiative correc-
tions. Furthermore, the inclusion of two flavours of dynamical quarks led to a sign change in
the gluon propagator and thus to yet another conclusion about its possible infrared behaviour.
This result might seem particularly questionable as it implied tachyonic poles in the vertex
functions. While the mechanism of pole compensation does not make a formal difference be-
tween unphysical non-tachyonic and tachyonic compensating poles, the presence of the latter
is usually a sign of a vacuum instability. The infrared limits ranging from small but finite
positive to negative values in the various cases, these studies might nevertheless indicate that
the scenario of an infrared vanishing gluon propagator is not ruled out at the present stage.
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3 The Dyson–Schwinger Formalism
Being the vacuum expectation values of fields the Green’s functions are constrained by the
classical action principle and the equal-time commutation relations. Thus, at least formally,
their equations of motion, the Dyson–Schwinger equations (DSEs) [14,15], and the existence
of a generating functional are tied together. Based on purely combinatorial arguments, DSEs
can be established from the way how particles interact based on canonical quantisation. The
generating functional can in simple cases be constructed from these equations. On the other
hand, a proper definition of the generating functional for the Green’s functions, together with
a linked cluster theorem to classify the (dis)connected contributions, allows to derive the
corresponding DSEs.
Practically, such definitions are full of mathematical difficulties. In neither direction, from the
combinatorics of interactions to the generating functional nor the other way round, from the
generating functional to DSEs, can the derivation of both as yet be fully divorced from pertur-
bation theory. Just as multiplicative renormalisability, proven at every order in perturbation
theory, is assumed to hold non-perturbatively, the DSEs are nevertheless considered to reflect
the full non-perturbative dynamics of the quantum field theory they describe.
Since lattice formulations seem to provide non-perturbative constructions of quantum field
theory of unprecedented rigour, a corresponding formulation of DSEs might in principle be
considered a promising approach to their non-perturbative definition also (see, e.g., Ref. [163]
and the references therein). In such an approach the problem arises, however, that lattice regu-
larised DSEs do in general not possess unique solutions. This has been traced to ambiguities in
the selection of boundary conditions [164]. The search for the correct ones is aggravated by the
fact that there are so many of them. In the continuum limit, however, many of the solutions
associated with different boundary conditions coalesce while solutions for others disappear.
In matrix models countable sets of solutions are obtained in some instances, and continua of
distinct solutions somewhat analogous to the occurrence of θ-vacua in others [164]. It was fur-
thermore observed that the set of boundary conditions for which the “thermodynamic limit”
exists can vary along certain paths in the space of coupling constants thus leading to discon-
tinuous changes in the solutions as such “phase boundaries” are crossed. The phase structures
of quantum field theories might therefore have one explanation in terms of the boundary con-
ditions on the solutions to their DSEs. These studies provide some indication towards the
considerable power and flexibility of DSEs in describing non-perturbative physics, at least in
principle, which to a large extend is yet to be explored.
3.1 Dyson–Schwinger Equations for QED and QCD Propagators
Assuming the existence of a well-defined measure in a functional integral representation of
the generating functional for QED or QCD, here we briefly present the derivation of the
corresponding DSEs describing the non-perturbative dynamics of electrons and photons or
quarks and gluons, respectively. To avoid unnecessary confusion, we will adopt somewhat
symbolic and simplified notations to outline the basic steps in this derivation first.
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Corresponding to the classification of full, connected and proper (i.e., one-particle irreducible)
Green’s functions various kinds of different generating functionals are introduced. First, the
generating functional of Sec. 2.1,
Z[j] =
∫
Dφ exp {−S[φ] + jiφi} = 〈 ejiφi 〉 =
∞∑
n=0
Gi1...in ji1 . . . jin , (59)
generates the full Green’s functions abbreviated here as Gi1...in. The symbolic notation adopted
herein is such that the indices include the (Euclidean) space-time variables the summations
of which represent 4-dimensional integrations, jiφi :=
∫
d4xja(x)φa(x) with a denoting the
totality of additionally possible discrete (Lorentz, Dirac, colour, flavour ... ) indices. The
irreducible (connected) contributions to the full n-point Green’s functions can be extracted
recursively by subtracting all possible partitionings of the n points that lead to disconnected
contributions described by products of lower m-point functions (m < n). The combinatorics in
the relation between the full Green’s functions and their connected contributions is combined
in the linked cluster theorem: With the generating functional for the full Green’s functions
Z[j] the connected ones are obtained from the Taylor expansion of the functional
W [j] := lnZ[j] , with normalisations Z[0] = 1 , W [0] = 0 , (60)
which are assumed implicitly from now on. A functional Legendre transform then leads to
the generating functional Γ for the one-particle irreducible (1-PI) vertex functions called the
effective action,
Γ[φc] := − lnZ[j] + φciji , with φci =
δW [j]
δji
= 〈φi〉[j] . (61)
Its leading term in a derivative expansion, formally obtained by inserting constant fields
φci ≡ φc, with Γ[φc = const] =
∫
d4xV (φc), yields the effective potential V (φ
c) which gives
the energy density as a function of the expectation values of the fields in states |ψ〉 with
〈ψ|φ(x)|ψ〉 = φc. The identification Γtree[φc] = S[φc] is useful to derive the explicit forms of
the tree-level vertices (e.g., that of the tree-level ghost-gluon vertex in the ghost DSE (85)).
Given the functional integral representation (59) of the generating functional is well-defined,
DSEs follow from the observation that the integral of a total derivative vanishes,
0 =
∫
Dφ exp
{
− S[φ] + jiφi
} ( δ
δφk
S[φ] − jk
)
=:
〈 ( δ
δφk
S[φ] − jk
) 〉
[j]
, (62)
provided the measure herein, Dφ exp−S[φ], is invariant under field translations, φ(x) →
φ(x) + Λ(x), for arbitrary Λ(x), see, e.g., Refs. [165,92].
In our condensed notation the whole infinite tower of DSEs is generated by either of the
following functional equations:
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(
− δS
δφi
[
δ
δj
]
+ ji
)
Z[j] = 0 (for full Green′s functions), (63)
− δS
δφi
[
δW
δj
+
δ
δj
]
+ ji=0 (for connected Green
′s functions), (64)
δΓ[φ]
δφi
− δS
δφi
[
φ+
δ2W
δjδj
δ
δφ
]
=0 (for proper Green′s functions). (65)
This very dense notation 29 provides the guideline for the following derivations of the DSEs
for specific Green’s functions: Upon taking the nth derivative of the appropriate functional,
the vacuum expectation values (setting all sources to zero) then yield the equation for the
desired n-point function.
As a first example we will briefly review the derivation of the DSE for the photon propagator
in QED with one species of fermions as given, e.g., in Ref. [2]. The DSE for the fermion
propagator is of a structure equivalent to the one for the quark propagator in QCD discussed
below. We will therefore not present its derivation separately here. In the linear covariant
gauge the QED analogue of the Lagrangian (11), i.e., without ghost fields and gauge field
self-interactions, reads:
LQED = 1
2
Aµ
(
−∂2δµν −
(1
ξ
− 1
)
∂µ∂ν
)
Aν + q¯(− ∂/+m)q − ie q¯γµq Aµ . (69)
To any order in perturbation theory one effectively employs a Gaussian measure in Eq. (62)
for which there is no need to worry about possible boundary terms in the derivation of DSEs.
Quite likely, however, this might have to be reconsidered beyond perturbation theory [163].
Ignoring this potential subtlety and, in addition, also assuming multiplicative renormalisability,
the renormalisation constants are formally introduced by replacing the effective Lagrangian of
Eq. (69) with the renormalised one,
29 It can also be applied to obtain an overview over generating identities reflecting symmetries other
than field translations. For a symmetry of the action in the form δSδφiFi = 0, one obtains the Ward
identities from the functional relation
jiFi
[
δ
δj
]
Z[j] = 0. (66)
In presence of an anomaly the anomalous Ward identities can be inferred from
(
jiFi
[
δ
δj
]
− δFi
δφi
[
δ
δj
])
Z[j] = 0. (67)
The functional Slavnov–Taylor identities can be derived using non-local transformations involving
the Faddeev-Popov matrix M,
jiFi
[
δ
δj
]
Z[j] = −jiDi
[
δ
δj
]
M−1
[
δ
δj
]
Z[j]. (68)
43
LQED = Z3 1
2
Aµ
(
−∂2δµν −
( 1
Z3ξ
− 1
)
∂µ∂ν
)
Aν
+Z2 q¯(− ∂/+ Zmm)q − Z1F ie q¯γµq Aµ . (70)
This defines the multiplicative constants for the photon wave function renormalisation (Z3),
the fermion wave function renormalisation (Z2), the fermion mass renormalisation (Zm), and
for the renormalisation of the fermion-photon vertex (here denoted by Z1F to adopt a unified
naming of constants for QED and QCD). The variation of the action SQED :=
∫
d4xLQED with
respect to the photon field yields
δSQED
δAµ(x)
= Z3
(
−∂2δµν −
( 1
Z3ξ
− 1
)
∂µ∂ν
)
Aν − Z1F ie q¯γµq . (71)
One way to proceed here is to employ Eq. (63): Replacing the photon field by a derivative with
respect to the current jµ, the fermion fields by derivatives with respect to their Grassmann
sources (introduced as in Eq. (2)), and applying these derivatives together with an appro-
priate combination of further derivatives with respect to these sources on the full generating
functional Z yields the DSE for the full Green’s function under consideration. For the photon
propagator, with one additional derivative δ/δjν(y) this amounts to
〈 δSQED
δAµ(x)
Aν(y)
〉
= δµν δ
4(x− y) (72)
which could have been inferred directly from Eq. (62) in this simple case. Inserting Eq. (71)
herein, one still has to work out the linked cluster theorem for the decomposition of the full
Green’s functions occurring in the DSE of the form (72) into 1-PI ones explicitly by hand,
however. In general, this can be a quite tedious task, e.g., when applied to the gluon propagator
DSE in QCD which formally looks just as simple as Eq. (72) at first.
It might therefore be more convenient to employ the generating identity for proper (i.e., 1-PI)
Green’s functions of Eq. (65) directly. In the present case, this leads to:(
δΓQED
δAµ(x)
)
q¯=q=0
= Z3
(
−∂2δµν −
( 1
Z3ξ
− 1
)
∂µ∂ν
)
Aν − Z1F ie tr
(
γµS(x, x, [Aµ])
)
. (73)
Here, use has been made of the fact that one may set the fermionic fields to zero already at
this stage in the derivation of the DSE for the photon propagator. We furthermore defined the
fermionic propagator in an external photon field Aµ(x) as
S(x, y, [Aµ]) =
( δ2ΓQED
δq¯(x)δq(y)
)
q¯=q=0
−1 . (74)
The fermion propagator in the vacuum is obtained from the one above for vanishing external
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Fig. 2. Pictorial representation of the photon DSE (76).
photon field, Aµ = 0, of course,
S(x, y) := S(x, y, [Aµ = 0]) . (75)
Applying a second derivative with respect to the photon field on Eq. (73), and setting Aµ = 0
afterwards, we arrive at the DSE for the photon propagator in the form,
D−1µν (x, y) := −
(
δ2ΓQED
δAµ(x)δAν(y)
)
Aµ=q¯=q=0
= D−1(0)µν(x, y) + Πµν(x, y) , (76)
D−1(0)µν(x, y) = Z3
(
−∂2δµν −
( 1
Z3ξ
− 1
)
∂µ∂ν
)
δ(x− y) , (77)
where we introduced the inverse of the tree-level propagator, D−1(0)µν(x, y), and the photon
polarisation tensor Πµν(x, y). Its explicit form,
Πµν(x, y) = e
2Z1F
∫
d4u
∫
d4v tr(γµS(x, u)Γν(y; u, v)S(v, x)) , (78)
involves the proper fermion-photon vertex function defined as,
eΓµ(x; y, z) :=
(
δ3ΓQED
δAµ(x)δq¯(y)δq(z)
)
Aµ=q¯=q=0
. (79)
In Eqs. (76) and (78) the general structure of DSEs can be seen quite clearly, see also Fig. 2.
Here, the DSE for the photon propagator Dµν(x, y) contains the inverse of the tree-level prop-
agator (77), the photon-fermion vertex (79), and the fermion propagator (75). This structure
describes the way the photon propagates from y to x. In doing so, the photon either does not
interact at all, reflected in the tree-level propagator (77), or it generates a fermion-antifermion
pair in one elementary interaction which then propagates and recombines in all possible ways,
i.e., with all radiative corrections included. This is reflected by the fully dressed propagators
(75) and the fully dressed vertex (79). Equivalently, in momentum space (see Appendix B for
the definition of Green’s functions in momentum space), the photon DSE reads,
D−1µν (k) = D
−1
(0)µν
(k) + Πµν(k) ,
Πµν(k) = −e2Z1F
∫
d4p
(2π)4
tr(γµS(p)Γν(p, p− k))S(p− k)) . (80)
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The gluon DSE in QCD is considerably more complicated due to the additional elementary
(self)interactions of gluons, the elements therein are, however, all of this same general structure
entailed by the combinatorics of these interactions.
As in QED, before we derive the DSEs of QCD, we replace the Lagrangian of the linear
covariant gauge given in Eq. (11) by its renormalised version,
LQCD = Z3 1
2
Aaµ
(
−∂2δµν −
( 1
Z3ξ
− 1
)
∂µ∂ν
)
Aaν
+ Z˜3 c¯
a∂2ca + Z˜1 gf
abc c¯a∂µ(A
c
µc
b) − Z1 gfabc (∂µAaν)AbµAcν
+Z4
1
4
g2fabef cdeAaµA
b
νA
c
µA
d
ν + Z2 q¯(− ∂/+ Zmm)q − Z1F ig q¯γµtaq Aaµ . (81)
This defines all multiplicative renormalisation constants. In addition to the QCD counterparts
of those introduced for QED in Eq. (70) above, these are Z1, Z4, Z˜3 and Z˜1 for the gluonic self-
interactions and ghost terms. With the coupling renormalisation defined by Zgg = g0 one all
together has nine constants which are not independent of each other, of course. In particular,
one has,
Z1F = ZgZ2Z
1
2
3 , Z1 = ZgZ
3
2
3 , Z˜1 = ZgZ˜3Z
1
2
3 , Z4 = Z
2
gZ
2
3 . (82)
These relations are maintained in the multiplicative renormalisation as a result of the Slavnov-
Taylor identities.
In the renormalisation procedure for n-point functions one first considers the primitively diver-
gent functions, i.e., the ones with a tree-level counterpart in the Lagrangian. In QED these are
the (inverse) propagators and the fermion-photon vertex, in QCD the primitively divergent n-
point functions are the (inverse) quark, gluon and ghost propagators, and the 3-gluon, 4-gluon,
ghost-gluon and quark-gluon vertex functions. These are the seven primitively divergent vertex
functions of QCD with their respective renormalisation constants Z2, Z3, Z˜3, Z1, Z4, Z˜1 and
Z1F defined in Eq. (81) and constrained by the Slavnov-Taylor identities to obey the relations
in (82). As we will see in the following chapters the determination of these renormalisation con-
stants in a non-perturbative approximation scheme is quite non-trivial. For all other n-point
functions except the primitively divergent ones renormalisation effectively amounts to replac-
ing bare Green’s functions by renormalised ones in their corresponding skeleton expansions
(which contain only the primitively divergent Green’s functions by construction).
The simplest example of a DSE in QCD is the one for the ghost propagator. Here we present its
derivation based on Eq. (62) directly as discussed below Eq. (71). In this particular example,
starting from Eq. (63) for a (left) derivative of the action SQCD :=
∫
d4xLQCD with respect to
the anti-ghost field c¯a, and with σ and σ¯ denoting the sources for (anti)ghosts as before, acting
on the full generating functional one obtains(
− δSQCD
δc¯a(x)
[
δ
δj
,
δ
δσ¯
]
+ σa(x)
)
Z[j, η¯, η, σ¯, σ]
∣∣∣∣∣
η¯=η=0
=
〈
− δSQCD
δc¯a(x)
+ σa(x)
〉
[j,σ¯,σ]
= 0 , (83)
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Fig. 3. Pictorial representation of the ghost DSE.
where the subscript [j, σ¯, σ] indicates which non-zero sources are retained for further deriva-
tives. Acting with a further (right) derivative δ/δσb(y) on this equation, from (81) one explicitly
obtains,
〈 δSQCD
δc¯a(x)
c¯b(y)
〉
= δab δ4(x− y) = Z˜3 〈
(
∂µD
ac
µ c
c(x)
)
c¯b(y) 〉 , (84)
where all sources are set to zero now. This is the equation of motion for the ghost propagator.
We note here already that it will be used in the derivation of the gluon Slavnov–Taylor iden-
tity (97) in the next section. With 〈 ca(x) c¯b(y) 〉 =: DabG (x− y) denoting the ghost propagator,
this DSE reads more explicitly,
Z˜3 ∂
2DabG (x− y)− Z˜1 gfacd
∫
d4zd4z′
(
∂zµδ
4(z − x)
)
δ4(z − z′) ×
〈 cc(z′) c¯b(y)Adµ(z) 〉 = δab δ4(x− y) . (85)
Again the general structure of DSEs is clearly visible. Here, the DSE for the ghost propagator
DG contains the inverse of the tree-level propagator, ∂
2, the tree-level ghost-gluon vertex
in coordinate space, −Z˜1 gfabc(∂xµδ4(x − y))δ4(x − z), and the 3-point correlation function
〈 cc(z) c¯b(y)Aaµ(x) 〉. As we used the full generating functional up to now, the latter correlation
function, being a moment of Z[j, σ¯, σ], still is a full Green’s function.
In the notation introduced at the beginning of this section the connected 3-point ghost-gluon
correlation,
〈 cc(z) c¯b(y)Aaµ(x) 〉conn. :=
δ3W [j, σ¯, σ]
δσb(y)δσ¯c(z)δjaµ(x)
∣∣∣∣∣
σ¯=σ=j=0
, (86)
can be decomposed into the proper (1-PI) ghost-gluon vertex function,
Gabcµ (x, y, z) =
δ3Γ[A, c¯, c]
δcc(z)δc¯b(y)δAaµ(x)
∣∣∣∣∣
c=c¯=A=0
, (87)
with ghost and gluon propagators, DabG (x) and D
ab
µν(x), respectively, attached to its legs. In the
covariant formalism full and connected 3-point functions are equivalent, and we thus obtain
〈 cc(z) c¯b(y)Aaµ(x) 〉= 〈 cc(z) c¯b(y)Aaµ(x) 〉conn. =
−
∫
d4u d4v d4wDadµν(x− u)DceG (z − v)Gdefν (u, v, w)DfbG (w − y) . (88)
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Fig. 4. Pictorial representation of the quark DSE.
From such decompositions of all connected correlations, the combinatorics of the possible
interactions is reflected in the DSEs explicitly. For the ghost propagator DG(x − y), after
rearranging Eq. (85), this structure describes (similar to the general structure of the DSE for
the photon propagator) the way a ghost field propagates from y to x (see also Fig. 3): it does
it by either not interacting at all, reflected in the tree-level propagator 1/∂2, or by generating
a ghost-gluon pair in one elementary interaction which then propagates and recombines in all
possible ways, i.e., with all radiative corrections included. This is again reflected by the fully
dressed propagators and the fully dressed vertex contained in the correlations (88) and thus
in the DSE (85). In momentum space the ghost propagator DSE reads:
(D−1G )
ab(k) = −δabZ˜3k2 + g2facdZ˜1
∫
d4q
(2π)4
ikµD
ce
G (q)G
efb
ν (q, k)D
df
µν(k − q) . (89)
Analogous to the derivation of the ghost DSE (85), the DSE for the quark propagator,
S(x− y) := 〈 q(x)q¯(y) 〉, is obtained as follows,
〈 δSQCD
δq¯(x)
q¯(y)
〉
=1 δ4(x− y) = Z2 (− ∂/ + Zmm)S(x− y)
−Z1F ig
∫
d4zd4z′ δ4(x− z) δ4(x− z′) (γµta)〈 q(z) q¯(y)Aaµ(z′) 〉 . (90)
Again, it contains the inverse tree-level propagator (−∂/+m), the tree-level vertex,
Γa tlµ (x, y, z) = −Z1F ig γµta δ4(y − x) δ4(z − x), and the full correlations 〈 q(z) q¯(y)Aaµ(x) 〉.
These are decomposed into the proper (1-PI) vertex function, Γaµ(x, y, z), with quark/gluon
propagators attached, in an analogous way as the correlations in Eq. (88), see Fig. 4. For
completeness we give the quark propagator DSE in momentum space:
S−1(k) = Z2(−ik/+ Zmm) + g2Z1F
∫
d4q
(2π)4
taγµS(q)Γ
b
ν(q, k)D
ab
µν(k − q) . (91)
A first idea of the complexity to expect in general (see, e.g., Sec. 3.3 on 3- and higher n-point
Green’s functions) can be obtained from the gluon DSE,
〈 δSQCD
δAaµ(x)
Abν(y)
〉
= δab δµν δ
4(x− y) (92)
= Z3
(
− ∂2 δµρ −
(
1
Z3ξ
− 1
)
∂µ∂ρ
)
〈Aaρ(x)Abν(y) 〉
− Z˜1 gfade〈 (∂µc¯d(x)) ce(x)Abν(y) 〉 + Z1F ig(γµta)ij 〈 qj(x) q¯i(x)Abν(y) 〉
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Fig. 5. Pictorial representation of the gluon DSE.
+Z1gf
ade 〈 {(∂Ad(x))Aeµ(x) + (∂µAdρ(x))Aeρ(x) − 2 (∂ρAdµ(x))Aeρ(x)}Abν(y) 〉
+Z4 g
2fackfdek 〈Acρ(x)Adµ(x)Aeρ(x)Abν(y) 〉 .
The full decomposition of all disconnected correlations herein blows up the notations consid-
erably. It is straightforward but lengthy and is therefore given in Appendix C. The probably
least suspicious term in the last line generates the majority of terms in this decomposition. It
contains the tree-level 4-gluon vertex and gives rise to a tadpole as well as explicit 2-loop con-
tributions to the gluon DSE. These will both not be included in the DSE solutions presented
in Sec. 5.3 below. The discussion and the necessary truncation of the DSEs for the propagators
of QCD, derived formally here, is continued in Chapter 5. Before discussing some issues on
DSEs for 3- and higher n-point functions in Sec. 3.3 we will exploit their BRS invariance to
derive the Slavnov-Taylor identities.
Despite the formal equivalence of the DSEs in different gauges their explicit form as integral
equations are, of course, different. We would therefore like to add two comments on the gluon
propagator in non-covariant gauges at the end of this section. One might think that the
particular problem with ghosts in the Landau gauge can be avoided using gauges such as the
axial gauge, in which there are no ghosts in the first place. 30 As for studies of the gluon
DSE in the axial gauge, in which the gluon field is taken transverse to a fixed gauge vector
tµ, tµA
a
µ = 0, it is important to note that, so far, these rely on a simplifying assumption on
the tensor structure of the gluon propagator [22,23,25,26,167]. In particular, an independent
30 A further note of warning seems appropriate here. In a recent study it has been shown by using
“interpolating” gauges that axial and light-like gauges are highly singular in the sense that infinite
contributions to Feynman graphs are generated in the limit of a pure axial or light-like gauge [166].
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additional term in the structure of the gluon propagator has not been included in presently
available studies of the gluon DSE in axial gauge [27]. This term vanishes in perturbation
theory, see Appendix C for an explicit definition of the corresponding tensor multiplying this
term. If, however, the complete tensor structure of the gluon propagator in axial gauge is taken
into account properly, one arrives at a coupled system of equations which is of considerably
higher complexity than the ghost-gluon system in the Landau gauge, see Sec. 5.2. Thus, despite
the fact the gluon propagator DSE contains in axial gauge one term less than in linear covariant
gauges (the ghost loop) its explicit form is much more complicated.
A final comment concerns the use of the Coulomb gauge in the present context. From the
fact that the field gA0 is invariant under renormalisation in Coulomb gauge one concludes
that the zero-zero component of the gluon propagator allows to extract the running coupling,
see, e.g., Ref. [166] and the references therein. However, considerable complications due to
the additional terms which arise in the proper Coulomb gauge Lagrangian as compared to a
naive canonical quantisation procedure [69,166], see also Chapter 11 in [92], have meant that
the non-perturbative gluon propagator has received very little attention in Coulomb gauge.
While comprehensive studies of the gluon propagator in the Coulomb gauge are not available
as yet, 31 it has widely been used to study the quark propagator employing ansa¨tze for the
gluon propagator and the quark-gluon vertex, see Refs. [169–176] as well as [177] for a recent
discussion.
3.2 BRS Invariance of Green’s Functions
A classical gauge theory is by construction invariant under local gauge transformations. As
discussed in the last chapter, quantising a gauge theory necessitates gauge fixing and in general
the introduction of Faddeev-Popov ghosts. We noted already that the BRS transformation
(13) acting on gluons and quarks is nothing else than a gauge transformation with the ghost
field as “gauge parameter”, and that the total Lagrangian is invariant under the global BRS
transformations.
Here, we make use of the observation that the BRS invariance is an (unbroken) symmetry
of the gauge fixed theory which, from Eq. (47) in Sec. 2.4.1, implies that all QCD Green’s
functions are BRS invariant [56]. This provides the easiest way to derive the Slavnov–Taylor
identities of QCD [16,17]. First, we introduce the renormalised BRS transformations for linear
covariant gauges (c.f., the unrenormalised ones in Eqs. (13)) by defining δλR := Z
−1/2
3 Z˜
−1/2
3 δλ:
δRA
a
µ = Z˜3D
ab
µ c
bδλR , δRq = −Z˜1ig taca qδλR ,
δRc
a = −Z˜1 g
2
fabc cbcc δλR , δRc¯
a =
1
ξ
∂µA
a
µδλR .
(93)
31Only very recently a lattice study of the gluon propagator in the Coulomb gauge has been pre-
formed, see Ref. [168].
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Note that in non-linear gauges the last relation has to be replaced by
δRc¯
a = Z
−1/2
3
1
ξ
F a[Z
1/2
3 A]δλR (94)
with F a being the appropriate gauge fixing condition.
As the most elementary example to demonstrate how this symmetry constrains Green’s func-
tions we consider
〈Aa(x)c¯b(y)〉 := δ
2Z[j, η¯, η, σ¯, σ]
δσ(y)δja(x)
∣∣∣∣∣
j=η¯=η=σ¯=σ=0
. (95)
From the BRS transformations given in Eqs. (93) one obtains:
δR〈Aa(x)c¯b(y)〉 = −Z˜3〈
(
Dacµ c
c(x)
)
c¯b(y)〉 δλR + 1
ξ
〈Aaµ(x)∂νAbν(y)〉 δλR = 0 . (96)
Using the ghost DSE (84), Z˜3〈 (∂µDacµ cc(x)) c¯b(y) 〉 = δab δ4(x − y), it immediately follows
from acting with ∂µ on Eq. (96) that the longitudinal part of the gluon propagator D
ab
µν(x−y)
is not modified by interactions,
〈∂Aaµ(x) ∂νAbν(y)〉 = −∂µ∂ν Dabµν(x− y) = ξ δab δ4(x− y) . (97)
This easiest example of a Slavnov–Taylor identity implies that, in Euclidean momentum space,
the gluon propagator in the covariant gauge has the general structure,
Dabµν(k) = δ
ab
((
δµν − kµkν
k2
)
Z(k2)
k2
+ ξ
kµkν
k4
)
, (98)
involving one unknown invariant function, the gluon renormalisation function Z(k2).
Obviously, an analogous statement is true for the photon propagator. In QED there is a Ward–
Takahashi identity similar to Eq. (97). This means that the Fourier transform of the photon
polarisation tensor (78), 32
Πµν(k) = −e2Z1F
∫
dDp
(2π)D
tr(γµS(p)Γν(p, p− k))S(p− k)) , (99)
is purely transverse, kµΠµν(k) = 0. Defining the dimensionless function Π(k
2) via the relation
Πµν(k) = (k
2δµν − kµkν) Π(k2) one finds that the general structures of the photon and the
32 As we will consider QED for different values of space-time dimensions in the next chapter we
generalise here already from D = 4 to an arbitrary dimension D.
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gluon propagator agree provided one identifies Z(k2) = 1/(1 + Π(k2)). Of course, the corre-
sponding renormalisation functions Z(k2) are obtained from their respective DSEs and will
thus be completely different.
Similarly, other Slavnov–Taylor identities can be derived, most importantly, for 3-point correla-
tion functions which typically relate their longitudinal pieces to the lower 2-point correlations,
i.e., to the propagators. An important example is already provided by the Ward identity for
the electron-photon vertex function in QED,
kµΓµ(p+ k, p) = S
−1(p+ k)− S−1(k). (100)
For k → 0 the differential Ward identity results,
Γµ(p, p) =
∂
∂pµ
S−1(p). (101)
Note that the differential identity also constrains the transverse parts of the electron-photon
vertex function in this limit.
Another important example is provided by the derivation of a Slavnov-Taylor identity for
the ghost-gluon vertex function obtained recently in Ref. [49]. 33 In order to construct a non-
perturbatively dressed gluon-ghost vertex, one can start from the BRS invariance of the fol-
lowing particular correlator,
δR〈ca(x) c¯b(y) c¯c(z)〉 = 0 , (102)
from which one obtains with Eqs. (93),
Z˜1
1
2
gfade〈cd(x) ce(x) c¯b(y) c¯c(z)〉 = 1
ξ
〈ca(x)(∂Ab(y))c¯c(z)〉 − 1
ξ
〈ca(x) c¯b(y)(∂Ac(z))〉 .
(103)
Note that this symbolic notation refers to full (and thus reducible) correlation functions. The
two terms on the r.h.s. of Eq. (103) can be decomposed in the gluon-ghost proper vertex
and the respective propagators. The derivative on the gluon leg thereby projects out the
longitudinal part of the gluon propagator which, by virtue of its own Slavnov-Taylor identity
kµDµν(k) = ξkν/k
2, remains undressed in the covariant gauge, see Eq. (98). The l.h.s. contains
a disconnected part plus terms due to ghost-ghost scattering,
〈cdcec¯bc¯c〉 = 〈cec¯b〉〈cdc¯c〉 − 〈cec¯c〉〈cdc¯b〉+ 〈cdcec¯bc¯c〉conn. . (104)
If the truncating assumption is made at this point, and this is done consistently for all irre-
ducible scattering kernels in the truncation scheme for the DSEs developed in Ref. [49], that
33 This vertex function will play a quite central role throughout the presentations of the solutions for
the propagators of Landau gauge QCD in the following chapters.
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ghost-ghost scattering contributions to the vertex are neglected herein, only the reducible part
of the correlation function on the l.h.s. of the Slavnov-Taylor identity in Eq. (103) is main-
tained which corresponds to the disconnected ghost propagation. Decomposing the ghost-gluon
3-point correlation functions on the r.h.s of Eq. (103) into the irreducible ghost-gluon vertex
function Gabcµ (x, y, z) and gluon and ghost propagators according to Eq. (88) then yields,
Z˜1
1
2
gfade
{
DebG (x− y)DdcG (x− z)−DdbG (x− y)DecG (x− z)
}
=
1
ξ
∫
d4u d4v d4w ∂zµD
cd
µν(z − u)DaeG (x− v)Gdefν (u, v, w)DfbG (w − y)
−1
ξ
∫
d4u d4v d4w ∂yµD
bd
µν(y − u)DaeG (x− v)Gdefν (u, v, w)DfcG (w − z) . (105)
Fourier transforming this expression one obtains,
Z˜1
1
2
gfade (2π)4 δ4(p+ q + k)
{
DebG (−q)DdcG (−k)−DdbG (−q)DecG (−k)
}
=
1
ξ
ikµD
cd
µν(k)D
ae
G (p)G
def
ν (k, p,−q)DfbG (−q)
−1
ξ
iqµD
bd
µν(q)D
ae
G (p)G
def
ν (q, p,−k)DfcG (−k) (106)
Therefore, when irreducible ghost-ghost correlations are neglected, the Slavnov-Taylor identity
(103) yields an equation for the ghost-gluon vertex which relates its longitudinal part to a
sum of inverse ghost propagators in some sense reminiscent of the Abelian Ward–Takahashi
identities in QED. Separating the momentum conserving δ-function and the colour structure
from the ghost-gluon vertex (see below), and defining the ghost renormalisation functionG(k2),
via
Gabcµ (k, q,−p) = (2π)4δ4(k + q + p)gfabcGµ(q,−p) , and DabG (p) = −δabG(p2)/p2 , (107)
respectively, one finally arrives at
ikµGµ(p,−q)G(q2) + iqµGµ(p,−k)G(k2) = p2Z˜1 G(k
2)G(q2)
G(p2)
, (108)
where p+ q+ k = 0. Note that this equation is valid for all ξ including ξ = 0, i.e., for Landau
gauge in which one has Z˜1 = 1, see Sec. 5.3.3. A solution to this identity for the ghost-gluon
vertex will be given in Sec. 5.3.2.
Interestingly, the simplest solution to Eq. (108) given by,
Gµ(q, p) = iqµ
G(k2)
G(q2)
, (109)
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was employed also in Ref. [178,179] in which solutions to the flow equations in Wilson’s renor-
malisation group approach were studied. As we will see in Sec. 5.3.2, this solution admits a
particularly simple solution also to the Slavnov–Taylor identity for the 3-gluon vertex func-
tion. However, it does not reflect the ghost-antighost symmetry of the Landau gauge, see
appendix A. A ghost-antighost symmetric solution to Eq. (108) which leads to the same 3-
gluon vertex function [49] will be presented in Sec. 5.3.2.
3.3 The Structure of Vertex Functions
DSEs for 3- and higher n-point functions become increasingly more complicated in structure,
see Ref. [180]. Before we continue their discussion, we first have to introduce some further def-
initions regarding the 3-point functions of QCD. The following notations are used to separate
the structure constants fabc of the gauge group SU(Nc = 3) (and the coupling g) from the
3-gluon vertex function,
Γabcµνρ(k, p, q) = gf
abc(2π)4δ4(k + p+ q)Γµνρ(k, p, q) .
k
p q
µ, a
ν, b ρ, c
(110)
The arguments of the 3-gluon vertex denote the three outgoing gluon momenta according to its
Lorentz indices (counter clockwise starting from the dot). With this definition, the tree-level
vertex has the form,
Γ(0)µνρ(k, p, q) = −i(k − p)ρδµν − i(p− q)µδνρ − i(q − k)νδµρ . (111)
The possibility of colour structures other than the perturbative ones assumed so far was
recently assessed for the pure Landau gauge theory by lattice simulations in Ref. [181]. In this
study, the (gluon and ghost) propagators were found to be proportional to δab to an accuracy
of the order of 1%. For the 3-gluon Green’s function, a possibly symmetric colour structure
∼ dabc was also verified to be negligible except at the very largest lattice momenta considered.
The arguments of the ghost-gluon vertex denote in the following order two outgoing momenta
for gluon and ghost, and one incoming ghost momentum,
Gabcµ (k, q, p) = (2π)
4δ4(k + q − p)Gabcµ (q, p) , (112)
Gabcµ (q, p) = gf
abcGµ(q, p) = gf
abciqνG˜µν(q, p) ,
k
q p
µ a
b c
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where the tensor G˜µν(q, p) contains the ghost-gluon scattering kernel (for its definition see,
e.g., Ref. [182]). At tree-level this kernel vanishes which corresponds to G˜µν(q, p) = δµν . Note
that the colour structure of the ghost and the gluon loop diagrams in the gluon DSE (C.4)
as well as the one in the ghost equation (84) are simply given by facdf bdc = −Ncδab. The
quark loops involve the colour generators in the fundamental representation ta normalised to
tr(tatb) = δab/2 and giving rise to the quadratic Casimir operator tata = Cf (with Cf = 4/3
for Nc = 3). The colour structure of the quark-gluon vertex is made explicit by
Γaµ(k, q, p) = −igta (2π)4δ4(k + q − p)Γµ(q, p) ,
k
q p
µ a
(113)
the convention for momentum arguments is analogous to the one adopted for the ghost-gluon
vertex, and the tree-level vertex is given by Γµ(q, p) = γµ. The trivial colour structure of the
propagators ∼ δab is thus reproduced by the contractions in the loops.
In linear covariant gauges the Slavnov–Taylor identity for the 3-gluon vertex in momentum
space is given by [182–184],
ikρΓµνρ(p, q, k)=G(k
2)
{
G˜µσ(q,−k)Pσν(q) q
2
Z(q2)
(114)
− G˜νσ(p,−k)Pσµ(p) p
2
Z(p2)
}
,
where Pµν(k) = δµν−kµkν/k2 is the transverse projector. A simple solution to (114) is possible
if ghosts are neglected completely. However, this is not satisfactory for a complete truncation
scheme including ghost contributions in linear covariant gauge neither does it account for the
correct renormalisation scale dependence of the 3-gluon vertex. We will therefore postpone a
more complete discussion to Sec. 5.3.2 where the inclusion of ghosts into the coupled gluon-
ghost DSEs is discussed in detail.
One of the appealing aspects of the axial gauge is that the Slavnov–Taylor identity for the
3-gluon vertex Γµνρ in axial gauge has the comparatively simple form,
ikρΓµνρ(p, q, k) = Πµν(q) − Πµν(p) . (115)
In particular, no unknown contributions from higher correlation functions such as the 4-point
ghost-gluon scattering kernel as in linear covariant gauges enter in this axial gauge identity
for the 3-gluon vertex. Retaining the most general tensor structure, however, its solution
becomes quite involved. With the additional requirement that it should be free from kinematic
singularities the solution was obtained in Ref. [184]. Its rather complicated form is given in
Appendix D. It should be emphasised that the solution D.2 for the longitudinal part of the
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Fig. 6. Feynman diagrams of the first few terms in a perturbative expansion of the kernel K. Solid
lines represent propagators of the constituents, dashed lines the propagator of the exchange particle,
i.e. photons for QED and gluons for QCD.
3-gluon vertex is not only free from singularities of the type 1/(p2 − q2) but also from the
typical axial gauge singularities of the form 1/(pt) [184].
Of course, Slavnov–Taylor or Ward identities are only helpful in constructing the longitudinal
parts of vertex functions (except at vanishing or infinite momenta where they also constrain
the transverse components). In order to determine the full vertex functions one would have to
solve their corresponding DSEs. Being the least complicated case we will discuss the fermion-
photon vertex Γµ(k, q, p) = −ie(2π)4δ4(k + q − p)Γµ(q, p). Its DSE,
Γµ(q, p) = Z2γµ +
∫
dDl
(2π)D
S(q + l)Γµ(q + l, p+ l)S(p+ l)K(p + l, q + l, l) , (116)
is an inhomogeneous Bethe–Salpeter equation [29]. The kernel K is defined as the sum of
all amputated two-particle irreducible contributions, 34 i.e., it is the renormalised amputated
fermion-antifermion scattering kernel.
It should be noted that the vertex function Γµ(q, p) can have a pole at p
2 = −m2 correspond-
ing to bound states of mass m with these particular quantum numbers. This is especially
interesting when the fermions are not only interacting electromagnetically. It has been verified
explicitely in the ladder-rainbow approximation using a model gluon propagator as interaction
between quark and antiquark that the quark-photon vertex displays such a pole at the vector
meson mass [185,186].
The general form of the fermion-photon vertex can be decomposed into twelve linearly inde-
pendent Lorentz covariants. Whereas the four longitudinal components are highly constrained
by the Ward identity (100), for all photon momenta kµ = pµ − qµ the eight transverse com-
ponents are only affected by the differential Ward identity (101) at k = 0. The solution for
the quark-photon vertex given in Ref. [185] exhibits several interesting features. First, the
longitudinal components agree perfectly with the Ball-Chiu ansatz [183] (see also the Secs. 4.2
and 4.3 for its explicit form). Secondly, all eight transverse components were demonstrated
clearly to contain the vector meson pole. We will discuss these issues further in Sec. 6.2.4.
Unfortunately, however, already the ladder-rainbow calculation presented in Ref. [185] turned
out to be technically quite involved.
An obvious complication for considering DSEs of vertex functions is the fact that the kernel K
is defined in a diagrammatic language, a first few terms in a perturbative (or a skeleton) ex-
34More precisely: all contributions which are one- and two-particle irreducible in the s-channel.
56
pansion which occur in QED and QCD are shown in Fig. 6. 35 Thus, a self-consistent treatment
of vertex functions, especially in QCD, hardly seems feasible. It is therefore quite remarkable
that the DSEs for all primitively divergent functions have been studied in the approximation
scheme of Ref. [150], see Refs. [161,162]. As this approach will briefly be presented in Sec. 5.4
below, we also postpone the corresponding discussion until then.
Some toy models have also been employed to solve DSEs of vertex functions. A simplified
equation for the 3-gluon vertex has, e.g., been solved in Ref. [189] based on the so-called pinch
technique, see Refs. [190–192]. It might be interesting to note that an infrared singular 3-
gluon vertex results in this study for massless gluons. In Ref. [189] an explicit gluon mass was
introduced to avoid this singularity. This ambiguity underlines the necessity to understand the
qualitative behaviour of 2-point functions, i.e., propagators, before a more systematic study
of higher n-point functions can be attained.
35 As the kernel K is a two-particle irreducible amplitude it can be obtained by two-field Legendre
transforms, see Refs. [187,188].
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4 Green’s Functions of QED
4.1 1+1 Dimensional QED (Schwinger model): Dyson–Schwinger Equations in a Model with
Instantons
QED with one massless fermion in 1+1 dimensions is called the Schwinger model [193]. There
is an enormous number of papers on this exactly solvable model which displays phenomena like
confinement and dynamical mass generation in a Kosterlitz–Thouless phase. It therefore serves
as a “theoretical laboratory” (for a recent review see [194]). Here we are particularly interested
in the aspect that instantons exist in the Schwinger model. In fact, an instanton vacuum is
needed to obtain a consistent quantisation. In the Schwinger model there is an infinite number
of vacua labelled by the (integer) winding number n. As in QCD, instantons relate different
vacua and the instanton number k = n+ − n− can be calculated from the corresponding
Pontryagin index density. Furthermore, a superposition of these vacua is introduced as the
physical vacuum,
|Θ〉 =
∞∑
n=−∞
einΘ|n〉, (117)
which is characterised by a vacuum angle Θ.
It has been shown by explicit calculation [195] that the DSEs for the n-point functions of
the Schwinger model hold separately in every instanton sector. This fact is related to the
invariance of the model with respect to the vacuum angle Θ: For general Θ a Green’s function
would pick up a phase exp(ikΘ) from a sector with instanton number k. If the DSEs were to
enforce cancellations between different instanton sectors, the related conditions would acquire
a Θ dependence. On the other hand, as the Schwinger model is invariant with respect to Θ
the DSEs have to be, too. And the fact that the DSEs are separately fulfilled in every sector is
the simplest possibility to ensure the required Θ invariance. Thus, at least for the Schwinger
model, it has been demonstrated in Ref. [195] that the DSEs can be extended to cases in which
the true vacuum is not the perturbative one but a Θ vacuum (or a vacuum with a definite
number of instantons).
Of course, the fact that the DSEs hold independently in each sector does not imply that the
solutions to Green’s functions are unaffected by the presence of instantons. This is demon-
strated by an explicit solution for the fermion propagator and the 4-fermion Green’s function
in Ref. [196]. The corrections due to the sectors with non-zero instanton number are shown
to be just the terms allowed by the general structure of the DSEs. The Θ dependence of the
Green’s functions found in this calculation can be removed by a suitably chosen chiral trans-
formation and is thus trivial. E.g., the fermion propagator is of the form (S0(x) being the
tree-level propagator)
S(x) = S0(x)e
−ie2β(x) + ie
eγE
4π3/2
e−iγ5Θeie
2β(x) (118)
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where the first term is the one which would result in a calculation without instantons. Further
details can be found in Refs. [195,196]. Since we will not touch upon the issue about the
influence of topological field configurations on DSEs in the reminder of this review, we would
like to point out that the Schwinger model can be solved exactly by calculating its Green’s
functions using DSEs. Hereby, it is not only possible but also necessary to take all topological
effects into account. Whereas the DSEs stay formally correct in different instanton vacua,
the explicit expressions for Green’s function acquire additional terms allowed by the DSEs.
To our knowledge similar investigations in other models or theories are unavailable as yet:
Possible complications due to a presence of topologically non-trivial configurations are usually
not addressed in DSE based studies. 36
4.2 Confinement in 2+1 Dimensional QED
There are basically two different objectives in studies of the Green’s functions in 2+1 dimen-
sional QED. One line of research is based on applications to condensed matter systems. The
systems of main interest are hereby high-Tc superconductors, see, e.g., Ref. [198] for a recent
review in this direction. Other applications to condensed matter systems include the fractional
quantum Hall effect by adding a Chern–Simons term to the action, for a summary of studies
of the topological structure due to this term, see Ref. [199].
On the other hand, and that will be the main issue discussed in this section, there also is a
considerable number of investigations which employ 2+1 dimensional QED in order to study
general aspects of DSEs in a confining and chiral symmetry breaking theory. Here we restrict
to non-compact electrodynamics 37 at zero temperature. In 2+1 dimensional QED, fermions
can be introduced by two– or four-component Dirac spinors, for details as well as a discussion
of possible mass terms see below, where it will also become clear why we restrict to four-
component spinors here, 38 with vanishing bare mass. The possibility to generate a parity
invariant and chiral-symmetry breaking dynamical mass is still included, of course. Finally,
having outlined the basis for the discussion of this subsection, we refer the reader to chapter
three of the review [29] in which corresponding studies are summarised with status as of the
early nineties in some detail. We therfore put the emphasis here on the developments since
then.
36 Note, however, that effects of Abrikosov–Nielsen–Olesen strings on the gauge boson propagator in
the dual Abelian Higgs model have been considered in terms of an unknown string-string correlator
in Ref. [197] which nevertheless allows some general restrictions on the infrared behaviour of the
gauge boson propagator. In particular, it was demonstrated that an infrared enhanced gauge boson
propagator is excluded by confinement in this model.
37 The difference between a compact and a non-compact U(1) gauge theory is best understood on the
lattice: There it amounts to allow for gauge transformations to be valued on a circle or on the real
line, respectively [200]. In the continuum this translates, roughly speaking, into the question whether
monopole field configurations are in principle allowed or not.
38 Studies of DSEs in two-component 2+1 dimensional QED exist with Chern–Simons term included,
see Ref. [201], and without, see [202]. The main motivation for both these studies are applications to
condensed matter systems.
59
The coupling in 2+1 dimensional QED, e2, has the dimension of mass. The theory is super-
renormalisable, and no new scale needs to be introduced during renormalisation. The dynam-
ical generation of a fermion mass, i.e., the dynamical breaking of chiral symmetry (DBχS),
is thus directly related to the scale provided by e2. An order parameter for DBχS is pro-
vided by the fermion condensate 〈ψ¯ψ〉 = −trS(x) in the case of vanishing bare mass in the
Lagrangian. As mentioned already, two-component spinors are sufficient to describe “Dirac”
fermions in three dimensions. Furthermore, there are two inequivalent 2× 2 representations of
the Clifford algebra {γµ, γν} = 2δµν . 39 Using two-component spinors, however, any mass term,
whether explicit or dynamically generated, is odd under parity transformations. Furthermore,
for the two-component fermion which belongs to the irreducible spinor representation in three
dimensions, chiral symmetry cannot be well-defined. These features are unacceptable in stud-
ies of three-dimensional QED as a testing ground for (four-dimensional) QCD. An alternative
is provided by using four-component spinors or, phrased otherwise, an even number of flavours
of two-component fermions. The Euclidean Clifford algebra {γµ, γν} = 2δµν can be realized by
employing three of the Dirac matrices conventionally used in four dimensions, e.g., γ1, γ2, γ4.
Since both γ5 := −γ1 γ2 γ4 and γ3 anticommute with these three matrices the massless theory
is invariant under an U(2Nf ) group of chiral transformations where Nf is the number of (four-
component) flavours. The four generators of this group (per flavour) are the unit matrix, γ3,
γ5 and
1
2
[γ3, γ5]. One way to construct a mass term is given by m˜ψ
1
2
[γ3, γ5]ψ which is invariant
under chiral transformations but not under parity. This is obviously not the analogue of a
Dirac mass in four dimensions, and we will not consider it here. The term mψψ on the other
hand does have the desired transformation properties: It is invariant under parity but not
under chiral transformations. The generation of a parity-invariant dynamical mass breaks the
U(2Nf) symmetry down to U(Nf)×U(Nf ). This leads to 2N2f Nambu–Goldstone bosons, N2f
scalars and N2f pseudoscalars.
The fermion DSE is given by (c.f., the quark DSE in Eq. (91))
S−1(p) = Z2(−ip/ + Zmm) + e2Z1F
∫
d3q
(2π)3
γµS(q)Γν(q, p)Dµν(p− q) . (119)
Besides the full photon propagator Dµν(k) it contains the fermion-photon vertex function
Γν(q, p). During the past years some effort has been put in finding suitable Ansa¨tze for this
fermion-photon vertex with the intention to minimise the gauge dependence of the results for
observables. To this end, the so-called transverse condition has been suggested and employed
in an explicit construction of the vertex function, e.g., see Refs. [203,204]. It was pointed out in
Ref. [205], however, that this transverse condition is violated at two-loop level in perturbation
theory. This might be an indication that the vertex does contain transverse parts which cannot
be determined from properties of the single particle propagators alone. We will return to this
issue in the next section where we discuss four-dimensional QED.
On the other hand, in Ref. [206] it was observed that the detailed structure of the vertex does
not play a too significant role in the solution of the coupled DSEs for fermion and photon
propagator in three-dimensional QED, both in the massless and in the massive phase. Despite
the fact that only a quite restricted class of Ansa¨tze has been used in this study, it nevertheless
39 As before, we adopt a positive definite Euclidean metric gµν = δµν with hermitean Dirac matrices.
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shows that maintaining consistency at the level of the propagators does somewhat improve the
robustness of the solutions with respect to truncations in higher order n-point functions. In the
following we briefly summarise the work presented in Ref. [206]. In three-dimensional QED in
Landau gauge Z2 = Z1F = 1 is finite, and starting with bare mass m = 0 the renormalisation
constant Zm is irrelevant. Assuming that parity is not broken dynamically one can decompose
the fermion propagator as usual,
S−1(p) = −ip/A(p2) +B(p2) . (120)
With this decomposition one obtains from Eq. (119),
A(p2)= 1− e
2
p2
∫ d3q
(2π)3
1
4
tr[p/ γµS(q)Γν(q, p)Dµν(p− q)] , (121)
B(p2)= e2
∫
d3q
(2π)3
1
4
tr[γµS(q)Γν(q, p)Dµν(p− q)] . (122)
The DSE of the photon propagator which occurs in these equations was solved simultaneously
in Ref. [206]. It is fully determined by the tranverse part of the photon polarisation tensor (see
the discussion below Eq. (99)),
D−1µν (k) = D
−1
(0)µν
(k) + Πµν(k) (123)
with
Πµν(k) =
(
k2δµν − kµkν
)
Π(k2) = −e2Z1F
∫
d3q
(2π)3
tr(γµS(q)Γν(q, q − k)S(q − k)) . (124)
In principle, a gauge-invariant regularisation scheme is required here, because of an ultraviolet
divergence in the longitudinal part of the photon polarisation tensor. Note that one possible
source of spurious longitudinal terms in the photon (or gluon) DSE can be the regularisation
by an O(d)-invariant Euclidean cutoff Λ. This regularisation violates the residual invariance
under gauge transformations generated by harmonic gauge functions (∂2Λ(x) = 0) in linear
covariant gauges. A straightforward elimination of spurious longitudinal terms by contracting
with the transverse projector Pµν(k) is known to result in quadratically ultraviolet divergent
contributions which are of course artifacts of the regularisation not being gauge invariant.
As observed in Ref. [207], in general, quadratic ultraviolet divergences can occur only in
the term proportional to δµν . Therefore, this part cannot be determined unambiguously, its
finite part necessarily also depends on the momentum routing in the loop integration. An
unambiguous procedure is, however, to isolate the part free of quadratic ultraviolet divergences
by contracting with the projector
Rµν(k) = δµν − dkµkν
k2
= δµν − 3kµkν
k2
, (125)
which is constructed such that Rµν(k)δµν = 0, and therefore the ambiguous term proportional
to δµν is projected out. Thus, in the numerical solution of the DSEs, the problem introduced by
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the gauge non-invariant cutoff regularisation can be avoided in contracting Πµν(k) withRµν(k)
to project onto the unambiguous and finite part of the polarisation tensor, even though gauge
invariance is in principle broken by the sharp cutoff. 40 The coupled equations for the photon
and fermion propagator form a set of three non-linear equations for three scalar functions, and
the only unknown therein is the full vertex function. Up to this point the DSEs for the fermion
propagator and the photon propagator are, in principle, exact. As discussed in the last chapter
the vertex satisfies its own DSE which could in principle be solved in some approximation.
In the exploratory study of Ref. [206], on the other hand, the following Ansa¨tze have been
investigated:
Γµ(p, k) = f(A(p
2), A(k2), A((p− k)2)) γµ , (126)
with
f(A(p2), A(k2), A((p− k)2)) =

1
1
2
(A(p2) + A(k2)
A(p2)A(k2)/A((p− k)2
1
4
(A(p2) + A(k2))2
.
The coupled equations for Nf different fermion flavours,
A(p2)= 1 +
2 e2
p2
∫
d3k
(2π)3
A(k2)(p · q)(k · q)/q2
A2(k2)k2 +B2(k2)
f(A(p2), A(k2), A(q2))
q2(1 + Π(q2))
, (127)
B(p2)= 2 e2
∫
d3k
(2π)3
B(k2)
A2(k2)k2 +B2(k2)
f(A(p2), A(k2), A(q2))
q2(1 + Π(q2))
, (128)
Π(q2)= 4Nfe
2
∫
d3k
(2π)3
(
k2 + 2k · q − 3(k · q)
2
q2
)
A(k2)
A2(k2)k2 +B2(k2)
×f(A(p2), A(k2), A(q2)) A(p
2)
A2(p2)p2 +B2(p2)
, (129)
(with q = p− k) were solved for both, the chirally symmetric and the broken phase.
The most important result of this study is a critical number for chiral symmetry breaking,
Ncrit ≈ 3.3 such that dynamical mass generation occurs for Nf < Ncrit; above this critical
number, only the chirally symmetric solution exists. This is in qualitative agreement with
studies based on the 1/Nf expansion of the DSEs employing a bare vertex and assuming
no wavefunction renormalisation (A(p2) ≡ 1) [211,212]. 41 This result is in contradiction to
previous claims, however, that the effect of wavefunction renormalisation would lead to DBχS
for all Nf , see the discussion in section 3.5 of the review [29] as well as references therein.
40 In a gauge-invariant regularisation this problem is avoided all together, of course. As such, dimen-
sional regularisation was employed for the fermion propagator DSE in four-dimensional QED in Refs.
[208–210] as discussed in the next section. Note also that a gauge-invariant regularisation would allow
to check the transversality of the Landau gauge photon propagator for numerical self-consistency.
Using a contraction with Rµν as done in most DSE calculations the corresponding Ward identity is
not tested independently.
41 This phase transition is of infinite order and resembles a conformal phase transition, see Ref. [213].
Adding a Chern–Simons term, however, the phase transition becomes one of first order [214].
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What the results of Ref. [206] thus seem to tell us is that the photon polarisation is very
important here. Without it, i.e., in the quenched approximation, the occurrence of DBχS
is sensitive to the wavefunction renormalisation and to the particular Ansatz employed for
the fermion-photon vertex function. Quite in contrast to this situation, the solutions to the
complete system of coupled DSEs for the propagators do not seem to be overly sensitive at all
to the precise assumptions made to truncate the system at the level of the vertex function.
In the chirally broken phase one has an infrared vanishing photon polarisation, and thus loga-
rithmic confinement as might be expected from dimensional reasons. In the chirally symmetric
phase, an infrared divergent photon polarisation function Π(q2) is found [206]. 42 This leads
to screening instead of confinement. The infrared behaviour of the fermion propagator in the
chirally symmetric phase is determined by an exponent η indicative of a conformal regime:
The wavefunction renormalisation A(p2) (being approximately equal to one in the ultraviolet
as required by perturbation theory) vanishes with positive exponent η in the infrared. From
Fig. 3 of Ref. [206] one might estimate,
S−1(p) = A(p2)p/
p2→0+−→
(
p
Nfe2/8
)η
p/ with η =
8
3Nfπ2
. (130)
This same exponent was obtained from inverse Landau–Khalatnikov transformations in Ref.
[215], and it has furthermore been verified in a recent calculation [216] to a very high precision.
Note that for all possible values of Nf which lead to the chirally symmetric phase, η is an
irrational number much smaller than one. This is very likely to lead to a cut (with infinitely
many Riemann sheets, i.e., logarithmic-like) in the fermion propagator. This cut on the time-
like p2-axis is, at least in principle, understandable from the existence of massless photons. The
infrared behaviour of the photon propagator is of the form const./q = const./
√
q2 and thus
indicates that the photon propagator has a two-fold cut. One might interpret this cut as being
generated by the massless fermions. The chirally symmetric phase is often called the Coulomb
phase for this reason. We would also like to emphasise here that the infrared behaviour of the
propagators as well as their analytic structures related to this behaviour reflect the physics of
a given phase, as this explicit example demonstrates.
The analytic structure of the propagators is much more interesting in the confining phase, of
course. In the chirally broken and confining phase A(p2) is not of the order one either, but
considerably smaller in this case. As the number of fermion flavours approaches the critical
number Ncrit (from below), A(0) tends to go to zero. This behaviour suggests the conjecture
that A(p2) might vanish by an irrational power at the zeros of the denominator A2(p2)p2 +
B2(p2) for Nf < Ncrit. This would imply that the fermion propagator had no isolated poles in
the confining phase. This hypothesis is currently being investigated more closely [216]. Results
in this direction based on simultaneous solutions of the coupled photon and fermion DSEs are
not available yet, however.
42 Note that a somewhat unconventional definition of the photon polarisation, by the denominator
q2+Π(q) in the photon propagator, was adopted in Ref. [206]. In order to compare to the dimensionless
polarisation defined by q2(1+Π(q)) herein, Eq. (28) in Ref. [206] has to be replaced by Πpert = α/q.
Some typos in Ref. [206] can easily be identified by comparing to the formulas given above.
63
Studies of singularities of the fermion propagator in the complex p2 plane are available only for
solutions to fermion DSEs with assuming different Ansa¨tze for the photon polarisation and the
fermion-photon vertex [217,218]. Not too surprisingly, however, the locations of the poles then
depend strongly on the Ansatz for the vertex function [217]. Improving the vertex function
such that, e.g., Ward identities are satisfied, the poles of the fermion propagator are found to
occur much closer to the time-like real axis as compared to the cases in which bare vertices are
employed. This might be taken as an evidence that the (unknown) full renormalised fermion
propagator does have singularities on time-like axis despite confinement. Independent of this,
however, in connection with the results for QCD presented in Chapter 5 below, it seems inter-
esting to note that the fermion propagator does violate reflection positivity in all the cases for
which the underlying Ansa¨tze lead to fermion confinement [218]. This result was established
by two different methods: One method is to solve the fermion DSE for complex values of p2
in order to determine the singularities of the propagator directly. The other method is based
on studying the Fourier transform of the fermion propagator at large (Euclidean) times. As a
central result of Ref. [218], oscillations in the Fourier transform of the fermion propagator as
a function of time t are observed clearly. This result thus demonstrates the violation of posi-
tivity quite unambiguously. It would therefore seem to be interesting to perform an analogous
investigation of positivity on possible solutions for the fermion propagator as obtained from
the coupled fermion and photon DSEs. Such a study was initiated during the write-up of this
review [216].
Summarising this subsection we conclude that in non-compact four-component massless three-
dimensional QED with Nf < Ncrit flavours DχSB and confinement are realized.
43 In this phase
fermions acquire a dynamical mass and decouple from the infrared dynamics. The resulting
potential thus grows at large separation similar to the tree-level one leading to logarithmic
confinement. The corresponding analytic structure of the fermion propagator is, however, not
known in detail. Nevertheless, based on the investigations reported in Refs. [217,218] it seems
safe to conclude that the fermion propagator of three-dimensional QED in the confining phase
violates reflection positivity. For Nf > Ncrit a Coulomb phase with massless fermions and
photons is found in a solution of the coupled photon and fermion DSEs. This result agrees
qualitatively with the leading order in the 1/Nf expansion. This well understood case serves as
an explicit example of how the infrared behaviour of the propagators, as well as their analytic
structures related to this behaviour, have a direct interpretation in terms of the physics of this
phase which is characterised by massless, interacting fermions and photons.
As stated in the beginning of this section, three-dimensional QED was analysed here as a
“toy model” for four-dimensional QCD. To this end we have to learn the lesson that even
the qualitative behaviour of DSE solutions can be sensitive to the truncations employed. A
nevertheless encouraging lesson is, however, that those truncations which are complete at the
level of the propagators lead to fairly stable results. In particular, the qualitative behaviour
43 The investigations described above start from a vanishing bare mass. In the limit of infinitely heavy
fermion masses, on the other hand, it was proposed from bosonisation techniques in Ref. [219] that
one should always obtain screening instead of confinement. This can be related to the occurrence of
a massive pole in the effective bosonic action found in Ref. [220]. One should keep in mind, however,
that these bosonisation technique are applicable only if the dimensionless parameter e2/m is small.
This condition is certainly always violated for sufficiently small or vanishing bare fermion masses m.
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of the corresponding solutions is then found to be quite insensitive to modifications in the
3-point vertex function. As a result, a consistent picture of the two-phase structure of this
theory emerges: For a large number of flavours one has a Coulomb phase, whereas for a small
number of flavours DχSB and confinement occur.
4.3 Dynamical Chiral Symmetry Breaking in 3+1 Dimensional QED
In the sense of Wilson’s renormalisation group, full 3+1 dimensional QED is most likely to be
trivial: It has only an infrared fixed point, see, e.g., chapter 16 in Ref. [116] for a pedagogical
discussion and Ref. [117] for a non-perturbative verification based on a lattice calculation. As
a matter of fact, the underlying goals when studying the Green’s functions of QED are based
on the observation that massless QED with Nf flavours possesses the same chiral symmetry
as QCD. Therefore the quark DSE in 3+1 dimensional QED has been used to study technical
questions like: the analytic structure of propagators, numerical cancellations of divergences,
gauge dependencies introduced by numerical cutoffs, and the question of gauge covariance in
general. Obviously, with this restriction in mind in most cases it is sufficient to consider the
quenched approximation. 44
DBχS has been discussed in detail in the review [29] and in the book [30]. We briefly summarise
the corresponding knowledge and describe the progress made since then in some more detail
(parts of the material presented here follow Ref. [222]). Of course, the generation of a dynamical
mass for fermions with bare mass zero is a genuinely non-perturbative problem. Note that it is
not possible to put massless fermions on a lattice. Thus every lattice calculation which wants
to include DBχS has to rely on extrapolations provided, e.g., by “chiral perturbation theory”
or other continuum techniques. (Note also that “chiral perturbation theory” describes DBχS
rather than explaining its origin.) Studying this issue with non-perturbative methods based
on a continuum formulation is therefore required. Already the very simplest truncation of the
fermion propagator DSE does provide for a dynamically generated mass. Replacing the photon
propagator and the fermion-photon vertex by their tree-level forms, Dµν(k) → D(0)µν(k) and
Γµ(p, q)→ γµ, i.e., applying the so-called rainbow approximation together with the quenched
approximation, 45 one obtains
A(p2)= 1 + ξ
e2
p2
∫
d4q
(2π)4
A(q2)(p · (p− q))(q · (p− q))
A2(q2)q2 +B2(q2)
1
(p− q)4 ,
=1 + ξ
e2
(4π)2
∫
dq2
A(q2)
A2(q2)q2 +B2(q2)
(
Θ(p2 − q2)q
2
p2
+Θ(q2 − p2)
)
, (131)
44 There are very few unquenched calculations. The only one to our knowledge in which the quadratic
divergence in the vacuum polarisation was treated correctly is that of Ref. [221].
45Diagrammatically the use of a bare vertex in the fermion DSE amounts to a summation of horizon-
tal arrays of “rainbows” of parallel photon exchanges. In many-body theory this is identical to the
Green’s function formulated Hartree–Fock approximation, see e.g. Ref. [174]. Bosonisation techniques
as employed, e.g., in the “Global Colour Symmetry Model” [223] (see also the reviews [29,28,224]
and references therein) naturally lead to this approximation also.
65
B(p2)=Zmm+ (3 + ξ)e
2
∫
d4q
(2π)4
B(q2)
A2(q2)q2 +B2(q2)
1
(p− q)2 ,
=Zmm+ (3 + ξ)
e2
(4π)2
∫
dq2
B(q2)
A2(q2)q2 +B2(q2)
(
Θ(p2 − q2)q
4
p4
+Θ(q2 − p2)
)
.(132)
The bare mass m0 = Zmm is sent to zero by an appropriately defined limit in studies of DBχS.
One furthermore observes that in this approximation there is no wave function renormalisation,
i.e., A(p2) = 1 for the choice of the Landau gauge ξ = 0. In this gauge, and with introducing
an O(4)-invariant Euclidean momentum cutoff ΛUV , the equation for the dynamical mass
function M(p2) ≡ B(p2)/A(p2) = B(p2) reads:
M(p2) = m0 +
3e2
(4π)2
p2∫
0
dq2
q2
p2
M(q2)
q2 +M2(q2)
+
3e2
(4π)2
Λ2
UV∫
p2
dq2
M(q2)
q2 +M2(q2)
. (133)
This equation obviously has the trivial solution M(p2) = 0 in the chiral limit m0 = 0. The
interesting question is, however: Under what circumstances can the solution for M(p2) be
non-vanishing in the chiral limit? The simplicity of Eq. (133) allows one to convert it into a
differential equation,
d
dp2
(
p4
d
dp2
M(p2)
)
= − 3e
2
(4π)2
p2M(p2)
p2 +M2(p2)
, (134)
together with the boundary conditions
lim
p2→0
(
d
dp2
(
p4M(p2)
))
= 0 and lim
p2→Λ2
UV
(
d
dp2
(
p2M(p2)
))
= m0 . (135)
For large p2, i.e., p2 ≫ M2(p2), one has p2 +M2(p2) ≈ p2 and the differential equation can
be linearised. The Ansatz M(p2) ∝ (p2)a then yields a(a + 1) = −3e2/(4π)2. Writing the
corresponding roots in terms of the fine structure constant α = e2/(4π) and defining αc :=
π
3
,
a = −1
2
± 1
2
√
1− α
αc
, (136)
one realizes that solutions of qualitatively different character arise in the two distinct cases
α < αc and α > αc. In the latter case, having a complex power a, the solution oscillates at
large p2. This oscillatory behaviour makes it possible to obey the boundary condition at the
ultraviolet cutoff, even in the limit m0 → 0. Having the real power for α < αc = π/3 this
is not the case, and DBχS is excluded. This is a nice and quite intuitive result: Only if the
interaction is sufficiently strong, and this is the case for a fine structure constant larger than
the critical value of the order one, a mass will be generated dynamically [225].
It is instructive to plot the numerical result for the dynamical mass (with α > π/3) as a
function of p2 on a logarithmic scale, see Fig. 7. At large p2 the numerical solution reproduces
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Fig. 7. The mass function M(s) (s = p2/µ2 with µ being some arbitrary numerical scale) for some
coupling (α = 1.6) above the critical value. Also shown is the asymptotic behaviour according to the
linearised differential equation.
the (analytically obtained) asymptotic behaviour quite well. Note that the plot in Fig. 7 is
extended beyond the ultraviolet cutoff where the mass function is set to m0 = 0 in order to
demonstrate the oscillatory behaviour. At small p2 the mass function is almost momentum
independent and approaches a constant value. This indicates that an analytic continuation of
the mass function (and thus the propagator) to time-like momenta p2 < 0 might be possible. 46
It would then furthermore be quite evident that the position of the pole should approximately
be determined by M(0), i.e., p2pole ≈ −M2(0).
For a coupling smaller than its critical value, the boundary condition (135) cannot be fulfilled
for m0 = 0, and thus only the trivial solution is possible. At the critical coupling the solution
bifurcates: One still has the trivial solution which is unstable, however. The chiral symmetry
breaking solution with M(p2) > 0 is energetically favoured as can be seen by analysing the
Cornwall–Jackiw–Tomboulis action [226]. (There exists a third solution withM(p2) < 0 which
is only a mirror of the massive solution with positive mass function. This third solution is
excluded if one considers m0 → 0+ instead of putting m0 = 0 immediately.)
As discussed above a non-vanishing mass function implies a non-vanishing pole mass. As the
latter is an observable and thus a gauge-independent quantity, the critical coupling has to be
gauge invariant also. However, in the rainbow approximation this is not the case within the
class of linear covariant gauges. Using, e.g., the Feynman gauge (ξ = 1) instead of Landau
gauge (ξ = 0), the value of the critical coupling increases by approximately fifty percent. As the
46 For this analytic continuation the integral equation should be used. Relying only on the numerical
solution on the Euclidean axis will not be sufficient. Complex analysis states that as long as an
analytic function is only known at a finite set of points (here, a finite set of Euclidean points) its
analytic continuation away from this set is infinitely ambiguous: Outside the set the function may
take any value. Employing, on the other hand, the integral equation does provide the possibility of
analytic continuation.
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use of a bare vertex violates Ward identities this should be no big surprise. Requiring that (i)
the vertex function solves the Ward identity (100), that (ii) it is free of kinematical singularities
(i.e., that Γµ(p, q) has a unique limit for p
2 → q2), that (iii) it has the same transformation
properties as the bare vertex under parity, time reversal and charge conjugation invariance,
and that (iv) it reduces to the bare vertex γµ for a vanishing coupling, the longitudinal part
of the vertex function is completely fixed in terms of the fermion propagator [183]:
ΓBCµ (p, q) =
1
2
(A(p2) + A(q2))γµ +
1
2
∆Apq(p+ q)µ(p/+ q/) + i∆Bpq(p+ q)µ (137)
with
∆Apq =
A(p2)−A(q2)
p2 − q2 , ∆Bpq =
B(p2)− B(q2)
p2 − q2 , (138)
and where p and q are the momenta attached to the fermion legs. As stated in Sect. 3.3 in an
explicit solution of the DSE for the vertex function, the form (137) for its longitudinal part is
exactly reproduced.
If one refrains from solving the vertex function DSE, on the other hand, the transverse part
of the vertex function has to be modelled. Transverse part here refers to those contributions
transverse to the photon momentum k = q − p, i.e., (p− q)µΓTµ (p, q) = 0, which, in addition,
satisfy the requirement that ΓTµ (p, p) = 0. This additional requirement results from the differ-
ential Ward identity (101). The general form of the fermion-photon vertex can be decomposed
into twelve linearly independent Lorentz covariants, four of them are longitudinal and eight
are transverse. As the Ward identity has no σµν component one coefficient is zero, and one
obtains the three terms given in Eq. (137) for the longitudinal part. As a further constraint,
the condition that the propagators and vertices should be gauge covariant can then be imposed
on the coefficients of the transverse parts. Restricting to the purely longitudinal vertex (137),
however, the mass generation mechanism is still gauge dependent. This is related to the fact
that a consistent regularisation and renormalisation of the fermion propagator DSE cannot be
achieved unless the fermion propagator is multiplicatively renormalisable. Note that proofs of
the gauge independence of the pole mass implicitly use this property, e.g., see [227,60]. Since
multiplicative renormalisability and gauge covariance are satisfied order by order in pertur-
bation theory, 47 the perturbative result is a good starting point to resolve this issue [228].
Renormalisability is related to the ultraviolet behaviour of the loop, and it is thus sufficient
to consider momenta p2 ≫ q2. In this limit the transverse part of the vertex function to O(e2)
is given by 48
ΓT,1−loopµ (p, q) =
e2ξ
32π2
(
γµ − pµp/
p2
)
log
p2
q2
. (139)
47 In perturbation theory this just means that violations of gauge covariance are of higher order than
the highest one taken into account in a given approximation.
48 The complete one-loop form of the fermion-photon vertex is given in Ref. [229]. This reference also
gives a list of minor errors in Ref. [183].
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On the other hand, taking the limit p2 ≫ q2 in the purely longitudinal vertex (137) one then
realizes that a non-perturbative expression for the transverse part has to include the functions
A(p2) and A(q2). These considerations have been the underlying motivation for Curtis and
Pennington to suggest the following form for the fermion-photon vertex [228],
ΓCPµ (p, q)=Γ
BC
µ (p, q) (140)
− 1
2
∆Apq
(p2 + q2)(p2 − q2)
(p2 − q2)2 + (M2(p2) +M2(q2))2
(
γµ(p
2 − q2)− (p+ q)µ(p/− q/)
)
.
To understand how multiplicative renormalisability constrains the transverse part of the vertex
it is instructive to study the function A(p2) in the massless, i.e., the chirally symmetric phase.
A leading logarithmic expansion of A(p2) has the form
A(p2) =
∞∑
n=0
cn(e
2)n logn
(
p2
Λ2UV
)
. (141)
In the chirally symmetric phase of the quenched approximation A(p2) is the only quantity
which has to be renormalised. Therefore, the coefficients have to be of the form cn = c
n
1/n!
in order to ensure multiplicative renormalisability. Then the series (141) can be summed, and
using the 1-loop perturbative result one obtains
A(p2) =
(
p2
Λ2UV
)η
with η =
e2ξ
16π2
. (142)
Since there is only one scale in the problem, ΛUV, a power-law is indeed inevitable:
A(p2) =
(
p2
Λ2UV
)γ
. (143)
Using the vertex (140,137) A(p2) turns out to be of the form (143) with the difference γ − η
being of the order e4. This demonstrates explicitly that the transverse part of the vertex
function is sufficient to maintain multiplicative renormalisability.
If the vertex function (140,137) is employed in the quark DSE, i.e., with this particular trans-
verse part included, the critical coupling above which DχSB occurs becomes almost indepen-
dent of the gauge parameter ξ [230,231]. For 0 ≤ ξ ≤ 20 it varies by less than ten percent, see
Fig. 1 of Ref. [209]. From this figure it can also be seen that imposing the transverse condition
[232] leads to slightly different values for the critical coupling. This condition (which has been
mentioned already in the last section) is imposed in order to remove gauge-covariance violating
terms. An explicit solution to this condition is given in Ref. [203]. It should also be mentioned
that some of the simplifying assumptions used there have been questioned [233,234]. The in-
teresting point here is that the values of the critical coupling obtained when imposing the
transverse condition show an even stronger variation with the gauge parameter, e.g., dropping
from αc = 0.933 in Landau gauge to αc ≈ 0.80 at ξ = 5. Note that for small values of the gauge
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parameter ξ these results have been verified in a direct numerical calculation in Ref.[235]. Us-
ing a bifurcation analysis [231] it is straightforward to show that the critical coupling αCPc
based on the Curtis–Pennington vertex (137,140) is related to the critical coupling αTCc , if the
transverse condition is enforced. In particular, one obtains [209],
αTCc =
αCPc
1 + ξαCPc /8π
. (144)
Note that both values coincide in Landau gauge ξ = 0. For large positive values of ξ, however,
the difference becomes large.
Identifying the regularisation with the help of an Euclidean momentum cutoff as a source of
gauge-invariance violating terms, the fermion propagator DSE of quenched four-dimensional
QED has been studied using dimensional regularisation in Refs. [208–210]. Note that the use
of dimensional regularisation increases the numerical effort considerably. The values for the
critical coupling are within numerical errors equal to the ones obtained by using cutoff schemes
[209].
Thus we have to report that the goal to maintain gauge covariance by a suitable choice of the
fermion-photon vertex has not fully been achieved. Nevertheless, the qualitative conclusions
are unaffected: Above the critical coupling any vertex which satisfies the Ward identity and
leads to multiplicative renormalisability will lead to a diverging mass function for quenched
QED in four dimensions [236]. This supports the conjecture mentioned in the beginning of
this subsection that four-dimensional QED might not have a non-trivial continuum limit.
Finally, we emphasise the special role that the Landau gauge plays here amongst the linear
covariant gauges. Even in the most simple truncation, the rainbow approximation, it provides
a reasonably accurate value for the critical coupling. As we have to acknowledge that even
gauge-invariant observables can be sensitive to the details of the truncation (in this example the
Ansatz for the fermion-photon vertex), and that they can furthermore depend on technicalities
such as the choice of the regularisation within a certain renormalisation scheme, it seems
worthwhile to remember that most approximations (and truncations) can best be justified in
combination with the Landau gauge. This remark seems especially appropriate in view of the
Green’s functions in QCD discussed in the next chapter.
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5 The Infrared Behaviour of QCD Green’s Functions
In this chapter the present knowledge on the infrared behaviour of QCD Green’s functions is
summarised. As we will see, most of the results are obtained in the Landau gauge. This might
seem somewhat surprising at first, as studies of Green’s functions in Landau gauge should
include the Faddeev–Popov ghosts. Thus, it could seem more natural to employ the axial
gauge. And indeed, especially the gluon propagator has been subject to a considerable number
of investigations in the axial gauge. Before discussing the corresponding results, however, a
few general remarks on the infrared behaviour of the gluon propagator are in order.
5.1 “Confined” or “Confining” Gluons?
In the literature one sometimes finds the distinction between confined and confining gluons
(see, e.g., Ref. [237] and references therein). The first phrase is usually attributed to a gluon
propagator which is infrared suppressed. The underlying idea is simply that under these cir-
cumstances the gluons themselves do not propagate over long distances. It is also clear that
an infrared suppressed propagator almost necessarily violates reflection positivity, and we will
present the quite convincing evidence for exactly that picture later in this chapter. Infrared
enhanced gluonic correlations have, on the other hand, been referred to as confining gluons.
As we describe below, if the gluon propagator was as singular in the infrared as 1/k4 in some
gauge, this alone would establish an area law and the linearly rising interquark potential.
Thus, such gluon (2-point) correlations alone would suffice to generate quark confinement in a
simple and intuitive picture which was frequently connected with the notion of infrared slavery
in the past. As will become clear in the course of this chapter, there is increasing evidence
nowadays, however, that this is actually not what happens in QCD. And neither would it fit
into the formal development of the covariant description of confinement outlined in Sec. 2.4. It
is important to realize that the more complicated picture emerging for QCD in the covariant
gauge can certainly accommodate confined (but not confining) gluons in coexistence with an
effective quark interaction which is confining, however.
Since the intuitive picture of confining gluons had quite a long history, we will describe some
of its implications and applications first in the following. Despite the necessity of a reinter-
pretation about the origin of effective quark interactions, especially the applications thereby
continue to provide many interest aspects.
As stated, by infrared enhanced gluonic correlations one usually refers to a gluon two-point
function which (in momentum space) is more singular than a massless free particle pole in the
infrared. In particular, for the gluon propagator in the Landau gauge,
Dµν(k) =
(
δµν − kµkν
k2
)
Z(k2)
k2
, (145)
this implies that the invariant function Z(k2) diverges for k2 → 0. The most singular behaviour
that does not lead too obviously to contradictions in the theory is given by Z(k2) → σ/k2.
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Such a behaviour can, of course, at best be meaningful when supplemented by a prescription to
define this singularity in the sense of distributions. An early Lagrangian model of confinement
was given in Ref. [238], the dipole gluon model which uses the derivative of the principal value
prescription, P 1
k4
:= − d
dk2
P 1
k2
. However, this model is in quite obvious conflict with causality.
Other frequently adopted prescriptions designed to subtract the leading singularity in Z(k2)
at k2 = 0 are the [σ/k2]+ prescription used in Ref. [20] which is defined as acting on a function
F by,
∞∫
0
dx
[
1
x
]
+
F (x, y) =
∞∫
0
dx
1
x
(F (x, y)− θ(y − x)F (0, y)) , (146)
and a prescription leading to a 3-dimensional Fourier transform corresponding to a linear rising
potential V (r) = σr (in instantaneous approximation, k0 → 0),
8π
[
σ
k4
]
:= lim
µ→0
{
8πσ
(k2 + µ2)2
− C(k0, µ) δ3(~k)
}
, C(k0, µ) =
∫ d3k
(2π)3
8πσ
(k2 + µ2)2
, (147)
with C = σ/
√
k20 + µ
2 introduced to implement the regularity of the potential at r → 0, i.e.,∫
d3qV (q) = 0 [239]. The need for such a prescription introduces an additional ambiguity as
this can usually not be determined from the numerical solutions of the gluon propagator DSE.
The more dramatic problem with such an infrared enhanced propagator, however, is that the
σ/k4 behaviour cannot be well-defined as a distribution over a finite neighbourhood of the
origin in the Euclidean momentum space by simply providing a small mass µ2 → 0. This is
most clearly seen from Eq. (147). The regularity constraint on its Fourier transform results in
the necessity to subtract a term which is not a well-defined distribution but a more singular
object in the limit µ→ 0 (the contribution one subtracts for k0 = 0 is essentially proportional
to δ3(~k)/µ while for k0 6= 0 it can be cast into the form ∝ δ4(k)
√
k20 + µ
2/µ).
While this is a serious conceptual problem, infrared enhanced gluon correlations have been
phenomenologically quite successful, e.g., in describing quark confinement by infrared slavery
[240,9,118]. This term refers to the possible existence of severe infrared singularities, i.e.,
infrared singularities which cannot be removed from the S-matrix by virtue of the Kinoshita–
Lee–Nauenberg theorem in analogy to those arising from soft photons in QED. 49 Occurring in
the inverse (ultraviolet renormalised) propagator of interacting quark fields, these divergences
can then remove asymptotic states with quark quantum numbers from the asymptotic Hilbert
space.
It will be corroborated repeatedly in the following that the effective interaction thereby arises
from combinations of different contributions. This holds independently of whether that combi-
nation in the end gives rise to an interaction as strong as the ∼ σ/k4 infrared-slavery model or
not. In particular, in covariant gauges it already follows from the necessity of renormalisation
49 As mentioned in the introduction, such severe infrared singularities do not arise at any finite order
in perturbation theory in QCD.
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group invariance of the colour octet quark-current interactions that these interactions are me-
diated by both, gluon and ghost correlations. An infrared enhancement of these interactions,
e.g., the two-current interaction of the “Global Calor Model” [223,29,28,224], thus is still a
viable possibility even though the elementary gluon and ghost correlations should separately
give rise to tempered distributions and show the corresponding analyticity properties in the
non-coincident Euclidean domain.
By the same remark, such effective quark-current interactions should replace the literal mean-
ing of a gluon propagator in the following argument: Infrared enhanced correlations ∝ σ/k4 in
the purely gluonic Yang–Mills theory are known to provide sufficient damping in expectation
values of large Wilson loops to give rise to an area law in analogy to the 1/k2 behaviour
of photons in the 2-dimensional Schwinger model. For the non-Abelian Yang–Mills theory in
four dimensions this would follow from an infrared enhanced gluon propagator. The gluonic
correlations besides being gauge and, in general, also renormalisation scale dependent give rise
to the following upper bound on the behaviour of large Wilson loops with contour C [241],
W (C) =
〈
P exp
ig
∮
C
Aµdxµ

〉
≤ exp
−g2NcCf
∮ ∮
C
dxµdyν Dµν(x− y)
 . (148)
Note that a gluon propagator which is an analytic function for all non-coincident Euclidean
x 6= y cannot provide the sufficient damping to lead to an area law. Under those circumstances,
its upper bound on Wilson loops is thus likely to be useless. The argument can, however, be
strengthened by the replacement of the gluon propagator with an effective current interaction
as mentioned above, and a stronger bound might be obtained from that renormalisation group
invariant combination of contributions here also. This seems plausible, in particular, since the
expectation values of Wilson loops are physical objects and should as such have renormalisation
scale invariant bounds. Gauge invariance in this context simply means that such bounds from
gauge covariant correlations will in general depend on the specific gauge employed in their
derivation. Judging from nowadays’ knowledge, the original intention in Ref. [241] to obtain
the area law from the gauge dependent upper bound by demonstrating the existence of an
infrared enhanced 2-point correlator in just one specific gauge, seems too optimistic.
An example in which the infrared behaviour of the 2-point ghost correlations provide the es-
sential infrared strength for the area law was given in Ref. [99]. Assuming that configurations
close to the Gribov horizon overcompensate the suppression from the Faddeev–Popov determi-
nant and dominate the Yang–Mills partition function, an infrared enhanced ghost propagator
was conjectured. Together with additional ghost fields which were introduced into the action
via a Boltzmann factor this led to the following estimate for the Wilson loop,
W (C) ∝ exp−cσ2
∮ ∮
C
dxµdyν
∫
d4u d4v g2Dµρ(x− u) g2Dνρ(y − v)DG(u− v) . (149)
The dimensionless constant c herein is related to the leading infrared behaviour of the gluon
and ghost propagators, Dµν(k) ∝ 1/σ and DG(k) ∝ σ/k4 for k2 → 0, respectively, as suggested
by the estimates in this approach. The renormalisation group invariance of this bound is
somewhat unclear here again. Naively, one would at least expect the constant c to have a
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suitable scale dependence to compensate the one of the other factors in the exponent in order to
obtain an invariant string tension. At least in the Landau gauge the particular combination of
ghost and gluon propagators does certainly not compensate the scale dependence of the explicit
couplings (the factor g4). A second question is, of course, whether it is more acceptable for
the ghost correlations to violate temperedness than it is for the gluons. However, this example
once more demonstrates that ghosts can provide for the infrared dominant correlations in large
Wilson loops in covariant gauges. As will be discussed in Sec. 5.5, a behaviour of the gluon
and ghost propagators, D(k) ∝ 1/σ and DG(k) ∝ σ/k4 for k2 → 0, is not incompatible with
present lattice data.
After these cautioning remarks on a possible σ/k4 behaviour for any two-point correlations in a
sensible quantum field theory, in the next sections early studies of the gluon Dyson–Schwinger
equation will be described in which exactly such an infrared enhancement was obtained. It
will become clear in the sequel that ghosts affect this conclusion. We reiterate that this alone
would not necessarily exclude a σ/k4 behaviour for the effective interactions of quarks in the
infrared.
5.2 The Gluon Propagator in Axial Gauge
Historically, an infrared enhanced gluon propagator ∝ σ/k4 was first obtained in the covariant
gauge much before the importance of ghosts became evident which had been neglected in the
approximation summarised in Sec. 5.3.1 below. The same infrared behaviour was confirmed in
the early studies of the gluon DSE in the axial gauge [22–24]. In this section we will discuss
why it now seems plausible that these axial gauge results are just as inconclusive, since they
were based on a simplifying assumption quite analogous to disregarding the ghosts of the
covariant gauge.
5.2.1 Dyson–Schwinger Equation Studies
In the axial gauge the gluon field is taken transverse to a fixed gauge vector tµ, i.e. tµA
a
µ = 0.
The tensorial structure of the gluon propagator in this gauge is given in Eq. (C.6) in Appendix
C. Note that two independent tensor structures and therefore two scalar functions f(p2, (pt)2)
and g(p2, (pt)2) are involved. The tree-level propagator is recovered from setting g(p2, (pt)2) ≡ 1
and f(p2, (pt)2) ≡ 0. A corresponding construction [184] of the longitudinal part of the 3-gluon
vertex with the help of the Slavnov–Taylor identity relating this vertex to the gluon propagator
is summarised in Appendix D. Note that in this gauge the Slavnov–Taylor identity reduces
to a kind of Ward identity. In particular, no unknown contributions from higher correlation
functions such as the 4-point ghost-gluon scattering kernel in covariant gauges enter in this
axial gauge identity for the 3-gluon vertex given in Eq. (115). Nevertheless, keeping the full
tensor structure of the gluon propagator leads to a longitudinal part of the 3-gluon vertex
which is of an enormous complexity, however.
The DSE for the gluon propagator is given explicitely in Eq. (C.5) and pictorially represented
in Fig. (C.1) in Appendix C. Of course, the ghost loop does not contribute in axial gauge.
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As already mentioned in section 3.1, studies of the axial-gauge gluon DSE [22–26,167] rely
on a simplifying assumption on the tensor structure of the gluon propagator. That particular
term which strength is parametrised by the function f(p2, (pt)2), and that can only be non-
vanishing non-perturbatively, has not been included in presently available studies of the gluon
DSE in axial gauge [27]. The original studies of the axial-gauge gluon DSE assumed that a
possibly infrared enhanced part of the gluon propagator has the same structure as the tree-
level propagator, i.e., f = 0 was set for simplification and the structure corresponding to
the function f had been dismissed. This also simplifies the longitudinal part of the 3-gluon
vertex considerably: Only with the approximation f = 0, and with assuming, in addition,
g(p2, (pt)2) → g(p2) in Eq. (D.2), i.e., that the function g is independent of t, this solution
reduces to the simple form used in Refs. [22,23]. It was further noted that upon contracting
the axial gauge gluon Dyson–Schwinger equation for the vacuum polarisation tensor Πµν with
the tensor tµtν only the 3-gluon loop plus a tadpole term give non-vanishing contributions to a
single integral equation for the one scalar function g(p2) of this approximation scheme. And it
was found numerically that g(p2) ∝ p2/σ, i.e., the solution gives rise to an infrared enhanced
gluon propagator ∝ σ/p4.
Before discussing some implications of this approximation scheme in the following subsection
we will comment on a further simplification: In Ref. [25] the t-dependence (that had anyhow
been disregarded in the solution for the 3-gluon vertex) has been consistently neglected also in
the Dyson–Schwinger equation. Then the tadpole contribution disappears in addition to the
other contributions with 4-gluon vertices [237]. Furthermore, a one-dimensional approximation
and subtractions have been employed to ensure the masslessness condition
lim
k2→0
D−1µν (k
2) = 0 . (150)
This masslessness condition follows from the axial gauge Slavnov–Taylor identity (115) in
the limit k → 0 with assuming that the vertex does not have massless poles in the external
momenta. 50 The resulting equation, of a structure similar to the Mandelstam equation to be
discussed in Sec. 5.3.1, was found to confirm the findings of Refs. [22,23] with respect to the
infrared behaviour of the solution.
Subsequent studies based on the identical approximation scheme for the axial gauge came to
a somewhat dissentive conclusion proposing the possibility of a gluon propagator less singular
than a massless free particle pole 1/p2 in the infrared [26]. This possibility was, however, later
attributed to a sign error in the resulting equation [27,237]. The infrared soft solution to the
approximate gluon DSE of Ref. [25] for this wrong sign also yields the wrong sign in the
well-known perturbative contributions valid at high momenta [237]. In Ref. [237] a detailed
comparison of the approximate gluon DSEs of the axial gauge (in the scheme of Ref. [25]) with
the Mandelstam approximation to the Landau gauge DSE (see Sec. 5.3.1 below) showed some
analogies in these two schemes. In light of this, it might thus not be too surprising anymore
that previous DSE studies of the gluon propagator in both these gauges seemed to agree in
50 This condition was in some older studies assumed to hold also for the Landau gauge. In Sec. 5.3.2 it
will be demonstrated, however, that ghosts change this conclusion and that the masslessness condition
in the present form (150) does not hold in general in Landau gauge.
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indicating an infrared enhancement of the gluon propagator, D(k) ∝ σ/k4 for k2 → 0. 51
Studies of the gluon Dyson–Schwinger equation using the light-cone gauge, t2 = 0, in which
the second tensor structure (as well as the spurious gauge singularities ∝ 1/(kt)2, see the next
section) are obviously avoided, seem to come to similar conclusions, see Refs. [242–244]. The
light-cone gauge has its own problems, however, for an extensive discussion see, e.g., Ref. [245].
Here it suffices to mention that ghost fields are indispensable in light-cone gauges, see Ref.
[246] and references therein for the recent developments concerning this issue.
The gluon propagator in axial gauge has recently also been investigated [247] within the
renormalisation group approach based on Wilson’s flow equations [248]. For a finite infrared
regulator the typical axial-gauge singularities of the tree-level gluon propagator (see below) are
thereby removed. A functional form for modified Ward identities which take the non-vanishing
infrared regulator into account has been derived. It remains to be shown, however, whether a
possible solution for the gluon propagator of the corresponding flow equations, in a reasonable
truncation scheme, stays well-behaved and finite for all momenta when these equations are
integrated down towards a vanishing infrared scale.
5.2.2 The Spectral Representation
On one hand, an infrared enhanced gluon propagator is known to lead to an area law for ex-
pectation values of large Wilson loops [241], on the other hand it was pointed out in Ref. [113]
that a full axial gauge gluon propagator more singular than 1/k2 in the infrared violates pos-
itivity of the norm in the corresponding Hilbert space. Such an infrared enhanced behaviour
is thus generally excluded for physical correlation functions, see also Sec. 5.3.4. We will there-
fore discuss the possibilities to infer positivity violations of transverse gluon states from the
axial-gauge propagator in the following two subsections.
The spectral representation for the gluon propagator in the (spacelike) axial gauge involving
the spectral functions ρg and ρf corresponding to the two different tensor structures (c.f., Eq.
(C.6)) is given by [113],
Dµν(k) =
∞∫
0
dµ2
{
ρg(µ
2, kt)
k2 + µ2
Mµν(k) − ρf (µ
2, kt)
k2 + µ2
Pµν(t)
}
. (151)
Imposing equal-time canonical commutation relations in the standard way, one obtains their
respective spectral sum rules as follows,
∞∫
0
dq2 ρg(q
2, qt)= 1 (152)
51 It is nevertheless not entirely trivial that the solutions to different non-linear integral equations,
may they look similar or not, show this same behaviour.
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∞∫
0
dq2 ρf(q
2, qt)=−g
2
3
∞∫
−∞
dl ǫ(l) e−il(qt) 〈Aai (ltˆ)Aai (0)〉 , tˆµ = tµ/t2 , (153)
where ǫ(l) is the signature function. For the interacting theory modifications are necessary
since equal-time commutation relations are lost in general, see Sec. 2.3. Note though that
quite interestingly a finite value for the integral of the second spectral function, the r.h.s in
Eq. (153), might be used to obtain a bound on the coupling g2 for finite 〈AaiAai 〉.
The positivity of the two spectral functions separately being affected by the axial gauge sin-
gularity (see the next section), for the difference of these spectral functions it was shown
unambiguously in Ref. [113] that positive definiteness in a space of physical gluon states in
the axial gauge would imply the positivity condition,
ρg(k
2, kt) − ρf (k2, kt) ≥ 0 . (154)
To see how this generalises the analogous condition for QED, recall that in QED the field
strengths are gauge invariant and thus, in particular, independent of the gauge vector t in
axial gauge from which it can be inferred that ρf ≡ 0 as well as ρg(k2, kt) ≡ ρg(k2) which is
identical to the spectral density ρ(k2) in the covariant gauge. Then, ρg(k
2) ≥ 0 from Eq. (152)
implies Ka¨lle´n screening for the renormalised (physical) charge (to be smaller than the bare
charge), and the gauge invariance of ρg(k
2) reflects the invariance of the Coulomb potential.
From the discussion above it is clear that the assumptions underlying the studies of refs [22–
27], of the gluon DSE in axial gauge can be thought of as an Abelian approximation to
the more general structures that can occur in the non-Abelian theory. QED does provide an
example to demonstrate, on the other hand, that it is the coefficient of the metric tensor
(here the Euclidean δµν) in the spectral representation of the photon which is gauge invariant
and which thus has a physical interpretation. For the full non-Abelian structure of the axial
gauge gluon propagator and its corresponding spectral condition (151) this coefficient is given
by ρg(k
2, kt) − ρf(k2, kt), and the positivity condition (154) certainly suggests to study this
difference. Therefore, the possibility of the additional tensor structure introduced by f 6= 0
should be considered not only to explore physical consequences such as long range forces but
to first of all assess the question of positivity. Whether or not the gluonic degrees of freedom
in the axial gauge have a particle interpretation cannot be decided from the results of [22,23]
for g(k2) alone.
This clearly demonstrates that progress is desirable in axial gauge. Another important pre-
requisite for this will be a proper treatment of the spurious infrared divergences which are
well-known to be present in axial gauge due to the zero modes of the covariant derivative
[245]. This can be achieved by either introducing redundant degrees of freedom, i.e., ghosts,
also in this gauge [249] (by which it obviously looses its particular advantage) or by using a
modified axial gauge [126,250], which is specially designed to account for those zero modes.
Ultimately, progress in more than one gauge will be the only reliable way to asses the influence
of spurious gauge dependencies.
77
5.2.3 Positivity in Axial Gauge
The same contradiction between positivity and antiscreening as discussed in Sec. 2.3 applies to
the axial gauge (here with γ = 1 and Z−13 → 0), if it can be shown that positivity of the norm
implies not only the inequality in (154) but also the stronger condition ρg(k
2, kt) ≥ 0. It was
argued in Ref. [113] that this condition is generally not satisfied in the axial gauge, however.
In particular, for large k2, i.e., in the ultraviolet, which for dimensional reasons corresponds
to very small kt in the spectral function, it depends on the prescription adopted for the gauge
singularities ∼ 1/(kt). This argument is based on the observation that positivity of the norm
of the states in axial gauge (spacelike corresponding to Euclidean t2 > 0) actually implies the
modified condition,
t2
(kt)2
ρg(k
2, kt) ≥ 0 . (155)
Accordingly, the positivity of ρg depends on the positivity of the prescription adopted for
the gauge singularity [245]. In particular, for the principal value prescription (which is not
positive) it follows that ρg(k
2, 0) ≤ 0 which in generalisation of the perturbative argument
given in Ref. [251] would be sufficient to resolve the contradiction between positivity and
asymptotic freedom in the axial gauge. It is clear that this resolution of the issue of positivity
is itself based on an artifact of the principal value prescription, however. In fact, it is known
by now that defining the square of the principal value prescription (usually denoted by square
brackets) in the gluon propagator through its derivative,
1
kt
→ P 1
kt
=:
1
[kt]
, and
1
(kt)2
→ − d
d(kt)
1
[kt]
, (156)
results in loosing positivity of the polarisation sum at the Feynman poles of the tree-level gluon
propagator. This demonstrates that such a prescription in fact introduces unphysical degrees of
freedom also in the axial gauge [252,253]. Exactly this prescription was also employed, however,
for the double pole in the spectral representation of the full propagator in Ref. [113]. As a
result, the resolution of the Oehme–Zimmermann paradox proposed in Ref. [113] is most likely
itself based on the presence of negative norm states. It is thus inconclusive. In contrast to this,
other prescriptions such as the positive Mandelstam–Leibbrandt prescription or the planar
gauge choice naturally lead to redundant degrees of freedom as a result of the impossibility
to fully eliminate tµA
a
µ. These degrees of freedom give rise to negative norm states. Their
elimination by projection onto a subspace of semi-definite norm suffices to recover Gauss’ law
and unitarity and, in addition, canonical quantisation then results in a free (tree-level) gluon
propagator without double pole of the form 1/(kt)2 [253]. While the method of canonical
quantisation may not be too appropriate for interacting theories, this nevertheless suggests
that the stronger positivity condition
ρg(k
2, kt) ≥ 0 (157)
should also hold in the axial gauge, implying that the Oehme–Zimmermann superconvergence
relation (31) does as well.
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In either case, the considerations based on the principal value prescription cannot establish
positivity in the axial gauge. Note however, that the positivity condition for the difference of
the spectral functions (154) is unaffected by this, i.e., by the question whether the stronger
condition (157) has to hold in general or not. The relevance of the second tensor structure
in the axial gauge gluon propagator as emphasised in Refs. [27,237] holds independent of
the artifacts of the principal value prescription for the gauge singularity. In addition, this
singularity is less relevant for the infrared behaviour than it is in the ultraviolet, as the limit
k2 → 0 can be studied for kt > 0. On the other hand, the typical zero modes of QCD in the
axial gauge make an important difference as compared to QED: these zero modes prevent the
spectral density ρg(k
2, kt) from being independent of the gauge vector tµ [113].
As a result, it seems fair to say that available studies of the gluon propagator from the
axial gauge DSE cannot be regarded any more conclusive than those of the Mandelstam
approximation to the Landau gauge DSE, see Sec. 5.3.1 below. As for the Landau gauge, it will
be demonstrated in Sec. 5.3.2 that, instead of the gluon propagator, the previously neglected
ghost propagator assumes an infrared enhancement similar to what was then obtained for the
gluon. It is certainly not inconceivable that the additionally possible structure in the axial
gauge has some similar effect there, too. To this end it is interesting to note that a study of
the gauge boson propagator of the dual Abelian Higgs model in axial gauge does lead to a non-
vanishing function f(p2, (pt)2) [197]. Herein, an infrared suppressed gauge boson propagator
has been obtained, and an inspection of the signs involved in the functions f(p2, (pt)2) and
g(p2, (pt)2) reveals that this gauge boson propagator does indeed violate positivity also in the
axial gauge.
5.3 Truncation Schemes for Propagators in Landau Gauge
In this section we present a truncation scheme for the Landau gauge QCD Green’s functions
which is complete at the level of two-point functions, i.e., the propagators. The corresponding
system of DSEs whose derivation has been reviewed in Sec. 3.1 is diagrammatically repre-
sented in Fig. 8. In addition to the emphasis on maintaining the correct infrared properties as
much as possible, the known ultraviolet behaviour of the Green’s functions provides another
important guideline in the assumptions employed to simplify the system. Hereby we start with
a discussion of the gluon DSE. In a first step towards its truncation consider the terms con-
taining explicit four-gluon vertices. These are the momentum independent tadpole term, an
irrelevant constant which vanishes perturbatively in Landau gauge, as well as explicit two-loop
contributions to the gluon DSE. A possibly non-vanishing contribution from the tadpole term
beyond perturbation theory can nevertheless be eliminated from the equation upon contrac-
tion of the free Lorentz indices with momentum projector Rµν(k) = δµν − 4kµkν/k2, see Sec.
4.2. For the explicit two-loop terms one first notes that these lead to subdominant contribu-
tions to the gluon propagator in the ultraviolet. Possible solutions can therefore be expected
to resemble the correct leading perturbative behaviour for asymptotically high momenta also
without those terms. It should be kept in mind though that these terms will have an effect,
e.g., on the running QCD coupling, at next to leading order in perturbation theory. While
this can partially be compensated for by an adjustment of the scale parameter of the subtrac-
tion scheme as will be discussed in Sec. 5.3.3 below, discrepancies with two-loop perturbative
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Fig. 8. Diagrammatic representation of the gluon, ghost and quark DSEs of QCD. The wiggly, dashed
and solid lines represent glue, ghosts and quark, respectively. Filled blobs stand for fully dressed
propagators and open circles for one-particle irreducible vertices.
results in the energy range where these are phenomenologically well supported serve as one
indicator of the quantitative effects of the truncations.
Secondly, and more importantly, for the infrared behaviour it has been argued that the singu-
larity structure of the two-loop terms does not interfere with that of the one-loop terms [254].
The argument is based on studies of certain Ansa¨tze for the leading infrared behaviour of
all correlation functions and their self-reproduction in the coupled equations. A dimensional
regularisation was adopted and integer powers of the invariant momenta for these Ansa¨tze
were studied with the result that the explicit two-loop contributions to the gluon DSE turn
out to be subleading in the infrared and do not influence the leading contributions from the
one-loop terms. The conditions for self-reproduction of the respective contributions (with dif-
ferent exponents) in the gluon DSE were found to decouple from each other. This argument
is unfortunately still incomplete, however, because the possibility for non-integer exponents
in the leading infrared behaviour was not considered. The solutions to the coupled system
of gluon and ghost equations as presented below in this section provide strong evidence for
precisely such an infrared behaviour determined by a non-integer exponent. For this type of
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solutions, however, it has been verified a posteriori by an explicit calculation that the two-loop
terms are subleading in the infrared [255].
In light of this evidence and of the tremendously rich structure of the non-perturbative 4-
gluon vertex function introducing a whole new degree of complexity, it seems reasonable to
study the non-perturbative behaviour of the gluon propagator in the infrared without explicit
contributions from four-gluon vertices, i.e., without the two-loop diagrams in Fig. 8. The
renormalised Dyson–Schwinger equation for the inverse gluon propagator D−1µν in Euclidean
momentum space with positive definite metric, gµν = δµν , (colour indices suppressed) then
simplifies as follows,
D−1µν (k)=Z3D
tl−1
µν (k) − g2Nc Z˜1
∫
d4q
(2π)4
iqµDG(p)DG(q)Gν(p, q) (158)
− g2Z1FNf 1
2
∫
d4q
(2π)4
tr (γµ S(p) Γν(p, q)S(q))
+ g2Nc Z1
1
2
∫
d4q
(2π)4
Γtlµρα(k,−p, q)Dαβ(q)Dρσ(p) Γβσν(−q, p,−k) ,
where p = k + q, Dtl and Γtl are the tree-level propagator and three-gluon vertex, DG is the
ghost propagator, S the quark propagator, and Γ and G are the respective fully dressed 3-
point vertex functions. The DSEs for the ghost propagator and the quark propagator, formally
without any truncations, will be used as given in Eqs. (89,91).
In order to arrive at a closed set of equations for these functions, it is still necessary to specify
the form of the three remaining vertex functions, the ghost-gluon, the quark-gluon and the
3-gluon vertex functions. As discussed in Sec. 3.3 little is known about possible solutions to
their corresponding DSEs. For the 3-gluon vertex, independent of the presence of quarks, a
general procedure to construct a solution to its Slavnov–Taylor identity (114) is in principle
possible [182–184]. Since this procedure involves unknown contributions from the ghost-gluon
scattering kernel, it cannot be readily applied to express the vertex functions entirely in terms
of the ghost and gluon renormalisation functions G and Z. To achieve this one has to make
additional assumptions on the scattering kernel. Since this kernel is related to the ghost-gluon
vertex the construction of the latter via the identity (108) should be done before explicitely
solving the Slavnov–Taylor identity (114) for the 3-gluon vertex. Noting that a simple solution
to Eq. (114) is possible if ghosts are neglected completely [182–184] we will digress briefly in
order to discuss the historically first and particularly drastic approximation to the gluon DSE.
5.3.1 The Mandelstam Approximation
The first approximation scheme for the gluon DSE in Landau gauge was originally proposed
by Mandelstam [18]. The essential truncating assumption is, even though working in Landau
gauge, to neglect all ghost contributions to the gluon DSE of pure QCD (without quarks).
As a justification for this, it was usually referred to perturbative calculations which yield
numerically small ghost contributions to the gluon self-energy. Even though there was never
any doubt about the importance of ghosts for fundamental reasons such as transversality of
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the gluon propagator and unitarity, it was asserted that their quantitative contributions to
many hadronic observables might remain negligible even beyond perturbation theory. It will be
seen later on in this section that presently available solutions to the coupled system of gluon
and ghost DSEs yield qualitatively quite different results as compared to the Mandelstam
approximation, and are thus counterexamples to this assertion. The exact implications of the
importance of ghosts, in particular, in the infrared, on the effective interactions of quarks
and on hadronic observables are more subtle as will be discussed in detail in the appropriate
context of later sections.
As already stated, without ghosts the solution of Slavnov–Taylor identity (114) assumes a
particularly simple form [182–184] (up to undetermined transverse terms):
Γµνρ(p, q, k) = −A+(p2, q2) δµν i(p− q)ρ − A−(p2, q2) δµνi(p+ q)ρ
− 2A−(p
2, q2)
p2 − q2 (δµνpq − pνqµ) i(p− q)ρ + cyclic permutations , (159)
with A±(p2, q2) =
1
2
(
1
Z(p2)
± 1
Z(q2)
)
.
Assuming that the gluon renormalisation function Z(p2) is a slowly varying function one may
then approximate this solution by
Γµνρ(p, q, k) = A+(p
2, q2)Γtlµνρ(p, q, k) . (160)
While this form for the full three-gluon vertex simplifies the 3-gluon loop in the gluon DSE
even more than the use of another bare vertex, which corresponded to setting Γ ≡ Γtl, the ap-
proximation (160) was observed by Mandelstam to be superior to the latter since it accounts
for some of the dressing of the vertex as it results from the corresponding Slavnov–Taylor
identity. The nature of this dressing is such that it cancels the dressing of one of the gluon
propagators in the 3-gluon loop, and without ghost contributions the gluon DSE in the Man-
delstam approximation assumes the comparatively simple form
D−1µν (k)=Z3D
tl−1
µν (k) (161)
+g2Nc
1
2
∫
d4q
(2π)4
Γtlµρα(k,−p, q)Dαβ(q)Dtlρσ(p) Γtlβσν(−q, p,−k)
where p = k+q. This equation, the Mandelstam equation, is schematically depicted in Fig. 9. It
was already pointed out by Mandelstam that in order to solve this equation self-consistently it
is necessary to implement an additional constraint: Without ghosts the Slavnov–Taylor identity
for the 3-gluon vertex and its solution (159) for p2 → 0 entail the masslessness condition (150)
which may be written explicitely as
lim
k2→0
k2
Z(k2)
= 0 . (162)
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Fig. 9. Diagrammatic representation of the gluon Dyson–Schwinger equation in Mandelstam’s ap-
proximation.
While imposing this additional condition seems consistent with the other assumptions in the
Mandelstam approximation, it has to be emphasised that concluding (162) as a result of (159)
relies solely on neglecting all ghost contributions in covariant gauges.
The Mandelstam equation in its original form is obtained from Eq. (161) upon contraction
with the transversal projector Pµν(k) = δµν−kµkν/k2. As stated in the last chapter in connec-
tion with the discussion of the photon DSE, this leads to an ambiguity in combination with
an ultraviolet momentum cutoff which violates gauge invariance. The corresponding quadratic
ultraviolet divergence has in the early studies been absorbed by a suitably added counter term
introduced in order to account for the masslessness condition (162), see Refs. [18,19]. The solu-
tion to this equation proposed by Mandelstam’s infrared analyses proceeds briefly as follows:
Assume Z(k2) ∼ 1/k2. This exclusively yields contributions which violate the masslessness
condition (162). Such terms have to be subtracted. Since the kernel of Mandelstam’s equation
is linear in Z, this is achieved by simply subtracting the corresponding contribution from Z
in the integrand. Thus defining
Z(k2) =
b
k2
+ C(k2) , b = const., (163)
and retaining only the infrared subleading second term in the integrals, one obtains a solution
to this equation, which can be shown to vanish in the infrared by some non-integer exponent
of the momentum [18],
C(k2) ∼ (k2)γ0 , γ0 =
√
31
6
− 1 ≃ 1.273 , for k2 → 0 . (164)
Subsequently, an existence proof, a discussion of the singularity structure and an asymptotic
expansion of the solution generalising Mandelstam’s discussion of the leading behaviour of
C(k2) in the infrared was given by Atkinson et al. [19].
Contracting instead of the transversal projector Pµν(k) = δµν − kµkν/k2 with Rµν(k) = δµν −
4kµkν/k
2 leads to a somewhat modified equation for the gluon renormalisation function, in
particular, without quadratically ultraviolet divergent terms [20]. The solution to this equation
has an infrared behaviour quite similar to the solution of Mandelstam’s original equation [21].
In particular, explicitly separating the leading infrared contribution according to (163) one
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Fig. 10. The gluon renormalisation function gZ(k2) = 8πσ/k2 + gC(k2) for Mandelstam’s equation
projected with Rµν . The dashed lines show the corresponding function gC(k2) for this equation and
Mandelstam’s original equation (projected with Pµν).
obtains a unique solution of the form
C(k2) ∼ (k2)γ0 , γ0 = 2
9
√
229 cos
(
1
3
arccos
(
− 1099
229
√
229
))
− 13
9
≃ 1.271 , (165)
for k2 → 0. Both equations can be solved using a combination of numerical and analytic
methods [256]. In the infrared, the asymptotic expansion technique of Ref. [19] is applied to
calculate successive terms recursively. The asymptotic expansions obtained this way were then
matched to the iterative numerical solution (see Ref. [256] for details). As can be seen from
Fig. 10 the solutions to both versions of Mandelstam’s equation are very similar to each other.
A remark concerning the renormalisation of Mandelstam’s equation is in order. Logarithmic
ultraviolet divergences are absorbed in the gluon renormalisation constant Z3 which can be
shown to obey the identity ZgZ3 = 1 in Mandelstam approximation [21]. This entails that the
product of the coupling and the gluon propagator, gDµν(k), does not acquire multiplicative
renormalisation in this approximation scheme. Using a non-perturbative momentum subtrac-
tion scheme corresponding to the renormalisation condition Z(k2 = µ2) = 1 for some arbitrary
renormalisation point µ2 > 0, the resulting equation can in both cases be cast in a renormali-
sation group invariant form determining the renormalisation group invariant product gZ(k2)
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Fig. 11. Diagrammatic representation of the gluon and ghost Dyson–Schwinger equations of QCD
without quarks. In the gluon DSE terms with four-gluon vertices have been dismissed.
which is equivalent to the running coupling g¯(t, g) of the scheme,
gZ(k2) = g¯(tk, g) , tk =
1
2
ln k2/µ2 . (166)
The scaling behaviour of the solution near the ultraviolet fixed point is determined by the
coefficients β0 = 25/2 and γ
0
A = 25/4 for Mandelstam’s original equation or β0 = 14 and γ
0
A = 7
for the equation projected with Rµν . These values are reasonably close to the perturbative
values for Nf = 0, i.e., β0 = 11 and γ
0
A = 13/2, the difference being attributed to neglected
ghost contributions.
The most important feature of the results concerning the Mandelstam approximation is the
infrared enhancement of the gluon propagator. With ghosts completely neglected one obtains
then an infrared enhanced quark-antiquark interaction
gDµν(k) = Pµν(k)
(
8πσ
k4
+
gC(k2)
k2
)
(167)
which is renormalisation group invariant in the present approximation. It especially allows to
identify the string tension σ and relate it to the scale ΛMOM of the subtraction scheme [21].
5.3.2 Including Ghosts
In this subsection it will be demonstrated that the inclusion of ghosts change the solution
for the gluon propagator drastically. This can be seen from the simultaneous solution of the
coupled subsystem of gluon and ghost DSEs (Eqs. (158) and (89)) without quarks, as depicted
in Fig. 11, see Refs. [49,257]. These solutions were obtained using the Landau gauge (ξ = 0)
in which one has Z˜1 = 1 [16]. Therefore, for the ghost-gluon vertex the choice of its tree-
level form in the DSEs might seem justified as a first truncating assumption at least to the
extend that the asymptotic behaviour of the solutions in the ultraviolet does not imply the
necessity of renormalisation scale dependence by radiative corrections of the ghost-gluon vertex
in this gauge. This is in contrast to the other vertex functions in QCD which have to be
dressed at least in such a way as to account for their anomalous dimensions, if the solutions
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to the DSEs in terms of propagators are expected to resemble their leading perturbative
behaviour at short distances. A good way to achieve this is in general is to construct vertex
functions from their respective Slavnov–Taylor identities which of course respect the relations
between the anomalous dimensions of vertex functions and propagators, i.e., their respective
renormalisation scale dependences.
As stated already in Chapter 3, the Slavnov–Taylor identities generally fail, however, to fully
constrain the vertex functions. We have seen in the last chapter that, e.g., methods of re-
finement of such constructions from implications of multiplicative renormalisability have been
developed for the fermion-photon vertex in QED. In the present context, one can furthermore
make use of the fact that the 3-gluon vertex has a considerably higher symmetry than fermion
vertices. This symmetry, namely its full Bose symmetry, alleviates the problem of unconstraint
terms considerably and the results are not expected to be overly sensitive to such terms in the
3-gluon vertex.
At first sight it might seem appealing to retain the tree-level form of the ghost-gluon vertex
while taking the presence of the ghost renormalisation function G(k2) into account in solving
the Slavnov–Taylor identity (114) for the 3-gluon vertex. This can be shown to lead to a
contradiction: The STI for the 3-gluon vertex has no fully Bose symmetric solution with this
Ansatz [49]. One possibility to resolve this problem is to add structure to the ghost-gluon
scattering kernel. Its minimal modification necessary to admit a symmetric solution to the
Slavnov–Taylor identity for the 3-gluon vertex while retaining the tree-level ghost-gluon vertex
is (transverse in qν),
G˜µν(q, p) = δµν +
1
q2
G(k2)−G(q2)
G(p2)
(
δµνpq − pνqµ
)
. (168)
The requirement that the anomalous dimension of the ghost-gluon scattering kernel is zero
fixes its dependence on the renormalisation functions of ghosts and gluons to a dependence
on ratios G(k2)/G(p2) and Z(k2)/Z(p2) with varying arguments. Interestingly, one further
simplifying Ansatz, namely that this dependence be at most linear in such ratios, suffices to
fully determine the kernel to be of the form (168), see App. B in [49].
This procedure is certainly not unambiguous, more complex structure to the above scattering
kernel cannot be excluded. It furthermore seems inconsistent to neglect explicit one-particle
irreducible four-gluon interactions while resorting to some non-trivial but quite ad hoc assump-
tion on the ghost-gluon scattering kernel which also represents a sort of one-particle irreducible
four-point interactions.
Therefore a truncation based on using the tree-level form for the ghost-gluon vertex function,
Gµ(q, p) = iqµ, while compatible with the desired short distance behaviour of the solutions,
at the same time implies that some non-trivial assumptions on the otherwise unknown ghost-
gluon scattering kernel have to be made in order to solve the Slavnov–Taylor identity for the
3-gluon vertex.
In light of this, a closer look at the ghost-gluon vertex function seems necessary. A suitable
source of information is provided by the identity (108) involving the ghost-gluon vertex directly.
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Note that the derivation presented in Sec. 3.3 proceeds not only via the usual BRS invariance
but also requires neglecting irreducible ghost-ghost scattering. This identity has the advantage
that it allows to express the ghost-gluon vertex in terms of the ghost renormalisation function
G(k2). The vertex constructed this way has the correct short distance behaviour and therefore
no anomalous dimension. It is compatible with the perturbative one-loop result, but some
incompatibilities arise at two-loop level [255]. Furthermore, the result suffices to constrain
G˜µν(q, p) just enough to admit a simple solution to the 3-gluon Slavnov–Taylor identity (114)
without any further assumptions [49].
In Ref. [49] the ghost-gluon vertex Gµ(q, p) has been constructed explicitely using the ap-
proximation described above. The corresponding form of Gµ follows from G˜µν(q, p) as given
by,
G˜µν(q, p) =
G(k2)
G(q2)
δµν +
(
G(k2)
G(p2)
− 1
)
pµqν
q2
, and Gµ(q, p) = iqνGµν(q, p). (169)
Additional contributions to G˜µν(q, p) which are purely transverse in qν can arise from the
ghost-gluon scattering kernel. Such terms cannot be constraint from the form of the ghost-
gluon vertex. In contrast to the truncation scheme based on the tree-level ghost-gluon vertex as
mentioned above, where precisely such terms are necessary to solve the 3-gluon Slavnov–Taylor
identity, unknown contributions from the ghost-gluon scattering kernel can be neglected also
for the 3-gluon STI (114). Thus, using (169) in (114) one obtains,
ikρΓµνρ(p, q, k) = G(k
2)
(
Pµν(q) q
2G(p2)
G(q2)Z(q2)
− Pµν(p) p
2G(q2)
G(p2)Z(p2)
)
. (170)
Using the symmetry of the vertex the solution to (170) fixes the vertex up to completely
transverse parts. It can be derived straightforwardly along the lines of the general procedure
outlined in Refs. [183,184]. This leads to the following solution to (170):
Γµνρ(p, q, k) = −A(p2, q2; k2) δµν i(p− q)ρ − B(p2, q2; k2) δµνi(p + q)ρ
− 2C(p
2, q2; k2)
p2 − q2 (δµνpq − pνqµ) i(p− q)ρ + cyclic permutations , (171)
with A = A+, B = C = A−, and
A±(p2, q2; k2) = G(k2)
1
2
(
G(q2)
G(p2)Z(p2)
± G(p
2)
G(q2)Z(q2)
)
. (172)
For comparison, the solution which results from using the non-trivial ghost-gluon scattering
kernel (168) together with the tree-level ghost-gluon vertex reads, A = A+, C = A−, with
A±(p2, q2; k2) = G(k2)
1
2
(
1
Z(p2)
± 1
Z(q2)
)
, B(p2, q2; k2) =
1
2
(
G(q2)
Z(p2)
− G(p
2)
Z(q2)
)
.(173)
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These two solutions differ by ratios of ghost renormalisation functions. It has to be emphasised
though that the tree-level ghost-gluon vertex corresponding to the latter solution (173) only
solves the ghost-gluon Slavnov–Taylor identity (108) if at the same time a tree-level ghost
propagator is assumed. It is thus inconsistent to insist on the tree-level ghost-gluon vertex
(even by modifying the ghost-gluon scattering kernel instead to solve the 3-gluon STI) as
this implies a trivial ghost propagator (G(k2) = 1). In fact, if ghost contributions in Landau
gauge are neglected completely, e.g., in the Mandelstam approximation, in which case this
is consistent at the level of Slavnov–Taylor identities, the solution for the 3-gluon vertex is
obtained from the above solutions by replacing all G → 1. If ghost contributions are to be
taken into account, however, then also the ghost-gluon vertex has to be dressed. Or else,
Slavnov–Taylor identities are manifestly violated.
As for undetermined transverse terms in the vertex functions of the ghost-gluon system, first
note that the STI for the ghost-gluon vertex leaves the following transverse contribution un-
determined:
Gµ(q, p)= iqνMµν(q, p) =
{
iqµ(p
2 − pq) + ipµ(q2 − pq)
}
2f(k2; p2, q2)
= i(p+ q)µ k
2f(k2; p2, q2)− i(p− q)µ (p2 − q2)f(k2; p2, q2) , (174)
for some function f (symmetric in its last two arguments). The different factors in this trans-
verse contribution are chosen such that it escapes the construction based on symmetry argu-
ments. 52 In the present truncation scheme such a contribution is dismissed as corresponding
to a non-trivial contribution to the neglected ghost-gluon scattering kernel of the form
Mµν(q, p) =
{
δµν (p
2 − q2) − (p+ q)µ(p− q)ν
}
2f(k2; p2, q2) . (175)
Furthermore, there are 4 purely transverse terms in the 3-gluon vertex involving two more
functions in the parameterisation of [183] adopted here,
Γtrµνρ(p, q, k)=−iH(p2, q2, k2) (pρqµkν − pνqρkµ) + (176)(
i(F (p2, q2; k2)(δµνpq − pνqµ) +H(p2, q2, k2)δµν) (pρqk − qρpk) + cycl. perm.
)
.
H is fully symmetric in all its arguments, and F is symmetric in the first two. These 4
additional independent terms are the only undetermined terms out of a total of 14 in the
Lorentz structure of the 3-gluon vertex (the others being fixed by the form (171) of the
solution). In contrast to fermion vertices in QED and QCD, in which the 8 transverse terms
out of 12 independent Lorentz tensor terms in an analogous parameterisation [183] are known
to be important [258], the Slavnov-Taylor identity for the 3-gluon vertex when combined
with its full Bose (exchange) symmetry puts much tighter constraints on the 3-gluon vertex
than the Ward–Takahashi/Slavnov–Taylor identities do on the fermion-photon/gluon vertices.
Furthermore, the infrared limit of the 3-gluon STI (170), i.e., the limit k → 0 for any of the
52 The possibility of such a term was not noticed in [49], where it was incorrectly asserted that, due
to its symmetry, there would be no such undetermined transverse terms in the ghost-gluon vertex.
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three gluon momenta, puts additional constraints on all Lorentz tensors. These constraints
are saturated by the solution in the form (171). As a result, the transverse terms (176) have
to vanish in this limit.
Another important difference between fermion vertices and the 3-gluon vertex function is that
transverse terms in the vertices of (electrons) quarks are of particular importance due to their
coupling to transverse (photons) gluons in the Landau gauge. In contrast, for the 3-gluon vertex
function to be used in truncated gluon DSEs, it is well-known that the relevant (unambiguous)
contribution to the 3-gluon loop is longitudinal in the external gluon momentum [207]. This
implies that even though the two gluons within the loop are transverse in Landau gauge, the
third (external) leg of the 3-gluon vertex must not be connected to a transverse projector. 53
The unconstraint terms of the 3-gluon vertex (176) are, however, transverse with respect to
all three gluon momenta.
The DSEs (158) and (89) with the vertex functions given by (169) and (171/172) build a closed
system of equations for the renormalisation functions G(k2) and Z(k2) of ghosts and gluons.
Thereby explicit 4-gluon vertices (in the gluon DSE (C.5)), irreducible 4-ghost correlations
(in the identity for the ghost-gluon vertex (108)) and contributions from the ghost-gluon
scattering kernel (to the Slavnov–Taylor identity (114) as well as to transverse parts of the
ghost-gluon vertex) have been neglected. This is the basic idea of the truncation scheme at the
propagator level of the pure gauge theory without quark. Its solution in an one-dimensional
approximation [49,257] will be presented below.
To extend this scheme and include the quark Dyson–Schwinger equation, the quark-gluon
vertex Γaµ(p, q) has to be specified in addition. Its the Slavnov–Taylor identity reads [180],
G−1(k2) ikµΓaµ(p, q)=
(
gta −Ba(k, q)
)
iS−1(p) (177)
− iS−1(q)
(
gta − Ba(k, q)
)
, k = p− q .
Here, ta is the SU(3) generator in the fundamental representation, and Ba(k, q) is the ghost-
quark scattering kernel which again represents connected 4-point correlations. In the present
truncation scheme in which such 4-point correlations are consistently neglected, the solution to
this Slavnov–Taylor identity is obtained from a particularly simple extension to the construc-
tion of Ball and Chiu for the solution to the analogous Ward–Takahashi identity of Abelian
gauge theory [183]. For Ba(k, q) = 0 the Slavnov–Taylor identity for the quark-gluon vertex
(177) is solved by
Γaµ(p, q) = −gtaG(k2)
{
1
2
(
A(p2) + A(q2)
)
iγµ +
pµ + qµ
p2 − q2
((
A(p2)
− A(q2)
)ip/ + iq/
2
−
(
B(p2)−B(q2)
))}
+ transverse terms . (178)
53 It has to be contracted with Rµν which projects onto terms longitudinal in the external momentum,
see Sec. 4.2. This also removes the tadpole term as mentioned above.
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This is furthermore justified for a study with emphasis on the infrared behaviour of the
propagators even beyond the present truncation scheme, because it has been shown that
Ba(k, q) → 0 for k → 0 in Landau gauge [16]. Note that the only difference to the Abelian
case considered in [183] at this point is the presence of the ghost renormalisation function
appearing in the quark-gluon vertex in Landau gauge. This being a minor modification to the
structure of the vertex, the ghost renormalisation function in (178) is, however, crucial for
the vertex to retain its correct anomalous dimension in the perturbative limit. Furthermore,
the presently available solutions demonstrate that the ghost renormalisation function G(k2),
being infrared enhanced as we will see below, can give an essential contribution to the effective
interaction of quarks as part of the quark-gluon vertex also in the infrared.
At this point, additional unconstrained transverse terms in the vertex can be significant. As
discussed in the last chapter the transverse part of the fermion-photon vertex in QED is crucial
for multiplicative renormalisability [258,228]. Similar constructions to fix transverse pieces of
the vertices in QCD is still lacking. It is observed however, that an analogous transverse term
in the quark-gluon vertex is necessary in order to recover the correct ultraviolet behaviour
in the solution to the quark DSE in Landau gauge. First, in perturbation theory at 1-loop
level the quark field renormalisation constant Z2 = 1 in Landau gauge. This means that there
should be no ultraviolet divergence at this level in the loop integral of the quark DSE either.
Obviously, this leading perturbative feature will be manifest in the rainbow approximation, i.e.,
the relativistic Hartree–Fock approximation for quarks, which is obtained from replacing the
quark-gluon vertex by its tree-level form Γµ(q, p) = γµ. At the level of renormalisation group
improvements at one-loop perturbation theory, however, this is already inconsistent because
of the non-vanishing anomalous dimension of the vertex. One has Z1F = Z˜
−1
3 in Landau gauge
which implies that the renormalisation scale dependence of the quark-gluon vertex is governed
essentially by the one of the ghost renormalisation function. This is explicitly verified by the
solution to its Slavnov–Taylor identity (178). It can, on the other hand, be explicitly verified
that the longitudinal pieces given in Eq. (178) change the divergence structure of the equation,
in particular, leading to a necessarily non-trivial Z2 6= 1. Secondly, a careful discussion of the
leading perturbative behaviour of the quark mass function reveals that with the Ball–Chiu
from for the vertex (178) alone the leading perturbative behaviour of the running current
quark mass cannot be reproduced either.
In the solution of the coupled gluon, ghost and quark DSE (or already in the quenched solution
to the quark DSE) presented in Sec. 5.3.5 below the following transverse extension to the
vertex (178), which is analogous to the Curtis–Pennington vertex (140) [228], will be seen to
cure these problems,
Γtrµ(p, q) = G(k
2)
1
2
(
A(p2) − A(q2)
) (γµ(p2 − q2)− (p+ q)µ(p/− q/))(p2 + q2)
(M2(p2) +M2(q2))2 + (p2 − q2)2 (179)
Here, M(p2) := B(p2)/A(p2). With this form there will be a) no quark field renormalisation
necessary, i.e., Z2 = 1 in Landau gauge; b) the leading contribution to the current mass in
the ultraviolet will resemble perturbation theory; and c) the correct scale dependence of the
renormalisation group improvement will be incorporated by the same explicit overall factor
G(k2), the ghost renormalisation function, as present in the longitudinal pieces (178). To
justify these observations on a more sound basis for the quark vertex of Landau gauge QCD
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Fig. 12. The renormalisation functions Z(x) and G(x).
in analogy to the available QED studies will be another important goal for future studies.
With the form (178) for the vertex function in the quark DSE, improved by the additional
transverse terms of (179), the present truncation scheme is extended to a closed set of equations
for all propagators of Landau gauge QCD as parameterised by the four functions Z(k2), G(k2), A(k2)
and B(k2). Its simultaneous solution represents for the first time a systematic and complete
solution to the DSEs of QCD at the level of propagators [259].
However, before turning to the very recent results including quarks it is illustrative to discuss
the solution of the coupled gluon-ghost system. The non-linear integral equations for the renor-
malisation functions Z and G of gluons and ghosts have been solved employing angle approx-
imations [49,257], see Fig. 12. Such an approximation is as yet necessary in order to allow for
an analytic infrared expansion of the solutions. This technique of asymptotic infrared expan-
sions which was originally developed for and applied to the Mandelstam approximation [19,21]
and subsequently extended to the coupled system of gluon and ghost DSEs [49,257] proved to
be a necessary prerequisite to finding numerically stable solutions. An analogous expansion
will most likely have to be developed also for the four-dimensional equations before the one-
dimensional approximation can be abandoned. Some preliminary progress towards solutions
not relying on one-dimensional approximations was obtained in a truncation scheme for gluons
and ghosts with bare vertices and considering in the gluon DSE the ghost loop only in Ref.
[260]. The modified angle approximation approximation used in Refs. [49,257] to arrive at the
one-dimensional system of equations is designed to preserve the leading order of the integrands
in the infrared limit of integration momenta. At the same time, it accounts for the correct
short distance behaviour of the solutions, i.e., the behaviour at large integration momenta.
Nevertheless, due to induced singularities some terms have to be dismissed, see Refs. [49,261]
for a discussion. The relative importance of such a term was assessed in [49] where the integral
has been calculated without using an angle approximation from the self-consistent solutions
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for Z(k2) and G(k2) as obtained without this term. For all momenta the resulting contribution
was found to be negligible as compared to the other terms retained in the solution to gluon
DSE. Though even small terms can, in principle, have a considerable effect on the non-linear
self-consistency problem, this supports the additional approximation to dismiss such terms.
Of course, progress on this issue is highly desirable.
The leading infrared behaviour of the gluon and ghost renormalisation function can be ex-
tracted analytically. To this end one employs an Ansatz for these functions of the form,
Z(k2) ∼ (k2)α and G(k2) ∼ (k2)β . (180)
A complete analysis in Landau gauge based on this ansatz and keeping the vertex functions
as general as possible can be found in Ref. [255]. The important point which makes such an
analysis feasible is the non-renormalisation of the ghost-gluon vertex, Z˜1 = 1. Then three
possible solutions are found: β = 0, β = −1 and 2β = −α with β > −1. The first two
solutions require, in addition, that the ultraviolet part of the integrals involved contributes to
the infrared power thereby spoiling the renormalisation group behaviour of, e.g., the running
coupling, see the next section. The third solution 2β = −α > 2 is, however, quite general.
As a matter of fact, such a solution has been obtained from the coupled gluon system [48]
before the analysis in Ref. [255] had been started. Defining x := k2/σ → 0 (for some scale σ)
and using Z(x)G(x) ∼ xκ in the gluon DSE immediately yields
G(x) ∼ x−κ and Z(x) ∼ x2κ as x→ 0 . (181)
Furthermore, in order for a positive definite function G(x) to result for positive x and assuming
a positive definite Z(x), as x → 0, one obtains the necessary condition 1/κ − 1/2 > 0 which
is equivalent to
0 < κ < 2 . (182)
The special case κ = 0 leads to a logarithmic singularity in the gluon DSE for x → 0. In
particular, assuming that ZG = c with some constant c > 0 and x < x0 for a sufficiently small
x0, one obtains G
−1(x) → c (3Ncg2/64π2) ln(x/x0) + const and thus G(x) → 0− for x → 0,
showing that no positive definite solution can be found in this case either.
From the gluon DSE one obtains
G(x)→
(
g2γG0
(
1
κ
− 1
2
))−1
c−1x−κ , γG0 =
1
16π2
3Nc
4
, (183)
Z(x)→
(
g2γG0
(
1
κ
− 1
2
))
c2x2κ , 0 < κ < 2 , (184)
where γG0 is the leading order perturbative coefficient of the anomalous dimension of the ghost
field. Accordingly, the ghost-loop gives infrared singular contributions ∼ x−2κ to the gluon
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equation while the 3-gluon loop yields terms proportional to xκ as x → 0, which are thus
subleading contributions to the gluon equation in the infrared. With Eq. (183) the leading
asymptotic behaviour of the ghost equation for x→ 0 provides
Z(x) → g2γG0
9
4
(
1
κ
− 1
2
)2 (3
2
1
2− κ −
1
3
+
1
4κ
)−1
c2x2κ (185)
and mutual consistency between the gluon and ghost equation requires
(
3
2
1
2− κ −
1
3
+
1
4κ
)
!
=
9
4
(
1
κ
− 1
2
)
⇒ κ = 61
(+)− √1897
19
≃ 0.92 . (186)
Note that one of the roots is excluded by the range allowed to κ. 54
This leading behaviour of the gluon and ghost renormalisation functions and thus their prop-
agators is entirely due to ghost contributions. The details of the treatment of the 3-gluon
loop have no influence on above considerations. This is in remarkable contrast to the Man-
delstam approximation, in which the 3-gluon loop alone determines the infrared behaviour of
the gluon propagator and the running coupling in Landau gauge [18–21,256]. As a result of
this, the running coupling as obtained from the Mandelstam approximation is singular in the
infrared [21,256]. As will be shown in the next section, the infrared behaviour derived from the
present truncation scheme implies an infrared stable fixed point. This is certainly a counter
example to the frequently quoted assertion that the presence of ghosts in Landau gauge may
have negligible influence on physical observables at hadronic energy scales.
The qualitative infrared behaviour of ghosts and gluons reported in Refs. [48,49] and the con-
clusions on the dominance of the ghost contributions in Landau gauge as described above were
also confirmed in Ref. [261] where the same qualitative behaviour was obtained neglecting the
3-gluon loop completely. A tree-level ghost-gluon vertex together with a naive angle approx-
imation in this case led to a numerical value of κ ≃ 0.77 for the same exponent determining
the infrared behaviour of gluons and ghosts [261]. In the same approximation but with no
angle approximation employed a solution for κ = 1− is reported in Ref. [261]. (κ = 1− has
to interpreted as κ = 1 − ǫ, ǫ → 0+. Thus, this result already provides a regularisation for
the infrared singular ghost renormalisation function.) Such forms (for κ = 1) have been dis-
cussed in the literature before, independently in the two completely different approaches of
Refs. [263,98] and Refs. [149,150] respectively. However, the evidence for the κ = 1 solutions
has since disappeared in both these approaches again [99,161]. For the DSE study of Ref. [260],
it cannot be excluded that the κ = 1 behaviour obtained there might be an artifact of the
ghost-loop only approximation and/or the use of a tree-level vertex.
For the infrared behaviour of gluon and ghost propagators as described above, a comment on
its implications for the vertex functions is in order. Starting with the ghost-gluon vertex one
54We note here that the conversion of a tree-level pole into an algebraic branchpoint with exponent
larger than one has also been known for the fermion propagator in QED, see, e.g., supplement S4
in Ref. [262] and references therein. As can be seen from Eq. (S4-41) of Ref. [262] and the following
paragraph the singularity (p2 +m2)−1−α/π is related to the soft photon cloud.
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realizes that the limit of vanishing ghost momenta is regular:
Gµ(q, p)→− ikµ for p→ 0 (187)
Gµ(q, p)→ 0 for q → 0 , (188)
where it was used that G(k2) ∼ (k2)−κ for k2 → 0. On the other hand, for vanishing gluon
momentum k → 0 the vertex diverges as
Gµ(q, p)→ 2ipµ G(k
2)
G(p2)
∼ 2ipµ
G(p2)
1
(k2)κ
for k → 0 . (189)
Since the exponent κ is a (positive) irrational number, see Eq. (186), the corresponding diver-
gence cannot be easily interpreted. This divergence is in fact weaker than a massless particle
pole (κ < 1) and presumably lacking a physical interpretation.
Similarly, the 3-gluon vertex as given in Eqs. (171), (172) shows analogous infrared divergences
resulting from the infrared enhanced ghost renormalisation function,
Γµνρ(p, q, k)→G(k2)
{(
ipµδνρ + ipνδµρ − 2ipρδµν
) 1
Z(p2)
(190)
+ 2ipρ p
2Pµν(p)
(
2G′(p2)
G(p2)Z(p2)
+
Z ′(p2)
Z2(p2)
)}
for k → 0 .
Note that such a limit usually implies some mild regularity restrictions on the functions A,B
and C of Eq. (171). In particular, the form of (190) above is obtained from Eqs. (171), (172)
provided that in addition,
q2C(p2, q2; k2) → 0 , for q2 → 0 . (191)
This result, Eq. (190), then agrees with the differential Slavnov–Taylor identity as obtained
directly from Eq. (170) in the limit k → 0. In the previous studies of the gluon DSE in the
Mandelstam approximation [18–21], the analogous requirement for the 3-gluon vertex function
to obey the differential Slavnov–Taylor identity led to the so-called masslessness condition,
Eq. (150), p2/Z(p2) → 0 for p2 → 0. In absence of ghost contributions, the gluon DSE had
to be supplemented by this as an additional constraint. This original condition is violated by
the infrared behaviour of the gluon propagator found in [48], i.e., Z(x) → x2κ. The correct
replacement of this condition for the present case results from Eq. (191). With C = A− from
Eq. (172) one thus obtains,
p2G(p2)→ 0 and p
2
G(p2)Z(p2)
→ 0 for p2 → 0 . (192)
These two necessary conditions are obeyed by the infrared behaviour presented above without
further adjustments, i.e., G(x) ∼ 1/(G(x)Z(x)) ∼ x−κ for x → 0 (with κ ≃ 0.92). One
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realizes, however, that the original bounds on κ obtained from the consistency of the ghost
DSE, when combined with conditions (192), have to be restricted further to 0 < κ < 1. The
possibility that the masslessness condition in its original form might not hold for non-Abelian
gauge theories has been pointed out in the literature before [123,264]. The present results
support this conjecture.
Finally, since quarks cannot screen the divergence in the ghost renormalisation function, see
below, its presence in the quark-gluon vertex function, see Eq. (178), has a similar effect there,
too. It will be demonstrated on the example of the running coupling in the next section, how
these apparently unphysical divergences in the elementary correlation functions of gluons,
ghosts and quarks can, in principle, nevertheless cancel in physical quantities. The lack of a
physical interpretation of these divergences (other than maybe reflecting confinement) should,
however, not be too surprising for a Euclidean field theory violating reflection positivity. Note
also that in all skeletons of the kernels in relativistic bound state equations for hadrons, the
combination of dressed quark-gluon vertices with the non-perturbative gluon propagator will
give contributions of the form
∼ g2G2(k2)Dµν(k) ΓCPν (p, p− k)⊗ ΓCPµ (q − k, q) , (193)
where ΓCPµ is the vertex function given in Eq. (140) for QED, here corresponding the sum
of the terms in Eqs. (178) and (179) without ghost renormalisation function, coupling and
colour factors. The resulting combination of the ghost and gluon renormalisation functions,
g2G2(k2)Z(k), to this skeleton of the quark interaction kernel is free of unphysical infrared
divergences for k → 0. It is furthermore independent of the renormalisation scale in Landau
gauge and suited to define a non-perturbative running coupling as will be discussed in the
next section.
Generally, on external gluon lines the divergent contributions to scattering amplitudes induced
by the ghost renormalisation function in the vertex functions will be over-compensated by the
attached gluon propagators. These divergences thus do not give rise to massless asymptotic
gluon states. In internal gluon lines from one-particle reducible contributions, the divergence
of the two vertex functions is exactly compensated by the gluon propagator leaving one single
“massless” pole, since with some dimensionless constant a > 0, g2G2(k2)D(k) → a/k2 for
k2 → 0. If this behaviour corresponding to a finite infrared fixed point should persist such
a massless pole contribution to quark and gluon scattering amplitudes in the Mandelstam
variables could nevertheless be compensated by an analogous pole from 1-PI contributions in
a way analogous to the mechanism described in Sec. 2.5 in the context of the non-perturbative
approximation scheme of Ref. [150]. For this scheme it was demonstrated quite generally
in Refs. [161,162] how these unphysical but necessarily arising shadow-poles in Mandelstam
variables that appear in 1-PI correlations as well as in one-particle reducible contributions
mutually cancel in scattering amplitudes (introducing the notion of extended irreducibility).
The present situation is different, however, as far as the ghost fields are concerned. The infrared
enhanced ghost propagator will result in an infrared divergence of external ghost legs which is
too strong for a particle interpretation. Note that a particle interpretation for ghost degrees of
freedom is, of course, anyhow precluded as they lead to negative norm states. Furthermore, the
infrared enhanced ghost propagator results in non-decoupling of ghost clusters at large separa-
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tions. For example, already in the disconnected contributions to 4-point ghost correlations, for
no pair of (space-time) arguments with comparatively small separation will the 2-point cor-
relations connecting this pair decouple from those connected to the other largely (spacelike)
separated pair. At that point it is interesting to note that lattice calculations provide evidence
that in Coulomb gauge not only the ghost propagator but also the time-time component of
the gluon propagator is infrared enhanced [168]. (The space-space components of the gluon
propagator are infrared suppressed.) Therefore, it is quite plausible that in Coulomb gauge
this non-decoupling of clusters also applies to the Coulomb gluons (being also negative norm
states).
Another example for the implications of the infrared divergences induced by the ghosts which
requires a more careful analysis is provided by ghost-box contributions to 4-point gluon corre-
lations. In particular, in colour singlet channels it is expected that no long range correlations in
contradiction with cluster separation occur in these correlations. This will have to be studied
in more detail. There is no obvious conflict at least, as the Mandelstam variables in such a
case do not coincide with the momenta of the infrared enhanced ghost 2-point correlations.
Further damping of these enhanced 2-point correlations in such contributions is provided by
the ghost-gluon vertices which yield vanishing transverse contributions for vanishing ghost leg
momenta, as is seen from (188) above. However, this example demonstrates that, with loosing
the cluster decomposition in general, the important question arises how to recover it for colour
singlet clusters.
5.3.3 Subtraction Scheme and Running Coupling
Before the non-perturbative running coupling can be discussed, some introductory remarks on
the choice of the non-perturbative subtraction scheme and its relation to the definition of the
running coupling are necessary. In particular, it will become clear that the preliminary infrared
discussion of last section already yields an important first result: it implies the existence of an
infrared fixed point.
The starting point is the following identity for the renormalisation constants
Z˜1 = ZgZ
1/2
3 Z˜3 = 1 , (194)
which holds in the Landau gauge [16]. It follows that the product g2Z(k2)G2(k2) is renormali-
sation group invariant. In absence of any dimensionful parameter this (dimensionless) product
is therefore a function of the running coupling g¯,
g2Z(k2)G2(k2) = f(g¯2(tk, g)) , tk =
1
2
ln k2/µ2 . (195)
Here, the running coupling g¯(t, g) is the solution of d/dt g¯(t, g) = β(g¯) with g¯(0, g) = g and the
Callan–Symanzik β-function β(g) = −β0g3+O(g5). The perturbative momentum subtraction
scheme is asymptotically defined by f(x) → x for x → 0. This is realized by independently
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setting
Z(µ2) = 1 and G(µ2) = 1 (196)
for some asymptotically large subtraction point k2 = µ2. If the renormalisation group invariant
product g2Z(k2)G2(k2) is to have a physical meaning, e.g., in terms of a potential between
static colour sources, it should be independent under changes (g, µ) → (g′, µ′) according to
the renormalisation group for arbitrary scales µ′. Therefore,
g2Z(µ′2)G2(µ′2) != g′2 = g¯2(ln(µ′/µ), g) , (197)
and, f(x) ≡ x, ∀x. This can thus be adopted as a physically sensible definition of a non-
perturbative running coupling in the Landau gauge.
Note that this definition is an extension to the one used in the Mandelstam approximation,
Eq. (166). In Ref. [21] the identity ZgZ3 = 1 has been obtained for this approximation (without
ghosts) implying that gZ(k2) would be the renormalisation group invariant product in this
case. Its according identification with the running coupling gZ(k2) = g¯(tk, g) is equivalent to
the non-perturbative renormalisation condition Z(µ2) = 1(∀µ) which turns out to be possible
in the Mandelstam approximation (in which there is no ghost renormalisation function).
In the present case, it is not possible to realize f(x) ≡ x by simply extending the perturbative
subtraction scheme (196) to arbitrary values of the scale µ, as this would imply a relation
between the functions Z and G which is inconsistent with the leading infrared behaviour of
the solutions discussed in the last section. For two independent functions the condition (196)
is in general too restrictive to be used for arbitrary subtraction points. Rather, in extending
the perturbative subtraction scheme, one is allowed to introduce functions of the coupling such
that
Z(µ2) = fA(g) and G(µ
2) = fG(g) with f
2
GfA = 1 , (198)
and the limits fA,G → 1 , g → 0. Using this it is straightforward to see that for k2 6= µ2 one
has (tk = (ln k
2/µ2)/2),
Z(k2)= exp
{
− 2
g¯(tk ,g)∫
g
dl
γA(l)
β(l)
}
fA(g¯(tk, g)) , (199)
G(k2)= exp
{
− 2
g¯(tk ,g)∫
g
dl
γG(l)
β(l)
}
fG(g¯(tk, g)) .
Here γA(g) and γG(g) are the anomalous dimensions of gluons and ghosts respectively, and
β(g) is the Callan–Symanzik β-function. Eq. (194) corresponds to the following identity for
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these scaling functions in Landau gauge:
2γG(g) + γA(g) = −1
g
β(g) . (200)
One thus verifies that the product g2ZG2 indeed gives the running coupling (i.e., Eq. (195)
with f(x) ≡ x). Perturbatively, at one-loop level Eq. (200) is realized separately, i.e., γG(g) =
−δ β(g)/g and γA(g) = −(1 − 2δ) β(g)/g with δ = 9/44 for Nf = 0 and arbitrary Nc. Non-
perturbatively one can still separate these contributions from the anomalous dimensions by
introducing an unknown function ǫ(g),
γG(g) =: −(δ + ǫ(g)) β(g)
g
⇒ γA(g) = −(1− 2δ − 2ǫ(g)) β(g)
g
. (201)
This allows to rewrite Eqs. (199) as follows:
Z(k2)=
(
g¯2(tk, g)
g2
)1−2δ
exp
{
− 4
g¯(tk ,g)∫
g
dl
ǫ(l)
l
}
fA(g¯(tk, g)) , (202)
G(k2)=
(
g¯2(tk, g)
g2
)δ
exp
{
2
g¯(tk ,g)∫
g
dl
ǫ(l)
l
}
fG(g¯(tk, g)) .
This is generally possible, i.e., also in the presence of quarks. In this case one has δ = γG0 /β0 =
9Nc/(44Nc−8Nf) for Nf flavours in Landau gauge. The above representation of the renormal-
isation functions expresses clearly that regardless of possible contributions from the unknown
function ǫ(g), the resulting exponentials cancel in the product G2Z. For a parameterisation
of the renormalisation functions, these exponentials can of course be absorbed by a redefini-
tion of the functions fA,G. The only effect of such a redefinition is that the originally scale
independent functions fA,G(g¯(tk, g)) will acquire a scale dependence by this, if ǫ 6= 0.
For the present truncation scheme it is possible, however, to obtain explicitly scale independent
equations thus showing that the solutions for the renormalisation functions G and Z obey one-
loop scaling at all scales [49]. In particular, this implies that the products g2δG and g2(1−2δ)Z
are separately renormalisation group invariants that scheme (as they are at one-loop level). As
for the renormalisation scale dependence, the non-perturbative nature of the result is therefore
buried entirely in the result for the running coupling.
The implications of the preliminary results for the infrared behaviour of the solutions G and
Z as given in the last section can now be discussed without actually solving the gluon and
ghost DSEs. From Eqs. (183) and (184) for k2 → 0 one finds,
g2Z(k2)G2(k2) = g¯2(tk, g)
tk→−∞−→
(
γG0
(
1
κ
− 1
2
))−1
=: g2c . (203)
The critical coupling scales with the number of colours as g2c ∼ 1/Nc implying that g2cNc is
98
0.1 103Mτ 10 MΖ
µ   [GeV] 
0.1
1
10
αS(µ)
0 2 4 6 8 10 12
g
−10
−8
−6
−4
−2
0
β(g
)
Mandelstam
Coupled System  
One Loop
Fig. 13. The running coupling αS(µ) for t = 0 (left), and the corresponding β-function (right)
in comparison with its leading perturbative form (one-loop) and the β-function as a result of the
Mandelstam approximation from Ref. [21].
constant in the present approach. This agrees with the general considerations of the large Nc
limit in which g2Nc is kept fixed as Nc becomes large [265]. For Nc = 3 and with Eq. (186) for
κ one obtains g2c ≃ 119.1 which corresponds to a critical coupling αc = g2c/(4π) ≃ 9.48. This
is a remarkable result in its own, if compared to the running coupling as it was analogously
obtained from the Mandelstam approximation [21]. The dynamical inclusion of ghosts changes
the infrared singular coupling of the Mandelstam approximation to an infrared finite one
implying the existence of an infrared stable fixed point.
The running coupling as calculated from the coupled gluon and ghost DSEs, see Fig. 13, in-
volves an arbitrary renormalisation group invariant scale σ related to the infrared behaviour
of the propagators. Note that this is a non-perturbative realization of dimensional transmu-
tation. The phenomenologically well-known value of the running coupling αS(MZ) = 0.118
at the mass of the Z-boson, MZ = 91.2 GeV [267] can be used to fix the overall momentum
scale σ directly which yields σ ≃ (350MeV)2. For completeness, from the rough estimate of
the leading logarithmic behaviour of the renormalisation functions Z and G at high momenta,
this corresponds to a perturbative scale ΛQCD in 250 ∼ 300 MeV. This is not a very significant
result, however, since the value for ΛQCD depends on the number of quarks Nf , and the order
of the perturbative expansion, the scheme etc.. In particular, in the present framework one
expects it to change when quarks are included.
Once the momentum scale is fixed, it is of course possible to extract the corresponding value of
the running coupling at other values of the momentum scale. Phenomenologically, the running
coupling is remarkably well known from a variety of experiments in the range from around
the Z-masses down to the mass Mτ of the τ -Lepton (at about 1.78 GeV). A recent collection
of the available measurements is shown in Fig. 14. These range from deep-inelastic sum rules
(BjSR, GLSR), scaling violations in deep-inelastic scattering (DIS), hadronic τ decays (Rτ ),
and Υ (bb¯) spectroscopy and decays in the energy range Q ∼ 1.6−10 GeV, to measurements of
total cross sections, jet rates and global event shapes in e+e−, pp¯ and ep collisions determining
αS at higher energies typically in Q ∼ 30 − 130GeV (see Ref. [266] for details). Several of
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Fig. 14. The running coupling αS from the Dyson–Schwinger equations of pure QCD compared to
the collection of the world’s experimental data assembled by M. Schmelling in Ref. [266]. The open
dots result from global event shape variables.
the points in this figure represent hundreds of independent measurements, and the agreement
with the next-to-next-to-leading order evolution is a truly remarkable success for perturbative
QCD.
The running coupling from the Dyson-Schwinger equations in this same energy range agrees
far less with the experimental data, remarkably only that it does much better than it actually
should. From the ratio of the Z– to the τ -mass, MZ/Mτ ≃ 51.5 (and αS(MZ) = 0.118), one
obtains the value αS(Mτ ) = 0.38 which within errors might still be acceptable experimen-
tally [267]. For Nf = 0 and with using ΛQCD in 250 ∼ 300 MeV, as a result of the estimate
from the anomalous dimensions given in the last section, such good agreement with the data is
actually not expected for a perturbative QCD coupling at one, two or three loops. Even though
the estimate of ΛQCD used here is certainly not reliable, to parameterise the running coupling of
the present scheme by the Nf = 0 perturbative (two– or three-loop) form would require ΛQCD
to rather be in 0.8− 1.2GeV. This mismatch of estimates might demonstrate the limitations
of the present calculation better than the apparent agreement with the experimental data.
Maybe more significantly, the running coupling over the full momentum range, including the
occurrence of the fixed point for µ → 0, is shown in Fig. 13 with the momentum range of
Fig. 14 marked by Mτ and MZ . The right panel of Fig. 13 shows the corresponding β-function
with its two fixed points in the ultraviolet at g = 0 and in the infrared at g = gc ≃ 10.9.
For comparison the leading perturbative form for g → 0 (and Nf = 0), β(g) → −β0 g3 =
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−11/(16π2) g3, is added to the figure as well as the infrared singular non-perturbative result
obtained from the analogous subtraction scheme in the Mandelstam approximation according
to Sec. 5.3.1 (see also Refs. [21,256]). The solution to the coupled system of gluon and ghost
Dyson–Schwinger equations yields better agreement with the leading perturbative form at
small g than the Mandelstam approximation, since for the latter, due to neglecting ghosts, the
leading coefficient β0 = 14/(16π
2) differs from its corresponding perturbative value. While this
might still be regarded as small quantitative discrepancy, the significant difference between the
present result and the Mandelstam approximation occurs for g > 6, once more demonstrating
the importance of ghosts in Landau gauge, in particular, in the infrared.
5.3.4 Confined Gluons and Positivity
It has been mentioned in Sec. 2.3 already that contradictions to positive (semi)definiteness
of the norm of gluonic states (in the ghost free subspace) arise from the superconvergence
relations in the asymptotically free, BRS invariant theory for not too many flavours (Nf < 10).
While this might still be a reincarnation of Haag’s theorem occurring already at the level
of perturbative interactions, full non-perturbative results as obtained from DSEs or lattice
simulations allow to assess their implications on positivity more directly.
As one is dealing with Euclidean Green’s functions, or Schwinger functions, for the elementary
correlations (of gluons, ghost and quarks) in QCD, the most fundamental way to investigate
a possible particle interpretation for these degrees of freedom is to resort to the Osterwalder–
Schrader reconstruction theorem which states that a G˚arding–Wightman relativistic quantum
field theory can be constructed from a set of Schwinger functions if those Euclidean corre-
lation functions obey certain conditions, the Osterwalder–Schrader axioms [3]. In particular,
the axiom of reflection positivity for Euclidean Green’s functions is thereby the Euclidean
counterpart to the positive definiteness of the norm in the Hilbert space of the corresponding
G˚arding–Wightman quantum field theory. This general Euclidean positivity condition involves
arbitrary partial sums of n-point correlation functions. To prove positivity of a theory based
on these conditions is a mathematically very hard task which has generally been possible only
in very few special cases [38]. Here, the converse is used. One counter example suffices to
demonstrate the violation of positivity.
For the special case of a single propagator D(x− y), i.e., for the lowest partial sum, reflection
positivity reads, ∫
d4x d4y f¯(−x0,x)D(x− y) f(y0,y) ≥ 0 (204)
where f ∈ S+(R4) is a complex valued test (Schwartz) function with support in {(x0,x) :
x0 > 0}. This special case of reflection positivity can be shown to be a necessary and sufficient
condition for the existence of a Ka¨lle´n–Lehmann representation, i.e. a spectral representation
of the propagator as given in Eq. (27) with positive spectral function. Therefore, the con-
struction of a counter example to this condition (by a suitable choice of f) is a possibility to
demonstrate that, as one manifestation of confinement, the particular Euclidean correlations
can have no interpretation in terms of stable particle states.
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Fig. 15. The one-dimensional Fourier transform of the gluon propagator, D(t,p2).
Heuristically, after three dimensional Fourier transformation condition (204) can be written,
∞∫
0
dt′ dt f¯(t′)D(−(t′ + t),p) f(t) ≥ 0 , (205)
where D(x0,p) :=
∫
d3xD(x0,x) e
ipx, and a separated momentum dependence of the analo-
gous Fourier transform of the test function f has to provide for a suitable smearing around
the three-momentum p.
In Fig. 15 this Fourier transform of (essentially the trace of) the gluon propagator,
D(t,p2) :=
∫
dp0
2π
Z(p20 + p
2)
p20 + p
2
eip0t , (206)
is plotted for p2 = 0 and p2 = σ/4. The fact that the DSE solution for sufficiently small p is
negative over finite intervals in the Euclidean time in this case shows trivially that reflection
positivity is violated for the gluon propagator.
Another way to understand this connection between positivity and the Euclidean correlation
functions is based on an argument which was first given by Mandula and Ogilvie [268] and
is phrased most clearly in Ref. [269]. The domain of analyticity of propagators in a G˚arding–
Wightman quantum field theory allows to write the spectral representation for the (Euclidean)
propagator D(p) in the form,
D(p) =
∞∫
0
dm2
ρ(m2)
p2 +m2
, (207)
which gives rise to the Fourier transform,
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D(t,p2)=
∞∫
0
dm2 ρ(m2)
1
2ω
exp{−ωt} , with ω =
√
p2 +m2 (208)
=
∞∫
√
p2
dω ρ(ω2 − p2) exp{−ωt} . (209)
For a positive spectral function, ρ(m2) ≥ 0, it is therefore clear that lnD(t,p2) has to be a
convex function of the Euclidean time, 55
d2
dt2
lnD(t,p2) ≡ 〈ω2〉t,p2 − 〈ω〉2t,p2 ≥ 0 , (210)
because 〈ω〉t,p2 and 〈ω2〉t,p2 are the moments of a positive measure for all p2.
Even though no negative D(t,p2) have been reported in the lattice calculations yet, the avail-
able results, Refs. [100,52,53], agree in indicating that the gluon propagator is not a convex
function of the Euclidean time and thus that positivity is indeed violated for gluonic correla-
tions. The corresponding results will be discussed in Sec. 5.5, a summary of lattice results on
the gluon propagator can be found on Ref. [270].
The ghost propagator in Euclidean momentum space, being negative for positive renormalisa-
tion functions G(k2) > 0, of course, is not reflection positive either. This is due to the wrong
spin-statistics of the ghost field and is the case at tree-level already.
Besides this somewhat trivial minus sign, two general remarks on an infrared enhanced prop-
agator (as the one obtained for the ghost field here) might be interesting to add. First, it is
important to note that a propagator with an infrared divergence ∝ 1/(k2)1+κ as found for the
ghost solution here (with κ ≃ 0.93), does not violate temperedness, as long as κ < 1. Sec-
ondly, the Fourier transform Iκ(t, ω) of correlations of a form ∝ 1/(p2+m2)1+κ (with κ > −1,
ω =
√
p2 +m2, and not necessarily m = 0) in Euclidean momentum space generically reads,
Iκ(t, ω) :=
∫ dp0
2π
ω2κ
(p20 + ω
2)
1+κ e
ip0t (211)
=
(ωt)κ
2κΓ(1 + κ)
1
ω
√
ωt
2π
Kκ+ 1
2
(ωt)
ωt≫|κ|−→ (ωt)
κ
2κΓ(1 + κ)
1
2ω
exp{−ωt} .
The limit of large ωt shows that ln Iκ(t, ω) is not a convex function of t, if κ > 0.
56 More gen-
erally, from the Bessel function (of the second kind) Kn(x), one indeed verifies that ln Iκ(t, ω)
is a convex function of t, if and only if κ ≤ 0.
Euclidean correlations of a form (211), i.e., modifications of free particle propagators by an
additional exponent 0 < κ < 1, in particular, infrared enhanced correlations (for m = 0) are
55 Just as the free energy is a convex function of the external fields in statistical mechanics.
56 For κ = 0 the limit ωt ≫ |k| (indicated by the arrow in (211)) becomes an identity, and thus
ln I0(t, ω) linear in t (with slope −ω).
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thus an example of a manifest violation of positivity. However, they can in principle have all
the other necessary and important properties of a local quantum field theory. These are for
example temperedness which is necessary to define Fourier transforms, or also, importantly,
the expected domain of holomorphy of the Green’s functions which implies in particular that
propagators are analytic functions in the cut complex k2-plane with singularities occurring
on the timelike real axis only. This is crucial for the incorporation of timelike momenta in
the analytically continued Euclidean formulation, e.g., to describe bound states. The general
analyticity properties of the Green’s functions should therefore better be unaffected by possible
violations of positivity. The nature of these violations for propagators is thus restricted to
allowing the discontinuity at the cut, ρ(k2), to be of indefinite sign. This is in complete
agreement with the local description of covariant gauge theories on indefinite metric spaces,
see Sec. 2.4.
From all the evidence presented here as well as in Sec. 2.3, it seems quite settled that the
requirement of positivity on the level of the elementary QCD correlations has to be abandoned
anyway. Technically, this is fortunately the one property to give up with the least consequences
of all. This minimal relaxation of the axioms of quantum field theory seems necessary in
describing confining theories in which the elementary fields as the carriers of charges may
serve to implement locality but are not directly associated with the observed particles.
Concluding this section, a last remark concerns the occurrence of zeros in the Fourier transform
of the gluon propagator as a function of t, Eq. (206), for sufficiently small p2. This implies that
the gluon propagator in coordinate space cannot have a well defined inverse for all (t,x). While
the corresponding singularities in G−1(t,x) will cause problems in a Hubbard–Stratonovich
transformation to bosonise effective non-local quark theories as the Global Colour Model,
see Ref. [28], the same comment that was given at the end of the last subsection applies here
again. The infrared structure of the vertex functions, renormalisation group invariance and the
existence of zeros in the gluon propagator, all lead to the same conclusion: The combination
of ghosts and gluons, g2G2(k2)Z(k2)/k2 = 4παS(k
2)/k2 is the physically important quantity
which determines the interactions of quarks in Landau gauge (and the current-current inter-
action of the Global Colour Model, see the next section). It can be verified explicitly that the
Fourier transform of αS(k
2)/k2 is free of such zeros and positive.
5.3.5 Dynamical Chiral Symmetry Breaking and Quark Confinement
The studies of DBχS via the study of the quark propagator DSE are numerous, see Refs.
[29] and [30] for a corresponding survey. Almost all of these studies used a highly infrared
singular kernel for the quark DSE in order to implement confinement. On the other hand,
until recently the ghost contribution in the quark-gluon vertex as discussed at the beginning
of this section have not been taken into account. In this section we will shortly review a few
selected calculations used later in studies of meson properties. It has to be noted, however, that
the most recent of these calculations do not employ an infrared singular kernel. In addition,
we will also comment on results for the coupled gluon-ghost-quark DSEs in Landau gauge.
Please note that these are preliminary, and some of them are yet to be published [259].
One model of quark confinement is based on the idea that thresholds associated with quark
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production can be avoided in hadronic processes by assuming that the momentum space
quark propagator has no singularities on (or near) the real axis in the complex k2-plane
which precludes a Ka¨lle´n–Lehmann representation. The most simple realization of this, being
given by entire functions of k2, is often adopted in phenomenological applications. In complex
directions, singularities with timelike real part might technically seem acceptable, if they
are sufficiently far away from the origin so as to not interfere with the hadronic processes
considered. This introduces an upper bound on the momentum range for the applicability of
such a model. Such a qualitative behaviour can in fact be obtained from the quark DSE, e.g.,
in the very simple model of gluonic interactions mimicked by a 4-dimensional δ-function in
Euclidean momentum space [271]. 57
In phenomenological applications of Bethe–Salpeter equations for mesonic bound states sim-
ilar entire function forms of the quark propagators are frequently also parameterised with
quite remarkable success, see Chapter 6. Typical forms of such parameterisations of the quark
structure functions involve entire functions in the k2-plane (with essential singularities at in-
finity) and 3 – 7 parameters for the light quark sector which are then fitted to static meson
properties, see e.g. [31,272,157,156] and references therein.
With respect to phenomenological applications it is thereby interesting to compare the differ-
ent quark DSE models in quenched approximation to collect further evidence on the origin,
interpretation and justification of the various models to be used in meson and baryon physics,
see the next two chapters. The probably most obvious question at this point is the role of
ghosts. In this chapter it became evident that their contributions cannot be neglected in Lan-
dau gauge. The open question can thus be phrased as to whether some of the more successful
models might nevertheless be able to model their influence without taking these contributions
into account explicitly.
To clarify this, consider the quark-current interaction of the Global–Colour–Model which is
motivated as being the result of an expansion in the colour-octet quark currents jaµ(x) of the
effective quark theory given by the Feynman–Schwinger functional ZYM[j] of the pure gauge
theory with these currents as the external fields. 58 The term quadratic in the quark-currents
of this functional is inevitably given by,
lnZ(2)
YM
[j] := −1
2
∫
d4xd4y jaµ(x)G
(2)
µν
ab
(x− y) jbν(y) , (212)
which defines the interaction of the GCM. Obviously, the resulting current interaction cannot
be gauge invariant. It is only invariant under global colour rotations which is reflected in the
model’s name. The interpretation of this model interaction, also called the Abelian approx-
imation, is motivated from analogy to what would occur in QED. The central idea behind
this approximation can be traced to the assumption that, as follows from gauge invariance
57 This quite useful toy-model has been used, e.g., in a study of diquark confinement which will be
discussed in Sec. 7.1.
58 As the measure in this gluonic functional of the quark-currents is not Gaussian, of course, this can
at best be understood in the sense of Gell-Mann and Low’s “magic formula of perturbation theory”
[273].
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for QED, the renormalisation constant of the gauge field is related to the inverse coupling
renormalisation by Z2gZ3 = 1. This implies in particular for the gauge field propagator that
G(2)µν
ab
(x− y) = δab g2Dµν(x− y) , (213)
with D being the gauge boson propagator,
g2Dµν(k) =
(
δµν − kµkν
k2
)
g2Z(k2)
k2
+ g2ξ
kµkν
k4
, (214)
and thus g2Z(k2), is a renormalisation group invariant which can be identified with the run-
ning coupling in QED (as compared to gZ(k2) in the Mandelstam approximation for QCD, see
Sec. 5.3.1). Perturbative QCD does not show this behaviour. But again, neglecting the ghosts
of the non-Abelian theory in the covariant gauge, the Abelian approximation at this point
effectively might include some of their contributions. Within this approximation, asymptotic
freedom is put in by replacing the infrared stable running coupling of QED with the asymp-
totically free one of QCD (with Nf quark flavours and Nc colours),
g2Z(k2) ≡ g¯2(tk, g2) → 48π
2
11Nc − 2Nf
1
ln(k2/Λ2)
, for k2 ≫ Λ2 , (215)
where Λ denotes the QCD scale parameter. In the infrared the interaction is then chosen
such that phenomenologically acceptable models arise. Especially, a certain strength of the
interaction is needed to imply DBχS.
In the non-Abelian theory, the situation is of course different. In particular, in the covariant
gauges ghost contributions enter in this effective interaction. Even though this might seem
to be evident from its definition, consider perturbation theory to demonstrate this fact ex-
plicitly. The symmetry currents jaµ(x) not being renormalised, their interaction G
(2) has to be
renormalisation group invariant as is the case for the expression (213) in QED, of course. In
perturbative QCD in Landau gauge, however, the product g2D has an anomalous dimension
γ which is different from unity for all numbers of colours and all numbers of flavours, and it
is thus not renormalisation group invariant. Near the ultraviolet fixed point, this anomalous
dimension is given by
γ(g)
g→0−→ γ
0
A
β0
=
(13/2)Nc − 2Nf
11Nc − 2Nf
!
=

1 , AA , not possible for Nc, Nf ∈ N
1
2
, MA , → Nf = Nc
(216)
with γ0A and β0 being the leading coefficients of the gluon anomalous dimension and the β-
function. Note that in contrast to the Abelian approximation (AA) the result of the Mandel-
stam approximation (MA), c.f. Sec. 5.3.1, that gD is renormalisation group invariant without
ghosts, happens to resemble the perturbative result for Nf = Nc. The effect of neglecting
ghosts seems to have cancelled with neglecting Nf = Nc quark flavour at this point. Of course,
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the quark loops as well as the ghost loop both contribute with a negative sign to the per-
turbative divergences. The different strengths of these contributions nevertheless make their
compensation in the ratio γ0A/β0 possible.
While it thus seems impossible to neglect ghosts consistently, ghosts do implicitly enter in
quark-gluon vertices, and that the interaction of the GCM might be justified from a dressed-
ladder exchange, e.g. as given in Eq. (193). For the GCM the quantity G(2) may in turn serve
to define a non-perturbative running coupling, e.g., from its part proportional to the metric
δabδµν by,
1
3(N2c − 1)
δabδµν G
(2)
µν
ab
(k) =: −4πα(k
2)
k2
. (217)
Perturbatively (at next-to-leading order) this is equivalent to the definition for the running
coupling adopted in Sec. 5.3.3. Non-perturbatively, the definition (217) should, in principle,
be obtainable from the term of the quark-gluon vertex ∝ γµ in a symmetric momentum
subtraction scheme in a quenched lattice approximation. It would be interesting to assess,
from such a lattice calculation, possible indications towards the phenomenologically successful
infrared enhancement for the GCM coupling (217). The simulation of Ref. [274] seems to
indicate to the contrary. It is, however, obtained from an asymmetric subtraction scheme
and thus is very likely inconclusive, see Sec. 5.5. The effective interaction of the GCM in the
covariant gauges, whatever it is, is not the gluon propagator alone as suggested by Eq. (213).
Ghosts contribute to the current-current interaction in Eq. (212) as they are an unavoidable
part of the (perturbative) definition of ZYM[j].
The quark DSE (91) (with Stl(k) = 1/(−ik/+ Zmm) denoting the tree-level propagator),
S−1(k) = Z2S−1tl (k) + g
2Z1F
4
3
∫
d4q
(2π)4
γµ S(q) Γν(q, k)Dµν(k − q) , (218)
in the Abelian rainbow approximation effectively simplifies to
S−1(k) = Z2S−1tl (k) +
16π
3
∫ d4q
(2π)4
α((k − q)2)γµ S(q) γν Dfreeµν (k − q) . (219)
“Effective running couplings” α((k − q)2) employed in the study of meson properties can be
found, e.g., in Eqs. (253,268) in the next chapter. Whereas the interaction in (253) contains a δ-
function in momentum space, the form (268) is infrared finite. Nevertheless, the results for the
quark propagator are very similar. This can be seen e.g. from the fact that the quark condensate
(renormalised at 1 GeV) for both interaction types is very close to the phenomenological value,
〈q¯q(µ2 = 1GeV2)〉 = −(0.240GeV)3 . (220)
This condensate can be extracted either from the mass function or by integrating the trace of
the quark propagator. Parametrising the general form of the quark propagator in Euclidean
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Fig. 16. The renormalised dressed-quark mass function, M(p2), obtained by solving the quark DSE
with the interaction (253): u/d-quark (solid line); s-quark (long-dashed line); and chiral limit (dashed
line). The renormalisation point is µ = 19GeV. The intersection of the line M2(p) = p2 (dotted line)
with each curve defines the Euclidean constituent-quark mass, ME . (Adapted from Ref. [275].)
momentum space,
S(p) =
1
−ip/A(p2) +B(p2) =
Zq(p
2)
−ip/ + M(p2) , (221)
the mass function M(p2) = B(p2)/A(p2) is proportional to the quark condensate at large p2,
M(p2) ≃ m− 4πα(p
2)
3p2
(
α(p2)
α(µ2)
)−dm
〈q¯q (µ2)〉 , (222)
where dm = 12/(11Nc − 2Nf) is the anomalous dimension of the quark mass and µ is a large
Euclidean renormalisation point.
The mass functions for the three light flavours and in the chiral limit obtained in Ref. [275]
are displayed in Fig. 16. Clearly one sees the phenomenon of DBχS. The authors of Ref. [275]
introduce as measure the Euclidean mass ME defined by (ME)2 = M((ME)2). It has to be
noted, however, that the corresponding quark propagator does not possess poles for time-like
(real) p2. Instead singularities for complex values at p2 are present.
Recently the coupled ghost, gluon and quark DSEs have been solved [259]. Before commenting
on this solution it is illustrative to study the quark DSE in quenched approximation using the
ghost and gluon propagators of Ref. [49] discussed in the last sections together with its implied
form for the quark-gluon vertex. The related truncation scheme is based on the solution to
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Fig. 17. Quark mass functions M(p2) for various current masses from the quenched approximation
(with β¯0 = 11).
the simplified Slavnov–Taylor identity obtained from Eq. (177) by neglecting the quark-ghost
scattering kernel,
G−1(k2) kµΓµ(p, q) = iS−1(p) − iS−1(q) , k = p− q . (223)
This identity being of analogous form as the Abelian Ward–Takahashi identity but with the
important additional ghost factor G(k2). The corresponding solution given in Eqs. (178,179)
is then employed in the quark DSE. The resulting effective quark interaction is only slightly
infrared singular and even integrable. This allows, e.g., to use the Landshoff–Nachtmann model
for the pomeron in this approach. From the solution a pomeron intercept of approximately
2.7/GeV [276,277] has been estimated as compared to the typical phenomenological value of
2.0/GeV [278]. The resulting quark mass functions are shown in Fig. 17. It is reassuring that in
this approach, where the only parameter, the scale generated by dimensional transmutation,
is fixed from the behaviour of the running coupling at large momenta, DBχS occurs. It has
to be emphasised that except for lattice calculations this phenomenon has been found in an
ab initio calculation for the first time, i.e. without any explicit assumptions or modelling of
the effective infrared quark interaction. However, Fig. 17 also makes clear that the calculated
mass functions are smaller than phenomenologically required. This is especially pronounced
in the quark condensate. At a renormalisation scale of 1 GeV the calculated value is 〈q¯q〉(µ =
1GeV) = −(0.1GeV)3 and thus an order of magnitude smaller than the empirical value.
This problem becomes even worse beyond the quenched approximation. First, it has to be noted
that only a solution for the coupled systems of propagator equations has been found where the
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quark propagator resembles qualitatively the one in quenched approximation [259]. This does
not exclude that other solutions exists, and as a matter of fact, such a solution with non-trivial
infrared behaviour of the quark renormalisation function Zq(p
2) seems possible. Concentrating
on the solution found so far, one notes that the quark loop in the gluon DSE is screening and
thus the effective quark-quark interaction becomes smaller. This effect is somewhat weakened
due to the back-reaction via the quark DSE. But nevertheless the quark mass function and
correspondingly the quark condensate become even smaller. There is, however, an interesting
feature not present in the quenched approximation (where Zq(p
2) is only slightly suppressed in
the infrared): The calculated quark renormalisation function Zq(p
2) displays a very pronounced
dip in the infrared dropping to Zq(0) ≈ 0.7 slightly dependent on the number of active flavours.
This is for two reasons interesting: First, as can be seen from Fig. 21 such a behaviour is
found in the most recent lattice calculations. Secondly, this behaviour might have a profound
influence on the analytic properties of the quark propagator. Therefore, the hope is that despite
the numerical mismatch for the amount of DBχS, this and related investigations will shed light
on the question of quark confinement in linear covariant gauges.
5.4 A Non-Perturbative Expansion Scheme in Landau Gauge QCD
The results on the infrared behaviour of the gluon propagator in Landau gauge with or without
ghosts differ as much as possible. Certainly, including ghosts provides DSEs which are con-
sistent at the level of propagators. Nevertheless, it is of utter importance to have some other
non-perturbative scheme to compare with. In the next section we will contrast the DSE solu-
tions with lattice results. As already mentioned in Sec. 2.5 there is an alternative approach to
the DSEs in Landau gauge QCD [149,150]. A brief description of this approach in this section
will supplement the study of the infrared behaviour of the Green’s functions in Landau gauge
QCD as inferred from the already presented truncation schemes. As such it adds some new
aspects while some others are given less emphasis in this somewhat complementary approach
to the Dyson–Schwinger hierarchy.
This approach is based on the observation that an exact vertex function and its perturbative
estimate differ by expressions which, in general, contain essential singularities in the coupling
of the same structure as in the spontaneous mass scale, see Eq. (1). The idea therefore is
to improve the perturbative expansion in approximating the Euclidean proper vertices Γ by
a double series in the coupling as well as in the degree of a rational approximation with
respect to the spontaneous mass scale Λ being non-analytic in g2. The proper vertices are
thereby approximated by a truncated double series in functions Γ(r,p) where r denotes the
degree of the rational approximation while p represents the order of perturbative corrections
in g2 calculated from Γ(r,0) instead of Γ
(0)
pert., see Ref. [150]. The requirement that these non-
perturbative terms reproduce themselves in the Dyson–Schwinger equations is then used to
extract constraints on the finite set of dimensionless coefficients that are used to parameterise
the rational approximants.
To be specific, consider the 1-PI gluon 2-point function, i.e. the inverse gluon propagator. It
is transverse in Landau gauge and its functional dependence on the gluon momentum and the
spontaneous mass scale Λ is parameterised by a rational function with denominator of degree
110
r, introducing 2r + 1 dimensionless coefficients {ζi}, {ηi},
Γ(r,0)(k2) =
(k2)r+1 + ζ1Λ
2(k2)r + . . . ζr+1(Λ
2)r+1
(k2)r + η1Λ2(k2)r−1 + . . . ηr(Λ2)r
. (224)
The idea here is to account for the polynomial dependence on Λ and thus on k2 to parame-
terise non-perturbative effects such as the condensate contributions of the operator product
expansion. The logarithmic Λ dependences have to be generated from radiative corrections,
i.e., from higher perturbative orders (p ≥ 1).
The lowest rational approximation r = 0 describes the dynamical generation of a Schwinger
mass [279], m2 = ζ1Λ
2, from the gluon DSE. Generally, for even orders r there will be at least
one “physical particle” pole on the (negative) real k2-axis in the propagator. In a situation
like this one would expect a lowest isolated pole to stabilise as r is increased, and a sequence
of real zeros and poles to develop and approximate the branch cut describing multi-particle
production for a propagator of physical degrees of freedom, i.e., one with a Ka¨lle´n–Lehmann
representation. As this is not anticipated for the elementary degrees of freedom in QCD, it
was further concentrated on the odd sequence of rational approximations, i.e an even number
of generally complex poles 59 which have been interpreted as describing unstable short lived
excitations [150]. For asymptotically large k2 ≫ Λ2 one imposes the boundary condition that
the rational approximants reduce to the tree-level vertices, e.g., for the gluon, Γ(r,0)(k2)→ k2.
The power corrections to this limit can furthermore be compared to condensate contributions
in a corresponding operator product expansion. The perturbative logarithms of the coefficient
functions could in principle be obtained analogously from Γ(r,p)(k2) for successively higher p.
The practical calculations in this approach are thus far restricted to the lowest non-trivial
degree r = 1 in the odd rational approximation. The general idea of the approach will be
sketched for this most simple order in the following. The 2-point gluon vertex function then
has the structure,
Γ(1,0)(k2) = k2 + u1Λ
2 +
u3Λ
4
k2 + u2Λ2
, (225)
with one simple pole, and some linear combinations ui , i = 1...3, of the r = 1 coefficients
introduced above. One can then infer from the hierarchical coupling to the higher vertex
functions in DSEs together with the exchange symmetry of these higher vertices that analogous
simple poles have to occur also in the momentum variables corresponding to each of their
external legs [150]. For example, the part of the 3-gluon vertex that replaces the tree-level
vertex is found to have the following structure (A(x, y; z) = A(y, x; z), and A = 1 at tree-
level),
Γµνρ(p, q, k) = −A(p2, q2; k2) δµν i(p− q)ρ + cyclic permutations , (226)
59 This means that poles occur only as complex conjugate pairs (for real coefficients). The occurrence
of an even number of real poles is rejected as being exotic. In particular, those closest to the origin
in the complex k2-plane are assumed to come as complex pair.
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containing poles and a polynomial numerator N in the momenta and Λ2 of the form,
A(p2, q2; k2) =
N(p2, q2; k2)
(p2 + u2Λ2)(q2 + u2Λ2)(k2 + u2Λ2)
. (227)
The additional requirement (besides the symmetry of N) that these vertex functions, when
replacing the tree-level vertices, should not change the superficial degree of divergence of any
diagram, is then used to constrain the numerator polynomials further. 60
These rational approximants for the 1-PI vertices at lowest perturbative order p = 0, i.e.
order zero in the coupling g2, replace the tree-level vertices in a modified perturbative ex-
pansion. Combined with the operator product expansion, this scheme corresponds to a Pade´
approximation with respect to the high momentum power corrections by condensates [160]. Its
actual use goes far beyond this, however. Dyson–Schwinger equations are used to determine
these approximants self-consistently. The inhomogeneities of the DSEs, being the tree-level
vertices, lead to the following question: How can the difference between these and the rational
approximants at zeroth perturbative order, e.g. for inverse the gluon propagator,
∆Γ(k2) := Γ(1,0)(k2) − Γ(0)pert.(k2) = u1Λ2 +
u3Λ
4
k2 + u2Λ2
, (228)
be generated from loop-integrals containing explicit orders of the (bare) coupling g20? This
mechanism can be understood qualitatively as follows: Due to the presence of the mass scale
Λ there will be new types of logarithmic ultraviolet divergences generated in the loops. These
contain factors
∝ γ0 g20 ln
(
Λ2UV /Λ
2
)
, (229)
where the renormalisation group invariant (since physical) mass scale Λ replaces the mo-
mentum variables that occur in analogous perturbative divergences in which the constant γ0
would be identified with the leading coefficient of the corresponding anomalous dimension. For
perturbative divergences, the cutoff ΛUV dependence is traded for a renormalisation scale µ
dependence by subtracting γ0 g
2 ln(Λ2UV /µ
2) with a suitable counter term which is done suc-
cessively order by order in the coupling. Here on the other hand, it is used that, heuristically,
the bare coupling is the running coupling at the cutoff scale, g¯2(ΛUV ) → g20, which tends to
zero in the scaling limit (ΛUV →∞), c.f., Eq. (1),
g¯2(µ) =
1
β0 ln (µ2/Λ2)
, hence: γ0 g
2
0 ln
(
Λ2UV /Λ
2
)
→ γ0
β0
. (230)
In this way the contributions giving rise to the non-analyticities in g20 = 0, and which thus can-
not be taken care of by an asymptotic expansion in the coupling, have to reproduce themselves
60One might think that this requirement is contained already in the asymptotic condition for the
vertex to reduce to tree-level at high momenta, in general however, some additional restrictions are
necessary [150].
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in the equations at every order in this expansion. This argument can be made more rigorous us-
ing dimensional regularisation and the particular subtraction scheme of Ref. [150]. At one-loop
this mechanism has been demonstrated to generate the rational structure ∆Γ for the (inverse)
gluon propagator as well as the corresponding r = 1 structure of the remaining six superficially
divergent vertex functions of Landau gauge QCD explicitly in Refs. [149,150,161,162]. 61
Furthermore, the non-linear structure of the DSEs is then used to determine the coefficients
of the approximants by comparing their poles and residues on one side of the equations with
those generated from the one-loop divergence structure on the other side as outlined above.
One conclusion from the resulting conditions is for example that the pole positions in identical
types of external legs of different proper vertex functions have to be identical, e.g., p2 = −u2Λ2
in the gluonic 2-point vertex as well as in the 3-point vertex as given above. Together with
additional constraints from the exchange symmetries as well as from the form of the perturba-
tive divergences the systems of equations that determine the coefficients of the approximants
are highly over-determined. Some violations of exchange symmetries and some additional con-
tributions to the perturbative divergences have thus to be taken into account and minimised
for a given set of solutions that can be obtained in absence of these additional constraints.
The remaining violations can then serve as an indicator for the quality of the particular level
of approximation. The present results suggest that the r = 1 level describes the system of
gluon and ghost 2-point and 3-point functions quite consistently [150,161]. 62 And the results
obtained for this subsystem of the superficially divergent vertices in which the influence of
the 4-gluon vertex function is parameterised by additional free coefficients, are furthermore
confirmed reasonably well from a decoupled study of the Dyson–Schwinger equation for the
4-gluon vertex [162]. The violations mentioned above become more drastic, however, when
quarks are included. Also, the study of the 4-gluon equation so far yields results which seems
to be difficult to reconcile with those of the 2-point and 3-point subsystem in presence of
quarks. So the question whether the approach is a viable possibility beyond a quenched ap-
proximation remains somewhat unclear. There is certainly the possibility that the situation
improves considerably at much higher orders in r, given the complexity of the approach at
the presently employed order, however, this conclusion would nevertheless cast some doubt
on its practical use. Beyond the question of practicability this approach has added something
conceptually new, namely a mechanism of compensating singularities, see Sec. 2.5. Due to its
importance we will shortly reiterate on this point below.
One previously raised criticism [280] concerning the apparently unphysical singularities in the
proper vertex functions which are induced by the zeros in the propagators, and which are
a feature inherent in the approach, has now been clarified [161]. As seen from the structure
of the gluon 3-point vertex function given above, the hierarchical coupling of the different
61 It is intuitively clear from the above that this generation of rational structure at lowest order Γ(r,0)
is restricted to the seven primitively divergent vertices.
62 The ghost propagator and the ghost-gluon vertex were in all presently available solutions to this
scheme taken to be the tree-level ones. While in the first studies [149,150] this was still an additional
assumption, the more complete solutions seemed to verify this assumption at a more complete level
of the approximation [161,162]. This together with an infrared finite or vanishing gluon propagator
contradicts the masslessness condition (150) which results for the gluon propagator in Landau gauge
if a trivial ghost sector is assumed [18].
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vertex functions implies common poles in external momenta. Therefore these poles in the 2-
point vertices which are zeros in the propagators reappear in all higher vertex functions. It
follows that poles in the external lines are compensated by the corresponding zeros of the
propagators attached to these lines when computing scattering amplitudes and will not give
rise to unphysical asymptotic particles. As discussed in Sec. 2.5 the related poles on internal
lines are also automatically cancelled in this approximation scheme [161,162]: The necessary
pole contributions reproduce themselves in the hierarchy. What still needs to be shown is that
colourless hadrons do appear as asymptotic states.
5.5 Lattice Results
In this section we will discuss the results for QCD Green’s functions as obtained from lattice
calculations. As we will see results from the lattice and from DSEs are complementary. DSEs
have to rely on truncation schemes. Therefore, to be at least able to judge their validity it
is mandatory to confront them with some other non-perturbative methods. It is especially
helpful to compare DSE results with the one of lattice calculations. Whereas the latter cannot
investigate the deep infrared region they nevertheless allow to distinguish between infrared
suppressed and infrared enhanced functional forms for propagators. Also the conclusion, that
the gluon propagator in Landau gauge violates positivity, can be drawn quite reliably from
lattice data [270].
As we will see lattice results provide evidence for an infrared suppressed gluon and an infrared
enhanced ghost propagator. Thus it is natural to compare the DSE results of Ref. [49] with
lattice results available for the gluon [100,52,50] as well as for the ghost propagator [101].
These calculations use lattice versions to implement the Landau gauge condition supplemented
by different procedures to eliminate Gribov copies (at least approximately). Recently, for the
pure SU(2) lattice gauge theory, the influence of such copies of gauge equivalent configurations
present in the conventional Landau gauge, has been systematically investigated for gluons and
ghosts in [102].
Due to different normalisations, lattice sizes and, in general, differing values of the lattice cou-
pling β, it is not quite obvious that all presently available lattice data sets for the gluon prop-
agator in Landau gauge from different groups are indeed consistent e.g., compare Refs. [100]
and [52]. Since it is not possible to compare these different data sets without manipulating
their scales, we will present results only for a very recent and accurate lattice calculation for
the gluon propagator in Landau gauge. In Fig. 18 the lattice data of Ref. [50] are shown. For
comparison the DSE solution (with normalisation Z(x = 1) = 1) of Ref. [49] is also included.
The momentum scale in the results, chosen to yield αS(MZ) = 0.118 as described above, is
not used as a free parameter and is thus not adjusted. Rather, the gluon propagator for this
fixed momentum scale is plotted as a function of the invariant momentum x = k2a2 in units
of the inverse lattice spacing with a−1 = 1.9GeV from lattice phenomenology corresponding
to the value β = 6.0 for SU(3) which was used in this particular simulation. Note that these
lattice results obtained on an anisotropic 323× 64 lattice with β = 6.0 are without significant
statistical errors for momenta down to as low as 0.4 GeV. A very recent investigation [51]
using an improved action and an improved gauge fixing unambiguously demonstrates that the
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Fig. 18. The gluon renormalisation function from Dyson–Schwinger equations compared to the cor-
responding lattice data from [50].
infrared suppression of the gluon propagator is not a finite size effect. This at least indicates
towards a common trend for the gluon propagator to be very weak in the infrared. The influ-
ence of Gribov copies on these lattice calculation is as yet not entirely clear (nor is it on the
presently available DSE solutions, of course). However, the same qualitative behaviour and a
very similar quantitative behaviour, in particular in the infrared, was reported for the gluon
propagator from a lattice calculation employing the Laplacian gauge 63 in [283].
In Fig. 19 the infrared enhanced ghost propagator with normalisation such that G(x = 1) = 1
is compared to the results of Ref. [101] obtained on a symmetric 244 and a non-symmetric
163 × 32 lattice for SU(3) at β = 6.0 from Fig. 1 in Ref. [101] up to x = 1.5. Identical results
modulo finite size effects were obtained for an 84 lattice (see Ref. [101]). Again, x = k2a2
with a−1 = 2 GeV and the momentum scale in the DSE result, fixed from the Z-mass, is not
adjusted.
The data extracted from the long direction of the 163×32 lattice might indicate the existence
of a finite maximum in the ghost propagator at very low momenta. The fact that the two
lowest data points in this set lie significantly below their neighbours of the 244 lattice was
interpreted by the authors of Ref. [101] as a genuine signal rather than a finite size effect.
The reason for this being that, on the small 84 lattice, an enhancement was observed for the
63 The Laplacian gauge also reduces to the Landau gauge in the continuum, it was proposed as an
effective procedure of finding absolute minima, however [281,282].
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Fig. 19. The ghost propagator from Dyson–Schwinger equations (solid line) compared to data
from Fig. 1 in Ref. [101] for 244 and 163 × 32 lattices, and a fit of the form c/x + d/x2 (with
c = 0.744, d = 0.256) as obtained in Ref. [101] for x ≥ 2 (dashed line).
lowest point (and attributed to the finite size) in contrast to the shift downwards of the two
points from the 32 direction of the non-symmetric lattice. However, no such maximum was
observed on any of the smaller lattices. The present DSE results do not confirm the existence
of such a maximum in the ghost propagator but coincide nicely with all those data points of
the differently sized lattices that lie on a universal curve. In addition, note that the 244 and
163× 32 lattices are of roughly the same size as the asymmetric 163× 48 and 243× 48 lattices
used for the gluon propagator in Ref. [52]. Considering their estimate of finite size effects based
on deviations between different components of the gluon propagator at small momenta, one
might be led to question the significance of the maximum in the ghost propagator observed for
the one particular data set of Ref. [101] at momenta too low to yield finite size independent
results for the gluon propagator, c.f., Ref. [52], on even larger lattices.
It is quite amazing to observe that the numerical DSE solution fits the lattice data at low
momenta (x ≤ 1) significantly better than the fit to an infrared singular form with integer
exponents, DG(k
2) = c/k2+d/k4, as given in Ref. [101]. Clearly, low momenta (x < 2) were not
included in this fit, but the authors conclude that no reasonable fit of such a form is possible
if the lower momentum data is to be included. Therefore, apart from the question about a
possible maximum at the very lowest momenta, the lattice calculation seems to confirm the
existence of an infrared enhanced ghost propagator of the form DG ∼ 1/(k2)1+κ with a non-
integer exponent 0 < κ < 1. The same qualitative conclusion has in fact been obtained in
a more recent lattice calculation of the ghost propagator in SU(2) [102], where its infrared
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Fig. 20. Lattice results of the effective energy ωeff(t,p) at (ap) = 0, (2π/24, 0, 0), (2π/24, 2π/24, 0),
(4π/24, 0, 0) on a 243×48 lattice at β = 6.0 (left, Fig. 1 of Ref. [52]), andD(t,p) at (ap) = (2π/48, 0, 0)
for β = 6.8 on a 483 × 64 lattice (right, Fig. 2 of Ref. [53]).
dominant part was fitted best by DG ∼ 1/(k2)1+κ for an exponent κ of roughly 0.3 (for
β = 2.7). This also is in qualitative agreement with the SU(2) calculations of Ref. [101],
again, with the exception of one single data point for the smallest lattice momentum possible.
Furthermore, in Refs. [101,102] the Landau gauge condition was supplemented by algorithms
to select gauge field configurations from the fundamental modular region which is done to
eliminate systematic errors that might occur due to the presence of Gribov copies. 64 Thus, the
good agreement of the DSE result with these lattice calculations suggests that the existence
of such copies of gauge configurations might have little effect on the solutions to Landau
gauge Dyson–Schwinger equations. This would also help to understand the similarity of these
solutions to the qualitative behaviour obtained by Zwanziger for gluon and ghost propagators
from implications of complete gauge fixings [98,99].
Having seen that lattice data provide evidence for an infrared enhanced ghost propagator
and an infrared suppressed gluon propagator the question arises whether lattice calculations
support also the idea that the gluon propagator does violate reflection positivity. Even though
no negative D(t,p2) have been reported in the lattice calculations yet, the available results,
Refs. [100,52,53], agree in indicating that the gluon propagator is not a convex function of the
Euclidean time and thus that positivity is indeed violated for gluonic correlations. In the left
graph of Fig. 20, the result of Ref. [52] for the effective energy,
ωeff(t,p) = 〈ω〉t,p2 := −
d
dt
lnD(t,p2) , (231)
is plotted which is clearly not the monotonically decreasing function of t it would be for
a positive gluonic spectral function. Similarly, the right graph of Fig. 20 shows the result
of Refs. [53,269] for D(t,p2) together with the free propagator ∝ exp(−ωt) which for p=
64 An investigation of the effectiveness of the stochastic overrelaxation method to achieve this is given
in Ref. [102]
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Fig. 21. Left panel: Lattice result for Zq(pa), where a ≃ 2.0GeV−1 is the lattice spacing, calculated
with ma = 0.0603. Right panel: Analogous plot for the mass function. (Adapted from Ref. [284].)
(2π/(48a), 0, 0) and with periodic boundary conditions has the from
D(t) ∝ cosh(2π(t−Nt/2)/48) . (232)
The logarithmic plot again indicates quite clearly that this result is not a convex function of t.
Note that for a scale given by roughly a−1 ≃ 6GeV at β = 6.8 the lowest momentum 2π/(48a)
corresponds to about 780MeV. Using for the scale σ ≃ (300MeV)2 as in previous sections, one
can estimate that the lattice result therefore compares to a spatial momentum p2/σ ≫ 1 for
which the Fourier transform of the DSE solution, Eq. (206), is found to no longer be negative
as a function of the Euclidean times t either. The qualitative behaviour as shown in Fig. 15
is obtained for spatial momenta p2/σ < 1. The results of the lattice simulation are thus not
incompatible with the DSE solution. A closer comparison might therefore be interesting. Good
fits to the gluon data of Ref. [53] have been obtained in Ref. [269] from parameterisations based
on the two lowest order rational approximants of the scheme described in Sec. 5.4.
As noted already in Sec. 2.4.2 the Kugo–Ojima Green’s function has been calculated on the
lattice [246,142]. It is interesting to note that in these calculations also an infrared suppressed
gluon and an infrared enhanced ghost propagator have been found.
Lattice calculations of the infrared behaviour of the quark propagator are still in a very pre-
liminary stage [285–287,284]. This first data provide evidence that the quark renormalisation
function Zq(p
2) is infrared suppressed, i.e. the vector self-energy function A(p2) is infrared
enhanced, and the mass function M(p2) = B(p2)/A(p2) approaches a value of 300 ± 30MeV
at p2 = 0. The mass function M(p2) is a monotonically decreasing function of p2 and the only
surprise, if any, is given by the fact that M(p2) decreases more slowly than expected. The
results of the most recent calculations are shown in Fig. 21.
Recent lattice calculations of the running coupling are reported in Refs. [288,181] based on
the 3-gluon vertex, and Ref. [274] on the quark-gluon vertex. The non-perturbative definitions
of these couplings are related but manifestly different from the one adopted in Sec. 5.3.3. The
most recent result from the 3-gluon vertex shown in the left graph of Fig. 22, is obtained from
118
an asymmetric momentum subtraction scheme according to non-perturbatively requiring that
the transverse part of the 3-gluon vertex at the renormalisation point be given by,
ΓTµνρ(p,−p, 0) := Pµκ(p) Γκσρ(p,−p, 0)Pσν(p) (233)
ΓTµνρ(p,−p, 0)|p2=µ2 =
1
Z3/2(µ2)
2ipρ Pµν(p) . (234)
Comparing to the according k → 0 limit of the vertex as given in Sec. 5.3.2, one finds that
this corresponds to a definition of the running coupling g¯23GV as which can explicitly be related
to the one of Sec. 5.3.3 (g¯2(t, g) with t = lnµ′/µ and g := g(µ)),
g¯2(t, g2)3GV as = g¯
2(t, g2) lim
s→0
G2(s)
G2(µ′2)
(
1 − β(g¯(t, g))
g¯(t, g)
)2
, (235)
where according to Eq. (197) in Sec. 5.3.3 it was used that,
g¯2(t, g2) = g2G2(µ′2)Z(µ′2) , µ′2
d
dµ′2
(
2G′(µ′2)
G(µ′2)
+
Z ′(µ′2)
Z(µ′2)
)
=
d
dt
ln g¯(t, g2) . (236)
An inessential difference in these two definitions of the running coupling is the last factor in
brackets in Eq. (235) which is what arises typically by choosing the 3-gluon vertex instead of
the ghost-gluon vertex as is done here. This could of course be accounted for in comparing
the results of the different schemes. 65 However, the crucial difference is the ratio of ghost
renormalisation functions G(s → 0)/G(µ′2). Of course, the lowest lattice momentum used in
the calculation is not strictly zero but corresponds to some smin. However, the considerations
above show that the asymmetric scheme can be extremely dangerous if infrared divergences
occur in vertex functions as the coupled system of DSEs indicates due to the infrared en-
hancement of the ghost propagator in Landau gauge. In particular, a large numerical factor
arising from a large G(smin) should thereby result in a quite different scale ΛM˜OM for the
asymmetric scheme. The additional µ′-dependence from the ratio G(smin)/G(µ′
2) is harder to
understand. 66 Clearly, from the infrared enhanced ghost renormalisation function this scale
dependence could account for the infrared suppressed couplings which seem to be found in the
asymmetric schemes.
Similarly, the results from the quenched calculation of the quark-gluon vertex of Ref. [274]
given in the right graph of Fig. 22 are obtained from an analogous asymmetric scheme (with
the gluon momentum set to zero). It is thus expected to have the same problems in taking the
possible infrared divergences of the vertices into account which arise in both, the 3-gluon and
65Differences in these definitions should actually occur at order g6, i.e., at 3-loop level. Here they
seem to occur at two-loop level. This is likely to be an artifact of the truncation scheme in the DSEs.
66 Note that the perturbative limit, strictly speaking being all momenta spacelike and large, is never
really reached if one momentum is put to zero as in the asymmetric schemes. Therefore, one cannot
expect to recover the perturbative anomalous dimension for the vertex in the asymmetric limit
µ→∞.
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Fig. 22. Lattice results of the running coupling from the 3-gluon vertex (left, together with a 3-loop
fit, Fig. 1 of Ref. [181]), and from the quark-gluon vertex for β = 6.0 on a 163 × 48 lattice (right,
Fig. 2 of Ref. [274]).
the quark-gluon vertex, as a result of the infrared enhancement of the ghost propagator, c.f.
Sec. 5.3.2.
Furthermore, definitions of the coupling which lead to extremas at finite values of the scale
correspond to double valued β-functions with artificial zeros. If the maxima in the couplings
of the asymmetric schemes at finite scales µ = µ0, as shown in Fig. 22, are no lattice artifacts,
these results seem to imply that the asymmetric schemes are less suited for a non-perturbative
extension of the renormalisation group to all scales µ ≥ 0. Indeed, the results for the running
coupling from the 3-gluon vertex obtained for the symmetric momentum subtraction scheme
in Ref. [181] differ from those of the asymmetric scheme, in particular, in the infrared. The
suppression of the coupling seems to be much weaker if not absent in the symmetric scheme.
These results would be better to compare to the DSE solution, however, they unfortunately
seem to be much noisier thus far (see Ref. [181]).
The ultimate lattice calculation to compare to the present DSE coupling would be obtained
from a pure QCD calculation of the ghost-gluon vertex in Landau gauge with a symmetric
momentum subtraction scheme. This is unfortunately not available yet.
With regard to a later chapter, (c.f., Sec. 7.1), it is interesting to note that there exist a lattice
calculation of diquark masses [289]. Hereby the nucleon, delta, quark and diquark correlation
functions in Landau gauge are analysed in order to extract information on the spin dependence
of the quark-quark interaction. Evidence was found that the nucleon-delta mass splitting can
be attributed to the spin dependence of the interaction between quarks in a colour anti-triplet
state with spin 0 and 1, respectively. The lightest diquark excitations are observed in the S=0
channel, m0+ ≈ 620 MeV in the chiral limit. The mass of the spin 1 diquark as been estimated
to be 730 MeV. In view of a quark constituent mass of approximately 310 MeV as found in
the same calculation, however, no evidence for a deeply bound diquark state has been found.
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6 Mesons as Quark-Antiquark Bound States
Mesons are bound states of quarks and antiquarks. Hereby the pions as (would-be) Goldstone
bosons of the dynamically broken chiral symmetry play a special role. Resolving this dichoto-
mous nature of the pions provides a strong constraint on an unified description of mesons.
In the chiral limit quarks acquire a dynamical (constituent) mass. Then a method is required
which respects chiral symmetry such that the pions become massless bound states. Phrased
otherwise, the binding energy between quarks and antiquarks in the pion channel has to match
exactly two times the constituent quark mass. Therefore, only a fully Lorentz covariant scheme
can yield a satisfactory description of pions. We will see in this chapter that this is indeed
possible.
6.1 Bethe–Salpeter Equation for Mesons
Applications of the QCD propagators in Bethe–Salpeter (BS) equations [290] have progressed
during the last few years considerably. One caveat has to be mentioned, however. Almost
all of these investigations rely on the rainbow-ladder approximation of the systems of DSEs
and BS equations. One important exception will be discussed in detail in Sec. 7.1 where it
is exemplified how the rainbow-ladder scheme provides for an approximation that can far
more reliably be used in pseudoscalar and vector meson calculations than can in diquark
calculations. Nevertheless, including a non-trivial quark-gluon vertex function in a way that
preserves constraints from both, gauge invariance and chiral symmetry is highly desirable but
nobody succeeded yet in such an undertaking. In Ref. [291] a general scheme for a consistent
treatment of DSEs and BS equations has been formulated, however, it has not been realized
with a realistic quark-gluon vertex constructed from the Slavnov–Taylor identities. Therefore,
in the following subsections we discuss the generalised ladder BS equation, i.e., employing
dressed propagators, for mesons.
6.1.1 Derivation of the Ladder Bethe–Salpeter Equation
The important step in the derivation of the homogeneous BS equation from the inhomogeneous
one is to realize that two-particle bound states can be identified through the occurrence of poles
in the corresponding four-point Green’s function. From the homogeneous BS equation which
assumes the form of an eigenvalue problem in the ladder approximation one can determine
the bound state masses and covariant wave functions. Hereby the bound state mass has to
be tuned such that the BS eigenvalue equals the given value of the coupling constant. The
covariant wave functions are then determined as the eigenfunctions of the system.
Restricting ourselves to the rainbow-ladder approximation the fermion-antifermion BS equa-
tions for QED and QCD are identical up to straightforwardly computable colour algebra fac-
tors. Thus the derivation presented in this section is equally valid for QED and QCD. Hereby
the starting point is the generating functional as given in Sec. 2.1. In Sec. 3.3 we have already
discussed an inhomogeneous BS equation. The derivative of the effective action ΓQED with
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respect to the gauge boson, the fermion and the antifermion fields defines the fermion-photon
vertex (79) whose DSE (116) is the inhomogeneous BS equation:
Γµ(q, p) = Z2γµ +
∫
d4l
(2π)4
S(q + l)Γµ(q + l, p+ l)S(p+ l)K(p + l, q + l, l) . (116)
The kernel K is defined as the sum of all (amputated) contributions which are two-particle
irreducible in the s-channel. Its perturbative expansion is pictorially represented in Fig. 6.
As described in Sec. 3.3 the transverse part of the quark-photon vertex has a pole at mo-
menta corresponding to the vector meson mass. Of course, one can derive inhomogeneous BS
equations for the scalar, pseudoscalar, axialvector and tensor channel of the quark-antiquark
bound state. These vertex functions will have poles related to the respective meson masses.
This property can be exploited to derive the homogeneous BS equation.
In order to keep the following discussion as transparent as possible we will demonstrate the
underlying principle using scalar fields. We assume to deal with three types of scalar fields.
The two constituents are supposed to have masses m1 and m2 and self-energies Σ1 and Σ2.
The four-point function G(4) (x1, x2, y1, y2) describing the scattering of these two constituents
fulfils the inhomogeneous Bethe–Salpeter equation(
(∂µ∂
µ)x2 +m
2
2 − Σ2
) (
(∂µ∂
µ)x1 +m
2
1 − Σ1
)
G(4) (x1, x2, y1, y2) = (237)
δ(4) (x1 − y1) δ(4) (x2 − y2) + δ(4) (x1 − y2) δ(4) (y1 − x2)
+
∫
d4z1d
4z2K (x1, y1, z1, z2)G
(4) (z1, z2, y1, y2) .
Note that the introduction of the relative coordinate x = x1−x2 allows an arbitrary parameter
ηP ∈ [0, 1] in defining the coordinate X = ηPx1 + (1 − ηP )x2 which, after transforming to
momentum space, results in the corresponding momenta
p1 = ηPP + p and p2 = (1− ηP )P − p (238)
for the constituents expressed in terms of the total and relative momenta, P and p, respectively.
Fourier transforming Eq. (237) leads to
∫
d4p′
(2π)4
[D (p, p′, P ) +K (p, p′, P )]G(4) (p′, p′′, P ) = δ(4) (p− p′′) , (239)
where
D (p, p′, P ) := (2π)4 δ(4) (p− p′)
(
G
(2)
1
)−1
(p1)
(
G
(2)
2
)−1
(−p2) (240)
is defined in terms of the inverse two-point Green’s functions of the constituents.
The crucial step from the inhomogeneous to the homogeneous Bethe–Salpeter equation con-
sists in assuming the existence of a bound state of mass M which is represented by a pole
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=Fig. 23. Pictorial representation of the homogeneous Bethe–Salpeter equation in the ladder approxi-
mation.
contribution in the total momentum of the four-point Green’s function at on-shell momenta
Pos, with P
2
os = −M2. For positive energies P 0 > 0 this contribution is of the form,
G(4) (p, p′, Pos) =
−i
(2π)4
χ (p, Pos) χ¯ (p
′, Pos)
2ω (P 0 − ω + iǫ) + reg. terms, ω :=
√
P2 +M2 . (241)
Here we introduced the definition of the Bethe–Salpeter amplitudes
χ (x1, x2, P ) := 〈0 |T {Φ (x1) Φ (x2)}|P 〉 ,
χ¯ (x1, x2, P ) :=
〈
0
∣∣∣T {Φ† (x1) Φ† (x2)}∣∣∣P〉 , (242)
together with their Fourier transforms
χ (x1, x2, P )=: e
−iPX
∫
d4p
(2π)4
e−ipxχ (p, P ) ,
χ¯ (x1, x2, P )=: e
+iPX
∫
d4p
(2π)4
e−ipxχ¯ (p, P ) . (243)
Hereby |0〉 denotes the ground state (vacuum) and |P 〉 the bound state. Close to the pole the
regular terms can safely be neglected and the dependence of the four-point function on the
relative momenta p and p′ can be separated. Expanding G(4) and [D −K] in the inhomoge-
neous Bethe–Salpeter equation in powers of (P 0 − ω) yields the homogeneous Bethe–Salpeter
equation and the normalisation condition for the amplitude. The order (P 0 − ω)−1 provides
∫ d4p′
(2π)4
[D (p, p′, Pos) +K (p, p′, Pos)]χ (p, Pos) = 0, (244)
whereas to O
(
(P 0 − ω)0
)
one obtains
∫ d4p
(2π)4
d4p′
(2π)4
tr
(
χ¯ (p, Pos)
∂
∂P 0
(D (p, p′, P ) +K (p, p′, P ))
∣∣∣∣∣
P 0=ω
χ (p′, Pos)
)
= 2iω. (245)
This ensures the residue to be equal to 1 at the bound state pole.
The homogeneous Bethe–Salpeter equation (244) is a linear integral equation for the am-
plitude χ whose overall normalisation is fixed by (245). Approximating the kernel by the
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one-boson-exchange depicted in the first diagram of Fig. 6, Eq. (244) can be cast into an
eigenvalue problem for the coupling constant by using the vertex function Γ (p1, p2) instead of
the amplitude:
χ (p, P ) =: G1 (p1)G2 (p2) Γ (p1, p2) . (246)
In the context of BS equations it is advantageous to use the total and relative momenta, see
Eq. (238), as arguments of the vertex functions, Γ (p1, p2) → Γ (p;P ). The homogeneous BS
equation (244) in terms of the vertex function then reads
Γ (p;Pos) = −
∫
d4p′
(2π)4
K (p, p′, Pos)G1 (p′1)G2 (p
′
2) Γ (p
′;Pos) . (247)
In the ladder approximation the kernel K is essentially given by the propagator of the ex-
changed particle multiplied by one coupling constant g for each vertex, i.e., by g2. On in-
spection one finds that (247) is an eigenvalue problem for g2, if the G1 and G2 are the bare
propagators of the constituents. The ladder approximation to the BS equation is pictorially
represented in Fig. 23. If a parameter pair (g2, P 0 = M) exists the pole assumption is a pos-
teriori justified and M is the bound state mass with χ being the corresponding amplitude
(wave function) as can be inferred from Eq. (241) which reflects, of course, nothing else than
the Lehmann representation of the four-point function.
The description of mesons, and especially the one of pions, requires to use a generalised ladder
approximation: The intrinsically non-perturbative nature of bound-state problems, and the
complex structure of the QCD vacuum, necessitates that one employs non-perturbative gluon
and quark propagators in the BS equation kernel. There have been many studies of meson
spectroscopy using this framework; summaries can be found in Refs. [28–30]. Typically, such
studies employ an Ansatz for a dressed gluon propagator in solving a rainbow-approximate
quark DSE, and then pair the input gluon propagator with the calculated quark propagator to
construct the non-perturbatively dressed kernel for the meson BS equation in ladder approxi-
mation. The resulting BS equation is then solved to obtain the spectrum. This rainbow-ladder
truncation scheme has the feature that Goldstone’s theorem is manifest; i.e., in the chiral
limit, when the current quark mass mq = 0, the pion is a zero-mass bound state in strongly
dressed quark-antiquark correlations [292]. As we will see in the following, with few-parameter
models for the gluon propagator, this can be used to provide fair descriptions of the light-light,
light-heavy and heavy-heavy meson spectra and decays.
In order to simplify notations we introduce “multiple indices” E = {ic, if , iD} associated with
the colour, the flavour and the Dirac structure of an amplitude. The homogenous BS equation
for the vertex function ΓM , the subscript M denoting meson, then reads:
ΓEFM (p;P ) = (248)∫
d4k
(2π)4
KEF ;GHM (k, p;P )
(
S(k +
1
2
P )ΓM(k;P )S(k − 1
2
P )
)GH
,
where we have symmetrised the momenta of the quark legs for reasons which will become
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clear soon. The rainbow approximation is obtained from inserting a bare quark gluon vertex
(Γµ(k, p) ≡ γµ) into the quark DSE. Corresponding to this, the generalised ladder approxima-
tion consists of employing
KEF ;GHM (k, p;P )
(
S(k +
1
2
P )ΓM(k;P )S(k − 1
2
P )
)GH
(249)
≡ −g2Dµν(p− k)
(
γµ
λa
2
S(k +
1
2
P )ΓM(k;P )S(k − 1
2
P )γν
λa
2
)EF
for the kernel in Eq. (248). This form of the kernel, the dressed-ladder gluon exchange combined
with the solution to the rainbow quark DSE, preserves the Goldstone boson character of the
pion. One observes that, in the chiral limit mq = 0, the meson BS equation (248) is obtained
from the rainbow DSE for the quark self-energy (defined by S−1(p) =: iγ · p+ Σ(p)),
Σ(p)=mq + g
24
3
∫
d4k
(2π)4
γµ S(k) γν Dµν(p− k), (250)
upon replacing
γµ S(k) γν → γµ S(k + P/2) ΓM(k, P )S(k − P/2) γν . (251)
Straightforward algebraic manipulations then reveal that the BS equation in the pseudoscalar
channel for P = 0 is identical to the equation for the scalar quark self-energy, i.e., to its
chirally non-invariant dynamical contribution [292]. 67 The derivation of this can equivalently
be based on the observation that in the chiral limit the vertex function of a pion, with flavour
index a and vanishing momentum P = 0, must be proportional to the result of an infinitesimal
chiral rotation of the quark self-energy,
Γa(p, P = 0) ∝ −i d
dαa
(
eiα
b 1
2
τbγ5Σ(p)eiα
c 1
2
τcγ5
)
αa=0
=
1
2
τa{γ5,Σ(p)} . (252)
In the chiral limit the dynamical breaking of chiral symmetry is therefore always accompanied
by a massless bound state in the pion channel within the rainbow-ladder scheme.
Before we are going to discuss the solutions of the ladder BS equations for the ground state
mesons two comments on general properties are, however, in order.
6.1.2 Solutions of the Ladder Bethe–Salpeter Equation in Minkowski Space
An Euclidean formulation is used throughout this review which, as described in the beginning
of Chapter 2, has its justification in the fact that the domain of holomorphy for the Green’s
function of a quantum field theory (fulfilling the usual axioms) allows a complex extension
67 An extension of this constructive way to preserve the Goldstone boson character of the pion will
be presented in Sec. 7.1.1.
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Fig. 24. Plot of the complex p2 plane. The interior of the parabola shows the subset of the complex
plane where the BS equation ’probes’ the propagators of the constituents.M is the mass of the bound
state and η is the momentum partitioning parameter.
of the Euclidean space. The on-shell momenta of bound states introduced in the last section
are time-like and have to be represented as complex four-vectors in an analytically continued
Euclidean formulation. Being justified formally, at least for quantum field theories without
complications like confinement, there are inherent practical difficulties, however. Looking at
Eq. (248) one realizes that the quark propagators have to be known in a parabolic region
of the complex p2-plane. This region contains the positive real (half-)axis of space-like p2,
and it extends to p2 = −M2/4 on the negative real axis with its boundary intersecting the
imaginary axis at p2 = ±iM2/2, see Fig. 24. (This does, of course, depend on the momentum
partitioning parameter ηP , e.g., its extend into the time-like region is p
2 = −M2η2P for one
and p2 = −M2(1 − ηP )2 for the other constituent, such that ηP = 1/2 is the best choice to
minimise this complex domain for both quark propagators.) If the kernel of the quark DSE,
i.e., in rainbow approximation the gluon propagator, is a known analytic function in this
parabolic region it is possible to solve the BS equation without further approximation, see
Sec. 6.2 for a discussion of such calculations. If the kernel of the quark DSE is known only
numerically at certain momenta, e.g., on the space-like p2-axis, however, or if singularities
occur in this parabolic region (note that it always contains the point p2 = 0 for example), or
if both is the case, a reliable numerical evaluation of the integration kernel in the BS equation
is virtually impossible.
Thus a solution of the DSE directly in Minkowski space might provide some new insight.
Rewriting the integrals in the fermion DSE in rainbow approximation with the help of disper-
sion relations it is possible to solve this equation directly in Minkowski space [293]. However,
for the extraction of the imaginary part it has been a necessary prerequisite that the analytic
structure of the kernel is known explicitely. In Ref. [293] either a bare gauge boson propa-
gator or a bare gauge boson propagator multiplied with a logarithmically running coupling
has been used. Of course, the obtained results are in accordance with the one obtained from
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the Euclidean DSE. Another Minkowski space study of DSEs is employing the perturbation
theory integral representation (see below) in scalar φ3 theory [294]. This work is, however, still
unpublished.
In Refs. [295,296] the ladder BS equation for a scalar-scalar bound state with scalar exchange
has been solved in Minkowski space using the perturbation theory integral representation
[297]. This representation is an extension of the spectral representation for two-point Green’s
functions. Hereby, for the relatively simple kernels tested so far, the results for bare and
dressed ladder kernels are in complete agreement with the results obtained from an Euclidean
approach and Wick rotation. The main advantage of this method would, however, become
vital when using non-ladder kernels. Note that beyond ladder approximation the naive Wick
rotation is not possible, i.e., one has to choose much more complicated integration contours.
Furthermore, the method is quite general and it is also applicable if a Wick rotation is not
possible at all. Also in these cases it could provide the vertex function and the amplitude for
the entire range of allowed momenta. Therefore, progress in this direction would be highly
desirable.
6.1.3 (In–)Consistency of the Relativistic Description of Excited States
At first sight the BS equation seems very suited to describe excited states. Interpreting the
spectrum of the homogeneous BS equation is, however, far from being trivial [298]. Common
to the analytical 68 and the numerical solutions is the existence of abnormal states which have
led to controversial discussions regarding their physical interpretation [299–301]. Even worse,
for the case of constituents with unequal masses some eigenvalues of the homogeneous Bethe–
Salpeter equation become complex [302,303]. Clearly, such a behaviour is unexpected and has
to be understood. It has been usually attributed to the use of the ladder approximation [299]
which destroys crossing symmetry from the very beginning. This conjecture in its strict form
is, however, refuted: Going beyond ladder approximation and employing also crossed ladder
exchanges the abnormal states still exists [304]. In this section we will provide evidence that
the use of a dressed ladder kernel is absolutely required if one wants to interpret the spectrum
of the BS equation [298].
The abnormal solutions are “excitations in relative time”. They will obviously not appear in a
purely non-relativistic treatment where the constituents are considered for equal times only. 69
In the Wick–Cutkosky model [299,300] with constituents of equal masses m1 = m2 = m these
abnormal states are easily identified: They only exist for certain values of the coupling constant
(λ := g2/16π2m2 > λc = 1/4). If the binding energy becomes very small the corresponding
coupling constant λ vanishes for the normal solutions, i.e. λ → 0, whereas λ → λc = 1/4
68 The only analytically solvable example of a BS equation is the one for two (massive) scalar particles
bound by the ladder approximation to the exchange of a massless scalar field [299–301]. Despite its
relative simplicity as compared to realistic systems this model, the Wick–Cutkosky model, displays
already the advantages (e.g., full covariance) as well as the shortcomings (e.g., the existence of
abnormal states) inherent to almost all Bethe–Salpeter based approaches used until today.
69 However, not all abnormal solutions necessarily vanish in a three-dimensional reduction of the BS
equation [305]. On the contrary, the spectrum of a three-dimensionally reduced equation will contain
remnants of these abnormal states.
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M,µ symmetry group BS amplitude
M = 0, µ = 0 O (5) χ ∝ Znklm (Ω5)
M = 0, µ 6= 0 O (4) χ ∝ Zklm (Ω4)
M 6= 0, µ = 0 O (4) χ ∝ Zklm (Ω4)
M 6= 0, µ 6= 0 O (3) χ ∝ Ylm (Ω3)
µ→∞ O (4) χ ∝ Zklm (Ω4)
Table 1
Summary of the symmetries of the scalar BS equation in ladder approximation. µ denotes the mass
of the exchange particle and M is the Mass of the bound state. The functions Z (or Y ) denote the
spherical harmonics for the corresponding n-sphere Ωn. (Adopted from Ref. [298].)
for the abnormal states. The latter behaviour is completely unexpected, a vanishing binding
energy should be related to no coupling at all. It can be shown that in this model the abnormal
solutions possess nodes when plotted as functions of the relative time. For all normal solutions,
including the ground state, there are no nodes in relative time. It has to be noted, however,
that for a general BS equation there is no known method to identify abnormal states.
The appearance of complex eigenvalues is related to a crossing of an abnormal with a normal
(or abnormal) state [298]. Therefore, this problem is related to the existence of abnormal
states. It occurs for a wide range of parameters. Increasing the mass of the exchange particle
the higher lying eigenvalues tend to become real again. This can be understood from the fact
that for an infinitely heavy exchange particle the BS equation assumes an O(4) symmetric
form as in the case of a massless exchange particle, see also Table 1 which summarises the
symmetries of the scalar ladder BS equation. It is interesting to note that the ladder BS
spectrum of QED also shows such a phenomenon [298]. First, one has to note that for QED in
Feynman gauge there exists a continuum of solutions for α = e2/4π > π/4 := αc [306]. Using
a finite mesh for the numerical calculation this continuum of eigenvalues 70 is represented by
discrete eigenvalues which become more dense for a finer mesh. In this continuum there are
abnormal states and there occur crossings between these states, i.e., complex eigenvalues. 71
70 This continuum of eigenvalues sould be not confused with a physical continuum, i.e., the existence
of scattering solutions. Here we are discussing the formal spectrum of the BS equation. The Gold-
stein continuum discussed here would imply (if taken at face value) that for all couplings α > π/4
normalizable solutions with any bound state mass between zero and two times the constituent mass
should exist.
71 The existence of complex eigenvalues has also been observed for an axialvector state in the ladder
BS equation of 2+1-dimensional QED with one four-component flavour, i.e., in the confining phase
[307]. The poles of the fermion propagator (calculated in the corresponding rainbow approximation)
come in complex conjugate pairs thereby signaling violation of positivity. It is suggestive that the
complex eigenvalues of the BS equation appear for values of the fermion bare mass m for which
−Re(p2pole) > Im(p2pole) as can be infered by comparing Table I in Ref. [308] with Table II in Ref.
[307]. On the other hand, in the non-relativistic limit m ≫ e2 this state exists again and becomes
degenerate with the positive parity scalar state. Furthermore, in Ref. [307] unnatural parity states
have been observed. It is quite likely that these states are abnormal states, i.e., excitations in relative
time.
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The important point to notice is that the scalar model possesses a critical coupling beyond
which the one-particle propagators are not renormalizable [309,298]. For acceptable values of
the coupling no abnormal solutions to the BS equation exists. As for quenched QED one has
to notice that the critical value of the coupling for DBχS is αc = π/4 in Feynman gauge.
Furthermore, from the discussion in Sec. 4.3 it is clear that in quenched QED in rainbow
approximation no finite mass solution for the fermion DSE exists for values of the coupling
exceeding the critical one. On the other hand, for couplings below the critical coupling no
abnormal states appear in the spectrum of the BS equation. Therefore, these two examples
provide evidence that there is no problem with abnormal states as long as one applies the BS
equation only for values of the coupling constant where the underlying theory is renormalizable
and the full renormalized two-point functions are well-defined [298]. The important warning
to keep in mind, however, is: Calculating excited states from the BS equation (or from a three-
dimensional reduction of it) one first has to clarify the issue of abnormal states. On the other
hand, the use of the BS equation for the corresponding ground states is quite safe.
6.2 Ground State Mesons
6.2.1 The Goldstone Boson Sector
Pions (and kaons) are very special. First of all, they are the lightest hadrons and therefore play
a significant role in nuclear physics as they provide the long-range part of the nucleon-nucleon
interaction. Furthermore, they are produced in almost all reactions involving hadrons ranging
from intermediate energy electron-nucleon to ultrarelativistic heavy ion collisions. As stated
already in the last section their low mass can be understood from the approximate chiral
symmetry of QCD. Furthermore, symmetry considerations provide the BS amplitude in the
chiral limit, see Eq. (252). However, in the real world with explicit current quark masses the
situation is much more complex as revealed by the up to now most complete study of the pion
and kaon BS amplitudes [275].
The considerations in the last section demonstrated that the quark self-energy has to be
determined first. Identical kernels of the quark rainbow DSE and the meson ladder BS equation
have hereby to be chosen. The authors of Ref. [275] employed a model kernel of the form
4πα(k2)/k2 with
α(k2) = 2π3Dk2δ(4)(k) + πD
k4
ω6
e−k
2/ω2 +
πγm(1− exp(−k2/4m2t )
1
2
ln
[
τ +
(
1 + k2/Λ2QCD
)2] (253)
where γm =
12
33−2Nf =
12
25
is the anomalous dimension of the quark mass (Nf = 4 has been
used in Ref. [275]), and a value of Λ
Nf=4
QCD = 0.234GeV has been assigned. The parameter
τ = e2 − 1 is chosen such that the perturbative Landau pole is screened and the denominator
of the last term in Eq. (253) becomes identical to one as k2 vanishes. Obviously, this last term
is proportional to k2 for low momenta and identical to the known 1-loop behaviour at large
k2. The parameter mt has hereby been fixed to be mt = 0.5GeV. The second term is modelled
to provide interaction strength at intermediate momenta of a few hundred MeV. To achieve
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this, values ω = 0.3GeV and D = 0.781GeV2 have been used in Ref. [275]. The first term,
being a delta function (adopted from Ref. [271]), leads to a quark propagator with complex
conjugate poles, i.e., to a positivity violating one. Choosing at a scale of 1 GeV the current
masses to be m1GeVu/d = 5.5MeV , m
1GeV
s = 130MeV “Euclidean” constituent masses of 560
MeV for up/down and 700 MeV for strange quarks are obtained.
The ladder BS equation in the pseudoscalar channel is an eigenvalue equation for the vertex
function. This vertex function does not only involve a pseudoscalar term as in Eq. (252) but
has the general form [310]
ΓH(k;P )=T
Hγ5
[
iEH(k;P ) + γ · PFH(k;P ) (254)
+ γ · k k · P GH(k;P ) + σµν kµPν HH(k;P )
]
,
where TH is the flavour Gell–Mann matrix for the meson H , e.g., TK
+
= 1
2
(λ4 + iλ5). For
bound states with equal mass constituents the scalar functions EH , FH , GH and HH are even
under k ·P → −k · P . In general, the subleading Dirac components of ΓH(k;P ) and therefore
the functions FH(k;P ), GH(k;P ) and HH(k;P ) are nonzero.
To understand the relation of these functions to the quark propagator one considers the renor-
malised axial-vector Ward–Takahashi in the chiral limit
− iPµΓH5µ(k;P ) = S−1(k + P/2)γ5
TH
2
+ γ5
TH
2
S−1(k − P/2) . (255)
In the chiral limit the axial-vector vertex has the form
ΓH5µ(k;P )=
TH
2
γ5
[
γµFR(k;P ) + γ · kkµGR(k;P )− σµν kν HR(k;P )
]
(256)
+ Γ˜H5µ(k;P ) + fH
Pµ
P 2
ΓH(k;P ) ,
where FR, GR, HR and Γ˜
H
5µ are regular as P
2 → 0. Note that PµΓ˜H5µ(k;P ) ∼ O(P 2), and
ΓH(k;P ) is the pseudoscalar BS amplitude of Eq. (254). The residue of the pseudoscalar pole
in the axial-vector vertex is fH , the leptonic decay constant of the meson H . The chiral limit
axial-vector Ward–Takahashi identity (255) implies,
fHEH(k; 0)=B(k
2) , (257)
FR(k; 0) + 2 fHFH(k; 0)=A(k
2) , (258)
GR(k; 0) + 2 fHGH(k; 0)= 2A
′(k2) , (259)
HR(k; 0) + 2 fHHH(k; 0)= 0 , (260)
where A(k2) and B(k2) are the quark propagator functions. Note that Eq. (257) is identical to
Eq. (252). Surprisingly, these equations, however, imply that the subleading Dirac structures
are non-vanishing in the chiral limit.
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Fig. 25. An illustration of the realisation of the identities Eqs. (257) and (258), which are a nec-
essary consequence of preserving the axial vector Ward-Takahashi identity. Shown is f0EH(k; 0)
(GeV, solid line); FR(k; 0) (dimensionless, dashed line); f
0FH(k; 0) (dimensionless, dotted line);
and FR(k; 0) + 2 fHFH(k; 0) (long-dashed line). In each curve the plotted points represent the
right-hand-side of these equations as obtained in the solution of the chiral-limit quark DSE: B(k2)
(GeV, ◦); A(k2) (dimensionless, ⋄). (Adapted from Ref. [275].)
The BS equation has been solved in Ref. [275] by a direct numerical solution of the multidi-
mensional integral equation and by employing an expansion of the functions E, F , G and H in
Chebyshev polynomials in k · P/√k2P 2. This expansion converges quickly, and two moments
are sufficient to obtain an accurate solution. This is also seen from the fact that physical
observables calculated with theses solutions are independent of the arbitrary momentum par-
titioning parameter ηP , see Eq. (238). Note that this has been considered problematic in older
studies of the BS equation [311] where only the leading order Chebyshev moments have been
kept in the numerical solution.
The Goldstone boson character of the flavour-nonsinglet pseudoscalar has been made explicit in
the BS description as relativistic QCD bound states. Hereby the axial-vector Ward–Takahashi
identity is the key to realize the importance of the non-leading Dirac invariants in the pseu-
doscalar BS amplitudes [275,312,313]. This axial-vector Ward–Takahashi identity is in turn
then seen in the numerical solution, see Fig. 25. Thus we summarise this subsection by stating
that reliable BS amplitudes for pions and kaons are available, c.f., also the 3rd column in Table
2 below for the corresponding masses and decay constants. As we will see in the following this
is very helpful for calculating observables in hadronic processes.
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6.2.2 A Dynamical η′ Mass
In the preceding subsection the flavour-singlet pseudoscalar meson, the η′, has not been con-
sidered. Of course, due the anomalous breaking of the UA(1) chiral symmetry the η
′ is not a
Goldstone boson.
More than twenty years ago Kogut and Susskind pointed out that for dimensional reasons a
non-vanishing contribution to the mass of the pseudo-scalar flavour-singlet meson in the chiral
limit can result from its mixing with two non-perturbatively infrared enhanced gluons, corre-
sponding to a momentum space propagator D(k) ∼ σ/k4 for k2 → 0 [314]. The identification
of the string tension σ shows that effects due to infrared enhanced gluons can be expected to
be complementary to instanton models. In particular, a description of the η–η′ mixing driven
by the string tension [315,316], provides an interesting alternative to the standard solution of
the UA(1) problem by instantons.
Phenomenologically, this mixing is described by the η8 − η0 mass matrix [317,318],
1
2
(η8 η0)

4
3
m2K − 13m2π 23
√
2(m2π −m2K)
2
3
√
2(m2π −m2K) 23m2K + 13m2π + 2Nff20 χ
2


η8
η0
 (261)
where the screening mass in the flavour-singlet component, m20 := 2Nfχ
2/f 20 , is given by a
non-vanishing topological susceptibility,
χ2 :=
g2
(32π2)2
∫
d4x 〈G˜G(x) G˜G(0)〉 with (262)
G˜G = ǫµνρσ2∂µ tr(Aν∂ρAσ − ig2
3
AνAρAσ) .
In the Instanton Liquid Model the topological susceptibility, given by the density of instantons,
is χ2 ≈ 1fm−4, and the mass eigenvalues are mη ≈ 530MeV, mη′ ≈ 1170MeV together with
a mixing angle of θ ≈ −11.5◦ [319]. This has to be compared with the experimental values
mη = 547MeV and mη′ = 959MeV.
Recently, indirect SU(3) flavour breaking in the pseudoscalar meson mass matrix has been
considered [320], i.e., the assumption that the topological susceptibility leads only to a flavour-
singlet component of the mass matrix has been relaxed. Hereby, the corresponding “weakening”
parameter in the strange sector, X = 0.663, has been determined from the two-photon am-
plitudes π0, η, η′ → γγ calculated in a DSE based approach (see also Sect. 6.2.5 below). The
corresponding results are mη = 588MeV, mη′ = 933MeV and θ = −13.4◦. One sees that this
indirect flavour symmetry breaking improves the agreement with the phenomenological η and
η′ masses considerably. On the other hand, as this effect is of quantitative importance only,
we will ignore it in the rest of this section and discuss the qualitative features.
To explore the effect of infrared enhanced quark interactions, one concentrates on the mixing
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Fig. 26. The diamond diagram Π(P 2). (A factor 2 arises from crossed gluon exchange.)
of the flavour-singlet pseudo-scalar with two uncorrelated gluons. According to the Kogut–
Susskind argument, for infrared enhanced gluons ∼ σ/k4, the corresponding diagram, see
Fig. 26, can contribute to the topological susceptibility for the meson momentum P → 0.
Of course, this diagram is not the only one capable of providing such a contribution [321],
however, the consideration of this leading term should be sufficient to demonstrate the effect
qualitatively and to provide a semi-quantitative estimate. To explore the Kogut–Susskind
conjecture, the following model interaction for quarks in the Landau gauge has been used in
Refs. [315,316],
g2Dµν(k) = Pµν(k)
(
8πσ
k4
+
16π2/9
k2 ln(e+ k2/Λ2)
)
. (263)
The second term, subdominant in the infrared, was added to simulate the effect of the leading
logarithmic contribution of perturbative QCD for Nf = 3. As mentioned at the beginning of
this chapter, a quark interaction of the form (263) can, strictly speaking, not arise from gluons
alone in Landau gauge, since the product g2Dµν is not renormalisation group invariant for any
finite number of flavours or colours. Even though this is assumed in the Abelian approximation,
ghost contributions do implicitly enter in the RG invariant interaction by the dressing of the
quark-gluon vertex function as has been discussed in previous chapters.
From the axial anomaly, the quark triangle Γabµν in Fig. 26 has the limit,
P → 0 , k2 = 0 : Γabµν → δabǫµνρσ kρP σ
√
Nfg
2
f08π2
, (264)
with f0 being the flavour-singlet decay constant. This model independent form, determining
the coupling of two gluons to the pseudoscalar flavour-singlet bound state in the infrared, is
particularly suited for the present calculation, since the contribution to χ2 is obtained from
P → 0, and since the gluon interaction (263) weights the integrand so strongly in the infrared
(∼ σ/(k ± P/2)4). With this, all contributions containing ultraviolet dominant terms of the
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interaction (263) vanish for P → 0, and one obtains [315,316],
m20 = lim
P 2→0
Π(P 2) =
2Nf
f 20
χ2 =
3Nf
f 20
σ2
π4
. (265)
The phenomenological string tension σ = 0.18GeV2 and f0 ≈ fπ = 93MeV thus yield m20 ≈
0.346GeV2, and the physical mass eigenstates are, mη′ ≈ 810MeV and mη ≈ 430MeV, with
a corresponding mixing angle θ ≈ −30◦. Furthermore, using f 20 ≃ f 2π(1 + Π′(P 2)|P 2→0) with
Λ ≈ 500MeV in (263), one obtains an additional contribution to the decay constant of the
flavour-singlet of about 30% as compared to the pion [315].
As these values are reasonably close to experiment, one might conclude that the UA(1)-anomaly
can be encoded in the infrared behaviour of QCD Green’s functions. Whether the Kogut–
Susskind mechanism or the instanton based solution to the UA(1) problem is realized in nature,
can be assessed from their respective temperature dependences. If the origin of the η′ mass is
predominantly due to instantons, the η−η′ mixing angle is expected to vary exponentially with
temperature, leading to a significant change of η and η′ production rates in relativistic heavy
ion collisions [322]. On the other hand, lattice calculations indicate that the string tension is
almost temperature independent up to the deconfinement transition. This offers the possibility
to study the physics of the UA(1) anomaly experimentally.
6.2.3 An Unified Description of Light and Heavy Mesons
In Sec. 3.3 we have described a solution for the DSE of the quark-photon vertex function and
remarked that its transverse part possesses a pole at the vector meson mass [185]. Following
the derivation of the homogenous BS equation it is quite obvious then that the transverse
part of the quark-photon vertex fulfils Eq. (248). As stated in Sec. 3.3, in general, twelve
independent Dirac tensors are needed to describe a vector vertex, four of them can be chosen
to be longitudinal with respect to the photon and/or vector meson momentum leaving eight
independent transverse terms. For a physical on-shell vector meson the corresponding BS
vertex function is transverse, (
PµΓ
V
µ (p;P )
)
P 2=−m2
V
= 0. (266)
Therefore, eight independent functions have to be determined in the solution of the vector
meson BS amplitudes [310]:
ΓVµ (p;P ) =
8∑
i=1
Fi(p
2, p · P ;P 2)T iµ(p;P ) = γTµF1(p2, p · P ;P 2) + . . . , (267)
where γTµ = γµ−Pµ (P · γ) /P 2 is the transverse projection of the four-vector γµ. Not surpris-
ingly, the amplitude F1 is quantitatively the most important one [323].
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experiment ω = 0.3GeV ω = 0.4GeV ω = 0.5GeV
(estimates) Ref. [275] D = 1.25GeV2 D = 0.93GeV2 D = 0.79GeV2
- 〈q¯q〉0µ=1GeV (0.236GeV)3 (0.241GeV)3 0.242 0.241 0.243
mu=dµ=1GeV 5 - 10 MeV 5.5 MeV 5.54 5.54 5.35
msµ=1GeV 100 - 300 MeV 130 MeV 124 125 123
mπ 0.1385 GeV 0.1385 0.139 0.138 0.138
fπ 0.1307 GeV 0.1307 0.130 0.131 0.131
mK 0.496 GeV 0.497 0.496 0.497 0.497
fK 0.160 GeV 0.154 0.154 0.155 0.157
Table 2
Calculated values of the properties of light pseudoscalar mesons for the parametrisation of the
effective coupling (268), using three different parameter sets, and also for the parametrisation of
Ref. [275]. (Adapted from Ref. [323].)
The study in Ref. [323] uses a kernel very similar to the one used Ref. [275], only the delta-
function has been omitted, i.e.,
α(k2) = πD
k4
ω6
e−k
2/ω2 +
πγm(1− exp(−k2/4m2t )
1
2
ln
[
τ +
(
1 + k2/Λ2QCD
)2] , (268)
and ω and D are treated as free parameters. Please note that the coupling (268) is vanishing
in the extreme infrared. On the other hand, it is very strongly enhanced for momenta p2 ≈ ω2.
Table 2 (adapted from Ref. [323]) shows that pion and kaon masses are described also very
well.
In Ref. [323] it has been found that only five of the eight covariants are important for the vector
meson masses and decay constants, see Table 3. (Two warnings are here in order. First, the
relative importance of amplitudes depends in general on the observable under consideration.
Second, in an other basis for the eight independent covariants the number of relevant covariants
might be different.) Furthermore, for the ρ and the φ meson the truncation to the leading
Chebyshev moment leads to very similar results. It is also interesting to note that the leading
amplitudes for the ρ are surprisingly akin to the ones for the pion (i.e., Eπ which is related to
the scalar part of the quark self-energy in the chiral limit). Up to now it is unknown whether
this is a more general relation or whether it is valid only for the interaction (268) with the
chosen parameters. Note also that in this calculation the ρ and the ω are degenerate. It is
usually assumed that this degeneracy will be lifted by the coupling to pions, see Sec. 6.2.5.
As we have seen in the sector with light, i.e., up and down, and strange quarks the pseudoscalar
and vector mesons can be understood quite well based on solutions of the ladder BS equation.
An investigation of scalar mesons with the same quality as for pseudoscalar and vector mesons
is not available, see, however, Ref. [311] for a study which considers also scalar mesons. There
are indications that the ladder truncation is not a good approximation for scalar mesons.
The coupling of scalar mesons to two pseudoscalar mesons is very strong complicating this
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ρ K⋆ φ
mρ fρ mK⋆ fK⋆ mφ fφ
experiment 0.770 0.216 0.892 0.225 1.020 0.236
All amplitudes F1-F8
ω = 0.3GeV, D = 1.20GeV2 0.747 0.197 0.956 0.246 1.088 0.255
ω = 0.4GeV, D = 0.93GeV2 0.742 0.207 0.936 0.241 1.072 0.259
ω = 0.5GeV, D = 0.79GeV2 0.74 0.215 0.94 0.25 1.08 0.266
amplitudes F1 . . . F5 only
ω = 0.3GeV, D = 1.20GeV2 0.737 0.192 0.942 0.235 1.080 0.247
ω = 0.4GeV, D = 0.93GeV2 0.729 0.199 0.919 0.229 1.062 0.250
ω = 0.5GeV, D = 0.79GeV2 0.731 0.207 0.926 0.237 1.072 0.259
Table 3
Comparison of the results for the vector mesons for the three different parameter sets for the effective
interaction, using all eight BS amplitudes (top) or the five leading ones (bottom). (Adapted from
Ref. [323].)
issue enormously. There is evidence from lattice calculations that scalar mesons are more
like q¯2q2 than q¯q states [324]. Interpretations of scalar mesons range accordingly from them
being unitarised q¯q states to being ‘molecules’ of two pseudoscalars, e.g., see Refs. [325–328].
For the scalar-isoscalar mesons there is in addition the issue of mixing with glueballs and/or
annihilation into time-like gluons. Due to this a straightforward application of the ladder BS
equation to the scalar mesons is certainly not adequate.
The rainbow DSE and ladder BS formalism is straightforwardly applicable to mesons with
heavy quarks [272]. First of all, the constituent quark mass functions for charm and bottom
quarks is almost trivial, at large momenta they obey the perturbative RG behaviour, and in the
infrared they display a slight enhancement. As the function A(p2) does also not deviate much
from its perturbative value the corresponding propagators can be approximated very well by
the free ones with a constant mass. Due to this the consequences of heavy-quark symmetry
are reproduced in this approach, e.g., in the heavy-quark limit pseudoscalar meson masses
grow linearly with the mass of their heaviest constituent, mP ∝ mˆQ. 72 A note of warning
is, however, in order: For the solutions of the BS equation it is not only required that the
binding energy is much smaller than the quark mass but also the momentum space widths of
the amplitudes have to be significantly less than the quark mass. Note also that in Ref. [272]
parametrisations have been employed for these amplitudes. (Also the propagators of the light
quarks have been parametrised as entire functions.) These were then used to calculate heavy-
meson leptonic decays, semileptonic heavy-to-heavy and heavy-to-light transitions (B → D∗,
D, ρ, π; D → K∗, K, π), radiative and strong decays (B∗(s) → B(s)γ; D∗(s) → D(s)γ, Dπ), and
the rare B → K∗γ flavour-changing neutral-current process.
The leptonic decay constants are given by
72 For a review on heavy-quark symmetry see, e.g., Ref. [329].
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fP = fV =
κf√
mH
Nc
2
√
2π2
∞∫
0
du
(√
u−EH
)
ϕH(z)
{
σfS(z) +
1
2
√
uσfV (z)
}
,
1
κ2f
=
Nc
4π2
∞∫
0
duϕ2H(z)
{
σfS(z) +
√
u σfV (z)
}
,
where z = u − 2EH√u, f labels the lighter of the quarks inside the meson, and ϕH(z) is the
scalar function characterising the dominant Dirac-covariant in the heavy-meson BS amplitude,
e.g., the term proportional to γ5 for pseudoscalar mesons or the one proportional to γµ for
vector mesons. σfS(V )(z) is the scalar (vector) part of the quark propagator with flavour f .
The semileptonic heavy-to-heavy pseudoscalar transition form factors (P1 → P2ℓν) acquire a
particularly simple form in the heavy-quark symmetry limit: 73
f±(t) :=
mP2 ±mP1
2
√
mP2mP1
ξf(w), (269)
ξf(w) = κ
2
f
Nc
4π2
1∫
0
dτ
W
∞∫
0
duϕ2H(zW )
[
σfS(zW ) +
√
u
W
σfV (zW )
]
, (270)
with W = 1 + 2τ(1− τ)(w − 1), zW = u− 2EH
√
u/W and
w =
m2P1 +m
2
P2
− t
2mP1mP2
= −vP1 · vP2 . (271)
The normalisation of the BS amplitude automatically ensures that the Isgur-Wise function
ξ(w) [330] fulfils
ξf(w = 1) = 1 (272)
in the heavy-quark limit. Furthermore, one obtains from Eq. (270) that
ρ2 := − dξf
dw
∣∣∣∣∣
w=1
≥ 1
3
. (273)
A similar analysis for the heavy-to-heavy transitions with vector mesons in the final state and
for heavy-to-light transitions yields relations between the form factors that coincide with those
observed in Ref. [330]: In the heavy-quark limit also these form factors are expressible solely
in terms of ξf(w).
In Ref. [272] the model parameters were fitted to a total of 42 light and heavy meson observ-
ables, see Table 4 for the corresponding heavy meson quantities. The fitted constituent-heavy-
73 The transition form factors f±(t) with t± = (mP2±mP1)2 contain all the information about strong
interaction effects in these processes. Their calculation is necessary for a determination of the CKM
matrix elements from a measurement of the corresponding decay widths.
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Table 4
The 26 dimensionless quantities used in χ2-fitting the model parameters. The light-meson electro-
magnetic form factors are calculated in impulse approximation and ξ(w) is obtained from fB→D+ (t)
via Eq. (269). (Table adapted from Ref. [272].)
Obs. Calc. Obs. Calc.
fB→D+ (0) 0.73 0.58 fπrπ 0.44 ± 0.004 0.44
Fπ(3.3GeV
2) 0.097 ± 0.019 0.077 B(B → D∗) 0.0453 ± 0.0032 0.052
ρ2 1.53 ± 0.36 1.84 αB→D∗ 1.25 ± 0.26 0.94
ξ(1.1) 0.86 ± 0.03 0.84 AB→D∗FB 0.19 ± 0.031 0.24
ξ(1.2) 0.75 ± 0.05 0.72 B(B → π) (1.8 ± 0.6)×10−4 2.2
ξ(1.3) 0.66 ± 0.06 0.63 fB→π+ (14.9GeV2) 0.82 ± 0.17 0.82
ξ(1.4) 0.59 ± 0.07 0.56 fB→π+ (17.9GeV2) 1.19 ± 0.28 1.00
ξ(1.5) 0.53 ± 0.08 0.50 fB→π+ (20.9GeV2) 1.89 ± 0.53 1.28
B(B → D) 0.020 ± 0.007 0.013 B(B → ρ) (2.5 ± 0.9)×10−4 4.8
B(D → K∗) 0.047 ± 0.004 0.049 fD→K+ (0) 0.73 0.61
V (0)
A1(0)
(D → K∗) 1.89 ± 0.25 1.74 fD→π+ (0) 0.73 0.67
ΓL
ΓT
(D → K∗) 1.23 ± 0.13 1.17 gB∗Bπ 23.0 ± 5.0 23.2
A2(0)
A1(0)
(D → K∗) 0.73 ± 0.15 0.87 gD∗Dπ 10.0 ± 1.3 11.0
quark masses are
Mˆc = 1.32GeV and Mˆb = 4.65GeV . (274)
This entails that the heavy-meson binding energy, defined as the difference between an aver-
aged heavy-light meson “mass” and the heavy quark mass, is large. Using the averaged values
for D- and B-meson masses, mD = 1.99GeV and mB = 5.35GeV, one obtains,
ED := mD − Mˆc = 0.67GeV ,
EB := mB − Mˆb = 0.70GeV ,
(275)
i.e., ED/Mˆc = 0.51 and EB/Mˆb = 0.15. This provides an indication that while an heavy-quark
expansion is applicable for the b-quark it will provide a poor approximation for the c-quark. The
constituent-heavy-quark-masses in Eq. (274) obtained in the Poincare´ covariant approach [272]
are, respectively, ∼ 25% and ∼ 10% smaller than the values used in nonrelativistic models.
With the model parameters fixed it is possible to calculate a wide range of other light- and
heavy-meson observables. Some of the results are summarised in Table 5, more results may be
found in Ref. [272]. It is also possible to check the fidelity of heavy-quark symmetry limits. The
universal function characterising semileptonic transitions in the heavy-quark symmetry limit,
ξ(w), can be obtained with least uncertainties from B → D,D∗ transitions. Using Eq. (269)
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Table 5
Calculated values of a range of observables not included in fitting the model’s parameters. (Table
adapted from Ref. [272].)
Obs. Calc. Obs. Calc.
fKrK 0.472 ± 0.038 0.46 −f2Kr2K0 (0.19 ± 0.05)2 (0.10)2
gρππ 6.05 ± 0.02 5.27 ΓD∗0 (MeV) < 2.1 0.020
gK∗Kπ0 6.41 ± 0.06 5.96 ΓD∗+ (keV) < 131 37.9
gρ 5.03 ± 0.012 5.27 ΓD∗sDsγ (MeV) < 1.9 0.001
fD∗ (GeV) 0.290 ΓB∗+B+γ (keV) 0.030
fD∗s (GeV) 0.298 ΓB∗0B0γ (keV) 0.015
fBs (GeV) 0.195 ± 0.035 0.194 ΓB∗sBsγ (keV) 0.011
fB∗ (GeV) 0.200 B(D
∗+→ D+π0) 0.306 ± 0.025 0.316
fB∗s (GeV) 0.209 B(D
∗+→ D0π+) 0.683 ± 0.014 0.683
fDs/fD 1.10 ± 0.06 1.10 B(D∗+→ D+γ) 0.011 +0.021−0.007 0.001
fBs/fB 1.14 ± 0.08 1.07 B(D∗0→ D0π0) 0.619 ± 0.029 0.826
fD∗/fD 1.36 B(D
∗0→ D0γ) 0.381 ± 0.029 0.174
fB∗/fB 1.10 B(B → K∗γ) (5.7 ± 3.3)×10−5 11.4
to extract it from fB→D+ (t) one obtains
ξf+(1) = 1.08 , (276)
which is a measurable deviation from Eq. (272). Note that corrections to the heavy-quark
symmetry limit of the order of 30% are encountered in b → c transitions and that these
corrections can be as large as a factor of two in c → d transitions. The investigation carried
out in Ref. [272] indicates that heavy and light mesons are both simply finite-size bound states
of dressed quarks and antiquarks.
To summarise this subsection: The elements of the Poincare´-covariant DSE framework are rich
enough to account for the qualitative structure of almost all mesons. Of course, possibilities
for improvements are numerous. The most wanted one, however, is in the treatment of the BS
equation. The construction of a BS kernel that respects Slavnov–Taylor and Ward–Takahashi
identities would be a significant improvement. Especially, it would allow one consistent route
from the underlying properties of QCD Green’s functions to meson structure. Nevertheless,
the level of understanding achieved so far justifies studies of dynamical properties of mesons
in this framework.
6.2.4 Electromagnetic Coupling: Form Factors and Decay
As described in Subsection 6.2.1, the static properties of pions and kaons such as the mass and
decay constants have been studied at a fairly fundamental level. Dynamic properties and scat-
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tering observables are much less understood even though they are not less important. In this
respect the elastic electromagnetic form factors of pions and kaons are a very interesting next
step. First of all, there are accurate data for Fπ at low Q
2 to confront theoretical calculations
with, and the charge radii r2π, r
2
K+, and r
2
K0 are experimentally known. Currently, there are
several experiments to determine both, the pion and the kaon form factor in the range up to
3GeV2 to better accuracy, e.g., at the Jlab experiments E93-018 (Spokesperson O. K. Baker)
and E93-021 (Spokesperson D. Mack). Also the pion polarisabilities, i.e., the second moment
of the form factor at Q2 = 0, will be measured to a higher precision, e.g., in experiments at
MAMI in Mainz (Spokesperson R. Beck).
In Refs. [185,331] the electromagnetic form factors of pions and kaons have been calculated
based on the solutions for the meson BS amplitudes and the quark-photon vertex of the
homogeneous and inhomogeneous ladder BS equations, respectively. As in the study of light
vector mesons the required dressed quark propagators are obtained from solutions of the quark
DSE in rainbow truncation using the effective interaction (268). Hereby the model parameters
are all fixed [323] and constrained only by mπ, mK , fπ and 〈q¯q〉. As can be inferred from Secs.
3.3 and 6.2.3, non-analytic effects from vector mesons are automatically taken into account: the
vector q¯q bound states appear as poles in the quark-photon vertex solution [185]. As a matter
of fact, in the domain −m2V < Q2 < 0.2GeV2 the quark-photon vertex is well described by the
sum of the Ball–Chiu vertex plus a second term containing an explicit pole at the vector meson
mass p2 = −m2V [185]. This splitting yields (via the impulse approximation to be discussed
below) a charge form factor for the pion that can be expressed as
Fπ(Q
2) ≈ FBCπ (Q2)−
gρππ FV ππ(Q
2) Q2
gρ(Q2 +m2ρ)
, (277)
where FBCπ (Q
2) is the result from the Ball–Chiu vertex. The combination gρππFV ππ represents
the ππ coupling to the vector q¯q correlation as present in the resonant term in the quark-photon
vertex. The second term on the r.h.s. of Eq. (277) is written such that FV ππ(−m2ρ) = 1. As
off-shell mesons are unphysical, FV ππ(Q
2 6= −m2ρ) does not correspond to a physical process.
Nevertheless, it is an interesting quantity when discussing the relation of the approach pre-
sented here to Vector Meson Dominance (VMD). To this end we note that the departure of
FV ππ(Q
2) from unity is a measure of the difference in ππ coupling experienced by the effective
vector q¯q correlation away from the ρ mass-shell compared to the physical ρππ coupling. On
the other hand, using VMD (in the form as reviewed, e.g., in Ref. [332]), where the ρ − γ
coupling is described by the contraction ρµνFµν of their two field strength tensors, the pion
form factor is given by
Fπ(Q
2) ≈ 1− gρππ Q
2
gρ (Q2 +m2ρ − imρ Γρ(Q2))
. (278)
The non-resonant constant term “1” arises from the photon coupling to the charge of a point-
like pion. The resonant, Q2-dependent term is due to the ρ− γ coupling and vanishes atQ2 = 0
in agreement with gauge invariance. The width Γρ is non-vanishing due to π π production only,
and thus the form factor is real for Q2 > −4m2π. (In the model of Refs. [185,331] this width
is neglected which is, however, only of minor importance for the argument presented here.)
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Fig. 27. The pion charge form factor Fπ(Q
2) as obtained from different treatments of the
quark-photon vertex. The inset shows the Q2 region relevant for the charge radius. (Adapted from
Ref. [185].)
Employing VMD the charge radius r2π = −6F ′π(0) comes entirely from the resonant term and
is 6gρππ/(m
2
ρgρ) = 0.48 fm
2, which compares favourably with the experimental value 0.44 fm2.
As the pion is a q¯q bound state, Eq. (278) cannot be the full truth for Fπ(Q
2) at space-like
Q2. The photon couples only to quark currents in the pion, and the vector meson bound state
is not a well-defined concept away from its pole. Addressing this question within the two
contributions in the dressed quark-photon vertex, Eq. (277) is employed to split also the pion
charge radius into a Ball–Chiu and a resonant contribution. The latter one is given by
6 gρππ FV ππ(0)
m2ρgρ
, (279)
and a comparison to Eq. (278) reveals that FV ππ(0) characterises the necessary weakening of
the VMD mechanism for r2π to account for the distributed q¯q substructure. The numerical
value obtained in Ref. [185], which is based on the solution of the quark-photon vertex DSE,
is 0.58 or, phrased otherwise, approximately half of the pion radius is due to the vector meson
contribution and the other half is due to the longitudinal part of the quark-photon vertex
reflecting the electromagnetic Ward identity at the level of quarks. Note that this implies that
gρππ has to decrease also by approximately 50% when extrapolated from the physical value
at the ρ meson mass-shell to the soft point Q2 = 0. Of course, away from the mass-shell gρππ
does not have the meaning of a physical coupling constant. At Q2 = 0 the photon does not
couple to a physical meson but to a distributed, interacting q¯q correlation, and a large portion
of this coupling is already accounted for by the Ward-identity-preserving Ball–Chiu part of
the vertex. The results presented in Ref. [185] thus nicely reconcile the VMD picture with one
based on the quark substructure of pions.
The main result of Ref. [185] is represented in Fig. 27. Given the fact that the parameters have
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Table 6
Calculated charge radii compared with the experimental values. (Adapted from Ref. [331].)
charge radii experiment calculated
r2π 0.44 ± 0.01 fm2 0.45 fm2
r2K+ 0.34 ± 0.05 fm2 0.38 fm2
r2K0 −0.054 ± 0.026 fm2 −0.086 fm2
been fixed in the study of vector mesons [323] the result is quite impressive. In Ref. [331] the
calculation of the pion form factor has been extended up to 4 GeV2. Given the uncertainty of
the experimental data this calculation should be considered as a prediction. It is interesting
to note that above 3.5 GeV2 the result for the pion form factor starts to deviate from the
monopole fit. In Ref. [331] also the kaon charge form factors have been calculated. The K+
form factor at several GeV2 looks similar to the one of the pion, at low momenta it is in
agreement with the experimental data which contains large errors, however. The respective
charge radii are given in Table 6.
In Ref. [333] the electromagnetic form factors of light vector mesons, GE(Q
2), GM(Q
2) and
GQ(Q
2), have been calculated in a DSE based approach. Hereby an algebraic model for the
quark propagator has been used. For the vector meson BS amplitudes only the leading Dirac-
covariants have been taken into account, and the corresponding scalar function has been chosen
to be of the same functional form as the leading pion BS amplitude. The parameters have
been adjusted by a fit to some observables. The calculated static properties include the charge
radii 〈r2ρ+〉1/2 = 0.61fm, 〈r2K∗+〉1/2 = 0.54fm and 〈r2K∗0〉 = −0.048fm2; the magnetic moments
µρ+ = 2.69e/2mρ, µK∗+ = 2.37e/2mK∗+ and µK∗0 = −0.40e/2mK∗0; and the quadrupole
moment Q¯ρ = 0.055fm
2.
We close this section by noting that in Ref. [334] the dipole moments of the ρ meson have been
calculated with assuming electric dipole moments for quarks, i.e., physics beyond the standard
model. The interesting observation made in Ref. [334] is that the use of non-perturbative quark
propagators (reflecting confinement) significantly enhances the calculated dipole moments of
the ρ meson.
6.2.5 Meson Interactions
The approach presented here is in principle capable of treating the interaction of mesons with
other mesons and photons. However, for an increasing number of particles in the initial and the
final states the practical difficulties will rise enormously. Due to this, such investigations will be
restricted to cases which are of special interest. In this subsection we will review investigations
of the coupling of the ρ meson to two pions in order to demonstrate how a finite width for
a hadronic resonance is generated in this approach. The calculation of the γπρ form factor
serves as an example that the approach presented here is able to provide information needed
in nuclear physics. The considerations of the πγγ and γπππ form factors, on the other hand,
provide some insight into a fundamental phenomenon in quantum field theory, the anomaly.
Restricting oneself to the leading Dirac covariant for the ρ meson BS amplitude the ρππ
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vertex function can in principle be obtained directly from the γππ vertex function, i.e., the
pion charge form factor, discussed in the last subsection. Since only the isovector part of the
photon-quark vertex contributes to the pion form factor, the ρ0ππ vertex can be obtained
by replacing Γµ/2 in the expression for the γππ vertex with γ
T
µ Vρ(q;Q) for the ρ
0 in the ρππ
vertex. This has been the calculational scheme in Ref. [335]. However, as this most recent study
of the ρππ coupling in the DSE approach predates the solution of the photon-quark DSE, the
corresponding calculation is not as sophisticated as the corresponding one for the pion form
factor in the last subsection. For the pion only the leading Dirac covariant in the chiral limit has
been used, Eπ(q;P ) = B(q
2, m)/fπ, and the ρ amplitude has been parametrised as a Gaussian,
Γρ(p2) ∝ e−p2/a2 . The width a of this Gaussian has been fixed by fitting the empirical value of
ρππ at the ρ meson mass-shell, gexptρππ = 6.05. This phenomenologically successful Ansatz has
also been employed in studies of other processes such as ρ − ω mixing [336] and the decay
ρ→ e+ e− [337]. The resulting ρ→ ππ decay width, given by
Γρ→ππ =
g2ρππ
4π
mρ
12
[
1− 4m
2
π
m2ρ
]3/2
, (280)
is 151 MeV. The calculated form factor Fρππ(Q
2) decreases rapidly with increasing Q2 [335]. Its
value at the soft point is approximately 3, i.e., half the value at the ρ meson pole. Therefore,
the main result of Ref. [335] is a clear warning: an approximation in which the ρππ vertex
function is evaluated at the soft point, and not at the pole, can induce an error by 100% . Of
course, these investigations are exploratory in the sense that an independently calculated ρ
BS amplitude including subleading covariants will change the results. On the other hand, the
strong suppression as Q2 increases from the mass-shell point to the space-like region indicates
that the effective coupling strength gρππ(Q
2) appropriate for the ρ contribution to the pion
charge form factor and radius is significantly smaller than what is typically assumed in the
standard VMD approach. This is consistent with the findings that have been discussed in the
last subsection based on a more sophisticated calculation.
The parametrisation invoked in Ref. [335] enables a prediction for the γπρ vertex. This provides
a check on the internal consistency of this approach to meson physics beyond phenomena that
are dictated by chiral symmetry. Within nuclear physics the associated isoscalar γ∗πρ meson-
exchange current contributes significantly to electron scattering off light nuclei and is thus
of phenomenological interest. Furthermore, it is an anomalous process, i.e., it can only occur
due to the chiral anomaly of QCD. As will be detailed below, this implies that independent
of the model form of the quark propagator the corresponding coupling constant at the soft
point is gγπρ = 0.5. Comparing to the empirical value g
expt
γπρ = 0.54 ± 0.03 obtained from the
experimental ρ+ → π+γ partial width (67 ± 7 keV), this indicates that the effects due to
the momentum dependence of the effective coupling are much weaker for this process. The
calculated γπρ form factor obtained with on-mass-shell π and ρ is much softer than the one
obtained in a VMD approach [28].
Hadronic processes involving an odd number of pseudoscalar mesons are of particular interest
because they are intimately connected to the anomaly structure of QCD. The decay π0 → γγ
is the primary example of such an anomalous process. That such processes occur in the chiral
limit (m2π = 0) is a fundamental consequence of the quantisation of QCD; i.e., of the non-
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invariance of the QCD measure under chiral transformations even in the absence of current
quark masses [2]. The π0 → γγ decay rate can be calculated from a quark triangle diagram
and agreement with the observed rate requires that the number of colours Nc equals three.
The transition form factor for the related process γ∗π0 → γ can be measured experimentally
and has attracted a lot of theoretical interest (e.g., see [338–341,320,342] and the references
therein), because it involves only one hadronic bound state and provides a good test of QCD-
based models and their interpolation between the soft and hard domains. Another anomalous
form factor, accessible to experiment, is the one that describes the transition γπ∗ → ππ. This
provides additional constraints on DSE based models not only because three hadronic bound
states are involved but also the pion BS amplitudes are tested at time-like momenta [343–345].
An important point in the treatment of anomalous processes in a DSE based approach is
the following: Using a quark-photon vertex that obeys the Ward identity (e.g., the Ball–Chiu
vertex), and a pion BS amplitude with the correct chiral limit, the integral appearing in
the amplitude for the anomalous process in the chiral limit at the soft point can be solved
analytically. First of all, as the longitudinal part of the quark-photon vertex and the chiral
limit pion BS amplitude can be expressed in terms of the functions appearing in the quark
propagator, A(p2) and B(p2), the corresponding integrand contains exactly these functions.
Introducing C(s) = B2(s)/(sA2(s)) = M2(s)/s, the effective π0γγ coupling in the chiral limit
can be written as
g
(0)
π0γγ(0) = −
∞∫
0
ds
C ′(s)
(1 + C(s))3
=
∞∫
0
dC
1
(1 + C)3
=
1
2
, (281)
since C(s) is a monotonic function for s ≥ 0 with C(s = 0) = ∞ and C(s = ∞) = 0. Hence,
the chiral limit value [2] is reproduced independent of the details of the quark propagator. The
same trick can be applied to the γ → 3π amplitude in the analogous limits (soft point and
massless pion):
F 3π(0, 0, 0) = − eNc
2π2
∞∫
0
ds
C ′(s)C(s)
(1 + C(s))4
=
eNc
2π2f 3π
∞∫
0
dC
C
(1 + C)4
=
eNc
12π2f 3π
. (282)
In order to obtain these results it is essential that the electromagnetic and chiral Ward identi-
ties are satisfied by the vertex functions. The subtle cancellations that are required to obtain
these results also make clear that they cannot be obtained in model calculations where an
arbitrary cutoff function is introduced into each integral. The fact that the pion BS amplitude
is proportional to the scalar part of the quark self-energy in the chiral limit is crucial. Of
course, these results remain valid with the subleading Dirac covariants in the pion BS ampli-
tude taken into account [340]. Note also that the independence on the detailed form of the
quark propagator also has to be seen in the calculation of the Wess–Zumino five-pseudoscalar
term [346]. It is a generic feature of the DSE based approach which respects the underlying
symmetry structure of QCD as closely as possible.
Away from the soft point and for a realistic pion mass the corresponding form factors are, of
course, model dependent. Especially at large momentum transfers they are predictions which
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will be tested experimentally in the near future. For more details we refer to the literature
[339,320,343,345].
6.2.6 Pion Loops
The meson fields have been treated so far as ladder q¯q bound states whose structure and
interactions are determined by dressed quarks. Of course, these mesons interact at a purely
hadronic level. To describe this type of interactions meson loops have to be taken into account.
As we will see in this section meson loop effects are in most cases of interest numerically small.
The main reason to review some work in this direction is to provide a qualitative demonstration
that it is in principle possible to bridge the gap from QCD Green’s functions to hadronic
interactions.
To describe the finite lifetime of the ρ meson it is mandatory to couple it to the two-pion
channel [335,28]. Here we discuss the most recent study in this direction, Ref. [347], which
uses an algebraic parametrisation of the quark propagator and of the light pseudoscalar and
vector meson BS amplitudes. Note that such parametrisations have also been used in Ref.
[333] to calculate the electromagnetic form factors of the light vector mesons. As the on-shell
ρππ coupling is fitted to the experimental value, gρππ = 6.03, the correct ρ width of 150 MeV is
reproduced. The corresponding polarisation operator displays the emergence of an imaginary
part for q2 < −m2ρ with the expected non-analytic behaviour. The real part of this polarisation
operator leads to a mass shift for the vector mesons. These contributions to the self-energies
of the ρ and the ω mesons, due to several pseudoscalar-pseudoscalar and pseudoscalar-vector
loops, are less than 10% of the “bare” mass generated by the quark core. A mass splitting
mω = mρ ≈ 25 MeV is found from the ππ, KK¯, ωπ, ρπ, ωη, ρη and K∗K channel. Despite
the fact that this value is twice as large as the experimental value (12 MeV) this nevertheless
demonstrates the effectiveness of this approach which has neglected direct isospin breaking
effects due to different up and down quark masses. Thus, the inclusion of meson loops is on
the one hand capable of describing qualitative effects like the ρ width and the ω − ρ mass
splitting, and on the other hand it only yields a small correction to the predominant valence
quark-antiquark structure of the vector meson. This is emphasised by the fact that the two-
pion loop provides a modest increase in the ρ charge-radius from 0.61 fm, calculated form the
quark core only, to 0.67 fm when the pion loop is included in the calculation.
Despite this robustness of the ladder q¯q bound state picture when using a physical pion mass,
there is a question of fundamental interest concerning the chiral limit. To this end one has to
note that the non-analytic behaviour underlying chiral perturbation theory is generated solely
by pion loops [348,349]. Therefore the question arises whether the approach presented here is
capable of producing this chiral-limit divergencies. This question has been exemplified in the
case of the pion charge radius [350]. Chiral Perturbation Theory can be understood as the
study of the necessary consequences of the chiral Ward Identities via the construction of an
effective action, using field variables with pionic quantum numbers, in such a way as to ensure
that these identities are realised. It should be noted that in this approach the pseudoscalar
Lagrangian-field has no physical significance: it is merely an auxiliary field and should not be
identified with the physical pion. At first non-leading order in Chiral Perturbation Theory,
O(E4), the effective action is only completely determined once the effect of one-pion loops,
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generated by the O(E2) part of the action, is included. The regularisation of the divergence
of each of these loops introduces ten arbitrary parameters at this level. The action at O(E4)
is completely specified once the effect of the O(E2) loops is taken into account and the ten
parameters are fixed by comparison with experimental data. These pseudoscalar loops are
characteristic of the approach and, indeed, are sometimes regarded as being the dominant
feature. The expression for every physical observable receives a contribution from such loops
which depends on the mass of the particle in the loop and which diverges in the chiral limit.
For example, in the case of the electromagnetic pion charge radius, 〈r2π〉 ∼ lnmπ. In Ref. [350]
the importance of these loop contributions, evaluated at the real pion mass, relative to that
of the core of dressed-quarks, which is the dominant contribution at large space-like q2, has
been estimated for the pion charge radius.
Hereby an Ansatz for the quark propagator and the leading Dirac-covariant for the pion BS
amplitude has been used. The photon coupling has been described using the Ball–Chiu form of
the quark-photon vertex. Neglecting pion off-mass-shell effects the electromagnetic pion form
factor can be written in the form
Fπ(Q
2) = F quark coreπ (Q
2)
{
1 + I(Q2, m2π)/f
2
π
}
(283)
where I(Q2, m2π) is a lengthy integral stemming from the pion loop. The factorisation of
F quark coreπ (Q
2) can be understood from the fact that the pion loop contribution to the pion-
photon coupling is nothing else than the convolution of the quark-core pion-photon coupling
with the ππ scattering amplitude. It is obvious that the pion loop describes some additional
structure of the pion in addition to the quark core. However, the one-pion-loop corrected value
of the pion decay constant differs at most by 2% (slightly depending on the parameters for the
quark propagator) from its quark core value. The one-pion-loop corrected value of the pion
charge radius has been found between 6 and 14% larger than its meson-tree-level value. To
discuss the chiral divergencies one may set the mass of all the external pions to zero so that
the contribution of the loop-pions in the chiral limit is easily identified when their mass mLπ
vanishes: mLπ → 0. The quark core contribution, rquark coreπ , is regular in the chiral limit and only
weakly dependent on the current quark mass. At mLπ ≈ 0.14 GeV the dominant contribution
to the pion charge radius is provided by the dressed-quark core. It is not until mLπ becomes
very small, ∼ 10 MeV, that the pion cloud contribution becomes as important as the quark
core, and this contribution is well described by the form
(r2π)
div = (r2π)
quark core
[
0.73− 0.082 ln
(
(mLπ)
2
m2ρ
)]
, (284)
for mLπ < 0.14 GeV.
In Chiral Perturbation Theory the corresponding result reads [351]
〈r2〉π = 12L
r
9
F 20
− 1
32π2 F 20
(
2 ln
[
m2π
µ2
]
+ ln
[
m2K
µ2
]
+ 3
)
(285)
where µ2 is the loop regularisation scale and Lr9 is one of the ten standard low-energy constants
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in the effective action of Chiral Perturbation Theory into which an infinity from the divergence
of the pseudoscalar loop has been absorbed. Using accepted values for Lr9 the first term in
Eq. (285) provides 84 to 90 % of the total value. One sees that at the physical value of the
pion mass, and with an accepted value of the renormalisation scale, the main contribution to
the charge radius is hidden in the parameter Lr9; it is not provided by the “chiral logarithm”.
This can be interpreted as a strong indication in favour of the importance of the underlying
quark-gluon degrees of freedom.
However, some warning is here in order. The parameter Lr9 cannot be directly related to the
dressed-quark core. The flaw in such an identification is obvious if one considers the scalar
radius of the pion. In this case the analogous parameter in ChPT is Lr4, which is inferred, from
fits to data, to be smaller than the “chiral logarithm”. Nevertheless the scalar radius of the
pion also receives its main contribution from the dressed-quark core.
In the DSE based approach the charge radius of the pion receives a contribution from its
dressed-quark core, from pion loops, from ρµ-Aν mixing, etc., each of which can be identified
and calculated in a systematic manner. The quark core contribution is finite in the chiral limit
and, at mπ = 0.14 GeV, it is the dominant determining characteristic of the pion, with the
pion-loop contribution being a small, finite, additive correction of less than 15%. The fact
that the pion loop contribution is ultraviolet finite is a general property of the DSE approach:
it is due to the internal quark core structure which provides a natural cutoff in all integrals
that arise. Nevertheless the origin of the chiral divergence in the charge radius of the pion is
identified as arising from the pion loop. This feature is present in the DSE approach as an
higher order correction, as are all meson loop effects.
In this chapter we have reviewed the progress made in the last years in describing meson as
quark-antiquark bound states within the DSE approach. The main missing link to the direct
use of QCD Green’s functions is the fact that one is still unable to include non-trivial quark-
gluon vertex functions, obeying the Slavnov–Taylor identities of QCD, in the BS equation.
As we will see in the next section this is not only a matter of principles but also a main
obstacle in this approach to describe baryons as bound states of confined quarks and confined
two-quark-correlations, the “diquarks”.
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7 Baryons as Diquark-Quark Bound States
Many baryon models, too numerous to mention them all, exist. These range from various
sorts of bag [352], and skyrmion/soliton models [353–358], to non-relativistic [359–361] as
well as relativistic potential models [362]. In addition, hybrid models exist which combine
complementary aspects of the previous models. Examples are the chiral bag [363,364], or also
a recent hybrid model combining the NJL soliton picture of baryons with the quark-diquark
BS bound state description within the NJL model [365].
The naturally embedded framework in the present context is the description of hadrons as
bound states in relativistic Bethe–Salpeter/Faddeev equations for particle poles in quark cor-
relation functions (in the colour singlet channel), the 4-point quark-antiquark Green’s function
for mesons, and the 6-quark Green’s function for baryons.
The aim is, of course, to use the results from DSEs, in particular the ones for the quark
correlations, in the relativistic bound state equations for baryons in a similar manner as
for mesons. However, for baryons, in the simplest case the nucleons, the relativistic bound
state description is considerably less understood, even on the phenomenological level. Their
description as relativistic quark-diquark BS bound states has been studied in the NJL model
in Refs. [366–374] and in the Global Colour Model in Refs. [375,376]. Other studies of nucleon
properties have simply parametrised the Faddeev amplitudes of the nucleons [377,378]. Some
recent developments in the quark-diquark bound state picture based on more realistic models of
quark interactions can be found in Refs. [379–385]. While these latter studies still entirely rely
on simple model assumptions for the quark correlations, the mechanism modelled is sufficiently
general to accommodate a more detailed knowledge of the underlying dynamics of quarks and
gluons as this emerges. The hope is also here, of course, that the present gap between the
studies of quark and gluon correlations and the description of baryonic bound states from
these correlations will be closed in future. Until then, it will be important to improve the
understanding of the relativistic 3-quark bound state problem from simple model assumptions,
not for technical reasons alone. These assumptions can then be replaced by more realistic ones
successively.
While the non-relativistic Faddeev equation can be solved numerically in potential models, see,
e.g., Ref. [386], the bound state problem of 3-quark correlations in quantum field theory has to
be truncated. At present, the widely employed assumption is that the diquark correlations are
separable which allows to reduce the Faddeev problem to an effective Bethe–Salpeter equation
for the quark-diquark system. Separable diquark correlations are obtained from the lowest
lying poles in the particular channel. The assumption therefore is that these pole contributions
might dominate the diquark correlations in the kinematic regime relevant within baryons at
not too high energies. However, as we will see in the following section repulsive contributions
to the quark-quark scattering kernel beyond the ladder approximation are likely to prevent
poles on the time-like P 2-axis for diquark states.
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7.1 Goldstone Theorem and Diquark Confinement
Besides the knowledge of the analytic structure of quark and gluon propagators and an under-
standing of the absence of quark and transverse gluon production thresholds in the S-matrix
of hadronic colour-singlet processes, a complete description of confinement also has to explain
the absence of coloured composite states. In particular, the existence of bound states from BS
equations for coloured channels gives rise to the question, why such states cannot be produced
either.
A natural explanation might be obtained from a rigorous connection between the representa-
tions of the gauge group and the sign of the BS norm. It might for instance be established that
colour non-singlet bound states necessarily have to have negative norm and thus correspond
to abnormal solutions.
In this section it is demonstrated that there are important differences between otherwise
analogous colour-singlet and non-singlet channels beyond ladder approximation [387,388]. In
a simple toy model of confinement and chiral symmetry breaking [271] it can be explicitly
verified that these differences suffice to remove the coloured partner of physical mesons from
the spectrum that would otherwise be bound in the ladder approximation [387]. This same
mechanism has been verified to have the same effect in a diametrically different model of chiral
symmetry breaking, the Nambu–Jona–Lasinio (NJL) model with an additional infrared cutoff
to remove the quark thresholds [388]. This suggests, that the general mechanism as described
below, indeed has the expected effect beyond the simple model used for its demonstration at
work.
In the last chapter it has become clear that the homogeneous BS equation for relativistic
bound states is derived under the assumption that the associated two-body T -matrix has a
pole in a given channel. The absence of a solution contradicts this assumption and establishes
that no bound state exists with the quantum numbers of the channel under consideration.
As noted in the last chapter a description of mesons in the rainbow-ladder DS-BS equations
approach is extremely rich and surprisingly successful. However, it has the defect that it admits
(3¯)c-diquark bound states [376]. Clearly, such coloured states have not been observed. Recently,
a truncation scheme has been developed [387] that allows for a systematic improvement in the
kernels of the quark DSE and the meson as well as the diquark BS equation. In this procedure
the pion remains a Goldstone boson at every order. The first correction to the rainbow-ladder
approximation is found to introduce a repulsive term in the BS kernel. Using a model gluon
propagator, singular in the infrared and with no Lehmann representation, the quark DSE
yields a quark propagator that has no Lehmann representation either. Pairing these gluon and
quark propagators in the meson channel, the repulsive term is almost cancelled by attractive
terms of the same order and therefore the higher order terms are verified to only lead to very
small changes in the meson masses. However, due to the colour algebra of SU(3)c, the repulsive
term is considerably stronger in the diquark channel and is not cancelled by the attractive
terms. This suffices to establish that the colour anti-triplet 4-point Green’s function does not
have a spectral representation with single particle bound state poles, and that there are no
corresponding diquark bound states in this model. These arguments can be generalised to
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an arbitrary number of colours [388]. The case Nc = 2 is special: The diquarks are then the
(bosonic) baryons. Accordingly, the repulsive term does not overwhelm the attractive one. On
the other hand, for Nc →∞ the attractive interaction is completely negligible, and there are
no diquark correlations. Note that such a picture is in complete agreement with the general
arguments about the 1/Nc expansion [265,317].
7.1.1 Beyond Rainbow-Ladder Approximation
First, we will have a look at the ladder diquark BS equation. The analogue of the meson BS
equation Eq. (248) for the quark-quark systems is
ΓEFD (p;P ) = (286)∫ d4k
(2π)4
KEF ;GHD (k, p;P )
(
S(k +
1
2
P )ΓD(k;P )S
T (−k + 1
2
P )
)GH
,
where “T” denotes matrix-transpose and the subscript D denotes diquark. KD(k, p;P ) is the
kernel, P is the total momentum of the system, k, p are the internal and external relative
quark-quark momenta, and the superscripts are associated with the colour, flavour and Dirac
structure of the amplitude; i.e., E = {ic, if , iD}. The absence of a solution to this equation
entails that diquarks do not appear in the strong-interaction spectrum.
In the iso-vector channel, each contribution toKEF ;GHM (k, p;P ) is matched by a direct analogue
in KEF ;GHD (k, p;P ) that can be obtained via the replacement
S(k) γµ
λa
2
→
[
γµ
λa
2
S(−k)
]T
, (287)
for each antiquark in the meson kernel. This means that a general one-to-one correspondence
between every contribution to the interaction kernels in the (iso-scalar) diquark channels and
the (iso-vector) meson channels (with opposite parity) can be established. In particular, for
two flavours the corresponding pairs of (3¯)c diquarks versus (1)c mesons thereby are: the iso-
scalar scalar(pseudo-scalar) diquarks versus the iso-triplet pseudo-scalar(scalar) mesons, and
the iso-vector axial-vector(vector) diquark versus the iso-vector vector (axial-vector) mesons.
This procedure breaks down only for the iso-scalar meson channels which can mix with purely
gluonic correlations, see Sec. 6.2.2, and which thus have no partner in the diquark correlations.
The ladder approximation to the diquark BS equation is defined by
KEF ;GHD (k, p;P )
(
S(k +
1
2
P )ΓD(k;P )S
T (−k + 1
2
P )
)GH
(288)
≡ g2Dµν(p− k)
γµ λa
2
S(k +
1
2
P )ΓD(k;P )
[
γν
λa
2
S(−k + 1
2
P )
]T EF
in Eq. (286), which illustrates the application of Eq. (287).
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As discussed in the last chapter, in the chiral limit the rainbow-approximate DSE and the
pseudoscalar-meson BS equation in ladder-approximation are identical when P 2 = 0; i.e., one
necessarily has a massless pseudoscalar bound state when chiral symmetry is dynamically
broken [292]. Goldstone’s theorem is manifest. In any truncation, such an identity between
the quark DSE and the BS equation in the iso-vector pseudoscalar meson channel is sufficient
to ensure that this meson is a Goldstone boson [291].
For the purpose of illustration and clarity the simple model gluon propagator of Ref. [271] is
employed here,
g2Dµν(k
2) ≡ 16π4G
(
δµν − kµkν
k2
)
δ4(k) , (289)
where G = η2/4 with η a mass scale. This one-parameter model is appropriate in a study
whose focus is confinement and DBχS. It allows for an algebraic solution of the quark DSE
and BS equations. The qualitative features of the results presented here are not sensitive to
this choice. In particular, the same conclusions have been verified to hold also in the extremely
different special case, the constant momentum space interaction of the NJL model [388].
As the next level of truncation for the quark DSE the quark-gluon vertex function
Γgν(k, p) = γν +
1
6
∫
d4l
(2π)4
g2Dρσ(p− l) γρ S(l + k − p)γν S(l)γσ (290)
has been employed [387,388]. This is the first-order correction of the vertex by the dressed-
gluon propagator and the dressed-quark propagator, which is obtained as the solution of
this DSE. Here the explicit 3−gluon vertex that could contribute at this order is omitted.
As a consequence one explores 3- and 4-body interactions only to the extent that they are
incorporated via the non-perturbative dressing of the gluon propagator.
Using Eqs. (290) and (289) in the quark DSE one obtains
S−1(p) = iγ · p+mq +GγµS(p)γµ + 1
8
G2 γµS(p)γνS(p)γµS(p)γν . (291)
Neglecting the O(G2) term yields the rainbow-approximation quark DSE of this algebraic
model.
In extending the kernel of the BS equation one must preserve the Goldstone boson character of
the pion. To this end one observes that the ladder-approximate kernel in the meson BS equation
can be obtained from the expression for the quark self-energy in the rainbow-approximation
quark DSE via the replacement
γµ S(k) γν → γµ S(k + P/2) ΓM(k, P )S(k − P/2) γν , (292)
which is illustrated in the top diagram of Fig. 28.
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Fig. 28. Eq. (292) illustrated to O(G2), which provides the kernel of the meson and diquark BS
equations. The internal solid lines represent dressed quark and gluon propagators. The internal quark
lines of a given DSE contribution are cut sequentially to introduce the meson total-momentum; e.g.,
the 3 diagrams in the last line are obtained by the sequential application of the cuts illustrated in
the line above. (Adapted from Ref. [387].)
In the iso-vector channel this procedure can be implemented at every order; i.e., in every
term of the quark DSE one may sequentially replace each internal (non-perturbative) quark
propagator in this way. This generates all contributions of a given order to the kernel and
ensures that Goldstone’s theorem is preserved at that order, as will become clear below. This
is in fact quite analogous to the Baym–Kadanoff procedure in many-body physics [389]. Its
application to vacuum polarisation insertions does not generate additional terms in the iso-
vector kernel; a fact that very much simplifies the study of iso-vector systems, allowing one
to employ a model gluon propagator and maintain Goldstone’s theorem. These arguments are
independent of the explicit form of the model gluon propagator.
The iso-scalar channel receives additional contributions from quark annihilation diagrams
as discussed in Sec. 6.2.2. In the systematic generation described above these diagrams are
obtained from the quark DSE by applying Eq. (292) to the dressed-quark loops in the gluon
vacuum polarisation, which is implicit in the dressed model gluon propagator. 74 While for a
given model gluon propagator the corresponding diagrams thus have to be added to the BS
kernel at a specified truncation explicitly, there is no need to simultaneously modify the quark
DSE in this case, since the iso-scalar meson channel is not protected by Goldstone’s theorem.
The full O(G2) kernel for the iso-vector meson BS equation is illustrated in Fig. 28. Using
Eq. (289), the BS equation for colour singlet, iso-vector mesons is
ΓM(p;P ) = −Gγµ χM γµ (293)
−1
8
G2 γµ
(
S+ γν S+ γµ χM + S+ γν χM γµ S− + χM γν S− γµ S−
)
γν
74 Additional quark loops arise in vertex corrections at orders beyond those employed here.
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Table 7
Weights of the different kernel contributions of Fig. 28 corresponding to the meson and diquark BS
equations, Eqs. (293) and (294) respectively, for general SU(Nc) (minus signs indicate attractive
contributions).
kernel O(G) ladder O(G2) vertex corr. O(G2) crossed box
meson −3
4
N2c − 1
2Nc
−
(
3
4
)2 N2c − 1
4N2c
(
3
4
)2 N2c − 1
4N2c
diquark −3
4
Nc + 1
2Nc
−
(
3
4
)2 Nc + 1
4N2c
(
3
4
)2 Nc + 1
4N2c
(N2c − 1−Nc)
where S± ≡ S(p± P/2) and χM ≡ S+ ΓM(p;P )S−. Using Eq. (287) the BS equation for (3¯)c,
iso-vector diquarks can be written
ΓCD3¯(p;P ) = −
1
2
Gγµ χ
C
D3¯ γµ −
1
16
G2 γµ
(
S+ γν S+ γµ χ
C
D3¯ (294)
+5S+ γν χ
C
D3¯ γµ S− + χ
C
D3¯ γν S− γµ S−
)
γν ,
with ΓD3¯ ≡ ΓCD3¯C and χCD3¯ ≡ S+ ΓCD3¯(p;P )S−, where C = γ2γ4 is the charge conjugation
matrix. In these equations the underlined term is the “crossed box” contribution of Fig. 28.
The differences in the numerical factors in both equations are entirely determined by relative
weights which arise from the algebra of the SU(3)c generators for the various contributions.
At O(G) the only difference between Eqs. (293) and (294) thus is that the coupling is twice as
strong in the meson equation. This would entail the existence of scalar and axialvector diquark
bound states with m0
+
qq > m
0−
q¯q and m
1+
qq > m
1−
q¯q [390].
Only the term underlined in each of Eqs. (293) and (294) is repulsive in the 0−q¯q, 1
−
q¯q, 0
+
qq, 1
+
qq
channels. Relative to its O(G2)-companions this term is five times as strong in the diquark
equation than it is in Eq. (293), which provides for the possibility that it eliminates diquark
bound states. It might be interesting to see, how this result for the quite different weights of
the repulsive to the attractive contributions in the (1)c mesonic versus the (3¯)c diquark channel
generalises for arbitrary numbers of colours Nc. In Table 7 these weights are given for general
SU(Nc). Negative signs indicate attractive contributions. The crossed box contributions are
the only repulsive ones at this order. One can see that for all numbers of colours Nc > 2 the
diquark kernel is suppressed by a common overall factor (Nc+1)/(N
2
c −1) in all contributions.
ForNc = 2 this factor is equal to unity and no such suppression occurs. The partial cancellation
of the next order contributions in the meson channel is also found to be independent of Nc,
as the repulsive crossed box term generally has the same strength as the vertex correction
contributions to the kernel in this channel.
The relevant factor for removing the diquark poles of the ladder approximation from the
spectrum is the factor (N2c − 1) − Nc which is unique to the repulsive crossed box term of
the diquark channel. Again, for the SU(2) gauge group this factor is unity and a complete
degeneration between meson and diquark channels is obtained in this case. The colour singlet
diquarks for Nc = 2 can be interpreted as baryons which are degenerate with mesons in the
gauge group SU(2) due to the Pauli–Gu¨rsey symmetry.
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In the large Nc limit, on the other hand, the leading term, of O(Nc), in the meson BS equation
is the ladder kernel. The higher orders are suppressed by 1/Nc, and the ladder approximation
for mesons thus gets better at larger Nc. In the diquark BS equation this leading order O(Nc)
is given by the repulsive term in the kernel. This is in agreement with the general large Nc
argument that mesons are the only relevant effective degrees of freedom in this limit [265,317].
7.1.2 Disappearance of the Diquark Bound States
In order to study the bound state spectrum one must solve the quark DSE. The O(G2)
corrections become noticeable for p2 < η2/2 = 2G, which is important because it is the
domain sampled in the BS equation. It is also important to note that one has dynamical
chiral-symmetry breaking for any G > 0. Furthermore, the quark propagator possesses no pole
on the real p2-axis. Therefore the quark propagator has certainly no Lehmann representation.
The model gluon propagator of Eq. (289) entails that the bound state constituents have zero
relative momentum; i.e., p = 0. In this case the most general form of the 0−q¯q BS amplitude is
Γ0
−
M (P ) =
[
θ0
−
1 (P
2) + i
P/
η
θ0
−
2 (P
2)
]
γ5 . (295)
Substituting Eq. (295) into Eq. (293), with p = 0, one obtains a 2 × 2 matrix eigenvalue
problem of the form H Θ = Θ where the elements of H depend on P 2, and ΘT = (θ1, θ2). The
eigenvalue problem is solved for det{H(P 2)− 1} = 0. The same procedure is applied to each
of the other channels. The vector meson BS amplitude has the form
Γ1
−
M (P )= γµ ǫ
λ
µ(P ) θ
1−
1 (P
2) +
i
η
σµν ǫ
λ
µ(P )Pν θ
1−
2 (P
2) , (296)
where ǫλµ(P ), λ = 0, ±1, is the polarisation vector: ǫλ · P = 0. Γ0+ CD3¯ has the same form as
the pseudoscalar meson amplitude in Eq. (295); and Γ1
+ C
D3¯
the same form as the vector meson
amplitude in Eq. (296).
The chiral limit results are presented in Table 8, the eigenvectors are:
O(G): O(G) O(G2): O(G2)
(θ0
−
1 , θ
0−
2 ) (0.83, 0.55) (0.87, 0.49)
(θ1
−
1 , θ
1−
2 ) (1, 0) (0.99,−0.12)
(297)
The Goldstone theorem is manifest when the quark DSE and pseudoscalar meson BS equation
are truncated consistently; i.e., at O(G):O(G) and O(G2):O(G2). This can be shown analyt-
ically via a straightforward generalisation of the arguments of Ref. [292]. If the dressing is
inconsistent, e.g., O(G):O(G2), the pseudoscalar is half as massive as the vector meson. The
O(G2) corrections only provide for a small (10%) mass increase in the vector meson channel,
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Table 8
Calculated meson and diquark masses (in GeV). The labels “O(Gn): O(Gm)” mean that the solution
of the O(Gn) quark Dyson–Schwinger equation was used in the O(Gm) Bethe-Salpeter equation.
The mass scale η = 1.06 GeV (G = η2/4) and the non-zero quark mass were chosen to reproduce
the experimental ratio mπ/mρ at O(G
2):O(G2). “Unbound” means that there is no solution of the
associated homogeneous Bethe–Salpeter equation for real P 2. (Adapted from Ref. [387].)
mq = 0 O(G): O(G) O(G): O(G
2) O(G2): O(G2)
m0
−
q¯q 0 0.30 0
m0
+
qq 1.19 Unbound Unbound
m1
−
q¯q 0.750 0.745 0.823
m1
+
qq 1.30 Unbound Unbound
mq = 0.012
m0
−
q¯q 0.140 0.328 0.136
m0
+
qq 1.21 Unbound Unbound
m1
−
q¯q 0.767 0.760 0.770
m1
+
qq 1.32 Unbound Unbound
as one would expect of a weak, net-repulsive interaction. It is weak because of the cancellation
between the vertex correction and crossed box contributions, which is a necessary consequence
of the preservation of Goldstone’s theorem.
In the diquark channel, however, where the coefficient of the repulsive term is larger and the
cancellation incomplete, the O(G2) corrections have the significant effect of eliminating the
(bound state) pole on the real P 2-axis. This means that the (3¯)c 4-quark correlations do not
have a spectral representation with asymptotic diquark-state contribution.
The results for mq 6= 0 are also presented in Table 8. The Goldstone boson character of the
pseudoscalar is clear; i.e., at a consistent level of truncation its mass increases rapidly from
zero asmq is increased. Formq = 0.012 GeV, det{H(P 2)−1} is plotted in Fig. 29. It illustrates
the effect of the O(G2) repulsive term in the BS kernel, which shifts the zero in the meson
channel very little but completely eliminates it in the diquark channel.
While the absence of a Lehmann representation for gluon and quark correlations suffices to
ensure there are no gluons and quarks in the strong interaction spectrum, it neither entails
nor precludes the existence of bound states, whether coloured or not. The rainbow-ladder
truncation is peculiar in the sense that it alone contains either purely attractive or purely
repulsive terms in the BS kernel in a given channel. In every truncation beyond this there
are both attractive and repulsive terms. The systematic procedure for extending the rainbow-
ladder kernel presented here ensures the preservation of Goldstone’s theorem at every step.
To illustrate these points the simple model gluon propagator, Eq. (289), was employed. In
a consistent truncation there is almost complete cancellation between the O(G2) attractive
and repulsive terms in the meson channel. This is an indication of why the studies of meson
spectroscopy and decays using a model gluon propagator in rainbow-ladder approximation
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Fig. 29. det{H(P 2) − 1} plotted as a function of P 2. This function vanishes at the square of the
bound state mass in the channel under consideration. (Adapted from Ref. [387].)
have been successful; i.e., that the truncation scheme may converge rapidly in the meson
channel. The situation is quite different in the diquark channel, however. The SU(3)c algebra
ensures that the coefficient of the O(G2) repulsive term is considerably larger. This entails that
the repulsive effect survives to ensure that there is no diquark bound state. This effect cannot
reasonably be reproduced in rainbow-ladder approximation and indicates that this truncation
is inadequate for the study of 4-quark correlations.
7.2 Modelling of Diquarks
In the simple algebraic gluon model employed in the last section, the diquark poles are actually
moved into the complex P 2-plane by the repulsive contributions to the quark interactions. This
affects the analytic properties of the 4-quark Green’s function, of course. As is seen already
on the level of the elementary quark correlations, the analytic structure of the amplitudes
in this model is quite different from the general analyticity properties of amplitudes in local
quantum field theory. It is then, however, important to study the domain of holomorphy
of these correlations in detail to verify the justification of an Euclidean formulation and its
limitations. Standard analyticity arguments cannot be used anymore. Nevertheless, complex
poles in diquark correlations can in principle also serve to parametrise the relevant part of
diquark correlations in baryons in a separable fashion.
In a local quantum field theory, on the other hand, coloured asymptotic states do in general
exist, for the elementary fields as well as possible coloured composites such as the diquarks,
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but not in the physical subspace of the indefinite metric space of covariant gauge theories.
Another realization of diquark confinement might therefore be due to a negative norm for the
corresponding amplitudes. The difference between physical, e.g., meson states and unphysical
diquark states would then have to be due to their respective norms. Very much like quarks
and transverse gluons, a spectral function for the discontinuity (at the cut along the time-like
total P 2-axis) in diquark correlations which is not positive would imply that the corresponding
states are in the unphysical part of the indefinite metric space of gauge theories. It is a pecu-
liarity of indefinite metric spaces that possible components of such states in a properly defined
positive subspace can always be removed by an equivalence transformation, i.e., one which
leaves physical matrix elements (in the positive subspace) unchanged [47]. As described in the
beginning of Sec. 2, given the standard analyticity properties of correlation functions, there is
then nothing to worry about the implementation of time-like (e.g., bound state) momenta by
analytically continuing the Euclidean formulation. The absence of anomalous thresholds, easily
established fundamentally, is technically harder to realize in actual calculations, however.
Leaving the question aside as to whether singularities in diquark correlations occur at complex
or time-like P 2 (with negative norm), separable contributions due to isolated poles in the pos-
sibly complex total momentum of diquark correlations are in either case the ones of interest
in the present description of baryons. The general model building presented in the following
thus assumes separable pole contributions to parametrise diquark correlations. Quark corre-
lations are parametrised in the simplest case by free constituent fermion propagators. Model
correlations mimicking confinement by the absence of quark poles can technically be imple-
mented straightforwardly with minor modifications, see Refs. [380,381]. The notations used in
this section resort to Minkowski space conventions with formal Wick rotations performed in
the last step before the numerical calculations. Given there are no subtleties by non-standard
analyticity properties of the amplitudes, the procedure is completely equivalent to a complex
Euclidean formulation from the beginning. It might seem more intuitive, though, to start the
description of bound states in Minkowski space.
The 4-point quark Green’s function,
Gαβγδ(x1, x2, x3, x4) = 〈T (qγ(x3)qα(x1)q¯β(x2)q¯δ(x4))〉 . (298)
is assumed to have a diquark pole in the total momentum P which gives rise to a contribution
Gpoleαγ,βδ(p, q, P ) := e
−iP Y¯
∫
d4X d4y d4z eiqze−ipyeiPXGpoleαβγδ(x1, x2, x3, x4)
=
i
P 2 −m2d + iǫ
χγα(p, P )χ¯βδ(q, P ) , (299)
where the definitions X = η1x1+η3x3, with η1+η3 = 1, and Y¯ = η4x2+η2x4, with η2+η4 = 1;
and y = x1 − x3, z = x2 − x4 have been used. md denotes the diquark mass. The BS wave
functions χ(p, P ) of the diquark bound state are defined by the matrix elements,
χαβ(x, y; ~P ) := 〈qα(x)qβ(y)|P+〉 (300)
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χ¯αβ(x, y; ~P ) := 〈P+|q¯α(x)q¯β(y)〉 =
(
γ0χ
†(y, x; ~P )γ0
)
αβ
(301)
Note that there is no need for time ordering here in contrast to quark-antiquark bound states.
The following normalisation of the states is used,
〈P ′±|P±〉 = 2ωP (2π)3δ3(~P ′ − ~P ) , ω2P = ~P 2 +m2d , (302)
and the charge conjugate bound state is defined as |P−〉 = C|P+〉. The contribution of the
charge conjugate bound state is included in (299) for P0 = −ωP . From invariance under
space-time translations, the BS wave function has the the general form,
χαβ(x, y; ~P ) = e
−iPX
∫ d4p
(2π)4
e−ip(x−y) χαβ(p, P ) , (303)
with X = ηxx + ηyy, p := ηypα − ηxpβ , and P = pα + pβ, where pα, pβ denote the momenta
of the outgoing quarks in the Fourier transform χαβ(pα, pβ; ~P ) of χαβ(x, y; ~P ). One thus has
the relation, χαβ(p, P ) := χαβ(p + ηxP,−p + ηyP ; ~P )|P0=ω. In the definition of the conjugate
amplitude, the convention
χ¯αβ(x, y; ~P ) = e
iP X¯
∫
d4p
(2π)4
e−ip(x−y) χ¯αβ(p, P ) , (304)
with X¯ = ηxy + ηyx, ensures that hermitian conjugation from Eq. (301) yields,
χ¯αβ(p, P ) =
(
γ0χ
†(p, P )γ0
)
αβ
. (305)
In the conjugate amplitude χ¯αβ(p, P ), the definition of relative and total momenta corresponds
to p = ηxp
′
α − ηyp′β and P = −p′α − p′β for the outgoing quark momenta p′α, p′β in
χ¯αβ(p
′
α, p
′
β;
~P ) =
(
γ0χ
†(−p′β,−p′α; ~P )γ0
)
αβ
. (306)
Note here that hermitian conjugation implies for the momenta of the two respective quark
legs, pα → p′α = −pβ, and pβ → p′β = −pα, which is equivalent to ηx ↔ ηy and P →
−P . Besides the hermitian conjugation of Eq. (305), one has from the antisymmetry of the
wave function, χαβ(x, y; ~P ) = −χβα(y, x; ~P ). For the corresponding functions of the relative
coordinates/momenta, this entails that ηx and ηy have to be interchanged in exchanging the
quark fields,
χ(x; ~P ) = −χT (−x; ~P )
∣∣∣
ηx↔ηy
, χ(p, P ) = −χT (−p, P )
∣∣∣
ηx↔ηy
. (307)
This interchange of the momentum partitioning can be undone by a charge conjugation, from
which the following identity is obtained,
χT (p, P ) = −Cχ¯(−p,−P )C−1 . (308)
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This last identity will become useful to relate χ¯ to χ in Euclidean space, which is a highly non-
trivial task. In particular, this avoids the somewhat ambiguous definition of the conjugation
following from Eq. (301) in Euclidean space with complex bound state momenta.
One last definition for diquark amplitudes concerns the truncation of the quark legs, defining
the amputated amplitudes χ˜, ˜¯χ,
χαβ(p, P )=
(
S(pα)χ˜(p, P )S
T (pβ)
)
αβ
, (309)
χ¯αβ(p, P )=
(
ST (−p′α) ˜¯χ(p, P )S(−p′β))αβ . (310)
With the definitions above, the same relations hold for the amputated amplitudes, in partic-
ular,
˜¯χ(p, P )αβ = (γ0χ˜†(p, P )γ0)
αβ
. (311)
Once a gluonic interaction kernel between the quarks is specified, the diquark amplitudes
could in principle be obtained from homogeneous BS equations very much like mesons are
obtained in the quark-antiquark bound state problem. However, as we have seen that correla-
tions beyond the ladder approximation are important, and because no symmetry-preserving
way of including a non-trivial quark-gluon vertex function is known, as a first step towards
this more complete calculation, parametrisations for scalar and axialvector diquark amplitudes
are explored in the Bethe–Salpeter/Faddeev nucleon bound state equation. No quark-quark
BS equation for the diquark amplitudes is solved but the general aspects anticipated for such
solutions are studied in baryonic bound states. For a given parametrisation the standard nor-
malisation integrals are calculated to fix the normalisation of the amplitudes. These integrals
are obtained from the inhomogeneous quark-quark BS equation under the usual assumption
that the gluonic interaction kernel be independent on the total diquark momentum P . Given
the exchange symmetry of the quark-quark BS equation such an assumption seems reasonable
also for general kernels. For identical quarks with propagator S(p) the resulting normalisation
condition reads:
1=
−i
4m2d
∫
d4p
(2π)4
{
tr
(
ST (pβ) ˜¯χ(p, P )
(
P
∂
∂P
S(pα)
)
χ˜(p, P )
)
+
(˜¯χ(p, P )S(pα)χ˜(p, P )
(
P
∂
∂P
ST (pβ)
))}
, (312)
with pα = p+ η1P and pβ = −p + η2P .
Contrary to the quark-antiquark and quark-quark case the kernel of the quark-diquark BS
equation necessarily depends on the total momentum of the baryonic bound state. To demon-
strate this it is sufficient to consider only the leading Dirac-covariant of the scalar isoscalar
diquark,
χ(p, P ) = γ5C
1
Ns
P˜ (p2, pP ) , (313)
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where C is the charge conjugation matrix. The normalisation constant Ns is explicitly sepa-
rated from the invariant function P˜ (p, P ). This constant is then fixed from the normalisation
condition in Eq. (312) for a given choice of P˜ . For further simplicity, it might seem reasonable
to neglect the dependence of this invariant function on the scalar pP in addition. This sim-
plification, yielding the leading moment of an expansion of the angular dependence in terms
of orthogonal polynomials, is known to give the dominant contribution to bound state ampli-
tudes in many circumstances. However, in the present case the antisymmetry of the diquark
wave function, c.f., Eqs. (307), for identical quarks, entails that
P˜ (p2, pP ) = P˜ (p2,−pP )
∣∣∣
η1↔η2
. (314)
For general η1 = 1 − η2 6= 1/2 and thus for p¯ := p|η1↔η2 6= p, it is therefore not possible to
neglect the pP dependence in the amplitude completely without violating the quark-exchange
symmetry. To correct this, one may assume instead that the amplitude depends on both
scalars, p2 and pP in a specific way as to guaranty this symmetry, namely via the scalar
x := pαpβ − η1η2m2d = (η2 − η1)pP − p2 = −(η2 − η1)p¯P − p¯2 with p¯ = η1pα − η2pβ , and with
the definitions of p{α,β} given above. For η1 = η2 = 1/2 this coincides with the usual relative
momentum (x = p2). Note further that P 2 = m2d is not a free variable of the amplitude.
For the two remaining scalars built out of the two momenta p and P the particular choice
with definite exchange symmetry is given by the two independent combinations pαpβ, which
is essentially the same x as above, and p2a − p2β. The latter has to appear in odd powers, i.e.,
in higher moments. These are neglected thus setting,
P˜ (p2, pP ) = P (x) = P ((η2 − η1)pP − p2) = P ((η1 − η2)p¯P − p¯2) . (315)
The parametrisations of diquark amplitudes used in the baryon models of Refs. [379–381]
actually neglect possible sub-structure completely, corresponding to P (p2, pP ) ≡ 1. In this
case, the normalisation constant Ns is ill-defined. An additional free parameter is introduced
as the strength of the diquark-quark coupling which in a more realistic description corresponds
to exactly the normalisation of the diquark amplitude as obtained from Eq. (312). More recent
studies [382,384] have improved on this model assumption and included a sub-structure of
diquarks. As the quark-diquark coupling is then not at ones disposal, it is assessed this way
whether in such a calculation the quark-diquark approximation can lead to a viable description
of baryons for coupling strengths as obtained from BS diquark amplitudes rather than adjusted
as free parameter.
The discussion of this section demonstrates some general aspects in such a parametrisation,
most importantly, due to the exchange symmetry of the amplitude. The precise shape of the
function P (x) can be conveniently fixed from the calculated electromagnetic form factor of the
nucleon, see Sec. 7.4 below. It will turn out that a dipole form Pd(x) = λ
4/(x+ λ2)2 for the
diquark amplitude will lead to good results for form factors. The respective width λ indirectly
determines the coupling strengths to the quarks. These widths are adjusted in the calculation
so as to yield the diquark normalisation 1/Ns necessary from fixing the nucleon mass. From
solutions to diquark BS equations in a next step, the question of the necessary diquark-quark
coupling strengths to yield sufficiently strong binding to the 3rd quark in baryons by the
mechanism described below will be shifted further to the strength of the gluonic quark-quark
160
+
. . .
++
Fig. 30. Examples for admitted and excluded graphs in the 3-quark interaction kernel K. (Adapted
from Ref. [385].)
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Fig. 31. The separable t-matrix. (Adapted from Ref. [385].)
interaction kernel in the diquark channels. The finite width of the diquark correlations implies
a further technical improvement. While some ultraviolet regularisation is necessary with the
point-like diquark-quark couplings of Refs. [379–381], in a more realistic calculation sufficient
ultraviolet convergence is naturally provided by the damping from the diquark amplitude.
7.3 Quark-Diquark Bethe–Salpeter Equations
7.3.1 General Structure of Bethe–Salpeter Amplitudes of Octet and Decuplet Baryons
Without a genuine 3-quark scattering kernel, see Fig. 30, and assuming separability of the
quark-quark t-matrix, see Fig. 31, the Dyson series for the full 3-quark propagator reduces to
a coupled set of Bethe–Salpeter/Faddeev equations for baryons as bound states of quark and
diquark correlations, see, e.g., Ref. [370]. Hereby, neither for quark nor for diquark correlations
a particle interpretation has to be assumed. In particular, the separability assumption for the
quark-quark t-matrix may or may not be realized by a sum over particle pole contributions.
To be concrete we will choose the following ansatz for the quark-quark scattering matrix
(returning thereby to Euclidean notations)
t(kα, kβ; pα, pβ) ≡ t(k, p, P )=χ5αβ(k, P ) D(P ) χ¯5γδ(p, P ) + (316)
χµαβ(k, P ) D
µν(P ) χ¯νγδ(p, P ) .
The relative momenta are defined as
k[p] = σ kα[pα]− (1− σ) kβ[pβ], σ ∈ [0, 1] . (317)
The diquark propagators used in the scalar and the axialvector channel are taken to be
D(P )=− 1
P 2 +m2sc
C(P 2, m = msc) , (318)
Dµν(P )=− 1
P 2 +m2ax
(
δµν + (1− ξ)P
µP ν
m2ax
)
C(P 2, m = max) . (319)
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With the choice C(P 2, m) = 1 and ξ = 0 they correspond to free propagators of a spin-0 and
a spin-1 particle. This will be the form to be employed in this and the next section. Later on
we will review investigations using nontrivial forms for C which remove the free-particle poles
from the real axis and thus may mimic confinement.
Equipped with the separable form of the two-quark correlations, Eq. (316), we will now derive
the BS equation for the nucleon and the Delta baryon. The generalisation to octet and decuplet
baryons (using three flavours in the isospin limit) is given in Ref. [381], and we will shortly
comment on it at the end of this section. To complete the model definition, we have to specify
the functional form of the quark propagator. We take it to be a free fermion propagator with
a constituent mass mq,
S(p) =
ip/ −mq
p2 +m2q
i C(p2, m = mq) with C(p
2, m = mq) = 1. (320)
Of course, when using modified diquark propagators, C 6= 1, the quark propagator will be
altered accordingly.
The nucleon BS amplitudes (or wave functions) can be described by an effective multi-spinor
characterising the scalar and axialvector correlations,
Ψ(p, P )u(P, s) ≡
(
Ψ5(p, P )
Ψµ(p, P )
)
u(P, s). (321)
u(P, s) is a positive-energy Dirac spinor of spin s, p and P are the relative and total momenta
of the quark-diquark pair, respectively. The vertex functions are defined by truncation of the
legs, (
Φ5
Φµ
)
= S−1
(
D−1 0
0 (Dµν)−1
)(
Ψ5
Ψν
)
. (322)
The diquark propagators D and Dµν are given in Eqs. (318,319), and the quark propagator S
in Eq. (320). The coupled system of BS equations for the nucleon amplitudes or their vertex
functions can be written in the following compact form,
∫
d4p′
(2π)4
G−1(p, p′, P )
(
Ψ5
Ψµ
′
)
(p′, P ) = 0 , (323)
in which G−1(p, p′, P ) is the inverse of the full quark-diquark 4-point function. It is the sum
of the disconnected part and the interaction kernel. The latter results from the reduction of
the Faddeev equation for separable quark-quark correlations. It describes the exchange of the
quark with one of those in the diquark which is necessary to implement Pauli’s principle in
the baryon, i.e., it describes the minimal dynamical coupling necessary to account for the full
exchange symmetry in the quark-diquark model [366]. Due to the overall colour antisymmetry
of the baryon (being a colour singlet) the other quantum numbers have to be symmetrised
leading to Pauli attraction instead of Pauli repulsion familiar from most ordinary fermionic
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Fig. 32. The coupled set of BS equations for the vertex functions Φ. (Adapted from Ref. [385].)
many-body systems. Taking into account the coupled channel nature of scalar and axialvector
diquark contributions within the nucleon one obtains
G−1(p, p′, P )= (2π)4 δ4(p− p′) S−1(pq)
(
D−1(pd) 0
0 (Dµ
′µ)−1(pd)
)
− 1
2
( −χ(p22) ST (q) χ¯(p21) √3 χµ′(p22) ST (q) χ¯(p21)√
3 χ(p22) S
T (q) χ¯µ(p21) χ
µ′(p22) S
T (q) χ¯µ(p21)
)
. (324)
The flavour and colour factors have been taken into account explicitly, and χ, χµ stand for the
Dirac structures of the diquark-quark vertices. The freedom to partition the total momentum
between quark and diquark introduces the parameter η ∈ [0, 1] with pq = ηP + p and pd =
(1 − η)P − p as usual. The momentum of the exchanged quark is then given by q = −p −
p′ + (1 − 2η)P . The relative momenta of the quarks in the diquark vertices χ and χ¯ are
p2 = p + p
′/2− (1− 3η)P/2 and p1 = p/2 + p′ − (1− 3η)P/2, respectively. Invariance under
4-dimensional translations implies that for every solution Φ(p, P ; η1) of the BS equation there
exists a family of solutions of the form Φ(p+(η2−η1)P, P ; η2). The corresponding BS equations
are pictorially represented in Fig. 32. The necessary presence of the total momentum P of the
baryonic bound state in the exchange kernel for η 6= 1/2 was apparently not taken into account
in the studies of Refs. [379,380].
As stated in the last section the quark exchange kernel of the reduced Bethe–Salpeter/Faddeev
problem for baryons, for η 6= 1/2, necessarily depends on the total momentum of the baryonic
bound state P . Since this has important implications on the normalisations and charges of
the bound state amplitudes, it is preferable to use the residual freedom in choosing the mo-
mentum partitionings in the relativistic bound state problem such as to keep the bound state
momentum dependence of the exchange kernel to a necessary minimum. While the exchange
quark momentum is found to be P -independent for η = 1/2, this choice, however, necessarily
introduces P -dependence in the diquark amplitudes: The dominant momentum dependence
of the diquark amplitudes are given by the scalars x1 and x2,
x1 = −p21 − (1− 2σ)((1− η)p1P − p1k) , (325)
x2 = −p22 + (1− 2σ′)((1− η)p2P − p2p) . (326)
These coincide with p21,2 only for symmetric quark momentum partitionings, i.e., σ = σ
′ = 1/2,
c.f., the discussion at the end of the last section. These symmetrised arguments of the diquark
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amplitudes x1,2 are independent of the total nucleon momentum, only if σ = σ
′ = 1
2
and
thus η = 1
3
. This conclusion can be generalised [382]: The exchange symmetry of the diquark
amplitudes suffices to show that these can generally be independent of P only if η = 1/3 and
σ = σ′ = 1/2. This is the only choice leading to diquark amplitudes independent of the total
nucleon bound state momentum P , and this follows from the exchange symmetry alone and
is not a result of the particular parametrisations employed in the model calculation.
In actual calculations the variable η is varied around the value η = 1/3 [384]. The diquark
momentum partitionings are fixed to σ = σ′ = (1−2η)/(1−η) for given η. While P -independent
diquark amplitudes can be obtained only for the value η = 1/3 with this choice the exchange
quark carries total momentum whenever η 6= 1/2. This entails that the exchange kernel of
the reduced Bethe–Salpeter/Faddeev equation for baryons unavoidably depends on the total
momentum of the baryonic bound state. This implies some considerable extensions to the
calculations, e.g., of electromagnetic form factors, which become necessary with the inclusion
of diquark sub-structure [382,384].
Using the positive energy projector with nucleon bound state mass Mn,
Λ+ =
1
2
(
1 +
P/
iMn
)
, (327)
the vertex functions can be decomposed into their most general Dirac structures,
Φ5(p, P )= (S1 +
i
Mn
p/S2)Λ
+, (328)
Φµ(p, P )=
P µ
iMn
(A1 +
i
Mn
p/A2)γ5Λ
+ + γµ(A3 +
i
Mn
p/A4)γ5Λ
+ + (329)
pµ
iMn
(A5 +
i
Mn
p/A6)γ5Λ
+ .
In the rest frame of the nucleon, P = (~0, iMn), the unknown scalar functions Si and Ai are
functions of p2 = pµpµ and of P · p. Certain linear combinations of these eight covariant
components then lead to a full partial wave decomposition, see the next section.
The BS solutions are normalised by the canonical condition
MnΛ
+ !=−
∫
d4 p
(2π)4
∫
d4 p′
(2π)4
Ψ¯(p′, Pn)
[
P µ
∂
∂P µ
G−1(p′, p, P )
]
P=Pn
Ψ(p, Pn) . (330)
The effective multi-spinor for the delta baryon representing the BS wave function can be
characterised as Ψµν∆ (p, P )u
ν(P ) where uν(P ) is a Rarita-Schwinger spinor. The momenta
are defined analogous to the nucleon case. As the delta state is flavour symmetric, only the
axialvector diquark contributes and, accordingly, the corresponding BS equation reads,
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∫
d4p′
(2π)4
G−1∆ (p, p
′, P )Ψµ
′ν
∆ (p
′, P ) = 0 , (331)
where the inverse quark-diquark propagator G−1∆ in the ∆-channel is given by
G−1∆ (p, p
′, P )= (2π)4δ4(p− p′) S−1(pq) (Dµµ′)−1(pd) + χµ′(p22) ST (q) χ¯µ(p21). (332)
The general decomposition of the corresponding vertex function Φµν∆ , obtained as in Eq. (322)
by truncating the quark and diquark legs of the BS wave function Ψµν∆ , reads
Φµν∆ (p, P )= (D1 +
i
M∆
p/D2) Λ
µν +
P µ
iM∆
(E1 +
i
M∆
p/E2)
pλT
iM∆
Λλν + (333)
γµ(E3 +
i
M∆
p/E4)
pλT
iM∆
Λλν +
pµ
iM∆
(E5 +
i
M∆
p/E6)
pλT
iM∆
Λλν .
Here, Λµν is the Rarita-Schwinger projector,
Λµν= Λ+
(
δµν − 1
3
γµγν +
2
3
P µP ν
M2∆
− i
3
P µγν − P νγµ
M∆
)
(334)
which obeys the constraints
P µΛµν = γµΛµν = 0. (335)
Therefore, the only non-zero components arise from the contraction with the transverse relative
momentum pµT = pµ − P µ(p · P )/P 2. The invariant functions Di and Ei in Eq. (333) again
depend on p2 and p · P . The partial wave decomposition in the rest frame is made explicit
below.
Finally, we want to comment on an extension to three flavours. In the isospin limit the strange
quark constituent mass is the only source of flavour symmetry breaking. The equations de-
scribing octet and decuplet baryons have been derived under the premises of flavour and
spin conservation, i.e., only those wave function components with the same spin and flavour
content couple to each other [381]. The flavour structure of the eight equations describing
N,Λ,Σ,Ξ,∆,Σ∗,Ξ∗ and Ω can be found in Appendix A of Ref. [381]. The Λ-hyperon is hereby
of special interest. First, its measured polarisation asymmetry in the process pγ → K+Λ will
provide a stringent test for the diquark-quark model for time-like momenta, see below. As
discussed in [391], there are only scalar diquarks involved in this process. Secondly, broken
SU(3)-flavour symmetry induces a component of the total antisymmetric flavour singlet into
wave and vertex function. In non-relativistic quark models with SU(6) symmetry such a com-
ponent is forbidden by the Pauli principle. As the flavour singlet is composed of scalar diquarks
and quarks only, this generates two additional scalar amplitudes besides the usual two from
the octet Λ state. The axialvector part of the vertex function remains unchanged in flavour
space. In Ref. [381] it has been found that the flavour singlet amplitudes are numerically small.
Thus, one can safely regard the Λ-hyperon as an almost pure octet state in flavour space.
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7.3.2 Partial wave decomposition
In a relativistic system only the total angular momentum, 1/2 for the nucleon and 3/2 for the
∆, is a good quantum number. Nevertheless it is instructive to decompose the BS amplitudes
into partial waves in the rest frame. However, it has to be noted that these partial waves start
to mix when the covariant amplitude is boosted.
In the rest frame the Pauli–Lubanski operator for an arbitrary multi-spinor ψ is given by
W i =
1
2
ǫijkLjk . (336)
Its eigenvalues are the total angular momentum
W2ψ = J(J + 1)ψ . (337)
The tensor Ljk is the sum of an orbital part, Ljk, and a spin part, Sjk. For a three-particle
system they are given by
Ljk=
3∑
a=1
(−i)
(
pja
∂
∂pka
− pka
∂
∂pja
)
, (338)
2(Sjk)αα′,ββ′,γγ′ =(σ
jk)αα′ ⊗ δββ′ ⊗ δγγ′ + δαα′ ⊗ (σjk)ββ′ ⊗ δγγ′ +
δαα′ ⊗ δββ′ ⊗ (σjk)γγ′ , (339)
such that Ljk = Ljk + 1
2
Sjk. The tensor Ljk is proportional to the unit matrix in Dirac space.
The definition of σµν := − i
2
[γµ, γν ] differs by a minus sign from its Minkowski counterpart.
The tensors L and S are written as a sum over the respective tensors for each of the three
constituent quarks which are labelled a = 1, 2, 3 and with respective Dirac indices αα′, ββ ′, γγ′.
Defining the spin matrix Σi = 1
2
ǫijkσ
jk the Pauli–Lubanski operator can be written as
(W i)αα′,ββ′,γγ′ =L
i δαα′ ⊗ δββ′ ⊗ δγγ′ + (Si)αα′,ββ′,γγ′ , (340)
Li= (−i)ǫijk
[
pj
∂
∂pk
+ qj
∂
∂qk
]
, (341)
(Si)αα′,ββ′,γγ′ =
1
2
(
(Σi)αα′ ⊗ δββ′ ⊗ δγγ′ + δαα′ ⊗ (Σi)ββ′ ⊗ δγγ′+
δαα′ ⊗ δββ′ ⊗ (Σi)γγ′
)
. (342)
Hereby the relative momentum p between quark and diquark and the relative momentum q
within the diquark has been introduced via a canonical transformation:
P = p1 + p2 + p3, p = η(p1 + p2)− (1− η)p3, q = 1
2
(p1 − p2) . (343)
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Table 9
Components of the octet baryon wave function with their respective spin and orbital angular momen-
tum. (γ5C) corresponds to scalar and (γ
µC), µ = 1 . . . 4, to axialvector diquark correlations. Note
that the partial waves in the first row possess a non-relativistic limit. (Adapted from Ref. [392].)
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Taking into account only the leading Dirac covariant in the diquark amplitudes no orbital
angular momentum is carried by the diquarks,
L2χ(q) = L2χµ(q) = 0 . (344)
The Pauli–Lubanski operator then simplifies and can be calculated by straightforward but
tedious algebra [381,385].
In the nucleon (or generally in octet baryons) there is one s-wave associated with the scalar
diquark and two s-waves associated with the axialvector diquark, one of them connected with
its virtual time component, see Table 9. In the non-relativistic limit only two s-waves out of
the eight components would survive. It is remarkable that the relativistic description leads
to four accompanying p-waves, the “lower components”, and a d-wave which are expected to
give substantial contributions to the fraction of the nucleon spin carried by orbital angular
momentum. At least, these p-waves would not be present in a non-relativistic model.
In the delta (or generally in decuplet baryons) only one s-wave is found by the method de-
scribed above. Two d-waves that could in principle survive the non-relativistic limit are present
and one d-wave can be attributed to the virtual time-component of the axialvector diquark.
All even partial waves are accompanied by relativistic “lower” components that could be even
more important as in the nucleon case.
The relativistic decomposition of nucleon and ∆ quark-diquark wave functions yields a rich
structure in terms of partial waves, for more details see Refs. [381,385]. Well-known problems
from certain non-relativistic quark model descriptions are avoided from the beginning in a rel-
ativistic treatment: First, photo-induced N −∆−transitions that are impossible in spherically
symmetric non-relativistic nucleon ground states will occur in this model through overlaps in
the axialvector part of the respective wave functions. Additionally, photo-induced transitions
from scalar to axialvector diquarks can take place, thus creating an overlap of the nucleon
scalar diquark correlations with the ∆ axialvector diquark correlations. Secondly, the total
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baryon spin will mainly be due to the quark spin in the s-waves and the orbital angular mo-
mentum of the relativistic p waves (that are absent in a non-relativistic description). Which
fraction of, e.g., the nucleon spin, is carried by the quark spins is related to the matrix element
of the flavour singlet axial current and is subject of an on-going investigation.
7.3.3 Numerical Results for Ground State Baryons
The quark-diquark BS equations have been solved in the corresponding bound state rest frame
using an expansion in Chebyshev moments, see Refs. [379,381,382,385] for details. This method
exploits the approximate O(4) symmetry of the BS equation and proves to be very efficient
for obtaining numerically accurate solutions of the full 4-dimensional equations. Actually,
there is not much difference in the requirements for computational resources in solving the
4-dimensional equation this way or solving a reduced three-dimensional approximation. Given
the non-covariance of the reduced equation (and the related shortcomings when calculating
observables, e.g., see Ref. [383]) further use of three-dimensional reductions seems questionable.
In Ref. [384] the nucleon and delta amplitudes have been calculated using two different pa-
rameter sets. For one set a constituent quark mass of mq = 0.36 GeV has been employed.
Due to the free-particle poles in the quark and diquark propagators used in Ref. [384] the
axialvector diquark mass is below 0.72 GeV and the delta mass below 1.08 GeV. On the
other hand, nucleon and delta masses are fitted by second set and the parameter space is
constrained by these two masses accordingly. In particular, this implies mq > 0.41 GeV. The
first parameter set (in which the delta is too light) results in much better nucleon properties,
see below. Especially for the nucleon magnetic moments this is easily understood: For weak
binding, i.e., close to the non-relativistic limit, the magnetic moment is roughly proportional
to Mn/mq. Thus a standard value for the constituent mass around 0.33 GeV would be highly
desirable. However, one then faces the question how to describe confinement and thereby avoid
unphysical thresholds.
In Ref. [381] the quark and diquark propagators have been modified by choosing in Eqs.
(319,318,320)
C(P 2, m) = 1− e−d(P 2+m2)/m2 . (345)
This cancels the pole of the propagators at the expense of introducing an essential singularity
at time-like infinity. Such a form is sufficient to prevent any unphysical threshold in the
BS equation. Furthermore, point-like diquarks have been used. The nucleon and the delta
masses have been used as to fix the coupling strengths in the scalar and axialvector channel.
The calculated hyperon masses are in good agreement with the experimental ones, see Table
10. The wave functions for baryons with distinct strangeness content but same spin differ
mostly due to flavour Clebsch-Gordan coefficients, the respective invariant functions being
very similar.
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Table 10
Octet and decuplet masses obtained with two different parameter sets. Set I represents a calculation
with weakly confining propagators (d = 10 in Eq. (345)), Set II with strongly confining propagators
(d = 1 in Eq. (345)). All masses are given in GeV. (Adapted from Ref. [392].)
mu ms MΛ MΣ MΞ MΣ∗ MΞ∗ MΩ
Set I 0.5 0.65 1.123 1.134 1.307 1.373 1.545 1.692
Set II 0.5 0.63 1.133 1.140 1.319 1.380 1.516 1.665
Exp. 1.116 1.193 1.315 1.384 1.530 1.672
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Fig. 33. Impulse approximate contributions to the electromagnetic current. (Adapted from Ref. [384].)
7.4 Electromagnetic Form Factors
The Sachs form factors GE and GM can be extracted from the solutions of the BS equations
using the relations
GE =
Mn
2P 2
Tr〈Jµ〉P µ, GM = iM
2
n
Q2
Tr〈Jµ〉γµT , (346)
where P = (Pi + Pf )/2, γ
µ
T = γ
µ − P µP//P 2, and the spin-summed matrix element 〈Jµ〉 is
given by
〈Jµ〉≡ 〈Pf , sf |Jµ|Pi, si〉
∑
sf ,si
u(Pf , sf)u¯(Pi, si)
=
∫ d4pf
(2π)4
∫ d4pi
(2π)4
Ψ¯(Pf , pf) J
µ Ψ(Pi, pi). (347)
The current Jµ herein is obtained as in Ref. [382,384], see, however, also Refs. [380,377,378]
where electromagnetic nucleon form factors have been calculated within a BS quark-diquark
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model. This current represents a sum of all possible couplings of the photon to the inverse
quark-diquark propagator G−1 given in Eq. (324). This construction which ensures current
conservation can be systematically derived from the general “gauging technique” employed in
Refs. [393,394].
The two contributions to the current that arise from coupling the photon to the disconnected
part of G−1, the first term in Eq. (324), yield the couplings to the quark and the diquark in
impulse approximation. They are graphically represented by the middle and the upper diagram
in Fig. 33. The corresponding kernels, to be multiplied by the charge of the respective quark
or diquark upon insertion into the r.h.s. of Eq. (347), read,
Jµq = (2π)
4 δ4(pf − pi − ηQ)Γµq D˜−1(kd), (348)
Jµsc[ax]= (2π)
4 δ4(pf − pi + (1− η)Q)Γµ,[αβ]sc[ax] S−1(kq). (349)
Here, the inverse diquark propagator D˜−1 comprises both, scalar and axialvector components.
The vertices in Eqs. (348) and (349) are the ones for a free quark, a spin-0 and a spin-1
particle, respectively,
Γµq=−iγµ, Γµsc = −(pd + kd)µ, and (350)
Γµ,αβax =−(pd + kd)µ δαβ + pαd δµβ + kβd δµα + κ (Qβ δµα −Qα δµβ). (351)
The Dirac indices α, β in (351) refer to the vector indices of the final and the initial state wave
function, respectively. The axialvector diquark can have an anomalous magnetic moment κ.
In Ref. [384] its value has been obtained from a calculation for vanishing momentum transfer
in which the quark substructure of the diquarks is resolved. The corresponding contributions
are represented by the upper and the right diagram in Fig. 34. It turns out that κ = 1 is a
reasonable value independent of the parameters used. This is intuitively understandable: The
magnetic moments of two quarks with charges q1 and q2 add up to (q1+ q2)/mq, the magnetic
moment of the axialvector diquark is (1 + κ)(q1 + q2)/max, and if the axialvector diquark is
weakly bound, max ≈ 2mq, then κ ≈ 1.
The vertices in Eqs. (350) and (351) satisfy their respective Ward-Takahashi identities, i.e.
those for free quark and diquark propagators (c.f., Eqs. (318,319) and (320)), and thus describe
the minimal coupling of the photon to quark and diquark.
Important additional contributions arise due to photon-induced transitions between scalar
and axialvector diquarks as represented by the lower diagram in Fig. 33. These yield purely
transverse currents and do thus not affect current conservation. The tensor structure of these
contributions resembles that of the triangle anomaly. In particular, the structure of the vertex
describing the transition from axialvector to scalar diquark is given by
Γµβsa = −i
κsa
2Mn
ǫµβρλ(pd + kd)
ρQλ, (352)
and the analogous expression for the reverse transition from an scalar to axialvector. The
tensor structure of these anomalous diagrams is in the limit Q→ 0 determined by the quark
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Fig. 34. Resolved vertices: photon-scalar diquark, photon-axialvector diquark and anomalous
scalar-axialvector diquark transition. (Adopted from Ref. [384].)
loop in a way as represented by the lower diagram in Fig. 34. The constant κsa turns out to
be approximately 2 [384].
Upon performing the flavour algebra for the current matrix elements of the impulse approxi-
mation, one obtains the following explicit forms for proton and neutron,
〈Jµ〉impp =
2
3
〈Jµq 〉sc−sc +
1
3
〈Jµsc〉sc−sc + 〈Jµax〉ax−ax +
√
3
3
(
〈Jµsa〉sc−ax + 〈Jµas〉ax−sc
)
, (353)
〈Jµ〉impn =−
1
3
(
〈Jµq 〉sc−sc − 〈Jµq 〉ax−ax − 〈Jµsc〉sc−sc + 〈Jµax〉ax−ax
)
−
√
3
3
(
〈Jµsa〉sc−ax + 〈Jµas〉ax−sc
)
. (354)
The superscript ‘sc-sc’ indicates that the current operator is to be sandwiched between scalar
nucleon amplitudes for both the final and the initial state in Eq. (347). Likewise ‘sc-ax’ denotes
current operators that are sandwiched between scalar amplitudes in the final and axialvector
amplitudes in the initial state, etc.. Note that the axialvector amplitudes contribute to the
proton current only in combination with diquark current couplings.
Current conservation requires that the photon also has to be coupled to the interaction kernel
in the BS equation, i.e., to the second term in the inverse quark-diquark propagator G−1 of
Eq. (324). The corresponding contributions were derived in [382] and are represented by the
diagrams in Fig. 35. In particular, in addition to the photon coupling with the exchange-quark
(with vertex Γµq ), irreducible “seagull” interactions of the photon with the diquark substructure
have to be taken into account. These diquark-quark-photon vertices are constrained by Ward
identities. The explicit construction of Ref. [382] yields the following seagull couplings:
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Fig. 35. Exchange quark and seagull diagrams. (Adopted from Ref. [384].)
Mµ[,β]= qq
(4p1 −Q)µ
4p1 ·Q−Q2
[
χ[β](p1 −Q/2)− χ[β](p1)
]
+
qex
(4p1 +Q)
µ
4p1 ·Q+Q2
[
χ[β](p1 +Q/2)− χ[β](p1)
]
. (355)
Here, qq denotes the charge of the quark with momentum pq, qex the charge of the exchanged
quark with momentum q′, and p1 is the relative momentum of the two, p1 = (pq − q′)/2
(see Fig. 35). The conjugate vertices M¯µ[,α] are obtained from the conjugation of the diquark
amplitudes χ[β] in Eq. (355) together with the replacement p1 → p2 = (q − kq)/2.
The diagrams of Figs. 33 and 35 have been evaluated in Ref. [384] using the numerical solutions
for the BS amplitudes. The continuation of these from the nucleon rest frame to the Breit
frame is described in detail in Refs. [380,382]. A warning is here, however, in order: For finite
momentum transfer, care is needed in treating the singularities of the quark and diquark
propagators that appear in the single terms of Eq. (347). In Ref. [382] it was shown that for
some kinematical situations explicit residues have to be taken into account in the calculation
of the impulse approximation diagrams.
The results of Ref. [384] for the proton electric form factor are in excellent agreement with the
phenomenological dipole behaviour. Also the calculated neutron electric form factor agrees
very well with data. The magnetic moments come out somewhat too small showing that
stronger axialvector diquark correlations would be favourable for larger values of the magnetic
moments.
Recent data from Jefferson Lab, see Ref. [395], for the ratio µpGE/GM are compared to
the results of Ref. [384] in Fig. 36. The ratio obtained from parameters with weak axialvector
correlations lies above the experimental data, and that from parameters with strong axialvector
172
0 0.5 1 1.5 2 2.5 3 3.5
Q2 [GeV2]
0
0.5
1
1.5
2
µ p
G
E/G
M
The Ratio µpGE/GM
JLab Hall A Coll,  PRL 84 (2000), 1398 [22]
Set I
Set II
Fig. 36. The ratio (µp GE)/GM compared to the data from Ref. [395].
correlations below. Thus, the experimental observation that this ratio decreases significantly
with increasing Q2 (about 40% from Q2 = 0 to 3.5 GeV2), can be well reproduced with
axialvector diquark correlations of a certain strength included. The reason for this is the
following: The impulse approximate photon-diquark couplings yield contributions that tend to
fall off slower with increasing Q2 than those of the quark. This is the case for both, the electric
and the magnetic form factor. If no axialvector diquark correlations inside the nucleon are
maintained, however, the only diquark contribution to the electromagnetic current arises from
〈Jµsc〉sc−sc, see Eqs. (353,354). Although this term does provide for a substantial contribution
to GE , its respective contribution to GM is of the order of 10
−3. This reflects the fact that an
on-shell scalar diquark would have no magnetic moment at all, and the small contribution to
GM may be interpreted as an off-shell effect. Consequently, too large a ratio µpGE/GM results,
if only scalar diquarks are maintained [382]. For the parameters leading to the correct ∆ mass
but quite weak axialvector correlations this effect is still visible, although already with these
weak axialvector correlations the scalar-to-axialvector transitions have the qualitatively new
effect of yielding a ratio µpGE/GM that, for sufficiently large Q
2, decreases with increasing Q2.
These transitions almost exclusively contribute to GM , and it thus follows that the stronger
axialvector correlations enhance this effect. The ratio µpGE/GM imposes an upper limit on
the relative importance of the axialvector correlations of estimated 30% (to the BS norm of
the nucleons).
The nucleon electromagnetic form factors have also been calculated in Refs. [377,378] using
a scalar diquark only. In these investigations a different approach has been taken: Not only
the quark and diquark propagators have been modelled by entire functions but also the nu-
cleon Faddeev amplitude (or more precisely, a BS-like quark-diquark amplitude) has been
parametrised by a one-parameter entire function. The parameters of the quark propagator
have been fixed by a fit to meson observables, the remaining three parameters (width of the
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nucleon amplitude, width of the diquark amplitude and diquark correlation length) have been
determined by optimising a fit to the proton electric form factor. The corresponding diagrams
have been calculated in a generalised impulse approximation. This takes care of the internal
structure of the diquark. Due to the use of a dressed quark-photon vertex current conserva-
tion is maintained for the constituents. For the baryonic bound states, however, it has been
demonstrated in Ref. [396] that the approach of Refs. [377,378] suffers from an overcounting
problem. This is substantiated by the fact that the impulse approximation of Refs. [377,378]
cannot be obtained from the general treatment of a relativistic three-body problem presented
in Ref. [393] in the limit of separable quark-quark correlations. (Note that such a derivation
is possible in the approach of Refs. [382,384].) As the particular diagrams under dispute pro-
vide small contributions to observables only, the results of Refs. [377,378] are nevertheless
interesting.
The neutron electric form factor obtained in Ref. [377] is much larger than the experimental
data at all (space-like) momenta. This is very likely a defect due to neglecting the axialvec-
tor diquark as comparison with Refs. [380,382] reveals: Also in these studies only the scalar
diquarks have been taken into account and the neutron electric form factor has been overesti-
mated. On the other hand, the result for the proton magnetic moment obtained in Ref. [377]
is close is to its phenomenological value, the (absolute value of the) neutron magnetic moment
is somewhat too small.
Summarising this section: The electromagnetic properties of the nucleon can be described rea-
sonably well within a Faddeev/BS equation approach. It would be interesting to see whether
a more sophisticated study using “confined” quarks and diquarks, a calculated nucleon ampli-
tude (from the quark-diquark BS equation), and a reasonable amount of axialvector diquark
correlations could provide a more accurate description.
7.5 Strong and Weak Form Factors
In Ref. [378] (using the Ansa¨tze of Ref. [377] and taking into account only a scalar diquark)
the pseudoscalar, isoscalar- and isovector-vector, axial-vector and scalar nucleon form factors
have been calculated. The pion-nucleon and the axial coupling based on a solution of the BS
equation has been calculated with “confined” constituents and only a scalar diquark in Ref.
[380]. For “free” constituents and with the axialvector diquark included corresponding results
have been reported in Ref. [384].
The coupling of the pion to the nucleon, described by a pseudoscalar operator, and the pseu-
dovector currents of weak processes such as the neutron β-decay are connected to each other
in the soft limit by the Goldberger-Treiman relation.
The matrix element of the pseudoscalar density Ja5 can be parametrised as
〈Ja5 〉 = Λ+(Pf) τaγ5gπNN(Q2) Λ+(Pi) , (356)
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which yields
gπNN(Q
2) = −2M
2
n
Q2
Tr〈Ja5 〉γ5
τa
2
. (357)
As discussed in the last chapter the chiral Ward identity provides for the leading Dirac covari-
ant of the pion-quark vertex
Γa5(P, p) = γ5
B(p2)
fπ
τa, (358)
where fπ is the pion decay constant and B(p
2) is the scalar part of the quark self-energy in
the chiral limit. The three additionally possible Dirac structures have been neglected in the
calculations of Refs. [378,384]. (Note that with free constituent propagators as in Ref. [384]
one simply has B(p2) = mq, the constituent quark mass.)
The matrix elements of the pseudovector current are parametrised by the form factor gA(Q
2)
and the induced pseudoscalar form factor gP (Q
2),
〈Ja,µ5 〉 = Λ+(Pf )
τa
2
[
iγµγ5gA(Q
2) +Qµγ5gP (Q
2)
]
Λ+(Pi). (359)
For Q2 → 0 the Goldberger-Treiman relation,
gA(0) = fπgπNN(0)/Mn , (360)
then follows from current conservation and the observation that only the induced pseudoscalar
form factor gP (Q
2) has a pole on the pion mass-shell.
By definition, gA describes the regular part of the pseudovector current and gP the induced
pseudoscalar form factor. They can be extracted from Eq. (359) as follows:
gA(Q
2)=− i
4
(
1 + Q
2
4M2n
)Tr〈Ja,µ5 〉
(
γ5γ
µ − iγ52Mn
Q2
Qµ
)
τa ,
(361)
gP (Q
2)=
2Mn
Q2
(
gA(Q
2)− Mn
Q2
Tr〈Ja,µ5 〉Qµγ5 τa
)
. (362)
Chiral symmetry constraints may be used to construct the axialvector-quark vertex. In the
chiral limit, the Ward-Takahashi identity for this vertex reads,
QµΓµ,a5 =
τa
2
(
S−1(k)γ5 + γ5S−1(p)
)
, (Q = k − p). (363)
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This constraint is satisfied by the form of the vertex proposed in Ref. [292],
Γµ,a5 = −iγµγ5
τa
2
+
Qµ
Q2
fπΓ
a
5. (364)
The second term which contains the massless pion pole does not contribute to gA as can be
seen from Eq. (361). From these quark contributions to the pion coupling and the pseudovector
current alone, Eqs. (364) and (357) would thus yield,
lim
Q2→0
Q2
2Mn
gP (Q
2) =
fπ
Mn
gπNN(0). (365)
Here, the Goldberger-Treiman relation follows if the pseudovector current was conserved or,
off the chiral limit, from PCAC.
Current conservation is a non-trivial requirement in the relativistic bound state description of
nucleons, however. First, we ignored the pion and pseudovector couplings to the diquarks in
the simple argument above. For scalar diquarks alone which themselves do not couple to either
of the two, as can be inferred from parity and covariance, pseudovector current conservation
could in principle be maintained by including the couplings to the interaction kernel of the
nucleon BS equation in much the same way as was done for the electromagnetic current.
Unfortunately, when axialvector diquarks are included, even this will not suffice to maintain
current conservation. As observed recently in Ref. [394], a doublet of axialvector and vector
diquarks has to be introduced, in order to comply with chiral Ward identities in general. The
reason essentially is that vector and axialvector diquarks mix under a chiral transformation
whereas this is not the case for scalar and pseudoscalar diquarks. Since vector diquarks on the
one hand introduce six additional components to the nucleon wave function, but are on the
other hand not expected to influence the binding strongly, here vector diquark correlations
have been neglected so far.
In Ref. [384] the relevant couplings of the currents to the diquarks have been estimated from
the quark loops at Q2 = 0. In Ref. [378] the impulse approximation discussed already in the
last section has been employed.
In Ref. [384] it was found that large contributions to gπNN(0) and gA(0) arise from the scalar-
axialvector transitions, and both quantities are overestimated, gA(0) = 1.35 − 1.49 instead
of 1.27 and gπNN(0) = 16 − 17 instead of ≈ 13.2. As mentioned, the axialvector diquark
contributions violate the Goldberger–Treiman relation. Some compensations occur between
the small contributions from the axialvector diquark impulse-coupling and the comparatively
large ones from scalar-axialvector transitions which provide for the dominant effect to yield
gA(0) > 1. Summing all contributions the Goldberger–Treiman relation is violated by 14 –
18%.
In Ref. [378] gπNN(0) is slightly overestimated, too. On the other hand, gA(0) results gener-
ally to be smaller than one. This might simply reflect the importance of scalar-axialvector
transitions for this quantity. It is interesting to note that a non-vanishing fωNN has been
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2) form factor with a “projected” gπNN (Q
2), only the scalar
diquark component of the nucleon amplitude has been taken into account in the calculation. (Adopted
from Ref. [397].)
obtained. As this quantity might be important for meson-exchange models of nuclear physics
(where it has been neglected so far) this issue certainly deserves to be studied further. The
analysis of the σ-term in Ref. [378] illustrates the only method known up to now that allows
an unambiguous off-shell extrapolation in the estimation of meson-nucleon form factors. An
important element in the calculation of the scalar form factor presented in Ref. [378] is the
dressed-quark scalar vertex obtained from the solution of the inhomogeneous BS equation. As
anticipated, it possesses a pole at the scalar mass, and the residue of this pole provides the
σ-meson nucleon coupling. The solution of the inhomogeneous BS equation allows to extract
this coupling at every possible value of Q2, especially also at the soft point Q2 = 0 where this
coupling is directly related with the σ-term. In this way one obtains σ = 14MeV whereas at
the σ-meson pole a several times larger value would have been extracted.
As already stated, transitions from nucleons to the Λ-hyperon project out the scalar diquark
component of the nucleon amplitude [391]. Therefore, corresponding processes provide a test
for the assumption of a separable quark-quark t-matrix, i.e., the diquark hypothesis. A first and
illustrative step in this direction is the gKNΛ(Q
2) form factor. Its within this model calculated
(absolute) value at all space-like Q2 is much smaller then gπNN(Q
2) [397]. Hereby the direct
contribution to flavour symmetry breaking, ms > mu, is of minor importance. Some 20% are
due to the larger kaon decay constant, fK > fπ, but the most important effect is the projection
onto the scalar diquark component of the nucleon amplitude, see Fig. 37.
7.6 Hadronic Reactions
Production processes where the quark propagator is tested for time-like momenta could be
very interesting with respect to the employed parametrisations of confinement. On the other
hand, such processes are fairly complicated and the issue might be obscured, if too numerous
177
diagrams for subprocesses contribute. For this reason processes like kaon photoproduction with
a Λ-hyperon in the final channel, pγ → KΛ, are well suited for such investigations. As stated
already, flavour algebra leads to the restriction of scalar diquarks. Furthermore, the kaon does
not couple to the scalar diquark. Therefore, restricting to the impulse approximation leads to
the justification of a spectator model.
It has to be emphasised that the investigations reported in this section all have quite an ex-
ploratory character. They more or less serve to demonstrate the feasibility of such calculations.
7.6.1 Deep Inelastic Structure Functions
Before going to processes with strangeness in the final channel the results of the chronologically
first application of the diquark-quark BS solution will be briefly reviewed here. In Ref. [379]
the nucleon structure function F1(x) has been calculated. Hereby the nucleon was modelled
as consisting of a valence quark and a scalar diquark of equal mass. The photon coupled only
to the quark whereas the diquark was treated as a spectator. Despite the still exploratory
character of this application, for BS equation based diquark models the first of its kind,
it already produced interesting results. The spin structure of the nucleon has been found
to contribute non-trivially to the structure function F1(x): Its valence-quark contribution is
governed by the “non-relativistic” components only in the case of very weak binding. The
shape of the unpolarised valence-quark distribution has been found to be mainly determined
by relativistic kinematics and does not depend on the details of the quark-diquark dynamics.
Furthermore, it is interesting to note that due to the full covariance of the model the structure
function has the correct support (x ∈ [0, 1]) from the very beginning. No projection technique
is needed. The valence-quark distribution shows a clear peak at approximately x = 1−msc/M .
Assuming that the scalar diquark mass msc is approximately 2/3 of the nucleon bound state
mass M , the empirically observed peak at x ≈ 1/3 would be reproduced.
The investigations reported in Ref. [379] are certainly a clear motivation to study all ex-
perimentally observable nucleon structure functions in a more sophisticated version of the
diquark-quark BS model in the future.
7.6.2 Kaon Photoproduction off the Proton
As stated above a spectator picture emerges for the reaction γp → KΛ in the impulse ap-
proximation, and this process is described within a diquark model by the diagrams shown
in Fig. 38. The model specific input that goes into the calculation of the cross section and
the asymmetries for kaon photoproduction are the wave functions for the baryons (which are
solutions of their BS equations) and the propagators of quarks and diquarks. Hereby it is im-
portant to note that the quark propagator in between the incoming photon and the outgoing
kaon in the left diagram of Fig. 38 is tested in a parabolic region of complex momenta q2 such
that the lowest real value of q2 is given by q2min = −(ηPM + E)2 where ηP is the momentum
partitioning parameter, M is the nucleon mass, and E is the photon energy in the nucleon
rest frame. Obviously, for large photon energies the quark propagator at time-like momenta
becomes important.
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The results of Ref. [392] for pγ → KΛ using pointlike diquarks are shown in Fig. 39. As
anticipated it has been found that the total cross section strongly depends on the behaviour
of the quark propagator in the time-like region. To obtain the results shown in Fig. 39 the
function C(p2, m) in Eqs. (318,320) has been chosen to be exp(−0.25|1 + p2/m2|). 75 Using
instead C(p2, m) = exp(−(1 + p2/m2)) as done in previous calculations leads to enormously
large cross sections. For the form chosen, however, the total cross section matches the data
quite nicely and it even follows the peculiar structure of the measured data in the region above
1 GeV. This is due to interference with the kaon exchange diagram shown in Fig. 38. The Λ
polarisation is shown in the right panel of Fig. 39, and the comparison reveals that it falls
short of the measured data by a substantial factor. However, the characteristic change of sign
as required by the data is present.
7.6.3 Associated Strangeness Production in pp Collisions
The application of the diquark-quark BS model to the associated strangeness production pp→
pKΛ [397] is based on the assumption that for intermediate reaction energies the interaction
mechanism is dominated by the exchange of pseudoscalar mesons but that nevertheless the
75 A discussion of production processes within the diquark model using qualitatively different Ansa¨tze
for propagators can be found in Ref. [398].
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the SAPHIR collaboration, the right panel the asymmetry. (Adapted from Ref. [392].)
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subhadronic quark structure is tested. The calculated total cross sections have been found
significantly too small, however, this effect might be attributed to the strong initial and final
state interactions. The form of the calculated differential cross sections agree, nevertheless,
nicely with experiments.
Calculating the depolarisation tensor, which is a measure of the relation between the spin of the
incoming proton and the outgoing Λ-hyperon, and which is only marginally influenced by initial
and final state interactions, one finds a pronounced dependence on the parametrisations of the
quark and diquark propagator. Hereby it is again the behaviour at large time-like momenta
which, in this case, is amplified by the fact that even the signs one obtains for the pion and
kaon exchange diagrams can differ in different models for the propagators. As mostly parallel
spins of the proton and the Λ-hyperon contribute to the pion diagrams and antiparallel spins
to the kaon diagrams a completely different interference pattern is obtained in the results for
the depolarisation tensor.
All the results mentioned for hadronic reactions are based on the assumption for point-like
diquarks (see, however, Ref. [398]), and because a reasonable description of form factors re-
quires extended diquarks, all these calculations can only be considered as exploratory. But they
have nevertheless proven that a fully Lorentz covariant approach based on the substructure of
hadrons can be applied even to quite complicated processes.
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8 Concluding Remarks
In this review we have attempted to demonstrate the long way from the dynamics of confined
quark and glue to a description of hadrons and their processes in one coherent approach. The
results obtained so far encourage to pursue it. Of course, improvements are possible and highly
desirable at practically every step. The hope is that future work will bridge more of the gaps
remaining between them.
First of all, a consistent qualitative picture for all QCD propagators and vertex functions will
hopefully emerge in the near future from lattice and Dyson–Schwinger calculations. These may
then be employed in the rich meson phenomenology based on the Bethe–Salpeter equation. We
have seen that many aspects of meson physics can be understood quite well on the basis of these
investigations. Diquark correlations have also been studied from simple models of quark and
gluon propagators. In a coherent calculation, these could of course be obtained as solutions to
Bethe–Salpeter equations constructed from Dyson–Schwinger equations. Coupling the diquark
correlations to a further quark propagator, the way to baryon wave functions from results of
Dyson–Schwinger equations for quarks and gluons is straight ahead. The complications for
physical observables such as form factors in a Bethe–Salpeter/Faddeev calculation of baryons
from the results for the structure of diquark and quark correlations, are under control. The
numerical machinery to calculate these observables in this extended diquark-quark approach
is currently being developed.
The ideal calculations of this kind have the minimal parameter set of QCD. This allows to
critically assess the necessary truncating assumptions on the infinite hierarchy of equations of
motion for the QCD Green’s functions. No abundant parameters are present to tune, and thus
to cover up possible insufficiencies of these calculations. The program so far yielded reliable
results for the coupled system of equations for the gluon and ghost propagators in Landau
gauge. In the momentum range overlapping with available lattice results good agreement is
obtained. Confinement of gluons can be attributed to the violation of positivity found to be
manifest in the solution. This feature is also seen in lattice results. The quenched solution to
the quark Dyson–Schwinger equation from these results compare nicely to lattice results ob-
tained more recently. The necessary non-perturbative mass scale is produced by the dynamics
encoded in the Dyson–Schwinger equations of gluons, ghosts and quarks. The positivity and
the analyticity properties of the quark propagator are interesting open questions. These can
be addressed with the full unquenched solutions which became available very recently.
We hope to have demonstrated that this approach is worth to be further pursued, and that
a coherent description of hadronic states and processes based on the dynamics of confined
correlations of quark, glue and ghosts can be realized in the near future. Hereby the method
based on the QCD Green’s functions has to be understood as being complementary to other
techniques. Lattice calculations provide evidence that truncations of the infinite hierarchy of
Dyson–Schwinger equations have been done reasonably. On the other hand, results of these
truncated equations help to understand the lattice data. Solutions of Bethe–Salpeter equa-
tions provide explicit examples of different realization of symmetries in the meson and baryon
spectrum. Meson and baryon properties as well as hadronic reactions may in the end serve
as experimental tests of our understanding of confinement. And this connects to what might
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be the most challenging goal in hadron physics: Not only to understand the mysterious phe-
nomenon of confinement but also to find a way to verify it experimentally.
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A Real vs. Complex Ghost Fields: Ghost-Antighost Symmetry and SL(2,R)
In this appendix we summarise the relation between real and complex ghost fields, i.e., be-
tween the hermiticity assignments c†(x) = c(x) and (ic¯(x))† = ic¯(x) versus c(x)† = c¯(x) in the
operator formalism. The latter assignment is used in Sec. 2. It has been stressed in the litera-
ture, see, e.g. Ref. [36], that the correct hermiticity assignment should be the former, however.
This is true for the standard Faddeev-Popov gauges with ξ 6= 0. In Landau gauge (ξ = 0)
we can make use of the additional ghost-antighost symmetry to establish the equivalence of
both formulations, employing independent real or complex ghost fields (corresponding to the
ghost and antighost degrees of freedom). The ghost-antighost symmetry and thus the complex
formulation with c(x)† = c¯(x) can be maintained for ξ 6= 0 at the expense of quartic ghost
interactions in (a special case of) the so-called Curci–Ferrari gauge(s) [399,400].
Let us first consider the hermiticity assignment c†(x) = c(x) and (ic¯(x))† = ic¯(x) corresponding
to two independent and real Euclidean (Grassmann) ghost c(x) → u(x) and antighost fields
c¯(x)→ iv(x). The gauge fixing part LGF of the effective Lagrangean Leff in Eq. (11) of Sec. 2
then reads,
LGF = iBa∂µAaµ +
ξ
2
BaBa + iva∂µD
ab
µ u
b , (A.1)
where we introduced the Nakanishi-Lautrup auxiliary field B as a real Euclidean field. Its
integration yields the usual gauge fixing term (∂A)2/2ξ introduced in Sec. 2. The last term in
Eq. (A.1) specifies the ghost part Lghost, which is hermitean:
Lghost = 1
2
(Lghost + L†ghost) = −
i
2
(u, v)
 0 D∂
−∂D 0
(u
v
)
. (A.2)
In Landau gauge we have ∂µDµ = Dµ∂µ and thus,
76
Lξ=0ghost = −
i
2
(u, v) ∂D ε
(
u
v
)
with ε =
 0 1
−1 0
 (A.3)
which is the metric in a 2-dimensional spinor space. Since
AT εA = ε for 2× 2-matrices A with detA = 1, i.e., A ∈ SL(2,C) , (A.4)
the ghost Lagrangean for ξ = 0 has a global SL(2, R) symmetry, the subgroup of SL(2,C)
76 This holds on-shell, i.e., after the constraint ∂A = 0 is implemented. On the level of the Lagrangean
it is slightly inconsistent. To be precise, we would have to symmetrise the Faddeev-Popov operator
first which can be achieved in the Landau gauge by shifting the B-field. We will do that anyway for
the more general Curci–Ferrari gauges below. For the present argument we ignore this subtlety.
183
that preserves the above hermiticity assignment,(
u
v
)
7→ A
(
u
v
)
, A ∈ SL(2, R) . (A.5)
Note that both, the ghost number symmetry and the Faddeev-Popov(FP) conjugation, are
contained in this global symmetry. The former is generated by the (hermitean) ghost charge
Qc, c.f., Sec. 3.4.2 in Ref. [36],
[iQc, u
a(x)] = ua(x) , [iQc, v
a(x)] = −va(x) , (A.6)
or, by exponentiation,
eiQcθ :
(
u
v
)
7→
 eθ 0
0 e−θ
(u
v
)
. (A.7)
This corresponds to a (non-compact) Abelian subgroup of SL(2, R). FP conjugation CFP, i.e.,
the ghost-antighost symmetry of the Landau gauge, can be represented by
CFP :
(
u
v
)
7→
 0 1
−1 0
(u
v
)
, (A.8)
which corresponds to a rotation by π/2 along the compact direction in SL(2, R).
For completeness, we give an explicit basis for the sl(2, R) algebra as follows,
σ0 =
(
1 0
0 −1
)
, σ+ =
(
0 1
0 0
)
, σ− =
(
0 0
1 0
)
, (A.9)
with [σ0, σ±] = ±2σ± and [σ+, σ−] = σ0. The Noether charges generating the global SL(2, R)
with this Lie algebra can be identified with iQc, iQc¯c¯/2 and −iQcc/2 corresponding to σ0, σ+
and σ− , respectively. Their explicit forms are given in Secs. 3.4.2 and 3.5.1 of Ref. [36].
The connection with the complex formulation is now possible analogously to the Cayley map,
z 7→ h(z) = z − i
z + i
, (A.10)
which maps the upper half of the complex plane biholomorphically onto the unit disc. Just
as SL(2, R) is (locally) isomorphic to the automorphisms of the upper half-plane, with a
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two-to-one homomorphism provided by
SL(2, R) ∋ A =
α β
γ δ
 7→ hA(z) = αz + β
γz + δ
, (A.11)
so is SU(1, 1) two-to-one with the automorphisms of the unit disk in the complex plane. We
therefore introduce complex ghost fields ηa(x) with η¯ = η† by
(
η
η¯
)
:= S
(
u
v
)
, with S =
1√
2
 1 −i
1 i
 , (A.12)
with conventions such that the Cayley map h(z) = h(√2S)(z). Since
√−iS ∈ SL(2,C), from
(A.4) we then find immediately that the Landau gauge ghost Lagrangean of Eq. (A.3) reads,
Lξ=0
ghost
= −1
2
(η, η¯) ∂D
 0 1
−1 0
(η
η¯
)
= η¯a ∂µD
ab
µ η
b . (A.13)
The map S provides for an isomorphism SL(2, R) ≃ SU(1, 1),
SL(2, R) ∋ A 7→ SAS−1 ∈ SU(1, 1) =
{
M :=
(
a b
b¯ a¯
)
: a, b ∈C , detB = 1
}
. (A.14)
Explicitly we have
M = SAS−1 =
1
2
(
α+ δ + i(β − γ) α− δ − i(β + γ)
α− δ + i(β + γ) α + δ − i(β + γ)
)
, (A.15)
or α = Re(a + b), β = Im(b − a), γ = Im(a + b), δ = Re(a − b). The global symmetry of
Lξ=0ghost in the complex formulation is now SU(1, 1), the 3-parameter subgroup of SL(2,C) that
preserves the hermiticity assignment η¯ = η† under(
η
η¯
)
7→ M
(
η
η¯
)
. (A.16)
One verifies furthermore that
M †
(
1 0
0 −1
)
M =
(
1 0
0 −1
)
(A.17)
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and with detM = 1 thus M ∈ SU(1, 1). It is now simple to transcribe the action of the ghost
number and FP conjugation symmetries under the map S:
eiQcθ : η 7→ (cosh θ) η + (sinh θ) η¯ ; and CFP : η 7→ iη . (A.18)
The original ghost number symmetry is no-longer diagonal,
[iQc, η
a(x)] = η¯a(x) , [iQc, η¯
a(x)] = ηa(x) . (A.19)
Now, in the complex basis, the FP conjugation is diagonal which arose from a rotation by
λ = π/2 along the compact direction of SL(2, R). This U(1)-subgroup gives rise to a conserved
global “U(1) ghost number” symmetry of the complex fields corresponding to η 7→ eiλη.
Before we continue to discuss the BRS and anti-BRS symmetries, note that the full symmetry
of the Landau gauge can be maintained for ξ 6= 0 in a slightly more general setting for the
covariant gauge fixing [399,401,120,36]. As observed in Ref. [401], renormalisability, global
gauge, BRS and Lorentz invariance allow, as the most general form in four dimensions, the
addition of another independent term to LGF in Eq. (A.1) which can be expressed in terms of
real or complex ghost fields as follows,
ζ
2
(Ba + gfabcvbuc)2 =
ζ
2
(
Ba + i
g
2
fabc(ηbηc − η¯bη¯c)
)2
, (A.20)
and which introduces a second gauge parameter ζ . This parameter controls the hermiticity
of the Lagrangean. In particular, for ζ = 0, in the standard Faddeev-Popov gauges with
ξ 6= 0, the FP conjugation symmetry is broken and only the real formulation thus leads to a
hermitean Lagrangean. The full global SL(2, R) ≃ SU(1, 1) which establishes the equivalence
of both formulations on the other hand is maintained for ζ = ξ. For ξ 6= 0, one can therefore
introduce,
L′GF = iBa∂µAaµ +
ξ
4
(
BaBa + (Ba + gfabcvbuc)2
)
+ iva∂µD
ab
µ u
b , (A.21)
= iBa∂µA
a
µ +
ξ
4
{
BaBa +
(
Ba + i
g
2
fabc(ηbηc − η¯bη¯c)
)2}
+
1
2
(η + η¯)a ∂µD
ab
µ (η − η¯)b ,
to generalise the symmetry of the Landau gauge. The effect of this modification is most easily
seen from shifting the B-field,
B′ := B +
g
2
(v × u) = B + i g
4
(
η × η − η¯ × η¯
)
, with (v × u)a ≡ fabcvbuc . (A.22)
In terms of the B′-field, it is straightforward to rewrite the gauge fixing Lagrangean L′GF of
Eq. (A.21),
L′GF = iB′∂A +
ξ
2
B′B′ +
ξ
2
(g
2
(v × u)
)2
+
i
2
v
(
∂D + D∂
)
u , (A.23)
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= iB′∂A +
ξ
2
B′B′ − ξ
2
(
g
2
(η¯ × η)
)2
+
1
2
η¯
(
∂D + D∂
)
η . (A.24)
For the quartic ghost-interaction in the complex version, the 2nd Eq. (A.24) above, we have
made use of the Jacobi identity to rewrite (η × η − η¯ × η¯)2 = 4(η¯ × η)2. At the expense of
these quartic ghost self-interactions, the essential effect of the additional term in (A.21) is
to “symmetrise” the Faddeev-Popov operator of the conventional covariant gauges, ∂D →
(∂D + D∂)/2. The SL(2, R) or the SU(1, 1) invariance of ghost self-interactions in the real
or the complex version, respectively, is most easily seen from,
fabc(η¯bηc) fade(η¯dηe)=
2
Nc
(η¯aηa)(η¯bηb) + dabc(η¯bηc) dade(η¯dηe)
=
1
2Nc
(
(ηa, η¯a) ε
(
ηa
η¯a
))2
+
1
4
(
dabc(ηb, η¯b) ε
(
ηc
η¯c
))2
. (A.25)
One therefore verifies that L′GF is invariant under the global SL(2, R) ≃ SU(1, 1) just as Lξ=0ghost.
In absence of the (anti-)BRS transformations discussed below, B′, A, and the quark fields q,
could be taken to belong to the trivial (singlet) representation. Note, however, that this is
not true for the original B field introduced in (A.1) which transforms non-trivially. Under FP
conjugation for instance,
CFP : B 7→ B + g(v × u) , while B′ 7→ B′ . (A.26)
For ξ = 0 we recover the Landau gauge Lagrangean. Its symmetrised ghost part, when the
SL(2, R) ≃ SU(1, 1) invariant B′ field is employed as in Eqs. (A.23) or (A.24), is to replace
Lξ=0ghost for an off-shell extension of the discussion of the global ghost symmetries and the relation
between the real and the complex formulation, i.e., one which proceeds analogously to that
leading from Eqs. (A.3) to (A.13) without need, however, to employ the constraint ∂A = 0.
Under the map S, we furthermore obtain from Eqs. (A.9) (a basis for su(1, 1), of course),
σ0 7→
(
0 1
1 0
)
, σ1 = σ+ + σ− 7→
(
0 −i
i 0
)
, σ2 = σ+ − σ− 7→
(
i 0
0 −i
)
. (A.27)
And the corresponding Noether currents, in terms of the complex ghost fields, are given by,
J0µ=−
1
2
(
η
(
∂µ +Dµ
)
η − η¯
(
∂µ +Dµ
)
η¯
)
, Q0 =
∫
d3x J00 = Qc , (A.28)
J1µ=−
i
2
(
η
(
∂µ +Dµ
)
η + η¯
(
∂µ +Dµ
)
η¯
)
, Q1 =
∫
d3x J10 =
1
2
(
Qc¯c¯ −Qcc
)
,
J2µ=
i
2
(
η¯
(
∂µ +Dµ
)
η + η
(
∂µ +Dµ
)
η¯
)
, Q2 =
∫
d3x J20 =
1
2
(
Qc¯c¯ +Qcc
)
.
We now introduce BRS variations δΦ ≡ λδBΦ of generic fields Φ with global Grassmann
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parameter λ and the BRS charge QB such that in the operator formulation,
δBΦ = i{QB,Φ} , (A.29)
where {, } denotes the ghost-number graded commutator, i.e., the anti-commutator if both
operators have odd ghost number and the commutator otherwise. In presence of the full ghost-
antighost symmetry one also has anti-BRS invariance, defined by
δ¯BΦ = i{QB,Φ} := CFP δB C−1FP . (A.30)
With the Euclidean conventions introduced in Sec. 2 for the real fields in Landau gauge we
have (c.f., Eqs. (A.8) and (A.26) for the action of CFP),
δBA = −Du δ¯BA = −Dv
δBu = −g
2
(u× u) δ¯Bu = −B − g (v × u)
δBv = B δ¯Bv = −g
2
(v × v)
δBB = 0 δ¯BB = −g (v ×B)
δBq = ig (t
aua) q δ¯Bq = ig (t
ava) q .
(A.31)
As usual, one furthermore has δBδB = δ¯Bδ¯B = δBδ¯B + δ¯BδB = 0.
For the complex formulation, employing the gauge fixing corresponding to L′GF of Eq. (A.24)
which generalises the Landau gauge in an SU(1, 1) symmetric way, it is convenient to introduce
complex BRS variations as follows,
δ′
B
:=
1√
2
(
δB − iδ¯B
)
δ¯′
B
:=
1√
2
(
δB + iδ¯B
)
. (A.32)
It is then straightforward to verify that for these, one obtains,
δ′
B
A = −Dη δ¯′
B
A = −Dη¯
δ′
B
η = −g
2
(η × η) δ¯′
B
η = −iB′ − g
2
(η¯ × η)
δ′
B
η¯ = iB′ − g
2
(η¯ × η) δ¯′
B
η¯ = −g
2
(η¯ × η¯)
δ′
B
B′ = −g
2
(η × B′)− ig
2
8
(
η¯ × (η × η)
)
δ¯BB
′ = −g
2
(η¯ × B′) + ig
2
8
(
η × (η¯ × η¯)
)
δ′
B
q = ig (taηa) q δ¯′
B
q = ig (taη¯a) q ,
(A.33)
and again, of course, δ′
B
δ′
B
= δ¯′
B
δ¯′
B
= δ′
B
δ¯′
B
+ δ¯′
B
δ′
B
= 0.
Clearly, originally real fields will in general no-longer remain real under the complex BRS
transformations just as the real (anti-)BRS transformations lead to B′, A and quark fields that
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transform non-trivially under SL(2, R). This is because the invariance of the symmetrically
covariant gauge fixed theory is a semi-direct product of the global SL(2, R) ≃ SU(1, 1) with
the BRS symmetry [399,400,120]. Though the former is an invariant subgroup, the latter is
not and the transformations of both do not commute with each other.
For the complex BRS transformations given above one readily verifies that the gauge fixing
Lagrangean in Eq. (A.24) can be represented by
L′GF = δ′B
[
η¯
(
∂A− iξ
2
B′
)]
. (A.34)
The complex formulation can also be cast in a form which is less symmetric with respect to the
complex BRS transformations which resembles the familiar real formulation, Eqs. (A.23) and
(A.31), more closely, however. This is possible with a second shift of the B-field, c.f., (A.22),
B′′ := B′ + i
g
2
(η¯ × η) = B + i g
4
(
η × η − η¯ × η¯ + 2 η¯ × η
)
. (A.35)
The complex BRS transformations of Eqs. (A.33) can then be written,
δ′
B
η¯ = iB′′ δ¯′
B
η = −iB′′ − g (η¯ × η)
δ′
B
B′′ = 0 δ¯BB′′ = −g (η¯ × B′′)
(A.36)
with the other transformations in Eqs. (A.33) remaining unchanged. In terms of this field B′′,
Eq. (A.24) yields,
L′GF = iB′′
(
∂A− ξ g
2
(η¯ × η)
)
+
ξ
2
B′′B′′ − ξ
(
g
2
(η¯ × η)
)2
+ η¯ ∂D η , (A.37)
= δ′
B
[
η¯
(
F (A)− iξ
2
(
B′′ + i
g
4
(η¯ × η)
))]
, with F (A) = ∂A− ξ g
2
(η¯ × η) , (A.38)
and with the constraint F (A) = iξB′′ for the B′′-field in (A.37) being equivalent to ∂A = iξB′
from (A.24). The form for the gauge fixing Lagrangean given in Eq. (A.24) should be viewed
as the correct extension beyond the Landau gauge of the complex formulation introduced in
Sect. 2 in Eqs. (11) and (13) with the identification η → c, λδ′
B
→ δ and the hermiticity
assignment c¯ = c†. In particular, integrating the B′-field in Eq. (A.24) (or the B′′-field in
(A.37) above), the (unique) result is,
L′GF =
1
2ξ
(
∂µA
a
µ
)2 − ξ
2
(
g
2
fabcc¯bcc
)2
+
1
2
c¯a
(
∂µD
ab
µ +D
ab
µ ∂µ
)
cb . (A.39)
And the on-shell BRS transformation for c¯ then reads,
δc¯a =
1
ξ
F a(A)λ , with F a(A) = ∂µA
a
µ − ξ
g
2
fabcc¯bcc . (A.40)
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The Landau gauge limit ξ → 0 is smooth for the SL(2, R) ≃ SU(1, 1) symmetric gauge
fixing, the renormalisability is maintained [401], and the important observation that Z˜1 = 1
in Landau gauge has also been verified at one-loop level in Ref. [401].
The relation between the BRS-algebra and de Rham cohomology is quite well established.
Pedagogical accounts of this can be found in, e.g., Refs. [36,103,41]. The semi-direct product
of the SL(2, R) with the double BRS-algebra generated by the charges QB and QB can be
obtained by a Inonu–Wigner contraction of the simple OSp(1, 2) superalgebra in which the
Curci–Ferrari mass term [399,400] is sent to zero, see Refs. [120,36]. For completeness we fur-
thermore mention that a relation of the double BRS-algebra to the theory of double complexes
(the Dolbeault cohomology for complex manifolds) was realized in Refs. [402–405,120]. The
SL(2, R) ghost-antighost symmetry was combined with the Lorentz symmetry to arrive at a
superspace formulation in Refs. [406–408].
B Conventions for Fourier Transformations
In this appendix we summarise our conventions for Fourier transforming Green’s functions
from Euclidean space to the corresponding momentum space. For all propagators D(x, y)
which depend in a translationally invariant background only on ξ = x− y we use
D(p) :=
∫
d4ξ e−ipξD(x, y) . (B.1)
For the fermion-photon, quark-gluon and gluon-ghost vertex functions we use notations adopted
to having in- and out-going fermion (ghost) legs. The momentum of the photon is defined as
outgoing whereas the two fermion momenta are chosen differently, one incoming and one
outgoing:
Γµ(k, q, p) =
∫
d4x d4y d4z eikx eiqy e−ipz Γaµ(x; y, z) . (B.2)
Momentum conservation allows to define a reduced vertex function:
Γµ(k, q, p) = −ie (2π)4δ4(k + q − p)Γµ(q, p) ,
k
q p
µ
(B.3)
The momentum dependence of the quark-gluon and the ghost-gluon vertex is defined com-
pletely analogous, see Sect. 3.3.
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For the three-gluon vertex function, on the other hand, we choose a momentum dependence
emphasing its complete Bose symmetry:
Γabcµνρ(x, y, z) =
∫
d4p
(2π)4
d4q
(2π)4
d4k
(2π)4
eipx eiqy eikz Γabcµνρ(p, q, k) . (B.4)
The corresponding reduced vertex is then defined as
Γabcµνρ(k, p, q) =: gf
abc(2π)4δ4(k + p+ q)Γµνρ(k, p, q) .
k
p q
µ, a
ν, b ρ, c
(B.5)
Hereby the indices are given in counterclockwise order starting at the dot.
C Dyson–Schwinger Equation for the Gluon Propagator
In this appendix we will give the explicit form of the DSE for the gluon propagator. One
obtains
− δ
2ΓQCD
δAaµ(x) δA
b
ν(y)
=−Z3
[
δµν ∂
2 −
(
1− 1
Z3 ξ
)
∂µ∂ν
]
δab δ(x− y)
+Z1 gf
ade
∫
d4z 〈Abν(y)Acρ(z)〉−1
{
〈Acρ(z)Adσ(x) ∂µAeσ(x)〉
−〈Acρ(z)Adσ(x) ∂σAeµ(x)〉 − 〈Acρ(z) ∂σAdσ(x)Aeµ(x)〉
}
+Z4 g
2fafgf gde
{
δbf〈Adµ(x)Aeν(x)〉+ δbe〈Afν(x)Adµ(x)〉
+δbdδµν〈Afρ(x)Aeρ(x)〉
}
δ(x− y)
+Z4 g
2fafgf gde
∫
d4z 〈Abν(y)Acρ(z)〉−1〈Acρ(z)Afσ(x)Adµ(x)Aeσ(x)〉c
−Z1F ig ta γµ
∫
d4z 〈Abν(y)Acρ(z)〉−1〈Acρ(z) ψ¯(x)ψ(x)〉c
+ Z˜1 gf
ade
∫
d4z 〈Abν(y)Acρ(z)〉−1〈Acρ(z)(∂µ c¯d(x)) ce(x)〉c (C.1)
where the functional identity
δ
δAaµ(x)
=
∫
d4z
δJ bν(z)
δAaµ(x)
δ
δJ bν(z)
(C.2)
=−
∫
d4z
δ2Γ
δAaµ(x) δA
b
ν(z)
δ
δJ bν(z)
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has been used. The resulting gluon DSE reads
D−1
ab
µν(x− y)=Z3D−1(0)
ab
µν
(x− y)
+Z1
1
2
∫
d4x1 d
4x2 d
4y1 d
4y2
×Γ(0)acdµαβ(x, x1, x2)Ddeβγ(x2 − y1)Dcfαδ(x1 − y2) Γbefνγδ(y, y1, y2)
+Z4
1
2
∫
d4x1 d
4x2 Γ
(0)abcd
µναβ(x, y, x1, x2)D
cd
αβ(x1 − x2)
+Z4
1
6
∫
d4x1 d
4x2 d
4x3 d
4y1 d
4y2 d
4y3 Γ
(0)acde
µαβγ(x, x1, x2, x3)
×Dcmαλ (x1 − y3)Ddlβσ(x2 − y2)Dekγρ(x3 − y1) Γbklmνρσλ(y, y1, y2, y3)
+Z4
1
2
∫
d4x1 d
4x2 d
4x3 d
4y1 d
4y2 d
4y3 d
4z1 d
4z2 (C.3)
×Γ(0)acdeµαβγ(x, x1, x2, x3)Dckαρ(x1 − y1)Ddmβλ (x2 − y3)Depγδ(x3 − z1)
×Γklmρσλ(y1, y2, y3)Dlqσκ(y2 − z2) Γbpqνδκ(y, z1, z2)
+Z1F
∫
d4x1 d
4x2 d
4y1 d
4y2
×Γ(0)aµ(x, x1, x2)S(x2 − y1)S(y2 − x1) Γbν(y, y1, y2)
+ Z˜1
∫
d4x1 d
4x2 d
4y1 d
4y2
×Γ(0)acdµ (x, x1, x2)Gde(x2 − y1)Gfc(y2 − x1) Γbefν (y, y1, y2) (C.4)
Finally, after Fourier transforming into momentum space this equation becomes
D−1
ab
µν(p)=Z3D
−1
(0)
ab
µν
(p)
+Z1
1
2
∫
d4q d4k Γ(0)
acd
µαβ(p,−q,−k)Ddeβγ(k)Dcfαδ(q) Γbefνγδ(−p, k, q)
+Z4
1
2
∫
d4q1 d
4q2 Γ
(0)abcd
µναβ(p,−p,−q1, q2)Dcdαβ(q1)
+Z4
1
6
∫
d4k1 d
4k2 d
4k3 Γ
(0)acde
µαβγ(p,−k1,−k2,−k3)
×Dcmαλ (k1)Ddlβσ(k2)Dekγρ(k3) Γbklmνρσλ(p, k3, k2, k1)
+Z4
1
2
∫
d4k1 d
4k2 d
4k3 d
4k4
×Γ(0)acdeµαβγ(p,−k1,−k2,−k3)Dckαρ(k1)Ddmβλ (k2)Depγδ(k3)
×Γklmρσλ(k1,−k4, k2)Dlqσκ(k4) Γbpqνδκ(−p, k3, k4)
+Z1F
∫
d4q d4k Γ(0)
a
µ(p, q, k)S(−q)S(k) Γbν(−p, k, q)
+ Z˜1
∫
d4q d4k Γ(0)
acd
µ (p, q, k)G
de(−q)Gfc(k) Γbefν (−p, k, q) (C.5)
which is the Dyson-Schwinger equation for the (inverse) gluon propagator, derived in Refs.
[180,409] and schematically depicted in Fig. C.1.
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-1
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Fig. C.1. Pictorial representation of the gluon DSE.
In linear covariant gauges the gluon propagator has a general structure described by one scalar
function Z(k2), see Eq. (98). On the other hand, in the axial gauge the gluon propagator
involves in general two scalar functions g and f : 77
Dµν(p)=∆(p
2, (pt)2)
{
Mµν(p) g(p2, (pt)2) − t2Pµν(t) f(p2, (pt)2)
}
(C.6)
∆(p2, (pt)2)=
(
g(p2, (pt)2)− t2f(p2, (pt)2)
)−1 (
p2g(p2, (pt)2)− (pt)2f(p2, (pt)2)
)−1
.
Here, the transverse projector Pµν(t) = δµν − tµtν/t2 appears in addition to the tensor
Mµν(k) = δµν − kµtν + kνtµ
kt
+ t2
kµkν
(kt)2
. (C.7)
The tree-level propagator is obtained for g = 1 and f = 0. With the above parameterisation
of the gluon propagator (C.6), the vacuum polarisation tensor follows to be of the form,
Πµν(p) = p
2Pµν(p) g(p2, (pt)2) − (pt)2Nµν(p) f(p2, (pt)2) . (C.8)
Due to the presence of f another tensor is involved,
Nµν(k) = δµν − kµtν + kνtµ
kt
+ k2
tµtν
(kt)2
, (C.9)
77 Colour indices are suppressed in the following formulas. As usual, we assume that the gluon prop-
agator is colour diagonal.
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and one has,
Dµρ(p) Πρν(p) = δµν − pµtν
pt
, Πµρ(p)Dρν(p) = δµν − tµpν
pt
. (C.10)
Thus, despite the fact the gluon propagator DSE contains in axial gauge one term less than
in linear covariant gauges (the ghost loop) its explicit form is much more complicated.
D 3-Gluon Vertex in Axial Gauge
As mentioned in Sect. 3.3 the Slavnov–Taylor identity for the 3-gluon vertex Γµνρ in axial
gauge has the comparatively simple form,
ikρΓµνρ(p, q, k) = Πµν(q) − Πµν(p) . (D.1)
Nevertheless allowing for the most general tensor structure, however, its solution becomes
quite involved. With the additional requirement that it is free from kinematic singularities is
implemented the solution has been obtained in Ref. [184], and can be cast in the form,
iΓµνρ(p, q, k)= (T1(p, k)µρν − T1(q, k)νρµ) g(k2, (kt)2) (D.2)
+ (T2(p, k)µρν − T2(q, k)νρµ) f(k2, (kt)2) + T3(p, q)µνρ 1
2
(
g(p2, (qt)2)− g(q2, (pt)2)
)
+T4(p, q)µνρ
1
2
(
f(p2, (qt)2)− f(q2, (pt)2)
)
+ cycl. permutations .
This compact form hides the complexity of this solution which, however, can be seen quite
clearly from the explicit expressions for the tensors T1, T2, T3 and T4:
T1(p, q)µνρ= δµνqρ − 1
2
(δµνpq − qµpν)
(
(p− q)ρ
p2 − q2 +
tρ
pt+ qt
)
T2(p, q)µνρ=− δµνtρqt − tµtνqρ
− 1
2
(δµνptqt− tµpνqt− tνqµpt+ tµtνpq)
(
(p− q)ρ
p2 − q2 +
tρ
pt+ qt
)
T3(p, q)µνρ=− (δµνpq − qµpν)
(
(p− q)ρ
p2 − q2 −
tρ
pt+ qt
)
T4(p, q)µνρ= (δµνptqt− tµpνqt− tνqµpt+ tµtνpq)
(
(p− q)ρ
p2 − q2 −
tρ
pt+ qt
)
.
This solution for the 3-gluon vertex is not only free from singularities of the type 1/(p2 − q2)
but also from the typical axial gauge singularities of the form 1/(pt) [184].
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