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Abstract
In this paper we show that the weighted Bernstein-Walsh inequality in
logarithmic potential theory is sharp up to some new universal constant,
provided that the external field is given by a logarithmic potential. Our
main tool for such results is a new technique of discretization of logarith-
mic potentials, where we take the same starting point as in earlier work
of Totik and of Levin & Lubinsky, but add an important new ingredient,
namely some new mean value property for the cumulative distribution
function of the underlying measure.
As an application, we revisit the work of Beckermann & Kuijlaars on
the superlinear convergence of conjugate gradients. These authors have
determined the asymptotic convergence factor for sequences of systems of
linear equations with an asymptotic eigenvalue distribution. There was
some numerical evidence to let conjecture that the integral mean of Green
functions occurring in their work should also allow to give inequalities for
the rate of convergence if one makes a suitable link between measures and
the eigenvalues of a single matrix of coefficients. We prove this conjec-
ture, at least for a class of measures which is of particular interest for
applications.
Keywords: logarithmic potential theory, Bernstein-Walsh inequality, discre-
tization of potential, conjugate gradients, superlinear convergence.
AMS subject classification: 15A18, 31A05, 31A15, 65F10
1 Introduction
Conjugate gradients (CG) is a popular method for solving large systems of
equations, with the matrix of coefficients being symmetric and positive definite
[1]. However, its convergence (at least in exact arithmetic) is not yet fully un-
derstood, despite an important number of research contributions, for instance
[3, 4, 5, 2, 7, 8, 9, 10, 18]. It happens quite often that there is a regime of
convergence called superlinear convergence, which depends very much on the
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eigenvalue distribution of the matrix, see §1.2 for more details. People have
been aware of this phenomenon for more than 40 years, but only in [3] a general
theory based on logarithmic potential theory was suggested to quantify the rate
of convergence, see also [10] for a more comprehensive summary. The drawback
of this theory is that all results in [3] study only the so-called asymptotic conver-
gence factor. In addition, this theory requires to consider sequences of systems
of equations with a joint eigenvalue distribution, and thus gives not so much
information about the actual rate of convergence for a single matrix. Numerical
evidence in [3, 4, 5] seemed to indicate that behind the asymptotic results there
should be some hidden inequality valid for a single matrix, see Conjecture 1.4
below. To our knowledge, the present paper is the first which deals with this
conjecture, at least for a suitable subclass of eigenvalue distributions.
This paper contains three main ingredients, all being connected with polyno-
mial extremal problems and thus with logarithmic potential theory: we discuss
in §1.1 the sharpness of the so-called weighted Bernstein-Walsh inequality for
the particular case where the external field is the logarithmic potential of some
measure. Here our main result in Theorem 1.3 indicates the existence of some
new universal constant. Secondly, we give and discuss in §1.2 some new upper
bound for the rate of convergence of conjugate gradients, and show in our The-
orem 1.7 the above conjecture for a particular class of eigenvalue distributions,
which is illustrated by some (academic) numerical examples.
Our main technical result stated and proved in §2 is Theorem 2.1 on a new
fine discretization of logarithmic potentials for a suitable class of measures,
where in contrast to preceding work of Totik, Lubinsky and others we get (large
but) explicit constants. Here an essential tool is a new mean value property
stated in Theorem 2.6.
1.1 The weighted Bernstein-Walsh inequality
One of the appealing aspects of CG convergence is that there is a close link with
polynomial extremal problems and extremal problems in logarithmic potential
theory, which we discuss now.
Given a finite union of compact intervals Σ ⊂ R, we denote by M1(Σ) the
set of Borel measures µ with support supp(µ) in Σ and of total mass 1, and
consider the logarithmic potential and energy
Uµ(x) =
∫
log
1
|x− t|dµ(t), I(µ) =
∫ ∫
log
1
|x− t|dµ(t)dµ(x).
Given a weight w defined on R and continuous on Σ together with an external
field Q(x) = − log(w(x)), it is known [16, Theorem I.1.3 and Theorem I.4.8]
that there is a unique minimizer µ ∈M1(Σ) of the extremal problem
inf{I(µ) + 2
∫
Qdµ : µ ∈M1(Σ)} (1)
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which is uniquely characterized by the existence of a constant F ∈ R such that
f(x) := F − Uµ(x)−Q(x)
{
= 0 for x ∈ supp(µ),
≤ 0 for x ∈ Σ. (2)
Logarithmic potential theory with external fields has been applied with suc-
cess for getting asymptotics for various polynomial extremal problems [16],
maybe one of the most prominent results being the weighted Bernstein-Walsh
inequality [16, Theorem III.2.1]
∀x0 ∈ R ∀P ∈ Πk : |w(x0)
kP (x0)|
‖wkP‖supp(µ) ≤ e
kf(x0), (3)
and its sharpness, see, e.g., [16, Corollary III.1.10],
∃Pk ∈ Πk ∀x0 ∈ R \ supp(µ) : lim
k→∞
( |w(x0)kPk(x0)|
‖wkPk‖supp(µ)
)1/k
= ef(x0), (4)
where Πk denotes the set of polynomials of degree at most k, and ‖f‖Σ =
maxx∈Σ |f(x)|. One aim of this paper is to improve (4) for a particular class
of external fields, see Theorem 1.3 below, namely to show that (3) is sharp up
to some constant. Before giving some more details, let us first have a look at
other classes of external fields where such constants are explicitly known. In
what follows we will write gS(·, ζ) to denote the Green function in C \ S for a
compact set S ⊂ R with pole at ζ ∈ C \ S. We will be mainly interested in
the special case of an interval S where the Green function vanishes on S and is
strictly positive outside S, and where explicit formulas are available.
Example 1.1 Consider Σ = [a, b] and Q = 0, then an explicit formula is known
for the minimizer in (1)
supp(µ) = Σ = [a,b],
dµ
dx
(x) =
1
pi
√
(x− a)(b− x) ,
also called Robin equilibrium measure of the interval [a, b] and denoted by ω[a,b].
It is also known from, e.g., [16, Eqn. (I.4.8)] that f(z) = g[a,b](z,∞), and
thus (3) becomes the classical Bernstein-Walsh inequality. Taking Pk(x) =
Tk(
2x−a−b
b−a ) with Tk the Chebyshev polynomial of the first kind, one may also
show that (3) is sharp up to a factor 1/2.
Example 1.2 Consider Σ = [a, b], and w(x)k = 1/
√
q(x) with q being a poly-
nomial of degree ` ≤ 2k, strictly positive on [a, b], compare with [14, chap 4.4].
Thus Q = −Uρ with ρ an atomic measure of mass `/(2k) ≤ 1. Here the ex-
tremal measure in (1), (2) is given in [16, Example II.4.8] in terms of balayage
onto supp(µ) = Σ, and it follows from [16, Eqn. (4.32)] that
f(x) = (1− `
2k
)g(x,∞) +
∫
g(x, y)dρ(y).
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Moreover, with help of the factorization
q˜(y)q˜(
1
y
) = q(x),
2x− a− b
b− a =
1
2
(y +
1
y
) ∈ R,
|y| ≥ 1, the polynomial q˜ of degree ` having all its roots outside the unit circle,
it is known that Pk defined by
w(x)kPk(x) =
1
2
(ekf(x) + e−kf(x)), e2kf(x) =
y2kq˜( 1y )
q˜(y)
,
is a polynomial of degree k, showing that again (3) is sharp up to a factor 1/2.
We are interested in the case where the external field is a positive potential
Uρ/k (not necessarily of an atomic measure), for instance if wk is a (power of a)
polynomial. This includes the particular case w(x) = |x|θ on Σ = [0, 1] for θ > 0,
starting point of an important research area about incomplete polynomials [16,
§VI.1.1]. For external fields being a positive potential, we recall below how to
solve the extremal problem, including the well-known pushing effect that the
support of the equilibrium measure may be a proper subset of Σ. We then state
our main result on the sharpness of the weighted Bernstein-Walsh inequality.
Theorem 1.3 Let k ≥ 1 be some integer, and Q = Uρ/k on Σ = [α, b], with
the Borel measure ρ being compactly supported on (−∞, α]. Consider on Σ the
strictly decreasing function
η(a) :=
∫ √
b− y
a− ydρ(y), (5)
and set a = α if k + ||ρ|| ≥ η(α), and else denote by a the unique solution of
k + ||ρ|| = η(a) in Σ. Then the extremal measure in (1), (2) is given by
supp(µ) = [a,b], kf(x) = (k + ‖ρ‖)g[a,b](x,∞)−
∫
g[a,b](x, y)dρ(y). (6)
Moreover, the weighted Bernstein-Walsh inequality (3) is sharp up to some con-
stant, that is, there exists a universal real constant CBW > 0 such that, for
all k ≥ 2, we may construct a polynomial Pk of degree k such that, for all
x0 ∈ R \ [a, b],
|w(x0)kPk(x0)|
‖wkPk‖supp(µ) ≥ e
−CBW ekf(x0). (7)
Our proof of Theorem 1.3 presented in §3.1 is based on a fine discretization
of the logarithmic potential Ukµ. We will show in this paper that CBW ≤ 15383,
but this is by no means optimal. The most remarkable fact for us seems to be
that such a constant does not depend on the data ρ, a, b nor on k. In particular,
we do not need any further assumptions on smoothness of ρ, which is probably
required by other techniques like a Riemann-Hilbert approach (which in any
case would only allow to discuss asymptotics).
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1.2 Superlinear convergence for conjugate gradients
Conjugate gradients is a popular method for solving large sparse linear systems
Ax = c with symmetric positive definite A, with spectrum Λ(A) = {λj}, 0 <
λ1 < λ2 < ... ≤ b. Here one easily obtains the error estimate3 for the nth iterate
xCGn
‖xCGn −A−1c‖A
‖xCG0 −A−1c‖A
≤ min
q∈Πn
max
x∈S
∣∣∣∣q(x)q(0)
∣∣∣∣ =: En(S) (8)
with the energy norm ‖y‖2A = y∗Ay, where S is any compact set containing the
spectrum Λ(A), for instance S = Λ(A). Thus, in contrast to the polynomial
extremal problem considered in §1.1, we have a trivial weight and take norms
on discrete sets. One way of relating the two problems is to replace Λ(A) by an
interval [a, b] ⊂ (0,∞) containing all eigenvalues, leading to the classical upper
bound
En(Λ(A)) ≤ 2 exp(−ng[a,b](0,∞)) = 2
(√b/a− 1√
b/a+ 1
)n
, (9)
compare with Example 1.1. It is however known for a long time that there
are eigenvalue distributions which lead to convergence which is faster than the
one described in (9), namely so-called superlinear convergence, see for instance
Figure 1. A first attempt to quantify such a convergence behavior was suggested
by Kuijlaars and Beckermann [3], see also the review [10], or the review [2]
from the perspective of discrete orthogonal polynomials. The key ingredient
of this theory is to dispose of a measure σ with continuous potential Uσ and
compact support describing the eigenvalue distribution. In [3], this is quantified
by supposing that there is a sequence of systems ANxN = cN , with σ being the
weak-star limit of normalized counting measures of the spectra of the symmetric
and positive definite matrices AN ,
lim
N→∞
1
N
∑
λ∈Λ(AN )
δλ = σ. (10)
Under some additional weak assumptions for small eigenvalues, the authors
establish in [3, Theorem 2.1] for the nth iterate xCGn,N of conjugate gradients
applied to the system ANxN = cN the asymptotic upper bound
lim sup
n,N→∞
n/N→t
(
‖xCGn,N −A−1N cN‖AN
‖xCG0,N −A−1N cN‖AN
)1/n
≤ lim sup
n,N→∞
n/N→t
(En(Λ(AN )))
1/n
≤ exp
(
−1
t
∫ t
0
gS(τ)(0,∞)dτ
)
, (11)
where (S(t))0<t<‖σ‖ is a decreasing family of compact subsets of the convex hull
of the spectra, obtained from some constrained extremal problem in logarithmic
potential theory, which we explain now.
3In general, (8) might be an important overestimation of the error, but there exist right-
hand sides c with equality.
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Figure 1: Lower and upper bounds for n 7→ En(Λ(A)). Here λj = (j/N) (2 −
j/N) for j = 1, ..., N = 1000. As lower bound we draw the relative CG er-
ror in energy norm, with A = diag(λ1, ..., λN ), c = (1, ..., 1)
T , and starting
vector xCG0 = 0 (black dotted line). The upper bounds come from (9) with
b/a = λN/λ1 for the condition number bound (green solid line) and from Con-
jecture 1.4 with C = 0 (blue dash-dotted line), see Example 1.8 for further
details.
For measures σ with compact support and continuous potential, and 0 <
t < ‖σ‖, according to [6, 15] there exists a unique minimizer νt,σ of I(ν) under
all candidates ν ∈ M1(supp(σ)) with ν ≤ σ/t. This minimizer is uniquely
characterized by the existence of a constant Ct,σ ∈ R such that
Uνt,σ (x) = Ct,σ for x ∈ supp(σ/t− νt,σ), Uνt,σ (x) ≤ Ct,σ for x ∈ supp(σ).
Many Buyarov-Rakhmanov type properties are known about the measures νt,σ
for fixed σ and varying t, we just recall here from [3, Proof of Theorem 2.1] the
fact that the measures tνt,σ are increasing in t, and hence
S(t) := supp(σ/t− νt,σ) decreases in t.
As a consequence, the map n 7→ −N ∫ n/N
0
gS(τ)(0,∞)dτ is concave and describes
superlinear convergence behavior. The compact sets S(t) may have a quite
complicated shape, and the main finding of [9] roughly says that the nth Ritz
values of AN approach well all eigenvalues in Λ(AN ) \ S(n/N). There is a
similar (rough) interpretation of (11): so-called ”converged” eigenvalues which
are already well approached by nth Ritz values should no longer contribute (in
exact arithmetic) to the convergence of CG at later stages.
In many examples, numerical evidence did let to conjecture that the above
upper bound (11) even holds (up to some modest constant) for a single matrix
A, without limits and without taking the n-th root, see for instance [3, Eqn.(1.9)
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and Figures 1 and 4], [5, Eqn. (1.3)], or Figure 1. Of course, for a single matrix
we cannot define σ through (10). This gives the following conjecture.
Conjecture 1.4 There is a (modest) constant C ∈ R and a technique of as-
sociating a measure σ with compact support and continuous potential to the
spectrum of a positive definite matrix A such that, for all n sufficiently small,
En(Λ(A)) ≤ exp
(
C −N
∫ n/N
0
gS(t)(0,∞)dt
)
.
It may be that this conjecture is wrong for measures where S(t) has a com-
plicated shape. In our proof of the conjecture, following [3, Lemma 3.1(a)], we
will impose sufficient conditions on σ such that S(t) = [a(t), b] for all t.
Lemma 1.5 Suppose that σ is supported on the interval [a(0), b] with den-
sity with respect to Lebesgue measure denoted by σ′, and suppose4 that x 7→√
(x− a(0))(b− x)σ′(x) vanishes at x = a, and is strictly increasing in [a(0), b].
Then for all t ∈ (0, ‖σ‖) we have S(t) = [a(t), b], with a(t) being the unique so-
lution of the equation
t =
∫ a(t)
a(0)
√
b− x
a(t)− xdσ(x),
in particular t 7→ a(t) is strictly increasing.
Roughly speaking, having S(t) = [a(t), b] for sufficiently small t means that
there are so few eigenvalues around 0 that they are the first eigenvalues which are
well approached by Ritz values of low order. One of the reasons to consider such
sets S(t) is that, in any case, the superlinear convergence rate is only pronounced
if small eigenvalues are well approached by Ritz values, and the rate depends
not as much on other ”converging” eigenvalues, which in first order could be
neglected. Another reason is that, if the system Ax = c comes from discretizing
an elliptic PDE, we might have only asymptotic knowledge on small eigenvalues
of A through a so-called Weyl formula. The final reason is that in the particular
case S(t) = [a(t), b] the analysis becomes simpler, and also the upper bound is
more explicit, since, by (9),
exp
(
−N
∫ n/N
0
gS(t)(0,∞)dt
)
= exp
(
N
∫ n/N
0
log(
√
b/a(t)− 1√
b/a(t) + 1
)dt
)
≤
n−1∏
j=0
√
b/a(j/N)− 1√
b/a(j/N) + 1
(12)
in terms of some ”effective condition number” b/a(j/N), compare with [5, Eqn.
(2.27)].
4It follows that σ has compact support and continuous potential.
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In order to proceed, we first extend our definition (8) of En(S) to compact
sets S which do not necessarily contain the spectrum of A: following [4], for a
fixed matrix A, a compact set S, and sufficiently large n, let
En(S) := min
q∈Πn
{ ‖q‖S
|q(0)| : ∀λ ∈ Λ(A) \ S, q(λ) = 0
}
,
and then obviously En(Λ(A)) ≤ En(S). This inequality has been used for
example in [8] or [18] in order to derive a CG convergence bound taking into
account few outliers represented by the set Λ(A) \ S, where typically S is the
convex hull of the remaining eigenvalues.
In what follows we consider S = [λd+1, b], and thus we prescribe as roots of q
the smallest d eigenvalues λ1, ..., λd. Understanding the modulus of the product
of the corresponding linear factors as a weight, and setting ρ = δλ1 + ... + δλd ,
α = λd+1 and n = k + d = k + ‖ρ‖, Theorem 1.3 gives the following upper
bounds in terms of Green functions. The sharpness follows from the weighted
Bernstein-Walsh inequality (3).
Corollary 1.6 For any integer n > d + 1 ≥ 1, let a = ad,n be equal to λd+1 if
n ≥∑dj=1√ b−λjλd+1−λj = η(λd+1), and else let a be the unique solution > λd+1 of
the equation n =
∑d
j=1
√
b−λj
a−λj . Then
En(([λd+1, b]) ≤ exp
(
CBW − ng[a,b](0,∞) +
d∑
j=1
g[a,b](0, λj)
)
, (13)
being sharp up to the factor exp(CBW ).
Corollary 1.6 gives us for each d < n−1 an upper bound for the function n 7→
logEn(Λ(A)), each of them having the shape of a straight line for sufficiently
large n, with the slope −g[λd+1,b](0,∞) of these straight lines decreasing with d,
but the abscissa in general increases. We thus hope that logEn(Λ(A)) is close to
the value of the concave lower envelope of these straight lines, which is true for
the particular example of Figure 2. In fact, finding an optimal d = dn < n with
minimal En(([λd+1, b]) for given n seems to be a difficult task, we will suggest
an approximate solution in order to solve the above conjecture.
Theorem 1.7 Let σ and S(t) = [a(t), b] for 0 < t < ‖σ‖ be as in Lemma 1.5,
and A be a symmetric positive definite matrix with spectrum λ1 < λ2 < .... ≤ b.
(a) If the integers n ≥ 2 and d = dn ∈ {0, 1, ..., n− 2} are such that
for j = 1, 2, ..., d: σ((−∞, λj ]) ≥ j/N, (14)
λd < a(n/N) ≤ λd+1 (or a(n/N) ≤ λ1 in case d = 0), (15)
then
En(Λ(A)) ≤ En([λd+1, b]) ≤ exp
(
CBW −N
∫ n/N
0
gS(t)(0,∞)dt
)
,
and thus Conjecture 1.4 holds.
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Figure 2: Illustration of Corollary 1.6. As lower bound we draw on both plots
the relative CG error in energy norm, with λj , N,A, c, x
CG
0 as in Figure 1 (black
dotted line). The straight lines on the left correspond to the bounds for d ∈
{0, 1, 2, 5, 10, 15} given in Corollary 1.6, each time for n sufficiently large such
that an,d = λd+1. Since it is difficult to see details, we have drawn on the
right only the CG error and the polygon obtained from the lower envelope of all
straight lines in Corollary 1.6, where we indicate in the plot the correspondence
between a segment and the choice of d. To compare, we also have reproduced
on the right from Figure 1 the integral bound from Conjecture 1.4 with C = 0
(blue dash-dotted line), verifying numerically that Corollary 1.6 is the right tool
to prove the conjecture.
(b) The above choice (15) of d is nearly optimal in the following sense: consider
diagonal AN with eigenvalues satisfying σ((−∞, λj,N ]) = j/N for j =
1, ..., N . Furthermore, let d = dn,N with λd,N < a(n/N) ≤ λd+1,N , then5
lim
n,N→∞
n/N→t
En,N ([λdn,N+1,N , b])
1/n = lim inf
n,N→∞
n/N→t
0≤d<n−1
En,N ([λd+1,N , b])
1/n.
It is also interesting to compare Theorem 1.7(a),(b) with [4, Theorem 3.1]
which showed under the sole assumption (10) (and for quite general measures
σ) that, for any fixed compact set S, the quantity En,N (S)
1/n is asymptotically
greater than or equal to the right-hand side of (11). One of the consequences
of our Theorem 1.7 is that, roughly, we can achieve equality for the interval
S = S(n/N).
Our proof of Theorem 1.7 will be presented in §3.2, let study here some
examples.
Example 1.8 Consider the probability density
dσ
dx
(x) =
1
2
√
1− x on [a(0), b] = [0, 1].
5We write En,N instead of En in order to indicate that here we consider the spectrum of
AN depending on N .
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For this measure we may apply Lemma 1.5, and a small computation shows for
0 < t < ‖σ‖ = 1 that a(t) = t2. We may also compute eigenvalues λj satisfying
equality in (14):
σ([0, λj ]) =
j
N
iff λj =
j
N
(
2− j
N
)
,
which behave like equidistant points for j  N . These are the eigenvalues used
in Figure 1 and Figure 2. In this special example we even have an explicit
formula for the quantity d = dn of Theorem 1.7(a), namely
dn + 1 = dN(1−
√
1− (n/N)2)e ≈ d n
2
2N
e,
in particular dn = 0 for n ≤ 45, dn = 1 for 46 ≤ n ≤ 64, and dn = 2 for
65 ≤ n ≤ 78, in accordance with the right-hand plot of Figure 2.
In the previous example the small eigenvalues were approximately equidis-
tant, with stepsize 2/N , and the convex hull of the spectrum given approxi-
mately by [2/N, 1]. Up to correct scaling, a similar behavior is true for the
eigenvalues of the finite difference discretization of the 2D Laplacian on the unit
square with Dirichlet boundary conditions, and thus the convergence curves
should be similar. However, this is no longer true for higher dimensions D ≥ 3,
where we expect that σ′(x) grows like a constant times x(D−2)/2 for small x,
which motivates the following example.
Example 1.9 For a parameter γ > 0, consider the density
dσ
dx
(x) =
γxβ√
b− x on [0, b].
In this example we only consider probability measures σ and thus γbβ+1/2B(β+
1, 1/2) = 1, with B(·, ·) the beta function. Notice that, for β = 0, we recover
Example 1.8. A small computation using Lemma 1.5 gives
a(t)/b = t
1
β+1/2 .
We again choose λj for j = 1, 2, ..., N = 1000 attaining equality in (14), how-
ever, there are no longer explicit formulas, and thus the λj have to be computed
numerically. In Figure 3 we have plotted two examples for b = 1, on the left for
β = 0.5 and on the right for β = 1, where in both cases we have chosen the ap-
proximately optimal d = dn of Theorem 1.7(a), in accordance with the statement
of Theorem 1.7. Notice also the well-known phenomena that the convergence of
CG improves dramatically with β getting larger.
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Figure 3: Illustration of Theorem 1.7(a), with λj for j = 1, ..., N = 1000 as in
Example 1.9, where on the left β = 0.5 and on the right β = 1. As lower bound
we draw on both plots the relative CG error in energy norm, with A, c, xCG0 as in
Figure 1 (blue dotted line). The polygons are obtained from Theorem 1.7(a) (red
solid line), where we indicate in the plot the correspondence between a segment
and the choice of d. We also draw the integral bound (blue dash-dotted line),
showing that Conjecture 1.4 holds with C = 0.
1.3 Structure of the paper
The reminding of the paper is organized as follows. Section 2 contains our
results on discretizing the logarithmic potential of a class of measures including
the extremal measure of Theorem 1.3. We first state our main Theorem 2.1,
and then report in §2.1 about related results of Totik and of Lubinsky, and
about the link with weighted quadrature formulas. Subsequently, we give in
§2.2 the structure of the proof of Theorem 2.1, where following Totik we write
the discretization error as a sum of three sums. We then state our original
approach for dealing with these three sums, namely the mean value property of
Theorem 2.6, and describe in §2.3 how to bound each of the three sums, with
explicit constants.
In the third section we explain how to deduce Theorem 1.3 from Theorem 2.1
(§3.1), and Theorem 1.7 from Theorem 1.3 (§3.2). Subsequently, we give some
concluding remarks. Our (quite technical) proof of Theorem 2.6 is postphoned
to Appendix A, and in Appendix B we gather some further technical results for
dealing with our three sums.
2 Discretization of a potential
Our proof of Theorem 1.3 is based on the approximation of kUµ with µ the
equilibrium measure as in Theorem 1.3 by − log |Pk(z)| with Pk a suitable monic
polynomial of degree k. We will show the following.
11
Theorem 2.1 Consider a measure µ ∈M1([a, b]) which has the density
k
dµ
dx
(t) = g(t)
k
pi
√
(t− a)(b− t)
for a function g which is non negative, concave and increasing6 on (a, b), such
that t 7→ g(t)t−a is convex on (a, b). Then there exists a universal explicit constant
CBW such that for each k ≥ 2 we may construct a monic polynomial Pk of
degree k such that
(a) ∀z ∈ C: log |Pk(z)|+ kUµ(z) ≤ CBW ,
(b) ∀x ∈ R \ (a, b) : log |Pk(x)|+ kUµ(x) ≥ 0.
We will show in the proof of Theorem 1.3 that the extremal measure µ of
Theorem 1.3 satisfies the assumptions of Theorem 2.1.
Example 2.2 Another class of functions g satisfying the assumptions of The-
orem 2.1 for [a, b] = [−1, 1] is given by
g(x) = (x+ 1)θpi/
∫ 1
−1
(t+ 1)θ−1/2(1− t)−1/2dt
=
pi
2θ
Γ(θ + 1)
Γ(1/2)Γ(θ + 1/2)
(x+ 1)θ
for θ ∈ [0, 1].
We will describe in §2.1 related work for discretizing potentials under various
assumptions, but here the constants in general depend on µ, see for instance [16,
§VI.4] for a summary. In §2.2 we give a proof of Theorem 2.1, where we initially
follow the approach of Totik in [17, §2 and §9], see also the very accessible
reference [13, Method 1] for the particular case g(t) = 2t on [a, b] = [0, 1] (up
to a quadratic change of variables). Subsequently, we give in §2.3 a proof of
three upper bounds we used in §2.2. Since the general case follows from a
linear change of variables, we will suppose in what follows that [a, b] = [−1, 1]
in Theorem 2.1.
2.1 How to discretize a potential?
It is natural to approach the logarithmic potential Uµ(x) =
∫
log(1/|x−t|)dµ(t)
by a quadrature rule of the form
k−1∑
j=0
log
1
|x− ξj | = − log |Pk(x)|, Pk(x) =
k−1∏
j=0
(x− ξj), (16)
6 In particular, g is continuous and bounded on (a, b), thus we may extend g to become a
continuous, non-negative, concave and increasing function in [a, b].
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for instance a weighted rectangular or midpoint rule, where we first cut [−1, 1]
into k subintervals [tj , tj+1], −1 = t0 < t1 < ... < tk = 1, of equal mass
µ([tj , tj+1]) = 1/k, and chose ξj ∈ [tj , tj+1] for j = 0, ..., k − 1. As long as
x 6∈ [−1, 1] and the density of µ does not vary too much, we may bound the
error kUµ(x) + log |Pk(x)| above and below, and may even show convergence
to 0 for k → ∞ for suitable choices of ξj . In our case we have the additional
difficulties that the density of µ may have singularities at ±1, showing that the
interval lengths tj+1 − tj may strongly vary in size for j = 0, 1, ..., k − 1, and
in addition in case x ∈ [−1, 1] we have to deal with a logarithmic singularity of
the integrand.
Totik in [13, Method 1] used the weighted midpoint rule
ξj =
∫ tj+1
tj
tdµ(t)/
∫ tj+1
tj
dµ(t) = k
∫ tj+1
tj
tdµ(t) (17)
for j = 0, 1, ..., k − 1. In the particular case [a, b] = [0, 1] and g(t) = 2t, a proof
of Theorem 2.1 can be found in [13, §2], which strongly relies on the explicit
knowledge of asymptotics for the points ξj and tj as a function of j and k for
k → ∞, and thus on the explicit knowledge of µ. In [16, Theorem VI.4.2] (see
also the related result [17, Lemma 9.1] where the roots of Pk are slightly shifted
into the complex plane), Totik considered probability measures µ with densities
which are continuous up to a finite number of singularities of the form |t−aj |δj
for δj > −1. These assumptions are true in the setting of Theorem 2.1. He then
shows the existence of (non explicit) constants CT,1, CT,2 depending on µ but
not on k such that, for all x ∈ R,
log |Pk(x)|+ kUµ(x) ≤ CT,1,
log |Pk(x)|+ kUµ(x) ≥ CT,2 + max
{
0, log(dist(x, {ξ0, ..., ξk−1}))
}
.
We see that the first inequality is as in Theorem 2.1(a), whereas the second one
is clearly weaker than Theorem 2.1(b) for x ∈ R \ (−1, 1) close to [−1, 1], since
we get an additional term log(1/kβ) for some β > 0. Again, a proof of these
statements uses heavily asymptotics for the points ξj and tj as a function of j
and k for k →∞, and thus quite a bit of information on µ.
Another technique of discretization has been considered by Lubinsky & Levin
in [11] and [12], see also the very accessible reference [13, Method 2] for the
particular case g(t) = 2t on [a, b] = [0, 1] (up to a quadratic change of variables).
With t0, ..., tk as before, consider intermediate abscissa tj+1/2 ∈ (tj , tj+1) such
that all intervals [tj/2, t(j+1)/2] have the same mass 1/(2k). Given x0 ∈ R, the
authors then apply trapezian rule on most of the subintervals [tj−1/2, tj+1/2]
corrected with suitable rectangle rules on the remaining 2 or 3 subintervals such
that {ξ0, ..., ξk−1} ⊂ {±1, t1/2, t3/2, ..., tk−1/2}. Up to a (quadratic) change of
variables, the authors of [11, Theorem 9.1] suppose that
dµ
dx
(t) =
(t+ 1)h(t)
pi
√
1− t2
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with h continuous and > 0 on [−1, 1], and the modulus of continuity satisfies
that log(1/δ)ω(h, δ) is bounded above by some Γ > 0 for δ ∈ (0, 1). In this case,
for all x ∈ R,
log |Pk(x)|+ kUµ(x) ≤ CLL,1,
log |Pk(x0)|+ kUµ(x0) ≥ CLL,2,
where CLL,1, CLL,2 are (non explicit) constants depending only on Γ and the
minimum and maximum of h on [−1, 1]. Note that the assumptions of [11,
Theorem 9.1] and those of Theorem 2.1 are different and do not imply each
other, see for instance Example 2.2 for θ < 1. However, the above inequalities
are quite close to those of Theorem 2.1, though our constants do not depend on
µ, and our Pk does not depend on x0, and we only allow x0 ∈ R \ (a, b).
Example 2.3 In the particular case [a, b] = [−1, 1] and g = 1 in Theorem 2.1,
we have explicit formulas
tj = − cos(pi j
k
), ξj = −ck cos(pi 2j + 1
2k
), ck =
2k
pi
sin(
pi
2k
).
Here the midpoint approach of Totik gives the monic polynomial
Pk(x) = 2(
ck
2
)kTk(x/ck)
which is not optimal for the one-sided approximation of kUµ(x) in Theorem 2.1
or the sharpness of the classical Bernstein-Walsh inequality as discussed in Ex-
ample 1.1, but good enough for concluding in Theorem 2.1.
The previous example is misleading in the sense that in general there is no
such sufficiently explicit formula for the tj nor the ξj which will allow us to
conclude in Theorem 2.1.
2.2 Structure of the proof of Theorem 2.1
We start by observing that, with the choices (16), (17),
log |Pk(x)|+ kUµ(x) = k
k−1∑
j=0
∫ tj+1
tj
log
∣∣∣∣x− ξjx− t
∣∣∣∣ dµ(t).
The following classical lemma shows Theorem 2.1(b).
Lemma 2.4
k
∫ tj+1
tj
log
∣∣∣∣x− ξjx− t
∣∣∣∣ dµ(t)

≥ 0 for x ∈ R \ (tj , tj+1),
≤ 1
4
(tj+1 − tj)2
(x− tj)(x− tj+1) for x ∈ R \ [tj , tj+1].
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Proof: Using the fact that m(t) = log |x−ξjx−t | is convex on [tj , tj+1] by assump-
tion on x, we know that m(t) ≥ m(ξj) + m′(ξj)(t − ξj) = m′(ξj)(t − ξj), and
thus
k
∫ tj+1
tj
log
∣∣∣∣x− ξjx− t
∣∣∣∣ dµ(t) ≥ m′(ξj)∫ tj+1
tj
(t− ξj) dµ(t) = 0,
where in the last equality we have used (17). Also, using the convexity of m
and the inequality log(x) ≤ x− 1 we obtain
m(t) ≤ m(tj) tj+1 − t
tj+1 − tj +m(tj+1)
t− tj
tj+1 − tj
≤ tj − ξj
x− tj
tj+1 − t
tj+1 − tj +
tj+1 − ξj
x− tj+1
t− tj
tj+1 − tj .
Integrating and using again (17) we conclude that
k
∫ tj+1
tj
log |x− ξj
x− t |dµ(t) ≤
tj − ξj
x− tj
tj+1 − ξj
tj+1 − tj +
tj+1 − ξj
x− tj+1
ξj − tj
tj+1 − tj
=
(tj+1 − ξj)(ξj − tj)
(x− tj)(x− tj+1) ≤
1
4
(tj+1 − tj)2
(x− tj)(x− tj+1) .

Remark 2.5 (a) The interested reader might have noticed that, by the same
argument, the inequality of Theorem 2.1(b), namely log |Pk(x)| + kUµ(x) ≥ 0,
also holds for x ∈ {t0, t1, ..., tk}.
(b) For x > 1 (and similarly for x < −1), the right-hand side of Theorem 2.1(b)
cannot be improved since, by Lemma 2.4 and Lemma B.8(c),
log |Pk(x)|+ kUµ(x) ≤ max
`=0,...,k−1
t`+1 − t`
4
k−1∑
j=0
tj+1 − tj
(x− tj)(x− tj+1)
= max
`=0,...,k−1
t`+1 − t`
2(x2 − 1) ≤
1
(x2 − 1)
(
3pi
2k
)1/3
.
(c) For x ∈ C \ R, it is not too difficult to show that m(t) = log |x−ξjx−t | satisfies
|m(t)−m(ξj)− (t− ξj)m′(ξj)| ≤ (tj+1 − tj)
2
2 dist(x, [−1, 1])2 ,
and hence by Lemma B.8(c)
| log |Pk(x)|+ kUµ(x)| ≤
k−1∑
j=0
(tj+1 − tj)2
2 dist(x, [−1, 1])2 ≤
1
dist(x, [−1, 1])2
(
12pi
k
)1/3
.
Thus, for sufficiently large k, the inequality of Theorem 2.1(b) also holds for
non-real x up to some arbitrarily small constant.
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Let us now turn to a proof of Theorem 2.1(a). We claim that it is sufficient
to show Theorem 2.1(a) for x ∈ [−1, 1] = supp(µ), since then for µ-almost all x
kUµ(x) ≤ CBW − log |Pk(z)| = CBW +
k−1∑
j=0
Uδξj (x),
and thus this inequality holds for all x ∈ C by the principle of domination [16,
Theorem II.3.2] and the finiteness of I(µ). Therefore, let x ∈ [−1, 1] and, more
precisely,
j0 ∈ {0, 1, ..., k − 1} with x ∈ [tj0 , tj0+1]. (18)
According to Lemma 2.4, we get the following upper bound
log |Pk(x)|+ kUµ(x) ≤ Σ1 + Σ2 + Σ3 (19)
with
∑
1
=
j0−2∑
j=0
∫ tj+1
tj
log
∣∣∣∣x− ξjx− t
∣∣∣∣ k dµ(t) ≤ 14
j0−2∑
j=0
(tj+1 − tj)2
(tj0 − tj+1)2
,
∑
2
=
min{j0+1,k−1}∑
j=max{0,j0−1}
∫ tj+1
tj
log
∣∣∣∣x− ξjx− t
∣∣∣∣ k dµ(t),
∑
3
=
k−1∑
j=j0+2
∫ tj+1
tj
log
∣∣∣∣x− ξjx− t
∣∣∣∣ k dµ(t) ≤ 14
k−1∑
j=j0+2
(tj+1 − tj)2
(tj − tj0+1)2
.
Already in the particular Chebyshev case of Example 2.3 one may check that
such a simple telescop sum trick as in Remark 2.5 does not allow to conclude,
since in general |tj − t`| does not behave uniformly for j, ` ∈ {0, 1, ..., k − 1}
like |j − `|/k, as it would be the case for equidistant points. We will discuss
our upper bounds for the above three sums in the Propositions 2.7–2.9 of §2.3,
which allows us to conclude the proof of Theorem 2.1, with the explicit constant
CBW = 872 + 32 + 14479 = 15383.
So far we followed quite closely the reasoning in the literature, with more explicit
constants. In all considerations to follow we will require precise lower and upper
bounds for the ratio
j − `
tj − t`
which will follow from a new mean value property for the cumulative distribution
function
Wg(x) = k
∫ x
−1
dµ(t), W ′g(t) = g(t)W
′
1(t) =
kg(t)
pi
√
1− t2 , (20)
since Wg(tj) = j for j = 0, 1, ..., k.
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Theorem 2.6 Under the assumptions of Theorem 2.1 with [a, b] = [−1, 1], we
have for all distinct x, t ∈ [−1, 1]
c1W
′
g(
t+ x
2
) ≤ Wg(t)−Wg(x)
t− x ≤ c2W
′
g(
t+ x
2
). (21)
where c1 =
1
4 and c2 = pi
√
2.
Notice that, even for the particular case g = 1 and W1(− cos(α)) = kα/pi,
this statement is not totally obvious, but can be verified by means of elementary
computations with improved constants c1 and c2, see Lemma A.1 below. The
proof for general g is strongly based on Jensen’s inequality, we refer the reader
to Appendix A for details.
2.3 Bounding three sums
For concluding our proof of Theorem 2.1, it remains to obtain upper bounds
for the three terms on the right-hand side of (19), where we will proceed in
order of difficulty, and apply beside Theorem 2.6 a certain number of technical
results established in Appendix B, and recalled below. In the reminder of this
section we will always suppose that the assumptions of Theorem 2.1 hold with
[a, b] = [−1, 1] and j0 is chosen as in (18).
We start with the sum
∑
3
≤ 1
4
k−1∑
j=j0+2
(tj+1 − tj)2
(tj − tj0+1)2
,
where beside Theorem 2.6 we rely on an upper bound for the quantity
(1 +
tj + tj+1
2
)
/
(1 + tj),
see Lemma B.4.
Proposition 2.7 There holds∑
3
≤ c
2
2c5pi
2
12c21
≤ 872.
Proof: By Theorem 2.6
∑
3
≤ c
2
2
4c21
k−1∑
j=j0+2
1
(j − j0 − 1)2
W ′g(
tj+tj0+1
2 )
2
W ′g(
tj+tj+1
2 )
2
.
As g is increasing and j > j0 + 1, we have that g(
tj+tj0+1
2 ) ≤ g( tj+tj+12 ), and
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thus
W ′g(
tj+tj0+1
2 )
2
W ′g(
tj+tj+1
2 )
2
=
g(
tj+tj0+1
2 )
2
g(
tj+tj+1
2 )
2
W ′1(
tj+tj0+1
2 )
2
W ′1(
tj+tj+1
2 )
2
≤ W
′
1(
tj+tj0+1
2 )
2
W ′1(
tj+tj+1
2 )
2
≤ 1 +
tj+tj+1
2
1 +
tj+tj0+1
2
≤ 21 +
tj+tj+1
2
1 + tj
≤ 2c5,
where in the last inequality we have applied Lemma B.4. Combining these two
results yields the claimed upper bound. 
Let us now turn to the sum
∑
1
≤ 1
4
j0−2∑
j=0
(tj+1 − tj)2
(tj0 − tj+1)2
.
Here we require beside Theorem 2.6 also upper bounds for the two ratios
1 +
tj+tj+1
2
1 + tj+1
, and
(j + 1)2
j20
1 +
tj+1+tj0
2
1 + tj+1
for j ≤ j0 − 1 ≤ k − 2, see Lemma B.5 and Lemma B.6.
Proposition 2.8 There holds∑
1
≤ c
2
2pi
2
6c21
(18 + pi2) ≤ 14479. (22)
Proof: Using the fact that j < j0 − 1, and that g(t) = (1 + t)h(t) with a
decreasing function h, we find that
g(
tj+1+tj0
2 )
g(
tj+tj+1
2 )
=
1 +
tj+1+tj0
2
1 +
tj+tj+1
2
h(
tj+1+tj0
2 )
h(
tj+tj+1
2 )
≤ 1 +
tj+1+tj0
2
1 +
tj+tj+1
2
.
This allows us to write
W ′g(
tj+1+tj0
2 )
2
W ′g(
tj+tj+1
2 )
2
≤ (1 +
tj+1+tj0
2 )
2
(1 +
tj+tj+1
2 )
2
W ′1(
tj+1+tj0
2 )
2
W ′1(
tj+tj+1
2 )
2
≤ 1 +
tj+1+tj0
2
1 +
tj+tj+1
2
1− tj+tj+12
1− tj+1+tj02
≤ 21 +
tj+1+tj0
2
1 + tj+1
1− tj+tj+12
1− tj+1+tj02
,
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and thus, again by Theorem 2.6,
∑
1
≤ c
2
2
2c21
j0−2∑
j=0
1
(j0 − j − 1)2
1 +
tj+1+tj0
2
1 + tj+1
1− tj+tj+12
1− tj+1+tj02
.
The following arguments depend on the sign of tj+1. We therefore set j1 = j0−1
if tj0−1 < 0, and else chose j1 ∈ {0, 1, ..., j0−2} with tj1 < 0 ≤ tj1+1, and cut our
sum into two parts Σ1 = Σ1,1 + Σ1,2, where in the first sum j ∈ {j1, ..., j0 − 2},
and in the second one j ∈ {0, ..., j1 − 1}.
If j ≥ j1 and thus tj+1 ≥ 0,
1 +
tj+1+tj0
2
1 + tj+1
1− tj+tj+12
1− tj+1+tj02
≤ 2 1−
tj+tj+1
2
1− tj+1+tj02
≤ 41−
tj+tj+1
2
1− tj+1 ≤ 36,
where in the last inequality we have applied Lemma B.5. Hence,
∑
1,1
≤ 18c
2
2
c21
j0−2∑
j=j1
1
(j0 − j − 1)2 . (23)
If j < j1 and thus tj+1 < 0,
1 +
tj+1+tj0
2
1 + tj+1
1− tj+tj+12
1− tj+1+tj02
≤ 41 +
tj+1+tj0
2
1 + tj+1
≤ pi
2
2
j20
(j + 1)2
,
where the last inequality follows from Lemma B.6. Thus,
∑
1,2
≤ c
2
2pi
2
4c21
j1−1∑
j=0
j20
(j0 − j − 1)2(j + 1)2
≤ c
2
2pi
2
4c21
 j1−1∑
j=0,j+1<j0/2
4
(j + 1)2
+
j1−1∑
j=0,j+1≥j0/2
4
(j0 − j − 1)2
 .
Since pi2 ≤ 18, a combination with (23) gives the upper bound for Σ1 as claimed
in Proposition 2.8. 
We finally discuss in our third proposition the expression
∑
2
=
min{j0+1,k−1}∑
j=max{0,j0−1}
∫ tj+1
tj
log
∣∣∣∣x− ξjx− t
∣∣∣∣W ′g(t) dt,
where we integrate in a neighborhood of x and thus have to deal with the loga-
rithmic singularity of the integrand. Here again Theorem 2.6 will be essential.
As maybe expected from [17], our proof for j0 ∈ {1, 2, ..., k−2} is quite different
from that for x close to the endpoints and thus j0 ∈ {0, k− 1}: in the first case,
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we require lower and upper bounds for the ratio of the lengths of two consec-
utive intervals [tj , tj+1] established in Lemma B.9, whereas in the second case
we require upper bounds for
k
√
t1 − t0, and k
√
tk − tk−1,
see Lemma B.8.
Proposition 2.9 There holds∑
2
≤ 6c2 + log
(
6c2
√
c5
c1
)
≤ 32.
Proof: By integration by part,∫ tj+1
tj
log
∣∣∣∣x− ξjx− t
∣∣∣∣W ′g(t)dt = [log ∣∣∣∣x− ξjx− t
∣∣∣∣ (Wg(t)−Wg(x))]tj+1
tj
+
∫ tj+1
tj
Wg(t)−Wg(x)
t− x dt.
In order to make our formulas a bit easier to read, we write j1 = max{0, j0−1},
j2 = min{k − 1, j0 + 1}, and get Σ2 = Σ2,1 + Σ2,2, with∑
2,1
=
∫ tj2+1
tj1
Wg(t)−Wg(x)
t− x dt,∑
2,2
=
j2∑
j=j1
(
log
∣∣∣∣ x− ξjx− tj+1
∣∣∣∣ (Wg(tj+1)−Wg(x))
+ log
∣∣∣∣x− ξjx− tj
∣∣∣∣ (Wg(x)−Wg(tj))) .
The first term is easily bounded. Indeed, using Theorem 2.6, we get
∑
2,1
≤ c2
∫ ttj2+1
tj1
W ′g(
t+ x
2
)dt
≤ 2c2
(
Wg(
x+ tj2+1
2
)−Wg(x+ tj1
2
)
)
≤ 2c2 (Wg(tj2+1)−Wg(tj1)) = 2c2(j2 + 1− j1),
and thus Σ2,1 ≤ 6c2 for j0 ∈ {1, ..., k − 2}, and Σ2,1 ≤ 4c2 for j0 ∈ {0, k − 1}.
It remains to give an upper bound for Σ2,2. We first study the case j0 ∈
{1, ..., k − 2} and thus j1 = j0 − 1, j2 = j0 + 1. As Wg(tj+1) −Wg(tj) = 1 for
every j, we notice that
Wg(tj0+2)−Wg(x) = 2(Wg(tj0+1)−Wg(x)) + (Wg(x)−Wg(tj0)) (24)
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and
Wg(x)−Wg(tj0−1) = (Wg(tj0+1)−Wg(x)) + 2(Wg(x)−Wg(tj0)).
Inserting this information into Σ2,2, we obtain, after some elementary compu-
tations,∑
2,2
= [Wg(tj0+1)−Wg(x)]︸ ︷︷ ︸
≥0
log
|x− ξj0 |
|x− tj0+2|
|x− ξj0−1|
|x− tj0−1|︸ ︷︷ ︸
≤1
|x− ξj0+1|
|x− tj0+2|︸ ︷︷ ︸
≤1
+ [Wg(x)−Wg(tj0)]︸ ︷︷ ︸
≥0
log
|x− ξj0 |
|x− tj0−1|
|x− ξj0−1|
|x− tj0−1|︸ ︷︷ ︸
≤1
|x− ξj0+1|
|x− tj0+2|︸ ︷︷ ︸
≤1
≤ [Wg(tj0+1)−Wg(x)] log
∣∣∣∣ x− ξj0x− tj0+2
∣∣∣∣+ [Wg(x)−Wg(tj0)] log ∣∣∣∣ x− ξj0x− tj0−1
∣∣∣∣
≤ log
(
6c2
√
c5
c1
)
.
In order to justify the last inequality, we have to distinguish two cases. In case
x ∈ [ξj0 , tj0+1], we find that log | x−ξj0x−tj0−1 | ≤ 0, implying that∑
2,2
≤ [Wg(x)−Wg(tj0)] log
∣∣∣∣ x− ξj0x− tj0−1
∣∣∣∣ ≤ log tj0+1 − tj0tj0 − tj0−1 ,
and we conclude with help of Lemma B.9. The case x ∈ [tj0 , ξj0 ] is similar, here∑
2,2 ≤ log tj0+1−tj0tj0+2−tj0+1 , and we conclude again using Lemma B.9.
Let us now consider the sum Σ2,2 for the particular case j0 = 0 and thus
j1 = 0, j2 = 1. Using (24), this sum can be bounded above as before by∑
2,2
= [Wg(t1)−Wg(x)]︸ ︷︷ ︸
≥0
log
|x− ξ0|
|x− t2|
|x− ξ1|
|x− t2|︸ ︷︷ ︸
≤1
+ [Wg(x)−Wg(t0)]︸ ︷︷ ︸
≥0
log
|x− ξ0|
|x− t0|
|x− ξ1|
|x− t2|︸ ︷︷ ︸
≤1
≤ [Wg(t1)−Wg(x)] log
∣∣∣∣x− ξ0x− t2
∣∣∣∣+ [Wg(x)−Wg(t0)] log ∣∣∣∣x− ξ0x− t0
∣∣∣∣ .
We have to consider three different cases: if x ∈ [ t0+ξ02 , ξ0+t12 ] then Σ2,2 ≤ 0. If
x ∈ [ ξ0+t12 , t1], then∑
2,2
≤ [Wg(t1)−Wg(x)] log
∣∣∣∣x− ξ0x− t2
∣∣∣∣ ≤ log t1 − t0t2 − t1 ≤ log
(
6c2
√
c5
c1
)
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as before. Finally, in the case x ∈ [t0, t0+ξ02 ], we use the fact that |x−ξ0| ≤ t1−t0,
and apply Theorem 2.6 in order to get∑
2,2
≤ [Wg(x)−Wg(t0)] log
∣∣∣∣ t1 − t0x− t0
∣∣∣∣
≤ c2(x− t0)g( t0 + x
2
)W ′1(
t0 + x
2
) log
∣∣∣∣ t1 − t0x− t0
∣∣∣∣ .
Since t0+x2 ≤ 0 and t0+x2 ≤ t1, we have that
(x− t0)g( t0 + x
2
)W ′1(
t0 + x
2
) ≤ k
pi
g(t1)
x− t0√
1 + t0+x2
=
k
√
2
pi
g(t1)
√
x− t0.
Using the fact that max
y≥0
√
y log 1y = 2/e, we conclude with help of Lemma B.8(a)
that ∑
2,2
≤ 2c2
√
2
pie
kg(t1)
√
t1 − t0 ≤ 6
e
c2.
The reasoning for j0 = k − 1 is similar and allows for the same conclusion, we
just have to replace Lemma B.8(a) by Lemma B.8(b) providing an upper bound
for k
√
tk − tk−1. Thus∑
2
=
∑
2,1
+
∑
2,2
≤ max
{
6c2 + log
(
6c2
√
c5
c1
)
, 4c2 +
6
e
c2
}
,
and the statement follows. 
3 Proof of the main theorems
3.1 Proof of Theorem 1.3
Let us first show our claim (6) for the support of the equilibrium measure µ.
We observe that the external field Q = Uρ/k is convex on Σ = [α, b] and hence
supp(µ) = [a,b′] for some α ≤ a < b′ ≤ b by [16, Theorem IV.1.10(b)]. Since
Uµ + Q is strictly decreasing on (b′,∞), the equilibrium condition (2) tells us
that necessarily b = b′. We show below the two implications
for some a > α : supp(µ) = [a,b] implies that η(a) = k + ‖ρ‖, (25)
supp(µ) = [α,b] implies that η(α) ≤ k + ‖ρ‖, (26)
with the strictly decreasing η as in (5). Since there is exactly one solution > α
of the equation η(a) = k + ‖ρ‖ iff η(α) > k + ‖ρ‖, our statement on supp(µ)
follows.
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For a proof of (25), suppose that supp(µ) = [a,b] for some a > α. Then,
by [16, Theorem IV.1.11(ii)], the derivative of the F -functional of Mhaskar and
Saff
y 7→ log b− y
4
−
∫
Qdω[y,b] = (1 +
‖ρ‖
k
) log
b− y
4
+
1
k
∫
g[y,b](x,∞)dρ(x)
must vanish at y = a, and a small calculation gives the necessary condition
0 =
1
k(b− a)
(
k + ‖ρ‖ − η(a)
)
and thus η(a) = k + ‖ρ‖, implying (25).
In order to show (26) together with the representation (6) of f , let supp(µ) =
[a,b] for some a ∈ [α, b). We denote by Bal(ρ, [a, b]) the measure obtained by
balayage onto the interval [a, b], see [16, §II.4]. Then, by construction,
kµ+Bal(ρ, [a, b])
is a positive measure of mass k + ‖ρ‖ having a constant potential on [a, b], and
thus kµ + Bal(ρ, [a, b]) = (k + ‖ρ‖)ω[a,b]. We apply the explicit formula for
balayage onto an interval given in [16, Eqn. (II.4.47)], and get for t ∈ [a, b]
g(t) :=
dµ
dω[a,b]
(t) =
k + ‖ρ‖
k
− 1
k
∫ a
−∞
√
(b− y)(a− y)
t− y dρ(y).
As a consequence
0 ≤ lim
t→a+0
g(t) =
k + ‖ρ‖ − η(a)
k
,
showing that η(a) ≤ k + ‖ρ‖ is finite. In particular, in case a = α we get (26).
Moreover, by [16, Eqn. (II.5.4)], with a suitable F ∈ R,
k(F − Uµ(x)−Q(x)) = kF − U (k+‖ρ‖)ω[a,b]+ρ−Bal(ρ,[a,b])(x)
= (k + ‖ρ‖)g(x,∞)−
∫
g(x, y) dρ(y),
the right-hand side vanishing on [a, b], and thus the constant F coincides with
the one in (2). Hence, the above expression equals kf(x), showing (6).
It remains to show that Theorem 2.1 implies (7), where we start to verify
the hypotheses on
g(t) =
dµ
dω[a,b]
(t) =
k + ‖ρ‖ − η(a)
k
+
t− a
k
∫ a
−∞
√
b− y
a− y
dρ(y)
t− y .
We first observe that g is differentiable on (a, b], with derivative
g′(t) =
1
k
∫ a
−∞
√
b− y
a− y
a− y
(t− y)2 dρ(y),
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which is both ≥ 0 and decreasing in t ∈ (a, b]. Hence g is increasing and concave
in (a, b), and, by a similar argument, h(t) := g(t)/(t − a) is convex on (a, b).
Thus the assumptions of Theorem 2.1 hold. With Pk ∈ Πk as in Theorem 2.1
we have that
log ‖wkPk‖[a,b] = max
x∈[a,b]
−kQ(x) + log |Pk(x)|
≤ max
x∈[a,b]
−kQ(x)− kUµ(x) + CBW = −kF + CBW ,
where for obtaining the inequality we have applied Theorem 2.1(a), and in the
last equality we have used (2) and in particular the fact that f vanishes on [a, b].
Also, for x ∈ R \ (a, b), we deduce from Theorem 2.1(b) and (2) that
logw(x)k|Pk(x)| ≥ −kQ(x)− kUµ(x) = kf(x)− kF.
Combining these two inequalities gives (7).
3.2 Proof of Theorem 1.7
For our proof of Theorem 1.7(a), we choose n > d+ 1 as in the statement such
that (14) and (15) hold. By our assumption (14) on λj , we may choose λ˜j ≤ λj
such that
σ((−∞, λ˜j ]) = j
N
for j = 1, 2, ..., d+ 1.
Consider k = n− d ≥ 2, and the two measures of mass d
ρ = δλ1 + ...+ δλd , ρ˜ = Nσ|(−∞,λ˜d].
It is not too difficult to check that U ρ˜(x) − Uρ(x) is ≤ 0 for x ∈ [λd+1, b], and
≥ 0 for x = 0. Hence, going back to the definition of En([λd+1, b]), we get the
chain of inequalities
En([λd+1, b]) = min
p∈Πk
‖e−Uρp‖[λd+1,b]
e−Uρ(0)|p(0)| ≤ minp∈Πk
‖e−U ρ˜p‖[λd+1,b]
e−U ρ˜(0)|p(0)|
≤ exp
(
CBW + kU
µ(0) + U ρ˜(0)− kF
)
,
where in the last inequality we have applied Theorem 1.3 with α = λd+1, and
the external field Q(x) = U ρ˜/k(x), and where the extremal measure µ and the
constant F are as in (1), (2). On the other hand, with t = n/N , we know from
[3, Theorem 2.1] that
exp
(
CBW −N
∫ n/N
0
gS(τ)(0,∞)dτ
)
= exp
(
CBW + n(U
νt,σ (0)− Ct,σ)
)
,
with νt,σ the solution of the constrained equilibrium problem mentioned in the
paragraph after (11), and Ct,σ the corresponding constant. Thus, for establish-
ing Theorem 1.7(a), it only remains to show the inequality
kUµ(x) + U ρ˜(x)− kF ≤ n(Uνt,σ (x)− Ct,σ) (27)
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for x = 0.
Let us first show that (27) holds for x ∈ supp(µ). Indeed, since supp(µ) ⊂
[λd+1,b] ⊂ [a(t),b] = supp(σ/t − νt,σ) by assumption (15), we find from the
respective equilibrium conditions for both extremal problems that both ex-
pressions on the left-hand side and on the right-hand side of (27) vanish for
x ∈ supp(µ). We also know that all measures involved in (27) have finite en-
ergy, with masses ‖kµ+ ρ˜‖ = k+ d = n = n ‖νt,σ‖. Let us show that ρ˜ ≤ nνt,σ.
Indeed, λ˜d ≤ λd < a(t) by construction and (15), and thus, by definition of
S(t) = [a(t), b] = supp(σ/t− νt,σ),
nνt,σ|(−∞,λ˜d] =
n
t
σ|(−∞,λ˜d] = Nσ|(−∞,λ˜d] = ρ˜.
Hence, by subtracting U ρ˜(x) from both sides of (27), we get from the principle of
domination for logarithmic potentials [16, Theorem II.3.2] that (27) holds for all
x ∈ C, and in particular for x = 0, which concludes our proof of Theorem 1.7(a).
For our proof of Theorem 1.7(b), we first observe that our assumption of
Lemma 1.5 on σ and the choice of the eigenvalues λ1,N < λ2,N < ... of AN ,
allows to show that not only (10) but also the quite technical [3, Conditions
(i)–(iv)] hold, we omit details. As a consequence of [3, Theorem 2.2],
lim
n,N→∞
n/N→t
En(Λ(AN ))
1/n = exp
(
−1
t
∫ t
0
gS(τ)(0,∞)dτ
)
,
that is, we have equality in (11). Then, using Theorem 1.7(a) and the simple
inequality En(Λ(AN ) ≤ En([λd+1, b]),
lim inf
n,N→∞
n/N→t
En,N ([λdn,N+1,N , b])
1/n ≤ lim sup
n,N→∞
n/N→t
En,N ([λdn,N+1,N , b])
1/n
≤ exp
(
−1
t
∫ t
0
gS(τ)(0,∞)dτ
)
= lim
n,N→∞
n/N→t
En(Λ(AN ))
1/n
≤ lim inf
n,N→∞
n/N→t
0≤d<n−1
En,N ([λd+1,N , b])
1/n. ≤ lim inf
n,N→∞
n/N→t
En,N ([λdn,N+1,N , b])
1/n,
and the statement of Theorem 1.7(b) follows.
4 Conclusions
In the particular case of an external field being given by the logarithmic potential
of some positive measure supported on the left of Σ, we have shown that the
weighted Bernstein-Walsh inequality is sharp up to some new universal constant
CBW . Our main tool is a variation of the technique of Totik of discretizing
a logarithmic potential, provided that the underlying measure has a weight
satisfying some monotonicity and/or convexity assumptions.
This new sharpness result for the weighted Bernstein-Walsh inequality leads
to a variety of new explicit bounds for the convergence of conjugate gradients
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if we fix in advance a fixed number of small eigenvalues being considered as
outliers. By approximately optimizing the number of outliers, we are able to
partly show a conjecture formulated by Beckermann & Kuijlaars [3] in terms
of means of Green functions, and establish a new upper bound for conjugate
gradients in form of an inequality for every iteration index n. Such bounds are
of practical interest since the results of [3] are only of asymptotic nature. In
addition, our bounds are valid for a single matrix and do no longer require to
consider sequences of systems of equations with a joint eigenvalue distribution.
We also give some (academic) numerical examples showing that this new bound
perfectly matches the CG error (up to the choice of CBW ).
We believe that, with an optimal choice of CBW , the quantity e
CBW is of
modest size. This is clearly not true for our present explicit upper bound of
CBW , and remains a direction of future research, maybe asymptotic analysis
could be helpful.
We also believe that our result on the discretization of a potential can be
generalized to more general measures, for example without the assumption that
t 7→ g(t)t−a is convex on (a, b), which is used only once. This possibly would allow
us to consider both small and large eigenvalues as outliers.
Finally, the above-mentioned conjecture on the CG convergence remains
open for general sets S(t).
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A Proof of the mean value property of Theo-
rem 2.6
As said before, a central role in our analysis is played by the mean value property
of the cumulative distribution function Wg stated in Theorem 2.6: there exist
constants c1 =
1
4 and c2 = pi
√
2 such that, for all x, t ∈ [−1, 1],
c1W
′
g(
t+ x
2
) ≤ Wg(t)−Wg(x)
t− x ≤ c2W
′
g(
t+ x
2
).
The aim of this section is to provide a proof of this mean value property. We will
first consider the two particular cases g = 1 in Lemma A.1 and g(t) = 1 + t in
Lemma A.2. The general case then will follow by concavity of g and by convexity
of h(t) = g(t)/(t + 1). In what follows it will be convenient to consider the
substitution t = − cos(α) and x = − cos(β), α, β ∈ [0, pi], where we can suppose
without loss of generality that t > x, and thus 0 ≤ β < α ≤ pi.
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Lemma A.1 For every x, t ∈ [−1, 1], we have for c3 = pi/
√
2
W ′1(
t+ x
2
) ≤ W1(t)−W1(x)
t− x ≤ c3W
′
1(
t+ x
2
). (28)
Proof: Elementary trigonometric formulas give
W1(t)−W1(x)
t− x =
k
pi
α− β
cos(β)− cos(α) =
k
pi
α−β
2
sin(α−β2 )
1
sin(α+β2 )
.
Observing that α−β2 ∈ [0, pi2 ] and thus
sin(
α− β
2
) ≤ α− β
2
≤ pi
2
sin(
α− β
2
),
we deduce that
k
pi
1
sin(α+β2 )
≤ W1(t)−W1(x)
t− x ≤
k
2
1
sin(α+β2 )
.
Since
W ′1(
t+ x
2
) =
k
pi
1√
1− cos2(α+β2 ) cos2(α−β2 )
,
the left-hand inequality in (28) immediately follows.
If α+β2 ≤ pi2 , then 0 ≤ α−β2 ≤ α+β2 ≤ pi2 . If α+β2 ≥ pi2 , then 0 ≤ α−β2 ≤
pi − α+β2 ≤ pi2 . In both cases we find that
1− cos2(α+ β
2
) cos2(
α− β
2
) ≤ 1− cos4(α+ β
2
) ≤ 2
(
1− cos2(α+ β
2
)
)
,
which implies the right-hand side of (28). 
We now turn to the special case g(y) = 1 + y where we only require one
inequality for Wg = W1+y.
Lemma A.2 For every x, t ∈ [−1, 1], we have for c4 = 1/2
c4W
′
1+y(
x+ t
2
) ≤ W1+y(t)−W1+y(x)
t− x .
Proof: By Lemma A.1,
W1+y(t)−W1+y(x)
t− x ≥
W1+y(t)−W1+y(x)
W1(t)−W1(x) W
′
1(
x+ t
2
).
Thus it is sufficient to show that
W1+y(t)−W1+y(x)
W1(t)−W1(x) ≥
1
2
(1 +
x+ t
2
).
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By definition of W1+y,
W1+y(t)−W1+y(x)
W1(t)−W1(x) =
1
W1(t)−W1(x)
∫ t
x
W ′1+y(s)ds
=
α− β + sin(β)− sin(α)
α− β
= 1− 2
α− β sin(
α− β
2
) cos(
α+ β
2
).
Hence it remains to show that
cos(
α+ β
2
)
(
2
sin(α−β2 )
α−β
2
− cos(α− β
2
)
)
≤ 1.
Since γ 7→ 2 sin(γ)−γ cos(γ) is increasing in [0, pi/2], the factor in large brackets
is ≥ 0, and cos((α+ β)/2) ≤ cos((α− β)/2. Thus we only have to consider the
worst case γ = (α+ β)/2 = (α− β)/2 ∈ [0, pi/2], with
cos(γ)
(
2
sin(γ)
γ
− cos(γ)
)
≤ 2 cos(γ)− cos2(γ) ≤ 1.

We are now prepared to give a proof of Theorem 2.6. For the upper bound,
we use Lemma A.1 in order to conclude that
Wg(t)−Wg(x)
t− x =
Wg(t)−Wg(x)
W1(t)−W1(x)
W1(t)−W1(x)
t− x
≤ Wg(t)−Wg(x)
W1(t)−W1(x) c3W
′
1(
t+ x
2
).
Recalling that g is concave, we get from the Jensen inequality
Wg(t)−Wg(x)
W1(t)−W1(x) =
∫ t
x
W ′g(s)
W1(t)−W1(x)ds
=
∫ t
x
g(s)
W ′1(s)
W1(t)−W1(x)ds
≤ g
(∫ t
x
s
W ′1(s)
W1(t)−W1(x)ds
)
≤ 2g( t+ x
2
),
the last inequality being established in Lemma A.3 below. Thus we obtain the
upper bound with c2 = 2c3 = pi
√
2. For the lower bound, our argument is
similar, but now we use Lemma A.2 in order to get
Wg(t)−Wg(x)
t− x =
Wg(t)−Wg(x)
W1+y(t)−W1+y(x)
W1+y(t)−W1+y(x)
t− x
≥ Wg(t)−Wg(x)
W1+y(t)−W1+y(x)c4W
′
1+y(
x+ t
2
).
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Recalling that h(y) = g(y)/(1 + y) is convex, we get from the Jensen inequality
Wg(t)−Wg(x)
W1+y(t)−W1+y(x) =
∫ t
x
h(s)
W ′1+y(s)
W1+y(t)−W1+y(x)ds
≥ h
(∫ t
x
s
W ′1+y(s)
W1+y(t)−W1+y(x)ds
)
≥ 1
2
g( t+x2 )
1 + t+x2
,
where for the last inequality we apply Lemma A.4 below. This gives us the
lower bound with c1 = c4/2 = 1/4.
For concluding, it remains to establish two technical results.
Lemma A.3 For −1 ≤ x < t ≤ 1 we have
g
(∫ t
x
sW ′1(s)
W1(t)−W1(x)ds
)
≤ 2g(x+ t
2
).
Proof: Elementary trigonometric computations give
x :=
∫ t
x
sW ′1(s)
W1(t)−W1(x)ds = − cos
(
α+ β
2
) sin(α−β2 )
α−β
2
∈ [−1, 1],
and
x+ t
2
= − cos
(
α+ β
2
)
cos
(
α− β
2
)
.
We now have to distinguish two cases. If x+t2 ≤ 0 or, equivalently, cos(α+β2 ) ≥ 0
then, using the fact that sin (y) ≥ y cos (y) ≥ 0 for y ∈ [0, pi2 ], we get x ≤ x+t2 ,
and the statement g(x) ≤ g(x+t2 ) follows (without a factor 2) by monotonicity
of g. If however x+t2 ≥ 0, then 1 ≥ x ≥ x+t2 ≥ 0 by the same argument as in
the first case. By concavity of g and (31) we get
g(x) ≤ g(x+ t
2
) + g′(
x+ t
2
− 0)
(
x− x+ t
2
)
≤ g(x+ t
2
) + g′(
x+ t
2
− 0) ≤ 2g(x+ t
2
),
the last inequality being shown in Lemma B.1(b) below. Thus Lemma A.3
holds. 
Lemma A.4 For −1 ≤ x < t ≤ 1 we have
h
(∫ t
x
s
W ′1+y(s)
W1+y(t)−W1+y(x)ds
)
≥ 1
2
h(
x+ t
2
).
30
Proof: Let us first show that
x :=
∫ t
x
s
W ′1+y(s)
W1+y(t)−W1+y(x)ds ≥
x+ t
2
. (29)
We write shorter w(s) =
W ′1+y(s)
W1+y(t)−W1+y(x) being increasing in s. Hence
x− x+ t
2
=
∫ t
x
(s− x+ t
2
)w(s)ds
=
∫ t
x
(s− x+ t
2
)(w(s)− w(x+ t
2
))ds ≥ 0,
as claimed in (29). Also, by definition, x ≤ t, and thus
h(x) =
g(x)
x+ 1
≥ g(
x+t
2 )
x+ 1
≥ g(
x+t
2 )
t+ 1
≥ 1
2
g(x+t2 )
1 + x+t2
=
h(x+t2 )
2
.

B Some further technical lemmata
After having established the mean value property of Wg in §A, we gather in this
section all the other technical properties of the abscissa tj = − cos(αj) needed
in §3.
In the sequel of this section we always suppose the conditions on k, g, h
of Theorem 2.1 to be true, that is, k is some integer ≥ 2, g is non-negative,
increasing and concave, and h(t) = g(t)/(t+ 1) is convex.
The first result summarizes some properties of the function g.
Lemma B.1 The following properties hold:
(a) h(t) = g(t)1+t is decreasing on (−1, 1];
(b) g′(t− 0)(1 + t) ≤ g(t) for t ∈ (−1, 1), and g′(t− 0) ≤ g(t) for t ∈ [0, 1);
(c) g(1) ≤ 2;
(d) g(1) ≥ g(0) = h(0) ≥ 1.
Proof: We first recall that, by concavity of g on [−1, 1], we have for all
−1 ≤ x1 < x2 < x3 ≤ 1 that
g(x3)− g(x2)
x3 − x2 ≤
g(x3)− g(x1)
x3 − x1 ≤
g(x2)− g(x1)
x2 − x1 . (30)
Since g(−1) ≥ 0, we may therefore write
h(t) =
g(t)− g(−1)
t− (−1) +
g(−1)
t+ 1
31
as a sum of two decreasing functions, implying (a). Passing to the limit in (30),
we also have that the directional derivatives g′(x2 − 0) and g′(x2 + 0) exist for
all x2 ∈ (−1, 1), with
g(x3)− g(x2)
x3 − x2 ≤ g
′(x2 + 0) ≤ g′(x2 − 0) ≤ g(x2)− g(x1)
x2 − x1 ,
and in particular
g(x) ≤ g(x2) + g′(x2 − 0)(x− x2) for all x ∈ [−1, 1]. (31)
Setting x = −1, x2 = t in (31) leads to (b) since g(−1) ≥ 0. Furthermore, using
the concavity of g and setting x2 = 0 in (31), we get for all t ∈ [−1, 1] that
g(−1)1− t
2
+ g(1)
1 + t
2
≤ g(t) ≤ g(0) + tg′(0−).
Taking into account (20), multiplying by W ′1(t) and integrating from −1 to 1
gives
k
g(1)
2
≤ k g(1) + g(−1)
2
≤ k ≤ kg(0),
implying parts (c) and (d). 
The following elementary lemma will be helpful in what follows.
Lemma B.2 For γ ≥ 0 and 0 ≤ δ ≤ θ ≤ pi/2 there holds
sin(γ)
sin(δ)
≤ θ
sin(θ)
γ
δ
≤ pi
2
γ
δ
.
Proof: Since x 7→ x/ sin(x) is increasing in [0, pi/2], we have that
sin(γ)
sin(δ)
≤ γ
sin(δ)
=
δ
sin(δ)
γ
δ
≤ θ
sin(θ)
γ
δ
≤ pi
2
γ
δ
.

The following result tells us that the angles αj defined by tj = − cos(αj) for
j = 0, 1, ..., k have a quite regular behavior.
Lemma B.3 (a) The sequence (αj+1 − αj)0≤j<k−1 is decreasing.
(b) For j ∈ {1, ..., k − 1} there holds
αj+1 − αj
αj
≤ 1
j
,
(c) For j ∈ {0, ..., k − 1} we have
αj+1 − αj
αj+1
≤ 1
j + 1
.
(d) For j ∈ {0, 1, ..., k − 2}
αk − αj
αk − αj+1 ≤ 4.
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Proof: Using that g is increasing, we get for j ∈ {0, ..., k − 1}
1 =
∫ tj+1
tj
W ′g(t)dt =
k
pi
∫ tj+1
tj
g(t)√
1− t2 dt
≥ k
pi
g(tj)
∫ tj+1
tj
dt√
1− t2 =
k
pi
g(tj)(αj+1 − αj),
≤ k
pi
g(tj+1)
∫ tj+1
tj
dt√
1− t2 =
k
pi
g(tj+1)(αj+1 − αj),
implying that
pi
kg(tj+1)
≤ αj+1 − αj ≤ pi
kg(tj)
. (32)
Thus (a) holds. For a proof of (b), we apply (a) to conclude that, for j ∈
{1, 2, ..., k − 1},
αj+1 − αj
αj
=
αj+1 − αj
αj − α0 =
αj+1 − αj∑j−1
p=0 αp+1 − αp
≤ αj+1 − αj
j(αj − αj−1) ≤
1
j
.
A proof of part (c) follows the same lines, we omit details. Let us finally show
(d). In case k = 2, we know from (32) and Lemma B.1(c) that α2−α1 ≥ pi2g(1) ≥
pi/4, implying (d). In case k ≥ 3 we can write
αk − αj
αk − αj+1 = 1 +
αj+1 − αj
αk − αj+1
= 1 +
αj+1 − αj∑k−1
`=j+1(α`+1 − α`)
≤ 1 + 1
k − 1− j
αj+1 − αj
αk − αk−1 ,
where in the last inequality we have applied (a). By part (c), αj+1 − αj ≤
αj+1/(j + 1) ≤ pi/(j + 1), and αk − αk−1 ≥ pi/(kg(tk)) ≥ pi/(2k) by (32) and
Lemma B.1(c). Hence using that k ≥ 3, we obtain
αk − αj
αk − αj+1 ≤ 1 + 2
k
(j + 1)(k − 1− j) ≤ 1 + 2
k
k − 1 ≤ 4.

The following result is used in our proof of Proposition 2.7.
Lemma B.4 For j ∈ {1, 2, ..., k − 1} there holds
1 +
tj + tj+1
2
≤ c5(1 + tj)
where c5 =
3pi
4 + 1.
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Proof: By Lemma B.3(b), αj+1 − αj ≤ αj/j ≤ pi, implying that
sin(
αj+1 − αj
2
) ≤ sin(αj
2j
) ≤ sin(αj
2
).
Moreover, since αj+1 + αj ≤ (2 + 1/j)αj , we get by Lemma B.2
tj+1 − tj
tj − t0 =
sin(
αj+1−αj
2 )
sin(
αj
2 )
sin(
αj+1+αj
2 )
sin(
αj
2 )
≤ pi
2
(2 +
1
j
) ≤ 3pi
2
,
and Lemma B.4 follows. 
Let us now show the two main properties required for our proof of Proposi-
tion 2.8.
Lemma B.5 For j ∈ {0, 1, ..., k − 2} we have
1− tj + tj+1
2
≤ 9(1− tj+1).
Proof: We will show the equivalent statement
tj+1 − tj ≤ 16(tk − tj+1).
If tj+1 ≤ 1/
√
2, we obtain
tj+1 − tj
1− tj+1 ≤
tj+1 + 1
1− tj+1 ≤ (1 +
√
2)2 ≤ 6 ≤ 16.
It remains to consider the case tj+1 ≥ 1/
√
2, and thus αj+1 ≥ 3pi/4, or (pi −
αj+1)/2 ≤ pi/8. Using first Lemma B.2 and then Lemma B.3(d), we obtain
tj+1 − tj
1− tj+1 = −1 +
1− tj
1− tj+1 = −1 +
1 + cos(αj)
1 + cos(αj+1)
= −1 + cos
2(
αj
2 )
cos2(
αj+1
2 )
= −1 + sin
2(pi2 − αj2 )
sin2(pi2 − αj+12 )
≤ −1 +
(
pi/8
sin(pi/8)
pi − αj
pi − αj+1
)2
≤ −1 + 16
(
pi/8
sin(pi/8)
)2
≤ 16.

Lemma B.6 For j ≤ j0 − 1 ≤ k − 2 we have
1 +
tj+1+tj0
2
1 + tj+1
≤ pi
2
8
j20
(j + 1)2
.
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Proof: Notice that, by Lemma B.2,
1 +
tj+1+tj0
2
1 + tj+1
= 1 +
tj0 − tj+1
2(1 + tj+1)
= 1 +
sin(
αj+1+αj0
2 ) sin(
αj0−αj+1
2 )
2 sin2(
αj+1
2 )
≤ 1 + pi
2
8
(αj+1 + αj0)(αj0 − αj+1)
α2j+1
.
Applying Lemma B.3(a), and recalling that j0 ≥ j + 1, we obtain
αj0 − αj+1
αj+1
=
∑j0−1
`=j+1(α`+1 − α`)∑j
`=0(α`+1 − α`)
≤ (j0 − j − 1)(αj+2 − αj+1)
(j + 1)(αj+1 − αj) ≤
j0 − j − 1
j + 1
,
and
αj0 + αj+1
αj+1
=
αj0 − αj+1
αj+1
+ 2 ≤ j0 + j + 1
j + 1
.
Combining the three inequalities, we deduce that
1 +
tj+1+tj0
2
1 + tj+1
≤ 1 + pi
2
8
j20 − (j + 1)2
(j + 1)2
≤ pi
2
8
j20
(j + 1)2
.

The three following results are required in our proof of Proposition 2.9.
Lemma B.7 For k ≥ 2, we have
tk−1 ≥ 0.
Proof: Suppose that tk−1 < 0. Then using Lemma B.1(d), and the fact that
g is increasing allows us to find a contradiction
1 =
∫ 1
tk−1
W ′g(t)dt >
∫ 1
0
W ′g(t)dt =
∫ 1
0
g(t)k
pi
1√
1− t2 dt
≥ g(0)k
pi
∫ 1
0
1√
1− t2 dt ≥
k
2
.

Lemma B.8 There holds
(a)
√
t1 − t0 ≤ 3pi√2g(t1)k ;
(b)
√
tk − tk−1 ≤ pikg(1) ;
(c) For all j ∈ {0, 1, ..., k − 1} we have tj+1 − tj ≤ ( 12pik )1/3.
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Proof: By Lemma B.1(a), we find for t ∈ (t0, t1] that
W ′g(t) = h(t)
k
pi
√
1 + t√
1− t ≥
h(t1)k
pi
√
2
√
1 + t.
Integrating over the interval [t0, t1] = [−1, t1] gives
1 ≥ h(t1)k
√
2
3pi
(1 + t1)
3/2 =
g(t1)k
√
2
3pi
(1 + t1)
1/2,
which implies part (a). By Lemma B.1(a) and Lemma B.7, there holds for
t ∈ [tk−1, tk] ⊂ [0, 1],
W ′g(t) ≥
k
pi
h(1)√
1− t ,
and by integrating over the interval [tk−1, tk] = [tk−1, 1] we get
1 ≥ 2kh(1)
pi
(1− tk−1)1/2 = kg(1)
pi
(1− tk−1)1/2,
as required for part (b). For a proof of (c), we observe that, by Lemma B.3(a),
tj+1 − tj = 2 sin(αj+1 − αj
2
) sin(
αj+1 + αj
2
)
≤ 2 sin(α1 − α0
2
) =
√
2(t1 − t0).
By concavity and positivity of g and Lemma B.1(d),
g(t1) ≥ g(t0)1− t1
2
+ g(1)
t1 − t0
2
≥ t1 − t0
2
.
Multiplying with
√
t1 − t0 and applying part (a) we arrive at
(t1 − t0)3/2 ≤ 2g(t1)
√
t1 − t0 ≤ 3pi
√
2
k
,
which yields part (c). 
Lemma B.9 For every j ∈ {0, . . . , k − 2}
2
3pi
≤ tj+1 − tj
tj+2 − tj+1 ≤
6c2
√
c5
c1
.
Proof: In order to show the left-hand inequality, we write
tj+2 − tj+1
tj+1 − tj =
sin(
αj+1+αj+2
2 )
sin(
αj+αj+1
2 )
sin(
αj+2−αj+1
2 )
sin(
αj+1−αj
2 )
≤ sin(
αj+1+αj+2
2 )
sin(
αj+αj+1
2 )
,
36
where we have applied Lemma B.3(a). We claim that the right-hand term is
≤ 3pi/2. Indeed, if (αj + αj+1)/2 ≥ pi/2, then this quotient is less than one.
Else, by using Lemma B.2, we obtain
sin(
αj+1+αj+2
2 )
sin(
αj+αj+1
2 )
≤ pi
2
αj+1 + αj+2
αj + αj+1
,
and from Lemma B.3(b) we get that αj+1 + αj+2 = αj+2 − αj+1 + 2αj+1 ≤
3αj+1 ≤ 3(αj + αj+1).
To prove the right-hand inequality in Lemma B.9 we use Theorem 2.6 and
Lemma B.1(a) in order to obtain
tj+1 − tj
tj+2 − tj+1 ≤
c2
c1
W ′g(
tj+1+tj+2
2 )
W ′g(
tj+tj+1
2 )
≤ c2
c1
h(
tj+1+tj+2
2 )(1 +
tj+1+tj+2
2 )
h(
tj+tj+1
2 )(1 +
tj+tj+1
2 )
W ′( tj+1+tj+22 )
W ′( tj+tj+12 )
≤ c2
c1
√√√√1 + tj+1+tj+22
1 +
tj+tj+1
2
1− tj+tj+12
1− tj+1+tj+22
.
With help of Lemma B.4 and Lemma B.5 we obtain
tj+1 − tj
tj+2 − tj+1 ≤
c2
c1
3
√
c5
√√√√√√
1 + tj+1
1 +
tj+tj+1
2︸ ︷︷ ︸
≤2
1− tj+1
1− tj+1+tj+22︸ ︷︷ ︸
≤2
≤ 6c2
√
c5
c1

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