A polynomial birth–death point process approximation to the Bernoulli process  by Xia, Aihua & Zhang, Fuxi
Stochastic Processes and their Applications 118 (2008) 1254–1263
www.elsevier.com/locate/spa
A polynomial birth–death point process approximation
to the Bernoulli process
Aihua Xia∗, Fuxi Zhang
Department of Mathematics and Statistics, The University of Melbourne, VIC 3010, Australia
Received 20 June 2006; received in revised form 25 February 2007; accepted 10 August 2007
Available online 19 August 2007
Abstract
We propose a class of polynomial birth–death point processes (abbreviated to PBDP) Z := ∑Zi=1 δUi ,
where Z is a polynomial birth–death random variable defined in [T.C. Brown, A. Xia, Stein’s method and
birth–death processes, Ann. Probab. 29 (2001) 1373–1403],Ui ’s are independent and identically distributed
random elements on a compact metric space, and Ui ’s are independent of Z . We show that, with two
appropriately chosen parameters, the error of PBDP approximation to a Bernoulli process is of the order
O(n−1/2) with n being the number of trials in the Bernoulli process. Our result improves the performance
of Poisson process approximation, where the accuracy is mainly determined by the rarity (i.e. the success
probability) of the Bernoulli trials and the dependence on sample size n is often not explicit in the bound.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
The Berry–Esseen theorem [7,15] states that if {Yi : 1 ≤ i ≤ n} are independent random
variables with finite third moments and S = ∑ni=1 Yi , then there exists an absolute constant C
such that
sup
z∈R
∣∣∣∣P( S − E(S)√Var(S) ≤ z
)
− Φ(z)
∣∣∣∣ ≤ CVar(S)3/2
n∑
i=1
E|Yi − E(Yi )|3,
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where Φ is the cumulative distribution function of the standard normal random variable.
Furthermore, if {Yi : 1 ≤ i ≤ n} are identically distributed, then the bound is of the order n−1/2,
which is known to be the best possible. Hence, when the sample size n increases, i.e. the
information accumulates, the accuracy of approximation improves.
Another type of limit theory is the ‘law of small numbers’ and the Poisson limit theorem plays
the central role in this area. The accuracy of Poisson approximation, in its simplest form, can be
stated as follows. Let {Ii : i ∈ I} be independent Bernoulli random variables with
P(Ii = 1) = 1− P(Ii = 0) = pi , i ∈ I,
W :=∑i∈I Ii , λ = E(W ), then
1
32
min
{
1,
1
λ
}∑
i∈I
p2i ≤ dtv(LW,Pn(λ)) ≤
1− e−λ
λ
∑
i∈I
p2i (1)
Barbour and Hall [3], where Pn(λ) stands for the Poisson distribution with mean λ and the total
variation distance dtv between two probability measures Q1 and Q2 on Z+ := {0, 1, 2, . . .} is
defined as
dtv(Q1, Q2) := sup
A⊂Z+
|Q1(A)− Q2(A)|.
Poisson approximation theory [see [4], Chapter 2] shows that Poisson distribution is a very
good approximate model for the distribution of the number of rare events which are relatively
weakly dependent. On the other hand, the lower bound in (1) tells us that, unlike the normal
approximation where the accuracy of approximation improves when the sample size increases,
the accuracy of Poisson approximation does not become better when the sample size gets larger.
As generalizations of Poisson approximation, the precision of Poisson and compound Poisson
process approximations is also basically determined by the rarity of the events in the process
being approximated and does not improve as the information accumulates (see [1,2,5,25,14]).
To achieve higher order approximation, it is necessary to introduce more parameters so
that the approximating distribution fits the distribution being approximated better than a
Poisson distribution does. Examples include compound Poisson signed measure approximations
(see [20,18,12,6,13,8]), translated Poisson approximations (see [6,22]), polynomial birth–death
distribution approximations on Z+ [11] and their extensions to distributions on all integers [16].
To explain how the idea works, let us consider the polynomial birth–death distributions
introduced in [11]. Let {αi : i ≥ 0} be the birth rates and {βi : i ≥ 1} be the death rates
of a birth–death process so that its stationary distribution {pii : i ≥ 0} exists and satisfies the
detailed balance equations:
piiαi = pii+1βi+1, i ∈ Z+.
It is a routine exercise to check that
pii =
i∏
l=1
αl−1
βl
(
1+
∞∑
k=1
k∏
j=1
α j−1
β j
)−1
, ∀i ∈ Z+.
When αi ’s and βi ’s are polynomial functions of the states, Brown and Xia [11] named the
stationary distribution as the polynomial birth–death (abbreviated as PBD) distribution. For
example, if αi = a + bi and βi = 0+ c × i + u × i(i − 1) for i ≥ 0, the stationary distribution
is denoted as PBD(a, b; 0, c, u).
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Theorem 1 ([11], Theorem 3.1). Let λr = ∑ni=1 pri , θr = λr/λ1, r ≥ 1, ρl be the lth largest
number of {pi (1− pi ) : 1 ≤ i ≤ n}, σ 21 =
∑n
i=1 pi (1− pi )− ρ1 and σ 22 = σ 21 − ρ2. If
β := λ2λ−12 − 1− 2λ+ 2λ3λ−12 ≥ 0, α := βλ+ λ2 − λ2,
and σ2 > 0, then
dtv(LW,PBD(α; 0, β, 1)) ≤ βλ3
ασ1
+ 2λλ2
ασ2
(2)
≤ θ3
σ1
+ 2θ
2
2
σ2(1− θ2 − θ2/λ) , (3)
where (3) is valid provided θ2 + θ2/λ < 1.
The bound ensures that the quality of PBD approximation improves when the information
accumulates, that is, σ1 and σ2 increase. A natural question is, are there process counterparts
of the PBD approximation? To the best of our knowledge, except the work of Roos [23] where
multivariate signed measures are used to approximate multivariate Poisson mixtures, there have
been no parallel studies on higher order process approximations. It is the purpose of this paper to
initiate this new direction of research. In Section 2, we propose a class of polynomial birth–death
point processes (abbreviated to PBDP), which include the well-known Poisson processes and
binomial processes. We then use a binomial process and a two-parameter PBDP to approximate
the Bernoulli process with the proof of the main result detailed in Section 3.
2. Polynomial birth–death point processes and the main result
Let Γ be a compact metric space and H be the set of non-negative, integer-valued and finite
measures on Γ . The configuration space H is endowed with the σ -field B(H) generated by
the weak topology, that is, a sequence ξn ∈ H tends to ξ in the weak topology on H iff∫
Γ f dξn →
∫
Γ f dξ for all bounded continuous functions f on Γ ([17], p. 169).
It is well-known that a Poisson process on Γ with mean measure λµ can be represented as∑N
i=1 δUi , where {Ui : i ≥ 1} are independent Γ -valued random elements with the common
distribution µ which are independent of the Poisson random variable N with mean λ (see [21],
p. 17). This suggests that a natural candidate for higher order process approximations is one
which replaces the random variable N by a PBD variable Z which is independent of the above
{Ui : i ≥ 1}, that is,
Z =
Z∑
i=1
δUi .
We call Z the polynomial birth–death point process, and use PBDP(·; ·;µ) to stand for the
distribution of Z if Z ∼ PBD(·; ·). For example, PBDP(λ; 0, 1;µ) is Pn(λµ) and PBDP(np,
−p; 0, 1− p;µ) is the distribution of a binomial point process ([21], p. 29).
It is worthwhile to note that the polynomial birth–death point processes are designed to
capture the phenomena where events are weakly dependent but not necessarily rare while
compound Poisson point processes are suitable for situations where events happen in clusters
and the clusters are relatively rare.
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A prototypical example of process approximations is the Bernoulli process
W =
n∑
i=1
X iδ i
n
, (4)
where {X i : 1 ≤ i ≤ n} are independent Bernoulli random variables with P(X i = 1) = 1
−P(X i = 0) = p for all i (see [2]). The Bernoulli process comes as a natural process in extreme
value theory when the interest is not only on whether an event occurs but also on when it happens
(see [19], Chapter 5). Xia [27] obtained the precise order of difference between the distributions
of a Poisson process and a Bernoulli process, and the constant in the upper bound was nearly
halved by Ruzankin [24]. The work revealed the true accuracy of Poisson process approximation
and led to a complete solution of Poisson process approximation in [10]. It is hoped that our
study provides a clue to the true accuracy of PBDP approximation. To complete the study of
PBDP approximation to a point process with weakly dependent points, one needs to establish a
Stein identity for the polynomial birth–death point process and obtain the corresponding Stein
factors with the correct order (see [1,2,28]).
As explained in [2], the total variation metric for measuring the difference between two point
processes is too strong to use, and a suitable one is a type of Wasserstein metric introduced
by Barbour and Brown [2]. The Wasserstein metric is derived from a metric d0 on Γ which is
bounded by 1. To this end, let K be the set of Lipschitz functions ψ : Γ → [0, 1] such that
|ψ(x)− ψ(y)| ≤ d0(x, y), ∀x, y ∈ Γ .
For any ξ, η ∈ H, the first Wasserstein distance d1 between ξ and η is defined as
d1(ξ, η) =

1, if |ξ | 6= |η|;
|ξ |−1 sup
ψ∈K
∣∣∣∣∫ ψdξ − ∫ ψdη∣∣∣∣ , if |ξ | = |η| > 0,
where | · | denotes the total mass of a configuration. The metric d1 generates the weak topology
on H (see [28]). The second Wasserstein distance d2 between probability measures Q1 and Q2
on B(H) with respect to d1 is defined as
d2(Q1,Q2) := inf
(Ξ1,Ξ2)
Ed1(Ξ1,Ξ2),
while the total variation distance between the two probability measures is set as
dTV(Q1,Q2) := inf
(Ξ1,Ξ2)
P(Ξ1 6= Ξ2),
where the infima are taken over all couplings (Ξ1,Ξ2) such that Ξ1 has distribution Q1 and Ξ2
has distribution Q2 (see [28] for more discussions of these metrics). The main result of the paper
is summarized as follows.
Theorem 2. Let d0(x, y) = |x − y| for x, y ∈ Γ := [0, 1] and µ be the uniform distribution on
Γ . Then, for W in (4), we have
d2(LW,PBDP(np,−p; 0, 1− p;µ)) ≤
{
1
2n
+ p
2
}∧ 1√
3np
. (5)
Suppose 0 < p < 1/2 and set
α = n(n − 1)p(1− p), and β = (n − 1)(1− 2p),
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then, for n ≥ 3,
d2(LW,PBDP(α; 0, β, 1;µ)) ≤
{
1
2n
+ p
2
}∧ 1√
3np
+ 2(2− p)p
2√
(n − 2)p(1− p)3 . (6)
Remark 1. Clearly, the distribution PBDP(np,−p; 0, 1 − p;µ) of the binomial point process
provides a very good approximation to the distribution of the Bernoulli process. However, when
the success probabilities of the Bernoulli process are different, a binomial process approximation
may not be as effective as a general PBDP approximation, similar to what is demonstrated
in [11]. The values of α and β in (6) are chosen according to the formulae in Theorem 1 so that
the distribution of the total number of points of the approximating PBDP(α; 0, β, 1;µ) closely
matches the distribution of the total number of points ofW.
Remark 2. Xia [27] proved that if λ is the mean measure ofW, then
d2(LW,Pn(λ)) ≤
(
1.65√
1− p + e
p
)
p,
where Pn(λ) stands for the distribution of the Poisson process with mean measure λ. The constant
1.65√
1−p + ep is close to 2.7 for small p and was sharpened to min{1.5, |np|} by Ruzankin [24].
In view of the lower bound of (1) and the fact that d2(LW,Pn(λ)) ≥ dtv(L|W|,Pn(np)), the
accuracy of Poisson process approximation is mainly determined by p and the dependence on
n is often not explicit. Suppose that p is fixed, which is certainly true in each application as
the rarity of events does not change for a particular application, then the order of approximation
in Theorem 2 is the same as that in the Berry–Esseen theorem. Therefore, more appropriate
approximate distributions of the Bernoulli process are those of the binomial point process and
polynomial birth–death point process rather than those of the well-known Poisson point process.
Remark 3. Barbour & Brown [2] (see also [26,9]) showed that
dTV(LW,Pn(λ))  O(np2).
In other words, for a fixed p, the total variation distance for Poisson process approximation to
the Bernoulli process will be close to 1 when n is sufficiently large. Take the distribution ν on Γ
with ν{r/n} = 1n for all 1 ≤ r ≤ n, then
dTV(LW,PBDP(np,−p; 0, 1− p; ν))
≥ dTV(LW,Pn(λ))− dTV(Pn(λ),PBDP(np,−p; 0, 1− p; ν))
 O(np2)
since
dTV(Pn(λ),PBDP(np,−p; 0, 1− p; ν)) = dtv(Bi(n, p),Pn(np)) ≤ p.
That is, despite the extra parameter introduced, the error of PBDP approximation to the Bernoulli
process in terms of dTV also approaches 1 when n becomes large, indicating that the total
variation metric dTV is still too strong to use in the PBDP approximation.
Remark 4. The term 12n in (5) and (6) can be removed if we replace µ in the approximating
PBDP by ν in Remark 3.
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3. The proof of Theorem 2
Define W˜ = ∑ni=1 X iδUi , where Ui ’s are independent and uniformly distributed random
variables on Γ which are independent of X i ’s. Then LW˜ = PBDP(np,−p; 0, 1− p;µ).
The proof by coupling in ([24], pp. 275–276) ensures that, with ν defined in Remark 3,
d2(LW,PBDP(np,−p; 0, 1− p; ν)) ≤ p2 .
On the other hand, define Vi =∑nl=1 ln 1{ l−1n <Ui≤ ln }, then
d2(PBDP(np,−p; 0, 1− p;µ),PBDP(np,−p; 0, 1− p; ν))
≤ Ed1
(
n∑
i=1
X iδUi ,
n∑
i=1
X iδVi
)
≤ E|V1 −U1| = 12n .
Hence, it follows from the triangle inequality that
d2(LW,PBDP(np,−p; 0, 1− p;µ)) ≤ 12n +
p
2
.
To finish the proof of (5), we set Ci1···,ik as the event that X i1 = · · · X ik = 1 and X j = 0 for
all j 6∈ {i1, . . . , ik}. Since
|W| = |W˜| =
n∑
i=1
X i
1= W,
we have
d2(LW,LW˜) ≤ Ed1(W, W˜)
=
n∑
k=1
∑
1≤i1<···<ik≤n
P(Ci1,...,ik )E
(
d1
(
k∑
l=1
δ il
n
,
k∑
l=1
δUil
)∣∣∣∣∣Ci1,...,ik
)
=
n∑
k=1
∑
1≤i1<···<ik≤n
P(Ci1,...,ik )Ed1
(
k∑
l=1
δ il
n
,
k∑
l=1
δUil
)
,
where the last equality holds because of independence between {Ui : 1 ≤ i ≤ n} and {X i : 1
≤ i ≤ n}. Fix i1, . . . , ik , and denote by U(1), . . . ,U(k) the order statistics of Ui1 , . . . ,Uik , which
implies that U(l) has the distribution density k
(
k−1
l−1
)
x l−1(1− x)k−l1{0≤x≤1}. Therefore,
Ed1
(
k∑
l=1
δ il
n
,
k∑
l=1
δUil
)
≤ 1
k
k∑
l=1
E
∣∣∣∣ iln −U(l)
∣∣∣∣
=
k∑
l=1
∫ 1
0
(
k − 1
l − 1
)
x l−1(1− x)k−l
∣∣∣∣ iln − x
∣∣∣∣ dx .
Using the fact that
n∑
k=1
∑
1≤i1<···<ik≤n
k∑
l=1
pk(1− p)n−k
∫ 1
0
(
k − 1
l − 1
)
x l−1(1− x)k−ldx = 1− (1− p)n ≤ 1,
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and the Cauchy inequality, we obtain
d2(LW,LW˜)2 ≤
n∑
k=1
∑
1≤i1<···<ik≤n
k∑
l=1
pk(1− p)n−k
×
∫ 1
0
(
k − 1
l − 1
)
x l−1(1− x)k−l
(
x2 − 2x il
n
+
(
il
n
)2)
dx
= A0 + A1 + A2, (7)
where
A0 =
n∑
k=1
∑
1≤i1<···<ik≤n
k∑
l=1
pk(1− p)n−k
∫ 1
0
(
k − 1
l − 1
)
x l−1(1− x)k−lx2dx,
A1 = −2
n∑
k=1
∑
1≤i1<···<ik≤n
k∑
l=1
pk(1− p)n−k il
n
∫ 1
0
(
k − 1
l − 1
)
x l−1(1− x)k−lxdx,
A2 =
n∑
k=1
∑
1≤i1<···<ik≤n
k∑
l=1
pk(1− p)n−k
(
il
n
)2 ∫ 1
0
(
k − 1
l − 1
)
x l−1(1− x)k−ldx .
Direct computation shows that
A0 = 1− (1− p)
n
3
, (8)
hence it remains to estimate A1 and A2. For any 1 ≤ l ≤ k ≤ n and r ≥ 0,
(
n+r
k+r
)
, the number of
ways of picking k + r unordered outcomes from n + r ordered possibilities, can be reclassified
according to the location j + r of the (l + r)th outcome, so
n∑
j=l
(
j + r − 1
l + r − 1
)(
n − j
k − l
)
=
(
n + r
k + r
)
,
where, and in the sequel,
(
i1
i2
)
:= 0 if 0 ≤ i1 < i2. This in turn implies that
∑
1≤i1<···<ik≤n
il
n
=
n∑
j=l
j
n
(
j − 1
l − 1
)(
n − j
k − l
)
=
n∑
j=l
l
n
(
j
l
)(
n − j
k − l
)
= l
n
(
n + 1
k + 1
)
.
It follows that
A1 = −2
n∑
k=1
k∑
l=1
pk(1− p)n−k l
n
(
n + 1
k + 1
)∫ 1
0
(
k − 1
l − 1
)
x l−1(1− x)k−lxdx
= −2
n
n∑
k=1
pk(1− p)n−k
(
n + 1
k + 1
)∫ 1
0
(
k∑
l=1
l
(
k − 1
l − 1
)
x l−1(1− x)k−l
)
xdx
= −2
n
n∑
k=1
(
n + 1
k + 1
)
pk(1− p)n−k
∫ 1
0
((k − 1)x + 1)xdx
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= − 2
np
n∑
k=1
(
n + 1
k + 1
)
pk+1(1− p)n−k
(
k − 1
3
+ 1
2
)
= − 2
np
n+1∑
j=2
(
n + 1
j
)
p j (1− p)n+1− j
(
j
3
− 1
6
)
(putting j = k + 1)
= − 2
np
(
(n + 1)p − (n + 1)p(1− p)n
3
− 1− (1− p)
n+1 − (n + 1)p(1− p)n
6
)
= −2(1− (1− p)
n)
3
− 2(1− (1− p)
n)
3n
+ 1− (1− p)
n+1 − (n + 1)p(1− p)n
3np
.
(9)
Similarly,
∑
1≤i1<···<ik≤n
(
il
n
)2
=
n∑
j=l
(
j
n
)2 ( j − 1
l − 1
)(
n − j
k − l
)
=
n∑
j=l
l j
n2
(
j
l
)(
n − j
k − l
)
=
n∑
j=l
l( j + 1)
n2
(
j
l
)(
n − j
k − l
)
−
n∑
j=l
l
n2
(
j
l
)(
n − j
k − l
)
=
n∑
j=l
l(l + 1)
n2
(
j + 1
l + 1
)(
n − j
k − l
)
− l
n2
(
n + 1
k + 1
)
= l(l + 1)
n2
(
n + 2
k + 2
)
− l
n2
(
n + 1
k + 1
)
.
It follows that
A2 =
n∑
k=1
k∑
l=1
pk(1− p)n−k
(
l(l + 1)
n2
(
n + 2
k + 2
)
− l
n2
(
n + 1
k + 1
))
×
∫ 1
0
(
k − 1
l − 1
)
x l−1(1− x)k−ldx
= 1
n2
n∑
k=1
(
n + 2
k + 2
)
pk(1− p)n−k
∫ 1
0
(
k∑
l=1
l(l + 1)
(
k − 1
l − 1
)
x l−1(1− x)k−l
)
dx
− 1
n2
n∑
k=1
(
n + 1
k + 1
)
pk(1− p)n−k
∫ 1
0
(
k∑
l=1
l
(
k − 1
l − 1
)
x l−1(1− x)k−l
)
dx
= 1
n2
n∑
k=1
(
n + 2
k + 2
)
pk(1− p)n−k
∫ 1
0
(
(k − 1)(k − 2)x2 + 4(k − 1)x + 2
)
dx
− 1
n2
n∑
k=1
(
n + 1
k + 1
)
pk(1− p)n−k
∫ 1
0
((k − 1)x + 1) dx
= 1
n2
n∑
k=1
(
n + 2
k + 2
)
pk(1− p)n−k (k + 1)(k + 2)
3
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− 1
n2
n∑
k=1
(
n + 1
k + 1
)
pk(1− p)n−k k + 1
2
= (n + 1)(n + 2)
3n2
n∑
k=1
(n
k
)
pk(1− p)n−k − n + 1
2n2
n∑
k=1
(n
k
)
pk(1− p)n−k
= 1− (1− p)
n
3
+ 1− (1− p)
n
2n
+ 1− (1− p)
n
6n2
. (10)
Combining (7)–(10), we conclude that
d2(LW,LW˜)
≤
(
1− (1− p)n+1 − (n + 1)p(1− p)n
3np
− 1− (1− p)
n
6n
+ 1− (1− p)
n
6n2
)1/2
≤
(
1− (1− p)n+1 − (n + 1)p(1− p)n
3np
)1/2
≤ 1√
3np
,
completing the proof of (5).
Apropos of (6), by the triangle inequality, it suffices to show that, for n ≥ 3,
d2(LW˜,PBDP(α; 0, β, 1;µ)) ≤ 2(2− p)p
2√
(n − 2)p(1− p)3 .
To this end, let W ∼ Bi(n, p) and Z ∼ PBD(α; 0, β, 1) be coupled in such a way that
dtv(Bi(n, p),PBD(α; 0, β, 1)) = P(W 6= Z) (see [4] p. 254), and (W, Z) is independent of
Ui ’s, then it follows from (2) that
d2(LW˜,PBDP(α; 0, β, 1;µ)) ≤ Ed1
(
W∑
i=1
δUi ,
Z∑
i=1
δUi
)
≤ P(W 6= Z)
= dtv(Bi(n, p),PBD(α; 0, β, 1)) ≤ βλ3
ασ1
+ 2λλ2
ασ2
= (1− 2p)p
2
(1− p)√(n − 1)p(1− p) +
2np2
(n − 1)(1− p)√(n − 2)p(1− p)
≤ 2(2− p)p
2√
(n − 2)p(1− p)3 . 
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