Hadwiger's conjecture asserts that every graph with chromatic number t contains a complete minor of order t. Given integers n ≥ 2k + 1 ≥ 5, the Kneser graph K(n, k) is the graph with vertices the k-subsets of an n-set such that two vertices are adjacent if and only if the corresponding k-subsets are disjoint. We prove that Hadwiger's conjecture is true for the complements of Kneser graphs.
Introduction
A graph H is a minor of a graph G if a graph isomorphic to H can be obtained from a subgraph of G by contracting edges. An H-minor is a minor isomorphic to H. The Hadwiger number of G, denoted by h(G), is the maximum integer t such that G contains a K t -minor, where K t is the complete graph with t vertices.
Hadwiger [8] conjectured that every graph that is not (t − 1)-colourable contains a K t -minor; that is, h(G) ≥ χ(G) for every graph G, where χ(G) is the chromatic number of G. Hadwiger's conjecture is widely believed to be one of the most difficult and beautiful problems in graph theory. It has been proved [11] for graphs with χ(G) ≤ 6, and is open for graphs with χ(G) ≥ 7. It has also been proved for certain special classes of graphs, including powers of cycles and their complements [9] , proper circular arc graphs [2] , line graphs [10] , quasi-line graphs [6] and 3-arc graphs [7] . See [13] for a survey.
A strengthening of Hadwiger's conjecture due to Hajós asserts that every graph G with χ(G) ≥ t contains a subdivision of K t . Catlin [4] proved that Hajós' conjecture fails for every t ≥ 7. Obviously, if Hadwiger's conjecture is false, then counterexamples must be found among counterexamples to Hajós' conjecture. In [12] Thomassen presented several new classes of counterexamples to Hajós' conjecture, including the complements of the Kneser graphs K(3k − 1, k) for sufficiently large k. (The Kneser graph K(n, k) is the graph with vertices the k-subsets of an n-set such that two vertices are adjacent if and only if the corresponding k-subsets are disjoint.) He wrote [12] that 'it does not seem obvious' that these classes all satisfy Hadwiger's conjecture. Motivated by this comment, we prove in this paper that indeed the complement of every Kneser graph satisfies Hadwiger's conjecture. We notice that in the special case when k divides n this was established in [9] .
Preliminaries
We always use n and k to denote positive integers with n ≥ 2k+1 ≥ 7. Denote [n] = {1, 2, . . . , n} and call its elements labels. Denote [i, j] = {i, i + 1, . . . , j} for integers i ≤ j. Denote the set of all k-subsets of [n] by [n] k . We take the Kneser graph K(n, k) as defined on the vertex set [n] k such that two members of [n] k are adjacent if and only if they are disjoint. We will use the following well-known result in the proof of Theorem 1.
The complete k-uniform hypergraph K k n is the hypergraph with n vertices and all possible hyperedges of size k. We take K k n to have vertex set [n] and hyperedge set [n] k ; in this way each k-subset of [n] is viewed as a vertex of K(n, k) as well as a hyperedge of K k n . A uniform hypergraph is called almost regular if the degrees of any two vertices differ by at most one, where the degree of a vertex is the number of hyperedges containing the vertex. We treat a family of hyperedges of a hypergraph as a spanning sub-hypergraph with the same vertex set as the hypergraph under consideration.
Then the set of hyperedges of K k n can be partitioned into E 1 , E 2 , . . . , E l such that for 1 ≤ j ≤ l, |E j | = a j and E j is an almost regular hypergraph (with the same vertex set as K k n ).
Denote by A i (n, k), 1 ≤ i ≤ n − k + 1, the family of k-subsets of [n] with i as the smallest label. That is,
k if it is in at least one member of F.
Lemma 4. Let i be an integer between 1 and n − k + 1, and l an integer between 1 and
k−1 , whose sizes are as stated in the lemma such that
for otherwise all labels of [i + 1, n] would have degrees 0 or 1 in B l ij (n, k) with 0 occurring at least once, yielding
Denote by C(n, k) the family of k-subsets of [n] containing n. Then |C(n, k)| = n−1 k−1 . Similar to the proof of Lemma 4, we can prove the following result by using Lemma 3.
Lemma 5. Let l be an integer between 2 and
A K t -minor of a graph G can be viewed as a family of t vertex-disjoint connected subgraphs of G such that there exists at least one edge of G between each pair of subgraphs. Each subgraph in the family is called a branch set.
In the proof of Theorem 1 we will use the following well known identity: for integers a ≥ b ≥ 0,
Proof of Theorem 1
Throughout this section we always write n = sk + t, where s ≥ 2 and 0 ≤ t ≤ k − 1.
s = 2
Lemma 6. Let n = 2k + t, where k ≥ 2 and
induces a complete subgraph of K(n, k). Therefore, the isolated vertices A ∈ A 1 (n, k) of K(n, k) and the subgraphs of K(n, k) induced by A l ij (n, k) for 2 ≤ i ≤ k and 1 ≤ j ≤ d i are branch sets of K(n, k), that is, they give rise to a complete minor of K(n, k). The number of such branch sets is given by
This proves the first bound in (1).
Case 2: t = k − 1. We now prove the second bound in (1) . By what we proved in Case 1 with n replaced by n − 1, we have a complete minor of K(n − 1, k) of order no less than
2 such that all vertices involved are members of i (n, k) (1 ≤ i ≤ r) cover at least min{3k−1, 3(k−1)+1} = 3k − 2 labels of [n]. Since n = 3k − 1 and k ≥ 2, it follows that there is at least one edge of K(n, k) between each C 3 i (n, k) (1 ≤ i ≤ r) and each of the branch sets in the complete minor mentioned in the previous paragraph. These branch sets and the subgraphs induced by C 3 i (n, k) (1 ≤ i ≤ r) form a larger family of branch sets of K(n, k), because ∪ r i=1 C 3 i (n, k) induces a complete subgraph of K(n, k) as all members of C(n, k) contain n. The number of branch sets in this enlarged family is no less than 1 2
This proves the second bound in (1).
Proof. Write n = 2k + t with 1 ≤ t ≤ k − 1. One can verify that
and that
by Lemma 6, which implies h(K(n, k)) ≥ n k 2 = χ(K(n, k)) by Lemma 2.
s = 3
Lemma 8. Let n = 3k + t, where k ≥ 3 and 0 ≤ t ≤ k − 1. Then
Proof. Case 1:
Since 0 ≤ t ≤ k − 3, we have min{n − k + 1, 3k − 2} + k ≥ n + 1 and hence for
ij (n, k) induces a complete subgraph of K(n, k). Therefore, the isolated vertices A ∈ A 1 (n, k) of K(n, k) and the subgraphs of K(n, k) induced by A 3 ij (n, k) for 2 ≤ i ≤ k and 1 ≤ j ≤ d i are branch sets of K(n, k) yielding a complete minor. The number of such branch sets is given by (noting that 3 divides |A t+3 (n, k)| =
Case 2: t = k − 2. By what we proved in Case 1 with n replaced by n − 1, we have a complete minor of K(n − 1, k) (and hence of K(n, k)) with order no less than
such that all vertices involved are members of
. . , C 4 r (n, k) be as in Lemma 5 each with size 4, where r = ⌊ n−1 k−1 /4⌋. Then by Lemma 5 the hyperedges of C 4 i (n, k) (1 ≤ i ≤ r) cover at least min{4k−2, 4(k−1)+1} = 4k − 3 labels of [n]. Since n = 4k − 2 and k ≥ 3, it follows that there is at least one edge of
and each of the branch sets in the above-mentioned complete minor. These branch sets and the subgraphs induced by C 4 i (n, k) (1 ≤ i ≤ r) form a larger family of branch sets of K(n, k), because ∪ r i=1 C 4 i (n, k) induces a complete subgraph of K(n, k) as all members of C(n, k) contain n. The number of branch sets in this enlarged family is no less than 1 3
Case 3: t = k − 1. Replacing n by n − 1 in Case 2 above, we obtain a complete minor of K(n, k) of order no less than
such that all vertices involved are members of Since n = 4k − 1 and k ≥ 3, it follows that there is at least one edge of
and each of the branch sets in the complete minor mentioned in the previous paragraph. These branch sets and the subgraphs induced by C 4 i (n, k) (1 ≤ i ≤ r) form a larger family of branch sets of K(n, k), because ∪ r i=1 C 4 i (n, k) induces a complete subgraph of K(n, k) as all members of C(n, k) contain n. The number of branch sets in this enlarged family is no less than 1 3
In the case when t = k − 1 = 2 or 3, the lower bound above can be improved. For example, when t = k − 1 = 2, by following the argument above but improving the estimate in (2) we obtain that K(11, 3) has a complete minor of order at least 
Proof. Write n = 3k + t, where 0 ≤ t ≤ k − 1. By Lemma 2 it suffices to prove that h(K(n, k)) ≥ 1 3 n k . By Lemma 8, when 0 ≤ t ≤ k − 3 this is equivalent to 2
. This can be easily verified by using
In the case when t = k − 2, by Lemma 8 it suffices to show
, which can be easily verified by using n = 4k − 2 ≥ 10 and + 4(k − 2) + 9, which can be verified by using n = 4k − 1 and k ≥ 5.
s ≥ 4 and k ≥ 4
In this section we set
Obviously, 2 ≤ l ′ , s ≤ l ′ and 1 ≤ l < l ′ .
Lemma 10. With the notation above we have
Proof. 
give rise to a complete minor of K(n, k) with order
using Lemma 10(c), we have
In what follows we prove (1 − f (n, k))s ≥ l and thus complete the proof.
Denote the upper bound in (3) by g(n, k). Then g(n, k) ≤ g(n − 1, k) and it suffices to prove (1 − g(n, k))s ≥ l. 2 )/(sk − j) < 1/s for any s ≥ 2, k ≥ 1 and j ≥ 0. Hence 
