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ABSTRACT
The paper focuses on the numerical approximation of nabla fractional
order systems with the conditions of nonzero initial instant and nonzero initial
state. First, the inverse nabla Laplace transform is developed and the equivalent
infinite dimensional frequency distributed models of discrete fractional order
system are introduced. Then, resorting the nabla Laplace transform, the
rationality of the finite dimensional frequency distributed model approaching
the infinite one is illuminated. Based on this, an original algorithm to estimate
the parameters of the approximate model is proposed with the help of vector
fitting method. Additionally, the applicable object is extended from a sum
operator to a general system. Three numerical examples are performed to
illustrate the applicability and flexibility of the introduced methodology.
Key Words: Discrete fractional calculus, nabla Laplace transform, frequency
distributed model, nonzero initial conditions.
I. Introduction
Fractional calculus is a natural generalization of
classical integer order calculus, whose inception can
be traced back to 300 years ago. It is well known that
fractional calculus has been widely applied to system
modelling [1, 2], stability analysis [3, 4], controller
synthesis [5, 6], and optimization algorithm [7, 8],
etc. Due to the great efforts devoted by researchers, a
large number of valuable results have been reported on
fractional calculus. For the details of the most recent
advances, one can refer to some excellent papers [9–11]
and the references therein.
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Despite fractional calculus is the extension of
the traditional calculus, it has complex definition
which brings it long memory characteristic [12].
Therefore, it is difficult to simulate fractional order
systems and implement fractional order controllers
[13]. From another perspective, fractional order systems
are essentially infinite dimensional [14], which makes it
difficult to obtain their analytical time–domain response
especially for the nonlinear case under nonzero
initial conditions. Thus, numerical approximation
problem comes into being and becomes essential and
challenging. Fundamentally speaking, the core task
of numerical approximation is to approximate the
fractional calculus operators. Following this idea, many
valuable results have been produced in the solution of
continuous time fractional order systems [15–21].
It is worth mentioning that the most famous
work in numerical approximation is the Oustaloup
method [15]. The main idea of this method is to
use a series of polylines with the slope of 20dB/dec
and 0dB/dec to approximate the magnitude–frequency
curve that is an elegant straight line with the slope
of 20αdB/dec, α ∈ (0, 1). However, since the designed
poles will be different with different differential orders,
the dimension of the approximate model with multiple
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differential operator will be very large, which is not
conducive to practical use. To reduce the dimension
of the approximation model, the so-called fixed-pole
approximation method was proposed in [18, 19].
In this method, the poles will be fixed for each
integral order α ∈ (0, 1), which will bring a smaller
dimensional approximate model without loss of the
precision. Although the aforementioned methods have
been improved, all of them are still based on curve
fitting method. Since the actual curve is not a broken
line and the poles are limited to real numbers,
these approximation methods are flawed. Bearing this
in mind, the frequency–domain identification based
method was considered [20, 21]. However, all of them
focused on the continuous time system and none of the
discrete time system was considered.
With the rapid development and wide application
of digital computers, discrete–time systems become
increasingly popular. In this process, some pioneering
work have been done on discrete fractional calculus and
discrete fractional order systems [22–26]. Similarly, the
numerical implementation of discrete fractional order
systems is a thorny and task. To solve this problem, two
discretization schemes were presented for continuous
fractional differentiators and integrators [27]. Maione
proved that the Laguerre approximation to the Tustin
fractional operator s−α was stable and minimum-phase
[28]. Fractional order Euler-Frobenius polynomials was
defined to characterize the asymptotic sampling zeros
for fractional systems as the sampling period tends
to zero [29]. An original direct discretization method
was designed to produce low integer order z domain
transfer functions via inverse fast Fourier transform
[30]. Different from the discretization of continuous
time fractional order systems, the numerical scheme in
the matrix form is given for discrete fractional order
systems directly [31]. However, this method generally
does not perform effectively when the memory length
changes and higher computational complexity will be
brought. By means of the singular value decomposition-
originated balanced truncation method, an approach
was proposed to approximate the linear time invariant
discrete time fractional order systems [32]. However,
it is not convenient to select the interested frequency
range and the approximate degree by this approach.
With further research, it has found that this issue is
fundamentally an approximation problem of fractional
sum operation ∇−α in the frequency domain of nabla
Laplace transform. Inspired by this, the purpose of
this paper is to develops a new strategy that not
only approximates fractional order systems with high
accuracy, but also differs from traditional curve fitting
methods. To complete this, there are many challenges.
i) It is difficult to realize a system in the frequency
domain. ii) The nonlinear parameter identification
problem hinders the access of approximation model. iii)
The conditions on nonzero initial instant and nonzero
initial state bring more difficulty further.
Before end up this section, the main contributions
of this paper are summarized as follows.
i) The inverse nabla Laplace transform is defined and
proven for the first time, which implies the nonzero
initial instant problem. Afterwards, the method to
calculate f(k) from its nabla Laplace transform
F (s) is discussed in detail.
ii) Inspired by the unilateral frequency distributed
model, three bilateral equivalent frequency dis-
tributed models are derived for fractional sum
equation. Afterwards, the equivalent frequency
distributed models for three special fractional
difference equations are deduced.
iii) Based on the infinite dimensional model of nabla
fractional dynamic system, the approximation
problem is transformed into a nonlinear parameter
identification problem in frequency domain, and
the needed parameters are determined by vector
fitting method [33].
iv) The proposed approximation strategy is applied
to simulate nabla fractional dynamic systems
with nonzero initial instant and nonzero initial
state. Though this method is developed from the
frequency domain, it could also be applied for the
nonlinear case.
The remainder of this paper is organized as
follows. Section II presents preliminaries, including
some fundamental knowledge of nabla discrete frac-
tional calculus and nabla Laplace transform. Section
III proposes the numerical approximation method for
fractional sum operators and nabla fractional order
systems. To illustrate the validity of proposed approach,
three illustrative examples are contained in Section IV.
Finally, some conclusions are drawn in Section V.
II. Preliminaries
In this section, the fundamental knowledge for
nabla fractional calculus and the preparatory problem
statement [24] will be provided.
The α-th nabla fractional sum of a function f :
Na+1 → R can be defined by
a∇−αk f(k) ,
∑k−a−1
i=0 (−1)i
(−α
i
)
f(k − i), (1)
2
where α > 0, k ∈ Na+1, Na+1 , {a+ 1, a+ 2, a+
3, · · · }, ( pq ) = Γ(p+1)Γ(q+1)Γ(p−q+1) and Γ(·) is the Gamma
function.
With this definition, the nabla Caputo fractional
difference is defined by
a∇αkf (k) , a∇α−nk ∇nf (k) , (2)
where n− 1 < α < n, n ∈ N+, and ∇n represents
the normal n-th backward difference ∇nf (k) ,∑n
i=0 (−1)i ( ni )f (k − i).
The nabla Laplace transform of a function f :
Na+1 → R is defined as [34]
Na{f(k)} ,
∑+∞
k=1(1− s)k−1f(k + a), s ∈ C. (3)
Due to the existence of the parameter a, nonzero initial
instant problem can be solved accordingly. Assuming
F (s) = Na{f(k)}, then one has [35]
f (a+ κ) = lim
s→1
F (s)−∑κ−1k=1 (1−s)k−1f(a+k)
(1−s)κ−1 , (4)
where κ ∈ Z+. Till now, it can be concluded that given
F (s), the value of f(k), k ∈ Na+1 can be computed.
However, as k increases gradually, calculating the value
of f(k) one by one has proved difficult. Taking limit
operation is not an easy task either. As a consequence,
an alternative solution is expected.
Theorem 1 If F (s) = Na {f(k)} with f : Na+1 → R
and a ∈ R, then the inverse nabla Laplace transform
can be expressed as
f (k) = N −1a {F (s)}
, 12pij
∮
c
F (s) (1− s)−k+ads, k ∈ Na+1, (5)
where c is a closed curve rotating around the point
(1, j0) clockwise and it also locates in the convergent
domain of F (s).
Proof For the given curve c, then one has
1
2pij
∮
c
F (s) (1− s)−k+ads
= 12pij
∮
c
∑+∞
i=1 (1− s)i−1f(i+ a)(1− s)−k+ads
= 12pij
∑+∞
i=1 f(i+ a)
∮
c
(1− s)i−k+a−1ds.
(6)
Define s = 1− re−jθ with r > 0, θ ∈ (−pi, pi) and
keep the integration curve c is inside the convergent
region of F (s). Then, ds = jre−jθdθ and
1
2pij
∮
c
F (s) (1− s)−k+ads
= 12pij
∑+∞
i=1 f(i+ a)
∫ pi
−pi (re
−jθ)i−k+a−1jre−jθdθ
= 12pi
∑+∞
i=1 r
i−k+af(i+ a)
∫ pi
−pi e
−jθ(i−k+a)dθ.
(7)
With the help of the following fact
∫ pi
−pi e
−jθ(i−k+a)dθ =
{
2pi , i = k − a,
0 , i 6= k − a, (8)
one has
1
2pij
∮
c
F (s) (1− s)−k+ads = r02pif(k − a+ a)2pi
= f(k).
(9)
From the existence and uniqueness of nabla Laplace
transform, the inverse nabla Laplace transform can be
expressed as
N −1a {F (s)} = 12pij
∮
c
F (s) (1− s)−k+ads, (10)
where k ∈ Na+1. This completes the proof. 2
It is noteworthy that if the nabla Laplace transform
F (s) is given, f(k) can be calculated via Theorem
1. Sometimes, it is difficult to solve such a contour
integral problem. Especially, in many situations, F (s)
is not given previous or impossible to access directly.
For example, f(k) is the state or output of a nonlinear
system. Thus, a more effective and practical approach
is to be proposed.
With the help of the frequency distribution model
theory in [36], the system a∇−αk u(k) = y(k) with 0 <
α < 1 can be expressed equivalently as the following
unilateral frequency distributed models{ ∇z(ω, k) = −ωz(ω, k) + u(k),
y(k) =
∫ +∞
0
µα(ω)z(ω, k)dω,
(11)
{ ∇z(ω, k) = −ωz(ω, k) + µα(ω)u(k),
y(k) =
∫ +∞
0
z(ω, k)dω,
(12){ ∇z(ω, k) = −ωz(ω, k) +√µα(ω)u(k),
y(k) =
∫ +∞
0
√
µα(ω)z(ω, k)dω,
(13)
where u(k) is the input, y(k) is the output, z (ω, k) is
the state, µα (ω) =
sin(αpi)
ωαpi is the weight function and
z (ω, a) = 0 is the initial value. It is noted that different
locations of the weight function give different models,
such as, the output form in (11), the input form in (12)
and the balance form in (13).
Likewise, different equivalent bilateral frequency
distributed model of a∇−αk u(k) = y(k) with 0 < α < 1
can be obtained as follows.{ ∇z(ω, k) = −ω2z(ω, k) + u(k),
y(k) =
∫ +∞
−∞ ωµα(ω
2)z(ω, k)dω,
(14)
{ ∇z(ω, k) = −ω2z(ω, k) + µα(ω2)u(k),
y(k) =
∫ +∞
−∞ ωz(ω, k)dω,
(15)
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{
∇z(ω, k) = −ω2z(ω, k) +
√
µα(ω2)u(k),
y(k) =
∫ +∞
−∞ ω
√
µα(ω2)z(ω, k)dω.
(16)
If the fractional sum equation a∇−αk u(k) = y(k)
is replaced by the difference one a∇αky(k) = u(k), the
corresponding equivalent model in the output form can
be expressed as{ ∇z (ω, k) = −ωz (ω, k) + u (k) ,
y (k) =
∫ +∞
0
µα (ω) z (ω, k) dω,
(17)
where α ∈ (0, 1) and z (ω, a) = δ(ω)µα(ω)x (a) which is
different from the zero initial value in (11)-(16).
In (17), u(k) is known and y(k) is to be calculated.
On the contrary, when y(k) is known and u(k) is to
be calculated, then the formula u(k) = a∇αky(k) can be
equivalently expressed as{ ∇z (ω, k) = −ωz (ω, k) +∇y (k) ,
u (k) =
∫ +∞
0
µ1−α (ω) z (ω, k) dω,
(18)
where α ∈ (0, 1) and z (ω, a) = 0.
In (17), the order α ∈ (0, 1). If α ∈ (n− 1, n), n ∈
Z+, the system a∇αky(k) = u(k) can be equivalently
expressed as
∇z (ω, k) = −ωz (ω, k) + u (k) ,
σ (k) =
∫ +∞
0
µα−n+1 (ω) z (ω, k) dω,
∇n−1y (k) = σ (k) ,
(19)
where z (ω, a) = δ(ω)µα(ω)∇n−1x (a).
Note that all the developed frequency distributed
models lay the groundwork for the numerical imple-
mentation for nabla fractional order systems. They
are infinite dimensional and cannot be used directly.
However, their transfer functions are derived from the
following identical equation [20]
1
sα =
∫ +∞
0
µα(ω)
s+ω dω, (20)
with α ∈ (0, 1), s ∈ C\R−, which provides the possible
to solve the numerical simulation problem.
III. Numerical Approximation Scheme
In this section, an effective algorithm is developed
to approximate the nabla fractional sum operator
Sα(s) =
1
sα via system identification technique. To
deal with the nonlinear coupling problem, the vector
fitting method is introduced. From this, the numerical
approximation of nabla fractional order systems is
further investigated.
3.1. For nabla fractional sum operator
To simulate the nabla fractional order system
with infinite dimensional characteristic, a practical
solution is to discretize the continuous frequency
range ω ∈ [0,+∞) with finite distributed frequency
points ω0, ω1, · · · , ωN . From this, an approximate finite
dimensional state space model can be expressed as{ ∇z(ωi, k) = −ωiz(ωi, k) + u(k),
y(k) =
∑N
i=0 ciz(ωi, k),
(21)
where ci = µα(ωi)(ωi − ωi−1) is the weight value and
z(ωi, k) ∈ R is the approximate system state. Similarly,
the transfer function of the above model (21) can be
obtained as follows
Sˆα(s) =
∑N
i=0
ci
s+ωi
= Gαs+ω0
∏N
i=1
s+ω¯i
s+ωi
. (22)
Therefore, the task of numerical approximation is to
approximate Sα(s) with Sˆα(s). It has been pointed
by the reference [37] that if the conditions that N →
+∞, ω0 → 0, ωN → +∞, sup
1≤i≤N
|ωi − ωi−1| → 0 are
satisfied, then the system (22) would approximate the
nabla fractional sum operator Sα(s) with arbitrary
accuracy. In this case, the finite dimensional frequency
distribution model (21) can be adopted to approximate
the infinite dimensional frequency distribution model
(11). Therefore, the problem of operator approximation
has been transformed into a system identification
problem: when the order α and sl, l = 1, 2, · · · , L ∈ Z+
are known, how to determine the parameters ωi and
ci, i = 0, 1, · · · , N ∈ N, so as to minimize the error
between Sα(s) and Sˆα(s), that is
arg min
ci,ωi
∑L
l=1
∣∣ 1
sαl
−∑Ni=0 cisl+ωi ∣∣2. (23)
At superficial glance, this is a nonlinear identifica-
tion problem. To solve this problem, it is necessary to
introduce two auxiliary transfer functions as{
h(s) ,
∏N
i=0
s+ωi
s+pi
=
∑N
i=0
λi
s+pi
+ 1,
H(s) , 1s+p0
∏N
i=1
s+ω¯i
s+pi
=
∑N
i=0
µi
s+pi
.
(24)
Compared with (22) and (24), it can be found that
the numerator of h(s) is the denominator of Sˆα(s),
and the numerator of H(s) is the numerator of Sˆα(s).
Therefore, as long as the numerators of two auxiliary
functions are determined, Sˆα(s) would be obtained.
From this, one can obtain that
Sˆα(s) =
H(s)
h(s) . (25)
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For the purpose of obtaining the parameters ωi and
ci, the following equation should be guaranteed
Sα(s) =
H(s)
h(s) =
∑N
i=0
µi
s+pi∑N
i=0
λi
s+pi
+1
, (26)
which can be easily expanded as∑N
i=0
µi
s+pi
− (∑Ni=0 λis+pi )Sα(s) = Sα(s), (27)
where pk is the known parameters when introducing the
auxiliary transfer functions. In general, we choose the
given discrete frequency points sl = j ζl with ζl ∈ R+,
l = 1, 2, · · · , L. Then, Sα(s) can be regarded as the
frequency–domain response. Obviously, the unknown
parameters in (27) are only µi and λi which only exist
in the numerators. Thus, the original nonlinear least
squares problem in (23) is successfully transformed into
the following problem
y(sl) = φ
T(sl)θ, (28)
whose least square solution satisfies
min
θ
∑L
l=1 [y(sl)− φ(sl)θ]2 , (29)
where
y(sl) = [Re {Sα(sl)} , Im {Sα(sl)}]T,
θ = [µ0, . . . , µN , λ0, . . . , λN ]
T
,
φ(sl) = [Re {ϕ(sl)} , Im {ϕ(sl)}] ,
ϕ(sl) =
[
1
sl+p0
, . . . , 1sl+pN ,
−Sα(sl)
sl+p0
, . . . , −Sα(sl)sl+pN
]T
.
Taking what is the above mentioned into account,
the estimated values of µk and λk are acquired as
θˆ =
[
Φ(s)ΦT(s)
]−1
Φ(s)Y (s), (30)
where Φ(s) = [φ(s1), φ(s2),· · ·, φ(sL)], Y (s) = [y(s1),
y(s2), · · · , y(sL)]T .
Note that Sα(s) is an irrational transfer function
with infinite degree while Sˆα(s) is a rational transfer
function with finite degree N + 1. As a result, only
a least square solution can be obtained if we want to
approximate Sα(s) with Sˆα(s). Because pi will affect
the bandwidth of h(s) and H(s), the desired case is
that pi = ωi. It can be observed from (24) that when the
initial poles −pi of the auxiliary function are chosen
as the exact poles −ωi one has h(s) = 1, H(s) =
Sα(s). In this case, the best approximate performance
can be achieved. However, one could not have any
prior information when choosing auxiliary functions,
so it is often difficult to obtain accurate results in one
calculation. Fortunately, formula (24) also suggests that
after the above calculation, the zeros−ωi of h(s) can be
used as the poles −pi in the next cycle. In accordance
with this iterative relationship, more accurate results
would be obtained.
Remark 1 It should be noted that the backwards differ-
ence ∇z(ω, k) = z(ω, k)− z(ω, k − 1). The approxi-
mate model (21) cannot be transformed into the existing
case
{
x (k + 1) = Ax (k) +Bu(k)
y(k) = Cx (k) +Du(k)
, and therefore it
cannot be solved directly by some existing modules in
MATLAB. However, the obtained approximate model
is causal, stable, minimum-phase, and suitable for a
digital implementation.
3.2. Treatment of conjugate complex numbers
Compared with the recursive schemes [15–19],
one of the advantages of the proposed approach is
that the choice of the poles and residues in the
approximation model can be extended to the complex
field. However, since the transfer function Sα(s) must
be strictly regular, the chosen complex poles must
be complex conjugate. Besides, considering that the
calculation process of the above method is iterative,
the complex poles and residuals obtained during each
iteration should be conjugate. Thus, it is essential to
make some improvements to the method.
In (24), assume that the (i+ 1)-th and (i+ 2)-th
poles are the complex conjugate, that is{
pi = Re(pi) + j Im(pi),
pi+1 = Re(pi)− j Im(pi). (31)
In this basis, the corresponding residues satisfy the
following conjugate relationship
µi = Re(µi) + j Im(µi),
µi+1 = Re(µi)− j Im(µi),
λi = Re(λi) + j Im(λi),
λi+1 = Re(λi)− j Im(λi).
(32)
Then, the corresponding elements in vector ϕ(sl)
and θ can be rewritten as
ϕ(sl)i+1 =
1
sl+pi
+ 1sl+pi+1 ,
ϕ(sl)i+2 =
j
sl+pi
− jsl+pi+1 ,
ϕ(sl)2i+2 =
−Sα(sl)
sl+pi
+ −Sα(sl)sl+pi+1 ,
ϕ(sl)2i+3 =
−jSα(sl)
sl+pi
− −jSα(sl)sl+pi+1 ,
(33)
and 
θi+1 = Re(µi),
θi+2 = Im(µi),
θ2i+2 = Re(λi),
θ2i+3 = Im(λi).
(34)
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In this way, the original least squares solution
θˆ can be found in the real space and the conjugacy
can be guaranteed firmly. The specific computing
formula is also (30). If the estimated parameter pairs
corresponding to pi and pi+1 are θi+1, θi+2 and
θ2i+2, θ2i+3, then the original complex parameters
(µi, µi+1) and (λi, λi+1) can be recovered via the
relationship in equation (32) and equation (34).
Based on the above operation, the problem with
complex poles has been solved successfully. To sum
up, the entire calculation process proposed above can
be described as Algorithm 1.
3.3. For nabla fractional dynamic systems
After approximating the nabla fractional sum
operator 1sα , the presented results can be extended to
nabla discrete fractional dynamic systems{
a∇αkx(k) = f (x(k),u(k)) ,
y(k) = g (x(k),u(k)) ,
(35)
where the parameters satisfy
input : u = [u1, u2, · · · , up]T ∈ Rp,
output : y = [y1, y2, · · · , yq]T ∈ Rq,
pseudo state : x = [x1, x2, · · · , xn]T ∈ Rn,
fractional order : α = [α1, α2, · · · , αn]T ∈ Rn,
nonlinear/linear function : f = [f1, f2, · · · , fn]T ,
nonlinear/linear function : g = [g1, g2, · · · , gq]T .
By applying the frequency distribution model
theory, the finite dimensional pseudo state space system
in (35) can be rewritten as an infinite dimensional exact
state space model
∇z(ω, k) = −ωz(ω, k) + f(x(k),u(k)),
x(k) =
∫ +∞
0
µα(ω)z(ω, k)dω,
y(k) = g
(
x(k),u(k)
)
,
(36)
where z(ω, k) = [ z1(ω, k), z2(ω, k), · · · , zn(ω, k) ]T,
µα(ω) = diag{ µ1(ω), µ2(ω), · · · , µn(ω) }, µi(ω) =
sin(αipi)
ωαipi and zj (ω, a) =
δ(ω)
µαj (ω)
xj (a), j = 1, 2, · · · , n.
As mentioned earlier, such an infinite dimensional
model can not be used directly in practice. Therefore,
the system (35) needs to be approximated by a finite
dimensional model as follows ∇z(ω, k) = MAz(ω, k) +MBf(x(k),u(k)),x(k) = MCz(ω, k),
y(k) = g(x(k),u(k)),
(37)
where MA = diag{A0, A1, . . . , AN}, MB = [B0, B1,
. . . , BN ]
T, MC = [C0, C1, . . . , CN ], Ai = −diag{ω1,i,
ω2,i, . . . , ωn,i}, Bi = Ir, Ci = diag{c1,i, c2,i, . . . , cn,i},
the parameters ωj,i and cj,i are generated by the
algorithm in previous section for Gαj (s).
The above discussion in (37) does not consider
the case of nonzero initial state. When it comes to this
situation, just consider how to reasonably assign the
initial pseudo state x(a) to the real state z(ω, a). For
the discussed Caputo definition, z(ω, a) is completely
distributed on the frequency point ω = 0 and therefore
the initial state can be configured as follows{
zj(ω0, a) =
x(a)
cj,0
, ω0 = 0, j = 1, 2, · · · , n,
zj(ωi, a) = 0, i = 1, 2, · · · , N, j = 1, 2, · · · , n.
(38)
Notably, the value of ωi are obtained from identification
and ω0 = 0 is no longer guaranteed. To achieve this,
another approximation model should be assumed i.e.,
Sˆα(s) =
c0
s +
∑N
i=1
ci
s+ωi
= Gαs
∏N
i=1
s+ω¯i
s+ωi
. In other
words, we use Gα
∏N
i=1
s+ω¯i
s+ωi
to approximate s1−α and
then the zero pole can be guaranteed naturally.
Remark 2 Just as the previous discussion, the discrete
frequency points sl are selected from the positive imag-
inary axis. For the continuous time case, the imaginary
axis is the boundary to distinguish between stable
region and unstable region. This selection strategy
will maintain the stability well after approximating.
However, for the discrete time case, the imaginary axis
is only a curve in stable region and the actual boundary
to distinguish between stable region and unstable region
is a circle, (x− 1)2 + y2 = 1. Therefore, try to choose
sl in this circle is our ongoing research.
Remark 3 If the adopted Caputo fractional difference
is changed by the Riemann–Liouville fractional differ-
ence or the Gru¨nwald–Letnikov fractional difference,
only the initial value z (ω, a) should be replaced. If the
nabla case is replaced by the delta case, similar infinite
dimensional models can be derived. In this case, the
numerical approximation in frequency domain can be
performed again.
IV. Simulation Study
In this section, three numerical examples will
be presented to demonstrate the effectiveness of the
proposed method.
Example 1: For fractional sum operator
The range of discrete frequency points is set as
[ωl, ωh] = [0.001, 1000] in this section. To illustrate the
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Algorithm 1: The numerical approximation of fractional sum operator
Prior Information: the fractional order α and the discrete frequency points sl, (l = 1, 2, · · · , L)
Input: the total iterations number T and the degree of approximation model N + 1 (L > 2N + 2)
Output: the poles −ωk and the residues ci (i = 0, 1, · · · , N)
Step 1: Let the number of iterations t = 0 and choose initial poles −pi.
Step 2: Use (28) to calculate y(sl) and φ(sl).
Step 3: Use (30) to calculate θˆ, and get µi and λi.
Step 4: Use (24) to calculate the zeros −ωi of h(s) based on pi and λi.
Step 5: If t ≥ T , take the zeros −ωi obtained in Step 4 as the poles of Sˆα(s)
and use the least squares algorithm to find the residues ci of Sˆα(s).
Otherwise, return to Step 2 and let pi = ωi, t = t+ 1.
Step 6: Finally, put ωi and ci as the parameters of Sˆα(s).
effectiveness of approximate method, the following
approximate error is introduced.
J =
∑L
l=1 |Sα(j ζl)− Sˆα(j ζl)|2. (39)
With different orders α = 0.1, 0.2, · · · , 0.9, the
performance of fractional sum operator approximation
is studied, and the results are shown in Table 1. It can be
seen that the approximation error decreases gradually as
the order of approximation model N increases.
To illustrate the influence of the iteration number
further, the approximation for 1s0.5 is discussed with
results shown in Table 2. From a macroscopic point
of view, as the number of iteration increased, the
approximation accuracy also increases. However, from
a local point of view, this approach to improve the
accuracy is limited. An obvious conclusion is that the
better approximation performance can be obtained by
determining the number of iterations T around the
chosen approximation degree N + 1. Based on this
discovery, it is good enough for the performance of
approximation to set the number of iteration in the
subsequent simulation as L = N , or slightly less than
N . For convenience, the numbers of iteration in the
following examples are set to T = 8 if not stated.
As can be seen from Table 1 and Table 2, the
approximation accuracy will be improved with the
approximate order increased. Actually, the two tables
are the comparison between Sα(s) and Sˆα(s). To
reflect the approximation performance of the proposed
approach more intuitively, the time–domain response
is considered. Notably, consider α = 0.5, a = 5, N =
20 and y(a) = 1 in this and the following examples.
Herein, with the following input (see Fig. 1)
u(k) =
 0, k ≤ a,1, a < k ≤ 12,−1, k > 12, (40)
one can get the output of system a∇−αk u(k) = y(k)
shown in Fig. 1.
k
0 5 10 15 20 25 30
u
(k
)
-1.5
-1
-0.5
0
0.5
1
1.5
Fig. 1. The system input u(k).
k
0 5 10 15 20 25 30
y
(k
)
-5
-4
-3
-2
-1
0
1
2
3
4
Analytical output
Approximate output
Fig. 2. The system output y(k).
Fig. 2 illustrates that the results of the proposed
method and the analytical solutions are basically the
same, and this conclusion can be seen more intuitively
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Table 1. The error with different approximation order
J α = 0.1 α = 0.2 α = 0.3 α = 0.4 α = 0.5 α = 0.6 α = 0.7 α = 0.8 α = 0.9
N = 5 0.6839 1.2615 1.6254 1.8341 1.9514 1.9669 1.8500 1.5517 1.0079
N = 10 0.0431 0.0882 0.1409 0.1780 0.2140 0.2725 0.2497 0.3315 0.2095
N = 15 0.0090 0.0261 0.0425 0.0997 0.1073 0.1302 0.1868 0.1949 0.1785
N = 20 0.0057 0.0407 0.0284 0.0333 0.0610 0.0880 0.1611 0.1360 0.1511
Table 2. The error with different number of iterations
J T = 3 T = 6 T = 9 T = 11 T = 12 T = 15 T = 16 T = 18 T = 21
N = 5 10.7382 1.9514 1.9414 2.1431 2.2061 2.2960 2.3080 2.3207 2.3272
N = 10 4.9554 0.2140 0.1003 0.1202 0.1312 0.1549 0.1597 0.1663 0.1712
N = 15 4.0491 0.1073 0.0105 0.0052 0.0051 0.0069 0.0074 0.0082 0.0088
N = 20 3.1467 0.0610 0.0053 0.0013 7.73e−4 2.67e−4 2.66e−4 3.23e−4 4.03e−4
from the approximate error ε(k) in Fig. 3. The analytical
solution of y(k) can be obtained by utilising the
definition of fractional sum introduced in Section II.
k
0 5 10 15 20 25 30
ε(
k
)
×10-5
-8
-6
-4
-2
0
2
4
6
Fig. 3. The approximate error ε(k).
Example 2: For the linear system
Consider a system
a∇αky(k) = −2y(k) + u(k), (41)
where the system input u(k) = 5 sin(0.2pik) is shown
as Fig. 4. With the similar method in Example 1,
the analytical output and the simulated output are
displayed in Fig. 5. The error between the two outputs
is represented in Fig. 6. The relative error is inferior to
10−5, which is quite acceptable.
k
0 5 10 15 20 25 30
u
(k
)
-6
-4
-2
0
2
4
6
Fig. 4. The system input u(k).
k
0 5 10 15 20 25 30
y
(k
)
-3
-2
-1
0
1
2
3
Analytical output
Approximate output
Fig. 5. The system output y(k).
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k
0 5 10 15 20 25 30
ε(
k
)
×10-5
-1.5
-1
-0.5
0
0.5
1
Fig. 6. The approximate error ε(k).
Example 3: For the nonlinear system
Consider a nonlinear fractional dynamic system
a∇αky(k) = −0.3y(k) + 0.5cos2(y(k − 1)) + u(k), (42)
where the input u(k) is a sawtooth wave signal shown
as Fig. 7. The period is 5 and the amplitude is 5. In
general, it is difficult to get the analytical output of
a nonlinear system. To verify the effectiveness of the
established approximate method, the nonlinear term is
selected regarding to y(k − 1) not y(k). The outputs
y(k) solved by the definition and the approximate
method are displayed in Fig. 8. The approximate error
is provided in Fig. 9.
k
0 5 10 15 20 25 30
u
(k
)
-1
0
1
2
3
4
5
6
Fig. 7. The system input u(k).
It is shown that the approximate error is quite
small, which illustrates that the developed scheme is
k
0 5 10 15 20 25 30
y
(k
)
0
1
2
3
4
5
6
7
8
9
10
Analytical output
Approximate output
Fig. 8. The system output y(k).
k
0 5 10 15 20 25 30
ε(
k
)
×10-5
-1
0
1
2
3
4
5
6
7
Fig. 9. The approximate error ε(k).
very effective and efficient and the approximate results
can reflect the dynamic performance of the original
system to a large degree. Without loss of generality,
the discussed method can be adopted in the simulation
of the general nonlinear case and other different nabla
fractional order systems.
V. Conclusions
In this paper, the numerical approximation has
been investigated for nabla fractional dynamic systems
with nonzero initial instant and nonzero initial state.
According to the frequency distributed model theory,
the exact infinite dimensional model of fractional
sum operator is recalled and then the approximation
problem is transformed into a nonlinear identification
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problem for the first time. By applying the vector
fitting approach in frequency domain, an innovative
and effective numerical approximation is developed.
Finally, three numerical examples have verified the
general applicability and flexibility of the proposed
results. It is believed that the developed method will
play an essential role in the applications of discrete
fractional calculus.
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