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Let f be a modular form of weight k and Nebentypus ψ. By generalizing a construction of [20], we
construct a p-adic L-function interpolating the special values of the L-function L(s,Sym2(f) ⊗ ξ), where ξ
is a Dirichlet character.
When s = k − 1 and ξ = ψ−1, this p-adic L-function vanishes due to the presence of a so-called trivial zero.
We give a formula for the derivative at s = k− 1 of this p-adic L-function when the form f is Steinberg at p.
If the weight of f is even, the conductor is even and squarefree, and the Nebentypus is trivial this formula
implies a conjecture of Benois.
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1 Introduction
The aim of this paper is to prove a conjecture of Benois on trivial zeros in the particular case of the symmetric
square representation of a modular form whose associated automorphic representation at p is Steinberg.
We begin by recalling the statement of Benois’ conjecture. Let GQ be the absolute Galois group of Q. We
fix an odd prime number p and two embeddings
Q ↪→ Cp, Q ↪→ C,
and we let GQp be the absolute Galois group of Qp. Let
V : GQ → GLn(Qp)
be a continuous, irreducible, p-adic Galois representation of GQ. We suppose that V is the p-adic realization
of a pure motive M/Q of weight 0. We can associate a complex L-function L(s,M). Let M
∗ = Hom(M,−)
be the dual motive of M . Conjecturally, if M is not trivial, L(s,M) is a holomorphic function on the whole
complex plane satisfying a holomorphic functional equation
L(s,M)Γ(s,M) = ε(s,M)L(1− s,M∗)Γ(1− s,M∗),
where Γ(s,M) denotes a product of Gamma functions and ε(s,M) = ζNs, for N a positive integer and ζ a
root of unit. We say that M is critical at s = 0 if neither Γ(s,M) nor Γ(1 − s,M∗) have a pole at s = 0.
In this case the complex value L(s,M) is not forced to be 0 by the functional equation; we shall suppose,
moreover, that L(s,M) is not zero. Similarly, we can say that M is critical at an integer n if s = 0 is critical
for M(n).
Deligne [22] has defined a non-zero complex number Ω(M) (defined only modulo multiplication by a non
zero algebraic number) depending only on the Betti and de Rham realizations of M , such that conjecturally
L(0,M)
Ω(M)
∈ Q.
We now suppose that all the above conjectures are true for M and all its twists M⊗ε, where ε ranges among
the finite-order characters of 1 + pZp. We suppose moreover that V is a semi-stable representation of GQp .
Let Dst(V ) be the semistable module associated to V ; it is a filtered (φ,N)-module, i.e. it is endowed with
a filtration and with the action of two operators: a Frobenius φ and a monodromy operator N . We say that
a filtered (φ,N)-sub-module D of Dst(V ) is regular if
Dst(V ) = Fil
0(Dst(V ))
⊕
D.
To these data Perrin-Riou [45] associates a p-adic L-function Lp(s, V,D) which is supposed to interpolate
the special values L(M⊗ε,0)Ω(M) , for ε as above. In particular, it should satisfy
Lp(0, V,D) = Ep(V,D)
L(0,M)
Ω(M)
,
where Ep(V,D) denotes a finite product of Euler-type factors, corresponding to a subset of the eigenvalues
of φ on D and on the dual regular submodule D∗ of Dst(V ∗) (see [7, §0.1]).
It may happen that some of these Euler factors vanish. In this case, we say that we are in the presence of
a trivial zero. When trivial zeros appear, we would like to be able to retrieve information about the special
value L(0,M)Ω(M) from the p-adic derivative of Lp(s, V,D).
Under certain suitable hypotheses (denoted by C1−C4 in [5, §0.2]) on the representation V , Benois states
the following conjecture:
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Conjecture 1.1. [Trivial zeros conjecture] Let e be the number of Euler-type factors of Ep(V,D) which
vanish. Then
lim
s→0
Lp(s, V,D)
see!
= L(V ∗, D∗)E∗(V,D)L(0,M)
Ω(V )
.
Here L(V ∗, D∗) is a non-zero number defined in term of the cohomology of the (φ,Γ)-module associated with
V .
We remark that the conjectures of Bloch and Kato tell us that the aforementioned hypotheses C1−C4
in [5] are a consequence of all the assumptions we have made about M . In the case V is ordinary this
conjecture has already been stated by Greenberg in [27]. In this situation, the L-invariant can be calculated
in terms of the Galois cohomology of V . Conjecturally, the L-invariant is non-zero, but even in the cases
when L(V,D) has been calculated it is hard to say whether it vanishes or not.
We now describe the Galois representation for which we will prove the above-mentioned conjecture.
Let f be a modular eigenform of weight k ≥ 2, level N and Nebertypus ψ. Let K0 be the number field
generated by the Fourier coefficients of f . For each prime λ of K0 the existence of a continuous Galois
representatation associated to f is well-known
ρf,λ : GQ → GL2(K0,λ).
Let p be the prime above p in K0 induced by the above embedding Q ↪→ Cp, we shall write ρf := ρf,p.
The adjoint action of GL2 on the Lie algebra of SL2 induces a three-dimensional representation of GL2
which we shall denote by Ad. We shall denote by Ad(ρf ) the 3-dimensional Galois representation obtained
by composing Ad and ρf .
The L-function L(s,Ad(ρf )) has been studied in [24]; unless f has complex multiplication, L(s,Ad(ρf ))
satisfies the conjectured functional equation and the Euler factors at primes dividing the conductor of f are
well-known. For each s = 2 − k, . . . , 0, s even, we have that L(s,Ad(ρf )) is critical a` la Deligne and the
algebraicity of the special values has been shown in [56].
If p - N , we choose a p-stabilization f˜ of f ; i.e. a form of level Np such that f and f˜ have the same
Hecke eigenvalues outside p and Upf˜ = λpf˜ , where λp is one of the roots of the Hecke polynomial at p for f .
From now on, we shall suppose that f is of level Np and primitive at N . We point out that the choice of
a p-stabilization of f induces a regular sub-module D of Dst(Ad(ρf )). So, from now on, we shall drop the
dependence on D in the notation for the p-adic L-function.
Following the work of many people [52, 37, 20], the existence of a p-adic L-function associated to Ad(ρf )
when f is ordinary (i.e. vp(λp) = 0) or when 2vp(λp) < k − 2 is known.
In what follows, we shall not work directly with Ad(ρf ) but with Sym
2(ρf ) = Ad(ρf ) ⊗ det(ρf ). For each
prime l, let us denote by αl and βl the roots of the Hecke polynomial at l associated to f . We define
Dl(X) := (1− α2lX)(1− αlβlX)(1− β2lX).
For each Dirichlet character ξ we define
L(s,Sym2(f), ξ) := (1− ψ2ξ2(2)22k−2−2s)
∏
l
Dl(ξ(l)l
−s)−1.
This L-function differs from L(s,Sym2(ρf )⊗ ξ) by a finite number of Euler factors at prime dividing N and
for the Euler factor at 2. The advantage of dealing with this imprimitive L-function is that it admits an
integral expression (see Section 3.3) as the Petersson product of f with a certain product of two half-integral
weight forms. The presence of the Euler factor at 2 in the above definition is due to the fact that forms of
half-integral weight are defined only for levels divisible by 4. This forces us to consider f as a form of level
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divisible by 4, thus losing one Euler factor at 2 if ψξ(2) 6= 0.
Let us suppose that λp 6= 0; then we know that f can be interpolated in a “Coleman family”. Indeed, let us
denote by W the weight space. It is a rigid analytic variety over Qp such that W(Cp) = Homcont(Z×p ,C×p ).
In [15], Coleman and Mazur constructed a rigid-analytic curve C which is locally finite above W and whose
points are in bijection with overconvergent eigenforms.
If f is a classical form of non-critical weight (i.e. if vp(λp) < k − 1), then there exists a unique irreducible
component of C such that f belongs to it. We fix a neighbourhood CF of f in this irreducible component,
it gives rise to an analytic function F (κ) which we shall call a family of eigenforms. Let us denote by λp(κ)
the Up-eigenvalue of F (κ). We know that vp(λp(κ)) is constant on CF . For any k in Zp, let us denote by [k]
the weight corresponding to z 7→ zk. Then for all κ′ above [k′] such that vp(λp(κ)) < k − 1 we know that
F (κ′) is classical.
Let us fix an even Dirichlet character ξ. We fix a generator u of 1 + pZp and we shall denote by 〈z〉 the
projection of z in Z×p to 1 + pZp. We prove the following theorem in Section 4.3:
Theorem 1.2. We have a function Lp(κ, κ
′) on CF×W, meromorphic in the first variable and of logarithmic
growth h = [2vp(λp)] + 2 in the second variable (i.e. Lp(κ, [s])/
∏h
i=0 logp(u
s−i − 1) is holomorphic on the
open unit ball). For any point (κ, ε(〈z〉)zs) such that κ is above [k], ε is a finite-order character of 1 + pZp
and s is an integer such that 1 ≤ s ≤ k − 1, we have the following interpolation formula
Lp(κ, ε(〈z〉)zs) = Cκ,κ′E1(κ, κ′)E2(κ, κ′) L(s,Sym
2(F (κ)), ξ−1ε−1ω1−s)
pisS(F (κ))W ′(F (κ)) 〈F ◦(κ), F ◦(κ)〉 .
Here E1(κ, κ
′) and E2(κ, κ′) are two Euler-type factors at p. We refer to Section 4.3 for the notations.
Here we want to point out that this theorem fits perfectly within the framework of p-adic L-functions for
motives and their p-adic deformations [14, 26, 45].
Our first remark is that such a two variables p-adic L-function has been constructed in [37] in the ordinary
case and in [41] in the non-ordinary case. Its construction is quite classical: first, one constructs a measure
interpolating p-adically the half-integral weight forms appearing in the integral expression of the L-function,
and then one applies a p-adic version of the Petersson product.
Unless s = 1, the half-integral weight forms involved are not holomorphic but, in Shimura terminology,
nearly holomorphic. It is well known that nearly holomorphic forms can be seen as p-adic modular forms
(see [40, §5.7]).
In the ordinary case, we have Hida’s ordinary projector which is defined on the whole space of p-adic mod-
ular forms and which allows us to project p-adic forms on a finite dimensional vector space where a p-adic
Petersson product can be defined.
If f is not ordinary, the situation is more complicated; f is annihilated by the ordinary projector, and there
exists no other projector which could possibly play the role of Hida’s projector. The solution is to consider
instead of the whole space of p-adic forms, the smaller subspace of overconvergent ones.
On this space Up acts as a completely continuous operator, and elementary p-adic functional analysis allows
us to define, for any given α ∈ Q≥0, a projector to the finite dimensional subspace of forms whose slopes with
respect to Up are smaller than α. Then it is easy to construct a p-adic analogue of the Petersson product as
in [44].
The problem in our situation is that nearly holomorphic forms are not overconvergent. Kim’s idea is to con-
struct a space of nearly holomorphic and overconvergent forms which projects, thanks to a p-adic analogue
of the holomorphic projector for nearly holomorphic forms, to the space of overconvergent forms. Unfortu-
nately, some of his constructions and proofs are sketched-out, and we prefer to give a new proof of this result
using the recent work of Urban.
In [59], an algebraic theory for nearly holomorphic forms has been developed; it allows this author to con-
struct a space of nearly overconvergent forms in which all classical nearly holomorphic forms appear and
where one can define an overconvergent projector to the subspace of overconvergent forms. This is enough
to construct, as sketched above, the p-adic L-function.
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We expect that the theory of nearly overconvergent forms will be very useful for the construction of p-adic
L-functions; as an example, we can give the generalization of the work of Niklas [43] on values of p-adic
L-function at non-critical integers to finite slope families, or the upcoming work of Eischen, Harris, Li and
Skinner on p-adic L-functions for unitary groups.
A second remark is that for all weights such that k > h we obtain, by specializing the weight variable, the
p-adic L-functions constructed in [20]. They construct several distribution µi, for i = 1, . . . , k − 1, satisfy-
ing Kummer congruences and the p-adic L-function is defined via the Mellin transform. The µi define an
h-admissible measure µ in the sense of Amice-Ve´lu; in this case the Mellin transform is uniquely determined
once one knows µi for i = 1, ..., h.
If k ≤ h, then the number of special values is not enough to determine uniquely an analytic one-variable
function. Nevertheless, as in Pollack-Stevens [47], we can construct a well-defined one variable p-adic L-
function for eigenforms such that k ≤ h (see Section 4.3).
Let κ0 be a point of CF above [k0], and f := F (κ0). We shall write
Lp(s,Sym
2(f), ξ) := Lp(κ0, [s]).
We now deal with the trivial zeros of this p-adic L-function. Let κ be above [k] and suppose that F (κ) has
trivial Nebentypus at p, then either E1(κ, κ
′) or E2(κ, κ′) vanishes when κ′(u) = uk−1. The main theorem
of the paper is:
Theorem 1.3. Let f be a modular form of trivial Nebentypus, weight k0 and conductor Np, N square-
free, even and prime to p. Then Conjecture 1.1 (up to the non-vanishing of the L-invariant) is true for
Lp(s,Sym
2(f), ω2−k0).
In this case, the form f is Steinberg at p and the trivial zero is brought by E1. The proof of this theorem is
the natural generalization of the (unpublished) proof of Greenberg and Tilouine in the ordinary case (which
has already been generalized to the Hilbert setting in [50, 48]).
We remark that in the forthcoming paper [49] we remove the hypothesis that N is even and allow p = 2
when k0 = 2 using a different method.
When we fix κ′0(u) = u
k0 we see that E1(κ, κ
′
0) is an analytic function of κ. We can then find a factorization
Lp(κ, κ
′
0) = E1(κ, κ
′
0)L
∗
p(κ), where L
∗
p(κ) is an improved p-adic L-function in the sense of [28] (see Section 4.3
for the exact meaning). The construction of the improved p-adic L-function is similar to [31]; we substitute
the convolution of two measures with the product of a modular form with an Eisenstein measure. We note
that the two-variable p-adic L-function vanishes on the line κ = [k] and κ′ = [k−1] (the line of trivial zeros)
and we are left to follow the method of [28].
The hypotheses on the conductor are to ensure that L(s,Sym2(f)) coincides with L(s− k+ 1,Ad(ρf )). The
same proof gives a proof of Conjecture 1.1 for Sym2(f)⊗ ξ for many ξ, and f not necessarily of even weight.
We refer to Section 5 for a list of such a ξ.
Recently, Dasgupta [21] has shown Conjecture 1.1 for all weights in the ordinary case. He uses the strategy
outlined in [12].
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2 Nearly holomorphic modular forms
The aim of this section is to recall the theory of nearly holomorphic modular forms from the analytic and
geometric point of view, and construct their p-adic analogues, the nearly overconvergent modular forms.
We shall use them in Section 4 to construct a two variables p-adic L-function for the symmetric square,
generalizing the construction of [44]. We want to remark that, contrary to the situation of [44], the theory
of nearly overconvergent forms is necessary for the construction of the two variables p-adic L-function.
We will also construct an eigenvariety parameterizing finite slope nearly overconvergent eigenforms. The
main reference is [59]; we are very grateful to Urban for sharing this paper, from its earliest versions, with
the author. We point out that there is nothing really new in this section; however, we shall give a proof
of all the statements which we shall need in the rest of the paper in the attempt to make it self-contained.
We will also emphasize certain aspects of the theory we find particularly interesting. For all the unproven
propositions we refer to the aforementioned paper.
2.1 The analytic definition
Nearly-holomorphic forms for GL2 have been introduced and extensively studied by Shimura. His definition
is of analytic nature, but he succeeded in proving several algebraicity results. Later, Harris [29, 30] studied
them in terms of coherent sheaves on Shimura varieties.
Let Γ be a congruence subgroups of GL2(Z) and k a positive integer. Let H be the complex upper-half
plane, we let GL2(Q)+ act on the space of C∞ functions f : H → C in the usual way
f |kγ(z) = det(γ)k/2(cz + d)−kf(γ(z))
where γ =
(
a b
c d
)
and γ(z) = az+bcz+d . We now give the precise definition of nearly holomorphic form.
Definition 2.1. Let r ≥ 0 be an integer. Let f : H → C be a C∞-function, we say that f is a nearly
holomorphic form for Γ of weight k and degree r if
i) for all γ in Γ, we have f |kγ = f ,
ii) there are holomorphic fi(z) with fr(z) 6= 0 such that
f(z) =
r∑
i=0
1
yi
fi(z),
for y = Imz,
iii) f is finite at the cusps of Γ.
Let us denote by N rk (Γ,C) the space of nearly holomorphic forms of weight k and degree at most r for
Γ. When r = 0, we will write Mk(Γ,C).
A simple calculation, as in the case of holomorphic modular forms, tells us that k ≥ 2r.
Finally, let us notice that we can substitute condition ii) by
εr+1(f) = 0
for ε the differential operator −4y2 ∂f∂z . If f belongs to N rk (Γ,C), then ε(f) belongs to N r−1k−1 (Γ,C).
We warn the reader that except for i = r, the fi’s are not modular forms.
Let us denote by δk the Maaß-Shimura differential operator
δk : N rk (Γ,C) → N r+1k+2 (Γ,C)
f 7→ 12pii
(
∂
∂z +
k
2yi
)
f.
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For any integer s, we define
δsk : N rk (Γ,C) → N r+sk+2s(Γ,C)
f 7→ δk+2s−2 ◦ · · · ◦ δkf.
Let us denote by E2(z) the nearly holomorphic form
E2(z) = − 1
24
+
∞∑
n=1
σ1(n)q
n +
1
8piy
,
 where ∀n ≥ 1 σ1(n) = ∑
d|n,d>0
d
 .
It belongs to N 12 (SL2(Z),C). It is immediate to see that for any Γ and for any form f 6= 0 in N 12 (Γ,C), it
does not exist a nearly holomorphic form g such that δ0g(z) = f(z). This is an exception, as the following
proposition, due to Shimura [54, Lemma 8.2], tells us.
Proposition 2.2. Let f in N rk (Γ,C) and suppose that (k, r) 6= (2, 1). If k 6= 2r, then there exists a sequence
(gi(z)), i = 0, . . . , r, where gi is in Mk−2i(Γ,C) such that
f(z) =
r∑
i=0
δik−2igi(z),
while if k = 2r there exists a sequence (gi(z)), i = 0, . . . , r− 1, where gi is in Mk−2i(Γ,C) and c in C× such
that
f(z) =
r−1∑
i=0
δik−2igi(z) + cδ
r−1
2 E2(z).
Moreover, such a decomposition is unique.
The importance of such a decomposition is given by the fact that the various δik−2igi(z) are nearly
holomorphic forms. This decomposition will be very useful for the study of the Hecke action on the space
N rk (Γ,C).
We can define, as in the case of holomorphic modular forms, the Hecke operators as double coset operators.
For all l positive integer, we decompose
Γ
(
1 0
0 l
)
Γ = ∪iΓαi.
We define f(z)|kTl = l k2−1
∑
i f(z)|kαi. We have the following relations
lδk(f(z)|kTl) =(δkf)|k+2Tl,
ε(f |kTl) =l(εf)|k−2Tl.
Lemma 2.3. Let f(z) =
∑r
i=0 δk−2igi(z) in N rk (Γ) be an eigenform for Tl of eigenvalue λf (l), then gi is
an eigenform for Tl of eigenvalue l
−iλf (l).
Proof. It is an immediate consequence of the uniqueness of the decomposition in the previous proposition
and of the relation between δk and Tl.
Following Urban, we give an alternative construction of nearly holomorphic forms as section of certain
coherent sheaves. Such a description will allow us to define a notion of nearly holomorphic forms over any
ring R.
Let Y = Y (Γ) be the open modular curve of level Γ defined over Spec (Z), and let E be the universal
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elliptic curve over Y . Let us consider a minimal compactification X = X(Γ) of Y and the Kuga-Sato
compactification E of E. Let us denote by p the projection of E to X and by ω the sheaf of invariant
differential over X, i.e. ω = p∗Ω1E/X(log(E/E)).
We define
H1dR = R1p∗Ω•E/X(log(E/E));
it is the algebraic de Rham cohomology. Let us denote by pi : H → H/Γ the quotient map, we have over the
C∞-topos of H the splitting
pi∗H1dR ∼= pi∗ω ⊕ pi∗ω ∼= pi∗ω ⊕ pi∗ω∨.
Let us denote by pi∗E the fiber product of H and E above Y . The fiber above z ∈ H is the elliptic curve
C/(Z + zZ). If we denote by τ a coordinate on C, the first isomorphism is given in the basis dτ , dτ , while
the second isomorphism is induced by the Poincare´ duality. Let us define
Hrk = ωk−r ⊗ Symr(H1dR).
The above splitting induces
Hrk ∼= ωk ⊕ ωk−2 ⊕ · · · ⊕ ωk−2r.
We have the Gauß-Manin connexion
∇ : Symk(H1dR)→ Symk(H1dR)⊗ Ω1X/Z[N−1](log(Cusp)).
Recall the descending Hodge filtration on Symk
(H1dR) given by
Filk−r
(
Symk
(H1dR)) = Hrk.
In particular, we have
0→ ωk → Hrk ε˜→ Hr−1k−2 → 0.
By definition, ∇ satisfies Griffiths transversality;
∇Filk−r
(
Symk
(H1dR)) ⊂ Filk−r−1 (Symk (H1dR))⊗ Ω1X/Z[N−1](log(Cusp)).
Recall the Kodaira-Spencer isomorphism Ω1X/Z[N−1](log(Cusp))
∼= ω⊗2; then the map ∇ induces a differential
operator
δ˜k : Hrk → Hr+1k+2,
We have the following proposition [59, Proposition 2.2.3]
Proposition 2.4. We have a natural isomorphism H0 (X,Hrk) ∼= N rk (Γ,C). Once Hecke correspondences
are defined on (X,Hrk), the above isomorphism is Hecke-equivariant.
Proof. Let us denote R1p∗Z = Hom(R1p∗Z,Z). Via Poincare´ duality we can identify
pi∗H1dR = Hom(R1p∗Z,OH),
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where OH denote the sheaf of holomorphic functions on H. For all z ∈ H, we have
pi∗(R1p∗Z)z = H1(C/(Z+ zZ),Z) = Z+ zZ.
Let us denote by α resp. β the linear form in Hom(R1p∗Z,OH) which at the stalk at z sends a + bz to a
resp. b. It is the dual basis of γ1, γ2. Let η ∈ H0(X,Hrk), we can write
pi∗η =
r∑
i=0
fi(z)dτ
⊗k−iβ⊗
i
.
We remark that we have β = dτ−dτ2iy . Using the Hodge decomposition of Hrk/C∞ given above, we project pi∗η
onto ω⊗
k
and we obtain
f(z) =
r∑
i=0
fi(z)
(2iy)i
.
It is easy to check that f(z) belongs to N rk (Γ,C) and that such a map is bijective.
Remark 2.5. This proposition allows us to identify ε˜ with the differential operator ε and δ˜k with the Maaß-
Shimura operator δk.
We now give another description of the sheaf Hrk; for any ring R we shall denote by R[X]r the group
of polynomial with coefficients in R of degree at most r. Let us denote by B the standard Borel of upper
triangular matrices of SL2. We have a left action of B(R) over A1(R) ⊂ P1(R) via the usual fractional linear
transformations (
a b
0 a−1
)
.X =
aX + b
a−1
.
We define then a right action of weight k ≥ 0 of B(R) on R[X]r as
P (X)|k
(
a b
0 a−1
)
=akP
(
a−2X + ba−1
)
.
If we see P (X) as a function on A1(R), then
P (X)|kγ = akP
((
a−1 b
0 a
)
.X
)
.
We will denote by R[X]r(k) the group R[X]r endowed with this action of the Borel. We now use this
representation of B to give another description of Hrk.
We can define a B-torsor T over YZar which consists of isomorphism ψU : H1DR/U ∼= O(U)⊕O(U) such that
on the first component it induces O(U) ∼= ω/U and on the quotient it induces O(U) ∼= ω∨/U , for U a Zariski
open of Y . That is, T is the set of trivialization of H1dR which preserves the line spanned by a fixed invariant
differential ω and the Poincare´ pairing. We have a right action of B on such a trivialization given by
(ω, ω′)
(
a b
0 a−1
)
= (aω, a−1ω′ + bω).
We can define similarly an action of the Borel of GL2(R) but this would not respect the Poincare´ pairing.
Then we define the product T ×BR[X]r(k), consisting of couples (t, P (X)) modulo the relation (tγ, P (X)) ∼
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(t, P (X)|kγ−1), for γ in B. It is isomorphic to Hrk as R-sheaf over Y . In fact, a nearly holomorphic modular
form can be seen as a function
f : T → R[X]r(k)
which is B-equivariant. That is, f associates to an element (E,µ, ω, ω′) in T (µ denotes a level structure)
an element f(E,µ, ω, ω′)(X) in R[X]r such that
f(E,µ, aω, a−1ω′ + bω) =a−kf(E,µ, ω, ω′)(a2X − ba).
We are now ready to introduce a polynomial q-expansion principle for nearly holomorphic forms. Let
us pose A = Z
[
1
N
]
; let Tate(q) be the Tate curve over A[[q]], ωcan the canonical differential and αcan the
canonical N -level structure.
We can construct as before (take Tate(q) and A[[q]] in place of E˜ and X) the Gauß-Manin connection ∇,
followed by the contraction associated to the vector field q ddq
∇
(
q
d
dq
)
: H1dR(Tate(q)/A((q)))→ H1dR(Tate(q)/A((q))).
We pose ucan := ∇
(
q ddq
)
(ωcan). We remark that (ωcan, ucan) is a basis of H1dR(Tate(q)/A((q))) and that ucan
is horizontal for the Gauß-Manin connection (moreover ucan is a basis for the unit root subspace, defined by
Dwork, which we will describe later). For any A-algebra R and f in N rk (Γ, R), we say that
f(q,X) := f(Tate(q), µcan, ωcan, ucan)(X) ∈ R[[q]][X]
is the polynomial q-expansion of f . If we take a form f in N rk (Γ,C) written in the form
∑r
i fi(z)
1
(−4piy)i we
obtain
f(q,X) =
r∑
i
fi(q)X
i (i.e. X“ = ”− 1
4piy
).
For example, we have
E2(q,X) = − 1
24
+
∞∑
n=1
σ1(n)q
n − X
2
,
We have the following proposition [59, Proposition 2.3]
Proposition 2.6. Let f be in N rk (Γ, R) and let ε(f) in N k−2r−1 (Γ, R). Then for all (E,µ, ω, ω′) in T we have
ε(f)(E,µ, ω, ω′) =
d
dX
f(E,µ, ω, ω′)(X).
Note that if r! is not invertible in R, then ε is NOT surjective. We have that E2 is defined over Zp for
p ≥ 5. As ε (2E2(q,X)) = −1 we have that −2E2(q,X) gives a section for the map ε : H1dR → ω.
Remark 2.7. There is also a representation-theoretic interpretation of yδk in term of Lie operator and
representation of the Lie algebra of SL2(R). More details can be found in [9, §2.1, 2.2].
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2.2 Nearly overconvergent forms
In this section we give the notion of nearly overconvergent modular forms a` la Urban. Let N be a positive
integer and p a prime number coprime with N . Let X be X(Γ) for Γ = Γ1(N)∩Γ0(p) and let Xrig the generic
fiber of the associated formal scheme over Zp. Let A be a lifting of the Hasse invariant in characteristic 0.
If p ≥ 5, we can take A = Ep−1, the Eisenstein series of weight p − 1. For all v in Q such that v ∈ [0, pp+1 ]
we define XN (v) as the set of x in X(Γ1(N))rig such that |A(x)| ≥ p−v. The assumption that v ≤ pp+1 is
necessary to ensure the existence of the canonical subgroup of level p. Consequently, we have that XN (v)
can be seen as an affinoid of Xrig via the map
u : (E,µN ) 7→ (E,µN , C),
where C is the canonical subgroup. Let us define X(v) := u(XN (v)). We define Xord as the ordinary
multiplicative locus of Xrig, i.e. Xord = X(0). For all v as above, X(v) is a rigid variety and a strict
neighborhood of Xord.
We remark that the set of x in Xrig such that |A(x)| ≥ p−v consists of two disjoint connected components,
isomorphic via the Fricke involution, and that X(v) is the connected component containing ∞. We define,
following Katz [39], the space of p-adic modular forms of weight k as
Mp−adick (N) =H0(Xord, ω⊗
k
).
We say that a p-adic modular form f is overconvergent if f can be extended to a strict neighborhood of Xord.
That is, there exists v > 0 such that f belongs to H0(X(v), ω⊗
k
). Let us define the space of overconvergent
modular forms
M†k(N) = lim−→
v>0
H0(X(v), ω⊗
k
). (2.8)
In the same way, we define the set of nearly overconvergent modular forms as
N r,†k (N) = lim−→
v>0
H0(X(v),Hrk).
The sheaf Hrk is locally free as E2(q,X) gives a splitting of H1dR and we can consequently find an isomorphism
H0(X(v),Hrk) ∼= O(X(v))M . For v′ < v, these isomorphisms are compatible with the restiction maps
X(v)→ X(v′). The supremum norm on X(v) induces a norm on each H0(X(v),Hrk) which makes this space
a Banach module over Qp. This allows moreover to define an integral structure on H0(X(v),Hrk). For all
Zp-algebra R, we shall denote by M†k(N,R), N r,†k (N,R) the global section of the previous sheaves when
they are seen as sheaves over X(v)/R.
We have a correspondence
Cp
p1
}}
p2
""
X(v) X(v).
On the non-compactified modular curve, over Qp, Cp is the rigid curve classifying quadruplets (E,µN , C,H)
with |A(E)| ≥ p−v, µN a Γ1(N)-structure, C the canonical subgroup and H a subgroup of E[p] which
intersects C trivially. The projections are explicitly given by
p1(E,µN , C,H) =(E,µN , C),
p2(E,µN , C,H) =(E/H, Im(µN ), E[p]/H).
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We remark that the theory of canonical subgroups ensures us that if v ≤ 1p+1 then E[p]/H is the canonical
subgroup of E/H (and the image of C modulo H, of course). The map p2 induces an isomorphism Cp ∼=
X
(
v
p
)
.
We define the operator Up on H
0(X(v),Hrk) as the following map
H0(X(v),Hrk)→ H0(X(v), p∗2Hrk)
p−1Trace(p1)→ H0(X(v),Hrk).
The fact that p2 is an isomorphism implies the well known property that Up improves overconvergence.
We can construct correspondences as in [46, §4] to define operators Tl for l - Np and Ul for l | N .
Let A be a Banach ring, and let U : M1 →M2 be a continuous morphism of A-Banach modules. We pose
|U | = sup
m6=0
|U(m)|
|m| .
This norm induces a topology on the module of continuous morphisms of A-Banach modules. We say that
an operator U is of finite rank if it is a continuous morphism of A-Banach modules such that its image is of
finite rank over A. We say that U is completely continuous if it is a limit of finite rank operators. Completely
continous operators admit a Fredholm determinant [53, Proposition 7].
We give to H0(X(v), ω⊗
k
) the structure of Banach space for the norm induced by the supremum norm on
X(v); the transition maps in 2.8 are completely continuous and we complete M†k(N) for this norm. It is
known that Up acts as a completely continuous operator on this completion; its Fredholm determinant is
independent of v, for v big enough [17, Theorem B]. Similarly, we have that Up is completely continuous on
N r,†k (N). Indeed, Up is the composition of the restriction to X
(
v
p
)
and a trace map.
On q-expansion, Up amounts to
r∑
i=0
∑
n
a(i)n q
nXi 7→
r∑
i=0
∑
n
a(i)pnq
npiXi.
We now recall that we have on H1dR/Xord a splitting ω ⊕ U . Here U is a Frobenius stable line where
the Frobenius is invertible. Some authors call this splitting the unit root splitting. It induces Hrk/Xord =
ω⊗
k ⊕ · · · ⊕ U⊗r ⊗ ω⊗k−r . We have then [59, Proposition 3.2.4]
Proposition 2.9. The morphism
H0(X(v),Hrk) → H0(Xord,Hrk) → H0(Xord, ω⊗
k
)
f(X) 7→ f(X)|Xord 7→ f(0)
is injective and commutes with q-expansion.
Note that the injectivity of the composition is a remarkable result. A consequence of this is that every
nearly overconvergent form has a unique degree r [59, Corollary 3.2.5].
We remark that we have two differential maps
ε : N r,†k (Γ) → N r−1,†k−2 (Γ),
δk : N r,†k (Γ) → N r+1,†k+2 (Γ).
Both of them are induced by functoriality from the maps defined in Section 2.1 at the level of sheaves. We
want to mention that Cameron in his PhD thesis [11, Definition 4.3.6] gives an analogue of the Maaß-Shimura
differential operator for rigid analytic modular forms on the Cerednik-Drinfeld p-adic upper half plane. It
12
would be interesting to compare his definition with this one.
The above mentioned splitting allows us to define a map
Θ :M†k(N)
δk→ N 1,†k+2(N) → Mp−adick+2 (N)
which at level of q-expansion is q ddq . We have the following application of Proposition; 2.9
Corollary 2.10. Let f be an overconvergent form of weight different from 0, then Θf is not overconvergent.
We have the following proposition [59, Lemma 3.3.4];
Proposition 2.11. Let (k, r) be different from (2, 1) and f in N r,†k (N,R). If k 6= 2r, then there exist gi,
i = 0, . . . , r, in M†k−2i(N,R) such that
f =
r∑
i=0
δk−2igi,
while if r = 2k there exists a sequence (gi), i = 0, . . . , r − 1, with each gi in M†k−2i(N,R) and c in R such
that
f =
r−1∑
i=0
δk−2igi + cδr−12 E2.
Moreover, such a decomposition is unique.
We conclude with a sufficient condition for a nearly overconvergent modular form to be classical;
Proposition 2.12. Let k be a classical weight, f in N r,†k (N) an eigenform for Up of slope α. Then r ≤ α.
If α < k − 1 + r, then f is classical.
Proof. The first part is a trivial consequence of the above formula for Up acting on q-expansion. For the
second part, the hypotheses of Proposition 2.11 are satisfied. We apply εr to f to see that gr is of degree
0, slope α − r and weight k − 2r. It is then known that gr is classical. We conclude by induction on the
degree.
Let α ∈ Q≥0 and r ≥ 0 be a positive integer such that r ≤ α. We say that a positive integer k is a non
critical weight with respect to α and r if α < k − 1 + r.
Remark 2.13. In particular, if α = 0 then r = 0. This should convince the reader of the fact that the
ordinary projector is a p-adic analogue of the holomorphic projector.
2.3 Families
In this subsection we construct families of nearly overconvergent forms. We start recalling the construction
of families of overconvergent modular forms as done in Andreatta-Iovita-Stevens [1] and Pilloni [46].
The authors of the first paper use p-adic Hodge theory to construct their families, while Pilloni’s approach
is more in the spirit of Hida’s theory. We will follow in our exposition the article [46].
Let us denote byW the weight space. It is a rigid analytic variety overQp such thatW(Cp) = Homcont(Z×p ,C×p ).
For all integer k, we denote the continuous homomorphism z 7→ zk by [k].
Let ∆ = µp−1 if p > 2 (resp. ∆ = µ2 if p = 2) and let B(1, 1−) be the open unit ball centered in 1. It is
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known that W is an analytic space isomorphic to ∆×B(1, 1−); let us denote by A(W) the ring of analytic
function on W. We define for t in (0,∞),
W(t) :={(ζ, z) ∈ W(Cp)||z − 1| ≤ p−t} .
Let ∆ be the cyclic group of q-roots of unity. We define κ, the universal weight, as
κ : Z×p → (Zp[∆][[S]])×
(ζ, z) 7→ ζ˜(1 + S)
logp(z)
logp(u) ,
where ζ˜ is the image of ζ via the tautological character ∆→ (Zp[∆])×. We can see κ as a local coordinate
on the open unit ball {1} ×B(1, 1−).
For any weight κ0, both of the aforementioned papers construct an invertible sheaf ω
κ0 over X(v) whose
sections correspond to overconvergent forms of weight κ0. This construction can be globalized over W(t)
into a coherent sheaf ωκ over X(v) ×W(t) (for suitable v and t) such that the corresponding sections will
give rise to families of holomorphic modular forms.
We describe more in detail Pilloni’s construction. Let n, v be such that 0 ≤ v < 1pn−2(p+1) ; there exists
then a canonical subgroup Hn of level n over X(v). It is possible to define a rigid variety F
×
n (v) above
X(v) whose Cp-points are triplets (x, y;ω) where x is an element of X(v) corresponding to an elliptic curve
Ex, y a generator of H
D
n (the Cartier dual of Hn) and ω is an element of e
∗ΩEx/Cp (for e the unit section
X(v) → Ex) whose restriction to e∗ΩHn/Cp is the image of y via the Hodge-Tate map [46, §3.3]. Locally,
F×n (v) is a trivial fibration of X(v) in p
n−1(p− 1) balls.
On Fn(v)
× we have an action of (Z/pn)×. This induces an action of Z×p . For each t, there exist v and n
satisfying the above condition such that any κ0 inW(t) acts on F×n (v). Let us denote by pin(v) the projection
from F×n (v) to X(v); ω
κ0 is by definition the κ0-eigenspace of
(
pin(v)∗OF×n (v)
)
(which we shall denote by(
pin(v)∗OF×n (v)
)
〈κ0〉) for the action of Z×p . If k is a positive integer, then ω[k] = ω⊗k, for ω the sheaf defined
in Section 2.1.
A family of overconvergent modular forms is then an element of
M(N,A(W(t))) := lim−→
v
H0 (X(v)×W(t), ωκ) ,
ωκ =
(
pin(v)∗(OF×n (v)⊗ˆOW)
)
〈κ〉 .
The construction commutes to base change in the sense that for weights κ0 ∈ W(t)(K) we have
ωκ ⊗κ0 K = ωκ0/K .
The operator Up defined in the previous section is completely continuous on M(N,A(W(t))). Let
Q0(κ, T ) be its Fredholm determinant; it is independent of v and belongs to Zp[[κ]][[T ]] [15, Theorem 4.3.1].
This definition includes the family of overconvergent modular forms a` la Coleman. Let ζ∗(κ) be the p-adic
ζ-function, we pose
E˜(κ) =
ζ∗(κ)
2
+
∑
n
σ∗n(κ)q
n, (2.14)
where σ∗n(κ) =
∑
1≤d|n,(d,p)=1 κ(d)d
−1, and
E(κ) =
2
ζ∗(κ)
E˜(κ).
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It is known that the zeros of E(κ) are far enough from the ordinary locus [17, B1], in particular there exists
v such that E(κ) is invertible on X(v)×W(t). In [17, B4] a family of modular forms F (κ) is defined as an
element of A(W(t))[[q]] such that for all κ ∈ W(t), we have F (κ)E(κ) in H0(X(v) ×W(t),OX(v)×W). The fact
that E(κ) is invertible induces an isomorphism
H0(X(v)×W(t),OX(v)×W) ×E(κ)−→ H0 (X(v)×W(t), ωκ) .
Let us define the following coherent sheaf
Hrκ =ωκ[−r] ⊗ Symr(H1dR);
we define then for all affinoid U ⊂ W(t) the family of nearly overconvergent forms of degree r
N r(N,A(U)) = lim−→
v
H0(X(v)× U ,Hrκ⊗ˆOU ).
We remark that we can choose v small enough such that H0(X(v) × U , ω[−r] ⊗ Symr(H1dR)⊗ˆO(U)) is iso-
morphic via multiplication by E(κ) to H0(X(v)× U ,Hrκ ⊗O(U)). We shall call the elements of the former
space families of nearly overconvergent forms a` la Coleman.
We can define N∞(N,A(U)) as the completion of ∪rN r(N,A(U)) with respect to the Frechet topology. For
the interested reader, let us mention that there exist forms in N∞(N,A(U)) whose polynomial q-expansion
is no longer a polynomial in X but an effective formal series. Indeed, we can trivialize Hrκ/X(v)×W(t) as
⊕ri=0ωκ[−2i] and take a sequence of fr = (fr,0, . . . , fr,r), fr in N r(N,A(U)), such that fr,i = fr+1,i and fr,r
smaller and smaller for the norm induced by X(v).
There is a sheaf-theoretic interpretation of N∞(N,A(U)). Let An(Zp) be the ring of analytic function on
Zp with values in A(U); we can define the vector bundle in Frechet space
H∞κ = T ×B An(Zp).
Remark 2.15. As in the rest of the paper we will work with nearly overconvergent forms of bounded slope,
there is no particular interest in taking r =∞ as we have already mentioned the degree gives a lower bound on
the slopes which can appear. However, we think that the case r =∞ could have some interesting applications,
both geometric or representation-theoretic.
We can see that Up acts completely continuously on N rκ (N,A(W(t))) using [17, Proposition A5.2], as
it is defined via the correspondence Cp. We have on N r(N,A(W(t))) an action of the Hecke algebra
Tr(N,A(W(t))) generated by the Hecke operators Tl, for l coprime with Np, and Ul for l dividing Np. We
will denote by Qr(κ, T ) the Fredholm determinant of Up on N rκ (Γ,A(W(t))). To lighten the notation, we
will write sometimes Qr(T ) for Qr(κ, T ) if there is no possibility of confusion.
Lemma 2.16. For any t ∈ (0,∞) and suitable v (see [46, §5.1]) small enough and t big enough, H0(X(v)×
W(t),Hrκ ⊗ OW) is a direct factor of a potentially orthonormalizable A(W(t))-module (see [10, page 7] for
the definition of potentially orthonormalizable).
Proof. The proof is exactly the same as [46, Corollary 5.2], so we only sketch it. Let
M := H0(X(v)×W(t),Hrκ ⊗OW), A := A(W(t)).
Let us denote by B the function ring of X(v) and by B′ the function ring of (HDn )
×
above X(v). We know
that B′ is an e´tale B-algebra of Galois group (Z/pnZ)×. As M is a direct summand of M ′ = M ⊗B B′, it
will be enough to show that the latter is potentially orthonormalizable. Let (Ui)i=1,...,I → (HDn )
×
be a finite
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cover by open sets such that for all i’s F×n (v) ×X(v) Ui is a disjoint union of pn−1(p − 1) copies of Ui. The
augmented Cˇech complex associated to this cover is then
0→M ′ →M1 → · · ·MI → 0
and it is exact. Let k ≥ 1 be an integer and i be a subset of {1, 2, . . . , I} of cardinality k. By construction
Mk is a sum of modules of the type M
′⊗ˆB′Bi for Bi = ⊗ˆj∈iO(Uj) where the tensor product is taken over
B′. By the choice of Ui, each one of these modules is free of rank r + 1 over A⊗ˆBi. As Bi is potentially
orthonormalizable over Qp we know that A⊗ˆBi is potentially orthonomalizable over A. We can conclude by
[46, Lemma 5.1].
We can thus apply Buzzard’s eigenvariety machinery [10, Construction 5.7]. This means that to the data
(A(W(t)),N r(N,A(W(t))),Tr(N,A(W(t))), Up)
we can associate a rigid-analytic one-dimensional variety Cr(t). Let us denote by Z the zero-locus of Qr(T )
on W(t)×A1An (see [59, §3.4]). The rigid-analytic variety Cr(t) is characterized by the following properties.
• We have a finite map Cr(t)→ Z.
• There is a cover of Z by affinoid Yi such that Xi = Yi×ZW(t) is an open affinoid ofW(t) and Yi → Xi
is finite.
• Above Xi we can write Qr(T ) = Rr(T )Sr(T ) with Rr(T ) a polynomial in T whose constant term is 1
and Sr(T ) power series in T coprime to Rr(T ).
• Let R∗r(T ) = T deg(Rr(T ))Rr(T−1). Above Xi we have a Up-invariant decomposition
N r(N,A(Xi)) = N r(N,A(Xi))∗
⊕
N r(N,A(Xi))′,
such that R∗r(Up) acts on N r(N,A(Xi))
′
invertibly and on N r(N,A(Xi))∗ is 0. Moreover the rank of
N r(N,A(Xi))∗ on A(Xi) is deg(Rr(T )).
• There exists a coherent sheaf ˜N r(N,A(W(t))) above Cr(t).
• To each K-point x of Cr(t) ×Z Yi above κ(x) ∈ W(t) corresponds a system of Hecke eigenvalues for
Trκ(N,K) on N r,†κ(x)(Np,K) such that the Up-eigenvalue is a zero of R∗r(T ) (in particular it is not zero).
• To each K-point x as above, the fiber ˜N r(N,A(W(t)))x is the generalized eigenspace in N r,†κ(x)(Np,K)
for the system of eigenvalues associated to x.
Taking the limit for t which goes to 0, we obtain the eigencurve Cr →W. When r = 0 this is the Coleman-
Mazur eigencurve which we shall denote by C.
For a Banach module M , a completely continuous operator U and α ∈ Q≥0, we define M≤α resp. M>α
as the subspace which contains all the generalized eigenspaces of eigenvalues of U of valuation less or equal
than α resp. strictly bigger than α. Then the above discussion gives us the following proposition which is
essentially all we need in what follows;
Proposition 2.17. For all α ∈ Q>0 we have the a direct sum decomposition
N r(N,A(U)) = N r(N,A(U))≤α
⊕
N r(N,A(U))>α,
where N r(N,A(U))≤α is a finite dimensional, free Banach module over A(U). Moreover the projector to
N r(N,A(U))≤α is given by a formal series in Up which we shall denote by Pr≤α.
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Remark 2.18. As N r(N,A(U))≤α is of finite rank and A(U) is noetherian there exists v such that N r(N,A(U))≤α =
H0(X(v)× U ,Hrκ⊗ˆOU )≤α.
If we want to consider forms with Nebentypus ψ whose p-part is non-trivial, we need to apply the above
construction to an affinoid U of W where ψ is constant. This is because finite-order characters do not define
Tate functions on W.
It is well known that on a finite dimensional vector space over a complete field, all the norms are equivalent.
In particular the overconvergent norm on N r(N,A(U))≤α is equivalent to sup-norm on the coefficients of the
q-expansion. We call it the q-expansion norm; a unit ball for this norm defines a natural integral structure
N r(N,A(U))≤α, which coincides with the one defined in the previous subsection.
We now give a useful lemma.
Lemma 2.19. Let f be a nearly overconvergent form in N r,†k (N) and let f≤α be its projection to N r,†k (N)
≤α
.
If f(q,X) ∈ pnZp[[q]][X], then f≤α(q,X) ∈ pnZp[[q]][X].
Proof. Let f be as in the statement of the lemma, then we have Upf(q,X) ∈ pnZp[[q]][X]. As f≤α = Pr≤αf ,
we conclude.
Let A0(U) be the unit ball in A(U). We have the following proposition which, roughly speaking, guar-
antees us that the limit for the q-expansion norm of nearly overconvergent forms of bounded slope is nearly
overcovergent.
Proposition 2.20. Let F (κ) =
∑r
i=0 Fi(κ)X
i, with Fi(κ) in A0(U)[[q]]. Suppose that for a set {κi} of
Qp-points of U which are dense we have F (κi) ∈ N rκi(N,Qp)
≤α
. Then
F (κ) ∈ N r(N,A(U))≤α.
Proof. It is enough to show that for every κ0 in U , F (κ0) is nearly overconvergent (and the radius of
overconvergence can be chosen independently of κ0 by Remark 2.18).
We follow the proof of [57, Corollary 4.8]. We have for all κ in U the Eisenstein series E(κ). It is know that
E(κ) has no zeros on X(v) for v > 0 small enough.
We will write f ≡ 0 mod pn for f(q,X) ∈ pnA0(U)[[q]][X].
Let κ0 be a L-point of U , and fix a sequence of points κi, i > 0, of U such that κi converges to κ0. In
particular, F (κi) converges to F (κ0) for the q-expansion topology. Let us consider the nearly overconvergent
modular forms G(κi) :=
F (κi)E(κ0)
E(κi)
of weight κ0, we want to show that G(κi)
≤α
converge to F (κ0) in the
q-expansion topology. This will prove that F (κ0) is nearly overconvergent because, as already said, in the
space of nearly overceonvergent forms of slope bounded by α all the norms are equivalent.
If |κi − κ0| < p−n, we have E(κi) ≡ E(κ0) mod pn, hence E(κi)−1 ≡ E(κ0)−1 mod pn; consequently, it is
clear that G(κi) ≡ F (κ) mod pn. We apply Lemma 2.19 to the forms G(κi) − F (κi) to see that G(κi)≤α
is a sequence of overconvergent forms of weight κ0 and bounded slope which converges to F (κ0) for the
q-expansion topology.
Remark 2.21. In [44, §1] the author defines rigid analytic nearly holomorphic modular forms as elements
of A(U)[[q]][X] which on classical points give classical nearly holomorphic forms. It would be interesting
to compare his definition with the one here, especially understanding necessary and sufficient conditions to
detect when a specialization at a non classical weight of a rigid analytic nearly holomorphic modular form is
nearly overconvergent or not.
One application of the above proposition is that it allows us to define a Maaß-Shimura operator of weight
κ as follows. Let us define
log(κ) =
logp(κ(u
r))
logp(u
r)
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for u any topological generator of 1 + pZp and r any integer big enough.
For any open affinoid U of W and κ0 in W(Cp), we define the κ0-translate Uκ0 of U as the composition
U → W with W ×κ0→ W.
Proposition 2.22. We have an operator
δκ : N r(N,A(U))≤α → N r+1(N,A(U [2]))≤α+1∑r
i=0 Fi(κ)X
i 7→ ∑ri=0 ΘFi(κ)Xi + (log(κ)− i)Fi(κ)Xi+1
which is A(U)-linear.
Note that δκ is not A(X(v))-linear.
Proof. It is an application of the fact that for classical Qp-points of U above [k] we have [k + 2](δκ) = δk[k]
and Proposition 2.20.
We point out that there are other possible constructions of the Maaß-Shimura operator on nearly over-
convergent forms which are defined on the whole space N r(N,A(U)) and not only on the part of finite slope.
In [33], the authors construct an overconvergent Gauß-Manin connection
Hrκ → Hr+1κ[2]
using the existence of the canonical splitting of H1dR/X(v) given by E2 (which exists because X(v) is affinoid,
[39, Appendix 1]).
Let r ≥ 0 be an integer, we define
log[r](κ) =
r−1∏
j=0
log(κ[−2r + j]).
Let us denote by K(U) the total fraction field of A(U); we define
N r(N,K(U))≤α =N r(N,A(U))≤α ⊗A(U) K(U).
Proposition 2.23. Let F (κ) in N rκ (N,K(U))≤α, then
F (κ) =
r∑
i=0
δiκ[−2i]Gi(κ)
log[i](κ)
for a unique sequence (Gi(κ)), i = 0, . . . , r, with Gi(κ) in M(N,K(U [−2i])).
Proof. The proposition is clear if r = 0. For r ≥ 1, we proceed by induction; write
F (κ) =
r∑
i=0
Fi(κ)X
i,
we have then εrF (κ) = r!Fr(κ), so Fr(κ) is a family of overconvergent forms.
We pose Gr(κ) := Fr(κ) and we see easily that
F (κ)−
δrκ[−2r]Gr(κ)
log[r](κ)
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has degree r − 1 and by induction there exist Gi(κ) as in the statement.
For uniqueness, suppose
r∑
i=0
δiκ[−2i]Gi(κ)
log[i](κ)
= 0,
by applying εr we obtain Gr(κ) = 0 and uniqueness follows by induction.
We have the following corollaries.
Corollary 2.24. We have an isomorphism of Hecke-modules
r⊕
i=0
δiκ[−2i]M(N,K(U [−2i]))≤α−i ∼= N r(N,K(U))≤α.
and consequently the characteristic series of Up is given by Qr(κ, T ) =
∏r
i=0Q0(κ[−2i], piT ).
Corollary 2.25. We define a projector
H : N r (N,A(U))≤α →M
(
N,A(U)
[
1∏2r
j=0 log(κ[−j])
])≤α
by sending F (κ) to G0(κ). It is called the overconvergent projection.
Proof. We use the same notation of the proof of Proposition 2.23. If F (κ)(X) has q-expansion inA(U)[[q]][X],
we can see by induction on the degree that then the only possible poles ofG0(κ) are the zero of
∏2r
j=0 log(κ[−j]).
It is clear that this projector is a p-adic version of the classical holomorphic projector.
We remark that it is not possible to improve Proposition 2.23 allowing holomorphic coefficients, as shown
by the following example; let us write Ecr2 (z) for the critical p-stabilization E2(z) − E2(pz). We have that
the polynomial q-expansion of Ecr2 (z) is
Ecr2 (q,X) =
p− 1
2p
X +
∑
npm,(n,p)=1
pmσ1(n)q
npm .
Recall the Eisenstein family E˜(κ) defined in (2.14). We have
Ecr2 (q,X) =δκE˜(κ)|κ=1,
as the residue at κ = 1 of ζ∗(κ) is p−1p . The fact that the overconvergent projector has denominators in the
weight variable was already known to Hida [34, Lemma 5.1].
We now give the following proposition.
Proposition 2.26. Let F (κ) be an element of N r(N,A(U)) and suppose that F (κ) is an eigenform for the
whole Hecke algebra and of finite slope for Up. Then F (κ) = δ
r
κG(κ), for G(κ) ∈ M(N, (K(U [−2r]))) a
family of overconvergent eigenforms.
Proof. Let λF (n) be the Hecke eigenvalue of Tn; we have from Proposition 2.23 that
F (κ)(X) =
r∑
i=0
δiκ[−2i]Gi(κ)
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with Gi(κ) overconvergent. Moreover, we know from Proposition 2.3 that Gi(κ) = a0(Gi)
∑∞
i=1 n
−iλF (n)qn.
We have then
Gi(κ) =
a0(Gi)
a0(Gr)
Θr−iGr(κ).
By restriction to the ordinary locus and projecting to ωκ by X 7→ 0 we find:
F (κ)(0) =
(
r∑
i=0
a0(Gi)
a0(Gr)
)
ΘrG0(κ).
This is the same q-expansion of
(∑r
i=0
a0(Gi)
a0(Gr)
)
δrκ[−2r]Gr(κ); hence we can conclude by Proposition 2.9.
For any α <∞ and for i = 0, . . . , r we define a map si : C≤α → Ci≤α+i induced by
δiκ :M(N,A(U))≤α → N i(N,A(U [2i]))
≤α+i
.
The interest of the above proposition lies in the fact that it tells us that Cr minus a finite set of points (such
as Ecr2 ) can be covered by the images of si. The images of these maps are not disjoint; it may indeed happen
that two families of different degrees meet.
Example 1. Let k ≥ 2 be an integer, we have that δk1−k = Θk (see formula 4.5). It is well known that
Θk preserve overconvergence [16, Proposition 4.3]. Let F (κ) be a family of overconvergent forms of finite
slope, then the specialization at κ = [1−k] of the nearly overconvergent family δkκF (κ) is overconvergent and
consequently belongs to an overconvergent family.
From the polynomial q-expansion principle for the degree of near holomorphicity [59, Corollary 3.2.5],
we see that intersections between families of different degrees may happen only when the coefficients of the
higher terms in X of δiκ vanish. It is clear from Formula 4.5 that this can happen only for points [1 − k],
for i ≥ k ≥ 2. Note that these points lie above the poles of the overconvergent projection H. This is not
a coincidence; in fact H(δkκF (κ)) = 0 for all κ ∈ W for which H is defined. If we could extend H over
the whole W, we should have then H
(
δk[1−k]F ([1− k])
)
= 0 but we have just seen that δk[1−k]F ([1 − k]) is
already overconvergent.
3 Half-integral weight modular forms and symmetric square L-
function
In this section we first recall the definition and some examples of half-integral weight modular forms. Then
we use them to give an integral expression of L(s,Sym2(f), ξ). We conclude the section studying the Euler
factor by which L(s,Sym2(f), ξ) and L(s,Sym2(f), ξ) differ.
3.1 Half-integral weight modular forms
We recall the definition of half-integral weight modular forms. We define a holomorphic function on H
θ(z) =
∑
n∈Z
qn
2
, q = e2piiz.
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Note that this theta series has no relations with the operator Θ of the previous section. We hope that this
will cause no confusion.
We define a factor of automorphy
h(γ, z) =
θ(γ(z))
θ(z)
, γ ∈ Γ0(4), z ∈ H.
It satisfies
h(γ, z)
2
= σ−1(d)(c+ zd).
Let k ≥ 0 be an integer and Γ a congruence subgroup of SL2(Z). We define the space of half-integral weight
nearly holomorphic modular forms N r
k+ 12
(Γ,C) as the set of C∞-functions
f : H → C
such that
• f |k+ 12 γ(z) := f(γ(z))h(γ, z)
−1
(c+ zd)
−k
= f(z) for all γ in Γ,
• f has a finite limit at all cusps of Γ,
• there exist holomorphic fi(z) such that
f(z) =
r∑
i=0
fi(z)
1
(4piy)
i
, y = Im(z).
When r = 0, one simply writes Mk+ 12 (Γ,C) for the space of holomorphic forms of weight k +
1
2 .
As Γ is a congruence subgroup, then there exists N such that each fi(z) as above admits a Fourier expansion
of the form
fi(z) =
∞∑
n=0
an(fi)q
n
N .
This allows us to embed N r
k+ 12
(Γ,C) into C[[q]][q 1N , X]. For all C-algebra A containing the N -th roots of
unity, we define
N rk+ 12 (Γ, A) =N
r
k+ 12
(Γ,C) ∩A[[q]][q 1N , X].
For a geometric definition, see [23, Proposition 8.7]. In the following, we will drop the variable z from f .
Let us consider a non trivial Dirichlet character ξ of level N and let β be 0 resp. 1 if ξ is even, resp. odd.
We define
θ(ξ) =
∞∑
n=1
nβξ(n)qn
2 ∈Mβ+ 12 (Γ1(4N
2), ξ,Z[ζN ]).
Another example of half-integral weight forms is given by Eisenstein series; we recall their definition. Let
k > 0 be an integer and χ be a Dirichlet character modulo Dpr (D a positive integer prime to p) such that
χ(−1) = (−1)k−1, we set
E∗k−1/2(z, s;χ)
L(2s+ 2k − 2, χ2) =
∑
γ∈Γ∞\Γ0(Lpr)
χσDprσ−1k−1(γ)h(γ, z)
−2k+1|h(γ, z)|−2s,
Ek−1/2(z,m;χ) = Cm,k
{
(2y)
−m
2 E∗k−1/2(z,−m;χ)
}
|k−1/2τDpr ,
Cm,k = (2pi)
m−2k+1
2 (Dpr)
2k−1−2m
4 Γ
(
2k − 1−m
2
)
,
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where τDpr is the Atkin-Lehner involution for half-integral weight modular forms normalized as in [37, §2 h4]
and σn is the quadratic character corresponding via class field theory to the quadratic extension Q(
√
n)/Q.
If we set Ek−1/2(χ) = Ek−1/2(z, 3 − 2k;χ), then Ek−1/2(χ) is a holomorphic modular form of half-integral
weight k−1/2, level Dpr and nebentypus χ. Let us denote by µ the Mo¨bius function. The Fourier expansion
of Ek−1/2(χ) is given by
LDp(3− 2k, χ2) +
∞∑
n=1
qnLDp (2− k, χχn)
∑
t21t
2
2|n,
(t1t2, Dp) = 1,
t1 > 0, t2 > 0
µ(t1)χ(t1t
2
2)χn(t1)t2(t1t
2
2)
k−2
,
where LDp(s, χ) =
∏
q|Dp(1− χ0(q)q−s)L(s, χ0), for χ0 the primitive character associated to χ .
Let s be an odd integer, 1 ≤ s ≤ k − 1. We have the following key formula, for the compatibility with the
Maaß-Shimura operators as defined in Section 2.1;
δ
s+1
2 −1
k−s+ 12
Ek−s+ 12 (χ) = Ek− 12 (z, 2k − s− 2;χ).
In particular Ek− 12 (z, 2k − s− 2;χ) ∈ N
s+1
2 −1
k− 12
(Γ1(Dp
r), χ,Q).
If g1 resp. g2 denotes a form in N r1k1+ 12 (Γ1(N), ψ1, A) resp. N
r2
k2− 12
(Γ1(N), ψ2, A), then g1g2 belongs to
N r1+r2k1+k2 (Γ1(N), ψ1ψ2σ−1, A).
3.2 An integral formula
In this subsection we use the half-integral weight forms we have defined before to express L(s,Sym2(f), ξ)
as the Petersson product of f with the product of two half-integral weight forms. Let f be a cusp form of
integral weight k and Nebentypus ψ1, g a modular form of half-integral weight l/2 and Nebentypus ψ2. Let
N be the least common multiple of the levels of f and g and suppose k > l/2. We define the Rankin product
of f and g
D(s, f, g) = LN (2s− 2k − l + 3, (ψξ)2)
∑
n
a(n, f)a(n, g)
ns/2
.
The Eisenstein series introduced above allow us to give an integral formulation for this Rankin product [37,
Lemma 4.5].
Lemma 3.1. Let f , g and D(s, f, g) as above. Let f c = f(−z). We have the equality
(4pi)
−s/2
Γ(s/2)D(s, f, g) =
〈
f c, gE∗k−l/2(z, s+ 2− 2k;ψ1ψ2σ−N )y(s/2)+1−k
〉
N
,
= (−i)k
〈
f c|kτN , g|l/2τN
(
E∗k−l/2(z, s+ 2− 2k;ψ1ψ2σ−N )y(s/2)+1−k
)
|k−l/2τN
〉
N
.
Here 〈f, g〉 denotes the complex Petersson product
〈f, g〉 =
∫
X(Γ)
f(z)g(z)yk−2dxdy
and it is defined for any couple (f, g) in N rk (N,C)2 such that at least one between f and g is cuspidal.
If we take for g a theta series θ(ξ) as defined above we have then
D(β + s, f, θ(ξ)) = L(s,Sym2(f), ξ),
for L(s,Sym2(f), ξ) the imprimitive L-function defined in the introduction. The interest of writing L(s,Sym2(f), ξ)
as a Petersson product lies in the fact that such a product, properly normalized, is algebraic. This allowed
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Sturm to show Deligne’s conjecture for the symmetric square [56] and it is at the base of our construction
of p-adic L-function for the symmetric square. We conclude with the following relation which can be easily
deduced from [37, (5.1)] and which is fundamental for the proof of Theorem 1.3.
Lemma 3.2. Let f be an Hecke eigenform of level divisible by p and let ξ be a character defined modulo Cp
of conductor C. Let us denote by ξ′ the primitive character associated to ξ, then
D(s, f, θ(ξ)) = (1− λ2pp1−s)D(s, f, θ(ξ′)).
3.3 The L-function for the symmetric square
Let f be a modular form of weight k and of Nebentypus ψ and pi(f) the automorphic representation of
GL2(A) spanned by f . Let us denoted by λq the associated set of Hecke eigenvalues. In [24], the authors
construct an automorphic representation of GL3(A) denoted pˆi(f) and usually called the base change to GL3
of pi(f). It is standard to associate to pˆi(f) a complex L-function Λ(s, pˆi(f)) which satisfies a nice functional
equation and coincides with L(s,Sym2(f), ψ−1) up to some Euler factors. The problem is that some of these
Euler factors could vanish at critical integers. We recall very briefly the L-factors at primes of bad reduction
of Λ(s, pˆi(f)) in order to determine in Section 5 whether the L-value we interpolate vanishes or not. We
shall also use them in the Appendix A to generalize the results of [20, 37]. For a more detailed exposition,
we refer to [48, §4.2]. Fix an adelic Hecke character ξ˜ of AQ and denote by ξ the corresponding (primitive)
Dirichlet character. For any place v of Q, we pose
Lv(s, pˆi(f), ξ) =
Lv(s, pi(f)v ⊗ ξ˜v × pˇi(f)v)
Lv(s, ξ˜v)
,
whereˇdenotes the contragredient and pi(f)v × pˇi(f)v is a representation of GL2(Qv)×GL2(Qv).
The completed L-function
Λ(s, pˆi(f), ξ) =
∏
v
Lv(s, pˆi(f), ξ)
is holomorphic over C except in a few cases which correspond to CM-forms with complex multiplication by
ξ [24, Theorem 9.3].
Let pi = pi(f) and let q be a place where pi ramifies and let piq be the component at q. By twisting by a
character of Q×q , we may assume that piq has minimal conductor among its twists; this does not change the
L-factor pˆiq. Let ψ
′ be the Nebentypus of the minimal form associated with f .
We distinguish the following four cases:
(i) piq is a principal series pi(η, ν), with both η and ν unramified,
(ii) piq is a principal series pi(η, ν) with η unramified and ν ramified,
(iii) piq is a special representation σ(η, ν) with η, ν unramified and ην
−1 = | |q,
(iv) piq is supercuspidal.
We will partition the set of primes dividing the conductor of f as Σ1, · · · ,Σ4 according to these cases. When
piq is a ramified principal series we have η(q) = λqq
1−k
2 and ν = η−1ψ˜′q, where ψ˜′ is the adelic character
corresponding to ψ′. In case i), if ξ˜q is unramified, the Euler factor Lq(s, pˆi(f), ξ)
−1
is
(1− ξ˜qν−1η(q)q−s)(1− ξ˜q(q)q−s)(1− ξ˜qνη−1(q)q−s)
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and 1 otherwise. In case ii) we have that Lq(s, pˆi(f), ξ)
−1
equals
(1− ξ˜qψ˜′−1q (q)λ2qq1−k−s)(1− ξ˜q(q)q−s)(1− ξ˜qψ˜′q(q)λ−2q qk−1−s)
While in the third case if ξ˜q is unramified we have (1 − ξ˜q(q)q−s−1) and 1 otherwise. The supercuspidal
factors are slightly more complicated and depend on the ramification of ξ˜q. They are classified by [52, Lemma
1.6]; we recall them briefly. Let q be a prime such that piq is supercuspidal. If ξ˜
2
q is unramified, let λ1 and λ2
the two ramified characters such that ξ˜qλi is unramified. We consider the following disjoint subsets of Σ4:
Σ04 =
{
q ∈ Σ4 : ξ˜q is unramified and piq ∼= piq ⊗ ξ˜q
}
,
Σ14 =
{
q ∈ Σ4 : ξ˜2q is unramified and piq ∼= piq ⊗ λi for i = 1, 2
}
,
Σ24 =
{
q ∈ Σ4 : ξ˜2q is unramified and piq 6∼= piq ⊗ λ1 and piq ∼= piq ⊗ λ2
}
,
Σ34 =
{
q ∈ Σ4 : ξ˜2q is unramified and piq 6∼= piq ⊗ λ2 and piq ∼= piq ⊗ λ1
}
.
If q is in Σ4 but not in Σ
i
4, for i = 0, · · · , 3, then Lq(s, pˆi(f), ξ) = 1. If q is in Σ04, then
Lq(s, pˆi(f), ξ)
−1
= 1 + ξ˜q(q)q
−s
and if q is in Σi4, for i = 1, 2, 3 then
Lq(s, pˆi(f), ξ)
−1
=
∏
j s.t.piq∼=piq⊗λj
(1− ξ˜qλj(q)q−s).
We try now to explain briefly these four cases. Suppose q 6= 2: then there exists a quadratic extension F/Qq
and a Galois character µ such that the local Galois representation rq(piq) associated with piq is the induced
from F to Qq of µ. The explicit matrix for Sym2(rq(piq)) can be found in [32, (4)] and involves µ2; these
local L-factors are then compatible with the ones predicted by Deligne [22, §1.1].
If v = ∞, the L-factor depends only on the parity of the character by which we twist. Let κ = 0, 1
according to the parity of ξ∞ψ∞, from [52, Lemma 1.1] we have L∞(s−k+1, pˆi(f), ξψ) = ΓR(s−k+2−κ)ΓC(s)
for the complex and real Γ-functions
ΓR(s) =pi
−s/2Γ(s/2),
ΓC(s) =2(2pi)
−s
Γ(s).
We define
EN (s, f, ξ) =
∏
q|N (1− ξ(q)λ2qq−s)Lq(s− k + 1, pˆi(f), ξψ)
(1− ψ2ξ2(2)22k−2−2s) .
Note that λq = 0 if pi is not minimal at q or if piq is a supercuspidal representation. We multiply then
L(s, f, ξ), the imprimitive L-function, by EN (s, f, ξ) to get
L(s,Sym2(f), ξ) :=L(s− k + 1, pˆi(f)⊗ ξψ)
=L(s, f, ξ)EN (s, f, ξ).
We can now state the functional equation
Λ(s, pˆi(f), ξ) = ε(s, pˆi(f), ξ)Λ(1− s, pˆi(f), ξ−1),
Λ(s,Sym2(f), ξ) = ε(s− k + 1, pˆi(f), ξψ)Λ(2k + 1− s,Sym2(f c), ξ−1),
for ε(s, pˆi(f), ξ) of [20, Theorem 1.3.2].
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4 p-adic measures and p-adic L-functions
The aim of this section is to construct the p-adic L-functions which we have described in the introduction. We
first review the notion of h-admissible distribution and we generalize this notion to distributions with values
in nearly overconvergent forms; we then produce two such distributions. We shall use these distributions to
construct the p-adic L-functions for the symmetric square.
4.1 Admissibility condition
We now give the definition of the admissibility condition for measures with value in the space of nearly
overconvergent modular forms. We will follow the approach of [44, §3]. Let us denote by A a Qp-Banach
algebra, by M a Banach module over A and by ZD the p-adic space (Z/DpZ)× × (1 + pZp). Let h be an
integer, we define Ch(ZD, A) as the space of locally polynomial function on ZD of degree strictly less than
h in the variable zp ∈ 1 + pZp. Let us define Chn(ZD, A) as the space of functions from ZD to A which are
polynomial of degree stricty less than h when restricted to ball of radius pn. It is a compact Banach space
and we have
Ch(ZD, A) = lim−→
n
Chn(ZD, A).
If h ≤ h′, we have an isometric immersion of Chn(ZD, A) into Ch
′
n (ZD, A)
Definition 4.1. Let µ be an M -valued distribution on ZD, i.e. a A-linear continuous map
µ : C1(ZD, A)→M.
We say that µ is an h-admissible measure if µ can be extended to a continuous morphism (which we shall
denote by the same letter) µ : Ch(ZD, A)→M such that for all n positive integer, any a ∈ (Z/DpnZ)× and
h′ = 0, . . . , h− 1 we have ∣∣∣∣∣
∫
a+(Dpn)
(zp − a)h
′
dµ
∣∣∣∣∣ = o(p−n(h′−h)).
Let us denote by 1U the characteristic function of a open set U of ZD, we shall sometimes write
∫
U
dµ
for µ(1U ).
The definition of h-admissible measure for A = OCp is due to Amice and Ve´lu.
There are many different (equivalent) definitions of a h-admissible measure; we refer to [18, §II ] for a detailed
exposition of them.
The following proposition will be very usefull in the following ([18, Proposition II.3.3]);
Proposition 4.2. Let µ be a h-admissible measure, let h˜ ≥ h be a positive integer, then µ satisfies∣∣∣∣∫
a+Dpn
(zp − ap)h
′
dµ
∣∣∣∣ = o(p−n(h′−h˜))
for any n ∈ N, h′ ∈ N and a ∈ (Z/DpnZ)×.
It is known that any h-admissible measure is uniquely determined by the values
∫
ZD
χ(z)ε(zp)zp
h′dµ, for
all integers h′ in [0, . . . , h− 1], all χ in ̂(Z/DpZ)× and all finite-order characters ε of 1 + pZp.
Let us fix now U , an affinoid subset of W. The following proposition about the behavior of Up on
N r(Npn,A(U)) can be proven exactly as [44, Proposition 1.6],
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Proposition 4.3. Let n ≥ 1 be an integer, we have that Unp sends N r(Npn+1,A(U)) into N r(Np,A(U)).
In particular, the map
Pr≤α,p
∞
:
⋃∞
n=0N r(Npn+1,A(U)) →
⋃∞
n=0N r(Npn+1,A(U))
G(κ) 7→ U−np Pr≤αUnp G(κ).
is well-defined and induces an equality N r(Npn+1,A(U))≤α = N r(Np,A(U))≤α
We remark that the trick to use Up to lower the level from Γ0(p
n) to Γ0(p
n−1) was already known to
Shimura and is a fundamental tool in the study of family of p-adic modular forms. We conclude the section
with the following theorem, which is exactly [44, Theorem 3.4] in the nearly overconvergent context. Let U
be an open affinoid of W; we let A = A(U) and M = N r(Γ,A(U)).
Theorem 4.4. Let α be a positive rational number and let µs, s = 0, 1, . . ., be a set of distributions on
C1(ZD,M). Suppose there exists a positive integer h1 such that the following two conditions are satisfied:
µs(a+ (Dp
n)) ∈ N r (Dph1n,A(U)),∣∣∣∣∣Uh1n
s∑
i=0
(
s
i
)
(−ap)s−iµi(a+ (Dpn))
∣∣∣∣∣
p
< Cp−ns.
Let h be such that h > h1α+ 1; then there exists a h-admissible measure µ such that∫
a+(Dpn)
(zp − ap)sdµ = U−h1np Pr≤α(Uh1np µs(a+ (Dpn))).
4.2 Nearly overconvergent measures
In this subsection we will define two measures with values in the space of nearly overconvergent forms. We
begin by studying the behavior of the Maaß-Shimura operator modulo pn. We have from [36, (6.6)] the
following expression;
δsk =
s∑
j=0
(
s
j
)
Γ(k + s)
Γ(k + s− j)Θ
s−jXj , (4.5)
for Θ = q ddq as in Section 2.2. We now give an elementary lemma
Lemma 4.6. We have for all integers s
vp(s) ≤ vp
((
s
j
)
(k + s− 1) · · · (k + s− j)
)
for all 1 ≤ j ≤ s.
Proof. Simply notice that the valuation of (k + s− 1) · · · (k + s− j) is bigger than that of j! and s|(s!/(s−
j)!).
The following two propositions are almost straightforward;
Proposition 4.7. Let k, k′ be two integers, k ≡ k′ mod pn(p − 1) and fk and fk′ two nearly holomorphic
modular forms, algebraic such that fk ≡ fk′ mod pm. Then δkfk ≡ δk′fk′ mod pmin(n,m).
Proof. Direct computation from the formula in Proposition 2.22.
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Proposition 4.8. Let k, k′ be two integers, k ≡ k′ mod pn(p − 1) and fk and fk′ two nearly holomorphic
modular forms, algebraic of same degree such that fk ≡ fk′ mod pn. Let s, s′ be two positive integers,
s′ = s+ s0pn(p− 1). Then (δskfk)|ιp ≡ δs
′
k′fk′ mod p
n.
Proof. Iterating the above proposition we get δskfk ≡ δsk′fk′ mod pn. But s′− s ≡ 0 mod pn, so by the above
lemma and (4.5) we have δs
′−s
k+2sδ
s
kfk ≡ Θs
′−sδsk′fk′ . We conclude as Θ
s′−s ≡ ιp mod pn.
Before constructing the aforementioned measures, we recall the existence of the Kubota-Leopoldt p-adic
L-function.
Proposition 4.9. Let χ be a primitive character modulo Cpr, with C and p coprime and r ≥ 0. Then for
any b ≥ 2 coprime with p, there exists a measure ζχ,b such that for every finite-order character ε of ZD and
any integer m ≥ 1 we have∫
ZD
ε(z)zm−1p dζχ,b(z) = (1− ε′χ′(b)bm)LDp(1−m,χε),
where χ′ denote the prime-to-p part of χ.
To such a measure and to each character ε modulo Npr, we can associate by p-adic Mellin transform a
formal series
G(S, ε, χ, b) =
∫
ZD
ε(z)(1 + S)
zpdζχ,b(z)
in OK [[S]], where K is a finite extension of Qp. We have a natural map from OK [[S]] to A(W) induced by
S 7→ (κ 7→ κ(u)− 1). We shall denote by Lp(κ, ε, χ, b) the image of G(S, ε, χ, b) by this map.
We define an element of A(W)[[q]]
Eκ(ε) =
∞∑
n=1,(n,p)=1
Lp(κ[−2], ε, σn, b)qn
∑
t21t
2
2|n,
(t1t2, Dp) = 1,
t1 > 0, t2 > 0
t−21 t
−3
2 µ(t1)ε(t1t
2
2)σn(t1)κ(t1t
2
2).
If κ = [k], we have then [k](Eκ(ε)) = (1− ε′(b)bk−1)Ek− 12 (εω−k)|ιp, where ιp is the trivial character modulo
p.
We fix two even Dirichlet characters: ξ is primitive modulo Z/CpδZ (δ = 0, 1) and ψ is defined modulo
Z/pNZ. Fix also a positive slope α and an integer D which is a square and divisible by 4, C2 and N .
Let h be an integer, h > 2α + 1. For s = 0, 1, . . . we now define distributions µs on Z×p with value in
N r(D,A(W))≤α. For any finite-order character ε of conductor pn we pose
µs(ε) = Pr
≤αU2n−1p
(
θ(εξωs)|
[
D
4C2
]
δ
s−βs
2
κ[−s− 12 ]
Eκ[−s](ψξεσ−1)
)
with βs = 0, 1 such that s ≡ βs mod 2. The projector Pr≤α is a priori defined only on N r(D,A(U)) but,
thanks to Proposition 2.17, it makes perfect sense to apply it to a formal polynomial q-expansion as it is a
formal power series in Up and we know how Up acts on a polynomial q-expansion.
Define t0 ∈ Q to be the smaller rational such that zlog(κ)p converges for all zp in 1 + pZp and κ in W(t0).
Proposition 4.10. The distributions µs defined above define an h-admissible measure µ with values in
N r(D,A(W(t0)×W))≤α.
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Proof. We have to check that the two conditions of Theorem 4.4 are verified. The calculations are similar
to the one of [20, Theorem 2.7.6, 2.7.7] or, more precisely, to the one made by [25, §3.5.6] and [19, §4.6.8]
which study in detail the growth condition. We have the discrete Fourier expansion
1ap+pnZp(x) =
1
pn−1
∑
ε
ε(a−1p x).
By integration, together with the fact that each µs(ε) belongs to N r(Dp2r,A(U)), we obtain i).
For the estimate ii), we have to show that for all n ≥ 0, 0 ≤ s ≤ h− 1∣∣∣∣∣U2np
s∑
i=0
(
s
i
)
(−ap)s−iµi(a+ (Lpn))
∣∣∣∣∣
p
< Cp−ns
where the norm | |p is the q-expansion norm defined in Section 2.3. Let us write
s∑
i=0
(
s
i
)
(−ap)s−iµi(a+ (Lpn)) =
s∑
j=0
∞∑
n=0
bjn(κ)X
jqn.
Hence what we have to do is to bound the norm of bjn = b
j
n(κ) on W(t0). Using (4.5), for βi = 0, 1,
βi ≡ i mod 2, we expand
µi(a+ (Lp
n)) = θ(a+ (Lpn))×
×
i−βi
2∑
j=0
( i−βi
2
j
)
log(κ[− i+ 1 + βi
2
− 1]) · · · log(κ[− i+ 1 + βi
2
− j])Θ i−βi2 −jEκ[−i](a+ (Lpn))Xj .
Note that Eκ =
∑
n ν
′
nq
n, where ν′n are measures. Hence we have
bjn =
s∑
i=0
(
s
i
)
(−ap)s−ia(i, n)
( i−βi
2
j
)
log(κ[− i+ 1 + βi
2
− 1]) · · · log(κ[− i+ 1 + βi
2
− j]),
where a(i, n) =
∫
zipdνn, for νn a measure, namely a linear combination of Kubota-Leopoldt p-adic L-
functions and Dirac deltas. For β = 0, 1 and for j ≥ 1 we shall write:
Djκ,β =
(
zlog(κ
2)−2−β
p
∂
∂zp
· · · z−1p
∂
∂zp
· z−1p
∂
∂zp
z1+β+2j−2 log(κ)p
)
,
where we have applied ∂∂zp j-times and multiplied j− 1 times by z−1p . We note that we have for any positive
integer i:
Djκ,β(z
i
p) = log(κ
−2[i+ 1 + β + 2]) · · · log(κ−2[i+ 1 + β + 2j])zip.
Similarly,
Djκ,β =
(
z2j+β−1p
∂
∂zp
· · · z−1p
∂
∂zp
· z−1p
∂
∂zp
z−βp
)
,
Djκ,β(z
i
p) = (i− β)(i− β − 2) · · · (i− β − 2j + 2)zip.
Summing up
s∑
i=0
(
s
i
)
(−ap)s−i
( i−β
2
j
)
log(κ[− i+ 1 + β
2
− 1]) · · · log(κ[− i+ 1 + β
2
− j])zip =
=
22j
j!
(−1)−jDjκ,βDjκ,β ((zp − ap)s) .
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We have that | ∂∂zp (zp − ap)
s
1a+(Lpn)|p = p−n(s−1). The p-adic logarithm log(κ) is not bounded on W but
the maximum modulus principle [8, §3.8.1, Proposition 7] ensures us that there exists Ct0 ∈ R such that
| log(κ)|W(t0) < Ct0 . As νn is a measure, we have∣∣∣∣∣
∫
a+(Dpn)
Djκ,βD
j
κ,β ((zp − ap)s) dνn
∣∣∣∣∣
p
= o(p−n(s−2j)).
As we have
s∑
i=0,i≡0 mod 2
(
s
i
)
(−ap)s−izip =
1
2
((zp − ap)s + (−zp − ap)s),
s∑
i=0,i≡1 mod 2
(
s
i
)
(−ap)s−izip =
1
2
((zp − ap)s − (−zp − ap)s),
we deduce the same estimate on |bjn|p because
j!
22j
(−1)−jbjn =
∫
a+(Dpn)
Djκ,0D
j
κ,0
(
1
2
((zp − ap)s + (−zp − ap)s)
)
dνn+
+
∫
a+(Dpn)
Djκ,1D
j
κ,1
(
1
2
((zp − ap)s − (−zp − ap)s)
)
dνn.
Recall that U2np X
j = p2njXj . Then for all s ≥ 0, n ≥ 0 we have the growth condition of Proposition 4.4.
This assures us that these distributions define a unique h-admissible measure µ with values in A(W(t0) ×
W(t))[[q]]. We can see using Proposition 4.8 that µs(ε) satisfies the hypothesis of Proposition 2.20 and hence
µs(ε) belongs to N r(L,A(W(t0)))≤α. The Mellin transform
κ′ 7→
∫
1+pZp
κ′(u)zdµ(z)
gives us the desired two variables family.
Note that if α = 0, we do not need to introduce the differential operators Djκ,β and D
j
κ,β and the above
families are defined over the whole W ×W (see also the construction in [59, §4.3]).
We define then an improved one variable family θ.E(κ) = θ.E(b, ξ′, ψ′). We call this measure improved
because it will allow us to construct a one-variable p-adic L-function which does not present a trivial zero.
Fix a weight k0 and, to define θ.E(κ), suppose that ξ = ξ
′ω2−k0 , with ξ′ a character of conductor C such
that ξ′(−1) = (−1)k0 . We define
Pr≤α
(
θ(ξ′)|
[
D
4C2
]
δ
k0−β
2 −1
κ[−k0− 32 ]
E˜[κ](σ−1ψ′ξ′)
)
,
where
E˜[κ](χ′) = (1− χ′(b)κ(b)b−k0+1)Lp(κ2[−4− 2k0], χ′2,1, b)+
(1− (χ′)2(b)κ(b2)b−2k0−4)
∞∑
n=1
Lp(κ[−k0], χ, σn, b)qn
×
∑
t21t
2
2|n,
(t1t2, Dp) = 1,
t1 > 0, t2 > 0
t−21 t
−3
2 µ(t1)χ(t1t
2
2)σn(t1)κ(t1t
2
2).
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Let F (κ) be a family of overconvergent eigenforms with coefficients in U . We define a linear form lF on
M(N,K(U))≤α as in [44, Proposition 6.7]. Note that the evaluation formula holds also for weights which
are, in Panchishkin’s notation, critical, i.e. when α = (k0 − 2)/2, because at such point C is e´tale above W.
In [44] this case is excluded because a trivial zero appears in his interpolation formula. Such a trivial zero
is studied in [55], where Conjecture 1.1 for ρf (k0/2) is proven.
We can define linear forms for nearly overconvergent families, in a way similar to [59, §4.2] but without the
restriction N = 1. For this, let Tr(N,K(U))(Np) be the sub-algebra of EndK(U)(N r(N,K(U))≤α) generated
by the Hecke operators outside Np. It is a commutative and semisimple algebra; hence we can diagonalize
N r(N,K(U))≤α for the action of this Hecke algebra. Let F be an eigenform for Tr(N,K(U))(Np), we have
a linear form lrF corresponding to the projection of an element of N r(N,K(U))≤α to the K(U)-line spanned
by F .
We say that a family F (κ) is primitive if it is a family of eigenforms and all its specializations at non critical
weights are the Maaß-Shimura derivative of a primitive form. This implies that the system of eigenvalues
for Tr(N,K(U))(Np) corresponding to F (κ) appears with multiplicity one in N r(N,K(U))≤α. We can see lrF
as a p-adic analogue of the normalized Petersson product; more precisely we have the following proposition.
We recall that τN is the Atkin-Lehner involution of level N normalized as in [37, h4]. When the level will
be clear from the context, we shall simply write τ .
Proposition 4.11. Let F (κ) be an overconvergent family of primitive eigenform of finite slope α, degree r
and conductor N . Let k be a classical non critical weight, then for all G(κ) in N r(N,K(U))≤α we have
lrF (G(k)) =
〈F (k)c|τ,G(k)〉
〈F (k)c|τ, F (k)〉 .
Proof. Let f be an element of N rk (N,C), the linear form
g 7→ 〈f
c|τ, g〉
〈f c|τ, f〉
is Hecke equivariant and takes the value 1 on f . It is the unique one with these two properties.
For any pairs of forms g1 and g2 of weights k − 2r1 and k − 2r2, r1 6= r2, using Proposition 2.2 and Lemma
2.3, we see that δr1k−2r1g1 and δ
r2
k−2r2g2 are automatically orthogonal for the Petersson product normalized
as above.
Then, as k > 2r, we have for any f in N rk (N,C) a linear form
g 7→ 〈f
c|τ, g〉
〈f c|τ, f〉
which is Hecke equivariant and takes the value 1 on f . Moreover if f is defined over Q then both linear
forms are defined over Q.
Let lrF (k) be the specialization of l
r
F at weight k. As we have l
r
F (k)(F (k)) = 1, we deduce that l
r
F (k) must
coincide, after extending scalars if necessary, with the previous one and we are done.
In particular, we deduce from the above proof the p-adic analogue of the theorem which say that holo-
morphic forms are orthogonal to Maaß-Shimura derivatives.
We have the following lemma
Lemma 4.12. Let H be the overconvergent projector of Corollary 2.25 and F (κ) a family of overconvergent
primitive eigenforms, then
lF ◦H = lrF .
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Proof. Let us write G(κ) =
∑r
i=0 δ
i
κ[−2i]Gi(κ). The above proposition tells us l
r
F (G(κ)) = l
r
F (G0(κ)). By
definition, lrF = lF when restricted to M(N,K(U))≤α and we are done.
We remark that lF is defined over K(U) but not over A(U).
The linear forms lF defines a splitting of K(U)-algebras
Tr(N,A(W(t)))≤α ⊗K(U) = K(U)× C
and consequently an idempotent 1F ∈ Tr(N,A(W(t)))≤α ⊗K(U). It is possible to find an element HF (κ) ∈
A◦(U) such that HF (κ)1F belongs to Tr(N,A(W(t)))≤α. Then we can say that lF is not holomorphic in the
sense that it is not defined for certain κ in U . We hope that the above lemma helps the reader to understand
why the overconvergent projectors cannot be defined for all weights.
Remark 4.13. We will see in Section 6 some possible relations between the poles of lF and another p-adic
L-function for the symmetric square.
4.3 The two p-adic L-functions
We shall now construct the two-variable p-adic L-function Lp(κ, κ
′) of Theorem 1.2 and, in the case where
ξ = ξ′ω2−k0 , with ξ′ a character of conductor C such that ξ′(−1) = (−1)k0 , an improved p-adic L-function
L∗p(κ). We call this p-adic L-function, in the terminology of Greenberg-Stevens, improved because it has no
trivial zero and at κ0 is a non zero multiple of the value L(k0 − 1,Sym2(F (κ)), ξ′−1).
These two p-adic L-functions are related by the key Corollary 4.15. Allowing a cyclotomic variable forces
us to use theta series of level divisible by p even when the conductor of the character is not divisible by
p; Lemma 3.2 tells us that the trivial zero for f as in Theorem 1.3 comes precisely from this fact. The
construction of the one-variable p-adic L-function is done in the spirit of [31], using the measure θ.E(κ)
which is not a convolution of two measures but a product of a measure by a constant theta series whose level
is not divisible by p. We warn the reader that the proof of Theorem 4.14 below is very technical and is not
necessary for the following.
Before constructing the p-adic L-functions, we introduce the generalization to nearly overconvergent forms
of the twisted trace operator defined in [36, §1 VI]. It will allow us to simplify certain calculations we will
perform later.
Fix two prime-to-p integers D and N , with N |D. We define for classical k, r
TD/N,k : N rk (Dp,A) → N rk (Dp,A)
f 7→ (D/N)k/2∑[γ]∈Γ(N)/Γ(N,D/N) f |k ( 1 00 D/N
)
|kγ .
As D is prime to p, it is clear that TD/N,k commutes with Up. It extends uniquely to a linear map
TD/N : N∞(Dp,A(U)) → N∞(Np,A(U))
which in weight k specializes to TD/N,k. In particular, it preserves the slope decomposition.
Let us fix a p-stabilized eigenform f of weight k as in the introduction such that k − 1 > vp(λp). Let CF be
a neighbourhood of f in C contained in a unique irreducible component of C. It corresponds by duality to a
family of overconvergent modular forms F (κ). We have that the slope of Up on CF is constant; let us denote
by α this slope. We shall denote by λp(κ) the eigenvalue of Up on CF .
Let u be a generator of 1 + pZp such that u = bω−1(b), where b is the positive integer we have chosen in
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Proposition 4.9. Let us define
∆(κ, κ′) =
(
1− ψ′ξ′(b) κ(u)
bκ′(u)
)
,
∆0(κ) =(1− ξ′ψ′(b)b−k0+1κ(u))(1− ξ′ψ′(b)b−2k0−4κ(u)2).
The two p-adic L-functions that we define are
Lp(κ, κ
′) =D−1∆(κ, κ′)−1lF (TD/Nθ ∗ E(κ, κ′)) ∈ K(CF ×W),
L∗p(κ) =D
−1∆0(κ)
−1
lF (TD/Nθ.E(κ)) ∈ K(CF ).
We say that a point (κ, κ′) of A(CF ×W) is classical if κ is a non-critical weight and κ′(z) = ε(〈z〉)zs, for
ε a finite-order character of 1 + pZp and s an integer such that 1 ≤ s + 1 ≤ k − 1. This ensures that s + 1
is a critical integer a` la Deligne for Sym2(f) ⊗ ω−s. We define certain numbers which will appear in the
following interpolation formulae. Suppose that (κ, κ′) is classical in the above sense and let n be such that ε
factors through 1 + pnZp. Let n0 = n resp. n = 0 if ε is not trivial resp. is trivial. For a Dirichlet character
η, we denote by η0 the associated primitive character. Let us pose
E1(κ, κ
′) =λp(κ)−2n0(1− (ξεωs)0(p)λp(κ)−2ps);
if F (κ) is primitive at p we define E2(κ, κ
′) = 1, otherwise
E2(κ, κ
′) =(1− (ξ−1ε−1ω−sψ)0(p)pk−2−s)×
(1− (ξ−1ε−1ω−sψ2)0(p)λp(κ)−2p2k−3−s).
We shall denote by F ◦(κ) the primitive form associated to F (κ). We shall write W ′(F (κ)) for the prime-to-p
part of the root number of F ◦(κ). If F (κ) is not primitive at p we pose
S(F (κ)) = (−1)k
(
1− ψ0(p)p
k−1
λp(κ)2
)(
1− ψ0(p)p
k−2
λp(κ)2
)
,
and S(F (κ)) = (−1)k otherwise. Let D be a positive integer divisible by 4C2 and N , we shall write
D = 4C2D′. Let β = 0, 1 such that s ≡ β mod 2, we pose
Cκ,κ′ = s!G(ξεω
s)C(ξεωs)sN−k/2D′
s−β
2 2−2s−k−
1
2 ,
Cκ = Cκ,[k0−2],
where C(χ) denotes the conductor of χ.
Theorem 4.14. i) The function Lp(κ, κ
′) is defined on CF ×W, it is meromorphic in the first variable
and of logarithmic growth h = [2α]+2 in the second variable (i.e., as function of s, Lp(κ, [s])/
∏h
i=0 logp(u
s−i−
1) is holomorphic on the open unit ball). For all classical points (κ, κ′), we have the following interpo-
lation formula
Lp(κ, κ
′) = Cκ,κ′E1(κ, κ′)E2(κ, κ′)
L(s+ 1,Sym2(F (κ)), ξ−1ε−1ω−s)
pis+1S(F (κ))W ′(F (κ)) 〈F ◦(κ), F ◦(κ)〉 .
ii) The function L∗p(κ) is meromorphic on CF . For k ≥ k0−1, we have the following interpolation formula
L∗p(κ) = CκE2(κ, [k0 − 2])
L(k0 − 1,Sym2(F (κ)), ξ′−1)
pik0−1S(F (κ))W ′(F (κ)) 〈F ◦(κ), F ◦(κ)〉 .
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If α = 0, using the direct estimate in [20, Theorem 2.7.6], we see that we can take h = 1 and the first
part of this theorem is [37, Theorem].
The poles on CF of these two functions come from the poles of the overconvergent projection and of lF ; if
(κ, κ′) corresponds to a couple of points which are classical, then locally around this point no poles appear.
Let us fix a point κ of CF above [k] and let f be the corresponding form. If k > 2α+ 2 then, by specializing
at κ the first variable, we recover the one variable p-adic L-function of the symmetric square of f constructed
in [20] (up to some Euler factors). If instead k ≤ 2α + 2, the method of [20] cannot give a well-defined one
variable p-adic L-function because, as we said in the introduction, the Mellin transform of an h-admissible
measure µ is well-defined only if the first h + 1 moments are specified. But in this situation the number of
critical integers is k−1 and consequently we do not have enough moments. What we have to do is to choose
the extra moments
∫
ε(u)usdµ for all ε finite-order character of 1 + pZp and s = k − 1, . . . , h. We proceed
as in [47]; the two-variable p-adic L-function Lp(κ, κ
′) is well defined for all (κ, κ′), so we decide that
Lp(s,Sym
2(f), ξ) := Lp(κ, [s]).
This amounts to say that the extra moments for µ are∫
ε(u)usdµ = Lp(κ, ε(〈z〉)zs).
To justify such a choice, we remark that if a classical point κ′′ of CF is sufficiently close to κ, then κ′′ is above
[k′′] with k′′ > h+ 1. In this case Lp(κ′′, ε(〈z〉)zs) interpolates the special values L(s,Sym2(f ′′)⊗ ξ) which
are critical a` la Deligne. We are then choosing the extra moments by p-adic intepolation along the weight
variable. Fix f as in Theorem 1.3 and let κ0 in U such that F (κ0) = f . We have the following important
corollary
Corollary 4.15. We have the following factorization of locally analytic functions around κ0 in CF :
Lp(κ, [k0 − 1]) = (1− ξ′(p)λp(κ)−2pk0−2)L∗p(κ).
We recall that this corollary is the key for the proof of Theorem 1.3.
The rest of the section will be devoted to the proof of Theorem 4.14
Proof of Theorem 4.14. Let (κ, κ′) be a classical point as in the statement of the theorem. In particular
κ(u) = uk and κ′(u) = ε(u)us, with 0 ≤ s ≤ k − 2.
We point out that all the calculations we need have already been performed in [44, 37].
If ε is not trivial at p, we shall write pn for the conductor of ε. If ε is trivial, then we let n = 1. Let β = 0, 1,
β ≡ s mod 2.
We have
Lp(κ, κ
′) =D−1
〈
F (κ)c|τNp, TD/N,kU−2n+1p Pr≤αU2n−1p g
〉
〈F (κ)c|τ, F (κ)〉 ,
g =θ(εξωs)|[D/4C2]Ek− 2β+12 (2k − s− β − 3, ξψσ−1ω
−sε)|ιp.
We have as in [44, (7.11)]〈
F (k)c|τNp, U−2n+1p Pr≤αU2n−1p g
〉
= λp(κ)
1−2np(2n−1)(k−1)
〈
F (κ)c|τNp|[p2n−1], g
〉
,
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where f |[p2n−1](z) = f(p2n−1z). We recall the well-known formulae [36, page 79]〈
f |[p2n], TD/N,kg
〉
=(D/N)
k 〈
f |[(p2nD)/N ], g〉 ,
τNp|[(p2n−1D)/N ] =
(
p2n−1D
N
)−k/2
τDp2n ,
〈F (κ)c|τNp, F (κ)〉
〈F (κ)◦, F (κ)◦〉 =(−1)
kW ′(F (κ))p(2−k)/2λp(κ)×(
1− ψ(p)p
k−1
λp(κ)2
)(
1− ψ(p)p
k−2
λp(κ)2
)
.
Combining these with Lemma 3.1, we have
Lp(κ, κ
′) =D−1ik2
s+1+β
2 +1−k(4pi)−
s+1+β
2 (2pi)
− s+2−β2 Γ
(
s+ 1 + β
2
)
Γ
(
s+ 2− β
2
)
×
λp(κ)
1−2np(2n−1)(
k
2−1)(D/N)k/2(Dp2n)
2s−2k+5
4 ×
D(β + s+ 1, f, θ(ξωsε)|[D/(4C2)]|τDp2n)
〈F (κ)c|τ, F (κ)〉 .
Let η = ξωsε. We recall from the transformation formula for theta series (see [37, (5.1 c)])
θ(η)|τ4C2p2n =

(−i)β(Cpn)−1/2G(η)θ(η−1) if η primitive mod p
−(−i)β(Cp)−1/2G(η)η0(p)×
×(θ(η−10 )− pβ+1η−10 (p)θ(η−10 )|[p2])
if not.
We have the following relations for weight 2β+12 :
τDpn = τD[p
n]pn
2β+1
4 , [D′] | 2β+1
2
τD = τ4C2(D
′)−
2β+1
4 ;
when η is trivial modulo p we obtain
D(β + s, f, θ(η)|τ4C2p2n) =− (−i)β(Cp)−1/2(1− λp(κ)2p1−sη−10 (p))×
×G(η)η0(p)D(β + s, f, θ(η−10 )).
We recall the well-known duplication formula
Γ(z)Γ
(
z +
1
2
)
= 21−2zpi1/2Γ(2z).
Summing up, we let δ = 0 resp. δ = 1 if η0 has conductor divisible resp. not divisible by p. We obtain
Lp(κ, κ
′) =D
2s−2β
4 N−k/2Cβ2−s−
1
2−k21−s−1×
× (−1)δpsnλp(κ)−2n(1− λp(κ)2p−sη−10 (p))η0(p)×
× E2(κ, κ′) L(s+ 1,Sym
2(F (κ)), ξ−1ε−1ω−s)
pis+1S(F (κ))W ′(F (κ)) 〈F ◦(κ), F ◦(κ)〉 .
We now evaluate the second p-adic L-function; we have
L∗p(κ) =
〈
F (κ)c|τNp, TD/N,kPr≤αg
〉
〈F (κ)c|τ, F (κ)〉 ,
g =θ(ξ′)|
[
D
4C2
]
δ
k0−β
2 −1
k−k0− 32
Ek−k0−1(σ−1ψ
′ξ′).
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The relation
θ(ξ′)|
[
D
4C2
]
|τDp =
(
4C2
D
) 2β+1
4
θ(ξ′)|τ4C2 [p]p
2β+1
4 .
gives us
D
(
β + k0 − 1, f, θ(ξ′)|
[
D
4C2
]
|τDp
)
=p
2β+1
4 λp(κ)p
− k0−12
(
4C2
D
) 2β+1
4
(−i)β
× C−1/2G(η)D(β + k0 − 1, f, θ(ξ′−1)).
We now give a proposition on the behavior of Lp(κ, κ
′) along ∆(κ, κ′). We say that F (κ) has complex
multiplication by a quadratic imaginary field K if F (κ)|Tl = 0 for almost all l inert in K. In particular, if
F (κ) has complex multiplication it is ordinary; indeed, all the non critical specializations are classical CM
forms and a finite slope CM form of weight k can only have slope 0, (k− 1)/2 or k− 1. As we supposed that
the slope of F (κ) is fixed, then it must be zero. We can prove exactly as [37, Proposition 5.2] the following
proposition
Proposition 4.16. Unless ψξω−1 is quadratic imaginary and F (κ) has complex multiplication by the field
corresponding to ψξω−1, H(κ)Lp(κ, κ′) is holomorphic at all points (κ, κ′) on the closed ∆(κ, κ′) = 0, except
possibly for a finite number of points of type ([k], [k − 1]) corresponding to CM forms.
Suppose that the family F (κ) specializes to a critical CM form. It is known that it is in the image of the
operator Θk−1 and therefore should correspond to a zero of HF (κ). Moreover such a point on CF is ramified
above the weight space [4, Proposition 1].
5 The proof of Benois’ conjecture
In this section we shall prove a more general version of Theorem 1.3. Once one knows Corollary 4.15, what
he is left to do is to reproduce mutatis mutandis the method of Greenberg-Stevens. We remark that we have
a shift s 7→ s− 1 between the p-adic L-function of the previous section and the one of the introduction.
From the interpolation formula given in Theorem 4.14, we see that we have a trivial zero when s = k0 − 2
and (ω2−k0ξ)0(p) = 1. Let us denote by L(f) the L-invariant of Sym2(f) ⊗ ξ(k0 − 1) as defined in [6]. We
have the following theorem
Theorem 5.1. Fix f in Mk0(Np,ψ) and suppose that f is Steinberg at p. Let ξ = ξ′ωk0−2 be a character
such that ξ(−1) = (−1)k0 and ξ′(p) = 1. Then
lim
s→k0−1
Lp(s,Sym
2(f), ξ)
s− k0 + 1 = L(f)
L(k0 − 1,Sym2(f), ξ−1)
pik0−1W ′(f)S(f)Ω(f)
.
We shall leave the proof of this theorem for the end of the section. We now give the proof of the main
theorem of the paper.
Proof of Theorem 1.3. We let ξ′ = 1. Assuming Theorem 5.1, what we are left to show is that L(s,Sym2(f))
coincides with the completed L-function L(s,Sym2(f)).
As we said in Section 3.3, the two L-functions differ only for some Euler factors at primes dividing 2N .
As 2 | N , we have (1− ψ2(2)) = 1 as ψ(2) = 0.
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We have seen in Section 3.3 that when pi(f)q is a Steinberg representation, the Euler factors at q of
L(s,Sym2(f)) and L(s,Sym2(f)) are the same.
As the form f has trivial Nebentypus and squarefree conductor, we have that pi(f)q is Steinberg for all q | N
and we are done.
More precisely, we have that Theorem 5.1 implies Conjecture 1.1 any time that the factor EN (k − 1, f, ξ)−1
is not zero, for the same reasoning as above. This is true if, for example, the character ξ is very ramified
modulo 2N .
If we choose ξ = ψ−1, we are then considering the L-function for the representation Ad(ρf ). In this case the
conditions for EN (k − 1, f, ξ)−1 to be non-zero are quite restrictive. For example 2 must divide the level of
f . If moreover we have that the weight is odd, then there exist at least a prime q for which, in the notation
of Section 3.3, piq is a ramified principal series. From the explicit description of the Euler factors at q given
in Section 3.3, we see that Lq(0, pˆi(f))
−1
is always zero.
The L-invariant for the adjoint representation has been calculated in the ordinary case in [38]. This
approach has been generalized to calculate Benois’ L-invariant in [5, 42]. These results can be subsumed as
follows
Theorem 5.2. Let F (κ) be a family of overconvergent eigenforms such that F (κ0) = f and let λp(κ) be its
Up eigenvalue. We have
L(f) =− 2d log λp(κ)
dκ
|κ=κ0 .
We remark that it is very hard to determine whether L(f) is not zero, even though the above theorem
tells us that this is always true except for a finite number of points.
If we suppose k0 = 2, we are considering an ordinary form and in this case ρf |Qp is an extension of Qp
by Qp(1). The L-invariant can be described via Kummer theory. Let us denote by qf the universal norm
associated to the extension ρf |Qp ; we have then L(f) = logp(qf )ordp(qf ) . Let Af be the abelian variety associated to
f , in [28, §3] the two authors give a description of qf in term of the p-adic uniformization of Af . When Af
is an elliptic curve, then qf is Tate’s uniformizer and a theorem of transcendental number theory [2] tells us
that logp(qf ) 6= 0.
Proof of Theorem 5.1. Let κ0 be the point on C corresponding to f . As the weight of f is not critical, we
have that w : C → W is e´tale at κ0. We have w(κ0) = [k0]. Let us write t0 = (z 7→ ω−k0(z)zk0); t0 is a
local uniformizer in OW,[k0−1]. As the map w is e´tale at κ0, t0 is a local uniformizer for OC,κ0 . Let us write
A = OC,κ0/(T 20 ), for T0 = κ − t0. We have an isomorphism between the tangent spaces; this induces an
isomorphism on derivations
DerK(OW,[k0−1],Cp) ∼= DerK(OC,κ0 ,Cp).
The isomorphism is made explict by fixing a common basis ∂∂T0 .
We take the local parameter at [k0 − 2] in W to be t1 = (z 7→ ω−k0+2(z)zk0−2).
Let ξ be as in the hypothesis of the theorem and let Lp(κ, κ
′) be the p-adic L-function constructed in Theorem
4.14. We can see, locally at (κ0, [k0−2]), the two variables p-adic L-function Lp(κ, κ′) as a function Lp(t0, t1)
of the two local parameters (t0, t1). Let us define t0(k) = (z 7→ ω−k0(z)zk) resp. t1(s) = (z 7→ ω−k0+2(z)zs)
for k resp. s p-adically close to k0 resp. k0 − 2. Consequently, we pose Lp(k, s) = Lp(t0(k), t1(s)); this is a
locally analytic function around (k0, k0 − 2).
We have ∂∂k = logp(u)
∂
∂ log T0
. The interpolation formula of Theorem 4.14 i) tells us that locally L(k, k−2) ≡
0. We derive this identity with respect to k to obtain
∂L(k, s)
∂s
∣∣∣∣
s=k0−1,k=k0
= − ∂L(k, s)
∂k
∣∣∣∣
s=k0−1,k=k0
.
36
Using Corollary 4.15 and Theorem 5.2 we see that
Lp(k, k0 − 1) = L(f)L∗p(k0) +O((k − k0)2)
and we can conclude thanks to the second interpolation formula of Theorem 4.14.
6 Relation with other symmetric square p-adic L-functions
As we have already said, the p-adic L-function of the previous section Lp(κ, κ
′) has some poles on CF
coming from the “denominator” HF (κ) of l
r
F . In this section we will see how we can modify it to obtain a
holomorphic function using a one-variable p-adic L-function for the symmetric square constructed by Kim
and, more recently, Bella¨ıche. The modification we will perform to Lp(κ, κ
′) will also change the interpolation
formula of Theorem 4.14, changing the automorphic period (the Petersson norm of f) with a motivic one. We
shall explain in the end of the section why, in the ordinary case, this change is important for the Greenberg-
Iwasawa-Coates-Schmidt Main Conjecture [58, Conjecture 1.3.4].
We want to point out that all we will say in this section is conditional on Kim’s thesis [41] which has not
been published yet.
In the ordinary setting, the overconvergent projector and the ordinary projector coincide and it is known
in many cases, thanks to Hida [35, Theorem 0.1], that HF (κ) interpolates, up to a p-adic unit, the special
value
(k − 1)!W ′(F (κ))E∗3 (κ)
L(k, Sym2(F (κ)), ψ−1)
pik+1Ω+Ω−
,
where W ′(F (κ)) is the root number of F ◦(κ) and E∗3 (κ) = 1 if F (κ) is primitive at p and(
1− ψ(p)p
k−1
λp(κ)2
)(
1− ψ(p)p
k−2
λp(κ)2
)
otherwise (note that, up to a sign, it coincides with S(F (κ))). Here Ω+ = Ω+(F (κ)) and Ω− = Ω−(F (κ))
are two complex periods defined via the Eichler-Shimura isomorphism.
Kim in his thesis [41] and recently Bella¨ıche generalize Hida’s construction to obtain a one variable p-adic
L-function for the symmetric square. The aim of this section is to confront the p-adic L-function of section
4.3 with theirs.
Kim’s idea is very beautiful and at the same time quite simple; we will sketch it now. Its construction relies
on two key ingredients; the first one is the formula, due to Shimura,
〈f◦, f◦〉 = (k − 1)!LN (k,Sym
2(f), ψ−1)
N222k0pik0+1
. (6.1)
The second one is the sheaf over the eigencurve C of distribution-valued modular symbol, sometimes called
the overconvergent modular symbol, constructed by Stevens [47, 3]. It is a sheaf interpolating the sheaves
Symk−2(Z2p) appearing in the classical Eichler-Shimura isomorphism. When modular forms are seen as
sections on this sheaf, the Petersson product is induced by the natural pairing on Symk−2(Z2p). Kim’s idea is
to interpolate these pairings when k varies in the weight space to construct a pairing on the space of locally
analytic functions on Zp. This will induce a (non-perfect) pairing 〈 , 〉κ on the sheaf of overconvergent
modular symbol. For a family F (κ) we can define two modular symbols Φ±(F (κ)). Kim defines
LKBp (κ) =
〈
Φ+(F (κ)),Φ−(F (κ))
〉
κ
.
This p-adic L-function satisfies the property that its zero locus contains the ramification points of the map
C → W [41, Theorem 1.3.3] and for all classical non critical point κ of weight k we have the following
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interpolation formula [41, Theorem 3.3.9]
LKBp (κ) = E
∗
3 (κ)W
′(F (κ))
(k − 1)!LN (k,Sym2(F (κ)), ψ−1)
N222kpik+1Ω+Ω−
.
The period Ω+Ω− is the one predicted by Deligne’s conjecture for the symmetric square motive and it is
probably a better choice than the Petersson norm of f for at least two reasons. The first one is that, as we
have seen in (6.1), the Petersson norm of f essentially coincides with L(k, Sym2, ψ−1) and such a choice as
a period is not particulary enlightening when one is interested in Bloch-Kato style conjectures.
The second reason is related to the the Main Conjecture. Under certain hypotheses, such a conjecture is
proven in [58] for the p-adic L-function with motivic period. In fact, in [58, §1.3.2] the author is forced to
make a change of periods from the p-adic L-function of [13, 37, 20] to obtain equality of µ-invariant.
It seems reasonable to the author that in many cases, away from the zero of the overconvergent projection,
we could choose HF (κ) = L
KB
p (κ); in any case, we can define a function
L˜p(κ, κ
′) := LKBp (κ)Lp(κ, κ
′)
which is locally holomorphic in κ and at classical points interpolates, up to some explicit algebraic number
which we do not write down explicitly, the special values L(s,Sym
2(F (κ)),ε−1ωs−1)
pisΩ+Ω− .
A Functional equation and holomorphy
The aim of this appendix is to show that we can divide the two-variable p-adic L-function constructed in
Section 4.3 by suitable two-variable functions to obtain a holomorphic p-adic L-function interpolating the
special values of the primitive L-function, as defined in Section 3.3.
The method of proof follows closely the one used in [20] and [37]. We shall first construct another two variables
p-adic L-function, interpolating the other set of critical values. The construction of this two variables p-adic
L-function has its own interest. The missing Euler factors do not vanish, and if one could prove a formula for
the derivative of this function would obtain a proof of Conjecture 1.1 without hypotheses on the conductor.
We will show that, after dividing by suitable functions, this p-adic L-function and the one of Section 4.3
satisfy a functional equation. We shall conclude by showing that the poles of these two functions are distinct.
We start recalling the Fourier expansion of some Eisenstein series from [51, Proposition 3.3.10];
Ek− 12 (z, 0;χ) =LLp(2k − 3, χ
2) +
∞∑
n=1
qnLDp (k − 1, χσn)×
×

∑
t21t
2
2|n,
(t1t2, Dp) = 1,
t1 > 0, t2 > 0
µ(t1)χ(t1t
2
2)σn(t1)t2(t1t
2
2)
1−k
 .
We have for 0 ≤ s ≤ k/2
δsk+ 12
Ek+ 12 (z, 0, χ) = Ek+2s+
1
2
(z, 2s;χ).
We give this well known lemma;
Lemma A.1. Let χ be a even primitive character modulo Cpr, with C and p coprime and r ≥ 0. Then for
any b ≥ 2 coprime with p, there exists a measure ζ+χ,b such that for every finite-order character ε of ZD and
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any integer m ≥ 1 we have∫
ZD
ε(z)zm−1p dζ
+
χ,b(z) = (1− ε′χ′(b)bm)(1− (εχ)0(p)pm−1)×
×G((εχ)p)
p(1−m)cp
LD(m,χ
−1ε−1)
Ω(m)
,
where χ′ denote the prime-to-p part of χ, χp the p-part of χ and cp the p-part of the conductor of χε. If we
let a = 0, 1 such that εχ(−1) = (−1)a, we have
Ω(m)
−1
= Ω(m, εχ)
−1
= iapi1/2−m
Γ(m+a2 )
Γ( 1−m+a2 )
.
As before, we can associate to this measure a formal series
G+(S, ξ, χ, b) =
∫
ZD
ξ(z)(1 + S)
zpdζ+χ,b(z).
We shall denote by L+p (κ, ξ, χ, b) the image of G
+(S, ξ, χ, b) by the map S 7→ (κ 7→ κ(u)− 1).
We define an element of A(W)[[q]]
E+κ (χ) =
∞∑
n=1,(n,p)=1
L+p (κ[−2], χ, σn, b)qn
∑
t21t
2
2|n,
(t1t2, Dp) = 1,
t1 > 0, t2 > 0
t21t
3
2µ(t1)χ(t1t
2
2)σn(t1)κ
−1(t1t22).
If κ = [k], we have then
[k](E+κ (χ)) =
G((χ)p)
p(2−k)cpΩ(k − 1)(1− χ
′(b)bk−1)Ek− 12 (z, 0, ω
kχ−1)|νk
νk(n) =
(1− ω p−12 (n)(χωk)0(p)pk−3)
(1− ω p−12 (n)(χ−1ω−k)0(p)p2−k)
,
where the twist by νk is defined as in [37, h5]. We fix two even Dirichlet characters as in Section 4.3: ξ is
primitive modulo Z/CpδZ (δ = 0, 1) and ψ is defined modulo Z/pNZ. Fix also a positive slope α and a
positive integer D which is a square and divisible by C2, 4 and N . Let us denote by C0 the conductor of the
prime-to-p part of ξψ−2 and let us write D = 4C20D
′
0.
For s = 0, 1, . . . we now define distributions µ+s on Z×p with values in N r(D,A(W))≤α. For any ε of conductor
pn we pose
µ+s (ε) = Pr
≤αU2n−1p
(
θ(ψ2ξ−1ε−1ω−s)|
[
D
4C20
]
δ
s−β
2
κ[−s− 12 ]
E+κ[−s](ψξ−1ε−1σ−1)
)
with β = 0, 1 such that s ≡ β mod 2.
Proposition A.2. The distributions µ+s define an h-admissible measure µ
+ with values in N r(D,A(W(t0)×W))≤α
(for t0 as before Proposition 4.10).
We take the Mellin transform
κ′ 7→
∫
1+pZp
κ′(u)zdµ+(z)
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to obtain an element θ ∗ E+(κ, κ′) of N r(D,A(W(t0)×W(t)))≤α.
Let F be a family of finite slope eigenforms. We refer to Section 4.3 for all the unexplained notation and
terminology. We pose
∆(κ, κ′) =
(
1− ψ′ξ′−1(b) κ(u)
bκ′(u)
)
.
We define a new p-adic L-function
L+p (κ, κ
′) =D−1∆(κ, κ′)−1lF (TD/Nθ ∗ E+(κ, κ′)) ∈ K(CF ×W).
Let us define
E+1 (κ, κ
′) =λp(κ)−2n(1− (ξ−1ε−1ω−sψ2)0(p)λp(κ)−2p2k−3−s);
when F (κ) is primitive at p we define E+2 (κ, κ
′) = 1, otherwise
E+2 (κ, κ
′) =(1− ξ−1ε−1ω−sψ(p)pk−2−s)(1− (ξεωs)0(p)λp(κ)−2ps).
Let β = 0, 1 such that s ≡ β mod 2, we pose
C+κ,κ′ =(2k − 3− s)!pn(3k−2s−5)G(ψξ−1ε−1ω−s)G(ψ2ξ−1ε−1ω−s)×
× C2k−s−10 N−k/2D′0k−1−
s+β+1
2 22s+5−5k+
1
2 .
Theorem A.3. L+p (κ, κ
′) is a function on CF ×W, meromorphic in the first variable and of logarithmic
growth h = [2α]+2 in the second variable. For all classical points (κ, κ′), we have the following interpolation
formula
L+p (κ, κ
′) = C+κ,κ′
E+1 (κ, κ
′)E+2 (κ, κ
′)L(2k − 2− s,Sym2(F (κ)), ξεωs)
Ω(k − s− 1)pi2k−sS(F (κ))W ′(F (κ)) 〈F ◦(κ), F ◦(κ)〉 .
Proof. The calculation are essentially the same as Theorem 4.14; the only real difference is the presence of
the twist by νk. We can deal with it as we did in [51, Theorem 3.11.2] so we shall only sketch the calculations.
We first remark the following; let χ be any character modulo pr, then it is immediate to see the following
identity of q-expansions
Upr
(∑
n
χ(n)anq
n
∑
m
amq
m
)
= χ(−1)Upr
(∑
n
anq
n
∑
m
χ(m)amq
m
)
.
We can write
1
(1− ω p−12 (n)(χ)0(p)pk−2)
= 1 + ω
p−1
2 (n)(χ−1ωk)0(p)pk−2 + . . . .
We apply this to
θ(ψ2ξ−1ε−1ω−s)|
[
D
4C20
]
[k]δ
s−β
2
κ[−s− 12 ]
E+κ[−s](ψξ−1ε−1σ−1)
and we see that we can move the twist νk to θ(ψ
2ξ−1ε−1ω−s)| [ D4C2 ], and we conclude noticing that
νk
(
D
4C2
n2
)
=
(1− (ψξ−1ε−1σ−1)0(p)pk−s−2)
(1− (ψ−1ξεσ−1)0(p)ps+1−k)
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is independent of n. We have
L+p (κ, κ
′) =ikCs−β,k−βG(η−10 )D
−1(D/N)k/2D′0
− 2β+14 (−i)β(C0pn)−1/2 G(ψξ
−1ε−1ω−s)
pn(1−k+s)Ω(k − s− 1)×
× p−(2n−1) k2 (1− λp(κ)2ps−2k−2η−10 (p))λp(κ)1−2np(2n−1)(k−1)
〈F (κ)c, g〉
〈F (κ)c|τ, F (κ)〉 ,
g =2
β−s
2 θ(ψ−2ξεωs)E∗
k− 2β+12
(β − s, ψ−1ξεωsσ−1)y
β−s
2 ,
Cs−β,k−β =(2pi)
s−2k+1+β
2 (Dp2n)
2k−2s−1
4 Γ
(
2k − s− 1− β
2
)
.
We recall the well-known duplication formula
Γ(z)Γ
(
z +
1
2
)
= 21−2zpi1/2Γ(2z)
which we apply for z = 2k−s−22 . Summing up, we obtain
L+p (κ, κ
′) =(2k − 3− s)!22s+5−5k+ 12N−k/2C2k−s−10 D′0k−1−
s+β+1
2 ×
×G(ψξ−1ε−1ω−s)G(ψ2ξ−1ε−1ω−s)pn(3k−2s−5)λp(κ)−2n×
× (1− η
−1
0 (p)λp(κ)
2ps−2k−2)E+2 (κ, κ
′)L(2k − 2− s,Sym2(F (κ)), ψ2ξεωs)
pi2k−2−sS(F (κ))W ′(F (κ)) 〈F ◦(κ), F ◦(κ)〉Ω(k − s− 1) .
To interpolate the primitive L-function we have to divide Lp(κ, κ
′) by some functions which interpolate
the extra factors given in Section 3.3. Let F (κ) be as above and let us denote by {λn(κ)} the corresponding
system of Hecke eigenvalues. For any Dirichlet character of prime-to-p conductor χ, let us denote by Fχ(κ)
the primitive family of eigenforms associated to the system of Hecke eigenvalues {λn(κ)χ(n)}. Let q be a
prime number and f a classical modular form, we say that f is minimal at q if the local representation
pi(f)q has minimal conductor among its twists. Let χ be a Dirichlet character such that Fχ(κ) is minimal
everywhere for every non critical point κ. As the Hecke algebra Tr(N,K(U)) is generated by a finite number
of Hecke operators, if K is big enough to contain the values of χ, then the Hecke eigenvalues of F (κ) and
Fχ(κ) all belong to A(U). We shall denote by λ◦q(κ) the Hecke eigenvalue corresponding to the family which
is minimal at q and by α◦q(κ) and β
◦
q (κ) the two roots of the corresponding Hecke polynomial; enlarging
A(U) if necessary, we can suppose that both of them belong to A(U).
For each prime q, let us write lq =
logp(q)
logp(u)
. Recall the partition of the primes dividing the level of F i), . . . ,
iv) given in Section 3.3, we define
Eq(κ, κ
′) =
(
1− ξ−10 (q)q−1α◦q(κ)2κ′(u−lq )
)−1×
×
(
1− (ψξ−1)0(q)q−2 κ(u
lq )
κ′(ulq )
)−1(
1− ξ−10 (q)q−1β◦q (κ)2κ′(u−lq )
)−1
(if q in case i) ,
Eq(κ, κ
′) =
(
1− (ψξ−1)0(q)q−2 κ(u
lq )
κ′(ulq )
)−1(
1− (ψ2ξ−1)0(q)q−1λ◦q(κ)−2κ′(ulq )
)−1
(if q in case ii) ,
Eq(κ, κ
′) =
∏
j s.t. piq∼=piq⊗λj
(
1− (ψλjξ−1)0(q)q−2 κ(u
lq )
κ′(ulq )
)−1
(if q in case iv)
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and we pose
A(κ, κ′) =
(
1− ψ−2ξ2(2)22κ
′(u2l2)
κ(u2l2)
)∏
q
Eq(κ, κ
′)−1.
We define also
E+q (κ, κ
′) =
(
1− (ψ−2ξ)0(q)q2α◦q(κ)2
κ′(ulq )
κ(u2lq )
)−1
×
×
(
1− (ψ−1ξ)0(q)q κ
′(ulq )
κ(ulq )
)−1(
1− (ψ−2ξ)0(q)q2β◦q (κ)2
κ′(ulq )
κ(u2lq )
)−1
(if q in case i) ,
E+q (κ, κ
′) =
(
1− (ψ−1ξ)0(q)q κ
′(ulq )
κ(ulq )
)−1(
1− (ψ−1ξ)0(q)q−1λ◦q(κ)−2κ(ulq )κ′(ulq )
)−1
(if q in case ii) ,
E+q (κ, κ
′) =
∏
j s.t. piq∼=piq⊗λj
(
1− (ψ−1λjξ)0(q)q κ
′(ulq )
κ(ulq )
)−1
(if q in case iv)
and we pose
B(κ, κ′) =
(
1− ψ2ξ−2(2)2−4 κ(u
2l2)
κ′(u2l2)
)∏
q
E+q (κ, κ
′)−1.
Proposition A.4. We have the following equality of meromorphic functions on CF ×W
Lp(κ, κ
′)A(κ, κ′)−1 =ε(κ, κ′)L+p (κ, κ
′)B(κ, κ′)−1
where ε(κ, κ′) is the only Iwasawa function such that
ε(uk, us) =
G(χ′−1)G(ξ′−1ψ′)
2
G(ξ′−1ψ′2)
2
G(ξ′)
D′0
s+1+β
2 +1−kD′
s−β
2 C ′(pi ⊗ ξ)s−k+124k−4s−6,
for C ′(pi ⊗ ξ) the conductor outside p of pˆi ⊗ ψξ−1.
Proof. The explicit epsilon factor of the functional equation stated in Section 3.3 can be found in [20,
Theorem 1.3.2].
Recall from loc. cit. that
L∞(s+ 1)
L∞(2k − 2− s) =
s!(2pi)
−s−1
pi−
s+1
2 Γ
(
s−k+2+a
2
)
(2k − 3− s)!(2pi)−2k+2+spi− 2k−s−22 Γ (k−1−s+a2 ) .
We have, on all classical points
Lp(κ, κ
′)B(κ, κ′)
L+p (κ, κ′)A(κ, κ′)
=
pi2k−s−2s!G(ξεωs)C(ξεω−s)sD′
s−β
2 2−2s−k−
1
2 2−(2s+5−5k+
1
2 )pnsΩ(k − s− 1)
pis+1(2k − 3− s)!G(ψξ−1ε−1ω−s)G(ψ2ξ−1ε−1ω−s)C2k−s−10 D′0k−β−
2s−3
4 pn(2k−s−3)
×
× L(s+ 1,Sym
2(f), ξ−1ε−1ω−s)
L(2k − 2− s,Sym2(f), ψ2ξεωs)
=
pn(3(s+1)+3k+2)G(ξεωs)24k−4s−6C(ξεω−s)sD′
s−β
2
G(ψξ−1ε−1ω−s)G(ψ2ξ−1ε−1ω−s)C2k−s−10 D
′
0
k−β− 2s−34
ε(s− k + 2, pˆi(f), ξ−1ε−1ω−sψ).
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To conclude we use [52, Lemma 1.4] and the relations
pn = G(ψ˜)G(ψ˜−1), G(ψ1ψ2) = ψ1(C2)ψ2(C1)G(ψ1)G(ψ2),
for ψ˜ a character of conductor pn and ψi a character of conductor Ci, with (C1, C2) = 1.
Proposition A.5. The elements A(κ, κ′) and B(κ, κ′) are mutually coprime in A(U ×W).
Proof. We follow closely the proof of [20, §3.1].
During the proof of this proposition we shall identify A(U ×W) with A(U)[[T ]] and we will see A(U) as a
O[[S]]-algebra via S 7→ (κ 7→ κ(u)− 1).
Consider one of the factors of A(κ, κ′) in which neither λq(κ), nor α◦q(κ), nor β
◦
q (κ) appear. Then such a
factor belongs to O[[S, T ]] and a prime factor of it is of the form (1 + T )− z(1 + S), with z ∈ µp∞ .
A prime divisor of the excluded factors of A(κ, κ′) is (1 + T )− j(κ), with j(κ) in A(U).
Similarly, a prime factor of B(κ, κ′) is (1 + T )− z′(1 + S), with z ∈ u−1µp∞ or (1 + T )− j′(κ).
If a prime elements divides both elements, we must have z(1+S) = j′(κ) or z′(1+S) = j(κ). We deal with the
fist case. Suppose that this prime elements divides
(
1− (ψξ−1)0(q)q−2 κ(u
lq )
κ′(ulq )
)
and
(
1− (ψ−2ξ)0(q′)q′2α◦q′(κ)2 κ
′(ulq′ )
κ(u
2l
q′ )
)
.
Specializing at any classical point (κ, κ′) we obtain qk−s−2 = ζq′s−2k+2α◦q′(κ)
2, for ζ a root of unity. Notic-
ing that |α◦q′(κ)2|C = q′k−1 we obtain |qk−s−2|C = |q′s−k+1|C, contradiction. All the other cases are analo-
gous.
We can than state the main theorem of the appendix. We exclude the case where ψξω−1 is quadratic
imaginary and F (κ) has complex multiplication by the corresponding quadratic field because this case has
already been treated in [37]. Recall the “denominator” HF (κ) of l
r
F defined at the end of section 4.2.
Theorem A.6. We have a two-variable p-adic L-function HF (κ)Λp(κ, κ
′) on CF ×W, holomorphic in the
first variable and of logarithmic growth h = [2α] + 2 in the second variable such that for all classical points
(κ, κ′) we have the following interpolation formula
Λp(κ, κ
′) = Cκ,κ′E1(κ, κ′)E2(κ, κ′)
L(s+ 1,Sym2(F (κ)), ξ−1ε−1ω−s)
pis+1S(F (κ))W ′(F (κ)) 〈F ◦(κ), F ◦(κ)〉 .
Proof. We pose
Λp(κ, κ
′) := Lp(κ, κ′)A(κ, κ′)
−1
.
We begin by showing that Λp(κ, κ
′) is holomorphic. We know from the definition of Lp(κ, κ′) and Proposition
4.16 that all the poles of Lp(κ, κ
′) are controlled by HF (κ), that is HF (κ)Lp(κ, κ′) is holomorphic in κ.
We have moreover that A(κ, κ′)−1 brings no extra poles; indeed, because of the functional equation of
Proposition A.4, a zero of A(κ, κ′) induces a pole of HF (κ)L+p (κ, κ
′)B(κ, κ′)−1. But the only poles of the
latter could be the zeros of B(κ, κ′). Proposition A.5 tells us that the zeros of A(κ, κ′) and B(κ, κ′) are
disjoint and we are done.
To conclude, we have to show the interpolation formula at zeros of A(κ, κ′); for this, it is enough to combine
Proposition A.4 and Theorem A.3.
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