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1.はじめに
Ⅰ廿C (HighPerformance Computing)チャレンジは､総合的なHPCシステム性能評価の試みとして､米国
DARPA Defense Advanced Research Projects Agency)のHPCS (High-ProducthTity Computing Systems)プロジ
ェクトの支援を受けて【1】､Temessee大学のJ. Dongam博士　により､ 2003年11月　SC2003(2003年






































ます｡性能の単位はTflop/S (Tera noatin8-point operations per second:一秒間に浮動小数点演算を何回行うかを･
10の12乗の単位で表す)で表示されます｡テスト項目は1項目で､全ノードを使った総合性能(G)のテストを行い
ます0
2. 2. 2 DGEMM:実数行列A.Bの行列積C=ABを計井するカーネルプログラム
DGEMMはNetlibのBLAS(Basic Linear Algebra SubprogramS)の一つの機能として提供され､さまざまな数値
計算に出てきます｡例えば連立1次方程式LU分解計算(LinpaCk)では､演算の主要部分がDGEMMとなり､
性能を左右する一番重要な要素となります｡本BMによる評価結果は､全ノード総合性能には依存せず､ノード
単体の演算性能に依存します｡性能の単位はGnop/S(Giga noating point operations per second‥一秒間に浮動
小数点演算を何回行うかを､ 10の9乗の単位で表す)で表示されます｡テストの項目は2項目で､ノード単体のシ
ングル環境(sN)､多重負荷環境作P)のテストを行います｡
2. 2. 3 STREAM:メモリバンド幅の評価プログラム
複写(Copy)､定数倍(Scale)､総和(Add)､積和(Triad)の4つの計算プログラムからなっており､ノード単体のメ





2. 2. 4 PTRANS:行列の転置A=A+BTを行うプログラム
pTRANS (Parallel matrix TRANSpose)は､全ネットワーク転送性能を行列の転置で評価します.オリジナルコ
ードはNetlibのPARKBENCH田丸Rallel Kernels and BENCHmarks)です｡全ネットワーク転送性能が大きいほど
高い性能となり､全ネットワーク総合転送性能に依存します｡性能の単位はGB/Sで表示されます｡テスト項目は1
項目で､全ノードを使った総合性能(G)のテストを行います｡
2. 2. 5 RandomAccess:整数データの間接参照(インダイレクトアクセス)性能を評価するプログラム
オリジナルコードは､ DARPA HPCS Discrete MathBenchmarksですCノード単体のメモリ間接参照のテストと､
全ノードのMPI通信での参照テストとなっています｡ノード単体の性能に依存する項目と､全ノード総合性能に依
存する項目の両方があります｡性能の単位はGup/S(Giga updates per second:一秒間に更新する要素数を10の9
乗の単位で表す)で表示されます｡テストの項目は3項目で､ノード単体のシングル環境(sN)､多重負荷環境
仲P)のテスト､および全ノードを使った総合性能(G)のテストを行います｡







2. 2. 7 Communication bandwidth and latency :.T--タ転送能力を評価するプログラム
















































HPLinpack bencbark input fi Ie
Jnnovative CoDPut ing Laboratory, University of Termessee
HPL.out output fi le name (if any)
8　　　　　device out (6=stdout, 7;stderr,fi Je)




1　　　　P仙P process TbaPPing (0=Row- ,1-Co暮unMIaJor)









1　　　　　# of panel fact
2　　　　　PFACTs (0-left, 1=Crout, 2:Right)
l　　　　　# of recursive stopping criteritJb
44　　　　　NBuLNs (>= 1)
1　　　　　# of panels in recursion
19　　　3　　　　　　　NDIVs
1　　　　　# of recursive pane一 fact･













o BCASTs (0-1 rg. 1=lru,2-2rg.3=2rLJ,4≡Ln9, 5-LnLl)
1　　　　　# of lookahead depth
1 DEPTHs (>=0)
2　　　　　SYAP (0,bin-exch. 1:long. 2-nix)
64　　　　　swapping threshold
o Ll in (0;transposed.1己nO-transposed) form
o U in (0:transposed,1;no-transposed) form
1 Equi l ibration (0;no.1=yes)
16　　　　　b)ed10ry aligMIent in double (> 0)
##### This tine (no. 32) is ignored (it serves as a separator)･ ######
0 Number of additional probleh Sizes for PTRANS
34　　1200 10000 30000　　　　　　　　　values of N
35　　2　　　　　　　　　　　number of additional b一ocking sizes for PTRANS
















































選択肢G.eft looking, Crout, Right looking)がありますが､本実験では一番性能が良かったRight Looking(外積
型ガウスの消去法)を採用しました｡表2中TⅣの項目のRの次の数字がNBMNのサイズとなっていますo
表2　ブロックパラメータQT, Q)のHPL性能に対する影響
T ime　　　　　_i flop/ S


























の組み合わせはNBMN=32､ 44､ 64､ 144で行い､ NBについてNB=64､ 128､ 256の土1前後のパラメータで評価
しました｡
表3ブロックパラメータ(NBMrN, NB)のHPL性能に対する影響



















WCI OR3 R64　　　　　　　1 0000　1 2B
WCIOR3R1 44　　　　　　　10000　128
WCIOR3R32　　　　　　　10000　129
WCI OR3 R44　　　　　　　1 0000　1 29
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N Performance transrnissjon bank Number of



















































































































































































Communication bandwidthand latencyの内､ 2004年12月現在登録されているレイテンシ5項目の内､





















図13 Randomly ordered Ringのレイテンシの性能
バンド幅の転送性能を見ると､ Naturally Ordered RingとRandomiy Ordered Ringの性能に大きな差があります｡
この差はノード間の転送データ量の合計の差によるものであり､ Naturally Ordered Ringの場合､ノード間転送を
最小にするための最適化を簡単に行えますが､ Randomly Ordered Ringは通信パターンが複雑なため最適化が























2)主要なHPCユーザおよびベンダが参画している点をあげられます｡具体的には､ CRAY Xl､ IBM Power5､
SGIAltixなど､ベクトル型およびスカラ型の主要なプラットフォームの性能が登録済みとなっていますoまた､ SX
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