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Summary
This thesis presents a novel algorithm, namely adjacent basis based algorithm, to
systematically identify all the critical regions in a parameter space for solving mul-
tiparametric linear programming (mpLP) problems, based on the studies of Zhao
about basis partition of the space of linear programs (SLP).
In the algorithm, a cutting theorem is proposed to efficiently find a feasible point
in the parameter space. The feasible basis of the feasible point can be determined
and the corresponding critical region can be represented by relevant p & d bound-
aries. From the feasible basis, we can generate all the relevant adjacent bases.
Then, we identify all the feasible bases out of the adjacent bases and determine
their corresponding critical regions in the parameter space.
An introduction is given in Chapter 1 to provide an overview of the subject in
question. Chapter 2 briefly introduces the relevant definitions and how to relate
the SLP to Grassmann Manifold. We also describe the characterization and con-
struction of critical regions and their boundaries. Then, we propose the cutting
v
Summary vi
theorem which gives a method to remove part of the region which is not strictly
feasible. In Chapter 3, formulas are developed to represent the p & d boundaries
and the cutting hyperplane. Then, two sub-algorithms are given before the main
algorithm is proposed to make the latter clear. The method for determining the
critical region of a fixed point and the method for testing the validity of the adja-
cent basis based algorithm are also discussed. Furthermore, numerical experiments
are shown to test the feasibility of the proposed algorithms. Finally, a comparison
between the adjacent bases based algorithm and the geometric algorithm is carried
out. In Chapter 4, further research is done to filter feasible bases from all adjacent
bases. Conclusions are given in Chapter 5.
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The multiparametric linear programming (mpLP) problem is as follows:
min z(t) = cT (t)x
s.t. A(t)x ≤ b(t) (1.1)
x ≥ 0
where A ∈ Rm×(n−m), b ∈ Rm, x ∈ Rn−m, c ∈ Rn−m, z ∈ R and t ∈ T is the vector
of parameters.
mpLP is an important research topic in operational research. It was first discussed
by Gass and Saaty [1], a few years after the simplex method was developed by
Dantzig. Since then, extensive research has been done on the topic [3-14]. For
instance, the book by Gal [3] contains hundreds of references related to sensitivity
and parametric analysis. Generally, the study of mpLP problems has focused on
two levels: sensitivity analysis and parametric programming. Sensitivity analysis
characterizes the change of the solution with respect to a small perturbation of the
parameters and provides a solution in the neighborhood of the nominal value of the
parameters. Parametric programming is based on the sensitivity analysis theory
1
2and aims to identify subregions in a parameter space. In each of the subregions,
the optimal solution is an affine function of the parameters.
As far as we know, there are two types of methods for solving mpLP problems
on parametric programming level. The first method was presented by Gal and
Nedoma [2]. It enumerates all optimal bases of the associated LP tableau using a
method derived from the simplex algorithm. Subsequently, similar methods were
proposed by Yu, Zeleny [12] and Schechter [5]. However, these methods are very
sensitive to the number of parameters. As it works with polyhedral in the parame-
ter space, the amount of computing required by the method increases exponentially
with the increasing number of parameters. Only recently, an essentially different
method named geometric algorithm was proposed by Borrelli and Bemporad et
al. [9, 10, 11], which uses the geometric properties of the problem to explore the
parameter space. It directly partitions the parameter space into subsets to ob-
tain critical regions. However, it cannot solve problems with high dimensional
parameter space, because the number of new sub-regions defined by the parti-
tioning strategy increases exponentially as the dimension of the parameter space
increases. Furthermore, this method introduces a large number of artificial cuts in
the parameter space.
Fortunately, the study of the space of linear programs (SLP) provides a new per-
spective on understanding essential relationships among critical regions and the
nature of LP. Works of Zhao [16, 17, 18] introduces a representation and some
basic structures of SLP, including detailed geometric structures of the critical re-
gions and their boundaries in the SLP. Characterization of the basis partition can
potentially lead to new methods for solving parametric LP. This motivates us to
study the mpLP problems based on the basis partitions of the SLP.
3In this thesis, we consider a class of non-degenerate mpLP problems with linear
parameters in the cost c and the right-hand side b simultaneously. The problem
can be reformed as:
min z(t) = cT (t)x
s.t. Ax = b(t) (1.2)
x ≥ 0
where A ∈ Rm×n is of full row rank, b ∈ Rm, c ∈ Rn, x ∈ Rn and t ∈ T is the
vector of parameters.
The rest of the thesis is organized as follows:
In Chapter 2, we consider SLP as a collection of all LPs with the same number of
decision variables and constrains. We briefly introduce the relationship between
SLP and Grassmann Manifold which has rich geometric and algebraic structures.
Then, we describe the characterization and construction of critical regions and
their boundaries. Finally, the cutting theorem is presented as a method to remove
some of the infeasible points from the parameter space.
Chapter 3 aims to solve the mpLP problems based on theories presented in the
previous chapter. In section 3.1, we deduce formulas of p & d boundaries and
a cutting hyperplane. In section 3.2, two sub-algorithms are given to check the
feasibility of a basis and remove redundant linear constraints. Then, the main
algorithm, namely adjacent basis based algorithm, is proposed. In the algorithm,
the cutting theorem is used to efficiently find a feasible point in the parameter
space. The feasible basis of the point can be determined and the corresponding
critical region can be represented by relevant p & d boundaries. From the feasible
basis, all the adjacent bases can be generated. We can then identify all the feasible
4bases out of the adjacent bases and determine their corresponding critical regions
in the parameter space. In section 3.3, a method for determining the critical re-
gion of a fixed point is given. Once the partitioning of the parametric space is
completed, the optimal solution of the point can be obtained without solving the
corresponding LP problem. In section 3.4, the method for testing the validity of
the adjacent basis based algorithm is discussed. Numerical experiments are shown
to implement and test the algorithms in section 3.5. Furthermore, a comparison
between the adjacent bases based algorithm and the geometric algorithm is carried
out in section 3.6.
However, checking all the relevant adjacent bases increases the cost of calculation,
as not all the adjacent bases are feasible bases. Therefore, further research to test
the feasibility of adjacent bases is given in Chapter 4.
In Chapter 5, conclusions include the characters of the adjacent basis based algo-
rithm and an important topic for future research.
Chapter 2
Preliminaries
This chapter briefly introduces relevant definitions and theories of basis partition
of the space of liner programs based on works of Zhao[16, 17, 18]. We introduce
the relationships between linear programs and Grassmann Manifold which has
rich geometric and algebraic structures. Furthermore, the characterization and
construction of critical regions and their boundaries are presented. Finally, the
cutting theorem is given. It provides a method to remove part of the region which
is not strictly feasible.
2.1 Relating linear programming to Grassmann
Manifold
Consider the linear program:
min cTx
s.t. Ax = b (2.1)
x ≥ 0
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its dual is:
min bTy
s.t. ATy + s = c (2.2)
s ≥ 0
where A ∈ Rm×n is of full row rank, b ∈ Rm, x, c, s ∈ Rn.
Definition 1. If the primal and dual problems (2.1) and (2.2) have strictly feasible
solutions, i.e. both primal and dual feasible regions have relative interior points, the
coefficients (A, b, c) is considered as a strictly feasible instance (in short, instance)
of linear programming. The set of all strictly feasible instances of dimension (n,m)
is denoted by SLP (n,m). We call SLP (n,m) the space of linear programs.
Definition 2. An index set B ⊂ {1, · · · , n}, |B| = m is said to be the optimal basis
of (A, b, c), if for each i ∈ B the dual constraint aTi y ≤ ci is binding, i.e. aTi y = ci
for every dual optimal solution y and for each i ∈ N the primal constraint xi ≥ 0 is
satisfied at equality for every primal optima solution x, where ai is the ith column
of A and ci the ith component of c.
Note that an instance need not be non-degenerate. A basis can be any subset, even
an empty set or a full set.
It is known that for any feasible instance (A, b, c), there exists a unique optimal
basis (B,N). Furthermore, there exists an optimal solution (x, y) such that
Ax = b, ATBy = cB, A
T
Ny < cN , xB > 0, xN = 0
Such a solution is called a strictly complementary optimal solution.
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Since each instance (A, b, c) possesses a unique basis B, we can partition SLP (n,m)
into {SLP (B) : B ∈ {1, · · · , n}}, where SLP (B) is the set of all (A, b, c) whose
basis is B. This partition is referred to as the basis partition of SLP (n,m).
Definition 3. A critical region CRB is a set of parameters t such that all the
instances (A(t), b(t), c(t)) possess the same optimal basis B. If CRB 6= Ø, the
critical region is considered feasible. The corresponding basis B is a feasible basis.
Definition 4. Two critical regions CRB1 , CRB2 are called adjacent if their inter-
section CRB1 ∩ CRB2 is of dimension m − 1. The two optimal bases B1, B2 are
called adjacent.
In this work, we consider two kinds of boundaries which are formed by adjacent
critical regions.
The boundary between adjacent critical regions CRB∪{i} and CRB∪{j} for i, j ∈
N, i 6= j is called p boundary, where |B| = m− 1.
The boundary between adjacent critical regions CRB\{i} and CRB\{j} for i, j ∈
B, i 6= j is called d boundary, where |B| = m+ 1.
We denote by N the complementary index set of B, i.e. N = {1, · · · , n}/B. If we
write B¯ or Bˆ, then we will write the corresponding complementary index set as N¯
or Nˆ . Let J,K be any index subsets. For a vector x, xJ stands for the subvector of
x consisting of all components of x with indices in J . For a matrix Q ∈ Rm×n, QJK
stands for the submatrix of Q consisting of all entries of Q with row indices in J
and column indices in K. QK consists of the columns indexed by K. Qj is the jth
column of Q. Q−j consists of all the columns of Q except the jth column. For any
partition (B,N) of {1, . . . , n}, we follow the convention to write A = (AB, AN).
Notice that this does not mean that the columns in AB come before the columns
in AN . In fact, it should be written as A = (AB, AN)Π for certain permutation
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matrix Π. But we omit Π for simplicity.
For any strictly feasible instance, we consider the perturbed KKT system:
x ◦ s = e−t1,
Ax = b,
ATy + s = c,
x > 0, s > 0
Where, x, s ∈ Rn, α ∈ R, x ◦ s = (x1s1, . . . , xnsn), xα = (xα1 , . . . , xαn) and the
symbol 1 is used for the vector of all ones regardless of its dimension.
The KKT system has a unique solution to any t ∈ R and the solution (x(t), s(t)), t ≥
0, is known as the central path of the LP instance. It is known that the central
path converges to a pair of strictly complementary primal and dual optimal solu-
tions. When t = 0, (x(0), s(0)) is considered as the center of the LP instance.
Based on the central path, we define the projection matrix :
M = DAT (AD2AT )−1AD (2.3)
where D = bx 12 ◦ s− 12 e, bxe = diag(x).
In particular, let (x(t), s(t)) be the central path of (A, b, c). Then M(t) defined by
the (2.3) with (x, s) = (x(t), s(t)) forms a path. In this case,
D = e−t/2bs−1e = et/2bxe
and
M = bs−1eAT (Abs−1e2AT )−1Abs−1e = bxeAT (Abxe2AT )−1Abxe
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A novel tool we use to characterize the basis partition is a differential equation
which is defined on the space of projection matrices
G(n,m) := {M ∈ Sn :MM =M, rank(M) = m}.
where Sn is the set of all symmetric n × n matrices. The space of projection
matrices is also known as the Grassmann manifold. The differential equation we




where the derivative ′ is taken with respect to t ∈ (−∞,+∞) and
h(M) =MbM1e+ bM1eM − 2MbM1eM.
A close relationship between SLP (n,m) and G(n,m) and the basis partitions on
them was shown in [16]. Here, we briefly summarize the relationship. Throughout
the paper, we define the map Υ : Rm×n → G(n,m) by
Υ(A) = AT (AAT )−1A,
and the map Γ : SLP (n,m)→ G(n,m) by
Γ(A, b, c) = Υ(Abxe),
where (x, s, y) is the analytic center of (A, b, c), i.e. the unique solution of the
system
Ax = b, ATy + s = c, x ◦ s = 1, x > 0, s > 0
Conversely, for any M ∈ G(n,m) we can construct an instance (A, b, c) such that
Γ(A, b, c) = M,. Thus, the map Γ is surjective but not injective. For any strictly
feasible instance (A, b, c) ∈ SLP (n,m), both the map from (A, b, c) to the analytic
center (x, s, y) and the map Υ are smooth. Therefore, the map Γ is smooth.
2.2 The characterization and construction of critical regions and their
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The map Γ : SLP (n,m)→ G(n,m) is surjective but not injective. By the following
lemma we can determine the set:
Γ−1(M) = {(A, b, c) ∈ SLP (n,m) : Γ(A, b, c) =M}.
Lemma 2.1. Let M ∈ G(n,m) and (A, b, c) ∈ Γ−1(M). Then (A¯, b¯, c¯) ∈ Γ−1(M)
if and only if there exist a positive vector 0 < z ∈ Rn and a nonsingular matrix
Q ∈ Rm×m such that A¯ = QAbze, b¯ = Qb, c¯ = bzec+ bzeATu for some u ∈ Rm.
Furthermore, let x(t), x∗ and x¯(t), x¯∗ be the central paths and optimal solutions of
(A, b, c) and (A¯, b¯, c¯) respectively. Then they are related as follows: x¯(t) = bze−1x(t)
for all t ∈ R and x¯∗ = bze−1x∗.
Since z > 0, x¯∗ = bze−1x∗, we see that (A, b, c) and (A¯, b¯, c¯) have the same basis.
This shows that, for a projection matrix M , all instances which are mapped to M
by Γ have the same basis B. Thus, we also refer to this B as the basis of M .
2.2 The characterization and construction of crit-
ical regions and their boundaries
Here, three remarks are given to describe the characters of critical regions and their
boundaries.
Remark. 1. There are
 n
m− 1








pieces of d boundaries represented by
 IB − vvT 0
0 0
 with |B| = m+ 1, where
v ∈ Rm+1, vTv = 1, vT1 = 0.
2.2 The characterization and construction of critical regions and their
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Remark. 2. Each critical region CRB¯ has m pieces of p boundaries and n −m
pieces of d boundaries.
Proof. Each p boundary of CRB¯ is determined by
 IB 0
0 uuT
 with B = B¯ \{i}
for i ∈ B¯. There are m such B.
Each d boundary of CRB¯ is determined by
 IB − vvT 0
0 0
 with B = B¯ ∪ {j}
for j ∈ N¯ . There are n−m such B.
Remark. 3. Each piece of p(d) boundary intersects all pieces of d(p) boundaries.
Stationary points of the form M1 :=
 IB 0
0 uuT
 and M2 :=
 IB − vvT 0
0 0

comprise a manifold GIc which is the boundary of many pairs of critical regions.
For each such point, we can determine a pair of critical regions between which
this point lies. And from theorems proposed by Zhao [18] in chapter 3, we can
construct special instance (A, b, c) for Mi such that Γ(A, b, c) =Mi, i = 1, 2.
Theorem 2.2. If up and uq are the largest and the smallest components of u, then Im−1 0
0 uuT












If vp and vq are the largest and smallest components of v, then
 Im+1 − vvT 0
0 0

is on the boundary between the critical regions of
 Im+1 − epeTp 0
0 0
 and
 Im+1 − eqeTq 0
0 0
 .
2.2 The characterization and construction of critical regions and their
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 , uuT = 1, uT1 = 0, u ∈ Rn−m+1, |B| = m− 1
 .
Lemma 2.3. For B, |B| = m− 1, and i ∈ N , define
Lp(B, i) :=




  , σT−i1 = −1, b =
 1B
0N




Then, (A, b, c) ∈ Γ−1(M) for any (A, b, c) ∈ Lp(B, i),
Next, we consider the d boundary based on
M =

 IB − vvT 0
0 0
 , v ∈ Rm+1, vTv = 1, vT1 = 0, |B| = m+ 1
 .
Lemma 2.4. For B, |B| = m+ 1, and i ∈ B, define
Ld(B, i) := {(A, b, c) : A = (IB\{i}, Ai, AN),1TAi = 1, b = 1+ Ai, cB = 0, cN = 1}.
where AN ∈ Rm×(n−m−1) can be any matrix. Then, (A, b, c) ∈ Γ−1(M) for any
(A, b, c) ∈ Ld(B, i)
Next, we present the cutting theorem which provides a method to construct a
cutting hyperplane. The hyperplane can partition part of the region which is not
strictly feasible.
Theorem 2.5. Cutting Theorem1
For t0 ∈ T , if the instance (A, b(t0), c(t0)) is infeasible, there exist u∗, z∗ such that
a cutting hyperplane b(t)Tu∗ − c(t)T z∗ = 0 can be constructed. The hyperplane
1The author contributes to the presentation of the theorem and proof based on ideas provided
by Zhao.
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can remove set {t ∈ T |b(t)Tu∗ − c(t)T z∗ > 0} which is not strictly feasible. Here,
(u∗, z∗) can be obtained by solving the following LP problem,
max b(t0)
Tu− c(t0)T z
s.t. ATu ≤ 0 (2.4)
Az = 0
z ≥ 0
Proof. An instance (A, b, c) is strictly feasible, if and only if (2.5) has solutions.
Ax = b
c− ATy = s
x > 0, s > 0
(2.5)




 is invertible. Since Ws = Wc−WATy = Wc, we have an equivalent









x > 0, s > 0
(2.6)
Therefore, (A, b, c) is strictly feasible if and only if (2.6) has solutions.
Otherwise, if the instance (A, b, c) is not strictly feasible, then by Faskas’ theorem







bTu+ cTW Tv > 0
2.2 The characterization and construction of critical regions and their
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let z = −W Tv ∈ Rn, the inequation system can be reformed as,
ATu ≤ 0
Az = 0
bTu− cT z > 0
z ≥ 0
(2.7)
The instance is not strictly feasible if and only if (2.7) has solutions.
For a parameter t0 ∈ T , the instance (A, b(t0), c(t0)) is infeasible. We can find
(u∗, z∗) by solving the LP problem (2.4) and construct a cutting hyperplane b(t)Tu∗−
c(t)T z∗ = 0. It partitions set {t ∈ T |b(t)Tu∗ − c(t)T z∗ > 0} which is not strictly
feasible. Next, we prove the statement.
Let T˜ := {t ∈ T |b(t)Tu∗ − c(t)T z∗ > 0}. For any t ∈ T˜ , the instance (A, b(t), c(t))
is not strictly feasible if and only if (2.7) has solutions. Obviously, (u∗, z∗) sat-
isfies ATu ≤ 0, Az = 0, z ≥ 0 since it is feasible to LP (2.4). For any t ∈ T˜ ,
b(t)Tu∗ − c(t)T z∗ > 0. Thus, (u∗, z∗) is a solution to (2.7). Therefore, instance
(A, b(t), c(t)) is not strictly feasible.





) such that b(t0)
Tu
′ − c(t0)T z′ > 0, since (2.7) has solutions for
infeasible point t0. In addition, since (u
∗, z∗) is the solution to LP (2.4), b(t0)Tu∗−
c(t0)
T z∗ ≥ b(t0)Tu′−c(t0)T z′ . Thus, b(t0)Tu∗−c(t0)T z∗ > 0. Therefore, t0 ∈ T˜
Chapter 3
Adjacent Basis Based Algorithm for
Multiparametric Linear Programming
In this chapter, we deduce formulas of p & d boundaries and the cutting hyperplane
based on theories presented in the previous chapter. Next, two sub-algorithms are
given to check the feasibility of a basis and remove redundant linear constraints.
Then, the main algorithm, namely adjacent basis based algorithm, is proposed.
Then, the method for determining the critical region of a fixed point and the
method for testing the validity of the adjacent basis based algorithm are also
discussed. Furthermore, numerical experiments are shown to test the feasibility of
the proposed algorithms. Finally, a comparison between the adjacent bases based
algorithm and the geometric algorithm is carried out.
15
3.1 Formulas of p & d boundaries and the cutting hyperplane 16
3.1 Formulas of p & d boundaries and the cutting
hyperplane
Here, formulas to represent p & d boundaries are given and the formula of the
cutting hyperplane which can remove part of the infeasible region is obtained.
3.1.1 Deduce p & d boundary
The formula to represent a p boundary is presented in Lemma 3.1. As shown in
the proof, the formula is deduced from Lemma 2.1 and Lemma 2.3.
Lemma 3.1. For an instance (A, b(t), c(t)), an optimal basis B¯, |B¯| = m, i ∈ B¯
and B = B¯ \{i}, the p boundary related to the optimal basis B¯ and i is determined




Proof. For simplicity, let (A, b, c) := (A, b(t), c(t)). B¯, |B¯| = m and i ∈ B¯, B =
B¯ \ {i}. From Lemma 2.3, we know that
Lp(B, i) :=




  , σT−i1 = −1, b¯ =
 1B
0N




For convenience, let A¯N¯ :=
 Γ−i
σT−i
. According to Lemma 2.1, the relation
between (A, b, c) and (A¯, b¯, c¯) is
A = QA¯bze, b = Qb¯, c = bzec¯+ bzeA¯Tµ
where, 0 < z ∈ Rn, nonsingular matrix Q ∈ Rm×m, µ ∈ Rm, and A ∈ Rm×n.









cN¯ = bzN¯e1+ bzN¯eA¯TN¯µ,
ci = zi + ziµi.
AB¯ = QbzB¯e ⇒ Q = AB¯bzB¯e−1



















Therefore, the p boundary related to the optimal basis B¯ and i is determined by: (A−1B¯ b)B > 0(A−1
B¯
b)i = 0
Next, the formula to represent a d boundary is presented in Lemma 3.2. As shown
in the proof, the formula is deduced from Lemma 2.1 and Lemma 2.4.
Lemma 3.2. For an instance (A, b(t), c(t)), an optimal basis B¯, |B¯| = m, i ∈ N¯
and N = N¯ \{i}, the d boundary related to the optimal basis B¯ and i is determined
by:  cN(t)− ATNA−TB¯ cB¯(t) > 0ci(t)− ATi A−TB¯ cB¯(t) = 0 (3.2)
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Proof. For simplicity, let (A, b, c) := (A, b(t), c(t)). |B¯| = m and i ∈ N¯ , B =
B¯ ∪ {i}. From Lemma 2.4, we know that
Ld(B, i) :=




According to Lemma 2.1, the relationship between (A, b, c) and (A¯, b¯, c¯) is
A = QA¯bze, b = Qb¯, c = bzec¯+ bzeA¯Tµ





T A¯i = 1,
b = Q(1+ A¯i),
cB¯ = bzB¯eµ,





AN = QA¯NbzNe ⇒ A¯NbzNe = Q−1AN ,
Ai = QA¯izi ⇒ A¯izi = Q−1Ai,
cB¯ = bzB¯eµ⇒ µ = bzB¯e−1cB¯,
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cN = bzNe 1+ bzNeA¯TNµ
= bzNe 1+ (A¯NbzNe)Tµ
= bzNe 1+ (Q−1AN)T bzB¯e−1cB¯
= bzNe 1+ ATNQ−T bzB¯e−1cB¯
= bzNe 1+ ATN(QbzB¯e)−T cB¯
= bzNe 1+ ATNA−TB¯ cB¯
















Therefore, ci − ATi A−TB¯ cB¯ = 0.
The d boundary related to the optimal basis B¯ and i is determined by: cN − ATNA−TB¯ cB¯ > 0ci − ATi A−TB¯ cB¯ = 0
From Remark 2 of section 2.2, we know that each critical region CRB¯ has m pieces
of p boundaries, with B¯ = B ∪ {i} for i ∈ B¯ and n − m pieces of d boundaries,
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with B¯ = B \ {j} for j ∈ N¯ . Thus, the critical region can be represented by n
pieces of p & d boundaries as follows:
CRB¯ :=
 A−1B¯ b(t) ≥ 0cN¯(t)− ATN¯A−1B¯ cB¯(t) ≥ 0 (3.3)
3.1.2 Deduce the cutting hyperplane
From the Cutting Theorem 2.5, we construct the cutting hyperplane for an infea-
sible point.
For t0 ∈ T , if (A, b(t0), c(t0)) is infeasible, (u∗, z∗) can be obtained by solving the
following LP problem:




s.t. ATu ≤ 0
Az = 0
z ≥ 0
The LP problem can be reformed as:
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Then, construct the cutting hyperplane: (−bT (t) cT (t))
 u∗
z∗
 = 0, which parti-
tions the infeasible part {t ∈ T |b(t)Tu∗ − c(t)T z∗ > 0}.
3.2 Algorithm based on basis partition of the
SLP
Consider the mpLP problem (1.2).
min z(t) = cT (t)x
s.t. Ax = b(t)
x ≥ 0
where A ∈ Rm×n is of full row rank, b ∈ Rm, c ∈ Rn, x ∈ Rn and t ∈ T is the
vector of parameters.
Refer to Theorem 1 (p. 178) and Theorem 2 (p. 179) in book by Gal [3], we know
that there are either finite critical regions or no feasible point in T , and the set of
all critical regions is a closed polyhedral set in T . Without loss of generality, we
assume that T has finite critical regions.
Next, two sub-algorithms are given to check the feasibility of a basis and remove
redundant linear constraints. Then, the main algorithm for solving the mpLP
problem, named adjacent basis based algorithm, is proposed.
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3.2.1 Sub-algorithms
In this section, two sub-algorithms are given.
• Algorithm 1: Check if basis B¯ is feasible or not.
• Algorithm 2: Remove redundant linear constraints.
Algorithm 1: Check if basis B¯ is feasible or not
There are two cases where a basis is infeasible. Case 1: If AB¯ is a singular matrix
the basis is infeasible. Case 2: If the related region CRB¯ does not have an interior
point, the basis is infeasible.
The set of linear constrains in (3.3) can be reformed as:
Gt ≤ 0 (3.4)
Where, t ∈ T , G with appropriate dimension.
CRB¯ has no interior point if the result of the following LP problem is ’no feasible
point found’; otherwise it has interior points.
min t1
s.t. Gt < 0
t ∈ T
The algorithm can be summarized as follows:
Step 1, if AB¯ is singular, the basis is infeasible.
Step 2, elseif calculate CRB¯ from (3.3). if CRB¯ has no interior point, the basis
is infeasible, elseif it is feasible.
Algorithm 2: Remove redundant linear constraints
To obtain a concise representation of critical region CRB¯, we need to remove
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redundant constraints from the set of linear constraints. We briefly introduce the
method to check if a constrain is redundant or not. For details, please refer to
book [3]. Let J be the index set of linear constrains in (3.4). Constrain r ∈ J
(J ⊆ {1, . . . , n} & |J | = j) is redundant if there is a solution to the following
problem:
min ²r
s.t. GJt+ ² = 0
² ∈ Rj×1
such that ²k ≥ 0.
The method for removing redundant constraints can be summarized as follows:
Step 1 : Set J := {1, . . . , n}.
Step 2 : if constrain r ∈ J is redundant, let J ← J \ {r}, elseif J ← J
Step 3 : Repeat step 2 until there is no redundant constrain. Then, we get a concise
representation of the critical region GJt ≤ 0.
3.2.2 Main algorithm–Adjacent basis based algorithm
For an instance (A, b(t), c(t)), since b(t) & c(t) is the linear combination of t, let
b(t) = b
′ · t′ , c(t) = c′ · t′ , where s = dim(T ), t ∈ T , t′ =
 1
t
, b′ ∈ Rm×(s+1)
and c
′ ∈ Rn×(s+1). Let Baseset, CRset and NCR be sets to store optimal bases,
the corresponding critical regions and the number of boundaries in each critical
region respectively. Furthermore, Bbset is used to store the generated bases for
checking and Bbrest is used to store bases that have been checked and infeasible
bases. Based on the above discussion, the main algorithm can be summarized as
follows.
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output: Baseset, CRset, NCR
Step 1, Set Baseset← ∅, CRset← ∅, NCR ← ∅, Bbset← ∅, Bbrest← ∅.
Step 2, Find a feasible point and determine the corresponding feasible basis.
For any t0 ∈ T , set t = t0 in mpLP (1.2).
if (A, b(t0), c(t0)) is infeasible, determine a cutting hyperplane by (3.1.2) to remove
part of the region. Then, choose another point from the rest of the region and test
if the corresponding instance is feasible. The process should be repeated until a
feasible point is found. elseif (A, b(t0), c(t0)) is feasible, solve the LP problem to
obtain the optimizer x∗(t0). The feasible basis B¯ := {j ∈ {1, . . . , n}|x∗j > 0} and
let Bbset← Bbset ∪ {B¯}.
Step 3, Construct the critical region for a feasible basis B¯.





cN¯(t)− ATN¯A−1B¯ cB¯(t) ≥ 0
T
, where T is the set
of linear inequalities which define the region of parameters. Next, execute Algo-
rithm 2 to get nonredundant critical region CRB¯, record the index of nonredundant
constraints into J and record the number of the nonredundant constrains into NCR.
Then, let CRset← CRset ∪ {CRB¯}.
Step 4, Determine adjacent bases of a feasible basis B¯.
First, determine the bases of relevant p & d boundaries from the index set J which
is generated in step 3. For the p boundary related to index i, B = B¯\{i}, there are
(n−m) adjacent bases of B¯, {B¯adj := B
⋃{j}, j ∈ N¯}. For the d boundary related
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to index i, B = B¯
⋃{i}, there are m adjacent bases of B¯, {B¯adj := B \{j}, j ∈ B¯}.
Then, put all the bases which are not in Bbset and Bbrest into Bbset.
Step 5, Pick one basis B¯ from Bbset, then execute Algorithm 1. if B¯ is infeasible,
let Bbset← Bbset \ {B¯}, Bbrest← Bbrest ∪ {B¯}. Then pick another basis from
Bbset to repeat the process until one feasible basis is found. elseif B¯ is feasible,
let Baseset← Baseset ∪ {B¯} and go to Step 3. The process will be finished until
there is no element in Bbset.
3.3 Determine the critical region and the opti-
mal value for a given point
Once the partitioning of the parametric space is completed, we want to find a
method to determine which critical region a given point t0 belongs to. Therefore,
the basis and the optimal solution of the point can be obtained without solving
the corresponding LP problem.
In the main algorithm, we store all the feasible bases in Baseset, the corresponding
critical regions in CRset and the number of boundaries in each critical region in
set NCR. Since each critical region is represented as a subset of CRset, we can
check if t0 satisfies one of the subsets. If t0 satisfies one subset CRB¯, t0 belongs to















b(t0). Otherwise, it belongs to
no region, i.e. the point is infeasible.
3.4 Validity test of the adjacent basis based algorithm 26
3.4 Validity test of the adjacent basis based al-
gorithm
This section discusses how to test the validity of the main algorithm. For any
t0 ∈ T , we set t = t0 in the mpLP (1.1). Then, the optimal solution x∗(t0) and
z∗min(t0) can be obtained by solving the LP problem. If the solution is the same as
the solution determined by the algorithm shown in section 3.3, the adjacent basis
based algorithm is valid. Otherwise, it is invalid.
3.5 Numerical experiments
In this section, numerical experiments are given to test the algorithms. Examples
1, 2, 3 aim to test the main algorithm with respect to three scenarios, where the
right-hand side b have parameters, the cost c have parameters and both b and c
have parameters separately. Example 4 is constructed to test which factors affect
the amount of labor required in the main algorithm. Example 5 aims to illustrate
how the algorithm obtains the critical region and optimal value for a given point
and test the validity of the main algorithm.
Example 1, Consider the mpLP problem with the right-hand side b that has two
parameters t1, t2.
3.5 Numerical experiments 27
min z = −x1 − x2
s.t. −x1 − x2 ≤ −t1 − 3t2
−2x1 + 3x2 ≤ 8t1 − t2
2x1 + 3x2 ≤ 5t1 + 18t2
x1 − 2x2 ≤ −2t1 + 3t2
x1 ≥ 0, x2 ≥ 0
where, t1, t2 ∈ R.
Two feasible bases, B¯1 = {1 2 3 6}, B¯2 = {2 3 4 6}, can be obtained by solving
this problem. The corresponding critical regions, CR1, CR2, are represented by p
boundaries since it is a right-hand side mpLP problem. The critical region CR1 is
represented by: 
−3t1 + 19t2 ≥ 0
13t1 + 17t2 ≥ 0
t1 + 11t2 ≥ 0















t2), zmin(t) = −4312t1 − 12512 t2, t ∈ CR1
The critical region CR2 is represented by:
3t1 − 19t2 ≥ 0
5t1 + 9t2 ≥ 0
2t1 + 9t2 ≥ 0






t1 + 6t2), zmin(t) = −103 t1 − 12t2, t ∈ CR2
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By moving redundant constraints CR1, CR2 can be represented as:
CRB¯1 :
 −3t1 + 19t2 ≥ 037t1 + 47t2 ≥ 0 CRB¯2 :
 3t1 − 19t2 ≥ 04t1 + 45t2 ≥ 0
.
Example 2, Consider the mpLP problem with the cost c having parameters t1, t2.
min z(t) = (9− 2t1 + t2)x1 + (8 + t1 − 2t2)x2 + (4 + t1 + t2)x3
s.t. −x1 − 2x2 − x3 ≤ −2
−3x1 − x2 ≤ 4
x1 ≥ 0, x2 ≥ 0, x3 ≥ 0
where, t1, t2 ∈ R.
Three feasible bases are obtained by solving this example. The corresponding crit-
ical regions are constructed by d boundaries since only the cost c have parameters.
The solution is shown as follows.
Bases B¯1 = {1 5}, B¯2 = {2 5} and B¯3 = {3 5}. The corresponding critical regions
are CR1, CR2 and CR3.
CR1 :

−10 + 5t1 − 4t2 ≥ 0
−5 + 3t1
9− 2t1 + t2 ≥ 0
CR2 :

10− 5t1 + 2t2 ≥ 0
t1 + 4t2
8 + t1 − 2t2 ≥ 0
CR3 :

5− 3t1 ≥ 0
−t1 − 4t2
4 + t1 + t2 ≥ 0
The corresponding optimizers and optimal values are shown in Table 3.1.
Example 3, Consider the following mpLP problem with both the right-hand side
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Region Optimizer Optimal value
t ∈ CR1 (x∗1, x∗2, x∗3) = (2, 0, 0) zmin(t) = 18− 4t1 + 2t2
t ∈ CR2 (x∗1, x∗2, x∗3) = (0, 1, 0) zmin(t) = 8 + t1 − 2t2
t ∈ CR3 (x∗1, x∗2, x∗3) = (0, 0, 2) zmin(t) = 8 + 2t1 + 2t2
Table 3.1: Optimal solution for Example 2
L1 5− 2t1 − 4t2 L2 −8 + 7t1 + 8t2 L3 −2− 7t1 + 11t2
L4 5− t1 + 3t2 L5 1 + 2t2 L6 −20 + 7t1 − 16t2
L7 −10 + 7t1 + 4t2 L8 −14 + 11t1 − 7t2 L9 1 + t1 − 2t2
L10 5 + 2t1 − t2 L11 2 + 3t1 L12 −20− 11t1 + 8t2
L13 −3 + 2t1 − t2
Table 3.2: Boundaries for Example 3
b and the cost c having parameters.
min z(t) = (−1− t1 + 2t2)x1 + (−3 + 2t1 − t2)x2
s.t. −x1 − x2 ≤ −3 + t1 + t2
5x1 + x2 ≤ 5 + 2t1 − t2
x1 + 5x2 ≤ 5− t1 + 3t2
x1 ≥ 0, x2 ≥ 0
where, t1, t2 ∈ R.
By solving this problem, we obtain boundaries {L1, L2, . . . , L13}, which are listed
in Table 3.2. The critical regions CR1, CR2, . . . , CR8 are shown in the Table 3.3
which are represented by boundaries. The optimal solutions are shown in Table
3.4.
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No. Basis Critical region
CR1 {1 2 4} L1 ≥ 0, L2 ≥ 0, L3 ≥ 0.
CR2 {1 3 4} L4 ≥ 0, L5 ≥ 0, L6 ≥ 0.
CR3 {1 3 5} L7 ≥ 0, L6 ≤ 0, L8 ≥ 0, L9 ≥ 0.
CR4 {2 3 5} L10 ≥ 0, L11 ≥ 0, L12 ≥ 0.
CR5 {3 4 5} L9 ≤ 0, L13 ≥ 0.
CR6 {1 2 5} L7 ≤ 0, L2 ≥ 0, L8 ≥ 0.
CR7 {1 2 3} L2 ≥ 0, L3 ≤ 0, L8 ≤ 0.
CR8 {2 3 4} L4 ≤ 0, L12 ≤ 0, L3 ≥ 0, L13 ≤ 0.
Table 3.3: Represent of critical regions for Example 3
Example 4, This example aims to test which factors affect the amount of la-
bor required. We call (tt,m, n) the size of the problem, where tt = dim(T ), size
(Amn)=(m,n). Now, we use MatLab language to construct examples in three cases.




) is as follows:
A = [randn(m,n−m), eye(m)]; b′ = rand(m, tt+1); c′ = [rand(n−m, 1), zeros(n−
m, tt); zeros(m, tt+ 1)].




) is as follows:
A = [randn(m,n − m), eye(m)]; b′ = [rand(m, 1), zeros(m, tt)]; c′ = [rand(n −
m, tt+ 1); zeros(m, tt)].




) is as follows:
A = [randn(m,n − m), eye(m)]; b′ = rand(m, tt + 1); c′ = [rand(n − m, tt +
1); zeros(m, tt+ 1)].
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 52 − t1 − 2t2
1/2 + t2





 5− t1 + 3t2
0





 1 + 25t1 − 15t2
0






5 + 2t1 − t2












































 zmin(t) = −25t21 + 75t1t2 − 35t22 + 135 t1 − 145 t2 − 3
Table 3.4: Optimal solution for Example 3
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(4, 5, 12) No. of critical regions No. of checked bases Elapsed time(Sec)
case 1 16 42 1.5
case 2 32 164 2.6
case 3 169 685 24.2
(4, 8, 20) No. of critical regions No. of checked bases Elapsed time(Sec)
case 1 66 2602 12.2
case 2 65 2257 13.6
case 3 1811 18583 925.7
Table 3.5: Results for different cases in Example 4
(m,n) No. of critical regions No. of checked bases Elapsed time(Sec)
(5, 12) 22 149 3.1
(8, 20) 29 763 17.7
(10, 25) 78 1184 23.8
(10, 30) 127 2823 65.0
(20, 50) 1084 70533 9259.2
Table 3.6: Results for case 3 with two parameters tt = 2
There are two observations from this example.
In table 3.5, (4, 5, 12) means (tt,m, n) = (4, 5, 12). From Table 3.5, we can observe
that for the same size, case 3 (both b and c with parameters) is more complicated
and takes more time to identify more critical regions than the other two cases (only
one coefficient with parameters). Results in all the three tables show that calcula-
tion time increases rapidly with the increasing in size. Therefore, the size of Amn,
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(m,n) No. of critical regions No. of checked bases Elapsed time(Sec)
(5, 12) 169 685 24.2
(8, 20) 1811 18583 925.7
(10, 25) 473 21577 23.8
(10, 30) 2934 139610 42302.0
Table 3.7: Results for case 3 with four parameters tt = 4
the dimension of the parameter space and which coefficient has parameters are im-
portant factors that affect the amount of labor required for solving mpLP problems.
The other observation is that the number of both feasible and infeasible adjacent
bases checked is far greater than the number of critical regions, especially when
the size of the problem is large. The infeasible adjacent bases sharply increase the
amount of labor required. That is also the major factor reason that we cannot
solve large scale problems. Thus, we need to either find a method which generates
just feasible adjacent bases or a method to identify feasible bases from adjacent
bases. In the next chapter, further research is done to identify feasible bases from
adjacent bases.
Example 5, This example aims to illustrate the algorithm how to determine the
critical region and optimal value for a given point and how to test the validity of




































































According to the algorithm in section 3.3, we know that the basis of t0 = (0, 2) is
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However, t
′
0 = (−3,−4) is an infeasible point.
This result is consistent with the result of Example 2.
According to the algorithm in section 3.4, we set t = t0 in the mpLP problem and
solve the LP problem:
min z(t) = 11x1 + 4x2 + 6x3
s.t. −x1 − 2x2 − x3 ≤ −2
−3x1 − x2 ≤ 4
x1 ≥ 0, x2 ≥ 0, x3 ≥ 0
The solution of this problem is x∗ = (0, 1, 0), zmin = 4. This solution is consistent
with the solution obtained by the algorithm in section 3.3.
We set t = t
′
0 in the mpLP problem and solve the LP problem:
min z(t) = 11x1 + 13x2 − 3x3
s.t. −x1 − 2x2 − x3 ≤ −2
−3x1 − x2 ≤ 4
x1 ≥ 0, x2 ≥ 0, x3 ≥ 0
There is no solution to the LP problem, thus point t
′
0 is an infeasible point. This
solution is consistent with the solution obtained by the algorithm in section 3.3.
Therefore, the two results indicate the validity of the adjacent basis based algo-
rithm.
3.6 Comparison between the adjacent basis based algorithm and the
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3.6 Comparison between the adjacent basis based
algorithm and the geometric algorithm
As discussed in Chapter 1, the simplex method based algorithm is the first algo-
rithm for solving mpLP problems. However, the method is very sensitive to the
number of parameters. Only recently, an essentially different method named geo-
metric algorithm was proposed which uses the geometric properties of the problem
to explore the parameter space. It partitions the feasible parameter space into
critical regions, in which the index set of active constraints at the optimizer is the
same. In this section, we briefly introduce the geometric algorithm and compare
it with the adjacent basis based algorithm.
3.6.1 The geometric algorithm
The geometric algorithm is summarized from papers of Borrelli et al. [9], Tøndel et
al. [10] and Jørgen Spjøtvold [11]. It consider the right hand side multiparametric
linear program. Since b(t) is the linear combination of t, the mpLP problem can
be reformed as:
min cTx
s.t. ATx ≤ w + St (3.5)
x ≥ 0
where x is the optimization vector, t ∈ Rs is the vector of parameters, A ∈ Rm×n,
c, w, and S are vectors or matrix of appropriate dimensions.
Let K ⊆ Rs be the set of t such that the mpLP (3.5) has a finite optimal solution.
According to Theorem 2 (p. 179) in book [3], K is a closed polyhedral set in Rs.
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The geometric algorithm consists of two main phases:
Phase 1. 1 Determine the minimum dimension s
′ ≤ s of the affine subspace that
contains K.
Phase 2. Partition K to obtain the critical regions; find the piecewise affine opti-
mizer function x∗(t).
The first phase aims to reduce the number of parameters in order to obtain a
full dimensional feasible region of parameters. This eases the second phase, which
computes the multiparametric solution and represents the core of the geometric
algorithm.
For t0 ∈ K, let x0 be the optimizer. The index set of active constrains B(t0) ,
{j|Ajx∗0−Sjt0−wj = 0} is the basis, N(t0) = {1, · · · , n}/B(t0) is the complemen-
tary index set of B(t0). When both the primal and dual solution to the LP are
unique the optimizer function and the critical region corresponding to the basis B
are uniquely given by:
x∗(t) = A−1B SBt+ A
−1
B wB (3.6)
CRB = {t ∈ T |ABx ∗ (t) ≤ wN + SN t} (3.7)
A related theorem:
Theorem 3.3. Let Y ⊆ Rn be a polyhedron, and R0 =: {t ∈ Y : At ≤ b} be a
polyhedral subset of Y, where b ∈ Rm×1, R0 6= Ø. Also let
Ri = {t ∈ Y |Ait > bi;Ajt ≤ bj,∀j < i}, i = {1, . . . ,m}
1For details of phase 1, please refer to Borrelli et al.[9].





(i) Rrest ∪R0 = Y
(ii) R0 ∩Ri = Ø, Ri ∩Rj = Ø,∀i 6= j
i.e. {R0, R1, . . . , Rm} is a partition of Y.
A Summary of the mpLP Algorithm:
Step 1: Let Yk ← K be the current region to be explored.
Step 2: let t0 be the interior point of Yk. Then, solve the LP (3.5) for t = t0 to
obtain the optimize x∗0.
Step 3: Get the index set of active constraints, i.e. basis B(t0) , {j|Ajx∗0−Sjt0−
wj = 0}.
Step 4: Then determine x∗(t) from (3.6) and CRB(t0) from (3.7).
Step 5: Partition the rest of the region as in Theorem 3.3.
Step 6: For each nonempty Ri of the partition set, let Yk ← Ri; go to Step 2.
Remark. The algorithm determines the partition of K recursively. After the first
critical region is found, the rest of the region in K is partitioned into polyhedral
sets {Ri} as in Theorem 3.3. By using the same method, each set Ri is further
partitioned, and so on. This procedure can be represented on a search tree, with
maximum depth equal to the number of combinations of active constraints.
3.6.2 Comparison between the adjacent basis based algo-
rithm and the geometric algorithm
In this section, a comparison between the adjacent bases based algorithm and the
geometric algorithm is carried out. The definition and representation of the critical
region are essentially the same in the two methods. The main difference is how to
identify all the critical regions which is also the key to solving mpLP problems.
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The geometric algorithm includes two phases [9]. The first phase reduces the num-
ber of parameters in order to obtain a full dimensional feasible region of parameters.
However, it is not easy to implement. In the second phase, the procedure proposed
in Theorem 3.3 for partitioning the set of parameters allows one to explore recur-
sively the parameter space; refer to the above remark. However, the number of
new polyhedral regions Rk defined by this partitioning strategy increases exponen-
tially as the dimension of the parameter space increases. Thus, it cannot solve
problems with high dimensional parameter space. Moreover, the new polyhedral
regions are not related to the critical regions to be determined. This may split some
of the critical regions, due to the large number of artificial cuts generated in step 5.
With our algorithm, it’s not necessary to find a full dimensional feasible region
of parameters. Only related adjacent bases need to be checked to identify all the
critical regions. The adjacent bases can be generated from one feasible basis which
can be determined efficiently by using the cutting theorem. However, the algorithm
doesn’t have obvious advantage in terms of computing time used because checking
the relevant infeasible adjacent bases increases the amount of labor required.
In summary, the two methods have advantages and disadvantages, but both are far
from perfect. In order to improve the methods, it is necessary to find symmetric
structures of the basis partition and use them to identify feasible critical regions
from the parameter space efficiently.
Chapter 4
Further Research on Adjacent Basis
From the previous chapter, we know that checking all the relevant adjacent bases
can make the algorithm inefficient, since not all the adjacent bases are feasible
bases. Based on the study of the SLP, a novel method to identify feasible bases
from all adjacent bases is given.
4.1 Determine p boundary related feasible adja-
cent bases





 , uTu = 1, uT1 = 0, u ∈ Rn−m+1, |B| = m− 1

First, we deduce the expression of u.
For instance (A, b, c) and basis B, (x, s, y) is a strictly complementary optimal
solution to the instance, we have
ABxB = b, A
T
Ny + sN = cN , A
T
By = cB, xB > 0, sN > 0 (4.1)
40
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where J be an index set such that AJB consists of a set of linearly independent
rows in AB, |J | = m− 1, K = {1, 2, . . . ,m} \ J = {k}.







































KN ∈ R1×(n−m+1), (A′KNbsNe−2A′TKN)−1 ∈ R1, let uT = A′KNbsNe−1, u
should satisfy uT1 = 0.
From (4.1) we have




 , yk ∈ R
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sN = cN − ATNy




= cN − ATJNyJ − ATKNyk
= cN − ATJNA−TJB (cB − ATKByk)− ATKNyk
= cN − ATJNA−TJBcB + (AKBA−1JBAJN − AKN)Tyk
















(cN(t)− ATJNA−TJBcB(t) + (A′KN)Tyk)i
where t is the variable.
Based on the above discussion, we give the following lemma.
Lemma 4.1. 1 (x∗, s∗, y∗) is the analytic center of a instance (A, b, c) if and only
if (x∗, s∗, y∗) is a strictly complementary optimal solution of the instance (A, b, c)
and it satisfy uT1 = 0, where uT = (AKBA
−1
JBAJN − AKN)bs∗Ne−1.
Proof. Instance (A, b, c) is on the p boundary if and only if Γ(A, b, c) = M0 is on








1The author contributes to the presentation of the lemma and proof based on ideas provided
by Zhao.





JBAJN − AKN .
(x∗, s∗, y∗) is the analytic center of (A, b, c) if and only if (x∗, s∗, y∗) satisfies (4.1)
































KNbsNe−11 = 0, i.e. uT1 = 0
Since it is a convex program, it has a unique solution (x∗, s∗, y∗) which satisfies
uT1 = 0. Therefore, (x∗, s∗, y∗) is the analytic center of (A, b, c) if and only if
(x∗, s∗, y∗) satisfies (4.1) and uT1 = 0.
By Theorem 2.2, if up and uq are the largest and the smallest (or the smallest and
the largest) components of u, M is on the boundary of CRB∪{p} and CRB∪{q}.
Suppose B¯ = B ∪ {p}, for any q ∈ N¯ , B ∪ {q} is an adjacent basis of B¯. Since not
all the adjacent bases are feasible, we need to check if B ∪ {q} is a feasible basis.
There are two cases where B ∪ {q} is a feasible basis. Case 1, uq is the largest
component of u. Case 2, uq is the smallest component of u, i.e. −uq is the largest
component of −u. A method for solving this problem is given below.
The method consists of two main steps:
Step 1. Find the largest and the smallest components of u of some points in the
parameter space and use one set L to record the indices of them. If q ∈ L, B ∪{q}
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is a feasible adjacent basis of B¯.
Step 2. Construct a nonlinear programming (NLP) problem to test if B ∪ {q} is a
feasible basis for q ∈ N¯ \ L.
Remark. In Step 1, we can select n−m different points t1, t2, · · · , tn−m from both
sides of the p boundary, where ti 6∈ CRB¯, i = 1, 2, · · · , n −m. Furthermore, we
limit the distance between the boundary and each point less than or equal to a
given value.
The first step aims to find q ∈ N¯ , such that B ∪ {q} are feasible bases. For
any t0 ∈ T , we know that yk has a unique solution y∗k from Lemma 4.1. It can
be obtained by solving uT (t0, yk)1 = 0 and sN(t0, yk) > 0. We get the value
of u(t0, y
∗
k) and find the largest and smallest components ul1 , ul2 of it. Then we
record the indices in a set L = {l1, l2}. For t1, t2, . . . ∈ T , we can obtain an index
set L = {l1, l2, l3, . . .}. B is the basis of a p boundary, B¯ = B∪{p}. For any q ∈ N¯ ,
if q ∈ L, B ∪ {q} is a feasible adjacent basis of B¯.
Generating a set L is more efficient than solving a NLP problem. But Step 1 can
not check all the q ∈ N¯ . Step 2 can check all the q ∈ N¯ . Therefore, we also need
Step 2 to test the remainder of q ∈ N¯ \ L. In the following NLP problem, we
consider yk as a variable, since it is more efficient than solving yk.
Case 1: Test if uq is the largest component of u. We need to test if uq > ui for any
i ∈ N \ {q}. Here, uq > ui ⇔ u−1q < u−1i ⇔ f > 0, where f = min (u−1i − u−1q ).
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s.t. (f + u−1q (t, yk))1− u−1N\{q}(t, yk) ≤ 0
u(t, yk)1 = 0
sN(t, yk) > 0
t ∈ T
where t ∈ T, f, yk ∈ R are variables.
If min f > 0, B ∪ {q} is a feasible basis.
Case 2: Test if uq is the smallest component of u, i.e. −uq is the largest component
of −u. We only need to replace the u in Case 1 by −u. Then the nonlinear




s.t. (f − u−1q (t, yk))1+ u−1N\{q}(t, yk) ≤ 0
u(t, yk)1 = 0
sN(t, yk) > 0
t ∈ T
where t ∈ T, f, yk ∈ R are variables.
If min f > 0, B ∪ {q} is a feasible adjacent basis.
Therefore, if one of these two cases is true, B ∪ {q} is a feasible adjacent basis of
B¯.
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4.2 Determine d boundary related feasible adja-
cent bases
Now, we consider the d boundary based on
M =

 IB − vvT 0
0 0
 , v ∈ Rm+1, vTv = 1, vT1 = 0, |B| = m+ 1

For instance (A, b, c) and basis B, (x, s, y) is a strictly complementary optimal
solution to the instance, we have
ABxB = b, A
T
Ny + sN = cN , A
T
By = cB, xB > 0, sN > 0 (4.2)




(b− Apxp), xp > 0. Since b(t) with parameter t ∈ T , xB¯ is a function of
variables t ∈ T, xp > 0.
Partition A according to basis B:
A = (AB, AN)
We have MB = Υ(ABbxBe) = IB − vvT ⇒ vvT = IB −Υ(ABbxBe) := V
V = IB − bxBeATB(ABbxBe2ATB)AbxBe
Since rank(Υ(ABbxBe)) = m, rank(V ) = 1, we select one nonzero column Vj from
V and normalize Vj to obtain the normalized vector V
′
j . Suppose j = 1, let v = V
′
1 ,
v is a function of variables t ∈ T, xp > 0. By Theorem 2.2, if vp and vq are the
largest and the smallest (or the smallest and the largest) components of v, then
M is on the boundary of CRB\{p} and CRB\{q}.
Based on the above discussion, we give the following lemma.
Lemma 4.2. 2 (x∗, s∗, y∗) is the analytic center of instance (A, b, c) if and only if
2The author contributes to the presentation of the lemma based on ideas provided by Zhao.
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(x∗, s∗, y∗) is a strictly complementary optimal solution to instance (A, b, c) and it
satisfies vT1 = 0, where v = V1/‖V1‖, V1 = (IB − bx∗BeATB(ABbx∗Be2ATB)Abx∗Be)1.
By the same way, as shown in section 4.1, we can test if B \ {q} is a feasible adja-
cent basis of B¯ = (B \ {p}) in two steps.
Step 1. Find the largest and the smallest components of v for some fixed points in
the parameter space and use one set L to record the indices. If q ∈ L, B \ {q} is
the feasible adjacent basis of B¯.
Step 2. Construct a NLP problem to test if B \{q} is a feasible basis for q ∈ B¯ \L.
In the first step, for any fixed t0 ∈ T , we know xp has a unique solution x∗p from
Lemma 4.2. It can be solved from vT (t0, xp)1 = 0 and xN > 0. We obtain the
value u(t0, x
∗
p) and find the largest and the smallest components vl1 , vl2 of it. Then
we record the indices in a set L = {l1, l2}. For t1, t2, . . . ∈ T , we can get an index
set L = {l1, l2, l3, . . .}. B is the basis of a d boundary, B¯ = B \{p}. For any q ∈ B¯,
if q ∈ L, B \ {q} is a feasible adjacent basis of B¯.
Step 1 is efficient but it can only find some of the feasible bases, it can not check
all the q ∈ B¯. Step 2 can check all the q ∈ N¯ . Therefore, we need Step 2 to test
the remainder q ∈ B¯ \ L. In the following NLP problem, we consider of xp as a
variable, since it is more efficient than solving xp.
Case 1: Test if vq is the largest component of v. We need to test, if vq > vi for any
i ∈ B \ {q}. Here, vq > vi ⇔ f > 0, where f = vq −max vi.
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s.t. (f − vq(t, xp))1+ vB\{q}(t, xp) ≤ 0
v(t, xp)1 = 0
xN(t, xp) > 0
t ∈ T
where t ∈ T, f, xp ∈ R are variables.
If min f > 0, B \ {q} is a feasible basis.
Case 2: Test if vq is the smallest component of v. i.e. −vq is the largest component





s.t. (f + vq(t, xp))1− vB\{q}(t, xp) ≤ 0
v(t, xp)1 = 0
xN(t, xp) > 0
t ∈ T
where t ∈ T, f, xp ∈ R are variables.
If min f > 0, B \ {q} is a feasible basis.
Therefore, if one of these two cases is true, B \ {q} is a feasible adjacent basis of
B¯.
Remark. The theory behind the method presented in this chapter is more com-
plicated and sophisticated than Algorithm 1 in Chapter 3. Theoretically, the new
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method looks promising. However, our preliminary numerical experiments do not
show any enhancement of performance due to the complexity and difficulty in im-
plementing the method and my lack of full understanding of the theory. Due to
time constraint, a complete investigation of this method has not been carried out
and it is left for future research.
Chapter 5
Conclusions
We hereby propose a novel algorithm, namely adjacent basis based algorithm, for
solving mpLP problems. Rather than solving the problem by enumerating all
optimal bases of the associated LP tableau or dividing the parameter space into
subsets directly to obtain critical regions, our algorithm only needs to check re-
lated adjacent bases of feasible bases to determine all the critical regions. In the
algorithm, the cutting theorem is used to efficiently find a feasible point in the
parameter space. From this point, we determine the feasible basis and represent
the corresponding critical region by p & d boundaries. The adjacent bases of the
feasible basis can be generated from the bases of related boundaries. We can then
identify the feasible bases out of all the adjacent bases. Repeat the above process,
and all the critical regions can be determined.
Numerical experiments have shown the feasibility and validity of the algorithm.
This algorithm can systematically identify all the critical regions in a parameter
space. In addition, it is easily implementable. However, it doesn’t have obvious
advantage in terms of computing time used because checking the relevant infeasible
adjacent bases increases the amount of labor required, especially when the size of
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the problem is large. This is also the major factor reason that we cannot solve large
scale problems. Since the study of the SLP is a new research area, the structure
of the SLP has yet to be fully understood. In Chapter 4, we attempt to solve this
problem based on the study of the SLP, but what we have done so far is still far
away from our goal. We leave this topic for future research.
Appendix A
Source of Program X
function [Baseset,Crset,LCr]=basismplp(A0,b0,C0)
% This code is designed to solve mpLPs which have linear parameters




% input: A0 is m x n-m matrix,
% b0 is a m x length(T)+1 matrix,
% C0 is a n-m x length(T)+1 matrix
% The code is based on the algorithm in chapter 3 of the thesis.
% Written by Chen Fei,








T=[t1;t2]; T0=[1;T]; t0=length(T); tt=length(T0);
%%%%%%%%%%examples%%%%%%%%%%%%%%%%%%%%%%%%%%%
% A0=randn(m,n-m);b0=rand(m,tt);C0=rand(n-m,tt); %both b & C with parameter
% A0=randn(m,n-m);b0=rand(m,tt);C0=[rand(n-m,1),zeros(n-m,tt-1)]; %b with parameter
% A0=randn(m,n-m);b0=[rand(m,1),zeros(m,tt-1)];C0=rand(n-m,tt); %C with parameter
%%%%%%abtain A b C from A0 b0 C0%%%%%%%%%%%%%%%
[m,nm]=size(A0); n=m+nm;
A=[A0,eye(m)]; b=b0; C=[C0;zeros(m,tt)];
[Bbset,Cut]=findBbar(A,b,C,a1,a2,s); %find a feasible basis


















%%%%%%%%%%%%%%%%only p boundary (b with parameter)%%%%%%%%
if isnumeric(A)==1 && Cpara==t0*n && bpara<t0*m
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Cr=[Ap];temp=find(Ad(:,1)<-tol);




nrb0=[nrb01;nrb02]; nrA0b=[1 0;-1 0;0 1;0 -1];
nrA0=[-Cr(:,2:end);nrA0b];
f=ones(t0,1);














Baseset=[Baseset,Bbar’];%every colomn of it is a basis
[LnrCr,LnrCr1]=size(nrCr0); LCr=[LCr,LnrCr];
%The Set of CR related to base Baseset(:,i)
Crset=[Crset;nrCr0];


































































%%%%%%%%%%%%%%%%only d boundary (C with parameter)%%%%%%%%
elseif isnumeric(A)==1 && Cpara<t0*n && bpara==t0*m
Cr=[Ad];temp=find(Ap<-tol);




nrb0=[nrb01;nrb02]; nrA0b=[1 0;-1 0;0 1;0 -1];
nrA0=[-Cr(:,2:end);nrA0b];
f=ones(t0,1);














Baseset=[Baseset,Bbar’]; %every colomn of it is a basis
[LnrCr,LnrCr1]=size(nrCr0); LCr=[LCr,LnrCr];
%The Set of CR related to base Baseset(:,i)
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Crset=[Crset;nrCr0];
































































%%%%both p boundary and d boundary(b&C with parameter) %%%%
elseif isnumeric(A)==1 && Cpara<t0*n && bpara<t0*m
Cr=[Ap;Ad];
nrb01=Cr(:,1); nrb02=[a1;a1;a2;a2];
nrb0=[nrb01;nrb02]; nrA0b=[1 0;-1 0;0 1;0 -1];
nrA0=[-Cr(:,2:end);nrA0b];
f=ones(t0,1);














Baseset=[Baseset,Bbar’]; %every colomn of it is a basis
[LnrCr,LnrCr1]=size(nrCr0); LCr=[LCr,LnrCr];
%The set of CR related to base Baseset(:,i)
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Crset=[Crset;nrCr0];
























































































































T(T==0)=[]; T=reshape(T,m,m+1); T=T’; pB=T(L,:);
%%%%%%%%%%%%%%%%%%find a feasible basis%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
function [Bbar,Cut]=findBbar(A,b,C,a1,a2,a3,a4,s)







while ~isempty(T1) && ~isempty(T2) && isempty(Bbar)
Tt=[1;T1(1);T2(1);T3(1);T4(1)];



























function [An,bn] = noredund(A,b)
% NOREDUND - remove redundant linear constraints which define a feasible
% region.The feasible region satisfies A*x <= b,
% For n variables:
% A is m x n matrix, where m >= n (m constraints)
% b is m x 1 vector (m constraints)
% An is mmx n matrix, where mm >= n (mm nonredundant constraints)
% bn is mm x 1 vector (mm nonredundant constraints)
% Pick from code written by Michael Kleder,June 2005.
c = A\b; % least-squares soln, correct if no redundant constraints
if ~all(A*c < b); % exclude exterior and also boundary points
[c,f,ef] = fminsearch(@obj,c,’params’,{A,b});
if ef ~= 1
error(’Unable to locate a point within the interior of a feasible region.’)
end
end
bk = b; b = b - A*c;




function d = obj(c,params)
A=params{1}; b=params{2}; d = A*c-b;
k=(d>=-1e-15); % exclude quasi-boundary points
d(k)=d(k)+1; d = max([0;d]);
return
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