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La programación de horarios dentro de las instituciones educativas, representan un 
factor fundamental para el rendimiento y optimización de los tiempos y espacios 
dentro de la misma, es por esto que, en el presente proyecto se presentan los 
principales conceptos y herramientas de pronóstico aplicables para dar solución al 
timetambling problem (problema de programación de horarios) para el 
departamento de ciencias básicas en la facultad de ingeniería de la Universidad 
Libre seccional Bogotá. 
 
Para lograr este objetivo, en primer lugar, se describe la problemática; una vez 
identificada la misma, se aplican las metodologías de pronóstico óptimas para el 
patrón de los datos históricos de la cantidad de estudiantes matriculados en cada 
una de las asignaturas, (método de regresión simple, suavizamiento exponencial 
lineal, suavizamiento exponencial cuadrático, curva de crecimiento, regresión 
múltiple de series de tiempo), para determinar así, cuál de ellos arroja un menor 
valor de MSE (error cuadrático medio) lo cual indicaría el método de pronóstico 
recomendable para finalmente ser aplicado computacionalmente y obtener la 














Programming schedules within educational institutions is a fundamental factor for 
performance and optimization of times and spaces within it, is for this. Time 
programming problem for the department of basic sciences in the engineering faculty 
of the Universidad Libre sectional Bogotá. 
 
To achieve this objective, first, the problem is described; once it has been identified, 
the optimal results methodologies are applied to the historical data pattern of the 
number of students enrolled in each of the subjects, (simple regression method, 
linear exponential smoothing, quadratic exponential smoothing, growth curve , 
multiple regression of time series), to determine, which of them will yield a lower 
value of MSE (mean square error) to which the prediction method is indicated so that 
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Durante la formación de un ingeniero, es de vital importancia las bases dadas 
durante el ciclo inicial de su carrera, ya que las asignaturas y el conocimiento 
impartido en ese período de tiempo, son un factor determinante para la preparación 
y comprensión de los temas que recibirá posteriormente, y la aplicación en el ámbito 
laboral de todo el conocimiento adquirido, por lo tanto, la gestión administrativa y 
organizacional de las universidades como entidades encargadas de impartir dicho 
conocimiento, es fundamental para que se logre a cabalidad el objetivo de cada uno 
de los programas de formación. 
 
Por lo anterior, en el presente proyecto se presenta la aplicación de herramientas 
de pronóstico para la solución de Timetabling problema (problema de programación 
de horarios) en la Universidad Libre, específicamente en el departamento de 
ciencias básicas, encargado de la definición, asignación, control y seguimiento de 
las asignaturas catalogadas como “núcleo básico” en los diferentes programas 
ofertados por la facultad de ingeniería, el cual cuenta actualmente con 4 programas: 
Ingeniería industrial, ingeniería de sistemas, ingeniería ambiental e ingeniería 
mecánica, los cuales son impartidos en modalidad presencial en su sede principal 
en la ciudad de Bogotá D.C. sede Bosque popular. 
 
En la actualidad, se está produciendo un cambio de paradigma en el campo de la 
logística de la educación, ya que, en lugar de presentarse un crecimiento 
permanente en el número de estudiantes, las instituciones de educación superior 
(denominadas universidades y colegios de educación superior) tienen que lidiar con 
el nuevo inicio de procesos de organización y disminución de aulas, optimizando de 
manera especial los espacios dentro de las instalaciones de la institución educativa. 
(Isabel S, 2016) 
 
La asignación de la totalidad de las asignaturas y aulas en intervalos de tiempo se 
realiza según el proceso de programación de los cursos de la universidad, teniendo 
en cuenta la lista de restricciones de hardware y software presentadas en cada 
semestre, buscando de manera específica que no se creen conflictos en dichas 
asignaciones, teniendo en cuenta que las restricciones no deben violarse en 
ninguna circunstancia. (Isabel S, 2016) 
 
Este tipo de problema es conocido como Timetambling Problem o programación 
horaria. Los problemas de este, consisten en la asignación de ciertos eventos en 
distintos horarios respetando unos requerimientos y condiciones. (Isabel S, 2016) 
 
Para este caso se debe contar primero con el número de personas matriculadas en 
los cursos, para determinar las condiciones en los horarios para cada uno de ellos. 
(Isabel S, 2016) 
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La mayoría de las veces las instituciones no saben con cuánto espacio cuentan, ni 
como lo están utilizando. Para esto se nombrarán algunas restricciones comunes 
pero necesarias, las cuales se deben tener en cuenta al momento de planificar. 
(Isabel S, 2016) 
 
• Clases dirigidas por el mismo docente 
• Clases en las mismas aulas 
• Limitaciones de espacio en las aulas 
• Conflictos entre materias (se cruzan) 
• Cantidad de alumnos asignados a un curso 
 
Teniendo en cuenta lo anterior, el punto de partida para la programación de horarios, 
son las restricciones, sin embargo, hay otro factor determinante para el proceso de 
la habilitación de los cupos en cada asignatura, y son los datos históricos de cada 
una de ellas, los cuales arrojan una visión más acertada de lo que podría llegar a 
ser el comportamiento de la comunidad estudiantil al realizar el proceso de matrícula 
para el nuevo semestre. 
 
Este comportamiento se asemeja en gran medida a lo que se ven enfrentadas las 
empresas al tratar de definir cuáles serán sus ventas para los próximos años o que 
cantidad de productos deben fabricar en cierto periodo de tiempo. Para determinar 
dicha información, se implementan metodologías de pronóstico que arrojará 






La Universidad Libre tiene como objetivo principal en los programas de ingeniería, 
formar profesionales cuya actividad permita mejorar el uso de recursos en el ámbito 
del desarrollo sostenible y así contribuir con el mejoramiento de la calidad de vida 
de las comunidades y el éxito de las organizaciones; desarrollando capacidades en 
el profesional que le permitan asimilar y construir conocimiento científico y 
tecnológico; incentivando el trabajo en equipo y el pensamiento global con espíritu 
investigativo y emprendedor, sustentado sobre los principios éticos y filosóficos 
expresados en la Misión de la Universidad (Proyecto educativo del programa, 
Universidad Libre, 2015). 
 
Entre las estrategias académicas determinadas por la universidad para el correcto 
desarrollo de la formación de los estudiantes, se encuentran las siguientes, los 
cuales se verán beneficiados en gran medida por la implementación del presente 
proyecto (Universidad Libre, s.f, 2012) 
 
• Unificar el núcleo básico de cada uno de los planes de estudio que ofrece la 
Universidad, garantizando un amplio espacio de flexibilidad curricular, para 
dar respuesta a las necesidades regionales, locales y étnicas. 
• Propiciar el tránsito de la educación tradicionalista, verbalista y bancaria, a la 
educación activa, participante y auto gestora de conocimiento, en una 
relación de pares. 
• Recuperar la Universidad como espacio constructor e impulsor de las 
libertades de aprendizaje, de pluralismo ideológico, de convivencia pacífica 
y de formación ciudadana. 
• Diseñar nuevos currículos de acuerdo con las necesidades de la época a 
nivel nacional e internacional. 
• Realizar un proceso de cambio planeado, que concilie el actual sistema 
educativo con los avances científicos, tecnológicos y pedagógicos del mundo 
de hoy. 
• Propender y desarrollar el concepto de universidad como cabeza del Sistema 
Educativo, fundamentando los diferentes niveles educativos. 
• Establecer Postgrados en los programas que desarrolle la Universidad. 
• Estructurar los reglamentos y manuales de funciones de la Comunidad 
Unilibrista, de acuerdo con la visión, la misión y los objetivos de la 
Universidad. 
• Propiciar la multidisciplinariedad científica en el diseño, aplicación, 
implementación, evaluación y control de procesos curriculares. 
 
Adicionalmente, la Universidad en pro del desarrollo del programa, en su proyecto 
educativo del programa en el año 2015, estableció los siguientes objetivos 




• Capacitar al estudiante en la interpretación y análisis de los fenómenos 
socioeconómicos del medio empresarial colombiano 
• Proporcionar al estudiante los conceptos y herramientas técnicas para un 
correcto planteamiento, análisis y solución de los problemas sobre los 
procesos administrativos e industriales 
• Proporcionar al estudiante sólidos conocimientos contables, financieros, de 
gestión de proyectos de inversión y de investigación operacional 
• Desarrollar en el estudiante una mentalidad creadora de empresas y de 
cambio social, mediante el conjunto de asignaturas administrativas, 
financieras y técnicas 
• Proporcionar al futuro profesional herramientas para el uso y 
aprovechamiento eficiente de los sistemas de información, procesamiento 
electrónico de datos y comunicación imprescindibles para el normal 
funcionamiento de las empresas 
• Proporcionar los conocimientos necesarios para entender la gestión integral 
de las operaciones en las organizaciones 
 
Lo anterior, hace que se concentren los esfuerzos en brindar una formación de alta 
de calidad, buscando siempre que el estudiante se encuentre totalmente conforme 
con el servicio educativo que recibe, pero, además de esto, el estudiante también 
se debe sentir satisfecho con el servicio administrativo y con la organización interna 
que brinda y refleja la universidad. 
 
La universidad al ser entendida como una empresa, asume al estudiante como su 
cliente, por lo tanto, deben asegurar la satisfacción del cliente, siendo esta una parte 
fundamental del proceso de toda compañía. Por lo tanto, cada factor que interviene 
durante la prestación del servicio debe ser tomado en cuenta de manera especial, y 
más aún cuando se trata de algo que afecta directamente los factores programáticos 
que cursan los estudiantes. 
 
Para poder realizar todo el proceso de implementación de Timetabling problema 
(problema de programación de horarios), se requiere iniciar por la parte fundamental 
que es la generación de pronósticos, por lo tanto, si se implementa la propuesta 
realizada por las autoras en el presente proyecto, ya se tendría un avance de más 
del 60% generando beneficios para la universidad, ya que al determinar un 
pronóstico efectivo en la cantidad de estudiantes que realizarían su matrícula en los 
próximos semestres, se cumple con un manejo administrativo más efectivo, y las 
actividades realizadas por los funcionarios representarán un menor porcentaje de 
error. 
 
Ahora bien, dado que una asignación de horarios sistematizada permite respetar la 
disponibilidad de horarios de los profesores, disminuir las horas libres entre clases 
del mismo semestre, entre otros (Schaerf, 1999), este trabajo responde a la 
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pregunta ¿Cómo aplicar las metodologías de pronósticos para el problema de 
programación de horarios en las materias de núcleo básico de la carrera de 
ingeniería industrial de la Universidad Libre? 
 
En términos organizacionales, aportaría al fortalecimiento de las actividades acorde 
a las necesidades de los estudiantes activos y los que están próximos a vincularse, 
lo que permitirá cumplir con las expectativas de estos y promovería una mejor 
satisfacción de los estudiantes, haciendo que se fortalezca la relación con la 
institución. 
 
En cuanto a los factores técnicos, la institución tendría un incremento en su 
infraestructura tecnológica, aumentando así su capacidad y efectividad en las tareas 
realizadas, minimizando los tiempos de operación en cada una de ellas, generando 
una disminución económica en la mano de obra de los operarios, brindando 






1.1 PLANTEAMIENTO DEL PROBLEMA 
 
 
Los programas de ingeniería ofertados por La Universidad Libre en la ciudad de 
Bogotá, en su sede bosque popular, presentan escasez en la capacidad instalada 
en bloque B que le ha sido asignado dentro de la sede de la institución, por lo tanto, 
la facultad debe hacer uso de salones pertenecientes a otras facultades de la 
universidad. El desarrollo de las actividades administrativas correspondientes a la 
asignación de aulas, docentes, cantidad de estudiantes, y demás factores necesarios 
en cada una de las materias requeridas en el plan de estudios se realizan de manera 
manual, utilizando como herramienta principal la aplicación de hojas de cálculo en 
Microsoft Excel. 
 
La información base para la asignación no se encuentra consolidada en un solo 
archivo. La organización, depuración y filtro de dicha información está a cargo de un 
funcionario de la Universidad, quien realiza la labor de manera manual en el 
programa antes mencionado, demandando de sí un tiempo prolongado, limitando el 
establecimiento y control de nuevas tecnologías, las cuales podrían optimizar 
tiempos y puestos de trabajo, realizando una revisión periódica de la calidad, 
cumplimiento y optimización de espacios. 
 
Para determinar esta problemática, se realizó una investigación preliminar, donde 
se recolectó información suministrada por parte del Ingeniero Fernando Pérez 
(Director de ciencias básicas de la facultad de ingeniería) de 12 años, 23 semestres. 
 
En las figuras 1, 2, 3 y 4, se muestra un consolidado de las materias que fueron 
ofertadas durante los semestres comprendidos en el periodo 2007-1 a 2019-1; estas 
hacen parte del listado de asignaturas que deben ser dictadas durante los ciclos de 
estudio. 
 
Para mostrar el comportamiento gráfico de las asignaturas, se realizaron 
agrupaciones así:  
 
GRUPO 1 GRUPO 2 
Ecuaciones diferenciales Electivas De Sistemas I 
Dibujo de máquinas Electricidad Y Magnetismo 
Ciencia de los materiales Estática 
Cátedra Unilibrista Ética 
Cálculo multivariado y vectorial Física Mecánica 
Cálculo integral Física Óptica Y Ondulatoria 
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Álgebra y trigonometría Geometría Descriptiva 
 Ingles I 
 Ingles II 
GRUPO 3 GRUPO 4 
Ingles III Química Analítica 
Ingles IV Química General 
Ingles V Química Industrial 
Instituciones Colombianas Química Inorgánica 
Introducción A La Ingeniería Ambiental Química Orgánica 
Introducción A La Ingeniería De 
Sistemas Resistencia De Materiales 
Introducción A La Ingeniería Industrial Sistemas I 
Introducción A La Ingeniería Mecánica Sistemas II 
Introducción A La Investigación Termodinámica 
Lenguaje Y Comunicación  
Metodología De La Investigación  
 
Figura 1. Cupos disponibles, estudiantes inscritos y matriculados para un grupo 1 
de asignaturas 2007-1 a 2019- 1 
 
 
Fuente: las autoras, 2018 
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Figura 2. Cupos disponibles, estudiantes inscritos y matriculados para el grupo 2 de 
asignaturas, 2007-1 a 2019-1 
 
Fuente: las autoras, 2018 
 
Figura 3. Cupos disponibles, estudiantes inscritos y matriculados para el tercer 
grupo de asignaturas, 2007-1 a 2019-1 
 
Fuente: Las autoras, 2018 
23  
 
Figura 4. Cupos disponibles, estudiantes inscritos y matriculados para el cuarto 
grupo de asignaturas, 2007-1 a 2019-1 
 
 
Fuente: Las autoras, 2018 
 
De acuerdo con los históricos presentados en las figuras anteriores, se evidencia la 
cantidad de cupos habilitados, alumnos inscritos y finalmente los alumnos 
matriculados en cada una de las asignaturas, demostrando que del 100% de los 
cupos ofertados, sólo se abarca en promedio el 76% de ellos (Las autoras 2018). 
 
Los funcionarios que pronostican los cupos de los cuales se dispondrá en cada 
semestre y por materia, lo elaboran de manera deliberada o basándose en su propio 
criterio, lo cual genera un gran porcentaje de error, donde se oferta una capacidad 
mayor a la demandada y en otras ocasiones, la cantidad de alumnos matriculados es 
mayor a la cantidad de cupos habilitados; esto se puede evidenciar en las gráficas 
anteriores, las barras de color azul representan la cantidad de cupos habilitados, las 
barras de color verde la cantidad de estudiantes inscritos, y finalmente las barras de 
color rojo la cantidad de estudiantes matriculados. 
 
Teniendo en cuenta la información anterior, se pude determinar que la carencia de 
control y pronósticos es directamente proporcional a los errores que se generan en 
la asignación de la capacidad en los salones asignados, y así mismo los docentes 
estipulados para cada uno de los grupos. 
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Figura 5. Porcentaje de error alumnos matriculados vs cupos habilitados 2007-1 a 
2019-1 
 
Fuente: las autoras, 2018 
 
En la figura 5, se muestra de manera gráfica el porcentaje de error en la asignación 
de los cupos habilitados vs la cantidad de estudiantes matriculados por cada una de 
las asignaturas, para este cálculo se tomó el valor de los estudiantes matriculados 
como el 100%, para determinar respecto a este %, cuánto representaba la cantidad 
de cupos habilitados, y dicho valor, restarlo a 100, y así determinar el % de error. 
 
El gasto generado por el trabajo realizado en la asignación de cupos se ve reflejado 
en la evaluación de productividad del puesto de trabajo del recurso que realiza dicha 
función. De acuerdo con las entrevistas verbales con los funcionarios, y al análisis 
realizado en los puestos de trabajo, se evidencia que más del 60% de tiempo se 
invierte en realizar dicha actividad. Adicionalmente, la inversión de tiempo en esta 
actividad no solo afecta los resultados productivos de la universidad, sino también 
el desarrollo profesional del colaborador, ya que se podría realizar una mejor 
inversión de sus capacidades en pro del avance del departamento para el que 
labora. 
 
Con el análisis anterior se tiene identificado el problema, sin embargo, ahora queda 
como tarea la definición de cuál sería la mejor herramienta de pronóstico que será 
utilizada en el desarrollo de la solución del Timetabling Problem en el programa de 
Ingeniería Industrial, iniciando principalmente por la definición y aplicación de este 





En la Figura 6. Árbol de problemas, se muestra un análisis que nos permite concluir 
la causa raíz. 
 
Figura 6. Árbol de problemas 
 
 






1.2.1 Objetivo general. Desarrollar estrategias de planeación a partir de modelos 
de pronóstico para entender el comportamiento de la demanda de asignaturas, 
salones y docentes de ciencias básicas de la facultad de Ingeniería de la 
Universidad Libre sede Bosque Popular. 
 
1.2.2 Objetivos específicos. A continuación, se enlistan los objetivos específicos 
del presente trabajo: 
 
 Recoger los datos históricos de las variables a las que se estimará la 
demanda de estudiantes matriculados de las asignaturas de ciencias básicas 
de la facultad de Ingeniería. 
 Elaborar el análisis estadístico descriptivo de los datos históricos recogidos 
de la demanda de estudiantes inscritos de las asignaturas de ciencias 
básicas que afectan la planeación y la programación de recursos académicos 
como docentes, horarios y número cupos habilitados. 
 Determinar el modelo de pronóstico para la demanda de estudiantes inscritos 
de las asignaturas de ciencias básicas que se ajuste mejor al comportamiento 
histórico de los datos. 
 Realizar validación de los resultados obtenidos a partir de las técnicas de 
pronóstico seleccionadas, para determinar el modelo definitivo como 




1.3 DELIMITACIÓN DEL PROYECTO 
 
 
1.3.1 Temática. Esta propuesta se realizará en la Universidad Libre Sede Bogotá, 
con las asignaturas de ciencias básicas; se desarrollará la implementación del 
pronóstico en varias de las asignaturas, esta implementación estará sujeta a la 
decisión del encargado del área. 
 
1.3.2 Tiempo. Para el desarrollo del presente proyecto de grado se determina 
como fecha inicial el 09 de agosto de 2018 y como fecha final el 20 de julio de 2019. 
 
1.3.3 Geográfico. Actualmente en la Universidad Libre sede Bosque Popular en 
Bogotá se encuentra el programa de Ingeniería Industrial, ubicada en la Carrera 70 
A # 53-40 al lado del Jardín Botánico, aquí se encuentra el personal encargado de 
brindar la información necesaria para el fin del proyecto. 
 
Figura 7. Ubicación geográfica de la sede Universidad Libre Bogotá Bosque Popular 
 
Fuente: Google Maps, 2018 
 
La información necesaria para la elaboración del proyecto debe ser suministrada 
por la persona encargada de las asignaturas de ciencias básicas, la cual debe contar 
con los históricos de la información necesaria para la ejecución del proyecto 
 
1.4 METODOLOGÍA DEL PROYECTO 
 
1.4.1 Tipo de investigación. Para el desarrollo del presente proyecto se utilizará 
una investigación aplicada, pues está centrada en encontrar mecanismos o 
estrategias que permitan lograr o conseguir un objeto concreto, como conseguir un 




Con el fin de explicar el concepto de investigación aplicada, se comparte algunos 
conocimientos Padrón, para quien la expresión se propagó durante el siglo XX para 
hacer referencia, en general, a aquel tipo de estudios científicos orientados a 
resolver problemas de la vida cotidiana o a controlar situaciones prácticas. Dentro 
de esa concepción general, pueden distinguirse, a su vez, dos sentidos más 
específicos de dicha expresión (Padrón, 2006.) 
 
 Aquella que incluye cualquier esfuerzo sistemático y socializado por resolver 
problemas o intervenir situaciones, aunque no sea programático, es decir, 
aunque no pertenezca a una trayectoria de investigaciones descriptivas y 
teóricas. En ese sentido se concibe como investigación aplicada tanto la 
innovación técnica, artesanal e industrial como la propiamente científica. 
(Padrón, 2006.) 
 
 Aquella que sólo considera los estudios que explotan teorías científicas 
previamente validadas para la solución de problemas prácticos y el control 
de situaciones de la vida cotidiana. En este sentido sólo son investigaciones 
aplicadas las que se enmarcan dentro de una secuencia programática de 
búsquedas que tienen como núcleo el diseño de Teorías científicas. (Padrón, 
2006.) 
 
También se aborda la investigación cualitativa y cuantitativa, las cuales tienen como 
objeto principal, brindar una descripción completa y detallada del tema de 
investigación, y centrarse más en el conteo y clasificación de características y en la 
construcción de modelos estadísticos y cifras para explicar lo que se observa. 
 
Tabla 1. Descripción tipo investigación cualitativa y cuantitativa 
 Cualitativo Cuantitativo 
Hipótesis Ancha Estrecha 
Descripción Imagen completa Enfocada 
Tipo de Investigación Exploratorio Concluyente 
Fuente: (Figueroba, 2018) 
 
Como se observa en la Tabla 1 estos tipos de investigación son ideales para 
utilizarse al inicio de la investigación (cualitativa) y al finalizar la investigación 
(cuantitativa), esta da una visión clara de lo que se puede esperar de la 
investigación. 
 
A nivel de análisis la investigación cuantitativa “analiza aspectos concretos de los 
objetos de estudio, la de tipo cualitativo tiene un carácter más holístico; esto significa 
que intenta comprender la estructura de los hechos y las dinámicas entre los 
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elementos que los componen de un modo global en lugar de particularista. 
(Figueroba, 2018) 
 
La fiabilidad y validez de las investigaciones cuantitativas dependen principalmente 
de las técnicas y de los instrumentos que se utilicen para medir y elaborar los datos. 
En el caso de la metodología cualitativa, estas propiedades se relacionan en mayor 
medida con el rigor y la capacidad de los investigadores, y pueden tener un carácter 
más subjetivo”. (Figueroba, 2018) 
 
1.4.2 Cuadro metodológico. En la Tabla 2 se presenta la metodología por medio 
de la cual se desarrollará una herramienta para solucionar el Timetabling Problem 
(problema de programación de horarios) de la Universidad Libre, departamento de 
ciencias básicas en la facultad de ingeniería. 
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1.5 MARCO REFERENCIAL 
 
1.5.1 Presentación de la institución. Los orígenes de la Universidad Libre se 
remontan a los años finales del siglo XIX, cuando ilustres intelectuales del 
pensamiento liberal fundaron, en 1890, la Universidad Republicana. Con el tiempo, 
por la misma fuerza de su inspiración ideológica, se le denominó Universidad Libre 
y quedó legalmente constituida el 30 de octubre de 1913. (Universidad Libre, 2017) 
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De forma definitiva comenzó a funcionar en 1923, con las visionarias palabras de 
su fundador, el general Benjamín Herrera: “Quiero llamar la atención de forma 
especial sobre la característica que debe singularizar este vasto establecimiento 
docente con que el liberalismo quiere dotar al país: la Universidad Libre no debe ser 
un foco de sectarismo ni una fuente perturbadora de la conciencia individual; este 
moderno establecimiento debe ser una escuela universal sin restricciones ni 
imposiciones; este hogar espiritual debe ser amplísimo templo abierto a todas las 
orientaciones del magisterio civilizador y a todas las sanas ideas en materia de 
educación; nada que ate la inteligencia ante los prejuicios y preocupaciones, pero 
nada tampoco que atente contra la libertad y la conciencia del individuo. No vamos 
a fundar una cátedra liberal sino una amplísima aula en la que se agiten y se muevan 
con noble libertad todos los temas científicos y los principios filosóficos aceptados 
por la moderna civilización”. (Universidad Libre, 2017) 
 
Así, desde su fundación, la Universidad Libre se ha orientado por el ideario liberal y 
se ha inspirado en la democracia, la justicia e inclusión social, la libertad de 
pensamiento y culto, la autonomía universitaria, la tolerancia, el pluralismo, la 
libertad de cátedra y la dignidad humana. (Universidad Libre, 2017). 
 
1.5.2 Antecedentes. A continuación, se presentan los documentos que anteceden 
el presente trabajo de grado: 
 
1.5.2.1 Universidad Nacional de Colombia, generan tesis buscando un Modelo para 
la programación académica de la facultad de ingeniería, universidad nacional de 
Colombia, sede Bogotá (Gutiérrez Quijano, 2017) donde el resultado fue la 
implementación de un prototipo inicial del módulo de generación de programación 
basado en búsqueda Tabú, que dio buenos resultados en términos de tiempos 
comparados con otras implementaciones similares, sin embargo, es necesario 
continuar la investigación sobre formas, mejorar el prototipo para considerar ciertas 
limitaciones que se encuentran en problemas prácticos. 
 
1.5.2.2 Universidad Javeriana, generan una propuesta de investigación buscando el 
Diseño de un algoritmo para realizar la programación de horarios de la carrera de 
ingeniería industrial de la pontificia universidad javeriana (Lozano Amézquita, 2017) 
donde se aplica una técnica de solución combinatoria (Búsqueda Aleatoria) que 
encuentra soluciones cercanas o iguales a las presentadas por el modelo 
matemático, pero en un tiempo computacional significativamente menor. Se 
concluye que para instancias pequeñas el tiempo con la metaheurística mejora en 
un 30%, consiguiendo soluciones iguales al modelo matemático. Cuando se prueba 
la metaheurística en problemas más grandes, el tiempo computacional puede 




1.5.2.3 Universidad de la Guajira, Riohacha y Universidad del Norte, Barranquilla, 
generan publicación en revista de investigación (Mejía Jose y Paternian Carlos, 
2018) donde se publica documento del problema asignación de horarios de clases 
universitarias mediante algoritmos evolutivos, esta investigación se ha 
caracterizado, por resolver un problema de programación de horarios y salones al 
programa de Ingeniería Industrial de la Facultad de Ingeniería en la Universidad de 
La Guajira, a través de la técnica meta heurística de algoritmos evolutivos, 
obteniendo un software que permite resolver problemas de gran tamaño en tiempos 
computacionales razonables y satisfaciendo niveles de calidad deseados. 
 
1.5.2.4 El artículo Programación de Horarios de Clases y Asignación de Salas para 
la Facultad de Ingeniería de la Universidad Diego Portales Mediante un Enfoque de 
Programación Entera (Hernández, Miranda & Rey, 2018) hablan sobre la Class 
Scheduling, el cual estudia el problema con la programación en entidades 
educativas y muestra cómo estas entidades tienen problemas a la hora de 
programar aulas y horarios y cómo se deben aferrar a las condiciones expuestas 
por la universidad. Manejan la programación entera el cual realiza una asignación 
simultánea de todas las clases de un curso a algún patrón de hora y día. 
 
1.5.2.5 El artículo Combinación entre Algoritmos Genéticos y Aleatorios para la 
Programación de Horarios de Clases basado en (Ritmos Cognitivos Castrillón, 
2017) comentan la dificultad que hay para realizar la asignación de horarios, clases 
y demás en las universidades por lo cual muestran dos formas para realizar dichas 
programaciones, la primera es inteligencia artificial (la cual se obtiene resultado en 
pocos segundos) y métodos tradicionales (prueba y error). 
 
1.5.2.6 El artículo Comparación de métodos neuronales y heurísticos para un 
problema de horario (Mausser & Magazine, 2018), realizan la comparación entre 
una red neuronal y la heurística, donde programan un conjunto de entrevistas con 
restricciones de disponibilidad y no disponibilidad. Esto lo aplican a problemas 
aleatoriamente de diferentes características en el cual les arroja el mejor tiempo de 
ejecución y la mejor solución. 
 
1.5.3 Marco teórico. Los problemas de asignación de horarios están asociados 
a organizar una secuencia de eventos con recursos limitados y restricciones 
impuestas en un periodo de tiempo especificado. Las restricciones pueden 
comprender hechos tales como evitar choques de horario entre asignaturas, 
incapacidad de las salas, Infra o sobre-valoración de la carga de trabajo, inadecuada 
disposición para estudiantes y profesores, sub o sobre-asignación de recursos o 
equipos, entre otros. (Schaerf, 2001) 
 
1.5.3.1 Timetabling problem. Se considera como un tipo de problema de 
programación. Wren definió, en 1996, el timetabling como el problema de asignar 




de tiempo y locaciones para satisfacer un conjunto de objetivos en el mayor alcance 
posible. Wren también enfatiza que la programación se centra generalmente en 
minimizar el costo total de los recursos usados mientras que el timetabling busca 
cumplir objetivos deseados con la mayor cabalidad posible (Wren, 1996). 
 
El problema de la programación de horarios en las universidades se definió como la 
asignación de cierto número de eventos (en este caso clases) dentro de un 
determinado número de franjas horarias y salones de clases buscando cumplir con 
diferentes restricciones (Lewis, 2008) 
 
La asignación de recursos es un problema de tipo NP-Hard. Se considera así ya 
que se maneja un gran número de restricciones a tener en cuenta (Chaudruri & 
Kajal, 2010). Un problema NP-Hard implica que se es posible encontrar soluciones 
óptimas a grandes conjuntos de datos en un tiempo razonable, las restricciones 
normalmente se pueden clasificar en dos categorías: la primera se conoce como 
“dura” o “hard costraints”, estas deben ser siempre cumplidas con la finalidad de 
alcanzar una solución factible y la segunda categoría es conocida como “blanda” o 
“soft constraints”, estas no son obligatorias, pero se busca satisfacerlas (Sabar, 
Masri, Graham, & Rong, 2012). Un ejemplo de una restricción dura es que ningún 
docente esté dictando más de una asignatura al mismo tiempo y un ejemplo de una 
restricción suave es que las asignaturas de un mismo semestre queden 
programadas a diferentes horas; la calidad del modelo se mide como el grado en 
que las restricciones blandas son satisfechas. (Leung, 2004) 
 
El modelo matemático permite la programación de un conjunto de secciones de 
materias (cursos) donde cada una pertenece a exactamente un semestre de un 
conjunto de semestres, se requiere que sean asignadas a un conjunto de aulas en 
un conjunto de bloques de un conjunto de días al igual que sean asignadas a un 
conjunto de profesores. Las decisiones principales son representadas por un 
conjunto de variables discretas, las cuales entran en la categoría de variables 
binarias. (Leung, 2004) 
 
1.5.3.2 Pronósticos. Pronosticar es el arte de predecir los eventos del futuro. 
Aunque aún se necesita del juicio personal para pronosticar, los responsables de 
esta tarea cuentan con el apoyo de herramientas y métodos sofisticados. (Catarina, 
2015) 
 
“El pronóstico es el proceso de predecir el futuro. Toda planeación de una empresa 
se basa. En cierto grado, en un pronóstico. Las ventas de los productos actuales, 
los patrones de demanda del cliente para nuevos productos, las necesidades y 
disponibilidades de materias primas, la destreza progresiva de los trabajadores, las 
tasas de interés, los requerimientos de capacidad y la política” (Nahmias, 




Una de ellas es el horizonte de tiempo de tiempo. Los horizontes de tiempo se 
establecen de la siguiente manera: Corto, mediano y largo plazo.” (Ibid, pág 58). 
 
De acuerdo al autor: Steven Nahmias las decisiones a largo plazo son parte de la 
estrategia general de manufactura de la empresa. Un ejemplo es la planeación de 
las necesidades de capacidad a largo plazo. 
“De acuerdo con el autor Steven Nahmias los métodos de pronósticos son 
subjetivos y objetivos. Un método subjetivo de pronósticos se basa en el juicio 
humano y el método objetivo se deriva de un análisis de datos” (Ibid, pág 60). 
 
Un método de series de tiempo, o de serie temporal, es aquel que solo usa valores 
pasados del fenómeno que se predice. (Sandoval, 2016) 
 
Dentro estos métodos objetivos se encuentran los métodos de series de tiempo, y 
según Steven Nahmias estos métodos son llamados métodos ingenuos ya que no 
requieren información adicional a los valores, en el pasado, de la variable que se va 
a predecir. La idea es que se pueda inferir la información a partir del comportamiento 
de las informaciones pasadas, y se puedan usar para pronosticar valores futuros de 
la serie (Sandoval & Figueroa, 2016): 
 
Según Steven Nahmias, en el análisis de series de tiempo se trata de aislar los 
patrones que se presentan con más frecuencia entre ellos los siguientes: 
 
 Tendencia: Es la tendencia de una serie de tiempo a presentar un patrón 
estable de crecimiento o declinación. Se distinguen la tendencia línea (el 
comportamiento que describe una línea recta) y la tendencia no lineal (el que 
presenta una función no lineal, con una curva cuadrática o exponencial). 
Cuando no se especifica el patrón de la tendencia, por lo general se entiende 
que es lineal. 
 
 Estacionalidad: Es aquel que se repite a intervalos fijos. En las series 
temporales se imagina uno, por lo general el patrón que se repite cada año, 
aunque también son comunes patrones diario, semanales y mensuales de 
estacionalidad. 
 
 Ciclos: La variación cíclica se parece a la estacionalidad, excepto que la 
longitud y la magnitud del ciclo pueden variar. 
 
 Aleatoriedad: Una serie puramente aleatoria es aquella en que no hay patrón 
reconocible en los datos. Se pueden generar patrones totalmente al azar, que 
con frecuencia parecen tener alguna estructura. 
 
1.5.3.3 Tipos de Pronósticos: La parte primordial para abarcar el problema de 
programación de horarios (Timetambling Problem) es seleccionar un método de 
pronósticos que sea óptimo; John E. Hanke y Dean W. Wichern en su libro 
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Pronósticos en los negocios mencionan que: “la consideración primordial en la 
selección de un método para pronosticar es que los resultados deben facilitar el 
proceso de toma de decisiones”, por lo tanto, “todos los procedimientos formales 
para pronosticar requieren extender las experiencias del pasado hacia el futuro. Así, 
implican la suposición de que las condiciones que generaron los datos y las 
relaciones pasadas son iguales a las condiciones futuras”. 
 
El reconocimiento de que las técnicas de pronósticos funcionan con datos 
generados por eventos históricos, conduce a la identificación de los siguientes cinco 
pasos en el proceso de pronosticar (John E. Hanke y Dean W. Wichern, 2011) 
 
 Formulación del problema y recopilación de datos 
 Manipulación y limpieza de datos 
 Construcción y evaluación del modelo 
 Implementación del modelo (el pronóstico real) 
 Evaluación del pronóstico 
 
Al ejercer tareas administrativas donde se ve enfrentado al problema de actualizar 
con cierta periodicidad de tiempo los pronósticos con diferentes variables, muchas 
veces no es posible desarrollar técnicas complejas para elaborar pronósticos para 
cada una de ellas, en vez de ello, se necesitan herramientas para pronosticar de 
manera sencilla, rápida, poco costosa y para el corto plazo relacionadas a 
pronosticar datos a futuro, probablemente se use una técnica de promedios o una 
técnica de suavización. Estos tipos de técnicas usan alguna clase de promedio 
ponderado de observaciones pasadas para suavizar fluctuaciones de corto plazo. 
La suposición implícita de estas técnicas es que las 
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fluctuaciones de los valores 
pasados representan puntos de partida aleatorios de alguna estructura subyacente. 
 
Una vez que se identifica esta estructura, es posible proyectarla hacia el futuro para 
generar un pronóstico. 
 
1.5.3.3.1 Método Promedio Simple 
 
John E. Hanke y Dean W. Wichern en su libro pronósticos en los negocios, 
mencionan que: “los datos históricos pueden suavizarse de muchas maneras. El 
objetivo es usar los datos pasados para desarrollar un modelo de pronóstico para 
períodos futuros. En el método de promedios simples, al igual que sucede con los 
métodos informales, se toma una decisión para usar los primeros puntos de datos t 
como la parte de inicialización y la parte restante de puntos como la parte de prueba. 
Luego, se usa la ecuación (1) para promediar (calcular la media) la parte de 
inicialización de los datos y pronosticar el siguiente periodo.” (John E. Hanke y Dean 
W. Wichern, 2011) 
ECUACIONES 1 Promedio Simple (1-2) 
𝑌̂ = 1 ∑𝑡 𝑌 (1) 
𝑡+1 𝑡 𝑖=1 𝑖 
 
Cuando una nueva observación está disponible, el pronóstico del siguiente periodo, 
?̂?𝑡+2,es el promedio o la media calculada empleando la ecuación (1) incluyendo esta 
nueva observación. Cuando se pronostica un gran número de series 
simultáneamente (por ejemplo, en la administración de inventarios), el 
almacenamiento de datos suele ser un problema. La ecuación 2 resuelve este 
problema potencial. Sólo se requiere contar con el pronóstico más reciente y la 





El método de promedios simples es una técnica adecuada cuando los factores que 
producen la serie que se va a pronosticar se han estabilizado y el ambiente en el 
cual se encuentra la serie generalmente permanece sin cambios. Ejemplos de este 
tipo de series son: las ventas efectuadas como resultado de un nivel de esfuerzo 
constante de los vendedores; las ventas de un producto en la etapa de madurez de 
su ciclo de vida; y el número de citas semanales de un dentista, doctor o abogado 
cuyo número de clientes o pacientes es estable. Un promedio simple usa la media 
de todas las observaciones históricas relevantes como el pronóstico para el 





1.5.3.3.2 Método de regresión simple 
Este modelo permite hallar el valor esperado de una variable aleatoria a cuando b 
toma un valor específico. La aplicación de este método implica un supuesto de 
linealidad cuando la demanda presenta un comportamiento creciente o decreciente, 
por tal razón, se hace indispensable que previo a la selección de este método exista 
un análisis de regresión que determine la intensidad de las relaciones entre las 
variables que componen el modelo (John E. Hanke y Dean W. Wichern, 2011). 
 
Este es un modelo óptimo para patrones de demanda con tendencia (creciente o 
decreciente), es decir, patrones que presenten una relación de linealidad entre la 
demanda y el tiempo. El objetivo de un análisis de regresión es determinar la 
relación que existe entre una variable dependiente y una o más variables 
independientes. Para poder realizar esta relación, se debe postular una relación 
funcional entre las variables (John E. Hanke y Dean W. Wichern, 2011). 
 
Cuando se trata de una variable independiente, la forma funcional que más se utiliza 
en la práctica es la relación lineal. El análisis de regresión entonces determina la 
intensidad entre las variables a través de coeficientes de correlación y 
determinación (John E. Hanke y Dean W. Wichern, 2011). 
 
El coeficiente de correlación, comúnmente identificado como r o R, es una medida 
de asociación entre las variables aleatorias X y Y, cuyo valor varía entre -1 y +1. 
El cálculo del coeficiente de correlación se efectúa de la siguiente manera: 





Dónde t hace referencia a la variable tiempo y x a la variable demanda. 
 
Para la aplicación del modelo, es necesario tener en cuenta las siguientes fórmulas: 
 
?̂?𝑡 = 𝑎 + 𝑏𝑡 (4) 
?̂?𝑡= pronóstico del período t 
a = Intersección de la línea con el eje 
b = Pendiente (positiva o negativa) 




𝑎 = 𝑋 − 𝑏𝑡 (5) 
 
𝑋 = promedio de la variable dependiente (Ventas o demanda) 





1.5.3.3.3 Método de múltiple de series de tiempo 
 
Los modelos de regresión con más de una variable independiente se llaman 
modelos de regresión múltiple. La mayoría de los conceptos presentados en la 
regresión lineal simple se utilizan en la regresión múltiple. La regresión múltiple 
implica el uso de más de una variable independiente para predecir una variable 
dependiente. 
 
En la regresión simple, la variable dependiente puede representarse mediante Y, y 
la variable independiente mediante X. En el análisis de regresión múltiple, las 
variables independientes se denotan mediante X con subíndices. Así, las variables 
dependientes se siguen representando por Y y las variables independientes por, 𝑋1, 
𝑋2 … 𝑋𝑘. Una vez que se ha determinado el conjunto inicial de variables 
independientes, la relación entre Y y estas X se expresa como un modelo de 
regresión múltiple. 
 
En el modelo de regresión múltiple, la respuesta promedio se toma como una 
función lineal de las variables explicativas: 
 
ECUACIONES 3 Múltiple series de tiempo 
𝜇𝑌 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + ⋯ + 𝛽𝑘𝑋𝑘 (5) 
La respuesta, Y, es una variable aleatoria que está relacionada con las variables 
independientes (predictivas), 𝑋1 , 𝑋2…,𝑋𝑘, por 




Para la i-ésima observación, 𝑌 = 𝑌𝑖 y 𝑋1 , 𝑋2…,𝑋𝑘  se definen para los valores 𝑋𝑖1   , 
𝑋𝑖2…,𝑋𝑖𝑘. 
 
Variables explicativas Respuesta 












2 𝑋21 𝑋22 ……………. 𝑋2𝑘 𝑌2 
. . . ……………. . . 
. . . ……………. . . 
i 𝑋𝑖1 𝑋𝑖2 ……………. 𝑋𝑖𝑘 𝑌𝑖 
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. . . ……………. . . 
. . . ……………. . . 
n 𝑋𝑛1 𝑋𝑛2 ……………. 𝑋𝑛𝑘 𝑌𝑛 
 
 Las 𝜀’s son componentes de error que representan las 
desviaciones de la respuesta de la relación verdadera. Son 
variables aleatorias no observables que explican los efectos de 
otros factores sobre la respuesta. Se supone que los errores son 
independientes y todos están distribuidos de manera normal con 
una media 0 y desviación estándar desconocida 𝜎. 
 Los coeficientes de regresión, 𝛽0,𝛽1, … , 𝛽𝑘, que en conjunto definen 
la función de regresión son desconocidos. 
 
Teniendo los datos, es posible estimar los coeficientes de regresión usando el 
principio de mínimos cuadrados. Las estimaciones de los mínimos cuadrados se 
representan por 𝑏0,𝑏1, … , 𝑏𝑘, y la función de regresión estimada por: 
𝑌̂= 𝑏0 + 𝑏1𝑋1 + ⋯ + 𝑏𝑘𝑋𝑘 (7) 
1.5.3.3.4 Método de suavizamiento exponencial Lineal 
Este método puede considerarse como una evolución del método de promedio móvil 
ponderado, en este caso, se calcula el promedio de una serie de tiempo con un 
mecanismo de autocorrección que busca ajustar los pronósticos en dirección 
opuesta a las desviaciones del pasado mediante una corrección que se ve afectada 
por un coeficiente de suavización. (Ingeniería industrial online, 2016) 
 
Así entonces, este modelo de pronóstico precisa tan sólo de tres tipos de datos: el 
pronóstico del último período, la demanda del último período y el coeficiente de 
suavización. 
 
El pronóstico de suavización exponencial lineal es óptimo para patrones de 
demanda aleatorios o nivelados donde se pretende eliminar el impacto de los 
elementos irregulares históricos mediante un enfoque en períodos de demanda 
reciente, este posee una ventaja sobre el modelo de promedio móvil ponderado ya 
que no requiere de una gran cantidad de períodos y de ponderaciones para lograr 
óptimos resultados. (Ingeniería industrial online, 2016). En las fórmulas 8 y 9 se 
describe las operaciones a desarrollar para este método: 
 




 ?̂?𝑡 : Promedio de ventas en unidades en el período t 
?̂?𝑡−1 : Pronóstico de ventas en unidades del período t -1 
𝑋𝑡−1: Ventas reales en unidades en el período t - 1 
 
𝑎 : Coeficiente de suavización (entre 0,0 y 1,0) 
 
1.5.3.3.5 Método Suavizamiento exponencial cuadrático 
Este método se utiliza cuando se presenta una tendencia no lineal en la serie de 
tiempo, ya que las técnicas estudiadas con anterioridad arrojan resultados con un 
elevado error al intentar pronosticar este tipo de comportamiento en los datos. 
Esta técnica consigue buenos resultados al pronosticar este tipo de series al realizar 
tres suavizaciones como se muestra a continuación en las expresiones matemáticas 
para realizar el cálculo de pronóstico. (Modelos de pronósticos, 2017) 
ECUACIONES 5 Suavizamiento exponencial cuadrático 
 
Primera Suavización: 𝑆𝑡 = 𝑎𝑋𝑡 + (1 − 𝑎) 𝑆𝑡−1 (10) 
Segunda Suavización: 𝑆′𝑡 = 𝑎𝑆𝑡 + (1 − 𝑎) 𝑆′𝑡−1 (11) 
Tercera Suavización: 𝑆′′𝑡 = 𝑎𝑆′𝑡 + (1 − 𝑎) 𝑆′′𝑡−1 (12) 
Intercepto:𝑎𝑡 = 3𝑆𝑡 − 3𝑆′ 𝑡 + 𝑆′′𝑡 (13) 
Pendiente de la serie de tiempo: 𝑏𝑡 
 
3𝑎)𝑆′′𝑡] (14) 
= [ 𝑎 
2 
(1−𝑎)2 
] [(6 − 
5𝑎)𝑆𝑡 
− (10 − 
8𝑎)𝑆′𝑡 
+ (4 − 





𝑆𝑡 − 2𝑆 𝑡 𝑡 ′   + 𝑆′′ ) (15) 
       Pronóstico para el periodo 𝑡+𝑚
�  
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𝑃𝑡+𝑚  = 𝑎𝑡 + 𝑏𝑡𝑚 + 1⁄2 𝑐𝑡𝑚
2 (16) 
1.5.3.3.6 Método de tendencia exponencial 
 
Es un método que permite encontrar la ecuación de la función exponencial que 
mejor se ajuste a un grupo de datos, y de esta manera poder estimar valores futuros 
de su variable dependiente (y). 
 
Los datos deben tener un patrón de crecimiento exponencial, además, la ecuación 
que rige este tipo de curva es 
ECUACIONES 6 Tendencia exponencial 
𝑦 = 𝑎𝑒𝑏𝑥, donde 𝑥 es el valor de la variable independiente y 𝑦 el de la variable 
dependiente, 𝑒 es   el   número   de   Euler   (2.7182)   aproximadamente,   𝑎 es   la 
pendiente y 𝑏 es el punto donde corta la recta el eje vertical. (Torres, 2015) 
 
Para valorar una empresa o negocio se puede fijar la atención en cómo serán sus 
futuros resultados, si bien es cierto que el futuro no siempre es igual que el pasado, 
analizar los ingresos del pasado reciente ayudará a dar una idea de lo que puede 
ocurrir en el corto plazo. (Torres, 2015) 
 
1.5.3.3.7 Ajuste de la curva S 
 
El ajuste de curvas es un proceso mediante el cual, dado un conjunto de 𝑁 pares 
de puntos (𝑥𝑖 , 𝑦𝑖) (siendo 𝑥 la variable independiente 𝑒 y la dependiente), se 
determina una función matemática 𝑓(𝑥) de tal manera que la suma de los cuadrados 
de la diferencia entre la imagen real y la correspondiente obtenida mediante la 
función ajustada en cada punto sea mínima: (Salvador, 2008) 
 
𝜀 = 𝑚𝑖𝑛 (∑𝑖𝑁(𝑦𝑖 − 𝑓(𝑥𝑖))2)  (17) 
 
Generalmente, se escoge una función genérica 𝑓(𝑥) en función de uno o más 
parámetros y se ajusta el valor de estos parámetros de la manera que se minimice 
el error cuadrático, 𝜀. La forma más típica de esta función ajustada es la de un 
polinomio de grado 𝑀 ; obteniéndose para 𝑀 = 1 un ajuste lineal (o regresión 
lineal), 
 
ECUACIONES 7 Ajuste de la curva S 
𝑓(𝑥) = 𝑎0 + 𝑎1𝑥 (18) 
para 𝑀 = 2 un ajuste parabólico, 




Por otro lado se puede tener un conjunto de datos multidimensionales; es decir, un 
conjunto   de   𝑁   puntos   en   un   espacio    𝑘 + 1    dimensional    del    tipo   
(𝑥𝑖 (1), 𝑥𝑖 (2), … , 𝑥𝑖 (𝑘), … 𝑦𝑖). La función que se ajustará a estos puntos será una 
función de 𝑘 variables (Salvador, 2008) 
 
𝑦 = 𝑓(𝑥(1), 𝑥(2), … , 𝑥(𝑘)) (20) 
 
El ajuste multidimensional más sencillo es considerar una dependencia lineal de la 
función respecto a cada una de las variables de que depende; es decir, ajustando 
una función del tipo 
 
𝑓(𝑥(1), 𝑥(2), … , 𝑥(𝑘)) = 𝑎0 + 𝑎1𝑥(1) + 𝑎2𝑥(2) + ⋯ + 𝑎𝑘 𝑥(𝑘) (21) 
 
de tal manera que se minimice el error cuadrático respecto al conjunto de 
parámetros (𝑎0, 𝑎1, … 𝑎𝑘). Es lo que se conoce como ajuste o regresión multi línea. 
(Salvador, 2008) 
 
1.5.3.3.8 Método Box and Jenkins 
 
Box y Jenkins han desarrollado modelos estadísticos para series temporales que 
tienen en cuenta la dependencia existente entre los datos, esto es, cada 
observación en un momento dado es modelada en función de los valores anteriores. 
 
Los análisis se basan en un modelo explícito. Los modelos se conocen con el 
nombre genérico de ARIMA (AutoRegresive Integrated Moving Average), que deriva 
de sus tres componentes AR (Autoregresivo), I(Integrado) y MA (Medias Móviles). 
(De la Fuente, 2015) 
 
El modelo ARIMA permite describir un valor como una función lineal de datos 
anteriores y errores debidos al azar, además, puede incluir un componente cíclico o 
estacional. Es decir, debe contener todos los elementos necesarios para describir el 
fenómeno. Box y Jenkins recomiendan como mínimo 50 observaciones en la serie 
temporal. 
 
La metodología de Box y Jenkins se resume en cuatro fases: 
 La primera fase consiste en identificar el posible modelo ARIMA que sigue la serie, lo 
que requiere: 
o Decidir qué transformaciones aplicar para convertir la serie observada en una 
serie estacionaria. 
o Determinar un modelo ARMA para la serie estacionaria, es decir, los órdenes 
𝑝 y 𝑞 de su estructura auto regresiva y de media móvil. 
 La segunda fase: Seleccionado provisionalmente un modelo para la serie 
estacionaria, se pasa a la segunda etapa de estimación, donde los 
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parámetros AR y MA del modelo se estiman por máxima verosimilitud y 
se obtienen sus errores estándar y los residuos del modelo. 
 La tercera fase es el diagnóstico, donde se comprueba que los residuos 
no tienen estructura de dependencia y siguen un proceso de ruido blanco. 
Si los residuos muestran estructura se modifica el modelo para 
incorporarla y se repiten las etapas anteriores hasta obtener un modelo 
adecuado. 
 La cuarta fase es la predicción, una vez que se ha obtenido un modelo 
adecuado se realizan predicciones con el mismo. (De la Fuente, 2015) 
 
 
1.5.4 Marco conceptual. A continuación, se exponen unos términos relacionados 
con el presente proyecto, los cuales permitirán tener un mejor entendimiento de este 
 
 Asignatura: Dentro del contexto de este trabajo, se define asignatura como 
grupo específico dictado por un docente a un grupo de estudiantes 
determinados donde una materia puede contener diferentes asignaturas o 
grupos. 
 Asignación de recursos: “Problemas en los cuales se deben asignar recursos 
a las actividades de tal manera que se optimice de alguna manera la 
efectividad”. (Munguía Ulloa & Protti Quesada, 2005). 
 
 Crédito: De acuerdo con el ministerio de educación, un crédito es la unidad 
que mide el tiempo estimado de actividad académica del estudiante en 
función de las competencias profesionales y académicas que se espera que 
el programa desarrolle. 
 
 Distribución: Hace referencia al lugar asignado dentro de las instalaciones de 
la universidad para cada uno de los grupos que cursarán cada asignatura 
ofertada. 
 
 Eficiencia: Conjunto de atributos relacionados con la relación entre el nivel 
de desempeño del software y la cantidad de recursos necesitados bajo 
condiciones establecidas (ISO/IEC 9126-1:2001, 2001). 
 
 Fiabilidad: Un conjunto de atributos relacionados con la capacidad del 
software de mantener su nivel de prestación bajo condiciones establecidas 
durante un período establecido (ISO/IEC 9126-1:2001, 2001). 
 
 Franja Horaria: Espacio de tiempo de una hora donde es posible situar una 
asignatura. 
 
 Funcionalidad: Un conjunto de atributos que se relacionan con la existencia 
de un conjunto de funciones y sus propiedades específicas. Las funciones 




 Materia: Dentro del contexto de este trabajo, se define materia como el 
espacio a cursar establecido en la malla curricular. 
 
 Programación de Horarios: Es un conjunto de horarios de las asignaturas de 
una carrera y periodo académico determinado (Ancajima Barrientos, 2014). 
 Pronóstico: El pronóstico es el proceso de estimación en situaciones de 
incertidumbre. Los pronósticos son procesos críticos y continuos que se 
necesitan para obtener buenos resultados durante la planificación, de un 
proyecto. 
 
 Restricciones: “En las cuales se consideran las limitaciones del sistema 
debido a la escasez de recursos o a las condiciones del entorno”. (Munguía 
Ulloa & Protti Quesada, 2005). 
 
 Sistema de Gestión de Horarios Académicos: En la literatura se define 
Sistema de Gestión de Horarios Académicos como un Sistema de Registro 
Académico apegado a los requerimientos actuales de la institución en donde 
será implantado que constituye una herramienta de trabajo idónea para el 
departamento de Secretaría Académica, presentado muchos beneficios 
como: reducción en los tiempos de ejecución de los procesos, optimización 
de recursos físicos y humanos, la incorporación de procesos automatizados 
en sustitución de procesos manuales. La información generada por este 
sistema será de gran ayuda a la toma de decisiones para muchos 
departamentos de la universidad (Henriquez Monge, Magaña Barahona, 
Mejia Valladares, & Vaquerano Ramirez, 2007). 
Un Sistema de Gestión de Horarios Académicos es un sistema de 
automatización informático que provee una forma dinámica y ágil en la 
ejecución de los procesos que se lleven a cabo para la obtención de los 
horarios académicos, de una manera rápida y efectiva con la mejor opción 
para que el personal docente dicte su cátedra, previendo el conocimiento del 
personal docente en la cátedra que impartirá, la cantidad de docentes y su 
tiempo disponible , la infraestructura que posee la facultad y el número de 
alumnos que tomen la cátedra, para este punto basándose en estadísticas 
de años lectivos anteriores, ya que los horarios de los docentes deben ser 
generados antes de las inscripciones del alumnado (Campoverde Ramos, 
2015). 
 Variables y parámetros de decisión: “Que representan las primeras las 
decisiones o incógnitas del sistema real y los segundos los valores que 
permiten relacionar las variables y formar las funciones”. (Munguía Ulloa & 




2. DESARROLLO DEL PROYECTO 
 
 
2.1 RECOLECAR DATOS HISTÓRICOS DE LAS VARIABLES A ESTIMAR LA 
DEMANDA DE ESTUDIANTES MATRICULADOS DE LAS ASIGNATURAS. 
 
En esta primera parte, se reconocen los datos que intervienen en el histórico, así 
como las asignaturas, periodos, personas inscritas y matriculadas en cada uno de 
estos. 
 
Para esto se realizó una reunión con la persona responsable de ciencias básicas de 
la facultad de ingeniería, para todos los programas ofertados (Ingeniero Fernando 
Pérez) el cual fue el responsable de suministrar la información de los años 2007-1 
al 2019-1 de 44 asignaturas, con los datos de los cupos habilitados para cada una, 
la cantidad de estudiantes inscritos y finalmente los matriculados. 
 
2.1.1 Recolección de información. La Universidad Libre cuenta con 44 asignaturas 
agrupadas y denominadas “núcleo básico”, las cuales hacen parte de la malla 
curricular de los programas ofertados por la facultad de ingeniería 
 
Tabla 3. Listado de asignaturas de núcleo básico por orden alfabético 
 
Fuente: Las autoras, 2019 
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En la tabla 3 se enlistan todas las materias ofertadas por la facultad de ingeniería, 
las cuales serán objeto de análisis y estudio en el presente documento. Para dichas 
asignaturas, se recolectó información histórica de 12 años, 23 semestres 
comprendidos en el periodo 2007-1 a 2019-1, donde se obtuvo los datos de la 
cantidad de cupos habilitados para cada una, la cantidad de alumnos inscritos y 
finalmente la cantidad de estudiantes matriculados. 
 




Fuente: (Universidad Libre, 2019) 
 
La información suministrada por la universidad fue entregada de la manera como se 
evidencia en la imagen 1, donde se entrega información del periodo académico, la 
facultad, el programa, el código del pensum, y luego de esto, cada materia con la 
cantidad de grupos, los cupos, la cantidad de matriculados y los inscritos por cada 
una. Dicha información fue consolidada en archivos de Excel y agrupada con ayuda 
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de tablas dinámicas, sumando todos los periodos, para cada las variables (Cupos, 
inscritos, matriculados) por asignaturas. 
 
Imagen 2. Información consolidada en herramienta Excel 
 
Fuente: Las autoras, 2018 
 
Al consolidar la información como se evidencia en la imagen 2, permite que el 
manejo de la misma se realice de manera efectiva y ordenada, para poder realizar 
el proceso de análisis estadístico. 
 
2.1.2 Entrevistas aplicadas a los estudiantes de la facultad. En el cuadro 1 se 
presenta la encuesta que busca conocer la percepción de los estudiantes respecto 
a la facilidad y cantidad de opciones al realizar la inscripción de asignaturas al iniciar 
el periodo académico 
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El proceso de validación de la encuesta se realizó con dos grupos de 25, 18 y 32 
personas respectivamente, de estudiantes del programa de ingeniería industrial, 
dentro de la sede bosque popular de la Universidad Libre en la seccional Bogotá, 
que permitieron la revisión de las preguntas en cuanto a la facilidad en la gestión de 
inscripción de materias y la satisfacción de la ubicación de los salones asignada 
dentro de la institución. 
Basados en esto, se definieron las siguientes cuatro preguntas de aplicación. 






































Indique el semestre en el que se encuentra matriculado 
actualmente 
Primero a tercero 
Cuarto a sexto 
Séptimo a décimo 





¿Conoce usted los procedimientos para la inscripción de materias al 













¿Cuál es el principal problema que se presenta al realizar la inscripción 
de materias? 
Cruce de horarios 
Escasez de cupos 
No se ofertan todas las asignaturas 






Dentro del aula, ¿cuáles son los principales factores que afectan al 
momento de recibir las clases? 
Pocos estudiantes en el aula 






e: las autoras, 2018 
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Nombre del proyecto / 
investigación 
Aplicación de herramientas para la solución de 
timetabling problem para el departamento de 
ciencias básicas en la facultad de ingeniería. 
Universidad libre. 
Encuestadores Daniela Del Mar Ríos / Lina Fernanda Vásquez 
Fecha de realización 
encuestas 
25 febrero - 10 marzo / 2019 
Población 
Hombres y mujeres que han cursado 
asignaturas, o actualmente se encuentran 
matriculados en el programa de ingeniería 
industrial de la Universidad Libre 
Tamaño de la muestra 75 estudiantes 
Técnica de recolección Encuesta virtual (Google Forms) 
Método de muestreo 
Muestreo estratificado por semestres, con 
selección aleatoria de participantes 
 
Desde la figura 8 a la figura 11 se presentan los resultados de la encuesta aplicada 


















 Asignatura sin profesor asignado 




Figura 8. Resultados pregunta No. 1 
 
Fuente: Las autoras, 2018 
 
Las respuestas de la pregunta No. 1 permiten deducir que el 37% de estudiantes 
encuestados se encuentran matriculados actualmente en los últimos semestres, y 
el 29% de los encuestados, actualmente se encuentran cursando materias de varios 
semestres. 
 
Figura 9. Resultados pregunta No. 2 
 
¿Conoce usted los procedimientos para la inscripción de 











SI NO Otro 














































¿Cuál es el principal problema que se presenta al realizar 






















Gracias a los resultados obtenidos en la pregunta No 2 se deduce que el 89% de 
los estudiantes encuestados conoce los procedimientos para la inscripción de 
materias al iniciar el periodo académico. 
 

















Fuente: Las autoras, 2018 
 
Dentro de las principales causas que generan molestia y problemas al momento de 
realizar la inscripción de materias, se encuentra que más del 49% de los estudiantes 
consideran que el cruce de horarios y en segundo lugar la escasez de cupos con un 
45%. 
 


















Fuente: Las autoras, 2018 
dentro del aula el aula 
Otro Asignatura sin 
profesor asignado 
















Dentro del aula, ¿cuáles son los principales factores que 













De las respuestas obtenidas en la pregunta No 4 se deduce que la principal falencia 
al momento de cursar las asignaturas, 56 de los 75 estudiantes encuestados 
consideran que las aulas cuentan con una alta cantidad de estudiantes, lo cual 
genera molestia y de manera indirecta, afecta el proceso de aprendizaje de los 
mismos. 
 
En conclusión, una vez aplicada la encuesta se identifica que, de la cantidad de 
estudiantes encuestados, el mayor porcentaje cursan semestres entre séptimo y 
décimo, quienes conocen a cabalidad el proceso de inscripción de materias para 
cada inicio de periodo académico, sin embargo, se evidencia que dichos 
estudiantes, manifiestan inconformidades, ya que en la mayoría de ocasiones se 
presenta cruce en los horarios de las asignaturas que deben cursar, y en algunas 
ocasiones, hay escasez en los cupos habilitados en las asignaturas con mayor 
demanda, adicional a eso, una vez se están cursando las asignaturas, se evidencia 
que las aulas cuentan con una gran cantidad de estudiantes, aún más allá de su 
capacidad instalada. 
 
2.2 ANÁLISIS ESTADÍSTICO DE LOS DATOS HISTÓRICOS RECOGIDOS QUE 
AFECTAN LA PLANEACIÓN Y LA PROGRAMACIÓN DE RECURSOS 
ACADÉMICOS COMO DOCENTES, HORARIOS Y NÚMERO CUPOS 
HABILITADOS. 
 
2.2.1 Tipo de patrones en los datos: Cualquier variable que conste de datos 
reunidos, registrados u observados sobre incrementos sucesivos de tiempo se 
denomina serie de tiempo. En estas series de tiempo, la descomposición clásica es 
un método que se basa en la suposición de que se pueden descomponer en 























Tendencia Es el componente de largo plazo que representa el 
crecimiento o disminución en la serie sobre un periodo 
amplio. 
Cíclico Es la fluctuación en forma de onda alrededor de la 
tendencia. 
Estacional Es un patrón de cambio que se repite a sí mismo período 
tras período ( año tras año, mes con mes, día con día, etc.) 
Aleatorio Mide la variabilidad de las series de tiempo después de 
retirar los otros componentes (tendencias, ciclos, 
estacionalidad, etc.). 
Fuente: (Reyes, 2009) 
 
En el cuadro 2, se relacionan los patrones que pueden llegar a tener los datos y la 
respectiva descripción de cada uno, su comportamiento y manera de abarcar los 
mismos. 
 
Una predicción se hace mediante la combinación de las proyecciones de cada 
componente individual. Considérense los elementos básicos de un patrón 
encontrados en las series de datos. Existen cuatro de esos elementos o 
componentes: el horizontal, el estacional, el cíclico y la tendencia de una serie. 
 
2.2.2 Análisis gráfico de datos. El lenguaje gráfico tiene un papel esencial en la 
organización, descripción y análisis de datos, al ser un instrumento de 
transnumeración. Esta es una de las formas básicas de razonamiento estadístico 
definidas por Wild y Pfannkuch (1999). Para determinar el comportamiento de los 
datos se realiza gráficos de dispersión tomando la información histórica de cada una 
de las materias impartidas durante el periodo 2007-1 a 2019-1 
 
Desde la figura 12 a la figura 16 se presenta una muestra de 5 de las gráficas de 
dispersión realizadas a las asignaturas con mayor número de estudiantes 
matriculados, de acuerdo a los datos históricos suministrados por el director de 
ciencias básicas. 
 
Los datos históricos mencionados anteriormente, se analizaron de acuerdo a las 
series de tiempo, las cuales son de tipo C, estas series de tiempo son de bajo 
volumen, y muchas veces representan más del 50% del total. Muchas de estas 
series contienen ceros, con datos ocasionales y eventualmente datos muy grandes. 
(Mind, 2008).  
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CÁLCULO DIFERENCIAL 






















  10 15 20 25 30 
 
Dichos datos corresponden a la demanda de estudiantes, y son un efecto real de la 
variable, y el respectivo comportamiento en cada momento del tiempo; dicha 
variable puede tomar valores desde 0, hasta infinito, y son de tipo discreto, siendo 
todos enteros y positivos.  
 
Figura 12. Datos históricos de alumnos matriculados en la asignatura Cálculo 
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Fuente: Las autoras, 2018 
 
En la figura anterior se pueden identificar el comportamiento de la inscripción de los 
alumnos para la asignatura cálculo diferencial, la cual, dentro del pensum de 
materias, debe ser cursada en el segundo semestre de la carrera; esta asignatura, 
es de tipo teórica, y de carácter obligatorio, cuenta con 3 créditos, 64 horas 
presenciales y 128 horas independientes (Universidad Libre, Resumen de Syllabus, 










ALGEBRA Y TRIGONOMETRÍA 
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Figura 13. Datos históricos de alumnos matriculados en la asignatura Álgebra y 
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Fuente: Las autoras, 2018 
 
La asignatura Álgebra y Trigonometría, se encuentra inscrita en el componente de 
formación de las ciencias básicas definidas para las ingenierías, según decreto 792 
de 2001. Esta asignatura, es un espacio académico de carácter teórico y se 
encuentra ubicada en el primer semestre del núcleo de formación básica del plan 
de estudios. La importancia de la asignatura radica en que constituye la base de la 
formación y del desarrollo de habilidades de razonamiento lógico de los estudiantes, 
favoreciendo el aprendizaje de conocimientos matemáticos que requieren mayores 
niveles de complejidad. De esta manera, se ofrecen al estudiante los fundamentos 
necesarios para la construcción de los conceptos básicos del pre-cálculo y de 
algunas nociones del Álgebra Lineal, que soportará la adquisición de nuevos 
conocimientos en semestres superiores dentro del área de matemáticas y de otras 
áreas que conforman el plan de estudios de su formación profesional como 
ingenieros. (Universidad Libre, 2018) 
 
En la figura 13 se observa que el comportamiento de los datos respecto a la 





Figura 14. Datos históricos de alumnos matriculados en la asignatura Física 
Mecánica durante el periodo 2007-1 a 2019-1 
  
 
Fuente: Las autoras, 2018 
 
En la figura 14 donde se gráfica la cantidad de estudiantes inscritos por periodo en 
la asignatura, se evidencia que los datos cuentan con patrón de tendencia. 
 
La Física mecánica, comprende la fundamentación básica de los conceptos de lo 
que significan las ciencias de la naturaleza, con el fin de establecer el 
comportamiento de las mismas en los sucesos de la vida real y realizar estudios 
orientados a la aplicación en las diferentes ingenierías de la Facultad. Esta 
asignatura constituye la herramienta principal en el análisis y aplicación del método 
científico, de los principios de los movimientos y los fundamentos de la dinámica 
iniciando así el fortalecimiento de las Ciencias prácticas y de la conceptualización 
propia de la Ingeniería. La aplicación de los conceptos de la física, son de vital 
importancia en la Ingeniería, ya que ella contribuye al desarrollo tecno-científico en 
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Figura 15. Datos históricos de alumnos matriculados en la asignatura Cálculo 
integral durante el periodo 2007-1 a 2019-1 
 
 
Fuente: Las autoras, 2018 
 
En la figura anterior se aprecia que los datos cuentan con patrón de tendencia, 
respecto a los estudiantes inscritos a esta asignatura durante el periodo de estudio. 
Esta asignatura, tiene la finalidad de proporcionar métodos y técnicas del cálculo 
integral de funciones en una variable, desarrollando principalmente la integral 
definida y sus aplicaciones en el campo de las ciencias e ingeniería, creando así en 
el estudiante una mayor capacidad de análisis en los problemas prácticos y 
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Figura 16. Datos históricos de alumnos matriculados en la asignatura instituciones 
colombianas durante el periodo 2007-1 a 2019-1 
 
 
Fuente: Las autoras, 2018 
 
En la formación del ser humano y en la formación de todo profesional, conocer la 
estructura del estado donde vive y donde posiblemente se desarrollará 
profesionalmente es muy importante. Las instituciones políticas colombianas en 
general deben ser comprendidas como entidades u organismos relativos al gobierno 
y cuya tarea es brindar y mantener unas reglas fundamentales referidas tanto al 
orden político como a la vida social. En la figura 16 se evidencia el patrón de los 
datos con tendencia de los alumnos inscritos en dicha asignatura. 
 
De acuerdo con el patrón de los datos recolectados durante la investigación, y el 
tratamiento de estos, donde se analizaron 43 asignaturas de ciencias básicas de los 
programas académicos para la facultad de ingeniería, en el periodo comprendiendo 
del 2007 primer semestre hasta 2019 primer semestre, se realiza la selección y 
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Cuadro 3. Selección de una técnica de pronósticos 
Datos mínimos 
  requeridos  








  les  
Estacion 
ales 
Simple ST, T, S S TS 1  
Promedios simples ST S TS 30  
Promedios móviles ST S TS 4-20  
Suavizamiento exponencial ST S TS 2  
Suavizamiento exponencial lineal T S TS 3  
Suavizamiento exponencial 
cuadrático 
T S TS 4  
Suavizamiento exponencial 
estacional 
S S TS  2 x s 
Filtración adaptativa S S TS   
Regresión simple T I C 10  
Regresión múltiple C, S I C 10 x V  
Descomposición clásica S S TS  5 x s 
Modelos de tendencia exponencial T I, L TS 10  
Ajuste de la curva S T I, L TS 10  
Modelo de Gompertz T I, L TS 10  
Curvas de Crecimiento T I, L TS 10  
Census X-12 S S TS  6 x s 
Box-Jenkins ST, T, C, 
S 
S TS 24 3 x s 
Indicadores principales C S C 24  
Modelos econométricos C S C 30  
Regresión múltiple de series de 
tiempo 
T, S I, L C  6 x s 
Fuente: Pronósticos en los negocios, John E. Hanke y Dean W. Wichern 
En el cuadro 3 se enlistan los métodos de pronóstico y las respectivas 
características que deben ser evaluadas en los grupos de datos, para seleccionar 
el método adecuado y aplicarlo a la necesidad requerida: 
 
 Patrón de datos: Que pueden ser ST, estacionario; T, de tendencia; S, 
estacional; C, cíclico 
 Horizonte de tiempo: S, corto plazo (menos de tres meses); I, mediano plazo; 
L, largo plazo 
 Tipo de modelo: TS, serie de tiempo; C, causal 
 Estacional: S, longitud de la estacionalidad 
 Variable: V, número de variables 
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Dado que la colección de datos se refiere a una serie de tiempo, el cual es una 
variable observada indexada en un horizonte temporal, procedemos a utilizar 
métodos de regresión lineal para analizar la tendencia de las series como lo propone 
Efrain Moreno Sarmiento, en su artículo predicción con series de tiempo y regresión. 
 
De acuerdo al análisis de toda la información recolectada y graficada, se determinó 
que, en su mayoría, los datos obtenidos tienen patrón con tendencia, aún, cuando 
la demanda en los años iniciales haya sido cero, ya que, este comportamiento solo 
se evidencia en los primeros semestres, por lo tanto, del cuadro 3, se seleccionaron 
unas de las metodologías de pronósticos que serán aplicadas, descritas y 
desarrolladas en el transcurso y avance del presente proyecto y documento: 
 
 Método promedio simple 
Método regresión simple 
 Método múltiple de series de tiempo 
 Suavización exponencial lineal 
 Suavización exponencial cuadrático 
 Método tendencia exponencial 
 Método ajuste de la curva S 
 Método de box and Jenkins 
 
2.3 DETERMINAR EL MODELO DE PRONÓSTICO PARA LA DEMANDA DE 
ESTUDIANTES INSCRITOS DE LAS ASIGNATURAS DE CIENCIAS BÁSICAS 
QUE SE AJUSTE MEJOR AL COMPORTAMIENTO HISTÓRICO DE LOS DATOS. 
 
2.3.1 Aplicación de los modelos de pronóstico: Para cada una de las 44 asignaturas 
que son objeto de estudio, se desarrollaron y aplicaron los diferentes tipos de 
pronósticos elegidos de acuerdo al patrón de los datos históricos de cada una de 
ellas, esto con el objetivo de analizar los resultados arrojados y finalmente 
determinar cuál de los modelos es el óptimo. 
 
Como evidencia del trabajo desarrollado, se mostrará el proceso realizado para la 
asignatura Cálculo diferencial, la cual es la que cuenta con mayor número de 
estudiantes inscritos. El proceso realizado con esta fue el mismo que se realizó con 
todas las 44 asignaturas. 
 
 Aplicación método simple: Como primera aplicación de los modelos, se 








Tabla 4. Aplicación del método simple para pronóstico de estudiantes matriculados 
para la asignatura Cálculo diferencial para el periodo 2007-1 a 2019-1 
















2007-1 0    
2007-2 0    
2008-1 0 0 0 0 
2008-2 0 0 0 0 
2009-1 0 0 0 0 
2009-2 151 0 151 151 
2010-1 467 76 392 392 
2010-2 383 309 74 74 
2011-1 388 425 -37 37 
2011-2 416 386 31 31 
2012-1 354 402 -48 48 
2012-2 322 385 -63 63 
2013-1 322 338 -16 16 
2013-2 378 322 56 56 
2014-1 348 350 -2 2 
2014-2 350 363 -13 13 
2015-1 356 349 7 7 
2015-2 365 353 12 12 
2016-1 292 361 -69 69 
2016-2 285 329 -44 44 
2017-1 191 289 -98 98 
2017-2 137 238 -101 101 
2018-1 122 164 -42 42 
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2018-2 112 130 -18 18 
2019-1 107 117 -10 10 
2019-2  110   
Fuente: Las autoras, 2018 
 
En la tabla 4, se relacionan los resultados arrojados una vez se aplicó el método de 
pronóstico simple para la materia cálculo diferencial. 
 
Como variable � �  se tomó los valores históricos de la cantidad de estudiantes 
matriculados en el periodo comprendido de 2007-1 a 2019-2. En el caso del valor 
de n, se realizó la aplicación del método con n=2 (periodos) para realizar el proceso 
de manera óptima. 
 
La variable �̂ �  quien determina el valor pronosticado para cada uno de los periodos, 
se calculó sumando la cantidad de estudiantes matriculados a la asignatura en los 
dos períodos inmediatamente anteriores al mismo, y posteriormente, el resultado de 
dicha suma se dividió en 2 para obtener así el valor de lo que sería la cantidad de 
estudiantes a inscribir en el periodo que se está evaluando. 
 
Luego de realizar las operación mencionadas anteriormente, se realizó el cálculo 
del error, el cual está identificado con la variable � � ; este se obtiene de la diferencia 
del valor real vs el valor pronosticado de los estudiantes inscritos. Para el resultado 
que arroja dicha operación, es necesario determinar el valor absoluto del mismo 
(� � � (� � )). 
 
Una vez se obtienen todos los datos, es necesario calcular el � � �  (error medio 
cuadrático), esté nos da la medida de las diferencias en promedio entre los valores 
pronosticados y los observados, el cual será la variable determinante para la 
selección del método de pronóstico. Específicamente para la asignatura cálculo 















Figura 17. Gráfico pronóstico del método simple vs número de matriculados para la 
















Fuente: Las autoras, 2018 
 
El modelo de regresión lineal es el apropiado para realizar pronósticos cuando la 
tendencia es lineal. El objetivo del modelo de regresión de dos variables, el lineal, 
es la comprensión de la naturaleza probabilística del modelo de regresión de tal 
manera que, a partir de un valor observado de X (variable independiente), logremos 
observar varios valores posibles de Y (variable dependiente). (Moreno, 2017) 
 
En la Figura 17, se muestran gráficamente los resultados arrojados luego de aplicar 
el método. Se muestran los datos históricos y los valores pronosticados, con la 
respectiva línea de tendencia para cada uno de ellos. En dicha gráfica se muestran 
los valores de la regresión lineal. El uso de la regresión lineal no se realiza de 
manera predictiva, sino que, está es usada para determinar si la serie de tiempo 
tiene tendencia. 
 
 Método suavizamiento exponencial lineal: Este método puede 
considerarse como una evolución del método de promedio móvil ponderado. 
 
Tabla 5. Aplicación del método suavizamiento exponencial lineal para pronóstico de 
estudiantes matriculados para la asignatura Cálculo diferencial para el periodo 
2007-1 a 2019-1 
 
�  0,64 
   
�  0,68 
   
MSE 9379,39    
ME 0,89    
PRONÓSTICO 
 
  Lineal (# MATRICULADOS) 




































































































































































LtTt � �  � 2 �  
2007-1 0      
2007-2 0 0 2 2 2 4 
2008-1 0 1 1 2 2 3 
2008-2 0 1 0 1 1 1 
2009-1 0 0 0 0 0 0 
2009-2 151 0 0 0 -151 22839 
2010-1 467 97 66 162 -305 92934 
2010-2 383 357 198 555 172 29749 
2011-1 388 445 123 568 180 32492 
2011-2 416 453 45 498 82 6660 
2012-1 354 445 9 455 101 10116 
2012-2 322 390 -35 356 34 1131 
2013-1 322 334 -49 285 -37 1377 
2013-2 378 309 -33 276 -102 10490 
2014-1 348 341 12 353 5 22 
2014-2 350 350 9 359 9 84 
2015-1 356 353 6 359 3 8 
2015-2 365 357 4 361 -4 14 
2016-1 292 364 6 370 78 6016 
2016-2 285 320 -28 292 7 50 
2017-1 191 288 -31 257 66 4305 
2017-2 137 215 -59 155 18 329 
2018-1 122 144 -67 76 -46 2102 
2018-2 112 105 -47 58 -54 2908 
2019-1 107 93 -24 69 -38 1472 
2019-2  93 -7 86 86 7384 
Fuente: Las autoras, 2018 
 
En la tabla 5 se muestra la aplicación de método de suavizamiento exponencial 
lineal, donde, al igual que en todos los métodos aplicados y los que se aplicarán 
posteriormente, se toma como base los datos históricos de la cantidad de 
estudiantes matriculados en la asignatura que está siendo analizada 
respectivamente; en este caso dicha información está relacionada en las columnas 
1 y 2. En la columna 3 se realiza el cálculo para hallar la variable � � , siguiendo la 
fórmula 22. 
 
� �  = � � �  + (1 − � )(� � −1 + � � −1) (22) 
 
Siguiendo la fórmula, se realiza el cálculo multiplicando el valor de �  (que en este 
caso es 0.640) por la cantidad de matriculados del periodo anterior, multiplicado con 
la diferencia de 1 menos el valor de alfa, dicho resultado se multiplica con el valor 
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de la suma de � � −1 y � � −1. 
 
La variable � � , se calcula siguiendo la fórmula 23. 
 
� �  = � (� �  − � � −1) + (1 − � )� � −1 (23) 
 
Una vez se calcula dicho valor, se multiplican las dos variables, y de allí se obtiene 
el valor de pronóstico para el periodo deseado, en este caso, el pronóstico para la 
cantidad de estudiantes que se matricularán en el periodo 2019-2 es de 86 
estudiantes. 
 
Posteriormente se realiza el cálculo de error correspondiente al cálculo realizado. 
Una vez se obtienen todos los datos, es necesario calcular el � � �  (error medio 
cuadrático), esté nos da la medida de las diferencias en promedio entre los valores 
pronosticados y los observados, el cual será la variable determinante para la 
selección del método de pronóstico. Específicamente para la asignatura cálculo 
diferencial en la aplicación del método suavizamiento exponencial, el valor del error 
medio cuadrático es de 9.379. 
 
Figura 18. Gráfica pronóstico del método suavizamiento exponencial vs número de 















Fuente: Las autoras, 2018 
 
En la Figura 18, se muestra gráficamente los resultados arrojados luego de aplicar 
el método. Se muestra los datos históricos y los valores pronosticados, con la 
respectiva línea de tendencia para cada uno de ellos. En dicha gráfica se muestran 







   






























































































































































 Método suavizamiento exponencial cuadrático: Al igual que los métodos 
explicados previamente, se para el cálculo de este método, se toma como 
base los datos históricos de los periodos previos. 
 
Tabla 6. Aplicación del método suavizamiento cuadrático para pronóstico de 
estudiantes matriculados para la asignatura Cálculo diferencial para el periodo 










# MATRICULADOS At At' at bt Yt' |et| 
2007-1 0 0 0 0 0   
2007-2 0 0 0 0 0 0 0 
2008-1 0 0 0 0 0 0 0 
2008-2 0 0 0 0 0 0 0 
2009-1 0 0 0 0 0 0 0 
2009-2 151 65 28 102 28 0 151 
2010-1 467 238 118 357 90 130 337 
2010-2 383 300 196 404 78 448 65 
2011-1 388 338 257 419 61 482 94 
2011-2 416 372 306 437 49 479 63 
2012-1 354 364 331 397 25 486 132 
2012-2 322 346 338 354 6 422 100 
2013-1 322 336 337 335 -1 361 39 
2013-2 378 354 344 364 7 334 44 
2014-1 348 351 347 355 3 371 23 
2014-2 350 351 349 353 2 359 9 
2015-1 356 353 351 355 2 354 2 
2015-2 365 358 354 362 3 357 8 
2016-1 292 330 343 316 -10 366 74 
2016-2 285 310 329 292 -14 306 21 
2017-1 191 259 299 219 -30 278 87 
2017-2 137 207 259 154 -40 189 52 
2018-1 122 170 221 119 -38 114 8 
2018-2 112 145 188 102 -33 81 31 
68  
2019-1 107 129 163 95 -26 69 38 
2019-2      69  
Fuente: Las autoras, 2018 
 
La variable � �  ́ es la que determina el valor pronosticado para el periodo 
correspondiente, para este caso, de acuerdo a los cálculos realizados una vez 
aplicadas las fórmulas especificadas previamente, el valor pronosticado para el 
periodo 2019-2 es de 69 estudiantes, tomando como valor �  0.43, y valor �  1. 
 
Figura 19. Gráfica pronóstico del método suavizamiento exponencial cuadrático vs 
número de matriculados para la asignatura Cálculo diferencial para el periodo 2007- 















Fuente: Las autoras, 2018 
 
En la Figura 19, se muestra gráficamente los resultados arrojados luego de aplicar 
el método. Se muestra los datos históricos y los valores pronosticados, con la 
respectiva línea de tendencia para cada uno de ellos. En dicha gráfica se muestran 
los valores de la regresión lineal dada por y=2,724x + 206,74. 
 
 Método regresión simple: es tratar de explicar la relación que existe entre 
una variable dependiente (variable respuesta) Y un conjunto de variables 
independientes (variables explicativas). 
 
Tabla 7. Aplicación del método regresión simple para pronóstico de estudiantes 
matriculados para la asignatura Cálculo diferencial para el periodo 2007-1 a 2019-1 
 


































































































































































�  4,6254 


















1 2007-1 0 178 -178 178 
2 2007-2 0 183 -183 183 
3 2008-1 0 188 -188 188 
4 2008-2 0 192 -192 192 
5 2009-1 0 197 -197 197 
6 2009-2 151 201 -50 50 
7 2010-1 467 206 261 261 
8 2010-2 383 211 172 172 
9 2011-1 388 215 173 173 
10 2011-2 416 220 196 196 
11 2012-1 354 225 129 129 
12 2012-2 322 229 93 93 
13 2013-1 322 234 88 88 
14 2013-2 378 238 140 140 
15 2014-1 348 243 105 105 
16 2014-2 350 248 102 102 
17 2015-1 356 252 104 104 
18 2015-2 365 257 108 108 
19 2016-1 292 262 30 30 
20 2016-2 285 266 19 19 
21 2017-1 191 271 -80 80 
22 2017-2 137 275 -138 138 
23 2018-1 122 280 -158 158 
24 2018-2 112 285 -173 173 
25 2019-1 107 289 -182 182 
26 2019-2  294   
Fuente: Las autoras, 2018 
 
Para este método es necesario graficar los datos históricos y determinar la ecuación 












Figura 20. Gráfica datos históricos para la asignatura Cálculo diferencial para el 
periodo 2007-1 a 2019-1 con ecuación de regresión lineal 
 
 
Fuente: Las autoras 
 
Tomando como base la figura 20, los valores arrojados se toman para las variables 
�  y �  respectivamente, es decir, 4.6254 y, 173.71; con dichos valores, se realiza 
el cálculo correspondiente para el método de regresión simple, multiplicando dichos 
valores con el valor correspondiente del número del periodo, una vez aplicadas las 
formulas especificadas previamente, el valor pronosticado para el periodo 2019-2 
es de 294 estudiantes. 
 
 
Figura 21. Gráfica pronóstico del método regresión simple vs número de 
matriculados para la asignatura Cálculo diferencial para el periodo 2007-1 a 2019-1 
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Fuente: Las autoras, 2018 
 
En la Figura 21, se muestra gráficamente los resultados arrojados luego de aplicar 
el método. Se muestra los datos históricos y los valores pronosticados, con la 
respectiva línea de tendencia para cada uno de ellos. En dicha gráfica se muestran 
los valores de la ecuación lineal, y el valor de � 2 (coeficiente de determinación), 
para el caso particular del modelo de regresión simple en la asignatura de cálculo 
diferencial, el valor es de 1. 
 
 Método ajuste de la curva S: consiste en encontrar una curva que 
contenga una serie de puntos y que posiblemente cumpla una serie de 
restricciones adicionales, en este caso, se aplicará este método a los datos 
de la asignatura cálculo diferencial 
 
Tabla 8. Aplicación del método ajuste de la curva S para pronóstico de estudiantes 
matriculados para la asignatura Cálculo diferencial para el periodo 2007-1 a 2019-1 
a= 2,112820513    
Ῡ= 233,84    
Ẋ= 14,04    
b 204,176    











CURVA S  
E2(f) 
y=ax+b 
1 2007-1 0 0 1 206,29 759,07 
2 2007-2 0 0 4 208,40 647,11 
3 2008-1 0 0 9 210,51 544,08 
4 2008-2 0 0 16 212,63 449,98 
5 2009-1 0 0 25 214,74 364,81 
6 2009-2 151 906 36 216,85 288,56 
7 2010-1 467 3269 49 218,97 221,24 
8 2010-2 383 3064 64 221,08 162,85 
9 2011-1 388 3492 81 223,19 113,39 
10 2011-2 416 4160 100 225,30 72,86 
11 2012-1 354 3894 121 227,42 41,25 
12 2012-2 322 3864 144 229,53 18,58 
13 2013-1 322 4186 169 231,64 4,83 
14 2013-2 378 5292 196 233,76 0,01 
15 2014-1 348 5220 225 235,87 4,11 
16 2014-2 350 5600 256 237,98 17,15 
17 2015-1 356 6052 289 240,09 39,11 
18 2015-2 365 6570 324 242,21 70,00 
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19 2016-1 292 5548 361 244,32 109,82 
20 2016-2 285 5700 400 246,43 158,57 
21 2017-1 191 4011 441 248,55 216,24 
22 2017-2 137 3014 484 250,66 282,85 
23 2018-1 122 2806 529 252,77 358,38 
24 2018-2 112 2688 576 254,88 442,84 
25 2019-1 107 2675 625 257,00 536,22 
26 2019-2   676 259,11 638,54 
351  5846 82011 6201   
Fuente: Las autoras, 2018 
 
En la tabla 8, se muestra el cálculo realizado mediante el método del ajuste de la 
curva S se empieza con una ecuación polinómica de primer grado y=ax+b. Esta 
línea tiene pendiente a. Sabemos que habrá una línea conectando dos puntos 
cualesquiera. Por tanto, una ecuación polinómica de primer grado es un ajuste 
perfecto entre dos puntos. El valor de Y para este caso es de 233.84, para a= 
2.1128, para x= 14.04 y para b= 204.176. Se utilizo la herramienta de Excel y se 
corre el modelo de la siguiente forma: 
 
- La variable 𝒂 se calcula multiplicando el último periodo con la sumatoria de 
𝑥 ∗ 𝑦, posteriormente, se resta la sumatoria del periodo 𝑦 y se multiplica por 
la sumatoria del número de matriculados, dicho resultado se divide en la 
cantidad de periodos por la sumatoria de 𝑥 al cuadrado y se resta el valor 
resultante del cuadrado de la sumatoria del periodo. 
- La variable 𝒚 se calcula dividiendo la sumatoria de número de matriculados 
con el último periodo. 
- La variable 𝒙 se calcula dividiendo la sumatoria de los valores de todos los 
periodos entre el valor del último periodo. 
- La variable 𝒃 se calcula restando ?̂? y 𝒂 y multiplicándolo con ?̂?. 
- El error MSE se calcula con el promedio de la columna de error al cuadrado. 
- Para hallar el E2(f) se multiplica la variable a con cada uno de los periodos, 













Figura 22. Gráfica pronóstico del método ajuste de la curva S vs número de 
matriculados para la asignatura Cálculo diferencial para el periodo 2007-1 a 2019-1 
 
 
Fuente: Las autoras, 2018 
 
En la figura 22 se observa que el pronóstico aumenta, pero la tendencia de los datos 
es diferente a los del histórico por lo cual los ajustes no están dando cerca a los 
datos, esto muestra que el modelo no genera los pronósticos con exactitud. 
 
 Método de curva de crecimiento: El procedimiento de este método se 
basa en la determinación de las tasas. Una vez se obtienen esas tasas, se 
determinan los periodos en años para los cuales aplican las tasas halladas. 
Posteriormente, se procede a realizar la proyección. 
 
Tabla 9. Aplicación del método de curva de crecimiento para pronóstico de 
estudiantes matriculados para la asignatura Cálculo diferencial para el periodo 
2007-1 a 2019-1 
 
PERIODO AÑO # MATRICULADOS CURVA DE 
CRECIEMIENTO 
1 2007-1 0 0 
2 2007-2 0 0 
3 2008-1 0 0 
4 2008-2 0 0 
5 2009-1 0 0 
6 2009-2 151 445 
7 2010-1 467 421 
8 2010-2 383 399 
9 2011-1 388 378 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 
24 25 26 











10 2011-2 416 358 
11 2012-1 354 339 
12 2012-2 322 321 
13 2013-1 322 304 
14 2013-2 378 288 
15 2014-1 348 273 
16 2014-2 350 258 
17 2015-1 356 245 
18 2015-2 365 232 
19 2016-1 292 220 
20 2016-2 285 208 
21 2017-1 191 197 
22 2017-2 137 187 
23 2018-1 122 177 
24 2018-2 112 167 
25 2019-1 107 159 
Fuente: Las autoras, 2018 
 
En la tabla 9, se realiza el cálculo de la curva de crecimiento, para ello, se selecciona 
en Excel la fórmula de crecimiento y se escoge los rangos determinados; primero 
se selecciona el conocido � , es decir, el número de matriculados de todos los 
periodos, posteriormente se selecciona el conocido � , el cual corresponde a los 
periodos; finalmente se determina el rango de la nueva matriz el cual es cada uno 
de los periodos, esta fórmula corre y se obtiene el resultados para cada uno de los 
periodos. 
 
Figura 23. Gráfica pronóstico del método curva de crecimiento vs número de 
matriculados para la asignatura Cálculo diferencial para el periodo 2007-1 a 2019-1 
 
  










Fuente: Las autoras,2018 
 
En la figura 23 se observa que los datos no ajustan totalmente y el pronóstico 
presenta disminución en el último periodo. En la gráfica se muestra los datos 
históricos y los valores pronosticados, con la respectiva línea de tendencia para 
cada uno de ellos. En dicha gráfica se muestran los valores de la ecuación lineal, y 
el valor de � 2 (coeficiente de determinación), para el caso particular del modelo de 
curva de crecimiento en la asignatura de cálculo diferencial, el valor es de 0.0146. 
 
 Método de Box Jenkins: tiene como objetivo encontrar un (o varios) 
modelo(s) simple(s), es decir, un modelo con pocos parámetros. 
 
Tabla 10. Aplicación del método Box Jenkins para pronóstico de estudiantes 
matriculados para la asignatura Cálculo diferencial para el periodo 2007-1 a 2019-1 



































































































1 2007-1 0       
2 2007-2 0 0      
3 2008-1 0 0 0  0 0  
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4 2008-2 0 0 0 0 0 0 - 
5 2009-1 0 0 0 0 0 0 - 
6 2009-2 151 151 0 0 -151 22801 151 
7 2010-1 467 316 -2,4210372 0 -318,421037 101391,9569 465 
8 2010-2 383 -84 -7,75257026 1 76,24742974 5813,670542 375 
9 2011-1 388 5 -7,25431611 0 -12,2543161 150,1682633 381 
10 2011-2 416 28 -8,12849511 0 -36,1284951 1305,268159 408 
11 2012-1 354 -62 -9,46712355 1 52,53287645 2759,703108 345 
12 2012-2 322 -32 -9,50926761 1 22,49073239 505,8330435 312 
13 2013-1 322 0 -10,0370253 0 -10,0370253 100,7418761 312 
14 2013-2 378 56 -11,1356155 0 -67,1356155 4507,190863 367 
15 2014-1 348 -30 -13,2523186 1 16,74768141 280,4848326 335 
16 2014-2 350 2 -14,221834 0 -16,221834 263,1478977 336 
17 2015-1 356 6 -15,810534 0 -21,810534 475,6993919 340 
18 2015-2 365 9 -17,6372566 0 -26,6372566 709,5434382 347 
19 2016-1 292 -73 -19,7120209 1 53,28797906 2839,608712 272 
20 2016-2 285 -7 -20,6991406 1 -13,6991406 187,6664542 264 
21 2017-1 191 -94 -22,852506 1 71,14749401 5061,965904 168 
22 2017-2 137 -54 -23,8466631 1 30,15333694 909,2237287 113 
23 2018-1 122 -15 -25,5909687 1 -10,5909687 112,1686184 96 
24 2018-2 112 -10 -28,1514962 1 -18,1514962 329,4768142 84 
25 2019-1 107 -5 -31,0724498 1 -26,0724498 679,7726409 76 





Fuente: Las autoras, 2018 
 
En la tabla 10, se relacionan los resultados arrojados una vez se aplica el método 
de Box Jenkins; para efectuar la estimación de un modelo ARIMA se requiere de 
una serie temporal diaria, mensual, trimestral, etc. que cuente con un elevado 
número de observaciones. La metodología Box-Jenkins consiste en encontrar un 
modelo matemático que represente el comportamiento de una serie temporal de 
datos, y permita hacer previsiones únicamente introduciendo el período de tiempo 
correspondiente. 
Para los modelos de AR  los coeficientes de autocorrelación se aproximan 
gradualmente a cero y los de autocorrelación parcial caen a cero después del 




Figura 24. Gráfica pronóstico del método Box Jenkins vs número de matriculados 
para la asignatura Cálculo diferencial para el periodo 2007-1 a 2019-1 
 
Fuente: Las autoras, 2018 
 
En la figura 24, se observa que el ajuste de los datos es más exacto que los 
anteriores métodos, los datos pronosticados muestra una diminución en los últimos 
periodos. En la gráfica se muestra los datos históricos y los valores pronosticados, 
con la respectiva línea de tendencia para cada uno de ellos. En dicha gráfica se 
muestran los valores de la ecuación lineal, y el valor de � 2 (coeficiente de 
determinación), para el caso particular del modelo de box jenkins en la asignatura 
de cálculo diferencial, el valor es de 0.0953. 
 
 Método regresión múltiple de series de tiempo: Los modelos de 
regresión con más de una variable independiente se llaman modelos de 
regresión múltiple. La mayoría de los conceptos presentados en la regresión 
lineal simple se utilizan en la regresión múltiple. La regresión múltiple implica 
el uso de más de una variable independiente para predecir una variable 
dependiente 
 
Tabla 11. Aplicación del método regresión múltiple de series de tiempo para 
pronóstico de estudiantes matriculados para la asignatura Cálculo diferencial para 












1 2007-1 0 582 686 
2 2007-2 0 544 641 
  
 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 
 












3 2008-1 0 568 670 
4 2008-2 0 491 579 
5 2009-1 0 521 614 
6 2009-2 151 508 599 
7 2010-1 467 468 552 
8 2010-2 383 403 475 
9 2011-1 388 390 460 
10 2011-2 416 421 496 
11 2012-1 354 364 429 
12 2012-2 322 329 388 
13 2013-1 322 329 388 
14 2013-2 378 386 455 
15 2014-1 348 353 416 
16 2014-2 350 359 423 
17 2015-1 356 358 422 
18 2015-2 365 371 437 
19 2016-1 292 309 364 
20 2016-2 285 306 361 
21 2017-1 191 202 238 
22 2017-2 137 148 175 
23 2018-1 122 135 159 
24 2018-2 112 112 132 
25 2019-1 107 115 136 
Fuente: Las autoras, 2018 
Resumen 
Estadísticas de la regresió N 
Coeficiente de correlación múltiple 0,95070 
Coeficiente de determinación R^2 0,90383 
R^2 ajustado 0,89509 
Error típico 2,38385 
 Observaciones 25  
 











crítico de F 
Regresión 2 1174,9792 587,4896 103,3810 0,0000 
Residuos 22 125,0208 5,6828   





























































































Intercepción 29,99858 1,63778 18,31657 0,00000 26,60203 33,39514 26,60203 33,39514 
Variable X 1 0,00437 0,00315 1,38770 0,17913 -0,00216 0,01090 -0,00216 0,01090 
Variable X 2 -0,04966 0,00355 -13,99520 0,00000 -0,05702 -0,04230 -0,05702 -0,04230 
 
 
En este caso se aplicó el método de regresión múltiple de series de tiempo como un 
modelo descriptivo para observar la correlación entre las variables número de 
matriculados y cupos habilitados; la aplicación de este método no es predictivo, sino 
descriptivo, ya que se quiere evidenciar si hay una relación entre las variables 
respecto a los periodos de tiempo.  
Al aplicar este método en la herramienta de Excel, se quería probar la relación 
existente entre las dos variables con respecto a la variable tiempo, no para hacer un 
análisis de predicción, sino solo descriptivo, y conocer la relación de las mismas, si 
es positiva o negativa. 
En este caso, se puede interpretar que, en cuanto al periodo de tiempo vs el número 
de matriculados la relación es positiva, lo cual lleva a intuir que a medida que pasa 
el tiempo, la variable del número de matriculados aumenta en un 0.00437.  
Para el caso de la comparación entre el periodo de tiempo vs los cupos habilitados, 
existe una relación negativa del -0,04966, por lo tanto, esto indica que se está 
haciendo de manera errónea el pronóstico actual descriptivamente hablando. 
 
Figura 25. Gráfica pronóstico del método regresión múltiple de series de tiempo vs 
número de matriculados para la asignatura Cálculo diferencial para el periodo 2007- 





















































































































Fuente: Las autoras, 2018 
Los resultados observados en la figura 25, donde se evidencia de manera gráfica 
los datos históricos y los pronósticos arrojados al desarrollar el método de regresión 
múltiple de series de tiempo muestran que hay un buen ajuste entre los datos y el 
pronosticó es proporcional al número de matriculados, en este caso estos van 
aumentando al pasar de los periodos. En dicha gráfica se muestran los valores de 
la regresión lineal siendo y=3,8499x + 195,41. 
 
2.4 VALIDACIÓN DE RESULTADOS PARA DETERMINAR EL MODELO 
DEFINITIVO COMO HERRAMIENTA DE APOYO DE PLANEACIÓN PARA EL 
DEPARTAMENTO DE CIENCIAS BÁSICAS. 
  
Previamente, al haber aplicado cada uno de los modelos escogidos, se realizó la 
predicción del periodo 2019-2 para todas las asignaturas; dichos resultados 
obtenidos fueron socializados con director de ciencias básicas, quien recibió la 
información para someterla a su respectivo análisis comparativo respecto al 
comportamiento real en el 2019-2. 
 
2.4.1 Comparación de resultados obtenidos a partir de las técnicas de pronóstico 
seleccionadas: Una vez se determinó el patrón de los datos históricos entregados 
por la facultad de ingeniería, se seleccionó las metodologías de pronóstico óptimas 
para cada uno de ellos, y se realizó la respectiva aplicación de cada una. 
 
En esta sección se realiza la comparación de los resultados obtenidos al aplicar 
todos los métodos de pronósticos. El objetivo central de este, es mostrar el mejor 
modelo que se adaptaría para la solución del problema; para cumplir con ello, se 
compara la cantidad de personas matriculadas en cada asignatura vs el resultado 
del pronóstico arrojado por cada método. 
 
Como muestra de la información que se consolidó, se mostrará los resultados 
obtenidos de las 3 asignaturas con la mayor cantidad de estudiantes matriculados 















Tabla 12. Resultados consolidados de los pronósticos aplicados para la asignatura 
Cálculo Diferencial en el periodo 2007-1 a 2019-1 
 
 
2011-2 416 386 498 479 220 260 358 408 
2012-1 354 402 455 486 225 251 339 345 
2012-2 322 385 356 422 229 243 321 312 
2013-1 322 338 285 361 234 234 304 312 
2013-2 378 322 276 334 238 225 288 367 
2014-1 348 350 353 371 243 216 273 335 
2014-2 350 363 359 359 248 208 258 336 
2015-1 356 349 359 354 252 199 245 340 
2015-2 365 353 361 357 257 190 232 347 
2016-1 292 361 370 366 262 181 220 272 
2016-2 285 329 292 306 266 173 208 264 
2017-1 191 289 257 278 271 164 197 168 
2017-2 137 238 155 189 275 155 187 113 
2018-1 122 164 76 114 280 147 177 96 
2018-2 112 130 58 81 285 138 167 84 
2019-1 107 117 69 69 289 129 159 76 
2019-2  110 86 69 294 139 169 86 
MSE  55.70 9379.39 57.30 137.60 3960.48  151184.29 
RMSE  110.08 2.25 1661 3323.9 0 280
1 
3428 
           Fuente: Las autoras, 2018 
 
En la tabla 12, en la primera columna (año a predecir), se relacionan los años de los 
que se tiene información histórica y que se van a evaluar y predecir respectivamente 
al aplicar los métodos; en la columna 2 (# matriculados) se enlistan la cantidad de 









































































































































































2007-1 0    178 339 0  
2007-2 0  2 0 183 330 0  
2008-1 0 0 2 0 188 321 0  
2008-2 0 0 1 0 192 312 0 0 
2009-1 0 0 0 0 197 304 0 0 
2009-2 151 0 0 0 201 295 445 151 
2010-1 467 76 162 130 206 286 421 465 
2010-2 383 309 555 448 211 277 399 375 
2011-1 388 425 568 482 215 269 378 381 
83  
periodos comprendidos entre el 2007-1 al 2019-1; de las columnas 3 a 10, se 
relacionan los resultados obtenidos al aplicar cada uno de los métodos de pronóstico 
respectivamente (Método simple, suavizamiento exponencial lineal, suavizamiento 
exponencial cuadrático, regresión simple, ajuste de la curva s, curvas de 
crecimiento, box and Jenkins, regresión múltiple de series de tiempo). 
 
Para evaluar el método de pronóstico más óptimo a aplicar, se tiene en cuenta el 
método que arrojé menor MSE (Mean squared error), cada error o residual se eleva 
al cuadrado; luego estos valores se suman y se divide entre el número de 
observaciones. Este enfoque penaliza los errores mayores de pronósticos, ya que 
eleva cada uno al cuadrado. Esto es importante pues en ocasiones pudiera ser 
preferible una técnica que produzca errores moderados a otra que por lo regular 
tenga errores pequeños pero que ocasionalmente arroje algunos en extremo 
grandes (Reyes, 2009).otro parámetro a evaluar es RMSE error cuadrático medio 
este mide la cantidad de error que hay entre dos conjuntos de datos. En otras 
palabras, compara un valor predicho y un valor observado o conocido. 
También se lo conoce como Raíz de la Desviación Cuadrática Media y es una de 
las estadísticas más utilizadas en SIG. A diferencia del error absoluto medio (MAE), 
utilizamos RMSE en una variedad de aplicaciones cuando comparamos dos 
conjuntos de datos. RMSE cuantifica cuán diferente es un conjunto de valores. 
Cuanto más pequeño es un valor RMSE, más cercanos son los valores predichos y 
observados (Gabri,2018) 
En el caso específico de la asignatura Cálculo diferencial, el menor valor de MSE 
es 2.38 en el método de regresión múltiple de series de tiempo, y el mayor valor de 
� 2 es 1 en el método de regresión simple. 
 
Figura 22. Gráfica métodos de pronóstico aplicados a la asignatura Cálculo 
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Fuente: Las autoras, 2019 
 
En la figura 22, se muestra de manera gráfica los resultados obtenidos y cuál de 
ellos es el que se ajusta de manera más acertada respecto a los datos reales de la 
cantidad de estudiantes matriculados en la asignatura. 
 
Tabla 9. Resultados consolidados de los pronósticos aplicados para la asignatura 



















































































































































































2007-1 0    188 361 0  
2007-2 0  2 0 192 355 0  
2008-1 0 0 2 0 196 348 0  
2008-2 0 0 1 0 199 341 0 0 
2009-1 0 0 0 0 203 334 0 0 
2009-2 275 0 0 0 206 328 481 275 
2010-1 440 138 295 237 210 321 452 421 
2010-2 318 358 570 462 213 314 424 288 
2011-1 462 379 481 427 217 308 398 440 
2011-2 344 390 533 519 221 301 373 312 
2012-1 400 403 394 437 224 294 350 377 
2012-2 320 372 382 441 228 287 329 293 
2013-1 400 360 300 366 231 281 308 379 
2013-2 314 360 365 402 235 274 289 287 
2014-1 367 357 311 339 238 267 272 347 
2014-2 267 341 350 360 242 260 255 243 
2015-1 418 317 264 282 246 254 239 401 
2015-2 267 343 397 384 249 247 224 240 
2016-1 325 343 291 293 253 240 211 308 
2016-2 189 296 305 309 256 233 198 169 
2017-1 179 257 173 200 260 227 185 168 
2017-2 112 184 121 154 263 220 174 102 
2018-1 153 146 56 86 267 213 163 148 
2018-2 85 133 101 104 271 206 153 77 
2019-1 147 119 67 60 274 200 144 144 
2019-2  116 129 104 278 237 154 154 
MSE  65.41 12268.81 78.05 136.33 259.97  262513.20 
RMSE  207.77 2.084 1299.8 2965.9 258.9 968.5 5108.8 
























En la tabla 9, se enlistan los resultados obtenidos al aplicar los métodos de 
pronóstico para la asignatura Álgebra y trigonometría. En este caso el método de 
arrojo el menor valor de MSE fue el método simple con un valor 65.41; y el menor 
valor de RMSE fue para el método simple con un valor de 207.77. 
Figura 23. Gráfica métodos de pronóstico aplicados a la asignatura Álgebra y 


























Fuente: Las autoras, 2018 
 
En la figura 23 se muestra de manera gráfica los resultados obtenidos y cuál de 
ellos es el que se ajusta de manera más acertada respecto a los datos reales de la 

































































































































































Tabla 10. Resultados consolidados de los pronósticos aplicados para la asignatura 







































































































































































































2007-1 0    144 370 0  
2007-2 0  2 0 151 358 0  
2008-1 0 0 2 0 157 345 0  
2008-2 0 0 1 0 164 333 0 0 
2009-1 0 0 0 0 170 321 0 0 
2009-2 44 0 0 0 177 309 315 44 
2010-1 350 22 47 38 183 296 307 352 
2010-2 369 197 392 314 190 284 299 383 
2011-1 311 359.5 518 427 196 272 291 323 
2011-2 413 340 436 403 203 259 284 420 
2012-1 376 362 462 466 209 247 277 386 
2012-2 354 394.5 410 445 216 235 270 360 
2013-1 341 365 353 406 222 222 263 345 
2013-2 344 347.5 319 373 229 210 257 347 
2014-1 302 342.5 319 359 235 198 250 304 
2014-2 357 323 285 315 242 186 244 357 
2015-1 259 329.5 339 346 249 173 238 261 
2015-2 327 308 261 274 255 161 232 325 
2016-1 292 293 305 306 262 149 226 293 
2016-2 348 309.5 293 290 268 136 220 347 
2017-1 230 320 348 334 275 124 215 232 
2017-2 182 289 241 249 281 112 209 179 
2018-1 113 206 146 177 288 99 204 108 
2018-2 158 148 53 95 294 87 199 151 
2019-1 91 135.5 94 110 301 75 194 88 
2019-2  124.5 65 66 307 60 179 73 
MSE  56.35 8250.24 59.96 126.70 7865.78  110582.
80 
RMSE  79.625 22.86 2085.7 3629.5 0 12326 72.84 
Fuente: Las autoras, 2018 
 
En la tabla 10, se enlistan los resultados obtenidos al aplicar los métodos de 
pronóstico para la asignatura física mecánica. En este caso el método de arrojo el 
menor valor de MSE fue el método simple con un valor 56.35; y el menor valor del 
RMSE fue para el método suavizamiento exponencial
87  
Figura 24. Gráfica métodos de pronóstico aplicados a la asignatura física mecánica 





















Fuente: Las autoras, 2018 
 
En la figura 24 se muestra de manera gráfica los resultados obtenidos y cuál de 
ellos es el que se ajusta de manera más acertada respecto a los datos reales de la 
cantidad de estudiantes matriculados en la asignatura. 
 
2.4.2 Modelo definitivo como herramienta de apoyo de planeación: : Luego de realizar 
la aplicación de los métodos a cada una de las asignaturas y la verificación con el 
ingeniero Fernando comparando los datos del año 2019 segundo periodo, se 
determinó que el método que se ajusta de manera óptima a los datos es el: Método 
Simple, por lo tanto, este es definido como herramienta óptima para el apoyo durante 














































































































































































Los resultados obtenidos a partir de la identificación del problema y la aplicación de 
los métodos, permiten no sólo esquematizar y analizar la información recolectada, 
si no que propenden a la búsqueda de una mejora continua, optimizando tiempos y 
espacios valiosos dentro de la institución. Una vez analizada la información, y de 
acuerdo a la aplicación de los modelos, se llegó a las siguientes conclusiones: 
 
Para cumplir los objetivos planteados inicialmente, es primordial el análisis realizado 
para los datos históricos obtenidos, dichos datos son la base fundamental para 
seleccionar un modelo de pronóstico óptimo que sea la herramienta fundamental 
para la solución del timetabling problem (problema de programación de horarios) en 
la Universidad Libre. 
 
Estas metodologías de pronóstico deben ser evaluadas una a una para determinar 
cuál de ellas es más acertada para cada grupo de datos; en el estudio realizado, se 
concluye que la metodología de pronóstico recomendable para determinar de 
manera apropiada la cantidad de estudiantes que se matricularán en las diferentes 
asignaturas, es el método simple, ya que el porcentaje de error que arroja este, es 
mucho mejor respecto a los otros métodos. 
 
Al aplicar esta metodología, se optimizan tiempos, se reducen costos, se mejora la 
productividad y eficiencia de las tareas realizadas por las personas encargadas de 
esta labor. 
 
Al aplicar los diferentes pronósticos se evidencia que se ajustan a los datos, siguen 
estrechamente los reales. 
 
Hay factores externos que afectan de manera directa la demanda de estudiantes 
para cada una de las asignaturas, entre ellas, la deserción, que se ve influenciado 
de manera específica por una serie de aspectos ya sean personales, familiares, 
académicos, y sobre todo económicos que no pueden ser contemplados dentro de 
las metodologías de pronóstico, ya que estas se basan en datos históricos. 
 
Posterior a la implementación de esta metodología, un trabajo a futuro, es 
implementarlo de manera computacional en un programa específico que realicé esto 







Finalizado el presente trabajo de grado con el cual se llevó a cabo la aplicación de 
modelos de pronósticos para la solución del problema de programación de horarios 
en las asignaturas de ciencias básicas en facultad de ingeniería de la universidad 
libre, Bogotá: 
 
 Manejar pronósticos entre semestre para tener información verídica de las 
personas matriculadas en cada semestre. 
 
 Mantener actualizadas las bases de datos de cada semestre para así poder 
controlar la demanda de cada uno de estos y poder tener los insumos 
necesarios para cada materia y alumno. 
 
 Realizar capacitación a la persona encargada del proceso para que tenga 
presente la información importante 
 
 Dar seguimiento continuo al comportamiento de los resultados donde se 
confirma la predicción del pronóstico. 
 
 Desarrollar un software con los resultados obtenidos en este proyecto para 
que la actividad se realice con más agilidad y certeza. 
 
 Extender este método a otras materias o facultades para que realicen la 
implementación. 
 
 Incursionar en nuevas tecnologías para que la experiencia del estudiante sea 
agradable y que la universidad brinde un servicio excepcional.  
 
 Se puede innovar en creación de aplicaciones móviles que realicen de 
manera automática la predicción de cupos a habilitar, y que generen 
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