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Abst rac t - - In  this paper, we present rounding error bounds of recent parallel versions of Forsythe's 
and Clenshaw's algorithms for the evaluation of finite series of Chebyshev polynomials of-the first 
and second kind. The backward errors are studied by using the matrix formulation of the algorithm, 
whereas the forward error is also studied by means of a more direct approach that permits us to 
obtain sharper bounds. The bounds how an almost stable behavior as in the sequential lgorithms. 
This fact is illustrated with several numerical tests. (~) 2001 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Polynomial  evaluat ion is one of the most common problems in scientific computing.  Therefore, 
this problem has at t racted the attent ion of many researchers and several a lgor i thms uitable for 
paral lel  evaluat ion of power series have been proposed [1-5]. For the part icular  case of finite 
series of Chebyshev polynomials,  a paral lel  a lgor i thm was presented recently [6,7] that  permits  
their  efficient evaluation. 
The error analysis for the evaluation of polynomials has received a great deal of at tent ion in the 
l i terature.  Backward and forward error analysis for Homer 's  rule was first given by Wi lk inson [8]. 
The behavior  of the evaluat ion of Chebyshev representat ions of a polynomial  is studied in [9-15], 
where one can find an error analysis of the evaluation of a Chebyshev series using Clenshaw's 
a lgor i thm and var iat ions of it. However, for the paral lel  algorithms, there is no theoret ical  
analysis. I t  is known that ,  in general, the paral lel  algorithms can be much more unstable than 
the sequential  a lgor i thms [16], but  in some part icular  problems, the paral lel  a lgor i thms are as 
stable as the sequential  a lgor i thms [17,18]. Therefore, it is interesting to analyze the behavior of 
the recently proposed paral lel  a lgor ithms to evaluate a Chebyshev series. In the analysis, we have 
used a matr ix  formulat ion that  is equivalent o the algor i thms given in [6,7]. This formulat ion 
permits  us to use the classical rounding error techniques for l inear systems. Also, we present 
an a l ternat ive forward error bound analysis based on a direct method [12,13,19]. From these 
bounds,  it is establ ished that  the paral lel  a lgor ithms are almost as stable as the sequential  ones. 
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The parallel bounds are similar to those of the sequential algorithms, although new points where 
the rounding error can grow appear in the parallel algorithms. 
The paper is organized as follows. In Section 2, we review the sequential and parallel Forsythe 
and Clenshaw algorithms for the evaluation of a Chebyshev series. In Section 3, we introduce 
the stability analysis of the parallel algorithms and, in Section 4, we show some numerical tests 
to compare the theoretical bounds and the simulated rounding errors. 
2. PREL IMINARIES  
In this section, we summarize some classical results on error analysis (see, for example, the 
excellent monography ofHigham [20]). In the paper, we assume that the computations are carried 
out in a floating-point arithmetic that obeys the models 
fl(x op y) = (x op y)(1 + p), fl (x op y) -- (x op y) Ipl, I~1 < u, (1) 
1 +a ' 
where op E {+, - ,  x, +} and u is the unit roundoff of the computer. Also, we denote 7n := 
nu/ (1  - nu)  = nu  + O(u 2) and we assume the notation 5 for the computed value of a. 
First we present wo algorithms for the serial evaluation of finite series of Chebyshev poly- 
nomials. The algorithms are Clenshaw's [21] and Forsythe's [22] algorithms. The Chebyshev 
polynomials are orthogonal polynomials in the real interval [-1, 1]. A general family of orthogo- 
nal polynomials {¢,~(x)} satisfies a triple recurrence relation 
¢0(z) = I ,  (~I(X) = OZl(X)' (2) 
Ck(z)- ~k(x)Ck-l(x)- #k Ck-2(x)=0, k>2, 
with ak (x) a linear polynomial of x. We remark that for the Chebyshev polynomials of the first 
kind, the coefficients are a l (x )  = x,  a i (x)  = 2x (for all i > 1), and/~i = -1  and for the Chebyshev 
polynomials of the second kind ai (x)  = 2x and/~i = -1.  
Let pn(x)  = Y':~i~=o ci ¢i(x) be a finite series of Chebyshev polynomials. Clenshaw's algorithm 
to evaluate pn(x)  can be expressed as 
qn+l  = qn+2 = 0 
for k=n to l  by -1  
qk : Ck + 2X qk+l  -- qk+2 
end 
pn(X) = CO + C~l(X)ql -- q2 
with al(X) = x for the Chebyshev polynomials of the first kind and at  (x) = 2x for the Chebyshev 
polynomials of the second kind. 
This algorithm can also be formulated in a matrix way. Let A E R (~+nx(~+n be the matrix 
/1 -a l  I 
[ • J 
I -2x  ". 
A = " .  "'. 1 ; (3) 
1 -2x  
1 
then Clenshaw's algorithm is equivalent to solving the tridiagonal upper triangular linear system 
Aq = c, 
where q, c ~ ]R n+l are the vectors q = (qo ,q l , . . .  ,qn)T and c = (co,c1,...  ,c~) T. 
(4) 
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The Forsythe algorithm, which uses in a direct way the recurrence (2), can be expressed, for 
the particular case of Chebyshev polynomials, as 
t0=l ,  f0=c0,  
t l  ~-~ O~l(X), f l  "~- f0  "4- e l  t l ,  
for k - -2  to n 
ti = 2xti-1 - -  t i _2 ,  
fi = fi-1 Tc i t i ,  
end 
pn(x) = fn 
This algorithm can also be formulated in a matrix form. First, evaluating the orthogonal 
polynomials i  equivalent to solving the linear system 
where F E R (n+l)x(n+l) is given by 
F¢ = en+l, (5) 
l 
1 -2x 1 / "  
. .  -. 
F -- "' .  -2x I (6) 
1 -a l  
1 
and ¢,en+l E R n+l are the vectors ¢ -- (¢n(x),... ,¢1(x), ¢0(x)) T, and en_kl = (0 , . . .  ,0,1) T, 
and then to perform the inner product 
n 
p (x) = cT¢ = (7) 
i=O 
In the formulation, ¢~(x) stands for the Chebyshev polynomial T~(x) or Ui(x). 
Now we present he parallel versions of the above algorithms [6,7]. In the parallel algorithms, 
we suppose that the degree n of the polynomial satisfies n = kp - 1, p being the number of 
processors (in the general case, the analysis is similar)• 
The parallel Clenshaw's algorithm (hereafter, the ChPC algorithm) to evaluate p,~ (x) = ~--~r~__0 
crTr(x) can be written as the following algorithm. 
Step ChPC- I :  First, calculate an initialization: Tk(x), k = 2, . . .  ,p. 
Step ChPC-2:  Next, compute P°,P(x), . . . ,  PP-I,p(x) in parallel using p processors, with 
Pm'P(x) = B~ 'p Tin(x) - Bp 'p Tp_m(x), (8) 
where B~ 'p and B~ n'p are evaluated with the recurrence 
sm,P  l:tm,p 
k ---~ ~k+l  ---- 0,  
(9) B~ 'p = c~+~p + 2Tv(x ) B~ - mm,p "-'r+2, r -- k - 1,. . . ,  0. 
Step ChPC-3  : Finally, compute the value of the polynomial 
p-1  
pn(x) = E Pm'P(x)" (10) 
m-~O 
The parallel Forsythe's algorithm (hereafter, the ChPF algorithm) to evaluate pn(x) = ~ '~o 
cr Tr (x) can be written as the following algorithm. 
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Step  ChPF- I :  First, calculate an initialization: T~(x), i = 2 , . . . ,  2p. 
Step  ChPF-2 :  Next, compute F°'P(x), . . . ,FP-I 'P(x) in parallel using p processors, with the 
recurrence for the processor m, 
{ Fm,, = em Tin(x) + cm+pT +Ax) } Tr,+m(x) 2Tp(x)T(r- )p+m(x) - 
F m'p = F 'p + C~-p+m T~p+m(x) 
Step  ChPF-3 :  Finally, compute the value of the polynomial 
p--1 
m=O 
r = 2 , . . . , k -  1. (11) 
(12) 
The parallel algorithms to evaluate finite series of Chebyshev polynomials of the second kind 
(~rn0  c~ Ur(x)) are slightly different from the algorithms for the Chebyshev polynomials of the 
first kind (see [7] for more details), and the error analysis of both algorithms is quite similar, 
with very small differences, o we only focus our attention on the first case. 
3. STABIL ITY  ANALYS IS  
In this section, we analyze the algorithms by using a matrix formulation involving the solution 
of tridiagonal upper triangular linear systems. Besides, due to the parallel nature of the algo- 
rithms, the matrices have a block structure• The parallel algorithm reduces the evaluation of the 
sequential recurrence to the evaluation of p subrecurrences. 
First, we analyze the ChPC algorithm [7]. This algorithm can be reformulated by using a block 
matrix notation• Let S E N (n+l)x(n+i), 
with Sp E N kxk, 
S = diag{Sp, Sp, . . . ,  Sp},, (13) 
p times 
t l  -2TAx) I 
i -2T,(x) 1 
1 -2Tp(x) 
1 
1 
-2Tp(x) 
1 
(14) 
1 
• °° • .•  
1 -2x  
1 
1 
-¢l(z) 
1 
where we remark that e l (x)  = x in the case of {Ti(x)} and el(x)  = 2x in the case of {Us(x)}. 
(i5) 
1 -2x  1 
1 -2x  
Also, we define the vectors ep+l, ¢0:p E R p+I, and q*,c* E R n+l given by ep+ 1 ---- (0 , .• .  ,0, 1) T, 
• ., . • ,4  ) ¢0:p = (¢0(x), • Cp(X)) T (the values of the Chebyshev polynomials), and c* = (%,0 ck ,1 -1 T 
with c~ ---- (ei, Ci+p, ci+2p,..., ci+(k-1)p) (the vector of the coefficients of the polynomial)• Note 
that as each processor needs a different set of coefficients, we have joined in bloeks the terms 
used for each processor, so we have permuted the vectors q and c in a suitable way, obtaining q* 
and c*. Besides, for the initialization process, we need the matrix $1 E R (p+l)x (p+l), 
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Thus, the ChPC algorithm can be rephrased as follows. 
S tep  ChPC- I* :  Solve the triangular upper system: S1 ¢0:p = ep+l (initialization process). 
Step ChPC-2*:  Solve in parallel the triangular upper system: S q* = c*. 
Step ChPC-3*:  Finally, evaluate the polynomial: pn(X) = ~-~P-1 o Pi'P(x) with Pi'P(x) = qi*k+l 
- qi*k+2 Cp_i (z) .  
In the following, in order to simplify the notation, we will write q,c instead of q*,c*. 
Now we can study the backward stability of the ChPC algorithm in the evaluation of a Cheby- 
shev series in p processors. In fact, the only part-that we have to comment on is Step ChPC-2* 
in the parallel algorithm; that is, the solution of the triangular upper tridiagonal systems of the 
algorithm. The solution of Sq = c satisfies the general bounds for triangular systems [20] applied 
to triangular and tridiagonal systems; that is 
(S + AS)0 = c, with [AS[ < 72]S[. (16)  
We note that the errors in the initialization process do not affect the body of the parallel algorithm 
(Step ChPC-2*). By using (16) and taking into account the structure of the matrix S, we can 
easily give forward error bounds of the algorithm. 
THEOREM 1. The relative normwise forward error in the solution q of system (4) obtained by 
the parallel Clenshaw algorithm, in the absence of errors in the evaluation of Tp(x), is bounded 
as follows: 
HSqll°° < V2 cond (Sp), 
It011  - 
where cond (Sp) = II I Sp-ll IS~I Iloo is the Bauer-Skeel's [23] componentwise condition number. 
Now we analyze the ChPF algorithm [6]. Let R E N (n+l)x(n+l), 
R = diag{Rp, Rp, . . . ,  Rp}, (17) 
Y 
p times 
with Rp E •kxk, 
Rp 
and let I E R (n+l)x(n+l), 
1 -2Tp(x) 1 
1 -2Tp(x) 1 
1 -2T,(x) 
i 
1 
1 
I = 
~l[k-2 
M2 -., M~ T 
l[k-2 
M2 
][k-2 
M: 
(18)  
o 
' "  M2 ~ 
Ilk_2 : 
where ~k-2 stands for the identity matrix E R (k-2)×k-2 and M2 -- ( I-2x) The matrix 1 --X 
M~ = ( ! 1 ) gives the difference between the algorithm for Chebyshev polynomials of the first 
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and second kind (with M2 instead of M~). Also, we define the vectors en+l = (0,. . .  ,0, 1) T, 
c* = (4-1 , . . . , c~,c~)  T with c~ = (ci+(k-1)p, ci+(k-2)p,-..,c4+p, Cd (the permuted vector of 
the coefficients c of the polynomial) and ¢* = (¢~-1,. . . ,¢~,¢0)T with ¢~ = (¢,+(k-1)p(X), 
¢i+(k-2)p(x),..., ¢i+p(X), @(x)) (the permuted vector of the values of the Chebyshev polynomi- 
als). The vectors e~+l, ¢* and c* E I~ n+l. 
Thus, the ChPF algorithm can be rephrased as follows. 
Step ChPF- I* :  Solve the triangular upper system: Iy = e~+l. 
Step ChPF-2*: Solve in parallel the triangular upper system: Re* = y. 
Step ChPF-3*: Finally, evaluate the polynomial by means of the inner product: 
p~(x) Z C,,+m ~+~(~) ~ ~ m = = ck (¢k) • (19) 
m=0 \ j=0  m=0 
As above and in the following, we use 
Also, we note that if we permute the files of the matrix I (18), we obtain 
/1 -2x  1 
1 -2x  
o 
1 
".. '•.  
"o  
° .  
the notation ¢ and c instead of ¢* and c*. 
]I(k_2)p " 
~(k-2)pj 
-2x  
1 
Therefore, looking at the rounding errors, this matrix behaves as the submatrix I2p. 
Now, we can study the backward stability of the ChPF algorithm in the evaluation of a Cheby- 
shev series in p processors. 
THEOREM 2. The computed value ~n(X) by means of the parallel Forsythe algorithm satisfies 
pn(x) = (c + Ac)Tq~, (21) 
with Ac = (acip+m) such that IAcip+.d _< 7(k+p)-(~+m)" Ic~+ml + O{U 2} and where ~; -- ($i(x)) 
is the computed solution of (5), which satisfies 
( f  +AF)¢=e,~+l ,  IAFI <761IRI. (22) 
PROOF. Equation (21) is obtained by applying the classical results for inner products (see [20, 
Section 3.1]) and taking into account hat in the parallel algorithm, we perform first the inner 
product in each subseries, and finally, we perform the addition of the partial sums. 
Next, we study the error in the solution of the upper tridiagonal systems of the algorithm. The 
solution of Iy = en+x and Re = y (Steps ChPF-I* and ChPF-2* in the algorithm) satisfy the 
general bounds for triangular systems [20] applied to triangular and tridiagonal systems; that is, 
(I + AI)~) = en+l, with [AI [< 72 II1, 
(23) 
(R + AR) ¢ = ~), with IARI <_ "r2 IRI. 
So, since F = IR, then F¢  = IRe  = e,+l, and it follows that 
Ca-t- 1 = (F  -{- AF)4  
= (I + aZ) (n  + an)  6 
= (F + aZ R + I an  + a IaR)  6. 
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Thus, we have 
JAR[ _< 3'2 [I[ [R[ + 3'21I[ [R[ + 3'2 3'21I[ JR[ _< 3'61I[ [R[, (24) 
where we have applied that 3,i + 3'7 -< 77i+j and 3,i3,j -< 3"min(i,j). Now the result follows because 
1I[ [R[ = 1I R[ due to the special structure of the matrices I and R. | 
As a direct consequence of Theorem 2, we obtain the forward stability of the algorithm. 
THEOREM 3. The relative normwise forward error in the solution ¢ of system (5) obtained by 
the paralle1 Forsythe algorithm, in the absence of errors in the evaluation of Tp(x), is bounded 
as follows: 
I1~¢11oo= _< 3"6 cond (IR). 
I~¢11oo 
In the ChPF algorithm, we also have to take into account the rounding error in the parallel 
evaluation of the inner product (19). Following the classical analysis of the rounding errors in 
the evaluation of inner products and sums, we easily obtain 
p-1 /Ek-1 1 } 
Ip~(x) - fl (p~(x))l = 2u m=0 ~ (3=0 (k - - j )  [C3p+ml [¢jp+m(X)l 
+uE(p- -m)  Icjp÷ml [~)jp+m(X)[ -t- O (Zt 2) 
m=0 ~j=0 
p--1 / k-1 } 
=u.  E .E  (2k +p-2-22-m)lcjp+mllCjp+m(z)] +O(u2). 
m=0 (7=o 
(25) 
In the previous analysis, we have assumed that the value Tp(x) is given without any rounding 
error. Normally, this term has to be calculated in an initialization process by means of the triple 
recurrence or by means of Clenshaw's algorithm. In that case, we introduce rounding errors in 
the calculation of Tp(x). Following the analysis of the Clenshaw algorithm, but now with the 
matrix S1 of equation (15), we obtain 
II~Tp(x)ll~ < 3'2 cond ($1). (26) 
I I~p(x ) l l~  - 
The condition number verifies cond (S1) < [[Si -111oo IlSlll~ ~ 4 IlS1111~ Since 
$11 = (s~jl) = { O, j < i, 
uj_~(x), j > i, 
and taking into account he bounds [24] 
IlU~(x)ll~ < i + 1, 
[Ui(x)[ = [sin ((i + 1) arccosx) [ < 1 
[ s in(arccosx)[ - lv/TZ-~- x 2' 
x¢+l ,  
we obtain 
and so 
( 2(p + 1)(p + 2), x • [-1, iI, 
cond ($1) _< 4 [Ui(x)[ < / 4(p + 1) 
i=0 lx/T-S-~_ x2, x ~ +1, 
cond(S1) <_ min {2(p+ l)(p+ 2), ~ }. (27) 
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Once we have the bound for the rounding errors in the evaluation of Tp(x), we have to introduce 
it into the backward error bounds of the parallel algorithms. Thus, in the ChPC algorithm, we 
introduce S instead of S in equation (16) because in the matrix S, we need the term Tp(x), 
which is not calculated exactly, then S = S + A.9 with [AS] < ET,, IS] being ET,, such that 
(]Tp(x) -- ~ 'p (x ) I ) / l Tp(x ) l  ~ ET,,, and so ET,, <_ "Y2 cond ($1). Therefore, up to second order in u, 
we obtain the following theorem. 
THEOREM 4. The relative normwise forward error in the solution q of system (4) obtained by 
the parallel Clenshaw algorithm is bounded, up to second order in u, as follows: 
8(p+ 1) 
115qll~ <u.min  2+4(p+1) (p+2) ,2+ ~jcond(Sp)+O(u2) .  (28) 
IlqlLoo - 
In the ChPF algorithm, we introduce/~ instead of R in equation (23) and so/~ = R + A/?/ 
with ]A/~ I < ET,, ]R]. 
It is interesting to remark that equation (28) tells us that we have to expect a higher rounding 
error when we evaluate the Chebyshev polynomials at the end of the interval x = +1. 
Since the forward error bounds appear in the condition number of the matrix Sp of equa- 
tion (14), it is interesting to compare it with the sequential case, where a forward error bound is 
given by [20] 
[16ql[-------~ < 3'2 cond (A), (29) 
ILqlloo - 
with A given by (3). Following an analogous analysis like that used in the above for matrix $1, 
as Tp(x) E [-1, 1], we obtain that 
cond (A) E 4 
j=o 
k-1  
cond (Sp) _< 4 E 
/=0 
]Uj(x)[ < min {2(n + l)(n + 2), 4(n + I) } 
- ~ ' 
[Ul (Tp(x))[ < min 2k(k + 1), V/1 _-~p(X)2 . 
(30) 
To give an idea of the behavior of the ratio between the parallel and the sequential algorithms, 
we give an estimation. We remark that the following formula is not a bound, it is just an 
estimation of the ratio. Taking into account Theorem 4 and equations (29) and (30), we obtain 
P / k -1  
I](~qparallel]loo (2 + ET,,) cond (Sp) 1 + 4 ~ ]Ul(x)] t=o j=o 
I]6qseq.e.tlal]]oo 2 cond (A) ~ ]Ui(x)] 
i=0 
Iuj (%(~))L 
(31) 
that can be estimate (30) by 
II~qp~anellloo 
[[tfqsequential [[oo 
Note that 
es t l=  2(p+l) (p+2)k(k+l)  
(n+l ) (n+2)  
est2= 2(p+l )k(k+l )  
n+l  
est3= 4(p+l )k  1 
n+l  x /1 -Tp(x )  2' 
2n 
estl N~ 2, est~ _~ 2 k = 
P 
, x=l -e , - l+¢ ,  
X ~ COS-  
mTr 
p 
mTr 
p 
+ ~, ( ,~  = 1 , . . .  ,p -  1) ,  
X ~ COS-  , (m = o , . . . ,p ) .  
4 
est3 
~/1 - Tp(x) 2 
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From the estimations, we expect o have an increment of the rounding errors close to the relative 
extrema of Tp(x); that is, at the points x= = cos (mr~p), m = 1, . . .  ,p -  1. The reason for this is 
that at these points, the parallel recurrence valuates p subrecurrences at the point Tp(x~) = =i=l. 
In Figure 1, we illustrate formula (31), that is, an estimation of the ratio of the theoretical 
rounding error bounds in the parallel and sequential Clenshaw's algorithms, in the evaluation 
of a Chebyshev series of degree n = 3199 for several numbers of processors p. In the figure, 
we observe the phenomena predicted by the above estimations: when the number of processors 
grows, new points appear where the error ratio increases ignificantly. We also remark that the 
increment in the error, presented at these points, decreases in size as p increases. 
10 4 
.o 
I - -  
o 
¢_  
i _  
uJ 
I ................. p=2 
p=4 
................. p-'8 
p=16 
10 3 
10 2 
1°1 . >.-" -./ 
1 
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1 
point x 
Figure 1. Estimation of the ratio between the theoretical rounding error bounds (31) 
in the parallel and sequential Clenshaw algorithms in the evaluation of a Chebyshev 
series of degree n = 3199 for several numbers of processors p.
3.1. D i rec t  Ana lys i s  
In this section, we present an analysis of the forward error of the parallel algorithms in a more 
direct way, following the analysis of [12,13,19]. This analysis gives sharper ounding error bounds 
than the previous one in the cases when the condition numbers of the matrices are high [19] 
and when the coefficients of the polynomial are small, because this new bound depends on the 
particular polynomial that we have. We present only the results for the ChPC algorithm. For 
the ChPF algorithm, the analysis is quite similar. 
First, we present one theorem from [19] that gives a forward error bound for the sequential 
Clenshaw algorithm applied to the evaluation of a finite series of a general family of orthogonal 
polynomials. 
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THEOREM 5. The error in the eva/uation of an orthogonal series pn(x) n = Ek=0 ~¢~(z)  by 
means of the C1enshaw algorithm verifies 
n 
IrMx) -p,~(=)l <- u~ p,(=)lcsI + 0 (u=), (32) 
s=O 
where 
and 
p0(~) = 4 t¢o(z)l = 4, 
~-, 
p~(x) = 4 I¢~(x)l + ~ ak,~ ICk(x)l, 
k=l  
for s = 1, . . . , n, 
(33) 
2 akqll,s+l[-4- 3[O~k+ll -1 Ak,~ = [ak+2,s+l[, for k = 1, . . .  ,s - 1, (34) 
where - i  ak,s are the elements of A -1 (3). 
Note that the matrix A is adapted to our particular family of polynomials, Chebyshev polyno- 
mials, but in the case of a general family of orthogonal polynomials, where it can he applied to 
Theorem 5, there will appear the coefficients ai(x) and ~i of the general recurrence (2). 
Our study of the ChPC algorithm follows the proof of Theorem 5 [19]. 
THEOREM 6. The error in the parallel evaluation on p processors of a Chebyshev series pn(x) = 
~i~_-0 ci¢i(x), with ¢i(x) = Ti(x) or Ui(x), by means of the parallel Clenshaw algorithm verifies 
p1{ 1 } 
iPn(x) - p,(x)l <__ u. y~ ~ pT(x)Ic,~+ml + v (u2), 
m~O s=O 
(35) 
where 
p'~(x) = (p + 3 - m) ICm(x)[, 
pro(x) = (p + 3 - m) [¢sv+m(X)[ + ~ Am ~,~ ICjp+m(z)l, 
j= l  
s = 1 , . . . , k -  1, 
(36) 
and 
Am = 2 Ius-j(x)l  + (3 + E~p) 12Tp(x)l Lu , - j - l (~) l ,  j = 1,. ,s - 1, 318 " • 
being ET,, the relative rounding error in the evaluation of Tp(x) (equations (26) and (27)). 
PROOF. The proof follows from Theorem 5. The only differences are that now the coefficient 
ak+l = 2 Tp(x) and that we have to consider the rounding error ET,, in the evaluation of Tp(x), 
which is given by (27). The term ET,, is introduced in the terms Am the place where we 3,8'  
consider the coefficients •i. Also, we have to take into account Step ChPC-3, which gives the 
P- I (Ek - I  } terms ~r ,=0 s=0 (P - 1 - m)[¢sv+m(X)[ [c~v+m[ . Besides, in this case, the term aj,~-I is the 
element (j,s) of Sp 1 (14) and it is equal to Us_j(x). | 
Note that in the rounding errors due to Step ChPC-3 of the parallel algorithm, we have 
supposed that the evaluation of the addition is performed from m = 0 to p - 1, but the order 
can be changed, and in some cases, we cannot control the order in the addition, as in global 
reduction operations in MPI. Therefore, if the order of evaluation changes, it also will change 
the factor (p - 1 - m) that multiplies each subset of coefficients. Also, if we can evaluate the 
factor 2Tp(x) with high precision, then ET,, can be considered to be depreciable, obtaining lower 
rounding errors in the parallel process. 
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Figure 2. Absolute rounding errors of the parallel Clenshaw algorithm for the eval- 
uation of series of degree n = 3199 of Chebyshev polynomials of the first kind with 
random coefficients (Problem $2). 
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Figure 3. Relative theoretical rounding error bounds (C and D) and numerical simu- 
lations (S) of the parallel Clenshaw algorithm for the evaluation of a series of degree 
n = 3199 of Chebyshev polynomials of the first kind with monotonically decreasing 
coefficients (Problem $1). 
4.  NUMERICAL  TESTS 
We have tested the ChPC and ChPF  a lgor i thms in order to analyze the effects of round ing  
errors, but ,  since the behavior  of both  a lgor i thms is very similar,  "we on ly  present the  results 
for the ChPC a lgor i thm. In  the s imulat ions,  we have studied the a lgor i thms wi th  f inite series of 
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Figure 4. Relative theoretical rounding error bounds (C and D) and numerical simu- 
lations (S) of the parallel Clenshaw algorithm for the evaluation of a series of degree 
n = 3199 of Chebyshev polynomials of the first kind with random coefficients (Prob- 
lem $2). 
degree n -- 3199 of Chebyshev polynomials of the first kind. We have used two sets of coefficients: 
set $1 of monotonically decreasing coefficients (ci = 1/(i + 1) 2) and set $2 of random coefficients 
normally distributed with mean 0 and variance 1. For each series, each set of coefficients and each 
point, we have performed 500 simulations in double precision with unit roundoff u ~- 2.2 x 10 -16. 
All the tests were done on a workstation SUN ULTRASPARC 1 and the programs were written in 
FORTRAN 77. On each test, we consider as the result the maximum absolute rounding error of 
the 500 simulations of polynomial evaluation. 
f 
The first question is to see if the increments in the rounding errors detected in the theoretical 
analysis also appear in the numerical tests. In Figure 2, we present he absolute rounding errors 
in the evaluation of a Chebyshev series with random coefficients (set $2). In this case, the 
increments at the relative extrema of the Chebyshev polynomial Tp(x), that is xi = cos (m ~r/p), 
m = 1 , . . . ,  p -  1, are clear (in the figure, we have plotted these points with discontinuous vertical 
lines). 
In Figure 3, we present he numerical simulations (S) of the relative rounding error in the 
evaluation of a polynomial with the set S1 of coefficients. In addition, we give the two theoretical 
bounds, Theorems 4 (bound C) and 6 (bound D). The bound D, as it is an absolute rounding error 
bound, is divided by the absolute value of the series. From the figures, we observe that bound D 
approaches the numerical simulations much better than bound C. The numerical simulations do 
not present all of the increments derived from the theoretical analysis, only in the figures of 
p = 4 and p -- 8 some increments are perceptible. The reason is that this finite series is very 
stable, and then the rounding errors are very small (see the figure with p = 1). On the contrary, 
in Figure 4, we present he relative rounding error in the evaluation of a polynomial with the 
set $2 of coefficients and the two theoretical bounds. In this case, the increments appear in all 
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the points predicted by the theory. Besides, both theoretical bounds are close to the numerical 
simulations, giving sharp error bound estimations. The size of the increments, detected in the 
numerical and theoretical analysis, decreases when p grows, but the number of points where the 
instability appears increases (it is equal to p - 1). 
4.1. Conc lus ions  
From the numerical tests and the theoretical rounding error bounds, we conclude that the 
parallel algorithms are almost as stable as the sequential ones, but at some points, the rounding 
errors increase slightly. Note that these points are not random inside the interval, their position 
is well known, which is the relative extrema of Tp(x) when we use p processors. 
REFERENCES 
1. W.S. Dorn, Generalisations of Horner's rule for polynomial evaluation, IBM J. Res. Develop. 6, 239-245 
(1962). 
2. A. Kiper, Modified Dorn's algorithm with improved speed-up, Lecture Notes in Computer Science 1184, 
432-442 (1997). 
3. L. Li, J. Hu and T. Nakamura, A simple parallel algorithm for polynomial evaluation, SIAM J. Sci. Comput. 
17, 260--262 (1996). 
4. K. Maruyama, On the parallel evaluation of polynomials, IEEE Trans. Comput. C-22, 2-5 (1973). 
5. J.I. Munro and M. Paterson, Optimal algorithms for parallel polynomial evaluation, J. Comput. System 
Sci. 7, 189-198 (1973). 
6. R. Barrio and F.J. Sabadell, A parallel algorithm to evaluate Chebyshev series on a message-passing envi- 
ronment, S IAM J. Sci. Comp. 20, 964-969 (1998). 
7. R. Barrio and F.J. Sabadell, Parallel evaluation of Chebyshev and trigonometric series, Computers Math. 
Applic. 38 (11/12), 99-106 (1999). 
8. J.H. Wilkinson, Rounding Errors in Algebraic Processes. Notes on Applied Science, Volume 32, Her 
Majesty's Stationery Office, London, (1963); Reprinted by Dover, New York (1994) . 
9. D. Elliott, Error analysis of an algorithm for summing certain finite series, J. Australian Math. Soe. 8, 
213-221 (1968). 
10. W. M. Gentleman, An error analysis of Goertzel's (Watt's) method for computing Fourier coefficients, 
Comput. J. 12, 160-165 (1969). 
11. A.C.R. Newbery, Error analysis for polynomial evaluation, Math. Comp. 28, 789-793 (1974). 
12. J. Oliver, An error analysis of the modified Clenshaw method for evaluating Chebyshev and Fourier series, 
Math. Comp. 20, 379-391 (1977). 
13. J. Oliver, Rounding error propagation in polynomial evaluation schemes, Journal Comp. Appl. Math. 5, 
85-97 (1979). 
14. J.L. Schonfelder and M. Ramaz, Error control with polynomial evaluation, IMA Journal of Num. Anal. 1, 
105-114 (1980). 
15. R. Barrio, A matrix analysis of the stability of the Clenshaw algorithm, Extracta Math. 13, 21-26 (1998). 
16. N.J. Higham, Stability of parallel triangular solvers, SIAM J. Star. Comput. 16, 400-413 (1995). 
17. P.Y. Yalamov, Stability of parallel bidiagonal solvers, Lect. Notes in Comp. Scien. 8"79, 520-533 (1994). 
18. P.Y. Yalamov, Stability of a partitioning algorithm for bidiagonal systems, Parallel Computing. 23,333-348 
(1997). 
19. R. Barrio, Stability of the Clenshaw and Forsythe algorithms for the evaluation of orthogonal polynomial 
series, Preprint of Seminario Matem£tico Garcla de Galdeano, Secci6n I, No. 11, University of Zaragoza 
(1999). 
20. N.J. Higham, Accuracy and Stability of Numerical Algorithms, SIAM, (1996). 
21. C.W. Clenshaw, A note on the summation of Chebyshev series, Math. Tab. Wash. 9, 118-120 (1955). 
22. G.E. Forsythe, Generation and use of orthogonal polynomials for data fitting with a digital computer, 
J. S IAM 5, 74-88 (1957). 
23. R.D. Skeel, Scaling for numerical stability in Gaussian elimination, J. Assoc. Comput. Mach. 26, 494-526 
(1979). 
24. W. Magnus, F. Oberhettinger and R.P. Soni, Formulas and Theorems for the Special Functions of Mathe- 
matical Physics, Springer-Verlag, (1966). 
