and output options for SNNAP are passed to the program through a number of modular ASCII files. These modules can be modified by commonly available text editors that use a conventional (i.e., character based) interface or by an editor incorporated into SNNAP that uses a graphical interface. The modular design facilitates the incorporation of existing modules into new simulations. Thus libraries can be developed of files describing distinctive cell types and files describing distinctive neural networks.
1. We describe a simulator for neural networks and action potentials (SNNAP) that can simulate up to 30 neurons, each with up to 30 voltage-dependent conductances, 30 electrical synapses, and 30 multicomponent chemical synapses. Voltage-dependent conductances are described by Hodgkin-Huxley type equations, and the contributions of time-dependent synaptic conductances are described by second-order differential equations. The program also incorporates equations for simulating different types of neural modulation and synaptic plasticity. 2. Parameters, initial conditions, and output options for SNNAP are passed to the program through a number of modular ASCII files. These modules can be modified by commonly available text editors that use a conventional (i.e., character based) interface or by an editor incorporated into SNNAP that uses a graphical interface. The modular design facilitates the incorporation of existing modules into new simulations. Thus libraries can be developed of files describing distinctive cell types and files describing distinctive neural networks.
3. Several different types of neurons with distinct biophysical properties and firing properties were simulated by incorporating different combinations of voltage-dependent Naf , Ca2+, and IL+ channels as well as Ca2+-activated and Ca2+-inactivated channels. Simulated cells included those that respond to depolarization with tonic firing, adaptive firing, or plateau potentials as well as endogenous pacemaker and bursting cells.
4. Several types of simple neural networks were simulated that included feed-forward excitatory and inhibitory chemical synaptic connections, a network of electrically coupled cells, and a network with feedback chemical synaptic connections that simulated rhythmic neural activity. In addition, with the use of the equations describing electrical coupling, current flow in a branched neuron with 18 compartments was simulated.
5. Enhancement of excitability and enhancement of transmitter release, produced by modulatory transmitters, were simulated by second-messenger-induced modulation of K+ currents. A depletion model for synaptic depression was also simulated.
6. We also attempted to simulate the features of a more complicated central pattern generator, inspired by the properties of neurons in the buccal ganglia of ApZysia. Dynamic changes in the activity of this central pattern generator were produced by a second-messenger-induced modulation of a slow inward current in one of the neurons.
INTRODUCTION
The ability of a neural network to process information and to generate a specific pattern of electrical activity is dependent on both the intrinsic biophysical properties of the individual neurons in the network and their pattern of synaptic connectivity. The specific role that any one process plays in the overall behavior of the network can be difficult to assess due to such factors as interacting nonlinear feedback loops and inaccessibility of the process for experimental manipulation.
One way to overcome this problem is to mathematically model and simulate the biophysical and biochemical properties of individual neurons and dynamic properties of the individual synapses. The output of the resynthesized network and its sensitivity to manipulation of individual or multiple variables and parameters can then be examined. To do so, it is necessary to have a flexible simulator that is capable of simulating the important aspects of intrinsic membrane properties, synapses, and modulatory processes. Several simulators are available for simulating realistic neural networks (for review see De Schutter 1992). Some, like SABER (Carnevale et al. 1990) or SPICE ( Bunow et al. 1985 ) , were originally designed as general purpose simulators or as simulators of electrical circuits. Simulators such as NEURON (Hines 1989) were designed to simulate dendritic trees of single neurons, whereas others such as GENESIS (Wilson and Bower 1989) , NODUS (De Schutter 1989) , MacNerveNet (Boney et al. 199 1 ) , and NeuronC (Smith 1992) were designed to simulate connections among neurons. Other simulators such as MARIO (Getting 1989) and SLONN (Wang and Hsu 1990) are mainly optimized to simulate integrate-and-fire type neurons. This paper describes a simulator for neural networks and action potentials (SNNAP) that provides a way to simulate the membrane potential of neurons with multiple types of membrane currents. Cells can be interconnected through chemical and/ or electrical synapses. Modulatory effects of intracellular ions or extrinsic transmitters can be simulated with equations describing the concentration of different ions and second messengers, the solutions of which drive equations describing the modulation of voltage-dependent conductances. Aspects of synaptic plasticity such as synaptic depression and synaptic facilitation can be simulated as well. Portions of this work have appeared in preliminary form (Ziv et al. 199 1, 1992 
MEMBRANE POTENTIAL.
The relation between the membrane potential and the membrane current is described by
where CM is the membrane capacitance, v the membrane potential, and Ivd, Ies, and Its represent currents due to voltage-dependent conductances, electrical synapses, and chemical synapses, (5) dent conductance, the presynaptic neuron, and the synapse, rewhere @s is the maximal conductance, Acs is the time-dependent spectively. An electrical circuit equivalent of this membrane activation function of the conductance, and Ecs is the synaptic model is illustrated in Fig. 1 
where Evd is the equilibrium potential, @d is the maximal con- Electrical circuit equivalent of the membrane model of a neuron in this simulator for neural networks and action potentials (SNNAP). The neuron has a membrane potential V and a membrane capacitance CM. Currents arise from 3 sources: I ) m voltage-dependent conductances ( gvd, -gVd,), 2) n conductances due to electrical synapses (g,, -g,,) , and 3) mxo time-dependent conductances due to o chemical synapses with each of the n presynaptic neurons ( gcsL, -ges,,,). Evd and Ecs are constants and represent the value of the equilibrium potential for currents due to voltage-dependent conductances and chemical synapses, respectively. V, -Vn represent the values of the membrane potential of the coupled cells.
X the forcing function, and 7 the time constant. Although the explicit solution of this equation (the alpha function) when Xis an impulse is often used to describe the dynamics of synaptic conductance changes (Jack and Redman 197 1; Rall 1967; Wilson and Bower 1989) ) in SNNAP, synaptic conductances are calculated through the numerical solution of this second-order differential equation. This allows for summation of synaptic conductances and for postsynaptic conductances to respond to changes in the duration of the presynaptic action potential (see below). The activation of the synaptic conductance should be a value between 0 and 1, and therefore Y needs to be resealed by Xi The list of equations and associated parameters and constants in addition to the operational information (e.g., the duration of the simulation and type of output display) are passed to the program through a number of modular ASCII files. These files can be modified by commonly available text editors that use conventional (i.e., characters based) interfaces of by an editor incorporated into SNNAP that uses a graphical interface. These modules are organized hierarchically (Fig. 2) . The module simulation is at the top of the hierarchy and directs all other relevant modules. The other major modules are I) network, which specifies which neurons are included in the network and the type and pattern of their synaptic connections; 2) yleuToy2, which specifies voltage-dependent conductances, pools of ions, and modulators; and 3) vollage-dependent conductances, which specifies the maximal conductance, the reversal potential, and the names of the modules dealing with the voltage-dependent activation and inactivation and with the modulation of the conductance. The modules electrical synapse, chemical synapse, ion pool, SM (2nd messenger) pool, modulation by ion, moduZation by SM, activation, and inactivation all specify the relevant equations and parameters for each variable. Other modules serve to describe operational information for the specific simulation including a module (treatments) that describes the timing of external currents and modulatory stimuli. SNNAP's output options include on-line display of any variable versus time and the ability to write the simulation's results into an output file, for further analysis.
Integration method and parameters
For reason of simplicity, the Euler method was used to integrate numerically the set of differential equations (for discussion of integration routines see Press et al. 1992) . To minimize possible errors in simulations that might arise if the step size was too large, we first made a trial simulation with a comparatively large step FIG. 2. Equattons, parameters, mural condittons, and operattonal options for a specific simulation are passed to the program through a set of modular files, organized in a hierarchical way. The module Simulation, at the top of the hierarchy, specifies all relevant modules. Under Slmulatzon there are 3 modules: Network, which specifies the connection between cells; Treatments, which specifies the types of treatments that the network will receive; and Output, which specifies the variables to be included in the output file or output graph. The modules included in Network are Neuron, which specifies the chemical-and voltage-dependent processes in the individual neurons and the modules, Electrxal synapse and Chemical synapse, which specify the equations and parameters describing the interconnections among neurons. The modules nested in Neuron are Ion pool and SM pool for choosing the equations and parameters for calculating the dynamics of different ions and 2nd messengers, respectively. Neuron also includes the module Voltage and specify the set of equations and parameters required for calculating the activation and inactivation functions of specific conductances and the modulatton of conductances by ions and 2nd messengers, size and then reran the simulation with progressively smaller step sizes. We continued to reduce the step size to a point where further reduction did not change the results. Values for acceptable step sizes ranged between 0.1 and 0.0 1 ms.
The parameters for the intrinsic properties of neurons were either taken from the literature or were adjusted to match a given pattern of neuronal activity. Parameters for connectivity and for neural modulation were chosen to match physiological patterns.
RESULTS
We first simulated the electrical properties of several types of neurons by incorporating different combinations of specific voltage-dependent conductances. Next we simulated small networks, features of synaptic plasticity, and the modulation of the voltage-dependent conductances. Finally, we simulated a more complex network and its modulation.
Intrinsic properties of individual neurons
The nervous system of both vertebrates and invertebrates includes various types of neurons with distinctive intrinsic biophysical properties. By adjusting the types of voltage-dependent conductances as well as the parameters in the equations describing voltage-dependent conductances and the leakage conductance, neurons with diverse firing properties were simulated. Figure 3 illustrates several examples of these neurons (see also Table 1 ). A tonic firing neuron was simulated by constructing a neuron with only Na+, K+, and leakage conductances. The properties of both the Na+ and K+ conductances were derived from the ink motor neuron of Aplysia (Byrne 1980a-c) . The K+ conductance in these cells, as in many other neurons, exhibits inactivation. In this cell a depolarizing current pulse led to continuous firing of the simulated neuron ( Fig. 3 A) . A pacemaker neuron was simulated by simply changing the equilibrium potential of the leakage current to a more depolarized value (Fig. 3 B) . We also simulated the physiological properties of the ink motor neuron of Apfysia (Byrne 1980a-c) . This modeled neuron included Na+ , Ca2+ , K+, and transient K+ (I& conductances. In response to an intracellular depolarization, Ik A was activated, which initially prevented the cell from f&g. After -1 s (during which IKA became inactivated), the neuron began to fire (Fig. 3C ). 'A neuron that exhibited an adaptive response was simulated with the use of the physiological properties of the sensory neurons of Aplysia (Fig. 3 0) (Baxter and Byrne 1990; Canavier et al. 199 1; White et al. 199 1, 1993 ) . The conductance underlying the adaptive response is a novel low-threshold noninactivating K+ conductance (the S-current, Ik,s) (Baxter and Byrne 1990; Klein et al. 1982) . Intracellular depolarization elicited an early burst of spikes, but firing ceased as 1,,s became activated and opposed the effectiveness of the depolarizing pulse to fire the cell. A plateau potential-type response was simulated by including an slowly inactivating inward current ( Idep) and a slowly activating, noninactivating outward current ( IhYP) (Fig. 3 E) . Idep remained active even after termination of the intracellular depolarizing current pulse thereby allowing the cell to continue firing until 1,,,, was activated sufficiently to prevent firing. A neuron that exhibited postinhibitory rebound (Fig. 3 F) was simulated by the addition of noninactivating K+ conductance (as in Fig. 3 D) to a spontaneously active cell (as in Fig. 3B ).
Network simulations
Because the organization of individual neurons into functional systems is through synapses, our next goal was to simulate simple networks interconnected through chemical or electrical synapses (Fig. 4 , A and B; see also (Table 1A) . A depolarizing current pulse of 2.5 nA led to continuous firing of the simulated neuron. Action potentials were due to a voltage-dependent increase in INa followed by a delayed increase in Ik. B: pacemaker neuron. Changing the equilibrium potential of the leakage current of the neuron, illustrated in A, to a more depolarized value (Table 1 B) resulted in spontaneous activity. C: delayed response. The modeled neuron included the currents (Na, &, and Ik, and the transient K+ current (Ik,*). Parameters for this neuron were taken from the model of the ink motor neuron (Byrne 1980a-c) and are provided in Table 1 C. In response to the depolarization produced by an intracellular current pulse of 22.3 nfL k,A was activated. IK,A initially prevented the cell from firing, but as IK,* inactivated the neuron reached threshold and fired a burst of spikes. D: adaptive. This neuron was simulated on the basis of the physiological properties of sensory neurons ofAplysia (Table 1 D) . The conductance underlying the adaptive response was a noninactivating IS+ conductance (g, s) . An intracellular depolarizing current pulse of 1.5 nA elicited an early burst of spikes. Firing ceased as IK s became activated and opposed the effectiveness of the depolarizing current pulse. E: plateau potential. A plateau potential-type response was simulated with a slowly inactivating inward current (Idep) and a slowly activating and noninactivating outward current (&,) . Parameters for each current are provided in Table 1 E. Idep remained active even after termination of the intracellular depolarizing current pulse (3.0 nA). Thus the cell continued to fire until I hyi, was activated sufficiently to prevent firing. F: postinhibitory rebound. Addition of a noninactivating K+ conductance (such as in the neuron in D) to a spontaneously active cell (such as the neuron in B) produced a cell that exhibited postinhibitory rebound (elicited by a hyperpolarizing current of 0.3 nA). Parameters are provided in Table IF. (Psps) . Figure 4Al illustrates the results from a simulation cell C. A longer depolarizing pulse elicited a series of three of a three-cell network. Chemical synapses were formed be-spikes in cell A, which produced summating EPSPs in cell tween the presynaptic cell A and the postsynaptic cells B B and IPSPs in cell C. Note that the magnitudes of individand C. A single spike in cell A, which was elicited by a brief ual components of the PSPs do not summate linearly bedepolarizing current pulse, produced a unitary excitatory cause of a decrease in the driving potential of the chemical PSP (EPSP) in cell B and unitary inhibitory PSP (IPSP) in PSPs (see Eq. 5). Parameters jbr intrinsic properties of neurons 
where V is membrane potential, h is the shift parameter, s is the shape parameter, and Bmin is the minimal value of B. TV and 7B are the time constants for A and B, respectively, and were calculated by
74=
,l +exptf$::;,l +exp~v~~2~~+7min "= ,lT;;;;hjr+Tmin where V is the membrane potential, h is the shift parameter, and s is the shape parameter. The subscripts of h, S, and pare for a double exponential model. The table shows parameters for 1st exponent and 2nd exponent in the 1st and 2nd row, respectively.
One row indicates a single exponent model (where p2 = 0).
Network with feedback chemical synapses. Patterns of initiation of spikes in cell A and excitation of cell B. The rhythmic neural activity are common features of the ner-EPSPs in cell B summated until threshold was reached for a vous system. It has been suggested that rhythmic patterns spike in cell B. The spike in ce0 B led to an IPSP in cell A can be produced when a tonicly active neuron excites a and thus a transient cessation of firing in cell A. After cell A second neuron, which in turn, inhibits the first (e.g., Milton recovered from inhibition, the cycle was reinitiated. et al. 1990) . We constructed such a network (Fig. 4A2) (Table 2A) . The excitatory connection between cells A and B is indicated by an open triangle and the inhibitory connection by a filled triangle. A single spike in cell A elicited by a 3-nA depolarizing current pulse (timing of depolarizing current is indicated by a square pulse at the bottom of the figure) produced a unitary excitatory postsynaptic potential (EPSP) in cell B and unitary inhibitory postsynaptic potential (IPSP) in cell C. A longer depolarizing pulse elicited a series of 3 spikes in cell A, which produced summating EPSPs in cell B and IPSPs in cell C. A2: a 2-cell network ( Table 2B ) was simulated that generated a cyclical pattern of activity. Cel l A had an excitatory connection (open triangle) to cell B, and cell B had an inhibitory connection (filled triangle) to cell A. The injection of a 2.5nA depolarizing current pulse to cell A led to the initiation of spikes in cell A and to the excitation of cell B. The EPSPs in cell B summated until cell B fired a single spike that led to the inhibition of cell A. As cell A recovered from inhibition, the cycle was reinitiated. B: electrical coupling. A network was constructed in which the cells A and B were electrically coupled to cell C. The coupling conductance was 0.07 pS. A depolarizing current pulse of 3.0 nA was injected into cells A and B at different times (timing is indicated by a square pulse at the bottom of the traces showing the membrane potentials). When only cell A was spiking, small subthreshold PSPs in cell C were produced. After activation of both cells A and B, the electrical PSPs summated, and spikes were initiated in cell C. C: branched neuron. A branched neuron consisting of 18 compartments (a-r) was simulated. The coupling conductance between each pair of adjacent compartments was set to 0.195 pS. Injection of a 3.9-nA depolarizing current pulse into compartment a initially induced spikes in compartments a, b, and c and smaller depolarizations in more distant compartments of the neuron. As compartments d-r became more depolarized, spikes in compartments a-c were more effective in eliciting spikes in the more distal compartments. The intrinsic properties of all the neurons (or compartments) shown in this figure were simulated as the neuron described in Fig. 3 A and Table 1 A. Parameters for connectivity are provided in Table 2 . 0.2 s B at different times. When only cell A was spiking, small of currents in time and space within a dendritic tree (e.g., subthreshold electrical PSPs were observed in cell C. With Segev 1992; Segev et al. 1989) . With this method the neuactivation of both cells A and B, the electrical PSPs sum-ron is modeled as a system of electrically coupled memmated, and spikes were initiated in cell C. brane cylinders. Although SNNAP is not capable of dealing with large-scale compartmental models, its electrical couBranched neuron pling features can be used to simulate the properties of simple branched neurons. Figure 4C summarizes the results of Compartmental modeling, derived from linear cable a simulation of a branched neuron that was divided into 18 theory (e.g., Rall 1989) , is usually used to simulate the flow compartments. Each compartment had the same dimen- Pre and Post, presynaptic and postsynaptic cells, respectively. E is the reversal potential, 2 the maximal conductance, 7 the time constant, and a the scaling factor for synaptic conductance (see Eq. 7). sions and electrical properties. A depolarizing current pulse was applied to one part of the branched neuron (compartment a). At first, only compartments h and c initiate spikes, whereas little depolarization was seen in more distant compartments of the neuron. Gradually, distant compartments (e.g., i, k, r, and p) began to initiate spikes as well.
Modulation of membrane currents and synaptic conductances
Modulation of membrane channels and release mechanisms are believed to be important mechanisms underlying many aspects of neural function, such as motor activity and processes of learning and memory (Byrne 1987; Clarac et al. 1992; Hultborn and Kiehn 1992; Kandel 1985; Kupfermann 199 1; Shepherd 1988 ) . SNNAP incorporates several different ways to simulate modulation of voltage-dependent and synaptic conductances. The properties of voltagedependent conductances may be modulated by changes in the concentration of internal ions or application of modulatory agents. Synaptic conductances may be modulated by changes in the duration of the presynaptic spike. SNNAP also allows for the simulation of synaptic depression.
On the basis of the model proposed by Epstein and Marder ( I990), a bursting neuron (Fig. 5) was simulated, which included the voltage-dependent Na+ and K' conductances, a Ca2+-inactivated Ca2+ conductance (g& , and a Ca2+-activated K+ conductance (gk &. The model also included a Ca2' pool. An initial depolarization due to Ica led to a burst of Naf -dependent spikes. The spikes led to accumulation of Ca2+ during the burst. Consequently, Ik Ca was activated and Ica was deactivated, both of which led to the termination of the burst. During the postburst hyperpolarization, Ca2+ levels were decreased, Ik Ca deactivated, and another ' burst of spikes was initiated.
Plasticity at the connection between sensory neurons and the follower cells in Apfysia has been used as a model system in which to study the neural basis of simple forms of learning such as sensitization (Byrne 1987; Byrne et al. 1993; Carew and Sahley 1986; Kandel and Schwartz 1982) . Serotonergic modulation of sensory neurons, which contribute to sensitization, both enhances excitability and increases the duration of action potentials. These two actions of serotonin (5HT) were simulated. Excitability. The noninactivating K' conductance ( gK s) 7 of the sensory neuron is modulated by a 5-HT-induced increase in the levels of the second-messenger adenosine 3 ',5 '-cyclic monophosphate (CAMP) ( Baxter and Byrne 1989; Klein et al. 1982) . As a first step in simulating this example of plasticity, we incorporated a slowly activating and noninactivating K+ conductance that was regulated by the concentration of CAMP. The responses of a pair of simulated sensory neurons to two successive intracellular depolarizing pulses are illustrated in Fig. 6 (see also Table 3 ). For the control sensory neuron (Fig. 6 Al ) , each of the two successive pulses elicited two spikes. For the experimented sensory neuron (Fig. 6 A2) , application of 5-HT was simulated after the first pulse. Note that the 5-HT led to a depolarization of the resting potential. This was due to the 5-HT-induced elevation of CAMP levels, which led to a decrease in the steady-state level of Ik s. A second effect of the simulated application of 5-HT was enhanced excitability. Note that the second pulse in the presence of 5-HT led to a greater number of action potentials.
Spike width. Spike broadening is one way to increase synaptic strength of sensory neurons in Aplysia (Byrne et al. 1990; Gingrich and Byrne 1987; Hochner et al. 1986; Klein and Kandel 1978; Sugita et al. 1992 ). We simulated a twocell network in which the sensory cell A had an excitatory connection onto follower cell B (Fig. 6B) . Simulating the application of 5-HT led to an increase in the simulated levels of protein kinase C (PKC), which in turn gradually reduced a delayed K+ current (Ik; Fig. 6 B2) . Because of the decrease of outward current, the spikes in A are broadened (Fig. 6 B.3) . The broadened spikes, in turn, led to enhanced transmitter release and increased the synaptic conductance in cell B. As the presynaptic spike broadened, the EPSP was enhanced sufficiently to elicit a spike in cell B. Note that the network was affected even after removing 5-HT, because of Table 3A ). Two depolarizing current pulses were applied during both the control (Al ) and experimental (A2) simulations. The application of 5-HT led to an increase in the levels of adenosine 3'5 '-cyclic monophosphate (CAMP), which in turn decreased the maximum conductance of lk,s. Reducing g,,, depolarized the resting potential and increased the number of action potentials elicited by the 2nd pulse. B: changing the spike width of a neuron by modulating IK. A 2-cell network (Table 2C) with an excitatory connection between the sensory neuron A (Table 1 D ) and the follower cell B (Table  1A) was constructed. Identical trains of 40-ms duration depolarizing current pulses were applied every 0.1 s. In the control simulation (Bl ) stable EPSPs were produced in cell B by the spikes in cell A. These EPSPs were subthreshold for initiating spikes in cell B. Application of 5-HT to the presynaptic neuron (A) in the experimental simulation (B2) led to a slow increase in the activation of protein kinase C ( PKC), which in turn gradually reduced g,. This decrease led to an increase in the duration of the presynaptic action potential (parameters for modulatory effects are provided in Table 3B ) and enhancement of transmitter release. As the synaptic conductance in cell B was enhanced, the EPSP became sufficiently large to reach threshold and fire an action potential in cell B. B3 illustrates the 5-HT-induced increase in the duration of the action potential in cell A. the slow decay in the concentration of PKC. In the control simulation (Fig. 6 Bl) the magnitudes of EPSPs remained stable for all spikes in cell A.
Synaptic depression was simulated with a simple depletion-type model. each action potential, the PSP in cell B was smaller because of the decrease in the level of available transmitter ( TP). In the interval between the two current pulses, the PSPs recovered because TP returned to its initial value.
Simulating the activity and the modulation of a central pattern generator (CPG)
We have also begun to use SNNAP to simulate features of a more complex neural network. We were guided by recent identification of components of a CPG in the buccal ganglia of Aplysia, which includes neurons B31, B3.5, B.51, and B52 (Plummer and Kirk 1990; Susswein and Byrne 1988) . Using multifunctional neuron B4 as a monitor of activity in the buccal ganglia, Susswein and Byrne ( 1988;  see also Baxter and Byrne 199 1) identified a pattern of activity, which they termed Pattern 2. Pattern 2 is characterized by the simultaneous depolarization of the nonspiking neuron B31 and excitation in neurons B3.5 and B52. This activity in B31, B35, and B52 is followed by a powerful inhibition that coincides with a burst of action potentials in neurons B4 and B51. Injection of a brief depolarizing current pulse into B31 elicits a single cycle of this pattern, whereas injection of constant depolarizing current elicits multiple cycles.
To examine whether these elements are sufficient for generating the rhythmic activity in the buccal ganglia, we first simulated a network that consisted of B31, B35, B51, B52, and B4. The synaptic connections among these neurons are illustrated in Fig. 8 (see also Table 4 ) and are based on the experimental data of Plummer and Kirk ( 1990) and Baxter and Byrne ( 199 1). The process of simulating the network consisted of three steps. First, we simulated the characteristic firing properties of the individual neurons. Second, we simulated the features of the synaptic connections. Third, we incorporated all the components into the network. At each step, parameters were adjusted to match experimental data and then fixed, to ensure that the chosen parameters reflected the experimental data and were not biased by the attempts to simulate the neural pattern.
The first attempt to simulate the rhythmic neural activity of Pattern 2 with only neurons B31, B32, B51, B52, and B4 failed (Fig. 8 A) . Injection of a brief depolarizing current into B31 elicited a regenerative depolarization of B31 and a burst of spikes in B35, but no activity in B4 or B51. This indicates that one or more additional unidentified elements of the CPG may contribute to the generation of the pattern.
To examine this possibility we incorporated an additional neuron (neuron 1) into the network. From examination of the failed attempt to generate the pattern of activity (Fig.   8A ), we predicated that the properties of neuron 1 should include an intrinsic regenerative response to depolarization, and it should receive excitatory input from B35, provide feedback inhibition to B31 and B35, and provide excitation to B4 and B51. With the addition of neuron 1, a single cycle of patterned activity, which was similar to Pattern 2, was initiated by injecting a brief depolarizing current pulse into the nonspiking neuron B31 (Fig. 8 B) . In the model the depolarization of B31 led to a depolarization of the electrically coupled cell B35. With simulations such as these, it is possible to investigate how specific biophysical properties of a single neuron contribute to the activity of the network. In addition, it is possible to examine how modulation of membrane currents, or synaptic strengths, can effect the output of the network. For example, we have examined how a modulatory agent that alters the properties of neuron 1 might effect the activity of the CPG (Fig. 9) . Injection of a constant depolarizing pulse elicited sustained patterned activity in the network. We simulated the application of an agent that modulates the slow inward current of neuron I. As the conductance of the slow inward current of neuron I was gradually reduced, more time was needed for cell 1 to reach threshold for firing, which in turn, resulted in a lower frequency of the pattern and in a reduction in the number of action potentials during each burst.
DISCUSSION
There is an increasing awareness that mathematical modeling and simulations are necessary tools not only for theoreticians but also for experimentalists who wish to explore the properties of complex neural systems. SNNAP was designed as a tool for the rapid development and simulation of models of the activity of realistic single neurons or neural networks. Some advantages of the program are its ability to simulate common experimental manipulations such as injection of external currents into multiple cells, removal of The program can simulate different types of neurons an editor with a graphical interface can be used for easily with distinct biophysical properties and firing properties by specifying the structure of network, the intrinsic properties including different voltage-dependent conductances (e.g., of the neurons, the type of the screen display and output
Figs. 3 and 5 ). Because the program allows for the calculafiles, and properties of the simulation, such as its duration tion of the activation and inactivation functions with either and the timing of the various treatments. Little or no pro-the rate constant or the time constant method, it facilitates gramming skills are necessary to use the simulator. The attempts to simulate neurons with parameters from the literhierarchical organization of the input files ( Fig. 2 ) allows ature ( Figs. 3 C and 5 ) . This successful replication of simulafor the creation of a library of modules describing different tions from the literature also indicates that the methods aspects of neural networks (such as descriptions of various used to simulate single neurons in SNNAP are valid. voltage-dependent conductances, neurons, synaptic con-
The morphology of a neuron also is relevant to its electrinections, or modulatory actions), thereby facilitating the cal properties (e.g., Segev 1992)) and SNNAP is capable of Depol ari zed 9.97
Hyperpol ari zed -56. Explanations for parts A, B, and C are found in Tables 1, 2 , and 3, respectively. SM 60s FIG. 9. Modulation of activity in the CPG. Sustained rhythmic activity in the CPG was induced by the injection of a constant depolarizing current (4.5 nA) into cell B31 (onset and offset of the current are indicated by arrows). Patterned activity was initiated, which stabilized after 3 cycles. Ninety seconds later, the application (as indicated by an arrowhead) of an agent (REG) that modulates the slow inward conductance of neuron I was simulated. This led to an increase in the concentration of the 2nd messenger (SM) which gradually caused a reduction of the slow inward current of neuron I. As a result, more time was needed for neuron I to reach threshold for firing, and fewer spikes were fired during each burst. The general effect of the 2nd messengerwas a lower frequency of the pattern and a reduction in the number of spikes per cycle.
simulating a branched neuron as a compartmental model. However, it is not capable of dealing with large-scale compartmental models, as is possible with other programs (e.g., GENESIS, NEURON, NeuronC, NODUS, SABER, and SPICE) and is currently limited to 30 compartments (e.g., Fig. 4C ).
After creating different types of neurons, SNNAP (like some other programs, e.g., GENESIS and NODUS) can simulate small neural networks through different types of connections (Figs. 4, 6B, 7, and 8) . A commonly used method for modeling chemical synaptic conductances is an equation (alpha function) that represents the explicit solution of a second-order ODE to an impulse (e.g., Rall 1967; Jack and Redman 197 1; Wilson and Bower 1989) . One disadvantage of the alpha function, it is the necessity to keep track of the timing of all the preceding spikes to correctly calculate postsynaptic conductances. This task becomes complicated as the number of synaptic conductances grows. Also, the use of this function precludes the incorporation of examples of synaptic modulation that are dependent on the duration of the presynaptic spike. To overcome these limitations, synaptic conductances in SNNAP are calculated by using the solution of the secondorder ODE. This solution allows for the accurate summation of synaptic conductances (Fig. 4Al) . In addition, changes in the spike duration are dynamically reflected in the amplitude of the PSPs (Fig. 6 B) . SNNAP also allows for the simulation of multicomponent synaptic actions (Eq. 1). This feature was used to simulate the slow as well as the fast components of the EPSPs in Aplysia motor neurons that mediate the tail-withdrawal reflex (White et al. 199 1, 1993) . In addition to chemical synapses, networks with electrically coupled cells can be simulated (Fig. 4 B) .
To accurately reconstruct the activity of a neural circuit, it is necessary to model not only the properties of individual neurons and synapses but also processes of modulation of voltage-dependent and synaptic conductances (Byrne 1987; Clarac et al. 1992; Hultborn and Kiehn 1992; Kandel 1985; Kupfermann 199 1; Shepherd 1988) . SNNAP incorporates equations that describe the modulation of voltagedependent conductances by intrinsic pools of ions (e.g., Ca2+) and second messengers (e.g., CAMP) that are regulated by external agents (e.g., 5-HT; Figs. 5, 6, and 8). These equations can also be used to simulate the effect of drugs (e.g., tetraethylammonium and tetrodotoxin) that block specific voltage-dependent conductances. It is difficult to compare SNNAP's ability to simulate modulatory effects with other simulators because there is little consideration of this issue in the literature. A recent review (De Schutter 1992) indicated that GENESIS, SABER, NEU-RON, and NODUS can simulate some forms of synaptic plasticity, however. SNNAP simulates aspects of synaptic plasticity in two ways. First, changes in transmitter release can be regulated by modulating the duration of the action potential. Thus a modulatory agent, by regulating a voltage-dependent conductance that affects spike duration, can affect release (e.g., Fig. 6 B) . SNNAP can also be used to BYRNE, J. H. Cellular analysis of associative learning. Physiol. Rev. 67:
