We consider solitary-wave solutions of the generalized Burger's-Fisher equation
Introduction
We consider the generalized Burger's-Fisher equation (see [10, 12] ) of the form:
with the initial condition Ψ(x, 0) = (
and the boundary conditions Ψ(0, t) = ( 
where α, β and δ are parameters that β ≥ 0, δ > 0. When δ = 1, Eq. (1) is reduced to the Burger's-Fisher equation of the form
When β = 0, δ = 1, Eq. (1)is reduced to the Burger's equation which describes the far field of ware propagation in nonlinear dissipative systems [7, 9] of the form:
In order to solve (1) 
Pseudospectral Chebyshev method
One of the methods to solve partial differential equations in the spectral collocation method or the pseudospectral method (see [2, 5] 
In the Chebyshev-Gauss-Lobatto points:
with j (x), j = 0, 1, . . . , N are polynomial of degree at most N such that:
It can be shown that [3] :
where
The derivatives of the approximate solution u N (x) are then estimated at the collocation points by differentiating (8) and evaluating the resulting expression [3] . This yields
or in matrix notation
T and where D (n) is the (N + 1) × (N + 1) matrix whose entries are given by
The first-order Chebyshev differentiation matrix
is given by(see [3, 4] ):
Preconditioning. From (11) for k = j as we have
the entries of the derivative matrix D, with large absolute value, are on a band near main diagonal. In fact the values of |D kj | in (12) can be very large when k is near j. Particularly, if |k − j| = 1 the value of |D kj | is very large. This means large elements of the derivative matrix, in absolute value, are the following elements:
Therefore, if this elements are multiplied by zero, the influence of this big elements in roundoff error, will be vanished. We define the following functions:
or
and
If we want to use (15) we need to compute u (n) (x 0 ) separately. Similarly if we want to use (16) we need to compute u (n) (x N ) separately. Therefore, we propose the following formulas:
We call the preconditioning in (17) and (18) left and right preconditionings, respectively [3] .
Solution of Burger's-Fisher equation
We will describe the pseudospectral Chebyshev method for (1) . Let N be a nonnegative integer and denote by z i = cos( iπ N ), i = 0, 1, 2, · · · , N, the Chebyshev-Causs-Lobatto points in the interval [−1, 1] and put:
Then from (1), we have
with the following initial and boundary conditions
We discretize (19) in space by the method of lines replacing ∂Φ ∂z (z i , t) and
in the left preconditioning, and
in the right preconditioning. Here
, n = 1, 2 are differentiation matrices of order n. Put Φ i (t) = Φ(z i , t). In the left preconditioning by Substituting (22) and (23) into (19) and taking into account that Φ 0 (t) = η(t) and Φ N (t) = ζ(t) we obtain
In the right preconditioning by Substituting (24) and (25) into (19) and taking into account that Φ 0 (t) = η(t) and Φ N (t) = ζ(t) we obtain
Then the system (26) can be rewritten in the following form:
and the system (27) can be rewritten in the form (28) that
Eq. (28) form a system of ordinary differential equations(ODEs) in time. Therefore, to advance the solution in time, we use ODE solver such as the Runge-Kutta methods of order four.
Numerical results
In this section we obtain numerical solutions of generalized Burger's-Fisher equation in the form (1) with the initial condition (2) and boundary conditions (3), (4) and the exact solution (5) . To show the efficiency of the present method for our problem in comparison with the exact solution we report norm two of errors which is defined by
in the point (x i , t j ) where Ψ(x i , t j ) is the solution obtained by equation (29) solved by forth order Runge-Kutta method and Ψ(x i , t j ) is the exact solution.For the computational work we select the following examples from [10, 11, 12] . In the examples 1-3 we take N = 16, Δt = 0.0001 . Example1. In Table 1 we show norm two for various values of δ and t with α = 1, β = 1, with left precoditioning. Example3. Table 3 
Conclusions
In this paper, we have proposed an efficient spectral collocation for generalized Burger's-Fisher equation, with highly convergence and very small error. As seen in Table 1 -3, errors are very small and they are very better than the results of another papers cited in this article.
