Abstract. When solving sparse linear systems, it is desirable to produce the solution of a nearby sparse problem with the same sparsity structure. This kind of backward stability helps guarantee, for example, that a problem with the same physical connectivity as the original has been solved. Theorems ofOettli, Prager [Numer Math., 6 (1964), pp. [405][406][407][408][409] and Skeel [Math. Comput., 35 (1980), pp. 817-832] show that one step of iterative refinement, even with single precision accumulation of residuals, guarantees such a small backward error if the final matrix is not too ill-conditioned and the solution components do not vary too much in magnitude. These results are incorporated into the stopping criterion of the iterative refinement step of a direct sparse matrix solver, and numerical experiments verify that the algorithm frequently stops after one step of iterative refinement with a componentwise relative backward error at the level of the machine precision. Furtherrnore, calculating this stopping criterion is very inexpensive. A condition estimator corresponding to this new backward error is discussed that provides an error estimate for the computed solution. This error estimate is generally tighter than estimates provided by standard condition estimators. We also consider the effects of using a drop tolerance during the LU decomposition.
1. Introduction. When solving systems of n linear equations Ax b by means of Gaussian elimination with pivoting, a classical analysis (Wilkinson (1961) ) shows that we should expect to get the exact solution of a slightly different linear system (A + 8A) b + 8b where 8A and 8b are both small with respect to A and b. By small we mean small in norm, i.e., IIAII -kllAll and I[bll -kllbll where is a matrix norm, e is the machine precision (that is, the greatest positive number such that fl (1 + e), the floating-point representation of (1 + e), equals one), and k is the product of the pivot growth factor and a modestly growing function of the dimension n. This classical view permits any entry of 6A or/ib to be equally large, and in particular A + 6A may be dense even if A is quite sparse. This is unsatisfactory because zero entries of A may represent nonexistent physical connections in a system being modeled, and so may be known exactly.
A more satisfying approach to backward error than merely bounding [IAll and 6bl[ would Gear (1975) Skeel (1980) shows that as long as A is not too ill-conditioned, and as long as the quantities (IAII 1) in the denominator of(3) do not vary too much in magnitude, then one step ofitemtive refinement is enough to guarantee that o will be small for the componentwise relative backward error in (3). This is true even if the residual r A b is computed in the same arithmetic precision as used for the Gaussian elimination. The actual conditions under which the following theorem is true are quite complicated, and we refer for details to Skeel (1980, Thm. 5.1). THEOREM 2 (Skeel (1980) ). Let be the machine precision, and let the arith- This theorem may also be extended to take into account underflow and the possibility that, for lack of a guard digit in the hardware, we can only assert that fl(a+_b)=a(1 + e)_+b(1 +e2), where ell <= , Demmel (1984) ). Downloaded 12/14/12 to 130.246.132.177 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php For sparse systems, it is also possible to improve the stopping criterion of Theorem 2 by changing n to ,, the maximum number of nonzero entries in one row of A.
Note that this theorem contradicts the usual advice that iterative refinement is not worth doing unless the residual r A b is computed using arithmetic of machine precision e 2. Note also that the theorem does not say that the refined solution will be more accurate, just that it reflects the structure ofthe original Hager (1984) and Higham (1987a Higham ( ), (1987b .
Finally, we tested our algorithm and associated condition estimator in a modified version of the sparse linear system solver MA28 (Duff 1977 ) from the Harwell Subroutine Library, which uses the pivotal strategy of Markowitz (1957) and a relative pivot test
on the elements akj of the kth Divot row. Here u (the threshold parameter) is a preassisned factor, usually set to 0.1. MA28 can also drop entries of L and U that tall below a "drop tolerance" to attempt to further decrease the fill-in. The L and U factors are used to solve Ax b for x by forward and back substitution in the usual way, followed by some steps of iterative refinement. We report on the details of the experiments in 5. Our conclusion is that a stopping criterion such as the one in Theorem 2 (but suitably modified as discussed in 5) is a reliable and inexpensive stopping criterion for iterative refinement, often stopping after one or no update of x. When drop tolerances are used and we have convergence, the rate of convergence degrades slightly but is still quite good. The new condition estimator of 4 also proves to be inexpensive to calculate and is an accurate estimate on our test matrices, usually providing good accuracy for the cost of a few forward and back substitutions with the LU factors of A.
The rest ofthis paper is organized as follows. Section 2 discusses the componentwise backward error further and also the conditioning of Ax b with respect to this backward error measure. We extend the analysis of Skeel (1980) Skeel ( 1979 shows that, for w defined as in (3), (9) Similarly, if we define (10) xll , Wrl Al,lbl (A, b) [Ixll-1--WrlAl(A) (Duffet al. (1985) ), x will be structurally full as well, so that a computed component ,k can be zero only through exact cancellation. In practice, this means that all components of the computed solution i will be nonzero, with the entries that should be zero containing roundoff error of unpredictable sign.
Therefore both r (A b)i and ([AI 11 / bl)i may be small but of similar orders of magnitude, so that to stays large even after some steps of iterative refinement.
Ideally, we would like to choose f to satisfy the following four criteria:
(i) The backward error to (in (2)) usually converges to machine precision after one step of iterative refinement; (ii) tof is "small" compared to b; (iii) the resulting error bound in (11) is as small as possible; and (iv) to is row-scaling independent. We have experimented with two choices for f that come close to meeting these four criteria; this will be borne out by the numerical experiments in 5. It turns out we must sacrifice the sparsity structure of b to guarantee a small backward error bound to (criterion (i) (14) and, to first order, the error is bounded by
The advantage ofthis formulation is that components of f(2) may be very large compared to the components of (2), causing 2 to be very small and r to be correspondingly large but without affecting o or r This formulation is tested in the numerical experiments in 5.
A second possible choice for f(2) is to use f(2) [Iblloe. This choice of fiE) assures us that a small backward error indeed means [16b oo/[I b will be small, but gives us less assurance that the backward error will converge to machine precision. We have not seen it fail in practice. As with the other choice of f, we can bound the error using two backward errors defined as in (13) and the sum of their products with two condition numbers as in (15 ). Section 5 also reports on numerical experience with this backward error measure. Both the previous choices for f(2) can violate one of the criteria (ii) or (iv). The choice f(2) IA(2)lell:ll guarantees that 0)i, l, 2, are row-scaling independent (criterion (iv)), while it can violate criterion (ii). The choice f(2) IIDllooe satisfies criterion (ii), but the corresponding 0) 2 is row-scaling dependent. Both, as we shall see, satisfy criteria (i) and (iii).
We also see that the bound depends on the accuracy with which we can compute the residual r and the backwards error 0) in (2 Kahan (1981) ).
Despite this difficulty, it is possible to carry through the proof of Theorem 2 using the weaker model (19) instead of (18) and arrive at essentially the same conclusion: one step of iterative refinement, even without computing the residual using arithmetic of machine precision 2, is enough to guarantee a small componentwise relative backward error as long as the matrix is not too ill-conditioned and a(A, x) is not too large. We might expect problems in bounding the error in the computed residual fl (A b), since the result might be off by a factor of two, but in the analysis this potential error is dominated by the error in computing A, so the proof goes through. Similarly (IEEE 1985) , (IEEE 1987) ), gradual underflow lowers the bound on I1 to ex. In the case of the conventional normwise backward error, the condition number is essentially given by g(A) A -11 Ail . There has been much work on such estimators for g(A) in recent years for example, Cline et al. 1979; see Higham (1987a) for a complete list of references), and cheap, reliable estimators are available in standard software packages such as LINPACK (Dongarra et al. (1979) ). It is natural to seek an analogous estimator for glAl,lbl (A, b) .
From (5) (Duff (1977) For each run, we chose the value of the solution x and then we computed the righthand side b by multiplying the solution by the test matrix. All matrices have also been scaled before computing the right-hand side, thus obtaining two test problems for each matrix. The scaling is computed using the Harwell routine MC19, which makes the nonzeros of the scaled matrix near to unity by minimizing the sum of the squares of logarithms of the moduli of the nonzeros (Curtis and Reid (1972) ). This scaling does not guarantee that r(A) and rlAI(A) must decrease (see Table l We observed, contrary to Zlatev, Wasniewski, and Schaumburg (1986) , that little gain in sparsity was obtained (see, for example, Table A Table 9 .
Finally, Duff, Erisman, and Reid (1986, p. We have extended the work of Skeel (1980) and Demmel (1984) to include the possibility of having sparse right-hand sides and solutions vectors and have shown that, although we cannot always guarantee the solution to a nearby problem whose fight-hand side sparsity is the same, we can develop suitable bounds for perturbations in the fighthand side.
We discuss methods ofinexpensively and accurately calculating a condition number appropriate to this tighter backward error. This condition number is not bigger than that of Wilkinson and can indeed be much smaller, particularly if the matrix is badly rowscaled. For example, in Set 1, the average of the logarithms of the ratio of the classical condition number before and after scaling is 4. l, while for the Skeel condition number the corresponding value is 1.4.
We have incorporated our backward error estimator in the iterative refinement step of a direct sparse matrix solver and have found that we often require zero or one step of iterative refinement to guarantee that the computed solution is the solution of a nearby system with the same sparsity structure as the original matrix. We also have observed that we do not require any extra precision in calculating residuals, thus confirming remarks made by Skeel (1980) . Additionally, when combined with our condition number estimator, a good estimate of the actual error is obtained. Furthermore, when iterative refinement diverges, our stopping criterion recognizes this early.
We observed, contrary to Zlatev, Wasniewski, and Schaumburg (1986) , that little gain in sparsity was obtained while even moderate values of drop tolerance caused divergence of the iterative refinement. A drop tolerance strategy appears to work well only on very structured sparse matrices such as those resulting from discretizations of partial differential equations.
In this paper, we have been using iterative refinement to improve the solution obtained using an LU factorization. We have also considered the case when our LU factorization can be quite inaccurate (Set 4). In this case, we could use other techniques including SOR and CG and it is a open question as to how far our analysis could be continued to cover these cases. GRE115  GRE185  GRE216A  GRE216B  GRE343  GRE512  GREll07  WEST67  WEST132  WEST156  WEST167  WEST381  WEST479  WEST497  WEST655  WEST989  WEST1505 GREll5  GRE185  GRE216A  GRE216B  GRE343  GRE512  GRE1107  WEST67  WEST132  WEST156  WEST167  WEST381  WEST479  WEST497 
