In this article, we explore the fundamental limits of sensor network lifetime that all algorithms can possibly achieve. Specifically, under the assumptions that nodes are deployed as a Poisson point process with density λ in a square region with side length and each sensor can cover a unit-area disk, we first derive the necessary and sufficient condition of the node density in order to maintain complete k-coverage with probability approaching 1. With this result, we obtain that if λ = log 2 + (k + 2) log log 2 + c( ), c( ) → −∞, as → +∞, the sensor network lifetime (for maintaining complete coverage) is upper bounded by kT with probability approaching 1 as → +∞, where T is the lifetime of a single sensor. Second, we derive, given a fixed node density in a finite (but reasonably large) region, the upper bounds of lifetime when only α-portion of the region is covered at any time. We also carry out several sets of experiments to validate the derived theoretical results. Numerical results indicate that the derived upper bounds apply not only to networks of large sizes and homogeneous nodal distributions but also to small size networks with clustering nodal distributions.
INTRODUCTION
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Sensor nodes in such a network usually have limited onboard processing and wireless communication capabilities, and are equipped with batteries with limited power. Moreover, in most applications it is impractical or infeasible to replenish energy via replacing batteries on these sensors. As a result, it is well understood that a sensor network should be deployed with reasonable density in order to prolong the network lifetime [Shih et al. 2001] .
In a high-density network with energy-constrained sensors, it is neither necessary nor desirable to have all nodes operate simultaneously in the active mode. Density control-how to control the density of working sensors at a desirable level so as to carry out sensing and communications tasks, while prolonging the network lifetime-becomes an important issue [Ye et al. 2002] . Specifically, density control ensures that only a subset of sensor nodes operate in the active mode, while meeting the following two requirements: (i) coverage: the region that can be monitored is not smaller than the region that can be monitored by a full set of sensors; and (ii) connectivity: the sensor network remains connected so that the information collected by sensor nodes can be relayed back to data sinks or controllers. In addition, to prolong network lifetime, it is desirable that nodes wake up on a rotational basis and at any time only a minimum set of sensors wakes up to maintain coverage and connectivity. Several authors have proposed several algorithms for this purpose [Xu et al. 2001; Chen et al. 2001; Heinzelman et al. 2002; Ye et al. 2003; Tian and Georganas 2002; Zhang and Hou 2003; Gupta et al. 2003; Wang et al. 2003] .
In this article, instead of proposing yet another algorithm for selecting the set of working sensor nodes, we explore the fundamental limit of sensor network lifetime that all algorithms can possibly achieve. The derivation is based on the theory of coverage processes [Hall 1988] and made under the assumptions that the locations of the deployed sensors form a Poisson point process in a square region and that sensor nodes only fail because of power depletion (but not malicious destruction). First, we prove that a necessary and sufficient condition of complete k-coverage of a square region with side length (in the almost sure sense) is that the density of the nodes is equal to λ = log 2 + (k + 1) log log 2 + c( ) where c( ) → +∞ as → ∞. On the other hand, if the density λ takes the same form but c( ) → −∞, the square region is not completely k-covered with probability approaching one. Consequently, given the density λ = log 2 + (k + 2) log log 2 + c( ) and c( ) → −∞, the upper bound of the lifetime is kT with probability approaching 1 as → +∞, where T is a single sensor lifetime. Second, we derive, given a certain density in a finite (but still large) region, the upper bounds of the lifetime under the scenario that only α-portion of the region is covered. In this scenario, we derive two upper bounds; one holds universally for any possible algorithm, and the other is targeted for the special algorithms that intend to completely cover the region initially and maintain as large coverage as possible, until the coverage drops below a certain threshold α.
• H. Zhang and J. C. Hou We also carry out a performance evaluation study to validate the derived upper bounds of network lifetime and to study to what extent they can be applied in the cases where the assumptions do not hold. Numerical results indicate that the derived upper bounds apply not only to sensor networks of large sizes and with homogeneous nodal distributions, but also to networks of small sizes and with nonhomogeneous (e.g., clustering) nodal distributions, although in the latter cases the derived upper bounds may not be tight.
With our derivation and numerical results, we will be able to answer several important questions, for example, given the lifetime T of a single sensor node, how many sensor nodes have to be deployed in a region (or equivalently what is the sensor density), in order to continuously monitor the region for a period of k · T . We also observe that although it is, in general, desirable to deploy a sensor network of high density to achieve a large lifetime per unit of nodal density, the increase in the lifetime per unit of nodal density becomes marginal when the density exceeds a certain threshold. This is because the overhead incurred in maintaining coverage in a distributed manner dominates when the sensor density becomes high. In addition, as the universal upper bound of α-lifetime is much larger than that for the special class of algorithms, we conclude that a sensor network should maintain, if allowed by the system requirements, α-coverage from the time the system is initially deployed, rather than maintaining as large coverage as possible at system initialization and operating until the coverage ratio drops below α. Finally the result on the density requirement for k-coverage has another important implication, in addition to its relationship with the network lifetime. In the target tracking application [Arora et al. 2003 ], one sensor is usually not enough to correctly track the targets' locations. Thus, it is often required that every point be covered by at least k sensors. Even in applications where one only needs to detect the presence of a certain object (rather than its movement), it may still be desirable to have each point covered by several sensors for fault tolerance of node failure or message loss during the multi-hop transmission to the data sinks. Therefore, it is important to derive the node density required to ensure k-coverage with high probability.
Several research efforts have been made to derive the upper bounds of network lifetime in wireless ad hoc networks and sensor networks Chandrakasan 2001, 2002; Blough and Santi 2002] . We will give a detailed summary of existing work in Section 2. Our work differs from existing works in two aspects. First, we consider as the (network) α-lifetime the time interval during which at least α-portion of the region can be continuously monitored. Second, unlike the work reported in Xu et al. [2001] , the lifetime upper bounds derived in this article are independent of the power-saving schemes used.
The rest of the article is organized as follows. In the next section, we summarize the related works. In Section 3, we state the assumptions we make on the system model, and define what we mean by network lifetime in sensor networks. Then we delve into the derivation in Sections 4 and 5. Following that, we present numerical results in Section 6 to validate the derived results of the upper bounds of network lifetime. Finally we conclude the article in Section 7.
RELATED WORK
Research efforts that pertain to our work can be roughly grouped into three categories, which we will summarize below.
Works that put nodes to sleep subject to maintaining connectivity. Several researchers [Xu et al. 2001; Chen et al. 2001; Heinzelman et al. 2002; Slijepcevic and Potkonjak 2001; Ye et al. 2002 Ye et al. , 2003 Tian and Georganas 2002; Zhang and Hou 2003; Gupta et al. 2003; Wang et al. 2003 ] have addressed methods of minimizing energy consumption and prolonging network lifetime in sensor networks. For example, GAF [Xu et al. 2001 ] assumes each node knows its own geographical location and conserves energy by dividing a region into rectangular grids, with the constraint that the maximum distance between any pair of nodes in adjacent grids is within the transmission range of each other. The constraint ensures that a node can communicate with any other node in its neighboring grids. A leader is then elected in each grid to stay awake and relay packets, while all the other nodes are put into sleep. The leader election scheme in each grid takes into account battery usage at each node.
SPAN [Chen et al. 2001 ] is a distributed and randomized protocol in which nodes make local decisions on whether they should sleep or join a forwarding backbone. Nodes that choose to stay awake and maintain network connectivity/ capacity are called coordinators. A noncoordinator node elects itself as a coordinator if any two of its neighbors cannot communicate with each other directly or indirectly through one or two existing coordinators. The noncoordinator node announces its willingness to be a coordinator via local broadcast, deferred by an interval that reflects the residual power of a node. The information needed for coordinator election is exchanged among neighbors via HELLO messages.
LEACH [Heinzelman et al. 2002 ] is a self-organizing clustering architecture used for large-scale sensor networks. It divides time into rounds and each round into two phases: the setup phase and the steady phase. Clusters are formed during the setup phase and mechanisms are devised to rotate the role of cluster head among nodes to evenly distribute the energy load. In the steady phase, LEACH uses time-division multiple access (TDMA) for intra-cluster communication between the sensors and the cluster-head. Each sensor in a cluster can only transmit in one time slot within each frame and can sleep in all other time slots.
Works that address putting nodes to sleep subject to maintaining coverage and/or connectivity. Slijepcevic and Potkonjak [2001] address the problem of finding the maximal number of covers in a sensor network, where a cover is defined as a set of nodes that can completely cover the monitored area. They prove the NP completeness of this problem, and provide a centralized heuristic solution that approaches the upper bound of the solution under most cases. Ye et al. [2002 Ye et al. [ , 2003 ] present a distributed, probing-based density control algorithm, called PEAS, for robust sensing coverage. In this work, a subset of nodes operate in the active mode to maintain coverage while others are put into sleep. It ensures no two active nodes are in proximity to each other but does not preserve complete coverage. Tian and Georganas [2002] devise an algorithm that ensures complete coverage using the concept of "sponsored area." Whenever a sensor node receives a packet from one of its working neighbors, it calculates its sponsored area (defined as the maximal sector covered by the neighbor). If the union of all the sponsored areas of a sensor node covers the coverage disk of the node, the node turns itself off. Zhang and Hou [2003] analyze the relationship between complete coverage and connectivity, develop optimal conditions for maintaining coverage, and devise a localized method to maintain coverage and connectivity based on the optimal conditions . Wang et al. [2003] analyze the relationship between k-coverage and j -connectivity, prove a sufficient condition for satisfying k-coverage and propose an algorithm (combined with SPAN [Chen et al. 2001] ) for maintaining coverage and connectivity based on the sufficient condition. Gupta et al. [2003] devise both a centralized and a distributed algorithm to find a subset of nodes that ensure both coverage and connectivity. The centralized algorithm guarantees that the size of the formed subset is within O(log n) factor of the optimal size, where n is the network size.
Works that analyze the fundamental limits of network lifetime. Although all the previously mentioned works are targeted for prolonging the network lifetime, most of them do not perform any analysis on network lifetime. Recently, research efforts have also been made to analyze the upper bound of network lifetime for ad hoc and/or sensor networks Chandrakasan 2001, 2002; Blough and Santi 2002; Coleri et al. 2002] . Chandrakasan [2001, 2002] study the upper bound of network lifetime for data gathering sensor networks. They assume the data source is randomly distributed in a region with a certain p.d.f. function and the data sink is located at a fixed point. They calculate the minimum power required to transmit a bit from the source to the sink and then compute the upper bound of network lifetime based on the minimum power consumption. Bhardwaj and Chandrakasan [2001] do not consider the network topology or the effect of data aggregation of data streams. Bhardwaj and Chandrakasan [2002] extend the work in Bhardwaj and Chandrakasan [2001] by taking into account these factors, and deriving the upper bound of network lifetime for networks with arbitrarily complex capabilities. However, their model only considers the power consumed in sensing active events and processing/transmitting/receiving data, but not that incurred when the sensor nodes are in the monitoring mode. As shown in the empirical studies in Shih et al. [2001] and Feeney and Nilsson [2001] , and power is consumed not only by active communications, but also by wireless devices in the idle and/or sensing state. As a matter of fact, the energy consumed by wireless devices in the idle and/or monitoring state is only a little less than that in the transmitting or receiving states. Thus it makes more sense to derive the network lifetime under the scenario that only a minimum set of sensors are turned on, while the other sensors operate in the low-power mode (or sleep mode). Blough and Santi [2002] study the upper bound of network lifetime for cellbased energy conservation techniques. While the derived bound does consider energy consumption both in the transmitting/receiving state and in the idle state, it is restricted to the GAF scheme proposed in Xu et al. [2001] . In contrast, the lifetime derived in this article is independent of the power-saving schemes used. Coleri et al. [2002] investigate the lifetime of networked sensor nodes where sensors are organized in a tree-based multi-hop networks. They analyze the lifetime of nodes in four different groups based on their distance to the data sink, using the finite automata technique. However, their analysis is primarily on the lifetime of individual nodes instead of that of the network as a whole.
PRELIMINARIES
To facilitate the derivation, in this section we state the assumptions we make on the system model, and define the term of network lifetime that we shall consider throughout the article.
Assumptions on the System Model
We assume the region R to be monitored is a square region with side length . We further assume the torus convention (a.k.a. the toroidal model [Penrose 1997 ]) described in Hall [1988, page 23] : each disk that protrudes one side of the region R enters R again from the opposite side ( Figure 1 ). This eliminates consideration of boundary effects. Each sensor node can detect an event of interest within a distance of r, and this distance is termed as the sensing range.
The disk centered at a sensor node and with a radius of r is termed as the coverage disk of this node. Without loss of generality, we assume that each sensor node has a sensing range of r = 1 √ π -each sensor node can cover a disk of unit area, and r. We assume that each sensor has the same lifetime of T . This assumption is generally made in analyzing the network lifetime, for example, in Blough and Santi [2002] .
We assume the deployed sensor nodes in the square region R form a homogeneous Poisson point process with density λ. There are several ways of defining a Poisson point process, one of which is stated below. First, for any subset A of the region R, the distribution of the number of nodes in the set is Poisson with mean λ A , where A is the area of A. Second, given that the number of nodes in such a set A is m, the node locations in A are m mutually independent random variables, each uniformly distributed over A. It is well known that n nodes whose locations are mutually independent random variables, each with uniform distribution in R, are essentially a Poisson point process with density λ = n/ 2 if R is large [Hall 1988, page 39] . As analytically proved in Zhang and Hou [2003] , if the radio transmission range is at least twice as large as the sensing range, network coverage implies connectivity. That is, as long as the set of working nodes completely covers the monitored region, the network is connected. We make this assumption so as to facilitate derivation. As tabulated in Tables I and II , this assumption holds for most commercially available sensor devices. A study on the network lifetime when the above assumption does not hold (and hence one has to consider both coverage and connectivity in selecting the working set) is a subject of future investigation.
Definition of Sensor Network Lifetime
We define the α-lifetime as the entire interval in which at least α portion of the region R is covered by at least one sensor node, where α is a tunable parameter.
A discussion of how the α-lifetime as defined here compares to the lifetime defined in Blough and Santi [2002] and Ye et al. [2002] is in order. Blough and Santi [2002] define the lifetime of sensor networks as min{t 1 , t 2 , t 3 }, where t 1 is the time it takes for the cardinality of the largest connected component to drop below c 1 · n(t), where n(t) is the number of alive nodes at time t, t 2 is the time it takes for n(t) to drop below c 2 ·n(0), and t 3 is the time it takes for the covered area to drop below c 3 · 2 . Here 0 ≤ c 1 , c 2 , c 3 ≤ 1. If we set c 1 = 0, c 2 = 0 and c 3 = α, then the network lifetime is exactly the same as the α-lifetime defined in this article. Under the assumption that the radio range is at least twice as large as the sensing range (and thus network coverage implies connectivity), it makes sense to ignore the connectivity requirement imposed by t 1 and set c 1 = 0. The requirement imposed by t 2 is not really necessary in sensor networks, since one is usually not concerned with how many sensors remain alive but with whether or not the remaining sensors can perform certain functions such as monitoring and relaying information back to data sinks. Ye et al. [2002] define the lifetime as the time it takes for the coverage (defined as the ratio of the area covered by working nodes to the total area) to drop below, and never again exceed a predetermined threshold. Due to the network dynamics, the coverage may occasionally drop below a threshold and come back again. They take account of the time interval when the coverage temporarily drops below the threshold in the network lifetime, while we do not.
ASYMPTOTIC UPPER BOUND OF 1-LIFETIME
In this section, we first investigate in Section 4.1, the asymptotic lower bound on the density λ required to guarantee full coverage (α = 1) for time kT as the monitored region → +∞. This result can also be interpreted as the asymptotic upper bound of 1-lifetime given the density λ of the sensor nodes. Then we adapt our asymptotic results to a unit-area square (for which other researchers study the problem of maintaining asymptotic 1-coverage and k-connectivity) in Section 4.2 in order to compare the results against others. (For completeness of the article, we succinctly summarize several results in coverage processes [Hall 1988 ] that pertain to our derivation in Appendix A.)
Requirement on the Nodal Density in Square Regions of Size

2
The problem of deriving the asymptotic upper bound of 1-lifetime is highly related to the k-coverage problem, where by k-coverage we mean every point in the monitored region is covered by at least k nodes. Let the coverage degree denote the maximum value of k such that the sensor network has k-coverage in Let the k-vacancy V k be defined as the area that is covered by at most k − 1 nodes. We need to determine the required density λ such that P (V k > 0) → 0 as → +∞. Let χ k (x) denote the indicator function of whether a point x is covered by at most k − 1 sensor nodes:
The fact that a point x is covered by at most k − 1 sensor nodes indicates that there are at most k − 1 sensor nodes within the unit-area disk centered at x (recall that each sensor can cover a unit-area disk centered at itself). Under the assumption that the deployed sensors form a Poisson point process, we have
Now the random variable V k can be expressed as
To calculate its expectation, we use Fubini's theorem [Samko et al. 1993] and exchange the order of integral and expectation:
where the third equality results from the fact that P (χ k (x) = 1) is a constant for all x. In order to ensure complete coverage for the duration of kT , each point should be covered by at least k nodes, which implies V k = 0. As nodes form a Poisson point process in the region R, it cannot be guaranteed that this always occurs with a finite density λ, no matter how large λ is. However, with λ → +∞ as → +∞ we can ensure this almost certainly occurs:
In what follows, we establish a tight bound on the density λ that ensures asymptotic complete k-coverage.
Clearly if the value of λ increases, P (V k > 0) will decrease. Hence, without loss of generality, we assume that c( ) = o(log 2 ).
Let a crossing be defined as either an intersection point of the boundaries of two disks or an intersection point of the boundary of a disk and the boundary of region R. A crossing is said to be k-covered if it is an interior point of at least k disks. By Theorem 4 in Wang et al. [2003] , region R is completely k-covered if there exist crossing points, and every crossing point is k-covered. Equivalently, if R is not completely k-covered, and there exist crossings, some of the crossings are not k-covered.
With λ → +∞ as → +∞ and πr 2 = 1, we can write
where
p 2 ≡ P (at least one disk is centered within R, but none of the disks intersects any other disk and none of the disks intersect the boundary of R) ≤ P (at least one disk is centered within R) × P (a given disk intersects no other disks)
and p 3 ≡ P (Ris not completely k-covered, at least one disk is centered within R, and at least two disks intersect each other or at least one disk interscts. the boundary of R).
Therefore, we have
Next we derive an upper bound of p 3 . If R is not completed k-covered, if one or more disks are centered within R, and if there exist crossings in R, then at least one of the disks has two or more crossings that are not k-covered on its boundary. Let M k denote the number of crossings that are not k-covered. Then we have
We first consider crossings created by two disks intersecting each other. The expected number, D, of nodes in region R is λ 2 . If any two nodes are within a distance of 2r from each other, their coverage disks intersect. Hence, the expected number of crossings created by a given node is 2λπ (2r) 2 . Since each crossing is counted twice, the expected value of the total number, N 1 , of crossings created by two disks intersecting each other is given by
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Now we consider crossings created by a disk intersecting the boundary of region R. If a node is within a distance of r to the boundary of region R, at most two crossings will be created, except when the node is located on the corner of region R (e.g., Region 3 in Figure 1 ). In that case, at most 4 crossings will be created.
Hence the expected value of the total number, N 2 , of crossings created by a disk intersecting the boundary of region R is given by
Recall that the probability that a given crossing is not k-covered is e (2)). By Equations (8) and (9), we have
Since λ → +∞ as → +∞, by Eqs. (7) and (10) we have
If λ = log 2 + (k + 1) log log 2 + c( ), then λ 1 ≡ λ − log 2 = (k + 1) log log 2 + c( ). By the reasoning at the beginning of the proof, we can assume c( ) = o(log 2 ) as → +∞, and hence λ 1 = o(log 2 ). This gives λ k+1 = (log 2 ) k+1 (1 + o(1)), and hence
Since c( ) → +∞ as → +∞, p 3 → 0 as → +∞. The first part is proved. Now we prove that if c( ) ≤ C for some finite C as → +∞,
. Let I be the indicator function, by the Cauchy-Schwartz inequality, we have
and
The expression of E(V k ) is given in Equation (4), while the bound of E(V 2 k ) is given in the following lemma.
PROOF. Refer to Appendix B for a detailed account of the proof.
Combining Equation (14) and Lemma 1, we have
Let λ 1 ≡ λ − log 2 = (k + 1) log log 2 + c( ). By the assumption c( ) ≤ C, with sufficiently large , we have λ 1 > 0, and
It then follows from Equations. (16) and (17) that
This completes the proof.
Remark 1. If we let c( ) → −∞, and λ = log 2 + (k + 1) log log 2 + c( ), we can conclude
is true for any finite , since the second part of the proof does not require any asymptotic property in this case.
Remark 3. The terms "complete k-coverage" and "V k = 0" have been used interchangeably, as it has been proved (for the case of k = 1) in Hall [1988] that the probability of their difference goes to 0 if the region is open and the coverage shape (e.g., the disk in this article) is closed. It has also been stated in Hall [1988] that the same conclusion holds for any regular region and shape. (The interested reader is referred to the discussions following Theorem 3.3 in Hall [1988] ). The proof can also be extended to the case of any finite k.
With Theorem 1 and Remark 1, we reach the following corollary that associates the network lifetime with k-coverage. PROOF. Inorder to achieve a network lifetime longer than kT , it is necessary that the entire monitored region R is at least (k+1)-covered: V k+1 = 0. However, by Remark 1, if λ = log 2 + (k + 2) log log 2 + c( ), and c( ) → −∞ as → +∞, then P (V k+1 > 0) → 1 as → +∞, the lifetime cannot be longer than kT (with probability approaching one). Therefore, the 1-lifetime is upper bounded by kT with high probability.
It is interesting to observe from Corollary 1 that the node density required to achieve a 1-lifetime of kT is not equal to k times the required density for asymptotic coverage. As a matter of fact, the former is much smaller than the latter. This trend will be confirmed again in the following sections.
In many cases, it may not be necessary to require P (V k > 0) → 0. One way of relaxing the requirement is to derive the density requirement for E(V k ) → 0 as → +∞. We give a tight lower bound for this in the following theorem.
PROOF. Since E(V k ) decreases as λ increases, we can assume c( ) = o(log log 2 ) in the first case ( → +∞) and c( ) = C in the second case (c( ) ≤ C). Thus in both cases we have λ → +∞ as → +∞ and
When is sufficiently large, we have λ 1 > 0 and λ 1 = o(log 2 ). Therefore,
If c( ) → +∞ as → +∞, we have
Remark. If we let c( ) → −∞, we have E(V k ) → +∞ as → +∞. 
Requirement on the Sensing Range in Unit-Area Squares
Several researchers [Hall 1988; Penrose 1999] have studied the problem of maintaining asymptotic 1-coverage and k-connectivity on a unit-area disk. In this subsection, we adapt our results in Section 4.1 to a unit-area square, in order to make several comparisons. On a unit-area square, the sensing range of each node decreases as the density λ of the network increases. The question is how the sensing range r should scale as the density λ increases in order to ensure complete coverage with the probability approaching one. Our major result is as follows:
THEOREM 3. In a unit-area square, let λπr
PROOF OF THEOREM 3. Similar to the proof of Theorem 1, we can again assume that c(λ) = o(log λ) as λ → ∞. We rescale the unit-area square to a square with side length , such that the coverage disk of each node has a radius r = 1/ √ π . Now if the node density in the unit-area square is λ, the node density in the rescaled network is λ = λ/ 2 . Clearly, the radius and the side length have the same rescaling factor, and hence = 1/( √ πr). Table III gives the corresponding values in both the unit-area disk and the rescaled (larger) square. By Theorem 1, if Table III , we can rewrite Equation (20) as
We next show that if
then as λ → ∞, we have (log λ + k log log λ) − log 1 πr 2 + (k + 1) log log 1 πr 2 → 0.
If Equation (22) holds (and c(λ) = o(log λ) as λ → 0), we have
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where h(λ) → 0 as λ → ∞. Hence log log 1 πr 2 = log log λ + log(1 + h(λ)).
Combining Equations (25) and (26), we obtain Equation (23). As Equation (22) and Equation (21) differ only in a diminishing term (besides the last term in each equation), the proof is completed.
Comparison against known results. We are now in a position to make several comparisons between results derived so far and existing results in literature. First, in Hall [1988] , it is shown that 0.05 min{1, (1 + λ 2 πr 2 )e −λπr
2 }. This is consistent with our result in the special case of k = 1. Second, Penrose [1999] shows that in a network of n independent, uniformly distributed nodes, if r k is the minimum radius for ensuring k-connectivity, then, lim n→∞ P [nπr 2 k+1 ≤ log n + k log log n − log k! + α] = exp(−e −α ). Our result shows that the minimum radius required for maintaining asymptotic k-coverage is approximately equal to that required for maintaining (k + 1)-connectivity.
UPPER BOUND OF α-LIFETIME IN FINITE REGIONS
The asymptotic upper bound of the 1-lifetime derived in Section 4 gives the required node density in order to achieve complete coverage as the monitored area grows to infinity ( → ∞). However, in practice one may be more interested in knowing how many nodes should be deployed (or, equivalently, what is the node density) in order to achieve the α-lifetime in a finite region. Results derived in Section 4 cannot be directly applied to answer this question, as they are derived for complete coverage for regions of infinitely large sizes.
In this section, we consider the α-lifetime in a finite region with a finite density of sensor nodes, where 0 < α < 1 and usually α is close to 1. We derive two bounds: (i) an upper bound of α-lifetime for a special family of algorithms in which the entire region is completely covered initially, and as large coverage ratio as possible is maintained until it drops below a certain threshold α; and (ii) an upper bound of α-lifetime that applies to algorithms that maintain the coverage ratio of α from the beginning of network deployment. The second bound applies to any algorithm.
Upper Bound of α-Lifetime for a Special Family of Algorithms
We first derive the upper bound of α-lifetime for the family of algorithms that is intended to completely cover the region initially and maintain as large a coverage ratio as possible, until it drops below a certain threshold α. We can divide the entire region R into several sub-regions R 0 , R 1 , . . . , R n , where all points in R i are exactly covered by i sensor nodes (Figure 2 ). Thus
i=0 R i , and 1− V k / 2 is the portion of the region in which each point is covered by at least k nodes. We can also divide the network lifetime into rounds with the duration for each round set to T . In each round, a minimum set of nodes that are not chosen in previous rounds and have maximum coverage, is chosen to operate. Thus after k rounds, the maximum possible coverage ratio is at most 1 − V k+1 / 2 . Clearly, if α > 1 − V k+1 / 2 , the sensor network cannot provide coverage ratio α any more. Thus the upper bound of α-lifetime is
Since V k 's are random variables whose distributions are difficult, if not impossible, to obtain, we use E(V k ) to approximate V k . That is, the resulting α-lifetime can be regarded as the average α-lifetime:
As a matter of fact, G(λ, α) is not the expectation of L(λ, α). However, we prove in the following theorem that it suffices to approximate V k with E(V k ) in regions of large sizes.
THEOREM 4. As → +∞ and n/
PROOF. Refer to Appendix C for a detailed account of the proof. upper bound of the lifetime per unit density increases as the density increases in general, and slightly decreases at certain density values. This is because the upper bound of network lifetime does not change when the node density λ slightly increases at some points of λ.
Numerical examples.
Upper Bound of α-Lifetime for All Algorithms
Several sensor network applications do not require full coverage of the entire monitored area. Instead, it is sufficient to maintain the coverage ratio above a certain threshold α throughout the network operation. In this case, energy can be saved by maintaining α-coverage since system initialization. In this section, we derive the upper bound of the network lifetime in this case. Note that this upper bound can be applied to all algorithms that maintain α-coverage. For analysis tractability, again we use E(V k ) to approximate V k . The following theorem establishes the upper bound of the lifetime.
Then the upper bound of α-lifetime for a sensor network with density λ is
PROOF. We still divide the entire region R into different subregions R 0 , R 1 , . . . , where all points in R i are exactly covered by i nodes. By definition, γ k represents the portion of region R that is covered by at least k nodes and β k represents the portion of region R that is covered by exactly k nodes. Thus
For each k such that γ k < α, in each round of time T , the working nodes must cover α portion of the region R, among which at least (α − γ k ) portion must come from R 1 ∪ · · · ∪ R k−1 since ∪ i≥k R i can provide at most γ k coverage (and R 0 is not covered by any node). On the other hand, for each i < k, the total coverage contribution of region R i throughout the lifetime is at most iβ i (since Fig. 4 . In each round, α − γ 3 portion of the region must come from region R 2 and R 1 to ensure α-coverage. The total lifetime "contribution" R 1 and R 2 can make over all rounds is β 1 + 2β 2 . Hence the α-lifetime is upper bounded by T · (β 1 + 2β 2 )/(α − γ 3 ).
it can provide β i portion of coverage for i rounds). Hence, the total amount of coverage R 1 , R 2 , . . . , R k−1 can contribute throughout the lifetime over all rounds is k−1 i=1 iβ i . Therefore, the maximum lifetime is upper bounded by
Since this is true for every k such that α > γ k , the α-lifetime is upper bounded by Equation (30).
For example, as shown in Figure 4 , in each round, (α − γ 3 ) portion of the region must come from region R 2 and R 1 to ensure α-coverage since α > γ 3 . The total lifetime "contribution" R 1 and R 2 can make over all rounds is β 1 +2β 2 . Hence the α-lifetime is upper bounded by T · (β 1 + 2β 2 )/(α − γ 3 ).
Recall in the proof of Theorem 5, in each round we divide the entire region into two subregions. In the first subregion, each point is covered by at least k nodes and in the second subregion, each point is covered by at most k − 1 nodes. The proof of Theorem 5 only considers the limit implied by the second subregion. In what follows, we prove that the first subregion can always provide γ k portion coverage for at least H(k, α) rounds for the k that minimizes H(k, α).
PROOF. To facilitate the proof, we first give several nice properties of H(k, α) in the next lemma.
LEMMA 2. For all k such that α > γ k , H(k, α) given in Equation (30) has the following properties:
) monotonically increases as k increases;
Please refer to Appendix D for the proof of this Lemma. Now since k = arg min i:
In many cases, we may be only interested in the integer part of the minimum
is given in Equation (30)). For example, if whenever a node is scheduled to be active, it is so until the end of its lifetime, the maximum achievable lifetime is upper bounded by H o T . In this circumstance, we can have more efficient ways to calculate the lifetime upper bound H o T , which is stated in the following Corollary.
Before we give the proof of this corollary, we discuss its implications. Without this corollary, in order to find H o , we need to evaluate H(k, α) for every k such that γ k < α. The maximal possible value of k can be the total number, n, of nodes. Hence the time complexity of finding H o is (n). However, with this corollary, we can perform binary division to reduce the time complexity of finding H o to (log n). Due to the fact that γ k monotonically decreases as k increases, we can find the minimum k m such that γ k m < α using binary division. For any k > k m , if H(k, α) ≥ k we only need to look at those H j 's for j ≥ k and if H(k, α) < k we only need to look at those H j 's for j < k. As a result, we can perform binary division again. PROOF OF COROLLARY 2. (i) By Lemma 2 (i), (v) and (vi), j ≡ max{k : H(k, α) ≥ k} exists and is unique. We consider two cases: (vi) and induction on all m ≥ k, H(m + 1, α) ≤ m. Hence H( j, α) < j and contradicts the definition of j again. So we can see that H( j + 1, α) is the minimum of H(k, α) for all k such that α > γ k . In addition since H( j, α) > j , by Lemma 2 (iv),
The proof for (ii) is similar, and is thus omitted.
Numerical examples. Figure 5 gives the upper bound of the lifetime derived in Section 5.1 and that in this subsection, and their respective upper bound of lifetime per unit of density. As compared with the upper bound of the lifetime derived in Section 5.1, the "universal" upper bound of the lifetime increases by 15% for 99%-coverage and over 20% for 95%-coverage. It is not surprising to observe that the lifetime per unit density can be more than 1 in some cases, because less than 100%-coverage is required in each round.
Another interesting finding is that although it is, in general, desirable to deploy sensors with high density to achieve a large lifetime per unit of nodal density, the increase in the lifetime per unit of nodal density levels off when the density exceeds certain threshold. The overhead incurred in maintaining coverage in a distributed manner dominates when the sensor density becomes very high.
NUMERICAL VALIDATION
As mentioned in Section 3.1, we have assumed that the deployed sensor nodes in the square region R form a homogeneous Poisson point process with density λ. We have also assumed (to eliminate the need to consider boundary effects) the Toroidal model [Penrose 1997 ]. It would be interesting to study whether or not, and to what extent, these assumptions affect the accuracy of the theoretical limits thus derived. Moreover, the network behavior/property is analyzed in the asymptotic sense (e.g., as the network size grows large), and it is not clear whether or not the results hold in a finite region. In this section, we carry out several experiments to study these issues. In particular, our study focuses on validating the upper bound of α-lifetime in reasonably large but finite areas and in areas where the node distribution does not follow the Poisson point process.
Evaluation Methodology
we randomly generate N nodes (disks), each with a radius r, in a square region R with 1000×1000 pixels. We consider two node distributions. In the first distribution, the centers of the N disks are independently and randomly distributed in the square region with uniform distribution. This is used to approximate a Poisson point process. In the second distribution, we first generate K clusters with radius r c , centered uniformly randomly in the region R, and then generate S sensors centered uniformly randomly within each cluster. We call this clustering node distribution. To make them comparable, we choose S, K such that SK = N .
For each pixel we count the number of disks that cover it. We term this as the coverage degree of each pixel. For each value of α, we calculate V i as the number of pixels that have coverage degree less than i. With the simulated value of V i , we calculate the upper bound of the lifetime for the special class of algorithms using Equation (27), and that for all algorithms using Equation (30). These upper bounds thus calculated correspond to the theoretical upper bounds of the lifetime in Section 5.1 and Section 5.2 respectively. The lifetime of a single sensor T is set to 1. The network density is evaluated as
, which is termed as normalized number of nodes per unit area in the figures.
In each case, we calculate the normalized lifetime upper bound-the ratio of the lifetime upper bound obtained through the above evaluation method to that obtained through theoretical derivation assuming a Poisson point process with the same density. All the results reported below are averages of 50 experimental runs.
Note that decreasing the disk radius with the side length of the square area fixed has the same effect of increasing the side length of the square area with the disk radius fixed. For each value of α we vary the disk radii over different runs (but keep the radii of all disks constant in each run) to investigate how the area size of the region affects the upper bound of the lifetime. For each combination of α values and disk radii, we vary the number of sensors to change the node density. As the same trend has been observed for different values of α, in what follows we only report results for α = 0.95
Numerical Results
Uniform sensor distribution. Figure 6 shows the normalized lifetime upper bound in the case of uniform node distribution. In particular, Figure 6 (a) shows the normalized upper bound of lifetime for a special class of algorithms (derived in Section 5.1), while Figure 6 (b) shows the normalized lifetime upper bound for all algorithms (derived in Section 5.2). When the disk radius decreases (which is equivalent to increasing the side length of the area but keeping the disk radius fixed) and/or the node density increases, the normalized upper bound of lifetime becomes closer to 1. Under all cases, the discrepancy between the theoretical bounds and the experimental results is within 2%. This suggests that although the theoretical bounds are derived under the assumption of a large area with the toroidal model, they can be applied to realistic situations. This also validates what Theorem 4 states: when the size of the monitored region increases, V k will asymptotically converge to E(V k ), and thus we can use E(V k ) to approximate V k for large sensor networks.
Clustering sensor distribution. In the clustering node distribution, we set the sensor radius to r = 3 and the cluster radius to r c = 30. We evaluate three different values of S (the number of sensors in each cluster): 10, 30, 100 (for each value of S we choose K appropriately such that SK = N ). With this configuration, the normalized sensor density is still evaluated as . Figures 7(a) and (b) show the normalized 95%-lifetime upper bounds (derived in Section 5.1 and Section 5.2) under the clustering node distribution. The theoretical bounds of α-lifetime and the numerical results agree well when the overall node density is large but the node density within each cluster is small (e.g., 10-30 nodes in each cluster). However, the discrepancy becomes significant when the nodes are distributed in a highly clustered fashion, although the theoretical bounds still serve as upper bounds.
CONCLUSIONS AND FUTURE WORK
In this article we have investigated the upper bound of α-lifetime for large scale sensor networks. We first derive the asymptotic node density required to ensure full coverage for the duration of k times the lifetime of a single sensor (in the almost surely sense) in large sensor networks, as the network size approaches infinity. We have also derived two upper bounds of α-lifetime in a finite region with a finite density of nodes: (i) an upper bound of α-lifetime for a special family of algorithms in which the entire region is completely covered initially, and the coverage ratio is gradually reduced until it drops below a certain threshold α; and (ii) an upper bound of α-lifetime that applies to algorithms that maintain the coverage ratio of α from the beginning of network deployment. We carried out several sets of experiments to validate the derived results. The numerical results indicate that the derived upper bounds of network lifetime apply not only to extremely large areas, but also to small areas and areas in which sensor nodes are clustered (rather than uniformly distributed as assumed in the derivation), although the derived upper bounds for the last case may not be tight.
With our derivation, we are able to determine, given the lifetime T of a single sensor node, how many sensor nodes have to be deployed in a region, in order to continuously monitor the region for a period of k · T . Also, we observe that although it is, in general, desirable to deploy sensors with high density to achieve a large lifetime per unit of nodal density, the increase in the lifetime per unit of nodal density becomes marginal when the density exceeds a certain threshold. In addition, as the node density increases, the overhead of performing density control will increase. Specifically, as the density increases, the control packets may incur more collisions, and it may take more time (and more energy consumption due to packet retransmission) for the density control process to complete. The trade-off study between lifetime improvement and control overhead in high-density sensor networks is one of our current research agendas.
Another limitation of the work is that the sensing area of a node is assumed to be a uniform disk. In general, the sensing areas of different nodes may be different. Moreover, the sensing area of a node may be of an arbitrary shape. Investigating the lifetime upper bound and devising algorithms for maintaining coverage under the general case is the second subject for our future work.
As another part of our future work, we will relax the assumption that the radio transmission range is at least twice as large as the sensing range, and derive upper bounds of network lifetime by jointly considering coverage and connectivity. Note, however, that the upper bounds derived in this article serve as upper bounds (although not as tight) even when the assumption does not hold. We will also jointly consider the issue of coverage and connectivity with an additional temporal dimension. We assume that an event, once it occurs, will persist for a period of time. This is true for example, for vehicle tracking, habitat monitoring, and environment monitoring applications. When a vehicle or an animal (to be monitored) shows up (or a fire takes place), it will not disappear immediately. As a matter of fact, the duration during which the event persists (or the time interval during which the event must be detected) may be profiled (or at least characterized by a lower bound). In this setting, the set of working nodes need not cover the entire region at all times, but only need to provide, for each point, intermittent coverage with the inactive period less than or equal to the given bound. There is clearly a tradeoff between energy conservation and efficiency of detecting events of interest.
APPENDIX A. RESULTS OF COVERAGE PROCESSES
For completeness of the article, we summarize some of the results on asymptotic coverage drawn from Hall [1988] that pertain to our derivation in Section 4.
Let the vacancy V ( , λ) denote the area that is not covered by any node, S i the coverage disk of node i, and χ (x) an indicator function of whether a point x is covered by any coverage disk:
When all nodes are randomly placed on the region R, V is a random variable that can be expressed as
To calculate the expectation of V , we use Fubini's theorem and take the expectation within the integral in Equation (32). That is,
We have used the terms "complete coverage" and "vacancy area is 0" interchangeably throughout the article. This is supported by the following theorem (Theorem 3.3 in Hall [1988] 
Although the theorem requires R be an open subset, it can be generalized to the case that R is closed and regular. The interested reader is referred to the discussions after the theorem in Hall [1988] .
B. PROOF OF LEMMA 1
By the definition of V k (as in Equation (3)), we have
where χ k (x) is the indicator function of whether x is covered by less than k sensors, and
E(χ k (x 1 )χ k (x 2 )) dx 1 dx 2 , and
E(χ k (x 1 )χ k (x 2 )) dx 1 dx 2 .
For |x 1 − x 2 | > 2r,χ k (x 1 ) and χ k (x 2 ) are independent, and E(χ k (x)) = e 
What is left is the derivation of I 2 . Let B 1 and B 2 denote the unit-area disks centered at x 1 and x 2 , respectively. If |x 1 −x 2 | = x ≤ 2r and x 1 and x 2 are given, then E(χ k (x 1 )χ k (x 2 )) = P (Both B 1 and B 2 contain less than k nodes) ≤ P (B 1 contains less than k nodes, B 2 − B 1 contains less than k nodes) = P (B 1 contains less than k nodes) × P (B 2 − B 1 contains less than k nodes).
The last equality results from the fact that B 1 and B 2 − B 1 are disjoint and thus the number of nodes that are located in them are independent (under the Poisson point process assumption) of each other. The first term in Equation (36) can be expressed as P (B 1 contains less than k nodes) = e
Let B(u) denote the intersection area of the two unit-area disks whose centers are 2u apart. Then, 
Now the second term of Equation (38) (λx/(2r)) 
where the last equality is obtained by changing variable u = x/(2r). The third factor in Equation (41) can be further simplified as follows. 
Hence we have
Combining Equations (34), (35) and (43) 
where for each p the variables {V k (i, j ) : (i, j ) ∈ I p } are stochastically independent. The number n p of elements in each I p goes to +∞ while the number m of groups is a finite constant as l → +∞, and
By the strong law of large numbers,
almost surely as l → +∞ for 1 ≤ p ≤ m. Hence,
almost surely. This completes the proof.
D. PROOF OF LEMMA 2
First we prove (i) H(k, α) monotonically decreases as k increases if H(k, α) > k. We need to show that H(k, α) > H(k + 1, α). Since we only consider k such that α > γ k ,
So the first part of the lemma is proved. In order to prove (ii), we only need to reverse the inequality directions in the above proof. For (iii), we only need to change the inequality sign to an equality sign in (i). Next we prove (iv). Since H(k, α) > k, we have
Hence,
In order to prove (v) and (vi) we only need to change the ">" sign in (iv) to "=" and "<" sign respectively.
