Data processing using nonparametric statistics was performed using a 'direct linear plot' algorithm of ECB. ECB (Eisenthal and Cornish-Bowden) is a computer program designed to calculate the K~,~ and V parameters in enzyme kinetics. It is also suitable for estimation of ECso (ligand or drug concentration for 50% effect) in pharmacological studies.
Introduction
There are many biological systems which express a hyperbolic relationship between a measured response and a controlled variable. Such a relationship has been shown by Michaelis and Menten [10] for steady-state enzyme kinetics. The Michaelis-Menten equation describes the dependence between the velocity of an enzymatic reaction and concentration of the substrate as follows:
O = V'S/(Km+S )
where v is the actual velocity at a substrate concentration equal to S, K m is the Michaelis-Menten constant and V is maximum velocity. The same equation may be applied to many non-enzymatic systems such as drug-receptor interactions [11] . Moreover, a number of pharmacological phenomena can be described in a similar way, for example, a drug effect at a given concentration or dose (EDs0 calculations).
In most pharmacological as well as enzymological experiments, the form of the distribution of errors cannot easily be determined [14] . The assumption of a normal distribution of errors in such experiments frequently has not been proven [14] . It is well known that applications of least squares without proper knowledge of the error distribution of the data make the results invalid [15] . Therefore, a distribution free method of estimation is more appropriate.
In the computer program presented here we applied the 'direct linear plot' algorithm implemented by Eisenthal and Cornish-Bowden in 1976 [6] . For an extensive discussion of their algorithm see [1, 3, 4] . 
Algorithm description
The algorithm presented here is a modified version of one described by Porter and Trager [12] . Few changes were introduced according to the subsequent papers of Cornish-Bowden and Eisenthal [2] and Cornish-Bowden et al. [4] . The whole calculation procedure had been derived from the 'direct linear plot' of S/V against 1/V [2] .
The data pairs (e.g., SJV i, l/V,) should be 
j,=(s/vj-
In the next step the sets of values mentioned above are sorted in ascending order. The best estimate of X(,j) (e.g., Km(i,j)//V((i,j)) is the median value taken from the X<~/> set [12] . Therefore, the best estimates of K m and V are calculated from median Km(i,j)/V(i,j ) and 1/V(i,/) values. The confidence limits (from lower to upper bound elements) are obtained from Kendall's [7] S distribution. According to Sen [13] , lower and upper bound elements X(,j) have the ranks (N-S*)/2 and (N + S*)/2 + 1, respectively. The calculation of normal approximation of S* was published by Sen [13] and by Porter and Trager [12] 
Structure of the ECB program
The ECB program contains three main parts: data editor, calculation subroutine and file-creating routine. The data editor has been designed to allow interactive data editing with opportunities for changing, deleting, and inserting data pairs. After the data set is accepted by the user, S and V pairs are sorted in ascending order. This part of the program searches for replications, counts their size, and evaluates the confidence limits. The calculation subroutine computes Km(i,/)/V<i.j ),
1/V(i,/) and Km(i,j) values. The next step consists
of sorting the sets of the above elements by the QUICKSORT routine [5, 8] . QUICKSORT seems to be the best possible algorithm for this purpose. Nevertheless, execution of this part is the most time consuming. The last part of the program contains a file-creating subroutine which allows permanent storage of the data files on a floppy disk. 
Example program run

