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論文要旨
近年，多くの産業及び学術分野において現れるシステムは大規模化・複雑化の一途を辿っ
ており，経験や試行錯誤により効率的に運用することは困難になっている。従来では，シ
ステムを最適化問題として定式化し，数理計画法を用いて解を得ることで効率的な運用を
図っていた。数理計画法はその性能が数学的に保証されている一方で，適用される最適化
問題に対して様々な条件，例えば，線形性・微分可能性・勾配情報が得られることなどを要
求する。しかし，実際のシステムは多くの場合，これらの条件を満たしていないため，数理
計画法によって最適化するためには，近似モデルに置き換える必要がある。このようにし
て得られた解と，実システムを効率的に運用する解が充分近いとは限らないため，モデル
を限定しない最適化手法が要求されていた。また，近年，計算機の性能が飛躍的に向上し
ているが，数理計画法ではこれを活かしきることは難しいとされている。そのため，計算
機性能に応じて使用できる最適化手法への要求も高まっていた。近年，この二つの要求に
対応する最適化問題の解法として，メタヒューリスティクスの枠組みに属する最適化手法
が盛んに研究されている。産業等で現れる実際の最適化問題を解くにあたっては，実用的
な計算量の制限のもとで，数学的厳密解に限られない，実用に充分耐え得る解を得ること
が求められている。メタヒューリスティクスは，この要求に応えることに関して優れてい
ることが，これまでに数値実験によって示されている。Particle Swarm Optimization（以
下，PSO）は，鳥や魚が群を形成し，互いに情報を共有しながら餌を探す様子から着想を
得た，メタヒューリスティクスの一つである。PSOは，非線形連続型最適化問題を解くた
めの手法の一つであり，多くのメタヒューリスティクスと同様に，先程述べた二つの要求，
すなわち，適用される問題を限定しないことと，計算機性能に応じて使用可能であること
を満たしている。その一方で，PSOによって良好な解を得るためには，アルゴリズム内に
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現れる複数のパラメータを適切に調整することが必要であることが数値実験によって示さ
れている。適切なパラメータは，対象問題によって異なっており，詳細な数値実験をする
ことなく推定することは困難である。本研究グループでは，PSOの探索点群を，複数のク
ラスタに分割して探索するアルゴリズムである「クラスタ構造型PSO」を提唱している。
このアルゴリズムは，離散型最適化問題の探索手法である遺伝的アルゴリズム（Genetic
Algorithm，以下GA）の改良型である「島モデル型GA」に着想を得たものである。島モ
デル型GAは，探索点母集団を複数のサブ母集団に分けた上で，各サブ母集団の良個体を
他のサブ母集団に移すことで，サブ母集団の間に相互作用を持たせたアルゴリズムであり，
通常のGAに比べて，優れた探索性能を持つことが数値実験によって示されている。クラ
スタ構造型 PSOも同様に，優れた探索性能を持つことが本研究グループによって示され
ている。また，クラスタ構造型 PSOの更なる改良として，適応化されたクラスタ構造型
PSOが提案されており，通常のクラスタ構造型PSOよりもさらに高い性能を持つことが
示されている。その一方で，今までに研究されてきたクラスタ構造型PSOは，探索点の挙
動が安定することが保証されておらず，与えたパラメータによっては，解探索中盤以降に，
探索点の速度ベクトルの増大による評価値の更新の停滞が起こり得ることが課題であった。
また，適応化されたクラスタ構造型PSOは，使用者に強いるパラメータ設定の負担が大き
いことが課題であった。そこで，本研究では，以上の課題に対応するために，クラスタ構
造型PSOに対して以下の二つの改良を行った。いずれも，探索点の挙動を安定させること
で，評価値の更新が停滞することを避けつつ，探索の各時点においてのクラスタ間の相互
作用が適切に働くことを狙ってアルゴリズムを考案している。また，有名なベンチマーク
問題によって探索性能を検証した。
(1) スケジュール的パラメータ調整則を有するクラスタ構造型PSOの提案
探索点群の挙動が安定するためのパラメータの条件を，安定条件と定義し，導出する。
探索の中盤以降に，パラメータが安定条件を満たすように調整することで，探索点群の速
度ベクトルの発散を防ぎつつ効率的な解探索を実現した。
(2) フィードバック制御によるパラメータ調整則を有するクラスタ構造型PSO
本研究が提案した，群全体の速度ベクトルの状態を評価する指標である活性度を用いた
方法である。反復ごとに活性度を計測し，効率的な探索を可能にすると推定される理想的
な活性度と比較した上で，その結果をもとに速度ベクトルの更新則の慣性項の係数を調整
することで，探索ベクトルの挙動の安定と効率的な探索の両立を図った。さらに，それと
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同時にクラスタ構造型PSOを特徴づける，クラスタ間の相互作用に関わるパラメータを，
最良個体と各クラスタの間の距離によって調整することで，各クラスタが，探索の序盤か
ら終盤にかけて，適切な速さで近づいていく挙動を示すことを目指した。
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1 序論
1.1 本論文の背景と目的
近年，多くの学問領域及び産業分野において、人が扱うシステムが大規模かつ複雑になっ
てきている。そのため、システムを効率的に利用するための最適化手法への要求が高まっ
ている［1］。
1990年頃までは，最適解を求めるために数理計画法を用いることが一般的であった。し
かし，数理計画法に分類される最適化手法は，適用される問題に対して微分可能性・勾配
情報等の条件を課しており，実際のシステムに直接適用できないのが通常である。そのた
めに，実際のシステムを理想的なモデルで近似したのちに数理計画法を適用するという方
法が用いられていたが，実際の最適解と理想的なモデルの数理計画法による解の間に大き
な違いがあることが問題視されていた。また，数理計画法は近年の計算機性能の飛躍的な
向上を充分に活かし切ることができないことも課題であった［1］。
これらの課題に対応するために有効な方法群として，現在ではメタヒューリスティクス
（発見的解法）が盛んに研究されている。メタヒューリスティクスに分類される最適化手法
は，遺伝や動物の餌場探し等の生命現象や金属の精錬等の物理現象などから着想を得たも
のである。メタヒューリスティクスは，数理計画法に比べて，得られた解の性能が数学的
に保証されていないことが多いことが課題である。その一方で，以下の二つの点で数理計
画法よりも優れている。第一に，適用可能なモデルを限定しないことである。先程述べた
ように，数理計画法を最適化問題に適用するためには一般に，いくつかの条件を満たして
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いることが必要である。一方で，メタヒューリスティクスは一般に，決定変数と評価値の
情報があれば適用可能である。そのため，実際のシステムを理想的なモデルに置き換える
必要がなく，問題を変形したことによる影響がないことがその重要な特長である。第二に，
現実的に充分可能な計算量で，実用に充分堪えるだけの解を得ることができることである。
先程述べたように，メタヒューリスティクスは数理計画法に比べて，数学的に性能が保証
されていないことを課題として抱えている一方で，数多くの数値実験によって高い実用性
を持つことが示されている。また，メタヒューリスティクスは一般に使用者に対して最大
反復回数等のパラメータを設定させる。そのため，計算機性能・問題の複雑さ・要求される
解の精度等に応じてパラメータを調整することで，使用者は自らの需要と合致する計算を
することができる。これは，メタヒューリスティクスが計算機性能の飛躍的な向上を活か
しきることが可能であることも意味している。以上の説明を図示したものが図 1.1である。
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図 1.1： 最適化手法への要求とメタヒューリスティクス
Particle Swarm Optimization（以下，PSO）［2］は，鳥や魚などの生物の，群れを形成
して，互いに情報を共有しつつ餌を探す様子から着想を得たメタヒューリスティクスに分
類される最適化手法であり，その適用対象は非線形連続型最適化問題である。PSOは，メ
タヒューリスティクスに属する他の多くの手法と同様に，先程述べた二つの特長を持って
いる。すなわち，最適化問題の探索領域に対して決定変数と評価値の情報があれば，適用
することができるため，数理計画法に比べて適用されるモデルを限定しない。また，アル
ゴリズム内に現れる探索ベクトル数・最大反復回数等のパラメータを，使用者が望む解の
精度および実行可能な計算量に応じて与えることで，使用者の持つ計算機性能を可能な範
囲で最大限に活かすことができる。
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本研究は，本研究グループから提案されている「クラスタ構造型PSO」(CSPSO)［3］の
性能向上を目的にしたものである。CSPSOは，探索点群の分割と優良個体の他クラスタ
への移動によるクラスタ間の相互作用の付加によって標準的なGenetic Algorithm(以下，
GA)よりも高い探索性能を持つことが示されている「島モデル型GA」に着想を得た，PSO
の改良型アルゴリズムである。そのアルゴリズムは，島モデル型GAと同様に，標準的な
PSOを探索点群のクラスタへの分割と相互作用の付加によって改良したものであるが，標
準的な PSOが最良解情報の共有および使用による解探索によって特徴づけられるという
考察から，クラスタ間の相互作用を，探索点群全体の最良解情報の共有によって実現して
いることが，着想の基となった島モデル型GAとの差異である。
CSPSO は，標準的なPSOに比べて高い探索性能をもつことが主に数値実験によって示
されている。本研究では，その課題としてパラメータ設定への考察が不充分であることを
指摘した。特に，探索点群の挙動が安定することの保証がなく，標準的なPSOと同様にパ
ラメータの与え方によっては探索が無秩序化し，その性能が著しく下がることが課題であ
ることを示した。その課題に対応するために，探索点群の状態を評価する指標として，活性
度および分散度を導入した上で，「多様化・集中化」および「安定性」の点からCSPSOのパ
ラメータについて分析した。これらの分析から，探索が無秩序化しないための条件を考慮
しつつ，適切な多様化・集中化戦略を実現するパラメータ調整機能を有する改良型CSPSO
を二つ提案した。さらに，代表的なベンチマーク問題を用いた数値実験によってそれぞれ
の探索性能を検証した。
一つ目の提案手法は，スケジュール機構によるパラメータ調整機能を有するCSPSO(SCSPSO)
である。一般にPSOでは，パラメータの組が安定領域内部の不安定領域との境界に近い値
をとるときに良い探索が可能であることが示されている。安定領域の境界から遠い位置に
あるパラメータを使用すると，探索点の挙動が早い段階で緩慢になり充分な多様化戦略を
とることができない。一方で，不安定領域にあるパラメータで探索を行うと，上述したよ
うに探索の無秩序化による性能の著しい低下を招く。また，メタヒューリスティクス一般
においては，序盤に多様化戦略をとり次第に集中化戦略に切り替えていくことが効率的な
探索を可能にするとされている。CSPSOにおいてこの方法を実現するためには慣性定数
wの漸減と探索点群最良解についての加速度定数 c3の漸増が適切であることを考察した。
以上のパラメータ調整を，安定性解析において導出された安定条件を用いることで実現し，
CSPSOの高性能化を図った。
第 1章 序論 4
二つ目の提案手法は，フィードバック制御によるパラメータ調整機能を有するCSPSO(FCSPSO)
である。この方法では，探索の準備段階において活性度と分散度の目標推移を設定する。
また，各反復において活性度および分散度を計算し，その時点での目標推移と比較した上
で，各指標がそれぞれの目標推移に追従するようにパラメータを調整する。各指標が目標
から大きく離れた場合に，パラメータを調整することでその差を補償することができるた
め，探索の無秩序化の防止が実現される。また，各パラメータの上下限に安定性解析の結
果を用いることで，それぞれのフィードバックシステムの間に働く影響による探索の無秩
序化を防いでいる。
1.2 本論文の構成
本論文は全 6 章から構成されており，各章の概要は以下の通りである．
第 1 章 “序論” では，本論文の目的と背景について述べる。
第 2 章 “最適化問題と最適化手法” では，まず最適化問題の定式化と分類を行う。次に，
最適化手法が数理計画法とメタヒューリスティクスに分けられることを説明し，それぞれ
の特徴を説明する。さらに，最適化手法について代表的なものを挙げながら分類し，その
戦略も交えながら解説する。
第 3 章 “Particle Swarm Optimization”では，メタヒューリスティクスの一つであり、
本研究が土台としている Particle Swarm Optimization(以下，PSO)について説明する。
まず背景およびアルゴリズムについて他の手法と比較しながら説明し，PSOの特徴とその
高性能化のために考慮すべき事を述べる。特に次章以降に繋がる安定性解析を重点的に解
説する。
第 4 章 “クラスタ構造型 PSOおよびその安定性解析”では，本研究グループが提案し
たPSOの改良である「クラスタ構造型PSO」（以下，CSPSO）について説明した後、そ
の特長と課題について述べる。また，課題に対応するために，3章で触れた安定性解析を
CSPSOに拡張した上でその結果を分析し，アルゴリズム改良の準備とする。
第 5 章 “パラメータ調整機能を有するクラスタ構造型PSO”では，多様化・集中化戦略
と探索点群の状態の関係を考察しつつ，CSPSOに拡張された安定性解析を用いて二つの改
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良アルゴリズムを提案する。さらに，ベンチマーク問題を用いてその探索性能を検証する。
第 6 章 “結論” では， 本研究で得られた成果と今後の課題を述べる。
付録では，本論文で用いたベンチマーク問題およびプログラムのソースファイルを掲載
する。
2 最適化問題と最適化手法
本章では，本論文の背景である最適化について説明する。まず最適化問題について定式
化し，問題とその解法について分類する。次に，最適化手法の分類である数理計画法とメタ
ヒューリスティクスについて，代表的な手法を挙げながら解説する。さらに，メタヒュー
リスティクス一般において重要であるとされる探索戦略について，多様化・集中化を中心
に述べる。
2.1 最適化問題の定式化と分類
最適化問題とは，与えられた制約条件の下で，目的を最適に達成するための数理モデル
であり，制約条件を表現する空でない集合をS, 目的を表現する関数を f(x)として，以下
のように定式化したものである［4］。
(
minimize
x
f(x)
subject:to x 2 S
(2.1)
式 (2.1)において，Sを実行可能領域，その要素をxを実行可能解いう。また，f(¢)を目
的関数という。
上式は目的関数を最小化する問題を定式化したものであるが，目的関数 f(x)の最大化問
題を扱う場合であっても，f(x)の符号を反転させることにより，上式のような最小化問題
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に帰着できる。また，最適化問題は目的関数 f(x)と制約条件Sによって以下のように分
類される。Sが関数を要素とする集合であるとき，最適化問題は最適制御問題と呼ばれる。
f(¢)が複数あるとき，最適化問題は多目的最適化問題と呼ばれる［5］。それ以外の場合は，
単目的最適化問題と呼ばれる。本研究が扱うのは単目的最適化問題である。
SがRnの部分集合であるとき，制約条件x 2 Sは，一つまたは複数の関数
gm : Rn ! R m = 1; 2; :::;M (2.2)
によって，gm(x) < 0または gm(x) · 0 m = 1; 2; :::;M の形で書き換えられる。このと
き，最適化問題は f; S; gの性質によって，さらに以下のように分類される。
Sが離散集合のとき，最適化問題は離散最適化問題と呼ばれる。離散集合は，任意の要
素が孤立点である集合のことである［6］。距離空間 (Rn; d)において x が集合S の孤立点
であるとは，
x 2 S (2.3)
および
9 ² > 0 8 y 2 S y =2 B²(x) (2.4)
が成立することである。ただし，B²(x) は中心x, 半径 ² の開球 fx0 2 Rnjd(x;x0) < ²g で
ある。離散最適化問題の例として，最短経路問題，巡回セールスマン問題，ナップザック
問題，スケジューリング問題がある［7］。
Sが孤立点を含まない場合の最適化問題を，連続最適化問題という。連続最適化問題の
うち，f および gが，すべて変数に関する１次式で表現できるものを線形計画問題という。
線形計画問題に対する最適化手法として，シンプレックス法などがある［4］。
連続最適化問題のうち，f; gのいずれかが線形性を満たさないものを，非線形連続最適
化問題という。非線形連続最適化問題に対する最適化手法として，Newton法などがある
［8］。また，制約条件による分類方法もある。S = Rnである最適化問題を無制約最適化問
題といい，SがRnの真部分集合である最適化問題を有制約最適化問題という［4］。
有制約最適化問題は，制約条件の侵害量を目的関数に加えて新たな目的関数とするペナ
ルティ関数法などを用いることで無制約最適化問題に変換することができる［8］。
また，目的関数 f が凸関数であり，実行可能領域Sが凸集合である場合の最適化問題を
凸最適化問題という。凸最適化問題において，後に述べる局所的最適解集合と大域的最適
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解は一致することが知られている。全ての線形計画問題は凸最適化問題であるが，非線形
連続最適化問題は常に凸であるとは限らない。
本論文で題材としているParticle Swarm Optimization［9］(以下，PSO)は，非線形非凸
連続最適化問題に分類される最適化問題を解くための手法である。探索点がRn上の領域
を動くことで解を探索する方法であり，無制約最適化問題に対しての解法である。しかし，
前述のように有制約最適化問題は無制約最適化問題に変換することができるので，PSOも
また有制約最適化問題に対して適用することができる。
2.2 最適化手法の分類
序章で述べたように，最適化手法は数理計画法とメタヒューリスティクスに分類される。
数理計画法は数学的・解析的に性能が保証されていることが特長である一方で，適用する
際には解析的情報を要することが多い。メタヒューリスティクスは，その多くが自然現象
や社会現象から着想を得た発見的近似解法であり，数理計画法に比べると数学的な性能の
保証は充分になされていない。産業分野等で現れる最適化問題には，解析的情報を含まな
いものが多い。そのような問題に対して数理計画法を用いる場合は，最適化問題を適用条
件を満足する近似モデルに置き換える必要がある。その場合，問題を近似したことによる
影響が大きく，得られた解が実用的でないこともある。その一方で，メタヒューリスティ
クスは適用可能なモデルを限定しないことを特長としており，数理計画法の抱える課題に
対応することができる［1］。その一方で，最適化問題が数理計画法の適用条件を満たしてい
る場合には，数理計画法の方が高い探索性能を示すことが多い。
この他にも，最適化手法の分類方法がある。例えば，直接解法・反復解法に分類する方
法である。直接解法は，有限回の解析的な手順によって大域的最適解を求める方法である。
シンプレックス法・ラグランジュの未定乗数法がその代表である。直接解法に分類される
多くの方法は，最適化問題が凸性・線形性などの条件を満たす場合にのみ適用できるため，
汎用性は低いものの，少ない計算量で正確な解を求めることができる。反復解法は，実行可
能領域に探索点を与えたのち，目的関数の減少が期待される規則に従う探索点の移動をを反
復することで，より良い解への漸近をねらう方法である。大部分のメタヒューリスティク
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スは反復解法に分類されるほか，数理計画法の中でも降下法などの多くの方法は反復解法
に含まれる。反復解法のうち，探索点が一つであるものを単点型最適化手法といい，探索点
が複数であるものを多点型最適化手法という。単点型最適化手法には，Tabu Search［10］，
Simulated Annealing［10］などがある。多点型最適化手法には，PSOのほか，Diﬀerntial
Evolution［11］, Genetic Algorithm［12］, Fireﬂy Algorithm［13］などがある。
2.3 解探索の戦略
本論文は，非線形連続最適化問題の解法であるPSOの改良を目的にしている。その背景
を述べるために，反復法に分類される一般の最適化手法においての解探索の戦略を説明す
る。まず，その際に重要な概念となる局所的最適解と大域的最適解について述べる。これ
らは，極小値および最小値と同じ意味であると考えてよいものであり，以下のように定義
される。
「ある実行可能解 y 2 Sが式
8x 2 S f(y) · f(x) (2.5)
を満たす場合，解 yを大域的最適解という。
距離空間 (S; d)における最適化問題において，ある実行可能解 y 2 Sが式
9² > 0 8x 2 B²(y) f(y) · f(x) (2.6)
を満たす場合，yを局所的最適解という。ただし，B²(x) は中心 y, 半径 ² の開球 fx 2
Rnjd(y;x) < ²g である。」
実際に現れる多くの非線形連続最適化問題の目的関数は，局所的最適解を複数有する多
峰性関数に分類されるものである。他方で，目的関数が局所的最適解をただ一つ有する最
適化問題を単峰性関数という。反復法に属する最適化手法によって多峰性関数の最適解を
探索する際には，探索の早期において探索点が局所的最適解の周辺などの局所的領域にと
どまってその動きを止めてしまうことを避けつつ，大域的最適解を含む優良解に漸近する
戦略が重要である。そのために，探索の序盤においては実行可能領域内の多様な範囲を広
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く調べ，終盤においては大域的最適解あるいはそれに準ずる目的関数を与える優良解への
収束を目指して，それまでの探索の情報をもとに有望な領域を集中的に調べる戦略が望ま
しいと一般に考えられている［10］。また，多様な範囲を調べようとする戦略を「多様化」，
有望な領域を集中的に調べようとする戦略を「集中化」という。適切な多様化・集中化の
戦略をとることが，良い解を探索するために有効であるとされている。これを図に示した
ものが図 2.1である。

	


図 2.1： 多様化から集中化への移行
3 Particle SwarmOptimization
本章では，非線形連続型最適化問題を対象としたメタヒューリスティクスの一
つであるParticle Swarm Optimization（以下，PSO）の背景およびアルゴリズ
ムについて述べる。また，パラメータ設定および改良アルゴリズムの考案におい
て有用である項目について説明する。その中でも，PSO固有の問題である安定性
について詳しく述べる。
3.1 Particle Swarm Opimizationの概要
Particle Swarm Optimization(以下，PSO)は1995年にJ.KennedyとR.Eberhartによっ
て開発された最適化手法であり，その起源は人工生命の研究にある［9，14］。また，PSOは
多点探索型の最適化手法であり，非線形連続型最適化問題を対象としている。PSOの開発
は，鳥や魚などの生物の，群れを形成して餌探しなどを行う習性から着想を得たものであ
る。また，そのアルゴリズムは群行動において各個体が自分の行動を記憶していると同時
に，群全体が情報を共有しているという仮定を置いた上で，そのことを数理モデル化して
作られたものである。つまり，生物の各個体を探索点で置き換えた上で，各探索点に自分
の探索履歴と群全体の探索履歴の情報を参照しながら実行可能領域を走査する動きをさせ
ることで，性能の良い解を探索させる手法である。ところで，人間の行動は，それまでの
自分の経験と，人間社会全体の様相に影響を受けていると考えられる。その意味で，PSO
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は鳥や魚の群行動のみならず，人間の行動にもその類似点を見ることができる手法である
と言える。
PSOはメタヒューリスティクス（発見的近似手法）に分類される最適化手法であり，非
線形連続型最適化問題を解くための有力な手法の 1つとして知られている。また，これま
でに数多くの数値実験の結果から，多峰性・悪スケール性などの悪構造を持つ最適化問題
に対しても，その優良解を実用的な計算時間内に高い精度で求られることが数値実験によ
り示されてきた［2，15］。その一方で，他の手法と同様に，次元数の増大に伴って探索性能
が急速に低下することが指摘されている［2］。したがって，特に高次元の問題を対象とした
場合においての PSOの探索性能の向上に関する研究を行うことは，多くの産業及び学術
等の領域において現れる複雑な最適化問題に対して高精度の解を提供することに繋がるた
め，大きな意義のあることである。
3.2 Particle Swarm Optimizationのアルゴリズム
PSOにおいて，各探索点は位置ベクトルと速度ベクトルの更新を反復することで解の探
索をする。各回の更新において，それぞれの探索点は三つの方向から力を受ける。その方
向とは，自分が過去に調べたものの中で最良である解 (個体最良解pbest)への方向，群全
体が過去に探したものの中で最良である解 (探索点群最良解 gbest)への方向，探索点の速
度ベクトルの逆の方向である。これらの力は，速度ベクトルの更新を，もとの速度ベクト
ルに慣性定数とよばれる値wを乗じたのち，pbest方向と gbest方向の力に，加速度定数
とよばれる値 c1; c2および乱数を乗じたものを足すことによって行うことで表現されてい
る。探索点の位置ベクトルは，反復ごとに速度ベクトルを足すことで更新する。PSOを提
案した最初の文献［9］では，慣性定数をw = 1としているが，この場合には，後に説明す
るように探索点の挙動が安定しないことが示されている。0 < w < 1とすることで，現実
の空気抵抗や粘性抵抗を表現している。また，最良解から受ける力に加速度定数を最大値
にとるランダム要素を加えることによって，探索に多様性が生じる。それによって，乱数
を用いない場合に比べて，性能が向上することが示されている［10］。
以下に標準的なPSOのアルゴリズムを示す。また，Step2の探索点の更新の様子を図示
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したものが図 3.1である。ただしこの図において，簡略化のため乱数要素は省略している。
図 3.1： 標準的なPSOにおける探索点の更新
【標準的なParticle Swarm Optimizationのアルゴリズム】
Step0:[準備]
問題の次元数 2 · n 2 N，Particle数 2 · m 2 N，慣性定数w 2 [0; 1], 加速度定数
0 < c1; c2 2 Rを設定し，反復番号を t = 1とする。また，最大反復回数 Tmaxを設
定する。
Step1:[初期化]
各探索点の初期位置x1i と初期速度 v1i を実行可能領域内Sにランダムに与える。
pbest1i = x
1
i ; i = 1; 2; ¢ ¢ ¢ ;m
gbest1 = pbest1ig
とおく。ただし，ig = argmin
i
f(pbest1i )とする。つまり，igは評価値が最小であ
る pbestの番号を示している。
Step2:[速度と位置の更新]
各探索点の速度 viと位置xiを次式で更新する。
vt+1ij = w ¢ vtij + c1 ¢ rand1ij ¢ (pbesttij ¡ xtij)
+ c2 ¢ rand2ij ¢ (gbesttj ¡ xtij)
xt+1ij = x
t
ij + v
t+1
ij ; i = 1; 2; ¢ ¢ ¢ ;m; j = 1; 2; ¢ ¢ ¢ ; n
Step3:[pbestと gbestの更新]
各探索点のもつ最良解情報（個体最良解）pbestと探索点群が共有している最良解情報
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（探索点群最良解）gbestを以下の式で更新する。I = fi j f(xt+1i ) < f(pbestti); i =
1; 2; ¢ ¢ ¢ ;mg
とし，
pbestt+1i = x
t+1
i ; i 2 I
pbestt+1i = pbest
t
i; i 62 I
gbestt+1 = pbestt+1ig
とおく。ただし，ig = argmin
i
f(pbestt+1i )
Step4:[終了判定]
t = Tmaxを満たしていれば最適解を gbestt，最適値を f(gbestt) として終了する。
そうでなければ t = t+ 1として Step2へ行く。
PSOのアルゴリズムは，同じく非線形連続型最適化問題を対象とするメタヒューリスティ
クスに分類される手法であるDiﬀerntial Evolution(DE)［11］および Cuckoo Search(CS)
［16］などと比較して，群全体が情報を共有することにその特徴があると言える。DEおよ
びCSのアルゴリズムは，探索履歴の中で特に優れた解に関する情報を活かす機能を積極
的に取り入れていない。一方で PSOは，アルゴリズム中の速度ベクトル更新則に pbest
と gbestの両方が現れ，探索履歴における最良解の情報を活用することで効率的な探索を
目指していることに大きな特徴がある。したがって，PSOのアルゴリズムの特徴を活かす
ためには，最良解情報を有効活用できるようにアルゴリズム設計あるいはパラメータ設定
をすることが重要であると考えられる。
3.3 多様化・集中化と活性度
一般に，メタヒューリスティクスに分類される最適化手法において優れた解を求めるた
めには，探索において多様化・集中化の戦略を適切にとることが必要である。特に，探索
の序盤においては多様化戦略を重点的にとり，徐々に集中化戦略へと切り替えていく方法
が効率的な解探索に繋がるとされている。その際に，探索点群の状態を定量的に評価する
方法があれば，多様化・集中化の戦略を適切にとることができているか評価したり，探索
点群の状態を各時点での探索方法・パラメータに反映させ，PSOの性能向上に繋げたりす
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ることが期待される。本研究グループでは，PSOのアルゴリズムにおいて反復ごとに探索
点ごとの速度ベクトルを計算することと，古典熱力学において単原子分子からなる理想気
体の温度が気体を構成する分子の速さの二乗和に比例することを反映して，PSOにおいて
の探索点群の運動の激しさを測る指標として，以下の式で定義される活性度Activityを提
案している［17］。
Activity =
vuut 1
m ¢ n
mX
i=1
nX
j=1
vij2 (3.1)
ただし，m;nはそれぞれ探索点数と問題の次元である。
本研究グループは，探索点群が探索の序盤から終盤にかけて徐々に活性度を減少させ，
探索に伴ってその値を 0に漸近させる挙動を示すならば，序盤多様化・終盤集中化の戦略
が適切にとれていると判断できることを，数値実験によって示している［17］。
3.4 PSOの安定性解析
PSOは，探索点の位置ベクトル xiおよび速度ベクトル viの更新式から分かるように，
PSOの探索点群の挙動は離散力学系として記述することができる。そのため，系の安定性
を論じることができることが指摘されている［2］。
しかし，PSOの力学系は乱数を含んでいることと，最良解情報である pbestと gbest
が随時更新されていくことにより，系の安定性を数学的に解析することが難しいとされて
きた。その中で，PSOの安定性について論じた研究を複数紹介する。
(1)縮約モデルによる解析
PSOの安定性を解析するために，PSOの更新式においてpbestたちとgbestを固定し，
さらに乱数を排除することで簡単な近似モデルに置き換える方法である［2，10，18］。この
解析方法の概要を以下に示す。
乱数は毎回期待値に等しい値が出るものとする。前述の標準的なアルゴリズムにおいて
は，使用される乱数は [0; 1] 上の一様乱数であるので，毎回 0.5が実現することとする。さ
らに，
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pi :=
c1pbesti + c2gbest
c1 + c2
(3.2)
Á =
c1 + c2
2
(3.3)
とおく。すると，探索点の速度ベクトルの要素 vijの更新式は次のように変形される。
vt+1ij = Á(pij ¡ xtij) + wvtij (3.4)
さらに各ベクトルの要素について
pij ¡ xtij = ytij (3.5)
とおくと，式 (3.4)は
vt+1ij = wv
t
ij + Áy
t
ij (3.6)
となる。また，探索ベクトルの更新式から
yt+1ij = ¡wvtij + (1¡ Á)ytij (3.7)
が導かれる。ここで，式 (3.6),(3.7)は以下の行列
M :=
µ
w Á
¡w 1¡ Á
¶
(3.8)
によって，
µ
vt+1ij
yt+1ij
¶
=M
µ
vtij
ytij
¶
(3.9)
と表される。したがって，M の固有値を ¸1; ¸2 2 C, 対角化行列をQとして，vtijおよ
び ytijを以下のように求めることができる。
µ
vtij
ytij
¶
= Q
µ
¸t1 0
0 ¸t2
¶
Q¡1 (3.10)
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したがって，viたちと yiたちが 0に漸近収束することは，
j¸1j = j¸2j < 1 (3.11)
と同値である。M の固有方程式を解くと，
¸1; ¸2 =
w + 1¡ Á§p(w + 1¡ Á)2 ¡ 4w
2
(3.12)
となる。この式と絶対値の条件を整理して，PSOの縮約モデルにおいてviたちが 0に漸近
し，xiたちが定点 pに漸近収束することと同値な条件として，
0 < Á < 2w + 2 ^ 0 < w · 1 (3.13)
を得る。すなわち，この方法では，乱数要素と最良解情報の更新を排除した上で，viたち
と jxi ¡ pijたちの各成分が，充分大きい tを与える（充分な量の計算をする）ことで，い
くらでも 0に近づけることができることを安定と定義し，上式の結果を得たのである。実
際には，この方法で安定であるとされるパラメータで PSOによる解探索を行った場合で
も，探索点群の速度ベクトルが際限なく大きくなることがあり，実用的な安定性解析では
ないことが数値実験によって示されている［10，19］。
(2)活性度による解析
活性度は，各探索点の成分 vijの二乗平均平方根によって定義されている。したがって，
活性度が一定範囲に留まるならば，全ての探索点の成分 vijもまた一定範囲に留まることを
意味している。そこで本研究グループでは，c1 = c2 := cとした上で複数の代表的なベン
チマーク問題と標準的な実験条件 (探索点数m，最大反復回数Tmax)に対して，多くのパラ
メータ (w; c)の組を設定し，それぞれに対してPSOによる解探索を行った。その際に，最
大反復回数に到達した時点の活性度が事前に定めた閾値よりも小さかったならば用いたパ
ラメータの組 (w; c)を安定，そうでなければ不安定であると判定することとした［10，17］。
さらに，安定領域の対象問題と次元数への依存性を調べ，安定領域は対象問題および次元
数に大きくは依存しないと結論づけた。この解析によって安定と判定されたパラメータの
領域を示したものが図 3.2である。この図では，縮約モデルによる安定領域も点線で同時
に示されている。
(3)最良解情報を固定した確率論的解析
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図 3.2： 縮約モデルおよび活性度による安定性解析
この方法は，最良解情報pbest; gbestを探索の過程で移動しないベクトルであるという
近似をおいた上で，乗法雑音をもつシステムに関する理論［20］を援用しつつ，確率論的に
安定なパラメータの組を導出するものである［21，22］。反復ごとの探索点の位置ベクトル
の成分 xti;jたちと pbestti;jおよび gbesttjたちに対して，２次元ベクトルたち
»t+1i;j :=
µ
xti;j
xt+1i;j
¶
(3.14)
´ti;j :=
µ
pbestti;j
gbesttj
¶
(3.15)
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を定義する。その上で，実行可能領域Sにどのように初期点x0i に配置しても，全ての »
t
i;j
が
lim
t!1
E[»ti;j»
tT
i;j] = 0 (3.16)
を満たすときのパラメータ (w; c1; c2)を安定であると定義している。
この条件が，以下の２式を同時に満たすことと同値であることが，若佐［21］によって示
されている。
(w + 1)(12w2 + c21 + c
2
2 ¡ 12)¡ 3(w ¡ 1)(2w ¡ c1 ¡ c2 + 2)2 < 0 (3.17)
(w + 1)(¡12w2 + c21 + c22 ¡ 12) + 3(w ¡ 1)(2w ¡ c1 ¡ c2 + 2)2 < 0 (3.18)
このことを導出する手順の概要を以下に説明する。まず，探索ベクトルの更新式を，以
下のように変形する。
»t+1i;j = A»
t
i;j +B´
t
i;j +
2X
t=1
(Ai»
t
i;j +Bi´
t
i;j)µi;t (3.19)
ただし，µi;tはそれぞれ区間 [¡12 ; 12 ]に値をとる一様乱数であり，この式に現れる行列は，
それぞれ
A =
µ
0 1
¡w 1 + w ¡ c1+c2
2
¶
(3.20)
B =
µ
0 0
c1
2
c2
2
¶
(3.21)
Ai =
µ
0 0
0 ¡ci
¶
(i = 1; 2) (3.22)
B1 =
µ
0 0
c1 0
¶
(3.23)
B2 =
µ
0 0
0 c2
¶
(3.24)
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である。
このシステムに，Boyd［20］によって示されている乗法的雑音をもつシステムについて
の定理を用いて，このシステムが平均二乗安定であることと，次の行列Cを負定値行列に
する正定値対称行列P が存在することが導かれる。
C = ATPA¡ P +
2X
i=1
1
12
ATi PAi (3.25)
この行列が負定値である条件をスカラーで表現することにより，式（3.17），（3.18）が導
出される［22］。式 (3.17)および式 (3.18)において c1 = c2 =: cとしたときの領域は，それ
ぞれ図 3.3, 3.4で表される曲線の原点側の領域である。図からも分かるように，図 3.4の安
定領域は図 3.3の安定領域を含むものであるので，図 3.3がこの安定性解析で c1 = c2 =: c
としたときの安定なパラメータの組を表す図である。
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.5
1
1.5
2
2.5
3
図 3.3： 式 (3.17)を表す図（原点側の領域が安定）
定義は異なるものの，(2)と (3)の解析による安定なパラメータはそれぞれ概ね一致する
ものとなっている。(2)による解析は，PSOによる更新式に対して何の操作もせずに数値
実験を行っているため，モデルを近似することによる誤差を考えなくてよいことが特長で
ある。その反面で，数値実験的による解法であるために，ベンチマーク問題・終了条件等
の選び方について任意性を排除することができず，あらゆる問題に対して成立することが
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図 3.4： 式 (3.18)を表す図（原点側の領域が安定）
保証されていないことが課題である。(3)による方法は，(1)などの安定性解析の方法に比
べて，数値実験の結果とよく一致することが知られている［21］。また，(2)と比較して，安
定性を解析する者に条件の任意性を与えないことにおいて優れている。その一方で，(2)と
比較すると，PSOによる解探索が最良解情報が探索によって変化していく時変性のシステ
ムであることを無視した近似的なものであることが課題である。
以上で述べたように，PSOにおける安定性の定義は複数提案されているが，安定性を考
慮したアルゴリズムの研究として，以下の例がある。
(1)Constriction Method（以下CM）
パラメータを多くの安定解析で限界付近の安定領域にあると判定されているw = 0:729,
c1 = c2 = 1:4955に設定する方法である［23，24］。多くの問題に対して良い探索性能を持
つことが示されており，本研究を含む多くの改良型PSOの研究において，性能を比較する
対照として用いられている。
(2) Linearly Decreasing Inertia Weight Method (LDIWM)：
c1; c2の値を c1 = c2 = 2:0で固定した上で，wの値を不安定領域 (w = 0:9; c1 = c2 = 2:0)
から安定領域 (w = 0:4; c1 = c2 = 2:0)へ，反復番号 tの一次関数となるように減少させる
手法［25］である。パラメータの組が常に不安定領域にある場合，性能の良い探索を望むこ
とはできない。しかしこの方法は，探索の序盤においてのみ探索点の動きを激しくするこ
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とを狙ってパラメータの組を不安定領域に置き，中盤以降に安定領域に引き込んで動きを
落ち着かせていくことで，中盤以降に集中化戦略をとりつつ序盤に強い多様化戦略をとる
ことを実現している。
(3) Activity Feedback PSO(AFPSO)：
群の活性度を反復ごとに計測し，あらかじめ与えた活性度のスケジュールに追従するこ
とを目標にして，慣性定数を操作する方法［19，26］である。探索点群の動きが探索の早期
において過度に緩慢化することを防ぐため，活性度が目標よりも低い場合には一時的にパ
ラメータを不安定領域に動かすこともまた，効率的な探索を可能にする可能性があること
が示されている。また，この方法は 5.2節で提案する改良型アルゴリズムの基礎となって
いる。
3.5 数値実験による安定性解析の有用性の検証
PSOのパラメータを選ぶ際に安定性解析を考慮することが必要であることを，100次
元Rastrigin関数に対して十通りのパラメータで解探索を行うことで検証する。共通のパ
ラメータを Tmax = 1000; m = 30; c1 = c2 = 1:4955とする。その上で，慣性定数 wを
w = 0:5; 0:6; 0:7; 0:729(CM); 0:75; 0:7855; 0:7856; 0:8; 0:85; 0:9と選んで，PSOによる解
探索を行った。それぞれ 100試行行ったときに得られた最適値の各統計量（平均，不偏標
準偏差，最良値，第一四分位，中央値，第三四分位，最悪値）を表 3.1に示す。表から，安
定限界よりもやや内側にあるw = 0:7の場合の探索性能が最も良いことが分かる。
また，w = 0:5; 0:729; 0:8の最終試行について，最良個体の評価値の更新 f(gbest)お
よび活性度の推移を計測した。その結果を図 3.5, 3.6, 3.7, 3.8, 3.9,3.10に示す。図から，
w = 0:729の場合は活性度が徐々に 0に近づいていき，評価値の更新も停滞しないことが
わかる。w = 0:5の場合，活性度が早期に 0に近い値となり，それと同時に探索の更新も
止まってしまうことが読み取れる。また，w = 0:8の場合，tが増加しても活性度が 0に近
づくことはなく，解更新の頻度もw = 0:729の場合に比べて低いため，探索性能が悪いこ
とが読み取れる。以上のことから，PSOにおいては，安定限界より少し原点側にあるパラ
メータを選ぶことで効率の良い探索が可能になると考えられる。このことは，特に 5.1節
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表 3.1： 100次元Rastrigin関数に対して各wでPSOを実行した結果
安定領域 不安定領域
w 0.5 0.6 0.7 0.729 0.75 0.7855 0.7856 0.8 0.85 0.9
式 3.17の左辺 -6.79 -5.08 -2.65 -1.81 -1.17 -0.00285 0.000551 0.498 2.34 4.36
mean 720 633 499 525 584 964 951 1255 1485 1570
std 73 71 61 60 70 183 180 196 61 65
min 534 451 346 382 439 649 675 820 1327 1395
Q1 676 585 459 481 538 847 820 1098 1453 1534
median 710 621 502 532 584 933 932 1248 1494 1573
Q3 778 679 538 561 624 1109 1038 1436 1520 1616
max 886 822 646 671 785 1481 1513 1656 1651 1684
で述べる改良型アルゴリズムの提案において重要な基礎となっている。
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図 3.5： w = 0:5としたときの評価値の推移
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図 3.6： w = 0:5としたときの活性度の推移
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図 3.7： w = 0:729としたときの評価値の推移
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図 3.8： w = 0:729としたときの活性度の推移
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図 3.9： w = 0:8としたときの評価値の推移
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図 3.10： w = 0:8としたときの活性度の推移
4 クラスタ構造型PSOおよびその安定性解析
本研究は，本研究グループにおいて提案されているクラスタ構造型PSO(以下，
CSPSO)の改良を図ったものである。本章ではCSPSOの背景とアルゴリズムを
述べた後に，CSPSOの課題を指摘し，前章で説明した安定性解析のCSPSOへの
拡張を行うことでアルゴリズム改良の準備とする。
4.1 クラスタ構造型 PSO
クラスタ構造型PSO(以下，CSPSO)は本研究グループが提案した改良型PSOの一つで
あり，標準的なPSOに対して探索点群のクラスタへの分割及びクラスタ間への相互作用の
付加によって改良を施したものである。また，その着想はGenetic Algorithm(以下，GA)
の改良である島モデル型GA［3，27］にある。CSPSOの考案は，アルゴリズム内に使用者
が設定するパラメータを増やすことで，パラメータたちの適切な値が予測可能である場合
の探索性能を向上させるという仮説にも基づいている［3］。
GAは，適用対象を離散型最適化問題としているが，PSOと同様に多点探索型のメタ
ヒューリスティクスに分類される最適化手法である［10］。標準的なGAにおいては，探索
点群が一つの母集団の中で交叉・突然変異・選択による相互作用を及ぼし合うことで，そ
の状態を更新していく。ここで，交叉は母集団に属する他のどの探索点とも起こりうるも
のとするのが一般的な方法である。その一方で，島モデル型GAでは，母集団をサブ母集
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団に分割して，交叉は同じサブ母集団に属する探索点同士でのみ行われることとしている。
さらに，提案者が移住と表現している，各サブ母集団の優良個体を他のサブ母集団に移動
させる操作を行うことで，それぞれのサブ母集団が独立にではなく相互作用をもちながら
優良解を探索をすることを目指している。島モデル型GAは，このような探索点群のサブ
母集団への分割とサブ母集団の間の相互作用の付加によって，標準的なGAよりも高い探
索性能を実現することが示されている［10，27］。島モデル型GAが優れた解探索性能をも
つのは，サブ母集団の分割によって探索点群が狭い領域にとどまることを避けることで多
様化戦略を実現すると同時に，移住によって複数の優れた探索点が他の探索点の更新に影
響を与えることで，集中化戦略を実現しているためであると考えられる。
本研究グループは，GAと同様に多点探索型の最適化手法であるPSOに対して，島モデ
ル型GAと類似した改良を施すことで，探索性能を向上させることを目指した［3］。その
実現のために，CSPSOのアルゴリズムは以下のように考案された。まず，PSOの探索点
群を，島モデル型GAと同様にクラスタ（CSPSOの提案においては，島モデル型GAに
おいてのサブ母集団に相当する言葉として，クラスタという言葉が用いられている［3］。そ
のため，本研究においても，それに倣うものとする。）に分割し，各探索点が，速度ベク
トルの逆向きの抵抗力に相当する力のほかに，自分の探索履歴における最良解（個体最良
解pbesti）方向および自分が属するクラスタの探索履歴における最良解（クラスタ最良解
gbestk）方向から力を受けることとした。また，各探索点は自分が属していないクラスタ
の最良解からは力をうけないものとした。以上のようにして，島モデル型GAと同様に探
索点群のクラスタへの分割を行った。さらに，各クラスタがそれぞれ独立にではなく，相
互に情報を共有しながら解を探索することを，全ての探索点が全クラスタの探索履歴にお
ける最良解（探索点群最良解 zbest）方向から力を受けることとすることで表現した。こ
れは，GAにおける移住と比較すると，探索点を他のクラスタに移すという作業を伴うもの
ではないという点で異なるものである。このような方法で相互作用を表現したのは，PSO
のアルゴリズムの特徴は最良解情報の共有にあり，その要素を取り入れた改良型アルゴリ
ズムを考案することで，もとのPSOの特徴を活かすことができるという考えに基づいてい
る［3］。また，実際にCSPSOが標準的なPSOよりも高い探索性能を有することが，数値
実験によって示されている［3］。以上の発想を反映したCSPSOのアルゴリズムは以下に記
述されるものとなっている。また，CSPSOにおける解探索の構造を図 4.1に，探索点の更
新の様子を図 4.2に示す。
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【クラスタ構造型PSO(CSPSO)のアルゴリズム】
Step 0: [準備]
クラスタ数 2 · nC 2 N,クラスタ一つあたりの探索点数 2 · mC 2 Nを設定
し，全探索点数をm = mCnC とする。クラスタごとのパラメータ 0 · wk · 1，
0 · c1k; c2k; c3k 2 R (k = 1; 2; :::; nC)を設定し，t = 1とする。また，最大反復回
数 Tmaxを設定する。
Step 1: [初期化]
各探索点の初期位置x1i と初期速度v1i を実行可能領域S ½ Rn内にランダムに与え，
各探索点にクラスタ番号 ki = 1+ [ i¡1mC ]を与える。ただし [x]は xを超えない整数の
うち最大のものである。
pbest1i = x
1
i i = 1; 2; :::;m
gbest1k = pbest
1
ik
k = 1; 2; :::; nC
zbest1 = gbest1kz とおく。
ただし，ik = arg min
i2fki=kg
f(pbestt+1ik ),
kz = arg min
1·k·nC
f(gbestt+1k )とする。
Step 2: [速度と位置の更新]
各探索点の速度 viと位置xiを次式で更新する。
vt+1ij = wki ¢ vtij + c1 ¢ rand1ij ¢ (pbesttij ¡ xtij)
+ c2 ¢ rand2ij ¢ (gbesttk;j ¡ xtij) + c3 ¢ rand3ij ¢ (zbesttj ¡ xtij)
(i = 1; 2; ¢ ¢ ¢ ;m; j = 1; 2; ¢ ¢ ¢ ; n)
Step 3: [最良解情報の更新]
探索点最良解pbestti，クラスタ最良解 gbest
t
k，探索点群最良解 zbest
tを以下の式
で更新する。
pbestt+1i = x
t+1
i if f(x
t+1
i ) < f(pbest
t
i)
pbestt+1i = pbest
t
i otherwise
gbestt+1k = pbest
t+1
ik
, zbestt+1 = gbestt+1kz
とおく。ただし，ik = arg min
i2fki=kg
f(pbestt+1ik ),
kz = arg min
1·k·nC
f(gbestt+1k )とする。
Step 4: [終了判定]
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t = Tmaxを満たしていれば，最適解を zbestTmax，最適値を f(zbestTmax)として終
了する。そうでなければ t = t+ 1として Step 2へ行く。
図 4.1： CSPSOにおける解探索の構造
図 4.2： CSPSOにおける解更新
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4.2 クラスタ構造型 PSOにおける探索点群の評価指標
クラスタ構造型PSOにおいて効率的な性能を実現するために，2.3節で述べた多様化か
ら集中化への適切な移行が必要であると考えられる。この移行の様子を評価するために，
探索の各時点における探索点群の状態を評価するための二つの指標を導入することとした。
また，この二つの指標の分析に基づいてパラメータの考察およびその調整機能を有する改
良型アルゴリズムの設計を図ることとした。
一つ目の指標は式 (4.1)でクラスタごとに定義される活性度Activityである。探索点の
速度ベクトルについて考えると，探索点がRnの領域において激しく動き回っているほど
多様化を重視した探索を実現すると考えられる（図 4.3）。活性度が探索の初期段階から終
盤にかけて緩やかに 0に漸近するならば多様化から集中化への移行が適切に行われるもの
と考えた。また，探索点の更新式から，活性度は主にパラメータwの調整によって制御さ
れるものと考えられる。
Activityk =
vuut 1
mCn
X
i2fki=kg
nX
j=1
v2ij k = 1; :::; nC (4.1)
二つ目の指標は式 (4.2)でクラスタごとに定義される分散度 dispである。探索点の位置
ベクトルについて考えると，探索点が探索点群最良解 zbestから広く散らばっているほど
多様化を重視した探索を実現すると考えられる（図 4.4）。分散度もまた活性度と同様に，
探索の初期段階から終盤にかけて緩やかに 0に漸近するならば多様化から集中化への移行
が適切に行われるものと考えた。また，探索点の更新式から，分散度は主にパラメータ c3
の調整によって制御されるものと考えられる。
dispk =
vuut 1
mCn
X
i2fki=kg
nX
j=1
(xij ¡ zbestj)2 k = 1; :::; nC (4.2)
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図 4.3： 多様化・集中化と活性度
4.3 クラスタ構造型 PSOの性能検証と課題
本節では，先行研究であるCSPSOの探索性能を検証するための複数の数値実験を行い
つつ，CSPSOが抱える課題を指摘する。
まず，CSPSOによって次元数n = 100のRosenbrock functionおよびRastrigin function
の最適解探索を行うことで，その探索性能を検証する。ただし，使用するパラメータは，
以下のものとする。
「クラスタ数nC = 3, クラスタ一つあたりの探索点数mC = 10, 全探索点数m = 30，最
大反復回数 Tmax = 1000, 加速度定数 c1 = c2 = c3 = 1(各クラスタで一律の値とする。),
各クラスタの慣性定数w = (0:66; 0:73; 0:800)」
比較対照のために，標準的な PSOにおいて，3章で述べたConstriction Method(CM)
に近いパラメータw = 0:73; c1 = c2 = 1:5およびm = 30，Tmax = 1000のもとで同様に
解探索を行う。CSPSOにおけるパラメータは，wの平均および c1; c2; c3の和がそれぞれ
標準的な PSOにおけるCMのwおよび c1; c2の和に近い値になるように選んだ。それぞ
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図 4.4： 多様化・集中化と分散度
れ 100試行行ったときに得られた最適値の各統計量（平均，不偏標準偏差，最良値，第一
四分位，中央値，第三四分位，最悪値）を表 4.1に示す。また，評価値・活性度・分散度
について，最終試行においての各量の推移を図 4.5, 4.6,4.7, 4.8, 4.9, 4.10に示す。ただし，
CSPSOにおいての評価値の更新の図は，各クラスタの最良解の評価値 f(gbestk)を表し
たものであり，標準的なPSOにおける分散度は各探索点の位置ベクトル成分 xijと gbest
の位置ベクトル成分 gbestjの差について二乗平均平方根をとったものである。
表に示したように，CSPSOは標準的なPSOに比べて，この実験で与えたパラメータの
もとでは，効率のよい探索性能を示すと言える。図に示したように，wが大きい群ほど，
活性度・分散度の両方が大きくなっている。CSPSOでは，探索点の動きが激しく，全探
索点の最良解から離れたところで探索を行うクラスタと，探索点の動きが緩やかで，全探
索点の最良解に近いところで探索を行うクラスタを混在させて探索を行っていることが分
かる。また，t = 200程度以降で，三つのクラスタの f(gbestk)はよく一致している。こ
のことは，全てのクラスタが適切な影響を及ぼし合って，有望な探索領域の探索に寄与し
ていることを示している。以上のことから，CSPSOでは，標準的なPSOに比べて，多様
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表 4.1： CSPSOの性能検証
Rosenbrock Rastrigin
CSPSO PSO CSPSO PSO
mean 1686 5063 492 513
std 1175 3406 64.1 69.1
min 435 910 313 320
Q1 1047 2960 450 468
median 1335 4343 492 520
Q3 1872 5943 532 561
max 8033 18255 693 701
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図 4.5： 100次元RastriginをCSPSOで探索したときの評価値の推移
化・集中化をより適切に実現した探索をしていると言える。特に，探索点群のクラスタへ
の分割が探索の多様化をもたらし，zbestによるクラスタ間での情報の共有により適切な
集中化が行われていると考えられる。各指標の緩やかな 0への漸近という点ではCMの方
が優れているが，CSPSOでは以上二つの作用によりこれを補って余りある性能の向上を
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図 4.6： 100次元RastriginをCSPSOで探索したときの活性度の推移
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図 4.7： 100次元RastriginをCSPSOで探索したときの分散度の推移
実現している。
ここで，簡単なCSPSOの改良方法を考える。本節冒頭で述べたように，CSPSOは探
索点群のクラスタ化と相互作用の付加によって特徴づけられるアルゴリズムであるので，
クラスタ間の相互作用の強さを表す c3を調整することで探索性能の向上を図ることを目標
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図 4.8： 100次元Rastriginを標準的なPSOで探索したときの評価値の更新
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図 4.9： 100次元Rastriginを標準的なPSOで探索したときの活性度の推移
とする。また，一般にメタヒューリスティクスによる最適化手法においては，多様化を重
視した探索から，集中化を重視した探索へと徐々に切り替えていく方法が効率的であると
考えられている。ここで，パラメータ c3と多様化・集中化の各戦略の関係について考える
と，次のようになることが推測される。c3の値が大きいときには，各探索点が zbestから
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図 4.10： 100次元Rastriginを標準的なPSOで探索したときの分散度の推移
受ける力が強くなる。そのため，この場合は，クラスタ間の相互作用が強くなるものと解
釈できる。クラスタ間が互いの影響を強く受けながら探索することは，クラスタ同士が互
いに急速に近づいていくことになるので，実行可能領域を満遍なく動く多様化よりも，狭
い領域を集中的に調べる集中化の戦略を実現することになる。一方で，c3の値が小さい場
合には，クラスタ間の相互作用が小さく，クラスタ同士が互いの影響を大きくは受けない
状態で領域を調べることになり，実行可能領域を広く調べることになると考えられる。ま
た，c3 < 0の場合には，クラスタ間に斥力が働き，c3を正の小さい値にした場合よりも強
い多様化を実現することが推測される。ただし，本研究では c3 ¸ 0の場合のみを扱うもの
とする。以上から，パラメータ c3の調整によって多様化から集中化へ移行する探索戦略を
実現するには，探索開始から終了にかけて，c3の値を大きくしていく方法（漸増則）が有
効であることが予想される。このことを検証するために，以下の数値実験を行う。c3の漸
増則を２通り試す。対象問題を 100次元Rosenbrock関数およびRastrigin関数として，先
程と同様にm = 30; Tmax = 1000; w = (0:66; 0:73; 0:8); c1 = c2 = 1とする。さらに，c3を
以下の式：
(1) c3(t) =
2t
Tmax
(2) c3(t) = 0:5 +
t
Tmax
で表される反復番号の関数 c3(t)とする。
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その結果を，CSPSOの性能検証で用いた c3(t) = 1の場合の結果と比較したものを表 4.2
に示す。
表 4.2： c3漸増則を持つCSPSOの探索性能検証
Rosenbrock Rastrigin
c3(t) =
2t
Tmax
c3(t) = 0:5 +
t
Tmax
c3(t) = 1 c3(t) =
2t
Tmax
c3(t) = 0:5 +
t
Tmax
c3(t) = 1
mean 2110 1415 1686 347 383 492
std 970 814 1175 77.8 60.9 64.1
min 799 516 435 193 266 313
Q1 1428 855 1047 304 336 450
median 1859 1140 1335 338 380 492
Q3 2455 1656 1872 378 425 532
max 7271 4281 8033 841 517 693
Rastrigin関数では，c3の変化を大きくしたものほど平均値が良くなっているが，Rosen-
brock関数では，c3(t) = 2tTmax とした場合，c3(t) = 1とした場合に比べて探索性能が悪化
する。この原因を，活性度および重心最良解距離の計測結果から考える。Rosenbrock関数
にパラメータ c3(t) = 2tTmax を用いて解探索した場合のある一回の試行について，各クラス
タの最良解の評価値 f(gbestc)，活性度の推移を図 4.11, 4.12に示す。
図に示したように，活性度は t = 200程度以降は 0に近い値から大きな変化がない状態が
続き，その間に評価値の更新が進んでいく。しかし，t = 750; c3 = 1:5になると，w = 0:8
のクラスタにおいて一旦落ち着いていた活性度および重心最良解距離の値が急激に増加し
始め，それに伴って評価値の更新も停滞してしまう。探索の終盤において活性度の値が上
昇していくことは，少なくとも一つの探索点がその速度ベクトルの大きさを大きくしてい
くことを意味しており，評価値の更新を妨げるものである。このように，CSPSOにおい
ても，標準的なPSOと同様に，パラメータの組 (w; c1; c2; c3)によっては，探索の終盤にお
いて少なくとも一つのクラスタで活性度の値が上昇していくことになる。このことは，少
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図 4.11： c3(t) = 2tTmax としたときの評価値の更新（100次元Rosenbrock）
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図 4.12： c3(t) = 2tTmax としたときの活性度の更新（100次元Rosenbrock）
なくとも一つの探索点の不適切な加速を意味しており，評価値の更新を妨げるものである。
以上の考察から，従来のCSPSOは探索点の挙動の安定が保証されていないことに課題が
あると言える。次節において，CSPSOに安定性解析を施すことで，その課題に対応し，探
索性能の向上を狙うこととする。
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4.4 クラスタ構造型 PSOの安定性解析
3章において，標準的なPSOに対する安定性解析に関する先行研究があることを示した。
本節では，その中の特に有用である 2つの方法：活性度による解析および最良解情報を固
定した上での確率論的解析をCSPSOに拡張することでCSPSOの安定性解析を行い，次
節以降で述べるアルゴリズムの提案の基礎とする。
4.4.1 活性度によるCSPSOの安定性解析
3章で述べたように，活性度を用いてPSOの安定性を論じた研究がある［17］。この方法
による安定性解析を，CSPSOに拡張する。この方法は，数値実験によるものである。ま
ず，この方法による安定性を，次のように定義する。
「パラメータの組 P = (w; c1; c2; c3;mc; nc; Tmax; p;Activityth)と初期速度の生成方法V
および対象問題fからなる組 (P;V;f)が安定であるとは，CSPSOを以下の条件：
n次元の最適化問題 fに対して，初期速度ベクトル群の生成方法 V，クラスタ数 nC，
クラスタ一つあたりの探索点数mC，慣性定数および加速度定数 (w; c1; c2; c3)，終了条件
t = Tmax
で実行したときに，
Prob(fActivityTmax < Activitythg) < p (4.3)
となることである。Activitythを活性度閾値，0 < p < 1を判定確率ということとする。」
この方法は数値実験によるものであるから，安定・不安定の判別は，与えるパラメータ
によって異なることになる。今回は，(w; c1; c2; c3)の安定性について考えるために，n =
100; mC = 10; nC = 3; Tmax = 1000とする。判定確率 pは明確に定めず，後述する方
法をとる。さらに，初期速度の生成方法を，初期点のスケールの 1/5倍の乱数によるも
のとするとする。つまり，初期点のある要素 xi;j が [m;M ]上の一様乱数によって生成さ
れるのであれば，初期速度ベクトルの要素 vi;j は [m5 ;
M
5
]上の一様乱数により生成される
ものとする。活性度閾値には，生成された時点での探索点の速度ベクトルで計算される
Activity1 =
Pm
i=1 v
1
i;j
2と同じ値を使う。さらに，対象問題は，17個の代表的なベンチマー
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ク問題を用いて，結果を比較する。以上のように条件を固定した場合においての，安定なパラ
メータの組 (w; c1; c2; c3)を調べることとする。実行可能な全ての (w; c1; c2; c3)の組につい
て安定性を調べることはできないので，c1および c2を c1 = c2 = 0:25; 0:5; 1:0; 1:5で固定し
た上で，w = 0; 0:05; :::; 0:95として，各値に対応した安定性を満たさない c3の下限を求める
こととする。固定された (w; c1; c2)に対して，不安定なc3の下限を求めるために，c3を離散値
c3 = 0; 0:02; 0:04; :::に分割し，それぞれの組 (w; c1; c2; c3)に対して安定性の判別を行うこと
とする。充分大きな cmaxに対して，全ての組 (w; c) 2 f0; 0:05; :::; 0:95g£f0; 0:02; :::; cmaxg
に対して十分な回数のCSPSOの試行をし，そのうち探索終了時点での活性度が活性度閾値
よりも小さかった回数の割合を判定確率と比較することで安定性を判別することが望まし
いが，必要な計算量が大きすぎるため現実的でない。そこで，統計的信頼性を犠牲にして，
各組 (w; c1; c2; c3)に対して行われるCSPSOは最大で 1回とし，その試行で式（4.3）が満た
されたならばそのときのパラメータ (w; c1; c2; c3)は安定，そうでなければ不安定と判定す
る。また，(w; c1; c2; c3)が不安定であると判定された時点で，c3 < c03となる組 (w; c1; c2; c03)
を，CSPSOの試行なしに不安定であると判定する。これは，組 (w; c1; c2; c3)が不安定な
らば，任意の正の実数 ²に対して，(w; c1; c2; c3 + ²)もまた不安定であるという予想に基づ
いている。以上を準備として，活性度によるCSPSOの安定性解析のアルゴリズムを示す。
【活性度によるクラスタ構造型PSOの安定性解析】
Step 0: [準備]
次元数n,終了条件パラメータTmax, クラスタ数nC , クラスタ一つあたりの探索点数
mC ,初期速度の生成方法を定める。また，wと c3の刻み幅∆w; ∆c3を定める。
Step 1: [対象問題の設定]
対象問題を新たに定める。対象問題を全て調べ終わっているならば終了する。
Step 2: [c1; c2の設定]
c1; c2を新たに定める。対象となる組 (c1; c2)を調べ終わっているならば Step1へ。
w = 0; c3 = 0として，CSPSOを実行する。
Step 3: [w; c3の設定および安定性の判定]
1 · wならば Step2へ。そうでなければ，与えられたパラメータで CSPSOを実
行し，初期時点と終了時点の活性度を比較する。終了時点の活性度の方が小さけれ
ばそのときのパラメータ (w; c1; c2; c3)を安定と判断し，c3 = c3 +∆c3 として再度
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Step3を実行する。そうでなければ不安定と判定し，w = w+∆w; c3 = 0として再
度 Step3を実行する。
この方法による結果を，図 4.13，4.14，4.15に示す。ただし，各対象問題の次元数 nを
n = 100とした。
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図 4.13： 活性度による安定限界の解析 (c1 = c2 = 0:25)
4.4.2 最良解情報を固定したCSPSOの確率論的解析
3章では，標準的なPSOに対する最良解情報を固定した上での確率論的な安定性解析を
紹介した。これを，以下のようにしてCSPSOの安定性解析へと拡張する。この方法では，
最良解情報 pbest; gbest; zbestを解探索に伴う更新のないものとして扱う近似モデルを
用いる。その近似モデルにおいて，全ての探索点の位置ベクトルの成分 xtij がどのような
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図 4.14： 活性度による安定限界の解析 (c1 = c2 = 0:5)
初期状態 fx1i ;v1i gmi=1に対しても，最良解情報を加速度定数で重みをつけて平均をとった位
置ベクトル
³i :=
c1pbesti + c2gbestki + c3zbest
c1 + c2 + c3
(4.4)
の成分 ³ijに平均二乗収束［28］する，すなわち
lim
t!1
E[(xtij ¡ ³ij)2] = 0 (4.5)
を満たすときに用いられるパラメータの組 (w; c1; c2; c3)を安定であると定義する。これと
同値な条件を以下のように導出する。
まず，初期状態を除く各時点 t ¸ 2の探索点の位置ベクトル，個体最良解，クラスタ最
良解，探索点群最良解の各成分 xtij，pbesttij，gbesttkij，zbest
t
jたちに対して，以下のベク
トルたちを構成する。
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図 4.15： 活性度による安定限界の解析 (c1 = c2 = 1:0)
(1)探索点時間的に隣接する 2つの探索点の位置ベクトルを並べることで構成される 2次
元ベクトル »tij
»tij :=
µ
xt¡1ij
xtij
¶
(4.6)
(2)同じ時点での最良解情報の位置ベクトルを並べることで構成される 3次元ベクトル ´ij
´ij :=
0@ pbestijgbestkij
zbestj
1A (4.7)
次に，探索ベクトルの更新式：
vt+1ij = wv
t
ij + c1 ¢ rand1ijc1 ¢ (pbestij ¡ xtij)
+c2 ¢ rand2ij ¢ (gbestkij ¡ xtij) + c3 ¢ rand3ij(zbestj ¡ xtij)
xt+1ij = x
t
ij + v
t+1
ij
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より速度ベクトルの要素を消去して，
xt+1ij ¡ xtij = w(xtij ¡ xt¡1ij ) + c1 ¢ rand1ij ¢ (pbestij ¡ xtij)
+c2 ¢ rand2ij ¢ (gbestkij ¡ xtij) + c3 ¢ rand3ij(zbestj ¡ xtij) (4.8)
とする。さらに，各乱数の期待値を 0にするために，randIij (I = 1; 2; 3)を [¡12 ; 12 ]上の
一様乱数 µIij (t = 1; 2; 3)に次の式：
randIij = µIij +
1
2
(4.9)
で変換する。この変換式を式 (4.8)に代入して，
xt+1ij = ¡wxt+1ij + (1 + w)xtij
+(c1µ1ijpgestij + c2µ2ijpgestij + c3µ3ijpgestij)
¡(c1µ1ij + c2µ2ij + c3µ3ij)xtij
+
c1pbestij+c2gbestij+c3zbestij
2
¡ c1+c2+c3
2
xt
(4.10)
を得る。この式を xtij = xtijと併せて行列で表現することで，CSPSOの探索点更新を，乗
法的雑音をもつシステムとして表現した式
»t+1ij = A»
t
ij +B´ij +
3X
I=1
(Ai»
t
ij +Bi´ij)µIij (4.11)
を得る。ただし，この式 (4.11)において現れる行列は，以下のものである。
A =
µ
0 1
¡w 1 + w ¡ c1+c2+c3
2
¶
(4.12)
B =
µ
0 0 0
c1
2
c2
2
c3
2
¶
(4.13)
AI =
µ
0 0
0 ¡cI
¶
(I = 1; 2; 3) (4.14)
B1 =
µ
0 0 0
c1 0 0
¶
(4.15)
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B2 =
µ
0 0 0
0 c2 0
¶
(4.16)
B3 =
µ
0 0 0
0 0 c3
¶
(4.17)
である。
ここで，3章と同様，このシステムに，文献［20］によって示されている乗法的雑音をも
つシステムについての定理：
「離散時間確率システム »t+1 = (A+
PL
i=1 µt;IAI)»t （ただし，µt 2 RLは確率変数ベ
クトルであり，E[µt] = 0 かつE[µtµTt ] = diag(¾
2
1; :::; ¾
2
L) を満たす。)において，あるベ
クトル pに対して行列 (»t ¡ p)(»t ¡ p)T の各成分が 0に平均二乗収束することは，以下
の行列C¤を負定値行列にする正定値対象行列P が存在することと同値である。
C¤ = ATPA¡ P +
LX
i=1
¾Li A
T
i PAi
」
を適用する。ここで，式 (4.11)は要求されている条件を満たしており，L = 3; ¾2I =
V [µIij] = E[µ
2
Iij]¡E[µIij]2 =
R 1
2
¡ 1
2
x2dx = 1
12
である。また，式（4.11）において期待値を
とって »tij = »
t+1
ij = »
0
ijとおくことで，»
t
ijが収束する場合の収束先 »
0
ijを求めると，次の
ようになる。
»0ij = (I ¡A)¡1B´ij =
µ
³ij
³ij
¶
(4.18)
ゆえに，上記定理におけるベクトルpは
0@ ³ij
³ij
1Aに対応し，各位置ベクトル xtijと ³ijの
差分 (xtij ¡ ³ij)が 0に平均二乗収束することと，次の行列C 2 R2£2を負定値行列にする
正定値対称行列P 2 R2£2が存在することが同値であることが導かれる。
C = ATPA¡ P + 1
12
3X
I=1
ATI PAI (4.19)
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また，C 2 R2£2の負定値性およびP 2 R2£2の正定値性が成立することは，
C11 > 0; C11C22 ¡ C12C21 > 0; P11 < 0; P11P22 ¡ P12P21 > 0 (4.20)
の成立と同値である［29］。これを利用して，式 (4.19)の行列の成分を計算することで，上記
正定値対称行列P 2 R2£2の存在が以下二つの式の成立すると同値であることが示される。
(w + 1)(12w2 + c21 + c
2
2 + c
2
3 ¡ 12)¡ 3(w ¡ 1)(2w ¡ c1 ¡ c2 ¡ c3 + 2)2 < 0 (4.21)
(w + 1)(¡12w2 + c21 + c22 + c23 ¡ 12) + 3(w ¡ 1)(2w ¡ c1 ¡ c2 ¡ c3 + 2)2 < 0 (4.22)
実際には，第二の式をみたすとき，第一の式は成立するので，第一の式のみを考えればよ
い。特に注目すべきパラメータは c3であるため，安定なパラメータの組 (w; c1; c2; c3)か
らなる領域の境界を，超平面 c1 = c2 = 0:25; 0:5; 1:0で切断した時に現れる曲線を図 4.16,
4.17, 4.18に示す。これらの図が，対象問題によって差があるものの，概ね図 4.13, 4.14,
4.15に一致している。ゆえに，最良解情報を固定する近似を行ったことによる影響は小さ
く，CSPSOにおいてパラメータが式（4.21）を満たすことと探索点群の活性度が発散しな
いことがそれぞれ近い条件であると判断することができる。これは，活性度による解析と，
最良解固定モデルによる解析が，互いの長所を活かしあうことができるという意味で，重
要なことである。
最良解固定モデルによる解析は，パラメータの安定条件が数式で表現されるため，アル
ゴリズム設計やパラメータ設定への応用が容易であることと，対象問題や設定パラメータ
に依存しないことが長所であると言える。その反面で，解析を可能にするために最良解情
報が更新されないという条件を置いているため，その近似による安定性の誤差が生じる懸
念がある。また，探索点の位置ベクトルの成分が平均二乗収束することを安定としている
が，反復回数が無限大であるときの収束を考えているため，実用的な反復回数の下で探索
が安定することと，この方法による安定定義が等価とは限らないことも難点であった。
それに対して活性度による安定性解析は，数値実験を援用する方法であるため，偶然性
が生じることとが難点である。また，探索点数や次元数，対象問題などの，慣性定数と加
速度定数以外の実験条件に影響を受ける可能性がある。その一方で，この判定方法には，
探索の安定を想像しやすい長所がある。また，実用的な実験条件を与えることで，その条
件に応じた判定をすることができることも長所である。
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以下の節では，最良解固定モデルによって得られた数式による条件（4.21）を用いて，さ
らなる分析とそれに続くアルゴリズム設計を目指すこととする。その際に，この条件が実
用的な実験条件下で活性度が一定の水準を下回ることに近い条件であることが示されたた
めに，活性度による解析も最良解固定モデルによる解析を補助する役割を果たすことがで
き，有用であったと言える。
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図 4.16： c1 = c2 = 0:25のときの安定領域の境界 (w; c3)
4.4.3 c1 = c2 = cのもとでのwおよび c3の安定条件
式 (4.21)によって陰に表される安定の条件を，各パラメータについて陽に解くことで次
節以降でのアルゴリズム提案に活かすことを考える。まず，式 (4.21)を c3について整理し
て次の式 (4.23)
(2¡ w)c23 + 3(w ¡ 1)f2w ¡ (c1 + c2) + 2gc3
+6(c1 + c2)w
2 ¡ (c21 + 3c1c2 + c22)w
+2fc21 + 6c1c2 + c22 ¡ 12(c1 + c2)g < 0
(4.23)
を得る。式（4.23）は c3についての二次不等式の形で表されており，分析可能ではあるも
の，複雑である。そこで，分析を簡単にするために，c1 = c2 := cの場合を調べる。特に，
c ¸ 0およびw 2 [0; 1]が与えられた値であるとき，探索が安定するための c3 ¸ 0の条件
と，そのような c3が存在するための (w; c)の条件を調べる。まず，式 (4.21) に c1 = c2 =: c
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図 4.17： c1 = c2 = 0:5のときの安定領域の境界 (w; c3)
を代入すると，
(w + 1)(12w2 + 2c2 + c23 ¡ 12)¡ 3(w ¡ 1)(2w ¡ 2c¡ c3 + 2)2 < 0 (4.24)
となる。この式を c3について整理すると，
(2¡ w)c23 + 6(w ¡ 1)(w ¡ c+ 1)c3 + c(12w2 ¡ 5cw + 7c¡ 12) < 0 (4.25)
となる。この二次不等式の判別式をD(w; c)とおくと，
D(w; c) = f3(w ¡ 1)(w ¡ c+ 1)g2 ¡ (2¡ w)c(12w2 ¡ 5cw + 7c¡ 12)
= (w + 1)f(4w ¡ 5)c2 ¡ 6(w ¡ 1)(w + 1)c+ 9(w + 1)(w ¡ 1)2g (4.26)
式 (4.25)が非負解 c3 ¸ 0をもつならば，式 (4.25)から得られる c3は，安定限界 climit3 を
climit3 =
¡3(w ¡ 1)(w ¡ c+ 1) +pD(w; c)
2¡ w (4.27)
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図 4.18： c1 = c2 = 1:0のときの安定領域の境界 (w; c3)
として
0 · c3 < climit3 (4.28)
となる。
次に，このような climit3 ¸ 0が存在するための (w; c)についての条件を考える。c3 ¸ 0に
おいては，(w; c1; c2; c3)が安定であれば任意の自然数 0 · c03 < c3に対して (w; c1; c2; c03)も
また安定である。したがって，式（4.24）が c3 = 0で成立することが，climit3 ¸ 0が存在す
ることと等価な条件である。ゆえに，式（4.24）に c3 = 0を代入して，
c(12w2 ¡ 5cw + 7c¡ 12) < 0 (4.29)
を得る。これを図示したものが図（4.19）である。曲線の原点側の領域にある (w; c)に対
しては，式（4.27）を満たす安定な c3が存在する。これを cについて解くと，
0 < c <
12(1¡ w2)
7¡ 5w (4.30)
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が得られる。右辺の式を climitc3=0(w)：
climitc3=0(w) :=
12(1¡ w2)
7¡ 5w (4.31)
とおいてwで微分して 0とおくことで，その最大値を与える点w0
w0 =
7¡ 2p6
5
¼ 0:420 (4.32)
が得られる。また，安定なパラメータ (w; c3)が存在するための cに関する条件として，
0 · c < climitc3=0(w0) =
4
p
6
25
(¡12 + 7
p
6) ¼ 2:017 (4.33)
が得られる。
wについて式 (4.29)を解くと，所与の cに対して安定な (w; c3)が存在するためのwの上
限値
w+ =
¡5c+p25c2 ¡ 336c+ 576
24
(4.34)
が得られる。図 4.19から分かるより climitc3=0(w)の形状より，c3 = 0および cが与えられたと
き，探索が安定となるためのwの条件は，0 · c < climitc3=0(w = 0) = 127 ¼ 1:714のとき
0 · w < w+ (4.35)
12
7
· c · 4
p
6
25
(¡12 + 7p6) ¼ 2:017のとき
w¡ =
¡5c¡p25c2 ¡ 336c+ 576
24
< w+ (4.36)
となる。以上の考察を，要点をまとめて整理すると，以下のようになる。c1 = c2 =: cで
あり，(w; c)が条件 0 · c < 12(1¡w2)
7¡5w を満たす所与の値であるとする。この条件の下で，さ
らに
0 · c3 < ¡3(w¡1)(w¡c+1)+
p
D
2¡w
D = (w + 1)f(4w ¡ 5)c2 ¡ 6(w ¡ 1)(w + 1)c+ 9(w + 1)(w ¡ 1)2g (4.37)
が成立する場合に限り，(w; c1; c2; c3)は安定な組になる。
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図 4.19： 安定な c3 ¸ 0が存在するための条件を満たす (w; c)からなる領域 f(w; c); 0 <
c < climitc3=0(w) =
12(1¡w2)
7¡5w g（(w; c) = (0:5; 1)を含む側が条件を満たす。）
4.5 数値実験による安定性解析の有用性の検討
前節までに調べたように，最良解固定モデルによる解析によってCSPSOのパラメータの
安定領域が数式 (4.23)によって記述されることと，この解析結果が最良解を固定せず，実用
的な条件を与えた場合の安定条件とよく一致していることを示した。本節では，この結果の
有用性を，簡単な数値実験によって検証することとする。mC = 10; nC = 3; Tmax = 1000
として，n = 100の Rastrigin functionに対して CSPSOを適用する。全てのクラスタ
で各パラメータの値を等しく設定する（つまり，w1 = w2 = w3などと設定する）こと
とし，それぞれのクラスタで wk = 0:5; c1k = c2k = 1:5とする。また，c3k については，
c3k = 0:1; 0:3; 0:6; 0:9; 1:2; 1:4; 1:5; 1:6; 1:8の9通り設定し，それぞれに対してCSPSOを適
用する。ここで，式 (4:27)から，w = 0:5; c = 1:5に対する c3の安定限界 climit3 は climit3 = 1:5
である。以上の条件でそれぞれのパラメータに対して 100試行のCSPSOを実行したとき
の結果を表 4.3に示す。
表 4.3から，安定領域のうち，安定限界に近い値である c3 = 1:2; 1:4とした場合の結果が
良いことが読み取れる。また，c3 = 1:5を超過すると，急激に探索性能が低下することも
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表 4.3： 各 c3に対する数値実験結果
安定領域 安定限界 不安定領域
c3 0.1 0.3 0.6 0.9 1.2 1.4 1.5 1.6 1.8 2
式 (4.25)の左辺 -6.72 -6.48 -5.67 -4.32 -2.43 -0.87 0 0.93 2.97 5.25
mean 749 458 523 511 451 459 511 980 1247 1212
std 70 55 60 69 68 64 138 246 88 87
min 536 332 382 322 259 344 306 514 1062 984
Q1 700 422 477 465 408 415 418 797 1200 1154
median 749 451 520 507 445 449 472 937 1246 1210
Q3 799 496 559 554 485 496 571 1214 1305 1277
max 917 636 686 729 635 636 1050 1470 1436 1465
同時に読み取れる。なお，c3 = 0:3において高い探索性能が示されているが，原因は不明
である。以上のことから，CSPSOにおいて，パラメータを安定限界に近い安定領域にお
いて設定することが高性能化を実現すると考えられる。ここで，c3 = 0:6; 1:2; 1:4; 1:5とし
た場合のある一回の試行の活性度の推移を図 4.20,4.21,4.22,4.23に示す。図に示したよう
に，安定領域においては，c3が大きくなるほど活性度の推移が緩やかになる。これによっ
て適切な多様化から集中化への移行が実現され，探索性能が改善されるものと考えられる。
c3 = 1:5(安定限界)においては，活性度は 0に漸近することなく振動する。そのため，安
定限界においては多様化から集中化への移行は適切に行われないと考えられる。また，パ
ラメータを安定限界に近づけすぎると，多様化から集中化への移行が t = Tmaxに達するま
でに実現されないため，安定限界から少し余裕をもたせることが望ましいと考えられる。
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図 4.20： c3 = 0:6のときの活性度推移
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図 4.21： c3 = 1:2のときの活性度推移
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図 4.22： c3 = 1:4のときの活性度推移
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図 4.23： c3 = 1:5のときの活性度推移
5 パラメータ調整機能を有するクラスタ構造型PSO
本章では，前章で述べたクラスタ構造型PSOおよびその安定性解析をもとに，
安定条件を考慮しつつ多様化から集中化への適切な移行を実現するパラメータ調
整機能を取り入れた二つの改良型アルゴリズムを提案する。これらの改良は，パ
ラメータの調整方法としてそれぞれスケジュール機構またはフィードバック機構
を用いたものである。また，その性能を数値実験により検証する。
5.1 スケジュール機構によるパラメータ調整機能を有するク
ラスタ構造型 PSO(SCSPSO)
本節では，安定性を考慮した改良型CSPSOの一つとして，「スケジュール機構によるパ
ラメータ調整則を有するクラスタ構造型PSO」(SCSPSO)を提案する。本章ですでに紹介
したように，メタヒューリスティクス一般において，序盤は探索領域を広汎に調べる「多
様化」戦略をとり，探索が進むにつれて有望な探索領域を綿密に調べる「集中化」戦略へ
と移行していくことがよいとされている。その実現のために，4.2節では式（4.1）で定義
される活性度および式 (4.2)で定義される分散度を導入し，それぞれの指標が 0に緩やかに
漸近する探索を行うことを目指すことで，適切な戦略の移行が実現されると考察した。そ
こで，それぞれの指標について，このような推移をさせるためのパラメータ調整方法を考
える。
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まず，活性度の制御について考える。各クラスタの慣性定数wkの値が大きいほど探索
点の速度ベクトルが減速しにくく，活性度は減少しにくくなると考えられる。wkが小さい
場合には，探索点の速度ベクトルの各成分は抑えられることになり，活性度は早く減少す
ると考えられる。したがって活性度の制御によって序盤多様化・終盤集中化の探索戦略を
実現するためには，wを序盤から終盤にかけて増加させていく方法が適切である。
次に，分散度の制御について考える。探索点の更新式から，各クラスタのパラメータ c3k
を大きくするほどそのクラスタに属する探索点が強く zbestから引き寄せられることにな
り，分散度は早く減少すると考えられる。また，c3kを小さくするとそのクラスタに属する
探索点が zbest方向から受ける力が弱くなり，分散度の減少が抑えらえれることになる。
ただし，以上のことが成立すると考えられるのはパラメータ (w; c1; c2; c3)が安定領域にあ
る場合に限られる。また，c3kを大きくすると探索点に働く力が強くなることを意味するの
で，活性度の増大も同時に引き起こすと考えられる。
以上の考察から，CSPSOの高性能化のためにはwの漸減と c3の適切な範囲での漸増を
同時に行うことが要求される。さらに，3,4章で調べたように不安定なパラメータの組を
用いると，探索が無秩序化することで解更新の停滞が生じることがある。その一方で，パ
ラメータの組合せを安定限界から隔たった強い安定領域に設定すると，探索点の動きが早
期に緩慢化し，充分な広さの領域を調べることができなくなるため，効率の悪い探索とな
る。上述のような活性度・分散度の制御および安定性の考察から，CSPSOにおいてパラ
メータの調整によって高性能化を図るには，パラメータの組を，wを反復に伴って減少す
るように設定しながら，c3を安定領域の境界に近い範囲において，反復に伴って徐々に大
きくなるようにとることが良いと考えられる。ただし探索終盤においては探索点群を減速
させるために c3を減らしていくこともありうる。
ここで，前節において行った安定性解析および c1 = c2 = cとした場合の分析が利用でき
る。前節では，パラメータの組 (w; c)が
0 < c <
12
7
¼ 1:714; 0 · w < ¡5c+
p
25c2 ¡ 336c+ 576
24
(5.1)
または
12
7
· c < 4
p
6
25
(¡12 + 7p6) ¼ 2:017;
¡5c¡p25c2¡336c+576
24
< w < ¡5c+
p
25c2¡336c+576
24
(5.2)
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を満たしている場合に，c3の安定限界が
climit3 =
¡3(w¡1)(w¡c+1)+
p
D(w;c)
2¡w
where D(w; c) = f3(w ¡ 1)(w ¡ c+ 1)g2 ¡ (2¡ w)cf(12w2 ¡ 5cw + 7c¡ 12)g
= (w + 1)f(4w ¡ 5)c2 ¡ 6(w ¡ 1)(w + 1) + 9(w + 1)(w ¡ 1)2g
(5.3)
で表されることを示した。これらの式を利用して，wを比較的大きい値から減少させつつ，
c3をwの減少に対応した安定限界付近の値にとる方法を，「スケジュール機構によるパラ
メータ調整則を有するクラスタ構造型PSO」（SCSPSO）として提案する。この方法では，
各wkを初期慣性定数w1kから終了時慣性定数w
Tmax
k へと漸減させていき，それに伴って各
c3kを，式 (5.3)から求められる安定限界付近の値で漸増させていく。ここで，本節冒頭で
述べた通常のCSPSOでは，wの値によってクラスタごとに差異を与えていたが，この方
法では，wkはどのクラスタにおいても漸減するように調整される。そこで，各クラスタに
それぞれ異なるパラメータ c1k; c2k =: ckを与えることで，クラスタごとに個性がある状態
を表現することとする。これにより，解探索に対して多様なアプローチをとることができ
る可能性がある。また，式 (5.3)の安定領域は近似モデルによるものであることを考え，パ
ラメータが安定領域内にある安全性を高めるために，c3を式 (5.3)で与えられる上限に安
全係数 0 · s · 1を乗じたものとする。実際に，4章で行った検証からも，安定限界のパラ
メータを用いるよりも安定領域の内部にあるパラメータを用いた方が探索性能が良いこと
が示されている。さらに，安定限界 climit3 が climit3 ¸ 0を満たすために，パラメータ ckおよ
びwstart; wendの設定は式 (5.1)または (5.2)を満たすように行う。以上のことをまとめて，
SCSPSOのアルゴリズムを以下のように提案する。また，アルゴリズムを図示したものが
図 5.1である。
【スケジュール機構によるパラメータ調整則を有する
クラスタ構造型PSO(SCSPSO)のアルゴリズム】
Step 0: [準備]
クラスタ数 2 · nC 2 N,クラスタ一つあたりの探索点数 2 · mC 2 Nを設定し，全
探索点数をm = mCnCとする
各クラスタの探索点最良解・クラスタ最良解に関する加速度定数0 < ck < 2:017 k =
1; 2; :::; nCを設定し，c1k = c2k = ckとする。また，c3の安全係数 0 < s · 1を設定
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する。初期時点における慣性定数w1k, 終了時点における慣性定数w
Tmax
k および慣性
定数の漸減則wtkを設定する。t = 1とし，最大反復回数 Tmaxを設定する。ただし，
w1kは
0 < w1k ·
¡5c+p25c2 ¡ 336c+ 576
24
を満たすように設定する。1:714 · ck < 2:017の場合に限り，さらに
¡5c¡p25c2 ¡ 336c+ 576
24
· wTmaxk
を満たすように設定する。
また，t = 1とし，最大反復回数 Tmaxを設定する。
Step 1: [初期化]
各探索点の初期位置x1i と初期速度v1i を実行可能領域S ½ Rn内にランダムに与え，
各探索点にクラスタ番号 ki = 1 + [ i¡1mC ]を与える。
pbest1i = x
1
i i = 1; 2; :::;m
gbest1k = pbest
1
ig k = 1; 2; :::; nC
zbest1 = gbest1kz とおく。
ただし，ik = arg min
i2fki=kg
f(pbestt+1ik ),
kz = arg min
1·k·nC
f(gbestt+1k )とする。
Step 2: [パラメータwkt ; ct3kの更新]
クラスタごとの慣性係数wtkを予め設定した漸減則により更新する。また，クラス
タごとの加速度定数 ct3kを，
ct3k =
¡3(wtk¡1)(wtk¡ck+1)+
p
D
2¡wtk
£ s
where D = (wkt + 1)f(4wtk ¡ 5)c2k ¡ 6(wtk ¡ 1)(wtk + 1)ck + 9(wtk + 1)(wtk ¡ 1)2g
によって更新する。
Step 3: [探索点の速度および位置の更新]
各探索点の速度 viと位置xiを次式で更新する。
vt+1ij = w
t
ki
¢ vtij + c1k ¢ rand1ij ¢ (pbesttij ¡ xtij)
+ c2k ¢ rand2ij ¢ (gbesttk;j ¡ xtij) + ct3k ¢ rand3ij ¢ (zbesttj ¡ xtij)
(i = 1; 2; ¢ ¢ ¢ ;m; j = 1; 2; ¢ ¢ ¢ ; n)
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Step 4: [最良解情報の更新]
探索点最良解pbestti，クラスタ最良解 gbest
t
k，探索点群最良解 zbest
tを以下の式
で更新する。
pbestt+1i = x
t+1
i if f(x
t+1
i ) < f(pbest
t
i)
pbestt+1i = pbest
t
i otherwise
gbestt+1k = pbest
t+1
ik
, zbestt+1 = gbestt+1kz
とおく。ただし，ik = arg min
i2fki=kg
f(pbestt+1ik ),
kz = arg min
1·k·nC
f(gbestt+1k )
Step 5: [終了判定]
t = Tmaxを満たしていれば，最適解を zbestTmax，最適値を f(zbestTmax)として終
了する。そうでなければ t = t+ 1として Step 2へ行く。
図 5.1： SCSPSOにおけるパラメータ調整
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5.2 フィードバック機構によるパラメータ調整機能を有する
クラスタ構造型 PSO
前節では，wと c3をそれぞれ漸減，漸増させることで序盤多様化・終盤集中化の探索戦
略を実現しつつ，各パラメータの値を安定限界付近の安定領域に属するようにすることで，
探索点群の挙動の安定化と過度な減速の防止を図った。この方法は，解析的な手段で調べ
られた安定性に基づいてパラメータを調整するものなので，ある程度の汎用性を有してい
ると考えられるが，各反復において用いられるパラメータは探索開始前に全て決定されて
おり，探索点群の状態を反映したものではない。そのため，前節で提案したアルゴリズム
は，各反復において効率的な探索を可能にするパラメータを用いるとは限らないことを課
題としている。そこで，解探索を行いながら各時点での状況に応じてパラメータを調整す
るフィードバック機能を取り入れたアルゴリズムを考案することで，この課題に対応する
ことを目指す。
このことを，以下のように無人自動車で例えて説明する。従来のCSPSOは，パラメー
タw; c1; c2; c3を不変量としている。これは，無人自動車において，ブレーキとハンドルが
常に固定されている状態に対応づけられる。ただし，ブレーキはパラメータwkに対応し，
ハンドルはパラメータ c3kに対応する。前節の SCSPSOは，適切な運転を実現すると考え
られるブレーキとハンドルの状態を，運転開始前に予め時間関数として与えたものとして
例えられる。安定性解析と多様化・集中化戦略の考察を行うことで，自動車が停止したり
暴走したりすることを防ぎながら望ましい運転を実現するための時間関数を導いたのが前
節の成果である。この手法をさらに発展させて，運転しながら自分の速度と位置の情報を
読み取り，ハンドルとブレーキが事前に与えた速度と位置の目標を実現するのに適した状
態になるように自動で操作する無人自動車を開発することに対応するのが本章で提案する
手法である。また後述するように，安定性解析の結果をもとに，安定装置の搭載に対応す
る機構も取り入れている。
既に本研究グループにおいて，フィードバック機構によるwの調整により活性度の推移
を制御することで多様化から集中化への適切な移行の実現を目指した改良型 PSOが提案
されている［26］。本研究では，4.2節においてCSPSOにおけるクラスタごとの状態を評価
する指標として，活性度および分散度を提案した。そこで，以下のような方法を提案する。
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まず，探索開始前にこれら二つの指標について，それぞれ緩やかに 0に漸近させるような
目標推移Activityt; disptを設定する。その上で，探索点の位置ベクトルおよび速度ベクト
ルを更新するたびにこれら二つの指標を計算し，その時点での各指標の目標値と比較する。
さらに，比較した結果に応じてパラメータの調整を行う。このパラメータ調整により，二
つの指標を目標推移に追従させ，適切な多様化から集中化への移行を目指すものとする。
探索点の更新式から，活性度についてはwkで，分散度については c3kで主に調整できる
ものと考えられる。フィードバック制御［30］の用語で各状態及び量を対応させると，表 5.1
のようになる。また，具体的な調整については以下のように行う。まず活性度の制御につ
表 5.1： FCSPSOにおける各状態・量の関係
制御対象 探索点の動きの激しさ クラスタの zbestからの散らばり具合
制御量 活性度 分散度
目標値 Activityttarget dispttarget
操作量 wk c3k
いて説明する。各反復における実際の活性度Activitytkがその目標値Activity
t
targetよりも
大きいクラスタについては，実際の活性度を小さくするためにwkを下降させる。実際の
活性度がその目標値よりも小さいクラスタについては実際の活性度を大きくするためにwk
を上昇させる。また，探索の無秩序化を防ぐため，wkの上下限 0 · wmin < wmax · 1を
設定するものとする。以上のことを式で表すと次のようになる。
wt+1k =
(
minfwtk +∆w; wmaxg (if Activitytk < Activityttarget)
maxfwtk ¡∆w; wming (otherwise)
ただし，∆wは一度の更新においての調整幅であり，予め設定するものとする。調整幅を
大きくとると，目標への追従が早くなることが期待される反面で，活性度の上下が激しく
なることが懸念される。調整幅を小さくとるとこの逆になる。そのため，調整幅を適切に
設定する必要がある。
次に分散度の制御について説明する。c3kが大きくなるほど各探索点に働く zbestから
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の引力が強くなることになるため，安定領域においては c3kが大きくすることは分散度を
小さくする作用があると考えられる。そこで，各反復における実際の分散度 disptkがその
目標値 dispttargetよりも大きいクラスタについては，実際の分散度を小さくするために c3k
を下降させる。実際の分散度がその目標値よりも小さいクラスタについては実際の分散度
度を大きくするために c3kを上昇させる。また，パラメータwkと同様に，探索の無秩序化
を防ぐため，c3kの上下限 0 · cmin3 < cmax3 を設定するものとする。以上の考察から，wkの
調整機能と同様に，∆c3を調整幅として c3kの調整機能を以下のように構成する。
ct+13k =
(
minfct3k +∆c3; cmax3 g (if disptk < dispttarget)
maxfct3k ¡∆c3; cmin3 g (otherwise)
また，wk; c3kともに，初期パラメータw1k; c13kを設定する必要がある。以上を総合して，
フィードバック機構によるパラメータ調整機能を有するCSPSO(FCSPSO)のアルゴリズ
ムを以下のように提案する。また，このアルゴリズムで構成したフィードバック機構を図
5.2 に示す。
【フィードバック機構によるパラメータ調整機能を有する
クラスタ構造型PSOのアルゴリズム】
Step 0: [準備]
クラスタ数 2 · nC 2 N, クラスタ一つあたりの探索点数 1 · mC 2 N, 全探索点数
m = mCnCとする。クラスタごとのパラメータ 0 · c1k; c2k 2 R k = 1; 2; ¢ ¢ ¢ ; nC
を設定し，t = 1とする。また，最大反復回数 Tmaxを設定する。さらに，慣性定数
調整幅∆w > 0，慣性定数上下限 0 · wmin < wmax · 1 加速度定数調整幅∆c3 > 0,
加速度定数上下限を設定する。
Step 1: [初期化]
各探索点の初期位置x1i と初期速度v1i を実行可能領域S ½ Rn内にランダムに与え，
各探索点にクラスタ番号 ki = 1 + [ i¡1mC ]を与える。
pbest1i = x
1
i i = 1; 2; :::;m
gbest1k = pbest
1
ig k = 1; 2; :::; nC
zbest1 = gbest1kz とおく。
ただし，ik = arg min
i2fki=kg
f(pbestt+1ik ),
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kz = arg min
1·k·nC
f(gbestt+1k )
また，各クラスタに初期パラメータw1k; c13k k = 1; 2; :::; nC を与える。
Step 2: [各指標の目標値設定]
クラスタごとの活性度および分散度の目標推移Activityttarget; disp
t
targetを設定する。
Step 3: [速度と位置の更新]
各探索点の速度 viと位置xiを次式で更新する。
vt+1ij = w
t
ki
¢ vtij + c1ki ¢ rand1 ¢ (pbesttij ¡ xtij)
+ c2ki ¢ rand2 ¢ (gbesttk;j ¡ xtij) + ct3ki ¢ rand3 ¢ (zbesttj ¡ xtij)
(i = 1; 2; ¢ ¢ ¢ ;m; j = 1; 2; ¢ ¢ ¢ ; n)
Step 4: [最良解情報の更新]
各探索点のもつ最良解情報 pbesti, 各クラスタに属する探索点全体が共有している
最良解情報 gbestk，探索点全体が共有している最良解情報 zbestを以下の式で更
新する。
I = fijf(xt+1i ) < f(pbestki ); k = 1; 2; ¢ ¢ ¢ ; nC ; i = 1; 2; ¢ ¢ ¢ ;mg
とし，
pbestt+1i = x
t+1
i ; i 2 I
pbestt+1i = pbest
t
i; i 62 I
gbestt+1k = pbest
t+1
ik
zbestt+1 = gbestt+1kz
とおく。ただし，ik = arg min
i2fki=kg
f(pbestt+1i ),
kz = arg min
1·k·nC
f(gbestt+1k ) である。
Step 5: [探索点群の状態の評価指標の計算]
各クラスタ k = 1; 2; :::; nCについて，活性度Activitytk，分散度 dispkを以下のよう
に計算する。
活性度：
Activitytk =
vuut 1
mCn
X
i2fki=kg
nX
j=1
v2ij
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分散度：
disptk =
vuut 1
mCn
X
i2fki=kg
nX
j=1
(xij ¡ zbestj)2
Step 6: [パラメータwtk; ct3kの更新]
各クラスタ k = 1; 2; :::; nC のパラメータ wtk および ct3k を以下の規則に従って
更新する。Step2で与えた活性度の目標推移に現時点での反復番号 tを代入した値
ActivityttargetとStep5で求めた活性度Activity
t
kを比較し，Activity
t
k < Activity
t
ktarget
ならば
wt+1k = minfwtk +∆w;wmaxg
そうでなければ
wt+1k = maxfwtk ¡∆w;wming
とする。また，Step2で与えた分散度の目標推移に現時点での反復番号 tを代入した
値 dispttargetと Step5で求めた分散度 disp
t
kを比較し，disp
t
k < disp
t
targetならば
ct+13k = minfct3k +∆c3; cmax3 g
そうでなければ
ct+13k = maxfct3k ¡∆c3; cmax3 g
とする。
Step 7: [終了判定]
t = Tmaxを満たしていれば，最適解を zbestTmax，最適値を f(zbestTmax)として終
了する。そうでなければ t = t+ 1として Step 3へ行く。
予め活性度の目標を定めており，各反復における実際の活性度がこれより大きいならば
wkの値が小さくなるため，一見してこのアルゴリズムによる探索の無秩序化は起こらない
と思われる。しかし実際には，w mink を 0に設定した場合でも，探索が無秩序化することが
ある。mC = 10; nc = 3; c1 = c2 = 1, cmax3 = 5; w1k = 0:5; c13k = 2:5，wmax = 1，各調整幅
を 0.01，活性度と分散度の目標関数Activityt = Activity1 £ 10¡ 4tT , dispt = disp1 £ 10¡ 4tT
として 100次元Rastriginに対してFCSPSOの探索を行ったところ，評価値更新・活性度・
分散度・およびw; c3の推移は図5.3，5.4，5.5，5.6，5.7のようになった。ただし，Activity1
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図 5.2： FCSPSOにおいて構成したフィードバック制御機構
およびActivity1は，それぞれ初期時点における各クラスタの活性度および分散度の平均
値である。
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図 5.3： 評価値更新（失敗例）
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図 5.4： 活性度の推移（失敗例）
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図 5.5： 分散度の推移（失敗例）
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図 5.6： wの推移（失敗例）
図 5.6および図 5.4より，wが 0になっても活性度は増え続け，それによって探索が不安
定になることが分かる。図 5.7より，wが 0になっているにもかかわらず活性度が増え続
けるのは，パラメータ (wmin; c1; c2; cmax3 ) = (0; 1; 1; 5)が不安定な組であるためである。こ
のアルゴリズムは活性度をwで，分散度を c3で互いに独立に制御することを目指している
が，実際には c3を大きくすると活性度を増加させる。c3が大きすぎる場合はwをw = 0
まで小さくした場合でも活性度の減少を妨げ，探索の安定が破れる。したがって，活性度
が目標値を大きく超えた場合に，w = 0とすればパラメータの組が安定領域内に納まるこ
とが保証され，探索点の減速につながるように cmax3 を与える必要がある（図 5.8）。
そのためのパラメータ設定の条件を次のように導出する。ただし，前節および前章最終
節の分析と異なり，w = 0とおくことで式 (4.21)がある程度簡単になるため，c1 = c2の条
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図 5.7： c3の推移（失敗例）
図 5.8： FCSPSOにおける安定性確保のための cmax3k の設定
件を解除していることに注意を要する。まず，式 (4.21)においてw = 0とおいて，次の式
を得る。
2c23 + 3(c1 + c2 ¡ 2)c3 + (2c21 + 2c2 + 3c1c2 ¡ 6c1 ¡ 6c2) < 0 (5.4)
この不等式は，c1; c2を所与のものであると見なすことで，c3に関する高々二次の不等式で
あると考えることができる。この式が非負実数解 c3 ¸ 0を持つための必要十分条件は，式
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(5.4)において c3 = 0が成立することである。ゆえに，この式（5.4)で c3 = 0として，
2c22 + 3(c1 ¡ 2)c2 + 2c1(c1 ¡ 3) < 0 (5.5)
を得る。先程と同様に，この式は c1を所与としたとき，c2についての高々二次の不等式で
ある。また，非負解 c2 ¸ 0が成立するための必要十分条件は，c2 = 0において式（5.5）が
成立することである。ゆえに，式（5.5）において c2 = 0とおいて，
0 < c1 < 3 (5.6)
を得る。この条件下で二次不等式（5.5）を解くと，
0 < c2 <
¡3(c1 ¡ 2) +
p
¡7c21 + 12c1 + 36
4
(5.7)
となる。さらにこの条件下で，二次不等式（5.4）を解くと，
0 < c3 <
¡3(c1 + c2 ¡ 2) +
p¡7(c21 + c22)¡ 6c1c2 + 12(c1 + c2 + 3)
4
(5.8)
となる。つまり，パラメータ c1; c2を式 (5.6), (5.7)が成立するように選んだうえで，c3max
を式 (5.8)が成立するように選べばよい。先に選んだ c1; c2に対して，c3を式 (5.8)の右辺
に安全係数 s < 1を乗じた方法で上記条件を満たすこともできる。次節では安全係数を用
いて c3を決定する。
5.3 数値実験による性能検証
本節では，提案した二つのアルゴリズムである SCSPSOおよびFCSPSOの最適解探索
性能を評価するために，代表的な 6つのベンチマーク問題を用いた数値実験を行う。標準
的なPSOおよびCSPSOを対照として，パラメータを表 5.2，5.3，5.4で示したものに設
定し，アルゴリズム改良による探索性能の向上を検証することとする。
SCPSOにおいて設定したwtkおよび ct3kの調整則を図 5.9,5.10に示す。
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表 5.2： 性能検証用パラメータ
PSO CSPSO SCSPSO FCSPSO
最大反復回数 Tmax 1000
全探索点数m 30
クラスタ数 nC - 3
クラスタごとの探索点数mC - 10
慣性係数w 0.729 (0.66,0.73,0.80) 表 5.3に示す。 表 5.4に示す。
加速度定数 c1 1.4955 1 (0.75,1,1.25) (1,1,1)
加速度定数 c2 1.4955 1 (0.75,1,1.25) (1,1,1)
加速度定数 c3 - 1 表 5.3に示す。 表 5.4に示す。
表 5.3： SCPSOの実験条件 (表 5.2の補足)
クラスタごとの慣性定数の初期値w1 (0.9224,0.866,0.8424)
クラスタごとの慣性定数の終了値wTmax (0,0,0)
クラスタごとの慣性定数調整則wtk w1k ¡ (w1k ¡ wTmaxk ) tTmax (図 5.9)
安全係数 s 0.9
クラスタごとの加速度定数調整則 c3k s£ climit3k (図 5.10)
c3は途中から増加から減少に転じる。これは，各 cの値に対する climit3 (w)が各w1kに対し
て，0 < w < w1kの範囲で極大値をとるためである。これにより，探索終盤において c3に
よる探索点の加速が抑えられることになる。また，各クラスタの慣性定数の初期値w1kは
各クラスタの ckの値に対して，式 (4.34)により設定している。これにより，t = 1時点で
の c3kは 0付近になっている。各 ckに対してこれよりも大きな値にw1kを設定することは
できない。
また，表 5.4におけるActivity1, disp1は，それぞれ探索点群の初期状態が決定された直
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表 5.4： FCSPSOの実験条件（表 5.2の補足）
初期慣性定数w1k (0.5,0.5,0.5)
慣性定数上限wmaxk (1,1,1)
慣性定数下限wmink (0,0,0)
慣性定数調整幅∆w 0.01
初期加速度定数 c13k c
Tmax
3k £ 0:5=(0:5; 0:5; 0:5)
加速度定数上限 cTmax3k 式 5.8の右辺£s=(1.423, 1.423, 1.423)
加速度定数下限 cTmin3k (0,0,0)
加速度定数調整幅∆c3 0
安全係数 s 0.9
活性度目標Activitytktarget Activity
1 £ (1¡ t
Tmax
)
活性度目標関数 disptktarget disp
1 £ f1¡ ( t
Tmax
)
1
10g
後における全クラスタの活性度および分散度の平均値とした。
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図 5.9： SCPSOにおけるwの調整計画
以上の条件の下で，代表的な 6つのベンチマーク問題
² Sphere function
² 2nminima function
² Rastrigin function
² Ackley function
² Zakharov function
² Alpine function
に対して次元数nをそれぞれn = 30; 100; 300; 1000として，四つのアルゴリズムを適用し
た。その結果を表 5.5，5.6, 5.7，5.8，5.9, 5.10に示す。表において，各問題と次元数に対
して，四手法の中で，最も優れている各統計量（平均，最良値，第一四分位，中央値，第
三四分位，最悪値）の値に**を付与した。また，SCSPSOおよびFCPSOについては，**
付与の条件を満たさず，PSOとCSPSOの両方よりも良い結果（つまり，もう片方の提案
手法には劣るものの従来型の二つには勝る結果）を出した場合に，対応する統計量の値に*
を付与することとした。
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表 5.5，5.6, 5.7，5.8，5.9, 5.10から，提案手法が特に高次元の問題に対して，従来手法
であるPSOおよびCSPSOよりも高い探索性能を持つことが示された。特に 1000次元の
問題に対しては，探索性能を平均値で評価すると，対象とした 6つの問題の全てにおいて性
能が従来手法<SCSPSO<FCSPSOの順となっている。これは，次元数が増大するほど問
題が複雑化し，より複雑なアプローチが要求されるためであると考えられる。その一方で，
次元数が 30の場合には従来手法の方が高い探索性能を示す問題が多い結果になった。その
ため，適用対象が低次元で単純な問題であると判断される場合には，従来手法を用いること
が適切である。また，それぞれの探索の様子を分析するために，提案手法の従来手法に対す
る優位性が顕著であった 1000次元 2nminima functionを探索した場合の，ある一回の試行
における各手法のクラスタごとの・クラスタ最良解の評価値 f(gbestk)・活性度・分散度の
推移を図に示す。PSOについては図 5.12,5.13,5.14，CSPSOについては図 5.15,5.16,5.17，
SCPSOについては図5.18,5.19,5.20，FCSPCOについては図5.21,5.22，5.23に示した。ま
た，FCSPSOについては，活性度および分散度の図に目標値Activitytarget; disptargetの推移
を併記した。さらにクラスタごとの慣性定数wkおよび加速度定数 c3kの推移を図 5.24,5.25
に示す。
SCSPSOについては，二つの指標の推移について，対象問題が 2nminima functionの場
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図 5.10： SCSPSOにおける c3の調整計画
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合にはCSPSOと大きな差異は見られない。そこで，さらに 1000次元Alpine functionに
CSPSO,SCSPSO,FCSPSOを適用した際の活性度の推移を図 5.26,5.27,5.28に示す。これ
ら三つの図から，CSPSOにおいては活性度が探索の早期において 0付近に減少してしま
い，探索の効率が低下する一方で，SCSPSOでは活性度が緩やかに 0へ漸近する推移を示
しており，CSPSOよりも適切な戦略の移行を示していると言える。さらに SCSPSOより
もFCSPSOの方が活性度の推移が緩慢であり，効率が良いと考えられる。
FCSPSOについては，図 5.22，5.23から，各クラスタのwおよび c3を操作することで
活性度と分散度を同時に緩やかに 0に漸近させることを実現しており，図 5.21に示すよう
に探索が常に停滞せずに効率よく行われることが結論づけられる。また，活性度と分散度
をそれぞれwと c3の調整によって独立に制御することを試みたが，実際にはこの二つの量
の動きは同期しており，二つのフィードバック制御機構が互いに従属の関係にあると言え
る（図 5.11 ）。その関係を明らかにしてアルゴリズム設計に組み込むことで，FSCPSOの
更なる性能向上が期待される。このことについては，今後の課題とする。
図 5.11： 各フィードバック制御機構の従属関係
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表 5.5： Sphere functionに対する数値実験結果
次元数 n PSO CSPSO SCSPSO FCSPSO
30 mean 1.21E-05* 4.15E-08** 2.20E-05 7.48E-03
std 2.59E-05 1.73E-07 1.65E-04 2.18E-02
min 1.72E-07 1.86E-16** 1.99E-10 3.81E-04
Q1 9.96E-07 2.63E-12** 4.73E-08 1.67E-03
median 3.03E-06 5.78E-11** 1.98E-07 3.18E-03
Q3 1.03E-05 1.95E-09** 9.36E-07 5.40E-03
max 1.93E-04 1.20E-06** 1.63E-03 2.10E-01
100 mean 2.08E+01 1.27E+01 1.55E+01 1.15E+01**
std 8.64E+00 7.02E+00 7.93E+00 5.20E+00
min 6.70E+00 1.56E+00** 3.93E+00 2.16E+00
Q1 1.46E+01 7.28E+00 9.42E+00 7.09E+00**
median 1.95E+01 1.12E+01 1.38E+01 1.12E+01**
Q3 2.54E+01 1.74E+01 1.97E+01 1.58E+01**
max 5.15E+01 3.05E+01 4.33E+01 2.32E+01**
300 mean 7.45E+02 3.35E+02 3.77E+02 2.57E+02**
std 2.82E+02 5.17E+01 5.18E+01 3.82E+01
min 3.26E+02 1.83E+02 2.40E+02 1.79E+02**
Q1 5.99E+02 3.00E+02 3.42E+02 2.24E+02**
median 6.63E+02 3.36E+02 3.74E+02 2.56E+02**
Q3 7.97E+02 3.68E+02 4.03E+02 2.86E+02**
max 2.08E+03 4.78E+02 5.44E+02 3.53E+02**
1000 mean 7.04E+03 1.15E+04 2.62E+03* 2.06E+03**
std 3.30E+02 5.65E+02 2.05E+02 2.21E+02
min 6.05E+03 1.05E+04 2.31E+03* 1.68E+03**
Q1 6.83E+03 1.11E+04 2.48E+03* 1.88E+03**
median 7.02E+03 1.14E+04 2.58E+03* 2.01E+03**
Q3 7.35E+03 1.17E+04 2.74E+03* 2.23E+03**
max 7.72E+03 1.37E+04 3.48E+03* 2.66E+03**
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表 5.6： 2nminima functionに対する数値実験結果
次元数 n PSO CSPSO SCSPSO FCSPSO
30 mean -2.10E+03** -2.02E+03 -2.08E+03 -2.10E+03
std 6.52E+01 6.62E+01 7.40E+01 7.04E+01
min -2.27E+03** -2.24E+03 -2.21E+03 -2.24E+03
Q1 -2.15E+03** -2.07E+03 -2.12E+03 -2.15E+03
median -2.10E+03** -2.04E+03 -2.07E+03 -2.10E+03
Q3 -2.07E+03** -1.98E+03 -2.01E+03 -2.04E+03
max -1.93E+03** -1.87E+03 -1.93E+03 -1.93E+03
100 mean -4.76E+03 -6.42E+03 -6.51E+03** -6.22E+03
std 1.09E+03 1.54E+02 1.39E+02 1.97E+02
min -6.12E+03 -6.77E+03 -6.79E+03** -6.67E+03
Q1 -5.55E+03 -6.52E+03 -6.61E+03** -6.38E+03
median -5.09E+03 -6.41E+03 -6.54E+03** -6.22E+03
Q3 -4.23E+03 -6.31E+03 -6.41E+03** -6.10E+03
max -1.98E+03 -5.90E+03 -6.12E+03** -5.70E+03
300 mean -5.07E+03 -1.47E+04 -1.47E+04 -1.51E+04**
std 5.54E+02 6.86E+02 5.60E+02 4.38E+02
min -6.58E+03 -1.66E+04** -1.59E+04 -1.63E+04
Q1 -5.50E+03 -1.51E+04 -1.51E+04 -1.54E+04**
median -5.02E+03 -1.46E+04 -1.48E+04* -1.52E+04**
Q3 -4.67E+03 -1.42E+04 -1.43E+04* -1.49E+04**
max -4.04E+03 -1.30E+04 -1.34E+04* -1.39E+04**
1000 mean -1.27E+04 -2.69E+04 -3.11E+04* -3.92E+04**
std 8.94E+02 8.82E+03 2.33E+03 1.10E+03
min -1.56E+04 -3.70E+04 -3.72E+04* -4.16E+04**
Q1 -1.33E+04 -3.29E+04* -3.26E+04 -4.00E+04**
median -1.27E+04 -3.16E+04* -3.09E+04 -3.93E+04**
Q3 -1.21E+04 -1.49E+04 -2.92E+04* -3.85E+04**
max -1.04E+04 -1.06E+04 -2.60E+04* -3.57E+04**
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表 5.7： Rastrigin functionに対する数値実験結果
次元数 n PSO CSPSO SCSPSO FCSPSO
30 mean 6.82E+01 8.77E+01 7.61E+01 5.95E+01**
std 1.64E+01 2.13E+01 1.78E+01 1.49E+01
min 3.24E+01 4.78E+01 3.68E+01 2.79E+01**
Q1 5.72E+01 7.46E+01 6.47E+01 4.87E+01**
median 6.67E+01 8.46E+01 7.66E+01 5.83E+01**
Q3 7.66E+01 1.00E+02 8.66E+01 7.08E+01**
max 1.29E+02 1.41E+02 1.30E+02 8.97E+01**
100 mean 5.26E+02 5.04E+02 4.58E+02* 3.98E+02**
std 6.66E+01 6.51E+01 5.73E+01 4.35E+01
min 3.54E+02 3.63E+02 3.42E+02* 2.90E+02**
Q1 4.79E+02 4.63E+02 4.16E+02* 3.69E+02**
median 5.28E+02 5.12E+02 4.58E+02* 4.03E+02**
Q3 5.59E+02 5.46E+02 4.96E+02* 4.29E+02**
max 7.20E+02 6.76E+02 6.00E+02* 5.04E+02**
300 mean 3.62E+03 2.52E+03 2.31E+03* 2.12E+03**
std 5.15E+02 1.37E+02 1.42E+02 1.31E+02
min 2.68E+03 2.13E+03 1.98E+03* 1.78E+03**
Q1 3.22E+03 2.43E+03 2.22E+03* 2.04E+03**
median 3.53E+03 2.52E+03 2.31E+03* 2.12E+03**
Q3 4.03E+03 2.61E+03 2.40E+03* 2.21E+03**
max 5.08E+03 2.81E+03 2.68E+03* 2.49E+03**
1000 mean 1.65E+04 1.15E+04 1.07E+04* 9.90E+03**
std 6.03E+02 5.65E+02 5.21E+02 3.95E+02
min 1.55E+04 1.05E+04 9.85E+03* 9.05E+03**
Q1 1.60E+04 1.11E+04 1.02E+04* 9.62E+03**
median 1.65E+04 1.14E+04 1.05E+04* 9.86E+03**
Q3 1.71E+04 1.17E+04 1.09E+04* 1.01E+04**
max 1.78E+04 1.37E+04 1.23E+04* 1.09E+04**
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表 5.8： Ackley functionに対する数値実験
次元数 n PSO CSPSO SCSPSO FCSPSO
30 mean 1.39E+00** 6.49E+00 3.26E+00 5.08E+00
std 1.23E+00 2.60E+00 2.17E+00 2.89E+00
min 1.29E-03 2.12E+00 1.66E-04** 2.47E-01
Q1 7.27E-02** 4.30E+00 1.84E+00 2.67E+00
median 1.28E+00** 6.30E+00 2.74E+00 4.20E+00
Q3 2.12E+0**0 8.31E+00 4.01E+00 7.15E+00
max 6.54E+00** 1.24E+01 1.11E+01 1.37E+01
100 mean 1.54E+01 1.71E+01 1.52E+01** 1.60E+01
std 2.37E+00 1.14E+00 1.91E+00 1.22E+00
min 1.03E+01 1.29E+01 1.01E+01** 1.24E+01
Q1 1.36E+01** 1.63E+01 1.39E+01 1.52E+01
median 1.52E+01** 1.73E+01 1.54E+01 1.64E+01
Q3 1.74E+01 1.80E+01 1.64E+01** 1.69E+01*
max 1.95E+01 1.90E+01 1.88E+01* 1.82E+01**
300 mean 2.03E+01 1.95E+01 1.92E+01* 1.85E+01**
std 2.35E-01 1.85E-01 2.67E-01 3.39E-01
min 1.99E+01 1.90E+01 1.85E+01* 1.74E+01**
Q1 2.01E+01 1.94E+01 1.90E+01* 1.82E+01**
median 2.03E+01 1.95E+01 1.92E+01* 1.84E+01**
Q3 2.05E+01 1.96E+01 1.95E+01* 1.87E+01**
max 2.09E+01 2.00E+01 1.98E+01* 1.93E+01**
1000 mean 2.10E+01 2.02E+01 1.99E+01* 1.94E+01**
std 7.36E-02 1.09E-01 2.01E-01 2.21E-01
min 2.08E+01 2.00E+01 1.96E+01* 1.89E+01**
Q1 2.10E+01 2.02E+01 1.97E+01* 1.92E+01**
median 2.10E+01 2.02E+01 1.98E+01* 1.94E+01**
Q3 2.11E+01 2.03E+01 2.00E+01* 1.96E+01**
max 2.11E+01 2.07E+01 2.05E+01* 1.98E+01**
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表 5.9： Zakharov functionに対する数値実験結果
次元数 n PSO CSPSO SCSPSO FCSPSO
30 mean 4.63E-02 1.02E+00 2.23E-02** 6.25E-01
std 1.56E-01 1.42E+00 2.35E-02 7.61E-01
min 6.48E-04 4.77E-03 3.43E-09** 1.06E-01
Q1 3.19E-03** 8.13E-02 3.74E-03 2.24E-01
median 8.65E-03** 4.17E-01 1.48E-02 3.24E-01
Q3 2.20E-02** 1.55E+00 3.32E-02 6.50E-01
max 1.07E+00 7.64E+00 1.23E-01** 4.66E+00
100 mean 2.57E+01 3.99E+01 1.36E+00** 2.92E+01
std 5.52E+00 7.74E+00 1.88E-01 5.95E+00
min 1.29E+01 2.23E+01 1.05E+00** 1.62E+01
Q1 2.19E+01 3.50E+01 1.22E+00** 2.59E+01
median 2.49E+01 3.91E+01 1.35E+00** 2.87E+01
Q3 2.97E+01 4.42E+01 1.44E+00** 3.22E+01
max 4.29E+01 6.22E+01 2.02E+00** 4.65E+01
300 mean 3.02E+02 2.90E+02 1.02E+01** 2.23E+02*
std 1.90E+01 2.11E+01 1.29E+00 1.76E+01
min 2.60E+02 2.42E+02 7.70E+00** 1.77E+02*
Q1 2.90E+02 2.73E+02 9.30E+00** 2.11E+02*
median 3.01E+02 2.89E+02 1.01E+01** 2.22E+02*
Q3 3.15E+02 3.02E+02 1.10E+01** 2.31E+02*
max 3.49E+02 3.37E+02 1.38E+01** 2.68E+02*
1000 mean 2.04E+03 1.46E+03 1.32E+03* 1.15E+03**
std 1.36E+02 7.02E+01 5.51E+01 5.91E+01
min 1.64E+03 1.30E+03 1.22E+03* 1.05E+03**
Q1 2.01E+03 1.42E+03 1.28E+03* 1.10E+03**
median 2.08E+03 1.46E+03 1.31E+03* 1.13E+03**
Q3 2.12E+03 1.50E+03 1.35E+03* 1.20E+03**
max 2.24E+03 1.68E+03 1.46E+03* 1.29E+03**
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表 5.10： Alpine functionに対する数値実験結果
次元数 n PSO CSPSO SCSPSO FCSPSO
30 mean 8.94E-02** 7.86E-01 1.00E-01 5.32E-01
std 3.17E-01 1.02E+00 4.02E-01 9.11E-01
min 9.90E-04** 1.41E-03 1.59E-05 2.30E-02
Q1 4.96E-03 5.17E-02 1.78E-03** 9.11E-02
median 8.66E-03 4.47E-01 4.48E-03 1.57E-01**
Q3 1.98E-02 1.20E+00 1.71E-02** 4.29E-01
max 2.20E+00** 6.14E+00 2.94E+00 4.49E+00
100 mean 3.17E+01 3.92E+01 2.83E+01** 3.09E+01*
std 7.87E+00 9.41E+00 7.91E+00 6.80E+00
min 1.65E+01 2.07E+01 1.36E+01** 1.60E+01*
Q1 2.55E+01 3.26E+01 2.32E+01** 2.64E+01
median 3.06E+01 3.87E+01 2.67E+01** 3.08E+01
Q3 3.75E+01 4.55E+01 3.28E+01** 3.47E+01*
max 5.45E+01 6.49E+01 5.00E+01* 4.63E+01**
300 mean 3.54E+02 3.22E+02 2.77E+02* 2.46E+02**
std 4.18E+01 2.50E+01 2.14E+01 2.27E+01
min 2.91E+02 2.36E+02 2.24E+02* 1.86E+02**
Q1 3.28E+02 3.05E+02 2.64E+02* 2.30E+02**
median 3.43E+02 3.23E+02 2.76E+02* 2.45E+02**
Q3 3.76E+02 3.40E+02 2.94E+02* 2.60E+02**
max 5.14E+02 3.86E+02 3.21E+02* 3.11E+02**
1000 mean 2.50E+03 1.73E+03 1.55E+03* 1.33E+03**
std 1.40E+02 7.64E+01 6.77E+01 7.49E+01
min 2.11E+03 1.54E+03 1.41E+03* 1.16E+03**
Q1 2.42E+03 1.68E+03 1.50E+03* 1.28E+03**
median 2.49E+03 1.72E+03 1.55E+03* 1.33E+03**
Q3 2.58E+03 1.77E+03 1.58E+03* 1.39E+03**
max 2.88E+03 1.92E+03 1.75E+03* 1.50E+03**
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図 5.12： 1000次元 2nminima functionにPSOを適用した際の f(gbest)の推移
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図 5.13： 1000次元 2nminima functionにPSOを適用した際の活性度の推移
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図 5.14： 1000次元 2nminima functionにPSOを適用した際の分散度の推移
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図 5.15： 1000次元 2nminima functionにCSPSOを適用した際の f(gbest)の推移
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図 5.16： 1000次元 2nminima functionにCSPSOを適用した際の活性度の推移
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図 5.17： 1000次元 2nminima functionにCSPSOを適用した際の分散度の推移
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図 5.18： 1000次元 2nminima functionに SCSPSOを適用した際の f(gbest)の推移
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図 5.19： 1000次元 2nminima functionに SCSPSOを適用した際の活性度の推移
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図 5.20： 1000次元 2nminima functionに SCSPSOを適用した際の分散度の推移
第 5章 パラメータ調整機能を有するクラスタ構造型PSO 85
0 200 400 600 800 1000t
-4
-3.5
-3
-2.5
-2
fit
ne
ss
104
cluster1
cluster2
cluster3
図 5.21： 1000次元 2nminima functionにFCSPSOを適用した際の f(gbest)の推移
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図 5.22： 1000次元 2nminima functionにFCSPSOを適用した際の活性度の推移
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図 5.23： 1000次元 2nminima functionにFCSPSOを適用した際の分散度の推移
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図 5.24： 1000次元 2nminima functionにFCSPSOを適用した際のwkの推移
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図 5.25： 1000次元 2nminima functionにFCSPSOを適用した際の c3kの推移
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図 5.26： 1000次元Alpine functionにCSPSOを適用した際の活性度の推移
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図 5.27： 1000次元Alpine functionに SCSPSOを適用した際の活性度の推移
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図 5.28： 1000次元Alpine functionにFCSPSOを適用した際の活性度の推移
6 結論
本章では，本研究を振り返りつつその成果をまとめ，今後の研究課題を述べる。
6.1 総括
本研究では，まず，最適化の分野において解説し，その一手法であるPartiﬂe Swarm Op-
timization（以下，PSO）について述べた。次に，その中でも特に高い探索性能を持つこ
とが示されているクラスタ構造について解説し，その性能を検証する中で探索点群の状態
を評価する二つの評価指標を導入すると同時に，課題を指摘した。評価指標とは，各クラ
スタに属する探索点の速度ベクトルの成分について二乗平均平方根をとることで定義され
る活性度と，同様に位置ベクトルの成分と探索点群最良解の成分の差分について二乗平均
平方根をとることで定義される分散度であった。また，課題とは，安定性の保証がなされ
ていないことであった。そこで，PSOに対して既に施されている安定性解析を，CSPSO
に拡張することを試みた。
その拡張方法とは，第一には，探索点群の速度ベクトルの要素について平均二乗平方根をと
った指標である活性度を用いた数値実験による方法であった。パラメータの組 (w; c1; c2; c3)
の安定性を，探索終了時点においての活性度が開始時点での活性度よりも低いことと定義
した。パラメータの組を変えながら数値実験を繰り返すことで，(w; c1; c2)に対する c3の安
定限界を推定した。安定性解析の拡張方法の第二は，最良解固定モデルによる方法である。
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この方法では，探索の過程で各最良解情報pbest, gbest, zbestが変化しないという条件
のもとで探索点の位置ベクトルが，最良解について対応する加速度定数で加重平均をとっ
たベクトルに平均二乗収束するときのパラメータの組 (w; c1; c2)を安定と定義した。乗法
雑音システムに関する定理を援用しながら，パラメータの組が安定となる条件を数式の形
で導いた。これら二つの方法による解析結果がよく一致することを確認した上で，第二の
方法から得られる数式をアルゴリズム設計に応用することとした。
安定性解析の結果をもとに，CSPSOに多様化・集中化戦略を適切に実現するパラメータ
調整方法を取り込むことで二つの改良型アルゴリズムを考案した。CSPSOにおいて多様
化から集中化への適切な移行を実現するためには，探索点群の状態を制御するようにパラ
メータを調整することが有効である。これらを，それぞれ活性度と分散度の 0への緩やか
な漸近と等価であると考え，活性度についてはパラメータw，分散度についてはパラメー
タ c3の調整により制御することを試みた。
一つ目の改良型アルゴリズム「スケジュール機構によるパラメータ調整機能を有するク
ラスタ構造型PSO」（SCSPSO）では，wの漸減によって活性度を 0に漸近させていくこ
とを目指した。また，分散度については，序盤から終盤にかけて c3を漸増させることで制
御できると考えた。ただし，活性度との兼ね合いから，中盤以降は c3を漸減に転じさせる
ことがよいという考察に至った。また，PSOにおいてパラメータを安定限界付近の安定領
域に置くことが良い探索を可能にするという考察から，wを漸減させながら，c3を安定限
界付近で推移させる方法を考え，SCSPSOとして提案した。
二つ目の改良型アルゴリズム「スケジュール機構によるパラメータ調整機能を有するク
ラスタ構造型PSO」（FCSPSO）では，探索開始前に活性度および分散度の目標推移を定
め，各反復ごとに活性度および分散度を計算し，それに応じてパラメータを更新していく
ことを考えた。活性度についてはwの調整，分散度については c3の調整によって制御する
こととし，二つの指標の目標推移への追従を狙ってそれぞれにフィードバック制御機構を
構成した。さらに，実際は c3の増加が探索点群の意図しない加速につながってしまうこと
を考え，安定性解析の結果をこの手法におけるパラメータの上限・下限に適用できること
を示し，安定性を確保した。また，SCSPSO,とFCSPSOが，特に高次元の問題に対して，
ともに標準的なPSOおよび従来のPSOに比べて高い探索性能を持つことを，代表的なベ
ンチマーク問題による数値実験によって示した。
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6.2 今後の課題
本研究において新規に行ったことは，以下のように整理される。
² CSPSOの分析（特に安定性解析のCSPSOへの拡張）
² 前項を用いたスケジュール調整則（SCSPSO）の提案
² フィードバック調整則 (FCSPSO)の提案および同アルゴリズムへの安定性解析の
応用
第一のものについては，安定の概念の中でも，強い安定と弱い安定があると考えられ，そ
れを定量的に評価する方法について考えることで，CSPSOを含むPSO一般のさらなる改
良が期待される。具体的な方法を考えることが課題である。第二のものについては，適切
なスケジュール調整則を考えることが課題である。これは，数値実験を繰り返すことが考
えらえる対処方法であるが，第一の課題に取り組むことでその有力なヒントが得られる可
能性が高い。第三の FSCPSOにおいて，活性度と分散度の相互従属性を考えてフィード
バック機構を再設計することが課題である。研究の中で見てきたように，c3kの上昇は活性
度の増加を引き起こす。同様に，wの上昇は分散度の増大を招くと考えらえるのが自然で
ある。本研究ではこれらの関係をモデルを簡単にするため無視してきたが，これを適切に
解析することで大幅な高性能化が見込まれる。
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A 使用した非線形連続型最適化問題のベンチマーク問題
本章では，本研究において，安定性解析および各アルゴリズムの探索性能の検
証のために使用したベンチマーク問題を掲載する。
(1) Sphere function
f(x) =
nX
i=1
x2i
S = [¡5; 5]n; x¤ = (0; 0; ¢ ¢ ¢ ; 0); f(x¤) = 0
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図A.1： 2次元 Sphere functionの図
(2) Rosenbrock function
f(x) =
nX
i=1
f100(x2i+1 ¡ x2i )2 + (xi ¡ 1)2g
S = [¡5; 5]n; x¤ = (1; 1; ¢ ¢ ¢ ; 1); f(x¤) = 0
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図A.2： 2次元Rosenbrock functionの図
(3) 2nminima function
f(x) =
nX
i=1
(x4i ¡ 162i + 5xi)
S = [¡5; 5]n; x¤ ¼ (¡2:9035; ¢ ¢ ¢ ;¡2:9035); f(x¤) = ¡78:33n
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図A.3： 2次元 2nminima functionの図
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(4) Rastrigin function
f(x) =
nX
i=1
(x2i ¡ 10cosx2i + 10)
S = [¡5:12; 5:12]n; x¤ = (0; ¢ ¢ ¢ ; 0); f(x¤) = 0
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図A.4： 2次元Rastrigin functionの図
(5) Schwefel(I) function
f(x) =
nX
i=1
(
iX
j=1
x2j)
S = [¡5:12; 5:12]n; x¤ = (0; ¢ ¢ ¢ ; 0); f(x¤) = 0
0
5
200
400
5
600
800
0
0
1000
-5
-5
図A.5： 2次元 Schwefel(I) functionの図
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(6) Ellip-solid function
f(x) =
nX
i=1
(1000
i¡1
n¡1xi)
2
S = [¡5:12; 5:12]n; x¤ = (0; ¢ ¢ ¢ ; 0); f(x¤) = 0
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図A.6： 2次元Ellip-solid functionの図
(7) Ackley function
f(x) = 20 + e¡ 20exp¡¡0:2
vuut1
n
nX
i=1
x2i
¢¡ expf 1
n
nX
i=1
cos(2¼xi)g
S = [¡32:768; 32:768]n; x¤ = (0; ¢ ¢ ¢ ; 0); f(x¤) = 0
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図A.7： 2次元Ackley functionの図
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(8) Weighted-sphere function
f(x) =
nX
i=1
(ix2i )
S = [¡5:12; 5:12]n; x¤ = (0; ¢ ¢ ¢ ; 0); f(x¤) = 0
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図A.8： 2次元Ellip-solid functionの図
(9) Griekwant function
f(x) =
1
4000
nX
i=1
xi
2 +
nY
i=1
cos(
xip
i
)
S = [¡50; 50]n; x¤ = (0; ¢ ¢ ¢ ; 0); f(x¤) = 0
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図A.9： 2次元Griekwant functionの図
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(10) Xin-She-Yang function
f(x) = (
nX
i=1
xi)expf¡
nX
i=1
sin(x2i )g
S = [¡2¼; 2¼]n; x¤ = (0; ¢ ¢ ¢ ; 0); f(x¤) = 0
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図A.10： 2次元Xin-She-Yang functionの図
(11) Zakharov function
f(x) =
nX
i=1
xi +
1
4
f
nX
i=1
(ixi)g2 + 1
4
f
nX
i=1
(ixi)g2
S = [¡5; 5]n; x¤ = (0; ¢ ¢ ¢ ; 0); f(x¤) = 0
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図A.11： 2次元 Zakharov functionの図
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(12) Sum of diﬀerent power function
f(x) =
nX
i=1
jxiji+1
S = [¡1; 1]n; x¤ = (0; ¢ ¢ ¢ ; 0); f(x¤) = 0
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図A.12： 2次元 Sum of diﬀerent power functionの図
(13) k-tablet function
f(x) =
dn=4eX
i=1
xi +
nX
i=dn=4e+1
(100xi)
2
S = [¡5:12; 5:12]n; x¤ = (0; ¢ ¢ ¢ ; 0); f(x¤) = 0
ただし，dn=4eは n=4以上の整数のうち最小のものである。
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図A.13： 2次元 k-tablet functionの図
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(14) Michalewicz function
f(x) = ¡
nX
i=1
sinjxijsin20(ix
2
i
¼
)
S = [¡¼; ¼]n
最適解および最適値は次元 nによって異なる
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図A.14： 2次元Michalewicz functionの図
(15) Schwefel(II) function
f(x) = ¡
nX
i=1
xisin
p
jxij
S = [¡500; 500]n; x¤ ¼ (420:9687; ¢ ¢ ¢ ; 420:9687); f(x¤) ¼ ¡419n
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図A.15： 2次元 Schwefel(II) functionの図
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(16) Alpine function
f(x) =
nX
i=1
jxisinxi + 0:1xij
S = [¡10; 10]n; x¤ = (0; ¢ ¢ ¢ ; 0); f(x¤) = 0
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図A.16： 2次元Alpine functionの図
(17) Levy function
f(x) =
¼
n
f(xn ¡ 1)2 + 10sin2(¼x1) +
n¡1X
i=1
(xi ¡ 1)2(1 + 10sin2(¼xi+1))g
S = [¡10; 10]n; x¤ = (0; ¢ ¢ ¢ ; 0); f(x¤) = 0
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図A.17： 2次元Levy functionの図
B プログラムのソースファイル
本章では，二つの改良アルゴリズムの性能評価および活性度による安定性解析
において使用したプログラムを掲載する。
B.1 スケジュール機構によるパラメータ調整機能を有するク
ラスタ構造型 PSO(SCSPSO)
m=30;%探索点数
fn=4;%対象問題
D=100;%次元
iterationmax=1000;%最大反復回数
s=0.9;%安全係数
nc=3;%クラスタ数
tmax=100;%試行回数
result=zeros(tmax,1);%最適値格納用配列
mc=m/nc;%クラスタ一つあたりの探索点数
pbest=zeros(m,D);%探索点最良解
gbest=zeros(nc,D);5クラスタ最良解
zbest=zeros(1,D);%探索点群最良解
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fpbest=zeros(m,1);%探索点最適値
fgbest=zeros(nc,1);%クラスタ最適値
c1=zeros(nc,1);%加速度定数
c2=zeros(nc,1);%加速度定数
c3v=zeros(iterationmax,nc);%加速度定数
wv=zeros(iterationmax,nc);%慣性定数
fitnessv=zeros(iterationmax,nc);
DDv=zeros(iterationmax,nc);
wvstart=zeros(nc,1);%初期の慣性係数
switch fn %実行可能領域のスケール
case 1 scale=5;
case 2 scale=5;
case 3 scale=5;
case 4 scale=5.12;
case 5 scale=5;
case 6 scale=5.12;
case 7 scale=32.768;
case 8 scale=5.12;
case 9 scale=50;
case 10 scale=2*pi;
case 11 scale=5;
case 12 scale=1;
case 13 scale=5.12;
case 14 scale=pi;
case 15 scale=500;
case 16 scale=10;
case 17 scale=10;
end
c12=[0.75 1 1.25];%クラスタごとの加速度定数
fitness=zeros(iterationmax,nc);
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%慣性定数の調整スケジュール
for k=1:nc
c1(k)=c12(k);
c2(k)=c12(k);
wvstart(k)=(5*c12(k)+sqrt(25*c12(k).^2-336*c12(k)+576))/24;
end
%%%初期状態の生成%%%
for t=1:tmax
for i=1:m
for j=1:D
x(i,j)=(rand()*2-1)*scale;
v(i,j)=(rand()*2-1)*scale/5;%初期状態
end
end
pbest=x;
for i=1:m
fpbest(i)=f(pbest(i,:),D,fn);
end
for k=1:nc
for ic=1:mc
ID(ic+(k-1)*mc)=k;%探索点にクラスタ番号を振る
end
end
for k=1:nc
T=find(ID==k);
[fgbest(k),K]=min(fpbest(T));
gbest(k,:)=x(K,:);
end
[fzbest,L]=min(fgbest);
zbest=gbest(L,:);
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%%%解とパラメータの更新%%
for iteration=1:iterationmax
for k=1:nc
%wの更新
wv(iteration,k)=wvstart(k,1)-(wvstart(k,1)-0)*(iteration-1)/iterationmax;
DD=(wv(iteration,k)+1)*((4*wv(iteration,k)-5)*(c12(k).^2)
-6*(wv(iteration,k)-1)*(wv(iteration,k)+1)*c12(k)
+9*(wv(iteration,k)+1)*(wv(iteration,k)-1).^2);
%%c3の更新
DDv(iteration,k)=DD;
c3v(iteration,k)=((-3)*(wv(iteration,k)-c12(k)+1)*(wv(iteration,k)-1)
+sqrt(DD))/(2-wv(iteration,k));
end
end
%%探索点の状態の更新%%
for i=1:m
for j=1:D
v(i,j)=wv(iteration,ID(i))*v(i,j)+c1(ID(i))*rand*(pbest(i,j)-x(i,j))
+c2(ID(i))*rand*(gbest(ID(i),j)-x(i,j))
+c3v(iteration,ID(i))*rand*(zbest(j)-x(i,j));
x(i,j)=x(i,j)+v(i,j);
end
end
%%最良解情報と最適値の更新%%
for i=1:m
hyoukachi=f(x(i,:),D,fn);
if hyoukachi<fpbest(i)
pbest(i,:)=x(i,:);
fpbest(i)=hyoukachi;
end
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end
for k=1:nc
T=find(ID==k);
[fgbest(k),K]=min(fpbest(T));
gbest(k,:)=x(T(K),:);
end
[fzbest,L]=min(fgbest);
zbest=gbest(L,:);
end
result(t)=fzbest;%%最適値の記録
end
B.2 フィードバック機構によるパラメータ調整機能を有する
CSPSO(FCSPSO)
m=30;
nc=3;
tmax=100;
iterationmax=1000;
s=0.9;
c=[1 1 1]
c1=c;
c2=c;
for k=1:nc
c3max(k)=s*(-3*(c(k)-1)+sqrt(-5*c(k).^2+6*c(k)+9))/2;%c3maxの設定
end
deltaw=0.01;
deltac3=0.01;%調整幅
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wmax=1;
wmin=0;
c3min=0;
c3start=zeros(nc);
vscale=0.2;%初期速度の与え方
d=zeros(iterationmax+1,nc);
D=100;
fn=4;
switch fn
case 1 scale=5;
case 2 scale=5;
case 3 scale=5;
case 4 scale=5.12;
case 5 scale=5;
case 6 scale=5.12;
case 7 scale=32.768;
case 8 scale=5.12;
case 9 scale=600;
case 10 scale=2*pi;
case 11 scale=5;
case 12 scale=1;
case 13 scale=5.12;
case 14 scale=pi;
case 15 scale=500;
case 16 scale=10;
case 17 scale=10;
end
mc=m/nc;
wv=zeros(iterationmax,nc);
fitnessv=zeros(iterationmax,nc);
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c3v=zeros(iterationmax,nc);
result=zeros(tmax,1);
mc=m/nc;
pbest=zeros(m,D);
gbest=zeros(nc,D);
zbest=zeros(1,D);
fpbest=zeros(m,1);
fgbest=zeros(nc,1);
dtargetv=zeros(iterationmax+1,nc);
dv=zeros(iterationmax+1,nc);
acttargetv=zeros(iterationmax+1,nc);
actv=zeros(iterationmax+1,nc);
fitness=zeros(iterationmax,nc);
for t=1:tmax
for i=1:m
for j=1:D
x(i,j)=(2*rand-1)*scale;
v(i,j)=(2*rand-1)*scale*vscale;
end
end
pbest=x;
for i=1:m
fpbest(i)=f(pbest(i,:),D,fn);
end
for k=1:nc
for ic=1:mc
ID(ic+(k-1)*mc)=k;
end
end
for k=1:nc
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T=find(ID==k);
[fgbest(k),K]=min(fpbest(T));
gbest(k,:)=x(K,:);
end
[fzbest,L]=min(fgbest);
zbest=gbest(L,:);
%%初期時点での活性度と分散度%%
for i=1:m
for j=1:D
dv(1,ID(i))=dv(1,ID(i))+(x(i,j)-zbest(1,j)).^2;
end
end
for k=1:nc
dv(1,k)=sqrt(dv(1,k)/(mc*D));
end
for i=1:m
for j=1:D
actv(1,ID(i))=actv(1,ID(i))+v(i,j).^2;
end
end
for k=1:nc
actv(1,k)=sqrt(actv(1,k)/(mc*D));
end
%%%% 初期パラメータ%%%%%
for k=1:nc
wv(1,k)=0.5;
c3v(1,k)=c3max(k)/2;
end
%%活性度と分散度のクラスタ平均値 %%
dall=0;
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for k=1:nc
dall=dall+dv(1,k);
end
dall=dall/nc;
actall=0;
for k=1:nc
actall=actall+actv(1,k);
end
actall=actall/nc;
%%%%%%%%%%%%%反復開始%%%%%%%%%%%%%%%%%%
for iteration=1:iterationmax
%% 活性度と分散度の目標値設定%%
for k=1:nc
acttargetv(iteration,k)=actall*(10.^-4).^(iteration/iterationmax)
dtargetv(iteration,k)=dall*(10.^-4).^(iteration/iterationmax);
end
for i=1:m
for j=1:D
v(i,j)=wv(iteration,ID(i))*v(i,j)+c1(ID(i))*rand*(pbest(i,j)-x(i,j))
+c2(ID(i))*rand*(gbest(ID(i),j)-x(i,j))
+c3v(iteration,ID(i))*rand*(zbest(j)-x(i,j));
x(i,j)=x(i,j)+v(i,j);
end
end
for i=1:m
hyoukachi=f(x(i,:),D,fn);
if hyoukachi<fpbest(i)
pbest(i,:)=x(i,:);
fpbest(i)=hyoukachi;
end
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end
for c=1:nc
T=find(ID==c);
[fgbest(c),K]=min(fpbest(T));
gbest(c,:)=x(T(K),:);
end
[fzbest,L]=min(fgbest);
zbest=gbest(L,:);
%%%%%%%%%%%%%%%%%%%%%%%活性度と分散度の計算%%%%%%%%%%%
for i=1:m
for j=1:D
actv(iteration+1,ID(i))=actv(iteration+1,ID(i))+v(i,j).^2;
end
end
for k=1:nc
actv(iteration+1,k)=sqrt(actv(iteration+1,k)/(mc*D));
end
for i=1:m
for j=1:D
dv(iteration+1,ID(i))=dv(iteration+1,ID(i))+(x(i,j)-zbest(1,j)).^2;
end
end
for k=1:nc
dv(iteration+1,k)=sqrt(dv(iteration+1,k)/(mc*D));
end
%%%%%%%%%%%%%%%パラメータ更新%%%%%%%%%%%%%%
for k=1:nc
if actv(iteration+1,k)<acttargetv(iteration,k)
wv(iteration+1,k)=min(wv(iteration,k)+deltaw,wmax);
else
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wv(iteration+1,k)=max(wv(iteration,k)-deltaw,wmin);
end
end
for k=1:nc
if dv(iteration+1,k)>dtargetv(iteration,k)
c3v(iteration+1,k)=min(c3v(iteration,k)+deltac3,c3max(k));
else
c3v(iteration+1,k)=max(c3v(iteration,k)-deltac3,c3min);
end
end
end
result(t)=fzbest;%最適値の記録
end
B.3 活性度による CSPSOの安定性解析
%%共通条件%%
m=30;
D=100;
iterationmax=1000;
nc=3;
c1=[1 1 1];
c2=[1 1 1];
mc=m/nc;
stability=zeros(50,250);
anteihyou=zeros(50,1);
%%複数の問題について調べる%%
for iii=1:17
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fn=iii;
%%対象問題と実行可能領域%%
switch fn
case 1 scale=5;
case 2 scale=5;
case 3 scale=5;
case 4 scale=5.12;
case 5 scale=5;
case 6 scale=5.12;
case 7 scale=32.768;
case 8 scale=5.12;
case 9 scale=600;
case 10 scale=2*pi;
case 11 scale=5;
case 12 scale=1;
case 13 scale=5.12;
case 14 scale=pi;
case 15 scale=500;
case 16 scale=10;
case 17 scale=10;
end
jj=1;
%%iiで wを与える。%%%
for ii=1:19
w=[ii*0.05 ii*0.05 ii*0.05];
flag=0;
%%jjで c3を与える。%%
jj=1;
%% 安定なら flag==0%%
while flag==0
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c3=jj*0.02;
%%CSPSO開始%%
%%%%配列宣言%%
pbest=zeros(m,D);
gbest=zeros(nc,D);
zbest=zeros(1,D);
fpbest=zeros(m,1);
fgbest=zeros(nc,1);
%%初期探索点群を与える
for i=1:m
for j=1:D
x(i,j)=(rand()*2-1)*scale;
v(i,j)=(rand()*2-1)*scale/5;
end
end
pbest=x;
for i=1:m
fpbest(i)=f(pbest(i,:),D,fn);
end
for c=1:nc
for ic=1:mc
ID(ic+(c-1)*mc)=c;
end
end
for c=1:nc
T=find(ID==c);
[fgbest(c),K]=min(fpbest(T));
gbest(c,:)=x(K,:);
end
[fzbest,L]=min(fgbest);
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zbest=gbest(L,:);
%%初期時点での活性度
act0=0;
for i=1:m
for j=1:D
act0=act0+v(i,j).^2;
end
end
%%反復の実行%%
for iteration=1:iterationmax
for i=1:m
for j=1:D
v(i,j)=w(ID(i))*v(i,j)
+c1(ID(i))*rand*(pbest(i,j)-x(i,j))
+c2(ID(i))*rand*(gbest(ID(i),j)-x(i,j))
+c3*rand*(zbest(j)-x(i,j));
x(i,j)=x(i,j)+v(i,j);
end
end
for i=1:m
hyoukachi=f(x(i,:),D,fn);
if hyoukachi<fpbest(i)
pbest(i,:)=x(i,:);
fpbest(i)=hyoukachi;
end
end
for c=1:nc
T=find(ID==c);
[fgbest(c),K]=min(fpbest(T));
gbest(c,:)=x(T(K),:);
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end
[fzbest,L]=min(fgbest);
zbest=gbest(L,:);
end
%%終了時点の活性度%%
act=0;
for i=1:m
for j=1:D
act=act+v(i,j).^2;
end
end
%%安定なら次の c3へ。。
if act<act0
stability(ii,jj)=1;
jj=jj+1;
%%不安定なら次の wへ。
else
flag=1;
stability(ii,jj)=2;
anteihyou(ii)=c3;
end
end
stability2(:,iii)=anteihyou;
end
