Abstract. We study well-posedness and equivalence of different notions of solutions with finite energy for nonlocal porous medium type equations of the form
Introduction
In this paper we study uniqueness and existence of solutions with finite energy of the following two related Cauchy problems of nonlocal porous medium type,
and
3)
u(x, 0) = u 0 (x) on R N , (1.4) where u = u(x, t) is the solution, T > 0, A λ and L µ are nonlocal (convection-) diffusion operators, the nonlinearity ϕ is any continuous nondecreasing function, and u 0 ∈ L 1 ∩ L ∞ . The problems are nonlinear degenerate parabolic and include the fractional porous medium equations [26] where
and ϕ(u) = u|u| m−1 for α ∈ (0, 2) and m > 0. Included are also Stefan problems, filtration equations, and generalized porous medium equations, see the introductions of [26, 24, 22] for more information.
Both problems are connected to a bilinear energy form defined as
Λ(dx, dy), (1.5) where D := {(x, x) : x ∈ R N } is the diagonal and Λ is a nonnegative Radon measure on R N × R N \ D. The operator A λ is the generator of E λ defined by
(see Corollary 1.3.1 in [29] ), while L µ = A λ for the special case where Λ = µ(x + dy)dx. In general A λ is symmetric, x-dependent, and has no closed expression, while L µ is an x-independent operator with integral representation
where D is the gradient, 1 |z|≤1 an indicator function, and µ a symmetric (even) nonpositive Lévy measure satisfying´|z| 2 ∧ 1 µ(dz) < ∞. The operator L µ is nonnegative and symmetric and the fractional Laplacian is an example.
A first warning is that A λ is not a pure diffusion operator in general: Under density and symmetry assumptions on Λ, A λ will have an integral representation like (1.7) with x-depending µ plus an additional drift term! A second warning is that the x-dependence in A λ is restricted, e.g. −a(x)(−∆) α 2 is not covered! We refer to Section 2.1 for precise assumptions and to Section 2.4 for a discussion and examples of A λ . The inspiration for this work were the two recent papers [24] and [22] which contain well-posedness results for energy (or weak) solutions of (1.1)-(1.2) and distributional (or very weak) solutions of (1.3)-(1.4) respectively. These very general results requires different techniques and formulations. The uniqueness argument of [22] is based on a complicated resolvent approximation procedure of Brézis and Crandall [18] , while in [24] it is based on an easier and more direct argument by Oleȋnik et al. [32] .
The first part of this paper is devoted to Oleȋnik type uniqueness arguments for (1.1)-(1.2). We try to push this argument as far as possible, and in the process we extend some of the results and arguments of [24] . E.g., we remove absolute continuity, symmetry, and comparability assumptions. We also discuss the applicability and limitations of the method. Our uniqueness results are given for a class of functions defined from test functions by completion in a certain topology. We study rigorously several cases where this space coincides with standard function spaces. In particular, for operators (globally) comparable to fractional Laplacians, we show that this space is a parabolic homogeneous fractional Sobolev space. In an appendix we also provide rigorous definitions and results of these spaces, some of which we were not able to find in the literature.
In the second part of the paper we study the equivalence between energy and distributional formulations in the setting of (1.3)- (1.4) . A main result is a new existence result for distributional solutions with finite energy. This existence result and the uniqueness result of [22] is then transported from butional solutions with finite energy, and energy and L p -estimates are finally proven in Section 4. In Appendices A, B, and C we give rigorous results on the Sobolev spaces we use in this paper along with the proofs of characterizations of the uniqueness function class in terms of common function spaces.
Notation. We use the same notation as in [22] except for the ones we explicitly mention here: The (Borel) measure µ is said to be even if µ(B) = µ(−B) for all Borel sets B. We say that the (Borel) measure Λ(dx, dy) is symmetric if Λ(dx, dy) = Λ(dy, dx). A kernel λ(x, dy) on R N × B(R N \ {x}) satisfies: (i) B → λ(x, B) is a positive measure on B(R N \ {x}) for each fixed x ∈ R N ; and (ii) x → λ(x, B) is a Borel measurable function for every B ∈ B(R N \ {x}).
From the bilinear form E λ defined in (1.5) we define a seminorm (the energy) and a space,
and the related parabolic (energy) seminorm and space,
The Cauchy-Schwartz inequality holds in this setting (cf. Lemma 3.1):
f (·, t), g(·, t)] dt ≤ |f | T,E λ |g| T,E λ .

Main results
In this section we give the assumptions, main results, and a discussion of these. There are two sections with results. Section 2.2 contains a sequence of uniqueness results for energy solutions of (1.1)-(1.2), while Section 2.3 contains results about (1.3)-(1.4). There we prove the equivalence of energy and distributional solutions with finite energy, the existence of the latter type of solutions, and transport uniqueness and existence results between the two formulations. The results we obtain are either new or represent a much more efficient way to obtain such results compared to previous arguments.
Assumptions.
We start by the bilinear form E λ defined in (1.5). To have a more practical formulation of the assumptions, we first rewrite (1.5): We assume that Λ has as kernelλ ≥ 0 with respect to dx, Λ(dx, dy) =λ(x, dy)dx, change variables y → x + z, and set λ(x, dz) :=λ(x, x + dz) to obtain
Our assumptions on E λ can then be formulated as follows:
In some results, we need to strengthen assumption (A λ1 ).
(A λ1 ') Assumption (A λ1 ) holds and in addition
(A λ1 ") Assumption (A λ1 ) holds and in addition
for some 0 < m ≤ M , α ∈ (0, 2), and every x ∈ R N .
The remaining assumptions we will use in this paper are given below.
(A ϕ ) ϕ : R → R is continuous and nondecreasing.
Moreover, by Example 1.2.4 in [29] , 
, and (A λ2 ).
The first two trivially hold, while (A λ2 ) holds by e.g. Lemma 6.4 in [22] .
(e) Without loss of generality we can assume ϕ(0) = 0 (by adding a constant).
Uniqueness results for energy solutions.
In this section we give several uniqueness results for energy (or weak) solutions of (1.1)-(1.2). These results follow from an extension of the Oleȋnik argument.
Definition 2.2 (Energy solutions
). A function u ∈ L 1 loc (Q T ) is an energy solution of (1.1)-(1.2) if (i) ϕ(u) ∈ L 2 (0, T ; E λ (R N )); and (ii) for all ψ ∈ C ∞ c (R N × [0, T )), T 0 ˆR N u∂ t ψ dx − E λ [ϕ(u), ψ] dt +ˆR N u 0 (x)ψ(x, 0) dx = 0.
Remark 2.3. (a) The integrals in (ii) are well-defined by
, and the regularity of u and ϕ(u). From (ii) it follows that the initial condition u 0 is assumed in the distributional sense (u 0 is a weak initial trace):
(b) By the support of the test functions, we could take
To state the uniqueness results, we will introduce spaces in which the Oleȋnik argument works. A particular requirement is that test functions are dense in these spaces w.r.t. to the weakest convergence that can be used in the proof. This is encoded in the following space:
Below we show that limits can be avoided to get more useful characterizations of such spaces if we (i) go to subspaces, e.g.
or (ii) restrict the operator by assuming (A λ1 ") which implies
We refer to Theorem 2.6 below for precise statements. Our most general uniqueness result applies to energy solutions in the following class of functions: Note that in general the uniqueness class U C is smaller than the natural existence class
This is an intrinsic problem with the Oleȋnik argument when it is extended to such general settings as we consider here, and it is also observed in [24] . However, the two classes may coincide under additional assumptions, e.g. if
. This is a consequence of the following result. Theorem 2.6. Assume (A λ0 ) and (A λ2 ).
The proofs are given in Appendices A and C respectively. See also Section 2.4 for a possible alternative based on recurrence. By Theorem 2.4 and Theorem 2.6, we now have: 
The latter space is often used in the porous medium setting [43, 26] , see also [24] . See Appendix B for rigorous definitions and properties of the homogeneous fractional Sobolev spacesḢ
, some of these we were not able to find in the literature.
. Now let β ∈ (0, 1] and assume ϕ is locally β-Hölder continuous at 0:
. This leads us to our next result: 
Equivalence with distributional solutions and consequences.
In this section we study the connection between distributional (or very weak) solutions and energy (or weak) solutions. We focus on the simpler case where A λ = L µ , and hence the measure λ(x, dz) = µ(dz) is independent of x. In other words, we consider the Cauchy problem (1.3)-(1.4). In general, A λ will have an additional drift/convection term compared to L µ , see Section 2.4. This gives rise to a nonlinear convection term in the equation and the possibility that solutions develop shocks (cf. e.g. [20] and references therein). Whether this happens or not here is not known and another reason to avoid this case now.
We state an equivalence result for the two solution concepts, existence and uniqueness results for distributional solutions with finite energy, and then transport these results from distributional solutions to energy solutions. The uniqueness results of the previous section are transported in the opposite direction, and the different uniqueness results are then compared. We also give quantitative energy and related L p -estimates for distributional solutions.
Definition 2.11 (Distributional solutions
The integral is well-defined under the assumptions (A ϕ ), (A µ ), and (
∞ (which is the case when u ∈ L ∞ ). This weaker notion of solutions does not require finite energy, but when the energy is finite, the two notions of solutions will be equivalent.
Theorem 2.12 (Equivalent notions of solutions). Assume
Then the following statements are equivalent:
We prove this result in Section 4.1. In the setting of this paper, it turns out that there always exists distributional solutions with finite energy.
Theorem 2.13 (Existence 1). Assume
This is one of the main results of this paper and will be proven at the end of Section 4.2. For such solutions we have a new uniqueness result by equivalence, Theorem 2.12, and the uniqueness result for energy solutions in Corollary 2.10.
Corollary 2.14 (Uniqueness 5). Assume
Note that we have uniqueness in a smaller class than we have existence for by Theorem 2.13. This uniqueness result should also be compared to our recent general uniqueness result from [22] . Theorem 2.15 (Uniqueness 6, Theorem 2.8 in [22] ). Assume (A ϕ ), (A µ ), and (A u 0 ). Then there is at most one distributional solution u of (1.
In particular, any solution from Theorem 2.13 is unique. This result is more general than Corollary 2.14, but the proof is also more complicated. When Corollary 2.14 applies, a greatly simplified uniqueness argument is available (as we have seen).
In view of the equivalence in Theorem 2.12, we can also transport results in the other direction: from distributional solutions to energy solutions. First we obtain a new existence result as an immediate consequence of Theorem 2.13.
Corollary 2.16 (Existence 2). Assume
In the case of x-independent operators, this existence result is much more general than the result given in Theorem 1.1 in [24] . Uniqueness results for energy solutions of (1.3)-(1.4) are given in Corollary 2.10. These results hold for a smaller class of functions than the above existence results. However, a (more) general uniqueness result can be obtained from the result for distributional solutions in Theorem 2.15 and equivalence.
Corollary 2.17 (Uniqueness 6)
. Assume (A ϕ ), (A µ ), and (A u 0 ). Then there is at most one energy solution u of (1.
The proof is immediate. The solutions of Corollary 2.16 are therefore unique, and this result is stronger than the Oleȋnik type result Corollary 2.10. In view of the well-posedness of both energy and distributional solutions and the equivalence between the two notions of solutions, we now have a full equivalence result under assumptions (A ϕ ), (A µ ), and (A u 0 ).
Corollary 2.18 (Equivalent notions of solutions 2). Assume
(A ϕ ), (A µ ), (A u 0 ), and u ∈ L 1 (Q T ) ∩ L ∞ (Q T ) ∩ C([0, T ]; L 1 loc (R N )). Then u is an en- ergy solution of (1.3)-(1.
4) if and only if it is a distributional solution.
We end this section by new quantitative energy and related L p -estimates for the unique distributional solution u provided by Theorems 2.13 and 2.15. This type of estimates are widely used for different local and nonlocal equations of porous medium type, see the discussion in Section 2.4. All proofs are given in Section 4.2. Now, define Φ : R → R by Φ(w) =´w 0 ϕ(ξ)dξ. Then we have:
Theorem 2.19 (Energy inequality). Assume
Since Φ ≥ 0, we immediately have a quantitative bound on the energy.
There is also a second type of energy inequality that implies L p -bounds.
Theorem 2.21 (L
and in the case p = ∞,
Remarks.
Locally shift-bounded kernels. Let µ(dz) be a nonnegative locally finite Borel measure on R N \ {0} and j(x, z) a measurable function satisfying
is not only locally, but also globally, shift-bounded in the sense that for all
Examples of µ are Lévy measures of Lévy processes, e.g.
|z| N +α dz for the α-stable process (α ∈ (0, 2)) with the fractional Laplacian as generator. The latter case corresponds exactly to assumption (A λ1 ").
Recurrence and alternative characterization of X. In Theorem 2.6 (a) approximation by test functions is obtained by an additional assumption on the function class. Alternatively, as in part (b), we can keep the original function class, but restrict the bilinear form E λ (and hence the generator A λ ). In the elliptic setting such results are given in Theorem 3.2 in [36] under the assumptions that (A λ0 ), (A λ1 ') and (A λ2 ) hold and the closure of (E λ , C ∞ c (R N )) is recurrent. A condition ensuring recurrence for symmetric Lévy processes is given in Section 37 in [34] . E.g. the fractional Laplacian −(−∆) α 2 for α ∈ (0, 2) is recurrent if N ≤ α -which is a rather restrictive assumption! Similar results are true in our parabolic setting. Assuming recurrence, or rather, assuming existence of the sequence of cut-off functions mentioned in Lemma 3.1 in [36] , we get
The proof is an easy modification of the proof of Theorem 3.2 in [36] if we assume (A λ0 ), (A λ1 '), and (A λ2 ) hold (as in Theorem 2.6 (a)) and, in addition,˜|x − y| 2 Λ(dx, dy) < ∞. Note that the latter condition implieś
However, this extra condition excludes all Lévy processes and all x-independent generators.
Integral representations of the operators A
λ . In general the operator A λ is abstractly defined from E λ by formula (1.6). However explicit integral representation formulas exist under additional assumptions on the kernel λ(x, dz) (cf. (2.1)). We follow [35] and assume (A λ0 ) and (A λ1 ) hold and
Symmetric here means that j(x, y) = j(y, x). Note that now Λ(dx, dy) = j(x, y) dxdy in (1.5). By Theorem 2.2 in [35] , it then follows that
Compare with (1.7) and note that the second integral is like a drift term that vanishes if j(x, x + z) = j(x, x − z). Under slightly stronger assumptions, this A λ coincides on C 2 c (R N ) with the generator of the closure
. Let us simplify and assume that
, and µ even. This j is symmetric and
|z| N +α , the Lévy density of the fractional Laplacian, we get an x-depending fractional Laplace like operator:
From this example we also learn that our class of operators does not include the simplest and most natural x-depending fractional Laplace operator,
since it only satisfies the symmetry assumption on j (or ( belongs to some Sobolev space. This estimate and the Nash-Gagliardo-Nirenberg inequality can be used in a Moser iteration argument to obtain an L 1 − L ∞ smoothing effect and then existence of energy solutions with initial data merely in L 1 [42, 43, 26, 27, 24] . The other main application of the L p -energy estimates is as key steps in Sobolev or Simon type compactness arguments. Such arguments are used in [42, 10, 9, 38, 39, 40 ] to prove existence of energy solutions through the resolution of a sequence of smooth approximate problems and passing to the limit in view of compactness.
Proof of uniqueness for energy solutions
In this section we prove Theorem 2.4. We start by some preliminary results.
The proof is as for the classical Cauchy-Schwartz and we omit it.
Proof. By Jensen's inequality and Tonelli's lemma,
and the result follows.
Since an energy solution has some regularity, the weak formulation of the equation will hold also with less regular test functions. We will now formulate such a type of result in the relevant setting for the Oleȋnik argument.
Lemma 3.3. Let u be an energy solution of
In other words, we may take ψ(x, t) =´T t φ(x, s) ds in Definition 2.2 for φ ∈ X. Note that the integrals are well-defined: see Lemma 3.2. From the proof below it follows that the choice of space X is (close to) optimal.
Proof. From the definition of
Observe that
By Cauchy-Schwartz' inequality, Lemma 3.2, and the convergence in X, we see that
Since u ∈ L 1 (Q T ) and φ n converges in X, we also havë
In a similar way,´R N u 0 (x)(ψ n − ψ)(x, 0) dx → 0. The result now follows from taking ψ = ψ n in the definition of energy solutions (Definition 2.2), and using the above estimates to pass to the limit.
Remark 3.4. A closer inspection of the proof reveals that strong | · | T,E λ
convergence cannot be replaced by the corresponding weak convergence. The reason is that the weak convergence property for the test functions φ n is lost when they are integrated in time to yield the ψ n 's.
Note that for the proof of Lemma 3.3, the definition of X is essential in the sense that we take those functions which can be approximated by C ∞ cfunctions. This lemma is crucial in the Oleȋnik argument below because we want to take
as a test function. By Lemma 3.3, we need that ϕ(u), ϕ(v) ∈ X for this to be possible, and this explains this strange assumption and space.
Proof of Theorem 2.4 (Uniqueness 1).
Assume there are two different energy solutions u and v of (1.1) with the same initial data (1.2). Let U = u − v and Φ = ϕ(u) − ϕ(v), and note that the proof is complete if we can show that U = 0 a.e. in Q T .
To show that, we subtract the energy formulation of the equations for u and v (Definition 2.2). Since the initial data are the same, this leads tô
Now we adapt the classical argument of Oleȋnik et al. [32] and seek to take
as a test function. Since Φ ∈ X (by the definition of U C ), this can be done by Lemma 3.3, and hencê
Then by the identity for
Returning to (3.2), we then find that
Since ϕ is nondecreasing by (A ϕ ), U Φ ≥ 0 a.e., and it then follows that U Φ = 0 a.e. in Q T . This means that at a.e. point, either U = 0 or Φ = 0, and hence since U = 0 implies Φ = 0 by definition,
Then by equation (3.1),
and hence U = 0 a.e. in Q T by du Bois-Reymond's lemma.
Distributional solutions with finite energy
Our main focus in this section is to prove Theorems 2.12, 2.13, 2.19, and 2.21. First, we prove the equivalence of notions of solutions. Second, we consider an approximate problem of (1.3)-(1.4). The energy and L p -estimates are then shown to hold for the solution of that problem. A compactness result will give us convergence of solutions of the approximate problem, and we thus obtain existence of some limit solution of the full problem satisfying the same estimates.
We
and (iii) L µ is symmetric for e.g. functions in W 2,1 /W 2,∞ (see Lemma 3.5 in [22] ). Note also that for µ replaced by µ r := µ1 |z|>r , (i)-(iii) holds when we only assume that ψ is in
Equivalent notions of solutions.
We establish the relation between the (x-independent) bilinear form and our Lévy operator, as a consequence, we get equivalence of energy and distributional solutions under certain conditions. 
This proof is postponed to Appendix D.
Proof of Proposition 4.1.
Replace ν by µ r = µ1 |z|>r in Lemma 4.3, and let g = v and f = ψ. Then the result follows by Lebesgue's dominated convergence theorem as r → 0 + since 1 |z|>r ≤ 1.
Proof of Theorem 2.12 (Equivalent notions of solutions). (a) =⇒ (b) In Definition 2.2, we have that |ϕ(u)| T,E µ < ∞, and then we can use Proposition 4.1 to obtain (note that
(b) =⇒ (a) We write Definition 2.11 in the following waŷ
By the assumptions, |ϕ(u)| T,E µ < ∞, and hence, we can use Proposition 4.1 in the other direction to get energy solutions.
The approximate problem of (1.3)-(1.4)
. By using a priori and existence results for a simplified version of (1.3)-(1.4), we can take the limit of a sequence of solutions of such problems, and then conclude that some limit solution of the full problem exists and enjoys the energy and L p -estimates. Let ω n be a family of mollifiers defined by
,´ω = 1, and define ϕ n (x) := ϕ * ω n (x) − ϕ * ω n (0) where ω n is given by (4.1) with N = 1. (4.2) Now, consider the following approximation of (1.3)-(1.4) where the measure µ is replaced by µ r = µ1 |z|>r and the nonlinear diffusion flux ϕ is replaced by ϕ n :
Note that ϕ n ∈ C ∞ (R) (and hence, locally Lipschitz), ϕ n (0) = 0, and ϕ n → ϕ locally uniformly on R by (A ϕ ), the properties of mollifiers, and Remark 2.1 (f). Furthermore, recall that for any r > 0, the operator L µ r [ψ] is well-defined for merely bounded ψ. [22] or by [23] through limit procedures and compactness results for entropy or numerical solutions. 
Remark 4.4. Since (4.3)-(4.4) is just a special case of (1.3)-(1.4), existence, uniqueness, (uniform) L 1 -, L ∞ -bounds, and time regularity holds for (4.3)-(4.4) by Theorem 2.10 in
Now we first prove that (4.3) holds a.e., and then we deduce energy and clean L p -estimates (the latter by a Stroock-Varopoulos type result) from the rather general inequality in Proposition 4.7 below. 
Proof. By the definition of distributional solutions for (4.3)-(4.4) and the symmetry of
Hence, L µ r [ϕ n (u r,n )] is the weak time derivative of u r,n . Since
Assume also u r,n ∈ C 1 . Then ∂ t u r,n = g and we can use the Fundamental theorem of calculus to see that
By an approximation argument in L 1 , this inequality holds also without the C 1 assumption. Taking the limit as h → 0 + (the right-hand side goes to zero by Lebesgue's dominated convergence theorem since translations in L 1 are continuous), we obtain that
and hence, ∂ t u r,n exists and equals g a.e. in Q T .
To prove the next result, we need to define cut-off functions: Consider X ∈ C ∞ c (R N ) such that X ≥ 0, X = 1 when |x| ≤ 1, and X = 0 when |x| > 2, and define 
Remark 4.8. On page 1256 in [26], a similar result as the above is obtained for Ψ(u) nonnegative, nondecreasing and convex.
Proof. Observe that we may assume
By Lemma 4.6 and the Sobolev chain rule given by Theorem 2.1.11 in [44] , the left-hand side equals´R N ∂ t Ψ(u r,n )X R dx. Note that the function X R converges pointwise to 1, is bounded by 1, and is integrable. Hence we can move the time derivative outside the integral on the left-hand side by Lebesgue's dominated convergence theorem and Lemma 4.6 since
We integrate in time from t = 0 to t = τ , and use that
. Then Lebesgue's dominated convergence theorem can be used on both sides of (4.6) as R → ∞ to complete the proof. 
In particular,
Proof. We observe that Φ n : R → R is C 1 and Φ n (0) = 0. Moreover, Φ ′ n (w) = ϕ n (w) which is bounded when w =: u r,n , u 0 ∈ L ∞ by (A ϕ ) and (4.2). Hence, Φ n is Lipschitz, and thus, we can replace Ψ by Φ n in Proposition 4.7 to get
Since (4.2) hold and L µ r [ϕ(u r,n )] is integrable, we conclude the first part by Lemma 4.3 (take f = ϕ n (u r,n ) = g). For the last part, we use that
which completes the proof.
Lemma 4.10 (General Stroock-Varopoulos). Assume
Proof. Assume without loss of generality that b > a. By the Fundamental theorem of calculus, Cauchy-Schwartz' inequality, and
By the definition of E λ and | · | T,E λ , the result follows.
Remark 4.11. (a) See Proposition 4.11 in [17] for a similar result. (b) Observe that the same lemma holds for a nonnegative even Radon measure ν with ν(R
N ) < ∞ under the simplified assumption Q(ψ) ∈ L p (Q T ) and R(ψ) ∈ L q (Q T ) with 1 ≤ p, q ≤ ∞ and 1 p + 1 q = 1. Corollary 4.12 (L p -bound). Let Λ(ξ) = |ξ| p and Ξ n (w) =´w 0 Λ ′′ (ξ)ϕ ′ n (ξ)dξ.
Under the assumptions of Proposition 4.7 and p
∈ (1, ∞), R N |u r,n (x, τ )| p dx + |Ξ n (u r,n )| 2 τ,E µ r dt ≤ˆR N |u 0 (x)| p dx In particular,ˆR N |u r,n (x, τ )| p dx ≤ˆR N |u 0 (x)| p dx < ∞.
Remark 4.13. The above result also ensures that
is uniformly bounded in r and n.
, and Λ(0) = 0. That is, we can replace Ψ by Λ in Proposition 4.7 to get
Then by Lemma 4.10 and Remark 4.11 (b) (take Q := Λ ′ and R := ϕ n ),
Hence the corollary follows by (4.7). Case 2: p ∈ (1, 2) . We follow the idea of the proof of Corollary 5.12 in [9] . For each δ > 0, consider the function Λ δ such that
, and then,
, we get -by following the calculations in Case 1 -that
By a direct argument, using Λ ′′ δ , Λ ′′ , ϕ ′ n ≥ 0 and Cauchy-Schwartz's inequality, we obtain
Since the integrand in the last inequality is dominated by 2p(p − 1)|ξ|
which integrates to 2p|u r,n | p−2 u r,n , we use Lebesgue's dominated convergence theorem to conclude that Ξ n,δ → Ξ n as δ → 0 + . Taking the limit as δ → 0 + in (4.8), by using Fatou's lemma on the left-hand side and Lebesgue's dominated convergence theorem (|Λ δ (u 0 (x))| ≤ |u 0 (x)| p ) on the right-hand side, the corollary follows.
Remark 4.14. Observe that by (4.9), and similarly for Ξ n (u r,n ) . Hence, both are well-defined for all p ∈ (1, ∞).
The existence of a distributional solution of (1.3)-(1.4) with finite energy (cf. Theorem 2.13) will follow from the following compactness theorem: 
lemma and Remark 4.4 (the limit of a uniformly bounded sequence is uniformly bounded by the same bound).
Proof. Observe that the sequence {u r j ,n j } j∈N enjoy L 1 -, L ∞ -bounds, and time regularity by Remark 4.4, and that these bounds are independent of j (see Section 4 in [22] ).
Moreover, for any
and hence,
as r j → 0 + by Lebesgue's dominated convergence theorem. We also have,
and ϕ n j → ϕ locally uniformly as n j → ∞ by (4.2). Thus, we are in the setting of Theorem 2.12 in [22] and the result follows.
We are now ready to prove Theorems 2.13, 2.19, and 2.21.
Proof of Theorem 2.13 (Existence 1).
In light of Theorem 4.15, it only remains to prove that the limit u is such
and since ϕ n j → ϕ locally uniformly,
Observe also that by Theorem 4.15 (and Remark 4.4), (4.2), and the proof of Theorem 2.6 in [22] , we can take a further subsequence to get that
, and thus, by the second part of Corollary 4.9,
Taking the limit as j → ∞, we obtain, by Fatou's lemma, the above calculations, and the estimate
Another application of Fatou's lemma, as R → 0 + , and the choice τ = T yield
The proof is complete.
By Theorem 2.15, we know that any subsequence of {u r,n } r,n∈N converges to the same limit, and hence, the whole sequence converges since it is bounded by Remark 4.4. Let us then continue with the proof of the energy and L pestimates for the distributional solution of (1.3)-(1.4).
Proof of Theorem 2.19 (Energy inequality). By Remark 4.16,
Since ϕ n → ϕ locally uniformly and we can find a subsequence of {u r,n } r,n such that u r j ,n j → u a.e. in Q T as j → ∞ by Theorem 4.15, Φ n j (u r j ,r j (x, t)) → Φ(u(x, t)) pointwise a.e. in Q T as j → ∞. The conclusion then follows by Corollary 4.9, Fatou's lemma, and the proof of Theorem 2.13.
Proof of Theorem 2.21 (L p -bounds)
. By Fatou's lemma and Theorem 4.15, we can take the limit as j → ∞ (since u r j ,n j → u a.e. in Q T as j → ∞ by considering a further subsequence in Theorem 4.15) in the second estimate in 
A. Proof of Theorem 2.6 (a)
, and we must show the opposite inclusion: Any
To do so, we must prove that f can be suitably approximated by functions in
We will now explain how to build such an approximation. Let δ > 0 and g δ : R N +1 → R be defined by
and mollify g δ to get
In this case, we do not have to assume Π λ ∈ L ∞ (R N ) and (A λ2 ).
Proof. (a) Since the Fourier transforms of g δ and ρ δ are both in L 2 (R N +1 ), the properties of the Fourier transform and Hölder's inequality yield
The result then follows by the Riemann-Lebesgue lemma which gives that
(b) The proof is a straightforward adaptation of the proof of Lemma 2.2 in [36] and the estimate |g δ | ≤ |f |.
Next, we recall a useful truncation from [36] : Let T δ : R → R be defined by
Observe that for all x, y ∈ R
We can now define a C ∞ c -approximation of f : 
, and |g δ | 2 ≤ |f | 2 , and thus, all these functions are in L 2 . Hence,
and by the properties of mollifiers and (A.2),
Finally, we can use Lebesgue's dominated convergence theorem (
2) and |g δ | 2 ≤ |f | 2 ) and the properties of mollifiers to conclude.
(c) According to Lemma A.1 (b),
and then by (A.2),
. So, by another application of Lemma A.1, the properties of mollifiers, |g δ | ≤ |f |, and
, and moreover, by the properties of mollifiers, (A.2), and the definition of g δ ,
This completes the proof.
To prove Theorem 2.6 (a), we will define from {w δ } δ>0 a C ∞ c -sequence that converges also in | · | T,E λ .
Proof of Theorem 2.6 (a).
This proof is an adaptation the proof of Theorem 2.4 in [36] . Note that by standard arguments
(c) and Banach-Saks' theorem, there is a subsequence {w δ k } k∈N such that the Césaro mean of this subsequence converges to some functionf
. By Banach-Alaoglu's theorem, we can take a further subsequence (also denoted φ n ) such that
, any subsequence and any Césaro mean of this subsequence converges to f ∈ L 2 (Q T ). All three notions of convergence implies distributional convergence, and hence, the result follows since by uniqueness of limits,
and then a.e.
B. On the spacesḢ
In the first part of this section we prove the equivalence between three different definitions of the homogeneous Sobolev spaceḢ α 2 (R N ) when N > α. These results are well-known, but we were unable to find proofs that directly apply to our setting. Then in the second part, we define the parabolic space
) and show some of its properties. Note that we do not define this space as a Bochner space, but rather as an iterated L 2 -Ḣ α 2 space. Our discussion heavily relies on [8] , [7] , [36] , and [33] .
In the next section we use these results to prove Theorem 2.6 (b).
, a tempered distribution, F {f } its Fourier transform, and
The following definitions ofḢ
Proof. 1) By Propositions 1.34 and 1.37 and Theorem 1.38 in [7] ,Ḣ α 2 1 (R N ) is a Hilbert space with the norm
We also note that 
. 
This is just a consequence of (B.1).
We now define and analyze the parabolic space
In the proof we will use the following iterated L p -space [8] :
for some q ∈ (1, ∞). Note that this space is not a priori a Bochner space. 
is a Hilbert space with inner product
, we have as a consequence of properties of iterated L p -spaces [8] and Fubini's theorem that
It follows that for a.e.
, and then
by Proposition B.1 (c). By (B.1), we can then conclude that
dt = 0 implies f = 0 a.e. in Q T , and hence the seminorm is a full norm. Now it is easy to check that the space is an inner product space.
By definition and (B.4), it follows that
. By [8] , this space is complete, and sequences converging in norm contain pointwise a.e. converging subsequences. Therefore there is f ∈ L
and a subsequence f n k → f a.e. in Q T as n → ∞. By Fatou's lemma, 2) For N ≤ α, the fractional Laplacian (and hence also A λ ) is recurrent. In this case an easy modification of the proof of Theorem 3.1 in [36] yields
See the discussion on recurrence in Section 2.4 for more details.
3) For N > α, we always have X ⊂ L ∞ (Q T ) ∩ L 2 (0, T ; E µ α (R N )). To prove the reverse inclusion, we must show that
). This will follow from Lemma B.2 if we can show that
To prove this, we must show that any g ∈ L
for t ∈ (0, T ). By Section 252P in [28] and measurability of g on R N ×(0, T ), h is a measurable function on (0, T ). We need to prove that h belongs to L 1 (0, T ). As a consequence of Fubini's theorem,
∈ L 2 (0, T ), 
D. Proof of Lemma 4.3
1) Assume 1 < p, q < ∞. Consider f n (x) := (f * ω n )(x) and g n (x) := (g * ω n )(x) for ω n defined by (4.1). By a direct computation,
Integrate the above equality against ν(dz)dx to get
The three terms on the right-hand side are well-defined by Hölder's inequality since the measure ν is finite. By Fubini's theorem,´R N L ν [f n g n ](x)dx = 0 and thus, we obtain
(D.1)
By standard estimates for mollifiers, Tonelli's lemma, and Hölder's inequality,
Note that a similar argument holds for´R N g n L ν [f n ]dx. Taking the limit as n → ∞ and using the properties of mollifiers, we obtain (D.1) for f, g replacing f n , g n respectively. Since L ν is symmetric, we obtain
2) Assume p = 1, q = ∞. Again we mollify, f n (x) := (f * ω n )(x) and g m (x) := (g * ω m )(x), and we obtain (D.1) as above. We deduce (almost as 
Hence, for fixed n, we may send m → ∞ by Lebesgue's dominated convergence theorem to obtain (D.1) for f n , g. Then we send n → ∞ to obtain the same for f, g. Again, we use the symmetry of L ν to complete the proof.
