Abstract. In this work we propose a method for action recognition which needs no intensive learning stage, and achieves state-of-the-art classification performance. Our work is based on a method presented in the context of image classification. Unlike that method, our approach is well-suited for working with large real-world problems, thanks to an efficient organization of the training data. We show results on the KTH and IXMAS datasets. On the challenging IXMAS dataset, the average running time is reduced by 50% when using our method.
Introduction
The problem of automatically identifying an action performed in a video is receiving a great deal of attention in the computer vision community. The fields of application for action recognition are varied, and include video summarization, video indexing, video surveillance, human-computer interaction, etc. The problem is challenging because, on one hand, the appearance of an action can vary considerable in different videos and, on the other hand, different actions can look very similar to each other.
Several approaches to the problem have been proposed. An entire body of work [1] [2] [3] [4] is based on a global representation of the video. Once the actor is localized in the video, movement information is encoded as a whole.
More related to our work are those approaches based on local descriptors. The basic idea is to characterize a video using descriptors of spatio-temporal patches extracted from certain interest points. A wide range of methods [5] [6] [7] [8] [9] have been used both for interest point detection and for descriptor computation. Many works use descriptor quantization in order to work with low-dimensional data. In [5, 6, [10] [11] [12] , descriptors are clustered and cluster centers are selected as codewords. Videos are therefore represented as histograms of codewords. This approach is commonly known as bag-of-features. A classifier is trained using the set of histograms from the training videos. Nearest neighbor and support vector machines are among the most used.
Recently, Boiman et al. [13] proposed a method for image classification referred to as Naive-Bayes Nearest-Neighbor (NBNN), with several attractive features. First, it is a non-parametric classifier, which means that it needs no intensive learning phase. This is extremely useful when working with large training databases that are subject to frequent updates. Second, it achieves a performance comparable to that of the top learning-based methods. Learning based methods require an intensive parameter learning phase, and can usually achieve a better classification performance than non-parametric methods. According to [13] , the success of the NBNN method is due to the avoidance of local descriptors quantization and to the use of Image-to-Class (I2C) distance instead of Image-to-Image (I2I) distance. As an extra advantage, the idea behind the method is fairly simple.
Despite its good qualities, the NBNN method is not well-suited for most real-world problems [14] . The number of training features required at those scenarios to achieve a state-of-the-art performance is usually very large. This makes I2C computation expensive and results in prohibitive classification times. In Sect. 3 we propose an alternative method to NBNN (named NBNNTree), by which we aim at lowering the amount of time consumed for classification.
Few studies ( [14, 15] ) have used NBNN for action recognition. In this work, we thoroughly tested NBNN and NBNNTree on two very popular action recognition datasets: the KTH dataset and IXMAS multiview dataset. To the best of our knowledge, this is the first time the NBNN approach is tested on the challenging IXMAS dataset.
The NBNN Method
While in the work of Boiman et al. NBNN is used for image classification, this paper deals with action recognition. Because of that, we use a slightly different terminology here, to reflect the fact that we are working with videos and actions instead of images and classes.
Let V be a query video, and let d 1 , d 2 , . . . , d n be its local descriptors. The NBNN method chooses the actionÂ performed in V according to the following equation:
where N N A (d i ) is the nearest neighbor of d i within the descriptors of action A. Descriptors of action A are gathered from every training video labeled with A. As Boiman et al. show [13] , the summation in (1) approximates a Video-to-Action (V2A) KL-distance. In other words, NBNN computes an approximated distance from V to every possible action, and chooses the action with the minimum distance. As shown in [14] , NBNN requires a large number of local descriptors in the training set to achieve state of the art performance. This makes the computation of N N A (d i ) in (1) very expensive for real-world sets (which are usually built extracting more than 10000 descriptors per training instance). This is the main computational bottleneck, even when approximate searches (using KD-trees as in [13] ) are performed.
Based oh the previous observation, it seems reasonable to expect that a reduction in the number of NN searches would lead to a more time efficient method. A first step in this direction is to notice the sequential nature of the NBNN method. Only after computing the V2A distance for every action, the method chooses the closest action. This may seem like a fair strategy, but it doesn't take advantage of a very common phenomena in action recognition problems. In most of them, actions can be easily arranged in sets of look-alike actions, each set containing actions similar to each other but not similar to actions in other sets.
For example, in the KTH dataset [16] two sets are distinguishable at first glance: the one consisting of actions boxing, hand waving and hand clapping and the one consisting of actions running, jogging and walking. It would take a very bad classifier to classify a running video as belonging to any action in the first set, or a boxing video as belonging to any action in the second set. Taking this into account, it seems inefficient to compute the V2A distance for every action. It would be much more efficient to quickly discard the wrong set, concentrating the efforts in choosing an action within the right set. This is precisely the idea behind our proposed method.
The NBNNTree Method
Our method is based on a particular organization of the descriptors in the training dataset. Instead of grouping descriptors according to their action (as in NBNN), we group them according to their action-set. An action-set is just a set of actions (e.g. the set {boxing, hand waving, hand clapping}).
The method requires a training step in which all actions are organized in an action-set tree. An action-set tree is a binary tree in which every subtree is labeled at its root with an action-set. For the purposes of our method, we are interested only in those action-set trees which are valid. A valid action-set tree t can be described as follows. If t is a leaf, then it should be labeled with an action-set consisting of a single action. If t is not a leaf, then the following conditions should be met: and |s r | = |s| 2 . 2. The left subtree of s should be a valid action-set tree. 3. The right subtree of s should be a valid action-set tree. Figure 1 shows two examples of action-set trees. Every action-set in the picture is tagged with a letter for future reference. Figure 1 (b) shows an invalid tree. The tree is invalid for several reasons. First, {B, C} is not a partition of A. Also, |C| = |A|/2 . Second, {D, E} is not a partition of C. And third, B is at a leaf, but |B| > 1.
Based on the action-set tree, a descriptor tree is built. A descriptor tree is just an action-set tree in which every subtree stores at its root descriptors of the actions in its associated action-set. Descriptors are selected randomly from the training descriptor dataset. The exact number of descriptors q to select is chosen based on the confusion matrix obtained from our NBNN tests. Let s, s l and s r be defined as before. Let z be the number of descriptors per action in the training dataset, and m the confusion matrix for NBNN. The degree of confusion between actions in s l and actions in s r is given by d(s l , s r , m) = (a,b)∈(s l ×sr ) m(a, b) + m(b, a) . To compute q, we first normalize d(s l , s r , m), dividing it by 2|s l ||s r |α, where α is just a reasonable confusion value between actions (we used 1% for all our experiments). Whenever q results larger than z, we simply discard it and use z instead.
Given a query video, both its local descriptors and the descriptor tree are used by the NBNNTree method for classification. The algorithm for the NBNNTree classifier is detailed in Algorithm 1. We use lef t(t) and right(t) to designate the left and right Figure 1b shows an invalid tree. Figure 1a shows a valid tree. subtrees of t respectively, action-set(t) to designate the label at the root of t and descriptors(t) to designate the set of descriptors stored at the root of t.
NBNNT ree(d1, . . . , dn, t)
Returns an action for a given set of descriptors d1, . . . , dn and a descriptor tree t Steps :
If t is a leaf , return the only action in action-set(t).

Let L = descriptors(lef t(t)) and R = descriptors(right(t)).
∀di compute the nearest neighbor of di in L: NNL(di).
Compute DL
= n i=1 di − NNL(di) 2 .
∀di compute the nearest neighbor of di in R: NNR(di).
Compute DR
= n i=1 di − NNR(di) 2 .
If DL < DR, tnext = lef t(t), else tnext = right(t).
Recursively call NBNNT ree(d1, . . . , dn, tnext).
Algorithm 1. NBNNTree algorithm
The algorithm starts from the root of the tree and descends one level at a time. At each level, the distance D L between the video and the action-set in the left subtree is compared to the distance D R between the video and the action-set in the right subtree. The algorithm descends to the subtree with smaller distance and the process is repeated. When a leaf is reached, its action-set (consisting of a single action) is returned.
Our method avoids the sequential strategy of the NBNN method. This was motivated by the observation that actions can be arranged into increasingly smaller sets of lookalike actions, yielding an action-set tree. But the question remains of how to build that tree. At this work we use a recursive method based on the confusion matrix from our NBNN tests. The method is shown in Algorithm 2. 
BuildT ree(s, m)
Builds an action-set tree t from a given set of actions s and a given confusion matrix m Steps :
1. action-set(t) = s. BuildT ree(s l , m) , right(t) = BuildT ree(sr, m).
lef t(t) =
Algorithm 2. Building the action-set tree
At each step, the algorithm evaluates every possible partition of the set of actions s into a pair of sets s l and s r . The chosen partition is the one that maximizes c(s l , s r , m) . As shown in (2), c(s l , s r , m) is the sum of confusion values between actions in s l plus the sum of confusion values between actions in s r . Thus, s l and s r are chosen in such a way that actions belonging to the same set are often confused with each other by the NBNN classifier.
Time Complexity of the NBNNTree Method
As shown in the previous section, NBNNTree performs several steps at each level of the tree (numbered from 1 to 8 in Algorithm 1). Of these steps, 1, 2, 7 and 8 are clearly O(1).
Step 3 computes N N L (d i ) for each of the n descriptors of the query video. Following [13] , we used an approximate nearest neighbor algorithm [17] for the computation of N N L (d i ). The expected time for this nearest neighbor search is logarithmic in |L|. Thus, step 3 is O(n log(|L|)).
Step 4 is clearly O(n), because it involves only O(1) computations over n values.
Step 3 to 4 together are therefore O(n log(|L|)). Likewise, steps 5 to 6 are O(n log(|R|)). In our experiments, every node in the descriptor tree stores at most z descriptors, where z is the number of training descriptors for a single action. Replacing |L| and |R| for z in the previous expressions yields a time complexity of O(n log(z)) for the steps 1 − 8 performed at each level of the tree. Since t is built from a valid action-set tree, its height is logarithmic in the total number of actions k. Thus, the time complexity of the NBNNTree classifier is O(log(k)n log(z)). This is a substantial speed-up over the NBNN method, which has a time complexity of O(kn log(z)).
Experiments
We tested NBNN and NBNNTree on two well-known action recognition datasets: the KTH dataset [16] and the IXMAS dataset [18] . For all the experiments, descriptor datasets were built following [6] . Parameters for NBNN were set as suggested in [13] .
The KTH dataset contains 6 actions, performed several times by 25 actors in 4 different scenarios of appearance, illumination and scale. Both camera location and orientation of actors remain constant for most videos. In total, the dataset consists of 2391 videos. Figure 2 shows some example frames. We used leave-one-out cross-validation (LOOCV) on the actors. That is, videos were divided into 25 sets, each including exactly the videos of one actor. In each of 25 experiments, the classifier was trained using the videos from 24 sets and tested on the videos from the remaining set. We report average precision (both global and by action) over the 25 experiments. Figure 3 shows confusion matrices for NBNN and NBNNTree. Our method obtains similar results to those of NBNN for all the actions. Table 1 (a) compares our results on KTH with those of existing approaches. The average running time for classification is reduced by 10% when using NBNNTree, compared to NBNN. This improvement came almost entirely from the strategy used to select the number of stored descriptors at each node, detailed in Sect. 3. For some of the nodes, only 8% of the total number of descriptors for that node action-set were enough to achieve the results reported in Fig. 3 (b) , which is impressive. Because of the small number of actions of the KTH dataset, the main improvement in time complexity provided by NBNNTree is not fully exploited.
The IXMAS dataset contains 13 actions, performed 3 times by 12 actors. Each action execution was recorded by fixed cameras at 5 different positions. We use the videos of the 4 cameras usually considered in literature. Actors arbitrarily chose position and orientation. Figure 4 shows some example frames.
We used 6-fold cross-validation on the actors, and report average precision (both global and by action) over the 6 experiments. Classifiers were trained using the videos taken by the four cameras, and tested on the videos of one designated camera. Table  1 (b) compares the results achieved by several approaches. Both NBNN and NBNNTree perform better than the rest of the methods. Confusion matrices are shown in Fig. 5 . Average running time for classification is reduced by 50% when using NBNNTree, (a) Method Precision Dollar et al. [6] 80.66 Liu et al. [11] 94.16 Laptev et al. [5] 91.8 Nowozin et al. [19] compared to NBNN. Due to the larger number of actions, the benefits of using the descriptor tree are more clearly visible with IXMAS than with KTH.
Conclusions
We proposed a method that significantly reduces the time complexity of NBNN while achieving a similar classification accuracy. Our approach benefits from the good qualities of non-parametric methods, and is better suited for real world problems. On the challenging IXMAS dataset, the average running time is reduced by 50% when using our method, compared to NBNN. In the future, we hope to explore new criterias to organize descriptors, in an effort to further improve classification time.
