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YIELDSON JNDUSTRIALS
This chapter, the end product of which consists of series
on yields on industrial direct placements, has three parts:
The first part describes the preliminary tests made of the variables
checked in column 1 of Table 13. This part responds to the follow-
ing question: How much of the variation in yields on direct place-
ments, time held constant, do those variables together explain?
The second part describes the procedures used to identify the
significant variables—those variables, that is, which can be said to
be the determinants of yields on industrials, time held constant,
and to rank them in order of importance. This part responds to the
question: Which of the variables are statistically significant and,
of these, which are really important and which are of slight im-
portance, time held constant?
The last part of the chapter presents the various series on yields
on industrials and describes the procedures used to construct them.
Summary of Procedure
Much of this chapter is technical and will probably not be of
interest to the general reader. But for him, if he feels venturesome,
and for others perhaps as well, a brief guide to the procedures used
and their meaning may be helpful.
In general, two types of series have been constructed '—"cross-
classified" series and "computed" series. The cross-classified series
hold constant through time just two characteristics (variables),
albeit two of the most important—size of issuer (as measured by
1Inaddition to simple quarterly averages, of the actual yields in the sample.Yields on Industrials 39
total pro-forma capital)and times pro-f orma interest earned
(coverage). These series represent the changing cost of various
classes of direct placements, each of which is roughly homogeneous,
with respect to these two variables, through time.
The computed series, on the other hand, hold all the relevant
variables of an issue constant over time, and therefore represent
the 'changing cost of various classes of direct placements, each of
which is, for practical purposes, perfectly homogeneous through
time. These series, that is, hold not only size of issuer and coverage
constant but also eight other variables which, the analysis suggests,
are capable of having some effect on yield. Each computed series
is, thus, analogous to a cost of living index based on a rigidly fixed
basket of commodities. Each measures the changing cost through
time of a direct placement of specified characteristics..
In order to construct the computed series, all the variables capable
of influencing yield had to be identified; in order to construct the
cross-classified series, the most important variables had to be selected
from among all the relevant variables.
The first step toward the accomplishment of these two objectives
was to subject the eighteen substantive variables checked in column
1 of Table 13 to a five-step statistical procedure. Each variable
was tested to determine whether it contributed anything to our
understanding of yield, all other variables held constant. For this
purpose, multiple regression techniques were used. Multiple re-
gression is the statistical counterpart of the' economists' "other
things being equal." It' enabled us to observe, first, whether some
given variable was capable of affecting yield, all other variables held
constant, and, if so, to measure that 'effect on a percentage scale.
Table 14, column 1, lists the substantive variables which survived
the foregoing sifting process. Column 2 gives, for each such varia-
ble, the number which measures the size of the effect of the given
variable on yield. Each of these numbers '(regression' cOefficients)
can be interpreted as an 'estimate of the percentage effect on yield
when the' variable with which it is associated is varied by 1 per
cent.' The sign of the regression coefficient indicates the directiOn40 Yields on Corporate Debt Directly Placed
TABLE 14
Significant Variables, Their Regression Coefficients and
















X4r Pro-forma interest +.0683 12
X5 Type of security —.0232 2
X6 Industrial class —.0 178 1
X7 Years nonrefundable +.OOiO 1
X8 Size of issue —.0 195 3
X12 Earnings before interest
. and taxes . —.0322 6
X13 Maturity (years) —.0212 I
X15
.
Dollars of long-term debt
dollar of total capital
per
• —.0 349 .
.
2
aSee text for explanation.
of effect. Thus, on the average over the sample, when EBIT (X12),
was 1. per cent higher, yield was lower by 3 22/10,000 of 1 per
cent. When maturity. (X13) was longer by 1 per cent, yield was
lower by 212/10,000 of 1 per cent—and so forth for each of the
other regression coefficients.
The regression coefficients given in Table 14 are averages over
the whole eleven-year period, 1951—61. In addition to these eleven-
year averages, separate .regressioncoefficients were obtained for
each of the forty-four calendar quarters. during the period. These
quarterly coefficients are given in Appendix D.
In the next step, the total impact of each variable was assessed.
Total impact is a combined measure which takes account of two
things—the variability of each variable and the importance of thatYields on industrials 41
variability as measured by the appropriate regression cOefficient
The regression coefficients alone tell us how much yield will. vary
with each 1 per cent change in each variable. But some variables
vary little and others much. Thus, for example, size and earnings
vary from a few hundred thousand dollars to several hundred
million dollars, or by a multiple of perhaps a thousand. Maturities,
on the other hand, range from eight or nine to twenty-five years,
or by a multiple of about three.
Column 3 of Table 14 provides a combined estimate of total
impact for each variable and indicates that, taking both variability
and the importance of that variability into account, X2, X4r,and
X12 have the most impact on yield.
With these findings in hand, the cross-classified series were con-
structed. The variables X4randX12 were combined into a single
variable—coverage—and a, trade-off factor was found between it
and X2. Two issues with different coverage ratios and sold by
companies of different size were considered to represent approxi-
mately equivalent "quality" if the two variables, adjusted for the
trade-off between them, for the first issue, were equal to the same
two variables, similarly adjusted, for the second issue. This, of
course, is just a roundabout way of saying that an issue sold by a
large company with a low coverage ratio may be equivalent in
quality to an issue sold by a small company with a high coverage
ratio. The technical problem, which is discussed in detail below,
lay in estimating the trade-off factor, in the above sense, between
size of issuer and The factor actually used was tested on
public offerings and found to conform fairly well to that, implicit
i,n agency ratings (see Appendix C). After the; trade-off factor was
ascertained, three classes were established and the actual observa-
tions deposited in them. Average yields within each class were
computed quarterly. (The resulting series are given in Table 28
and in Chart 7.)
A composite cross-classified series, quarterly, was then obtained
by averaging the three series across each quarter. This series is given
in Table 28 and Chart 7, where it is compared with yields on FHA42 Yields on Corporate Debt Directly Placed
mortgages and long-term governments. It is compared with yields
on Moody's new issues (Baa and A) in Chart 9.
Computed series were then obtained as follows: first, average
values over the whole period for each variable for each of the above
three classes were computed.2 In other words, an average value for
X2 (total pro-forma capital) was obtained for class I by averaging
over X￿ for all issues falling in class I over the. entire eleven-year
period. The same was done for each of the other nine variables.
The same procedure was then followed for classes II and III (see
Table 29). These values were then inserted into each of the forty-
four quarterly regression equations described above, and yields
calculated quarterly for each class. The three computed series will
be found in Table 30 and in Chart 11, where they are compared
with their cross-classified counterparts.
Finally, a computed composite series was obtained by using, for
each variable, its average value over all observations for the year
1956. For example, the value used for X2 was an average over X2
for all the direct placements sold in the calendar year 1956, and
soforth for each other variable. These values are given in Table
The computed composite series itself is given in Table 32 and
Chart 12 where it is compared with its cross-classified counterpart.
The rest of this chapter describes procedure in detail.
The Preliminary Tests
As indicated in Chapter 2, discussion with life insurance company
financial managers had suggested that most of the variation in
yield, time held constant, could be explained by some combination
of the eighteen substantive variables checked in column 1 of Table
11
In order to form a judgment regarding the shape of the fUnction
relating the foregoing variables to yield, scatter diagrams were
2Thatis, the three classes used to construct the cross-classified series.
8Theyare virtually identical to the average values for each variable over the
entire period.Yields on Industrials 43
drawn for six quarters fairly well distributed through the period.4
These quarters were chosen because, within each, the level of yields
on outstandings had been reasonably stable and, therefore, each
such quarter could be regarded as a reasonably close approximation
to a strict cross section of time.5
The scatter diagrams showed yield on each variable for each of
these six quarters. Six diagrams were thus obtained for yield on
total pro-form.a capitalization, yield on average term, yield on times
pro-forma interest earned, and so forth. Examination of these
diagrams strongly suggested that yield varied proportionately with
the following thirteen variables: 6totalpro-forma capitalization,
average term, times pro-forma interest earned, size of issue, the
coefficient of variation of the ratio of EBIT to sales, EBIT, ma-
turity, the ratio of pro-forma working capital to pro-forma long-
term debt, ratio of pro-forma long-term debt to pro-forma total cap-
italization, average size of issue, the coefficient of variation of EBIT,
the ratio of EBIT to sales, and sales itself. Logarithms were there-
fore used for these thirteen variables. Natural numbers were indi-
cated for the remaining five variables.7 The preliminary hypothesis
then was of the form: Log Y =a+ b1 Log X1 + b2 X2 + .
whereY is yield; Xi. represents the thirteen variables for which
logarithms were used, and X2 represents the five variables for which
natural numbers were used.
Six regressions were then run on this function—one for each of
the six quarters for which the scatter diagrams had been drawn.
The results of these six regressions are given in Table 15. All
showed high R2's and highly significant F's.8 For these six quarters,
First quarter of 1951, second quarter of 1952, fourth quarter of 1954, fourth
quarter of 1955, third quarter of 1956, and first quarter of 1961.
This procedure assumed, of course, that if the level of yields on outstandings
were reasonably stable the level of yields on direct placements would have been
reasonably stable also.
6Thatis, when the given variable varied by some specified (constant) per-
centage, yield would also vary by some specified (constant) percentage.
Logarithms could not, of course, be used for the trend variables inasmuch as,
in many cases, trend was negative.
The symbol R2 refers to the proportion of the variation in yield explained
by the independent variables; F is a test of the significance of the amount of44 Yields on Corporate Debt Directly Placed
TABLE 15
Fourteen Regressions, Yield on Eighteen Variables,




Year R2 F P=F<
Degrees of
Freedom
1/1951a .834 6.69 .01 24
2/1951 .852 7.05 .01 22
1/1952a .810 5.22 .01 22
2/1952 .838 4.60 .01 16
1/1954 .919 10.78 .01 17
2/1954 .792 4.64 .01 22
411954a 902 7.66 .01 15
2/1955 .849 4.70 .01 15
4/1955a .850 •4.39 .01 14
2/1956 .738 2.66 .05 17 •
3/1956a .696 2.54
•.05 20
4/1956 .683 2.16 .05 18
1/1961a 857 5.34 .01 16
2/1961 .727 2.95 .05 20
original regressions.
then, the preliminary hypothesis was, in fact, explaining a high per-
centage of variation in yield.
Eight additional regressions were then run in order to see how
the hypothesis would behave under circumstances which seemed
to be somewhat less favorable—i.e., in quarters in which some
movement of yield on outstandings had, in fact, occurred. The re-
suits of these additional eight regressions are also given in Table
15. The R2's ranged from .68 for the fourth quarter of 1956 to .92
variation being explained by the independent variables; Pr is the probability, on
the basis of chance alone, of obtaining an F as high as that actually obtained.Yields on industrials 45
for the first quarter of 1954. Of the fourteen R2's taken together,
two were .90 or better, nine were .80 or better and all but two were
.72 or better.
These results were taken to mean that the preliminary hypothesis
was explaining a satisfactory percentage of variation in yield
(especially because time could not be held absolutely constant)
and that therefore no substantial purpose was to be served by add-
ing variables or experimenting with other forms of function.9
The Significant Variables
This part of the chapter is concerned with the question: Which of
the foregoing variables had a measurable effect on yield more or
less consistently through the period?
The procedure followed was, first, to choose twenty-two cross
sections for each of the twenty-two half years, 1951—61. Twenty-
two was decided upon rather than eleven or forty-four, or some
other number, because twenty-two represented the "optimum"
between degrees of freedom, on the one hand, and number of cross
sections on the' other.1° Had more than twenty-two cross sections
been chosen (the most likely larger number was forty-four, one for
each quarter), degrees of freedom would have been negative in
some periods. On the other hand, had fewer than twenty-two been
chosen (the most likely number was eleven, one for each
year), degrees of freedom would have been larger and the cross
section wider than seemed necessary.
Simple correlations were then obtained among all the variables,
both dependent and independent (Y on X1 through X19) for each
cross section. Thus, twenty-two simple correlation coefficients were
obtained for Y on X1, twenty-two for Y on X2, and so forth.
Twenty-two simple correlation coefficients were also obtained for
°Residualswere, for the most part, approximately normally distributedal-
though a somewhat better fit would probably have been obtained in four of the
fourteen quarters had the squared logarithms of some variables been used. These
four quarters were 1/1951, 2/1952, 1/1954, 2/1954.












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































.Yields on industrials 47
each pair of X variables (X2 on X3, X2 on X4, and so forth). These
simple relationships are summarizedmatrix form in Table 16.11
The figure —.59in the first column is, for example, the weighted
average of the twenty-two simple correlations of Y on X2; —.47is
the weighted average of twenty-two simple correlations of Y on X3,
and so forth. Under the column labeled X2, +.61 is the weighted
average of the twenty-two simple correlations of X2 and X3, and
so forth for each and every pair of X variables. The number in
parenthesis under each such average correlation is the number of
times the relationship between the pair of variables in question was
positive. Thus, the correlation between X2 and X8 was positive in
each and every cross section, whereas the correlation between Y
and X8 was positive in none, i.e., it was consistently negative.
A summary of this matrix follows.
1. Of the eighteen (substantive) variables, the following nine
were consistently correlated with yield (See Table 17): X12, X2,
X16, X19, X8, Xa, X13,and X11. Of these nine variables, five were
"size" variables and two were "duration" variables.
2. Five variables were slightly but nevertheless more or less con-
sistently correlated with yield: Xis, X5, X15, X17, and X7.
3. Four variables appeared not to be correlated at all with
yield: X14, X0, X9, and X10.
In addition, the matrix indicates that, as one would expect, sub-
stantial intercorrel ations among the "independent" variables
and especially within certain broad classes of variables. Tables 18
and 19 summarize these "grouped" intercorrelations.
1. The size variables (X2, X8, X12, X16, X19) wereall highly in-
tercorrelated and all were highly correlated with yield.
2. The duration variables (X3, X13) were highly intercorrelated
and both were highly correlated with yield. In addition, both dura-
tion variables were highly correlated with all the size variables.
3. The financial security variables really fall into two subgroups:
X4, X14, X15 on the one hand, and X11 and X17 on the other. The
two subgroups are only slightly intercorrelated.
11Quarterof year (X1) is not included in Table 16.48 Yieldson Corporate Debt Directly Placed
TABLE 17
Industrial: Weighted Average, Correlation of Yield with Each
Independent Variable, and Number of Plus Signs, 1 951—61
Correlation Number
with of
Variablesa Yield Plus Signs
X12EBIT —.60 0
X2Total capitalization —.59 0
X16Average size —.56 0
X19Sales —.55 0
X8Size of issue —.54 0
X3Average term —.47 0
X13Maturity —.46 0
X4Times pro-forma interest earned —.33 1
X11Coefficient of variation:ratio
EBIT to sales +.24 22
X18Ratio EBIT to sales —.22 2
X5Type of security —.22 4
X15Ratio pro-forma long-term debt to
pro-forma total capitalization +.20 20
X17Coefficient of variation: EBIT +.18 19
X7Years nonrefundable —.14 4
X14Ratio of working capital to pro-forma —.08
long-term debt —.08 7
X6Industrial classification —.07 7
X9Relative trend: EBIT .07 5.
X10Relative trend:ratio of EBIT
to sales —.04 9
a Quarter ofyear (X1) not included.Yields on Industrials 49
•TABLE 18
Weighted Average Correlations Among Various Size




































































4. The profitability variables (X11, X12, X18) were not markedly
intercorrelated.
5. The two growth variables (X9 and X10) were moderately
intercorrelated.
THE STEPWISE REGRESSIONS
To this point, three things have been done: (1) a hypothesis has
been formulated and tested and found reasonably satisfactory; (2)
the cross-section periods have been chosen so as to "optimize"
number of cross sections and degrees of freedom; (3) simple
correlations have been obtained and averaged over the twenty-two
cross sections, the dependent variable on each "independent"50 Yields on Corporate Debt Directly Placed
TABLE 19
fndustrials:Weighted Average Correlations Within
Various Classes of Independent Variables
Financial Security Variability
Y X4 X14X15 Y X17
Y 1,00 Y .1.00
X4 —.331.00 X11 +.241.00
(1) (22)





Y X12XIS Y X9 X10
Y 1.00 Y 1.00
X12 —.601.00 X9 —.071.00
(0) (5)
X18 —.22+.381.00 X10 —.04+.841.00
(2)(22) (9)(22)
variable and each independent variable on each of the other in-
dependent variables.
These simple correlations have identified those independent vari-
ables which are most likely to be important in explaining variations
in yield. They have also suggested rather strongly that some of
the "independent" variables are highly intercorrelated and that,
therefore, not all the variables which, seem important may really
be so when the others are held constant.
The next step in the procedure responds, therefore, to the follow-
ing question: Which variables are and which are not really necessary
to a satisfactory explanation of variation in yield,, timeheld con-
stant? This question, in turn, has two parts. First, of those variables
that are intercorrelated, which are the most important and, of theYields on industrials 51
rest, which in fact contribute something additional to our under-
standing of variation in yield? For example, X2 and X12 are both
highly correlated with yield but both are "size" variables and they
are highly correlated with each other. Are both necessary? And
what about the other size variables? Do they make any contribu-
tion to an explanation of variation in yield after the separate effects
of X2 and X12 have been taken into account?
Second, what about the variables which seem to be acting inde-
pendently (e.g., X7), or which are correlated little, if at all, with
the other independent variables? Are they really making a separate
contribution to our understanding of variation in yield?
In an attempt to answer these questions, the variables were in-
troduced successively, in each cross section, in the order of their
subscripts as given in Table 17. For the purpose of deciding which
variable should be introduced first, guidance was provided by the
simple correlation matrix. In effect, the first substantive variable
intEoduced was a size variable (X2); the second, a duration variable
(X3); the third, a financial security variable (X4), and so forth.
The second size variable (X12) was not introduced until at least one
variable from each other group had been introduced.
Thus, for the first cross section (i.e., the first half of 1951), Y
was regressed on X1 and a regression coefficient for X1 obtained;
Y was then regressed on X1 and X2 together, coefficients for both
Xi and X2 being obtained; X3 was then introduced, and so on
through X19. Therefore, for the first half of 1951, nineteen re-
gression equations were obtained—the first with one variable, the
second with two, etc. One set of nineteen such equations was thus
obtained for each of the twenty-two half years in 195 1—6.1.
Table 20 gives R2, F, Probability of F, and degrees of freedom
for the nineteenth equation in each of these twenty-two cross sec-
tions.12
12Comparisonof the R2's in Table 20 with those given in Table 15 indicate
some deterioration, especially in 1956. In general, it seems clear that the basic
hypothesis tends to explain less variation in yield when the length of the cross
section, in terms of time, is increased. This, of course, is what one would expect,TABLE 20
Industrials: Regressions, Yield on Nineteen








1 .783 12.2 .01 64
2 .876 11.4 .01 31
1952
1 .769 9.8 .01 56
2 .815 6.2 .01 27
1953
1 .709 4.7 .01 37
2 .797 5.6 .01 27
1954
1 .743 8.7 .01 57
2 .805 8.7 .01 40
1955
1 .707 5.3 .01 42
2 .766 9.3 .01 54
1956
1 .560 2.7 .01 40
2 .590 4.9 .01 64
1957
1 .484 1.8 .05 36
2 .843 2.0 .10 7
1958
1 .691 3.4 .01 29
2 .714 4.3 .01 33
1959
1 .736 2.5 .05 17
2 .799 4.8 .01 23
1960
1 .534 1.3 21
2 .663 4.0 .01 39
1961
1 .721 7.3 .01 54
2 .697 2.9 .05 24Yields on Industrials 53
The principal product of these twenty-two stepwise regressions
was a succession of "t" statistics as follows: the initial "t" obtained
for any given variable was the "t" which resulted when that vari-
able was entered into the regression—i.e., when X2 was entered into
the regression in the first cross section, a "t" was obtained which
constituted a test of the significance of X2 given Xi. One such
initial "t" for X2 was obtained for each of the twenty-two cross
sections, or, in other words, a total of twenty-two "t's" bearing on
the significance of X2 and Xi. The same procedure was followed
for each variable X3 through X19. Table 21 gives these initial "t's"
for each variable and each cross section.
Using the initial "t's," three tests were then run: atest, a sign
test, and what might be called a "distribution of t's" test.
1. The T test, was designed to ascertain whether some given
variable, X1, added consistently and significantly (in the statistical
sense) to regression when entered into the regression, i.e., given
the preceding variables. For example, if b1 (the coefficient of vari-
able Xi) showed a T greater than 2.00, this would mean that a
large proportion of the twenty-two signs were in one direction and
that a large proportion of the individual t's were high. Inasmuch
as each individual t is a test of statistical significance, a high I con-
stitutes strong evidence that the variable in question was con-
sistently(i.e.,over the twenty-two cross sections)statistically
significant when entered. Table 21 shows, for example, that, when
entered, X2 produced twenty-one t's equal to or less than —2.00
and aof —5.42; when X3 was entered, it produced six t's equal
to or less than —2.00 and aof —
2. Variables which show a low t may, however, be significant.
A lowmeans merely that such variables are not statistically
significant, i.e., that the amount of variation being explained by
given the fact that the longer the cross section, the greater the expected variation
in yield with respect to time. But see below, Table 24.
13Strictly,probabilities rather than "t's" should have been distributed and
averaged, using Fisher's technique, in order to give due weight to differing degrees
of freedom. This refinement did not seem worth the large amount of additional




industrials: Significance of Each Variable, X2 When that
Variable Was introduced into Regression, Semiannually, 1951 _618








2 —9.54+1.30—4.38—1.55 +1.30— .57+ .48
1-6.81+ .60-5.00-4.56-1.05+1.85-2.30+.93
2 —6.38+.19 —'.12—4.53— .54— .30— .12'—;16 —.10
1—6.09—1.25— .. 52—3.00—3.36+1.63+ .72 —.98— .32
2 —3.75—3.32—3.9.7—3.51—161 +1.80—1.89— .002 + .99
1—6.20—2.01—1.83 —2.02 —1.04+3.26—2.77+ .37+1.02
2 —5.60— .89—2.61—4.54 —2.92 +2.76—3.30+ .14 .02
1-7.62 —1.22-3.38-1.06 .84+1.68- .65— .12+ .64
2—6.92—1.62 —4.22 —5.74—1.43— .13—. .28— .81—2.59
1—2.18—2.60—1.53+1.13. +2.31+ ;38—2.422.65—1.06
.2 —6.46—1.09—2.63—0.06. —1.21—2.03—1.75,— .49+ .47
1957
1—1.88+ .20—2.93 —2.99—1.34+ .43—1.53+ :52+ .37
2 —2.69+0.15— .69—2.11— .85— .66—1.23 .+ .26+ .21
1958 ..
1—2.94—2.23—2.76— .89— .13+1.15—2.44+ .34— •37
2 —6.00—1.05 —1.80—1.73+ .57+2.21+ .54+ .28—1.11
1959 . . , .
1—3.51—1.29—0.06 . —1.61.+1.65 —..48—1.72
2 —4.11—1.83 —3.44 —2.41— .31 —..39. —2.00— .42— .32
1960 ...
1—2.52+ .29—2.08— .74—1.19. + .20—1'.18—1.30+0.92
2 —7.00—1.04 —1.08—1.13— .91+1.14+1.53 —.061-1.01
1961 . . .. '
1—5.23—3.1.8—4.95—1.59+1.15+ .04—1.34+1.37+ .12
2 —5.88+ .49—1.02— .64+ •79— .71—1.37' —.3,8 —
t -5.42-1.07 -2.47-2.09-0.90+0.67-1.14-0.33 H-0.13











•2 —1.76+2.25 :55+1.31 —.26—.91
1953
+.73—1.55+1.29 —.25+.03





























































































aThe numbers given in this tableare t's —f-
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such variables is relatively small. In addition, any variable, whether
or not it bears any real relation to the dependent variable, will add
something to the sum of squares for regression, simply because of
sampling error. The second test then, the sign test, is aimed at
identifying those variables which, although not statistically signifi-
cant, are consistently adding small amounts to regression. This test
is based on the presumption that if a variable is merely a random
number (i.e., if it bears no real relation to the dependent variable)
its twenty-two initial "t's" should show roughly equal numbers of
plus and minus signs. If its "t's" show an unexpectedly large number
of plus or minus signs, a presumption would be created that it
(the underlying variable) was not a random number, but, rather,
bore some consistent relation to the dependent variable. Table 22
indicates that b6 and b8 (in addition to b2, b4, and b5) showed
strong significance by thistest, and b3, b7, b12, b13, and b15,
marginal significance.
3. Itisaltogether conceivable, however, that some variable
which was not important in the early part of the period became so
later, or vice versa; or that some variable, occasionally, acts as
a proxy for some other variable,which latter is important most
of the time but not always, or less important at some times than
at others. If some given variable, not significant by either of the
above two tests, showed an unusually large numbervery high
or very low t values, that variable was also presumed to be
significant when entered. X12, for example, showed a lowE (+0.56)
and fifteen plus signs but, on the other hand, three t's larger than
+2.00 (Table 23).
Any variable which failed to show significance by at least one
of the above three tests was eliminated from further consideration;
it was assumed to be nothing more than a random number. This
does not mean, of course, that such variables were, in fact, random
numbers (although they. may have been so); it means merely
that given the preceding variables, such variables were behaving
as if they were random numbers. Thus, given X2, which showedYields on Industrials 57
TABLE 22
industrials: Number of PIus and Minus Signs Obtained on
Partial Regression Coefficients and Binomial Probability of
Obtaining at Least Larger Number if Actual Probability is .50
No.of No.of
Coefficient PlusSigns MinusSigns
b2 0 22 .000
b3 7 15 .067
b4 0 22 .000
b5 2 20 .000
b6 4 18 .002
b7 15 7 .067
b8 4 18 .002
b9 8 14 .143
b10 9 .262
13 9 .262
b12 15 7 .067
b13 7 15 .067
b14 12 10 .416
b15 7 15 .067
b15 10 12 .416
b17 13 9 .262
b18 10 12 .416
b19 11 11 .584
highsignificance when entered, X19, also a size variable, con-
sistently added nothing to regression. This does not mean, of
course, that had X19 been entered firstitwould have added nothing
to regression. Given the high degree of correlation between X2 and
X19, the latter would almost surely have shown high significance,
had it been entered first.,58 Yields on Corporate Debt Directly Placed
TABLE 23
industrials:t'.s and Distribution oft's When Entered,
Partial Regression Coefficients on
Per Cent PerCent





b6 —0.90 4.5 13.6
b7 +0.67 13.6 9.1
b8 —1.14 22.7
b9 —0.33 4.5
b10 +0.13 4.5 4.5
b11 +0.22 4.5





b17 +0.18 4.5 4.5
b18 0.51
b19 —0.15 4.5 9.1
In summary: (1) by the I test, three variables showed clear
significance—X2, X4, and X5 (Table 21); (2) by the sign test,
seven additional variables seemed significant or on the borderline
of being so—X3, Xo, X7, Xs, X12, X13, and X15 (Table 22);
(3) by the distribution of t'stest, no additional variables ap-
peared to be even marginally significant (Table 23).
In order to catch any coefficient which might have failed toYields on Industrials 59
show significance by the sign test simply because it was trending
from above zero to below zero, or vice versa, weighted trends
were fitted to those coefficients which had not otherwise shown
significance—b9, b10, b11, b14, b16, b17, b18, and b19.14 None showed
trend.
Last, each of the coefficients which had shown no significance
by the above tests when entered was examined in the light of
subsequent variables. None showed significance as variables were
added.
The next question was: Are all the variables which are presumed
to be significant when entered really necessary? For example, three
size variables, X2, X8, and X12, showed significance when entered,
but of course X8 and X12 were not in the regression when X2 was
entered and X12 was not in the regression when X8 was entered.
Possibly, therefore, X￿ is not necessary given Xs; and Xs, in its
turn, may not be necessary given X12. This means that the signifi-
cance of X2 must be examined in the light of X8 and X12, and
the significance of X8, in the light of X12.
RERUNS SIGNIFICANT VARIABLES
In response to the above question, the regressions were rerun
quarterly on the ten significant variables plus month of quarter.
Month of quarter was included as a variable in order to hold dme
constant to some extent within each. quarter.15 Given the fact that
both the ratio of EBIT to total interest (X4) and EBIT itself
(X12) showed significance when entered, X4 was redefined so as
to avoid including the same variable twice and thus dividing its
effect between two coefficients. The redefined variable X4rbecame
simply total pro-forma interest.
The results of these forty-four regressions are given in Tables 24
and 25. On the whole, the results given in Table 24 are satisfactory
and represent some improvement over those of the twenty-two
14 Each coefficient was weighted inversely as to its variance.
15 All variables were introduced simultaneously and not stepwise.Yields on Corporate Debt Directly Placed
TABLE 24
Industrials: Forty-Four Regressions, Yield on Eleven






Quarter R2 F Freedom
1951
1 .801 11.3 .01 3.1
2 .785 9.6 .01 29
3 .951 22.6 .01 13
4 .910 15.6 .01 17
1952
1 .766 8.9 .01 30
2 .806 9.1 .01 24
3 .869 9.0 .01 15
4 .872 5.6 .01 9
1953
1 .759 4.0 .01 14
2 .814 8.0 .01 20
3 .904 6.0 .05 7
4 .759 4.6 .01 16
1954
1 .677 4.6 .01 24
2 .704 6.5 .01 30
3 .870 8.5 .01 14
4 .792 8.3 .01 24
1955
1 .766 4.7 .01 16
2 .755 6.4 .01 23
3 .889 16.1 .01 22
4 .643 4.9 .01 30
1956
1 .671 2.2 a 12
2 .643 . 3.9 .01 24
3 .594 4.8 .01 36
4 .626 3.8 .01 25
(continued)
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Quarter R2 F Freedom
1957
1 .542 1.8 a 17
2 .588 1.9 a is
3 .986 6.7 .01 1
4 .796 1.1 a 3
1958
1 .893 6.1 .01 8
2 .757 5.1 .01 18
3 .789 6.1 .01 18
4 .884 7.6 .01 11
1959
1 .774 0.9 a 3
2 .566 1.4 a 12
3 .895 9.3 .01 12
4 .778 2.9 a 9
1960
1 .856 1.1 a 2
2 .424 1.1 a 16.
3 .704 2.6 .05 12
4 .701 4.9 .01 23
1961
1 .803 8.9 .01 24
2 .540 2.9 .05 27
3 .654 2.4 a 14
4 .723 1.4 a 6
is greater than .05.
semiannual regressions (Table 20). In sixteen of forty-four regres-
sions (or about 36 per cent), R2 was greater than .80, whereas
this was true in only four cross sections when the regressions were
run semiannually. In addition, thirty-two R2's (or about 73 per
cent) were greater than .70 when the regressions were run quarterly62 Yields on Corporate Debt Directly Placed
TABLE 25
Industrials: Forty-Four Regressions, Yield on Eleven
Variables, Number of Times t Was Greater Than +2.00 or















b2 1 8 11 33 .001
b3 1 6 14 30 .02
bb
4r 12 0 34 10 .001
b5 0 11 8 36 .0001
b6 0 5 14 30 .02
b7 .2 2 28 16 .05
b8 1 11 14 30 .02
.b12 1 4 8 36 .0001
b13 1 1 20 24 .33
b15 0 4 18 26 .15
aprobabflity ol obtaining at least larger number of signs (either plus
or minus) if true probability equals .50.
bSmaiir indicates redefined version of variable used. See text.
as compared with fifteen (or about 68 per cent) when the regres-
sions were run semiannually. In brief, narrowing the cross section
from six to three months has, on the whole, reduced the error,
despite the fact that the number of variables has been substantially
reduced.
Table 25 summarizes various data bearing on the significance
of the variables included in these "reruns." The first two columns
indicate the number of times t was greater than +2.00 or less than
—2.00. The coefficient on X2, for example, was greater than + 2.00Yields on Industrials 63
in one cross section and less than• —2.00 in eight cross sections,
the coefficient on X3 was greater than +2.00 in one cross section
and less than —2.00 in six cross sections, and so forth for each
other variable. The next two columns tabulate the number of plus
and minus signs of each coefficient over the forty-four cross-sections,
and the last column gives the probability of obtaining the larger.
number of signs. Thus, of the forty-four coefficients on X2, thirty-
three were negative and eleven positive. The probability of obtain-
ing the thirty-three minus signs, if the true probability is .50, is
.001 and so forth for each other variable. Each of the ten variables,
except X13, shows significance by either the t's test or the sign test.
X13 showed trend at P < .02.
importance of Variables
The foregoing analysis has accomplished two things: (1) it has
separated the "significant" from the "nonsignificant" variables and
(2) it has provided us with a series of forty-four quarterly pre-
dictive equatiOns, which will be used below to compute series on
yields on direct placements. It has told us nothing, however, about
the importance of each variable, that is, which variables are capable
of having a substantial impact on yield and which are not. Thus,
if a coefficient is small and the variability of the associated variable
is also small, the impact on yield will not be great, even if the
coefficient is highly significant statistically.
To assess the importance of each, variable in this sense, three
steps were taken. First, an over-all regression was run for the
period as a whole on all the significant variables, with X4 redefined
as indicated above. In this regression, time was held approximately
constant by using the monthly yield on Aaa corporates (Moody's)
as a variable.'6 The results of this over-all regression are given in
We 'might alternatively have averaged each b1 over 'its forty-four sample
values, weighting •each sample value inversely as to its variance, or have used
that value of each'which,the forty-four sample values, showed the strongest
significance. AAA corporates were used because ,they seemed to conform, better
than other available series, to the movements of direct placements.64 Yields on Corporate Debt Directly Placed
TABLE 26
Industrials: "Over-All" Regression, Log Y. on Eleven




Intercept ..+1.1816 .0361 +32.70 .001
b1 + .7995 •.0146 +54.85 .001
b2 — .0475 .0081 — 5.84 .001
b3 — .0228 .0143 — 1.59 .15
b4 + .0683 .0071 + 9.58 .001
b5 — .0232 .0028 — 8.32 .001
b6 — .0178 .0046 — 3.91 .001
b7 + .0010 .0003 + 3.59 .001
b8 — .0195 .0029 — 6.76 .001
b12 — .0322 .0047 .. — 6.87 .001
b13 . .0212 •.0155 — 1.37 .20
b15 — .0349 .0077 — 4.54 .001
1,271 degrees of freedom, two tailed.
For this regression, R2 =.806,F =481.1,and <.001.
Table 26.1T Second, each of the regression coefficients given by
the over-all regression was multiplied by the standard deviation of
the appropriate Xi. Finally, the antilog of each product was obtained
(without regard to the sign of that product). The results are given
in Table 27.
Column 1 of Table 27 lists the various b1's; column 2, theof
each and column 3 the product of each b multiplied by the
Twovariables which were deemed significant in thecrosssections, showed
only slight significance over-all—X, and X18. The coefficients on these variables
fluctuated around zero (see Chart ID-i). The cross-section analysis does not, of
course, hold expectations as to the future course of interest rates constant and
perhaps the signs of these two coefficients were sensitive to such expectations. See
Appendix A.Yields on Industrials 65
TABLE 27
Industrials: Percentage impact of Each Variable on Yield












X2 —.0475 1.7523 —.08323 1.09
X3 —.0228 .3855 —.00879 1.01
+.0683 1.7018 +.11623 1.12
X5 —.0232 .8237 —.0 1911 1.02
X6 —.0178 .4857 —.00885 1.01
X7 +.0010 8.5396 +.00854 1.01
X8 —.0195 1.4262 —.02781 1.03
X12 —.0322 1.7823 —.05739 1.06
X13 —.0212 .3369 —.00714 1.01
X15 —.0349 .5410 —.01888 1.02
asjgns ignored.
corresponding a of each X. Column 4 gives the antilog of this
product and represents the approximate percentage change in yield
which would be produced by an increase in X1 of an amount equal
to one standard deviation.
The ten variables, ranked in the order of their respective per-
centage impact on yield, are X4r,X2, X12, X8, X5, X15, X3, X6,
X7,and X13.
The Yield Series
With the foregoing results in hand, two sets of series were con-
structed: a set of cross-classified series and a set of computed
series. The cross-classified series hold (approximately) constant
just two significant variables—albeit two of the most important—66 Yields on Corporate Debt Directly Placed
CHART 6
Industrials: System of Cross Classification Used to Construct
Seven Cross-Classified Yield Series, 1951—61
Totalpro-formo capitalization (million dollars)

















whereasthe computed series hold rigidly constant all ten significant
variables. The cross-classified series are relatively easy to under-
stand and construct and provide "reasonable homogeneity" through
time.18
THE CROSS-CLASSIFIED SERIES
The procedure used to construct the cross-classified series in-
volved four main steps.
•First, the X4 variable was put back into its original form—as a
measure of coverage. Doing so made it possible to take account
of three rather than just two of the most important variables.
Quarterly, regressions were then run on X4, as so defined, and
on X2 alone. Weighted averages struck over the set of forty-four
coefficients for each variable were, respectively, —.0288and
18 On the average over the forty-four quarters, X2 and X4 together explain
about 45 per cent of variation in yield. The ten significant variables explain
about 75percent.
19 Both coefficients showed trend over the period but the relationship betweenYields on industrials 67
Second, class intervals were established over X2 and X4, based
on the foregoing weighted average regression coefficients. These
class intervals are given in Chart 6. The fact that the regression
coefficients on X2 and X4 were close to being equal meant that
the effect on yield of a given percentage increase in (e.g.) X2
would be almost• precisely offset by a corresponding percentage
decrease in X4 and this, in turn, meant that the cells lying along
any given left-to-right diagonal (see Chart 6) could be regarded,
other things being equal,asrepresenting roughly equivalent
"quality." Thus, all the issues falling in each of the cells lying
along diagonal number 4 were presumed to represent equivalent
"quality" in this sense—and correspondingly With each of the other
four left-to-right diagonals. This is equivalent to saying that the
sum of the logarithms (i.e., log X2 + log X4), taken at the means
of the two classes, is approximately equal from one cell to another
along any left-to-right diagonal. The size of each class interval was
chosen so as to allow a "spread," measured at the mean of each
interval, of about 5 per cent in yield between diagonals.2°
Third, the observations were deposited each into their appro-
priate cells. Simple arjthmetic averages were then struck along each
diagonal for each quarter. This procedure produced seven quar-
terly yield series.
These series, however, showed a fairly large• number of incon-
sistencies, roughly half of which were due to the small number of
observations in some series in some quarters. Finally, therefore,
the seven classes were consolidated into three, so. as to. provide a
strong "middle" series containing about 50 per cent of the observa-
tions and "lower" and "upper" series each containing roughly 25
per cent of the observations. The three resulting series are set forth
them was, for all practical purposes, stable. The ratio of b2 to b4 was 1.25 in
the first quarter. of 1951 and 1.20 in the last quarter of 1961.
20Inaddition, some 200 observations, Which were not included in the original
regressions, were added atthis point. These observations were not included
originally because in each case some data were missing. After the regressions
were run, however, these 200 observations were found to be complete in the
necessary respects.TABLE 28
Industrials:Yields on Direct Placements, Cross Classified,
by Class, Quarterly, 1951—61
Year Class Class Class
and 1 'II III Compositea
Quarter (1) (2) (3) (4)
1951
1 3.21 3.78 4.11 3.70
2 3.48 3.93 4.63 4.01
• 3 3.55 3.99 '4.84 4.13
4 3.'70 4.16 4.75 4.20
1952
1 3.88 4.33 4.73 4.31
2 3.78 4.27 4.75 4.27
3 3.72 4.31 486 4.30
4 3.88 4.20 5.06 4.38
1953
1 3.94 459 . 477 443
2 4.29 4.53 4.86 4.56
3 4.48 4.67 5.37 . 4.84
4 4.45 4.57 5.10 , 4.71
1954
1 4.03 4.57 5.02 4.54
2 •4.01 4.26 4.57 4.28
3 3.72 4.07 4.68 4.16
4 3.73 4.25 4.34 4.11
1955
1 ..3.73 4.17 4.79 4.23.
2 3.83 4.23 5.16 • 4.41
3 3.87 4.24 5.17 4.43
4 4.27 ' 4.55 4.83 4.55
1956
1 4.46 4.49 4.78 4.58
2 4.48 4.64 4.85 4.66
3 4.30 4.91 5.32 4.84
4 4.81 5.20 5.63 5.21
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TABLE 28 (concluded)
Year Class Class Class
and I II III Compositea
Quarter (1) (2) (3) (4)
1957
1 5.16 5.45 5.54 5.38
2 5.27 5.32 5.75 545
3 5.58 5.61 5.98 5.72
4 5.38 5.78 5.83 ' 5.66'
1958
1 5.24 5.42 ' 5.67 5.44
2 4.92 5.50 5.57 5.33
3 4.95 5.37 5.40 5.24
4 5.16 5.67 5.90 5.58
1959
1 5.20 5.80 6.00 5.67
2 5.50 5.75 5.93 5.73
3 5.65 5.80 6.07 5.84
4 5.98 6.02 6.34 6.11
1960
1 5.89 6.17 6.38 6.15
2 5.72 6.20 6•11b
6.01
3 5.76 6.07 6.39 6.07
4 5.36 5.94 6.13 5.81
1961
1 5.43 5.92 6.27 5.87
2 5.40 5.59 5.94 5.64
3 5.53 5.70 6.13 5..79
.4 5.41 5.62 5.92 5.65
series is equal to the sum of Classes I, II, and III divided by
3 (the arithmetic mean).
bInconsistency.70 Yields on Corporate Debt Directly Placed
CHART 7
Iñdustriáls: Yields on Direct Placements, Cross Classified,
in Table 28 and Chart 7. Grade I is made up of classes 1, 2, and
3;Grade II, of classes 4 and 5, and Grade III of classes 6 and
21Avariety of alternative procedures was available for the purpose of reducing
the number of series from seven to three. The means of adjacent diagonals could
have been averaged. This procedure would, of course, have given equal weight
to each diagonal. The mean in each cell, along each of the three diagonals,
could have been calculated and these means in turn averaged. This procedure
seemed better than thefirst because it would have given less weight to an
extreme fluctuation along any diagonal. The mean for any given quarter could
simply have been struck, over all the observations lying along the diagonals
to be consolidated. This procedure would have given equal weight to each
observation and would have further reduced the likelihood that the result in
Per cern
by Class, Quarterly, 1951—61
Shaded areas represent business contractions; white areas, expansions.
SouRcE: Table 28.Yields on industrials 71
CHART .8
Industrials: Yields On Direct Placements, Composite .Cross
Classified, Compared with Yields on FHA Mortgages and
Yields on Long-Term. Governments, Quarterly, 1951—61
A "composite" series, which is simply an arithmetic average,
quarterly, of the three series set forth in Table 28, is given in the
last column of that table. Charts 8 and 9 compare the movements
of this "composite" series with the movements of yields On FHA
any given quarter in any given class would be affected unduly by an extreme
observation.
All three procedures were tried. The first produced three inconsistencies and
the others, two each. The series did not differ greatly one from another and the




Shaded areas represent business contractions; white areas, expansions.
SOURCE: Table 28; Federal Reserve Bulletin; Treasury Bulletin.'53 '54
Shadedareas represent business contractions; white areas, expansions.
SOURCE: Table 28 and Moody's Bond Survey.
mortgages, long-term governments, and Moody's new issues "A"
and "Baa."
THE COMPUTED SERIES
Next, values were established, closely approximating the mean
values of the three cross-classified series (see Table 29) •22These
22càurse, any set of arbitrary values might have been Used for this
purpose—and any reader who wishes to experiment may do so, subject to the
caveat that the coefficients should not be used outside the range of observations
from which they were derived. The mean values of the cross-classified series
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CHART 9
lndustrials: Yields on Direct Placements, Composite Cross
Classified, Compared with Moody's Yields on New Issues




Moody's new Issues "A"
I
0
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TABLE 29






X2 Milliondollars 150.0 20.0 4.0
X3 Years 10.0 8.0 7.0
X4 Milliondollars 1.2 0.3 0.1
X5 a 1.5 1.5 1.3
X5 b 0.6 0.6 0.7
X7 Years 4.0 5.0 3.0
X8 Milliondollars 16.0 4.0 1,3
X12 Milliondollars 20.0 4.0 0.9









aFor this variable, first mortgage bonds=0;second mortgage bonds
ordebts secured by securities or lease =1;senior debentures =2;and
subordinateddebentures3. The figures here are an average of these
code numbers.
bForindustrial classification, durables =0and nondurables =1.
The figures here are an average of these code numbers.
values were held rigidly constant for each of the three series through
the period. Quarterly yields for each series were then computed,
using the forty-four regression equations given by the rerun on the
ten significant variables.23 These computed yields are given in the
first three columns of Table 30, and in Chart 10.
wereused because (a) comparisons with the cross-classified series might be
enlightening and (b) the cross-classified series were equally spaced in terms of
"quality" and using theirmeanvalues suggested that the computed series would
beapproximately equally spaced also.
195 1—61values were used for the individual seriesinstead of 1956values
(as,below, for thecompositeseries)because the 1956valuesfor the individual
series did not appear to be representative.






































































































Industrials: Yields on Direct Placements, Computed,
by Class, Quarterly, 1951—61
' Year Class Class Class
and Ic lic Ilic Compositea


















4.68Yields on industrials 75
TABLE 30 (concluded)
Year Class Class Class
and Ic lic Ilic Compositea
Quarter (1) (2) (3) (4)
1957
1 4.85 5.59 6.30 5.58
2 4.90 5.28 5.64 5.27
3 4.87 6.26 7.94 6.36
4 5.43 6.03 6.40 5.95
1958
1 5.03 5.48 5.84 5.45
2 4.59 5.31 6.00 5.30
3 4.89 5.50 6.07 5.49
4 5.17 5.47 5.77 5.47
1959
1. 5.03 5.65 5.72
2 5.38 5.51 5.62 5.50
3 544* 5.34 5.36 5.38
4 5.06 5.77 6.32. 5.72
1960
1 4.80 6.11 7.64. 6.18
2 4.95 5.28 5.67 5.30
3 4.53 5.73 5.99 5.42
4 5.62 6.17 6.56 6.12
1961 .
1 4.99 5.66 6.32 5.66
2 5.23 5.48. 5.77 . 5.49
3 5.19 5.69 6.21 5.70
4 5.33 5.47 5.71 5.50
series is equal, for each quarter, the sum of Classes Ic, lic,
and IIIc,.divided by 3 (arithmetic mean).
binconsistency. .76 Yields on Corporate Debt Directly Placed
CHART 10
Industrials. Yields on Direct Placements, Computed, by
Class, Quarterly, 1951—61
Chart 11 compares each of the three computed series with its
corresponding series. On the whole, the general
movements of both class I series, except for 1960, and the general
movements of both class II series, except for the second and third
quarters of 1960, are much the same—although, of course, they
need not have been, simply because the cross-classified series do
not hold everything constant. There are sharp differences, however,
between the two class HI series—especially in the first three quarters
1951'52'53 '54'55 '56 '57 '58 '59 '60 '61
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TABLE 31
Industrials:Mean Values Used to Obtain Computed Composite Series
Variable ''Unit Value
X2 • Million dollars ' 23.2
X3 , Years . 9.8




X7 Years . 6.0 .
X8 Million dollars •2.9
X12 Million dollars 2.8
X13 Years . 15.3
X15 Dollars of long-term,debtper
. dollar of total capital
• .29
aSee notea, Table 29.
bSeenote b, Table 29.
of 1952, the third quarter of 1957, and the first quarter of 1960.
In these quarters, the cross-classified series is lower than it should
be simply because observations were missing in the bottom class.24
24Onereader has suggested that the computed series are more erratic than
the cross-classified series. This certainly seems to be true at least of the class III
series, and this fact may mean that even though residuals were approximately
normally distributed, the regression coefficients may not be very reliable at the
low end of the distribution in some quarters—primarily because of missing actuals
at the low end in those quarters. Thatis,in some quarters the regression
coefficients, are being used, in computing the class III series, beyond the range
of the observations from which they were derived.
Further, the computed series of course reflect the 'effect of sampling error in
the quarterly regression coefficients. This problem might have been dealt with
by computing coefficients (as was done for financials in Chapter 5), for periods
of three or four years, holding time constant, by using the yield on Aaa
corporates (or a similar series) as a variable, Unhappily, additional runs along
these lines were beyond the resources of the present study. They might well be
worthwhile, however, as part of any attempt to bring and keep the present series
up to date.TABLE 32
Industrials:Three Composite Yield Series Compared with Each
Other and with Average Actual Yields in Sample,
Quarterly, 1951—61
Year
and C1 C2 C3 C4
Quarter (1) (2) (.3) (4)
1951
I 3.70 3.80 3.73 3.69
2 4.01 3.7.3 3.25 3.83
3 4.13 4.53 4.32 4.28
4 4.20 4.24 3.93 4.05
1952
1 4.31 4.41 4.17 4.21
2 4.27 4.54 4.36 4.10
3 4.30 4.96 4.27 4.34
4 4.38 4.03 4.00 4.20
1953
1 4.43 4.46 4.35 4.46
2 4.56 4.84 4.53 4.54
3 4.84 4.54 4.40 4.76
4 4.71 4.64 4.58 4.58
1954
1 4.54 4.53 4.38 4.47
2 4.28 4.17 4.21 4.28
3 4.16 4.23 4.16 4.21
4 4.11 3.98 4.20 4.04
1955
1 4.23 4.19 3.86 4.12
2 4.41 .3.95 4.20 4.24
3 . 4.43 . 4.15 4.29 ..4.35
4 4.55 4.68 4.43 4.61
1956
1 4.58 4.46 4.43 4.57
2 4.66 4.53 4.65 4.64
3 4.84 4.81 4.88 4.76
4 5.21 5.28 5.20 5.13
(continued)80 Yieldson Corporate Debt Directly Placed
TABLE 32 (concluded)
Year :
and C1 C2 C3 C4
Quarter (1) (2) (3) (4)
1957
1 5.38 5.58 5.21 5.36
2 5.45 5.27 5.22 5.34
3 5.72 6.36 5.65 5.63
4 5.66 5.95 5.79 5.63
1958
1 5.44 5.45 5.51 5.36
2 5.33 5.30 5.16 5.16
3 5.24 5.49 5.Q8 5.22
4 5.58 5.47 5.32 5.41
1959
1 5.67 6.05 5.76 5.59
2 5.73 5.50 5.52 5.62
3 5.84 5.38 5.82 5.74
4 6.11 5.72 5.75 6.05
1960
1 6.15 6.18 5.33 6.02
2 6.01 5.30 5.88 5.93
3 .6.07 5.42 6.03 5.92
4 5.81 6.12 5.82 5.86
1961
1 5.87 5.66 5.5.3 5.84
2 5.64 5.49 5.50 5.63
3 5.79 5.70 5.77 5.89
4 5.65 5.50 5.71 5.61
Source: Col. 1, see Table 28, column 4; col. 2, see Table .30, column
4; CO1. 3, computed at 1956 mean values for ten significant variables
given in Table 31; col. 4, arithmetic average over all actual yields on
industrials in sample.Yields on Industrials 81
Two additional composite series for industrials were also ob-
tained.
For the first, the three computed series were simply averaged
arithmetically (ColUmn 4 of Table 30 and Column 2 of Table 32).
Second, a composite computed series was obtained• by using
CHART 12
Industrials: Three Composite Yield Series Compared with
Each Other and with Movements of Yields on Long-Term
Governments, Quarterly, 1951—61
Shaded areas represent business contractions; white areas, expansions.
SOURCE: Table 32 and Treasury Bulletin.
Per cent Per cent82 Yields on Corporate Debt Directly Placed
mean values for the significant variables for 1956—the midyear of
the period (Table 31). The forty-four iegression equations (given
by the. rerun on the significant variables) were evaluated at these
mean values. This series is given in column 3 of Table 32.
All three series are compared in Chart 12. The composite cross-
classified series and the computed series based on 1956 mean
values are closest together •and both conform fairly closely to
NBER turning points in business cycles. The arithmetic average
of the three computed series (C2) shows five or six erratic move-
ments.25
25 Whether the "fixed characteristics" series really represent constant quality
remains to be seen. This problem will be dealt with in the study of the quality
of direct placements, at present under way.