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Chapitre 1
Introduction générale
Soit X une variété algébrique affine normale munie d’une opération fidèle d’un tore
algébrique T. Supposons que le corps de base k est algébriquement clos de caractéris-
tique 0. Alors X peut être décrite par des objets combinatoires de géométrie convexe.
Plusieurs descriptions ont été obtenues notamment par les travaux de Mumford, Dol-
gachev, Pinkham, Demazure, Timashev, Flenner, Zaidenberg, Altmann, Hausen, e.a.
Dans cette thèse, nous étudions des problèmes nouveaux concernant les propriétés
algébriques et géométriques de la variété X.
Rappelons que la présentation d’Altmann-Hausen en termes de diviseurs poly-
édraux donne une description explicite de l’algèbre M-graduée k[X ] des fonctions
régulières de la variété X, où M est le réseau des caractères de T. Plus précisément,
si N est le réseau dual à M , et MQ, NQ sont les Q-espaces vectoriels associés à M,N
alors cette présentation est donnée par un triplet (Y, σ,D). La première donnée Y est
une variété semi-projective normale sur k ; c’est à dire une variété normale qui est
projective sur une variété affine. En fait, c’est un quotient d’un ouvert de X par T.
En particulier, les orbites générales de l’opération de T dans X sont de codimension
dimY . La deuxième donnée σ est un cône polyédral saillant de NQ. Le cône dual
σ∨ ⊂ MQ est le cône des poids de k[X ]. La troisième donnée est un diviseur de Weil
D sur la variété Y dont les coefficients sont des σ-polyèdres de NQ tous égaux à σ sauf
pour un nombre fini. Rappelons qu’un σ-polyèdre dans NQ est la somme de Minkowski
d’un polytope de NQ avec le cône σ. De plus, l’évaluation D(m) de D en le vecteur
m ∈ σ∨ est un diviseur de Weil rationnel Q-Cartier, semi-ample et abondant lorsque
m est dans l’intérieur relatif de σ∨ (voir [AH]). On a un isomorphisme d’algèbres
M-graduées, k[X ] ≃ A[Y,D] où
A[Y,D] :=
⊕
m∈σ∨∩M
H0(Y,OY (⌊D(m)⌋))χm.
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Les éléments χm vérifient les relations χ0 = 1 et χm · χm′ = χm+m′ , pour tous m,m′ ∈
σ∨ ∩M . Réciproquement, en partant d’une présentation d’Altmann-Hausen (Y, σ,D),
l’algèbre A[Y,D] définit une variété normale sur k munie d’une opération fidèle de T
avec quotient rationnel Y . Lorsque Y est de dimension 0 (cas de complexité 0), on a
H0(Y,OY (⌊D(m)⌋)) = k
pour tout m ∈ σ∨ ∩M , de sorte que
k[X ] ≃ A[Y,D] =
⊕
m∈σ∨∩M
kχm.
On retrouve ainsi la description bien connue des variétés toriques affines en termes
de cônes polyédraux saillants. Une des motivations majeures des travaux présentés
dans cette thèse est la généralisation de résultats connus dans le cas torique (cas
dimY = 0) au contexte des diviseurs polyédraux présenté ci-dessus (cas général). Plus
précisément, nous nous intéressons au cas où Y est une courbe algébrique régulière C
(cas de complexité 1). Dans ce contexte, on reconstruit aisément C à partir de A[C,D].
Cette thèse est divisée en trois parties. Dans la première partie (chapitre 3), un
résultat donne une manière explicite de calculer la normalisation d’une variété affine
munie d’une opération d’un tore algébrique de complexité 1 en termes de diviseurs
polyédraux d’Altmann-Hausen, lorsque k est algébriquement clos de caractéristique
0. Ce résultat peut être mis en parallèle avec les travaux de Hochster dans le cas
torique (voir [Ho]). Comme application, nous nous intéressons à la théorie des idéaux
intégralement clos introduite par Zariski, Lejeune-Jalabert, Teissier, etc. (voir [Za,
LeTe]). On donne une description combinatoire des idéaux homogènes intégralement
clos de l’algèbre A = A[C,D], généralisant l’approche de [KKMS]. Nous obtenons sous
certaines conditions un critère de normalité pour les idéaux homogènes de A.
Les calculs de la première partie suggèrent une démonstration de la validité de la
présentation d’Altmann-Hausen sur un corps quelconque dans le cas de la complexité
1. Ce qui est fait dans la deuxième partie (chapitre 4). Sur un corps de base arbitraire,
la descente galoisienne des variétés affines normales munies d’une opération d’un tore
algébrique de complexité 1 est décrite par des objets combinatoires que nous appe-
lons diviseurs polyédraux Galois stables. Nous étudions aussi d’autres types d’algèbres
multigraduées, celles qui sont définies par un diviseur polyédral sur un anneau de
Dedekind.
Dans la troisième partie (chapitre 5), nous étudions la description des racines de
Demazure en complexité 1 sur un corps quelconque dans la lignée amorcée par Liendo
[Li]. Cette étude est aussi une généralisation en dimension plus grande de résultats
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dû à Flenner et à Zaidenberg concernant les opérations normalisées du groupe additif
dans les surfaces affines complexes munies d’une action de C⋆ (voir [FZ 2]).
Avertissement. Les trois prochains chapitres sont issus d’une publication (voir [La])
et de deux prépublications (voir [La 2, LL]). Les deux prochains chapitres peuvent
être lus indépendamment. Le chapitre 5 utilise les conventions du chapitre 4. Chaque
chapitre est muni de sa propre introduction détaillée.
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Chapitre 2
General introduction
Let X be a normal affine algebraic variety endowed with an effective action of an
algebraic torus T. Assume that the ground field k is algebraically closed of characte-
ristic 0. Then we can describe the variety X by combinatorial objects arising in convex
geometry. There exist several descriptions due mainly to the works of Mumford, Dolga-
chev, Pinkham, Demazure, Timashev, Flenner, Zaidenberg, Altmann, Hausen, among
others. In this thesis, we study new problems concerning the algebraic and geometric
properties of the variety X.
Let us recall that the Altmann-Hausen presentation in terms of polyhedral divisors
provides a concrete description of the M-graded algebra k[X ] of regular functions on
X, where M is the character lattice of T. More precisely, if N is the dual lattice of
M , and MQ, NQ are the Q-vector spaces associated to M,N then this presentation is
given by a triple (Y, σ,D). The first data Y is a normal semi-projective variety over
the field k, i.e., Y is assumed to be projective over an affine variety. Actually, Y is a
quotient of an open subset of X by the torus T. In particular, the general T-orbits in
X have codimension dimY . The second data σ is a strongly convex polyhedral cone
of NQ. The dual cone σ∨ ⊂ MQ is the weight cone of the M-graded algebra k[X ]. The
third data is a Weil divisor D over Y whose coefficients are σ-polyhedra of NQ equal
to σ for all but finitely many prime divisors of Y . Recall that a σ-polyhedron in NQ is
the Minkowski sum of a polytope of NQ with the cone σ. Furthermore, the evaluation
D(m) of D in a vector m ∈ σ∨ is a rational Q-Cartier divisor, semi-ample, and big
for m in the relative interior of the cone σ∨ (see [AH]). We have an isomorphism of
M-graded algebras, k[X ] ≃ A[Y,D] where
A[Y,D] :=
⊕
m∈σ∨∩M
H0(Y,OY (⌊D(m)⌋))χm.
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The symbols χm satisfy the relations χ0 = 1 and χm · χm′ = χm+m′ , for all m,m′ ∈
σ∨ ∩M . Conversely, given a presentation (Y, σ,D) the corresponding algebra A[Y,D]
defines naturally a normal affine variety over k endowed with an effective T-action
with rational quotient Y . When the dimension of Y is 0 (complexity 0 case), we have
H0(Y,OY (⌊D(m)⌋)) = k
for any m ∈ σ∨ ∩M so that
k[X ] ≃ A[Y,D] =
⊕
m∈σ∨∩M
kχm,
and we recover the classical description of affine toric varieties in terms of strongly
convex polyhedral cones. One of the main motivations of the work presented in this
thesis is a generalization of well known results in the toric case (case of dimY = 0)
to the context of polyhedral divisors (general case). More precisely, we are interested
in the case where Y is a regular algebraic curve (complexity 1 case). In this context,
we reconstruct easily the curve C starting from the algebra A[C,D].
This thesis is divided into three parts. In the first part (Chapter 3) we give an
explicit description of the normalization of an affine variety endowed with an algebraic
torus action of complexity 1 in terms of polyhedral divisors, when the ground field k is
algebraically closed of characteristic 0. This result can be compared with the work of
Hochster in the toric case (see [Ho]). As an application we are interested in the theory
of integrally closed ideals introduced by Zariski, Lejeune-Jalabert, Teissier, etc. (see
[Za, LeTe]). We provide a combinatorial description of homogeneous integrally closed
ideals of the algebra A = A[C,D], extending the approach of [KKMS]. We obtain
under some conditions a normality criterion for homogeneous ideals of A.
Following the computations of the first part, we can show next that the Altmann-
Hausen presentation in complexity 1 holds over an arbitrary field. This is done in the
second part (Chapter 4). Still over an arbitrary field, the Galois descent of normal
affine varieties endowed with an algebraic torus action of complexity 1 is described via
a new combinatorial object that we call Galois invariant polyhedral divisor. We study
as well other types of multigraded algebras, namely, those defined by a polyhedral
divisor over a Dedekind domain.
In the third part (Chapter 5), we describe the Demazure roots in complexity 1 for
more general fields following the work of Liendo [Li]. We obtain a generalization in
higher dimensions of classical results concerning the quasihomogeneous surfaces [FZ
2] due in particular to Flenner and Zaidenberg.
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Warning. The next three chapters arise from a publication (see [La]) and two
preprints (see [La 2, LL]). The next two chapters can be read independently. Chapter
5 uses the conventions of Chapter 4. Each chapter is provided with its own detailed
introduction.
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Chapitre 3
Clôture intégrale et opérations de
tores algébriques de complexité un
dans les variétés affines
3.1 Introduction
Dans ce chapitre, nous nous intéressons aux algèbres multigraduées de complexité
1 sur un corps algébriquement clos k de caractéristique zéro.
En utilisant la géométrie convexe développée par Altmann et Hausen nous obte-
nons des résultats nouveaux sur des questions classiques d’algèbre commutative. Un
de nos principaux théorèmes donne une description combinatoire des idéaux intégrale-
ment clos en termes de diviseurs polyédraux, voir le théorème 3.6.6. Un autre résultat
nous permet de calculer de façon explicite la normalisation d’une variété affine munie
d’une opération d’un tore algébrique de complexité un. Nous décrivons aussi la ferme-
ture intégrale des idéaux homogènes, voir les théorèmes 3.4.4 et 3.6.2, et donnons de
nouveaux exemples d’idéaux normaux homogènes, voir le théorème 3.7.3.
Donnons deux exemples illustrant notre problématique. Considérons l’algèbre des
polynômes de Laurent en n variables
L[n] = L[n](k) := k
[
t1, t
−1
1 , t2, t
−1
2 , . . . , tn, t
−1
n
]
.
Notons que L[n] est l’anneau des coordonnées de la variété affine (k⋆)n. Soit A une
sous-algèbre engendrée par un nombre fini de monômes. Soit E ⊂ Zn le sous-ensemble
des exposants correspondant aux monômes apparaissant dans A. Sans perte de gé-
néralité, nous pouvons supposer que E engendre le réseau Zn. Il est connu [Ho] que
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la normalisation de A est l’ensemble des combinaisons linéaires de tous les monômes
dont les exposants appartiennent au cône ω ⊂ Qn engendré par E. Nous avons donc
A¯ =
⊕
(m1, ... ,mn)∈ω∩Zn
k tm11 . . . t
mn
n ,
où A¯ est la normalisation de A. Par exemple, si n = 1 et si A est la sous-algèbre engen-
drée par les monômes t21 et t
3
1 alors la normalisation de A est l’anneau des polynômes
k[t1].
Un problème analogue apparaît pour les idéaux monomiaux. Supposons que l’al-
gèbre A soit normale. Soit I un idéal de A engendré par des monômes. L’enveloppe
convexe dans Qn de tous les exposants des monômes de I est un polyèdre P contenu
dans le cône ω. Ce polyèdre P satisfait P + ω ⊂ P . La fermeture intégrale de I est
égale à
I¯ =
⊕
(m1, ... ,mn)∈P∩Zn
k tm11 . . . t
mn
n .
Nous pouvons déterminer P par un ensemble fini de monômes dans A engendrant
l’idéal I. Par exemple, si n = 2, A = C[t1, t2] et si I est l’idéal engendré par les
monômes t31 et t
3
2 alors
I¯ =
(
t31, t
2
1t2, t1t
2
2, t
3
2
)
.
Voir [LeTe, HS, Va] pour plus de détails concernant la fermeture intégrale des idéaux ;
nous rappelons les définitions essentielles ci-dessous. Notons que l’étude des idéaux in-
tégralement clos nous permet de décrire la normalisation d’un éclatement (voir [KKMS]
pour le cas torique et [Br] pour le cas sphérique). Cela est aussi utilisé dans le but de
décrire les modifications affines équivariantes par les opérations d’un tore algébrique
(voir [KZ, Du]).
Par analogie avec le cas monomial présenté ci-dessus, nous considérons le cas plus
général des opérations de tores algébriques de complexité 1. Avant de passer à la
formulation de nos résultats, rappelons quelques notions.
Un tore algébrique T de dimension n est un groupe algébrique isomorphe à (k⋆)n.
Soient M le réseau des caractères de T et A une algèbre affine sur le corps k. Alors
se donner une opération algébrique de T dans X = SpecA est équivalent à se donner
une M-graduation sur A. La complexité de l’algèbre M-graduée affine A est la codi-
mension d’une orbite dans X en position générale. Notons que le cas classique torique
correspond au cas de la complexité 0.
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Soient A un anneau intègre et I un idéal de A. Un élément a ∈ A est dit entier sur
I s’il existe r ∈ Z>0 et ci ∈ I i, i = 1, . . . , r tels que ar +
∑r
i=1 cia
r−i = 0. La fermeture
intégrale I¯ de l’idéal I est l’ensemble de tous les éléments de A qui sont entiers sur I. Il
est connu que le sous-ensemble I¯ est un idéal [HS, 1.3.1]. Un idéal I est intégralement
clos si I = I¯. De plus, I est dit normal si pour tout entier strictement positif e, l’idéal
Ie est intégralement clos. Si A est normal alors cette dernière condition est équivalente
à la normalité de l’algèbre de Rees A[It] = A⊕⊕i≥1 I iti. Voir [Ri] pour plus de détails.
Le but de ce chapitre est de répondre aux questions suivantes : étant donnés
une algèbre M-graduée affine A de complexité 1 sur k et des éléments homogènes
a1, . . . , ar ∈ A tels que
A = k [a1, . . . , ar] ,
peut-on décrire explicitement la normalisation de A à partir des générateurs a1, . . . , ar ?
De plus, si A est normale et si I est un idéal homogène dans A, peut on décrire
explicitement la fermeture intégrale de I à partir d’un ensemble fini de générateurs
homogènes ? Il existe un lien entre ces deux dernières questions. En fait, la réponse à
la seconde question peut être déduite de la première en examinant la normalisation de
l’algèbre de Rees A[It] correspondant à l’idéal I.
Pour répondre à la première question, il est utile d’attacher un objet combinatoire
approprié à une algèbre M-graduée normale A. Par exemple, dans le cas monomial
présenté ci-dessus, si A est normale alors le cône polyédral ω (engendré par les poids
de A) nous permet de reconstruire l’algèbre A.
Rappelons qu’une T-variété est une variété normale munie d’une opération fidèle
d’un tore algébrique T. Il existe plusieurs descriptions combinatoires des T-variétés
affines. Voir [De 2, AH] pour la complexité arbitraire, [KKMS, Ti] pour la complexité
1 et [FZ] pour le cas des surfaces. Notons que la description de [AH] est généralisée
dans [AHS] pour des T-variétés. Voir aussi l’article d’exposition [AOPSV] pour des
applications concernant la théorie des T-variétés.
Dans ce chapitre, nous utilisons le point de vue de [AH] et de [Ti]. Pour simplifier
nous supposons que M = Zn et que T = (k⋆)n. Une T-variété affine X = SpecA de
complexité 1 peut être décrite par son cône des poids ω ⊂ Qn et un diviseur polyédral
D sur une courbe algébrique lisse C, dont les coefficients sont des polyèdres dans Qn.
Pour tout élément m = (m1, . . . , mn) de ω ∩ Zn, nous avons une évaluation D(m)
appartenant à l’espace vectoriel sur Q des diviseurs de Weil rationnels sur C. Étant
donnée un triplet (C, ω,D) on peut construire une algèbre M-graduée
A[C,D] :=
⊕
m∈ω∩M
H0(C,OC(⌊D(m)⌋))χm,
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où χm est le monôme de Laurent tm11 . . . t
mn
n . Voir [AH] pour des définitions et des
énoncés précis. Un des principaux résultats de ce chapitre peut être énoncé de la façon
suivante (voir le théorème 3.4.4).
Théorème. Soit C une courbe algébrique lisse. Considérons une sous-algèbre
B = k[C][f1χ
s1, . . . , frχ
sr ] ⊂ L[n](k(C)) := k(C)
[
t1, t
−1
1 , . . . , tn, t
−1
n
]
telle que
FracB = FracL[n](k(C )),
où si ∈ Zn, χsi est le monôme de Laurent correspondant, et fi ∈ k(C)⋆. Alors la
normalisation de B est l’algèbre A[C,D] dont le cône des poids ω est engendré par
s1, . . . , sr et dont le coefficient du diviseur polyédral D au point z ∈ C est
∆z = { v ∈ Qn, 〈si , v〉 ≥ −ordz fi , i = 1 , . . . , r } ,
où ordz fi est l’ordre d’annulation de fi en z.
Ce théorème répond à la première question. Il généralise des résultats bien connus
dans le cas des surfaces munies d’une opération algébrique de k⋆, voir [FZ, 3.9, 4.6].
Notons aussi que ce résultat peut être appliqué
(*) pour trouver un diviseur polyédral propre représentant une sous-algèbre (nor-
male) donnée par un ensemble fini de générateurs homogènes ;
(**) pour trouver un ensemble fini de générateurs d’une algèbre représentée par un
diviseur polyédral propre : l’idée est de deviner un ensemble fini de générateurs
en appliquant (*).
La réponse à la seconde question est donnée par le théorème 3.6.2. Il est connu que
l’ensemble des idéaux intégralement clos homogènes d’une variété torique décrite par
son cône des poids ω est en correspondance bijective avec l’ensemble des ω-polyèdres
entiers contenus dans ω (voir [KKMS] et la section 3.5). Nous donnons une correspon-
dance analogue pour les idéaux intégralement clos homogènes sur une T-variété affine
de complexité 1 (voir le théorème 3.6.6) qui est totalement combinatoire lorsque C est
affine (voir le corollaire 3.6.7).
Tout idéal intégralement clos homogène I d’une T-variété affine X = SpecA de
complexité 1 peut être décrit par le biais d’un couple (P, D˜) où P est un polyèdre
entier dans Qn. Ce polyèdre joue le même rôle que le polyèdre de Newton pour le cas
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monomial. Le diviseur polyédral D˜ correspond à la normalisation de l’algèbre de Rees
de I. Nous donnons une interprétation géométrique des coefficients de D˜. Supposons
par exemple que le cône des poids de A est saillant, et soit ∆˜z le coefficient de D˜ au
point z ∈ C. Alors le théorème 3.6.6 donne des conditions sur les équations des faces
de codimension 1 de ∆˜z de sorte que D˜ correspond à la normalisation de l’algèbre de
Rees A[It].
Nous donnons aussi des conditions suffisantes sur le couple (P, D˜) pour que l’idéal
correspondant I soit normal (voir le théorème 3.7.3). Pour le cas des k⋆-surfaces af-
fines qui ne sont pas elliptiques, nous obtenons une démonstration combinatoire de
la normalité des idéaux intégralement clos homogènes de ces surfaces. Comme autre
application, nous obtenons un nouveau critère de normalité qui généralise le théorème
de Reid-Roberts-Vitulli [RRV, 3.1] dans le cas de la complexité 0 (voir 3.7.5).
Théorème. Soient n ≥ 1 un entier et k[n+1] = k[x0, . . . , xn] l’algèbre des polynômes
à n+1 variables sur k. Nous munissons k[n+1] de la Zn-graduation donnée par l’égalité
k
[n+1] =
⊕
m=(m1,...,mn)∈Nn
Am, avec Am = k[x 0] x
m1
1 . . . x
mn
n .
Pour un idéal homogène I de k[n+1], les assertions suivantes sont équivalentes.
(i) L’ideal I est normal ;
(ii) Pour tout e ∈ {1, . . . , n}, l’idéal Ie est intégralement clos.
Donnons un court résumé de chaque section de ce chapitre. Dans la section 3.3,
nous rappelons quelques faits sur les opérations de tores algébriques de complexité
1 et sur les diviseurs polyédraux. Dans la section 3.4, nous traitons le problème de
la normalisation des algèbres multigraduées et montrons le théorème 3.6.6. Dans la
section 3.5, nous nous concentrons sur les idéaux monomiaux intégralement clos. Dans
la section 3.6, nous étudions la description en termes de couples (P, D˜) pour les idéaux
intégralement clos des T-variétés affines de complexité 1. Finalement, dans la dernière
section, nous discutons de la normalité des idéaux dans un cas particulier.
Tout au long de ce chapitre k est un corps algébriquement clos de caractéristique
zéro. Par une variété on entend un schéma intègre séparé de type fini sur k.
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3.2 Introduction (english version)
In this chapter, we are interested in multigraded affine algebras of complexity 1
over an algebraically closed field k of characteristic zero.
Using the convex geometry developped by Altmann-Hausen we obtain some new
results on classical questions of commutative algebra. One of our main theorems gives
a description of integrally closed homogeneous ideals in terms of polyhedral divisors,
see Theorem 3.6.6. Another result allows us to compute effectively the normalization
of an affine variety with an algebraic torus action of complexity one. We describe as
well the integral closure of homogeneous ideals, see Theorem 3.4.4, Theorem 3.6.2 and
exhibit new examples of normal homogeneous ideals, see Theorem 3.7.3.
The following two classical examples illustrate well the issues that arise. Consider
the algebra of Laurent polynomials in n variables
L[n] = L[n](k) := k
[
t1, t
−1
1 , t2, t
−1
2 , . . . , tn, t
−1
n
]
.
Notice that L[n] is the coordinate ring of the affine variety (k⋆)n. Let A be a subalgebra
generated by a finite number of monomials, and let E ⊂ Zn be the subset of exponents
corresponding to the monomials of A. Without loss of generality, we may suppose that
E generates the lattice Zn. It is known [Ho] that the normalization of A is the set of
linear combinations of all monomials with their exponents belonging to the rational
cone ω ⊂ Qn generated by E. We have
A¯ =
⊕
(m1, ... , mn)∈ω∩Zn
k tm11 . . . t
mn
n
where A¯ is the normalization of A. For instance, if n = 1 and if A is the subalgebra
generated by the monomials t21 and t
3
1 then the normalization of A is the polynomial
ring k[t1].
A similar problem arises for monomial ideals. Assume that the algebra A is normal.
Let I be an ideal of A generated by monomials. The convex hull in Qn of all exponents
appearing in I is a polyhedron P contained in ω. This polyhedron P satisfies P+ω ⊂ P .
The integral closure of I is equal to
I¯ =
⊕
(m1, ... ,mn)∈P∩Zn
k tm11 . . . t
mn
n .
We can determine P by means of a finite system of monomials generating the ideal I.
For instance, if n = 2, A = C[t1, t2] and if I is the ideal generated by the monomial t31
and t32 then
I¯ =
(
t31, t
2
1t2, t1t
2
2, t
3
2
)
.
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See [LeTe, HS, Va] for more details concerning the integral closure of ideals ; we recall
below the definition. Note that the study of integrally closed ideals allows us to find
the normalization of a blowing-up (see [KKMS] for toric varieties and [Br] for spherical
varieties). This is used as well in order to describe (T-equivariant) affine modifications
(see [KZ, Du]).
By analogy with the monomial case presented above, we address more generally
the actions of algebraic tori of complexity 1. Before formulating our results, let us
recall some notation.
An algebraic torus T of dimension n is an algebraic group isomorphic to (k⋆)n. Let
M be the character lattice of T, and let A be an affine algebra over k. Defining an
algebraic action of T on X = SpecA is the same as defining an M-grading of A. The
complexity of the affine M-graded algebra A is the codimension of a general T-orbit
in X. Note that the classical toric case corresponds to the complexity 0 case.
Let A be a domain and let I be an ideal of A. An element a ∈ A is said to be integral
over I if there exist r ∈ Z>0 and ci ∈ I i, i = 1, . . . , r such that ar +
∑r
i=1 cia
r−i = 0.
The integral closure I¯ of the ideal I is the set of all elements of A that are integral
over I. It is known that I¯ is an ideal [HS, 1.3.1]. An ideal I is integrally closed if
I = I¯. Furthermore, I is said to be normal if for any positive integer e, the ideal
Ie is integrally closed. If A is normal then this latter condition is equivalent to the
normality of the Rees algebra A[It] = A⊕⊕i≥1 I iti. See [Ri] for more details.
The purpose of this paper is to answer the following questions : given an affine
M-graded algebra A of complexity 1 over k and homogeneous elements a1, . . . , ar ∈ A
such that
A = k [a1, . . . , ar] ,
can one describe explicitly the normalization of A in terms of the generators a1, . . . , ar ?
Furthermore if A is normal and if I is a homogenous ideal in A, can one describe ef-
fectively the integral closure of I in terms of a given finite system of homogeneous
generators of I ? There exists a connection between these two questions. Indeed the
answer to the second can be deduced from that to the first by examining the norma-
lization of the Rees algebra A[It] corresponding to I.
To answer the first question, it is useful to attach an appropriate combinatorial
object to a given normal M-graded algebra A. For instance, in the monomial case if
A is normal then the rational cone ω allows us to reconstruct A.
Recall that a T-variety is a normal variety endowed with an effective algebraic
T-action. There exists several combinatorial descriptions of affine T-varieties. See [De
2, AH] for arbitrary complexity, [KKMS, Ti] for complexity 1 and [FZ] for the case
of surfaces. Note that the description of [AH] is generalized in [AHS] to non-affine
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T-varieties. See also the survey article [AOPSV] for applications of the theory of T-
varieties.
In this chapter, we use the point of view of [AH] and [Ti]. To simplify things we
assume that M = Zn and T = (k⋆)n. An affine T-variety X = SpecA of complexity
1 can be described by its weight cone ω ⊂ Qn and by a polyhedral divisor D on a
smooth algebraic curve C, whose coefficients are polyhedra in Qn. For any element
m = (m1, . . . , mn) of ω ∩ Zn, we have an evaluation D(m) belonging to the Q-linear
space of rational Weil divisors on C. Given a combinatorial data (C, ω,D) one can
construct an M-graded algebra
A[C,D] :=
⊕
m∈ω∩M
H0(C,OC(⌊D(m)⌋))χm,
where χm is the Laurent monomial tm11 . . . t
mn
n . See [AH] for definitions and specific
statements. One of the main results of this paper can be stated as follows (see Theorem
3.4.4).
Theorem. Let C be a smooth algebraic curve. Consider a subalgebra
B = k[C][f1χ
s1, . . . , frχ
sr ] ⊂ L[n](k(C)) := k(C)
[
t1, t
−1
1 , . . . , tn, t
−1
n
]
such that
FracB = FracL[n](k(C )),
where si ∈ Zn, χsi is the corresponding Laurent monomial, and fi ∈ k(C)⋆. Then the
normalization of B is the algebra A[C,D] with weight cone ω generated by s1, . . . , sr
and with the following coefficient of the polyhedral divisor D at the point z ∈ C :
∆z = { v ∈ Qn, 〈si , v〉 ≥ −ordz fi , i = 1, . . . , r } ,
where ordz fi is the order of fi at z.
This theorem answers the first question. It generalizes well known results for the
case of affine surfaces with k⋆-actions [FZ, 3.9, 4.6]. Note also that it may be applied
(*) to find a proper polyhedral divisor representing a (normal) subalgebra given by
generators ;
(**) to find generators of an algebra represented by a proper polyhedral divisor : the
idea is to guess some generating set and apply (*).
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The answer to the second question is given by Theorem 3.6.2. It is known that
the set of integrally closed homogeneous ideals of the affine toric variety with weight
cone ω is in bijective correspondence with the set of integral ω-polyhedra contained
in ω (see [KKMS] and section 3.5). We provide a similar correspondence for integrally
closed homogeneous ideals on affine T-variety of complexity 1 (see Theorem 3.6.6) that
is wholly combinatorial when C is affine (see Corollary 3.6.7).
Any integrally closed homogeneous ideal I of an affine T-variety X = SpecA
of complexity 1 can be described by means of a pair (P, D˜) where P is an integral
polyhedron in Qn. This polyhedron plays the same role as the Newton polyhedron
does in the monomial case. The polyhedral divisor D˜ corresponds to the normalization
of the Rees algebra of I. We give a geometric interpretation of the coefficients of D˜.
Assume for instance that the weight cone of A is strongly convex, and let ∆˜z be the
coefficient of D˜ at a point z ∈ C. Then Theorem 3.6.6 provides conditions on the
equations of facets of ∆˜z so that D˜ corresponds to the normalization of the Rees
algebra A[It].
We provide as well sufficient conditions on (P, D˜) in order for I be normal (see
Theorem 3.7.3). For the case of non-elliptic affine k⋆-surfaces, we obtain a combinato-
rial proof for the normality of any integrally closed invariant ideals of such surfaces.
As another application, we obtain the following new criterion of normality which ge-
neralizes Reid-Roberts-Vitulli’s Theorem [RRV, 3.1] in the case of complexity 0 (see
3.7.5).
Theorem. Let n ≥ 1 be an integer and let k[n+1] = k[x0, . . . , xn] be the algebra of
polynomials in n + 1 variables over k. We endow k[n+1] with the Zn-grading given by
k
[n+1] =
⊕
m=(m1,...,mn)∈Nn
Am, where Am = k[x 0] x
m1
1 . . . x
mn
n .
For a homogeneous ideal I of k[n+1] the following are equivalent.
(i) The ideal I is normal ;
(ii) For any e ∈ {1, . . . , n}, the ideal Ie is integrally closed.
Let us give a brief summary of the contents of each section. In Section 3.3, we recall
some notions on tori actions of complexity 1 and on polyhedral divisors of Altmann-
Hausen. In Section 3.4, we treat the normalization problem for multigraded algebras
and show Theorem 3.4.4. Section 3.5 focuses on integrally closed monomial ideals. In
Section 3.6, we study the description in terms of the pairs (P, D˜) for integrally closed
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homogeneous ideals of affine T-varieties. Finally, in the last section, we discuss the
problem of normality in a special class.
Throughout this paper k is an algebraically closed field of characteristic zero. By a
variety we mean an integral separated scheme of finite type over k.
3.3 T-variétés affines de complexité un et géométrie
convexe
Nous rappelons ici les notions fondamentales sur les opérations de tores algébriques
dont nous aurons besoin par la suite.
3.3.1. Soit N un réseau de rang n et M = Hom(N ,Z) son réseau dual. On note
NQ = Q⊗ZN et MQ = Q⊗ZM les Q-espaces vectoriels duaux associés. Au réseau M ,
on associe un tore algébrique T de dimension n dont l’algèbre des fonctions régulières
est définie par
k[T] =
⊕
m∈M
kχm.
La famille (χm)m∈M satisfait les relations χm ·χm′ = χm+m′ , pour tous m,m′ ∈M . Le
choix d’une base de M donne un isomorphisme entre k[T] et l’algèbre des polynômes
de Laurent à n variables. Chaque fonction χm s’interprète comme un caractère de T
et tous les caractères s’obtiennent ainsi.
3.3.2. Soit X une variété affine et supposons que T opère algébriquement dans X.
Alors cela induit une opération de T dans A := k[X ] définie par (t·f)(x) = f(t·x) avec
t ∈ T, f ∈ k[X ] et x ∈ X, faisant du k-espace vectoriel A un T-module rationnel. Le T-
module A admet une décomposition A =
⊕
m∈M Am en somme directe de sous-espaces
vectoriels où pour tout m ∈M ,
Am = {f ∈ A | ∀t ∈ T, t · f = χm(t)f} .
L’algèbre A est ainsi munie d’uneM-graduation. Réciproquement, touteM-graduation
de la k-algèbre A est obtenue par une opération algébrique de T dans X = SpecA. La
partie
S := {m ∈M |Am 6= {0}}
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de M contenant 0 et stable par l’addition est appelée monoïde des poids de A. Puisque
A est de type fini sur k, l’ensemble S engendre un cône polyédral ω ⊂ MQ dit cône
des poids de A.
L’opération de T dans X est fidèle si et seulement si S n’est pas contenu dans un
sous-réseau propre de M . Dans ce cas, le cône ω est de dimension n et il existe un
unique cône polyédral saillant σ ⊂ NQ tel que
ω = {m ∈MQ | ∀v ∈ σ, m(v) ≥ 0} .
On dit que ω est le cône dual de σ. On le note σ∨. Une T-variété est une variété
normale munie d’une opération algébrique fidèle de T.
3.3.3. Considérons le sous-corps k(X)T des fonctions rationnelles T-invariantes sur X.
Nous appelons complexité de l’opération de T dans X = SpecA, le degré de transcen-
dance de l’extension de corps k(X)T/k. La complexité s’interprète géométriquement
comme la codimension d’une orbite en position générale. Lorsque l’opération est fidèle,
elle est égale à dim X − dim T. Elle fut introduite dans [LV] pour les opérations de
groupes algébriques réductifs dans les espaces homogènes.
Les T-variétés affines de complexité 0 sont les variétés toriques affines. Elles ad-
mettent une description bien connue en terme de cônes polyédraux saillants. Pour plus
d’informations, voir [CLS, Da, Fu, Od].
Etant donnés un sous-monoïde E ⊂M et un corps K0, nous notons
K0[E] =
⊕
m∈E
K0 χ
m.
l’algèbre du monoïde E sur le corps K0. Pour tout cône polyédral τ ⊂ MQ, nous
écrivons τM := τ ∩M .
Nous rappelons une description combinatoire des T-variétés affines de complexité
1 obtenue dans [AH, Ti]. Voir [FZ] pour la présentation de Dolgachev-Pinkham-
Demazure (D.P.D.) des C⋆-surfaces affines complexes. Notons que l’approche donnée
dans [Ti] provient d’une description antérieure des opérations de groupes algébriques
réductifs de complexité 1 [Ti 2]. Dans [Vol], on donne un lien entre [AH] et la descrip-
tion classique de [KKMS].
3.3.4. Soit C une courbe algébrique lisse et σ ⊂ NQ un cône polyédral saillant. Une
partie ∆ ⊂ NQ est un σ-polyèdre si ∆ est somme de Minkowski de σ et d’un polytope
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Q ⊂ NQ. On note Polσ(NQ) le monoïde abélien des σ-polyèdres de loi la somme de
Minkowski et d’élément neutre σ.
Pour ∆ ∈ Polσ(NQ), on définit la fonction h∆ : σ∨ → Q par h∆(m) = minv∈∆m(v),
pour toutm ∈ σ∨. On dit que h∆ est la fonction de support de∆. Elle est identiquement
nulle si et seulement si ∆ = σ. Pour tous m,m′ ∈ σ∨, on a l’inégalité de sous-additivité
h∆(m) + h∆(m
′) ≤ h∆(m+m′).(3.1)
Un diviseur σ-polyédral sur C est une somme formelle
D =
∑
z∈C
∆z . z
où chaque ∆z appartient à Polσ(NQ) avec pour presque 1 tout z ∈ C, ∆z = σ. On note
supp(D), dit support de D, l’ensemble des points z ∈ C tels que ∆z 6= σ. On dit que
D est propre lorsque pour tout m ∈ σ∨M , l’évaluation
D(m) :=
∑
z∈C
h∆z(m) . z
est un diviseur de Cartier rationnel semi-ample et abondant (big) pour m appartenant
à l’intérieur relatif de σ∨.
3.3.5. La propreté de D est décrite en distinguant les deux cas suivants [AH, 2.12].
(i) Lorsque C est une courbe projective lisse, le diviseur polyédral D est propre si et
seulement si pour tout vecteurm ∈ σ∨M , on a deg(D(m)) ≥ 0 et si deg(D(m)) = 0
alors m appartient au bord de σ∨ et un multiple non nul de D(m) est principal ;
(ii) Lorsque C est une courbe affine lisse, aucune condition n’est imposée sur l’éva-
luation de D.
Notation 3.3.6. D’après l’inégalité (3.1) dans 3.3.4, si D est un diviseur σ-polyédral
sur C alors pour tous vecteurs m,m′ ∈ σ∨M , l’application
H0(C,OC(⌊D(m)⌋))×H0(C,OC(⌊D(m′)⌋))→ H0(C,OC(⌊D(m+m′)⌋)), (f, g) 7→ f · g
est bien définie. Le T-module
A[C,D] :=
⊕
m∈σ∨M
H0(C,OC(⌊D(m)⌋))χm,
est donc une algèbreM-graduée. On la notera A[D] lorsque la mention de C est claire.
Pour tout élément homogène fχm de k(C)[M ], nous sous-entendons que f ∈ k(C)⋆ et
que χm est un caractère du tore T.
1. Cela signifie qu’il existe un sous-ensemble fini F ⊂ C tel que pour tout z ∈ C − F , ∆z = σ.
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Le théorème suivant décrit les algèbres affines normales M-graduées de complexité
1 et de cône des poids σ∨ (voir [AH, Ti]).
Théorème 3.3.7. (i) Si D est un diviseur σ-polyédral propre sur une courbe al-
gébrique lisse C alors l’algèbre multigraduée A = A[C,D] est normale, de type
fini sur k et sa M-graduation fait de X = SpecA une T-variété de complexité
1. Réciproquement, l’algèbre des fonctions régulières de toute T-variété affine de
complexité 1 est isomorphe comme algèbre M-graduée à A[C,D], où C est une
courbe algébrique lisse et D est un diviseur polyédral propre sur C.
(ii) Plus précisément, toute sous-algèbre multigraduée A ⊂ k(C)[M ] normale, de type
fini sur k, satisfaisant A0 = k[C], de même corps des fractions que A et ayant
σ∨ pour cône des poids, est égale à A[C,D] pour un unique diviseur σ-polyédral
D propre sur C. Compte tenu des hypothèses ci-dessus, l’algèbre A détermine de
façon canonique la courbe C.
Notation 3.3.8. SiD est un diviseur polyédral propre sur C alors on note parX [C,D]
la T-variété affine SpecA[C ,D] correspondante.
L’assertion suivante est connue [AH, §8], [Li, Theorem 1.4(3)]. Elle permet de com-
parer deux données combinatoires (C, σ,D) et (C ′, σ′,D′) donnant des k-algèbres M-
graduées isomorphes.
Théorème 3.3.9. Soient C,C ′ des courbes algébriques lisses et D,D′ des diviseurs
polyédraux propres respectivement sur C,C ′ selon des cônes polyédraux saillants σ, σ′ ⊂
NQ. Alors X [C,D] et X [C ′,D′] sont T-isomorphes si et seulement si il existe un au-
tomorphisme de réseau F : N → N tel que 2 FQ(σ) = σ′, un isomorphisme φ : C → C ′
de courbes algébriques, v1, . . . , vr ∈ N et f1, . . . , fr ∈ k(C)⋆ tels que pour tout m ∈ σ′ ∨M ,
φ⋆(D′)(m) = F⋆(D)(m) +
r∑
i=1
m(vi) · div(fi)
avec
D =
∑
z∈C
∆z . z, D
′ =
∑
z′∈C′
∆′z′ . z
′, φ⋆(D′) =
∑
z′∈C′
∆′z′ . φ
−1(z′) et
F⋆(D) =
∑
z∈C
(FQ(∆z ) + σ) . z .
2. Un automorphisme de réseau F : N → N induit un automorphisme de l’espace vectoriel NQ
que l’on note FQ.
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La proposition suivante montre que la fonction de support d’un σ-polyèdre est
linéaire par morceaux. La démonstration de ce résultat est aisée et laissée aux lecteurs.
Lemme 3.3.10. Soit σ ⊂ NQ un cône polyédral saillant, ∆ ∈ Polσ(NQ) un polyèdre
et S ⊂ ∆ une partie non vide. Notons V (∆) l’ensemble des sommets de ∆. Alors
∆ = Conv(S ) + σ si et seulement si pour tout m ∈ σ∨, h∆(m) = minv∈S m(v). En
particulier, pour tout m ∈ σ∨, on a h∆(m) = minv∈V (∆)m(v).
La terminologie suivante est classique pour les C⋆-surfaces affines complexes [FZ].
Elle est introduite dans [Li] pour les T-variétés affines de complexité 1.
Définition 3.3.11. Soit X une variété affine. Une opération algébrique de T de com-
plexité 1 dans X est dite elliptique si l’algèbre multigraduée correspondante
A = k[X ] =
⊕
m∈M
Am avec Am = {f ∈ A | ∀t ∈ T, t · f = χm(t)f }
vérifie A0 = k. Dans ce cas, on dit que l’algèbre M-graduée A est elliptique.
Remarque 3.3.12. Considérons A = A[C,D]. Alors A est elliptique si et seulement si
C est projective. L’ellipticité de A donne des contraintes géométriques sur la variété
X = SpecA. En effet, si C est affine alors X est toroïdale [KKMS] et n’admet donc
que des singularités toriques. Tandis que lorsque C est projective de genre g ≥ 1, la
variété X a au moins une singularité qui n’est pas rationnelle [LS, Propositions 5.1,
5.5].
La proposition suivante peut être vue comme une généralisation de [FZ, Lemma
1.3(a)].
Proposition 3.3.13. Soit X une T-variété affine de complexité 1 et notons σ ⊂ NQ
le dual du cône des poids de l’algèbre multigraduée
A = k[X ] =
⊕
m∈M
Am avec Am = {f ∈ A | ∀t ∈ T , t · f = χm(t)f }
obtenue par l’opération de T. Les assertions suivantes sont vraies.
(i) Si l’opération de T n’est pas elliptique alors le monoïde des poids de k[X ] est σ∨M
et pour tout m ∈ σ∨M , le A0-module Am est localement libre de rang 1 ;
(ii) Si l’opération est elliptique alors σ 6= {0} ;
(iii) L’intersection du sous-ensemble
L = {m ∈ σ∨M |Am = {0}} ⊂MQ
avec toute droite vectorielle rencontrant l’intérieur relatif de σ∨ est finie.
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Démonstration. Si l’opération de T n’est pas elliptique alors par le théorème 3.3.7,
on peut supposer qu’il existe une courbe algébrique affine lisse C et un diviseur σ-
polyédral propre D sur C tels que pour tout m ∈ σ∨M ,
Am = H
0(C,OC(⌊D(m)⌋))χm et k[X ] =
⊕
m∈σ∨
M
Am .(3.2)
Comme C est affine, pour tout m ∈ σ∨M , on a Am 6= {0}. D’où l’assertion (i).
Si l’opération est elliptique alors on peut supposer que k[X ] vérifie (3.2) avec C
une courbe projective lisse de genre g. Si σ = {0} alors σ∨ = MQ. Pour tout m ∈ σ∨M ,
on a par propreté : deg(D(m)) > 0. L’égalité D(0) = 0 donne une contradiction. D’où
l’assertion (ii).
Soit m ∈ σ∨M appartenant à l’intérieur relatif de σ∨. Alors il existe r0 ∈ Z>0 tel que
pour tout z ∈ supp(D) et tout sommet v de ∆z, r0v ∈ N . Ainsi, par le lemme 3.3.10,
D(r0m) = ⌊D(r0m))⌋.(3.3)
Par la propreté de D, on peut supposer que
deg(D(r0m)) = deg(⌊D(r0m)⌋) > d + g − 1
où d est le cardinal de supp(D). Donc pour tout r ∈ N,
deg(⌊D((r0 + r)m)⌋) = deg(⌊D(r0m)⌋) + deg(⌊D(rm)⌋)
≥ deg(⌊D(r0m)⌋)− d > g − 1.(3.4)
Comme σ 6= {0}, la demi-droite Q≤0 ·m ne rencontre σ∨ qu’en l’origine [CLS, Exercice
1.2.4]. Par le théorème de Riemann-Roch, (3.4) donne l’inclusion
Q ·m ∩ L ⊂ {0, m, 2m, . . . , (r0 − 1)m} .
D’où le résultat.
Remarque 3.3.14. Notons σ = Q2≥0. L’exemple du diviseur polyédral propre
D = ∆0 · 0 + ∆1 · 1 + ∆∞ · ∞, ∆0 =
(
1
2
, 0
)
+ σ, ∆1 =
(
−1
2
, 0
)
+ σ,
∆∞ = [(1, 0), (0, 1)] + σ,
sur P1 montre qu’en général, il existe des demi-droites vectorielles contenues dans le
bord de σ∨ qui rencontrent L en une infinité de points. En effet, dans cet exemple,
pour tout r ∈ N, on a
H0(P1,OP1(⌊D(2r + 1, 0)⌋))χ(2r+1,0) = {0}.
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3.4 Normalisation des algèbres affines multigraduées
de complexité un
Le but de cette section est de décrire explicitement la normalisation des algèbres
affines multigraduées de complexité 1.
Dans le cas de la complexité 0, toute algèbre M-graduée affine est réalisée comme
sous-algèbre T-stable de k[M ]. La normalisation de A est déterminée par son cône
des poids [Ho]. De façon analogue, toute algèbre M-graduée affine de complexité 1
est plongée dans une algèbre k(C)[M ] où C est une courbe algébrique lisse. Nous
rappelons ceci dans le paragraphe suivant.
3.4.1. Soit A =
⊕
m∈M Am une algèbre M-graduée intègre de type fini sur k. Notons
K son corps des fractions. On suppose que tr.degkK T = 1. Sans perte de généralité,
on peut supposer que laM-graduation de A est fidèle. Alors pour tout vecteur m ∈M ,
Km := {f/g | ∃e, f ∈ Am+e, g ∈ Ae, g 6= 0} ⊂ K
est un sous-espace vectoriel de dimension 1 sur K0 = KT. Le choix d’une base de M
nous permet de construire une famille (χm)m∈M d’éléments de K⋆ vérifiant pour tous
m,m′ ∈M ,
Km = K0 χ
m et χm · χm′ = χm+m′ .
Quitte à remplacer A0 par A¯0, on peut supposer que A0 est normale. Notons que
l’algèbre A0 est de type fini sur k. Soit C˜ la courbe complète lisse sur k obtenue à
partir de l’ensemble des valuations discrètes de K0/k, de sorte que K0 = k(C˜).
Si l’opération de T dans X = SpecA n’est pas elliptique alors K0 est le corps des
fractions de A0. En effet, si b ∈ K0 alors b est un élément algébrique sur FracA0. Il
existe donc a ∈ A0 non nul tel que ab soit entier sur A0. Par normalité de A0, on a
ab ∈ A¯ ∩K0 = A0 et donc K0 ⊂ FracA0. L’inclusion réciproque est immédiate. Dans
tous les cas, il existe un unique ouvert non vide C ⊂ C˜ tel que
A0 = k[C] et A ⊂
⊕
m∈M
Km = k(C )[M ] .
Par le théorème 3.3.7, l’égalité K = Frack(C )[M ] implique que A¯ = A[C,D], pour un
unique diviseur polyédral propre D =
∑
z∈C ∆z · z.
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Fixons un système de générateurs homogènes
A = k[C][f1χ
m1 , . . . , frχ
mr ]
avec f1, . . . , fr des fonctions rationnelles non nulles sur C etm1, . . . , mr des éléments de
M . Il s’agit de déterminer les polyèdres ∆z en fonction de ((f1, m1), . . . , (fr, mr)). Dans
[FZ], on donne la présentation 3 D.P.D. de A¯ pour le cas des surfaces affines complexes
avec opération parabolique ou hyperbolique de C⋆. Nous rappelons ces résultats dans
le corollaire 3.4.7.
Le lemme élémentaire suivant sera utilisé dans la preuve du théorème 3.4.4. La
démonstration de ce résultat est laissée aux lecteurs.
Lemme 3.4.2. Soient σ ⊂ NQ un cône polyédral saillant et ∆1,∆2 ∈ Polσ(NQ) des σ-
polyèdres. Alors ∆1 = ∆2 si et seulement si pour tout m ∈ σ∨M appartenant à l’intérieur
relatif de σ∨, h∆1(m) = h∆2(m).
Notation 3.4.3. Soient C une courbe algébrique lisse et f = (f1χm1 , . . . , frχmr) un
r-uplet d’éléments homogènes de k(C)[M ] tels que
∑r
i=1Qmi = MQ. Posons σ ⊂
NQ le cône polyédral saillant dual de
∑r
i=1Q≥0mi et pour tout z ∈ C, considérons
∆z[f ] ⊂ NQ le σ-polyèdre défini par les inégalités
mi ≥ −ordz fi , i = 1, 2, . . . , r .
On note D[f ] le diviseur σ-polyédral
∑
z∈C ∆z [f ] . z.
Dans le théorème suivant, nous décrivons la normalisation de l’algèbre A donnée
dans 3.4.1.
Théorème 3.4.4. Soient C une courbe algébrique lisse et
A = k[C][f1χ
m1 , . . . , frχ
mr ] ⊂ k(C)[M ]
une sous-algèbre T-stable engendrée par des éléments homogènes f1χm1 , . . . , frχmr .
Supposons que A a le même corps des fractions que k(C)[M ] et soit A¯ la normalisation
de A, vue comme sous-algèbre de k(C)[M ]. Considérons D[f ] défini comme dans 3.4.3.
Alors le dual σ du cône polyédral
∑r
i=1Q≥0mi est saillant et D[f ] est l’unique diviseur
σ-polyédral propre sur C vérifiant A¯ = A[C,D[f ]].
3. La présentation D.P.D. est la description donnée dans 3.3.7 pour le cas des surfaces.
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Démonstration. D’après [HS, Theorem 2.3.2], la sous-algèbre A¯ ⊂ k(C)[M ] est M-
graduée. Puisque A a le même corps des fractions que k(C)[M ], le cône σ est saillant.
Par le théorème 3.3.7, il existe un unique diviseur σ-polyédral propre D sur C tel que
A¯ = A[C,D]. Posons B := A[C,D[f ]]. Alors pour tout i ∈ {1, . . . , r} et tout z ∈ C,
on a l’inégalité
h∆z [f ](mi) ≥ −ordz fi ,
de sorte que pour tout i ∈ {1, . . . , r},
D[f ](mi) =
∑
z∈C
h∆z [f ](mi) . z ≥ −div(fi ).
On obtient l’inclusion A ⊂ B. Comme B est l’intersection d’anneaux de valuations
discrètes de FracB/k [De 2, §2.7], l’algèbre B est normale (voir aussi l’argument de
démonstration de 4.4.4 (i)). D’où A¯ = A[D] ⊂ B.
Montrons l’égalitéD = D[f ]. Supposons que C est une courbe algébrique projective
lisse de genre g. Pour tout m′ ∈ σ∨M , on a
H0(C,OC(⌊D(m′)⌋)) ⊂ H0(C,OC(⌊D[f ](m′)⌋)).(3.5)
Soit m ∈ σ∨M appartenant à l’intérieur relatif de σ∨. Prenons s ∈ Z>0 tels que sD(m)
et sD[f ](m) soient des diviseurs de Cartier à coefficients entiers. Alors par (3.5), par
le théorème de Riemann-Roch et puisque D est propre, il existe r0 ∈ Z>0 tel que pour
tout entier r ≥ r0,
h0(C,OC(rsD[f ](m))) ≥ rdeg(sD(m)) + 1− g > 1.
D’après [Ha, IV, Lemma 1.2], pour tout entier r ≥ r0, deg(rsD[f ](m)) > 0 et donc
D[f ](m) est semi-ample. Donc par [AH, Lemma 9.1], on a D[f ](m) ≥ D(m). Cette
inégalité est aussi vraie lorsque C est une courbe algébrique affine lisse. Revenons à
l’hypothèse où C est une courbe algébrique lisse quelconque. Les inégalités
D(mi) + div(fi) ≥ 0, i = 1, . . . , r ,
entraînent que pour tout z ∈ C, ∆z ⊂ ∆z[f ]. Donc pour tout m ∈ σ∨, D(m) ≥
D[f ](m). Par le lemme 3.4.2, on conclut que D = D[f ].
L’exemple qui suit illustre comment on peut établir la normalité d’une algèbre
donnée à partir d’un système de générateurs.
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Exemple 3.4.5. Soit z une variable et soit T le tore (k⋆)2. Considérons la sous-algèbre
T-stable
A = k
[
z
z − 1χ
(2,0), χ(0,1), zχ(2,2),
z2
z − 1χ
(3,2)
]
⊂ k(z)[Z2].
Alors on a les égalités AT = k et (FracA)T = k(z ). Le cône des poids σ∨ ⊂ Q2 de
A est le quadrant positif. Par le théorème 3.4.4, la normalisation A¯ de A est égale à
A[P1,D] où D = ∆0 · 0 + ∆1 · 1 + ∆∞ · ∞ est le diviseur σ-polyédral propre sur P1
défini par
∆0 = −
(
1
2
, 0
)
+ σ, ∆1 =
(
1
2
, 0
)
+ σ, ∆∞ =
[(
1
2
, 0), (0,
1
2
)]
+ σ.
Par exemple, le polyèdre ∆0 est donné par les inégalités
2x ≥ −ord0 z
z − 1 = −1, y ≥ −ord0 1 = 0, 2x + 2y ≥ −ord0 z = −1,
3x+ 2y ≥ −ord0 z
2
z − 1 = −2 .
Un calcul direct montre qu’en fait A = A[P1,D]. Si l’on pose
t1 :=
z
z − 1χ
(2,0), t2 := χ
(0,1), t3 := zχ
(2,2), t4 :=
z2
z − 1χ
(3,2),
alors les fonctions t1, t2, t3, t4 vérifient la relation irréductible t24− t21t22t3− t1t23 = 0. On
conclut que l’hypersurface V (x24−x21x22x3−x1x23) ⊂ A4 identifiée à SpecA est normale.
Rappelons que pour une variété algébrique affine X, on note SAutX le sous-groupe
des automorphismes de X engendré par la réunion des images des opérations algé-
briques de Ga dans X. Ici une opération de Ga dans X est vue comme un morphisme
de groupes de Ga vers AutX . Pour plus d’informations voir [AKZ, AFKKZ] où la
notion de variété flexible est introduite. L’exemple suivant est inspiré de [LS, Example
1.1]. Il correspond au cas de d = 3 et de e = 2.
Exemple 3.4.6. Soient d, e ≥ 2 des entiers tels que d+ 1 = e2. Notons
Dd,e = ∆
d,e
0 · 0 + ∆d,e1 · 1 + ∆d,e∞ · ∞
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le diviseur polyédral propre sur P1 avec
∆d,e0 = [(1, 0), (1, 1)] + σde, ∆
d,e
1 =
(
−1
e
, 0
)
+ σde, ∆
d,e
∞ =
(e
d
− 1, 0
)
+ σde,
où σde est le cône de Q2 engendré par les vecteurs (1, 0) et (1, de), et Xd,e := X [Dd,e].
Alors Xd,e n’est pas torique. En effet, Xd,e n’est pas T-isomorphe à X [P1,D] avec D
un diviseur polyédral propre sur P1 porté par au plus 2 points, i.e. Card SuppD ≤ 2
(voir [AL, Corollary 1.4] et le théorème 3.3.9).
Montrons que le groupe SAutXd ,e opère infiniment transitivement dans le lieu lisse
de Xd,e. Pour cela considérons la sous-algèbre
Ad,e := k
[
χ(0,1),
(1− z)d
zde−1
χ(de,−1),
1− z
ze
χ(e,0),
(1− z)e
zd
χ(d,0)
]
⊂ k(z)[Z2]
où T est le tore (k⋆)2 et z est une variable sur k(T). Posons
u := χ(0,1), v :=
(1− z)d
zde−1
χ(de,−1), x :=
1− z
ze
χ(e,0), y :=
(1− z)e
zd
χ(d,0).
Alors les fonctions u, v, x, y vérifient la relation irréductible uv + xd − ye = 0 (E),
identifiant SpecAd ,e avec l’hypersurface Hd,e d’équation (E) de A4. L’origine O de A4
est l’unique point singulier de Hd,e.
D’après le critère de normalité de Serre [Vie, Proposition 2], Hd,e est normale
en O et par [KZ, §5], [AKZ, Theorem 3.2], le groupe SAutHd ,e opère infiniment
transitivement dans Hd,e − {O} comme suspension 4 du plan affine. Par ailleurs, on
a (FracAd ,e)T = k(z ) et FracAd ,e = Frack(z )[Z2]. Un calcul facile montre que
D[u, v, x, y] = Dd,e. On conclut par le théorème 3.4.4.
Notons que le calcul de Dd,e peut être obtenue à partir de Hd,e en utilisant [AH,
§11].
Le théorème 3.4.4 appliqué à T = k⋆ donne le corollaire suivant. Les parties concer-
nant les cas parabolique et hyperbolique ont été établies dans [FZ, 3.9, 4.6]. Grâce à
ces résultats, il est montré dans [FZ] que toute C⋆-surface complexe normale affine
parabolique ayant un bon quotient isomorphe à A1C est la normalisation d’une hyper-
surface de A3C d’équation x
d = yP (z), où P ∈ C[z] est un polynôme. Une description
analogue est donnée dans le cas hyperbolique, c.f. [FZ, 4.8].
4. Rappelons qu’une suspension d’une variété affine V est une hypersurface de A2×V d’équation
uv − P (x) = 0, où (u, v) est un système de coordonnées sur A2 et P : V → A1 est une fonction
régulière.
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Corollaire 3.4.7. Soit C une courbe algébrique lisse, considérons χ une variable sur
k(C) et soit A une sous-algèbre graduée de k(C)[χ, χ−1] ayant le même corps des
fractions que k(C)[χ, χ−1]. Alors les assertions suivantes sont vraies.
(i) (cas elliptique et parabolique) Si
A = k[C][f1χ
m1 , . . . , frχ
mr ] ⊂ k(C)[χ, χ−1],
avec fi ∈ k(C)⋆ et m1, . . . , mr ∈ Z>0, alors la présentation de Dolgachev-
Pinkham-Demazure (D.P.D.) de A¯ = AC,D est donnée par le diviseur de Weil
rationnel sur C
D = − min
1≤i≤r
div(fi)
mi
;
(ii) (cas hyperbolique) Si C = SpecA0 est une courbe affine lisse,
A = k[C][f1χ
−m1 , . . . , frχ
−mr , g1χ
n1 , . . . , gsχ
ns] ⊂ k(C)[χ, χ−1],
avec n1, . . . , ns, m1, . . . , mr ∈ Z>0, alors la présentationD.P.D. de A¯ = A0[D−, D+]
est donnée par les Q-diviseurs
D− = − min
1≤i≤r
div(fi)
mi
et D+ = − min
1≤i≤s
div(gi)
ni
.
Démonstration. Nous donnons la démonstration pour le cas de (i). L’assertion (ii) se
traite de la même façon. D’après le théorème 3.4.4, on peut écrire A¯ = A[C,D] avec
D =
∑
z∈C ∆z · z où pour z ∈ C,
∆z = {v ∈ Q, mi · v ≥ −ordz fi , 1 ≤ i ≤ r} .
Puisque D = D(1), nous obtenons le résultat.
3.5 Idéaux monomiaux intégralement clos et poly-
èdres entiers
Dans cette section, nous rappelons une description des idéaux monomiaux inté-
gralement clos en terme de polyèdres entiers. Nous commençons par quelques notions
générales.
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3.5.1. Puisque nous restons dans un contexte géométrique, la lettre A désigne une
algèbre intègre de type fini sur k. Soit I ⊂ A un idéal. Un élément a ∈ A est dit entier
(ou satisfaisant une relation de dépendance intégrale) sur I s’il existe r ∈ Z>0 et des
éléments
λ1 ∈ I, λ2 ∈ I2, . . . , λr ∈ Ir tels que ar +
r∑
i=1
λia
r−i = 0 .
L’idéal I est dit intégralement clos (ou complet) si tout entier de A sur I appartient à
I. On dit que I est normal si pour tout entier i ≥ 1, l’idéal I i est intégralement clos.
Le sous-ensemble I¯ ⊂ A, appelé clôture intégrale (ou fermeture intégrale) de I dans
A, est l’ensemble des éléments entiers sur I. C’est le plus petit idéal intégralement clos
de A contenant I [HS, Corollary 1.3.1]. La démonstration de ce fait utilise les réductions
d’idéaux (voir [NR]). Pour plus d’informations sur les idéaux intégralement clos, voir
par exemple [LeTe, HS, Va]. Considérons l’algèbre de Rees
B = A[It] = A⊕
⊕
i≥1
I iti ⊂ A[t]
correspondante à un idéal I de A. Alors la normalisation de B est
B¯ = A¯⊕
⊕
i≥1
A¯ I iti ⊂ A[t](3.6)
où A¯ est la normalisation de A (voir [Ri]). La normalisation de B est égale à celle de
A¯[A¯It] [HS, Proposition 5.2.4]. Si A est normale alors A[It] est normale si et seulement
si I est normal.
Supposons maintenant que A est M-graduée normale. Un idéal I de A est dit
homogène si I est non nul et si I est engendré par des éléments homogènes deA. Chaque
idéal homogène de A est un sous-T-module rationnel et admet une décomposition en
somme directe de sous-espaces propres. D’après [HS, Corollary 5.2.3], si I est homogène
alors I¯ est homogène.
En l’absence de référence, nous donnons la démonstration du lemme suivant.
Lemme 3.5.2. Soit A une algèbre normale de type fini sur k et soit I un idéal de A.
Alors la fermeture intégrale de A[It] dans son corps des fractions est égale à celle de
A[I¯t]. En particulier, pour tout i ∈ Z>0, I i = I¯ i.
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Démonstration. Pour tout i ∈ Z>0, on a I i ⊂ I¯ i, soit A[It] ⊂ A[I¯t]. D’où A[It] ⊂ A[I¯t].
Par (3.6) et puisque A = A¯ est normale, I¯t est inclus dans A[It], donc A[I¯t] ⊂ A[It]
et finalement A[I¯t] ⊂ A[It]. La deuxième affirmation est une conséquence de (3.6) et
de l’égalité A[It] = A[I¯t].
3.5.3. Fixons un cône polyédral saillant σ ⊂ NQ. Considérons une partie F ⊂ MQ
telle que F ∩ σ∨ est non vide. On note Polσ∨(F ) l’ensemble des polyèdres de la forme
P = Q+ σ∨ avec Q un polytope dont les sommets appartiennent à F . Un σ∨-polyèdre
entier est un élément de Polσ∨(M ).
Si P ∈ Polσ∨(M ) alors pour tout entier e ≥ 1, on pose eP := P + . . .+P la somme
de Minkowski de e exemplaires de P . Le polyèdre eP est l’image de P par l’homothétie
de centre 0 et de rapport e. Si e = 0 alors on pose eP = σ∨. On dit que P est normal
si pour tout entier e ≥ 1,
(eP ) ∩M = {m1 + . . .+me |m1, . . . , me ∈ P ∩M} .
Un sous-monoïde E ⊂ M est dit saturé si pour d ∈ Z>0 et pour m ∈ M tels que
dm ∈ E, on a m ∈ E. Cela est équivalent à ce que E soit l’intersection de Cone(E ) et
du réseau M .
L’assertion suivante est aisée et nous laissons la démonstration aux lecteurs.
Lemme 3.5.4. Pour un cône polyédral saillant σ ⊂ NQ et un polyèdre entier P ∈
Polσ∨(M ), on note
S = SP := {(m, e) ∈M × N |m ∈ (eP ) ∩M} .
Alors S est un sous-monoïde saturé de M × Z. De plus, pour tout e ≥ 1, l’enveloppe
convexe de
E[e,P ] := {m1 + . . .+me |m1, . . . , me ∈ P ∩M}
dans MQ est égale à eP .
Rappelons que tout idéal homogène intégralement clos d’une variété torique affine
est caractérisé par l’enveloppe convexe de l’ensemble de ses poids. Voir [Vit, 3.1] pour le
cas de l’algèbre des polynômes à plusieurs variables. Le résultat suivant est connu (voir
[CLS, Proposition 11.3.4] pour le cas où σ∨ est saillant, ainsi que [KKMS, Chapter I,
§2] pour le cas général). Par commodité, nous donnons une courte preuve. Cela nous
sera utile pour la suite. Pour tout entier e, nous noterons Me =M × {e}.
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Théorème 3.5.5. Soit σ ⊂ NQ un cône polyédral saillant. Alors l’application
P 7→ I[P ] =
⊕
m∈P∩M
kχm
est une bijection entre Polσ∨(σ∨M ) et l’ensemble des idéaux homogènes intégralement
clos de A := k[σ∨M ]. Plus précisément, si I = (χ
m1 , . . . , χmr) est un idéal homogène de
A alors sa fermeture I¯ est I[P ] où
P = Conv(m1, . . . ,mr) + σ
∨.(3.7)
Le cône des poids ω˜ de A[It] est l’unique cône vérifiant ω˜ ∩Me = (eP ) ∩M , pour
tout e ∈ N. De plus, si P ∈ Polσ∨(σ∨M ) alors P est normal si et seulement si I[P ] est
normal.
Démonstration. La justification de la bijectivité de I 7→ I[P ] provient de [KKMS,
Chapter I, §2] et nous l’omettons.
Soit I ⊂ A un idéal engendré par χm1 , . . . , χmr . Considérons P comme dans (3.7).
Montrons l’égalité I¯ = I[P ]. Puisque I ⊂ I[P ] et comme I[P ] est intégralement clos,
on a I¯ ⊂ I[P ]. Soit χm ∈ I[P ]. Alors m ∈ P ∩M . Donc il existe c1, . . . , cr ∈ Q≥0 de
somme égale à 1 et c ∈ σ∨ tels que
m =
r∑
i=1
cimi + c.
Soit d′ ∈ Z>0 tel que d′ci ∈ M pour chaque i et tel que dc ∈ σ∨M . Alors χd′m ∈ Id′ et
donc χm ∈ I¯. D’où I¯ = I[P ] et la surjectivité de ϕ.
Déterminons le cône des poids ω˜ de A[It]. D’après le lemme 3.5.2, on peut supposer
que I = I[P ]. Soit e ∈ Z>0. Alors on a
I[P ]e =
⊕
m∈E[e,P ]
kχm.
Notons I[P ]e = I[Pe], pour un polyèdre Pe ∈ Polσ∨(σ∨M ). Par le lemme 3.5.4, on a
d’une part,
eP = Conv(E[e,P ]) ⊂ Pe .
D’autre part, I[P ]e ⊂ I[eP ] et donc I[Pe] ⊂ I[eP ]. D’où eP = Pe. D’après l’égalité
(3.6) de 3.5.1, ω˜ est le cône des poids de
A[It] = A⊕
⊕
e∈Z>0
I[eP ]te.
D’où ω˜ ∩ Me = (eP ) ∩ M , pour tout entier e ≥ 0. Les autres assertions suivent
aisément.
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Le théorème suivant est une conséquence d’un résultat sur la normalité des polytopes
entiers [BGN, Theorem 1.1.3].
Théorème 3.5.6. Soit σ ⊂ NQ un cône polyédral saillant, notons n = dimNQ et
considérons P ∈ Polσ∨(M ). Alors pour tout entier e ≥ n − 1, le polyèdre eP est
normal. En particulier, tout idéal stable intégralement clos d’une surface torique est
normal.
Démonstration. Soit E une subdivision de σ∨ par des cônes polyédraux saillants de
dimension n. Écrivons P = Q + σ∨ avec Q un polytope entier. Soit m ∈ (eP ) ∩M .
Alors il existe τ ∈ E tel que m ∈ (eQ + τ) ∩M . D’après [CLS, Proposition 7.1.9], on
a m ∈ E[e,Q+τ ] (voir 3.5.4). Donc m ∈ E[e,P ] et eP est normal. Le reste provient du
théorème 3.5.5.
Remarque 3.5.7. Notons que dans le cas où k[σ∨M ] = k[x1, . . . , xn] est l’algèbre des
polynômes, un idéal monomial I ⊂ k[x1, . . . , xn] est normal si et seulement si pour
tout i = 1, . . . , n − 1, l’idéal I i est intégralement clos [RRV, 3.1]. Nous verrons une
généralisation de ce résultat dans la section 3.7.
D’après [ZS, Appendix 5], [HS, §1.1.4, §14.4.4], tout idéal intégralement clos d’une
surface affine lisse est normal. Cependant cela ne s’applique pas aux variétés toriques
affines de dimension 3. En effet, d’après [HS, Exercice 1.14], si σ ⊂ Q3 est l’octant
positif et si
P := Conv((2, 0, 0), (0, 3, 0), (0, 0, 7)) + σ∨
alors I[P ] n’est pas normal.
3.6 Idéaux homogènes intégralement clos et T-variétés
affines de complexité un
Dans cette section, C désigne une courbe algébrique lisse, le sous-ensemble σ ⊂ NQ
est un cône polyédral saillant et D =
∑
z∈C ∆z · z est un diviseur σ-polyédral propre.
Posons A := A[C,D]. Nous allons étudier les idéaux homogènes intégralement clos de
A. Nous commençons par décrire le cône des poids de l’algèbre de Rees de A associée
à un idéal homogène. Rappelons que pour un entier e, Me désigne M × {e}.
Lemme 3.6.1. Soit I ⊂ A un idéal engendré par des éléments homogènes f1χm1 , . . . , frχmr .
Notons
P = Conv(m1, . . .mr) + σ
∨.
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Alors le cône des poids ω˜ de l’algèbre (M×Z)-graduée A[It] vérifie ω˜∩Me = (eP )∩M ,
pour tout e ∈ N.
Démonstration. Soit E l’ensemble des poids de I. La partie J :=
⊕
m∈E kχ
m est un
idéal de A′ := k[S]. Par le lemme 3.5.2, on a
A′[Jt] = B[JBt] avec B := k[σ∨M ].
Les éléments χm1 , . . . , χmr engendrent l’idéal JB. Puisque ω˜ est le cône des poids de
A′[Jt], le reste provient du théorème 3.5.5.
L’assertion suivante permet de calculer explicitement la fermeture intégrale des
idéaux homogènes de l’algèbre A.
Théorème 3.6.2. Soit I un idéal de A = A[C,D] engendré par des éléments homo-
gènes f1χm1 , . . . , frχmr . Alors on a
A =
⊕
m∈σ∨M
H0(C,OC(⌊D˜(m, 0)⌋))χm
et pour tout entier e ≥ 1,
Ie =
⊕
m∈(eP )∩M
H0(C,OC(⌊D˜(m, e)⌋))χm
où (P, D˜) vérifie les conditions suivantes.
(i) P est le polyèdre Conv(m1, . . . ,mr) + σ∨ ;
(ii) D˜ est le diviseur polyédral sur C dont ses coefficients sont définis par
∆˜z =
r⋂
i=1
{ (v, p) ∈ NQ ×Q, mi(v) + p ≥ −ordz fi } ∩ (∆z ×Q) ,
pour tout z ∈ C.
Démonstration. On applique le théorème 3.4.4 à l’algèbre A[It] en utilisant les élé-
ments fiχmi et des générateurs homogènes de A. Le diviseur polyédral correspondant
D˜ vérifie l’assertion (ii) ci-dessus. On conclut par le lemme 3.6.1.
Exemple 3.6.3. Reprenons l’exemple 3.4.5. On considère l’idéal homogène
I = (t2, t3, t4) ⊂ A = k[t1, t2, t3, t4] ∼= k[x1, x2, x3, x4]
(x24 − x21x22x3 − x1x23)
.
Soit ω˜ ⊂ Q3 le cône vérifiant ω˜ ∩ Z2e = (0, e) + Q2≥0, pour tout entier e ≥ 0. Soit D˜
le diviseur ω˜∨-polyédral sur P1 construit par les générateurs t2, t3, t4. Les coefficients
non triviaux de D˜ sont
∆˜0 = −
(
1
2
, 0, 0
)
+ ω˜∨, ∆˜1 =
(
1
2
, 0, 0
)
+ ω˜∨,
∆˜∞ = Conv
(
(0, 1,−1),
(
1
2
, 0, 0
)
,
(
0,
1
2
, 0
))
+ ω˜∨.
Fixons un polyèdre P ∈ Polσ∨(σ∨M ). Considérons le cône ω˜ ⊂ MQ ×Q satisfaisant
la relation
ω˜ ∩Me = (eP ) ∩M,
pour tout e ∈ N. Dans les deux prochains lemmes, nous étudions des diviseurs ω˜∨-
polyédraux dont les pièces graduées correspondant à Me forment un idéal de A.
Lemme 3.6.4. Soit D˜ =
∑
z∈C ∆˜z ·z un diviseur ω˜∨-polyédral propre. Alors les condi-
tions suivantes sont équivalentes.
(i) Pour tout z ∈ C, le polyèdre ∆z est la projection orthogonale de ∆˜z parallèlement
à Q (0M , 1) et si (v, p) est un sommet de ∆˜z alors p ≤ 0 ;
(ii) Pour tout entier e ≥ 0,
I[e] :=
⊕
m∈(eP )∩M
H0(C,OC(⌊D˜(m, e)⌋))χm
est un idéal de A et I[0] = A.
Démonstration. Soit z ∈ C. Notons ∆′z la projection orthogonale de ∆˜z parallèlement
à l’axe Q (0M , 1). Montrons l’implication (i)⇒ (ii). Puisque pour m ∈ σ∨, h∆˜z(m, 0) =
h∆′z(m), on a l’égalité I[0] = A. Le lemme 3.3.10 implique que pour tout e ∈ N, I[e] ⊂ A.
D’où l’assertion (ii).
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Réciproquement, la propreté de D et l’égalité A = I[0] montre que ∆z = ∆′z. Soit
(v, p) un sommet de ∆˜z. Il reste à montrer que p ≤ 0. La partie
λ :=
{
(m, e) ∈MQ ×Q, h∆˜z(m, e) = m(v) + ep
}
est un cône d’intérieur non vide [AH, §1]. Donc l’ensemble λM×Z = λ∩(M×Z) contient
un élément (m′, e′) dans l’intérieur relatif de λ vérifiant e′ ≥ 1. Soit v′ ∈ ∆z tels que
m′(v′) = h∆z(m
′).
Par propreté de D˜ et [AH, Lemma 9.1], il s’ensuit que
m′(v) + e′p = h∆˜z(m
′, e′) ≤ h∆z(m′) = m′(v′).
Comme v appartient à ∆z , on a m′(v′) ≤ m′(v) et donc p ≤ 0. D’où le résultat.
Lemme 3.6.5. Soit D˜ un diviseur ω˜∨-polyédral sur C. Supposons que D˜ vérifie la
condition (ii) du lemme 3.6.4. Alors pour tout e ∈ N, I[e] est un idéal homogène inté-
gralement clos.
Démonstration. Soit e ∈ N. Il suffit de montrer que tout élément homogène de I¯[e]
appartient à I[e]. Soit a ∈ I¯[e] un élément homogène. L’élément aχ(0,e) appartient à
la normalisation de A[C, D˜]. Puisque A[C, D˜] est normal [De 2, §2.7], nous avons
a ∈ I[e].
Le théorème suivant décrit les idéaux homogènes intégralement clos en complexité
1. Soit S le monoïde des poids de A. Dans ce théorème, nous considérons des couples
(P, D˜) vérifiant les conditions suivantes.
(i) P est un polyèdre de Polσ∨(S ) ;
(ii) D˜ =
∑
z∈C ∆˜z · z est un diviseur ω˜∨-polyédral où ω˜ ⊂MQ ×Q vérifie
ω˜ ∩Me = (eP ) ∩M,
pour tout entier e ≥ 0 ;
(iii) Pour tout z ∈ C, ∆z est la projection orthogonale de ∆˜z parallèlement à
Q (0M , 1) et tout sommet (v, p) ∈ ∆˜z satisfait p ≤ 0 ;
(iv) Pour tout z ∈ C, ∆˜z est l’intersection dans ∆z × Q d’un nombre fini de demi-
espaces
∆m,e := { (v, p) ∈ NQ ×Q, m(v) + p ≥ e }
avec e ∈ Z et m ∈ P ∩M tel que les sections globales du faisceau OC(⌊D˜(m, 1)⌋)
engendrent le germe OC(⌊D˜(m, 1)⌋)z.
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Théorème 3.6.6. Soit D =
∑
z∈C ∆z · z un diviseur σ-polyédral propre et soit A =
A[C,D]. Alors il existe une bijection entre l’ensemble des idéaux homogènes intégrale-
ment clos de A et l’ensemble des couples (P, D˜) vérifiant (i)−(iv). Cette correspondance
est donnée par
(P, D˜) 7→ I =
⊕
m∈P∩M
H0(C,OC(⌊D˜(m, 1)⌋))χm.(3.8)
De plus, sous cette correspondance, l’algèbre A[C, D˜] s’identifie à la normalisation de
l’algèbre de Rees A[It].
Démonstration. Soit (P, D˜) un couple vérifiant les conditions (i)− (iv). Montrons que
D˜ est propre. Soient z1, . . . , zs les points du support de D˜. D’après (iv), on a pour
j = 1, . . . , s,
∆˜zj = (∆z ×Q) ∩
rj⋂
i=1
∆mij ,eij
avec eij ∈ Z et mij ∈ P ∩M tel qu’il existe fijχ(mij ,1) ∈ A[C, D˜] homogène satisfaisant
ordzj fij = h∆˜zj
(mij , 1). Considérons l’algèbre B engendrée par A et par les éléments
fijχ
(mij ,1), 1 ≤ j ≤ s, 1 ≤ i ≤ rj .(3.9)
Par le théorème 3.6.2, l’anneau A[C, D˜] est la normalisation de B. Ce qui donne la
propreté de D˜.
Les lemmes 3.6.4 et 3.6.5 montrent que l’application (3.8) est bien définie. Ainsi,
A[C, D˜] = A[It] où t = χ(0,1). Par l’égalité (3.6) de 3.5.1, on déduit l’injectivité.
Montrons la surjectivité. Soit I un idéal intégralement clos de A engendré par des
éléments homogènes f1χm1 , . . . , frχmr . Considérons le couple (P, D˜) obtenu à partir
du théorème 3.6.2. Des lemmes 3.6.1, 3.6.4 et 3.6.5, on obtient (i), (ii), (iii). Montrons
(iv). Pour un point z ∈ C, écrivons
∆˜z = (∆z ×Q) ∩
r⋂
i=1
∆mi,ei
avec pour tout i, ei := −ordz fi . Soit E un sous-ensemble minimal de {1, . . . , r} tel que
∆˜z = (∆z ×Q) ∩
⋂
i∈E
∆mi,ei.
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Fixons un élément i′ ∈ E. Alors on a
{(v, p) ∈ NQ ×Q, mi′(v) + p = ei′} ∩ ∆˜z 6= ∅.(3.10)
Donc h∆˜z(mi′ , 1) = ei′ = −ordz fi ′. D’où la condition (iv).
Lorsque C est affine, tout fibré en droite au-dessus de C est globalement engendré.
Ainsi, comme conséquence immédiate, on a le résultat suivant.
Corollaire 3.6.7. Supposons que C est affine. Alors il existe une bijection entre l’en-
semble des idéaux homogènes intégralement clos de A et l’ensemble des couples (P, D˜)
vérifiant (ii), (iii) du théorème 3.6.6 et les conditions suivantes.
(i)’ P est un polyèdre de Polσ∨(σ∨M ) ;
(iv)’ Pour tout z ∈ C, le polyèdre ∆˜z est l’intersection dans ∆z ×Q d’un nombre fini
de demi-espaces
∆m,e := { (v, p) ∈ NQ ×Q, m(v) + p ≥ e }
avec e ∈ Z et m ∈ P ∩M .
La correspondance est donnée par l’application (3.8) de 3.6.6.
Remarque 3.6.8. Soient g2, g3 ∈ k tels que g32 − 27g23 6= 0. Considérons la courbe
elliptique C ⊂ P2 d’équation de Weierstrass y2 = 4x3− g2x− g3, O son point à l’infini
et A l’algèbre graduée ⊕
m∈N
H0 (C,OC (m · O))χm.
Soit ω˜ ⊂ Q2 le cône
Q≥0(1, 0) +Q≥0(1, 1),
P = Q≥1 et D˜ := ∆˜ ·O le diviseur polyédral sur C avec ∆˜ = (1, 0) + ω˜∨. Alors (P, D˜)
vérifie les conditions (i), (ii), (iii) et (iv)′ de 3.6.6 et 3.6.7. Cependant la condition (iv)
n’est pas satisfaite. L’algèbre A[C, D˜] est donc distincte de la normalisation de A[It]
où I est l’idéal provenant de (3.8) et t := χ(0,1). Cela montre que l’enoncé du corollaire
3.6.7 ne se généralise pas au cas où C est une courbe algébrique lisse, éventuellement
projective.
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3.7 Exemples d’idéaux homogènes normaux
Dans cette section, nous considérons l’algèbre A = A[C,D] comme dans la section
3.6. Supposons que C est affine et fixons un idéal homogène intégralement clos I ⊂ A.
Nous allons donner des conditions sur le couple (P, D˜) associé (voir 3.6.6) pour que I
soit normal. Comme d’habitude, nous notons ∆˜z le coefficient de D˜ au point z ∈ C.
Notation 3.7.1. Pour tout z ∈ C, nous considérons le sous-ensemble
P˜z := Conv
({
(m, i) ∈ (P ∩M )× Z, h∆˜z (m, 1) ≥ −i
})
.
On vérifie aisément que P˜z est un polyèdre entier de MQ × Q. Par ailleurs, pour un
ouvert non vide U ⊂ C, D˜|U := ∑z∈U ∆˜z · z est le diviseur polyédral sur U obtenu
par restriction de D˜.
L’assertion suivante est inspirée de la description de X [C, D˜] comme variété toroï-
dale (voir [LS,§2.6], [KKMS, Chapter 2, 4]).
Lemme 3.7.2. Soit z ∈ C. Supposons que C est affine et que D, D˜ ont au plus le
point z dans leurs supports. Si le polyèdre P˜z est normal alors l’idéal I est normal.
Démonstration. Fixons e ∈ Z>0. Déterminons un sous-ensemble de générateurs de Ie.
Pour tout vecteur (m, i) ∈M × Z, posons
B(m,i) := H
0(C,OC(−i · z))χm.
Si m ∈ (eP ) ∩M alors on a l’égalité
H0(C,OC(⌊D˜(m, e)⌋))χm =
⋃
i∈Z, i≥−hz,e(m)
B(m,i)
où hz,e(m) := h∆˜z(m, e). Donc l’idéal I
e est engendré par⋃
(m,i)∈(eP˜z)∩(M×Z)
B(m,i).
Montrons que pour tout (m, i) ∈ (eP˜z)∩ (M ×Z), la partie B(m,i) est incluse dans Ie.
Fixons un tel couple (m, i). Par normalité de P˜z, il existe
(m1, i1), . . . , (me, ie) ∈ P˜z ∩ (M × Z) tels que
e∑
j=1
(mj , ij ) = (m, i).
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Pour chaque j = 1, . . . , e, B(mj ,ij) est contenu dans I. Puisque la multiplication
B(m1,i1) ⊗ . . .⊗ B(me,ie) → B(m,i)
est surjective, on a B(m,i) ⊂ Ie. D’où le résultat.
Le théorème suivant se déduit du lemme précédent par localisation. Il peut être vu
comme un analogue de l’assertion 3.5.6.
Théorème 3.7.3. Supposons que C est affine. Soit I ⊂ A = A[C,D] un idéal ho-
mogène intégralement clos et (P, D˜) le couple correspondant. Si pour tout point z ap-
partenant au support de D˜, le polyèdre P˜z est normal alors l’idéal I est normal. Pour
tout entier e ≥ n := dim NQ, l’idéal Ie est normal. En particulier, tout idéal stable
intégralement clos d’une k⋆-surface affine non elliptique est normal.
Démonstration. Notons z1, . . . , zr les points distincts du support de D˜. Par le théorème
des restes chinois, l’application
π : k[C]→ kr, f 7→ (f(z1), . . . , f(zr))
est surjective. Soit (e1, . . . , er) la base canonique de kr et pour i = 1, . . . , r, prenons
fi un élément de π−1({ei}). Pour une fonction régulière f ∈ k[C], nous notons Cf =
C − V (f) son lieu de non-annulation. Soient fr+1, fr+2, . . . , fs ∈ k[C] tels que
U := C − {z1, . . . , zr} =
s⋃
i=r+1
Cfj .
Alors on a l’égalité
C =
s⋃
i=1
Cfi.
Considérons zr+1, zr+2, . . . , zs ∈ U des points tels que fi(zi) 6= 0 pour i = r + 1, . . . , s.
Fixons un entier i ∈ N tel que 1 ≤ i ≤ s. Puisque P˜zi est un polyèdre entier normal,
par le lemme 3.7.2, l’idéal
Ifi :=
⊕
m∈P∩M
H0(Cfi,OC(⌊D˜(m, 1)⌋))χm = I ⊗k[C] k[Cfi] ⊂ A⊗k[C] k[Cfi]
correspondant au couple (P, D˜|Cfi) est normal. Donc nous avons
A[Cfi , D˜|Cfi] = (A⊗k[C] k[Cfi ])[Ifit](3.11)
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= (A⊗k[C] k[Cfi ])[Ifit] = A[It]⊗k[C] k[Cfi ].
Écrivons
A[It] =
⊕
(m,e)∈σ˜∨M×Z
I(m,e)χ
mte
avec I(m,e) ⊂ k(C), pour tout (m, e). Alors par (3.11), le monoïde des poids de A[It]
est σ˜∨M×Z. Cela implique que chaque I(m,e) est un idéal fractionnaire de k[C]. Donc
pour tout vecteur (m, e) ∈ σ˜∨M×Z, il existe un diviseur de Cartier entier D(m,e) sur C
tel que
I(m,e) = H
0(C,OC(D(m,e))).
Comme
A[It]⊗k[C] k[Cfi] =
⊕
(m,e)∈σ˜∨M×Z
H0(Cfi,OC(D(m,e)))χmte,
on a d’une part,
s⋂
i=1
A[It]⊗k[C] k[Cfi] = A[It]
et d’autre part,
s⋂
i=1
A[Cfi, D˜|Cfi] = A[C, D˜],
on conclut par (3.11) que A[It] = A[C, D˜]. Cela donne la normalité de I. Le reste de
la preuve est une conséquence directe du théorème 3.5.6.
La prochaine assertion est une traduction combinatoire de [RRV, Proposition 3.1]
via la correspondance du théorème 3.5.5.
Lemme 3.7.4. Soit n ∈ N un entier, notons σ∨ = Qn+1≥0 et soit P un σ∨-polyèdre
entier contenu dans σ∨. Alors les assertions suivantes sont équivalentes.
(i) Le polyèdre est normal ;
(ii) Pour tout s ∈ {1, . . . , n}, on a l’égalité (sP ) ∩ Zn+1 = E[s,P ] (voir 3.5.2).
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Comme application du théorème 3.7.3, nous obtenons une caractérisation de la nor-
malité pour une classe d’idéaux de l’algèbre des polynômes.
Corollaire 3.7.5. Soit n ∈ Z>0. Considérons l’algèbre des polynômes
k
[n+1] = k[x0, x1, . . . , xn]
à n+ 1 variables munie de la Zn-graduation
k
[n+1] =
⊕
(m1,...,mr)∈Nn
k[x0]x
m1
1 . . . x
mn
n
et soit I un idéal homogène de A. Alors les assertions suivantes sont équivalentes.
(i) L’idéal I est normal ;
(ii) Pour tout e ∈ {1, . . . , n}, l’idéal Ie est intégralement clos.
Démonstration. Posons C := A1 = Speck[x 0], σ := Qn≥0 et M := Z
n. Considérons
le diviseur σ-polyédral D sur la courbe C dont l’évaluation est identiquement nulle.
Alors on a k[n+1] = A = A[C,D].
Montrons l’implication (ii) ⇒ (i). Soit (P, D˜) le couple correspondant à l’idéal I.
Notons z1, . . . , zr les points distincts du support de D˜. Pour i = 1, . . . , r, considérons
le polynôme
fi(x0) =
∏
j 6=i
(x0 − zj).
Alors pour tout i, nous avons
Ifi := I ⊗k[C] k[Cfi ] =
⊕
(m,e)∈P˜zi∩(M×Z)
k
[
1
fi
]
(x0 − zi)eχm
où pour m = (m1, . . . , mr), χm := x
m1
1 . . . x
mn
n . Fixons s ∈ {1, . . . , n}. Alors on a d’une
part,
Isfi =
⊕
(m,e)∈E
[s,P˜zi
]
k
[
1
fi
]
(x0 − zi)eχm
et d’autre part,
Isfi =
⊕
m∈(sP )∩M
H0(Cfi ,O(⌊D˜(m, e)⌋))χm =
⊕
(m,e)∈(sP˜zi)∩(M×Z)
k
[
1
fi
]
(x0 − zi)eχm,
48
comparer avec [HS, Proposition 1.1.4]. Puisque Is est intégralement clos, l’idéal Isfi ⊂
Afi l’est encore. Ce qui donne par les égalités précédentes,
(sP˜zi) ∩ (M × Z) = E[s,P˜zi ].
En appliquant le lemme 3.7.4, on déduit que P˜zi est normal. Par le théorème 3.7.3, on
obtient que I est normal. D’où l’implication (ii)⇒ (i). La réciproque est aisée.
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Chapitre 4
La présentation d’Altmann-Hausen en
complexité un sur un corps
quelconque
4.1 Introduction
Dans ce chapitre, nous nous intéressons à une description combinatoire des al-
gèbres normales multigraduées affines de complexité 1 sur un corps quelconque. D’un
point de vue géométrique, ces algèbres sont reliées à la classification des opérations de
tores algébriques déployés de complexité 1 dans les variétés affines. Soit k un corps et
considérons un tore algébrique déployé T sur k. Rappelons que dans ce contexte une
T-variété est une variété normale sur k munie d’une opération fidèle de T. La plupart
des travaux classiques sur les T-variétés (voir [KKMS, Do, Pi, De 2, Ti2, FZ, AH, Ti,
AHS, AOPSV, etc.]) demandent que le corps de base k soit algébriquement clos de
caractéristique zéro. Mentionnons tout de même que la description des Gm-variétés
affines [De 2] due à Demazure est vraie sur un corps arbitraire.
Donnons une liste de quelques résultats du présent chapitre.
- La présentation d’Altmann-Hausen des T-variétés affines de complexité 1 en
termes de diviseurs polyédraux est vraie sur un corps quelconque, voir le théorème
4.6.3.
- Cette description est vraie aussi pour une classe d’algèbres multigraduées sur un
anneau de Dedekind, pour plus de détails voir le théorème 4.4.4.
- Nous étudions comment change l’algèbre associée à un diviseur polyédral lorsque
qu’on étend les scalaires, voir 4.4.12 et 4.5.9.
Comme autre application, nous donnons une description combinatoire des G-
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variétés affines de complexité 1, où G est un tore algébrique possiblement non déployé
sur un corps k, en utilisant quelques faits élémentaires de descente galoisienne. Ces
G-variétés affines sont décrites par un nouvel objet combinatoire, que l’on appelle
diviseur polyédral stable par Galois, voir le théorème 4.7.10.
Avant de passer à la formulation de nos résultats, rappelons quelques notions. Nous
commençons par le cas le plus simple d’une opération d’un tore algébrique déployé.
Rappelons qu’un tore algébrique déployé T de dimension n sur le corps k est un
groupe algébrique isomorphe à Gnm, où Gm est le groupe multiplicatif du corps k.
Soit M = Hom(T,Gm) le réseau des caractères du tore T. Alors définir une opération
de T dans une variété affine X est équivalent à fixer une M-graduation sur l’algèbre
A = k[X ], où k[X ] est l’anneau des coordonnées deX. Suivant la classification des Gm-
surfaces affines [FiKa] nous disons comme dans [Li, 1.1] ou dans 3.3.11 qu’une algèbre
M-graduée A est elliptique si la pièce graduée A0 est réduite au corps k. Considérons
le corps k(X) des fonctions rationnelles sur la variété X et soit K0 son sous-corps des
fonctions invariantes sous l’opération de T. La complexité de l’opération de T dans X
est le degré de transcendance de K0 sur le corps k.
Dans le but de décrire des classes particulières d’algèbres multigraduées de com-
plexité 1, nous aurons à considérer des objets combinatoires de la géométrie convexe
et de la géométrie des courbes algébriques. Soit C une courbe régulière sur le corps k.
Un point de C est supposé être fermé, et en particulier, éventuellement non rationnel.
De plus, il est connu que le corps résiduel en tout point de C est une extension de
corps de degré fini sur k.
Pour reformuler notre premier résultat, nous avons besoin de rappeler quelques
notations disponibles dans [AH, Section 1]. Désignons par N = Hom(Gm ,T) le réseau
des sous-groupes à 1 paramètre du tore algébrique déployé T qui est vu comme le dual
du réseau M . Comme d’habitude, on note MQ = Q ⊗Z M , NQ = Q⊗Z N les espaces
vectoriels sur Q associés à M,N et on considère σ ⊂ NQ un cône polyédral saillant.
Nous pouvons définir comme dans [AH] un diviseur de Weil D =
∑
z∈C ∆z · z avec
des coefficients σ-polyédraux dans NQ, qui est appelé diviseur polyédral d’Altmann-
Hausen. Plus précisément, chaque ∆z ⊂ NQ est un polyèdre dont le cône de récession
est σ et∆z = σ pour presque tout z ∈ C. En désignant par κz le corps résiduel du point
z ∈ C et par [κz : k] ·∆z l’image de ∆z par l’homothétie de rapport deg(z ) = [κz : k],
la somme
degD =
∑
z∈C
[κz : k] ·∆z
est un polyèdre de NQ. Cette somme peut être vue comme la somme finie de Minkowski
de tous les polyèdres [κz : k] ·∆z différents de σ. En considérant le cône dual σ∨ ⊂ MQ
52
de σ, nous définissons la fonction évaluation
σ∨ → DivQ(C ), m 7→ D(m) =
∑
z∈C
min
l∈∆z
〈m, l〉 · z
à valeurs dans l’espace vectoriel DivQ(C ) sur Q des diviseurs de Cartier rationnels sur
C. Comme dans le cas classique [AH, 2.12], nous introduisons la condition de propreté
pour le diviseur polyédral D (voir 4.4.1, 4.5.4, 4.6.2) que nous rappelons ci-après.
Définition 4.1.1. Un diviseur σ-polyédral D =
∑
z∈C ∆z ·z est dit propre s’il satisfait
une des conditions suivantes.
(i) C est affine.
(ii) C est projective et degD est strictement contenu dans σ. De plus, si degD(m) =
0 alors m appartient au bord de σ∨ et un multiple entier non nul de D(m) est
un diviseur principal.
Par exemple, si C = P1
k
est la droite projective alors le diviseur polyédral D
est propre si et seulement si degD est strictement inclus dans σ. Un des résultats
principaux de ce chapitre peut être énoncé comme suit.
Théorème 4.1.2. Soit k un corps.
(i) Pour tout diviseur σ-polyédral propre D sur une courbe régulière C sur k on peut
associer une algèbre normale M-graduée de type fini sur k et de complexité 1,
donnée par
A[C,D] =
⊕
m∈σ∨∩M
Am, avec Am = H
0(C ,OC (⌊D(m)⌋)).
(ii) Réciproquement, toute algèbre normale effectivement 1 M-graduée de type fini sur
k et de complexité 1 est isomorphe à A[C,D], pour une courbe régulière C sur k
et un diviseur polyédral propre D sur C.
Dans la démonstration de l’assertion (ii), nous utilisant un calcul explicite donné
dans le chapitre précédent (voir aussi [La]). Nous divisons la démonstration en deux
parties. Dans le cas non elliptique nous montrons que l’assertion est vraie dans le
contexte plus général des anneaux de Dedekind. Plus précisément, nous donnons un
dictionnaire parfait analogue à 4.1.2(i), (ii) pour les algèbres M-graduées définies par
1. Une algèbre M -graduée est dite effectivement M -graduée si l’ensemble de ses poids engendre
le réseau M .
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un diviseur polyédral sur un anneau de Dedekind (voir 4.4.1, 4.4.2 et le théorème
4.4.4). Nous donnons dans le paragraphe 4.4.6 un exemple avec un diviseur polyédral
sur Z[
√−5]. Dans le cas elliptique, nous considérons une algèbre M-graduée elliptique
A sur k satisfaisant les hypothèses de 4.1.2 (ii). Par un résultat bien connu (voir par
exemple [EGA II, 7.4]), nous construisons une courbe projective régulière à partir du
corps des fonctions algébriques K0 = (FracA)T. Dans cette construction, les points de
C sont alors identifiés avec les places de K0. Ensuite, nous montrons que cette algèbre
M-graduée est décrite par un diviseur polyédral sur C (voir le théorème 4.5.6).
Passons plus généralement au cas des variétés affines avec une opération d’un tore
algébrique possiblement non déployé. Le lecteur peut consulter [Bry, CTHS, Vos,
ELST] pour la théorie des variétés toriques arithmétiques et [Hu] pour le cas plus
général des variétés sphériques. Soit G un tore sur k ; alors G se déploie dans une
extension galoisienne finie E/k. Soit VarG,E(k) la catégorie des G-variétés affines de
complexité 1 (se déployant dans E/k), pour une définition précise voir 4.7.4. Pour un
objet X ∈ VarG,E(k) nous notons [X ] sa classe d’isomorphisme et
XE = X ×Spec k SpecE
l’extension de X sur le corps E. Fixons X ∈ VarG,E (k). Comme application des
résultats précédents, nous étudions l’ensemble pointé({
[Y ] | Y ∈ VarG,E(k) et XE ≃VarG,E (E) YE
}
, [X ]
)
des classes d’isomorphismes des E/k-formes de la variété X qui est en bijection avec
le premier ensemble pointé H1(E/k,AutGE (XE )) de cohomologie galoisienne. Par des
arguments élémentaires (voir 4.7.7) ces derniers ensembles pointés sont en bijection
avec l’ensemble pointé des classes de conjugaison des opérations semi-linéaires homo-
gènes de SE/k dans l’algèbre multigraduée E[XE], où SE/k est le groupe de Galois
de l’extension E/k. En traduisant ceci dans le langage des diviseurs polyédraux, nous
obtenons une description combinatoire des E/k-formes de X, voir le théorème 4.7.10.
Ce théorème peut être vu comme une première étape de l’étude des E/k-formes des
G-variétés de complexité 1.
Donnons un court résumé de chaque section de ce chapitre. Dans la section 4.3, nous
rappelons comment étendre la présentation D.P.D. des algèbres graduées paraboliques
au contexte des anneaux de Dedekind. Ce fait a été mentionné dans l’introduction de
[FZ] et traité en premier lieu par Nagat Karroum dans un mémoire de mastère dirigé
par Hubert Flenner [Ka]. Dans les sections 4.4 et 4.5, nous étudions respectivement une
classe d’algèbres multigraduées sur un anneau de Dedekind et une classe d’algèbres
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multigraduées elliptiques sur un corps. Dans la section 4.6, nous classifions les T-
variétés affines de complexité 1. Enfin, dans la section 4.7, nous traitons le cas des
opérations de tores algébriques possiblement non déployé.
Soit k un corps. Par une variété X sur k on entend un schéma intègre séparé de
type fini sur le corps k ; on suppose en outre que le corps k est algébriquement clos
dans le corps des fonctions rationnelles k(X). En particulier, cela implique que X est
géométriquement irréductible [Liu, §3.2.2, Corollary 2.14].
4.2 Introduction (english version)
In this chapter, we are interested in a combinatorial description of multigraded
normal affine algebras of complexity 1. From a geometric viewpoint, these algebras are
related to the classification of algebraic torus actions of complexity 1 on affine varieties.
Let k be a field and consider a split algebraic torus T over k. Recall that a T-variety
is a normal variety over k endowed with an effective T-action. Most classical works on
T-varieties (see [KKMS, Do, Pi, De 2, Ti2, FZ, AH, Ti, AHS, AOPSV, etc.]) require
the ground field k to be algebraically closed of characteristic zero. It is worthwile
mentioning that the description of affine Gm-varieties [De 2] due to Demazure holds
over any field.
Let us list the most important results of the chapter.
- The Altmann-Hausen presentation of affine T-varieties of complexity 1 in terms
of polyhedral divisor holds over an arbitrary field, see Theorem 4.6.3.
- This description holds as well for an important class of multigraded algebras over
Dedekind domains, see Theorem 4.4.4.
- We study how the algebra associated to a polyhedral divisor changes when we
extend the scalars, see 4.4.12 and 4.5.9.
- As another application, we provide a combinatorial description of affine G-
varieties of complexity 1, where G is a (not necessarily split) torus over k, by using
elementary facts on Galois descent. This class of affine G-varieties are classified via
a new combinatorial object, which we call a (Galois) invariant polyhedral divisor, see
Theorem 4.7.10.
Let us now discuss these results in more detail. We start with a simple case of
varieties with an action of a split torus. Recall that a split algebraic torus T of di-
mension n over the field k is an algebraic group isomorphic to Gnm, where Gm is the
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multiplicative group of the field k. Let M = Hom(T,Gm) be the character lattice of
the torus T. Then defining a T-action on an affine variety X is equivalent to fixing an
M-grading on the algebra A = k[X ], where k[X ] is the coordinate ring of X. Following
the classification of affine Gm-surfaces [FiKa] we say as in [Li, 1.1] or in 3.3.11 that
the M-graded algebra A is elliptic if the graded piece A0 is reduced to k. Multigraded
affine algebras are classified via a numerical invariant called complexity. Consider the
field k(X) of rational functions on X and its subfield K0 of T-invariant functions. The
complexity of the T-action on X is the transcendence degree of K0 over the field k.
In order to describe particular classes of multigraded algebras of complexity 1, we
have to consider combinatorial objects coming from convex geometry and from the
geometry of algebraic curves. Let C be a regular curve over k. A point of C is assumed
to be a closed point, and in particular, not necessarily rational. Thus, the residue field
extension of k at any point of C has finite degree.
To reformulate our first result, we need some combinatorial notions of convex geo-
metry, see [AH, Section 1]. Denote by N = Hom(Gm ,T) the lattice of one parameter
subgroups of the torus T which is the dual of the lattice M . Let MQ = Q⊗ZM , NQ =
Q⊗ZN be the associated dual Q-vector spaces of M,N and let σ ⊂ NQ be a strongly
convex polyhedral cone. We can define as in [AH] a Weil divisor D =
∑
z∈C ∆z ·z with
σ-polyhedral coefficients in NQ, called a polyhedral divisor of Altmann-Hausen. More
precisely, each ∆z ⊂ NQ is a polyhedron with a tail cone σ and ∆z = σ for all but
finitely many points z ∈ C. Denoting by κz the residue field of the point z ∈ C and by
[κz : k] ·∆z the image of ∆z under the homothety of ratio deg(z ) = [κz : k], the sum
degD =
∑
z∈C
[κz : k] ·∆z
is a polyhedron in NQ. This sum may be seen as the finite Minkowski sum of all
polyhedra [κz : k] ·∆z different from σ. Considering the dual cone σ∨ ⊂ MQ of σ, we
define an evaluation function
σ∨ → DivQ(C ), m 7→ D(m) =
∑
z∈C
min
l∈∆z
〈m, l〉 · z
with value in the vector space DivQ(C ) of Weil Q-divisors over C. As in the classical
case [AH, 2.12] we introduce the technical condition of properness for the polyhedral
divisor D (see 4.4.1, 4.5.4, 4.6.2) that we recall thereafter.
Definition 4.2.1. A σ-polyhedral divisor D =
∑
z∈C ∆z · z is called proper if it
satisfies one of the following conditions.
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(i) C is affine.
(ii) C is projective and degD is strictly contained in the cone σ. Furthermore, if
degD(m) = 0 then m belongs to the boundary of σ∨ and some non-zero integral
multiple of D(m) is principal.
For instance, if C = P1
k
is the projective line then the polyhedral divisor D is
proper if and only if degD is strictly included in σ. One of the main results of this
paper can be stated as follows.
Theorem 4.2.2. Let k be field.
(i) To any proper σ-polyhedral divisor D on a regular curve C over k one can asso-
ciate a normal finitely generated effectively 2 M-graded domain of complexity 1
over k, given by
A[C,D] =
⊕
m∈σ∨∩M
Am, where Am = H
0(C ,OC (⌊D(m)⌋)).
(ii) Conversely, any normal finitely generated effectively M-graded domain of com-
plexity 1 over k is isomorphic to A[C,D] for some regular curve C over k and
some proper polyhedral divisor D over C.
In the proof of assertion (ii), we use an effective calculation from [La]. We divide
the proof into two cases. In the non-elliptic case we show that the assertion holds
more generally in the context of Dedekind domains. More precisely, we give a perfect
dictionary similar to 4.1.2(i), (ii) forM-graded algebras defined by a polyhedral divisor
over a Dedekind ring (see 4.4.1, 4.4.2 and Theorem 4.4.4). We deal in 4.4.6 with an
example of a polyhedral divisor over Z[
√−5]. In the elliptic case, we consider an
elliptic M-graded algebra A over k satisfying the assumptions of 4.1.2 (ii). By a well
known result (see [EGA II, 7.4]), we can construct a regular projective curve arising
from the algebraic function field K0 = (FracA)T. In this construction, the points of
C are identified with the places of K0. Then we show that the M-graded algebra is
described by a polyhedral divisor over C (see Theorem 4.5.6).
Let us pass further to the general case of varieties with an action of a not necessarily
split torus. The reader may consult [Bry, CTHS, Vos, ELST] for the theory of non-split
toric varieties and [Hu] for the spherical embeddings. Let G be a torus over k ; then
G splits in a finite Galois extension E/k. Let VarG,E (k) be the category of affine G-
varieties of complexity one splitting in E/k (see 4.7.4). For an object X ∈ VarG,E (k)
2. An M -graded algebra is said to be effectively M -graded if its set of weight generates the lattice
M .
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we let [X ] be its isomorphism class and XE = X ×Speck SpecE be the extension of
X over the field extension. Fixing X ∈ VarG,E(k), as an application of our previous
results, we study the pointed set({
[Y ] | Y ∈ VarG,E(k) and XE ≃VarG,E (E) YE
}
, [X ]
)
of isomorphism classes of E/k-forms of X that is in bijection with the first pointed
set H1(E/k,AutGE (XE )) of non-abelian Galois cohomology. By elementary arguments
(see 4.7.7) the latter pointed sets are described by all possible homogeneous semi-linear
SE/k-actions on the multigraded algebra E[XE], where SE/k is the Galois group of
E/k. Translating this to the language of polyhedral divisors, we obtain a combinatorial
description of E/k-forms of X, see Theorem 4.7.10. This theorem can be viewed as a
first step towards the study of the forms of G-varieties of complexity 1.
Let us give a brief summary of the contents of each section. In Section 4.3, we recall
how to extend the D.P.D. presentation of a parabolic graded algebra to the context of
a Dedekind domain. This fact has been mentioned in [FZ] and firstly treated by Nagat
Karroum in a master dissertation [Ka]. In Sections 4.4 and 4.5, we study respectively a
class of multigraded algebras over Dedekind domains and a class of elliptic multigraded
algebras over a field. In Section 4.6, we classify split affine T-varieties of complexity 1.
The last section is devoted to the non-split case.
Let k be a field. By a variety X over k we mean an integral separated scheme of
finite type over k ; one assumes in addition that k is algebraically closed in the field
of rational functions k(X). In particular, X is geometrically irreducible [Liu, §3.2.2,
Corollary 2.14].
4.3 Algèbres graduées normales sur un anneau de
Dedekind et présentation D.P.D.
Dans cette section, nous généralisons la présentation D.P.D. introduite dans [FZ,
Section 3] au contexte des anneaux de Dedekind (voir [Ka]). Commençons par une
définition bien connue.
4.3.1. Un anneau intègre A0 est dit de Dedekind s’il n’est pas un corps et s’il satisfait
les conditions suivantes.
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(i) L’anneau A0 est noethérien.
(ii) L’anneau A0 est intégralement clos dans son corps des fractions.
(iii) Tout idéal premier non nul de A0 est un idéal maximal.
Donnons quelques exemples classiques d’anneaux de Dedekind.
Exemple 4.3.2. Soit K un corps de nombres. Si ZK désigne l’anneau des entiers de
K alors ZK est un anneau de Dedekind.
Soit A une algèbre normale de type fini et de dimension 1 sur un corps k. D’un
point de vue géométrique, le schéma C = SpecA est une courbe affine régulière sur k.
L’anneau des coordonnées A = k[C] est de Dedekind.
L’algèbre des séries formelles k[[t]] à une variable sur le corps k est un anneau de
Dedekind. Plus généralement, tout anneau principal (et donc tout anneau de valuation
discrète) qui n’est pas un corps est un anneau de Dedekind.
4.3.3. Soit A0 un anneau intègre de corps des fractions K0. Rappelons qu’un idéal
fractionnaire b de A0 est un sous-module de K0 non nul de type fini sur A0. En fait,
tout idéal fractionnaire de A0 est de la forme 1f · a, où f ∈ A0 est un élément non nul
et a est un idéal non nul de A0. Si b est égal à u · A0, pour u ∈ K0 non nul, alors on
dit que b est un idéal fractionnaire principal.
Le résultat suivant donne une description des idéaux fractionnaires de A0 en termes
de diviseurs de Weil sur le schéma Y = SpecA0, lorsque A0 est un anneau de Dedekind.
Ce résultat est bien connu. Nous incluons ici une courte démonstration.
Théorème 4.3.4. Soit A0 un anneau de Dedekind de corps des fractions K0. Posons
Y = SpecA0. Alors l’application
DivZ(Y )→ Id(A0), D 7→ H 0(Y ,OY (D))
est une bijection entre l’ensemble DivZ(Y ) des diviseurs de Weil entiers sur Y et l’en-
semble Id(A0) des idéaux fractionnaires de A0. Tout idéal fractionnaire est localement
libre de rang 1 comme module sur A0 et l’application naturelle de multiplication
H0(Y,OY (D))⊗H0(Y,OY (D′))→ H0(Y,OY (D +D′))
est surjective. Un diviseur de Weil D sur le schéma Y est principal (resp. effectif) si
et seulement si l’idéal correspondant est principal (resp. contient A0).
59
Démonstration. Par [Liu, §4.1.1, Proposition 1.12] le localisé de A0 en tout idéal pre-
mier est un anneau principal. Donc par [Ha, II.6.11] le groupe des diviseurs de Weil
entiers sur Y s’identifie au groupe des diviseurs de Cartier. En particulier, tout module
H0(Y,OY (D)) sur A0 est de type fini [Ha, II.5.5], localement libre de rang 1 et non
nul. Par conséquent, l’application
DivZ(Y )→ Id(A0)
est bien définie.
Soient D,D′ des diviseurs de DivZ(Y ). Alors par les observations précédentes, les
faisceaux OY (D)⊗OY (D′) et OY (D+D′) de OY -modules sont isomorphes. Cela induit
un isomorphisme au niveau des sections globales.
Tout idéal premier non nul de A0 est le module des sections globales d’un faisceau
inversible sur OY . Ainsi par la décomposition en produit d’idéaux premiers au sein
d’un anneau de Dedekind, l’application DivZ(Y )→ Id(A0) est surjective.
Supposons que l’on ait l’égalité
H0(Y,OY (D)) = H0(Y,OY (D′)),
pour des éléments D,D′ ∈ DivZ(Y ). Alors nous pouvons écrire D = D+ − D− et
D = D′+ − D′−, où D+, D′+, D−, D′+ sont des diviseurs de Weil effectifs entiers. En
appliquant des produits tensoriels, nous obtenons la relation
H0(Y,OY (−D− −D′+)) = H0(Y,OY (−D′− −D+))
entre idéaux de A0. À nouveau en utilisant la décomposition en produit d’idéaux
premiers, nous avons −D− −D′+ = −D′− −D+ de sorte que D = D′. On conclut que
l’application est injective.
Supposons que H0(Y,OY (D)) contient A0. Écrivons D = D+ − D− avec D+, D−
des diviseurs de Weil effectifs entiers ayant des supports disjoints. Alors par hypothèse,
nous avons
H0(Y,OY (0)) = A0 = A0 ∩H0(Y,OY (D)) = H0(Y,OY (−D−)).
Cela donne D− = 0 et donc le diviseur D est effectif. Le reste de la démonstration est
aisé.
Notation 4.3.5. Soit A0 un anneau de Dedekind. Pour un diviseur de Weil rationnel
D sur Y = SpecA0, nous désignons par A0[D] l’anneau gradué 3⊕
i∈N
H0(Y,OY (⌊iD⌋)) ti,
3. Rappelons que ⌊iD⌋ est le diviseur de Weil entier obtenu à partir de iD en prenant la partie
entière sur chaque coefficient.
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où t est une variable sur le corps K0. Notons que l’anneau intègre A0[D] est normal
comme intersection d’anneaux de valuation discrète de corps des fractions K0(t) ; le
lecteur peut consulter les arguments de démonstration de [De 2, 2.7].
Le prochain lemme donne une présentation D.P.D. pour une classe naturelle de
sous-anneaux gradués de K0[t]. Ce résultat nous sera utile pour la prochaine section.
Nous donnons ici une démonstration élémentaire en utilisant la description de 4.3.4
concernant les idéaux fractionnaires de A0.
Lemme 4.3.6. Soit A0 un anneau de Dedekind avec corps des fractions K0. Soit
A =
⊕
i∈N
Ai t
i ⊂ K0[t]
une sous-algèbre normale de type fini sur A0 où pour tout i ∈ N, Ai ⊂ K0. Supposons
que le corps des fractions de A est exactement K0(t). Alors il existe un et un seul
diviseur de Weil rationnel D sur le schéma affine Y = SpecA0 tel que A = A0[D]. De
plus, nous avons Y = ProjA.
Démonstration. Par le théorème 4.3.4 et le lemme 2.2 de [GY], pour tout module non
nul Ai, il existe un diviseur Di ∈ DivZ(Y ) tel que
Ai = H
0(Y,OY (Di)).
Par [Bou, III.3, Proposition 3], il existe d ∈ Z>0 tel que la sous-algèbre
A(d) :=
⊕
i≥0
Adi t
di
est engendrée par la partie Ad td. En procédant par récurrence, pour tout i ∈ N, on a
Ddi = iDd. Posons D = Dd/d. Alors en utilisant l’hypothèse de normalité des anneaux
A et A0[D], nous obtenons que pour tout élément homogène f ∈ K0[t],
f ∈ A0[D]⇔ f d ∈ A0[D]⇔ f d ∈ A⇔ f ∈ A.
Cela donne l’égalité A = A0[D].
SoitD′ un autre diviseur de Weil rationnel sur Y tel que A = A0[D′]. En comparant
les pièces graduées de A0[D] et de A0[D′], il s’ensuit que ⌊iD⌋ = ⌊iD′⌋, pour chaque
entier i ∈ N. D’où D = D′ et ainsi la décomposition est unique.
Il reste à montrer l’égalité Y = ProjA. Posons d’abord V = ProjA. Par l’exercice
5.13 de [Ha, II] et la proposition 3 de [Bou, III.1], nous pouvons supposer que A =
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A0[D] est engendrée comme algèbre sur A0 par la partie A1t. Puisque que le faisceau
OY (D) est localement libre de rang 1 sur OY , il existe g1, . . . , gs ∈ A0 tels que
Y =
s⋃
j=1
Ygj avec Ygj = Spec (A0)gj
et tels que pour e = 1, . . . , s, on a
A1 ⊗A0 (A0)ge = OY (D)(Yge) = he ·A0,
pour he ∈ K⋆0 . Soit π : V → Y le morphisme naturel induit par l’inclusion A0 ⊂ A.
L’image inverse de l’ouvert Yge sous l’application π est
ProjA⊗A0 (A0)ge = Proj (A0)ge [A1 ⊗A0 (A0)ge t ] = Proj (A0)ge [het ] = Yge ,
et les recollements sont les mêmes. Ainsi, l’application π permet d’identifier Y avec V ,
comme demandé.
Comme conséquence des arguments de démonstration de [FZ, 3.9], nous obtenons
le corollaire suivant.
Corollaire 4.3.7. Soient A0 un anneau de Dedekind avec corps des fractions K0 et t
une variable sur K0. Considérons la sous-algèbre
A = A0[f1t
m1 , . . . , frt
mr ] ⊂ K0[t]
où m1, . . . , mr sont des entiers strictement positifs et les éléments f1, . . . , fr ∈ K⋆0 sont
pris de sorte que le corps des fractions de A est le corps K0(t). Alors la normalisation
de l’anneau intègre A est A0[D], où D est le diviseur de Weil rationnel
D = − min
1≤i≤r
div fi
mi
.
4.4 Algèbres multigraduées normales sur un anneau
de Dedekind et diviseurs polyédraux
Soient A0 un anneau de Dedekind et K0 son corps des fractions. Étant donné un
réseau M , le but de cette section est d’étudier les sous-algèbres M-graduées normales
de K0[M ] de type fini sur A0. Remarquons que le fait de demander que ces algèbres
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aient le même corps des fractions que celui de K0[M ] n’est pas une hypothèse restric-
tive. Nous montrons ci-après que ces algèbres admettent une description combinatoire
faisant intervenir des diviseurs polyédraux.
Dans la suite, nous fixons conformément aux notations du premier chapitre, des
réseaux duaux M,N et un cône polyédral saillant σ ⊂ NQ. La définition suivante
introduit la notion de diviseurs polyédraux sur un anneau de Dedekind.
Définition 4.4.1. Soit A0 un anneau de Dedekind. Considérons le sous-ensemble Z
des points fermés du schéma affine Y = SpecA0. Un diviseur σ-polyédral D sur A0 est
une somme formelle
D =
∑
z∈Z
∆z · z,
où ∆z appartient à Polσ(NQ) et pour tout z ∈ Z, en dehors d’un ensemble fini, on a
∆z = σ.
Pour des éléments z1, . . . , zr de Z tels que pour tout z ∈ Z et tout i = 1, . . . , r,
z 6= zi implique ∆z = σ, si la mention de A0 est claire, alors nous notons
D =
r∑
i=1
∆zi · zi.
En partant d’un diviseur σ-polyédral D, nous construisons une algèbre M-graduée
sur A0 de la même manière que dans [AH, Section 3].
4.4.2. Soit m ∈ σ∨. L’évaluation de D en un vecteur m ∈ σ∨ est le diviseur de Weil
rationnel
D(m) =
∑
z∈Z
h∆z(m) · z avec h∆z (m) = min
v∈∆z
〈m, v〉.
Par analogie avec les notations de [FZ] pour les anneaux gradués, nous désignons par
A0[D] le sous-anneau M-gradué⊕
m∈σ∨M
Amχ
m ⊂ K0[M ] avec Am = H 0 (Y ,OY (⌊D(m)⌋)) .
Notation 4.4.3. Soit
f = (f1χ
m1 , . . . , frχ
mr)
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un r-uplet d’éléments homogènes de K0[M ]. Ici on sous-entend que chaque fi ap-
partient à K⋆0 . Supposons que les vecteurs m1, . . . , mr engendrent le cône σ
∨. Nous
désignons par D[f ] le diviseur σ-polyédral∑
z∈Z
∆z[f ] · z avec ∆z [f ] = { v ∈ NQ | 〈mi , v〉 ≥ −ordz fi , i = 1, 2, . . . , r } .
Notons que dans la section 4.5, nous utilisons une notation analogue pour les diviseurs
polyédraux sur une courbe projective régulière ; nous remplaçons donc l’ensemble Z
par la courbe projective régulière C.
Le résultat principal de cette section est le théorème suivant. Pour une démons-
tration de la partie (iii), nous référons le lecteur aux arguments de démonstration du
théorème 3.4.4 (voir aussi [La, 2.4]).
Théorème 4.4.4. Soient A0 un anneau de Dedekind avec corps des fractions K0 et
σ ⊂ NQ un cône polyédral saillant. Alors les assertions suivantes sont vraies.
(i) Si D est un diviseur σ-polyédral sur A0 alors l’algèbre A0[D] est normale, noe-
thérienne, et a son corps des fractions égal à celui de K0[M ].
(ii) Réciproquement, soit
A =
⊕
m∈σ∨M
Amχ
m ⊂ K0[M ]
une sous-algèbreM-graduée normale noethérienne sur A0 avec cône des poids σ∨
et Am ⊂ K0, pour tout m ∈ σ∨M . Supposons que les anneaux intègres A et K0[M ]
ont le même corps des fractions. Alors il existe un unique diviseur σ-polyédral D
sur A0 tel que A = A0[D].
(iii) De façon plus explicite, soit
f = (f1χ
m1 , . . . , frχ
mr)
un r-uplet d’éléments homogènes de K0[M ] avec m1, . . . , mr des vecteurs non
nuls engendrant le réseau M . Alors la normalisation de l’anneau
A = A0[f1χ
m1 , . . . , frχ
mr ]
est exactement A0[D[f ]] (voir 4.4.3).
Commençons par un exemple élémentaire.
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Exemple 4.4.5. Posons ici A0 = Z. Soient x, y des variables indépendantes sur Q.
Considérons le sous-anneau Z2-gradué
A = Z
[
2
3
xy2,
1
9
x,
4
3
x2y
]
⊂ Q(x, y).
Nous allons calculer la normalisation de A. Notons que NQ est identifié avec le plan
rationnel Q2. Par le théorème 4.4.4, nous avons A¯ = A0[D] où D = ∆2 · (2) +∆3 · (3).
Les coefficients ∆2 et ∆3 sont donnés par les égalités suivantes.
∆2 =
{
(v1, v2) ∈ Q2 | v1 + 2v2 ≥ −1, v1 ≥ 0, 2v1 + v2 ≥ −2
}
et
∆3 =
{
(v1, v2) ∈ Q2 | v1 + 2v2 ≥ 1, v1 ≥ 2, 2v1 + v2 ≥ 1
}
.
Plus précisément, le cône des poids de A est ω = Q≥0(1, 2) + Q≥0(1, 0). Pour tout
(m1, m2) ∈ ωZ2 , on a
D(m1, m2) = −m2
2
· (2) +
(
2m1 − 1
2
m2
)
· (3).
Les pièces graduées sont données par
A0[D] =
⊕
(m1,m2)∈ωZ2
H0(Y,OY (⌊D(m1, m2)⌋)) xm1ym2
où Y = SpecZ. En fait,
A0[D] = Z
[
1
9
x,
2
3
xy,
2
3
xy2
]
.(4.1)
En effet, soit (m1, m2) ∈ ωZ2 et supposons que m2 = 2r est pair. Alors l’entier m1 − r
est positif. La pièce graduée A(m1,m2) de A0[D] correspondante au couple (m1, m2) est
A(m1,m2) = Z
2r
32m1−r
xm1ym2 = Z
(
1
9
x
)m1−r
·
(
2
3
xy2
)r
.
Supposons que m2 = 2r + 1 est impair. Alors m1 − (r + 1) ≥ 0 et
A(m1,m2) = Z
2r+1
32m1−(r+1)
xm1ym2 = Z
2
3
xy ·
(
1
9
x
)m1−(r+1)
·
(
2
3
xy2
)r
.
Ainsi, toutes les pièces graduées de A0[D] sont engendrées par les éléments 19 x,
2
3
xy,
2
3
xy2. On conclut que l’égalité (4.1) est vraie.
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Dans l’exemple suivant, l’anneau de Dedekind A0 n’est pas principal.
Exemple 4.4.6. Pour un corps de nombres K, le groupe des classes ClK est le
quotient du groupe des idéaux fractionnaires de l’anneau des entiers de K par le sous-
groupe des idéaux fractionnaires principaux. En d’autres termes, ClK = PicY où
Y = SpecZK est le schéma affine associé à l’anneau des entiers de K. Il est connu que
le groupe ClK est fini. De plus, l’anneau ZK est principal si et seulement si ClK est
trivial.
Donnons un exemple où ZK n’est pas principal. Posons K = Q(
√−5). Alors ZK =
Z[
√−5] et le groupe ClK est isomorphe à Z/2Z. Un ensemble de représentants dans
ClK est donné par les idéaux fractionnaires a = (2, 1 +
√−5) et ZK . Étant données
x, y deux variables indépendantes sur K, considérons l’anneau Z2-gradué
A = ZK
[
3 x2y, 2 y, 6 x
]
.
Décrivons la normalisation de A. En désignant respectivement par b, c les idéaux
premiers (3, 1 +
√−5) et (3, 1−√−5), nous avons les décompositions
(2) = a2, (3) = b · c.
Observons que les idéaux a, b, c sont distincts. Ainsi,
div 2 = 2 · a et div 3 = b + c,
où a, b, c sont vus comme des points fermés de Y = SpecZK . Soit D le diviseur
polyédral sur ZK donné par ∆a · a+∆b · b+∆c · c avec coefficients polyédraux
∆a =
{
(v1, v2) ∈ Q2 | 2v1 + v2 ≥ 0, v2 ≥ −2, v1 ≥ −2
}
et
∆b = ∆c =
{
(v1, v2) ∈ Q2 | 2v1 + v2 ≥ −1, v2 ≥ 0, v1 ≥ −1
}
.
Par le théorème 4.4.4, nous obtenons A¯ = A0[D] où A0 = ZK . Le cône des poids de A
est le premier quadrant ω = (Q≥0)2. Un calcul aisé montre que pour tous m1, m2 ∈ N,
D(m1, m2) = min (m1 − 2m2, −2m1 + 4m2) · a+min
(
−m1
2
, −m1 +m2
)
· (b + c).
En posant
ω1 = Q≥0(0, 1) +Q≥0(2, 1) et ω2 = Q≥0(2, 1) +Q≥0(1, 0),
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sur le cône ω1, nous avons
D(m1, m2) = (m1 − 2m2) · a− m1
2
· (b+ c),
et sur ω2, il vient
D(m1, m2) = (−2m1 + 4m2) · a+ (−m1 +m2) · (b+ c).
Pour i = 1, 2, nous posons aussi
Aωi =
⊕
(m1,m2)∈ωi∩Z2
A(m1,m2)
comme étant la somme des pièces graduées de A0[D] correspondantes au monoïde
ωi ∩ Z2. Alors Aω2 est engendrée comme algèbre sur ZK par les éléments 6x et 3x2y.
Fixons un couple (m1, m2) ∈ ω1 ∩Z2. Si m1 = 2r est pair alors r−m1 ≤ 0. Il s’ensuit
que
A(m1,m2) = ZK
(
3 xy2
)r · (2 y)m2−r .
D’un autre côté, si m1 = 2r + 1 est impair alors m2 − r− 1 ≥ 0 et A(m1,m2) est l’idéal
de ZK engendré par les éléments(
3 xy2
)r · (2 y)m2−r−1 · (3(1 +√−5) xy), (3 xy2)r · (2 y)m2−r−1 · 6 xy.
On conclut que
A¯ = A0[D] = ZK
[
2 y, 6 xy, 3(1 +
√−5) xy, 3 x2y, 6x ] .
Pour la démonstration du théorème 4.4.4, nous avons besoin de quelques résultats
préliminaires. Nous commençons par rappeler un fait bien connu [GY, 1.1] donnant une
équivalence entre les propriétés noethérienne et de finitude d’une algèbre multigraduée.
Notons que le prochain résultat ne se généralise pas pour la classe des algèbres graduées
par un groupe abélien G arbitraire ; un contre-exemple est construit dans [GY, 3.1].
Théorème 4.4.7. Soient G groupe abélien de type fini dont la loi est notée additive-
ment et A un anneau G-gradué. Alors les assertions suivantes sont équivalentes.
(i) L’anneau A est noethérien.
(ii) La pièce graduée A0 correspondante à l’élément neutre de G est un anneau noe-
thérien et l’algèbre A est de type fini sur A0.
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Le prochain lemme nous permet de montrer que l’anneau A0[D], provenant d’un
diviseur polyédral D sur un anneau de Dedekind A0, est noethérien.
Lemme 4.4.8. Soient D1, . . . , Dr des diviseurs de Weil rationnels sur le schéma affine
Y = SpecA0. Alors l’algèbre Zr-graduée
B =
⊕
(m1,...,mr)∈Nr
H0
(
Y,OY
(⌊
r∑
i=1
miDi
⌋))
est de type fini sur A0.
Démonstration. Soit d ∈ Z>0 tel que pour chaque i = 1, . . . , r, le diviseur de Weil dDi
est entier. Considérons le polytope entier
Q = { (m1, . . . , mr) ∈ Qr | 0 ≤ mi ≤ d, i = 1, . . . , r } .
Le sous-ensemble Q ∩ Nr étant de cardinal fini, le module
E :=
⊕
(m1,...,mr)∈Nr∩Q
H0
(
Y,OY
(⌊
r∑
i=1
miDi
⌋))
est de type fini sur A0 (voir l’assertion 4.3.5). Soit (m1, . . . , mr) ∈ Nr. Écrivons mi =
dqi + ri avec qi, ri ∈ N tel que 0 ≤ ri < d. L’égalité⌊
r∑
i=1
miDi
⌋
=
r∑
i=1
qi ⌊dDi⌋ +
⌊
r∑
i=1
riDi
⌋
implique que tout élément homogène de B peut être exprimé comme un polynôme
en les éléments de E. Si f1, . . . , fs engendrent le module E sur A0 alors nous avons
A = A0[f1, . . . , fs]. Cela montre notre assertion.
Ensuite, nous donnons une démonstration de la première partie du théorème 4.4.4.
Démonstration. Posons A = A0[D]. Par le théorème 4.3.4, toute pièce graduée de A
correspondant au vecteur m ∈ σ∨M a au moins un élément non nul. Puisque que le cône
des poids σ∨ est d’intérieur non vide les algèbres A et K0[M ] ont donc le même corps
des fractions.
Montrons que A est un anneau normal. Pour cela nous adaptons l’argument habi-
tuel au cas multigradué. Étant donnés un point fermé z ∈ Z et un élément v ∈ ∆z,
considérons l’application
νz,v : K0[M ]− {0} → Z
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définie comme suit. Soit α ∈ K0[M ] un élément non nul ayant pour décomposition en
homogènes
α =
r∑
i=1
fiχ
mi avec fi ∈ K ⋆0 .
Alors nous posons
νz,v(α) = min
1≤i≤r
{ordz fi + 〈mi , v〉} .
L’application νz,v définit une valuation discrète sur le corps FracA. Désignons par Ov,z
l’anneau local associé. Par définition de l’algèbre A0[D], on a
A = K0[M ] ∩
⋂
z∈Z
⋂
v∈∆z
Ov,z
et A est normal comme intersection d’anneaux normaux avec corps des fractions
FracA.
Il reste à montrer que A est noethérien. Par le théorème de la base de Hilbert,
il suffit de montrer que A est de type fini sur A0. Soient λ1, . . . , λe ⊂ σ∨ des cônes
polyédraux réguliers d’intérieur non vide formant une subdivision de σ∨ et tels que
pour chaque i = 1, . . . , e, l’application évaluation
σ∨ → DivQ(Y ), m 7→ D(m)
est linéaire sur λi. Fixons i ∈ N tel que 1 ≤ i ≤ e. Considérons les éléments distincts
v1, . . . , vn de la partie génératrice minimale (base de Hilbert) 4 du monoïde λi ∩M .
Désignons par Aλi l’algèbre⊕
m∈λi∩M
H0(Y,OY (⌊D(m)⌋)χm.
Alors les vecteurs v1, . . . , vn forment une base du réseau M et donc nous avons un
isomorphisme d’algèbres
Aλi ≃
⊕
(m1,...,mn)∈Nn
H0
(
Y,OY
(⌊
n∑
i=1
miD(vi)
⌋))
.
4. On peut montrer qu’il existe une et seule partie génératrice minimale pour l’inclusion de tout
monoïde provenant d’un cône polyédral saillant [CLS, 1.2]. Cette partie génératrice est un ensemble
fini en vertu du lemme de Gordan.
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Par le lemme 4.4.8, l’algèbre Aλi est de type fini sur A0. L’application surjective
Aλ1 ⊗ . . .⊗Aλe → A
montre que A est également de type fini.
Pour la deuxième partie du théorème 4.4.4, nous avons besoin du lemme suivant.
Lemme 4.4.9. Supposons que A vérifie les hypothèses de l’énoncé 4.4.4 (ii). Alors les
assertions suivantes sont vraies.
(i) Pour chaque m ∈ σ∨M , nous avons Am 6= {0}. En d’autres termes, le monoïde
des poids de l’algèbre M-graduée A est exactement σ∨M .
(ii) Si L ⊂MQ est un cône polyédral contenu dans σ∨ alors l’anneau
AL :=
⊕
m∈L∩M
Amχ
m
est normal et noethérien.
Démonstration. Soit
S = {m ∈ σ∨M , Am 6= {0}}
le monoïde des poids de A. Supposons que S 6= σ∨M . Alors il existe e ∈ Z>0 et m ∈M
tels que m 6∈ S et e ·m ∈ S. Puisque A est un anneau noethérien, par [GY, Lemma
2.2] le module Aem sur l’anneau A0 est un idéal fractionnaire de A0. Par le théorème
4.3.4, nous obtenons l’égalité
Aem = H
0(Y,OY (Dem)),
pour un diviseur de Weil entier Dem ∈ DivZ(Y ). Soit f une section non nulle de
H0
(
Y,OY
(⌊
Dem
e
⌋))
.
Cet élément existe en vertu du théorème 4.3.4. Nous avons les inégalités
div f e ≥ −e
⌊
Dem
e
⌋
≥ −Dem .
La normalité de A implique f ∈ Am. Cela contredit notre hypothèse et donne (i).
Pour la deuxième assertion, nous notons que par 4.4.7 et par l’argument de dé-
monstration de [AH, Lemma 4.1], l’algèbre AL est noethérienne.
Il reste à montrer que AL est normal. Soit α ∈ FracAL un élément entier sur AL.
Par normalité de A et de K0[χm], nous obtenons α ∈ A∩K0[χm] = AL et donc AL est
normal.
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Dans la suite, nous introduisons quelques notations utiles de géométrie convexe.
Notation 4.4.10. Soient
(mi, ei), i = 1, . . . , r,
des éléments de M × Z tels que les vecteurs m1, . . . , mr sont non nuls et engendrent
le réseau M . Alors le cône ω = Cone(m1, . . . ,mr) est de pleine dimension dans MQ.
Considérons le ω∨-polyèdre
∆ = { v ∈ NQ, 〈mi, v〉 ≥ −ei, i = 1, 2, . . . , r } .
Soit L = Q≥0 ·m un cône de dimension 1 contenu dans ω avec vecteur primitif m. En
d’autres termes, l’élément m engendre le monoïde L ∩M . Désignons par HL la base
de Hilbert dans le réseau Zr du cône polyédral saillant non nul
p−1(L) ∩ (Q≥0)r, avec p : Qr → MQ.
L’application linéaire p envoie la base canonique sur la famille de vecteurs (m1, . . . , mr).
Nous posons
H
⋆
L =
{
(s1, . . . , sr) ∈ HL ,
r∑
i=1
si ·mi 6= 0
}
.
Pour chaque vecteur (s1, . . . , sr) ∈ H ⋆L , il existe un unique entier λ(s1, . . . , sr) ∈ Z>0
tel que
r∑
i=1
si ·mi = λ(s1, . . . , sr) ·m.
Les arguments de la démonstration du lemme suivant utilisent seulement des faits
élémentaires d’algèbre commutative et de géométrie convexe. Ils permettent d’obtenir
la présentation d’Altmann-Hausen énoncée dans le théorème 4.4.4 (ii).
Lemme 4.4.11. Considérons les mêmes notations que dans 4.4.10. Posons h∆(m) =
minv∈∆〈m, v〉. Nous avons l’égalité
h∆(m) = − min
(s1,...,sr)∈H ⋆L
∑r
i=1 si · ei
λ(s1, . . . , sr)
.
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Démonstration. Soit t une variable sur le corps C. Considérons la sous-algèbre M-
graduée
A = C[t][te1χm1 , . . . , terχmr ] ⊂ C(t)[M ].
Le corps des fractions de A est le même que celui de C(t)[M ]. En utilisant les résultats
de [Ho], la normalisation de l’algèbre A est
A¯ = C[ω0 ∩ (M × Z)], avec ω0 ⊂ MQ ×Q
le cône rationnel engendré par les vecteurs (0, 1), (m1, e1), . . . , (mr, er). En fait, un
calcul direct montre que
ω0 = {(w,−min 〈w,∆〉+ e) |w ∈ ω, e ∈ Q≥0}
et donc
A¯ =
⊕
m∈ω∩M
H0(A1C,OA1C(⌊h∆(m)⌋ · 0))χm
avec A1C = SpecC[t ].
Le sous-réseau G ⊂ M engendré par la partie p(H ⋆L ) est un sous-groupe de Z ·m.
Par conséquent, il existe un unique entier d ∈ Z>0 tel que G = dZ · m. Pour un
élément m′ ∈ ω ∩M , nous désignons par Am′ (resp. A¯m′) la pièce graduée de A (resp.
A¯) correspondante à m′. Alors la normalisation A¯(d)L de l’algèbre
A
(d)
L :=
⊕
s≥0
Asdmχ
sdm est BL =
⊕
s≥0
A¯sdmχ
sdm .
De plus,
AL =
⊕
s≥0
Asmχ
sm
est engendrée comme algèbre sur C[t] par les éléments
f(s1,...,sr) :=
r∏
i=1
(teiχmi)si = t
∑r
i=1 sieiχλ(s1,...,sr)m,
où (s1, . . . , sr) parcourt H ⋆L . Par le choix de l’entier d, nous avons donc A
(d)
L = AL. En
considérant la G-graduation de A(d)L , pour tout (s1, . . . , sr) ∈ H ⋆L , l’élément f(s1,...,sr)
de l’anneau gradué A(d)L a pour degré
deg f(s1,...,sr ) :=
λ(s1, . . . , sr)
d
.
72
En posant
D = − min
(s1,...,sr)∈H ⋆L
div f(s1,...,sr )
deg f(s1,...,sr )
= − min
(s1,...,sr)∈H ⋆L
d ·
∑r
i=1 siei
λ(s1, . . . , sr)
· 0,
par le corollaire 4.3.7, nous obtenons
A¯
(d)
L =
⊕
s≥0
H0(A1C,OA1C(⌊sD⌋))χsdm.
L’égalité A¯(d)L = BL implique que pour tout entier s ≥ 0,
H0(A1C,OA1C(⌊h∆(sd ·m)⌋ · 0)) = H0(A1C,OA1C(⌊sD⌋)).
D’où par le lemme 4.3.6, il vient
D = h∆(d ·m) · 0.
En divisant par d, nous obtenons la formule désirée.
Soit A une algèbre M-graduée satisfaisant les hypothèses de 4.4.4 (ii). En utilisant
la présentation D.P.D. sur chaque cône de dimension 1 contenu dans le cône des poids
σ∨ (voir le lemme 4.3.6), nous pouvons construire une application
σ∨ → DivQ(Y ), m 7→ Dm
à valeurs dans l’espace vectoriel des diviseurs de Weil rationnels de Y = SpecA0. Elle
est convexe, positivement homogène et vérifie pour tout m ∈ σ∨M ,
Am = H
0(C,OC(⌊Dm⌋)).
Par le lemme 4.4.11, cette application est linéaire par morceaux (voir [AH, 2.11]) ou
de façon équivalente m 7→ Dm est l’application évaluation d’un diviseur polyédral. La
démonstration suivante précise cette idée.
Démonstration de 4.4.4 (ii). Par l’assertion 4.4.7, nous pouvons considérer
f = (f1χ
m1 , . . . , frχ
mr)
un système de générateurs homogènes deA avec des vecteurs non nulsm1, . . . , mr ∈M .
Nous utilisons ici la même notation que dans 4.4.3. Désignons alors par D le diviseur
σ-polyédral D[f ]. Montrons que A = A0[D]. Soient L = Q≥0 ·m un cône de dimension
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1 contenu dans ω = σ∨ et m le vecteur primitif de L pour le réseau M . Par le lemme
4.4.9, la sous-algèbre graduée
AL :=
⊕
m′∈L∩M
Am′χ
m′ ⊂ K0[χm]
est normale, noethérienne et a le même corps des fractions que celui deK0[χm]. De plus,
avec les mêmes notations que dans le paragraphe 4.4.10, l’algèbre AL est engendrée
par l’ensemble {
r∏
i=1
(fiχ
mi)si, (s1, . . . , sr) ∈ H ⋆L
}
.
Par le corollaire 4.3.7, si on a
Dm := − min
(s1,...,sr)∈H ⋆L
∑r
i=1 si div fi
λ(s1, . . . , sr)
alors par rapport à la variable χm, on a AL = A0[Dm]. Par le lemme 4.4.11, pour tout
point fermé z ∈ Z,
h∆z [f ](m) = − min
(s1,...,sr)∈H ⋆L
∑r
i=1 si ordz fi
λ(s1, . . . , sr)
.
Ce qui entraîne D(m) = Dm. Puisque l’égalité est vraie pour tout vecteur primitif
d’un cône de dimension 1 contenu dans σ∨, on conclut que A = A0[D]. L’unicité de D
est aisée.
En utilisant des faits connus sur les anneaux de Dedekind nous obtenons l’assertion
suivante.
Proposition 4.4.12. Soient A0 un anneau de Dedekind et B0 la fermeture intégrale de
A0 dans une extension séparable finie L0/K0, où K0 = FracA0. Soit D =
∑
z∈Z ∆z · z
un diviseur polyédral sur A0 où Z ⊂ Y = SpecA0 est l’ensemble des points fermés. En
posant Y ′ = SpecB0 et en considérant la projection naturelle p : Y ′ → Y , l’anneau B0
est de Dedekind et nous avons la formule
A0[D]⊗A0 B0 = B0[p⋆D] avec p⋆D =
∑
z∈Z
∆z · p⋆(z ).
Donnons un exemple pour illustrer l’assertion précédente.
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Exemple 4.4.13. Considérons le diviseur polyédral
D = ∆(t) · (t) + ∆(t2+1) · (t2 + 1)
sur l’anneau de Dedekind A0 = R[t] avec coefficients polyédraux
∆(t) = (−1, 0) + σ, ∆(t2+1) = [(0, 0), (0, 1)] + σ,
et σ ⊂ Q2 est le cône polyédral engendré par les vecteurs (1, 0) et (1, 1). Un calcul aisé
montre que
A0[D] = R
[
t,−tχ(1,0), χ(0,1), t(t2 + 1)χ(1,−1)] ≃ R[x1, x2, x3, x4]
((1 + x21)x2 + x3x4)
,
où x1, x2, x3, x4 sont des variables indépendantes sur R. Posons ζ =
√−1. En considé-
rant la projection naturelle p : A1C → A1R, nous obtenons
p⋆D = ∆0 · 0 + ∆(t2+1) · ζ +∆(t2+1) · (−ζ).
En posant B0 = C[t], on conclut que A0[D] ⊗R C = B0[p⋆D] est le complexifié de
A0[D].
4.5 Algèbres multigraduées elliptiques et corps de
fonctions algébriques d’une variable
Dans cette section, nous étudions un autre type d’algèbres multigraduées. Ces
algèbres sont décrites par un diviseur polyédral propre sur un corps de fonctions al-
gébriques d’une variable. Fixons un corps quelconque k. Rappelons une définition
classique.
4.5.1. Un corps de fonctions algébriques (sous-entendu d’une variable) sur le corps k
est une extension de corps K0/k vérifiant les conditions suivantes.
(i) Le degré de transcendance de K0 sur k est égal à 1.
(ii) Tout élément de K0 qui est algébrique sur le sous-corps k appartient à k.
(iii) Il existe α1, . . . , αr ∈ K0 tels que K0 = k(α1, . . . , αr).
En vertu de notre convention sur les variétés algébriques, une courbe projective
régulière C sur k donne naturellement un corps de fonctions algébriques K0/k en
posant K0 = k(C). Comme application directe du critère valuatif de propreté (voir
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[EGA II, Section 7.4]), tout corps de fonctions algébriques K0/k est le corps des
fonctions rationnelles (unique à isomorphisme près) d’une courbe projective régulière
C sur k. Dans le prochain paragraphe, nous rappelons comment on construit la courbe
C en partant d’un corps de fonctions algébriques K0.
4.5.2. Rappelons qu’un anneau de valuation dans K0 est un sous-anneau propre de
O ⊂ K0 contenant strictement k et tel que pour tout élément non nul f ∈ K0, soit on
a f ∈ O soit on a 1
f
∈ O. Par [St, 1.1.6] tout anneau de valuation dans K0 est l’anneau
associé à une valuation discrète de K0/k. Un sous-ensemble P ⊂ K0 est appelé une
place de K0 s’il existe un anneau de valuation O de K0 tel que P est l’idéal maximal
de O. Nous désignons par RkK0 l’ensemble de toutes les places de K0. Cette dernière
est souvent appelée la surface de Riemann de K0. Par [EGA II, 7.4.18] l’ensemble
RkK0 peut être muni d’une structure de courbe projective C sur le corps k tel que
K0 = k(C).
Désormais, nous considérons l’ensemble C = RkK0 avec sa structure de schéma.
Par convention un élément z appartenant à C est un point fermé ; qui correspond
exactement à une place de K0. Nous notons par Pz la place associée à z.
4.5.3. Pour une place P de K0, nous posons κ(P ) = O/P , où O est l’anneau de
valuation de la place P . Le corps κ(P ) est une extension finie de k [St, 1.1.15] et
nous l’appelons le corps résiduel de P . Nous posons également κz = κ(Pz). Pour une
fonction rationnelle f ∈ k(C)⋆, son diviseur principal associé est
div f =
∑
z∈C
ordz f · z ,
où ordz f est la valeur en f de la valuation correspondante à Pz. Rappelons que le
degré d’un diviseur de Weil rationnel D =
∑
z∈C az · z est le nombre rationnel
degD =
∑
z∈C
[κz : k] az .
Par le théorème 1.4.11 dans [St], nous avons deg div f = 0.
4.5.4. Soient M,N des réseaux duaux et σ ⊂ NQ un cône polyédral saillant. Un
diviseur σ-polyédral sur K0 (ou sur C) est une somme formelle D =
∑
z∈C ∆z · z avec
∆z ∈ Polσ(NQ) et ∆z = σ pour tout z ∈ C en dehors d’un sous-ensemble fini. Nous
considérons aussi la fonction évaluation
D(m) =
∑
z∈C
h∆z(m) · z ;
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qui est un diviseur de Weil rationnel sur la courbe C. Le degré de D est la somme de
Minkowski
degD =
∑
z∈C
[κz : k] ·∆z .
Étant donné m ∈ σ∨, nous avons naturellement la relation hdegD(m) = degD(m).
Nous pouvons maintenant introduire la notion de propreté des diviseurs poly-
édraux. Voir [AH, 2.7, 2.12] pour d’autres cas particuliers.
Définition 4.5.5. Un diviseur σ-polyédral D =
∑
z∈C ∆z ·z est dit propre s’il satisfait
les assertions suivantes
(i) Le polyèdre degD est strictement inclus dans le cône σ.
(ii) Si on a degD(m) = 0 alors le vecteur m appartient au bord de σ∨ et un multiple
entier non nul de D(m) est un diviseur principal.
Notre résultat principal donne une description analogue à 4.4.4, mais celui-ci concerne
les corps de fonctions algébriques. Pour l’assertion 4.5.6 (iii), nous renvoyons le lecteur
aux arguments de démonstration de 3.4.4.
Théorème 4.5.6. Soient k un corps et C = RkK0 la surface de Riemann d’un
corps de fonctions algébriques d’une variable K0/k. Alors les assertions suivantes sont
vraies.
(i) Soit
A =
⊕
m∈σ∨M
Amχ
m ⊂ K0[M ]
une sous-algèbre M-graduée normale noethérienne sur k de cône des poids σ∨.
On suppose que pour tout m ∈ σ∨M , Am ⊂ K0 et que A0 = k. Si A et K0[M ] ont
le même corps des fractions alors il existe un unique diviseur σ-polyédral propre
D sur la courbe C tel que A = A[C,D], où
A[C,D] =
⊕
m∈σ∨M
H0(C,OC(⌊D(m)⌋))χm.
(ii) Soit D un diviseur σ-polyédral propre sur C. Alors l’algèbre A = A[C,D] est
M-graduée, normale, de type fini sur k et a le même corps des fractions que
K0[M ]. Le cône σ∨ est le cône des poids de A.
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(iii) De façon plus explicite, soit
A = k[f1χ
m1 , . . . , frχ
mr ]
une sous-algèbre M-graduée de K0[M ] avec f1, . . . , fr ∈ k(C)⋆ et m1, . . . , mr ∈
M non nuls engendrant un cône rationnel σ∨. Posons f = (f1χm1 , . . . , frχmr).
Supposons que A et K0[M ] aient le même corps des fractions. Alors le cône
σ ⊂ NQ est polyédral saillant, D[f ] est un diviseur σ-polyédral propre sur C et
A¯ = A[C,D[f ]] (voir la notation 4.4.3).
Pour la démonstration de 4.5.6, nous avons besoin de quelques préliminaires. Nous
commençons par donner quelques résultats sur les sous-algèbres AL de l’algèbre M-
graduée A satisfaisant les hypothèses de l’énoncé 4.5.6 (i).
Lemme 4.5.7. Soit A une algèbre M-graduée satisfaisant les hypothèses de 4.5.6 (i).
Étant donné un cône L = Q≥0 · m ⊂ σ∨ de dimension 1 avec vecteur primitif m,
considérons la sous-algèbre
AL =
⊕
m′∈L∩M
Am′χ
m′ .
Posons aussi
Q(AL)0 =
{ a
b
| a ∈ Asm, b ∈ Asm, b 6= 0, s ≥ 0
}
.
Alors les assertions suivantes sont vraies.
(i) L’algèbre AL est normale et de type fini sur k.
(ii) Soit on a Q(AL)0 = k, soit on a Q(AL)0 = K0.
(iii) Si Q(AL)0 = k alors il existe β ∈ K⋆0 et d ∈ Z>0 tels que AL = k[βχdm].
Démonstration. La démonstration de l’assertion (i) est analogue à celle de 4.4.9 (ii) et
donc nous l’omettons.
Le corps Q(AL)0 est une extension de k contenue dans K0. Si le degré de transcen-
dance de Q(AL)0 sur k est 0 alors par normalité de AL, Q(AL)0 = k. Nous supposons
que nous sommes dans le cas contraire, à savoir, l’extension K0/Q(AL)0 est algébrique.
Soit α ∈ K0. Alors il existe des éléments a1, . . . , ad ∈ Q(AL)0 avec ad 6= 0 tels que
αd =
d∑
j=1
ajα
d−j.
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Posons
I = {i ∈ {1, . . . , d}, ai 6= 0}.
Pour tout i ∈ I, nous écrivons ai = piqi , avec pi, qi ∈ AL des éléments homogènes de
même degré. En considérant q =
∏
i∈I qi, nous obtenons
(αq)d =
d∑
j=1
ajq
j(αq)d−j.
La normalité de AL donne αq ∈ AL. Cela montre que α = αq/q ∈ Q(AL)0.
Pour montrer l’assertion (iii), nous considérons S ⊂ Z · m le cône des poids de
l’algèbre graduée AL. Puisque L est contenu dans le cône des poids σ∨, le monoïde S
est non trivial. Par conséquent, si G est le sous-groupe engendré par S alors il existe
un unique entier d ∈ Z>0 tel que G = Z d ·m. En posant u = χdm, nous pouvons écrire
AL =
⊕
s≥0
Asdmu
s.
Ainsi, pour des éléments homogènes de même degré a1ul, a2ul ∈ AL, nous avons a1a2 ∈
Q(AL)
⋆
0 = k
⋆ de sorte que
AL =
⊕
s∈S′
kfs u
s,
où S ′ := 1
d
S et fs ∈ k(C)⋆. Fixons des éléments homogènes fs1us1, . . . , fsrusr for-
mant un sous-ensemble générateur de l’algèbre G-graduée AL. Considérons d′ :=
p.g.c.d.(s1, . . . , sr). Si d′ > 1 alors l’inclusion S ⊂ dd′Z ·m donne une contradiction.
Donc d′ = 1 et il existe des entiers l1, . . . , lr tels que 1 =
∑r
i=1 lisi. L’élément
βu =
r∏
i=1
(fsiu
si)li
vérifie alors
(βu)s1
fs1u
s1
∈ Q(AL)⋆0 = k⋆.
Par normalité de AL, on a βu ∈ AL et donc AL = k[βu] = k[βχdm]. Cela établit
l’assertion (iii).
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Le lemme suivant est bien connu ; voir par exemple [De 2, Section 3], [Liu, §7.4.1,
Proposition 4.4] et l’argument de démonstration de [AH, 9.1].
Lemme 4.5.8. Soient D1, D2, D des diviseurs de Weil rationnels sur la courbe C.
Alors les assertions suivantes sont vraies.
(i) Si le degré de D est strictement positif alors il existe d ∈ Z>0 tel que le faisceau
inversible OC(⌊dD⌋) de OC-modules est très ample. De plus, l’algèbre graduée
B =
⊕
l≥0
H0(C,OC(⌊lD⌋))tl,
où t est une variable sur K0 = k(C), est de type fini sur k. Le corps des fractions
de B est k(C)(t).
(ii) Supposons que pour i = 1, 2, nous avons soit degDi > 0 ou soit rDi est un
diviseur principal, pour r ∈ Z>0. Si pour tout s ∈ N, on a l’inclusion
H0(C,OC(⌊sD1⌋)) ⊂ H0(C,OC(⌊sD2⌋))
alors on a l’inégalité D1 ≤ D2.
Dans le prochain corollaire, nous gardons les mêmes notations que dans le lemme
4.5.7. En utilisant le théorème de Demazure (voir [De 2, théorème 3.5]) pour les
algèbres graduées normales, nous montrons que chaque AL admet une présentation
D.P.D. sur une même courbe projective régulière.
Corollaire 4.5.9. Il existe un unique diviseur de Weil rationnel D sur C tel que
AL =
⊕
s≥0
H0(C,OC(⌊sD⌋))χsm.
De plus, les assertions suivantes sont vraies.
(i) Si Q(AL)0 = k alors il existe f ∈ K⋆0 et d ∈ Z>0 tels que D = div fd .
(ii) Si Q(AL)0 = K0 alors degD > 0.
(iii) Si f1χs1m, . . . , frχsrm sont des éléments homogènes de degré s1, . . . , sr > 0 de
l’algèbre graduée AL (par rapport à la variable χm) alors
D = − min
1≤i≤r
div fi
si
.
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Démonstration. (i) Supposons que Q(AL)0 = k. Par le lemme 4.5.7, on a AL =
k[β χdm], pour β ∈ K⋆0 et d ∈ Z>0. Ainsi, nous pouvons prendre D = div β
−1
d
. L’unicité
dans ce cas est facile. Cela donne l’assertion (i).
(ii) Le corps des fonctions rationnelles de la variété normale ProjAL est K0 =
Q(AL)0. Puisque ProjAL est une courbe projective régulière (car normale) sur A0 = k,
nous pouvons l’identifier avec la surface de Riemann des places de K0. Par conséquent,
l’existence et l’unicité de D suivent du théorème de Demazure (voir [De 2, théorème
3.5]). De plus, Q(AL)0 6= k implique que dimkAsm ≥ 2, pour un entier s ∈ Z>0. D’où
par [St, 1.4.12], nous obtenons degD > 0.
La démonstration de l’assertion (iii) suit de 4.5.8 et de [FZ, 3.9].
Comme conséquence du corollaire 4.5.9, nous pouvons à nouveau appliquer la for-
mule de géométrie convexe de 4.4.11 pour obtenir l’existence du diviseur polyédral D
dans l’énoncé 4.5.6 (i).
Démonstration de 4.5.6 (i). Gardons les mêmes notations que dans 4.4.3 et 4.4.10.
Soit
f = (f1χ
m1 , . . . , frχ
mr)
un système de générateurs homogènes de A avec fi ∈ K⋆0 . Considérons un cône
L = Q≥0 ·m ⊂ σ∨
de dimension 1 avec vecteur primitif m ∈M . Par le corollaire 4.5.9, nous avons
AL =
⊕
s≥0
H0(C,OC(⌊sDm⌋))χsm,
pour un unique diviseur de Weil rationnel Dm sur C. Par l’argument de démonstration
de [AH, Lemma 4.1], l’algèbre AL est engendrée par
r∏
i=1
(fiχ
mi)si avec (s1, . . . sr) ∈ H ⋆L .
Par le corollaire 4.5.9 (iii) et le lemme 4.4.11, nous avons D[f ](m) = Dm et donc
A = A[C,D[f ]].
Il reste à montrer que D = D[f ] est propre ; l’unicité de D sera donnée par le
lemme 4.5.8 (ii). Désignons par S ⊂ C l’union des supports des diviseurs div fi , pour
i = 1, . . . , r. Soit v ∈ degD. Nous pouvons écrire
v =
∑
z∈S
[κ(Pz) : k] · vz,
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pour vz ∈ ∆z[f ]. Par conséquent, pour chaque i = 1, . . . , r, on a
〈mi,
∑
z∈S
[κ(Pz) : k] · vz〉 ≥ −
∑
s∈S
[κ(Pz) : k] · ordz fi = −deg div fi = 0
et donc degD ⊂ σ. Si degD = σ alors on conclut que FracA 6= FracK0[M ], contre-
disant notre hypothèse. D’où degD 6= σ. Soit m ∈ σ∨M tel que degD(m) = 0. Alors
m appartient au bord de σ∨. Considérons le cône L de dimension 1 engendré par m.
En appliquant le corollaire 4.5.9 (i) pour l’algèbre AL, nous déduisons qu’un multiple
entier non nul de D(m) est un diviseur principal. Cela montre que D est propre.
Démonstration de 4.5.6 (ii). Montrons que A = A[C,D] et K0[M ] ont le même corps
des fractions. Soit L = Q≥0 · m un cône de dimension 1 intersectant σ∨ avec son
intérieur relatif et ayant m comme vecteur primitif. Puisque degD(m) > 0, par le
lemme 4.5.8 (i), FracAL = K0(χm). Comme conséquence, σ∨ est le cône des poids de
l’algèbre M-graduée A. La démonstration de la normalité de A est analogue à celle de
4.4.4 (i).
Montrons que A est de type fini sur k. Désignons par relint σ∨ l’intérieur relatif du
cône σ∨. Tout d’abord, nous pouvons considérer une subdivision de σ∨ par des cônes
polyédraux réguliers ω1, . . . , ωs tels que pour tout i = 1, . . . , s, on a ωi∩relint σ∨ 6= ∅, ωi
est de pleine dimension, et D est linéaire sur ωi. Fixons 1 ≤ i ≤ s et un entier k ∈ Z>0.
Soit (e1, . . . , en) une base du réseauM engendrant le cône ωi et telle que e1 ∈ relint σ∨.
Par propreté de D, il existe d ∈ Z>0 tel que chaque D(dej) est un diviseur de Weil
entier donnant un faisceau inversible globalement engendré. En posant
Aωi,k =
⊕
(a1,...,an)∈Zn
H0
(
C,O
(⌊
n∑
i=1
aikei
⌋))
χ
∑
i aikei,
nous considérons f1χm1 , . . . , frχmr ∈ Aωi,d obtenus par un ensemble fini de générateurs
de l’espace vectoriel des sections globales de chaque O(D(dej)), et un ensemble fini de
générateurs homogènes de l’algèbre graduée
B =
⊕
l≥0
H0(C,OC(D(dle1)))χlde1 ,
voir le lemme 4.5.8 (i). En utilisant 4.5.6 (iii), la normalisation de k[f1χm1 , . . . , frχmr ]
est Aωi,d. Donc par le théorème 2 dans [Bou, V3.2], l’algèbre Aωi = Aωi,1 est de type
fini sur k. On conclut en utilisant la surjection Aω1 ⊗ . . .⊗Aωs → A.
82
Dans la prochaine assertion, nous étudions comment l’algèbre associée à un divi-
seur polyédral sur une courbe projective régulière change lorsque nous étendons les
scalaires à une clôture algébrique du corps de base. Les assertions (i), (ii) proviennent
de faits classiques de la théorie des corps de fonctions algébriques d’une variable. Les
démonstrations sont donc omises. Rappelons qu’un corps est dit parfait si toutes ses
extensions algébriques sont séparables.
Proposition 4.5.10. Supposons que le corps k est parfait et soit k¯ une clôture al-
gébrique de k. Désignons par Sk¯/k le groupe de Galois absolu de k. Pour une courbe
projective régulière C sur k associée à un corps de fonctions algébriques K0/k, les
assertions suivantes sont vraies.
(i) K¯0 = k¯ ⊗k K0 est un corps de fonctions algébriques sur k¯ dont sa surface de
Riemann s’identifie à la courbe Ck¯ = C ×Speck Spec k¯.
(ii) Le groupe Sk¯/k opère naturellement dans Ck¯ et dans l’ensemble des places de
Ck¯. Toute orbite sous l’opération de Sk¯/k dans l’ensemble des places de Ck¯ est
un ensemble fini qui est une fibre de l’application surjective
S : Rk¯K¯0 → C = RkK0, P → P ∩K0,
et toute fibre de S est décrite ainsi.
(iii) Si D =
∑
z∈C ∆z · z est un diviseur σ-polyédral propre sur C alors
A[C,D]⊗k k¯ = A[Ck¯,Dk¯],
où Dk¯ est le diviseur σ-polyédral propre sur Ck¯ défini par
Dk¯ =
∑
z∈C
∆z · S⋆(z) avec S ⋆(z ) =
∑
z ′∈S−1(z)
z ′.
Démonstration. (iii) Étant donné un diviseur de Weil rationnel D sur C, par [St,
Theorem 3.6.3,], il vient
H0(C,OC(⌊D⌋))⊗k k¯ = H0(Ck¯,OCk¯(⌊S⋆D⌋)).
La démonstration de (iii) suit du calcul de A[C,D]⊗k k¯. La propreté de Dk¯ est donnée
par 4.5.6 (i).
L’énoncé ci-dessus ne se généralise pas dans le cas imparfait, comme expliqué dans
la remarque suivante.
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Remarque 4.5.11. Il est bien connu que toute extension de corps de type fini sur un
corps parfait est séparable. Cependant, dans le cas imparfait, nous pouvons considérer
le corps de fonctions algébriques
K0 = Frac
k[X ,Y ]
(tX 2 + s + Y 2)
,
qui est inséparable sur k = F2(s, t), où s, t sont deux variables indépendantes sur F2.
Si on fixe une clôture algébrique k¯ de k, alors pour tout diviseur polyédral propre D
sur C = RkK0, l’anneau B = A[C,D] ⊗k k¯ contient au moins un élément nilpotent
non nul.
4.6 Description des T-variétés affines de complexité
un dans le cas où T est déployé
Comme application des résultats de la section précédente, nous pouvons donner
maintenant une description des T-variétés affines de complexité 1 sur un corps k, où T
est un tore algébrique déployé. Dans le paragraphe suivant, nous rappelons quelques
faits élémentaires sur les opérations de tores algébriques.
4.6.1. Soit T un tore algébrique déployé sur k. Désignons par M et N ses réseaux
duaux des caractères et des sous-groupes à 1 paramètre. Soit X = SpecA une variété
affine sur k. Supposons que T opère dans X. Alors le comorphisme A → A ⊗k k[T]
donne une M-graduation sur A. Nous disons que X est une T-variété si X est normale
et si l’opération de T dans X est fidèle 5. Cela est équivalent à dire que l’algèbre A est
M-graduée normale et que l’ensemble de ses poids engendre le réseau M .
Définition 4.6.2. Soient C une courbe algébrique régulière sur k et σ ⊂ NQ un cône
polyédral saillant. Un diviseur σ-polyédral D =
∑
z∈C ∆z · z est dit propre s’il satisfait
au moins un des énoncés suivants.
(i) C est affine. En particulier, D est un diviseur polyédral sur l’anneau de Dedekind
A0 = k[C].
(ii) C est projective et D est un diviseur polyédral propre au sens de 4.5.5.
Nous désignons par A[C,D] l’algèbre M-graduée associée.
5. Voyant T comme un foncteur en groupes représentable, cela veut dire que la transformation
naturelle de foncteurs en groupes T→ AutX a son noyau trivial.
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En combinant les résultats 4.4.4 et 4.5.6, on peut décrire une T-variété affine dé-
ployée de complexité 1 par un diviseur polyédral propre.
Théorème 4.6.3. Soit T un tore algébrique déployé sur k avec réseau des caractères
M .
(i) Pour chaque T-variété X = SpecA sur k de complexité un, il existe un diviseur
σ-polyédral propre D sur une courbe régulière C sur k tel que A ≃ A[C,D] en
tant qu’algèbres M-graduées.
(ii) Réciproquement, si D est un diviseur σ-polyédral propre sur une courbe régulière
C alors X = SpecA, avec A = A[C,D], définit une T-variété affine de complexité
un.
Démonstration. (i) Considérons le sous-corps Q(A)0 ⊂ k(X) engendré par les quo-
tients a/b, où a, b ∈ A sont des éléments homogènes de même degré. Soit σ ⊂ NQ le
dual du cône des poids de A. Remarquons que nous pouvons choisir des vecteurs de
poids χm ∈ FracA tels que pour tous m,m′ ∈ M , χm · χm′ = χm+m′ et χ0 = 1, et
donnant lieu à une inclusion
A ⊂
⊕
m∈M
Q(A)0 χ
m = Q(A)0[M ],
où A est un sous-anneau M-gradué. Les anneaux A et Q(A)0[M ] ont même corps des
fractions. Supposons que A0 6= k. Posons K0 = FracA0. Alors par normalité de A,
K0 = Q(A)0. De plus, A0 est un anneau de Dedekind, par le théorème 4.4.4 (ii), nous
obtenons A = A[C,D], pour un diviseur σ-polyédral D sur A0. Si A0 = k alors on
conclut par le théorème 4.5.6 (i). L’assertion (ii) suit immédiatement de 4.4.4 (i) et
4.5.6 (ii).
4.7 Opérations de tores algébriques de complexité un
et diviseurs polyédraux Galois stables
En vue des résultats de la section précédente, nous donnons une description com-
binatoire des variétés normales affines munies d’une opération d’un tore algébrique
(possiblement non déployé) de complexité 1. Cela peut être mis en parallèle avec des
descriptions bien connues concernant les variétés toriques et les plongements sphériques
d’espaces homogènes ; voir [Bry, CTHS, Vos, ELST, Hu].
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4.7.1. Pour une extension de corps F/k et un schéma X sur k, nous posons
XF = X ×Speck SpecF .
C’est un schéma sur F . Un tore algébrique de dimension n est un groupe algébrique
G sur k (i.e. un schéma en groupes lisse et de type fini) tel qu’il existe une extension
galoisienne finie E/k donnant un isomorphisme de groupes algébriques GE ≃ Gnm,E
où Gm est le schéma en groupes multiplicatif sur k. Nous disons que le tore G se
déploie (ou se décompose) dans l’extension E/k. Pour plus de détails sur les groupes
algébriques réductifs non déployés voir [BoTi, Sp].
Dans toute cette section, G est un tore sur k qui se déploie dans une extension
galoisienne finie E/k. Désignons par SE/k le groupe de Galois de l’extension E/k.
Considérons à nouveau les réseaux duaux M et N , des caractères et des sous-groupes
à 1 paramètre, du tore déployé GE. Notons que dans la suite la plupart des variétés
que nous étudions sont sur le corps E. Nous commençons par préciser une notion
classique.
Définition 4.7.2.
(i) Une opération de SE/k dans une variété V sur E est dite semi-linéaire si SE/k
opère par automorphismes de schémas et si pour tout g ∈ SE/k, le diagramme
V
g
//

V

SpecE g
// SpecE
est commutatif.
(ii) Soit B une algèbre sur E. Une opération semi-linéaire de SE/k dans B est une
opération par automorphismes d’anneaux telle que pour tous a ∈ B, λ ∈ E, et
g ∈ SE/k,
g · (λa) = g(λ)g · a.
En particulier, g · (λa) = λg · a si λ ∈ k.
Si V est affine alors avoir une opération semi-linéaire de SE/k dans V est équivalent
à avoir une opération semi-linéaire du même groupe dans l’algèbre E[V ].
Ensuite, nous rappelons une description bien connue des tores algébriques par le
biais des opérations de groupes finis dans les réseaux.
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4.7.3. Le groupe de Galois SE/k opère naturellement dans le tore
GE = G×Spec k SpecE
par le second facteur. L’opération correspondante dans E[M ] est déterminée par une
opération linéaire de SE/k dans M (voir [ELST, Proposition 2.5], [Vos, Section 1]).
Réciproquement, étant donnée une opération Z-linéaire de SE/k dans le réseau M ,
nous avons une opération semi-linéaire dans E[M ] définie par
g · (λχm) = g(λ)χg·m,
où g ∈ SE/k, λ ∈ E et m ∈ M . Cette opération respecte la structure d’algèbre
de Hopf de E[M ]. Comme conséquence du lemme de Speiser, nous obtenons un tore
G sur k qui se déploie dans E/k. De plus, l’opération semi-linéaire construite dans
GE = G ×Speck SpecE est exactement l’opération naturelle initiale sur le second
facteur.
La définition suivante introduit la catégorie des G-variétés.
Définition 4.7.4. Une G-variété de complexité d est une variété normale sur k avec
une opération de G telle que XE est une GE-variété de complexité d (au sens de
la section précédente). Un G-morphisme entre deux G-variétés X et Y sur k est un
morphisme f : X → Y de variétés sur k tel que le diagramme
G×X id×f //

G× Y

X
f
// Y
est commutatif.
Une classe importante d’opérations semi-linéaires sont celles qui respectent l’opéra-
tion d’un tore algébrique déployé. Nous fixons une opération de SE/k dans GE donnée
comme dans le paragraphe 4.7.3.
Définition 4.7.5.
(i) Soit B une algèbre M-graduée sur E. Une opération semi-linéaire de SE/k dans
B est dite homogène si elle envoie les éléments homogènes sur les éléments ho-
mogènes.
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(ii) Une opération semi-linéaire de SE/k dans une GE-variété V respecte l’opération
de GE si pour tout g ∈ SE/k, le diagramme
GE × V g×g //

GE × V

V g
// V
est commutatif.
Sous l’hypothèse que V est affine, une opération semi-linéaire de SE/k, respectant
l’opération du toreGE , correspond exactement à une opération semi-linéaire homogène
de SE/k dans l’algèbre E[V ].
Le résultat suivant est classiquement énoncé pour la catégorie des variétés quasi-
projectives, voir par exemple la démonstration de [Hu 2, 1.10]. Dans le contexte des
G-variétés affines, nous donnons un court argument.
Lemme 4.7.6. Soit V une GE-variété de complexité d sur le corps E munie d’une
opération semi-linéaire de SE/k compatible avec l’opération de GE. Alors le quotient
X = V/SE/k est une G- variété affine de complexité d. En faisant agir SE/k dans
XE = X ×Speck SpecE par le second facteur, nous avons un isomorphisme de GE-
variétés XE ≃ V respectant les opérations de SE/k.
Démonstration. Il est connu que l’algèbre R = BSE/k est de type fini sur k. Montrons
que R est normale. En considérant L le corps des fractions de R et f ∈ L un élément
entier sur R, par normalité de B, nous avons f ∈ B∩L = R. Cela montre la normalité
de R. En utilisant la définition précédente, la variété X est munie d’une opération de
G. Le reste de la démonstration suit du lemme de Speiser.
Fixant une G-variété affine X de complexité d sur E, une E/k-forme de X est une
G-variété affine Y sur k telle que nous avons un GE-isomorphisme XE ≃ YE. Notre
but est de donner une description combinatoire de l’ensemble des E/k-formes d’une
G-variété affine donnée X. Rappelons dans ce contexte quelque notion de cohomolo-
gie galoisienne non abélienne (voir par exemple [Ser, III Section 1] pour la descente
galoisienne des variétés algébriques).
4.7.7. Soient Y, Y ′ des E/k-formes d’une G-variété affine fixée X. Le groupe de Galois
SE/k opère dans l’ensemble des GE-isomorphismes entre YE et Y ′E. Par conséquent, il
opère aussi par automorphismes de groupes dans le groupe des GE-automorphismes
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AutGE (XE ) de XE. Plus précisément, rappelons que pour tout g ∈ SE/k et tout GE-
isomorphisme ϕ : YE → Y ′E, on définit g(ϕ) par le diagramme commutatif suivant
YE
g(ϕ)
//
g

Y ′E
g

YE ϕ
// Y ′E
.
Notons que cette opération de SE/k dépend de la donnée des E/k-formes Y, Y ′. Main-
tenant, étant donné un GE-isomorphisme ψ : XE → YE l’application
a : SE/k → AutGE (XE ), g 7→ ag = ψ−1 ◦ g(ψ)
est un 1-cocycle. Cela signifie que pour tous g, g′ ∈ SE/k, nous avons
ag ◦ g(ag′) = ψ−1 ◦ g(ψ) ◦ g
(
ψ−1 ◦ g′(ψ)) = agg′.
Soit φ : Y → Y ′ un G-isomorphisme et prenons un GE-isomorphisme ϕ : XE → Y ′E
donnant un 1-cocycle b comme avant. Le diagramme
XE
ψ
//
α

YE
φ′=φ×id

XE ϕ
// Y ′E
est commutatif, où α ∈ AutGE (XE ) et φ′ est l’extension naturelle de φ. Puisque pour
tout g ∈ SE/k, g(φ′) = φ′, il s’ensuit que
bg = α ◦ ag ◦ g
(
α−1
)
.
Dans ce cas, nous disons que les cocycles a et b sont cohomologues. Nous obtenons ainsi
une application Φ entre l’ensemble pointé des classes d’isomorphisme de E/k-formes
de X et l’ensemble pointé
H1(E/k,AutGE (XE ))
des classes de cohomologie de 1-cocycles a : SE/k → AutGE (XE ).
Réciproquement, partant d’un cocycle a, l’application
SE/k → AutGE (XE ), g 7→ ag ◦ g
89
est une opération semi-linéaire dans XE respectant l’opération de GE . D’après le
lemme 5.6, on peut associer une E/k-formeW de X en prenant le quotient XE/SE/k.
En remplaçant a par un autre cocycle qui lui est cohomologue, on obtient par ce dernier
procédé une E/k-forme de X isomorphe à W . Ainsi, nous déduisons que l’application
Φ est bijective.
En outre, soit γ une opération semi-linéaire de SE/k dans XE. Remarquons que
pour tous g, g′ ∈ SE/k, le diagramme
XE
γ(g′)
//
g−1

XE
g−1

XE
g(γ(g′))
// XE
est commutatif. D’où l’égalité ag = γ(g) ◦ g−1 définit un 1-cocycle a. Une vérification
directe montre que H1(E/k,AutGE (XE )) est aussi en bijection avec l’ensemble pointé
des classes de conjugaison des opérations semi-linéaires de SE/k dans XE compatibles
avec l’opération de GE.
Comme expliqué dans le paragraphe précédent, déterminer l’ensemble pointé des
E/k-formes de X est équivalent à décrire toutes les opérations semi-linéaires compa-
tibles possibles deSE/k dansXE . Ainsi, généralisant la notion de diviseurs polyédraux,
nous considérons la contre-partie combinatoire de cette classification.
Définition 4.7.8. Soient C une courbe régulière sur E et σ ⊂ NQ un cône polyédral
saillant.
(a) Un diviseur σ-polyédral principal F sur C est un couple (ϕ,D) où ϕ : σ∨M → k(C)⋆
est un morphisme de monoïdes et D est un diviseur σ-polyédral sur C tel que
pour tout m ∈ σ∨M ,
D(m) = divC ϕ(m).
Habituellement nous écrivons F et D par la même lettre.
(b) Un diviseur σ-polyédral SE/k-stable sur C est la donnée de (D,F, ⋆, ·) vérifiant
les conditions suivantes.
(i) D (resp. F) est un diviseur σ-polyédral propre (resp. principal) sur la courbe
C.
(ii) La courbe C est munie d’une opération semi-linéaire de SE/k,
SE/k × C → C, (g, z) 7→ g ⋆ z.
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Cela donne naturellement une opération linéaire dans l’espace vectoriel des
diviseurs de Weil rationnels sur C. Plus précisément, étant donnés g ∈ SE/k
et un diviseur de Weil rationnel D sur C, nous posons
g ⋆ D =
∑
z∈C
ag−1⋆z · z, avec D =
∑
z∈C
az · z .
(iii) Le réseau M est munie d’une opération Z-linéaire de SE/k,
SE/k ×M →M, (g,m) 7→ g ·m
préservant le sous-ensemble σ∨M .
La liste (D,F, ⋆, ·) satisfait l’égalité
g ⋆ (D(m) + F(m)) = D(g ·m) + F(g ·m),
où m ∈ σ∨M et g ∈ SE/k.
Le résultat suivant est une conséquence directe du théorème 90 de Hilbert. Nous
incluons ici un courte démonstration.
Lemme 4.7.9. Soit E0/K0 une extension galoisienne finie de groupe de GaloisSE0/K0.
Supposons que SE0/K0 opère linéairement dans le réseau M . Pour tout g ∈ SE0/K0,
considérons un morphisme de groupes fg : M → E⋆0 satisfaisant les égalités
fgh(m) = g (fh(m)) fg(h ·m),
où g, h ∈ SE0/K0 et m ∈ M . Alors il existe un morphisme de groupes b : M → E⋆0 tel
que pour tous g ∈ SE0/K0, m ∈M ,
fg(m) = b(g ·m)g(b(m))−1 .
Démonstration. Le groupe opposé de SE0/K0 est le groupe H avec sa structure d’en-
semble SE0/K0 et dont la loi de composition interne est définie par g ⋆ h = hg, où
g, h ∈ H . Pour g ∈ H , nous désignons par ag : M → E⋆0 le morphisme de groupes où
pour tout m ∈M , on a
ag(m) = g
−1(fg(m)).
Nous pouvons aussi définir une opération de H par automorphisme de groupes dans
le groupe abélien
T = Hom(M ,E ⋆0 )
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sur E0 en posant (g · α)(m) = g−1(α(g · m)), où α ∈ T , g ∈ H , et m ∈ M . En
considérant g, h ∈ H , nous obtenons
ah⋆g(m) = (gh)
−1(fgh(m)) = (gh)
−1(g(fh(m))fg(h ·m)) = ah(m)(h · ag)(m)
de sorte que l’application g 7→ ag est un 1-cocycle. Par le théorème 90 de Hilbert, on
a un isomorphisme de groupes abéliens
H1(H, T ) ≃ H1(E0/K0, T ) = 1.
Donc il existe b ∈ T tel que pour tout g ∈ H , ag = b · (g · b−1). Ces dernières égalités
donnent le résultat.
Le prochain théorème donne une classification des G-variétés affines de complexité
1 en termes de diviseurs polyédraux stables par Galois.
Théorème 4.7.10. Soit G un tore sur k se déployant dans une extension galoisienne
finie E/k. Désignons par SE/k le groupe de Galois de l’extension E/k. Alors les
assertions suivantes sont vraies.
(i) Toute G-variété affine de complexité 1 se déployant dans E/k est décrite par un
diviseur polyédral SE/k-stable sur une courbe régulière au dessus du corps E.
(ii) Réciproquement, soit C une courbe régulière sur E. Pour un diviseur polyédral
SE/k-stable (D,F, ⋆, ·) sur C on peut munir l’algèbre A[C,D] d’une opération
semi-linéaire homogène de SE/k et associer une G-variété de complexité 1 sur
k se déployant dans E/k en prenant X = SpecA, où
A = A[C,D]SE/k.
Démonstration. (i) Soit X une G-variété affine de complexité 1 sur k. Par le théorème
4.6.3, nous pouvons supposer que B = A[C,D] est l’anneau des coordonnées de XE
pour un diviseur σ-polyédral propre D sur une courbe régulière C. L’algèbre B est
munie d’une opération semi-linéaire homogène de SE/k. Posons E0 = E(C). En éten-
dant l’opération sur E0[M ], nous remarquons que E0 et E[C] sont des parties stables.
Nous obtenons ainsi une opération semi-linéaire de SE/k dans C. Précisons que si C
est projective alors on peut définir l’opération de SE/k dans C de la manière suivante :
étant donnée une place P ⊂ E0, nous posons
g ⋆ P = {g ⋆ f | f ∈ P}.
Dans le cas où C est arbitraire, le lemme de Speiser nous donne l’égalité
E0 = E ·K0 avec K0 = ESE/k0 .
92
L’extension E0/K0 est galoisienne finie. Nous avons une identification naturelleSE/k ≃
SE0/K0 avec le groupe de Galois de E0/K0. Pour tous m ∈M , g ∈ SE/k, on a
g · (fχm) = g(f)fg(m)χΓ(g,m),(4.2)
pour un élément fg du groupe abélien T = Hom(M ,E ⋆0 ) et un vecteur Γ(g,m) ∈ M .
On observe que Γ définit une opération linéaire de SE/k dans M . Désignons alors par
g ·m le vecteur Γ(g,m). Pour tous g, h ∈ SE/k, il vient
fgh(m)χ
m = gh · χm = g · (h · χm) = g(fh(m))fg(h ·m)χgh·m.
En utilisant le lemme 4.7.9, on peut trouver b ∈ T tel que pour tousm ∈M , g ∈ SE/k,
fg(m) = b(g ·m)/g(b(m)). Considérons F le diviseur σ-polyédral principal associé à b.
Pour l’assertion (i), il reste à montrer l’égalité
g ⋆ (D(m) + F(m)) = D(g ·m) + F(g ·m), ∀m ∈ σ∨M , ∀g ∈ SE/k.(4.3)
Tout d’abord, nous remarquons que si f ∈ E⋆0 et g ∈ SE/k alors g ⋆ div f = div g(f ).
Soit fχm ∈ B un élément homogène de degré m. La transformation de fχm par g est
un élément de B de degré g ·m et donc
div g(f )fg(m) +D(g ·m) ≥ 0.
Cela implique que
g ⋆ (−div f + F(m)) ≤ F(g ·m) +D(g ·m).
Par les corollaires 4.3.7 et 4.5.9 (iii), nous obtenons
g ⋆ (D(m) + F(m)) ≤ D(g ·m) + F(g ·m).
L’égalité opposée s’obtient par un argument analogue. On conclut que (D,F, ⋆, ·) est
un diviseur polyédral stable.
(ii) Si à nouveau b ∈ T correspond à F alors en vertu de (4.3), on peut définir
une opération semi-linéaire homogène de SE/k dans A[C,D], en posant fg(m) = b(g ·
m)/g(b(m)) et par l’égalité (4.2). Le reste de la démonstration est une conséquence du
lemme 4.7.6.
Donnons un exemple élémentaire.
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Exemple 4.7.11. Considérons le diviseur σ-polyédral D sur la droite affine complexe
A1C = SpecC[t ] défini par
((1, 0) + σ) · ζ + ((0, 1) + σ) · (−ζ) + ((1,−1) + σ) · 0,
où σ est le premier quadrant Q2≥0 et ζ =
√−1. Nous munissons D d’une structure
de diviseur polyédral SC/R-stable en considérant d’abord F donné par le morphisme
(m1, m2) 7→ tm2−m1 . Nous avons une opération linéaire de SC/R,
SC/R → GL2(Z), g 7→
(
0 1
1 0
)
dans le réseau Z2, où g représente le générateur du groupe SC/R ≃ Z/2Z. L’algèbre
des polynômes à une variable C[t] possède la conjugaison des nombres complexes ⋆.
Un calcul direct donne
A = C
[
t,
1
t(t− ζ)χ
(1,0),
t
t+ ζ
χ(0,1)
]
et donc X = SpecA est isomorphe à l’espace affine complexe A3C. Plus concrètement,
l’opération de SC/R dans l’algèbre A est obtenue par
g · (f(t)χ(m1,m2)) = ¯f(t)t2(m1−m2)χ(m2,m1).
En posant x = t−1(1 − ζ)−1χ(1,0) et y = t(1 + ζ)−1χ(0,1), nous observons que ASC/R =
R[t, x+ y, ζ(x− y)]. D’où : X/SC/R ≃ A3R.
Dans la suite, nous décrivons l’ensemble pointé des classes d’isomorphisme des
E/k-formes d’une G-variété affine de complexité 1 en termes de diviseurs polyédraux
stables.
Définition 4.7.12. Les diviseurs σ-polyédraux stables (D,F, ⋆, ·) et (D,F′, ⋆′, ·′) sur C
sont conjugués s’ils vérifient les conditions suivantes. Il existe ϕ ∈ Aut(C ), un diviseur
σ-polyédral principal E sur C, et un automorphisme linéaire F ∈ Aut(M ) donnant un
automorphisme de la E-algèbre A[C,D] tels que pour tout g ∈ SE/k, les diagrammes
C
g⋆
//
ϕ

C
ϕ

C
g⋆′
// C
et M
g·
//
F

M
F

M
g·′
//M
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sont commutatifs, et pour tout m ∈ M ,
F(g ·m)
g ⋆ F(m)
=
g ⋆ (ϕ−1)⋆E(m) · (ϕ−1)⋆F′(F (g ·m))
E(g ·m) · g ⋆ (ϕ−1)⋆F′(F (m)) .
Considérons X une G-variété affine de complexité 1 décrite par un diviseur polyédral
stable (D,F, ⋆, ·). Nous désignons par EX(E/k) l’ensemble des classes de conjugaison
de diviseurs polyédraux stables par SE/k sur C de la forme (D,F′, ⋆′, ·′).
Comme conséquence directe de la discussion de 4.7.7 et du fait que 3.3.9 se géné-
ralise sur un corps quelconque, nous obtenons le résultat suivant.
Corollaire 4.7.13. Soit C une courbe régulière sur le corps E. Étant donnée une G-
variété affine X de complexité 1 associée à un diviseur polyédral SE/k-stable (D,F, ⋆, ·)
sur C, nous avons la bijection d’ensembles pointés
EX(E/k) ≃ H1(E/k,AutGE (XE )).
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Chapitre 5
Racines des T-variétés affines de
complexité un sur un corps parfait
5.1 Introduction
Ce chapitre est tiré d’un travail en collaboration avec Alvaro Liendo. Dans ce
travail, nous nous intéressons aux opérations normalisées du groupe additif dans les
T-variétés affines de complexité 1.
Afin de donner une illustration géométrique de la théorie des racines des T-variétés,
supposons d’abord que le corps de base k est algébriquement clos. Fixons un tore
algébrique T ≃ (k⋆)n de dimension n. Rappelons qu’un caractère du tore T est un
morphisme de groupes algébriques de T vers le groupe multiplicatif Gm ≃ k⋆. Si X
est une T-variété alors une opération du groupe additif dans X,
Ga ×X → X, (λ, x) 7→ λ ⋆ x,
est dite normalisée par l’opération de T dans X,
T×X → X, (t, x) 7→ t · x,
s’il existe un caractère α du tore T tel que pour tout t ∈ T, pour tout λ ∈ Ga = k+ et
pour tout x ∈ X, nous avons
t · (λ ⋆ (t−1 · x)) = (α(t)λ) ⋆ x.
Notons que cette définition peut être mise en parallèle avec la théorie des systèmes de
racines des groupes de Lie. Pour simplifier, considérons le groupe linéaire GLn sur le
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corps k. Considérons un sous-groupe unipotent à 1 paramètre de la forme
Ui,j = {ui,j(λ) = In + λ · Eij | λ ∈ k} ,
où 1 ≤ i, j ≤ n sont distincts, In est la matrice unité d’ordre n et Eij est la matrice
de format n× n ayant pour coefficient 1 en position (i, j) et 0 en dehors. Soit
T = {t = diag(t1, . . . , tn)| t1, t2, . . . , tn ∈ k⋆} ⊂ GLn
le sous-groupe des matrices diagonales. Alors pour tout t ∈ T , pour tout λ ∈ k et pour
tous 1 ≤ i, j ≤ n distincts, on a la relation
t · uij(λ) · t−1 = uij(tit−1j λ).
Le caractère α = αij : T → Gm, t 7→ tit−1j est appelé une racine de GLn relativement
au tore T . Par analogie, on peut comparer GLn avec le groupe Aut(X ) des automor-
phismes polynomiaux d’une T-variété affine X. En effet, un sous-groupe unipotent à 1
paramètre de Aut(X ) est une opération fidèle de Ga dans X. L’image du morphisme
naturel T→ Aut(X ) joue le même rôle que le tore T dans le cas de GLn . Compte tenu
de la définition précédente, une racine de Aut(X ) correspond à une opération fidèle
du groupe additif dans X normalisée par l’opération de T.
Cette analogie est aussi confirmée par les travaux de Demazure donnant une des-
cription explicite de la composante neutre du groupe des automorphismes d’une variété
torique complète lisse, voir [De]. Voir aussi [AHHL] pour une généralisation aux cas
des T-variétés complètes rationnelles de complexité 1 via la théorie des anneaux totaux
de coordonnées et [Li3] pour les racines du groupe Aut(An). En ce qui concerne l’étude
des T-variétés affines de complexité 1, une classification par des objets combinatoires
des opérations normalisées du groupe additif a été donnée par Liendo [Li] dans le cas
où le corps de base k est algébriquement clos de caractéristique zéro. Cette dernière
approche est inspirée du cas des C⋆-surfaces affines (voir [FZ 2, FZ 3]) et de la théo-
rie des racines de Demazure (voir [De, 4.5], [Li, 2]) pour les variétés toriques affines.
Comme application, le lecteur peut consulter [AL] pour une description de certaines
opérations de SL2 dans les T-variétés affines.
Dans ce chapitre, nous donnons une généralisation de [Li] dans le cas où k est un
corps parfait. Donnons une liste de quelques résultats de ce chapitre.
- Nous généralisons la correspondance classique sur un corps quelconque entre
opérations normalisées du groupe additif dans les variétés toriques affines et racines
de Demazure, voir le théorème 5.4.5.
- Nous décrivons de façon combinatoire les opérations normalisées du groupe additif
de type horizontal dans certaines variétés toriques affines sur un corps parfait, ayant
une opération de tores algébriques de complexité 1, voir le théorème 5.6.8.
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- Nous classifions en termes de diviseurs polyédraux les opérations normalisées du
groupe additif dans les T-variétés affines de complexité 1, sur un corps quelconque
dans le cas vertical, et sur un corps parfait dans le cas horizontal, voir les théorèmes
5.5.4 et 5.6.12. En particulier, si X = SpecA alors on montre que AGa est de type fini
sur k (voir plus généralement [Ku] lorsque la caractéristique de k est nulle).
- Nous montrons qu’une Gm-surface affine non hyperbolique sur un corps parfait
admettant une opération normalisée du groupe additif de type horizontal est torique,
voir le corollaire 5.6.6.
Pour formuler nos résultats, nous rappelons quelques notions sur les T-variétés
affines munies d’une opération du groupe additif. À partir de maintenant, toutes les
variétés sont définies sur un corps arbitraire k. Se donner une opération du groupe
additif dans une variété affine X est équivalent à fixer un système itéré de dérivations
d’ordre supérieur localement fini ∂ = {∂(i)}i∈N sur k[X ], appelé aussi LFIHD pour
abréger. Cette correspondance est donnée via le morphisme naturel
k[X ]→ k[X ]⊗k k[Ga], f 7→
∞∑
i=0
∂(i)(f)⊗ λi.
Lorsque k est de caractéristique 0, la LFIHD ∂ est uniquement déterminée par la
dérivation localement nilpotente ∂(1) ; plus précisément, on a pour tout i ∈ Z>0, ∂(i) =
(∂(1))◦i/i!. Pour plus de renseignements sur la théorie des LFIHD, voir [Mi, Cr].
Soit T un tore algébrique déployé sur k et notons M le réseau des caractères de T.
Une opération du groupe additif dans une T-variété affine X est dite normalisée si la
LFIHD associée est homogène pour laM-graduation naturelle de k[X ], voir 5.3.7, 5.3.9.
Cela généralise pour un corps de base arbitraire la définition énoncée précédemment.
On distingue deux types d’opérations normalisées du groupe additif dans X ; si on
a k(X)T ⊂ k(X)Ga alors on dit que l’opération de Ga est de type vertical. Dans le cas
contraire, l’opération de Ga est de type horizontal. On donne une même qualification,
pour les LFIHD homogènes. D’un point de vue géométrique (i.e. lorsque k est algé-
briquement clos), une opération normalisée de Ga dans X est de type vertical si un
quotient rationnel X 99K Y pour l’opération de T est Ga-invariant ; de sorte que toute
orbite générale de Ga est contenue dans l’adhérence d’une orbite de T.
Soit X une T-variété affine de complexité 1 sur un corps k. D’après les résultats du
chapitre précédent, X est décrite par un triplet (C, σ,D), où σ est un cône polyédral
saillant dont le dual est le cône des poids de k[X ], C est une courbe régulière sur k et
D est un diviseur σ-polyédral propre sur C (voir 4.6). On a un diagramme commutatif
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d’applications rationnelles :
X
f
//❴❴❴❴❴❴❴
π

❅
❅
❅
❅ C ×Xσ
proj
{{✈✈
✈✈
✈✈
✈✈
✈
C
,
où π est un quotient rationnel, Xσ est la variété torique associée au cône σ et f
est birationnelle T-équivariante. Voir [Ti] pour une description de l’application f en
fonction de D dans le cas où k = C. Suivant les arguments de démonstration de [FZ
2, 3.12], [Li, 3.1], [Li 2], pour décrire les LFIHD homogènes de type vertical sur k[X ],
il est utile de classifier les LFIHD homogènes sur k[Xσ].
Une LFIHD ∂ homogène non triviale sur l’algèbre k[Xσ] est déterminée par son
degré e à la multiplication par un scalaire non nul près. Le cône des poids de la sous-
algèbre M-graduée ker ∂ est une face duale d’une arête ρ de σ. Le vecteur e est une
racine de Demazure de rayon distingué ρ du cône σ (voir 5.4.5). Réciproquement, une
racine de Demazure e du cône σ donne lieu à une LFIHD sur k[Xσ] (voir 5.4.2). Pour
les LFIHD de type vertical sur k[X ], on remarque que dans ce cas l’application f est
T⋉Ga-équivariante. Ainsi, on obtient une description analogue au cas de Xσ avec des
conditions supplémentaires attachées à D. Voir 5.5.5 et le théorème 5.5.4 pour une
classification complète.
Passons maintenant au cas d’une opération normalisée du groupe additif de type
horizontal dans une T-variété affine X de complexité 1. Dans cette situation, l’opéra-
tion naturelle de T ⋉ Ga dans X est de complexité 0. Supposons que le corps k est
parfait. Plus précisément, on montre que C ≃ A1
k
ou C ≃ P1
k
(voir 5.6.2) et on a un
diagramme commutatif
A1
k
× T φ //
##●
●●
●●
●●
●●
Xσ˜
ι
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
X
.
La variété Xσ˜ est torique pour un tore contenant T. L’application ι est une immersion
ouverte T-équivariante faisant de Xσ˜ un ouvert principal de Zariski. Le morphisme φ
est un revêtement cyclique T-équivariant. En fait, l’opération de Ga dans X provient
d’une opération de Ga dans A1k × T sur le premier facteur, de sorte que le morphisme
ι◦φ respecte les opérations de T⋉Ga. Par conséquent, nous procédons en deux étapes.
Tout d’abord, on décrit de façon combinatoire les opérations normalisées de Ga de type
horizontal dans la T-variété Xσ˜, voir 5.6.8. Ensuite, on donne des conditions sur D
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pour que l’application ι soit T ⋉ Ga-équivariante, voir 5.6.11. On obtient ainsi une
classification complète, voir 5.6.12.
Donnons un court résumé de chaque section de ce chapitre. Dans la section 5.3, on
donne quelques propriétés générales sur les opérations normalisées du groupe additif
dans les T-variétés affines. Dans la section 5.4, on donne une description des LFIHD
homogènes pour les algèbres de variétés toriques affines. Enfin dans les sections 5.5 et
5.6, on traite respectivement les cas vertical et horizontal.
5.2 Introduction (english version)
This chapter is a joint work with Alvaro Liendo. In this work, we are interested in
normalized Ga-actions on affine T-varieties of complexity 1.
In order to give a geometric illustration of the roots theory of T-varieties, let
us assume first that the ground field k is algebraically closed. Fix an n-dimensional
algebraic torus T ≃ (k⋆)n. Recall that a character of the torus T is a morphism of
algebraic groups from T to the multiplicative group Gm ≃ k⋆. If X is a T-variety then
an additive group action on X,
Ga ×X → X, (λ, x) 7→ λ ⋆ x,
is called normalized by the T-action on X,
T×X → X, (t, x) 7→ t · x,
if there exists a character α of T such that for all t ∈ T, λ ∈ Ga = k+, and x ∈ X we
have
t · (λ ⋆ (t−1 · x)) = (α(t)λ) ⋆ x.
This definition can be compared with the notion of roots in the classical Lie theory.
For simplicity, let us consider the general linear group GLn over the field k. Consider
a 1-parameter unipotent subgroup of GLn of the form
Ui,j = {ui,j(λ) = In + λ · Eij | λ ∈ k} ,
where 1 ≤ i, j ≤ n are distinct indices, In is the neutral element in GLn and Eij is the
matrix with entry 1 in position (i, j) and 0’s elsewhere. Letting
T = {t = diag(t1, . . . , tn)| t1, t2, . . . , tn ∈ k⋆} ⊂ GLn
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be the subgroup of diagonal matrices we have for all t ∈ T , λ ∈ k, and for all distinct
1 ≤ i, j ≤ n the relation
t · uij(λ) · t−1 = uij(tit−1j λ).
The character α = αij : T → Gm, t 7→ tit−1j is called a root of GLn for the torus T .
Similarly, one can compare GLn with the group Aut(X ) which consists of poly-
nomial automorphisms of the affine T-variety X. Indeed, a 1-parameter unipotent
subgroup in Aut(X ) is a faithful Ga-action on the variety X. The image of the na-
tural morphism T → Aut(X ) plays the same role as the torus T does in the case of
GLn . Finally, by our definitions, a root of Aut(X ) corresponds to a faithful normalized
additive group action on the T-variety X.
This analogy is also confirmed by the work of Demazure giving an explicit method
to describe the neutral component of the automorphism group of a smooth complete
toric variety, see [De]. See also [AHHL] for generalization to the case of rational com-
plete T-varieties via the total coordinate rings and [Li3] for the roots of Aut(An).
Concerning the study of affine T-varieties of complexity 1, a complete classification
of normalized additive group actions in combinatorial terms is given in [Li] when the
base field k is algebraically closed of characteristic 0. This latter approach were inspired
by the case of complex affine C⋆-surfaces (see [FZ 2, FZ 3]) and the theory of Demazure
roots for affine toric varieties (see [De, 4.5], [Li, 2]). As an application, the reader may
consult [AL] for a description of particular SL2-actions on affine T-varieties. In this
chapter, we provide a generalization of [Li] to the case where k is a perfect field. Let
us list some significant results.
-We generalize the classical correspondence for an arbitrary field between normali-
zed additive group actions on affine toric varieties and Demazure roots, see Theorem
5.4.5.
-We describe normalized additive group actions of horizontal type on a class of
affine toric varieties having a torus action of complexity 1, see Theorem 5.6.8.
-We classify in terms of polyhedral divisors the normalized additive group actions
on affine T-varieties of complexity 1, over an arbitrary field for the vertical case, and
over a perfect field for the horizontal case, see Theorems 5.5.4 and 5.6.12. In particular,
if X = SpecA then we show that the subalgebra AGa is finitely generated over k (more
generally, see [Ku] for the characteristic 0 setting).
-Every non-hyperbolic affine Gm-surface over a perfect field which has a normalized
additive group action of horizontal type is toric, see Corollary 5.6.6.
In order to formulate our results let us recall some notions concerning affine T-
varieties with an additive group action. Below, the varieties are defined over an ar-
bitrary field k. Giving an additive group action on an affine variety X is equivalent
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to fixing a locally finite iterative higher derivation ∂ = {∂(i)}i∈N on the algebra k[X ],
called LFIHD for short. This correspondence is given via the natural morphism
k[X ]→ k[X ]⊗k k[Ga], f 7→
∞∑
i=0
∂(i)(f)⊗ λi.
If k is of characteristic 0 then the LFIHD ∂ is uniquely determined by the locally
nilpotent derivation ∂(1). More precisely, for any i ∈ Z>0 we have ∂(i) = (∂(1))◦i/i!. See
[Mi, Cr] for more details about LFIHDs.
Let T be a split algebraic torus over k and denote by M the character lattice of T.
An additive group action on a T-varietyX is called normalized if the associated LFIHD
is homogeneous for the naturalM-grading on k[X ], see 5.3.7, 5.3.9. This generalizes to
an arbitrary field the previous geometric definition. To classify normalized Ga-actions
on X it is convenient to distinguish two types of them. If k(X)T ⊂ k(X)Ga then
we say that the Ga-action is of vertical type. Otherwise, the Ga-action is horizontal.
We give the same names for homogeneous LFIHD. From a geometric viewpoint (i.e.
when k is algebraically closed), a normalized Ga-action on X is of vertical type if
a rational quotient X 99K Y for the T-action is Ga-invariant, so that a Ga-orbit in
general position is contained in the closure of a T-orbit.
Let X be an affine T-variety of complexity 1 over a field k. According to the
results of the previous chapter, X can be described by a triplet (C, σ,D), where σ is
a strongly convex polyhedral cone equal to the dual cone of the weight cone of k[X ],
C is a regular curve over k, and D is a proper σ-polyhedral divisor on C (see 4.6). We
have a commutative diagram of rational maps
X
f
//❴❴❴❴❴❴❴
π

❅
❅
❅
❅ C ×Xσ
proj
{{✈✈
✈✈
✈✈
✈✈
✈
C
,
where π is a rational quotient, Xσ is the toric variety associated to σ, and f is a
T-equivariant birational map. See [Ti] for a description of the map f in terms of D
and in the case where k = C. Following the argument in [FZ 2, 3.12], [Li, 3.1], [Li
2], to describe homogeneous LFIHDs of vertical type on k[X ] it is useful to classify
homogeneous LFIHD on k[Xσ].
Actually, a non-trivial homogeneous LFIHD ∂ on k[Xσ] is uniquely determined
(up to the multiplication by a nonzero scalar) by its degree e. The weight cone of
the M-graded subalgebra ker ∂ is the dual face of a ray ρ ⊂ σ. The lattice vector e
is a Demazure root with distinguished ray ρ of the cone σ (see 5.4.5). Conversely, a
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Demazure root e of the cone σ gives rise to a homogeneous LFIHD on k[Xσ] (see 5.4.2).
For the LFIHDs of vertical type on k[X ], we remark that in this case the map f is
T⋉Ga-equivariant. Thus, one obtains a similar description as for the variety Xσ with
additional conditions provided by the polyhedral divisor D. See 5.5.5 and Theorem
5.5.4 for a complete classification.
Let us pass to the case of normalized additive group action of horizontal type on
an affine T-variety X of complexity 1. In this situation, the natural T⋉Ga-action on
X is of complexity 0. Assume that the field k is perfect. More precisely, one can show
that C ≃ A1
k
or C ≃ P1
k
(see 5.6.2) and we have a commutative diagram
A1
k
× T φ //
##●
●●
●●
●●
●●
Xσ˜
ι
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
X
.
The varietyXσ˜ is toric for a torus containing T. The map ι is an open T-equivariant im-
mersion making Xσ˜ a Zariski principal open subset. The morphism φ is a T-equivariant
cyclic covering. Actually, the Ga-action on X can be obtained from a Ga-action on
A1
k
×T on the first factor, so that the morphism ι◦φ respects the T⋉Ga-actions. The-
refore, we proceed in two steps. First of all, one describes the normalized Ga-actions
of horizontal type on the T-variety Xσ˜, see 5.6.8. Then, we provide some conditions
on D for the map ι to be T⋉Ga-equivariant, see 5.6.11. We obtain as well a complete
classification, see 5.6.12.
Let us give a brief summary of the contents of each section. In Section 5.3, we
give some general properties of normalized additive group actions on T-varieties. In
Section 5.4, we provide a description of homogeneous LFIHD for algebras of affine toric
varieties. Finally, Sections 5.5 and 5.6 treat respectively the vertical and horizontal
cases.
5.3 Opérations du groupe additif et L.F.I.H.D. ho-
mogènes
Dans cette section, nous nous intéressons à une relation entre les opérations de Ga,
qui sont normalisées par une opération d’un tore algébrique déployé, et aux systèmes
itérés de dérivations d’ordre supérieur localement finis (LFIHD). Soit k un corps et
désignons par X = SpecA une variété affine sur k.
104
5.3.1. Tout d’abord, considérons une opération
φ : Ga ×X → X
du groupe additif Ga sur le corps k. Alors le morphisme d’algèbres φ⋆ donne une suite
d’opérateurs linéaires ∂ = {∂(i)}i∈N de l’espace vectoriel A sur k définie de la manière
suivante. Pour chaque élément f ∈ A, nous écrivons
φ⋆(f) =
∞∑
i=0
∂(i)(f) · xi ∈ A⊗k k[Ga],
où l’algèbre des fonctions régulières de k[Ga] = k[x] est celle des polynômes à une
variable x. Un calcul facile sur les algèbres de Hopf montre que ∂ vérifie les conditions
suivantes (cf. [Mi]).
(i) L’opérateur ∂(0) est l’application identité.
(ii) Pour tout entier i ∈ N et tous f1, f2 ∈ A, nous avons la règle de Leibniz
∂(i)(f1 · f2) =
i∑
j=0
∂(j)(f1) · ∂(i−j)(f2).
(iii) La suite ∂ est localement finie. Cela veut dire que pour tout f ∈ A, il existe
r ∈ Z>0 tel que pour tout entier i ≥ r, ∂(i)(f) = 0.
(iv) Pour tous i, j ∈ N et toute fonction régulière f ∈ A, on a(
∂(i) ◦ ∂(j)) (f) = (i+ j
i
)
∂(i+j)(f).
Une suite d’opérateurs linéaires ∂ sur l’algèbre A satisfaisant les conditions (i), (ii), (iii),
(iv) est appelée un système itéré de dérivations d’ordre supérieur localement fini. Sui-
vant la convention anglaise, nous disons plutôt que ∂ est une LFIHD. Précisons que
les conditions (i), (ii) correspondent aux lettres H et D (dérivations d’ordre supérieur),
la condition (iii) aux lettres L et F (localement fini) et (iv) à la lettre I (itéré). Par
exemple si ∂ vérifie seulement (i), (ii), (iv) alors on dit que ∂ est un système itéré de
dérivations d’ordre supérieur.
Plus généralement, le lecteur peut consulter [HaSc] pour la notion de dérivations de
Hasse-Schmit et [Voj] pour des applications à la géométrie algébrique. Réciproquement,
étant donnée une LFIHD ∂ sur l’algèbre A, son application exponentielle
ex∂ :=
∞∑
i=0
∂(i) xi
105
est le morphisme provenant d’une opération du groupe additif Ga dans la variété
X = SpecA. De cette manière, on a une correspondance bijective entre l’ensemble des
opérations du groupe additif dans X et l’ensemble des LFIHD sur k[X ].
Remarque 5.3.2. Considérons une LFIHD ∂ sur A. Pour i ∈ Z>0, nous considérons(
∂(1)
)◦ i
= ∂(1) ◦ . . . ◦ ∂(1)
la composition de i exemplaires de ∂(1). En désignant par p la caractéristique du corps
k, on a l’égalité
∂(i) =
(
∂(1)
)◦ i0 ◦ (∂(p))◦ i1 ◦ . . . ◦ (∂(pr))◦ ir
(i0)!(i1)! . . . (ir)!
,
où i =
∑r
j=1 ij · pj est le développement p-adique 1 de l’entier i. Lorsque p = 0 l’opéra-
tion du groupe additif Ga est par conséquent uniquement déterminée par la dérivation
localement nilpotente ∂(1).
En caractéristique zéro, l’algèbre des invariants d’une opération du groupe additif
dans la variété X = SpecA est le noyau de la dérivation localement nilpotente associée
sur A. La définition suivante décrit cette situation dans le cas de la caractéristique
arbitraire.
Définition 5.3.3. Pour une LFIHD ∂ sur l’algèbre A, son noyau est le sous-ensemble
ker ∂ :=
{
f ∈ A | pour tout i ∈ Z>0, ∂(i)(f ) = 0
}
.
C’est l’algèbre des invariants AGa ⊂ A pour l’opération de Ga correspondante à ∂. La
LFIHD ∂ est dite triviale si ker ∂ = A. Un sous-espace vectoriel V ⊂ A est appelé
∂-stable si pour chaque entier i ∈ N, nous avons l’inclusion ∂(i)(V ) ⊂ V . En particulier,
le sous-espace vectoriel ker ∂ est ∂-stable.
Le prochain résultat donne des propriétés utiles sur les opérations du groupe additif
(voir [CM, Cr]). Notons qu’il existe des analogues bien connus aux assertions suivantes
dans le contexte des dérivations localement nilpotentes. Pour plus de détails voir [Fre].
Proposition 5.3.4. Pour toute LFIHD non triviale ∂ sur l’algèbre A, les assertions
suivantes sont vraies.
1. Si p = 0 alors on convient que le développement p-adique est i = i0.
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(a) Le sous-anneau ker ∂ ⊂ A est factoriellement clos , c’est à dire, pour tous f1, f2 ∈
A,
f1 · f2 ∈ ker ∂ − {0} ⇒ f1, f2 ∈ ker ∂.
(b) Le sous-anneau ker ∂ est algébriquement clos dans A ; tout élément de A satis-
faisant une relation de dépendance algébrique à coefficients dans ker ∂ appartient
à ker ∂.
(c) ker ∂ est une sous-algèbre de dimension dimA− 1.
(d) Si cark = p > 0 et si A = k[y] est l’algèbre des polynômes à une variable alors
il existe des scalaires c1, . . . , cr ∈ k⋆ et une suite strictement croissante d’entiers
0 < s1 < . . . < sr tels que l’on ait l’égalité
ex∂(y) = y +
r∑
i=1
ci · xpsi .
(e) Si A⋆ représente l’ensemble des éléments inversibles (pour la multiplication) de
A alors nous avons A⋆ ⊂ ker ∂ ; de sorte que, A⋆ = (ker ∂)⋆.
(f) Un idéal principal (f) = fA est ∂-stable si et seulement si f ∈ ker ∂.
Pour les assertions (a), (b), (c) nous renvoyons le lecteur à [CM, 2.1, 2.2] et à
l’exemple 3.5 dans [Cr]. Notons que les assertions (a), (b) sont obtenues en utilisant la
fonction degré par rapport à la variable x,
A− {0} → N, f 7→ degx ex∂(f ).
En particulier, nous remarquons que (b) implique que l’anneau ker ∂ est normal si
A est normal. L’assertion (e) est une conséquence immédiate de (a). L’assertion (d)
est aisée et laissée au lecteur 2 En utilisant les arguments de démonstration de [FZ 2,
1.2 (b)] nous obtenons l’assertion (f) :
Démonstration. (f) Par la propriété 5.3.1 (iii), nous pouvons considérer d ∈ Z>0 tel
que f ′ := ∂(d)(f) 6= 0 appartient à ker ∂. Si l’idéal (f) est ∂-stable alors f ′ ∈ ker ∂∩(f ),
de sorte que f ′ = af , pour un certain élément a ∈ A. Par l’assertion 5.3.4 (a), nous
obtenons f ∈ ker ∂. Réciproquement, soit a′ ∈ A. En utilisant 5.3.1 (ii), pour chaque
i ∈ N, nous avons ∂(i)(a′f) = ∂(i)(a′)f et donc l’idéal (f) est ∂-stable.
2. L’esquisse de démonstration suivante de l’assertion (d) est suggérée par un des membres du
jury que nous remerçions. L’ensemble Hom(Ga,Aut(A
1
k
)) des opérations de Ga dans A
1
k
s’identifie
naturellement à l’ensemble End(Ga) des endomorphismes du groupe algébrique Ga. Une vérification
directe montre que End(Ga) est l’ensemble des p-polynômes sur Ga.
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Dans le lemme suivant, nous étudions les extensions des LFIHD sur un localisé
T−1A donné par une partie multiplicative T ⊂ A. Pour l’énoncé ci-dessous, nous nous
sommes inspirés des identités remarquables bien connues des dérivations de Hasse-
Teichmüller (voir [JKS, §2]).
Lemme 5.3.5. Soit T un sous-ensemble de A contenant 1, stable par la multiplication
de A et tel que 0 6∈ T . Soit ∂ un système itéré de dérivations d’ordre supérieur sur
l’algèbre A. Pour tous i, j ∈ Z>0 tels que j ≤ i, nous posons
E(i, j) =
{
(s1, . . . , sj) ∈ Zj>0,
j∑
l=1
sl = i
}
.
Alors ∂ s’étend en un unique système itéré de dérivations d’ordre supérieur ∂¯ =
{∂¯(i)}i∈N sur l’algèbre T−1A. Pour tout f ∈ T et pour tout i ∈ Z>0, on a l’égalité
∂¯(i)
(
1
f
)
=
i∑
j=1
(−1)j
f j+1
∑
(s1,...,sj)∈E(i,j)
∂(s1)(f) . . . ∂(sj )(f) .
De plus, si ∂ est une LFIHD sur A et si T ⊂ ker ∂ alors ∂¯ est une LFIHD sur T−1A.
Démonstration. L’existence et l’unicité de ∂¯ sont données dans [Ma, 3.7, 5.8], [Voj,
Section 3]. En procédant par récurrence, le calcul de ∂¯(i)( 1
f
) est une conséquence de la
propriété 5.3.1 (ii). Le reste de la démonstration est facile.
Comme conséquence du lemme précédent, nous obtenons un résultat sur les revê-
tements cycliques d’une variété affine munie d’une opération du groupe additif (voir
aussi [FZ 2, Lemma 1.8]).
Corollaire 5.3.6. Posons K = FracA. Considérons une LFIHD ∂ sur A et f ∈ ker ∂
un élément non nul. Soient d ∈ Z>0 et u un élément algébrique sur K satisfaisant
ud − f = 0. Si B est la fermeture intégrale de A[u] dans son corps des fractions alors
∂ s’étend en une unique LFIHD ∂′ sur l’algèbre B telle que u ∈ ker ∂′.
Démonstration. Par le lemme 5.3.5, on peut étendre la LFIHD ∂ sur A en un système
itéré de dérivations d’ordre supérieur sur le corps K, et sur l’algèbre des polynômes
à une variable K[t] en posant ∂¯(i)(t) = 0, pour tout entier i ≥ 1. Considérons le
morphisme de K-algèbres φ : K[t]→ K[u], t 7→ u. Soit P ∈ K[t] le polynôme unitaire
engendrant l’idéal kerφ. Nous pouvons écrire td−f = FP , pour un polynôme F ∈ K[t].
Remarquons que F est également unitaire. Puisque A est un anneau intégralement clos,
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nous obtenons F, P ∈ A[t]. De plus, pour tout i ∈ Z>0, ∂¯(i)(FP ) = ∂¯(i)(td − f) = 0.
Notons que A[t] est ∂¯-stable et que la restriction de ∂¯ à A[t] est une LFIHD. Par
conséquent par la proposition 5.3.4. (a), P ∈ A[t] ∩ ker ∂¯, définissant un système itéré
de dérivations d’ordre supérieur ∂′ sur A[u]. Ensuite, on remarque que l’opération de
Ga dans SpecA[u] correspondante à ∂′ se prolonge sur B par la propriété universelle
de la normalisation. Le reste de la démonstration suit aisément.
Dans la suite, nous considérons un tore algébrique déployé T ≃ Gnm sur le corps k et
nous notons M = Hom(T,Gm) son réseau des caractères. Comme d’habitude pour un
vecteur m ∈ M , nous notons par χm le monôme de Laurent associé. Nous supposons
aussi que A est M-graduée et nous écrivons 3
A =
⊕
m∈σ∨M
Amχ
m ⊂ K0[M ] avec K0 = (FracA)T et Am ⊂ K0,
pour tout m ∈ σ∨M . Introduisons la notion de systèmes itérés de dérivations d’ordre
supérieur homogènes.
Définition 5.3.7. Soit ∂ un système itéré de dérivations d’ordre supérieur. Considé-
rons un vecteur e ∈ M . La suite ∂ est dite homogène de degré e si pour chaque i ∈ N
et pour tout m ∈M , nous avons la relation
∂(i)(Amχ
m) ⊂ Am+ieχm+ie.
Le vecteur e est appelé le degré de ∂ et on le note parfois par deg ∂.
Dans le cas où k est un corps de caractéristique p > 0, nous avons une définition
plus générale. Étant donné r ∈ N, nous disons que ∂ est rationnellement homogène de
degré e/pr (ou de bidegré (e, r)) s’il satisfait les assertions suivantes.
(i) Si i ∈ N alors pour chaque m, l’application ∂(ipr) envoie Amχm dans Am+ieχm+ie.
(ii) ∂(j) = 0 lorsque pr ne divise pas j.
Dans [Li, Section 1.2] on montre qu’une dérivation usuelle sur une algèbre multi-
graduée qui envoie une pièce graduée dans une autre est homogène. Cependant, cela
n’est pas vrai en général pour les systèmes de dérivations d’ordre supérieur. Notons
également que le noyau d’une LFIHD homogène ∂ sur A est une sous-algèbre M-
graduée de A. Dans la suite, nous introduisons quelques notions dans le but d’avoir
une interprétation géométrique 4 des LFIHD homogènes et rationnellement homogènes.
3. Notons que la condition ”Am ⊂ K0, pour tout m ∈ σ∨M ” est une hypothèse supplémentaire par
rapport aux autres conditions énoncées.
4. On remarquera que les paragraphes 5.3.8, 5.3.9 se généralisent aux contextes des schémas en
groupes et des algèbres de Hopf, lorsque k est un corps arbitraire.
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Notation 5.3.8. Supposons que k est algébriquement clos. Alors on rappelle que le
groupe des k-points de T est isomorphe au groupe abstrait (k⋆)n. Soit e ∈ M un
vecteur de réseau. Désignons par Ge le groupe dont l’ensemble sous-jacent est T×Ga
et la loi de composition interne est définie par
(t1, α1) · (t2, α2) = (t1 · t2, χ−e(t2) · α1 + α2),
où ti ∈ T et αi ∈ Ga. En fait, tout produit semi-direct T⋉Ga donné par un caractère
algébrique χ−e : T→ AutGa ≃ Gm est isomorphe à un groupe de la forme Ge.
La proposition suivante est presque analogue à [FZ 2, Lemma 2.2]. Par commodité
nous incluons une courte démonstration.
Proposition 5.3.9. Supposons que k est un corps algébriquement clos.
(i) Si A est M-graduée et si ∂ est une LFIHD homogène sur A et de degré e alors
l’opération de Ga correspondante est normalisée par l’opération de T. Cela si-
gnifie que le groupe Ge opère dans la variété X = SpecA. Le morphisme associé
est donné par
φ(t, α) = t · eα∂(f),
où (t, α) ∈ Ge et f ∈ A.
(ii) Réciproquement, si Ge opère dans X = SpecA alors les opérations des sous-
groupes T et Ga donnent respectivement une M-graduation sur A et une LFIHD
homogène de degré e.
(iii) Supposons que cark = p > 0. Soit Fr : Ga → Ga, t 7→ tpr le morphisme de
Frobenius géométrique itéré. Se donner une LFIHD rationnellement homogène
de degré e/pr sur A est équivalent à se donner une opération Ga×X → X égale
à ψ ◦ (Fpr , idX ) où ψ est une opération de Ga normalisée par T comme dans
l’assertion (i) ci-dessus.
Démonstration. (i) Étant donnés (t, α) ∈ Ge et f ∈ A, par homogénéité de ∂, nous
avons pour tout i ∈ N,
t · ∂(i)(f) = χie(t) ∂(i)(t · f).(5.1)
Cela donne
t · eα∂(f) =
∞∑
i=0
χie(t)αi ∂(i)(t · f) = eχe(t)α∂(t · f).
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D’où pour tous (t1, α1), (t2, α2) ∈ Ge,
φ((t1, α1) · (t2, α2))(f) = eχe(t1)α1∂ ◦ eχe(t1t2)α2∂(t1t2 · f) = φ(t1, α1)(φ(t2, α2)(f)).
On conclut que φ définit une opération de Ge dans la variété X = SpecA.
(ii) L’opération du sous-groupe Ga ⊂ Ge donne une LFIHD ∂ sur l’algèbre A. Pour
α ∈ Ga et f ∈ A, nous avons φ(1, α)(f) = eα∂(f). Donc pour tout t ∈ T, il vient
t · eα∂(f) = φ((1, χe(t)α) · (t, 0))(f) = eχe(t)α∂(t · f).
En identifiant les coefficients nous obtenons (5.1). Ainsi, la LFHID ∂ est homogène
pour la M-graduation donnée par l’opération du sous-groupe T ⊂ Ge. L’assertion (iii)
suit immédiatement de (i), (ii).
Pour un corps arbitraire k, nous considérons la définition naturelle suivante.
Définition 5.3.10. Supposons que le tore T opère dans X = SpecA. Une opération
de Ga dans X est dite normalisée (resp. normalisée à Frobenius près ) par l’opération
de T si la LFIHD correspondante ∂ est homogène (resp. rationnellement homogène).
Pour classifier les opérations normalisées de Ga, il est commode de les séparer en
deux types (voir [FZ 2, 3.11] et [Li, 1.11] pour des cas spécifiques).
Définition 5.3.11. Une LFIHD homogène ∂ est dite de type vertical (ou aussi de
type fibre) si ∂¯(i)(K0) = {0}, pour tout i ∈ Z>0. Dans le cas contraire, on dit que ∂
est de type horizontal. Nous utilisons des qualifications analogues pour les opérations
normalisées du groupe additif Ga. Une T-variété affine déployée est dite vertical (resp.
horizontal) si elle est munie d’une opération normalisée de Ga de type vertical (resp.
horizontal).
Bien sûr, une LFIHD homogène de type horizontal n’est pas triviale. Dans le cas
vertical, on peut étendre une LFIHD homogène sur A en une LFIHD de l’algèbre de
monoïde K0[σ∨M ] par endomorphismes K0-linéaires.
Lemme 5.3.12. Soit ∂ une LFIHD homogène de type vertical sur l’algèbre M-graduée
A. Alors ∂ s’étend en un unique système itéré de K0-dérivations d’ordre supérieur
localement fini sur l’algèbre de monoïde K0[σ∨M ].
Démonstration. Par le lemme 5.3.5, la LFIHD ∂ s’étend en un système itéré de déri-
vations d’ordre supérieur ∂′ sur K0[M ]. Puisque ∂ est de type vertical, la condition
5.3.1(iii) implique que chaque ∂′(i) est une application K0-linéaire. Par conséquent, si
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S ⊂M est le monoïde des poids de l’algèbreM-graduée A alors B := K0[S] = A⊗kK0
est ∂′-stable. Montrons que ∂′|B est une LFIHD sur B. Soit fχm ∈ B un élément ho-
mogène avec f ∈ K⋆0 . Écrivons fχm = f ′hχm, pour f ′ ∈ K0 et h ∈ Am. Il existe
r ∈ Z>0 tel que pour tout i ≥ r,
∂′(i)(fχm) = f ′∂(i)(hχm) = 0.
Puisque chaque élément de B est une somme d’éléments homogènes, on conclut que
∂′|B est localement finie sur B. Ainsi, ∂′|B s’étend en une LFIHD ∂¯ sur la fermeture
intégrale B¯ = K0[σ∨M ] (voir [Se] et [Ma, 5.8]).
Dans les deux prochaines assertions, nous donnons quelques résultats élémentaires
sur les LFIHD de l’algèbre des polynômes à une variable. Ces résultats seront utiles
pour étudier les opérations normalisées du groupe additif de type horizontal de la
section 5.6.
Lemme 5.3.13. Supposons que la caractéristique du corps k est un nombre premier
p. Soit ∂ une LFIHD sur l’algèbre des polynômes k[t] à une variable t. Écrivons
ex∂(t) = t+
r∑
i=1
λix
psi ,
où λi ∈ k⋆ et s1 < . . . < sr sont des entiers naturels (voir 5.3.4(d)). Nous considérons
la valuation naturelle
ord : k[t ] − {0} → N,
∑
i
ai t
i 7→ min{i | ai 6= 0}
et nous fixons un entier i ∈ N. Si l ∈ N vérifie l ≥ ips1 alors
∂(ip
s1 )(tl) = λi1
(
l
i
)
tl−i,
et par conséquent ord ∂(ip
s1 )(t l) = l − i dès que (l
i
) 6= 0.
Démonstration. Tout d’abord,
ex∂(tl) = ex∂(t)l =
(
t +
r∑
i=1
λix
psi
)l
=
∑
i0+...+ir=l, i0,...,ir≥0
(
l
i0 . . . ir
)
ti0
r∏
α=1
(λαx
psα )iα .
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En considérant le terme de degré ips1 en x de la somme ci-dessus, nous sommes amenés
à étudier les conditions suivantes :
ips1 = i1p
s1 + . . .+ irp
sr et i0 + i1 + . . .+ ir = l(5.2)
où (i0, i1, . . . , ir) ∈ Nr. Notons qu’une liste (i0, i1, . . . , ir) satisfaisant (5.2) existe
puisque l ≥ ips1 ; en effet, nous pouvons prendre
(i0, i1, . . . , ir) = (l − i, i, 0, . . . , 0).
Montrons que c’est l’unique choix pour i0 ∈ N minimal. Soit (γ0, γ1, . . . , γr) ∈ Nr un
r + 1-uplet satisfaisant la propriété (5.2) avec γ0 ∈ N minimal. Alors nous avons
l − i = l −
r∑
α=1
γαp
sα−s1 ≤ l −
∑
α=1
γα = γ0.
D’où par minimalité, γ0 = l − i, de sorte que i =
∑r
α=1 γα. Ainsi,(
r∑
γα
γα
)
ps1 =
r∑
α=1
γαp
sα.
Nous obtenons (γ0, γ1, . . . , γr) = (l − i, i, 0, . . . , 0). Cela implique en particulier que
∂(ip
s1 ) = λi1
(
l
i
)
tl−i, comme demandé.
Dans le prochain corollaire, nous utilisons les notations du lemme 5.3.13.
Corollaire 5.3.14. Supposons que la caractéristique du corps k est un nombre premier
p. Étendons la fonction ord et la LFIHD ∂ en un système itéré de dérivations d’ordre
supérieur sur l’algèbre k[t, t−1] des polynômes de Laurent. Fixons i ∈ N. Pour tout
l ≥ ips1, on a
∂(ip
s1 )(t−l) = (−λ1)i
(
l
i
)
t−l−i.
Par conséquent, dans cette situation, ord ∂(ip
s1 )(t l) = −l − i dès que (l
i
) 6= 0.
Démonstration. Considérons l’assertion suivante Ai : Pour tout l ∈ N tel que l ≥ ips1 ,
on a ∂(ip
s1 )(t−l) = (−λ1)i
(
l
i
)
t−l−i. Montrons par récurrence que pour tout i ∈ N, Ai est
vraie. Évidemment, l’assertion A0 est vraie. En fixant i ∈ Z>0, nous pouvons supposer
que pour tout entier naturel j < i, Aj est vraie. Alors pour tout l ≥ ips1 ,
0 = ∂(ip
s1 )(tl · t−l) =
∑
i1+i2=i,i1,i2∈N
∂(i1p
s1 )(tl) · ∂(i2ps1 )(t−l),
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puisque pour tout s ∈ N−Zps1 , l’application ∂(s) est identiquement nulle. En utilisant
le lemme 5.3.13, nous avons
0 =
∑
i1+i2=i,i1,i2∈N
λi11
(
l
i1
)
tl−i1∂(i2p
s1)(t−l).
Donc par l’hypothèse de récurrence, il s’ensuit que
∂(ip
s1 ) = −λi1
( ∑
i1+i2=i,i1≥1,i2≥0
(
l
i1
)(
l
i2
)
(−1)i2
)
t−l−i.
En utilisant la règle de produit I dans [JKS, §2] pour z = (−1) · 1, on obtient
∂(ip
s1 )(t−l) = −λi1
((
l
i
)
(−1)i−1
)
t−l−i = (−λ1)i
(
l
i
)
t−l−i.
Cela donne l’assertion Ai et termine la démonstration du corollaire.
5.4 Opérations du groupe additif dans les variétés
toriques affines
Soit k un corps. Dans cette section, nous donnons une description combinatoire
des variétés toriques affines munies d’une opération normalisée du groupe additif à
Frobenius près. Pour un cône polyédral σ ⊂ NQ, nous désignons par σ(1), l’ensemble
de ses arêtes. Comme d’habitude, une arête de σ et son vecteur primitif correspondant
sont écrits par une même lettre ρ. Le point suivant est une définition classique, voir
par exemple [De, Section 4.5], [Li, 2.3], [AL, 1.5].
Définition 5.4.1. Soit σ ⊂ NQ un cône polyédral saillant. Un vecteur e ∈M est une
racine de Demazure (ou simplement une racine) si les conditions suivantes sont vraies.
(i) Il existe ρ ∈ σ(1) tel que 〈e, ρ〉 = −1.
(ii) Pour tout ρ′ ∈ σ(1)− {ρ}, nous avons 〈e, ρ′〉 ≥ 0.
Le vecteur ρ satisfaisant 〈e, ρ〉 = −1 est appelé le rayon distingué de la racine e ∈M .
Nous désignons par Rt σ l’ensemble des racines de Demazure du cône σ. D’après [Li,
2.5], tout élément de σ(1) est le rayon distingué d’une racine de Rt σ.
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Mentionnons quelques développements autour de la théorie des racines de Dema-
zure. Le lecteur peut consulter [De, Ni, Ba, AHHL] pour l’étude des automorphismes
des T-variétés complètes. Voir [Li 3, Ko] pour les racines des groupes de Cremona
affines et le problème de surjectivité.
Puisque le sous-ensemble k[T]⋆ engendre l’algèbre k[T], la proposition 5.3.4 (e)
implique que k[T] ne possède pas de LFIHD non triviale. Donc nous considérons
uniquement des variétés toriques affines de la forme Xσ = Speck[σ∨M ] données par un
cône polyédral saillant non nul σ ⊂ NQ.
Exemple 5.4.2. Soit e ∈ Rt σ une racine. Considérons la dérivation homogène sur
l’algèbre de monoïde k[σ∨M ] définie par
∂e(χ
m) = 〈m, ρ〉χm+e,
où ρ est le rayon distingué de e. Alors ∂e est localement nilpotente et donne une
opération de Ga dans la variété Xσ comme suit. La LFIHD homogène est donnée par
les applications 5
∂(i)e (χ
m) =
(〈m, ρ〉
i
)
χm+ie, i = 0, 1, 2, 3, . . . ,
où m ∈ σ∨M . Son noyau est k[ρ⋆ ∩M ]. Le sous-ensemble ρ⋆ ⊂ σ∨ est la face duale de ρ.
Supposons cark = p > 0. En partant de ∂e et d’un entier r ∈ N, nous pouvons égale-
ment définir une LFIHD rationnellement homogène ∂e,r de degré e/pr. Son application
exponentielle est
ex∂e,r =
∞∑
i=0
∂(i)e x
ipr .
On vérifie aisément que ker ∂r ,e = k[ρ⋆∩M ]. De plus, pour toutm ∈ σ∨M , nous obtenons
degx e
x∂e,r (χm) = pr〈m, ρ〉.
Dans la suite, nous désignons par A l’algèbre de monoïde k[σ∨M ], où σ ⊂ NQ est un
cône polyédral saillant non nul. Nous commençons par décrire le noyau et les vecteurs
degré possibles d’une LFIHD homogène sur A.
Lemme 5.4.3. Considérons une LFIHD homogène non triviale ∂ sur A. Alors les
assertions suivantes sont vraies.
5. Pour tous r1, r2 ∈ N, nous posons
(
r1
r2
)
= 0 lorsque r1 < r2.
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(i) Il existe ρ ∈ σ(1) tel que ker ∂ = k[ρ⋆ ∩M ], où ρ⋆ ⊂MQ est la face duale de ρ.
(ii) Le degré e ∈ M de la LFIHD ∂ est une racine de Demazure du cône σ et ρ est
son rayon distingué.
Démonstration. (i) Par le proposition 5.3.4 (a), nous avons ker ∂ = k[W ∩ σ∨M ], pour
un hyperplan W ⊂ MQ. Supposons que W ∩ σ∨ n’est pas une face de σ∨. Alors W
divise σ∨ en deux parties. Nous pouvons trouver m ∈ σ∨M tel que pour tout r ∈ N,
m + re 6∈ W . Puisque χm 6∈ ker ∂, il existe r0 ∈ Z>0 satisfaisant ∂(r0)(χm) 6= 0. D’où
∂(r0)(χm) est homogène de degré m+ r0e. Par l’argument précédent,
∂(r
′
1) ◦ ∂(r0)(χm) 6= 0,
pour r′1 ∈ Z>0. En utilisant 5.3.1 (iv), on a ∂(r0+r′1)(χm) 6= 0. Posons r1 = r0 + r′1. En
procédant par récurrence, nous pouvons construire une suite strictement croissante
d’entiers {rj}j∈N avec r0 non nul vérifiant ∂(rj )(χm) 6= 0, pour tout j ∈ N. Cela
contredit le fait que ∂ est une LFIHD. Ainsi W ∩ σ∨ est une face de σ∨. Puisque ker ∂
est une sous-algèbre de dimension dimA− 1, nous arrivons au résultat souhaité.
(ii) Si e ∈ σ∨M alors par le même argument que ci-dessus, on obtient à nouveau une
contradiction. Le reste de la démonstration suit de [Li, Lemma 2.4].
Dans le lemme suivant, nous donnons quelques propriétés des LFIHD homogènes
sur A. Elles seront utiles pour notre résultat principal de classification (voir 5.4.5).
Lemme 5.4.4. Soit ∂ une LFIHD homogène non triviale sur A de degré e. Pour tout
m ∈ σ∨M et tout i ∈ N, nous posons
∂(i)(χm) = ci(m)χ
m+ie,
où ci(m) ∈ k. Écrivons ker ∂ = k[ρ⋆ ∩M ] pour une arête ρ ∈ σ(1) (voir 5.4.3). Alors
la suite de fonctions {ci}i∈N vérifie les énoncés suivants.
(i) c0 est l’application constante m 7→ 1.
(ii) Pour tous m,m′ ∈ σ∨M , nous avons
ci(m+m
′) =
i∑
j=0
ci−j(m) · cj(m′).(5.3)
(iii) Étant donné m ∈ σ∨, il existe r ∈ N tel que pour tout i ≥ r, ci(m) = 0.
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(iv) Pour tous i, j ∈ N et pour tout m ∈ σ∨M , on a(
i+ j
i
)
ci+j(m) = ci(m+ je) · cj(m).
(v) Pour tout m′ ∈ ρ⋆ ∩M et pour tout m ∈ σ∨M , ci(m+m′) = ci(m).
Démonstration. Les assertions (i), (ii), (iii), (iv) suivent de la définition d’une LFIHD.
Montrons l’assertion (v). Puisque χm
′ ∈ ker ∂, pour tout j ∈ Z>0, nous avons cj(m′) =
0. En appliquant l’égalité (5.3), nous obtenons ci(m+m′) = ci(m).
Le prochain résultat donne une classification des opérations normalisées du groupe
additifGa dansXσ. Voir le théorème 2.7 dans [Li] pour le cas où k est de caractéristique
zéro.
Théorème 5.4.5. Soit σ ⊂ NQ un cône polyédral saillant non nul. Toute opération
non triviale normalisée de Ga dans Xσ par l’opération de T est donnée par une LFIHD
homogène de la forme λ∂e, où e ∈ Rt σ et λ ∈ k⋆ (voir 5.4.2).
Démonstration. Posons A = k[σ∨M ] et soit ∂ une LFIHD homogène non triviale de
degré e. Par le lemme 5.4.3, il existe un rayon ρ ∈ σ(1) tel que ker ∂ = k[ρ⋆ ∩M ]. De
plus, e ∈ Rt σ est une racine et ρ est son rayon distingué.
Montrons d’abord qu’il existe un vecteur m ∈ σ∨M tel que 〈m, ρ〉 = 1. Étant donné
m′ ∈ σ∨M non contenu dans ρ⋆, nous avons 〈m′, ρ〉 > 1. Par [Li, Lemma 2.4], nous
obtenons
m := m′ + (〈m′, ρ〉 − 1) · e ∈ σ∨M ,
et donc 〈m, ρ〉 = 1.
Pour la LFIHD ∂, considérons les mêmes notations que dans le lemme 5.4.4. Soit
B = k[x] l’algèbre des polynômes à une variable x. En utilisant la base (1, x, x2, . . .),
nous définissons une suite d’opérateurs linéaires ∂¯ sur l’espace vectoriel B de la façon
suivante. Fixons un vecteur m ∈ σ∨M vérifiant 〈m, ρ〉 = 1. Pour tous entiers naturels
i, r, nous posons
∂¯(i)(xr) = ci(rm)x
r−i.
Notons que ∂¯ est bien définie. En effet, supposons que i, r ∈ N satisfont i > r. Nous
avons
∂(i)(χrm) = ci(rm)χ
rm+ie ∈ A et 〈rm + ie, ρ〉 = r − i < 0,
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donnant ci(rm) = 0. D’où pour i > r, on obtient ∂¯(i)(xr) = 0.
Par les assertions (i), (ii), (iii), (iv), (v) du lemme 5.4.4, la suite d’opérateurs ∂¯ est
une LFIHD sur l’algèbre B. Par exemple, montrons que ∂¯ vérifie 5.3.1 (iv). En consi-
dérant i, j ∈ N, nous avons
∂¯(i) ◦ ∂¯(j)(xr) = ∂¯(i)(cj(rm)xr−j) = ci((r − j)m) · cj(rm)xr−i−j .
Puisque e ∈ Rt σ est une racine ayant ρ comme rayon distingué, il s’ensuit que
v := rm+ je− (r − j)m = j(m+ e) ∈ ρ⋆ ∩M.
L’assertion (v) du lemme 5.4.4 implique
ci((r − j)m) = ci((r − j)m+ v) = ci(rm+ je).
Par 5.4.4 (iv), on conclut que
∂¯(i) ◦ ∂¯(j)(xr) =
(
i+ j
i
)
ci+j(rm)x
r−i−j =
(
i+ j
i
)
∂¯(i+j)(xr).
Les conditions (i), (ii), (iii) de 5.3.1 pour la suite ∂¯ suivent d’un calcul aisé.
Puisque ∂¯ est homogène pour la graduation naturelle de B, par la proposition
5.3.4 (d), il existe λ ∈ k tel que chaque ci vérifie
ci(rm) =
(
r
i
)
λi,
pour tout r ∈ N. Nous utilisons ici la convention λ0 = 1 lorsque λ = 0. Soit w ∈ σ∨M .
Les éléments
w + 〈w, ρ〉e et 〈w , ρ〉e + 〈w , ρ〉m
appartiennent à ρ⋆ ∩M . Par le lemme 5.4.4 (v), cela implique que
ci(w) = ci (w + 〈w, ρ〉e+ 〈w, ρ〉m) = ci (〈w, ρ〉m) =
(〈w, ρ〉
i
)
λi.(5.4)
Puisque ∂ n’est pas triviale, λ ∈ k⋆. En vertu de (5.4) la suite ∂ est donnée par la
LFIHD λ∂e (voir l’exemple 5.4.2).
Comme conséquence immédiate, nous obtenons une description de toutes les opéra-
tions normalisées du groupe additif à Frobenius près dans les variétés toriques affines.
Ce résultat nous sera utile dans le but de classifier les T-variétés affines horizontales
de complexité 1.
118
Corollaire 5.4.6. Pour toute LFIHD rationnellement homogène non triviale ∂ sur
l’algèbre A et de degré e/pr, il existe une racine e ∈ Rt σ de rayon ρ, un entier r ∈ N,
et un scalaire λ ∈ k⋆ satisfaisant l’énoncé suivant. L’application exponentielle de ∂ est
donnée par
ex∂(χm) =
∞∑
i=0
(〈m, ρ〉
i
)
λi χm+iexip
r
,
où m ∈ σ∨M . Réciproquement, toute LFIHD rationnellement homogène sur A provient
de cette manière.
Dans le prochain corollaire, nous généralisons dans notre contexte des résultats de
[Li, Section 2]. Concernant l’assertion (i), le lecteur peut consulter [Ku, Corollary 3.5]
pour le cas classique.
Corollaire 5.4.7. Soit σ ⊂ NQ un cône polyédral saillant et posons A = k[σ∨M ].
(i) Pour toute opération normalisée de Ga à Frobenius près dans une variété torique
affine, l’algèbre des invariants correspondante est de type fini sur k.
(ii) Il existe un nombre fini de LFIHD homogènes sur A ayant des noyaux deux à
deux distincts.
Démonstration. L’assertion (i) est une conséquence directe de l’exemple 5.4.2, du
lemme 5.4.3 et des arguments de démonstration de [AH, 4.1]. Pour l’assertion (ii),
cela suit du fait que σ(1) est un ensemble fini.
5.5 Opérations du groupe additif de type vertical
Soit k un corps. Dans cette section, nous classifions les opérations normalisées du
groupe additif de type vertical dans une T-variété affine X = SpecA de complexité
1 sur k. Voir [Li 2] pour la complexité arbitraire lorsque le corps de base est algébri-
quement clos de caractéristique zéro. Pour cela, nous considérons A = A[C,D], où C
est une courbe régulière sur k et D =
∑
z∈C ∆z · z est un diviseur σ-polyédral propre.
Dans la suite, pour tout m ∈ σ∨M , nous posons
Am = H
0(C,OC(⌊D(m)⌋)) et K0 = k(C ).
Le résultat suivant donne quelques propriétés des LFIHD homogènes sur l’algèbre
M-graduée A.
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Lemme 5.5.1. Soit ∂ une LFIHD homogène non triviale sur A de degré e. Alors les
assertions suivantes sont vraies.
(i) Si ∂ est de type vertical alors e 6∈ σ∨ et ker ∂ =⊕m∈τM Amχm , pour une face τ
de codimension 1 du cône σ∨. En particulier, l’algèbre ker ∂ est de type fini sur
k.
(ii) Si A n’est pas elliptique alors ∂ est de type vertical si et seulement si e 6∈ σ∨.
Démonstration. (i) Par le lemme 5.3.12, nous pouvons étendre ∂ en une LFIHD ho-
mogène sur l’algèbre de monoïde K0[σ∨M ]. Par le lemme 5.4.3, nous avons e ∈ Rt σ et
donc e 6∈ σ∨. Soit ∂¯ l’extension de ∂ sur K0[σ∨M ]. À nouveau par le lemme 5.4.3, nous
obtenons ker ∂¯ = K0[τM ], pour une face τ de codimension 1 de σ∨. Ainsi,
ker ∂ = A ∩ ker ∂¯ =
⊕
m∈τM
Amχ
m .
Par les arguments de démonstration de [AH, 4.1], l’algèbre ker ∂ est de type fini sur k.
(ii) Supposons que A n’est pas elliptique et étendons ∂ en un système itéré de
dérivations d’ordre supérieur ∂¯ sur la K0-algèbre K0[M ]. Si e 6∈ σ∨ alors pour tout
i ∈ N, nous avons ∂(i)(A0) = Aie = {0}. Puisque K0 = FracA0, on conclut que ∂ est
de type vertical.
Comme remarqué dans [Li, 3.2], dans le cas elliptique, l’algèbreM-graduée A admet
en général des LFIHD ∂ de type horizontal satisfaisant deg ∂ 6∈ σ∨. Dans la suite, nous
introduisons des données combinatoires attachées à l’algèbre A = A[C,D] dans le but
de décrire toutes les opérations normalisées du groupe additif de type vertical dans
X = SpecA.
Notation 5.5.2. Soit e ∈ Rt σ une racine de Demazure de rayon distingué ρ. Alors
nous considérons le diviseur de Weil rationnel
D(e) =
∑
z∈C
min
v∈V (∆z)
〈e, v〉 · z.
On rappelle que V (∆z) est l’ensemble des sommets de ∆z . Nous désignons par Φe le
module H0(C,OC(⌊D(e)⌋)) sur l’anneau A0. De plus, si ϕ ∈ Φe est une section alors
pour tout vecteur m ∈ σ∨ − ρ⋆,
divϕ ≥ −D(e) ≥ D(m)−D(m + e).
Cette dernière inégalité nous sera utile pour le résultat suivant.
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En partant des données combinatoires introduites ci-dessus, nous construisons une
LFIHD homogène de type vertical de la façon suivante.
Lemme 5.5.3. Considérons e ∈ Rt σ une racine de Demazure de rayon distingué ρ et
ϕ ∈ Φe une section. Notons ∂¯ = ϕ∂e, où ∂e est la LFIHD correspondante à la racine
e opérant par endomorphismes K0-linéaires sur la K0-algèbre K0[σ∨M ] , voir l’exemple
5.4.2. Alors pour tout i ∈ N,
∂¯(i)(A) ⊂ A.
Par conséquent, la suite
∂ = ∂e,ϕ = {∂¯(i)|A }i∈N
définit une LFIHD homogène de type vertical sur l’algèbre M-graduée A.
Démonstration. Fixons un entier i ∈ Z>0 et soit f ∈ Am une section non nulle. Si
∂¯(i)(fχm) 6= 0 alors m ∈ σ∨M − ρ⋆M et on a
div ∂¯(i)(f χm)/χm+ie + ⌊D(m + ie)⌋ = idivϕ+ div f + ⌊D(m + ie)⌋
≥ i(D(m/i)−D(m/i+ e))− ⌊D(m)⌋+ ⌊D(m+ ie)⌋
≥ {D(m)} − {D(m+ ie)}.
Puisque que les coefficients du diviseur de Weil rationnel {D(m)} − {D(m + ie)}
appartiennent à ]− 1, 1[, nous avons
div ∂¯(i)(f χm)/χm+ie + ⌊D(m + ie)⌋ ≥ 0.
Cela montre que A est ∂¯-stable. Le reste de la démonstration est facile et laissé au
lecteur.
Théorème 5.5.4. Pour l’algèbre A = A[C,D], les LFIHD homogènes de type vertical
sur A sont de la forme ∂e,ϕ = ϕ∂e|A, où e ∈ Rt σ est une racine, ϕ ∈ Φe est une section
non nulle et ρ est le rayon distingué de e (voir le lemme 5.5.3 pour des précisions sur
les notations). Réciproquement, une racine e ∈ Rt σ et une section ϕ ∈ Φe donnent
une LFIHD homogène de type vertical sur A.
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Démonstration. Soit ∂ une LFIHD homogène sur A. Par le lemme 5.3.12, ∂ s’étend en
un système itéré de K0-dérivations d’ordre supérieur localement fini ∂¯ sur l’algèbre de
monoïde K0[σ∨M ]. Par le théorème 5.4.5, ∂¯ est donnée par une racine e ∈ Rt σ comme
dans l’exemple 5.4.2, pour ϕ ∈ K⋆0 .
Montrons que ϕ ∈ Φe. Soit ρ le rayon distingué de e. Pour z ∈ C, considérons un
vecteur vz ∈ V (∆z), de sorte que
D(e) =
∑
z∈C
〈vz, e〉 · z.
Pour tout z ∈ C, on pose
ωz = {m ∈ σ∨ | hz(m) = 〈m, vz〉}.
Le sous-ensemble ωz est un cône de dimension n = rangM (voir [AH, Section 1]). Soit
mz ∈ σ∨M − ρ⋆M tel que mz, mz + e ∈ ωz, degD(mz ) ≥ g et 〈mz, ρ〉 6∈ pZ, où p est
la caractéristique du corps k et g est le genre de la courbe C. Choisir un tel mz est
possible puisque ωz est d’intérieur non vide, le diviseur polyédral D est propre, et le
vecteur ρ est primitif. D’après le théorème de Riemann-Roch, nous avons Amz 6= {0}.
De plus, l’inclusion
∂(1)(Amzχ
mz) ⊂ Amz+eχmz+e
implique ϕAmz ⊂ Amz+e. Par conséquent, pour tout z ∈ C,
divϕ ≥ D(mz )−D(mz + e).
Le coefficient du diviseur D(mz) − D(mz + e) au point z ∈ C est −〈vz, e〉. Ainsi,
divϕ ≥ −D(e) et ϕ ∈ Φe, comme demandé. Le reste de la démonstration est donné
par le lemme 5.5.3.
Par analogie avec le cas torique traité dans la section précédente (voir le corollaire
5.4.7), toute famille de LFIHD homogène de type vertical sur A ayant des noyaux
deux à deux distincts forme un ensemble fini. Le prochain résultat donne un critère
combinatoire pour que A admette une LFIHD homogène non triviale de type vertical.
Corollaire 5.5.5. Posons A = A[C,D] et fixons un rayon ρ ⊂ σ. Alors l’algèbre
M-graduée A admet une LFIHD homogène de type vertical avec e = deg ∂, pour une
racine e ∈ Rt σ de rayon distingué ρ, si et seulement si, l’une des assertions suivantes
est vraie.
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(i) C est affine.
(ii) C est projective et ρ ∩ degD = ∅.
Démonstration. Si C est une courbe affine alors tout diviseur de Weil sur C admet
une section globale non nulle et donc pour tout e ∈ Rt σ, nous avons dimΦe > 0. Dans
ce cas, on conclut par le théorème 5.5.4.
Supposons que C est projective. Fixons une racine e ∈ Rt σ avec rayon distingué
ρ. Notons que pour tout m ∈ ρ⋆M , on a e+m ∈ Rt σ. De plus,
D(e+m) ≥ D(m) +D(e) et donc degD(m + e) ≥ degD(m) + degD(e).
D’où par le théorème de Riemann-Roch et par la propreté de D, si ρ∩degD = ∅ alors
il existe m ∈ ρ⋆M tel que dimΦe+m > 0.
Réciproquement, supposons que ρ ∩ degD 6= ∅. Puisque 〈e, ρ〉 = −1, il existe
un vecteur v ∈ degD tel que 〈e, v〉 < 0 et par conséquent, degD(e) < 0. Sous ces
dernières conditions, il vient dimΦe = 0. À nouveau on conclut par le théorème 5.5.4
pour le cas où la courbe C est projective.
5.6 Opérations du groupe additif de type horizontal
Soit k un corps. Le but de cette section est de classifier toutes les T-variétés affines
horizontales de complexité 1 sur un corps parfait en terme de diviseurs polyédraux
(voir la terminologie de 5.3.11). Le lecteur peut consulter [Li, Section 3.2] pour le cas
classique où le corps de base est algébriquement clos de caractéristique zéro. Donnons
quelques notations que nous utiliserons par la suite. Soit C une courbe régulière sur k.
Fixons un cône polyédral saillant σ ⊂ NQ et posons A = A[C,D], où D est un diviseur
σ-polyédral propre sur C. Nous considérons également
Am = H
0(C,OC(⌊D(m)⌋)), de sorte que A =
⊕
m∈σ∨M
Amχ
m .
Pour simplifier, nous notons hz la fonction de support du coefficient ∆z de D au point
z ∈ C. Rappelons qu’un quasi-éventail de σ∨ est un ensemble Λ de cônes polyédraux
de MQ satisfaisant les propriétés suivantes.
(i) La réunion
⋃
δ∈Λ δ est égale à σ
∨.
(ii) Si δ ∈ Λ et si δ′ est une face de δ alors δ′ ∈ Λ.
(iii) Si δ, δ′ ∈ Λ alors δ ∩ δ′ est une face commune de δ et de δ′.
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Un quasi-éventail ne comportant que des cônes polyédraux saillants est appelé un
éventail. On désigne par Λ(D) le quasi-éventail formant la subdivision la moins fine
de σ∨ où D est linéaire sur chacun de ses cônes (voir [AH, Section 1], [Li, 1.3]). Pour
un ouvert non vide C0 ⊂ C, nous notons
D|C0 =
∑
z∈C0
∆z · z,
la restriction de D à C0.
Dans la suite, de nombreux résultats de cette section demandent l’hypothèse de
perfection sur le corps de base k. Lorsque que cette hypothèse n’est pas mentionnée
cela veux dire que l’on suppose k arbitraire.
D’après un résultat de Rosenlicht [Ro], dans le cas où k est algébriquement clos,
le lemme suivant montre en particulier que les T-variétés affines horizontales de com-
plexité 1 ont une orbite ouverte sous l’opération naturelle du groupe algébrique T⋉Ga.
Lemme 5.6.1. Supposons que A admet une LFIHD homogène ∂ de type horizontal.
Alors pour l’opération correspondante de Ga dans la variété X = SpecA, nous avons
l’égalité
k(X)Ga ∩ k(X)T = k.
Démonstration. Posons Ω = k(X)Ga ∩k(X)T. Supposons que l’extension k(X)T/Ω est
algébrique et considérons une fonction rationnelle invariante non nulle F ∈ k(X)T.
En remarquant que k(X)Ga est le corps des fractions de l’anneau ker ∂, nous pouvons
trouver a ∈ ker ∂ tel que aF est entier sur ker ∂. Puisque l’algèbre A est normale,
aF ∈ A. Par la proposition 5.3.4(b), nous avons aF ∈ ker ∂. D’où Ω = k(X)T,
contredisant le fait que ∂ est de type horizontal. Notons que k(X)T a un degré de
transcendance égal à 1 sur k. Ainsi, en utilisant le fait que k est algébriquement clos
dans Ω, nous obtenons Ω = k.
Ensuite, nous montrons que l’existence d’une LFIHD sur l’algèbre A = A[C,D]
impose de fortes contraintes sur la courbe C. Nous renvoyons le lecteur à [FZ 2, 3.5],
[Li, 3.16] pour le cas classique. Notons que dans le cas où le corps de base est de
caractéristique zéro, l’assertion (i) ci-après peut être obtenue à partir des résultats de
[Ku].
Lemme 5.6.2. Supposons que A admet une LFIHD ∂ homogène de type horizontal.
Considérons ω (resp. L) le cône (resp. sous-réseau ) engendré par l’ensemble des poids
de ker ∂ et posons ωL = ω ∩ L. Alors les assertions suivantes sont vraies.
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(i) Le noyau de ∂ est une algèbre de monoïde, i.e.,
ker ∂ =
⊕
m∈ωL
kϕmχ
m ,
où ϕm ∈ k(C)⋆.
(ii) Nous avons C ≃ P1
k
, dans le cas où A est elliptique.
(iii) Si k est un corps parfait alors C ≃ A1
k
dans le cas où A n’est pas elliptique.
Démonstration. (i) Soient a, a′ ∈ ker ∂ des éléments homogènes de même degré. Par
le lemme 5.6.1, on a
a/a′ ∈ k(X)Ga ∩ k(X)T = k⋆.
Ainsi ker ∂ est une algèbre de monoïde avec ensemble des poids ωL (voir 5.3.4(b)).
(ii) Posons K = FracA et considérons le sous-corps E = KGa . Par [CM, Lemma
2.2], il existe une variable x sur le corps E telle que E(x) = K. Par l’assertion (i) dans
5.6.2, l’extension E/k est transcendante pure et donc K/k l’est également. Puisque
k(C) ⊂ K, la courbe projective régulière C est unirationnelle. D’après le théorème de
Luröth, il s’ensuit que C ≃ P1
k
.
(iii) Supposons que A n’est pas elliptique. Notons que par notre convention, k
est algébriquement clos dans FracA. Soit k¯ une clôture algébrique de k, de sorte
que l’extension de corps k¯/k est séparable. Soit B la normalisation de l’algèbre intègre
A⊗k k¯. Alors B est une algèbreM-graduée de type fini sur k¯. L’hypothèse de perfection
sur k implique que C est lisse. Donc la pièce graduée B0 de B est égale à k[C]⊗ k¯ (voir
[Ha, III.10.1.(b)]). De plus, ∂ s’étend en une LFIHD homogène de type horizontal sur
l’algèbre B. En adaptant dans notre contexte les arguments de démonstration de [Li,
3.16], nous avons B ≃ k¯[t], pour une variable t sur k¯. Par séparabilité de k¯/k, cela
donne A0 ≃ k[t] (voir par exemple [Ru, As]).
5.6.3. D’après les résultats précédents, nous considérons seulement les cas où C = A1
k
,
lorsque A n’est pas elliptique, et C = P1
k
, lorsque A est elliptique. Supposons que A a
une LFIHD ∂ homogène de type horizontal et considérons
ker ∂ =
⊕
m∈ωL
ϕmχ
m
le noyau de ∂ comme dans 5.6.2. Pour simplifier, nous pouvons supposer que k(C) =
k(t) pour un paramètre local t ; lorsque C est affine, nous prenons t tel que k[C] = k[t].
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Lemme 5.6.4. Gardons les mêmes notations que dans 5.6.3. Les assertions suivantes
sont vraies.
(i) Si C = A1
k
alors pour tout m ∈ ωL, on a divϕm +D(m) = 0.
(ii) Supposons que C = P1
k
. Alors il existe z∞ ∈ C tel que pour tout m ∈ ωL, le
diviseur rationnel effectif
divϕm +D(m)
a au plus z∞ dans son support 6.
(iii) Le cône ω est un cône maximal du quasi-éventail Λ (D) dans le cas non elliptique,
et de Λ(D|P1
k
−{z∞}) dans le cas elliptique.
(iv) Le rang du réseau L est égal à celui de M . Le réseau M est engendré par e :=
deg ∂ et L. De plus, si d est le plus petit entier strictement positif tel que de ∈ L
alors nous pouvons écrire de façon unique tout vecteur m ∈M commem = l+re,
pour l ∈ L et r ∈ Z tel que 0 ≤ r < d.
(v) Si k est un corps parfait alors le point z∞ de l’assertion 5.6.4 (ii) est rationnel ;
en d’autres termes, le corps résiduel du point z∞ est k.
Démonstration. (i) Étant donné un vecteur m ∈ σ∨M , nous posons
Am = fm · k[t] ,
où fm ∈ k(t)⋆. Supposons que m ∈ ωL. Alors nous avons ϕm = Ffm, pour un élément
non nul F ∈ k[t]. Par la proposition 5.3.4(a), le polynôme F est constant et
divϕm + ⌊D(m)⌋ = 0.
Par conséquent, pour tout r ∈ N,
r⌊D(m)⌋ = −rdivϕm = −divϕrm = ⌊D(rm)⌋.
Cela montre que D(m) est entier sous la condition m ∈ ωL. L’assertion (i) suit aisé-
ment.
(ii) Supposons qu’il existe m ∈ ωL tel que
divϕm +D(m) ≥ [z∞] + [ z0 ],
6. En particulier, si m ∈ ωL est dans l’intérieur relatif de σ∨ et si D(m) est entier alors par
propreté de D, le singleton {z∞} est le support de divϕm +D(m).
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où z0, z∞ sont des points distincts de C. Pour le paramètre local t, désignons par∞ le
point à l’infini de C = P1
k
. Considérons p0(t), p∞(t) ∈ k(t) deux fonctions rationnelles
vérifiant les conditions suivantes. Si le point z0 (resp. z∞) appartient à A1k = Speck[t ]
alors p0(t) (resp. p∞(t)) est le polynôme unitaire générateur de l’idéal associé à z0
(resp. z∞) dans k[t]. Sinon z0 = ∞ (resp. z∞ = ∞) et nous posons p0(t) = 1/t (resp.
p∞(t) = 1/t).
Considérons la fonction rationnelle f := p0(t)/p∞(t). Alors f et f−1 ne sont pas
constantes et fϕm, f−1ϕm appartiennent à Am. Par la proposition 5.3.4(a), on a
fϕmχ
m · f−1ϕmχm = ϕ2mχ2m ∈ ker ∂ ⇒ f ϕmχm , f −1ϕmχm ∈ ker ∂,
donnant une contradiction avec 5.6.2 (i). On conclut que divϕm +D(m) est supporté
par au plus un point.
(iii) Par les assertions (i) et (ii) du lemme 5.6.4, l’application m 7→ D(m) dans
le cas non elliptique, et l’application m 7→ D|P1
k
−{z∞}(m) dans le cas elliptique, sont
linéaires sur le cône ω. Cela implique qu’il existe un cône maximal ω0 appartenant à
Λ(D) dans le cas non elliptique, et appartenant à Λ(D|P1
k
−{z∞}) dans le cas elliptique,
tel que ω ⊂ ω0.
Montrons l’inclusion réciproque. Soit m ∈ ω0. En remplaçant m par un multiple
entier, nous pouvons supposer que m ∈ L et que le diviseur de Weil D(m) est entier.
D’après les assertions 5.6.2 (i) et 5.3.4 (c), le cône ω est d’intérieur non vide dans MQ.
D’où m+m′ ∈ ωL, pour un m′ ∈ ωL. Considérons une section non nulle fm ∈ Am telle
que
div fm +D(m) = 0
dans le cas non elliptique, et telle que
div|P1
k
−{z∞} fm +D|P1k−{z∞}(m) = 0
dans le cas elliptique. La linéarité de D ou de D|P1
k
−{z∞} sur le cône ω0, selon les cas
elliptique et non elliptique, donne
fmχ
m · ϕm′χm′ = λϕm+m′χm+m′ ,
pour un λ ∈ k⋆. Par conséquent, fmχm ∈ ker ∂ et à nouveau par 5.3.4 (a), nous avons
m ∈ ω. Cela montre l’égalité ω0 = ω.
(iv) Puisque la partie σ∨M engendre le réseau M et que ∂ est une LFIHD homogène
sur A, pour tout m ∈M , nous avons m+ se ∈ L, pour s ∈ Z. En remplaçant r := −s
par le reste de la division euclidienne de r par d, si nécessaire, nous obtenonsm = l+re,
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où l ∈ L et 0 ≤ r < d. La minimalité de d implique que cette dernière décomposition
est unique.
(v) Supposons que le corps k est parfait et fixons k¯ une clôture algébrique de k.
Considérons l’algèbre B = A ⊗k k¯. Si nous posons D =
∑
z∈C ∆z · z alors par la
proposition 4.5.10, le diviseur polyédral
Dk¯ =
∑
z∈C
∆z · S⋆ z
sur P1
k¯
vérifie
B =
⊕
m∈σ∨M
Bmχ
m, avec Bm = H
0(P1
k¯
,OP1
k¯
(⌊Dk¯(m)⌋)).
Nous pouvons étendre ∂ en une LFIHD homogène ∂k¯ de type horizontal sur B. Pour
tout m ∈ ωL, nous avons ϕmχm ∈ ker ∂k¯ et il existe λm ∈ Q≥0 tel que
divϕm +D(m) = λm · z∞.
En appliquant S⋆ à l’égalité d’avant, on a
divk¯ ϕm +Dk¯(m) = λm · S ⋆ z∞.
Supposons que z∞ n’est pas un point rationnel et que λm > 0 pour un vecteur m ∈ ωL.
En remplaçant m par un multiple entier, nous pouvons supposer que λm > 1. Utilisons
les mêmes notations que dans la démonstration de 5.6.4 (ii). Puisque l’extension de
corps k¯/k est séparable et que
deg p(t) = deg(z∞) > 1,
le polynôme pz∞(t) a au moins deux racines distinctes, disons z1, z2 ∈ k¯. Notons que les
points z1, z2 appartiennent au support de S⋆ z∞. En considérant la fonction rationnelle
f = (t− z1)/(t− z2),
nous avons la contradiction
fϕmχ
m · f−1ϕmχm = ϕ2mχ2m ∈ ker ∂k¯ ⇒ f ϕmχm , f −1ϕmχm ∈ ker ∂k¯.
Cela montre l’assertion (v).
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Dans la suite, nous considérons les mêmes notations que dans 5.6.3. Sans perte de
généralité, nous pouvons supposer que z∞ est le point rationnel ∞ selon le paramètre
local t.
Lemme 5.6.5. Les assertions suivantes sont vraies.
(i) Si C = P1
k
alors la normalisation de la sous-algèbre A[t] ⊂ k(t)[M ] est
A′ = A[A1
k
,D|A1
k
],
où A1
k
= Speck[t ].
(ii) Si le degré de ∂ appartient à ω et si la fonction évaluation du diviseur polyédral
D|A1
k
est linéaire alors ∂ s’étend en une LFIHD homogène ∂′ sur A′ de type
horizontal. De plus, ker ∂ = ker ∂′.
(iii) Soit d le plus petit entier strictement positif tel que pour tout m ∈ ωM le diviseur
D(d ·m) est entier. Alors nous avons d ·M ⊂ L.
Démonstration. (i) Cela suit de l’assertion (iii) du théorème 4.4.4 (voir aussi [La 2,
2.5]) en prenant un ensemble de générateurs homogènes de A[t].
(ii) En posant
A′ =
⊕
m∈σ∨M
A′mχ
m, avec A′m = H
0(A1
k
,OA1
k
(⌊D|A1
k
(m)⌋)),
pour tout m ∈ σ∨M , nous pouvons écrire A′m = ϕm · k[t], où ϕm est une fonction
rationnelle non nulle satisfaisant
divϕm + ⌊D|A1
k
(m)⌋ = 0.
Si m ∈ ωL alors, à la multiplication d’un scalaire non nul près, ϕm est le même que
dans l’énoncé 5.6.4 (ii).
Par le lemme 5.3.5, nous pouvons étendre ∂ en un système itéré de dérivations
d’ordre supérieur ∂′ sur l’algèbre de monoïde k(t)[M ]. Désignons par ∂′(i) le i-ème
terme de ∂′. Considérons f ∈ A′m pour m ∈ σ∨M et fixons un entier i ∈ Z>0. Montrons
que
∂′(i)(fχm) ∈ A′.
En utilisant l’assertion (ii) du lemme 5.6.4 et la propreté de D, nous pouvons trouver
un vecteur m′ ∈ ωL vérifiant les conditions suivantes. Les vecteurs m,m′ appartiennent
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à un même cône maximal de Λ(D) et le coefficient de divϕm′ + D(m ′) au point ∞
est entier, strictement positif, et strictement plus grand que −div f − ⌊D(m)⌋. Par
conséquent,
div f ϕm′ + ⌊D(m ′ +m)⌋ = div f + ⌊D(m)⌋ + divϕm′ +D(m ′) ≥ 0.
En particulier, ϕm′f appartient à Am+m′ . D’où il s’ensuit que
ϕm′χ
m′∂′(i)(fχm) = ∂(i)(ϕm′fχ
m′+m) ∈ Am′+m+ieχm′+m+ie.
Par hypothèse, nous avons e ∈ ω = σ∨, de sorte que m + ie ∈ σ∨M . Puisque D|A1
k
est linéaire et que D(m′) est entier, nous obtenons les égalités de diviseurs de Weil
rationnels sur A1
k
:
−divϕm′+m+ie = ⌊D|A1
k
(m ′ +m + ie)⌋ = ⌊D|A1
k
(m ′)⌋ + ⌊D|A1
k
(m + ie)⌋.
Donc
ϕm′+m+ie = λϕm′ · ϕm+ie,
pour λ ∈ k⋆. Par conséquent, cela implique
ϕm′χ
m′∂′(i)(fχm) ∈ Am′+m+ieχm′+m+ie ⊂ ϕm′ · ϕm+ie · k[t]χm′+m+ie.
En simplifiant par ϕm′χm
′
, cela donne
∂′(i)(fχm) ∈ ϕm+ie · k[t]χm+ie = A′m+ieχm+ie ⊂ A′.
On conclut que la sous-algèbre A′ est ∂′-stable.
Ensuite, nous montrons que ∂′ est une LFIHD homogène sur A′. Par hypothèse
sur le vecteur m′, nous avons tϕm′χm
′ ∈ A. Ainsi, il existe s ∈ Z>0 tel que pour tout
i ≥ s,
ϕm′χ
m′∂′(i)(t) = ∂(i)(tϕm′χ
m′) = 0.
D’où ∂′ opère de façon localement finie sur la variable t et donc également sur A[t].
Considérons f ∈ A′m et choisissons s′ ∈ Z>0 tel que le faisceau
OP1
k
(⌊D(m+ s′m′)⌋)
est globalement engendré. Ainsi,
ϕs′m′fχ
m+s′m′ ∈ A′m+s′m′ = k[t]⊗k Am+s′m′ ⊂ A[t].
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Puisque ϕs′m′χs
′m′ est dans le noyau de ∂, on conclut que ∂′ agit de façon localement
finie sur fχm. Cela montre que ∂′ est une LFIHD. Le fait que ∂′ est de type horizontal
est facile et la démonstration est laissée au lecteur.
Il reste à montrer que ker ∂ = ker ∂′. Par l’assertion 5.6.2 (i), le noyau ker ∂ est une
algèbre associée à un monoïde ωL′ , où L′ est un sous-réseau de rang maximal. Puisque
ker ∂ ⊂ ker ∂′, nous avons L ⊂ L′ et L′/L est un groupe abélien fini. Posons
ker ∂ =
⊕
m∈ωL
kϕmχ
m et ker ∂′ =
⊕
m∈ωL′
kϕ′mχ
m
comme dans le lemme 5.6.2. En considérant m ∈ L′, on a rm ∈ L pour r ∈ Z>0 et en
utilisant les assertions (i),(ii) du lemme 5.6.4, nous pouvons écrire
λϕrm = ϕ
′
rm = (ϕ
′
m)
r,
où λ ∈ k⋆. Donc ϕ′mχm est entier sur ker ∂. Par normalité de A et puisque ker ∂ est
algébriquement clos dans A, on a ϕ′mχ
m ∈ ker ∂. D’où L′ = L et donc ker ∂ = ker ∂′.
(ii) En remplaçant chaque terme
∂(i) par ϕimχ
im∂(i),
pour m ∈ ωL et ϕm comme dans 5.6.3, nous pouvons supposer que e ∈ ω. En particu-
lier, l’algèbre
Aω =
⊕
m∈ωM
Amχ
m
est ∂-stable. D’après les assertions précédentes (i), (ii) (nous l’appliquons au couple
(Aω, ∂|Aω)), considérons seulement le cas où C = A
1
k
. Soit m ∈ ωM . Puisque pour tout
m′ ∈ ωM , on a
Adm+m′ = Adm · Am′ = ϕdmAm′ ,
l’idéal principal (ϕdmχdm) dans l’anneau Aω est ∂|Aω -stable. Par la proposition 5.3.4 (f),
on a ϕdmχdm ∈ ker ∂ et donc dm ∈ ωL. Ainsi, nous obtenons d ·ωM ⊂ ωL et l’assertion
(iii) suit.
Dans le résultat suivant, nous donnons une caractérisation géométrique des Gm-
surfaces affines horizontales non hyperboliques. Voir [FZ 3, 2.13] et [FZ 2, 3.3, 3.16]
pour le cas où le corps de base est C.
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Corollaire 5.6.6. Supposons que k est un corps parfait. Considérons le cas où N = Z
et σ = Q≥0; de sorte que D est uniquement déterminé par le diviseur de Weil rationnel
D(1). Si l’algèbre graduée A admet une LFIHD homogène de type horizontal alors les
assertions suivantes sont vraies.
(i) Si C = A1
k
alors la partie fractionnaire {D(1)} a au plus un point dans son
support.
(ii) Si C = P1
k
alors {D(1)} a au plus deux points dans son support.
Dans chacun des cas présentés ci-dessus, le support de {D(1)} ne contient que des
points rationnels. En particulier, toute Gm-surface affine horizontale non hyperbolique
sur k est torique.
Démonstration. (i) Tout d’abord, nous supposons que le corps de base k est algé-
briquement clos. Soit d le plus petit entier strictement positif tel que D(d) est un
diviseur entier. En prenant un générateur f ∈ k(t) du A0 module Ad, i.e. Ad = f ·A0,
nous considérons B la fermeture intégrale de l’algèbre A[ d
√
fχ] dans son corps des
fractions. En ajoutant un diviseur principal à D(1), si nécessaire, nous pouvons sup-
poser que f ∈ k[t] est un polynôme. Par l’assertion (iii) du lemme 5.6.5, nous avons
fχd ∈ ker ∂. D’où en utilisant le corollaire 5.3.6, on obtient l’existence d’une LFIHD
∂′ sur B comme extension de ∂ et satisfaisant d
√
fχ ∈ ker ∂′. Écrivons B = A[C ′,D′]
pour un diviseur polyédral propre D′ sur une courbe affine régulière C ′ = SpecB0. En
fait, B0 est la normalisation de k[t, d
√
f ] et est aussi une algèbre de polynôme d’une
variable sur k, voir l’assertion (iii) du lemme 5.6.2. Le fait que B⋆0 = k
⋆ et que B0 est
un anneau factoriel implique que f = (t − z)r, pour z ∈ k et pour r ∈ Z>0. Puisque
div f + d ·D(1) = 0, on conclut que le support de {D(1)} contient au plus z.
Supposons que k n’est pas algébriquement clos et que le support de {D(1)} contient
au moins deux points. En calculant le diviseur polyédral de A ⊗k k¯, on obtient une
contradiction avec l’étape précédente. Cela montre l’assertion (i).
(ii) En multipliant ∂ par un élément homogène de son noyau, nous pouvons sup-
poser que le degré de ∂ est positif. En utilisant l’assertion 5.6.5 (ii), ∂ s’étend en une
LFIHD homogène ∂′ de type horizontal sur la normalisation A′ de l’algèbre A[t]. No-
tons que l’algèbre graduée A′ est donnée par le diviseur polyédral D|A1
k
. En appliquant
l’assertion (i) ci-dessus, pour l’algèbre graduée parabolique A′, la partie fractionnaire
{D|A1
k
(1)} a au plus un point dans son support. Donc le support de {D(1)} a au plus
deux points. Cela donne l’assertion (ii).
Par un argument analogue, on déduit que dans chaque cas le support de {D(1)}
ne contient que des points rationnels (voir la proposition 4.5.10).
Montrons la dernière affirmation. Supposons que A n’est pas elliptique. Puisque
{D(1)} a au plus un point dans son support (et cet éventuel point est rationnel), sans
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perte de généralité, nous pouvons supposer que
D(1) = −e
d
· 0, avec 0 ≤ e < d et p.g.c.d.(e, d) = 1.
Un calcul direct montre que
A =
⊕
b≥0, ad−be≥0
k taχb,
voir par exemple [FZ, 2.4, 3.8] et [Li, 3.21]. L’algèbre A admet une Z2-graduation
faisant de X = SpecA une surface torique. Supposons que A est elliptique. En utilisant
le fait que tout diviseur entier sur P1 de degré 0 est principal, nous pouvons nous réduire
au cas où D est supporté par les points 0 et∞. On conclut par un argument analogue
à [Li, 3.21].
Comme conséquence du corollaire 5.6.6, nous obtenons le point suivant.
Corollaire 5.6.7. Avec les hypothèses de 5.6.3, considérons Aω =
⊕
m∈ωM
Amχ
m
et posons τ = ω∨. Alors Aω ≃ A[C,Dω], comme algèbre M-graduée, où Dω est un
diviseur τ -polyédral propre sur la courbe C vérifiant les assertions suivantes.
(i) Si A n’est pas elliptique alors Dω = (v + τ) · 0, pour v ∈ NQ.
(ii) Si A est elliptique alors Dω = (v + τ) · 0 + ∆′∞ · ∞, pour v ∈ NQ et pour
∆′∞ ∈ Polτ (NQ) satisfaisant v +∆′∞ ( τ .
Démonstration. (i) Nous allons suivre les idées de démonstration de [Li, 3.23]. Notons
que le degré e de ∂ appartient à ω (voir 5.5.1 (ii)). Pour l ∈ ωL, désignons par ∂l la
LFIHD homogène où le i-ème terme est l’application linéaire ϕil∂
(i). La sous-algèbre
A(l+e) =
⊕
r≥0
Ar(l+e)χ
r(l+e)
est ∂l-stable. Puisque la LFIHD homogène ∂l|A(l+e) est de type horizontal, le corollaire
5.6.6 s’applique et {D(l+ e)} est supporté par au plus un point. Par l’assertion (i) du
lemme 5.6.4, pour tous l, l′ ∈ ωL,
−divϕl ′ +D(l + e) = D(l + l ′ + e) = D(l ′ + e)− divϕl
et donc {D(l+ e)} = {D(l′+ e)}. Ainsi, la réunion de tous les supports {D(l+ e)}, où
l parcourt ωL, a au plus un point. Par linéarité de D sur ω et l’assertion (iv) du lemme
5.6.4, après avoir ajouté un diviseur polyédral principal à D, le diviseur polyédral
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associé à Aω a au plus un point dans son support. Cet éventuel point est rationnel.
Cela donne l’assertion (i).
(ii) Tout d’abord, nous pouvons supposer que e ∈ ω. Soit A′ω la normalisation de
Aω[t]. Par le lemme 5.6.5, un élément de degré m ∈ ωM de A′ω est la multiplication
d’une section globale de ⌊D|A1
k
(m)⌋ et d’un caractère χm, et réciproquement. De plus,
∂ s’étend en une LFIHD homogène de type horizontal sur A′ω. Par les arguments ci-
dessus, la réunion de tous les supports de {D|A1
k
(m)}, où m parcourt ωM , a au plus un
point. À nouveau, cet éventuel point est rationnel. Cela nous permet de conclure.
Le théorème suivant donne une première classification des opérations normalisées
du groupe additif de type horizontal pour une classe de variétés toriques affines munies
d’une opération de tore algébrique de complexité 1.
Théorème 5.6.8. Soit D un diviseur σ-polyédral propre sur une courbe régulière C.
Supposons que D vérifie une des conditions suivantes.
(i) Si C est affine alors C = A1
k
= Speck[t ] et D = (v + σ) · 0, pour v ∈ NQ.
(ii) Si C est projective alors C = P1
k
et D = (v + σ) · 0 + ∆∞ · ∞, pour v ∈ NQ et
pour ∆∞ ∈ Polσ(NQ).
Soit d le plus petit entier strictement positif tel que dv ∈ N . Pour tout m ∈ M ,
posons h(m) = 〈m, v〉. Alors il existe une LFIHD homogène ∂ de type horizontal sur
A = A[C,D] avec deg ∂ = e si et seulement si un des énoncés est vrai.
(a) Si cark = p > 0 alors il existe une suite 0 ≤ s1 < s2 < . . . < sr de nombres
entiers telle que pour i = 1, . . . , r nous avons −1/d− h(psie) ∈ Z.
(b) Si cark = 0 alors −1/d− h(e) ∈ Z.
Sous ces dernières conditions, la LFIHD ∂ est de la forme suivante. Posons ζ =
d
√
t. Fixons une LFIHD ∂ζ sur l’algèbre des polynômes k[ζ ] à une variable ζ dont
l’application exponentielle est donnée par
ex∂ζ(ζ) = ζ +
r∑
i=1
λix
psi ,(5.5)
où λ1, . . . λr ∈ k⋆ (resp. avec ∂(1)ζ = λ ddζ , où λ ∈ k⋆) lorsque cark > 0 (resp. cark = 0).
Alors le i-ème terme de ∂ est donné par l’égalité
∂(i)(tlχm) = ζ−dh(m+ie)∂
(i)
ζ (ζ
dh(m)tl)χm+ie,(5.6)
où tlχm ∈ A.
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Démonstration. Supposons que D satisfait la condition (i) et fixons une LFIHD ho-
mogène ∂ de type horizontal sur l’algèbre A et de degré e. Soit B la normalisation de
la sous-algèbre
A
[
ζ−dh(e)χe
] ⊂ k(ζ)[M ].
En considérant la droite affine C ′ = Speck[ζ ] et le diviseur polyédral D′ = (dv+σ) · 0
sur C ′, l’algèbre A[C ′,D′] est précisément B (voir le théorème 4.4.4 ou [La 2, 2.5]).
D’après l’assertion (ii) du lemme 5.5.1, nous avons e ∈ σ∨. Donc A [ζ−dh(e)χe] est
une extension cyclique de l’anneau A. Puisque ϕdeχde ∈ ker ∂, par le corollaire 5.3.6,
∂ s’étend en une LFIHD ∂′ sur l’algèbre B. En utilisant de plus que dv ∈ N , nous
obtenons un isomorphisme d’algèbres M-graduées
ϕ : B → E, ζ lχm 7→ ζdh(m)+lχm,
où E = k[σ∨M ][ζ ]. Considérons ϕ⋆∂
′ la LFIHD homogène de type horizontal sur E
définie par l’égalité
ϕ⋆∂
′(i) = ϕ ◦ ∂′(i) ◦ ϕ−1,
où i ∈ N. L’assertion (iii) du lemme 5.6.5 implique que kerϕ⋆∂′ = k[σ∨M ]. En posant
e = deg ∂, nous déduisons que ϕ⋆∂′ = χe ·∂ζ , pour une LFIHD non triviale ∂ζ sur k[ζ ].
Un calcul facile montre que ∂ = ϕ−1⋆ (ϕ⋆∂
′) satisfait l’égalité (5.6).
Supposons que cark = p > 0 et montrons que la condition (a) est vraie pour le
vecteur e = deg ∂. Par la proposition 5.3.4 (d), l’application exponentielle de ∂ζ est
donnée comme dans (5.5) pour des entiers 0 ≤ s1 < . . . < sr. Si p ne divise pas d alors
considérons l ∈ N − pZ tel que dl ≥ ps1. Notons que tl ∈ A. Par le lemme 5.3.13 et
(5.6), nous obtenons l’égalité
∂(p
s1 )(tl) = λ1dlt
−1/d−h(ps1e)+lχp
s1e.
Puisque ∂(p
s1 )(tl) ∈ A− {0}, il s’ensuit que −1/d− h(ps1e) ∈ Z.
Supposons maintenant que p divise d. Par minimalité de d, il existe m ∈ σ∨M tel
que dh(m) n’est pas divisible par p. En prenant l ∈ N tel que dl ≥ max(ps1,−dh(m)),
nous avons tlχm ∈ A− {0} et donc le lemme 5.3.13 implique
∂(p
s1 )(tlχm) = λ1dh(m)t
−1/d−h(ps1e)+lχm+p
s1e ∈ A− {0}.
D’où dans tous les cas e1 := (ps1e,−1/d− h(ps1e)) ∈ Mˆ , où Mˆ = M × Z.
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Remarquons que
A[C,D] =
⊕
(m,l)∈σˆ∨
Mˆ
kχ(m,l) = k[σˆ∨
Mˆ
],
où χ(m,l) = tlχm et σˆ est le cône engendré par (v, 1) et (σ, 0). Un calcul facile montre
que e1 = (ps1e,−1/d−h(ps1e)) ∈ Rt σˆ, pour le rayon distingué ρ = (dv, d). Donc par le
corollaire 5.4.6, l’algèbre Mˆ -graduée A admet des LFIHD rationnellement homogènes
de degré e1/ps1 provenant de la racine e1. Une d’entre elles est donnée par l’égalité
ex∂1(tlχm) =
∞∑
i=0
(
d(l + h(m))
i
)
λi1t
l−i(1/d+h(ps1e))χm+ip
s1exip
s1
,
où λ1 ∈ k⋆ est le même que dans (5.5). De plus, par le corollaire 5.3.6, nous étendons
∂′1 en une LFIHD homogène, notée ∂
′
1, sur l’algèbre M-graduée B. Supposons que
r ≥ 2. On peut voir ex∂′ et ex∂′1 comme des automorphismes de l’algèbre B[x] en
posant ex∂
′
(x) = ex∂1(x) = x. D’où en utilisant cette convention, il vient
ex∂
′ ◦ (ex∂′1)−1 = exϕ−1⋆ (χe∂ζ,1),
où ∂ζ,1 est la LFIHD sur k[ζ ] définie par
ex∂ζ,1(ζ) = ζ +
r∑
i=2
λix
psi .
Par conséquent, l’application ex∂
′ ◦ (ex∂′1)−1 donne une LFIHD homogène ∂′′1 sur A.
En fait, en remplaçant ∂ζ par ∂ζ,1, la LFIHD ∂′′1 satisfait l’égalité (5.6). À nouveau,
nous déduisons que e2 := (ps2e,−1/d − h(ps2e)) ∈ Mˆ est une racine du cône σˆ. On
conclut que l’assertion (a) est vraie en raisonnant par récurrence.
Si cark = 0 alors la dérivation localement nilpotente ∂(1)ζ sur l’algèbre des poly-
nômes k[ζ ] est λ d
dζ
pour un scalaire λ ∈ k⋆. En utilisant (5.6), nous avons
∂(1)(t) = λdt−1/d−h(e)+1χe ∈ A− {0}
et donc l’assertion (b) est vérifiée.
Montrons que l’assertion (a) ou (b) est vraie dans la situation où D vérifie (ii) et
A admet une LFIHD homogène de type horizontal avec e = deg ∂. Supposons que
la caractéristique du corps k est arbitraire. Soit A′ la normalisation de A[t] dans son
corps des fractions FracA. En utilisant l’assertion (iii) du lemme 5.6.5, on a
d ·M = h−1(Z) ⊂ L,
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où L est le sous-réseau de M engendré par les poids de ker ∂. Donc en remplaçant
∂ par ϕm · ∂, pour m ∈ σ∨d·M , nous pouvons supposer que e ∈ σ∨ (voir les notations
de 5.6.3). Plus précisément, remplacer e par e +m, pour m ∈ σ∨d·M ne change pas les
assertions (a) et (b). Avec ces nouvelles hypothèses, à nouveau par le lemme 5.6.5, on
peut étendre ∂ en une LFIHD homogène ∂¯ de type horizontal sur l’algèbre A′. Par
l’argument précédent (le cas où C = A1
k
) appliqué au couple (A′, ∂¯), nous obtenons
(a) si cark > 0 et (b) sinon.
Il reste à montrer que si un vecteur entier e satisfait les conditions (a) et (b) alors
nous pouvons construire une LFIHD homogène de type horizontal sur A = A[C,D] et
de degré e comme dans (5.6). Supposons que cark > 0 et posons ei = (psie,−1/d −
h(psie)). Par l’assertion (a), nous avons ei ∈ Rt σˆ et nous pouvons considérer les
LFIHD rationnellement homogènes ∂e1,s1, . . . , ∂er ,sr sur l’algèbre de monoïde k[σˆ
∨
Mˆ
]
(voir l’exemple 5.4.2). En utilisant l’isomorphisme ϕ et en considérant chaque ex∂ei,si
comme un automorphisme de l’anneau A[x], un calcul montre que la composition
ex∂e1,s1 ◦ ex∂e2,s2 ◦ . . . ◦ ex∂er,sr
définit une LFIHD comme dans (5.6). Pour le cas de cark = 0, nous utilisant un
argument analogue (voir également [Li, 3.20, 3.21]). Cela termine la démonstration du
théorème 5.6.8.
Dans l’assertion suivante, nous étudions comment change la présentation d’Altmann-
Hausen après un revêtement cyclique.
Lemme 5.6.9. Posons A = A[C,D], où C est une courbe régulière sur k avec corps
des fonctions rationnelles K0 et D =
∑
z∈C ∆z · z est un diviseur σ-polyédral propre.
Considérons la normalisation A′ de l’extension cyclique A[sχe], où e ∈ σ∨M , sd ∈ Ade
et d ∈ Z>0. Supposons que k est algébriquement clos dans A′. Alors A′ = A[C ′,D′] où
C ′ et D′ sont définis par les points suivants.
(i) Le corps K0[s] est un corps de fonctions algébriques d’une variable sur k. Si A
est elliptique alors A′ l’est aussi et C ′ est la courbe projective régulière sur k
associée au corps de fonctions algébriques K0[s].
(ii) Si A n’est pas elliptique alors A′ l’est aussi et C ′ = SpecA′0, où A
′
0 est la nor-
malisation de A0 dans K0[s].
(iii) Dans tous les cas, D′ =
∑
z∈C ∆z · π⋆(z), où π : C ′ → C est la projection
naturelle.
Démonstration. Notons K = FracA. Par définition, A′ est la clôture intégrale de A
dans K[sχe] = K[s]. L’algèbre A′ est M-graduée, normale, et de type fini sur k (voir
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le théorème 2 de [Bou, V3.2]). On a K[s]T = K0(s) de sorte que X ′ = SpecA′ est
une T-variété de complexité un. Par ailleurs, l’inclusion A[sχe] ⊂ K0(s)[σ∨M ] implique
A′ ⊂ K0(s)[σ∨M ] et σ∨ est le cône des poids de A′. Par hypothèse, k est algébriquement
clos dans
FracA′ = K [s ] = FracK0[s ][M ]
et donc par les théorèmes 4.4.4 (ii) et 4.5.6 (i), il existe une courbe régulière C ′ sur
k et un unique diviseur σ-polyédral propre D′ sur C ′ tels que A′ = A[C ′,D′], où C ′
vérifie (i) ou (ii).
Il reste à montrer (iii). Notons π : C ′ → C la projection 7 provenant de l’inclusion
k(C) ⊂ k(C ′). Ecrivons pour z ∈ C,
π⋆(z) =
∑
z′∈C′
az′ · z′ et D′ =
∑
z ′∈C ′
∆′z ′ · z ′.
Soient f1χm1 , . . . , frχmr ∈ A des éléments homogènes de degrés respectifs m1, . . . , mr
tels que
A = k[C][f1χ
m1 , . . . , frχ
mr ].
Alors A′ est la normalisation de l’algèbre
k[C ′][π⋆(f1)χ
m1 , . . . , π⋆(fr)χ
mr , sχe].
Par les théorèmes 4.4.4 (iii) et 4.5.6 (iii), pour tout z′ ∈ C ′ dans le support de π⋆(z),
on obtient
∆′z′ = {v ∈ NQ | 〈mi, v〉 ≥ −ordz ′,C ′(π⋆(fi)), i = 1, . . . , r , 〈de, v〉 ≥ −ordz ′,C ′(π⋆(sd))}.
Puisque pour tout f ∈ k(C)⋆,
divC ′(π
⋆(f )) =
∑
z∈C
ordz ,C f · π⋆(z ),
pour tout z′ ∈ C ′ dans le support de π⋆(z), on a
ordz ′,C ′(π
⋆(fi)) = az ′ · ordz ,C (fi) et ordz ′,C ′(π⋆(sd)) = az ′ · ordz ,C (sd),
de sorte que ∆′z′ = az′ ·∆z. Cela montre l’égalité D′ =
∑
z∈C ∆z · π⋆(z) et termine la
preuve.
7. On remarque que le morphisme pi est surjectif puisque pi est dominant et fini.
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La remarque suivante sera utilisée dans la démonstration du lemme 5.6.11.
Remarque 5.6.10. Supposons que k est un corps parfait et soit r ∈ Z>0. Alors l’appli-
cation de Frobenius itéré F : k → k, λ 7→ λpr est un automorphisme de corps. Soit t
une variable sur k et notons x = tp
r
. Étudions la ramification de l’extension algébrique
k(t)/k(x). Pour cela, choisissons un polynôme irréductible P (x) ∈ k[x]. Alors, on a
P (x) = P (tp
r
) = (F ⋆(P )(t))p
r
,
où F ⋆(P ) =
∑
F−1(ai)T
i, l’élément ai ∈ k correspond au i-ème coefficient de P .
On note que F ⋆(P )(t) est irréductible dans k[t]. Soient C,C ′ les courbes projectives
régulières sur k associées respectivement à k(t), k(x). On a C ≃ P1
k
≃ C ′. L’inclusion
k(x) ⊂ k(t) induit un morphisme fini purement inséparable π : C ′ → C. Par le calcul
précédent, pour tout z ∈ C, on a l’égalité 8 de diviseurs de Weil, π⋆z = pr · z′, où
z′ ∈ C est dans la fibre schématique de z ∈ C.
Lemme 5.6.11. Supposons que k est parfait. Soit D un diviseur σ-polyédral propre sur
C = A1
k
ou sur C = P1
k
. Supposons qu’il existe un cône maximal ω du quasi-éventail
Λ(D) ou de Λ(D|A1
k
), respectivement selon les cas non elliptique et elliptique, tel que
pour tout z ∈ C différent de 0,∞, hz|ω = 0. Soit ∂ la LFIHD de degré e sur l’algèbre
A[C,Dω] donnée par la formule (5.6) (voir les notations de 5.6.7). Considérons p
l’exposant caractéristique de k. Alors ∂ s’étend en une LFIHD sur A = A[C,D] si et
seulement si pour tout m ∈ σ∨M tel que m + ps1e ∈ σ∨M , les assertions suivantes sont
vraies.
(i) Si hz(m+ ps1e) 6= 0 alors ⌊pkhz(m+ ps1e)⌋ − ⌊pkhz(m)⌋ ≥ 1, ∀z ∈ C, z 6= 0,∞.
(ii) Si h0(m+ ps1e) 6= h(m+ ps1e) alors ⌊dh0(m+ ps1e)⌋− ⌊dh0(m)⌋ ≥ 1− dh(ps1e).
(iii) Si C = P1
k
alors ⌊dh∞(m+ ps1e)⌋ − ⌊dh∞(m)⌋ ≥ −1− dh(ps1e).
Ici h est l’extension linéaire de h0|ω, d est le plus petit entier strictement positif tel
que dh est entière et d = lpk, avec p.g.c.d.(l , p) = 1.
Démonstration. Nous allons adapter à notre contexte les arguments de démonstration
de [Li, 3.26]. En considérant m ∈ σ∨M , nous pouvons écrire h(m) = 〈m, v〉, pour un
v ∈ NQ. Puisque chaque hz est concave, hz(m) ≤ 0, ∀z ∈ C − {0,∞}, et évidemment
h0(m) ≤ h(m). En posant
AM =
⊕
m∈M
ϕmk[t]χ
m,
8. La vérification de cette égalité pour la place à l’infini est laissée au lecteur.
139
où ϕm = t−⌊h(m)⌋ et en localisant par des éléments homogènes du noyau ker ∂, par le
lemme 5.3.5, ∂ s’étend en une LFIHD homogène sur l’algèbre AM ; à nouveau, nous
désignons par ∂ son extension. Ainsi ∂ s’étend en une LFIHD sur A si et seulement si
l’extension ∂ sur AM stabilise A.
Nous commençons par montrer que ∂ stabilise A dans des cas particuliers.
Cas h = 0. Dans ce cas, nous avons d = 1, L = M et par le théorème 5.6.8,
∂ = χe∂t, pour une LFIHD ∂t sur k[t]. Nous supposons maintenant cark = p > 0.
Pour le cas de la caractéristique zéro le lecteur peut consulter l’argument de [Li, 3.26] ;
la démonstration est vraie mutandis mutatis.
La LFIHD ∂t est donc déterminée par une suite 0 ≤ s1 < . . . < sr de nombres
entiers (voir 5.3.4(d)). De plus, par le paragraphe d’avant, pour tout z ∈ A1
k
, hz ≤ 0 et
h∞ ≥ 0 pour le cas elliptique. En fixant m ∈ σ∨M tel que m+ ps1e ∈ σ∨M , les conditions
de notre lemme deviennent
(i’) Si hz(m+ ps1e) 6= 0 alors ⌊hz(m+ ps1e)⌋ − ⌊hz(m)⌋ ≥ 1, ∀z ∈ A1k.
(iii’) Si C = P1
k
alors ⌊h∞(m+ ps1e)⌋ − ⌊h∞(m)⌋ ≥ −1.
Sous les hypothèses précédentes,
Am = H
0(C,OC(⌊D(m)⌋)) ⊂ k[t]
et ∂ stabilise A si et seulement si
f(t) ∈ Am ⇒ ∂(i)t (f(t)) ∈ Am+ie, ∀m ∈ σ∨M , ∀i ∈ N,
ou de manière équivalente,
div f + ⌊D(m)⌋ ≥ 0⇒ div ∂(i)t (f ) + ⌊D(m + ie)⌋ ≥ 0, ∀m ∈ σ∨M , ∀i ∈ N.
ou encore ∀m ∈ σ∨M , ∀i ∈ N, ∀z ∈ C ,
ordz f + ⌊hz (m)⌋ ≥ 0⇒ ordz ∂(i)t (f ) + ⌊hz (m + ie)⌋ ≥ 0.(5.7)
Montrons que (i′) ⇒ (5.7). Si hz(m + ps1e) 6= 0 avec m ∈ σ∨M tel que m + ps1e ∈ σ∨M
alors on voit facilement que hz(m) 6= 0, de sorte que f ∈ (t− z)k[t].
Soit i ∈ N. Si ∂(i)t (f) = 0 alors ∂(i)t (f) ∈ Am+ie. Sinon, ∂(i)t (f) 6= 0 et donc
m+ ie ∈ σ∨. Par conséquent, il existe i1, . . . , ir ∈ N tels que
i1p
s1 + . . .+ irp
sr = i, i1 + . . .+ ir ≤ ordz f ,
ordz ∂
(i)
t (f ) = ordz (f )− (i1 + . . .+ ir) ≥ 0
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(voir l’argument de la démonstration du lemme 5.3.13). En posant i = lps1 pour l ∈ N,
nous avons l ≥ i1 + . . .+ ir. D’où il s’ensuit que
ordz∂
(i)(f ) + ⌊hz (m + ie)⌋ ≥ ordz (f ) + ⌊hz (m)⌋+ (⌊hz (m + lps1e)⌋ − ⌊hz (m)⌋ − l).
Par convexité de σ∨ pour 1 ≤ j ≤ l, on a m+ jps1e ∈ σ∨. Si hz(m+ ie) = 0 alors (5.7)
est vérifiée. Sinon hz(m+ ie) 6= 0 et en utilisant les inégalités précédentes, l’assertion
(i′), et puisque ordz f + ⌊hz (m)⌋ ≥ 0, on obtient
ordz∂
(i)(f ) + ⌊hz (m + ie)⌋ ≥ ordz (f ) + ⌊hz (m)⌋+
r∑
j=1
(⌊hz(m+ (l − j)ps1e+ ps1e)⌋ − ⌊hz(m+ (l − j)ps1e)⌋ − 1) ≥ 0
Cela donne (i′)⇒ (5.7).
Montrons maintenant la réciproque dans le cas où C est affine. Nous supposons
que Λ(D) a moins deux éléments maximaux. Soit ω0 ∈ Λ(D) un élément maximal
distinct de ω. Alors il existe un vecteur entier m ∈ relintω0 tel que hz(m) ∈ Z et
∂(lp
s1 )(ϕm) 6= 0, pour l ∈ N. Notons qu’ici le noyau est ker ∂ =
⊕
m∈ωM
kϕmχ
m . En
prenant s > 0 suffisamment grand, par le lemme 5.3.13 et par le théorème de Lucas 9,
nous avons
∂(lp
s1 )(ϕp
s+1
m ) 6= 0.
D’où nous pouvons supposer que −hz(m) ≥ lps1. Ainsi, à nouveau par 5.3.13,
ordz∂
(lps1 )
t (ϕm) = −hz (m)− l .
Par (5.7), il vient
⌊hz(m+ lps1e)⌋ − hz(m)− l ≥ 0.(5.8)
En notant h¯z l’extension linéaire de hz|ω0, nous obtenons
⌊hz(m+ lps1e)⌋ = ⌊hz(m) + lh¯z(ps1e)⌋ = hz(m) + ⌊lh¯z(ps1e)⌋(5.9)
9. On suppose que p est un nombre premier. Soient a, b des nombres entiers naturels de develop-
pements p-adiques a =
∑r
i=0
aip
i et b =
∑r
i=0
bip
i. Notons que ar ou br peuvent être éventuellement
nuls. Alors le théorème de Lucas affirme que l’on a la congruence
(
a
b
) ≡∏r
i=1
(
ai
bi
)
(mod p). En parti-
culier,
(
a
b
) ≡ 0 (mod p) si et seulement si il existe i ∈ {1, . . . , r} tel que bi > ai.
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D’où (5.8) et (5.9) donnent
lh¯z(p
s1e) ≥ ⌊lh¯z(ps1e)⌋ ≥ l
et donc h¯z(ps1e) ≥ 1. Soit m ∈ σ∨M arbitraire. Alors,
⌊hz(m+ ps1e)⌋ ≥ ⌊hz(m)⌋ + ⌊h¯z(ps1e)⌋ ≥ ⌊hz(m)⌋+ 1.
On conclut que (i′) est vraie lorsque que C est affine et lorsque Λ(D) a au moins
deux éléments maximaux. Si ω est l’unique élément maximal de Λ(D) alors pour tout
z ∈ C, hz est identiquement nulle et (i′) est trivialement vérifiée. Par conséquent, (i′)
est équivalente à (5.7) dans le cas où C est affine.
Supposons que C est projective. Alors pour tout z ∈ C et pour tout m ∈ σ∨M tel
que Am 6= 0, on peut trouver ϕm,z ∈ Am satisfaisant ordz (ϕm,z ) + ⌊hz (m)⌋ = 0. En
remplaçant ϕm par ϕm,z dans l’argument ci-dessus et en utilisant le lemme 5.3.14 pour
z =∞, nous obtenons l’équivalence entre (5.7) et (i′), (iii′).
Cas h entière. Nous supposons que la caractéristique de k est arbitraire. Dans
ce nouveau cas, nous avons d = 1. En remplaçant le diviseur polyédral D par D′ =
D + (−v + σ) · 0 si C est affine, et D par D′ = D + (−v + σ) · 0 + (v + σ) · ∞
si C est projective, nous revenons à l’étape précédente. En utilisant l’isomorphisme
A ≃ A[C ′,D′], l’algèbre A est ∂-stable si et seulement si les assertions (i′), (iii′) sont
vraies pour le diviseur polyédral D′. Un calcul facile montre que cela est équivalent à
ce que D satisfait (i), (ii), (iii) pour d = 1 et k = 0.
Cas général. Nous pouvons supposer que la fonction h n’est pas entière, i.e., d > 1.
Nous considérons la normalisation de B de
A[ζ−dh(w)χw] ⊂ k(ζ)[M ],
où ζ = d
√
t, et où w ∈ relintωM satisfait p.g.c.d.(dh(w), d) = 1, de sorte que B est une
extension cyclique de A. Notons que B est naturellement M-graduée. Nous obtenons
que
K ′0 =
{a
b
| a, b ∈ Bm, m ∈M, b 6= 0
}
= k(ζ).
En particulier, k est algébriquement clos dans B. Ainsi, nous pouvons écrire B =
A[C ′,D′] avec C ′ ≃ P1
k
si A est elliptique et C ′ ≃ A1
k
dans le cas contraire. Notons
d = pkl avec k, l ∈ N et p.g.c.d.(l , p) = 1. Si π : C ′ → C est le morphisme induit par
l’inclusion
K0 = k(t) ⊂ k(ζ) = K ′0,
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alors par la remarque 5.6.10 (qui utilise l’hypothèse de perfection sur le corps k),
l’exercice 3.8 dans [St, Section 3.12], et le lemme 5.6.9, on obtient
D′ = d ·∆0 · 0 +
∑
z′∈C′−{0}
pk ·∆z′ · z′ si C = A1k,
et
D′ = d ·∆0 · 0 + d ·∆∞ · ∞+
∑
z′∈C′−{0,∞}
pk ·∆z′ · z′ si C = P1k.
Donc h′0 = dh0, h
′
∞ = dh∞, et h
′
z′ = p
khz, avec π(z′) = z et h′z′ est la fonction de
support de D′ au point z′ ∈ C ′. De plus, h′0|ω est entière et B satisfait les conditions
du cas précédent. Notons
B′M =
⊕
m∈M
ϕ′m k[ζ ]χ
m, avec ϕ′m = ζ
−dh(m).
Puisque AM ⊂ BM est cyclique, par le lemme 5.3.6, la LFIHD ∂ sur AM s’étend en
une LFIHD sur BM , notée encore ∂. De plus, A est ∂-stable si et seulement si B est
∂-stable (voir les arguments de démonstration de [Li, 3.26]). Par le cas précédent, B
est ∂-stable si et seulement si, pour tout m ∈ σ∨M tel que m+ps1e ∈ σ∨M , les conditions
suivantes sont vraies.
(i”) Si h′z′(m+ p
s1e) 6= 0 alors ⌊h′z′(m+ ps1e)⌋ − ⌊h′z′(m)⌋ ≥ 1, ∀z′ ∈ C ′ − {0,∞}.
(ii”) Si h′0(m+ p
s1e) 6= h′(m+ ps1e), alors ⌊h′0(m+ ps1e)⌋ − ⌊h′0(m)⌋ ≥ 1 + h′(ps1e).
(iii”) Si C = P1
k
alors ⌊h′∞(m+ ps1e)⌋ − ⌊h′∞(m)⌋ ≥ −1− h′(ps1e).
En remplaçant, dans (i′′)−(iii′′), h′ par dh, h′0 par dh0, h′∞ par dh∞ et h′z′ par pkhz, cela
montre que A est ∂-stable si et seulement si (i)− (iii) est vraie. D’où le résultat.
Le théorème suivant donne une classification des T-variétés affines horizontales de
complexité 1 sur un corps parfait. Ce théorème est une conséquence immédiate des
résultats précédents de cette section.
Théorème 5.6.12. Supposons que le corps de base k est parfait. Considérons p l’expo-
sant caractéristique de k. Soit D un diviseur σ-polyédral propre sur une courbe régulière
C et posons A = A[C,D]. Soient ω ⊂MQ un cône et e ∈M . Alors il existe une LFIHD
homogène de type horizontal sur A avec deg ∂ = e et avec ω comme cône des poids de
ker ∂ si et seulement si les conditions conditions (i)− (iv) sont satisfaites.
(i) C = A1
k
ou C = P1
k
.
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(i’) Si C = A1
k
alors ω est un cône maximal dans le quasi-éventail Λ(D), et il existe
un point rationnel z0 ∈ C tel que hz|ω est entier ∀z ∈ C, z 6= z0.
(i”) Si C = P1
k
alors il existe un point rationnel z∞ tel que (i′) est vraie pour C0 :=
P1
k
− {z∞}.
Sans perte de généralité, on peut supposer que z0 = 0, z∞ = ∞, et hz|ω = 0 ∀z ∈
C, z 6= 0, z 6= ∞. Soit h l’extension linéaire de h0|ω, d > 0 le plus petit entier tel que
dh est entière et d = lpk, avec p.g.c.d.(l , p) = 1.
(ii) Il existe s1 ∈ N tel que −1/d− h(ps1e) ∈ Z.
Pour tout m ∈ σ∨M tel que m+ ps1e ∈ σ∨M , les assertions suivantes sont vraies.
(iii) Si hz(m+ ps1e) 6= 0 alors ⌊pkhz(m+ ps1e)⌋ − ⌊pkhz(m)⌋ ≥ 1, ∀z ∈ C, z 6= 0,∞.
(iv) Si h0(m+ ps1e) 6= h(m+ ps1e) alors ⌊dh0(m+ ps1e)⌋− ⌊dh0(m)⌋ ≥ 1− dh(ps1e).
(v) Si C = P1
k
alors ⌊dh∞(m+ ps1e)⌋ − ⌊dh∞(m)⌋ ≥ −1− dh(ps1e).
Plus précisément, toute LFIHD homogène ∂ de type horizontal sur A avec e, ω satis-
faisant (i)− (iv) est donnée par la formule (5.6) du théorème 5.6.8; si cark > 0 alors
∂ est décrite par une suite d’entiers 0 ≤ s1 < s2 < . . . < sr, où chaque −1/d− h(psie)
est entier. De plus,
ker ∂ =
⊕
m∈ωL
kϕmχ
m ,
où L = h−1(Z) et ϕm ∈ Am satisfait la relation
divϕm +D(m) = 0 si C = A
1
k
ou (divϕm)|C0 +D(m)|C0 = 0 si C = P
1
k
.
Dans la suite, nous réécrivons les résultats du théorème 5.6.12 dans le langage des
diviseurs polyédraux coloriés (voir [AL, Section 1]). La lettre C désigne indifféremment
les courbes A1
k
ou P1
k
.
Définition 5.6.13. Un diviseur σ-polyédral colorié sur C est une collection D˜ =
{D, vz | z ∈ C} si C = A1k et D˜ = {D, z∞, vz | z ∈ C − {z∞}} si C = P1k, satisfaisant
les conditions suivantes.
(1) D =
∑
z∈C ∆z · z est un diviseur σ-polyédral propre sur C, z∞ ∈ C est un point
rationnel et vz est un sommet de ∆z. Posons C ′ = C si C = A1k et C
′ = C−{z∞}
si C = P1
k
.
(2) vdeg :=
∑
z∈C′[κz : k] · vz est un sommet de degD|C ′.
(3) vz ∈ N sauf pour au plus un point rationnel z0 ∈ C.
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Nous disons que D˜ est un coloriage de D . Le point z0 est appelé le point base (ou le
point marqué), z∞ est le point à l’infini si C = P1k et vz est une couleur du polyèdre
∆z.
5.6.14. Soit D˜ un diviseur σ-polyédral colorié. Alors il est possible de construire le
cône ω de l’énoncé 5.6.12 à partir de D˜. En effet, le dual ω∨ de ω peut être défini
comme le cône polyédral de NQ engendré par degD|C ′ − vdeg. Nous désignons par Mˆ
et Nˆ les réseaux respectifs M × Z et N × Z. Notons ω˜∨ ⊂ NˆQ le cône engendré par
(ω∨, 0) et (vz0 , 1) si C = A
1
k
et par (ω∨, 0), (vz0 , 1) et (∆z∞ + vdeg − vz0 + ω∨,−1) si
C = P1
k
. Désignons aussi par d le plus petit entier strictement positif tel que dvz0 ∈ N .
Le cône ω∨ est dit associé au diviseur σ-polyédral colorié D˜.
Nous introduisons maintenant la notion d’assemblage cohérent. Voir [AL, 1.9] pour
le cas classique.
Définition 5.6.15. Un quadruplet (D˜, e, s, λ), où D˜ est un diviseur σ-polyédral co-
lorié, e ∈ M , s est une suite 0 ≤ s1 < s2 < . . . < sr de nombres entiers et λ est une
suite (λ1, . . . , λr) de k⋆, est appelé un assemblage cohérent si les conditions suivantes
sont satisfaites.
(A) Notons p l’exposant caractéristique de k. Pour tout i = 1, . . . , r, il existe ui ∈ Z
tel que e˜i = (psie, ui) ∈ Mˆ est une racine de Demazure du cône ω˜∨ avec rayon
distingué ρ˜ = (d · vz0 , d). En particulier ui = −1/d− 〈psie, vz0〉.
(B) pk〈ps1e, v〉 ≥ 1 + pk〈ps1e, vz〉, pour tout z ∈ C ′ − {z0} et pour tout sommet v
non colorié du polyèdre ∆z, où d = lpk avec p.g.c.d.(l , p) = 1.
(C0) d〈ps1e, v〉 ≥ 1 + d〈ps1e, vz0〉, pour tout sommet v 6= vz0 du polyèdre ∆z0 .
(C∞) Si C = P1k alors d〈ps1e, v〉 ≥ −1 − d〈ps1e, vdeg〉, pour tout sommet v ∈ ∆z∞.
Le théorème suivant donne une classification des LFIHD homogènes de type hori-
zontal sur A[C,D] en termes d’assemblages cohérents. Ce résultat est une conséquence
immédiate du théorème 5.6.12.
Théorème 5.6.16. Soit D un diviseur σ-polyédral propre sur C = A1
k
ou C = P1
k
.
Alors l’ensemble des LFIHD homogènes de type horizontal sur l’algèbre A[C,D] est en
bijection avec l’ensemble des assemblages cohérents (D˜, e, s, λ) où D˜ est un coloriage
de D. La LFIHD associée à (D˜, e, s, λ) a degré e et vérifie la formule (5.6) du théorème
5.6.8. De plus,
ker ∂ =
⊕
m∈ωL
kϕmχ
m ,
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où L = {m ∈ M | 〈m, vz0〉 ∈ Z}, ω∨ est le cône associé à D˜ et ϕm satisfait les
conditions du théorème 5.6.12.
Donnons un exemple d’une LFIHD homogène de type horizontal.
Exemple 5.6.17. Supposons que k est un corps parfait. On considère le diviseur σ-
polyédral propre D = ∆0 · 0 + ∆1 · 1 + ∆∞ · ∞ sur la droite projective P1k dont les
coefficients non triviaux sont donnés par
∆0 =
(
1
2
, 0
)
+ σ, ∆1 =
[
(0, 0) ,
(
−1
2
,
1
2
)]
+ σ, ∆∞ =
(
1
2
, 0
)
+ σ,
où σ = Q2≥0. Considérons les fractions rationnelles
t1 =
t− 1
t
χ(2,0), t2 = χ
(0,1), t3 = χ
(1,1), t4 =
(t− 1)2
t
χ(2,0).
En calculant un ensemble de générateurs homogènes, on vérifie que A = A[P1
k
,D] =
k[t1, t2, t3, t4]. Les éléments t1, t2, t3, t4 satisfont la relation irréductible
t1t
2
2t4 + t
2
1t
2
2 − t23t4 = 0.
Ainsi, on obtient un isomorphisme d’algèbres
A ≃ k[x1, x2, x3, x4]
(x1x22x4 + x
2
1x
2
2 − x23x4)
,
envoyant ti sur la classe de xi, où x1, x2, x3, x4 sont des variables indépendantes sur k.
Donnons un exemple de LFIHD homogène de type horizontal sur A = A[P1
k
,D]. Tout
d’abord, on remarque que
D˜ =
{
D, z∞ =∞, v0 =
(
1
2
, 0
)
, v1 = (0, 0)
}
est une coloration de D. En effet, en posant C ′ = P1 − {∞}, le vecteur vdeg =
(
1
2
, 0
)
est un sommet de
degD|C ′ =
[(
1
2
, 0
)
,
(
0,
1
2
)]
.
Le cône ω∨ ⊂ Q2 engendré par degD|C ′ − vdeg est Q≥0(−1, 1) +Q≥(1, 0), de sorte que
ω = Q≥0(1, 1)+Q≥0(0, 1) est un élément maximal du quasi-éventail Λ(D|C′). De plus,
L = {m ∈ Z2 | 〈m, v0〉 ∈ Z} = {(2m1, m2) |m1, m2 ∈ Z}.
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Donc pour tout assemblage cohérent associé à la coloration D˜, le noyau de la LFIHD
correspondante est égal à ⊕
m2−2m1≥0,m1≥0
k t−m1χ(2m1,m2).
On observe aussi que
ω˜∨ = Q≥0(−1, 1, 0) +Q≥0(1, 0, 0) +Q≥0(−1, 0, 2) +Q≥0(−1, 1, 1) +Q≥0(1, 0, 1).
Supposons que la caractéristique du corps k est 3. Posons e = (1, 2). Alors e˜ = (3e, 1)
est une racine de ω˜∨ de rayon distingué ρ˜ = (dv0, d) = (−1, 0, 2). Considérons l’assem-
blage cohérent (D˜, e = (1, 2), s = 1, λ = 1) et soit ∂ la LFIHD associée. Rappelons que
si trχm ∈ A, m = (m1, m2) et si e˜ = (pse, u) alors
ex∂(trχm) =
∞∑
i=0
(
d(〈m, v0〉+ r)
i
)
χm+ip
setr+iuxip
s
.
Ici, on a d = 2, p = 3, s = 1, u = 1, et donc
ex∂(trχm) =
∞∑
i=0
(
m1 + 2r
i
)
χ(m1+3i,m2+6i)tr+ix3i.
En remarquant que
η := (t1 + t4)t
2
2 + t
2
3 = tχ
(2,2),
dans les coordonnées t1, t2, t3, t4, nous avons
ex∂(t1) = t1 − t2t33η x3 + t42t43η2x6, ex∂(t2) = t2,
ex∂(t3) = t3 + t
3
2t
2
3η x
3,
ex∂(t4) = t4 + (t
2 − t)χ(5,6)x3 + t2χ(8,12)x6 + t4χ(11,18)x9 + t5χ(14,24)x12
= t4 + (t2t3η
2 − t2t33η)x3 + t42t43η2x6 + t72t33η4x9 + t102 t43η5x12.
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