This article introduces a quantile penalized regression technique for variable selection and estimation of conditional quantiles of counts in sparse high-dimensional models. The direct estimation and variable selection of the quantile regression is not feasible due to the discreteness of the count data and nondifferentiability of the objective function, therefore, some smoothness must be artificially imposed on the problem. To achieve the necessary smoothness, we use the Jittering process by adding a uniformly distributed noise to the response count variable. The proposed method is compared with the existing penalized regression methods in terms of prediction accuracy and variable selection. We compare the proposed approach in zeroinflated count data regression models and in the presence of outliers. The performance and implementation of the proposed method are illustrated by detailed simulation studies and real data applications.
I. INTRODUCTION
High-dimensional data are frequently collected in a large variety of research areas such as genomics, functional magnetic resonance imaging, tomography, economics and finance. Analysis of such type of data poses many challenges for statisticians and calls for new statistical techniques. Variable selection is, therefore, an essential tool for the study of important predictors from a huge mass of predictors in order to produce a sparse model with better prediction accuracy. Regularized regression techniques are important variable selection techniques based on the idea of penalized objective function that perform variable selection and coefficient estimation simultaneously.
There is a wide variety of literature on the penalized regression techniques. One of these techniques is the ridge regression proposed by Hoerl and Kennard [1] that minimizes the squared error loss with quadratic penalty. The ridge regression possesses better prediction accuracy by providing The associate editor coordinating the review of this manuscript and approving it for publication was Stavros Souravlas . bias-variance trade-off, but cannot produce a parsimonious model as it includes all the predictors in the model. Frank and Friedman [2] introduce L q penalty that results in the bridge regression. Least Absolute shrinkage and selection operator (Lasso) explored by Tibshirani [3] sets some of the coefficient estimates to zero and produce a sparse model. The widely used non-concave smoothly clipped absolute deviation (SCAD) penalty function proposed by Fan and Li [4] satisfies the oracle property (i.e. performs as if the true model is known in advance). The penalized techniques based on the SCAD penalty are assumed to be less biased as compared to Lasso (Wang et al. [5] ). Zou and Hastie [6] introduced another technique, i.e. Elastic net (Enet) which combines both the ridge and Lasso penalties. Some other penalization techniques include Least Angle regression (LARS) proposed by Efron et al. [7] , Adaptive Lasso by Zou [8] , Wahid et al. [9] and many more.
However, these methods are non-robust as they are mostly based on least squares. Although, the method of least squares is the pioneer in the study of model fitting with best properties like linearity, unbiasedness and efficiency, it, however, VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ is not robust to outliers and leverage points. Furthermore, least square predicts the impact of the covariates only on the conditional mean of the response. On the other hand, quantile regression proposed by Koenker and Bassett [10] is a good alternative to least squares in the presence of outliers, which estimates the conditional quantile of the response given the predictors, therefore, resulting in a comprehensive representation of the data. Moreover, in case of heterogeneous data the least square regression leads to biased estimates of the standard errors. Quantile regression is thus an essential approach for the extensive analysis of heterogeneous data sets [11] . The use of variable selection and parameters estimation in quantile regression is also of great importance in case of high dimensional data. It produces a sparse model that is easily interpretable, efficient and robust to outliers. The idea of penalized quantile regression was first introduced by Koenker [12] . The study included mixed-effect quantile regression model subject to lasso penalty. Wang et al. [13] suggested LAD-Lasso by applying Lasso penalty to Least Absolute deviation regression which perform variable selection and is robust to outliers. Wu and Liu [14] applied the Adaptive Lasso and SCAD penalties to quantile loss for variable selection.
Quantile regression and the variants are applicable to a continuous response variable. However, Rahman and Vossmeyer [15] extended the study of Quantile regression to binary longitudinal data for the adjustment of numerous types of heterogeneity. On the contrary, Machado and Silva [16] introduced Quantile Count regression for the analysis of count outcomes. Poisson regression, negative binomial, zero inflated Poisson and negative binomial models are extensively used for modeling count data, they, however, follow strict assumptions (i.e. homogeneity and independence) which are rarely satisfied by real data. For variable selection, Hossain and Ahmed [17] studied the performance of Lasso, adaptive Lasso and SCAD penalties in Poisson regression model for both low and high dimensional data. Since these are non-robust procedures, therefore, there is still the need of further studies on the implementation of penalized techniques for modeling count data. Here we will study the quantile regression of Machado and Silva [16] for count data with the SCAD penalty for variable selection, parameters estimation and as a remedy for a heavy-tailed distribution or outliers in the response.
The paper is organized as follows: In Section 2, we briefly review the quantile regression methodology for count data. In Section 3, we describe the proposed method and selection of regularization parameters. Section 4 presents the results of simulation studies regarding related methods. Section 5 evaluates the proposed method by application to three real datasets, and the conclusion follow in Section 6.
II. QUANTILE REGRESSION FOR COUNT DATA
The quantile regression, was essentially proposed for continuous response. Its applications require a continuous response variable having no zeros or ties. The procedure cannot be applied for the analysis of count data directly because the distribution function of the response is discrete, and hence the resulting quantiles are not continuous, and thus the quantile function cannot be expressed as a continuous function of the predictors. Machado and Silva [16] overcome this problem by a simple implementation of the conventional linear quantile regression. Let X be a p-dimensional vector of covariates, y i for i = 1, 2, . . . , n, represents a discrete response variable with non-negative integer values and β p×1 is vector of unknown parameters. Since the response is a count variable, therefore, log-linear model is assumed i.e.
Then Q y (τ ) is the τ th quantile of variable y given by
where τ ∈ (0, 1). Q y (τ ) is discrete and hence Q y (τ |x) is also discrete and cannot be expressed as a continuous function of
is not true because the left-hand side holds only non-negative integers while right-hand side has the support in R. This limitation can be addressed by constructing a continuous random variable whose quantiles have a one-to-one relation with the quantiles of y. To overcome this problem, Machado and Silva [16] suggested a jittering process proposed by Stevens [19] for transforming the discrete response to a continuous one.
Jittering is a smoothing process used to obtain a continuous variable (say z) from a count variable. This objective is achieved by adding a smoothing noise from any continuous distribution over the interval [0, 1) to the count variable. Machado and Silva [16] preferred using uniform random variable (u) independent of x and y over the interval [0, 1) as a smoothing noise because of its computational and algebraic simplicity. The jittered continuous variable z, thus obtained, is
The random variable z has continuous distribution. An exponential form is presented here in accordance with the standard count data models assumed here that is conventionally used for relating discrete response to independent variables such as in negative binomial and Poisson regression models. The τquantile of the conditional distribution of z given x is given by
The quantiles of the jittered response (z) are continuous function of x and the additive term, τ , in the equation (3) represents that Q z (τ |x) can never be negative or less than τ because of the nature of transformation used.
To ensure the linearity of the quantile function of the transformed variable in parameters, a known monotone transformation of z, i.e. T (z; τ ) depending on τ is considered as:
where ξ is a small positive number and the transformed quantile function in its linear form is given by:
Then the standard linear quantile regression is applied to transform z, i.e. T (z; τ ) and x, and the vector of unknown parameters β(τ ) is obtained by solving the minimization problem below:
is the quantile loss function. Machado and Silva [16] argue that the estimators, thus obtained, possess the properties of asymptotic normality and consistency:
The, f is the conditional density of T (z; τ ) given x: the conventional methods like the t-test and Wald test etc. can be applied for drawing inferences. Since uniform noise is artificially added to average out the noise effect and obtain a robust and more efficient estimator, therefore, average jittering is suggested. The quantiles of y can be obtained from the quantiles of z by the following relation (Winkelmann [18] )
III. PROPOSED QUANTILE-SCAD METHOD
This paper presents penalized quantile regression for count data. The proposed method combines the quantile count data model of Machado and Silva with the SCAD penalty for parameters estimation with the best prediction accuracy and variable selection in case of high dimensional data. Following the work of Machado and Silva [16] , the proposed penalized estimator, named as QSCAD, can be obtained by minimizing the expression given below:
where the first term is defined in equation (4) and β is the vector of regression parameters. P λ (|β j |) is the SCAD penalty proposed by Fan and Li [4] for improving the efficiency and model selection given by:
where λ is a tuning parameter selected by data driven methods like generalized cross validation criterion, BIC etc. and in the current study, the researchers have chosen the optimum value of the parameter a = 3.7 as given in Fan and Li' s [4] work. The tuning parameter λ controls the complexity of the model and tends to zero with a specific rate. The SCAD penalized estimator possesses all the three properties, unbiasedness, sparsity and continuity, which are considered as the criteria for a good penalized estimator. The penalty function is continuous and differentiable over (−∞) and (0, +∞), but is singular at the origin. Fan and Li [4] show that this penalty can be applied to a wide variety of generalized and highdimensional regression models.
Since the noise was artificially added to the response variable, therefore, to account for the variation caused by the addition of uniform noise, we use the concept of averagejittering, introduced by Machado and Silva [16] . This process averages out the uniform noise and creates a robust and more efficient estimator as compared to those estimators obtained from a single sample. To do this, we draw ''m'' replicates of the jittered samples such as:
The penalized average jittered estimator is obtained which is similar to that of Harding and Lamarche [20] 
The model is assumed to be sparse in the sense that the true parameter vector has majority of its components exactly equal to zero, i.e. β = (β T 1 , β T 2 ) T , where β 1 is a ''s × 1'' vector of nonzero coefficients and β 2 is a ''k × 1'' vector of zeros, s + k = P. Similarly, s covariates among P are assumed to be significant. The estimated parameter vector is partitioned similarly to β, i.e.β = (β 1 ,β 2 ) T , whereβ 1 andβ 2 are the estimates of β 1 and β 2 , respectively.
A. SELECTION OF TUNING PARAMETERS
For the purpose of implementation of the proposed method, estimation of the tuning parameter λ is necessary in that it regulates model complexity. Small value of λ leads to a model composed of a lot of variables and increases the variance of the model, while a large value of λ results in a too simple model and hence bias in the model increases. Thus, the choice of optimum tuning parameter is of great importance.
There are a few well-known methods for selection of optimal value of λ, such as Akaike information criteria (AIC), Bayesian information criteria (BIC) and Cross validation (CV). However, the penalized estimator estimated through proper choice of threshold parameter obtained with BIC criteria is consistent in true model selection (Dong et al. [21] ). Therefore, we select the tuning parameters for the proposed method using the BIC criterion.
IV. SIMULATION STUDIES
In this section, we investigated the performance of the proposed quantile-SCAD method for count data via simulation. Here, different situations are considered where the counts, were generated from discrete distributions and their zeroinflated versions. For every situation different data generation scenarios are considered where low and moderate pairwise correlation between the covariates are considered (i.e. r = 0.2, 0.5) so that corr(i, j) = r |i−j| . Furthermore, we assumed three levels of quantiles, i.e. τ = (0.25, 0.5, 0.75) for each case/example. The proposed method is compared with stateof-the-art methods e.g Lasso, Elastic net, SCAD and Oracle methods. The Oracle estimator is calculated assuming the true important predictors are known to be the only predictors in the model and their coefficients are estimated by the standard Quantile regression method.
We calculated the following metrics of performance (a) The median of the relative model prediction error, denoted by MRME, (b) The average number of zero coefficients, that are correctly estimated as zero, also called true negative (TN), is denoted by ''C'', (c) The average number of zero coefficients that are incorrectly selected as zero, also called false negative (FN), is denoted by ''I'', (d) The true positive rate (TPR) is the proportion of positives that are identified correctly given true positives:
where TP is the number of true positives: Non-null variables that are correctly identified as non-null variables.
(e) The false positive rate (FPR) is the proportion of incorrect identification as a true positive (TP) given true negatives, is given as:
where the FP represents the number of false positives: Null variables that are incorrectly labeled as non-null variables.
A. REGULARIZED REGRESSION MODELS FOR COUNT DATA
This subsection reports the findings of the simulation study in which the counts, y 1 , y 2 , . . . y n were generated according to Poisson and negative binomial regression models. The negative binomial is a form of generalized linear models with count response. It is used for modeling overdispersed count data, i.e. when the conditional variance of the response surpasses the conditional mean. The traditional negative binomial model, known as NB2 model (Cameron and Trivedi [22] ) based on Poisson-Gamma mixture distribution, is used. The NB2 model has the same mean (µ) structure as that of Poisson model, but has an additional over dispersion parameter ''v'' and variance is a quadratic function of the mean µ given by var(y|x) = µ + µ 2 ν Example 1: In this scenario, we simulate 1000 data sets, each with 'n' observations from Poisson model with conditional mean
where β is a p × 1 vector of true parameters, with β 1 = 1.2, β 2 = −0.6 and β 5 = 0.8 and the rest of the components of β are zero. The predictor x was generated from N (0 p , ) where = [σ ij ] with σ ij = r |i−j| |, where r = 0.2 and 0.5. Furthermore, to illustrate the effect of sample size 'n' and the coefficient vector 'p over the performance of the proposed estimator and its competitors (n, p) varied over from (200, 10) to (400, 30). Since the response is a count variable therefore, the model prediction error for the proposed estimator is computed on jittered response variable by ME Table 1 presents the detailed simulation results for the data generated by example 1. From the prediction point of view, it can be seen that the proposed method QSCAD performs better than all other competitors. The prediction accuracy of QSCAD is increased when the sample size increases from n = 200 to n = 400. Similarly, the QSCAD also gains more efficiency at all the three quantiles i.e. (τ = 0.25, τ = 0.5, τ = 0.75).
for other competing procedures it is computed on original count response by
From the perspective of variables selection QSCAD performance is almost the same as that of ideal oracle method and identify the seven insignificant variables (having zero coefficients) correctly; as indicated by column ''C''. In case of ''I '', the other regularized methods performed slightly better than QSCAD (particularly, in case of lower quantile, i.e. τ = 0.25, while, for upper quantiles i.e., τ = 0.5 and 0.75 the variable selection performance of QSCAD becomes better in terms of ''I'').
In addition, the average TPR and FPR were also computed. The TPR and FPR were 1 and 0 respectively for the ideal Oracle estimator and any considered penalized method would be better if their results are near to the Oracle method. Table 1 shows similar results of Lasso, Enet and SCAD methods in terms of TPRs to Oracle and in some situations the proposed QSCAD provides a little lower TPR results than the oracle method. However, these results are not much lower than the oracle which are above 0.9. On the other hand, in terms of FDR the Lasso, Enet and SCAD methods selected several of the false positive (FP) variables that consequently increased their FDRs.
The proposed method performs better in terms of FDR and provides exactly the same results to Oracle. Hence, overall results indicate that QSCAD performs better than other stateof-the-art methods in terms of variable selection. 
Example 2:
In this example, we investigate the performance of different regularized methods in the presence of outliers. We consider the same simulation design as described in Example 1, except that 10% of the count response values generated from Poisson model are replaced by y + 15. Table 2 presents the simulation results for the proposed as well as the other considered methods for the data generated from Poisson regression model with 10% outliers in the response variable. It can be observed that the performance of Lasso, Elastic net and SCAD suffers greatly from the outliers. For every value of n, p, τ and r, QSCAD significantly outperforms all the other methods in correct variable selection; (C, I, TPR and FPR), prediction accuracy (MRME) and provides the results very close to the ideal oracle estimator. It is important to mention here that the proposed QSCAD method outperform all the considered estimator in the presence of outliers even when the sample size n is significantly increased from 200 to 400. There are few cases for which QSCAD shows the same results as the other methods in terms of ''I'', but in variable selection both the criteria ''C'' and ''I '' were considered simultaneously.
From Table 2 , it is also evident that the proposed QSCAD gives the smallest mean false positive (FP) number, or minimum FPR's that is around 0, while maintaining a comparable mean number of true positives (TP) which is around 3, or in terms of TPR it's around 1.
Example 3: This example is identical to Example 1, except that the conditional distribution of the response variable y s is negative binomial with the same mean µ as Poisson and Variance = µ + 0.5µ 2 .
From the results given in Table 3 , It is clearly evident that the reported test errors (MRME) of the proposed method is minimum among the considered regularized methods in almost all the simulation scenarios. The accuracy of the QSCAD estimator at τ = 0.5 and 0.75 exceeds that of the Oracle for both the sample sizes i.e. n = 200 and 400 and at r = 0.2.
In variable selection, the effective performance of the QSCAD can be seen which identifies more correct zero coefficients than other regularization methods.
Similarly, the QSCAD continues to outperform other methods with the smallest FPR's and gives comparable results in terms of TPR. The results of this study reveal that the proposed QSCAD has better performance, and should be taken into account before model building on count data.
B. REGULARIZED REGRESSION MODELS FOR ZERO-INFLATED COUNT DATA
Example 1: Here, the data for the response variable y 1 , y 2 , . . . , y n are generated from zero-inflated Poisson (zip) distribution, with the proportion of zeros equals 0.2. The remaining simulation design is defined in the same way as described in Example 1. The results of this simulation are shown in Table 4 and it can be observed from the results that the proposed QSCAD performs well than the other procedures in terms of prediction accuracy, except one scenario which corresponds to τ = 0.25, r = 0.5 and (n, p) = (200, 10).
Similarly, for variable selection, the results also reveal that the proposed method perform close to the oracle method since the results associated with ''C'', ''I'', ''TPR'' and ''FPR'' are not much different than the oracle method.
Example 2 (Zero Inflated Version of Negative Binomial): In this example, we draw the response variable from zeroinflated negative binomial distribution with proportion of zero set to 20%. The rest of the simulation arrangement is similar to example 1. The simulation results are presented in Table 5 . The overall results indicate that QSCAD again is fairly better than the existing penalized procedures in terms of variables selection and average test error (MRME). 
C. HIGH DIMENSIONAL CASE (p n)
Example 1: For this example, we used the Poisson regression model, where the conditional mean of the response y given x has Poisson distribution with
The predictors follow multivariate normal distribution with zero mean and covariance between i th and j th elements r |i−j| with r = 0.2 and 0.5. The true co-efficient vector β p×1 as; While conducting simulation experiment, we used the Rank Correlation Screening (RCS) method proposed by Li et al. [23] to implement the proposed procedure (QSCAD). Table 6 illustrates the simulation results for this example. From Table 6 , it can be observed that when there is moderate correlation, i.e. r = 0.5, QSCAD outperforms the other three competitors in terms of average test error, whereas for τ = 0.5, it performs well for both cases of correlations among predictors. It is also observed that the performance of Lasso, Enet and SCAD is worse than QSCAD in variable selection for all cases.
V. REAL DATA EXAMPLES A. DISTRIBUTION OF FRESH WATER MUSSELS
To illustrate the application of the proposed method, we consider the fresh water mussel's data for 44 rivers of the United States used by Sepkoski and Rex [24] . The data set contains 8 predictors and 44 observations. The response variable is the number of species of fresh water mussels found and the inde- (H + ). The boxplot given in Fig 1 shows three outliers in the response variable, therefore, the use of quantile SCAD is appropriate. The objective is to assess whether the QSCAD can choose the predictors with the nonzero coefficients and estimate them simultaneously. For the analysis, we apply the proposed method as described in section (3) where m = 50 jittered samples were used and restricted the analysis to three levels of quantiles i.e. τ = (0.25, 0.5, 0.75).
For comparison, results from Poisson-Lasso, Poisson-Enet and Poisson-SCAD are also presented.
The first 35(80%) observations are used as training data set for variable selection and model selection while the remaining 20% observations are used as testing data for evaluation of prediction accuracy. The optimum value of tuning parameter λ is obtained by BIC for QSCAD.
The estimated coefficients and test errors of the selected model from Poisson-Lasso, Poisson-Enet, Poisson-SCAD and QSCAD are presented in Table 7 . Poisson-Lasso and Poisson-Enet select 6 variables and both have the highest test errors. The SCAD penalty selects three variables, but possesses very high test error as compared to the proposed QSCAD method. The QSCAD selects four variables at all three levels of quantile (i.e. 25th, 50 th and 75 th ). The proposed method has minimum test error as compared to all the three competitors at all levels of quantiles because of its robust nature. As the boxplot represents, the response is contaminated with outliers and QSCAD proved to be a robust method that is resistant to outliers. Therefore, the QSCAD model can be considered as the best model. 
B. GERMAN HEALTH CARE DEMAND DATA
In this section, we applied different regularization methods along with the proposed method to analyze the data about doctor's visits of German males in 1994 from Jochmann [25] . The dataset is composed of 14 predictors, and the number of doctor's visits of 1812 German males is considered as Test errors and parameter estimates of the selected predictors using penalized poisson regression with LASSO, ENET, SCAD selection techniques and proposed QSCAD method for the ''Fresh Water Mussels'' dataset.
To evaluate the performance of proposed method in terms of variable selection, prediction and parameters estimation on zero inflated real data, the first 60% of the observations are used as training data and the remaining 40% are used as testing data. The tuning constant of the parameter λ is achieved using BIC approach for the proposed method. We, then, apply the QSCAD method to doctor's visits data as discussed in section (3) at three levels of quantiles along with the existing methods. For comparison purpose, the results from different regularization methods in Poisson regression models are presented in Table 8 .
From Table 8 , we can see that lasso, Enet and SCAD select 10, 11 and 6 variables, respectively, while the proposed method at 25 th and 50 th quantiles selects only one (i.e. health) and at 75 th quantile it selects two variables (i.e., health and handicap). The test errors for Poisson models with lasso, Elastic net and SCAD procedures and the proposed QSCAD method are also presented. It is also obvious from the given results that the proposed QSCAD method possesses minimum test error at all the three levels of quantiles among all its competitors. Hence, the prediction and sparsity results show that the proposed method again has better performance on the zero inflated Poisson real dataset. Since the quantile-SCAD is a nonparametric approach and it does not require any distributional assumptions therefore, the excess of zero does not affect the accuracy of the proposed method. Here another important feature of the proposed method is that the variable (s) selected by QSCAD are those that are also selected by other procedures.
C. GDP DATA (HIGH DIMENSIONAL)
Now consider a high-dimensional real data involving the count response. For this purpose, we take the dataset used by Lee et al. [26] , which originally consists of 80 observations and 45 predictors. The data set contains 10 missing observations, therefore, to avoid the missing observations problem, we consider sample size of 70 observations in our analysis. For detail description, see Sepkoski and Rex [24] . We transform the variable that represents the ''number of revolutions and coups over the years 1960-1984 denoted by revcoup, into Poisson variable, as its distribution pattern follows Poisson distribution. We also construct several covariates by taking the meaningful cross product terms of the original predictors to make the data in p n form, and appropriate for our analysis. Thus, our final model contains 70 observations and 83 covariates. The analysis were performed using the proposed methodology and compared the results with Poisson-Lasso, Poisson-Enet and Poisson-SCAD.
The results were summarized in Table 9 . With regard to prediction accuracy, it can be seen that the performance of the proposed QSCAD is much better than other competitors at every level of quantiles. In terms of predictor selection, the proposed method perform almost identically at every level of quantiles with better prediction accuracy, while the other method produces more sparse models but their corresponding predictions are very poor. The poor performance of the other competing methods is due to the high correlation among several predictors and due to the presence of outliers in the response variable.
VI. CONCULUSION
In this article, we have considered a new quantile-SCAD penalized regression method for discrete count datasets. It performs model selection and robust parameter estimation simultaneously and is applicable if the number of the covariates 'P' is larger than the sample size (n). The performance of the proposed technique is confirmed by extensive simulation studies as well as on the three real data examples. The results presented in the paper also suggest that the proposed quantile-SCAD performed better than existing variable selection methods in zero-inflated versions of the count datasets and is also resistant to outliers/or heavy tailed distributions. The main shortcoming of the proposed method is that it is computationally expensive in case of p n. In the future, we are interested to study this proposed robust method for ultra-high-dimensional models and in the presence of leverage points in the explanatory variables.
