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Kapitel 1
Einleitung
In dieser Arbeit sollen Methoden untersucht und Verfahren bereitgestellt werden, die die
L

osung von partiellen Dierentialgleichungen in einem Gebiet mit stark unterschiedlich
verfeinerten Teilgebieten erm

oglicht.
In der Technik treten heute zunehmend Probleme mit groen Skalenunterschieden auf. Man
interessiert sich f

ur Ph

anomene, die sich in einem relativ kleinen Gebiet, zum Beispiel in
sehr d

unnen Schichten, abspielen, welche jedoch von ihrer Umgebung beeinut werden.
Einerseits ist der dabei zu betrachtende Einubereich wesentlich gr

oer als das eigent-
lich zu untersuchende Gebiet, andererseits sind aber die Ver

anderungen der physikalischen
Gr

oen in dem umgebenden Bereich vergleichsweise gering. Zur genauen Beschreibung der
Ph

anomene in dem kleinen Gebiet ist hier eine sehr feine Au

osung notwendig. Um nun
die Ein

usse aus der Umgebung mit ber

ucksichtigen zu k

onnen, w

are es m

oglich, auch
dieses Gebiet mit der gleichen Feinheit zu vernetzen. Dies erfordert allerdings sehr viele
Unbekannte und auch wesentlich mehr als zur ad

aquaten Beschreibung der physikalischen
Vorg

ange in diesem Bereich notwendig sind. Somit ist es sinnvoll, hier eine wesentlich gr

obe-
re Vernetzung zu w

ahlen. Es resultiert nun jedoch das Problem des Netz

ubergangs zwischen
der groben und der wesentlich feineren Vernetzung. Hierzu werden wir die Mortar-Technik
einsetzen.
Ein praxisrelevantes Beispiel ist die Simulation von Filmsiedeprozessen. Dieses Ph

anomen
tritt z. B. bei Abk

uhlvorg

angen von heien Metallen mittels Fl

ussigkeiten auf. Aufgrund
der hohen Temperatur der zu k

uhlenden Werkstoe verdampft das K

uhlmittel an der
Ober

ache sofort und bildet einen geschlossenen, sehr d

unnen Dampflm. Dieser beein-
tr

achtigt den Abk

uhlungsproze erheblich und mu deshalb genau untersucht werden. Eine
detaillierte Beschreibung dieses Problems ndet man bei Klepp [21]. Bei dieser Aufgaben-
stellung w

urde man innerhalb der Dampfschicht ein sehr feinmaschiges und innerhalb der
Fl

ussigkeitsphase bzw. des Werkst

uckes ein deutlich gr

oberes Netz verwenden.
Eine weitere Anwendung ergibt sich aus der Problematik, da die heutzutage zu l

osenden
Probleme oft sehr gro sind, so da sie von einem Computer mit nur einer CPU nicht mehr
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in angemessener Zeit bew

altigt werden k

onnen. Einen Ausweg bietet die Parallelverarbei-
tung. Bei der Parallelisierung durch Gebietszerlegung entsteht das Problem des

Ubergangs
zwischen Teilgebieten, die verschiedenen Prozessen zugeordnet sind. Auch hier stellt die
Mortar-Technik einen m

oglichen L

osungsansatz dar.
Die Mortar-Element-Methode wurde von Bernardi, Maday und Patera [5] 1989 vorgestellt
und zun

achst f

ur die Behandlung komplexer Geometrien mit Spektral-Methoden benutzt.
Das Prinzip wurde sp

ater auch in der Finite-Elemente-Methode verwendet. Wir werden
sehen, da die Mortar-Technik eine gute M

oglichkeit bietet, deutlich unterschiedlich ver-
feinerte Teilgebiete miteinander zu verkn

upfen.
Das Verfahren basiert darauf, da ein Gebiet 
 in mehrere unabh

angige Teilgebiete 

k
zerlegt wird, die unabh

angig voneinander diskretisiert werden k

onnen, und da f

ur die sich
ergebenden Kontaktkanten zus

atzliche Kopplungsbedingungen eingef

uhrt werden.
Wir k

onnen sowohl konforme als auch nichtkonforme Finite-Elemente benutzen. Konform
bedeutet hier, da der diskrete Ansatz- und Testraum V
h
Teil des stetigen Raums V
(V
h
 V ) ist (z. B. Lagrangesche P
k
-, Q
k
-Elemente). Nichtkonforme Elemente (V
h
6 V )
sind in diesem Sinne z. B. das Crouzeix/Raviart-Element oder das Rannacher/Turek-
Element (Q
rot
1
-Element) sowie nichtkonforme Elemente h

oherer Ordnung. Innerhalb eines
Teilgebietes m

ussen gleichartige Elemente verwendet werden.
Wir werden uns hier insbesondere auch mit konvektionsdominanten Problemen besch

afti-
gen. Bei diesen treten bei grober Vernetzung, d. h., der Diusionsparameter " ist deutlich
kleiner als der maximale Zelldurchmesser h (" h), nichtphysikalische Oszillationen auf.
Auerdem sind die resultierenden linearen Gleichungssysteme schlecht konditioniert und
lassen sich somit sehr schwer l

osen. Aus diesen Gr

unden ist eine zus

atzliche Stabilisierung
erforderlich.
Wir werden zeigen, da man mittels weiterer Zusatzterme innerhalb der Stabilisierungen
bei Verwendung der Mortar-Technik Fehlerabsch

atzungen von gleicher G

ute wie ohne den
Einsatz der Mortar-Technik, d. h. bei der Arbeit auf geometrisch konform verfeinerten
Gittern, erzielen kann.
In Kapitel 2 werden wir die ben

otigten Grundlagen und Notationen der Finite-Elemente-
Methode (FEM) f

ur Konvektions-Diusions-Gleichungen bereitstellen. Danach, in Kapitel
3, wird die Mortar-Methode eingef

uhrt. Es werden dann verschiedene Stabilisierungen wie
die Stromlinien-Diusions-FEM (SDFEM) in Kapitel 4 und die upwind-Technik in Kapitel
5 betrachtet.
Zur rechentechnischen Umsetzung der Verfahren wurde ein objektorientierter Ansatz in der
modernen Programmiersprache C++ gew

ahlt. Es wurde das oene und leicht erweiterba-
re Programmpaket MooNMD entwickelt. Dieses beinhaltet ein exibles Geometriekonzept
zur Erzeugung und Verwaltung beliebiger, adaptiv verfeinerbarer Gitter (Gebietsvernetzun-
gen) in 2D bzw. 3D. Ein grundlegendes Element des Konzeptes ist eine geeignete Rand-
beschreibung des zu vernetzenden Gebietes. Um das Hinzuf

ugen neuer Elemente einfach
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zu gestalten sowie um eine platzsparende Speicherung der Objekte zu erreichen, werden
datenbank

ahnliche Verwaltungsstrukturen verwendet. Es k

onnen Gitterhierarchien aufge-
baut werden, die die Realisierung von Mehrgitteralgorithmen erleichtern. Dieses Konzept
ist in Kapitel 6 detailliert beschrieben. Weiterhin enth

alt MooNMD Bausteine zur Erzeu-
gung von Finite-Elemente-R

aumen sowie L

oser f

ur die damit aufgebauten algebraischen
Gleichungssysteme.
Im abschlieenden Kapitel 7 wird zun

achst kurz der zur L

osung der Gleichungssysteme ein-
gesetzte L

oser beschrieben. Nachfolgend werden numerische Testergebnisse dargestellt. Wir
werden einerseits Rechnungen mit eher akademischen Beispielen durchf

uhren und anderer-
seits an Hand eines Benchmark-Problems der Deutschen Forschungsgemeinschaft (DFG)
die Anwendbarkeit der Mortar-Technik auch auf Navier-Stokes-Gleichungen zeigen.

Kapitel 2
Standard Finite-Elemente-
Diskretisierungen
2.1 Skalare Konvektions-Diusions-Gleichungen
Wir betrachten Konvektions-Diusions-Gleichungen in der allgemeinen Form
 "4u+ bru+ cu = f in 

u = 0 auf  
D
"@
n
u = g
N
auf  
N
:
(2.1)
Hierbei ist 
  R
2
ein beschr

anktes Gebiet mit Lipschitz-stetigem Rand @
 =  
D
[  
N
( 
D
\  
N
= ; und meas( 
D
) > 0). Dabei bezeichnet  
D
den Randteil, auf dem eine
Dirichlet-Randbedingung gilt, und  
N
den Randteil, auf dem eine Neumann-Randbedin-
gung gegeben ist. Zur Vereinfachung w

ahlen wir @
 als polygonal. Die Annahme homogener
Randwerte auf  
D
ist keine Einschr

ankung der Allgemeinheit, da sich eine Homogenisierung
stets durchf

uhren l

at.
Der erste Summand in (2.1) ist der Diusionsterm, der zweite der Konvektionsterm und
der dritte wird als Reaktionsterm bezeichnet.
Ist "  kbk
0;1;

, dann sprechen wir von singul

ar gest

orten bzw. konvektionsdominanten
Problemen. In diesem Fall treten i. a. verschiedenartige Grenzschichten auf, welche da-
durch entstehen, da der L

osung in Randn

ahe eine Randbedingung aufgezwungen wird,
die nicht mit der L

osung des reduzierten Problems ("  0) auf dem Rand

ubereinstimmt. In
Abh

angigkeit vom Winkel zwischen der Konvektionsrichtung b und der

aueren Normalen
auf dem Rand gibt es gew

ohnliche Randgrenzschichten, parabolische Randgrenzschichten,
bei denen die Konvektionsrichtung parallel zum Rand ist, und innere Grenzschichten, die
z. B. aus Spr

ungen in den Randbedingungen entstehen k

onnen. Aufgrund hoher Gradien-
ten der L

osung in den Grenzschichten m

ussen diese Bereiche geometrisch aufgel

ost werden.
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Gilt b  0 und c  0, so haben wir als Spezialfall die Poisson-Gleichung.
F

ur die KoeÆzienten in (2.1) setzen wir voraus
" 2 R; " > 0;
b 2 (W
1;1
(
))
d
;
c 2 L
1
(
);
f 2 H
 1
(
);
g
N
2 H
 1=2
( 
N
):
(2.2)
Wir bezeichnen mit H
1=2
( ) den Spurraum aller Funktionen aus H
1
(
), mit H
 1=2
( ) den
Dualraum zu H
1=2
( ) und mit H
 1
(
) den Dualraum zu H
1
0
(
).
Mit dem Funktionenraum
V
0;D
:= fv 2 H
1
(
) j vj
 
D
= 0g (2.3)
ergibt sich als schwache Formulierung des Randwertproblems (2.1)
nde u 2 V
0;D
:
a(u; v) = f(v) 8 v 2 V
0;D
; (2.4)
wobei
a(u; v) := "(ru;rv)


+ (bru; v)


+ (cu; v)


f(v) := hf; vi


+ hg
N
; vi
 
N
:
Hierbei bezeichnet (; )
G
mit G  
 das Skalarprodukt in L
2
(G), h; i
G
mit G  
 das
Dualit

atsprodukt zwischen H
 1
(G) und H
1
(G) sowie h; i
 
mit    @
 das Dualit

atspro-
dukt zwischen H
 1=2
( ) und H
1=2
( ).
Unter einer starken L

osung verstehen wir eine Funktion u 2 C
2
(
) \ C
1
(
 [  
N
) \ C(
),
die (2.1) im klassischen Sinne erf

ullt. Eine Funktion u 2 V
0;D
(
), die (2.4) erf

ullt, nennen
wir schwache L

osung der Konvektions-Diusions-Gleichung. Eine starke L

osung kann man
nur erwarten, falls alle KoeÆzientenfunktionen hinreichend glatt sind, das Gebiet 
 einen
hinreichend glatten Rand besitzt und die Randbedingungen gewissen Kompatibilit

atsbe-
dingungen gen

ugen. Genauere Aussagen ndet man z. B. bei Gilbarg und Trudinger [14].
Bei vielen praktischen Anwendungen sind diese Voraussetzungen jedoch nicht erf

ullt, so
da hier nur schwache L

osungen betrachtet werden.
Im folgenden sollen einige aus der Literatur bekannte Aussagen

uber die L

osbarkeit des
schwachen Problems dargestellt werden.
Zun

achst eine Aussage zum reinen Dirichletproblem.
Satz 2.1 (siehe [14])
Sei  
D
= @
 und es gelten die Voraussetzungen (2.2). Zus

atzlich seien c  0 und f 2
H
 1
(
). Dann gibt es eine eindeutige L

osung u 2 H
1
0
(
) des Problems (2.4). Die L

osung
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h

angt stetig von den Eingangsdaten ab, und es gilt die a priori Absch

atzung
kuk
1;

 C(")kfk
 1;

(2.5)
mit einer positiven Konstanten C unabh

angig von u.
Hierbei bezeichnen wir mit k  k
;;

in

ublicher Weise die Sobolev-Normen im Raum
W
;
(
) (vgl. [2]). Zur Vereinfachung der Schreibweise ist, falls nur  und 
 angegeben
sind,  implizit gleich 2.
Mit der Voraussetzung
c(x) 
1
2
rb(x)  c
0
> 0 8x 2 
 (2.6)
kann die positive Denitheit der Bilinearform a(; ) nachgewiesen werden, die zugleich die
Existenz und Eindeutigkeit einer L

osung des diskreten Problems sichert.
Nun folgt eine Aussage

uber die L

osbarkeit des gemischten Randwertproblems.
Satz 2.2 (siehe [14])
Gelte (2.6) und sei bn  0 auf  
N
. Dann ist (2.4) f

ur jedes positive " eindeutig l

osbar.
Beweis:
Zum Beweis wenden wir das Lax-Milgram-Lemma an, d. h., wir m

ussen die Stetigkeit von
a(; ) und f() sowie die Koerzivit

at von a(; ) auf V
0;D
zeigen.
Hierf

ur benutzen wir die "-gewichtete Energienorm k  k
"
mit
kuk
"
:=
 
"juj
2
1;

+ kuk
2
0;


1
2
: (2.7)
Wir zeigen zun

achst die Stetigkeit von a(; ). F

ur alle u; v 2 V
0;D
gilt
ja(u; v)j  "juj
1;

jvj
1;

+ kbk
0;1;

juj
1;

kvk
0;

+ kck
0;1;

kuk
0;

kvk
0;

 kuk
"
kvk
"
+ kbk
0;1;

"
 1=2
kuk
"
kvk
"
+ kck
0;1;

kuk
"
kvk
"
 C(") kuk
"
kvk
"
:
Nun zur Stetigkeit von f():
F

ur alle v 2 V
0;D
gilt
jf(v)j  kfk
 1;

kvk
1;

+ kg
N
k
 1=2; 
N
kvk
1=2; 
N
 kfk
 1;

kvk
1;

+ Ckg
N
k
 1=2; 
N
kvk
1;

 C(") kvk
"
:
Der

Ubergang von k  k
1=2; 
N
zu k  k
1;

folgt aus der Stetigkeit des Spuroperators 
N
:
H
1
(
)! H
1=2
( 
N
).
12 Standard Finite-Elemente-Diskretisierungen
Und schlielich die Koerzivit

at von a(; ):
F

ur alle v 2 V
0;D
gilt
a(v; v) = "jvj
2
1;

+ (c 
1
2
rb; v
2
)


+ (bn; v
2
)
 
N
 "jvj
2
1;

+ c
0
kvk
2
0;

 Ckvk
2
"
:
2
Abschlieend formulieren wir ein Resultat zur Abh

angigkeit der Stabilit

atskonstanten C
in (2.5) von ".
Satz 2.3 (siehe [24])
Seien die Voraussetzungen von Satz 2.2 erf

ullt. Auerdem gelte u 2 H
2
(
). Dann gibt es
eine Konstante C unabh

angig von ", so da die a priori Absch

atzung
"
3=2
kuk
2;

+ "
1=2
kuk
1;

+ kuk
0;

 Ckfk
0;

(2.8)
gilt.
Besitzt u exponentielle Randgrenzschichten, so ist (2.8) scharf.
2.2 Zerlegungen T
h
von 

Wir charakterisieren die im folgenden behandelten Zerlegungen T
h
von 
 in Dreiecks- und
Viereckszellen K 2 T
h
.
Mit N
C
bezeichnen wir die Anzahl aller Zellen K, mit N
E
die Anzahl aller Kanten E
der Zerlegung T
h
und mit N
V
die Anzahl aller Ecken der Zerlegung. Weiterhin seien mit
E
j
; j = 1; : : : ; N
E
, die Kanten der Zellen K 2 T
h
bezeichnet. Abb. 2.1 zeigt eine Zerlegung
sowie die entsprechenden Kanten und Ecken.
Nun denieren wir einige Indexmengen, um sp

ater besser mit den Ecken der Zerlegung
T
h
arbeiten zu k

onnen. Wir f

uhren globale und lokale Numerierungen ein. Dabei vergeben
wir globale, d. h. f

ur die gesamte Zerlegung eindeutige Nummern, sowie lokale, d. h. pro
Objekt eindeutige Nummern.
 I(K) sei die Indexmenge der globalen Nummern aller Ecken einer Zelle K.
 Sei    @
. Dann bezeichnet I( ) die Menge der Indizes aller Ecken, die auf dem
Randst

uck   liegen. Insbesondere bezeichnet I( 
D
) die Indexmenge aller Ecken auf
s

amtlichen Dirichlet-Randst

ucken.
 Es sei I(
) :=
S
K2T
h
I(K) die Indexmenge aller Ecken der Zerlegung T
h
.
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h
von 
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s
s
s
s
s
s
s
s
s
Ecke
Kante
Abbildung 2.1: Zul

assige Zerlegung mit Kanten und Ecken
Denition 2.4
Sei T
h
eine beliebige Zerlegung von 
. Dann deniert @T
h
mit
@T
h
:= fE j E ist Kante von K; K 2 T
h
g
die Menge aller Kanten der Zerlegung und
@T
D
h
:= fE 2 @T
h
j E   
D
g
die Menge aller Dirichlet-Kanten der Zerlegung T
h
. Die Menge @T
N
h
wird f

ur die Neumann-
Kanten analog deniert, d. h.
@T
N
h
:= fE 2 @T
h
j E   
N
g.
Die Kanten E werden hier als oene 1D-Objekte angenommen, d. h., die Endpunkte
geh

oren nicht zu E. Die Zellen K werden ebenfalls als oen vorausgesetzt.
Denition 2.5
Sei T
h
eine Menge konvexer, oener Dreiecks- oder Viereckszellen K
i
; i = 1; : : : ; N
C
, mit
folgenden Eigenschaften:
(i)
N
C
S
i=1
K
i
= 
,
(ii) K
i
\K
j
= ;; 8 i 6= j,
(iii)
S
E2@T
D
h
E   
D
;
S
E2@T
N
h
E   
N
.
Dann heit T
h
zul

assige Zerlegung von 
.
Im weiteren setzen wir voraus, da jede verwendete Zerlegung eine zul

assige Zerlegung ist.
Dies beinhaltet, da 
 ein polygonal berandetes Gebiet ist.
Denition 2.6
Sei T
h
eine zul

assige Zerlegung und gelte auerdem folgende Eigenschaft:
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(iv) 8E
i
; E
j
2 @T
h
; i 6= j : E
i
\ E
j
= ;.
Dann heit T
h
konforme Zerlegung von 
.
Abb. 2.2 zeigt ein Beispiel f

ur eine konforme, zul

assige Zerlegung, d. h., h

angende Knoten
sind nicht erlaubt.
r
r
r
r
r
r
r
r
r
Abbildung 2.2: Beispiel einer konformen Zerlegung
Der Parameter h bezeichnet das Maximum der Zelldurchmesser h
K
= diam(K) aller Zellen
K 2 T
h
.
2.3 Konforme P
k
- und Q
k
-Elemente
In diesem Abschnitt wollen wir konforme Finite-Elemente auf konformen Zerlegungen T
h
von 
 betrachten. Zun

achst denieren wir die einzelnen Elemente jeweils auf einem Re-
ferenzelement. Anschlieend werden wir den diskreten Raum V
h
(
) stetiger, elementweise
denierter Funktionen

uber 
 einf

uhren.
Als Referenzelement
^
K f

ur die Dreieckselemente benutzen wir ein Dreieck mit den Eck-
punkten (0; 0), (1; 0) und (0; 1). Wir f

uhren eine aÆne Referenztransformation  
K
:
^
K ! K
ein und denieren den Raum P
k
(K) der Polynome vom Grade kleiner gleich k als
P
k
(K) :=

q = q^ Æ  
 1
K
j q^ 2 spanfx^

y^

; ;   0; +   kg
	
:
F

ur die Viereckselemente benutzen wir das Referenzelement
^
K = ( 1; 1)  ( 1; 1). Mit
einer aÆnen Referenztransformation  
K
:
^
K ! K sind nur Parallelogramme erzeugbar.
Um beliebige konvexe Vierecke K als Bild von
^
K beschreiben zu k

onnen, benutzen wir
daher eine i. a. bilineare Referenztransformation  
K
. Wir denieren nun den Raum Q
k
(K)
der Kompositionen von  
 1
K
mit Polynomen auf dem Referenzelement, bei denen der Grad
in jeder Variablen h

ochstens k betr

agt, als
Q
k
(K) :=

q = q^ Æ  
 1
K
j q^ 2 spanfx^

y^

; 0  ;   kg
	
:
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Mit Hilfe von z. B. Lagrange- oder Legendre-Polynomen lassen sich entsprechende Basis-
funktionss

atze in P
k
(
^
K) und Q
k
(
^
K) konstruieren.
Kommen wir nun zur Denition des konformen, diskreten Raumes V
h
(V
h
 V
0;D
)
V
h
(
) := fv 2 C
0
(
) j vj
K
2 P
K
8K 2 T
h
; vj
 
D
= 0g (2.9)
mit
P
K
=^

P
k
(K) falls K ein Dreieck ist
Q
k
(K) falls K ein Viereck ist.
Jeder Basisfunktion '
j
in V
h
wird ein Freiheitsgrad B
j
zugeordnet. Im Fall konformer
Diskretisierung mit linearen Elementen korrespondieren die Freiheitsgrade beispielsweise
mit Funktionswerten in den Ecken der Zerlegung T
h
. F

ur allgemeinere Elemente k

onnen
als weitere M

oglichkeit auch Funktionswerte in den Seitenmitten sowie Mittelwerte

uber
Kanten bzw. Fl

achen als Freiheitsgrade eingef

uhrt werden. Dabei bleibt der lokale Raum
P
K
unbeeinut von der Wahl der Freiheitsgrade. Hingegen sind der globale FE-Raum V
h
und der Interpolationsoperator I
h
von dieser Wahl abh

angig. Eine detaillierte Denition
ndet man z. B. bei Ciarlet/Lions [11].
Analog zur Denition der Indexmengen der Ecken von T
h
in Abschnitt 2.2 f

uhren wir
nun Indexmengen f

ur die Freiheitsgrade in V
h
ein. Dabei vergeben wir wiederum globale
Nummern f

ur die gesamte Zerlegung sowie lokale Nummern bzgl. einzelner Objekte.
 (K) sei die Indexmenge der globalen Nummern aller Freiheitsgrade in V
h
, die zu
einem Element K geh

oren.
 Es sei    @
. ( ) bezeichnet die Menge der Indizes aller Freiheitsgrade, die auf
dem Randst

uck   liegen. Desweiteren ist ( 
D
) die Indexmenge aller Freiheitsgrade
auf s

amtlichen Dirichlet-Randst

ucken.
 Es sei  = (
) :=
S
K2T
h
(K) die Indexmenge aller Freiheitsgrade in V
h
.
Die Anzahl aller Freiheitsgrade N
DOF
= jj ergibt sich hier als
N
DOF
= N
I
+ (k   1)
 
N
I
E
+N
N
E

+N
I
V
+N
N
V
:
Dabei bezeichnet N
I
die Anzahl aller innerhalb der Elemente liegenden Freiheitsgrade,
N
I
E
+N
N
E
die Anzahl aller inneren und aller Neumann-Kanten sowie N
I
V
+N
N
V
die Anzahl
aller inneren Ecken bzw. aller Ecken auf einem Neumann-Rand. Ecken sind hierbei als
Ecken von Zellen K 2 T
h
im geometrischen Sinne zu verstehen.
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2.4 Nichtkonforme P
1
- und Q
rot
1
-Elemente
In diesem Abschnitt soll der Raum der nichtkonformen st

uckweise linearen bzw. bilinearen
Finiten-Elemente auf einer konformen Zerlegung eingef

uhrt werden.
Mit B
j
bezeichnen wir die Mittelpunkte der Kanten E
j
; j = 1; : : : ; N
E
. Die Knoten B
j
seien so numeriert, da die inneren Knoten die Nummern j = 1; : : : ; N
I
E
, die Neumann-
Knoten die Nummern j = N
I
E
+ 1; : : : ; N
I
E
+ N
N
E
und die Dirichlet-Knoten die Nummern
j = N
E
 N
D
E
+ 1; : : : ; N
E
erhalten, wobei N
E
= N
I
E
+N
N
E
+N
D
E
ist.
Wir betrachten zun

achst die nichtkonformen P
1
-Elemente (vgl. [12]). Das bedeutet, da T
h
hier ausschlielich aus Dreiecken besteht, und wir denieren als Raum V
h
der nichtkonfor-
men, st

uckweise linearen Finiten-Elemente
V
h
:=

v 2 L
2
(
)




vj
K
2 P
1
(K) 8K 2 T
h
; v ist stetig in B
j
;
j = 1; : : : ; N
I
E
; und v(B
j
) = 0; j 2 ( 
D
)

: (2.10)
Die Funktionen von V
h
sind stetig in den Kantenmittelpunkten, k

onnen jedoch entlang der
Kanten der Dreiecke und am Rand des Gebietes unstetig sein. Somit gilt V
h
6 V
0;D
. Wir
versehen V
h
mit der Standardbasis
f'
i
g
N
E
 N
D
E
i=1
mit '
i
2 V
h
und '
i
(B
j
) = Æ
ij
:
Eine derartige Basisfunktion ist in Abb. 2.3 zu sehen. Eine Erweiterung der nichtkonformen
P
1
-Elemente auf drei Dimensionen ist m

oglich (vgl. [12]).
u
u
u
u
uu
Abbildung 2.3: Basisfunktion bei P
1
-Elementen
Lemma 2.7
Die Basisfunktionen f'
i
g
N
E
 N
D
E
i=1
von V
h
sind im 2D-Fall L
2
-orthogonal.
Beweis:
Der Durchschnitt der Tr

ager zweier verschiedener Basisfunktionen besteht aus h

ochstens
einem Dreieck. Sei K
ij
der gemeinsame Tr

ager von '
i
und '
j
(i 6= j). Die Funktion '
i
'
j
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ist auf K
ij
eine quadratische Funktion. Somit ist das Skalarprodukt ('
i
; '
j
)


= ('
i
; '
j
)
K
ij
mit der Seitenmittelpunktsregel exakt auswertbar. Man sieht unmittelbar ('
i
; '
j
)


= 0.
2
Kommen wir nun zu den Viereckselementen. Um diese Elemente denieren zu k

onnen,
verwenden wir das Referenzelement
^
K = ( 1; 1)  ( 1; 1). F

ur jedes Viereck K 2 T
h
denieren wir die zugeh

orige bilineare Referenztransformation  
K
:
^
K ! K.
Der Raum Q
rot
1
(K) ist dann wie folgt gegeben
Q
rot
1
(K) :=

q = q^ Æ  
 1
K
j q^ 2 spanf1; x^; y^; x^
2
  y^
2
g
	
:
Wir ordnen jeder inneren Kante E
j
= K
k
\ K
l
; k < l, einen Normaleneinheitsvektor
n
j
zu, der so gerichtet ist, da er

auerer Normaleneinheitsvektor zur Zelle K
k
ist. F

ur
Randkanten E
j
 @
 sei n
j
die

auere Normale auf E
j
bzgl. 
. Ferner bezeichnen wir mit
n
K
den

aueren Normaleneinheitsvektor bzgl. der Zelle K.
Als Sprung von v

uber E
j
bezeichnen wir die Gr

oe
[jvj]
E
j
(x) :=

lim
t!+0
v(x  tn
j
)  lim
t!+0
v(x+ tn
j
) E
j
6 @

lim
t!+0
v(x  tn
j
) E
j
 @
:
(2.11)
Entsprechend denieren wir den Mittelwert von v entlang E
j
als
hjvji
E
j
(x) :=

1
2
(lim
t!+0
v(x  tn
j
) + lim
t!+0
v(x + tn
j
) E
j
6 @

1
2
lim
t!+0
v(x  tn
j
) E
j
 @
:
(2.12)
Obige Denitionen f

ur Randkanten entsprechen dem Fall einer Fortsetzung von v mit Null
auerhalb von 
.
Mit Hilfe des Raumes Q
rot
1
(K) k

onnen wir nun auch hier einen diskreten Raum V
h
denie-
ren. Wir unterscheiden die punktwert-orientierten Elemente, d. h.
V
(po)
h
:=

v 2 L
2
(
)




vj
K
2 Q
rot
1
(K); 8K 2 T
h
; v ist stetig in B
j
8 j = 1; : : : ; N
I
E
; v(B
j
) = 0; 8 j 2 ( 
D
)

(2.13)
und die mittelwert-orientierten Elemente, d. h.
V
(mo)
h
:=
8
>
<
>
:
v 2 L
2
(
)







vj
K
2 Q
rot
1
(K); 8K 2 T
h
;
R
E
j
[jvj]
E
j
ds = 0
8 j = 1; : : : ; N
I
E
;
R
E
j
v ds = 0; 8 j 2 ( 
D
)
9
>
=
>
;
: (2.14)
F

ur das nichtkomforme P
1
-Element fallen die punktwert-orientierte und die mittelwert-
orientierte Version zusammen.
Es l

at sich auch f

ur die nichtkonformen Elemente ein Raum V
h
zu einer Zerlegung T
h
, die
aus Dreiecken und Vierecken besteht, konstruieren.
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Die Anzahl aller Freiheitsgrade N
DOF
im Falle einer nichtkonformen Diskretisierung mit
P
1
-, Q
rot
1
-Elementen oder einer gemischten Variante ergibt sich als
N
DOF
= N
I
E
+N
N
E
= N
E
 N
D
E
:
2.5 Diskretes Problem
Mit dem endlich dimensionalen, konformen bzw. nichtkonformen Raum V
h
k

onnen wir nun
das diskrete Problem
nde u
h
2 V
h
:
a
h
(u
h
; v
h
) = f
h
(v
h
) 8 v
h
2 V
h
; (2.15)
formulieren. Dabei denieren wir die Bilinearform a
h
(; ) : V
h
V
h
! R und die Linearform
f
h
() : V
h
! R elementweise als
a
h
(u; v) :=
X
K2T
h
"(ru;rv)
K
+ (bnu; v)
 
N
+
X
K2T
h
 
1
2
((bru; v)
K
  (brv; u)
K
) + (c 
1
2
rb; uv)
K

;
f
h
(v) :=
X
K2T
h
(f; v)
K
+ (g
N
; v)
 
N
;
wobei f 2 L
2
(
).
Dies sind die diskreten Versionen der fr

uher in diesem Kapitel eingef

uhrten Linear- bzw.
Bilinearform f() und a(; ). Im konformen Fall l

at sich die Bilinearform a
h
(; ) durch
partielle Integration in die Form a(; )

uberf

uhren; dann gilt f

ur die Bilinearform a
h
(; ) :
V
h
 V
h
! R und die Linearform f
h
() : V
h
! R
a
h
(u; v) = a(u; v); f
h
(v) = f(v) 8u; v 2 V
h
:
Im konformen Fall liefert das Lax-Milgram-Lemma analog zum Beweis von Satz 2.2 die
Existenz und Eindeutigkeit einer L

osung.
Auf dem Raum V
h
f

uhren wir nun eine gitterabh

angige Halbnorm jj
1;h
und gitterabh

angige
Normen k  k
0;h
und k  k
1;h
durch
jvj
1;h
:=
 
X
K2T
h
jvj
2
1;K
!
1
2
; (2.16)
kvk
0;h
:=
 
X
K2T
h
kvk
2
0;K
!
1
2
; (2.17)
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kvk
1;h
:=
 
X
K2T
h
kvk
2
1;K
!
1
2
(2.18)
ein.
Zur Anwendung des Lemmas von Lax-Milgram ist die Koerzivit

at der Bilinearform a
h
(; )
erforderlich. Diese l

at sich in der Norm
 
"j  j
2
1;h
+ k  k
2
0;h

1
2
zeigen.
2.6 Interpolationsoperator, Knotenfunktionale und
FE-Isomorphismen
Zu jedem der eingef

uhrten FE-R

aume V
h
= spanf'
j
; j 2  n ( 
D
)g denieren wir einen
globalen Interpolationsoperator i
h
: H
2
(
) \ V
0;D
(
)! V
h
durch die Vorschrift
i
h
v(x) :=
X
j2n( 
D
)
N
j
(v)'
j
(x) (2.19)
mit den Knotenfunktionalen
N
j
(v) :=
8
<
:
v(B
j
) f

ur punktwert-orientierte Elemente
jE
j
j
 1
R
E
j
v ds f

ur mittelwert-orientierte Elemente.
(2.20)
Dabei fassen wir die konformen Elemente als punktwert-orientiert auf.
Man beachte, da der Interpolationsoperator i
h
f

ur mittelwert-orientierte Elemente auf
dem Raum H
1
(
) deniert ist und damit auch im Fall nichtglatter Funktionen anwendbar
ist.
Wir ben

otigen desweiteren einen Operator, der einen Knotenvektor u 2 R
N
DOF
auf eine
Funktion aus V
h
abbildet. Zu diesem Zweck f

uhren wir den Operator  wie folgt ein:
 : R
N
DOF
! V
h
; mit (u) =
N
DOF
X
i=1
u
i
'
i
: (2.21)
Der Operator  wird als FE-Isomorphismus bezeichnet.

Kapitel 3
Mortar-Technik
Die Mortar-Element-Methode wurde erstmals 1989 von Bernardi, Maday und Patera [5]
vorgestellt und zun

achst f

ur die Behandlung komplexer Geometrien mit Spektral-Methoden
benutzt. Sp

ater wurde sie dann auch auf die FEM erweitert.
Die Grundidee der Mortar-Element-Technik besteht darin, da man ein Gebiet 
 in meh-
rere Teilgebiete 

k
zerlegt, auf denen das Randwertproblem (2.1) unabh

angig voneinander
diskretisiert werden kann. F

ur die Kontaktkanten sind dann zus

atzliche Kopplungsbedin-
gungen einzuf

uhren, die die Stetigkeitsforderung f

ur konforme Elemente abschw

acht.
Braess, Dahmen und Wieners [6] haben, ausgehend von einer Sattelpunktsformulierung f

ur
das Poisson-Problem, Konvergenzeigenschaften der Mortar-Element-Methode f

ur lineare
bzw. bilineare Elemente analysiert. Ben Belgacem [4] studiert die Erweiterung auf Elemen-
te h

oherer Ordnung. Marcinkowski [22] betrachtet die Mortar-Technik f

ur das Poisson-
Problem bei Verwendung von Crouzeix-Raviart-Elementen.
Hier soll die Mortar-Methode auf Konvektions-Diusions-Gleichungen erweitert werden.
Auerdem wird untersucht, wie Stabilisierungstechniken (Stromlinien-Diusions-FEM, vgl.
Kapitel 4 oder die upwind-Methode, vgl. Kapitel 5) im Rahmen der Mortar-Technik ver-
wendet werden k

onnen.
F

ur die Analyse und Implementierung der Mortar-Element-Methode gibt es zwei

aqui-
valente Zug

ange. Dies ist zum einen die Betrachtung als gemischtes Problem und zum
anderen als nichtkonforme Methode. Wir werden hier beide Zug

ange vorstellen und deren

Aquivalenz beweisen. F

ur die Implementierung benutzen wir das gemischte Problem. F

ur
einige Beweise ist allerdings die nichtkonforme Herangehensweise besser geeignet.
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3.1 Problemdenition und Gebietszerlegung
Ausgangspunkt ist die Konvektions-Diusions-Gleichung (2.1) aus Abschnitt 2.1 f

ur die
skalare Unbekannte u in einem beschr

ankten, polygonal berandeten, zusammenh

angenden
Gebiet 
  R
2
. Auf dem Dirichlet-Rand  
D
6= ; werden homogene Dirichlet-Randbedin-
gungen gew

ahlt, d. h. u = 0 auf  
D
.
Das Gebiet 
 wird nun in mehrere polygonal berandete, oene Teilgebiete 

k
; k = 1; : : : ; N


,
zerlegt, wobei

 =
N


[
k=1


k
und 

k
\ 

l
= ; 8 k 6= l:
N


ist die Anzahl der Teilgebiete.
 
kl
= 

k
\ 

l
mit meas( 
kl
) 6= 0 ( 
kl
besteht nicht nur aus Punkten) bezeichnet die
Verbindung zwischen den Gebieten 

k
und 

l
.  
kl
wird hier als abgeschlossen deniert.
Mit S bezeichnen wir das Skelett aller Verbindungen:
S =
[
k;l
 
kl
:
Wir wollen uns hier auf konforme Grundzerlegungen von 
 in Teilgebiete 

k
; k = 1; : : : ; N


,
(vgl. Abb. 3.1) beschr

anken, d. h., da jedes  
m
eine vollst

andige Randkante der beiden
anliegenden Gebiete 

k(m)
und 

l(m)
sein mu. Eine Erweiterung auf den nichtkonformen
Fall ist jedoch m

oglich (vgl. z. B. [4]).


1


3


2


1


2


3


4
nichtkonformes Grundgitter konformes Grundgitter
Abbildung 3.1: Grundgittervernetzungen
Da alle Teilgebiete 

k
polygonal berandet sind, kann man eine Verbindung  
kl
auch als
Vereinigung der Abschl

usse von Teilgebietskanten  
m
auffassen. Die  
m
werden alsMortar-
Kanten (Mortars) bezeichnet. Somit erhalten wir eine

aquivalente Beschreibung des Ske-
letts S als
S =
M
[
m=1
 
m
:
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Hierbei ist M die Anzahl der Mortar-Kanten.
Bez

uglich einer jeden Mortar-Kante wird unter den hier benachbarten Gebieten eine Mortar-
und eine Nicht-Mortar-Seite beliebig gew

ahlt. Mit dieser Wahl denieren wir f

ur jeden Mor-
tar  
m
eine Abbildungm 7! (k(m); l(m)), wobei  
m
  
k(m)l(m)
und 

l(m)
dieMortar-Seite
und 

k(m)
die Nicht-Mortar-Seite von  
m
repr

asentiert.
In Abb. 3.2 ist anhand einer Beispielzerlegung eine m

ogliche Wahl der Mortar-Seiten dar-
gestellt. (Zwischen 

2
und 

4
werden keine Mortars ben

otigt, da angenommen wird, da
die entsprechenden Zerlegungen hier zusammenpassen.) Wir haben drei Verbindungen
 
12
=  
21
= 

1
\ 

2
 
13
=  
31
= 

1
\ 

3
 
34
=  
43
= 

3
\ 

4
und w

ahlen die Mortar- bzw. Nicht-Mortar-Seiten so, da
 
1
  
21
 
2
; 
3
  
31
 
4
  
12
 
5
  
34
;
d. h., f

ur  
1
; 
2
und  
3
ist die Mortar-Seite immer 

1
. Bei  
4
hingegen haben wir 

2
als
Mortar-Seite gew

ahlt.


1


2


3


4
 
1
 
2
 
3
 
4
 
5
Abbildung 3.2: Zerlegung mit Verbindungen und Mortars
Auf die Bedeutung von Mortar- und Nicht-Mortar-Seite wird sp

ater noch genauer einge-
gangen.
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3.2 Formulierung der Variationsgleichung als
gemischtes Problem
Ziel dieses Abschnittes ist es, den technischen Apparat f

ur die Kapitel 4 und 5 bereit-
zustellen. Eine wesentliche Grundlage bildet die Arbeit von Braess, Dahmen und Wie-
ners [6], die sich mit Mortar-Techniken f

ur die Poisson-Gleichung und konformen, linearen
Finiten-Elementen auseinandersetzt. Das Konzept wird hier auf Konvektions-Diusions-
Gleichungen erweitert. Auerdem werden hier auch konforme Elemente h

oherer Ordnung
und lineare (bilineare), nichtkonforme Elemente betrachtet.
Wir f

uhren nun den Raum
X :=

v 2 L
2
(
) j vj


k
2 H
1
(

k
); vj
@

k
\ 
D
= 0; k = 1; : : : ; N


	
(3.1)
mit der Norm
kvk
1
:=
 
N


X
k=1
kvk
2
1;

k
!
1
2
(3.2)
ein.
Desweiteren ben

otigen wir zur sp

ateren Beschreibung der Lagrange-Multiplikatoren den
Raum H
1=2
00
( 
m
), der sich von H
1=2
0
( 
m
) unterscheidet. Er wird deniert als
H
1=2
00
( 
m
) :=

v 2 H
1=2
( 
m
) j F (v) 2 H
1=2
(@

k(m)
)
	
: (3.3)
Hierbei ist F : H
1=2
( 
m
)! L
2
(@

k(m)
) mit
F (v) :=

v(x) falls x 2  
m
0 sonst
(3.4)
ein Fortsetzungsoperator, mittels dessen die Funktion v von einer Mortar-Kante  
m
mit
0 auf den gesamten Rand @

k(m)
des zugeh

origen Gebietes auf der Nicht-Mortar-Seite
fortgesetzt wird. Als Norm benutzen wir
kvk
H
1=2
00
( 
m
)
:= kF (v)k
1=2;@

k
= inf
z2H
1
(

k
); zj
@

k
=F (v)
kzk
1;

k
: (3.5)
H
1=2
00
( 
m
) kann auch als Raum der Spuren aller Funktionen aus H
1
(

k(m)
), die auf dem
Randteil @

k
n  
m
identisch Null sind, aufgefat werden.
Somit k

onnen wir nun den Raum
X
00
:=
n
v 2 X j [jvj]
 
m
2 H
1=2
00
( 
m
) 8 
m
 S
o
(3.6)
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mit der Norm
kvk
X
:=

N


X
k=1
kvk
2
1;

k
+
X
 
m
S
k[jvj]
 
m
k
2
H
1=2
00
( 
m
)

1
2
(3.7)
denieren. Dabei bezeichnet [jvj]
 
m
den Sprung

uber  
m
(vgl. Abschnitt 2.4).
Der Raum X
00
, ausgestattet mit der Norm k  k
X
, ist ein Banach-Raum. F

ur die Norm
k  k
1
gilt dies nicht. Einen Beweis ndet man in Bemerkung 2.1 in [6].
Auf dem Skelett S f

uhren wir den Raum der Lagrange-MultiplikatorenM
M :=
Y
 
m
S

H
1=2
00
( 
m
)

0
(3.8)
mit der Norm
kk
M
:=

X
 
m
S
kk
2

H
1=2
00
( 
m
)

0

1
2
(3.9)
ein. Dabei bezeichnet

H
1=2
00
( 
m
)

0
den Dualraum zu H
1=2
00
( 
m
).
Um eine

aquivalente Charakterisierung des L

osungsraumes V als V
0;D
aus (2.3) zu erhalten,
f

uhren wir eine zus

atzliche Nebenbedingung
h; [jvj]
 
m
i
 
m
= 0 8 2M (3.10)
auf jeder Mortar-Kante  
m
, m = 1; : : : ;M , ein.
Somit denieren wir den L

osungsraum V = V
0;D
 X
00
, wobei hier die Nebenbedingungen
bereits f

ur alle Elemente erf

ullt sind, als
V := fv 2 X
00
j h; [jvj]
 
m
i
 
m
= 0 8 2M; 8 
m
 Sg : (3.11)
Wir erhalten als gemischtes, stetiges Problem:
nde (u; ) 2 X
00
M :
a(u; v) + d(; v) = f(v) 8 v 2 X
00
d(; u) = 0 8 2M
(3.12)
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mit
a(u; v) :=
N


X
k=1
"(ru;rv)


k
+ (bnu; v)
 
N
+
N


X
k=1
X
K2T
k
h
 
1
2
((bru; v)
K
  (brv; u)
K
) +
 
c 
1
2
rb; uv

K

; (3.13)
d(; v) :=
X
 
m
S
h; [jvj]
 
m
i
 
m
; (3.14)
f(v) :=
N


X
k=1
((f; v)


k
+ (g
N
; v)
 
N
\@

k
) : (3.15)
Wir erweitern hier a(; ) und f() aus Abschnitt 2.1 auf den Raum X
00
, d. h., die Bilinear-
form a(; ) ist teilgebietsweise deniert wie in (2.5) und auch die Denition der Linearform
f() entspricht auf jedem Teilgebiet 

k
der in (2.5).
3.3 LBB-Bedingung
Wir wollen hier die Ladyzhenskaya-Babuska-Brezzi-Bedingung (LBB-Bedingung) behan-
deln, mit der die Eindeutigkeit der L

osung gesichert werden kann.
Lemma 3.1
F

ur das Raumpaar X
00
M gilt die LBB-Bedingung
inf
2M
sup
v2X
00
d(; v)
kk
M
kvk
X
  > 0: (3.16)
Die G

ultigkeit dieser Bedingung wurde bereits in [6] nachgewiesen.
Wir f

uhren einen linearen Operator B wie folgt ein:
B : X
00
!M
0
hBu; i = d(; u) 8 2M
(3.17)
mit
M
0
:=
Y
 
m
S
H
1=2
00
( 
m
):
Auerdem denieren wir B
0
als dualen Operator zu B.
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Mit
kBvk
M
0
= sup
6=0
jhBv; ij
kk
M


P
 
m
S
kk
2
(H
1=2
00
( 
m
))
0

1
2

P
 
m
S
k[jvj]
 
m
k
2
H
1=2
00
( 
m
)

1
2
kk
M
=

X
 
m
S
k[jvj]
 
m
k
2
H
1=2
00
( 
m
)

1
2
 kvk
X
folgt die Stetigkeit des linearen Operators B.
3.4 Eine

aquivalente Formulierung
Das Problem (3.12) ist zu
nde u 2 V :
a(u; v) = f(v) 8 v 2 V:
(3.18)

aquivalent in folgendem Sinne.
Ist (u; ) 2 X
00
M L

osung von (3.12), so ist u 2 V , und u ist L

osung von (3.18). Ist
u 2 V L

osung von (3.18), so existiert ein  2M mit (u; ) ist L

osung von (3.12).
Nachweis:
(3.12) ! (3.18)
Sei (u; ) eine L

osung von (3.12). Dann gilt wegen d(; u) = 0 8 2 M , da u 2 V ist.
Mit d(; v) = 0 folgt somit f

ur alle v 2 V :
a(u; v) = f(v) 8 v 2 V;
d. h., u ist L

osung von (3.18).
(3.18) ! (3.12)
Die zweite Gleichung von (3.12) ist mit u 2 V sofort erf

ullt. Die erste Gleichung dient der
Bestimmung von 
d(; v) = f(v)  a(u; v) = hf

; vi


: (3.19)
F

ur den zu B aus (3.17) dualen Operator B
0
folgt mittels der LBB-Bedingung:
kB
0
k
(X
00
)
0
= sup
v2X
00
d(; v)
kvk
X
 kk
M
:
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Folglich ist B
0
injektiv auf dem Bild von M . Damit nun die Gleichung B
0
 = f

eine
L

osung hat, mu f

2 Im(B
0
) sein. Mit dem Satz von Banach (closed range theorem)
folgt, da das Bild von B
0
gleich der polaren Menge
V
0
:= ff 2 (X
00
)
0
j hf; vi = 0 8 v 2 V g
ist.
Das Funktional auf der rechten Seite von (3.19) ist aus V
0
, denn u ist L

osung von (3.18).
Somit existiert genau ein  als L

osung von (3.19) und schlielich ist (u; ) L

osung von
(3.12).
3.5 Diskretes Problem
3.5.1 Der Fall konformer Teilgebietsdiskretisierungen
Wir f

uhren den endlich dimensionalen Raum X
h
 X
00
wie folgt ein:
X
h
:=

v 2 X
00
j vj
K
2 P
K
8K 2 T
k
h
8k 2 f1; : : : ; N


g
	
: (3.20)
Hierbei benutzen wir quasi-uniforme Zerlegungen T
k
h
der Teilgebiete 

k
. Die Zerlegungen
T
k
h
und T
l
h
m

ussen an der Verbindung  
kl
nicht zusammenpassen. F

ur die Elemente K sind
sowohl Dreiecks- als auch Viereckselemente zugelassen. Dementsprechend ergibt sich der
Raum P
K
als:
P
K
:=

P
r
k
(K) falls K Dreieck
Q
r
k
(K) falls K Viereck.
(3.21)
Dabei sind P
r
k
(K) bzw. Q
r
k
(K) die R

aume aus Abschnitt 2.3. Wir verwenden innerhalb
eines Teilgebietes 

k
nur Elemente der gleichen Ordnung r
k
.
Wir f

uhren nun noch die Menge der Kreuzungspunkte (cross-points) als
C := fx 2 S j 9m;m
0
; 1  m < m
0
 M mit x =  
m
\  
m
0
g (3.22)
und die Indexmenge aller in Kreuzungspunkten liegenden Freiheitsgrade als (C) ein. Ein
Kreuzungspunkt entsteht auch, wenn sich nur zwei Mortars  
m
und  
m
0
ber

uhren.
Die Forderung v 2 X
00
beinhaltet, da der Sprung entlang einer Mortar-Kante  
m
in den
Endpunkten dieser Kante identisch 0 ist. Da dies gerade die Stetigkeit in den Kreuzungs-
punkten erzwingt, k

onnen wir X
h
alternativ als
X
h
:=

v 2 X




vj
K
2 P
K
8K 2 T
k
h
8k 2 f1; : : : ; N


g;
v ist stetig in B
j
; j 2 (C)

(3.23)
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denieren, wobei P
K
wie in (3.21) gew

ahlt wird.
An allen Mortar-Kanten mu man jetzt eine Mortar- und eine Nicht-Mortar-Seite festlegen.
Die Wahl der Mortar-Seite ist beliebig. Wenn auf beiden Seiten eine uniforme Verfeinerung
vorliegt, w

ahlen wir i. a. die feinere Seite als Mortar-Seite. Wie im Abschnitt 3.1 werden
wir die Nicht-Mortar-Seite der Mortar-Kante  
m
mit k = k(m) und die Mortar-Seite mit
l = l(m) bezeichnen.
Nun werden Lagrange-Multiplikatoren auf den Nicht-Mortar-Seiten eingef

uhrt.
Seien a und b die Endpunkte von  
m
und E eine Teilkante von  
m
(E   
m
). Dann
denieren wir M
h
M als:
M
h
:=

v 2M




vj
 
m
2 C
0
( 
m
); vj
E
2

P
r
k
 1
(E) falls a oder b 2 E
P
r
k
(E) sonst

: (3.24)
Die Abb. 3.3 zeigt eine Zerlegung und eine Funktion aus M
h
f

ur den Fall r
k
= 1. Man sieht
eine st

uckweise lineare Funktion, wobei diese auf den beiden

aueren Teilkanten konstant
ist.
6
-
s s
s
s s
v 2M
h
s
s s
s
s
s
s
 
m
  
kl


l


k
Nicht-Mortar-SeiteMortar-Seite
Abbildung 3.3: Beispiel einer Funktion aus M
h
Sei ferner
V
h
:=

v 2 X
h
j (; [jvj]
 
m
)
 
m
= 0 8 2M
h
; 8 
m
 S
	
: (3.25)
Die Bilinearform d
h
(; ) als diskrete Version von (3.14) sichert i. a. nicht, da V
h
 V .
Notwendig daf

ur ist die Stetigkeit

uber Mortar-Kanten hinweg, die durch (3.25) nicht
gesichert ist.
Insgesamt erhalten wir als gemischtes diskretes Problem:
nde (u
h
; 
h
) 2 X
h
M
h
:
a(u
h
; v
h
) + d(
h
; v
h
) = f(v
h
) 8 v
h
2 X
h
d(
h
; u
h
) = 0 8
h
2M
h
:
(3.26)
30 Mortar-Technik
K

onnte man k[jvj]
 
m
k
H
1=2
00
( 
m
)
 C(kvk
1;

k(m)
+ kvk
1;

l(m)
) fur v 2 V
h
absch

atzen, so w

are
die Elliptizit

at a(v; v)  kvk
2
X
unmittelbar gezeigt. Es gilt aber
i. a. 6 9C : k[jvj]
 
m
k
H
1=2
00
( 
m
)
 C(kvk
1;

k(m)
+ kvk
1;

l(m)
) fur v 2 V
h
: (3.27)
Somit ist es erforderlich, netzabh

angige Normen
kwk
1=2;h; 
m
:= h
 1=2
kwk
0; 
m
(3.28)
kvk
2
1;h
:= kvk
2
1
+
X
 
m
S
k[jvj]
 
m
k
2
1=2;h; 
m
(3.29)
kk
2
 1=2;h
:=
X
 
m
S
kk
2
 1=2;h; 
m
=
X
 
m
S
hkk
2
0; 
m
(3.30)
zu verwenden.
Die Formulierung (3.26) ist

aquivalent zu
nde u
h
2 V
h
:
a(u
h
; v
h
) = f(v
h
) 8 v
h
2 V
h
:
(3.31)
Hierbei benutzen wir die teilgebietsweise denierten Linear- bzw. Bilinearformen aus (3.13)
{ (3.15).
Der Beweis erfolgt wie im stetigen Fall. Man ben

otigt hier die G

ultigkeit der diskreten
LBB-Bedingung. Eine solche wird in [6] mit der gitterabh

angigen Norm k k
1;h
in der Form
inf

h
2M
h
sup
v
h
2X
h
d(
h
; v
h
)
k
h
k
 1=2;h
kvk
1;h
  > 0 (3.32)
f

ur r
k
= 1; k = 1; : : : ; N


, nachgewiesen.
In [4] wird die Bedingung auf beliebige r
k
verallgemeinert.
3.5.2 Der Fall nichtkonformer Teilgebietsdiskretisierungen
Hier f

uhren wir den endlich dimensionalen, nichtkonformen Raum X
h
ein. Weil keine Ste-
tigkeit

uber Elementgrenzen hinweg vorliegt, ist die Funktion v
h
j


k
62 H
1
(

k
). Da auer-
dem in den Kreuzungspunkten keine Stetigkeit gegeben ist, gilt X
h
6 X
00
. Es werden
mittelwert-orientierte Elemente benutzt. Somit denieren wir:
X
h
:=
(
v 2 L
2
(
)





vj
K
2 P
K
8K 2 T
k
h
8k 2 f1; : : : ; N


g;
R
E
j
[jvj]
E
j
ds = 0 8 j 2 I(
) n I(@
);
R
E
j
v ds = 0; 8 j 2 I( 
D
)
)
:
(3.33)
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Dabei bezeichnen die E
j
die Kanten der Elemente (vgl. Abschnitt 2.4). Wir benutzen quasi-
uniforme Zerlegungen T
k
h
der Teilgebiete 

k
. Die Zerlegungen T
k
h
und T
l
h
m

ussen an der
Verbindung  
kl
nicht zusammenpassen. Es sind auch hier Dreiecks- und Viereckselemente
zugelassen. Der Raum P
K
ist als
P
K
:=

P
1
(K) falls K Dreieck
Q
rot
1
(K) falls K Viereck
deniert. Die R

aume P
1
(K) und Q
rot
1
(K) sind im Abschnitt 2.4 eingef

uhrt worden.
An allen Mortar-Kanten mu jetzt, analog zum konformen Fall, eine Mortar- und eine
Nicht-Mortar-Seite festgelegt werden. Die Wahl der Mortar-Seite ist beliebig. Die Nicht-
Mortar-Seite der Mortar-Kante  
m
wird wiederum mit k = k(m) und die Mortar-Seite mit
l = l(m) bezeichnet.
Jetzt werden Lagrange-Multiplikatoren auf den Nicht-Mortar-Seiten eingef

uhrt.
Sei E eine Teilkante von  
m
(E   
m
). Dann denieren wir den Raum M
h
M als:
M
h
:=

v 2 L
2
(S) j vj
E
2 P
0
(E) 8E   
m
8 
m
 S
	
: (3.34)
Die Abb. 3.4 zeigt eine Zerlegung und eine Funktion aus M
h
. Es handelt sich hierbei um
eine i. a. unstetige, st

uckweise konstante Funktion.
6
-
s
s
s
s
v 2M
h
s
s
s
s
s
 
m
  
kl


l


k
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Abbildung 3.4: Beispiel einer Funktion aus M
h
Nun k

onnen wir auch hier das gemischte diskrete Problem:
nde (u
h
; 
h
) 2 X
h
M
h
:
a
h
(u
h
; v
h
) + d(
h
; v
h
) = f(v
h
) 8 v
h
2 X
h
d(
h
; u
h
) = 0 8
h
2M
h
(3.35)
formulieren. Die Bilinearformen a
h
(; ), d(; ) und die Linearform f() werden formal analog
zu (3.13) - (3.15) deniert, sind jedoch hier auf den nichtkonformen Raum X
h
erweitert,
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d. h.
a
h
(u; v) :=
N


X
k=1
X
K2T
k
h

"(ru;rv)
K
+
1
2
((bru; v)
K
  (brv; u)
K
)
+ (c 
1
2
rb; uv)
K

+ (bn; uv)
 
N
:
3.6 Interpolation in V
h
3.6.1 Der Fall konformer Teilgebietsdiskretisierungen
Hier werden wir einen Interpolationsoperator I
h
: H
2
(
)! V
h
denieren, d. h., die Inter-
polierende erf

ullt die Mortar-Bedingung. Wir setzen
I
h
u := i
h
u  k
h
u (3.36)
mit
i
h
j


k
:= i
k
h
8 k 2 f1; : : : ; N


g
i
k
h
u :=
X
i2(

k
)
N(B
i
)'
i
k
h
u :=
M
X
m=1
k
m
h
u; (k
m
h
u)j

n

k(m)
= 0;
wobei (

k
) die Indexmenge aller Freiheitsgrade im Teilgebiet 

k
darstellt. Die Interpo-
lierende i
k
h
u entspricht der Standard-Lagrange-Interpolierenden auf dem Teilgebiet 

k
. Die
Korrektur k
h
u sichert das Erf

ulltsein der Mortar-Bedingung, d. h.
d(; I
h
u) = d(; i
h
u  k
h
u) = 0 8 2M
h
:
Konstruktion der Korrektur k
h
u
Zu jeder Mortar-Kante  
m
(m 2 f1; : : : ;Mg) f

uhren wir den Raum
~
M
m
h
mit
~
M
m
h
:=
n
v 2 H
1=2
00
( 
m
)


v = uj
 
m
; u 2 X
h
(

k(m)
)
o
ein, d. h.,
~
M
m
h
enth

alt jeweils alle Spuren von Funktionen aus X
h
(

k
) auf der jeweiligen
Nicht-Mortar-Seite, wobei v 2
~
M
m
h
an den Endpunkten von  
m
gerade gleich 0 ist. Auf
dem gesamten Skelett S denieren wir
~
M
h
(S) :=
Y
 
m
S
~
M
m
h
:
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Wir f

uhren nun den Projektionsoperator 
m
: H
1=2
00
( 
m
) !
~
M
m
h
ein, der den Sprung
der Lagrange-Interpolierenden entlang der Mortar-Kante  
m
auf die Nicht-Mortar-Seite
projiziert. F

ur 
m
gelte f

ur alle w 2 H
1=2
00
( 
m
) die Eigenschaft
(
m
w; )
 
m
= (w; )
 
m
8 2M
h
( 
m
): (3.37)
Die R

aume M
h
und
~
M
h
haben die gleiche Dimension. Dies gilt, da Funktionen aus
~
M
h

uber einer Kante  
m
in den Endpunkten verschwinden und sich somit die Anzahl der
Freiheitsgrade bzgl. einer Mortar-Kante um zwei vermindert. Der Raum M
h
wurde durch
die Reduzierung des Polynomgrades in den

aueren Teilkanten einer Mortar-Kante um eins
gerade so deniert, da die Anzahl der Freiheitsgrade auch hier bzgl. jeder Mortar-Kante
um zwei verringert wird.
F

ur die Projektion 
m
wurden bei Ben Belgacem [4] folgende Eigenschaften gezeigt.
Lemma 3.2
Sei 
m
ein Projektionsoperator, der die Bedingung (3.37) erf

ullt. Dann gilt
k
m
wk
H
1=2
00
( 
m
)
 Ckwk
H
1=2
00
( 
m
)
8w 2 H
1=2
00
( 
m
):
Sei weiterhin w 2 H
r
k
+1=2
( 
m
) \ H
1=2
00
( 
m
). Dann folgt
kw   
m
wk
0; 
m
+ h
1=2
k
kw   
m
wk
H
1=2
00
( 
m
)
 Ch
r
k
+1=2
k
kwk
r
k
+1=2; 
m
: (3.38)
Bemerkung 3.3
Die Stetigkeit des Projektionsoperators 
m
in der L
2
-Norm
k
m
wk
0; 
m
 Ckwk
0; 
m
8w 2 H
1=2
00
( 
m
)
wird bei Braess/Dahmen/Wieners im 2D-Fall in [6], Lemma 3.1, f

ur lineare Elemente mit
der expliziten Konstanten C = 4=3 gezeigt. Ben Belgacem [4] weist diese Aussage im Beweis
von Lemma 2.2 f

ur beliebige Polynomgrade nach.
Als Projektion  :
Q
 
m
S
H
1=2
00
( 
m
) !
~
M
h
(S) auf dem gesamten Skelett S denieren wir
jeweils die Projektion 
m
auf der entsprechenden Mortar-Kante  
m
. Der Sprung der
Lagrange-Interpolierenden verschwindet in den Kreuzungspunkten. Deshalb k

onnen die
einzelnen Projektionen 
m
unabh

angig voneinander ausgef

uhrt werden.
Wir f

uhren jetzt einen Fortsetzungsoperator F
k
ein, der eine Funktion vom Rand von 

k
ins Innere fortsetzt. Dazu ben

otigen wir den Raum
N
p
h
:=
n
v 2 H
1=2
(@

p
)



vj
 
m
2
~
M
m
h
falls p = k(m) und v = 0 sonst
o
;
d. h., v ist nur dann von 0 verschieden, wenn  
m
in 

p
gerade seine Nicht-Mortar-Seite
hat.
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Wir benutzen f

ur die Denition des Fortsetzungsoperators F
k
: N
k
h
! X
h
(

k
) einfach die
am Rand bendlichen Basisfunktionen, d. h.
F
k
v :=
X
i2(@

k
)
N
i
(v)'
i
; (3.39)
wobei N
i
(v) das Knotenfunktional zum Freiheitsgrad B
i
und '
i
die zu diesem Freiheitsgrad
geh

orende Basisfunktion ist. Somit klingt v in einem Streifen der Breite eines Elementes
entlang des Randes auf Null ab und kann dann im verbleibenden Inneren von 

k
mit Null
fortgesetzt werden.
Als Fortsetzungsoperator F :
~
M
h
! X
h
(
) denieren wir die Summe der teilgebietsweisen
Fortsetzungen F
k
. Der Operator F erf

ullt das folgende Lemma.
Lemma 3.4
Sei F :
~
M
h
(S)! X
h
(
) der oben denierte Fortsetzungsoperator. Dann gilt 8 v 2
~
M
h
und
n 2 f0; 1g
N


X
k=1
jF
k
vj
n;

k
 C
X
 
m
S
h
1=2 n
k(m)
kvk
0; 
m
:
Beweis:
Wir benutzen zun

achst die Denition des Fortsetzungsoperators (3.39), d. h.
N


X
k=1
jF
k
vj
n;

k
=
N


X
k=1




X
i2(@

k
)
N
i
(v)'
i




n;

k
:
Wir untersuchen nun alle  
m
 @

k
, die in 

k
ihre Nicht-Mortar-Seite haben. Eine ele-
mentweise Betrachtung ergibt
N


X
k=1
jF
k
vj
n;

k

N


X
k=1
X
 
m
@

k
X
K2T
k
h
; @K\ 
m
6=;
kvk
0;1; 
m
\@K
X
i2
NM
( 
m
)\(K)
j'
i
j
n;K
:
Hierbei ist  
m
\ @K gerade eine vollst

andige Kante des Elementes K, und 
NM
( 
m
)
bezeichnet alle Freiheitsgrade auf der Nicht-Mortar-Seite von  
m
. Verk

urzend schreiben wir
~
 = 
NM
( 
m
)\(K). Wir k

onnen nun eine Transformation von der Kante   =  
m
\ @K
auf ein Referenzelement
^
  =^ ( 1; 1) durchf

uhren. Es ergibt sich f

ur das Element K
kvk
0;1; 
X
i2
~

j'
i
j
n;K
= kv^k
0;1;
^
 
X
i2
~

j'
i
j
n;K
:
Die mit ^ gekennzeichneten Gr

oen bezeichnen die jeweiligen Entsprechungen auf dem
Referenzelement.
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Auf dem Referenzelement
^
  gilt aufgrund der Norm

aquivalenz in endlichdimensionalen
R

aumen
kv^k
0;1;
^
 
 Ckv^k
0;
^
 
8 v 2
~
M
h
(
^
 ):
Benutzen wir diese Beziehung und f

uhren eine entsprechende R

ucktransformation auf das
Originalelement durch, so erhalten wir
kvk
0;1; 
X
i2
~

j'
i
j
n;K
 Ch
 1=2
k
kvk
0; 
X
i2
~

j'
i
j
n;K
:
F

ur j'
i
j
1;K
erhalten wir durch Transformation auf ein Referenzelement die Beziehung
j'
i
j
1;K
 Ch
 1
k
j'
i
j
0;K
:
Auerdem ist die L
2
-Norm einer Basisfunktion stets beschr

ankt durch
j'
i
j
0;K
 Ch
k
:
Somit erhalten wir
kvk
0;1; 
X
i2
~

j'
i
j
n;K
 Ch
 1=2
k
kvk
0; 
X
i2
~

C
0
h
1 n
k
:
Da die Anzahl der Basisfunktionen je Element fest ist, ergibt sich insgesamt
N


X
k=1
jF
k
vj
n;

k

N


X
k=1
X
 
m
@

k
X
K2T
k
h
; @K\ 
m
6=;
Ch
1=2 n
k
kvk
0; 
 C
X
 
m
S
h
1=2 n
k
X
K2T
k
h
; @K\ 
m
6=;
kvk
0; 
 C
X
 
m
S
h
1=2 n
k
kvk
0; 
m
:
2
Nun k

onnen wir die Korrektur k
h
u der Interpolierenden bzgl. der exakten L

osung u de-
nieren als
k
h
u := F

X
 
m
S
(i
k(m)
h
u  i
l(m)
h
u)j
 
m

= F ([ji
h
uj]
S
) : (3.40)
Bemerkung 3.5
Man sieht leicht, da mit dieser Korrektur die Mortar-Bedingung erf

ullt ist, denn 8 2M
h
gilt
d(; I
h
u) =
X
 
m
S
(; [jI
h
uj]
 
m
)
 
m
=
X
 
m
S
(; [ji
h
uj]
 
m
  
m
([ji
h
uj]
 
m
))
 
m
= 0
aufgrund der Projektionsbedingungen (3.37).
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Interpolationsfehler
In diesem Abschnitt wird eine Absch

atzung des Interpolationsfehlers vorgestellt.
Lemma 3.6
Sei die exakte L

osung u 2 H
1
0
(
)\
N


Q
k=1
H
r
k
+1
(

k
). Sei auerdem die Mortar-Seite so gew

ahlt,
da h
 1=2
k(m)
 Ch
 1=2
l(m)
erf

ullt ist. Dann gilt f

ur den Interpolationsfehler die Absch

atzung
N


X
k=1
ju  I
h
uj
n;

k
 C
N


X
k=1
h
r
k
+1 n
k
kuk
r
k
+1;

k
;
wobei n 2 f0; 1g, h
k
der Gitterparameter im Teilgebiet 

k
und r
k
der Polynomgrad im
Raum X
h
(

k
) ist.
Beweis:
Wir betrachten zun

achst eine Mortar-Kante  
m
und den Fehler auf den angrenzenden
Teilgebieten 

k(m)
und 

l(m)
. Es gilt
ju  I
h
uj
n;

p
= ju  i
h
uj
n;

p
+ jk
m
h
uj
n;

p
(3.41)
mit p 2 fk(m); l(m)g. F

ur das Teilgebiet 

l(m)
entf

allt der Korrekturterm. Somit kann f

ur
den Fehler im Gebiet 

l(m)
und den ersten Teil von (3.41) f

ur p = k(m) die Standard-
Absch

atzung angewandt werden. Im Fall p = k(m) setzen wir in den zweiten Term die
Denition k
m
h
u = F((i
k
h
u)j
 
m
  (i
l
h
u)j
 
m
) ein. Nun benutzen wir Lemma 3.4 sowie Bemer-
kung 3.3 und schieben zus

atzlich ein u ein. Somit ergibt sich
jk
m
h
uj
n;

k
 Ch
1=2 n
k
 
ku  i
k
h
uk
0; 
m
+ ku  i
l
h
uk
0; 
m

:
Wir wenden nun ein Skalierungsargument an, d. h.
ku  i
p
h
uk
0; 
m
 Ch
 1=2
p
ku  i
p
h
uk
0;

p
+ Ch
1=2
p
ju  i
p
h
uj
1;

p
:
Es folgt mit h
 1=2
k(m)
 Ch
 1=2
l(m)
jk
m
h
uj
n;

k
 C
X
p2fk;lg
h
 n
p
ku  i
p
h
uk
0;

p
+ h
1 n
p
ju  i
p
h
uj
1;

p
:
Mit der

ublichen Interpolationsabsch

atzung und der Erweiterung auf alle Mortar-Kanten
folgt nun die Behauptung. 2
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3.6.2 Der Fall nichtkonformer Teilgebietsdiskretisierungen
Wir f

uhren, wie in Abschnitt 3.6.1 f

ur den konformen Fall, einen Interpolationsoperator
der Form
I
h
u := i
h
u  k
h
u (3.42)
ein, der von X
00
in V
h
abbildet, d. h., die Interpolierende erf

ullt die Mortar-Bedingung.
Dabei ist i
h
der Interpolationsoperator f

ur mittelwert-orientierte Elemente (vgl. Abschnitt
2.6).
Konstruktion der Korrektur k
h
u
Es wird zun

achst wiederum der Sprung entlang der Mortar-Kante auf die Nicht-Mortar-
Seite projiziert. Hier kann direkt der Raum M
h
der Lagrange-Multiplikatoren verwendet
werden, d. h., wir erhalten die Projektion  : L
2
(S)!M
h
mit
(w; )
S
= (w; )
S
8 2 M
h
(3.43)
f

ur alle w 2 L
2
(S) als

ubliche L
2
-Projektion.
Nun denieren wir ebenfalls einen Fortsetzungsoperator F :M
h
! X
h
als
Fv :=
X
i2
NM
(S)
N
i
(v)'
i
; (3.44)
wobei N
i
(v) gerade das Knotenfunktional zum Freiheitgrad B
i
und '
i
die entsprechende
Basisfunktion darstellt. Die Knotenfunktionale sind als
N
i
(v) := j 
i
j
 1
hv; 
i
i
 
i
deniert, wobei  
i
  
m
eine Teilkante von  
m
und 
i
die zugeh

orige Basisfunktion in M
h
ist.
F

ur die Fortsetzung F gilt die folgende Eigenschaft.
Lemma 3.7
Sei F : M
h
! X
h
ein gem

a (3.44) denierter Fortsetzungsoperator und die verwendete
Zerlegung shape-regul

ar. Dann gilt f

ur v 2M
h
und n 2 f0; 1g
N


X
k=1
jFvj
n;

k
 C
X
 
m
S
h
1=2 n
k(m)
kvk
0; 
m
:
Beweis:
Wir wenden zun

achst die Denition des Fortsetzungsoperators aus (3.44) an, d. h.
N


X
k=1
jFvj
n;

k
=
N


X
k=1




X
i2
NM
(S)
N
i
(v)'
i




n;

k
:
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Eine elementweise Betrachtung liefert
N


X
k=1
jFvj
n;

k

N


X
k=1
X
K2T
k
h
X
i2
NM
(S)\(K)
j 
i
j
 1
jhv; 
i
i
 
i
j j'
i
j
n;

k

N


X
k=1
X
K2T
k
h
X
i2
NM
(S)\(K)
Cj 
i
j
 1=2
kvk
0; 
i
jKj
1=2
h
 n
k
 C
X
 
m
S
h
1=2 n
k(m)
kvk
0; 
m
wegen der shape-Regularit

at, woraus jKj=j 
i
j  h
k
folgt. 2
Als Korrektur denieren wir auch hier
k
h
u := F

X
 
m
S
(i
k(m)
h
u  i
l(m)
h
u)j
 
m

= F ([ji
h
uj]
S
) : (3.45)
Somit k

onnen wir nun den Interpolationsfehler f

ur den Interpolationsoperator I
h
absch

atzen.
Lemma 3.8
Sei die exakte L

osung u 2 H
1
0
(
) \
N


Q
k=1
H
2
(

k
). Sei auerdem die Mortar-Seite so gew

ahlt,
da h
 1=2
k(m)
 Ch
 1=2
l(m)
erf

ullt ist. Dann gilt f

ur den Interpolationsfehler die Absch

atzung
N


X
k=1
ju  I
h
uj
n;

k
 C
N


X
k=1
h
2 n
k
kuk
2;

k
;
wobei n 2 f0; 1g und h
k
der Gitterparameter im Teilgebiet 

k
ist.
Der Beweis erfolgt analog zu dem von Lemma 3.6.
Kapitel 4
Stromlinien-Diusions-FEM
(SDFEM)
Die Stromlinien-Diusions-FEM (SDFEM) wurde 1979 von Hughes und Brooks [15] f

ur
konforme Finite-Elemente bei konvektionsdominanten Konvektions-Diusions-Problemen
eingef

uhrt. Sie ist mittlerweile sehr gut untersucht. Einen

Uberblick gibt die Monographie
von Roos, Stynes und Tobiska [24], Kapitel III 3.2.1.
Das Verfahren gestattet es, Diskretisierungen beliebig hoher Ordnung zu konstruieren, die
stabiler als die mit der Galerkin-Methode erzielten sind. Mit den upwind-Verfahren (vgl.
Kapitel 5) sind ebenfalls stabile Diskretisierungen mit besseren algebraischen Eigenschaften
zu erhalten. Allerdings sind dies nur Verfahren niedriger Ordnung.
Die Idee des Stromlinien-Diusions-Verfahrens besteht darin, eine k

unstliche Viskosit

at
nur in Stromlinienrichtung zur gegebenen Konvektions-Diusions-Gleichung zu addieren.
Damit wird ein Verschmieren der numerischen L

osung in Crosswind-Richtung, d. h. senk-
recht zur Str

omungsrichtung, unterdr

uckt, wie es z. B. bei der Methode der k

unstlichen
Diusion entsteht. Die G

ute der SDFEM h

angt stark von der Wahl der sogenannten Strom-
liniendiusionsparameter ab.
Wir konzentrieren uns in diesem Kapitel ausschlielich auf den Fall konformer Diskreti-
sierungen innerhalb der Teilgebiete 

k
. SDFEM f

ur nichtkonforme Diskretisierungen wird
z. B. in [20] oder [19] behandelt. Wir werden hier zur Behandlung der Probleme durch die
an den Mortarkanten entstehenden Unstetigkeiten

ahnliche Sprungterme wie in [19] benut-
zen. Auerdem betrachten wir nur Probleme mit Dirichlet-Randbedingungen ( 
D
= @
).
Achdou [1] besch

aftigt sich bereits mit SDFEM f

ur Konvektions-Diusions-Probleme in
der konservativen Form, d. h.  r ("ru + u) + u = f . Als Testfunktionen werden
v
h
+Æ
K
r(v
h
) verwendet. Wir werden hier eine

ahnliche, modizierte Bilinearform benut-
zen. Bei Achdou werden nur f

ur das konforme P
1
-Element optimale Fehlerabsch

atzungen
angegeben. Die Beweise sind nur skizzenhaft und die Eigenschaften des Interpolationsope-
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rators werden nicht gezeigt.
Wir f

uhren nun die modizierte Bilinearform a
SD
(; ) und Linearform f
SD
() mit
a
SD
(u; v) :=
N


X
k=1

"(ru;rv)


k
+ (bru; v)


k
+ (cu; v)


k
+
X
K2T
k
h
Æ
K
( "4u+ bru+ cu; brv)
K

(4.1)
 
X
 
m
S
(bn
 
m
[juj]
 
m
; hjvji
 
m
)
 
m
+
X
 
m
S
(jbn
 
m
j [juj]
 
m
; [jvj]
 
m
)
 
m
;
f
SD
(v) :=
N


X
k=1

(f; v)


k
+
X
K2T
k
h
Æ
K
(f; brv)
K

(4.2)
ein und erhalten als schwache Formulierung des diskreten Problems
nde (u
h
; 
h
) 2 X
h
M
h
:
a
SD
(u
h
; v
h
) + d(
h
; v
h
) = f
SD
(v
h
) 8 v
h
2 X
h
d(
h
; u
h
) = 0 8
h
2M
h
:
(4.3)
Die Wahl von Æ
K
wird f

ur Probleme ohne Mortars ausf

uhrlich in Kapitel III 3.2.1 von [24]
diskutiert. Wir setzen hier die Bedingung
0 < Æ
K

1
2
min

c
0
(max
x2K
jc(x)j)
2
;
h
2
K

2
"

8K 2 T
k
h
8 k 2 f1; : : : ; N


g; (4.4)
voraus.
Wir bezeichnen mit jjj  jjj die Stromlinien-Diusions-Norm auf X
h
, die als
jjjvjjj
2
:=
N


X
k=1
"jvj
2
1;

k
+ c
0
kvk
2
0;

+
N


X
k=1
X
K2T
k
h
Æ
K
kbrvk
2
0;K
+
X
 
m
S
k jbn
 
m
j [jvj]
 
m
k
2
0; 
m
(4.5)
deniert wird.
Die obere Schranke von Æ
K
in (4.4) erm

oglicht es uns, mit Hilfe der lokalen inversen Un-
gleichung
k4vk
0;K
 h
 1
K
krvk
0;K
; (4.6)
wobei  eine positive Konstante ist, den Term




N


X
k=1
X
K2T
k
h
Æ
K
( "4v + cv; brv)
K





1
2
jjjvjjj
2
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
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zu majorisieren.
Nachfolgend wird eine Fehlerabsch

atzung f

ur das gemischte Problem (4.3) bei Verwendung
konformer Teilgebietsdiskretisierungen hergeleitet.
4.1 Koerzivit

at von a
SD
(; )
In diesem Abschnitt wollen wir zun

achst die Koerzivit

at der modizierten Bilinearform
a
SD
(; ) untersuchen. Die Koerzivit

at wird nur auf V
h
 X
h
ben

otigt, da dies zum Nachweis
der Existenz einer eindeutigen L

osung ausreicht. In unserem Fall gilt die Koerzivit

at sogar
auf ganz X
h
.
Lemma 4.1
Gelte die Beziehung (2.6) und gen

uge Æ
K
der Bedingung (4.4). Dann ist a
SD
(; ) koerziv,
d. h.
a
SD
(v; v) 
1
2
jjjvjjj
2
8v 2 X
h
:
Beweis:
Es gilt
a
SD
(v; v) =
N


X
k=1
("jvj
1;

k
+ (brv; v)


k
+ (cv; v)


k
)
+
N


X
k=1
X
K2T
k
h
 
Æ
K
kbrvk
2
0;K
+ Æ
K
( "4v + cv; brv)
K

 
X
 
m
S
1
2
(bn
 
m
[jv
2
j]
 
m
; 1)
 
m
+
X
 
m
S
(jbn
 
m
j; [jvj]
2
 
m
)
 
m
:
Wir betrachten zun

achst den Term:
N


X
k=1
(brv; v)


k
=
N


X
k=1
X
K2T
k
h
(brv; v)
K
=
N


X
k=1
X
K2T
k
h
1
2
(brv
2
; 1)
K
=
N


X
k=1

 
1
2
X
K2T
k
h
(rb; v
2
)
K
+
1
2
X
K2T
k
h
(bn
K
; v
2
)
@K

=  
1
2
N


X
k=1
X
K2T
k
h
(rb; v
2
)
K
+
1
2
X
 
m
S
(bn
 
m
; [jv
2
j]
 
m
)
 
m
;
da vj


k
2 C
0
(

k
) f

ur alle k = 1; : : : ; N


, d. h., die Spr

unge

uber Kanten innerhalb der
Teilgebiete 

k
verschwinden, und es verbleiben nur die Spr

unge entlang der Mortar-Kanten
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 
m
. Die Normalenvektoren werden hier so gew

ahlt, wie es in Abschnitt 2.4, in Formel (2.11)
beschrieben wurde.
Mit der Voraussetzung c 
1
2
rb  c
0
> 0 erhalten wir
a
SD
(v; v) 
N


X
k=1

"jvj
2
1;

k
+ c
0
kvk
2
0;

k
+
X
K2T
k
h
Æ
K
kbrvk
2
0;K

+
X
 
m
S
jbn
 
m
jk [jvj]
 
m
k
2
0; 
m
+
N


X
k=1
X
K2T
k
h
Æ
K
( "4v + cv; brv)
K
+
X
 
m
S
1
2
(bn
 
m
[jv
2
j]
 
m
; 1)
 
m
 
X
 
m
S
1
2
(bn
 
m
[jv
2
j]
 
m
; 1)
 
m
:
Mit der Denition der Stromlinien-Diusions-Norm jjj  jjj (vgl. (4.5)) folgt
a
SD
(v; v)  jjjvjjj
2
+
N


X
k=1
X
K2T
k
h
Æ
K
( "4v + cv; brv)
K
:
Wir sch

atzen nun den Term




N


X
k=1
X
K2T
k
h
Æ
K
( "4v; brv)
K
+ Æ
K
(cv; brv)
K




nach oben ab.
Mit jc(x)j  c
max;K
f

ur alle x 2 K folgt




N


X
k=1
X
K2T
k
h
Æ
K
(cv; brv)
K





N


X
k=1
X
K2T
k
h

Æ
1=2
K
c
max;K
kvk
0;K
Æ
1=2
K
kbrvk
0;K


N


X
k=1
X
K2T
k
h
Æ
K
c
2
max;K
kvk
2
0;K
+
Æ
K
4
kbrvk
2
0;K
:
Unter der Voraussetzung (4.4), d. h. 2c
2
max;K
Æ
K
 c
0
, folgt




N


X
k=1
X
K2T
k
h
Æ
K
(cv; brv)
K





c
0
2
kvk
2
0;

+
1
4
N


X
k=1
X
K2T
k
h
Æ
K
kbrvk
2
0;K
:
4.2 Konsistenzfehler 43
Der Term




N


X
k=1
X
K2T
k
h
Æ
K
( "4v; brv)
K




 "
N


X
k=1
X
K2T
k
h
Æ
K
k4vk
0;K
kbrvk
0;K
kann mit der inversen Ungleichung (4.6) und Voraussetzung (4.4), d. h. Æ
K

h
2
K
2
2
"
, wie
folgt abgesch

atzt werden:




N


X
k=1
X
K2T
k
h
Æ
K
( "4v; brv)
K





N


X
k=1
X
K2T
k
h

"
2
Æ
K

2
h
2
K
jvj
2
1;K
+
Æ
K
4
kbrvk
2
0;K


N


X
k=1
X
K2T
k
h

"
2
jvj
2
1;K
+
Æ
K
4
kbrvk
2
0;K

:
Insgesamt erhalten wir
a
SD
(v; v)  jjjvjjj
2
 
"
2
N


X
k=1
X
K2T
k
h
jvj
2
1;K
 
c
0
2
kvk
2
0;

 
1
2
N


X
k=1
X
K2T
k
h
Æ
K
kbrvk
2
0;K

1
2
jjjvjjj
2
8 v 2 X
h
:
2
Der Beweis basiert im Wesentlichen auf der speziellen Wahl des zus

atzlich in die Bilinear-
form eingef

ugten Terms
 
X
 
m
S
(bn
 
m
[juj]
 
m
; hjvji
 
m
)
 
m
und der Beziehung [jvj]
 
m
hjvji
 
m
=
1
2
[jv
2
j]
 
m
. F

ur die modizierte Bilinearform gelingt nun
der Nachweis der Koerzivit

at.
4.2 Konsistenzfehler
Als einen Teil des gesamten Fehlers wollen wir hier den Konsistenzfehler untersuchen.
Lemma 4.2
Sei (u; ) 2

X
00
\
N


Q
k=1
H
r
k
+1
(

k
)

M L

osung von (3.12) mit der modizierten Bilinear-
form a
SD
(; ) und der modizierten Linearform f
SD
() sowie (u
h
; 
h
) 2 X
h
M
h
L

osung
von (4.3) mit f 2 L
2
(
) und sei h
l(m)
 ch
k(m)
. Dann gilt
ja
SD
(u  u
h
; w
h
)j = jd(q
h
  ; w
h
)j  C
N


X
k=1
"
1=2
h
r
k
k
kuk
r
k
+1;

k
jjjw
h
jjj 8w
h
2 V
h
:
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Dabei ist q
h
die Bestapproximation von  in M
h
.
Beweis:
Da X
h
 X
00
und M
h
 M , gilt f

ur (u; ) 2

X
00
\
N


Q
k=1
H
r
k
+1
(

k
)

M und (u
h
; 
h
) 2
X
h
M
h
mit (3.12) und (4.3)
a
SD
(u; w
h
) + d(; w
h
) = f
SD
(w
h
) 8w
h
2 X
h
(4.7)
a
SD
(u
h
; w
h
) + d(
h
; w
h
) = f
SD
(w
h
) 8w
h
2 X
h
: (4.8)
Als Dierenz von (4.7) und (4.8) ergibt sich
a
SD
(u  u
h
; w
h
) = d(
h
  ; w
h
) 8w
h
2 X
h
: (4.9)
Wir betrachten nun (4.9) nur noch f

ur w
h
2 V
h
 X
h
. Damit folgt d(
h
; w
h
) = 0. Wir
setzen jetzt f

ur  = "
@u
@n
k
, wobei uj


k
2 H
r
k
+1
(

k
) ist. Somit erhalten wir
a
SD
(u  u
h
; w
h
) = "d

 
@u
@n
k
; w
h

= "d

q
h
 
@u
@n
k
; w
h

= "
X
 
m
S
Z
 
m

q
h
 
@u
@n
k(m)

[jw
h
j]
 
m
ds;
nachdem q
h
als Bestapproximierende von
@u
@n
k
2 M in M
h
mit Hilfe der Mortarbedingung
eingeschoben wurde.
Wir k

onnen jetzt in den Sprung den Projektionsoperator 
m
w
h
, wie in Lemma 3.2 deniert,
einf

ugen, da dieser auf beiden Seiten des Sprunges gleich ist. Somit erhalten wir
a
SD
(u  u
h
; w
h
) = "
X
 
m
S
Z
 
m

q
h
 
@u
@n
k

[jw
h
  
m
w
h
j]
 
m
ds:
Wir spalten nun den Sprung auf
a
SD
(u  u
h
; w
h
) = "
X
 
m
S
Z
 
m

q
h
 
@u
@n
k

(w
h
j


k
\ 
m
  
m
w
h
) ds
  "
X
 
m
S
Z
 
m

q
h
 
@u
@n
k

(w
h
j


l
\ 
m
  
m
w
h
) ds:
Jetzt betrachten wir den Betrag von a
SD
(; ). Mit der Dreiecksungleichung und der Cauchy-
Schwarz-Ungleichung folgt
ja
SD
(u  u
h
; w
h
)j  "
X
 
m
S
kq
h
 
@u
@n
k
k
0; 
m
(kw
h
j


k
\ 
m
  
m
w
h
k
0; 
m
+ kw
h
j


l
\ 
m
  
m
w
h
k
0; 
m
): (4.10)
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Es gilt
@u
@n
k



 
m
2 H
r
k
 1=2
( 
m
). Mit Theorem 12.3.3 in [8] folgt f

ur jedes  
m
kq
h
 
@u
@n
k
k
0; 
m
 Ch
r
k
 1=2
k
k
@u
@n
k
k
r
k
 1=2; 
m
:
Mit der Stetigkeit des Spuroperators (vgl. Theorem 7.53 in [2]) gilt



@u
@n
k
j
 
m



r
k
 1=2; 
m




@u
@n
k
j
@

k



r
k
 1=2;@

k
 C



@u
@n
k



r
k
;

k(m)
:
In 

k(m)
gilt nun



@u
@n
k



r
k
;

k(m)
 Ckuk
r
k
+1;

k(m)
:
Mit der Tatsache, da  
m
fest und somit unabh

angig von h ist, folgt



q
h
 
@u
@n
k



0; 
m
 Ch
r
k
 1=2
k
kuk
r
k
+1;

k(m)
: (4.11)
Wir betrachten nun die Terme mit w
h
. Da i. a. nur w
h
2 H
1=2
( 
m
) gilt, ist r
k
in Lemma
3.2 gleich 0 zu w

ahlen. Somit gilt nach (3.38)
kw
h
j


k
\ 
m
  
m
w
h
k
0; 
m
 Ch
1=2
k
kw
h
k
1=2; 
m
:
Mit der Stetigkeit des Spuroperators und der Denition (4.5) der Stromlinien-Diusions-
Norm folgt
kw
h
j


k
\ 
m
  
m
w
h
k
0; 
m
 C

h
k
"

1=2
jjjw
h
jjj: (4.12)
F

ur den zweiten w
h
-Term gilt die gleiche Absch

atzung.
Durch Einsetzen von (4.11) und (4.12) in (4.10) erhalten wir die Behauptung.
2
4.3 Interpolationsfehler
Wir ben

otigen hier anstelle des Lagrange-Interpolationsoperators i
h
den Interpolations-
operator I
h
, der bereits in Abschnitt 3.6.1 eingef

uhrt wurde. Nur mit ihm kann garantiert
werden, da die Interpolierende im Raum V
h
liegt. F

ur I
h
gelten mit u 2 H
r
k
+1
(

k
) die
Absch

atzungen
N


X
k=1
ju  I
h
uj
n;

k
 C
N


X
k=1
h
r
k
+1 n
k
kuk
r
k
+1;

k
f

ur n 2 f0; 1g; (4.13)
X
 
m
S
ku  (I
h
u)j


k(m)
k
0; 
m
 C
N


X
k=1
h
r
k
+1=2
k
kuk
r
k
+1;

k
: (4.14)
46 Stromlinien-Diusions-FEM
Lemma 4.3
Sei u 2 X
00
\
N


Q
k=1
H
r
k
+1
(

k
). Dann ist
a
SD
(I
h
u  u; w
h
)  C

N


X
k=1
h
2r
k
+1
k
juj
2
r
k
+1;

k

1
2
jjjw
h
jjj 8w
h
2 V
h
:
Beweis:
Wir sch

atzen zun

achst den Diusions-Term in a
SD
(; ) ab
N


X
k=1
"(r(I
h
u  u);rw
h
)


k

N


X
k=1
C"
1=2
h
r
k
k
juj
r
k
+1;

k
"
1=2
jw
h
j
1;

k


N


X
k=1
C"h
2r
k
k
juj
2
r
k
+1;

k

1
2

N


X
k=1
"jw
h
j
2
1;

k

1
2


N


X
k=1
C"h
2r
k
k
juj
2
r
k
+1;

k

1
2
jjjw
h
jjj:
Nun kommen wir zum konvektiven Term:
N


X
k=1
(br(I
h
u  u); w
h
)


k
=
N


X
k=1
X
K2T
k
h
(r(I
h
u  u); bw
h
)
K
=
N


X
k=1
X
K2T
k
h
( (I
h
u  u; brw
h
)
K
  (rb; (I
h
u  u)w
h
)
K
)
+
N


X
k=1
X
K2T
k
h
(bn
K
(I
h
u  u); w
h
)
@K
: (4.15)
Der erster Term von (4.15) wird nun in

ublicher Weise abgesch

atzt
N


X
k=1
X
K2T
k
h
 (I
h
u  u; brw
h
)
K

N


X
k=1
X
K2T
k
h
Æ
 1=2
K
kI
h
u  uk
0;K
Æ
1=2
K
kbrw
h
k
0;K


N


X
k=1
X
K2T
k
h
CÆ
K
h
2r
k
+2
k
juj
2
r
k
+1;K

1
2

N


X
k=1
X
K2T
k
h
Æ
K
kbrw
h
k
2
0;K

1
2


N


X
k=1
CÆ
K
h
2r
k
+2
k
juj
2
r
k
+1;

k

1
2
jjjw
h
jjj:
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Jetzt folgt der zweite Term von (4.15)
N


X
k=1
X
K2T
k
h
 (rb; (I
h
u  u)w
h
)
K

N


X
k=1
Ch
2r
K
+2
k
juj
r
k
+1;

k
kw
h
k
0;

k


N


X
k=1
Ch
2r
k
+2
k
juj
2
r
k
+1;

k

1
2
kw
h
k
0;



N


X
k=1
Ch
2r
k
+2
k
juj
2
r
k
+1;

k

1
2
jjjw
h
jjj:
Den dritten Term von (4.15) sch

atzen wir zusammen mit dem ersten zus

atzlichen Sprung-
term der Bilinearform a
SD
(; ) ab. Auerdem benutzen wir an dieser Stelle, da u und I
h
u
auf jedem Teilgebiet 

k
stetig sind. Somit erhalten wir
N


X
k=1
X
K2T
k
h
(bn
K
(I
h
u  u); w
h
)
@K
 
X
 
m
S
(bn
 
m
[jI
h
u  uj]
 
m
; hjw
h
ji
 
m
)
 
m
=
X
 
m
S
(bn
 
m
; [j(I
h
u  u)w
h
j]
 
m
  [jI
h
u  uj]
 
m
hjw
h
ji
 
m
)
 
m
=
X
 
m
S
(bn
 
m
; [jw
h
j]
 
m
hjI
h
u  uji
 
m
)
 
m
 C
X
 
m
S
khjI
h
u  uji
 
m
k
0; 
m
kjbn
 
m
j [jw
h
j]
 
m
k
0; 
m
 C

X
 
m
S
khjI
h
u  uji
 
m
k
2
0; 
m

1
2

X
 
m
S
kjbn
 
m
j [jw
h
j]
 
m
k
2
0; 
m

1
2
:
Jeden einzelnen Term khjI
h
u  uji
 
m
k
2
0; 
m
k

onnen wir mittels (4.14) folgendermaen ab-
sch

atzen
khjI
h
u  uji
 
m
k
2
0; 
m

1
2

k(I
h
u)j


k(m)
  uk
2
0; 
m
+ k(I
h
u)j


l(m)
  uk
2
0; 
m

 C
 
h
2r
k
+1
k
kuk
2
r
k
+1;

k
+ h
2r
l
+1
l
kuk
2
r
l
+1;

l

:
Somit erhalten wir die Absch

atzung
N


X
k=1
X
K2T
k
h
(bn
K
(I
h
u  u); w
h
)
@K
 
X
 
m
S
(bn
 
m
[jI
h
u  uj]
 
m
; hjw
h
ji
 
m
)
 
m
 C

N


X
k=1
h
2r
k
+1
k
kuk
2
r
k
+1;

k

1
2
jjjw
h
jjj:
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F

ur den zweiten Sprungterm ergibt sich
X
 
m
S


jbn
K
j [jI
h
u  uj]
 
m
; [jw
h
j]
 
m

 
m

 C
X
 
m
S
k[jI
h
u  uj]
 
m
k
0; 
m
kjbn
K
j [jw
h
j]
 
m
k
0; 
m
 C

X
 
m
S
k[jI
h
u  uj]
 
m
k
2
0; 
m

1
2

X
 
m
S
jbn
K
jk[jw
h
j]
 
m
k
2
0; 
m

1
2
:
Mit (4.14) folgt wiederum
X
 
m
S
(jbn
K
j [jI
h
u  uj]
 
m
; [jw
h
j]
 
m
)
 
m
 C

N


X
k=1
h
2r
k
+1
k
kuk
2
r
k
+1;

k

1
2
jjjw
h
jjj:
Schlielich betrachten wir noch den Reaktionsterm
N


X
k=1
(c(I
h
u  u); w
h
)


k

N


X
k=1
Ch
r
k
+1
k
juj
r
k
+1;

k
kw
h
k
0;

k


N


X
k=1
Ch
2r
k
+2
k
juj
2
r
k
+1;

k

1
2
kw
h
k
0;



N


X
k=1
Ch
2r
k
+2
k
juj
2
r
k
+1;

k

1
2
jjjw
h
jjj:
Mit der Voraussetzung "Æ
K
 h
2
K
(vgl. Nachweis der Koerzivit

at) folgt f

ur die Stabilisie-
rungsterme wie im Fall ohne Mortars
N


X
k=1
X
K2T
k
h
" Æ
K
(4(I
h
u  u); brw
h
)
K

N


X
k=1
X
K2T
k
h
" Æ
1=2
K
juj
r
k
+1;K
Æ
1=2
K
kbrw
h
k
0;K


N


X
k=1
X
K2T
k
h
"
2
Æ
K
juj
2
r
k
+1;K

1
2
jjjw
h
jjj


N


X
k=1
" h
2r
k
k
juj
2
r
k
+1;

k

1
2
jjjw
h
jjj
und
N


X
k=1
X
K2T
k
h
Æ
K
(br(I
h
u  u); brw
h
)
K

N


X
k=1
X
K2T
k
h
CÆ
1=2
K
h
r
k
k
juj
r
k
+1;K
Æ
1=2
K
kbrw
h
k
0;K


N


X
k=1
CÆ
K
h
2r
k
k
juj
2
r
k
+1;

k

1
2
jjjw
h
jjj:
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Abschlieend nutzen wir noch
N


X
k=1
X
K2T
k
h
Æ
K

c(I
h
u  u); brw
h

K


N


X
k=1
CÆ
2
h
2r
k
+2
k
juj
r
k
+1;

k

1
2
jjjw
h
jjj:
Somit ergibt sich insgesamt
a
SD
(I
h
u  u; w
h
)  C

N


P
k=1
h
2r
k
+1
k
juj
r
k
+1;

k

1
2
jjjw
h
jjj:
2
4.4 Diskrete LBB-Bedingung
Wir f

uhren nun die diskrete LBB-Bedingung in der Form
inf

h
2M
h
sup
v
h
2X
h
d(
h
; v
h
)
k
h
k
 1=2;h
jjjvjjj
 
0
> 0 (4.16)
ein. Diese werden wir bei der Anwendung der Existenztheorie f

ur gemischte Finite-Elemente-
Formulierungen benutzen.
In Abschnitt 3.5.1 haben wir bereits eine LBB-Bedingung mit der gitterabh

angigen Norm
kvk
2
1;h
:= kvk
2
1
+
X
 
m
S
k[jvj]
 
m
k
2
1=2;h; 
m
(vgl. (3.29)) betrachtet.
Wegen b 2 (W
1;1
(
))
2
ist jbn
 
m
j  kbk
1;1
und f

ur hinreichend kleines h gilt die Beziehung
jbn
 
m
j
2
 h
 1
.
Nun folgt mit der Denition der modizierten Stromlinien-Diusions-Norm
jjjvjjj
2
:=
N


X
k=1
"jvj
2
1;

k
+ c
0
kvk
2
0;

+
N


X
k=1
X
K2T
k
h
Æ
K
kbrvk
2
0;K
+
X
 
m
S
jbn
 
m
jk [jvj]
 
m
k
2
0; 
m
(vgl. (4.5)), da eine von h unabh

angige Konstante C existiert mit
kvk
1;h
 Cjjjvjjj 8 v 2 X
h
:
Daraus folgt mit 
0
:= C
 1
 die Aussage (4.16) direkt aus der diskreten LBB-Bedingung
mit der Norm k  k
1;h
(vgl. (3.32)).
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4.5 Gesamtresultat
In diesem Abschnitt soll die Fehlerabsch

atzung f

ur jjju  u
h
jjj unter Verwendung der bereit-
gestellten Resultate durchgef

uhrt werden.
Satz 4.4
Sei c 
1
2
rb  c
0
> 0, f 2 L
2
(
) und Æ
k
gen

uge (4.4). Dann ist das Problem (4.3) eindeutig
l

osbar.
Sei weiterhin u 2 X
00
\
N


Q
k=1
H
r
k
+1
(

k
) L

osung von (3.18) mit der modizierten Bilinearform
a
SD
(; ) und der modizierten Linearform f
SD
(). Dann gilt die Fehlerabsch

atzung
jjju  u
h
jjj  C
N


X
k=1
h
r
k
+1=2
k
kuk
r
k
+1;

k
:
Beweis:
Mit der Stetigkeit von a
SD
(; ), d(; ) und f
SD
(), der Koerzivit

at von a
SD
(; ) auf V
h
und der diskreten LBB-Bedingung (4.16) folgt nach [9] die Existenz und Eindeutigkeit der
L

osung von (4.3).
Sei w
h
= I
h
u  u
h
2 V
h
. Dann gilt
1
2
jjjw
h
jjj
2
 a
SD
(I
h
u  u; w
h
) + a
SD
(u  u
h
; w
h
):
Nun wenden wir f

ur den Interpolationsfehler Lemma 4.3 und f

ur den Konsistenzfehler
Lemma 4.2 an und erhalten
jjjw
h
jjj
2
 C

N


X
k=1
h
r
k
+1=2
k
juj
r
k
+1;

k
+
N


X
k=1
h
r
k
+1=2
k
kuk
r
k
+1;

k

jjjw
h
jjj:
Nach Division mit jjjw
h
jjj ergibt sich mit der Dreiecksungleichung die Behauptung. 2
Wir erhalten hier eine globale Fehlerabsch

atzung f

ur die modizierte SDFEM von gleicher
G

ute wie f

ur die Standard-FEM ohne Verwendung von Mortars. Allerdings sind auch hier
die h

oheren Ableitungen der exakten L

osung im Falle des Auftretens von Grenzschichten
nicht gleichm

aig bzgl. " beschr

ankt.
F

ur Modellprobleme k

onnen unter Nutzung von speziellen Struktureigenschaften der ex-
akten L

osung und geeigneter Gitter, wie etwa Shishkin- oder exponentiell angepater Git-
ter, auch bzgl. " gleichm

aig g

ultige Fehlerabsch

atzungen hergeleitet werden (vgl. Sty-
nes/Tobiska [31]). F

ur eine

Ubertragung dieser Ans

atze auf die Mortar-Technik w

aren
weitere Untersuchungen n

otig, die

uber den Rahmen dieser Arbeit hinausgehen.
Kapitel 5
Upwind-Diskretisierung
Im konvektionsdominanten Fall treten bei der Verwendung von Standard-Galerkin-Diskreti-
sierungen unphysikalische Oszillationen auf, falls nicht ein lokal sehr feines Gitter (h =
O(")) verwendet wird. Um die Stabilit

at der Diskretisierung auf allgemeinen Gittern zu
erhalten, kann neben der Stromlinien-Diusions-FEM (vgl. Kapitel 4) auch die upwind-
Methode verwendet werden. Die SDFEM stabilisiert zwar, sichert aber keine Monotonie-
eigenschaften, d. h., die Matrix bei SDFEM ist i. a. keine M-Matrix.
Einen

Uberblick

uber die Stabilisierung vom upwind-Typ gibt [24]. Die upwind-Methode
wurde 1984 von Ohmori/Ushijima [23] auch auf nichtkonforme Elemente erweitert und von
Schieweck/Tobiska insbesondere f

ur die Navier-Stokes-Gleichungen ([29], [30]) weiterent-
wickelt. [13] zeigt, da sich diese Elemente auch in numerischen Experimenten bew

ahrt
haben. F

ur nichtkonforme Viereckselemente bei Navier-Stokes-Gleichungen gibt [28] einen
sehr guten

Uberblick. Wir beschr

anken uns hier auf konforme und nichtkonforme Elemen-
te erster Ordnung, da die vorgestellten upwind-Techniken i. a. auch nur erster Ordnung
sind. Upwind-Verfahren von formal h

oherer Ordnung wurden z. B. von Bristeau/Glowinski
[10] oder Tabata [32] (dritter Ordnung) vorgeschlagen. Ein Nachweis der h

oheren Ordnung
steht allerdings noch aus.
Upwind-Verfahren zeichnen sich durch sehr gute algebraische Eigenschaften der entstehen-
den linearen Gleichungssysteme aus. So erhalten wir z. B. bei der Verwendung von kon-
formen P
1
-Elementen auf einer Dreieckszerlegung vom schwach-spitzen Typ, wenn c = 0,
bzw. wenn die numerische Integration des Reaktionsterms mittels der Eckpunktregel durch-
gef

uhrt wird, eine M-Matrix (siehe [24]).
Wir verwenden in diesem Abschnitt die "-gewichtete Energienorm k  k
"
kvk
"
:=

N


X
k=1
"jvj
2
1;

k
+ kvk
2
0;


1
2
: (5.1)
Im Unterschied zu (2.7) wird hier die H
1
-Seminorm auf jedem Teilgebiet betrachtet.
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5.1 Upwind-Stabilisierung f

ur konforme Teilgebiets-
diskretisierungen
Wir f

uhren eine neue/duale Zerlegung von 
 ein. Hierzu wird das Gebiet 
 in sogenannte
duale Gebiete R
k
i
zerlegt, wobei ein R
k
i
stets vollst

andig zum Teilgebiet 

k
geh

ort, d. h.
R
k
i
\ 

l
2 fR
k
i
; ;g
f

ur alle Teilgebiete 

l
. Jedes duale Gebiet R
k
i
korrespondiert mit genau einem Freiheitsgrad
im Raum X
h
. Die Umkehrung gilt nicht f

ur Freiheitsgrade, die in Kreuzungspunkten (i 2
(C)) liegen. Deshalb ben

otigen wir f

ur den Fall i 2 (C) den zus

atzlichen Index k, um
die Eindeutigkeit der dualen Gebiete zu gew

ahrleisten. Dabei korrespondiert k mit dem
Teilgebiet 

k
. Um die Bezeichnung der dualen Gebiete zu vereinfachen, konstruieren wir die
Indexmenge 
d
so, da wir den Index k einsparen k

onnen. F

ur alle Freiheitsgrade, die nicht
in Kreuzungspunkten liegen, bezeichnet i weiterhin direkt den Index des Freiheitsgrades.
F

ur die Kreuzungspunkte i 2 (C) benutzen wir die Abbildung j = N
DOF
+ i N


+ k,
wobei N
DOF
die Anzahl aller Freiheitsgrade und N


die Anzahl aller Teilgebiete bezeichnet.
Dadurch wird jedem dualen Gebiet an einem Kreuzungspunkt ein eindeutig bestimmter
Index auerhalb des Bereiches der Freiheitsgrad-Indizes zugeordnet. 
d
enth

alt nur die
Indizes j, f

ur die ein duales Gebiet existiert. Wir setzen also

d
=  n (C) [ fN
DOF
+ iN


+ k j i 2 (C); k 2 f1; : : : ; N


g; R
k
i
6= ;g: (5.2)
Aus dem Index j 2 
d
kann mittels der Abbildung  stets der zugeh

orige Freiheitsgrad B
i
bestimmt werden:
(j) =

j falls j  N
DOF
j k N
DOF
N


sonst.
(5.3)
Somit benutzen wir jetzt zum Bezeichnen der dualen Gebiete nur noch R
i
, wobei i nun die
Indexmenge 
d
durchl

auft.
Es gilt also

 =
[
i2
d
R
i
und R
i
\ R
j
= ; 8 i 6= j:
Wir denieren 
ij
als oene Verbindungskante zwischen zwei dualen Gebieten, 
ij
= R
i
\R
j
(
ij
6= ;).
Die Methode basiert nun auf einer angepaten Diskretisierung des Konvektionsterms und
einer numerischen Integration des Reaktionsterms und der rechten Seite.
Im Fall konformer Diskretisierung mit Elementen erster Ordnung innerhalb der Teilgebiete


k
entsteht ein duales Gebiet R
i
durch die Verbindung der Elementschwerpunkte mit den
Seitenmitten der in dem Knoten i inzidierenden Kanten. Wenn man an eine Mortar-Kante
st

ot, so bildet diese den Rand des dualen Gebietes.
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Der Term (bru; v)


wird nun wie folgt zerlegt
(bru; v)


=
X
i2
d
(bru; v)
R
i
=
X
i2
d
(r(bu); v)
R
i
  (rb; uv)
R
i
: (5.4)
Mit 
d
(K) wird die entsprechende Indexmenge der dualen Gebiete bezeichnet, die mit dem
Element K einen nicht leeren Durchschnitt haben.
Wir f

uhren nun einen sogenannten Lumping-Operator L
h
: X
h
! L
2
(
) mit
L
h
v(x) := v
i
= v(B
i
) 8 x 2 R
j
; (5.5)
wobei B
i
der mit R
j
korrespondierende Freiheitsgrad ist (i = (j)), ein und wenden ihn
jeweils auf den zweiten Teil der Skalarprodukte in (5.4) an. Dies erm

oglicht uns, diese
Terme als Konstanten vor die Skalarprodukte zu ziehen. Somit erhalten wir
(bru; v)



N


X
k=1
X
K2T
k
h
X
i2
d
(K)

v
i
(r(bu); 1)
R
K
i
  u
i
v
i
(rb; 1)
R
K
i

:
Hier ist R
K
i
= R
i
\ K (vgl. Abb. 5.1). Da die Implementierung elementweise erfolgt,
verwenden wir auch hier eine elementweise Betrachtung der Anteile R
K
i
der dualen Gebiete.
F

ur i 2 
d
schreiben wir von nun an stets verk

urzend nur u
i
statt u
(i)
.
r
r
b
b
b b b
b
b
K
K
0
i
j
R
i
R
K
i

ij

KK
0
i
Abbildung 5.1: Duales Gebiet R
i
um einen inneren Freiheitsgrad i bei Q
1
-Elementen
Mit der Anwendung des Gauschen Integralsatzes ergibt sich
(bru; v)



N


X
k=1
X
K2T
k
h
X
i2
d
(K)

v
i
(bn
R
K
i
u; 1)
@R
K
i
  u
i
v
i
(bn
R
K
i
; 1)
@R
K
i

=
N


X
k=1
X
K2T
k
h
X
i2
d
(K)
v
i
(bn
R
K
i
; u  u
i
)
@R
K
i
: (5.6)
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Hierbei ist n
R
K
i
der

auere Normaleneinheitsvektor bzgl. R
K
i
.
Wir betrachten nun verschiedene Situationen f

ur eine Kante   @R
K
i
. Aufgrund der ele-
mentweisen Betrachtung der dualen Gebiete kann  auch innere Kante des dualen Gebietes
R
i
sein, d. h.  = 
KK
0
i
 @R
K
i
\ @K und K [K
0
 

k
. Somit geht u an 
KK
0
i
stetig

uber
und wir erhalten
v
i
(bn
R
K
i
; u  u
i
)

+ v
i
(bn
R
K
0
i
; u  u
i
)

= v
i
(bn
R
K
i
; u  u
i
)

  v
i
(bn
R
K
i
; u  u
i
)

= 0:
Wir betrachten nun die F

alle, bei denen  Anteil des

aueren Randes @
 ist. Falls    
D
,
also Teil des Dirichlet-Randes ist, dann gilt v
i
= 0, und der Term entf

allt auf ganz R
i
.
Wenn    
N
, also Teil des Neumann-Randes ist, dann w

ahlen wir u = u
up
= u
i
, und
somit entf

allt auch hier der entspechende Anteil.
Wir kommen nun zu den F

allen, bei denen  der

Ubergang zwischen zwei dualen Gebieten
ist. Sei   
ij
und  6 S. Hier w

ahlen wir u = u
up
= 
ij
u
i
+ (1  
ij
)u
j
mit

ij
=

1 falls (bn
R
i
; 1)

ij
> 0
0 sonst.
(5.7)
Dabei ist n
R
i
der

auere Normaleneinheitsvektor bzgl. R
i
entlang 
ij
. Diese Wahl von 
ij
wird als scharfes upwind bezeichnet.
Sei nun   S. Abb. 5.2 zeigt die dualen Gebiete R
i
und R
j
f

ur konforme Dreieckselemente.
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Abbildung 5.2: Duale Gebiete bei P
1
-Elementen an einer Mortar-Kante
Es gibt verschiedene M

oglichkeiten der Wahl von u in (5.6) entlang der Kante 
ij
  
m
.
Die erste Variante w

are eine st

uckweise konstante Approximation uj

ij
= u
i
, d. h., wir ver-
wenden den auf R
i
kondensierten Wert. Setzen wir dies in (5.6) ein, so entf

allt der Anteil
f

ur 
ij
. Bei dieser Wahl ergeben sich keine Verkn

upfungen zwischen dualen Gebieten auf
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verschiedenen Seiten der Mortar-Kante. Der Vorteil einer solchen Wahl besteht darin, da
die der Bilinearform a
up
(; ) entsprechende Matrix bis auf die Kreuzungspunkte blockdia-
gonal wird, wobei jeweils einem Block die Diskretisierung auf dem Teilgebiet 

k
entspricht.
Die Kopplung der Bl

ocke wird hier

uber die Bilinearform d(; ) erreicht.
Die in Abschnitt 5.3 gegebene Analysis zeigt aber, da f

ur diese Variante die Koerzivit

at
von a
up
(; ) auf X
h
i. a. nicht gesichert werden kann. Durch Verwendung eines Zusatzterms
der Form
 
1
2
X
i2(S)
Z

i
bn
i
u
i
v
i
ds (5.8)
gelingt dies jedoch. Hierbei ist 
i
= @R
i
\  
m
und n
i
der

auere Normalenvektor auf 
i
bez

uglich des dualen Gebietes R
i
. (S) ist die Indexmenge aller Freiheitsgrade auf dem
Skelett S. Die so entstehende Diskretisierung bezeichnen wir als Variante A
(b ru; v)


 b
A
h
(u; v) :=
X
i2
d
X
j2
k
i
Z

ij
b n
ij
ds(1 
ij
)(u
j
 u
i
)v
i
 
1
2
X
i2(S)
Z

i
b n
i
u
i
v
i
ds:
(5.9)
Mit 
k
i
bezeichnen wir die Indexmenge der dualen Gebiete R
j
in Umgebung von R
i
, d. h.

k
i
:= fj j 
ij
6= ;; R
i
; R
j
 

k
g: (5.10)
In der Variante A werden nur Nachbarn innerhalb eines Teilgebietes 

k
betrachtet.
In der Variante B wenden wir die upwind-Idee auch auf Knoten i an, die auf Mortar-
Kanten liegen, d. h., wir ermitteln den Flu

uber die Mortar-Kante und bestimmen damit
gem

a der angegebenen Regeln auch an Mortar-Kanten, welche Werte (welche Seite) zur
Diskretisierung benutzt werden sollen. Somit sei
(bru; v)


 b
B
h
(u; v) :=
X
i2
d
X
j2
i
Z

ij
bn
ij
ds(1  
ij
)(u
j
  u
i
)v
i
: (5.11)
Hier ist 
i
wiederum die Indexmenge der dualen Gebiete R
j
in Umgebung von R
i
. Nur
werden hier auch die dualen Gebiete in anderen Teilgebieten als benachbart betrachtet,
d. h.

i
:= fj j 
ij
6= ;g: (5.12)
Diese Variante f

uhrt allerdings zu einer Kopplung zwischen den Freiheitsgraden innerhalb
verschiedener, benachbarter Teilgebiete, was bei einer Parallelisierung dieses Verfahrens
zus

atzliche Kommunikation erfordern w

urde.
Bei der upwind-Methode werden auch der reaktive Term und die rechte Seite durch An-
wendung des Lumpingoperators L
h
kondensiert, d. h.
(cu; v)


 c
up
h
(u; v) =
N


X
k=1
X
K2T
k
h
X
i2
d
(K)
(c
i
u
i
; v
i
)
R
i
; (5.13)
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(f; v)


 f
up
(v) =
N


X
k=1
X
K2T
k
h
X
i2
d
(K)
(f
i
; v
i
)
R
i
: (5.14)
Somit erhalten wir insgesamt das gemischte diskrete Problem:
nde (u
h
; 
h
) 2 X
h
M
h
:
a
up;A=B
(u
h
; v
h
) + d(
h
; v
h
) = f
up
(v
h
) 8 v
h
2 X
h
d(
h
; u
h
) = 0 8
h
2M
h
;
(5.15)
wobei
a
up;A=B
(u
h
; v
h
) :=
N


X
k=1
"(ru
h
;rv
h
)


k
+ b
A=B
h
(u
h
; v
h
) + c
up
(u
h
; v
h
)
gesetzt wird.
Die Absch

atzung des Konsistenzfehlers kann hier analog zu Lemma 4.2 gezeigt werden,
somit gilt
Lemma 5.1
Sei (u; ) 2

X
00
\
N


Q
k=1
H
2
(

k
)

M L

osung von (3.12) mit der modizierten Bilinearform
a
up
(; ) und der modizierten Linearform f
up
() sowie (u
h
; 
h
) 2 X
h
M
h
L

osung von (5.15)
mit f 2 L
2
(
). Dann gilt
ja
up
(u  u
h
; w
h
)j  C
N


X
k=1
"
1=2
h
k
juj
2;

k
kw
h
k
"
8w
h
2 V
h
:
5.2 Upwind-Stabilisierung f

ur nichtkonforme Teilge-
bietsdiskretisierungen
Wir f

uhren wiederum eine Zerlegung in duale Gebiete R
i
ein.
Die Freiheitsgrade korrespondieren bei den nichtkonformen linearen bzw. bilinearen Ele-
menten mit den Seiten der Elemente. Sei E nun eine Kante mit dem Freiheitsgrad B
i
, die
zum Element K geh

ort. Dann wird der elementweise Anteil des dualen Gebietes R
i
durch
Verbinden des Schwerpunktes von K mit den Endpunkten von E gebildet. Ist E eine innere
Kante mit den angrenzenden Elementen K und K
0
(K [K
0
 

k
), dann ist R
i
vollst

andig
in K [K
0
enthalten. Liegt E auf einer Randkante von @

k
, so ist E Teil des Randes von
R
i
und R
i
liegt vollst

andig in K.
Abb. 5.3 zeigt ein Beispiel f

ur die Q
rot
1
-Elemente und Abb. 5.4 f

ur nichtkonforme P
1
-
Elemente (Crouzeix/Raviart-Elemente).
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t
t
d
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d
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R
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Abbildung 5.3: Duales Gebiet um einen Freiheitsgrad i bei Q
rot
1
-Elementen
t
t
d d
d
K
K
0
j
i

ij
R
i
Abbildung 5.4: Duales Gebiet um einen Freiheitsgrad i bei Crouzeix/Raviart-Elementen
Die Herleitung der Diskretisierung geschieht nun analog der im konformen Fall. Hier gilt
aber 
d
= , da sich in den Kreuzungspunkten keine Freiheitsgrade benden. Dies ist ein
Vorteil, da wir somit auch die Abbildung  nicht mehr ben

otigen.
Wir zerlegen den Term (bru; v)


wiederum als (vgl. (5.4))
(bru; v)


=
X
i2

r(bu); v)
R
i
  (rb; uv)
R
i

:
Wir wenden nun den Lumping-Operator L
h
aus (5.5) jeweils auf den zweiten Teil der
Skalarprodukte an. Somit k

onnen wir diese Terme als Konstanten vor die Skalarprodukte
ziehen. Benutzen wir dann noch den Gauschen Integralsatz, so erhalten wir
(bru; v)



N


X
k=1
X
K2T
k
h
X
i2(K)

v
i
(bn
R
K
i
u; 1)
@R
K
i
  u
i
v
i
(bn
R
K
i
; 1)
@R
K
i

=
N


X
k=1
X
K2T
k
h
X
i2(K)
v
i
(bn
R
K
i
; u  u
i
)
@R
K
i
:
Hier ist R
K
i
= R
i
\K und n
R
K
i
der

auere Normaleneinheitsvektor bzgl. R
K
i
.
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In Analogie zur Implementierung betrachten wir die dualen Gebiete bzgl. eines jeden
Elementes K. Wir untersuchen nun f

ur eine Kante   @R
K
i
verschiedene F

alle. Sei
 = 
KK
0
i
 @R
K
i
\ @K und K [ K
0
 

k
, d. h., beide betrachteten Zellen liegen im
gleichen Teilgebiet 

k
. In diesem Fall ist  innere Kante des dualen Gebietes R
i
. Es ergibt
sich
v
i
(bn
R
K
i
; u  u
i
)

+ v
i
(bn
R
K
0
i
; u  u
i
)

= v
i
(bn
R
K
i
; [ju  u
i
j]

)

: (5.16)
Bei Verwendung von mittelwert-orientierten Viereckselementen (ggf. gemischt mit Drei-
eckselementen) gilt
Z

[ju  u
i
j]

ds = 0:
Hierbei ist u
i
als mittelwert-orientierter Wert und nicht als Punktwert zu interpretieren.
Somit ist (5.16) f

ur st

uckweise konstantes b gleich Null. Im Fall glatter Funktionen b zeigt
die Analysis in Abschnitt 5.4, da der hierdurch verursachte Fehler in der Gr

oenordnung
des Diskretisierungsfehlers liegt.
Wir betrachten jetzt Anteile  auf dem Rand @
. Sei    
D
, also Teil des Dirichlet-
Randes, dann ist v
i
= 0 und der Term entf

allt auf R
i
. Sei    
N
, also Teil des Neumann-
Randes. Wir w

ahlen hier u = u
up
= u
i
, und somit entf

allt der entspechende Anteil.
Wir untersuchen nun die F

alle, da  zwischen zwei dualen Gebieten liegt. Falls  = 
ij
und  6 S, w

ahlen wir u = u
up
= 
ij
u
i
+ (1  
ij
)u
j
mit 
ij
aus (5.7).
Schlielich betrachten wir den Fall  = 
ij
 S, d. h.,  liegt auf einer Mortar-Kante. Es
ergibt sich auch hier der Gegensatz zwischen der einfachen Implementierung mit deutlichen
Vorteilen in Hinblick auf die Parallelisierung und dem optimalen Informationsu durch
konsequente Umsetzung des upwind-Gedankens auch an Mortar-Kanten. Die Ermittlung
der upwind-Parameter an den Mortar-Kanten zieht jedoch eine deutlich kompliziertere
Implementierung nach sich.
Die Abb. 5.5 zeigt beispielhaft zwei duale Gebiete, die an einer Mortar-Kante zusammen-
stoen.
Wir stellen nun die Variante C vor, bei der in jedem dualen Gebiet R
i
f

ur uj

ij
= u
i
gesetzt
wird, d. h., wir benutzen den kondensierten Wert. Es ist erforderlich, einen zus

atzlichen
Term der Form
 
1
2
X
i2(S)
Z

i
bn
i
u
i
v
i
ds (5.17)
zur Gew

ahrung der Koerzivit

at hinzuzuf

ugen. (S) bezeichnet wiederum die Freiheitsgrade
auf dem Skelett S. Wir erhalten damit, analog zu (5.9),
(bru; v)


 b
C
h
(u; v) := b
A
h
(u; v): (5.18)
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Abbildung 5.5: Duale Gebiete bei Q
rot
1
-Elementen an einer Mortar-Kante
Die Knoten auf beiden Seiten der Mortar-Kante erhalten durch die upwind-Diskretisierung
keine zus

atzlichen Kopplungen, d. h., die durch die Bilinearform a
up
(; ) erzeugte Matrix
ist blockdiagonal, wobei jeder Block mit einem Teilgebiet 

k
korrespondiert. Dies ist f

ur
eine Parallelisierung von Vorteil, da sich kein zus

atzlicher Kommunikationsbedarf ergibt.
Die einzige Kopplung erfolgt

uber die Lagrange-Multiplikatoren.
In der Variante D wird auch an Mortar-Kanten der Flu

uber die Grenzen der dualen
Gebiete ermittelt und ein 
ij
gem

a (5.7) berechnet. Somit erhalten wir hier eine Diskre-
tisierung wie in Variante B (vgl. (5.11)), d. h.
(bru; v)


 b
D
h
(u; v) := b
B
h
(u; v): (5.19)
Auch hier wird der Reaktionsterm (vgl. (5.13)) und die rechte Seite (vgl. (5.14)) mit Hilfe
des Lumping-Operators kondensiert.
Es ergibt sich als gemischtes diskretes Problem:
nde (u
h
; 
h
) 2 X
h
M
h
:
a
up;C=D
(u
h
; v
h
) + d(
h
; v
h
) = f
up
(v
h
) 8 v
h
2 X
h
d(
h
; u
h
) = 0 8
h
2M
h
;
(5.20)
wobei
a
up;C=D
(u
h
; v
h
) :=
N


X
k=1
"(ru
h
;rv
h
)


k
+ b
C=D
h
(u
h
; v
h
) + c
up
(u
h
; v
h
)
gesetzt wird.
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5.3 Untersuchung der Koerzivit

at der Bilinear-
formen a
up
(; )
In diesem Abschnitt soll die Koerzivit

at der Bilinearform a
up
(; ) untersucht werden.
Es werden zun

achst die beiden Varianten b
A
h
(; ) und b
B
h
(; ) als Teil von a
up
(; ) betrachtet.
Wir beginnen mit der Form b
B
h
(; )
b
B
h
(u; v) =
X
i2
X
j2
i
Z

ij
bn
ij
ds(1  
ij
)(u
j
  u
i
)v
i
:
Nun untersuchen wir b
B
h
(v; v)
b
B
h
(v; v) =
X
i2
X
j2
i
Z

ij
bn
ij
ds(1  
ij
)(v
j
  v
i
)v
i
=
1
2
X
i2
X
j2
i
Z

ij
bn
ij
ds(1  
ij
)(v
j
  v
i
)v
i
+
1
2
X
i2
X
j2
i
Z

ji
bn
ji
ds(1  
ji
)(v
i
  v
j
)v
j
:
Unter der Voraussetzung 
ij
= 
ji
, 
ij
= 1  
ji
und n
ij
=  n
ji
ergibt sich nun
b
B
h
(v; v) =
1
2
X
i2
X
j2
i
Z

ij
bn
ij
ds
 
(1  
ij
)(v
j
  v
i
)v
i
  
ij
(v
i
  v
j
)v
j

=
1
2
X
i2
X
j2
i

ij
(v
j
  v
i
)((1  
ij
)v
i
+ 
ij
v
j
)
=
1
2
X
i2
X
j2
i

ij
 
(
ij
 
1
2
)(v
j
  v
i
)
2
+
1
2
((v
j
)
2
  (v
i
)
2
)

=
1
2
X
i2
X
j2
i

ij
(
ij
 
1
2
)(v
j
  v
i
)
2
+
1
4
X
i2
X
j2
i

ij
(v
j
)
2
 
1
4
X
i2
X
j2
i

ij
(v
i
)
2
:
Hierbei wird abk

urzend 
ij
=
R

ij
bn
ij
ds verwendet. Nun benutzen wir im vorletzten Term
die Eigenschaft 
ij
=  
ji
und ver

andern die Summationsreihenfolge. Somit ergibt sich
b
B
h
(v; v) =
1
2
X
i2
X
j2
i

ij
(
ij
 
1
2
)(v
j
  v
i
)
2
 
1
4
X
i2
X
j2
i

ij
(v
i
)
2
 
1
4
X
i2
X
j2
i

ij
(v
i
)
2
=
1
2
X
i2
X
j2
i

ij
(
ij
 
1
2
)(v
j
  v
i
)
2
 
1
2
X
i2
X
j2
i

ij
(v
i
)
2
: (5.21)
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Der erste Term in (5.21) ist aufgrund der Wahl von 
ij
(vgl. (5.7)) stets nichtnegativ.
F

ur 
i
gilt
@R
i
=
[
j2
i

ij
:
Somit folgt mit
X
j2
i
Z

ij
bn
ij
ds =
Z
R
i
rb dx
die Ungleichung
b
B
h
(v; v)   
1
2
X
i2
Z
R
i
rb (v
i
)
2
dx 8 v 2 X
h
: (5.22)
F

ur die Variante A mit 
k
i
wird nicht der gesamte Rand von R
i
betrachtet, d. h., es fehlt
[
j2
i
n
k
i

ij
:
Man sieht, da
[
i2

i
n 
k
i
= (S)
ist. Somit ergibt sich
b
B
h
(v; v) = b
A
h
(v; v) = b
up
h
(v; v) 
1
2
X
i2(S)
Z

i
bn
i
(v
i
)
2
ds: (5.23)
Hierbei ist der Zusatzterm wieder in die Anteile auf den beiden Seiten einer Mortar-Kante
zerlegt. Der Randanteil des dualen Gebietes R
i
auf dem Skelett S ist 
i
und b
up
h
(; ) be-
zeichnet die Bilinearform der Variante A ohne Stabilisierungsterm.
Mit (5.23) gilt die Aussage (5.22) auch f

ur b
A
h
(; ).
F

ur den allgemeinen Fall kann man b
A=B
h
(; ) und c
up
h
(; ) gemeinsam betrachten und erh

alt:
Satz 5.2
Sei c  
1
2
rb  c
0
> 0. Dann ist die Bilinearform a
up
(u; v) := "(ru;rv)
h
+ b
A=B
h
(u; v) +
c
up
h
(u; v) koerziv in der "-gewichteten Energienorm k  k
"
(siehe (5.1)), d. h.
a
up
(v; v)  Ckvk
2
"
8 v 2 X
h
:
Beweis:
Wir betrachten die einzelnen Terme der Bilinearform a
up
(v; v) und benutzen dabei (5.22)
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und (5.13). Somit ergibt sich
a
up
(v; v) = "
N


X
k=1
(rv;rv)


k
+ b
A=B
h
(v; v) + c
up
h
(v; v)
 "
N


X
k=1
jvj
2
1;

k
 
1
2
X
i2
(rb v
i
; v
i
)
R
i
+
X
i2
(c
i
v
i
; v
i
)
R
i
:
Mit der Voraussetzung c 
1
2
rb  c
0
folgt
a
up
(v; v)  "
N


X
k=1
jvj
2
1;

k
+
X
i2
(c
0
v
i
; v
i
)
R
i
:
Mit der

Aquivalenz der diskreten Norm
P
i2
c
0
(v
i
)
2
meas(R
i
) zur stetigen L
2
-Norm folgt die
Behauptung. 2
5.4 Fehlerabsch

atzung
In diesem Abschnitt wollen wir die Fehleranalysis f

ur das Crouzeix/Raviart-Element f

ur
die Variante D darstellen. Zur Vereinfachung w

ahlen wir hier im Reaktionsterm c  0. Die
Erweiterung auf c 6= 0 ist prinzipiell m

oglich. In den bisherigen Arbeiten [23] und [30] zu
diesem Problem wurden die Absch

atzungen nicht gleichm

aig in " betrachtet. Auch wir
werden uns hier auf ein festes " beschr

anken.
Wir f

uhren nun q
h
als das gr

ote Verh

altnis der Gitterweiten zweier an einer Mortar-Kante
angrenzenden Teilgebietszerlegungen einer Zerlegung T
h
ein, wobei jeweils der Quotient aus
der gr

oeren und der kleineren Gitterweite betrachtet wird. Es gilt somit
q
h
= max
m=1;:::;M
fh
k
(m)=h
l
(m); h
l
(m)=h
k
(m)g:
Sind die Teilgebiete von T
h
quasiuniform, dann hat eine Zelle an einer Mortar-Kante
h

ochstens O(q
h
) benachbarte Zellen auf der anderen Seite der Mortar-Kante.
Lemma 5.3
Sei T
h
eine Zerlegung mit den folgenden Eigenschaften:
 T
h
ist quasiuniform in jedem Teilgebiet 

k
, d. h.
c
k
1
h
k
 diam(K)  c
k
2
h
k
8K 2 T
k
h
; 8k 2 f1; : : : ; N


g:
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 T
h
ist shape-regul

ar, d. h.
h
K

K
 c
3
8K 2 T
h
;
wobei 
K
der Inkreisradius des Elementes K ist.
Dann gilt an einer Mortar-Kante  
m
f

ur einen Freiheitsgrad w
k
2 K
k
2 T
k
h
auf der Nicht-
Mortar-Seite und einen Freiheitsgrad w
l
2 K
l
2 T
l
h
auf der Mortar-Seite
jw
k
  w
l
j  C q
1=2
h
jwj
1;


k
:
Beweis:
Wir denieren zun

achst

k
:= K
k
\  
m
;
d. h., 
k
ist die oene Kante des Elementes K
k
an der Mortar-Kante  
m
. Weiterhin sei



k
:=
[
K mit K 2 T
l
h
und K \ 
k
6= ;
das Teilgebiet aller ElementeK 2 T
l
h
, die mindestens einen Punkt mit 
k
gemeinsam haben.
Das heit insbesondere, da auch Elemente, die nur mit einer Ecke an dieser Mortar-Kante
liegen, mit ber

ucksichtigt werden m

ussen.
Auerdem seien B
k
und B
l
die Freiheitsgrade der Elemente K
k
und K
l
, die an der Mortar-
Kante  
m
liegen. Es seien
w
k
=
1
j
k
j
Z

k
wj
K
k
ds und w
l
=
1
j
l
j
Z

l
wj
K
l
ds
die Integralmittel entlang der Kanten 
k
bzw. 
l
.
Abb. 5.6 zeigt die in diesem Beweis verwendeten Bezeichnungen an der Kante 
k
.
Wir wollen nun zeigen, da man die Mortar-Bedingung, die entlang einer gesamten Mortar-
Kante  
m
deniert ist, auf ein einzelnes Element K
k
auf der Nicht-Mortar-Seite reduzieren
kann. Die Mortar-Bedingung (3.14) gilt f

ur alle  2M
h
und somit auch f

ur
~
 2M
h
mit
~
(x) :=

1 falls x 2 
k
0 sonst.
Setzen wir
~
 in (3.14) ein, so erhalten wir
Z
S
~
[jwj]
S
ds =
Z

k
[jwj]

k
ds: (5.24)
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k
Abbildung 5.6: Umgebung der Kante 
k
Der Mittelwertsatz der Integralrechnung sichert die Existenz eines Punktes B

k
2 K
k
mit
wj
K
k
(B

k
) = j
k
j
 1
Z

k
wj
K
k
ds = w
k
:
Wir suchen nun einen Punkt
~
B

k
2 


k
mit
wj



k
(
~
B

k
) = j
k
j
 1
Z

k
wj



k
ds = w
l
:
Grundlage hierf

ur ist die angepate Mortar-Bedingung (5.24) und der Mittelwertsatz der
Integralrechnung. Die Funktion wj



k
ist allerdings entlang der Kante 
k
nur st

uckweise
linear und enth

alt i. a. Spr

unge. Es existiert jedoch innerhalb von 


k
je eine Folge von
Stetigkeitspunkten

uber benachbarte Elemente, entlang der alle Zwischenpunkte des durch
die Unstetigkeit entstandenen Sprungs angenommen werden. Damit kann
~
B

k
auch im In-
neren des Gebietes 


k
liegen. Wir haben also mit
~
B

k
einen Punkt auf der Mortar-Seite


l
gefunden, in dem der gleiche Funktionswert wie im Punkt B

k
angenommen wird. Wir
k

onnen somit die Absch

atzung auf nur einer Seite vornehmen.
Um nun jw
k
 w
l
j absch

atzen zu k

onnen, konstruieren wir eine Kette von Stetigkeitspunkten
fz
i
g
N
i=1
innerhalb von 


k
, so da wir eine stetige Verbindung zwischen
~
B

k
und B
l
erhalten.
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In Abb. 5.7 ist eine m

ogliche Stetigkeitskette in Draufsicht und im Schnitt entlang der
Stetigkeitskette dargestellt.
u
u
B
l
r

1
~
B

k
u
r
r
r
r
B
k
6
-
u
r
r r
r
u
B
l

1
z
1
z
2
z
3
z
4
~
B

k
(a) (b)
Abbildung 5.7: Kette von Stetigkeitspunkten (a) in der Draufsicht und (b) im Schnitt
Wir wollen nun den Fehler f

ur jedes Teilst

uck der Folge von Stetigkeitspunkten untersuchen.
Dazu benutzen wir jeweils den Mittelwertsatz der Dierentialrechnung. Damit existiert im
ersten Teilintervall ein Zwischenpunkt 
1
, so da
w
l
  wj



k
(z
1
) = w
0
(
1
)(z
1
 B
l
)
gilt. Diese Absch

atzung kann nun f

ur alle Teilst

ucke entlang der Kette von Stetigkeits-
punkten durchgef

uhrt werden.
Die Anzahl N

k
der Elemente in 


k
ist durch
N

k
 C q
h
beschr

ankt. Da das arithmetische Mittel einer endlichen Zahlenfolge stets kleiner oder
gleich dem quadratischen Mittel dieser Zahlenfolge ist, gilt


w
k
  w
l


 C q
1=2
h
jwj
1;


k
:
2
Lemma 5.4
Sei u 2 X
00
\
N


Q
k=1
H
2
(

k
). Dann existiert f

ur die Bilinearformen b
up
(; ) und b(; ) eine
Konstante C, so da
jb
up
(I
h
u; w
h
)  b(I
h
u; w
h
)j  C
N


X
k=1
h
k
kuk
2;

k
kw
h
k
"
8w
h
2 X
h
gilt.
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Beweis:
Der Beweis basiert im wesentlichen auf Theorem 2 von Ohmori/Ushijima in [23]. Hier
m

ussen jedoch die Teilkanten der dualen Gebiete, die an Mortar-Kanten liegen, gesondert
behandelt werden.
Wir spalten zun

achst b(; ) in b(; ) = b
1
(; ) + b
2
(; ) durch
(br(I
h
u); w
h
)
R
i
= (r(b I
h
u); w
h
)
R
i
  (rb; I
h
uw
h
)
R
i
und b
up
(; ) aus (5.11) in b
up
(; ) = b
up
1
(; ) + b
up
2
(; ) durch
b
up
1
(I
h
u; w
h
) :=
X
i2
d
X
j2
i
Z

ij
bn
ij
ds(
ij
u
i
+ (1  
ij
)u
j
)w
i
b
up
2
(I
h
u; w
h
) :=  
X
i2
d
X
j2
i
Z

ij
bn
ij
ds u
i
w
i
auf.
Durch Nullerg

anzung mit b
1
(I
h
u; L
h
w
h
) ergibt sich
jb
up
(I
h
u; w
h
)  b(I
h
u; w
h
)j = jb
1
(I
h
u; w
h
)  b
1
(I
h
u; L
h
w
h
) + b
1
(I
h
u; L
h
w
h
)  b
up
1
(I
h
u; w
h
)
+b
2
(I
h
u; w
h
)  b
up
2
(I
h
u; w
h
)j:
Wir betrachten zun

achst die Dierenz
jb
1
(I
h
u; w
h
)  b
1
(I
h
u; L
h
w
h
)j =




X
i2
d
Z
R
i
r(b I
h
u)(w
h
  w
i
) dx









X
i2
d

Z
R
i
(r(b I
h
u))
2
ds

1
2

Z
R
i
(w
h
  w
i
)
2
dx

1
2




 C
N


X
k=1
h
k
kuk
2;

k
kw
h
k
"
:
Als zweites untersuchen wir
jb
2
(I
h
u; w
h
)  b
up
2
(I
h
u; w
h
)j =




X
i2
d
Z
R
i
rb I
h
uw
h
dx+ b
up
2
(I
h
u; w
h
)




:
Mittels partieller Integration folgt auch hier
jb
2
(I
h
u; w
h
)  b
up
2
(I
h
u; w
h
)j  C
N


X
k=1
h
k
kuk
2;

k
kw
h
k
"
:
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Schlielich betrachten wir
jb
1
(I
h
u; L
h
w
h
)  b
up
1
(I
h
u; w
h
)j =




X
i2
d
Z
R
i
r(b I
h
u) dxw
i
 
X
i2
d
X
j2
i
Z

ij
bn
ij
ds (
ij
u
i
+ (1  
ij
)u
j
)w
i




= jI
1
+ I
2
j:
F

ur I
1
folgt mit dem Gauschen Integralsatz
I
1
=
X
i2
d
Z
@R
i
bn
i
I
h
u dsw
i
:
Wir f

uhren eine Projektion von b auf
^
b ein, wobei
^
b auf jeder Kante 
ij
konstant ist und
f

ur x 2 
ij
den Wert
^
b(x) :=
1
j
ij
j
Z

ij
b ds
annimmt. Wir betrachten I
1
nun f

ur alle 
ij
 @R
i
einzeln und erhalten f

ur I
1
+ I
2
I
1
+ I
2
=
X
i2
d
X
j2
i
Z

ij
bn
ij
 
I
h
uj
R
i
  
ij
u
i
  (1  
ij
)u
j

dsw
i
:
Hier schieben wir nun
^
b ein und spalten wiederum die Terme
^
I
1
und
^
I
2
ab
I
1
+ I
2
=
X
i2
d
X
j2
i
Z

ij
(b 
^
b +
^
b)n
ij
 
I
h
uj
R
i
  
ij
u
i
  (1  
ij
)u
j

dsw
i
=
X
i2
d
X
j2
i
Z

ij
(b 
^
b)n
ij
 
I
h
uj
R
i
  
ij
u
i
  (1  
ij
)u
j

dsw
i
+
X
i2
d
X
j2
i
Z

ij
^
bn
ij
I
h
uj
R
i
dsw
i
 
X
i2
d
X
j2
i
Z

ij
^
bn
ij
ds
 

ij
u
i
+ (1  
ij
)u
j

w
i
= I
3
+
^
I
1
+
^
I
2
:
Wir denieren den Projektionsoperator Q : L
2
(S)!
^
M
h
mit
^
M
h
=
Y
 
m
S
^
M
m
h
und
^
M
m
h
:= fv 2 L
2
( 
m
) j vj
e
2 P
0
(e) mit e 2 @
^
T
m
h
g:
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Dabei enth

alt @
^
T
m
h
alle Kanten, die durch die Vereinigung der Gitter der Mortar- und
Nicht-Mortar-Seite entlang eines Mortars  
m
entstehen. Der Operator Q wird nun deniert
durch
Z
e
Quds =
Z
e
u ds 8e 2
Y
 
m
S
@
^
T
m
h
:
Sei E eine Kante auf der Nicht-Mortar-Seite (E 2 @T
h
(

k
); E   
m
). Da I
h
u die Mortar-
Bedingung erf

ullt, gilt
Z
E
QI
h
uj


k
ds =
Z
E
I
h
uj


k
ds
Mortar-Bed.
=
Z
E
I
h
uj


l
ds =
Z
E
QI
h
uj


l
ds:
Wir benutzen die Indexmenge (S), die alle Freiheitsgrade enth

alt, die auf beiden Seiten
von Mortar-Kanten liegen. Wir spalten nun von
^
I
1
alle 
ij
 S ab
^
I
1
=
X
i2
d
X
j2
i
;
ij
6S
Z

ij
^
bn
ij
I
h
u dsw
i
+
X
i2(S)
X
j2
i
;
ij
S
Z

ij
^
bn
ij
I
h
u dsw
i
= I
4
+ I
5
:
In I
5
schieben wir jetzt die Projektion QI
h
u ein und erhalten
I
5
=
X
i2(S)
X
j2
i
;
ij
S
Z

ij
^
bn
ij
(I
h
uj
R
i
 QI
h
uj
R
i
) dsw
i
+
X
i2(S)
X
j2
i
;
ij
S
Z

ij
^
bn
ij
QI
h
uj
R
i
dsw
i
:
Da
^
b auf jedem 
ij
konstant ist, entf

allt der erste Term von I
5
aufgrund der Denition von
Q.
F

ur
^
I
1
+
^
I
2
ergibt sich
^
I
1
+
^
I
2
=
X
i2
d
X
j2
i
;
ij
6S
Z

ij
^
bn
ij
(I
h
uj
R
i
  
ij
u
i
  (1  
ij
)u
j
) dsw
i
+
X
i2(S)
X
j2
i
;
ij
S
Z

ij
^
bn
ij
(QI
h
uj
R
i
  
ij
u
i
  (1  
ij
)u
j
) dsw
i
= I
6
+ I
7
:
Wir schreiben jetzt I
6
=
1
2
I
6
+
1
2
I
6
, wobei wir im zweiten Term die Indizes i und j vertau-
schen. Mit den Eigenschaften

ij
= 
ji
; n
ij
=  n
ji
und 
ij
= 1  
ji
(5.25)
folgt
I
6
=
1
2
X
i2
d
X
j2
i
;
ij
6S
Z

ij
^
bn
ij
(
ij
(I
h
u  u
i
) + (1  
ij
)(I
h
u  u
j
)) ds(w
i
  w
j
):
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Mit der

ublichen Technik folgt
I
6
 C
N


X
k=1
h
k
kuk
2;

k
kw
h
k
"
:
Wir spalten nun (S) in die Freiheitsgrade 
M
(S) auf den Motar-Seiten und 
NM
(S) auf
den Nicht-Mortar-Seiten auf. Zu jedem i 2 
NM
(S) korrespondiert genau ein E
i
 @R
i
\S
mit
E
i
=
[
j2
i
\
M
(S)

ij
=
[
j2
i
\
M
(S)

ji
:
Da jede Kante 
ij
als 
ij
und 
ji
durchlaufen wird, k

onnen wir I
7
schreiben als
I
7
=
X
i2
NM
(S)
X
j2
i
\
M
(S)

Z

ij
^
bn
ij
(QI
h
uj
R
i
  
ij
u
i
  (1  
ij
)u
j
) dsw
i
+
Z

ji
^
bn
ji
(QI
h
uj
R
j
  
ji
u
j
  (1  
ji
)u
i
) dsw
j

:
Da
^
b wiederum auf jedem 
ij
und w
i
auf ganz E
i
konstant ist, gilt f

ur jedes E
i
X

ij
E
i
Z

ij
QI
h
uj
R
i
dsw
i
=
Z
E
i
QI
h
uj
R
i
dsw
i
=
Z
E
i
QI
h
uj


l
dsw
i
=
X

ij
E
i
Z

ij
QI
h
uj
R
j
dsw
i
:
Wir k

onnen nun wieder die Eigenschaften aus (5.25) anwenden und erhalten
I
7
=
X
i2
NM
(S)
X
j2
i
\
M
(S)
Z

ij
^
bn
ij
 

ij
(QI
h
uj
R
j
  u
i
) + (1  
ij
)(QI
h
uj
R
j
  u
j
)

ds (w
i
 w
j
):
Aufgrund der Eigenschaften des Operators Q, kann QI
h
u durch I
h
u ersetzt werden. Mit
der Cauchy-Schwarz-Ungleichung und dem Einschieben der exakten L

osung u folgt
I
7
 C
X
i2
NM
(S)
X
j2
i
\
M
(S)

Z

ij
(
ij
(I
h
uj
R
j
  u
i
)
+ (1  
ij
)(I
h
uj
R
j
  u
j
))
2
ds

1
2
j
ij
j
1=2
jw
i
  w
j
j
 C
X
i2
NM
(S)
X
j2
i
\
M
(S)
(kI
h
uj
R
j
  uk
0;
ij
+ ku  u
i
k
0;
ij
+ ku  u
j
k
0;
ij
)h
1=2
jw
i
  w
j
j:
Mit Lemma 3.8 gilt
kI
h
uj
R
j
  uk
0;
ij
 C h
 1=2
kI
h
uj
R
j
  uk
0;R
j
 C h
3=2
kuk
2;R
j
:
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Auerdem erhalten wir mit einem Skalierungsargument, dem Spursatz auf dem Referenz-
element und dem Bramble-Hilbert-Lemma
ku  u
i
k
0;
ij
 C h
1=2
kuk
2;R
i
:
Mit Lemma 5.3 folgt dann
I
7
 C
N


X
k=1
h
k
kuk
2;

k
kw
h
k
"
:
Es verbleibt der Term I
3
. Da k(b  
^
b) n
ij
k
0;1;
ij
 C h gilt, folgt hier mit der Cauchy-
Schwarz-Ungleichung
I
3

X
i2
d
X
j2
i
C h

Z

ij
 
I
h
uj
R
i
  
ij
u
i
  (1  
ij
)u
j

2
ds

1
2
j
ij
j
1=2
jw
i
j:
Auch hier schieben wir die exakte L

osung u ein und benutzen die gleichen Absch

atzungen
wie bei I
7
. F

ur jw
i
j gilt durch Transformation auf ein Referenzelement
jw
i
j  kw
h
k
0;1;
ij
 C h
 1
jw
h
j
1;

k
 C h
 1
kw
h
k
"
:
Wir erhalten damit
I
3
 C
N


X
k=1
h
k
kuk
2;

k
kw
h
k
"
:
2
Insgesamt k

onnen wir nun den nachfolgenden Satz formulieren.
Satz 5.5
Sei (u; ) 2

X
00
\
N


Q
k=1
H
2
(

k
)

M L

osung von (3.12) mit der modizierten Bilinearform
a
up
(; ) und der modizierten Linearform f
up
() sowie (u
h
; 
h
) 2 X
h
M
h
L

osung von (5.20)
mit f 2 L
2
(
) und es gelten die Voraussetzungen von Lemma 5.3. Dann gilt
ku  u
h
k
"
 C(q
h
)
N


X
k=1
h
k
kuk
2;

k
:
Beweisskizze
Basis des Beweises ist die Arbeit von Ohmori/Ushijima [23] bzw. die Erweiterung auf
Navier-Stokes-Gleichungen von Schieweck/Tobiska [30] sowie die zus

atzlich bereitgestellten
Lemmata 5.3 und 5.4.
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Ausgehend von der Koerzivit

at von a
up
(; ) gilt f

ur w
h
= I
h
u  u
h
C kw
h
k
2
"
 a
up
(w
h
; w
h
) = a
up
(I
h
u  u
h
; w
h
)
= "
N


X
k=1
(r(I
h
u  u
h
);rw
h
)


k
+ b
up
(I
h
u  u
h
; w
h
):
Wir schieben nun im ersten Term die exakte L

osung u ein und zerlegen die Bilinearform.
Wir erhalten
C kw
h
k
2
"
 "
N


X
k=1
(r(I
h
u  u);rw
h
)


k
+ "
N


X
k=1
(ru;rw
h
)


k
  "
N


X
k=1
(ru
h
;rw
h
)


k
+b
up
(I
h
u  u
h
; w
h
)
 Err
Int
  b(I
h
u  u; w
h
) + (f; w
h
)  b(u; w
h
) + Err
Kons
  (f; w
h
)
+b
up
(u
h
; w
h
) + b
up
(I
h
u  u
h
; w
h
);
wobei Err
Int
den Interpolationsfehler und Err
Kons
den Konsistenzfehler bezeichnet. Man
sieht, da die Terme (f; w
h
), b
up
(u
h
; w
h
) sowie b(u; w
h
) sich gegenseitig aufheben.
Somit verbleibt
C kw
h
k
2
"
 Err
Int
+ Err
Kons
+ jb
up
(I
h
u; w
h
)  b(I
h
u; w
h
)j:
Mit Lemma 5.4 folgt dann die Behauptung.
2
Bemerkung 5.6
Wenn q
h
f

ur die gesamte Gitterfolge durch q
h
 C beschr

ankt ist, so gilt die Behauptung
von Satz 5.5 mit einer Konstanten unabh

angig von allen Gitterweiten h
k
. Andererseits mu
bei der Verwendung adaptiver Verfeinerungstechniken die Abh

angigkeit der Konstanten
von q
h
ber

ucksichtigt werden.

Kapitel 6
Konzept zur Verwaltung von
Geometriedaten
In diesem Kapitel soll ein Konzept zur Erzeugung und Verwaltung beliebiger zwei- und drei-
dimensionaler Gitter beschrieben werden (vgl. [3]), das im Programmpaket MooNMD im-
plementiert wurde. MooNMD gestattet das L

osen von Konvektions-Diusions- und Navier-
Stokes-Gleichungen mit Finiten-Elementen bei Verwendung komplexer Geometrien. Das
Konzept soll exibel und platzsparend, aber auch oen und leicht erweiterbar sein. Ein
wesentliches Element des Konzeptes ist eine geeignete Randbeschreibung des zu vernetzen-
den Gebietes 
. Desweiteren werden Zellen deniert und diese zu Gittern zusammengefat,
welche als Zerlegung von 
 dienen. Durch den Einsatz von Datenbanken und abstrakten
Beschreibungen ist es m

oglich, auf einfache Weise neue Zelltypen und Verfeinerungsvor-
schriften hinzuzuf

ugen. Das Konzept wurde in C++ implementiert und ist Bestandteil der
Programme, die zur Ermittlung der in dieser Arbeit angef

uhrten numerischen Ergebnisse
benutzt wurden.
6.1 Anforderungen an ein Geometriekonzept
Es soll ein oenes, exibles und erweiterbares System geschaen werden, das eine abstrakte
mathematische Grundlage zur Beschreibung nachfolgender Algorithmen (wie z. B. lokale
Mehrgitterverfahren) liefert.
Das Geometriekonzept soll sich ausschlielich mit geometrischen Daten und Zusammenh

an-
gen befassen und somit klar von den FE-Daten getrennt sein, d. h., man hat auf der einen
Seite die Geometrie der Zerlegung und kann dann beispielsweise einen Finite-Elemente-
Raum linearer oder auch kubischer Funktionen aufbauen oder, wenn n

otig, auch beide.
Die Implementierung soll in einer modernen objekt-orientierten Programmiersprache m

og-
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lich sein. Um eine leichte Erweiterbarkeit zu erreichen, sollten Datenbanken bzw. daten-
bank

ahnliche Strukturen verwendet werden.
Es sollen Gitterhierarchien erzeugt werden k

onnen, die z. B. die Realisierung von Mehr-
gitteralgorithmen erm

oglichen. Sowohl eine Vergr

oberung als auch eine Verfeinerung eines
bestehenden Gitters soll schnell und einfach realisierbar sein. Hierbei mu der ggf. nicht po-
lygonale Rand des Gebietes beachtet werden. Mortar-Kanten oder auch h

angende Knoten
m

ussen ber

ucksichtigt werden. Im Gebietsinneren bendliche bewegliche Phasengrenzen
sollen m

oglich sein, d. h., da Gitterpunkte auf vorgegebenen Kurven verschoben werden
k

onnen.
6.2 Randbeschreibung
Wir beschr

anken uns bei der Randbeschreibung zun

achst auf den zweidimensionalen Fall.
Der Rand kann aus mehreren geschlossenen Randteilen bestehen. Jeder Randteil besteht
nun wiederum aus verschiedenen Randkomponenten. Hier sind Strecken, Kreisb

ogen und
kubische Splines m

oglich. Durch die Parametrisierung sind die Randteile so orientiert, da
das Gebiet 
 stets links vom Rand liegt. Zus

atzlich k

onnen im Inneren des Gebietes 

sogenannte Interfaces als oene oder geschlossene Randteile deniert werden. Diese dienen
dazu, Ecken der Zerlegung auf eine vorgegebene Kurve zu zwingen.
Im dreidimensionalen Fall gibt es mehrere M

oglichkeiten der Randbeschreibung. Eine nahe-
liegende Variante w

are, Polyeder mit Hilfe von Dreiecken zu beschreiben. Konvexe Polyeder
k

onnen auch als Durchschnitt von durch Hyperebenen denierte Halbr

aume beschrieben
werden. Bisher ist nur diese Variante in MooNMD implementiert. Die M

oglichkeiten der
Randbeschreibung k

onnen im 3D-Fall jedoch noch deutlich erweitert werden, z. B. durch
Splines, parametrisierte Fl

achen oder Ober

achen von K

orpern, die durch Vereinigung oder
Dierenz von Basisk

orpern (Kugel, Quader, Zylinder,...) entstehen.
6.3 Zellen
Eine Zelle K wird durch ihre Form sowie durch die Koordinaten ihrer Eckpunkte be-
schrieben. Die Form einer Zelle wird mit Hilfe einer Form-Beschreibung (shape descriptor)
angegeben. In dieser Form-Beschreibung werden die topologischen Zusammenh

ange auf
einem entsprechenden Referenzelement dieses Zelltypes dargestellt. Hierzu ben

otigen wir
eine lokale Numerierung aller geometrischer Objekte (Ecken, Kanten und Fl

achen).
Im mathematischen Kontext wird die Zelle K auch als Teil des Gebietes 
 aufgefat
(K  
).
Wir f

uhren nun Bezeichnungen f

ur die jeweilige Anzahl der verschiedenen geometrischen
6.3 Zellen 75
Objekte der Zelle K ein. Seien N
V
(K) die Anzahl der lokalen Ecken, N
E
(K) die Anzahl
der lokalen Kanten und N
F
(K) die Anzahl der lokalen Fl

achen.
Denition 6.1
Eine Form-Beschreibung S (shape descriptor) ist eine Zusammenfassung topologischer Zu-
sammenh

ange auf einem Referenzelement.
Die Menge S umfat alle verf

ugbaren Form-Beschreibungen S.
Im Rahmen der vorliegenden Arbeit wurden in MoonMD folgende Formbeschreibungen
realisiert S := fDreieck; V iereck; T etraeder; Hexaederg.
Der Aufbau der Feldbezeichner innerhalb der Deskriptoren erfolgt nach folgendem Muster:
hName1ihName2i = fMengen vom Objekttyp Name2g:
Name1 bezeichnet den zu beschreibenden Objekttyp und Name2 bezeichnet den Objekttyp,
der als Informationsbasis dient, d. h., jedem Objekt O vom Typ Name1 wird die Menge
aller Objekte vom Typ Name2 zugeordnet, die mit dem Objekt O verkn

upft sind.
Als Beispiel erl

autern wir die Form-Beschreibung eines Vierecks (2D).
K
r r
rr
0 1
23
a
b
c
d
Abbildung 6.1: Grundelement eines Vierecks
Die Form-Beschreibung der Zelle in Abb. 6.1 enth

alt nun folgende Felder:
EdgeVertex = ((0; 1); (1; 2); (2; 3); (3; 0))
VertexEdge = ((d; a); (a; b); (b; c); (c; d))
Hier beschreibt beispielsweise EdgeVertex, welche Ecken zu welcher Kante geh

oren und
VertexEdge, welche Kanten an der jeweiligen Ecke liegen.
Hinweis: Im Programmkontext werden allerdings alle Objekte mit Zahlen bezeichnet. Die
Bezeichnung der Kanten mit Buchstaben dient hier nur zur besseren Lesbarkeit.
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6.4 Verfeinerung einzelner Zellen
Denition 6.2
Eine Abbildung R einer Zelle K auf eine endliche Menge (K) neuer Zellen
R : K 7! (K); (K) := fK
i
g
N
R
 1
i=0
mit
(i)
N
R
 1
S
i=0
K
i
= K
(ii) K
i
\K
j
= ;; 8i 6= j
heit Verfeinerung der Zelle K. Die Zellen K
i
; i = 0; : : : ; N
R
  1, heien Kindszellen der
Elternzelle K und N
R
bezeichnet die Anzahl der entstehenden Kindszellen.
Eine Verfeinerung wird durch eine Verfeinerungs-Beschreibung (renement descriptor) dar-
gestellt. Darin werden wiederum alle topologischen Zusammenh

ange zwischen der alten und
den neu entstehenden Zellen bereitgestellt. Hierzu werden alle Ecken, Kanten und Fl

achen
in (K) neu numeriert. Somit k

onnen beispielsweise folgende Zusammenh

ange beschrieben
werden:
Æ Aus welchen Kanten besteht eine Kindszelle K
i
?
Æ Welcher Form-Beschreibung gen

ugt die Kindszelle K
i
?
Æ Welche neue Kante f

allt mit einer alten Kante zusammen?
Denition 6.3
Sei R eine Verfeinerung mit R : K
j
7! (K
j
) = fK
i
g
N
R
 1
i=1
. Dann heit L
i
:= fi; jg; i =
0; : : : ; N
R
  1, Generationslinie (generation line) und L(R) ist die Menge aller Generati-
onslinien der Verfeinerung R.
Die Generationslinien stellen den Zusammenhang zwischen Elternzelle und den neu ent-
stehenden Kindszellen her.
Anhand eines Beispiels f

ur die Bisektion einer Viereckszelle (2D) wollen wir nun einige
Felder einer Verfeinerungsbeschreibung vorstellen.
Die Verfeinerungs-Beschreibung zu der in Abb. 6.2 dargestellten Situation enth

alt folgende
Felder:
ChildType = (V iereck; V iereck)
ChildVertex = ((0; 1; 2; 3); (1; 4; 5; 2))
VertexChild = ((I); (I; II); (I; II); (I); (II); (II))
OldEdgeNewVertex = ((0; 1; 4); (4; 5); (2; 3; 5); (3; 0))
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Abbildung 6.2: Bisektion eines Viereckselementes
OldEdgeNewEdge = ((a; b); (c); (d; e); (f))
NewEdgeEqOldEdge = (c; f)
InteriorEdgeOfCell = (g).
Die Menge R umfat alle verf

ugbaren Verfeinerungs-Beschreibungen. Im Programmpaket
MooNMD sind die folgenden Verfeinerungen realisiert:
NoRef keine Verfeinerung { entspricht R : K 7! K
LineReg regul

are Verfeinerung einer Linie (1D)
TriReg regul

are Verfeinerung eines Dreiecks in vier neue Dreiecke
TriBis Bisektion eines Dreiecks in zwei Dreiecke
QuadReg regul

are Verfeinerung eines Vierecks
QuadBis Bisektion eines Vierecks in zwei Vierecke
Quad1Conf konformer Abschlu bei einem h

angenden Knoten
Quad2Conf konformer Abschlu bei zwei benachbarten h

angenden Knoten
QuadToTri Verfeinerung eines Quadrates in zwei Dreiecke
Mortar 1 n Zerlegung eines Vierecks
TetraReg regul

are Verfeinerung eines 3D-Tetraeders in acht neue Tetraeder
HexaReg regul

are Verfeinerung eines 3D-Hexaeders.
Als Umkehrung der Verfeinerung R f

uhren wir nun einen Vergr

oberungsoperator F ein.
Denition 6.4
Sei R ein Verfeinerungsoperator mit R : K 7! (K) = fK
i
g. Dann bezeichnet die Abbil-
dung F mit
F : K
i
7! K; 8K
i
2 (K)
die Vergr

oberung auf K.
Bemerkung:
Sei 
0
=
S
i
(K
i
).
Eine Vergr

oberung ist nur zul

assig, wenn alle Kinder K
i
von K (K
i
2 (K)) entfernt
werden sollen und 
0
= ; oder wenn ein Verfeinerungsoperator R
0
: K 7! 
0
existiert.
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6.5 Gebietszerlegung
Wir f

uhren nun eine Zerlegung T
h
des Grundgebietes 
 in Zellen K 2 T
h
ein.
Dazu bezeichnen wir mit:
N
V
globale Anzahl der Ecken
N
E
globale Anzahl der Kanten
N
F
globale Anzahl der Fl

achen
N
C
globale Anzahl der Zellen
I
V
(K) Indexmenge der Ecken der Zelle K
I
E
(K) Indexmenge der Kanten der Zelle K
I
F
(K) Indexmenge der Fl

achen der Zelle K
I
V
globale Indexmenge der Ecken
I
E
globale Indexmenge der Kanten
I
F
globale Indexmenge der Fl

achen
I
C
globale Indexmenge der Zellen.
Auerdem seien  
j
; j 2 I
E
, die Kanten der Zellen K 2 T
h
.
Denition 6.5
Sei T
h
eine beliebige Zerlegung von 
. Dann deniert @T
h
mit
@T
h
:= f j 9K 2 T
h
mit    @K g
die Menge aller Kanten (bzw. Fl

achen) der Zerlegung.
Wir erinnern an die Denitionen 2.5 und 2.6 zur konformen Zerlegung von 
.
Denition 6.6
Sei T
h
eine Menge konvexer, oener Zellen K
i
; i 2 I
C
; mit folgenden Eigenschaften:
(i)
N
C
 1
S
i=0
K
i
= 

(ii) K
i
\K
j
= ;; 8i 6= j
(iii) 8i; j 2 I
E
:  
i
\  
j
6= ; )  
i
  
j
.
Dann heit T
h
0-regul

are oder konforme Zerlegung von 
.
Der Parameter h bezeichnet das Maximum der Zelldurchmesser h
K
= diam(K) aller Zellen
K 2 T
h
.
Nun k

onnen wir die Verfeinerung R einer Zerlegung T
l
einf

uhren.
Denition 6.7
Seien R
i
: K
i
7! (K
i
); i = 0; : : : ; N
l
C
  1, mit K
i
2 T
l
die Verfeinerungsoperatoren aller
einzelnen Zellen der Zerlegung T
l
. Dann heit die Abbildung
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R : T
l
! T
l+1
Verfeinerung der Zerlegung T
l
zu einer feineren Zerlegung T
l+1
und entsteht durch die
Hintereinanderausf

uhrung aller R
i
.
Bemerkung:
(i) Ein Verfeinerungsoperator kann auch vom Typ NoRef sein, d. h., die Zelle bleibt
auch in der Bildzerlegung unver

andert erhalten.
(ii) Da alle einzelnen Verfeinerungen einen disjunkten Tr

ager haben, kann die Hinterein-
anderausf

uhrung in beliebiger Reihenfolge durchgef

uhrt werden.
Denition 6.8
Sei fT
l
g
N
l=0
eine Zerlegungsfolge und fR
l
g
N 1
l=0
die zugeh

orige Folge von Verfeinerungen.
Dann heitGL(K) = nGeometrie-Level vonK 2 T
l
, wenn K durch n echte Verfeinerungen
aus der Grundzerlegung T
0
entstanden ist. Echt bedeutet hier, da (K) 6= fKg ist.
Denition 6.9
Sei T
h
eine Menge konvexer, oener K
i
; i 2 I
C
, mit den Eigenschaften (i) und (ii) aus
Denition 6.6 und
(iii) 8i; j 2 I
C
mit int(@K
i
\ @K
j
) 6= ; : jGL(K
i
) GL(K
j
)j  1.
Dann heit T
h
1-regul

are Zerlegung von 
.
K
2
K
1
K
Abbildung 6.3: Beispiel einer 1-regul

aren Zerlegung
Bemerkung:
Wenn alle verwendeten Verfeinerungen regul

ar sind, dann entspricht eine 1-regul

are Zerle-
gung in direkter Weise einer Zerlegung mit h

angenden Knoten (vgl. Abb. 6.3).
Im 2D-Fall gilt die allgemeinere Denition der 1-Regularit

at ohne Verwendung von Gitter-
leveln:
(iii) 8K 8i 2 I
E
(K) 8j = 0; : : : ; N
E
  1 :  
i
\  
j
6= ; ^  
i
6=  
j
) 9! k :
 
i
[  
k
  
j
_  
i
  
j
[  
k
.
Dies bedeutet, wenn der Durchschnitt zweier verschiedener Kanten nicht leer ist, dann
existiert genau eine weitere Kante, so da die Vereinigung der Abschl

usse von zwei dieser
drei Kanten gerade den Abschlu der dritten ergibt.
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6.6 Fugen
Fugen (joints) dienen zur Beschreibung von Nachbarschaftsbeziehungen.
Denition 6.10
Sei K
i
; K
j
2 T
h
; (i 6= j) mit int(@K
i
\@K
j
) 6= ;. Dann heit die Indexmenge J(K
i
; K
j
) :=
fi; jg Fuge zwischen den Zellen K
i
und K
j
.
Diese Nachbarschaften sind wichtig, um z. B. die Stetigkeit einer Funktion durch die Ver-
kn

upfung der benachbarten Freiheitsgrade zu realisieren oder um beispielsweise bei Feh-
lersch

atzern Sprungterme berechnen zu k

onnen.
6.7 Mapper
Mapper dienen der Abbildung von Seiten

achen von Zellen und von einer Verfeinerungs-
stufe dieser Seiten

achen auf entsprechende Seiten

achen benachbarter Zellen.
Im zweidimensionalen Fall werden bei benachbarten Zellen nur zwei Strecken mit eventuel-
len Zwischenpunkten miteinander verbunden. Hierbei ist es nicht erforderlich, zus

atzliche
Informationen

uber die Abbildung der Zwischenpunkte zu halten, da einzig die Laufrich-
tung des Parameters entlang der Strecken umgekehrt ist.
Im dreidimensionalen Fall wird als Mapper die Abbildung aller geometrischer Objekte
einer 2D-Verfeinerungsbeschreibung auf eine zweite, passende 2D-Verfeinerungsbeschrei-
bung deniert.
Denition 6.11
Sei M = (M
1
V
;M
2
V
;M
1
E
;M
2
E
;M
1
F
;M
2
F
) eine Abbildung mit
M
1
V
: I
V
(R
1
)! I
V
(R
2
) [ f 1g
M
2
V
: I
V
(R
2
)! I
V
(R
1
) [ f 1g
M
1
E
: I
E
(R
1
)! I
E
(R
2
) [ f 1g
M
2
E
: I
E
(R
2
)! I
E
(R
1
) [ f 1g
M
1
F
: I
F
(R
1
)! I
F
(R
2
) [ f 1g
M
2
F
: I
F
(R
2
)! I
F
(R
1
) [ f 1g;
wobei R
1
; R
2
Verfeinerungen von zweidimensionalen Zellen beschreiben. Dann heit M
Mapper.
Die Menge M umfat alle verf

ugbaren Mapper M .
Die Abbildung auf  1 wird benutzt, wenn kein zugeordnetes Objekt existiert.
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Mapper sind notwendig, um beim

Ubergang von einer Zelle zu einer benachbarten Zelle
die zusammengeh

orenden Objekte in den jeweiligen lokalen Numerierungen zu nden. Dies
ist z. B. bei der Verfeinerung einer 3D-Zerlegung erforderlich.
Der

Ubergang von einer Zelle zu einer benachbarten dreidimensionalen Zelle erfolgt dann
dadurch, da zun

achst die Objekte einer Seiten

ache auf die Struktur einer korrespondie-
renden 2D-Verfeinerungsbeschreibung abgebildet werden. Dies passiert innerhalb der 3D-
Verfeinerungsbeschreibung der ersten Zelle. Nun kommt der Mapper zum Einsatz und dann
werden die Objekte mittels der hier korrespondierenden 2D-Verfeinerungsbeschreibung auf
die Objekte der entsprechenden Seiten

ache der zweiten 3D-Zelle abgebildet.
6.8 Gitter
Zu einer Zerlegungsfolge fT
l
g
N
l=0
wird der Gittergraph G als ungerichteter Graph G :=
(V;E) mit der Knotenmenge V und der Kantenmenge E deniert. (Hier wird der Begri
Kante im graphentheoretischen Sinne benutzt und hat nichts mit den Kanten einer Zelle
zu tun.)
Wir denieren U( ) als Umgebung der Kante   durch
U( ) := fK 2 T jK \   6= ;g:
Hierbei sei T die Vereinigung aller Zellen der Zerlegungsfolge fT
l
g
N
l=0
.
Dann denieren wir G als
G := (V;E) mit
V := fK jK 2 T
l
; 8lg
E
1
:=

J(K
i
; K
j
)




K
i
; K
j
2 U( ) mit K
i
[K
j
ist 0-regul

ar und
K
i
; K
j
2 T
l
mit l ist minimal 8  2 @T

E
2
:= fL jL 2 L(R
K
) 8K 2 T
l
; 8lg
E := E
1
[ E
2
:
Die Kantenmenge E
1
umfat alle Fugen innerhalb der verschiedenen Zerlegungen und E
2
die Generationslinien zwischen den Zerlegungen.
Denition 6.12
Wir bezeichnen mit G(T
0
(
)) die Menge aller Gitter, die aus der Grundzerlegung T
0
(
)
durch wiederholtes Anwenden von Verfeinerungsoperatoren R entstehen.
Die Gitterschicht (grid level) G
l
 G mit G
l
:= (V
l
; E
l
); V
l
 V; E
l
 E
1
, entspricht der
Zerlegung auf der Stufe (level) l.
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Abbildung 6.4: Gitter mit Fugen und Generationslinien
6.9 Iteratoren
Iteratoren werden ben

otigt, um Zellen mit einer bestimmten Eigenschaft nacheinander
bearbeiten zu k

onnen. Mit ihnen ist es beispielsweise m

oglich, die verschiedenen Level
eines Mehrgitteralgorithmus oder alle Randzellen einer Zerlegung abzulaufen.
Ein Iterator erzeugt einen Teilgraph eines Gittergraphen G. Dies dient dazu, alle Zellen K
eines Gittergraphen G mit einer bestimmten Eigenschaft abzuarbeiten.
Wir f

uhren eine Abbildung I eines Bereiches A der nat

urlichen Zahlen in die Knotenmenge
V des Gittergraphen G
I : A  N ! B  V
ein. Es sind die folgenden Iteratoren implementiert:
I
(l)
EQ
Menge aller Zellen, die genau zur Gitterschicht l geh

oren
I
(l)
LE
Menge aller Zellen, die zur Gitterschicht l geh

oren bzw. die, die zur h

ochsten Gitter-
schicht l
0
an einer Stelle mit l
0
< l geh

oren (somit gilt:
S
K2B
K = 
)
I
Fin
Menge aller Zellen die jeweils zur feinsten Gitterschicht (

ortlich gesehen) geh

oren
I
Coll
hier wird die Menge B fest vorgegeben (coll = collection).
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6.10 Bedeutung der Deskriptoren
Der entscheidende Vorteil der Deskriptoren liegt darin, da sie nur einmal im Speicher
abgelegt werden und dann von beliebig vielen Objekten benutzt werden k

onnen. Somit ist es
m

oglich, auch selten genutzte Informationen im Deskriptor bereitzustellen. Im Deskriptor
k

onnen Informationen enthalten sein, die sonst, aufgrund der Notwendigkeit Speicherplatz
zu sparen, nur auf Umwegen (zus

atzliche Feldabfragen oder Suchoperationen) ermittelt
werden k

onnen. Dies f

uhrt zu einer deutlichen Programmbeschleunigung bei gleichzeitigem
sparsamem Umgang mit Speicherressourcen.
6.11 Integration der Mortar-Technik
In diesem Abschnitt sollen die Besonderheiten bei der geometrischen Verwaltung der Mortar-
Kanten und der Grundgitter bei Einsatz der Mortar-Technik vorgestellt werden.
Als Grundzerlegung T
0
wird eine 0-regul

are bzw. konforme Zerlegung verwendet. An den
Stellen innerhalb der Grundzerlegung, an denen Mortar-Kanten realisiert werden sollen,
werden statt der

ublichen Fugen sogenannte Mortar-Fugen eingesetzt. Es gibt zwei Arten
von Mortar-Fugen. Eine bendet sich innerhalb der Grundzerlegung, diese wird als Mor-
tarBaseJoint bezeichnet und kennt die beiden anliegenden Zellen. Auf den h

oheren Leveln
wird dann nur noch der sogenannte MortarJoint verwendet. Dieser kennzeichnet lediglich,
da sich an dieser Stelle eine Mortar-Kante bendet, kennt aber keine Zelle auf der ge-
gen

uberliegenden Seite. Um nun zu Zellen auf der gegen

uberliegenden Seite zu gelangen,
ist es erforderlich, sich zun

achst entlang der Generationlinien zur entsprechenden Eltern-
zelle innerhalb der Grundzerlegung zu bewegen, dort mit Hilfe des MortarBaseJoints auf
die andere Seite der Mortar-Kante zu wechseln und dann wiederum mit Hilfe der Genera-
tionslinien und entsprechender Auswahl der ben

otigten Kindszelle bis auf das gew

unschte
Level zu steigen.
Mit einem MortarBaseJoint wird jeweils eine vollst

andige Mortar-Kante gekennzeichnet,
d. h., auch eine zusammenh

angende Verbindung zwischen zwei Teilgebieten, die sich

uber
mehrere Zellen erstreckt, mu durch mehrere Mortar-Kanten realisiert werden. Eine solche
Situation wird in Abb. 6.5 dargestellt. Man sieht, da aufgrund der gew

ahlten Grund-
zerlegung aus je vier Zellen pro Teilgebiet in der Implementierung zwei Mortar-Kanten
eingef

uhrt werden m

ussen.
Um nun auf einfache Weise deutlich feinere Ausgangszerlegungen in einzelnen Teilgebieten
zu erreichen, wurde die Mortar-Verfeinerung eingef

uhrt. Hierbei wird eine Viereckszelle
in n nebeneinander liegende Viereckszellen zerlegt. F

ugt man nun in der Grundzerlegung
eine oder mehrere schmale, anisotrope Zellen ein und benutzt dann als initialen Verfei-
nerungsschritt die Mortar-Verfeinerung, so kann man mit nur einem Verfeinerungsschritt
eine gleichm

aige, aber deutlich feinere Zerlegung erhalten.
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(a) Teilgebiete (b) Grundzerlegung
Abbildung 6.5: Beispiel f

ur MortarBaseJoint
Als weitere Besonderheit werden Mortar-Iteratoren deniert. Sie dienen dazu, alle an der-
selben Mortar-Kante anstoenden Zellen auf einem bestimmten Level auf der Mortar- bzw.
auf der Nicht-Mortar-Seite nacheinander abzulaufen.
Zur Darstellung der Lagrange-Multiplikatoren werden keine zus

atzlichen Zerlegungen ge-
halten. Die Realisierung dieser Objekte geschieht erst durch die Erzeugung eines eindimen-
sionalen FE-Raumes. Hierzu wird lediglich eine Collection aller Zellen auf der jeweiligen
Nicht-Mortar-Seite jeder Mortar-Kante ben

otigt. Eine solche Collection kann mit Hilfe
eines der oben beschrieben Mortar-Iteratoren erzeugt werden.
6.12 Beispiel zur Gittermanipulation
Den Ausgangspunkt bildet ein Einheitsquadrat, welches adaptiv verfeinert werden soll. Als
Markierungskurve f

ur die Verfeinerung wird eine Kardioide benutzt. Als Nebenbedingung
wird gefordert, da das Gitter 1-regul

ar bleiben soll. Die Abb. 6.6(a) zeigt das Gitter nach
einigen Verfeinerungsschritten.
Nun wird eine neue, kleinere Kardioide als Markierungskurve benutzt. Es werden dann
weitere adaptive Verfeinerungs-/Vergr

oberungsschritte durchgef

uhrt, wobei bei einer Ver-
gr

oberung jeweils nur eine Zellschicht abgetragen wird. Auch hier mu st

andig die 1-
Regularit

at gew

ahrleistet sein. Die Abb. 6.6(b) und 6.6(c) zeigen Zwischenstufen der Git-
terentwicklung. In Abb. 6.6(d) erkennt man, da nur noch im Bereich der neuen Markie-
rungskurve stark verfeinerte Zellen vorliegen.
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(a) (b)
(c) (d)
Abbildung 6.6: Adaptive Gitterverfeinerung und -vergr

oberung

Kapitel 7
Numerische Ergebnisse
In diesem Kapitel soll zun

achst gezeigt werden, da die Mortar-Methode f

ur polynomiale
Testf

alle die optimalen Konvergenzordnungen f

ur den H
1
-, L
2
- und SDFEM-Fehler liefert.
Danach wird die Anwendung auf eine Konvektions-Diusions-Gleichung mit exponenti-
ellen Grenzschichten betrachtet. Abschlieend stellen wir an Hand des bekannten sta-
tion

aren DFG-Benchmark-Problems die Anwendbarkeit der Mortar-Technik auf Navier-
Stokes-Probleme dar.
Wir werden in den nachfolgenden Tabellen folgende Bezeichnung f

ur die Testrechnungen
benutzen:
[Form] [Methode]
Dabei nimmt Form einen der folgenden Werte an
Q - Vierecke
T - Dreiecke
und Methode einen der Werte
GAL-C - konforme Galerkin-Methode
UP-N - nichtkonformes upwind-Verfahren
UP-C - konformes upwind-Verfahren
SD-O1 - Stromlinien-Diusion f

ur Elemente 1. Ordnung (P
1
/ Q
1
)
SD-O2 - Stromlinien-Diusion f

ur Elemente 2. Ordnung (P
2
/ Q
2
)
SD-O3 - Stromlinien-Diusion f

ur Elemente 3. Ordnung (P
3
/ Q
3
).
7.1 L

osung der diskreten Probleme
In diesem Abschnitt soll der verwendete L

oser beschrieben werden, der f

ur die nachfol-
genden Rechnungen benutzt wurde. Eine detaillierte Untersuchung der Konvergenzeigen-
schaften des L

osers ist nicht Gegenstand dieser Arbeit, deshalb soll hier nur kurz seine
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Arbeitsweise beschrieben werden.
Die Mortar-Diskretisierung (3.26) sowie deren Stabilisierungen (upwind und SDFEM)
f

uhren auf groe, schwach besetzte lineare Gleichungssysteme der Form

A D
D
T
0

u


=

f
0

: (7.1)
Somit empehlt es sich, iterative L

oser, wie z. B. Krylov-Unterraum-Methoden oder Mehr-
gitter-Methoden, zu verwenden. Die Konvergenzgeschwindgkeit h

angt in entscheidendem
Mae von den Eigenschaften eines Vorkonditionierers (Gl

atters) ab. Aufgrund des in der
KoeÆzientenmatrix rechts unten stehenden Nullblockes bestehen besondere Schwierigkei-
ten bei der Konstruktion eines geeigneten Vorkonditionierers, und Standardverfahren wie
Jacobi, SOR oder ILU k

onnen nicht angewendet werden.
Bei Konvektions-Diusions-Gleichungen ist die Matrix A i. a. nicht symmetrisch und auch
keine M-Matrix.
Wir verwenden ein vorkonditioniertes, exibles GMRES (generalized minimal residual)
([26], [25]).
Als Vorkonditionierer benutzen wir

C D
D
T
0

 1
:
Hier wird C so gew

ahlt, da es leicht zu berechnen ist und
C
 1
 A
 1
erf

ullt ist.
Wir benutzen C
 1
= AMG(A), d. h., wir nutzen einige Iterationen eines algebraischen
Mehrgitteralgorithmus zur Approximation von A
 1
.
In jedem Schritt des GMRES-Verfahrens ist ein lineares Gleichungssystem der Form

C D
D
T
0

u


=

r
s

zu l

osen. Hierzu wird die Schur-Komplement-Methode verwandt. Zun

achst l

osen wir ap-
proximativ
D
T
C
 1
D = D
T
C
 1
r  s (7.2)
und dann
u = C
 1
(r D):
Da auch D
T
C
 1
D i. a. eine nichtsymmetrische Matrix ist, erfolgt die L

osung von (7.2)
mittels einiger GMRES-Iterationen.
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Die vorgestellte L

osungsstrategie zeichnet sich dadurch aus, da keine Geometrieinforma-
tionen ben

otigt werden, d. h., sie arbeitet rein algebraisch. Somit l

at sich der L

oser als
Black-Box benutzen.
Eine eÆziente L

osung des Schur-Komplement-Systems (7.2) ist jedoch noch oen. Die
Systemmatrix D
T
C
 1
D ist nur implizit gegeben. Somit sind nur iterative Verfahren zur
L

osung von (7.2) anwendbar.
Die Rechenzeiten f

ur das Verfahren sind f

ur eine geringe Zeilenanzahl von D
T
akzeptabel.
Bei steigender Zeilenanzahl wird das Verfahren ineÆzienter. Dies erkennt man auch bei
der Anwendung der Strategie auf die Navier-Stokes-Gleichungen (vgl. [18]).
Eine weitere L

oserstrategie w

are der Einsatz geometrischer Mehrgitteralgorithmen, welche
gute Konvergenzeigenschaften versprechen (vgl. z. B. [7]). Diese konnten im Rahmen dieser
Arbeit allerdings nicht mehr betrachtet werden.
7.2 Testbeispiel mit polynomialer L

osung
Wir betrachten das Problem
 "4u+

3
2

ru+ 2u = f in 

u = 0 auf  
D
= @

auf dem Einheitsquadrat 
 = (0; 1)
2
 R
2
mit homogenen Dirichlet-Randdaten.
Wir w

ahlen die rechte Seite f so, da wir als exakte L

osung
u = 100(1  x)
2
x
2
y(1  2y)(1  y)
erhalten.
Abb. 7.1 zeigt die f

ur diese Rechnungen verwendeten Grundgitter. Alle weiteren Gitter
(Level) entstehen hieraus durch regul

are Verfeinerung. Die entstehenden linearen, alge-
braischen Gleichungssysteme werden mit dem in Abschnitt 7.1 vorgestellten Algorithmus
aufgel

ost.
Zun

achst betrachten wir Testrechnungen f

ur Viereckselemente. Tabelle 7.1 zeigt die Anzahl
der Unbekannten bei den verschiedenen Methoden auf dem jeweiligen Level.
In den Tabellen 7.2 und 7.3 sind die Ergebnisse f

ur das konforme und nichtkonforme
upwind-Verfahren und f

ur die Galerkin-Methode dargestellt. Bei diesen Rechnungen wur-
de " = 1 verwendet, um zun

achst den diusionsdominanten Fall zu untersuchen. Bei der
upwind-Methode wurde jeweils die in Kapitel 5 vorgestellte Variante A mit der zus

atzlichen
Stabilisierung verwendet, d.h die Teilgebietsdiskretisierungen sind weitgehend unabh

angig.
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(a) (b)
Abbildung 7.1: Grobgitter bei der Verwendung von (a) Vierecks- und (b) Dreieckselementen
Level Q UP-N Q SD-O1/Q UP-C Q SD-O2 Q SD-O3
1 38 24 73 144
2 120 73 237 489
3 416 237 829 1773
4 1536 829 3069 6717
5 5888 3069 11773 26109
6 23040 11773 46077 102909
7 91136 46077 182269 408573
Tabelle 7.1: Anzahl der Unbekannten bei Verwendung von Viereckselementen
Q UP-N Q UP-C Q GAL-C
Level err ord err ord err ord
1 0.13747 0.27492 0.15951
2 0.06464 1.088 0.09426 1.544 0.04408 1.855
3 0.02958 1.127 0.03521 1.420 0.01091 2.013
4 0.01452 1.026 0.01495 1.234 0.00271 2.006
5 0.00727 0.997 0.00686 1.123 0.00067 2.001
6 0.00365 0.993 0.00329 1.061 1.69e-4 2.000
7 0.00183 0.995 0.00161 1.030 4.23e-5 2.000
Tabelle 7.2: Vergleich der L
2
-Fehler und Konvergenzordnungen
Man kann die Entwicklung der Fehlerordnungen in Richtung der Asymptotik sowohl f

ur
den L
2
- als auch f

ur den H
1
-Fehler beobachten, d. h., f

ur die Ordnung des L
2
-Fehlers der
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Q UP-N Q UP-C Q GAL-C
Level err ord err ord err ord
1 1.49106 2.02027 1.51866
2 0.88140 0.758 0.92934 1.120 0.82351 0.882
3 0.47083 0.904 0.46290 1.005 0.41744 0.980
4 0.24402 0.948 0.23098 1.002 0.20936 0.995
5 0.12475 0.967 0.11554 0.999 0.10475 0.998
6 0.06349 0.974 0.05779 0.999 0.05238 0.999
7 0.03243 0.969 0.02890 0.999 0.02619 0.999
Tabelle 7.3: Vergleich der H
1
-Fehler und Konvergenzordnungen
Galerkin-Methode erwartet man 2 und f

ur alle anderen Ordnungen 1. Diese Werte werden
gut erreicht. Insbesondere kann man die Suboptimalit

at der L
2
-Norm f

ur die upwind-
Methode, die hier nur von erster Ordnung ist, erkennen. Man vergleiche hierzu auch das
1D-Testbeispiel von Tobiska [33].
In den Tabellen 7.4, 7.5 und 7.6 werden die Testergebnisse f

ur die Stromlinien-Diusions-
FEM dargestellt. Als Stromlinien-Diusions-Parameter wird
Æ
K
:=

0:3h
K
falls h
K
> "
0 sonst
verwendet. Um nicht wiederum das Galerkin-Verfahren zu erhalten, w

ahlen wir hier " =
10
 6
.
Q SD-O1 Q SD-O2 Q SD-O3
Level err ord err ord err ord
1 0.15866 0.03027 0.00266
2 0.04363 1.862 0.00436 2.792 0.00015 4.075
3 0.00909 2.261 0.00055 2.970 9.77e-6 4.014
4 0.00179 2.337 7.08e-5 2.975 6.50e-7 3.909
5 0.00036 2.305 8.94e-6 2.985 9.69e-8 2.746
6 7.78e-5 2.146 1.12e-6 2.991
7 1.75e-5 2.086 1.42e-7 2.979
Tabelle 7.4: Fehler in der L
2
-Norm und Konvergenzordnungen
Die Tabellen zeigen im wesentlichen sehr gut die erwarteten, optimalen Fehlerordnungen.
Bei den Q
3
-Elementen ab Level 4 wird die optimale Ordnung allerdings nicht mehr erreicht.
Ein Grund hierf

ur ist, da die algebraischen Gleichungssysteme nicht mit ausreichend hoher
Genauigkeit gel

ost werden konnten. Da bei den Q
3
-Elementen die letzten beiden Level
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Q SD-O1 Q SD-O2 Q SD-O3
Level err ord err ord err ord
1 1.54275 0.48669 0.05240
2 0.83954 0.877 0.12416 1.970 0.00631 3.053
3 0.42442 0.984 0.03085 2.008 0.00080 2.967
4 0.21162 1.004 0.00773 1.996 1.08e-4 2.893
5 0.10540 1.005 0.00193 1.995 1.87e-5 2.535
6 0.05256 1.003 0.00048 1.996
7 0.02624 1.002 0.00012 1.994
Tabelle 7.5: Fehler in der H
1
-Norm und Konvergenzordnungen
Q SD-O1 Q SD-O2 Q SD-O3
Level err ord err ord err ord
1 1.18286 0.27379 0.03458
2 0.46172 1.357 0.05177 2.402 0.00310 3.475
3 0.17063 1.436 0.00945 2.452 0.00027 3.486
4 0.06067 1.491 0.00169 2.482 2.48e-5 3.480
5 0.02140 1.503 0.00030 2.493 2.70e-6 3.199
6 0.00754 1.503 5.32e-5 2.497
7 0.00266 1.502 9.44e-6 2.495
Tabelle 7.6: Fehler in der SD-Norm und Konvergenzordnungen
fehlen, liegt daran, da der zur Verf

ugung stehende L

oser nicht robust gegen

uber h

oheren
Polynomgraden ist und deshalb diese Systeme gar nicht mehr ad

aquat au

osen konnte.
Nun folgen die gleichen Testrechnungen f

ur die Dreieckselemente. Tabelle 7.7 zeigt die
hierbei verwendete Zahl von Unbekannten.
Level T UP-N T SD-O1/T UP-C T SD-O2 T SD-O3
1 49 24 73 144
2 164 73 237 489
3 592 237 829 1773
4 2240 829 3069 6717
5 8704 3069 11773 26109
6 34304 11773 46077 102909
7 136192 46077 182269
Tabelle 7.7: Anzahl der Unbekannten bei Verwendung von Dreieckselementen
Die Tabellen 7.8 und 7.9 zeigen die Fehler f

ur die upwind-Methode und die Galerkin-
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T UP-N T UP-C T GAL-C
Level err ord err ord err ord
1 0.05693 0.27345 0.21967
2 0.03141 0.857 0.09374 1.544 0.07895 1.476
3 0.01709 0.877 0.04329 1.114 0.02200 1.843
4 0.00924 0.886 0.02099 1.044 0.00566 1.957
5 0.00487 0.923 0.01040 1.012 0.00142 1.988
6 0.00251 0.955 0.00519 1.002 0.00035 1.997
7 0.00127 0.976 0.00259 1.000 8.94e-5 1.999
Tabelle 7.8: Vergleich der L
2
-Fehler und Konvergenzordnungen
T UP-N T UP-C T GAL-C
Level err ord err ord err ord
1 1.52869 2.02728 1.74319
2 0.91827 0.735 1.05407 0.943 1.04989 0.731
3 0.50172 0.872 0.58609 0.846 0.55261 0.925
4 0.26236 0.935 0.30975 0.919 0.28008 0.980
5 0.13426 0.966 0.15939 0.958 0.14053 0.994
6 0.06807 0.979 0.08087 0.978 0.07032 0.998
7 0.03445 0.982 0.04074 0.989 0.03517 0.999
Tabelle 7.9: Vergleich der H
1
-Fehler und Konvergenzordnungen
Methode bei der Verwendung von konformen bzw. nichtkonformen P
1
-Dreieckselementen.
Wir benutzen hier wiederum " = 1 und die Variante A der upwind-Diskretisierung. Auch
hier werden die erwarteten Fehlerordnungen gut erreicht.
Es folgen Testrechnungen f

ur die konforme SDFEM bei Dreieckselementen.
T SD-O1 T SD-O2 T SD-O3
Level err ord err ord err ord
1 0.21804 0.03989 0.00706
2 0.07204 1.597 0.00744 2.421 0.00109 2.686
3 0.01730 2.057 0.00099 2.908 6.23e-5 4.137
4 0.00384 2.171 1.27e-4 2.956 3.56e-6 4.128
5 0.00088 2.119 1.63e-5 2.962 3.04e-7 3.547
6 2.11e-4 2.061 2.09e-6 2.970
7 5.18e-5 2.029 2.69e-7 2.953
Tabelle 7.10: Fehler in der L
2
-Norm und Konvergenzordnungen
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T SD-O1 T SD-O2 T SD-O3
Level err ord err ord err ord
1 1.80956 1.05587 0.17511
2 1.09990 0.718 0.32558 1.697 0.02832 2.628
3 0.57722 0.930 0.08771 1.892 0.00347 3.025
4 0.28745 1.005 0.02256 1.958 4.25e-4 3.031
5 0.14243 1.013 0.00570 1.982 5.71e-5 2.896
6 0.07080 1.008 0.00143 1.992
7 0.03529 1.004 0.00036 1.994
Tabelle 7.11: Fehler in der H
1
-Norm und Konvergenzordnungen
T SD-O1 T SD-O2 T SD-O3
Level err ord err ord err ord
1 0.99934 0.56732 0.10635
2 0.44198 1.176 0.13188 2.104 0.01273 3.061
3 0.16932 1.384 0.02550 2.370 0.00118 3.431
4 0.06005 1.495 0.00466 2.451 1.03e-4 3.505
5 0.02106 1.511 0.00083 2.481 9.54e-6 3.444
6 0.00740 1.507 1.48e-4 2.493
7 0.00261 1.504 2.62e-5 2.495
Tabelle 7.12: Fehler in der SD-Norm und Konvergenzordnungen
In den Tabellen 7.10, 7.11 und 7.12 sind die Ergebnisse der Testrechnungen f

ur die kon-
forme Stromlinien-Diusions-FEM bei der Verwendung von Dreieckselementen dargestellt.
Die berechneten Werte liegen nahe an den erwarteten Fehlerordnungen. Auch hier sind die
fehlenden Ergebnisse darauf zur

uckzuf

uhren, da die zugeh

origen algebraischen Gleichungs-
systeme nicht mit der notwendigen Genauigkeit aufgel

ost werden konnten. Dies begr

undet
sich mit der nicht vorhandenen Robustheit des derzeitig verwendeten L

osers gegen

uber
h

oherer Polynomgrade.
In den beiden Diagrammen in Abb. 7.2 wird beispielhaft ein Vergleich zwischen den hier
vorgestellten Ergebnissen von Testrechnungen mit Mortar zu Rechnungen ohne Mortar
durchgef

uhrt. Als Rechengitter wird bei den Rechnungen ohne Mortar ein in mehreren
Schritten regul

ar verfeinertes Einheitsquadrat benutzt. Man erkennt sehr gut den Gleich-
lauf der Fehlerentwicklung. Bei der Bewertung dieses Vergleichs ist zu ber

ucksichtigen,
da im Diagramm die Gesamtanzahl der Unbekannten angegeben wurde, d. h., da bei der
Rechnung mit Mortar die Freiheitsgrade f

ur u und f

ur die Lagrange-Multiplikatoren gez

ahlt
wurden. Bei den Rechnungen ohne Mortar sind nur Freiheitsgrade f

ur u erforderlich.
Es werden beispielhaft im Diagramm (a) in Abb. 7.2 der L
2
-Fehler f

ur das upwind-Verfahren
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und die Galerkin-Methode mit Vierecks-Elementen dargestellt. Im Diagramm (b) sieht man
den H
1
-Fehler der SDFEM-Verfahren bei Verwendung von Dreiecks-Elementen. Die

ubrigen
Kombinationen liefern prinzipiell gleiche Ergebnisse.
101 102 103 104 105
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Fe
hl
er
Q_UP−N mortar 
Q_UP−N uni    
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101 102 103 104 105
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Abbildung 7.2: Vergleich des (a) L
2
- (b) H
1
- Fehlers zwischen Rechnungen mit und ohne
Mortar-Methode
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7.3 Konvektions-Diusions-Problem mit zwei expo-
nentiellen Grenzschichten
Wir wollen nun Testrechnungen f

ur ein Konvektions-Diusions-Problem mit zwei expo-
nentiellen Grenzschichten durchf

uhren. Wir betrachten das Einheitsquadrat 
 = (0; 1) 
(0; 1)  R
2
und w

ahlen die exakte L

osung
u(x; y; ") = xy
2
  y
2
exp

2(x  1)
"

  x exp

3(y   1)
"

+exp

2(x  1) + 3(y   1)
"

f

ur das Problem
 "4u+

2
3

ru+ u = f in 

u = g
D
auf  
D
= @
:
Die rechte Seite f ist entsprechend zu setzen. Bei der Wahl dieser exakten L

osung erhalten
wir ann

ahernd homogene Dirichlet-Randdaten (g
D
 0). Der Parameter " wird als " = 10
 6
gew

ahlt.
In Abb. 7.3 ist die exakte L

osung dargestellt. Es ergeben sich Grenzschichten bei x = 1
und y = 1.
0
0.8
0.6
0.4
0.2
y
0
1
0.8
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0.2x
0
1
0.8
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0.2
Abbildung 7.3: Darstellung der exakten L

osung
Zun

achst betrachten wir die L

osung auf uniformen Vierecksgittern, die aus der regul

aren
Verfeinerung des Einheitsquadrates entstehen. Die Tabellen 7.13 und 7.14 zeigen die Feh-
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lerentwicklung f

ur den L
2
- und H
1
-Fehler f

ur die nichtkonforme upwind- und die SDFEM-
Stabilisierung f

ur Elemente erster und zweiter Ordnung. Bei der upwind-Methode wurde
Variante A verwendet. Die Breite der Grenzschicht ist f

ur alle Verfeinerungen kleiner als
die Gitterweite h. Deshalb ist aufgrund des Interpolationsfehlers h

ochstens eine Konver-
genzordnung von 1=2 in der L
2
-Norm auf dem Gebiet 
 zu erwarten. Man erkennt, da der
H
1
-Fehler zun

achst w

achst. Weitere Untersuchungen zeigen, da zun

achst die Grenzschich-
ten geometrisch aufgel

ost werden m

ussen und erst dann eine Konvergenz des H
1
-Fehlers
erwartet werden kann. Aus theoretischen Betrachtungen (vgl. [24]) ist bekannt, da die
Grenzschicht etwa eine Breite von " hat. Somit ben

otigen wir in diesem Bereich Zellen,
die schmaler als die Grenzschicht sind. Bei gleichm

aiger Verfeinerung hiee dies, da man
mindestens 20 Verfeinerungslevel ben

otigt, bis der Bereich geometrisch ausreichend auf-
gel

ost ist und man eine Konvergenz erwarten kann. Da sich dadurch eine mit derzeitigen
Rechenhilfsmitteln nicht beherrschbare Anzahl von Unbekannten ergibt, sind andere Her-
angehensweisen notwendig.
Q UP-N Q SD-O1 Q SD-O2
Level err ord err ord err ord
1 0.21777 0.24453 0.22413
2 0.15799 0.462 0.18951 0.367 0.16158 0.472
3 0.11189 0.497 0.13804 0.457 0.11431 0.499
4 0.07911 0.500 0.09894 0.480 0.08076 0.501
5 0.05595 0.499 0.07045 0.489 0.05707 0.500
6 0.03957 0.499 0.04999 0.494 0.04034 0.500
7 0.02799 0.499 0.03542 0.497 0.02852 0.500
Tabelle 7.13: Vergleich der L
2
-Fehler und Konvergenzordnungen bei uniformem Gitter
Q UP-N Q SD-O1 Q SD-O2
Level err ord err ord err ord
1 1.30073 0.85624 0.91179
2 1.98901 -0.612 1.31776 -0.622 1.40678 -0.625
3 2.91799 -0.552 2.11980 -0.685 2.18667 -0.636
4 4.19968 -0.525 3.21817 -0.602 3.26439 -0.578
5 5.99066 -0.512 4.71631 -0.551 4.74850 -0.540
6 8.50831 -0.506 6.78953 -0.525 6.81221 -0.520
7 12.05770 -0.503 9.68718 -0.512 9.70347 -0.510
Tabelle 7.14: Vergleich der H
1
-Fehler und Konvergenzordnungen bei uniformem Gitter
Wir verwenden nun als Grobgitter

ahnliche Gitter wie im vorhergehenden Abschnitt. Wir
benutzen zun

achst das Gitter aus Abb. 7.1(a). Hierbei werden an den Seiten, an denen sich
die Grenzschichten benden, schmale, l

angliche Zellen eingesetzt (siehe Abb. 7.4). Diese
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Abbildung ist allerdings nur schematisch, da die Streifen, die zur

Uberdeckung der Grenz-
schichten benutzt werden, nur eine Breite von 10
 5
haben. Dieser Wert wurde gew

ahlt, um
einerseits sicherzustellen, da die gesamte Grenzschicht

uberdeckt wird, sie andererseits
aber bereits nach wenigen Verfeinerungsschritten ad

aquat aufgel

ost ist.
Abbildung 7.4: Grobgitter mit schmalen Zellen im Grenzschichtbereich
Als L

oser wird wiederum der in Abschnitt 7.1 beschriebene Algorithmus verwendet. Die
Konstruktion eines robusten L

osers f

ur anisotrope Zellen stellt eine nichttriviale Aufgabe
dar.
Q UP-N Q UP-C Q SD-O1 Q SD-O2
Level err ord err ord err ord err ord
1 0.07267 0.25819 0.17333 0.13754
2 0.04211 0.786 0.04018 2.683 0.09976 0.796 0.02733 2.331
3 0.02307 0.868 0.02229 0.849 0.01233 3.016 2.25e-4* 6.920
4 0.01219 0.920 0.01178 0.920 0.00028 5.430 4.03e-5 2.482
5 0.00628 0.955 0.00606 0.957 7.46e-5* 1.936 7.63e-6 2.412
6 0.00319 0.976 0.00308 0.977 1.87e-5 1.996 1.13e-6 2.753
7 0.00161 0.987 0.00155 0.988 4.78e-6 1.969 1.61e-7 2.812
Tabelle 7.15: Vergleich der L
2
-Fehler und Konvergenzordnungen (Grenzschichtbsp.)
Tabelle 7.15 zeigt die L
2
-Fehlerentwicklung f

ur das konforme und nichtkonforme upwind-
Verfahren (Variante A) sowie die Stromlinien-Diusions-Methode f

ur Elemente erster und
zweiter Ordnung. Hierbei wurden Viereckselemente verwandt.
Bei allen durchgef

uhrten Rechnungen wird als Abbruchkriterium des Gleichungssysteml

o-
sers entweder das Unterschreiten einer vorgegebenen Residuen-Schranke bzw. das Erreichen
einer vorgebenen Anzahl von Iterationsschritten verwendet. Innerhalb der Level 3 bis 6
hat der L

oser besondere Schwierigkeiten beim Au

osen der Gleichungssysteme. Ein Grund
7.3 Konvektions-Diusions-Problem mit zwei exponentiellen Grenzschichten 99
Q UP-N Q UP-C Q SD-O1 Q SD-O2
Level err ord err ord err ord err ord
1 307.82 147.96 340.89 512.36
2 514.89 -0.742 204.18 -0.464 625.12 -0.874 628.34 -0.294
3 512.88 0.005 367.07 -0.846 661.50 -0.081 472.58* 0.410
4 364.20 0.493 474.45 -0.370 547.54 0.272 235.76 1.003
5 215.08 0.759 393.10 0.271 362.02* 0.596 82.08 1.522
6 116.64 0.882 253.15 0.665 199.98 0.856 23.03 1.833
7 61.22 0.929 144.03 0.812 102.83 0.959 5.94 1.952
Tabelle 7.16: Vergleich der H
1
-Fehler und Konvergenzordnungen (Grenzschichtbsp.)
hierf

ur ist, da hier erstmals die geometrische Au

osung der Grenzschichten erfolgt. Ein
weiterer Grund ist in der fehlenden Robustheit des L

osers gegen

uber anisotropen Zellen zu
sehen. Die Verbesserung des L

osers war nicht Gegenstand dieser Arbeit. Es besteht hier
jedoch noch erheblicher Forschungsbedarf. Bei denen mit  gekennzeichneten Werten war
das bei Erreichen der vorgegebenen Iterationsanzahl erzielte Residuum noch wesentlich
gr

oer als die erwartete Schranke.
Die Tabelle 7.16 vergleicht den H
1
-Fehler und die Konvergenzordnungen f

ur die konforme
und nichtkonforme upwind-Methode und f

ur die SDFEM f

ur Elemente erster und zwei-
ter Ordnung bei Viereckselementen. Man sieht sehr sch

on, wie der Fehler zun

achst noch
anw

achst und dann, nachdem die Grenzschicht geometrisch aufgel

ost ist, wieder kleiner
wird. In den h

oheren Leveln ist gut die Tendenz zu den erwarteten Konvergenzordnungen
zu erkennen. Feinere Rechnungen w

urden diesen Trend best

atigen, konnten aber aufgrund
der hohen Rechneranforderungen nicht f

ur alle Verfahren durchgef

uhrt werden.
T UP-N T UP-C T SD-O1 T SD-O2
Level err ord err ord err ord err ord
1 0.08813 0.08328 0.20577 0.09624
2 0.04746 0.892 0.04957 0.748 0.07151 1.524 0.02046 2.233
3 0.02462 0.946 0.02813 0.817 0.00877 3.026 0.01976* 0.050
4 0.01254 0.973 0.01505 0.901 0.00077* 3.505 6.75e-5 8.193
5 0.00634 0.983 0.00781 0.946 0.00017 2.149 1.48e-5 2.184
6 0.00319 0.989 0.00399 0.968 4.37e-5 1.992 3.30e-6 2.168
7 0.00202 0.981 1.09e-5 1.993 7.89e-7 2.066
Tabelle 7.17: Vergleich der L
2
-Fehler und Konvergenzordnungen (Grenzschichtbsp.)
In Tabelle 7.17 sind die Rechenergebnisse f

ur die gleichen Verfahren bei Verwendung von
Dreieckselementen dargestellt. Da beim nichtkonformen upwind-Verfahren die letzte Zeile
fehlt und bei der SDFEM f

ur Elemente zweiter Ordnung die gew

unschten Fehlerordnungen
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nicht erreicht werden, ist wiederum auf die ungen

ugende Robustheit des L

osers gegen

uber
anisotropen Zellen und dem Polynomgrad zur

uckzuf

uhren.
T UP-N T UP-C T SD-O1 T SD-O2
Level err ord err ord err ord err ord
1 2324.42 2404.29 2323.73 1872.32
2 1589.32 0.548 1679.83 0.517 1664.02 0.481 1211.77 0.627
3 1042.02 0.609 1136.59 0.563 1191.96 0.481 965.20* 0.328
4 632.13 0.721 723.86 0.650 749.80* 0.668 320.98 1.588
5 358.37 0.818 440.55 0.716 406.01 0.885 111.35 1.527
6 198.62 0.851 260.13 0.760 205.64 0.981 31.41 1.825
7 145.57 0.837 102.99 0.997 8.13 1.949
Tabelle 7.18: Vergleich der H
1
-Fehler und Konvergenzordnungen (Grenzschichtbsp.)
Analog zu den vorherigen Tabellen, wird in Tabelle 7.18 der H
1
-Fehler bei Dreiecksele-
menten verglichen. Man erkennt f

ur hohe Level eine klare Tendenz zu den erwarteten
Fehlerordnungen.
Q SD-O1 Q SD-O2 T SD-O1 T SD-O2
Level err ord err ord err ord err ord
1 168.17 256.58 1196.35 940.31
2 222.83 -0.406 226.03 0.182 605.33 0.982 439.26 1.098
3 167.89 0.408 123.17* 0.875 306.97 0.979 248.96* 0.819
4 99.57 0.753 44.19 1.478 137.71* 1.156 59.92 2.054
5 47.14* 1.078 10.96 2.010 52.93 1.379 14.82 2.014
6 18.50 1.351 2.18 2.329 18.97 1.480 2.96 2.321
7 6.73 1.457 0.39 2.452 6.71 1.497 0.54 2.448
Tabelle 7.19: Fehler in der SD-Norm und Konvergenzordnungen (Grenzschichtbsp.)
Schlielich stellt Tabelle 7.19 den Vergleich der Stromlinien-Diusions-Fehler zwischen
Dreiecks- und Viereckselementen erster und zweiter Ordnung bei SDFEM dar. Man sieht
gut die Tendenz in Richtung der erwarteten Werte.
In der Abb. 7.5 sind die Rechenergebnisse aus den Tabellen 7.15 und 7.17 noch einmal
graphisch dargestellt. Das Diagramm (a) vergleicht alle Berechnungen f

ur Viereckslemente,
(b) die f

ur Dreieckslemente. Auerdem werden die L
2
-Fehler jeweils bei der Verwendung
von Dreiecks- bzw. Viereckselementen f

ur die upwind- (in (c)) und SDFEM-Verfahren (in
(d)) verglichen.
Man sieht, da SDFEM-Verfahren bei Elementen zweiter Ordnung f

ur die gleiche Anzahl
von Unbekannten die besten Ergebnisse liefert. Allerdings sind die bei diesem Verfah-
ren entstehenden Gleichungssysteme schwerer l

osbar. Wir konnten mit dem derzeitigen
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L

oser deshalb nicht jedes Level in der gew

unschten Genauigkeit au

osen. Bei den upwind-
Verfahren kann man erkennen, da sie sich sehr

ahnlich entwickeln, jedoch das nichtkon-
forme upwind-Verfahren leicht im Vorteil ist.
Die Abb. 7.6 zeigt die Diagramme der Daten aus den Tabellen 7.16 und 7.18. Analog zur
Abb. 7.5 sind im Diagramm (a) die H
1
-Fehler bei der Verwendung von Viereckselementen,
im Diagramm (b) die Fehler bei Einsatz von Dreieckselementen sowie in (c) ein Vergleich
der upwind-Verfahren und in (d) der Vergleich der SDFEM-Verfahren f

ur die verschiedenen
Elemente dargestellt.
Bei der Rechnung f

ur Viereckslemente sieht man sehr sch

on den Proze des Au

osens der
Grenzschichten. Das heit, da der Fehler anw

achst, solange die Grenzschicht nicht ausrei-
chend geometrisch aufgel

ost ist. Erst dann sinkt der Fehler und bewegt sich in Richtung
der erwarteten Fehlerordnung.
Abbildung 7.7 zeigt das Diagramm des SDFEM-Fehlers bez

uglich der Tabelle 7.19. F

ur
steigende Anzahl von Unbekannten sieht man sehr sch

on den Parallellauf der Verfahren f

ur
Elemente erster Ordnung einerseits und Elemente zweiter Ordnung andererseits. F

ur diesen
Bereich sind die berechneten Werte auch sehr nahe an den erwarteten Optimalwerten.
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Abbildung 7.5: Vergleich des L
2
-Fehlers
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Abbildung 7.6: Vergleich des H
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7.4 DFG-Benchmark-Problem
In diesem Abschnitt soll ein station

ares Benchmark-Problem aus dem DFG-Schwerpunkt-
programm
"
Str

omungssimulation mit Hochleistungsrechnern\ betrachtet werden [27]. Hier-
bei handelt es sich um ein Navier-Stokes-Problem, das die Durchstr

omung eines Kanals mit
asymmetrisch angeordnetem, kreisf

ormigem Hindernis beschreibt. Als Einstr

omprol wird
eine Parabel angenommen. In Abb. 7.8 ist die Geometrie des Testfalls dargestellt.
Æ
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6
-
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Abbildung 7.8: Geometrie des Benchmark-Beispiels
Problembeschreibung
Wir betrachten das Navier-Stokes-Problem
 "4u+ (ur)u+rp = f in 

ru = 0 in 

u = g auf  
D
= @
:
(7.3)
Dabei sind die Randdaten durch
Einu:
u
1
(0; y) = 4u
m
y
H y
H
2
; u
m
= 0:3m=s
u
2
(0; y) = 0
Ausu:
Die Ausubedingungen sind analog zu den Einubedingungen
an der Stelle x = 2:2
beschrieben.
Die Reynoldszahl ist deniert als
Re :=
U D
V
;
wobei U die charakteristische Geschwindigkeit von 0:2m=s, D die charakteristische L

ange
von 0:1m und V die kinetische Viskosit

at ist. Im betrachteten Fall betr

agt die Reynoldszahl
Re = 20, was f

ur die numerische Reynoldszahl Re
num
= 1=" = 1000 bedeutet.
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Kenngr

oen
In diesem Abschnitt wollen wir als Kenngr

oen den Widerstandbeiwert c
w
, den Auftriebs-
beiwert c
a
und die Druckdierenz p einf

uhren.
Die Widerstandskraft F
w
ist deniert als
F
w
=
Z
S
K
(@
n
v
t
n
y
  pn
x
) ds ;
wobei S
K
die Kontur des Hindernisses und n den Normaleneinheitsvektor (n = (n
x
; n
y
)
T
)
zu S
K
bezeichnet. Weiterhin ist v
t
die Tangentialgeschwindigkeit an S
K
mit dem Tangen-
tenvektor t = (n
y
; n
x
)
T
.
Desweiteren f

uhren wir die Auftriebskraft F
a
ein als
F
a
=  
Z
S
K
(@
n
v
t
n
x
+ pn
y
) ds :
Hieraus ergeben sich der Widerstandsbeiwert c
w
und der Auftriebsbeiwert c
a
in folgender
Weise:
c
w
=
2F
w
u
2
D
; c
a
=
2F
a
u
2
D
:
Die Kennwerte werden nicht durch direkte Auswertung der Kurvenintegrale, sondern mit-
tels der John/Tabata/Tobiska-Technik (vgl. [16]) bestimmt. Hierbei werden die Kurven-
integrale auf Fl

achenintegrale umgerechnet und dann in einer einelementigen Schicht um
das Hindernis ausgewertet.
Auerdem denieren wir noch die Druckdierenz p als
p = p(x
a
; y
a
)  p(x
e
; y
e
);
wobei (x
a
; y
a
) = (0:15; 0:2) der
"
Anfangspunkt\ und (x
e
; y
e
) = (0:25; 0:2) der
"
Endpunkt\
des Hindernisses ist.
Ergebnisse und Vergleichswerte
Berechnet werden sollen die Kenngr

oen c
w
; c
a
und p.
Die nachfolgende Tabelle zeigt die Intervalle und die Referenzwerte (entnommen aus [17])
der Kenngr

oen.
Kenngr

oe Intervall-Beginn Intervall-Ende Referenzwert
c
w
5.57 5.59 5.57953523384
c
a
0.0104 0.011 0.01061893771
p 0.1172 0.1176 0.11752016697
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Zur Implementierung der Mortar-Technik f

ur Navier-Stokes-Gleichungen wird zus

atzlich
an jeder Mortar-Kante je ein Lagrange-Multiplikator pro Geschwindigkeitskomponente ein-
gef

uhrt. F

ur den Druck werden keine Lagrange-Multiplikatoren ben

otigt, da wir nur die
Elementpaarungen P
nc
1
=P
0
bzw. Q
rot
1
=P
0
und Q
2
=P
unst
1
verwenden. P
unst
1
bezeichnet hierbei
im allgemeinen unstetige Funktionen, die elementweise zu P
1
geh

oren. Wir verwenden also
nur unstetige Druckapproximationen.
Als L

oser verwenden wir ein exibles GMRES-Verfahren mit einem gekoppelten Vorkondi-
tionierer. F

ur diesen f

uhren wir einige Iterationen eines algebraischen Mehrgitters durch.
Zur Verizierung der Implementation wurden Testrechnungen f

ur den nichtkonformen und
konformen Fall durchgef

uhrt. F

ur ersteren Fall wurde das nichtkonforme upwind-Verfahren
benutzt. Aus anderen Rechnungen (vgl. [17]) ist bekannt, da mit der Stromlinien-Diusions-
FEM f

ur Elemente zweiter Ordnung sehr gute Ergebnisse erzielt werden k

onnen. Aus die-
sem Grund haben wir dieses Verfahren f

ur unsere Testrechnungen f

ur den konformen Fall
gew

ahlt. Da die einzelnen Rechnungen sehr zeitaufwendig waren, haben wir uns im kon-
formen Fall auf diese Methode beschr

ankt.
Abbildung 7.9: Grundgitter f

ur Benchmark-Testrechnungen
Abb. 7.9 zeigt das verwendete Grundgitter, das in zwei Teilgebiete unterteilt wurde. Das
erste Teilgebiet besteht aus einem Ring um das Hindernis, der

uberall ein Element breit
ist. Das zweite Teilgebiet enth

alt den Rest des betrachteten Gebietes. Zwischen den beiden
Teilgebieten werden entsprechende Mortar-Kanten eingef

uhrt.
In der ersten Testrechung wird das nichtkonforme upwind-Verfahren verwendet. Hierbei
verfeinern wir in den Teilgebieten so, da die Gitter an den Mortar-Kanten zusammen-
passen. Bei der zweiten Testrechnung verwenden wir die Stromlinien-Diusions-FEM f

ur
Elemente zweiter Ordnung und verfeinern ebenfalls beide Teilgebiete gleichm

aig. In einer
dritten Testrechnung wird auch die SDFEM f

ur Elemente zweiter Ordnung verwendet, je-
doch werden hier abwechselnd je einmal beide Teilgebiete und im n

achsten Schritt nur das
erste, direkt am Hindernis liegende, Teilgebiet verfeinert. Abb. 7.10 zeigt einen Ausschnitt
des Gitters, wobei im ersten Teilgebiet eine regul

are Verfeinerung mehr als im restlichen
Berechungsgebiet durchgef

uhrt wurde.
Mit den ersten beiden Testrechnungen soll zun

achst gezeigt werden, da die Mortar-Technik
auch auf Navier-Stokes-Probleme anwendbar ist, d. h., da auch bei zusammenpassenden
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Abbildung 7.10: Ungleichm

aig verfeinerte Teilgebiete
Gittern die Dopplung der Freiheitsgrade an den Mortar-Kanten und die Auswertung der
Mortar-Bedingung einwandfrei funktionieren. Der dritte Testfall soll dann versuchen, die
Vorteile der Mortar-Technik durch Verwendung eines feineren Gitters in direkter Umge-
bung des Hindernisses zu zeigen, d. h., da mit insgesamt weniger Unbekannten die gleiche
G

ute der Parameterbestimmung erzielt werden kann.
Level Q UP-N Q SD-O2, I Q SD-O2, II
1 512 976 976
2 1864 3414 3414
3 7088 12926 4674
4 27616 50094 17606
5 108992 197006 35606
6 433024 138654
7 1726208
Tabelle 7.20: Anzahl der Unbekannten f

ur Benchmark-Testrechnungen
In Tabelle 7.20 wird die Anzahl der Unbekannten f

ur die durchgef

uhrten Verfahren darge-
stellt. Aufgrund der sehr hohen Rechenzeiten und des enormen Hauptspeicherplatzbedarfs
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konnten weitere Rechnungen nicht durchgef

uhrt werden.
Level c
w
c
a
p
2 6.6936 1.4580e-02 0.10502
3 6.5120 3.7476e-02 0.11466
4 6.1716 3.8670e-02 0.11570
5 5.9379 3.0651e-02 0.11617
6 5.7826 2.2753e-02 0.11667
7 5.6882 1.7226e-02 0.11705
ref 5.5795 1.0618e-02 0.11752
Tabelle 7.21: Kenngr

oen f

ur Testrechnung nichtkonformes upwind-Verfahren
Tabelle 7.21 zeigt die Kenngr

oen f

ur das nichtkonforme upwind-Verfahren. Dabei wurde
Variante C benutzt. Auch bei Einsatz von Mortar-Technik ist also bei den Kennwerten
eine gute Tendenz zu den Referenzwerten zu erkennen.
Level c
w
c
a
p
2 5.4930 2.1971e-02 0.12124
3 5.5775 1.1945e-02 0.11736
4 5.5802 1.0671e-02 0.11691
5 5.5798 1.0588e-02 0.11729
ref 5.5795 1.0618e-02 0.11752
Tabelle 7.22: Kenngr

oen f

ur Testrechnung SDFEM-Verfahren bei gleichm

aiger Verfeinerung
In Tabelle 7.22 sind die Kenngr

oen f

ur das SDFEM-Verfahren bei gleichm

aiger Ver-
feinerung beider Teilgebiete zu sehen. Hier liegen bereits alle Parameter innerhalb der
vorgegebenen Intervalle.
Level c
w
c
a
p
2 5.4930 2.1971e-02 0.12124
3 5.5781 1.2349e-02 0.11744
4 5.5804 1.0673e-02 0.11690
5 5.5801 1.0624e-02 0.11728
6 5.5796 1.0614e-02 0.11745
ref 5.5795 1.0618e-02 0.11752
Tabelle 7.23: Kenngr

oen f

ur Testrechnung SDFEM-Verfahren bei ungleichm

aiger Verfeinerung
Tabelle 7.23 zeigt schlielich die Kennwerte f

ur das SDFEM-Verfahren bei ungleichm

aiger
Verfeinerung der Teilgebiete, d. h., da zwischen Level 2 und 3 sowie zwischen Level 4
110 Numerische Ergebnisse
und 5 nur das Teilgebiet direkt um das Hindernis verfeinert wurde. Man sieht, da die
Parameter bei entsprechend gleicher Anzahl von Unbekannten besser approximiert werden.
Da eine solche Rechnung sehr zeitaufwendig ist, war es nicht mehr m

oglich, detailliertere
Untersuchungen anzustellen bzgl. der Wahl der verschiedenen Teilgebiete bzw. des Grades
der unterschiedlichen Verfeinerungen der Teilgebiete. Eine Verbesserung der Robustheit
des L

osers w

urde es erm

oglichen, eine gr

oere Zahl von Testrechnungen anzustellen.
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Abbildung 7.11: Vergleich der Benchmark-Kennwerte
7.4 DFG-Benchmark-Problem 111
In Abb. 7.11 werden die Benchmark-Kennwerte in Diagrammform verglichen. In a) wer-
den die Widerstandsbeiwerte, in b) die Auftriebsbeiwerte und in c) die Druckdierenzen
dargestellt. Man sieht, da das nichtkonforme upwind-Verfahren zwar die richtige Tendenz
aufweist, aber die Ergebnisse noch relativ weit von den Referenzwerten entfernt liegen.
Die Rechnungen f

ur die Stromlinien-Diusions-FEM weisen sehr gute Ergebnisse auf. Die
berechneten Kennwerte liegen bereits bei niedrigem Level innerhalb der vorgegebenen In-
tervalle. Dar

uber hinaus kann man erkennen, da durch die unterschiedliche Verfeinerung
der Teilgebiete die Kennwerte bereits f

ur eine geringere Anzahl von Unbekannten sehr gut
approximiert werden.

Kapitel 8
Zusammenfassung
In der vorliegenden Arbeit konnte dargestellt werden, da die Mortar-Technik einen guten
L

osungsansatz zur Kopplung zweier Diskretisierungen auf deutlich unterschiedlich verfei-
nerten, benachbarten Gebieten darstellt. Es wurde die Einsetzbarkeit der Mortar-Technik
f

ur Teilgebietsdiskretisierungen mit konformen Elementen (Lagrange-Elemente) und nicht-
konformen Elementen (Crouzeix-Raviart- und Rannacher-Turek-Elemente) gezeigt.
Weiterhin wurde ein Interpolationsoperator I
h
konstruiert, der auf dem Standard-Lagrange-
Interpolationsoperator basiert und eine zus

atzliche Korrektur enth

alt, die die G

ultigkeit der
Mortar-Bedingung garantiert. Gleichzeitig erf

ullt er die

ublichen Interpolationsabsch

atzun-
gen.
Durch Hinzunahme der Terme
 
X
 
m
S
(bn
 
m
[juj]
 
m
; hjvji
 
m
)
 
m
+
X
 
m
S
(jbn
 
m
j [juj]
 
m
; [jvj]
 
m
)
 
m
konnte in der modizierten Stromlinien-Diusionsnorm jjjjjj die Koerzivit

at der Bilinearform
a
SD
(; ) sowie eine Fehlerabsch

atzung f

ur den Konsistenz- und den Interpolationsfehler
gezeigt werden. Insgesamt gilt f

ur Diskretisierungen mittels Stromlinien-Diusions-FEM
die Absch

atzung
jjju  u
h
jjj  C
N


X
k=1
h
r
k
+1=2
k
kuk
r
k
+1;

k
:
Es wurde das scharfe upwind-Verfahren f

ur konforme und nicht-konforme Teilgebietsdis-
kretisierungen untersucht. F

ur die beschriebenen Varianten A bzw. C ohne Kopplungen

uber Mortar-Kanten hinweg mit dem modizierten konvektivem Term der Form
b
A
h
(u; v) =
X
i2
d
X
j2
k
i
Z

ij
bn
ij
ds(1  
ij
)(u
j
  u
i
)v
i
 
1
2
X
i2(S)
Z

i
bn
i
u
i
v
i
ds
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sowie die Varianten B bzw. D der Form
b
B
h
(u; v) =
X
i2
d
X
j2
i
Z

ij
bn
ij
ds(1  
ij
)(u
j
  u
i
)v
i
wurde die Koerzivit

at der entsprechenden Bilinearformen gezeigt.
Bei Verwendung der Variante D und c = 0 wurde f

ur das Crouzeix-Raviart-Element die
Fehlerabsch

atzung
ku  u
h
k
"
 C

H
h

N


X
k=1
h
k
kuk
2;

k
gezeigt. Als Einschr

ankung ergibt sich hier die Abh

angigkeit der Fehlerkonstanten vom
Verh

altnis der Gitterweiten der an einer Mortar-Kante zusammenstoenden Teilgebiete.
Auerdem wurde ein Geometriekonzept unter Verwendung von Zellen, Fugen, Verfeinerun-
gen sowie ganzen Zerlegungen mit datenbank

ahnlichen Strukturen vorgestellt. Durch dieses
Vorgehen wurde ein oenes und exibles System geschaen sowie leichte Erweiterbarkeit
und sehr gute Implementierbarkeit erreicht.
Die numerischen Testrechnungen zeigen, da die Mortar-Technik f

ur eine breite Problem-
klasse einsetzbar ist und die optimalen Fehlerordnungen erreicht werden. Mit dem abschlie-
enden Beispiel des Benchmark-Problems der Deutschen Forschungsgemeinschaft wird die
praktische Anwendbarkeit der Mortar-Technik auch f

ur Navier-Stokes-Gleichungen gezeigt.
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