Fog is a highly dispersive medium at optical wavelengths, and the received pulse waveform may suffer significant distortion. Thus it is desirable to have the impulse response of the propagation channel to recover data transmitted through fog. The fog particle density and the particle size distribution both strongly influence the channel impulse response, yet it is difficult to estimate these parameters. We present a method using a dual-wavelength free-space optical system for estimating the average particle diameter and the particle number density and for approximating the particle distribution function. These parameters serve as inputs to estimate the atmospheric channel impulse response using simulation based on the modified vector radiative transfer theory. The estimated channel response is used to design a minimum mean-square-error equalization filter to improve the bit error rate by correcting distortion in the received signal waveform due to intersymbol interference and additive white Gaussian noise.
Introduction
Free-space optical (FSO) communication systems, based on the use of lasers for signal transmission and photodetectors for signal reception, received much interest in the early 2000s as a possible solution to the "last mile" (last kilometer) problem. Freespace optics offers high bandwidth line-of-sight links for short and medium range distances (from a few decameters to a few kilometers). It has the advantages of relatively cheap, rapid, and easy deployment compared to optical fibers or copper cable, and high data rates in the range of several Gbits=s. Furthermore, free-space optics does not require any special frequency authorization or licensing [1] .
One of the main challenges to practical deployment of FSO systems has turned out to be adverse weather conditions such as rain, snow, hail, and particularly fog, which cause severe atmospheric scattering and absorption, decreasing throughput. If effective techniques to address this problem can be developed, freespace optics may become more feasible in practice.
Earlier work has been done to develop a computational model of the atmospheric channel based on modified vector radiative transfer (MVRT) theory [2] . Using those results, numerical simulation and 0003-6935/08/295378-12$15.00/0 © 2008 Optical Society of America analysis of the performance of the FSO system using basic binary digital communication with on-off keying (OOK) modulation has also been studied [3] .
Our research extends this previous work by focusing on the use of multilevel amplitude modulation and a hybrid (dual wavelength) system. We present a new channel estimation technique based on simulation using MVRT and equalization in order to improve the throughput data rates and detector performance for FSO systems in the presence of adverse visibility conditions. Multilevel modulation poses increased difficulty, because it is more susceptible than simple binary OOK to the corrupting effects of both intersymbol interference (ISI) and noise. One approach to solving this problem is employing an equalization stage at the receiver, which requires an accurate estimate of the channel impulse response.
In Section 2 we briefly describe the approach used to model the atmospheric channel for fog conditions based on the radiative transfer theory, and we present the calculated channel impulse response functions for various optical depths τ 0 . In Section 3 we explain the method for estimation of the channel parameters used to calculate the estimated channel impulse response function that is used to design our receiver equalizer. In Section 4 we describe the design of the minimum mean-squared-error linear equalizer (MMSE-LE) that is used to correct the signal corruption due to additive white Gaussian noise (AWGN) and ISI. The MMSE-LE is designed using the estimated channel response, which in turn depends on the channel parameter estimates. In Section 5 we investigate the detection performance for multilevel modulated waveforms in terms of the bit-error rate (BER) of the equalized received signal.
Atmospheric Channel Modeling Using Radiative Transfer Theory
Chandrasekar developed the theory of radiative transfer [4] . It is useful for the solution of electromagnetic wave random scattering problems in media that have strong multiple-scattering effects. Originally developed as a continuous integro-differential scalar theory, it has been extended to vector fields as well as discretized for use in computational numerical algorithms [5] [6] [7] [8] . It has been further optimized for stability and efficiency, resulting in the MVRT theory that we have used in the computation of the atmospheric channel impulse response function hðtÞ [9] .
The frequency-domain pulse-vector radiative transfer equation for the plane-parallel geometry with an incident wave propagating in theẑ direction can be written [6] as
Iðω; τ; μ; φÞ
where the modified stokes vector I is given by
E 1 and E 2 are the vertically and horizontally polarized electric fields. The cosine of the polar angle is μ ¼ cos θ. The optical distance τ is defined as τ ¼ ρhσ t iz, where ρ is the particle number density, hσ t i is the average total cross section of a single particle, and z is the actual distance. The optical depth is defined as τ 0 ¼ ρhσ t iL, where L is the path length of the random medium. The 4 × 4 matrix S is known as the Mueller (scattering) matrix and it contains the products of scattering amplitudes of spherical particles that are calculated using the Mie theory solution [10] . F 0 is the source term, and it represents the incident light as
where I 0 is the incident modified Stokes vector. For left-hand circular polarized light we have
The solution to Eq. (1) 
The physical interpretation of the boundary conditions in Eq. (6) is that no diffuse intensity enters the slab of random medium at the boundaries. In solving Eq. (1), we use the modified pulse vector radiative transfer equation by redefining the diffuse Stokes vector I 0 d ¼ I d expð−iωτ o =τÞ, which will eliminate the instability due to the high-frequency term expðiωτ=τ o Þ. To simplify Eq. (1), we numerically integrate the S matrix with respect to the ϕ dependence as
Then we can write Eq. (1) in terms of
The solution can then be transformed into the time domain by I d ðt; τ; μÞ ¼ 1 2π
has similar boundary conditions to Eq. (6). I 0 d is solved using the method of discrete ordinates [6] . The total intensity I is the sum of the inverse transform of the reduced intensity given in Eq. (5) and the diffuse intensity given in Eq. (9) .
Our study focuses on the atmospheric channel composed of various practical fog densities having optical path depths in the range of 1 ≤ τ 0 ≤ 15, since most FSO systems operate in this range, and for extremely bad visibility (τ 0 > 15) our approach may not be applicable because of severe attenuation of the signal. Fog is modeled as a stationary (time-invariant) random distribution of water droplets suspended in homogeneous background medium (air) described by the particle size distribution function nðDÞ [6] . Table 1 [3] displays the empirical fog size distribution used to model a uniform layer of randomly distributed water particles. This empirically measured fog size distribution is used in the MVRT to calculate the simulated "true" impulse response of the channel, which we will later compare against our estimated impulse responses.
A. Modified Vector Radiative Transfer Channel Impulse Response and Waveform Simulations
The numerical MVRT algorithm was used to compute the atmospheric channel impulse response functions hðtÞ for several optical depths given by τ 0 ¼ ρhσ t iL, where the optical path length is chosen to be L ¼ 300 meters since many practical FSO systems operate over short distances, hσ t i is the total scattering cross section calculated using Mie theory, and ρ is the particle number density. We note that the optical depth τ 0 is a unitless metric. The computed response functions hðtÞ are shown in time-domain representation in Fig. 1 for several receiver field-ofview (FOV) values.
In Fig. 1 we see that as the optical depth (τ 0 ) increases, especially beyond τ 0 ¼ 10, we begin to have a significant tail region of the impulse response. When transmitting a sequence of symbols, this tail region extends into adjacent symbols during propagation and due to the convolution effect results in ISI-induced distortion. Although not shown, at τ 0 ¼ 5 the impulse response is very close to a delta function at the expected delay time of propagation t prop ¼ L=c ¼ 1 μs, and hence ISI is minimal for τ 0 < 5 with mainly an amplitude-attenuation effect occurring.
In Fig. 2 we show the results of simulating the received signal waveforms rðtÞ at 80 Mbits=s based on propagation of a four-level amplitude-modulated signal through the channel using the impulse response functions. We assume an idealized noise-free system described by the convolution rðtÞ ¼ xðtÞ Ã hðtÞ, where xðtÞ is the transmitted signal and hðtÞ is the channel response function. The increasing distortion effects due to ISI are evident as τ 0 increases. Although not shown in the figures, by τ 0 ¼ 15 the ISI has rendered the original transmitted information undetectable without further processing. In summary, the data (symbol) rate must be reduced as the optical depth τ 0 increases, to reduce ISI. Later we show how application of proper equalizer design using an estimate of the channel response can restore the ISI-distorted signal and achieve high detection rates even at much higher symbol rates into the Gbit=s range.
B. System Noise Model
In general the total system noise is composed of several factors [11] . There are terms modeled by Gaussian distributions: background radiation noise current (solar, blackbody), Johnson (thermal) noise current, and dark noise current. Shot noise current, described by the Poisson distribution, is also present. Depending on the optical depth (τ 0 ) and FOV, various noise terms can be dominant. Figure 3 shows the relative significance of the noise terms as functions of τ 0 and FOV. In our study, at the higher optical depths and for small FOV < 100 mrad, thermal noise is dominant and use of the approximation of AWGN is justified, which simplifies calculations.
Atmospheric Channel Parameter Estimation
As discussed previously, within the thermal-noise dominated regime for FOV < 100 mrad, the assumption of additive white Gaussian noise is valid, since the contributions of the other noise components are relatively negligible. In this case, a simple system model can be described by the equation 
which shows that the received signal rðtÞ is the convolution of the transmitted signal xðtÞ with the channel response function hðtÞ and the linear additive noise term nðtÞ. Using our MVRT code, given the input parameters of the particle distribution function nðDÞ, the particle number density ρ, and the optical path length L, we are able to calculate the response function hðtÞ representing the atmospheric channel. Details can be found in Refs. [11, 12] . Then using Eqs. (10), it is straightforward to simulate the received signal waveform.
However, in real deployments the true channel response function is not known, and neither are the true values of the parameters particle distribution function and particle number density. What is known is the transmitted signal waveform, and the received signal waveform. Using this information, we seek to estimate the channel response function, or equivalently estimate the MVRT input parameters, nðDÞ and ρ, so that we can computeĥðtÞ, the estimated channel response function.
Once we have a good estimate of the channel response function, we can use techniques from communications theory to design an equalization filter that will allow us to remove the corrupting effects of the channel and the noise, and restore a good estimate of the original transmitted signal to improve detection performance.
A. Dual Wavelength Selection for Channel Estimation
In the design of our dual-wavelength system, we assume that the first wavelength is fixed in the optical regime at λ ¼ 0:8 μm. To formulate the channel estimation problem, we begin by selecting the second wavelength to be used. Our initial design choice was to use one millimeter wavelength (MMW) (λ ¼ 1-10 mm) and one wavelength from the optical regime (0:4-1:6 μm). The rationale was that each wavelength regime would provide good performance in atmospheric conditions where the other wavelength was adversely affected. But it is also important that the selected wavelength provides enough useful information about the channel characteristics encoded in the received waveform, as discussed further below.
It is known [6] that for the coherent wave component using a very narrow receiver FOV the received intensity I rcv is related to the transmitted intensity I 0 by
where the total optical depth is given by
so we can also write
where τ abs ðλÞ is the atmospheric absorption coefficient, which is a function of the wavelength and the molecular composition of the medium, and hσ scat i is the average scattering cross section. By considering the behavior of Eq. (13), we see that if the value of τ abs is too large, then the value of the received intensity I rcv will become small, and no useful information will be available at the receiver. If we consider the idealized case of no atmospheric absorption with τ abs ¼ 0, then for fixed values of ρ and L, if the scattering cross section is too small, we will have I rcv ≅ I 0 . This again provides no useful information about the characteristics of the channel at the receiver to use for parameter estimation.
In the MMW regime, practical frequencies to consider are 94, 140, 220, and 340 GHz, due to atmospheric windows. 60 GHz is also used for communication, but there is a large atmospheric absorption band at 60 GHz, due to a resonance of the water molecule, and this results in a large value for the absorption coefficient τ abs . So as discussed above, this frequency is not useful. For the other chosen MMW frequencies, the values of τ abs are several orders of magnitude smaller.
Next, since the MMW frequencies all satisfy the criterion for the Rayleigh-scattering regime [6] , ka < π=10, we use the Rayleigh theory to calculate the total cross sections σ t at each frequency, and for a specified optical depth τ opt at the optical frequency we compute the resulting optical depth at the MMW frequency τ MMW . We consider optical depth values from the set τ 0 ¼ f5; 10; 15g which is in the region between tenuous particle distributions and dense particle distributions. We found that the calculated values of the optical depth τ MMW for the MMW frequencies were too small to be useful for our purposes.
Next we considered using a second wavelength also within the optical regime. Candidates considered were the wavelengths 1.5 and 3:8 μm. In this regime the atmospheric absorption is small, and we found that the computed optical depths were of useful size. We selected the 1:5 μm wavelength, since it offers commercially available components and lies within the eye-safe spectral window of 1.450 to 1:550 μm, which is less likely to endanger human eyesight or cause pathological disorders.
B. Parameter Estimation Method
We now describe the technique used to form an estimate of the average particle diameter D avg and to calculate the particle number density ρ. We begin by selecting a particle distribution function to represent the distribution of fog droplet diameters. Much research in meteorology has been done in this area, and it is known that the Gaussian distribution and the lognormal distribution functions provide reasonable approximations to empirical measurements of actual fog [13, 14] . Both distribution functions are described by the same two parameters: the mean value, D avg , and the standard deviation, which we abbreviate here as STD. To find the particle size parameters, we use the values of the measured received intensity at the two operating frequencies. From these values using Eq. (11) 
We then form the ratio of the measured optical depths, which is equivalent to the ratio of the extinction cross sections, since the values of L and ρ are clearly the same at both wavelengths. In practice we use the time-averaged values of the received intensities at the two operating wavelengths. The average is taken over a short enough time that the fog distribution does not change (quasi stationary) and enough samples are taken to average out the noise fluctuations: Figure 4 shows the generated plots of the ratio of the calculated σ t ð1:5 μmÞ=σ t ð0:8 μmÞ versus the average particle diameter D avg ðμmÞ for several different candidate fog particle distributions. Figure 4(a) shows the ratio for two Gaussian distributions with different standard deviations of STD ¼ 1e-7 μm and STD ¼ 5e-7 μm. Figure 4(b) shows the ratio for several lognormal distributions with various standard-deviation parameters. From Fig. 4 , it is clear that the ratio of extinction cross sections does not always give a single-valued solution for the average particle diameter. However, if we constrain the range of allowed average particle diameters to approximately 1 μm to 3 μm, we have smooth single-valued solutions. Making this range constraint is justified based on the empirical data from actual fog distributions. In practice, by using the value of the actual measured ratio as given in Eq. (15), we are able to find several candidate average particle diameter values that are the closest to the measured ratio. Usually there is not an exact match due to the discrete nature of the plots.
The method for selecting the best estimated channel response is premised on the fact that the physical fog distribution is the same at both wavelengths, and thus the value of particle number density ρ is the same at both wavelengths. So we expect that the ratio ρ 1:5 μm =ρ 0:8 μm ¼ 1. We first compute the actual values of ρ 1:5 μm and ρ 0:8 μm using the various candidate distributions and their corresponding average particle diameter estimateD avg . Then we apply the condition ρ 1:5 μm =ρ 0:8 μm ¼ 1 to make the selection of the best channel response estimateĥ best ðtÞ.
We use the candidate values ofD avg along with the corresponding distribution type and standard-deviation parameter to generate a simulated particle distribution function n est ðDÞ, which is used as input to the MVRT code. Based on these inputs, the estimated channel response is computed for each candidate distribution and average particle size.
It is easiest to understand the method with an example. Suppose we measure the received intensities at the 0:8 μm and 1:5 μm wavelengths. We next compute estimates of the optical depths τ 0 as described in Eq. (14) . Suppose we find that estimates of the active optical depths are τ 0:8 μm ¼ 10 and τ 1:5 μm ¼ 8:7388. Then based on Eq. (15), the ratio of extinction cross sections is found to be σ t ð1:5 μmÞ=σ t ð0:8 μmÞ ¼ 0:87388. Now we use plots of the ratio of σ t to find the candidate average particle diameters (see Fig. 4) , and for each of theseD avg along with the corresponding distribution type and standard deviation, we are able to generate the particle distribution function n est ðDÞ and compute the average extinction cross sections hσ t ð0:8 μmÞi and hσ t ð1:5 μmÞi. Finally, using the expression for the optical depth τ 0 ¼ ρhσ t iL, we can solve for the particle number density and form the ratio We select the candidateD avg and particle distribution whose ratio in Eq. (16) is closest to 1. Using these selections, we can then compute the effective value of the particle number density using
C. Mean-Squared-Error Performance Criterion
To evaluate the estimated channel response in our simulations, we employed MSE comparison between the true channel response and the estimated channel response. Figures 5 and 6 show the time-domain representation of the true channel responses and the estimated channel responses using both the Gaussian and lognormal distributions for several estimates of D avg . Tables 2 and 3 show the corresponding calculated MSE values, using bold font to indicate the lowest MSE values. The lognormal with D avg ¼ 1:682 μm ≈ 1:7 μm and σ ¼ 1:2 μm has the minimum combined MSE value, and we select it as our best particle distribution estimate. From the plots in Figs. 5 and 6 it is apparent that the shapes of the estimated response functions are not very close to the true impulse response, especially for λ ¼ 1:5 μm (Figs. 5(b) and 6(b) ). However, as discussed in detail in Section 5, when these estimated impulse response functions are used to compute MMSE equalization filters and the resulting BER performance is evaluated, we find that they do perform surprisingly well in some cases. The reason the plots are not closer to the true distribution is that we do not know the true particle size distributions, and we are using our best estimates, as described above in Subsection 3.B. The resulting impulse response functions computed by the MVRT code are clearly sensitive to the particle size distribution function used as input.
Receiver Design for Intersymbol Interference and Additive White Gaussian Noise
The two primary sources of corruption and distortion in the received signal waveform are ISI due to the overlap of the present symbol into adjacent symbols and the AWGN due to the thermal agitation of charge carriers in the receiver electronics. The field of communications theory has studied extensively the problem of optimal receiver design and signal detection in the presence of ISI and AWGN [15, 16] . The topic of signal equalization focuses on correction of the distortion due to ISI and AWGN to yield improved detection performance at the receiver. A basic yet effective and widely used equalizer design technique is known as the minimum mean-squared-error linear equalizer (MMSE-LE).
We use this equalizer design technique with a slight variation, as explained in the next section. Instead of using the true channel response, which in practice is unknown, we make use of our best channel response estimateĥðkÞ to design the equalizer. We then consider the effect of estimation error on the equalizer performance.
Initially, we also considered using simple deconvolution since both the transmitted and received signals are known when a training signal is used. However, we found that for our finite bandwidth, finite length, discretely sampled datasets, this approach suffers the limitations of working only for very low optical depths (τ 0 < 5) where the ISI length of the response is short and for extremely low noise environments because deconvolution is highly noise sensitive and exhibits noise enhancement.
A. Minimum Mean-Squared-Error Linear Equalization
The basic FSO communications system can be represented as shown in Fig. 7 . definitions: xðkÞ is the transmitted signal, assumed to be a known training sequence.
dðkÞ is the desired received signal, a time-delayed version of the transmitted signal xðkÞ.
nðkÞ is additive white Gaussian noise (AWGN). hðkÞ is the true impulse response of the fog channel, assumed to be a stationary process wðkÞ is the causal stable finite impulse response (FIR) MMSE equalization filter.
gðkÞ is the received signal after equalization. hðkÞ is the estimated channel response, calculated using measured data to find parameter estimates for the radiative transfer theory model. the error between desired and actual received signal after equalizing Based on the well-known communications theory equalization technique, the design objective is to minimize the mean-square error (MSE), which represents a trade-off between noise enhancement and ISI reduction. We will use an estimate of the fog channel hðkÞ in place of the true but unknown channel response hðkÞ in the final equalization filter implementation.
We will solve the MMSE equations to find the equalization filter coefficients wðkÞ, which will yield a causal, realizable, and stable FIR filter [17] .
Using discrete vector notation and the properties of matrix algebra, we can express the signals as
where the dagger ( †) indicates the Hermitian operator. LetĤ be the matrix of the estimated channel response coefficients:
The error can be expressed, using vector notation, as and the squared error is given by
Taking the expectation value of the squared error E½je k j 2 , we make use of the definition of the crosscorrelation function for complex random variables that are time invariant as
We also use the assumption that the noise nðkÞ and the input signal xðkÞ are independent and uncorrelated processes, and the noise is a zero-mean process, so that we get the result for the MSE:
Then to solve for the optimal equalizer filter weights wðkÞ, we minimize the MSE with respect to the filter weights, giving the MMSE result:
For the MMSE FIR equalizer, the delay vector bðkÞ is just the vector of all zeros, with a one at the position corresponding to the total delay introduced by the channel and equalizer filters, which in discrete notation is just the delayed discrete delta function δ½k − n ¼ ½ … 0 1 0 … .
In the case of independent and identically distributed (iid) input symbols, as we have in our system, the input autocorrelation matrix reduces to R xx ¼ σ 2
x I, where I is the identity matrix. For AWGN, which is also iid, the noise autocorrelation matrix reduces to R nn ¼ σ 2 n I. If we define the signal-to-noise ratio as Γ ≡ σ 2 x =σ 2 n and substitute these results into the final line of Eq. (23), we get the simplified form [18] 
We implemented software code using MATLAB to solve for the MMSE filter coefficients based on Eq. (24) given inputs of the estimated channel impulse response vectorĥ k , the input signal power, and the transmitter signal-to-noise ratio.
Results and Discussion
When the transmitted signal propagates through the atmospheric channel, the signal is distorted by the overlap of adjacent symbols due to the ISI induced by the channel response function, the severity depending on the fog optical depth τ 0 . A measure of the significance of the ISI induced by the channel is the duration of the impulse response function in terms of the symbol period. For example, at τ 0 ¼ 15 and FOV ¼ 60 mrad, the impulse response is approximately 3 μs and the symbol period we used in our study is 0:5 ns (symbol frequency (baud rate) f ¼ 2 GHz), so the duration of the impulse response is 6000 symbols. Similarly, the ISI duration is found to be approximately 600 symbols for the channel impulse response at τ 0 ¼ 10. Since the MMSE-LE filter represents a compromise between ISI correction and white noise enhancement, we found it significantly improves the performance when the ISI duration is many symbols in length. Figure 8 shows the result of simulation of the steady-state transmitted four-level encoded waveform, the received signal waveform without equalization, and the signal after MMSE-LE equalization. The received signal without equalization shows a gradual increase in mean amplitude, which will eventually stabilize to a steady-state value with a mean bias that depends on the ISI length of the channel. Figure 9 shows both the unequalized and equalized received signal amplitude distributions. It is also clearly seen in both Figs. 8 and 9 that the MMSE-LE restores the original waveform shape and the transmitted amplitudes as well as dramatically reducing the amplitude variance, so that the detection regions become well defined and accurate.
Our primary results show the bit-error-rate (BER) performance of the received signal after equalization using the MMSE-LE filter versus E b =N 0 , which is a traditional communications theory figure-of-merit representing the average energy-per-bit E b divided by the noise power N 0 . E b =N 0 has the advantage of providing a common measure when comparing OOK, four-level, and eight-level amplitude modulation schemes [15] . We compare the performance of the MMSE equalization based on design using the true channel response versus design using the estimated channel response. We use the lognormal distribution (abbreviated LN in Fig. 10 legend) with a standard-deviation parameter STD ¼ 1:2 that we found offers the best performance in the MSE sense. Figure 10 shows the change in BER based on the deviation of our estimate of the average particle diameter from the true value of 1:536 μm from the empirical particle distribution in Table 1 . We find that small variations of estimation error do not sig- nificantly affect the BER performance of the MMSE-LE designed using the estimated channel response, but that the best performance is achieved as the estimate approaches the true value, as desired for a well-behaved estimator. We also observe that the best BER performance is given by the lognormal distribution with D avg ¼ 1:7 μm, which agrees with our previous selection of our best estimate as described in Subsection 3.B.
We also found that the BER performance of the estimated MMSE-LE diverges increasingly rapidly from the true MMSE-LE as the number of modulation levels increases. This exhibits increasing sensitivity to estimation error in the MMSE-LE with increasing modulation levels. Intuitively, we can explain this behavior because, as the number of modulation levels increases, the size of the decision regions decreases for a given signal-to-noise ratio. Thus small differences between the estimated and true channel response will have a more pronounced effect. This behavior is clear in Fig. 10(a) , where the performance of the estimated MMSE-LE is close to the true MMSE-LE for OOK, but Fig. 10(c) shows that at eight-level modulation, performance has degraded to unacceptable BER values even for high E b =N 0 . In summary, we found that the multilevel modulation techniques are most effective at smaller τ 0 conditions to provide increased throughput, while for large τ 0 , OOK is more effective.
Conclusion
In this paper, we considered the problem of data transmission at optical wavelengths through the highly dispersive medium of fog. We showed how an MMSE equalizer designed using the channel estimate can reduce the signal distortion introduced by ISI and AWGN during propagation of multilevel modulated waveforms through fog. In order to design the equalizer, we required an estimate of the channel impulse response, which in turn requires a method for estimation of the parameters describing the atmospheric channel composed of fog with optical depths in the range of 5 ≤ τ 0 ≤ 15, specifically the average particle diameter D avg and the particle number density ρ. Using these estimates along with the lognormal distribution as an approximation to the true particle distribution function, we may calculate an estimated channel impulse response using numerical vector radiative transfer theory. We found that the MMSE-LE filter equalization works well for OOK modulation and BER performance decreases rapidly with additional levels of amplitude modulation due to increasing sensitivity to estimation error. For four-level modulation that offers a twofold capacity increase, the MMSE-LE filter shows moderate BER performance that could be improved further by the application of higher level error-correction coding techniques. In the case of eight-level modulation, the MMSE-LE filter works well with the true channel response, but performance is unacceptable using our best channel response estimate. These results illustrate the importance of making an accurate estimate of the channel response function for good MMSE-LE performance. In a future study, we may wish to investigate more sophisticated mathematical models to more accurately approximate the fog particle distribution and/or the channel impulse response functions.
