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Abstract
We introduce a Følner condition for dense subalgebras in finite von Neumann algebras and prove that
it implies dimension flatness of the inclusion in question. It is furthermore proved that the Følner condi-
tion naturally generalizes the existing notions of amenability and that the ambient von Neumann algebra
of a Følner algebra is automatically injective. As an application, we show how our techniques unify pre-
viously known results concerning vanishing of L2-Betti numbers for amenable groups, quantum groups
and groupoids and moreover provide a large class of new examples of algebras with vanishing L2-Betti
numbers.
© 2012 Elsevier Inc. All rights reserved.
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1. Introduction
L2-Betti numbers originated from topology, but have later unveiled an interesting connection
to operator algebras. Indeed, while the original definition of L2-Betti numbers for groups in-
volved a geometric construction [3,6], it was later shown by Lück (see also [10]) that they can
also be described in terms of certain Tor modules — thus using only homological algebra and
✩ The research of the second named author is supported by The Danish Council for Independent Research | Natural
Sciences and the ERC Starting Grant VNALG-200749.
* Corresponding author.
E-mail addresses: alekseev@uni-math.gwdg.de (V. Alekseev), David.Kyed@wis.kuleuven.be (D. Kyed).0022-1236/$ – see front matter © 2012 Elsevier Inc. All rights reserved.
http://dx.doi.org/10.1016/j.jfa.2012.05.016
1104 V. Alekseev, D. Kyed / Journal of Functional Analysis 263 (2012) 1103–1128modules over von Neumann algebras. This has led to several generalizations of L2-Betti num-
bers: they have been defined for discrete measured groupoids [26], quantum groups [16] and
general subalgebras of finite von Neumann algebras [7]. Similarly, L2-Betti numbers were intro-
duced in the setting of equivalence relations in [12] following the original geometric approach,
but as shown in [26] these can also be expressed in terms of homological algebra.
There are two properties which attract attention in all these situations. Firstly, in each case the
definition involves certain operator algebras canonically associated with the situation at hand.
Secondly, for groups, quantum groups and groupoids it is well known that the L2-Betti numbers
vanish in the presence of amenability. In view of this, it is natural to seek a common operator
algebraic reason for this to happen. In doing so, one firstly observes that the actual reason for the
vanishing of L2-Betti numbers for amenable groups and quantum groups is a certain dimension-
flatness property of an inclusion A ⊆ M , where A is a strongly dense ∗-subalgebra of a finite
von Neumann algebra M . Secondly, the key to the proof of this dimension-flatness result is a
Følner condition for the notion of amenability in question. In the present paper we introduce
a Følner type condition for a general weakly dense ∗-subalgebra A in a tracial von Neumann
algebra (M, τ) and show how this leads to dimension-flatness of the inclusion A⊆ M and sub-
sequently to the vanishing of the operator algebraic L2-Betti numbers β(2)p (A, τ ). This approach
unifies the above mentioned vanishing results and furthermore provides a large class of new ex-
amples of algebras with vanishing L2-Betti numbers (see Section 6). More precisely, we prove
the following:
Theorem. (See Theorem 4.4 & Corollary 6.5.) If A⊆ M satisfies the Følner condition then for
any left A-module X and any p  1 we have
dimM TorAp (M,X) = 0,
and the Connes–Shlyakhtenko L2-Betti numbers of A vanish in positive degrees.
Secondly, we link our Følner condition to the classical operator algebraic notion of amenabil-
ity by proving (a slightly more general version of) the following:
Theorem. (See Theorem 5.1.) If A⊆ M satisfies the Følner condition M is injective.
The Følner condition consists of two requirements: an almost invariance property and a trace
approximation property. The almost invariance property requires that the left action of A on
L2(M) admits almost invariant subspaces, the almost invariance being measured by a dimen-
sion function. The naive approach would be to use the usual dimension over C and require these
subspaces to be finite-dimensional; however, it turns out that the dimension theory over a von
Neumann subalgebra N ⊆A can be efficiently applied in order to allow for almost invariant sub-
spaces which are finitely generated projective N -modules (thus usually having infinite dimension
over C). For this reason, parts of the paper deals with results related to dimension theory for mod-
ules over von Neumann algebras; the reader not familiar with these notions may, without loosing
the essential ideas, think of the case N =C, which reduces most arguments to finite-dimensional
linear algebra.
Structure. The paper is organized as follows. In the second section we recapitulate Lück’s di-
mension theory for modules over von Neumann algebras and prove a few results concerning
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algebraic Følner condition and draw some easy consequences, preparing for the proof of the
main theorem which is given in the fourth section. The fifth section is devoted to the discussion
concerning the relationship between the Følner condition for an algebra and injectivity of its
enveloping von Neumann algebra. In the sixth section we discuss examples and show how the
Følner condition implies vanishing of L2-Betti numbers in a variety of different instances.
Assumptions. Throughout the paper, all generic von Neumann algebras are assumed to have
separable predual. Our main focus will be on finite von Neumann algebras, for which separability
of the predual is equivalent to separability of the von Neumann algebra itself for the strong, weak
and ultra-weak topology. These topologies are furthermore all metrizable on bounded subsets of
M . In order to be consistent with the general Hilbert C∗-module terminology (see below) inner
products on Hilbert spaces are assumed to be linear in the second variable and conjugate linear
in the first. Algebraic tensor products are denoted “”, tensor products of Hilbert spaces by
“⊗” and tensor products of von Neumann algebras by “⊗¯”. Our main setup will consist of an
inclusion N ⊆ M of finite von Neumann algebras with a fixed normal tracial state τ on M .
The von Neumann algebra N should be thought of as a “coefficient algebra” and will in many
applications be equal to C. We denote by H the GNS-space L2(M, τ), by J :H → H the modular
conjugation arising from τ and by E:M → N the τ -preserving conditional expectation. Note
that H automatically carries a normal right N -action given by ξ · x := Jx∗Jξ which extends the
natural right N -module structure on M .
2. Dimension theory
In this section we recapitulate parts of the von Neumann dimension theory for modules over
a finite von Neumann algebra and introduce a relative version of this notion of dimension. The
relative dimension function will play a prominent role in the definition of the Følner condition
given in Section 3.
2.1. Dimension of modules and the trace on endomorphisms
Consider a finite von Neumann algebra N endowed with a normal, faithful tracial state τ and
denote by L2(N) the GNS-space arising from τ and by Nop the opposite von Neumann algebra.
Denoting by Λ the natural embedding of N into L2(N) the inner product in L2(N) is therefore
given by 〈Λ(x),Λ(y)〉 = τ(x∗y) for x, y ∈ N . In what follows, we will often suppress the map
Λ and simply consider N as a subspace of L2(N). A Hilbert space F endowed with a normal
∗-representation of Nop is called a finitely generated normal (right) N -module if there exists an
isometric Nop-equivariant embedding of F into L2(N)k for some finite integer k, where L2(N)k
is considered with the standard Nop-action given by
aop : (ξ1, . . . , ξn) 
→
(
Ja∗Jξ1, . . . , J a∗Jξn
)
.
Thus, any finitely generated normal N -module F is isomorphic to one of the form pL2(N)k for
a projection p ∈Mk(N) and the von Neumann dimension of F is then defined as
dimN F :=
k∑
τ(pii).i=1
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thus depends only on the isomorphism class of F .
Remark 2.1. In most of the existing literature, finitely generated normal right modules over
N are called finitely generated Hilbert N -modules, but since we are going to consider finitely
generated Hilbert C∗-modules over N (in the operator algebraic sense [18]) as well, we have
chosen the term “normal module” in order to avoid unnecessary confusion. We advise the reader
not familiar with these notions to consult the article [11] where a detailed comparison is carried
out.
Next we recall the construction of the trace on the endomorphism von Neumann algebra
EndN(F ) associated with a finitely generated normal N -module F ; here, and in what follows,
EndN(F ) denotes the von Neumann algebra of all bounded operators on F commuting with the
N -action. The trace on EndN(F ) was previously considered by Lück [19, Section 1.1] and also
by Farber [10] in the more general context of von Neumann categories.
Lemma 2.2. (See [19, Section 1.1.3].) Let F be a finitely generated normal N -module and con-
sider an operator T ∈ EndN(F ). Upon choosing an isomorphism F  pL2(N)k we obtain an
induced ∗-isomorphism EndN(F )  pMk(N)p and we denote the matrix representing T by
(Tij )
k
i,j=1. Then the number TrN(T ) :=
∑k
i=1 τ(Tii) does not depend on the choice of isomor-
phism and defines a normal, faithful, positive trace on EndN(F ) with TrN(idF ) = dimN F .
Remark 2.3. In the case N = C the normal N -module F is simply a finite-dimensional vector
space and hence TrN(−) is just the standard, non-normalized trace on B(F).
The first step towards extending the notion of dimension to arbitrary N -modules is to pass
from normal modules to Hilbert C∗-modules over N .
Definition 2.4. A (right) Hilbert C∗-module over N consists of an algebraic right N -module X
together with a map 〈· , ·〉N :X×X→ N such that
(i) For all x ∈X we have 〈x, x〉N  0 and 〈x, x〉N = 0 only for x = 0.
(ii) For all x, y ∈X we have 〈x, y〉N = 〈y, x〉∗N .
(iii) For all x, y, z ∈X and a, b ∈ N we have 〈z, xa + yb〉N = 〈z, x〉Na + 〈z, y〉Nb.
(iv) The space X is complete with respect to the norm ‖x‖ := ‖〈x, x〉‖ 12 .
A Hilbert C∗-module over N is called finitely generated if it is algebraically finitely generated
over N and projective if it is projective as a right N -module. Moreover, the terms “Hilbert module
over N”, “Hilbert C∗-module over N” and “Hilbert N -module” will be used synonymously in
the sequel.
Note that the finitely generated free N -modules Nk become Hilbert N -modules when en-
dowed with the N -valued inner product 〈x, y〉st :=∑ki=1 x∗i yi ; we refer to this as the standard
inner product on Nk . If (P, 〈· , ·〉N) is a finitely generated projective Hilbert N -module then
τ ◦ 〈· , ·〉N defines a positive definite C-valued inner product on P and we denote the Hilbert
space completion of P with respect to this inner product by L2(P). It was shown by Lück that
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equivalence of categories:
Theorem 2.5. (See Lück [19, Lemma 6.23 & Theorem 6.24].) Every finitely generated projective
N -module allows an N -valued inner product turning it into a Hilbert N -module and the inner
product is unique up to unitary isomorphism. Furthermore, Hilbert space completion constitutes
an equivalence of categories between the category of finitely generated projective Hilbert N -
modules and the category of finitely generated normal N -modules.
We remark that a finitely generated projective Hilbert N -module (P, 〈· , ·〉N) is automati-
cally self-dual; i.e. HomN(P,N) = {〈x, ·〉N | x ∈ P}. This follows easily from the uniqueness
of the inner product and the obvious self-duality of the finitely generated free Hilbert modules
(Nk, 〈· , ·〉st). Furthermore, by [22, Lemma 2.3.7] every finitely generated Hilbert submodule
in P splits off orthogonally as a direct summand and is therefore, in particular, itself finitely
generated and projective. Due to Theorem 2.5, it makes sense, for a finitely generated projec-
tive N -module P, to define the von Neumann dimension of P as dimN P = dimN L2(P) where
L2(P) is the Hilbert space completion relative to some choice of Hilbert N -module structure on
P. Moreover, for an arbitrary (algebraic) N -module X its von Neumann dimension is defined as
dimN X= sup{dimN P | P⊆X, P finitely generated projective} ∈ [0,∞].
This dimension function is no longer faithful (i.e. non-zero modules might be zero-dimensional)
but it still has remarkably good properties; one of its prime features being additivity with respect
to short exact sequences [19, Theorem 6.7]. For a submodule E in an N -module F the algebraic
closure Ealg of E inside F is defined as the intersection of the kernels of those homomorphisms
in the dual module HomN(F,N) that vanish on E, and if F is finitely generated we have that
dimN E= dimN Ealg [19, Theorem 6.7].
Lemma 2.6. If P is a finitely generated projective Hilbert N -module and E ⊆ P a submodule
then E⊥⊥ = Ealg and E⊥⊥ splits off orthogonally as a direct summand in P. Furthermore, the
Hilbert space closures of E and E⊥⊥ in L2(P) coincide.
Proof. Since P is self-dual, the equality E⊥⊥ = Ealg follows directly from the definition of the
algebraic closure. Since P is finitely generated and projective it now follows from [19, Theo-
rem 6.7] that the same is true for E⊥⊥ and by [22, Lemma 2.3.7] it therefore follows that E⊥⊥
splits off as an orthogonal direct summand. Since dimN(E⊥⊥/E) = 0, Sauer’s local criterion [26,
Theorem 2.4] implies that for every x ∈ E⊥⊥ there exists a sequence of projections pi ∈ N such
that limi τ (pi) = 1 and xpi ∈ E. Thus
‖x − xpi‖22 = τ
(〈
x(1 − pi), x(1 − pi)
〉
N
)
= τ(〈x, x〉N(1 − pi)2)
 τ
(〈x, x〉2N ) 12 τ(1 − pi) 12 −→
i→∞ 0.
Hence E⊥⊥ ⊆ E‖·‖2 and since E⊆ E⊥⊥ this proves that the two closures coincide. 
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algebraic endomorphism ring EndN(F) with EndN(L2(F)) and thus also consider TrN(−) as
defined on EndN(F). Recall, e.g. from [13, Lemma 1.7], that every finitely generated pro-
jective Hilbert N -module (F, 〈· , ·〉N) has a basis; that is there exist u1, . . . , un ∈ F such that
x =∑ni=1 ui〈ui, x〉N for each x ∈ F.1 Furthermore, the matrix p = (〈ui, uj 〉N)ni,j=1 is a projec-
tion in Mn(N) and the map α : (F, 〈· , ·〉N) → (pNn, 〈· , ·〉st) given by α(x) = (〈ui, x〉N)ni=1 is a
unitary isomorphism of Hilbert N -modules with ui = α−1(pei), where e1, . . . , en is the standard
basis in Nn. From this we obtain the following result.
Lemma 2.7. For a finitely generated projective Hilbert N -module (F, 〈· , ·〉N) and an endomor-
phism T ∈ EndN(F) we have TrN(T ) =∑ni=1 τ(〈ui, T ui〉N) for any basis u1, . . . , un in F.
2.2. The relative dimension function
Next we consider a trace-preserving inclusion of N into a bigger finite von Neumann algebra
(M, τ) acting on its GNS-space H = L2(M, τ). Note that any N -submodule F ⊆ M acquires an
N -valued inner product arising from the trace-preserving conditional expectation E : M → N by
setting 〈a, b〉N := E(a∗b). Consider now a finitely generated, projective N -submodule F ⊆ M
which is complete with respect to this pre-Hilbert module structure. In other words, the relation
〈a, b〉N := E(a∗b) defines a Hilbert N -module structure on F and hence L2(F) can be obtained
by completion with respect to the C-valued inner product τ ◦ 〈· , ·〉N . Since E is trace-preserving,
this completion is exactly the closure of F in H .
Definition 2.8. An N -submodule F ⊆ M which is a Hilbert N -module with respect to the N -
valued inner product arising from the conditional expectation E : M → N is called complete.
Let F ⊆ M be a complete, non-zero, finitely generated projective N -submodule and denote by
PF ∈ B(H) the projection onto its closure F in H . Note that F is a finitely generated normal N -
module. Any operator T ∈ (JNJ )′ ⊆ B(H) gives rise to an N -equivariant operator PFT PF |F
on F and we may therefore define a normal state ϕF on (JNJ )′ by setting
ϕF(T ) = TrN(PFT PF |F )dimN(F) . (2.1)
By choosing a basis u1, . . . , uk ∈ F for the Hilbert N -module structure arising from E, the state
ϕF can be computed as ϕF(T ) = (dimN F)−1∑ki=1〈Λ(ui), T Λ(ui)〉 where the inner product is
taken in H . This is due to the fact that PFT PF |F ∈ EndN(F) and hence by Lemma 2.7
ϕF(T ) =
∑k
i=1 τ(〈ui,PF T PFui〉N)
dimN F
=
∑k
i=1 τ(E(u∗i (PF T PFui)))
dimN F
1 Note that in general the elements u1, . . . , un are not linearly independent over N and thus not a basis in the standard
sense of homological algebra.
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∑k
i=1〈Λ(ui),PF T PFΛ(ui)〉
dimN F
=
∑k
i=1〈Λ(ui), T Λ(ui)〉
dimN F
.
In what follows we will also consider operators acting on a k-fold amplification Hk =⊕k1 H
of the Hilbert space H ; these amplifications are always implicitly assumed equipped with the di-
agonal normal right action of N . For a subspace L ⊆ H we denote by Lk ⊆ Hk its amplification.
Definition 2.9. Let k ∈ N and a complete, non-zero, finitely generated, projective right N -
submodule F in M be given. For an N -submodule E⊆ Hk we define the dimension of E relative
to F as
dimF(E) = TrN(PFkPEPFk |Fk )dimN F ,
where F and E are the closures in Hk of F and E, respectively.
Note that this is well defined since PE commutes with the right action of N so that
PFkPEPFk |Fk ∈ EndN(F k). Note also the trivial fact that if two submodules have the same
closure in Hk then their relative dimensions agree.
Proposition 2.10. The relative dimension function dimF(−) has the following properties.
(i) If E1 ⊆ E2 ⊆ Hk are two N -submodules then dimF(E1) dimF(E2).
(ii) If E ⊆ Fk then dimF(E) = dimN EdimN F . In other words, dimN E = TrN(PE |Fk ) where PE is the
projection onto the closure E of E in Hk .
Proof. For the sake of notational convenience we restrict attention to the case k = 1, but the
same proof goes through in higher dimensions. The first claim follows directly from positivity
of the state ϕF . To prove the second claim, first note that F splits orthogonally as E⊥⊥ ⊕ G for
some Hilbert N -submodule G. Since F is assumed to be complete, its L2-completion coincides
with its closure F inside H and hence
F = E⊥⊥ ⊕ G
as an orthogonal direct sum inside H and L2(E⊥⊥) = E⊥⊥. Denote by PE⊥⊥ ∈ EndN(F)
the projection onto the summand E⊥⊥ and by P (2)
E⊥⊥ ∈ EndN(F ) its extension to F . Then
clearly P (2)
E⊥⊥ projects onto the summand E⊥⊥ which by Lemma 2.6 coincides with E. Thus
PFPEPF |F = P (2)E⊥⊥ . By choosing a basis u1, . . . , un for E⊥⊥ and a basis v1, . . . , vl for G we get
a basis for F and using this basis to compute the trace we get
dimF E=
∑n
i=1〈ui,P (2)E⊥⊥ui〉 +
∑l
j=1〈vj ,P (2)E⊥⊥vj 〉
dimN F
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∑n
i=1〈ui, ui〉
dimN F
= dimN E
⊥⊥
dimN F
= dimN E
dimN F
,
where the last equality follows from Lemma 2.6. 
Relative dimension functions were originally introduced by Eckmann [8] in a topological
setting (see also [9]) and the relative dimension function dimF(−) introduced above can be seen
as an operator algebraic analogue of this construction. A similar construction for quantum groups
was considered in [17]. We end this section with a small lemma which will turn out useful in the
following.
Lemma 2.11. Let F be a non-zero, finitely generated, projective N -module and let S1, . . . ,Sn be
a family of submodules in F. Suppose that
∀i ∈ {1, . . . , n} : dimN Si
dimN F
> 1 − εi
for some ε1, . . . , εn > 0. Then
dimN(
⋂n
i=1 Si )
dimN F
> 1 −
n∑
i=1
εi .
Proof. By induction it is sufficient to consider the case n = 2. In this case we have an exact
sequence of N -modules
0 −→ S1 ∩ S2 −→ S1 ⊕ S2 −→ S1 + S2 −→ 0,
and by [19, Theorem 6.7] we have dimN(S1 ⊕ S2) = dimN(S1 ∩ S2)+ dimN(S1 + S2). Thus
dimN(S1 ∩ S2)
dimN F
= dimN S1 + dimN S2 − dimN(S1 + S2)
dimN F
> 1 − ε1 − ε2. 
Of course the whole theory has a mirror counterpart for left modules over N and we will
use both theories without further specification throughout the paper. Moreover, we will not make
any notational distinction between the corresponding dimension functions; so when X is a left N -
module dimN X will also denote the von Neumann dimension of X as a left module and similarly
with the relative dimension functions.
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Consider again a trace-preserving inclusion of finite von Neumann algebras N ⊆ M and let A
be an intermediate ∗-algebra (i.e. N ⊆A⊆ M) which is strongly dense in M . We will keep this
setup fixed throughout the present section and the symbols N , A and M will therefore refer to
objects specified above. Moreover, τ will denote the common trace on N and M and H the GNS-
space L2(M, τ). The aim of this section is to introduce a Følner type condition for A, relative to
the chain N ⊆A⊆ M , and study its basic properties. As already mentioned, the von Neumann
algebra N will be thought of as a “coefficient algebra”, and we advise the reader to keep the
example N = C in mind in order to get a more intuitive picture. Recall from Section 2, that an
N -submodule F in M is called complete if it is a Hilbert module with respect to the N -valued
inner product arising from the trace-preserving conditional expectation E : M → N .
Definition 3.1. The algebra A is said to have the strong Følner property with respect to N if
for every finite set T1, . . . , Tr ∈ A and every ε > 0 there exists a complete, non-zero, finitely
generated projective N -submodule F ⊆A such that
dimN(T −1i (F)∩F)
dimN(F )
> 1 − ε and ‖ϕF − τ‖M∗ < ε
for all i ∈ {1, . . . , r}. Here T −1i (F) denotes the preimage of F under the left multiplication oper-
ator given by Ti .
This definition is an operator algebraic analogue of the Følner condition for discrete groups,
where the almost invariant finite subset of the group is replaced by an almost invariant “finite-
dimensional” N -submodule F in A. In fact, putting N = C one can easily check that the linear
span of a subset F in a group Γ which is ε-invariant under the action of another set S gives rise
to an almost invariant submodule F in the above sense (see Corollary 6.1 for details) for any set
of operators in CΓ not supported outside of S. The condition regarding the trace approximation
is trivially fulfilled in this case as ϕF(T ) = τ(T ) for each T ∈ LΓ , a fact due to CΓ being
spanned by a multiplicative set of orthogonal unitaries. Since this need not be the case for a
general A, we have to include the approximation property in order to compare the dimension
of an N -submodule with the relative dimensions of its “finite-dimensional approximations”; see
Proposition 4.1 for the precise statement.
Remark 3.2. Strictly speaking, the norm estimate in Definition 3.1 should read
‖ϕF|M − τ‖M∗ < ε but for notational convenience we will consistently suppress the restric-
tion in the sequel. This should not lead to any confusion as the algebra on which the states are
considered can always be read off the subscript on the norm. Moreover, the strong Følner prop-
erty should, more precisely, be called the right strong Følner property since we have chosen
to use right modules in the definition. However, if A has the right Følner property then it also
has the corresponding left Følner property and vice versa. This can be seen by noting that if
T1, . . . , Tr ∈A and ε > 0 are given and F ⊆A is a right N -module satisfying the conditions in
Definition 3.1, then F∗ (the adjoint taken inside A) is a complete, finitely generated projective left
Hilbert N -submodule in M (the latter endowed with the inner product 〈x, y〉N = E(xy∗)) which
satisfies the conditions in the left version of Definition 3.1 for the set of operators T ∗1 , . . . , T ∗r .
Note, in particular, that this implies that the strong Følner property is stable under passing to
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true for the tower Nop ⊆Aop ⊆ Mop.
For our purposes the following slight reformulation of the Følner property will turn out con-
venient.
Proposition 3.3. The algebra A has the strong Følner property with respect to N iff for any finite
set T1, . . . , Tr ∈A there exists a sequence of complete, non-zero, finitely generated, projective N -
modules Pn ⊆A with submodules Sn ⊆ Pn such that
(i) Ti(Sn) ⊆ Pn for each i ∈ {1, . . . , r} and each n ∈N;
(ii) limn→∞ dimN SndimN Pn = 1;
(iii) the sequence ϕPn (restricted to M) converges uniformly to the trace τ ; i.e.
lim
n→∞‖ϕPn − τ‖M∗ = 0.
Proof. Clearly (i)–(iii) imply the Følner property. Conversely, if A has the Følner property and
T1, . . . , Tr ∈ A is given then for each n ∈ N we get a complete, non-zero, finitely generated
projective module Fn ⊆A such that
dimN(T −1i (Fn)∩Fn)
dimN Fn
> 1 − 1
rn
and ‖ϕFn − τ‖M∗ <
1
n
.
Putting Pn := Fn and Sn :=⋂ri=1 T −1i (Fn) ∩ Fn we clearly have (i) and (iii) satisfied and (ii)
follows from Lemma 2.11. 
Definition 3.4. If A has the strong Følner property and {T1, . . . , Tr} is a finite subset in A, then
we call a sequence (Pn,Sn) with the properties in Proposition 3.3 a strong Følner sequence for
the given set of operators.
The final result in this section shows that the von Neumann dimension can be approximated
by relative dimensions in the presence of a strong Følner sequence.
Proposition 3.5. Let A have the strong Følner property relative to N and let (Pn,Sn) be a
strong Følner sequence for an arbitrary finite set in A. If K ⊆ Hk is a closed subspace which is
invariant under the diagonal right action of M then dimPn K −→n→∞ dimM K .
Proof. Denote by PK ∈ Mk(M) ⊆ B(Hk) the projection onto K . Fix an n ∈ N and choose a
basis u1, . . . , ul ∈ Pn. Then the set
{ui ⊗ ej | 1 i  l, 1 j  k}
is a basis for the amplification Pkn = Pn ⊗Ck ; here e1, . . . , ek denotes the standard basis in Ck .
By computing the trace in this basis one easily gets
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k∑
j=1
ϕPn
(
(PK)jj
) −→
n→∞
k∑
j=1
τ
(
(PK)jj
)= dimM K,
where the convergence follows from Proposition 3.3. 
4. Dimension flatness
Throughout this section we consider again the setup consisting of a trace-preserving inclusion
N ⊆ M of tracial von Neumann algebras together with an intermediate ∗-algebra N ⊆ A ⊆ M
which is weakly dense in M . We will also consider a k-fold amplification Hk of the GNS-space
H := L2(M, τ) and the natural left action of Mk(A) ⊆Mk(M) thereon. Our aim is Theorem 4.4
which roughly says that when A is strongly Følner then the ring inclusion A⊆ M is flat from the
point of view of dimension theory. Before reaching our goal we need a few preparatory results.
Proposition 4.1. Assume that A has the strong Følner property relative to N and let T = (Tij ) ∈
Mk(A) be given. If (Pn,Sn) is a strong Følner sequence for the set of matrix entries of T , then
dimM ker(T ) = lim
n→∞ dimPn ker(T |Skn).
The proof is an extension of the corresponding argument in [9].
Proof. By Lück’s dimension theorem [19, Theorem 6.7] we have
dimN ker(T |Skn)+ dimN rg(T |Skn) = dimN Skn = k dimN Sn.
Since TijSn ⊆ Pn we have rg(T |Skn) ⊆ Pkn and ker(T |Skn) ⊆ Pkn and by the basic properties of the
relative dimension function (Proposition 2.10) we now get
dimPn ker(T |Skn)+ dimPn rg(T |Skn) = k
dimN Sn
dimN Pn
. (4.1)
Denote by P the kernel projection of T : Hk → Hk and by R the projection onto the closure of
its range. By Proposition 3.5, for any ε > 0 we can find n0 ∈N such that for all n n0 we have
an := dimPn ker(T |Skn) dimPn ker(T ) dimM ker(T )+ ε; (4.2)
bn := dimPn rg(T |Skn) dimPn rg(T ) dimM rg(T )+ ε. (4.3)
By (4.1) we have limn(an + bn) = k and by [19, Theorem 1.12(2)]
dimM ker(T )+ dimM rg(T ) = k.
Our task is to prove that an converges to dimM ker(T ). If this were not the case, by pass-
ing to a subsequence we can assume that there exists ε0 > 0 and an n1 ∈ N such that an /∈
[dimM ker(T )− ε0,dimM ker(T )+ ε0] for n n1. The estimates (4.2) and (4.3) imply the exis-
tence of an n2 ∈N such that
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2
for n n2; hence we must have an  dimM ker(T )− ε0 for nmax{n1, n2}. But then from this
point on
an + bn  dimM ker(T )− ε0 + dimM rg(T )+ ε02 = k −
ε0
2
,
contradicting the fact that limn(an + bn) = k. 
Consider again the operator T ∈Mk(A) ⊆ B(Hk) as well as its restriction T0 :Ak →Ak .
Lemma 4.2. If A has the strong Følner property relative to N then the closure of ker(T0) in Hk
coincides with ker(T ).
Proof. Let (Pn,Sn) be a strong Følner sequence for the matrix coefficients of T . Denote by P
the kernel projection of T and let Q be the projection onto ker(T0)⊥ ∩ ker(T ). We need to prove
that Q = 0. One easily checks that rg(Q) is a finitely generated, normal, right M-module and
it is therefore enough to prove that dimM rg(Q) = 0. Denote by R the projection onto the space
ker(T0). Given ε > 0, Proposition 4.1 provides an n0 ∈N such that for n n0 we have
dimM rg(P ) = dimM ker(T ) dimPn ker(T |Skn)+ ε  dimPn rg(R)+ ε,
simply because ker(T |Skn) ⊆ ker(T0) ⊆ ker(T0) = rg(R). Since P = R + Q, Proposition 3.5 im-
plies that we eventually have
dimPn rg(R)+ dimPn rg(Q) = dimPn rg(P )
 dimM rg(P )+ ε
 dimPn rg(R)+ 2ε
and hence dimPn rg(Q) 2ε from a certain point on. Thus dimM rg(Q) = limn dimPn rg(Q) = 0.
Remark 4.3. If instead T0 is given by right multiplication with a matrix from Mk(A) then T ∈
diag(M)′ =Mk(M ′) and hence commutes with the diagonal action of N from the left. By using
the obvious variations of the above results for left modules we therefore also obtain ker(T0) =
ker(T ) if A has the Følner property (see e.g. Remark 3.2). We will use this variant of the result in
the proof of Theorem 4.4 which is formulated using dimension-theory for left modules over M ;
this is done in order be consistent with the majority of the references (e.g. [19,7,26]) on L2-Betti
numbers in the homological algebraic context.
We are now ready to state and prove the main theorem of this section. Recall, that N ⊆ M is
a trace-preserving inclusion of finite von Neumann algebras and that A denotes an intermediate
∗-algebra which is weakly dense in M .
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inclusion A⊆ M is dimension flat; that is
dimM TorAp (M,X) = 0
for any p  1 and any left A-module X.
Note that if the ring inclusion A⊆ M actually were flat (in the standard sense of homological
algebra) then we would have TorAp (M,X) = 0 for every left A-module X and every p  1.
This need not be the case in our setup2, but from the point of view of the dimension function it
looks as if it were the case — hence the name “dimension-flatness”. The first part of the proof
of Theorem 4.4 consists of a reduction to the case when X is finitely presented. This part is
verbatim identical to the corresponding proof for groups due to Lück (see [19, Theorem 6.37]),
but we include it here for the sake of completeness.
Proof. Let an arbitrary left A-module X be given and choose a short exact sequence 0 → Y →
F → X → 0 of A-modules in which F is free. Then the corresponding long exact Tor-sequence
gives
TorAp+1(M,X)  TorAp (M,Y ),
and hence it suffices to prove that dimM TorA1 (M,X) = 0 for arbitrary X. Recall that Tor com-
mutes with direct limits and that the dimension function dimM(−) is also well behaved with
respect to direct limits [19, Theorem 6.13]; seeing that an arbitrary module is the directed union
of its finitely generated submodules we may therefore assume X to be finitely generated. Hence
we can find a short exact sequence 0 → Y → F → X → 0 with F finitely generated and free.
The module Y is the directed union of its system of finitely generated submodules (Yj )j∈J and
therefore X can be realized as the direct limit lim−→j F/Yj . Since each of the modules F/Yj is
finitely presented by construction this shows that it suffices to treat the case where X is a finitely
presented module. In this case we may therefore choose a presentation of the form
Ak
T0−→Al −→ X −→ 0.
This presentation can be continued to a free resolution
· · · S0−→Ak T0−→Al −→ X −→ 0
of X that can be used to compute the Tor functor; in particular we get
TorA1 (M,X) 
ker(idM ⊗AT0)
rg(idM ⊗AS0) .
2 For example, the tower C ⊆ C[Z× Z] ⊆ L(Z× Z) has the strong Følner property (Corollary 6.1) but is not flat as
TorC[Z×Z](L(Z×Z),C) = {0}. See e.g. [20, Theorem 3.7].1
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M A Ai = Mi (i = k, l) and by T : Hk → Hl its continuous extension.3 Since M A − is
right exact and S0 surjects onto ker(T0), we see that rg(idM ⊗AS0) ⊆ M A Ak is identified
with the M-submodule M ker(T0) in Mk generated by ker(T0); thus
dimM TorA1 (M,X) = dimM ker
(
T vN0
)− dimM(M ker(T0)). (4.4)
We now claim that
dimM kerT vN0 = dimM ker(T ) and dimM
(
M ker(T0)
)= dimM ker(T0), (4.5)
where the closure is taken in the Hilbert space Hk . The first equality follows from the fact that
the L2-completion functor has an exact and dimension preserving inverse [19, Theorem 6.24].
By Lemma 2.6, the dimension of a submodule in Mk coincides with the dimension of its closure
in Hk , so to prove the second equality it suffices to prove that M ker(T0) and ker(T0) have
the same closure in Hk . But this follows from the following simple approximation argument:
Take x ∈ M and a ∈ ker(T0) and consider xa ∈ M ker(T0). By picking a net xα ∈A converging
in the strong operator topology to x we obtain that ‖xa − xαa‖2 → 0 and xαa ∈ ker(T0); hence
M ker(T0) ⊆ ker(T0) and the proof of (4.5) is complete. By (4.4) and (4.5) it is therefore sufficient
to prove that ker(T0) = ker(T ). The adjoint operator T ∗ : Hl → Hk is the extension of the
operator T ∗0 :Al →Ak which multiplies from the right with the adjoint of the matrix defining T0.
From this we obtain ker(T ∗0 T0 ) = ker(T0) and since ker(T ∗T ) = ker(T ) it is equivalent to prove
that
ker
(
T ∗0 T0
)= ker(T ∗T ),
but this follows from Lemma 4.2 and Remark 4.3. 
Remark 4.5. A careful examination of the results in this section reveals that the dimension-
flatness theorem can actually be obtained under slightly less restrictive assumptions. Namely,
the proof goes through as long as N ⊆A⊆ M satisfies the requirements (i)–(iii) from Proposi-
tion 3.3, but with the uniform convergence in (iii) replaced by weak∗ convergence. However, for
the results in the following section the uniform convergence will be of importance which is the
reason for it being included in the definition of the strong Følner property.
5. Operator algebraic amenability
In this section we explore the connection between the strong Følner property and the existing
operator algebraic notions of amenability. Consider therefore again a trace-preserving inclusion
N ⊆ M of finite von Neumann algebras and an intermediate ∗-algebra A which is weakly dense
in M . The main goal is to prove the following result:
Theorem 5.1. If A has the strong Følner property relative to N then M is amenable relative
to N . In particular, M is injective if A has the strong Følner property and N is injective.
3 Recall that “” denotes the algebraic tensor product and H the GNS-space L2(M, τ).
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[24]; we briefly recall the basics here following the exposition in [23]. Consider again the trace-
preserving inclusion N ⊆ M of finite von Neumann algebras and denote by Q := 〈M,eN 〉 =
(JNJ )′ ∩B(L2(M)) the basic construction. Recall that Q has a unique normal, semifinite tracial
weight Ψ : Q+ → [0,∞] with the property that
Ψ (aeNb) = τ(ab) for all a, b ∈ N.
One way to construct the trace Ψ is as follows: Since any normal representation of Nop is an
amplification followed by a reduction, there exists a projection q ∈ B(2(N) ⊗ L2(N)) and a
right N -equivariant unitary identification
L2(M) = q(2(N)⊗L2(N)),
where the right hand side is endowed with the diagonal right N -action. This induces an identifi-
cation Q := (JNJ )′ ∩ B(L2(M)) = q(B(2(N) ⊗ N))q and the trace Ψ is simply the pull back
of the restriction of Tr⊗τ under this identification.
Theorem 5.2. (See [23, Theorem 2.1].) The following conditions are equivalent:
(i) There exists a state ϕ : Q → C such that ϕ|M = τ and ϕ(xT ) = ϕ(T x) for all x ∈ M and
T ∈ Q.
(ii) There exists a conditional expectation E : Q → M .
(iii) There exists a net ξn ∈ L2(Q,Ψ ) such that limn〈ξn, xξn〉L2(Q,Ψ ) = τ(x) and
limn ‖[x, ξn]‖2,Ψ = 0 for every x ∈ M .
If N ⊆ M satisfies one, and hence all, of these conditions then M is said to be amenable relative
to N (or N to be coamenable in M).
Note that (ii) in the above theorem gives that amenability of M relative to C is equivalent to
amenability (a.k.a. injectivity) of M . Note also that if F ⊆ M is a complete, finitely generated,
projective right N -module then the projection PF onto its closure F in L2(M) is an element in
Q and
dimN(F) = Ψ (PF ).
This follows from the construction of Ψ , the equality dimN(F) = dimN(F ) and the definition of
the von Neumann dimension for normal N -modules; see [19, Definition 1.8] and the comments
following it. More generally, for any operator T ∈ Q we have Ψ (PFT PF ) = TrN(PFT PF )
where TrN is the trace on EndN(F ) considered in Section 2 (see also Lemma 2.2). We are now
ready to give the proof of Theorem 5.1
Proof of Theorem 5.1. Assume that N ⊆A⊆ M has the Følner property. Since M∗ is assumed
separable the unit ball (M)1 is separable and metrizable for the strong operator topology and
by Kaplansky’s density theorem the unit ball (A)1 is strongly dense in (M)1. We may therefore
choose a sequence {Ti}∞i=1 in (A)1 which is strongly dense in (M)1 and upon adding further
operators to this sequence we may assume that {Ti}∞ is ∗-stable. Since A satisfies the strongi=1
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submodule Pn ⊆A and a submodule Sn ⊆ Pn such that
• Ti(Sn) ⊆ Pn for all i ∈ {1, . . . , n},
• dimN SndimN Pn  1 − 1n ,
• ‖ϕPn − τ‖M∗  1n .
In what follows we denote by Pn ∈ B(H) the orthogonal projection onto the closure (in H ) of Pn,
by Sn the orthogonal projection onto the closure of Sn and by S⊥n the difference Pn − Sn. Since
Pn is complete and finitely generated projective, the discussion preceding the proof implies that
Ψ (Pn) = dimN PN ; in particular Pn ∈ L2(Q,Ψ ). We aim at proving that the unit vectors
ξn := 1√dimN Pn
Pn ∈ L2(Q,Ψ )
satisfy condition (iii) of Theorem 5.2. The trace approximation is automatic since
〈ξn, xξn〉L2(Q,Ψ ) =
Ψ (PnxPn)
dimN Pn
= TrN(PnxPn)
dimN Pn
= ϕPn(x) −→n→∞ τ(x)
for any x ∈ M . To prove the asymptotic commutation property, consider first x = Ti1 ∈ {Ti}∞i=1.
Then x∗ = Ti2 for some i2 ∈N so for nmax{i1, i2} we have PnxSn = xSn and Pnx∗Sn = x∗Sn.
Hence
‖xPn − Pnx‖22,Ψ = Ψ
(
(xPn − Pnx)∗(xPn − Pnx)
)
= Ψ (Pnx∗xPn − Pnx∗Pnx − x∗PnxPn + x∗Pnx)
= Ψ (Pnx∗xPn − Pnx∗PnxPn − PnxPnx∗Pn + Pnxx∗Pn)
= Ψ ((Pnx∗xPn − Pnx∗PnxPn − PnxPnx∗Pn + Pnxx∗Pn)S⊥n )
= Ψ (S⊥n (Pnx∗xPn − Pnx∗PnxPn − PnxPnx∗Pn + Pnxx∗Pn)S⊥n )
= ∣∣〈S⊥n , (Pnx∗xPn − Pnx∗PnxPn − PnxPnx∗Pn + Pnxx∗Pn)S⊥n 〉L2(Q,Ψ )∣∣

∥∥S⊥n ∥∥2,Ψ ‖(Pnx∗xPn − Pnx∗PnxPn − PnxPnx∗Pn + Pnxx∗Pn)S⊥n ‖2,Ψ

∥∥S⊥n ∥∥22,Ψ ‖Pnx∗xPn − Pnx∗PnxPn − PnxPnx∗Pn + Pnxx∗Pn‖∞
 4Ψ
(
S⊥n
)
= 4(dimN Pn − dimN Sn).
Hence
∥∥[x, ξn]∥∥2,Ψ = ‖xPn − Pnx‖2,Ψ√dim P  2
√
dimN Pn − dimN Sn
dim S
−→
n→∞ 0.N n N n
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given and assume without loss of generality that ‖x‖∞  1. Choose a net xα ∈ {Ti}∞i=1 converg-
ing strongly to x. Then xα also converges to x in L2(M, τ) and we may therefore choose an α
such that
‖x − xα‖2,τ < ε.
We now have
‖xξn − ξnx‖2,Ψ 
∥∥(x − xα)ξn∥∥2,Ψ + ‖xαξn − ξnxα‖2,Ψ + ∥∥ξn(xα − x)∥∥2,Ψ .
Considering the first term we get
∥∥(x − xα)ξn∥∥22,Ψ = Ψ (Pn(x − xα)∗(x − xα)Pn)dimN Pn
= ϕPn
(
(x − xα)∗(x − xα)
)

∣∣(ϕPn − τ)((x − xα)∗(x − xα))∣∣+ τ((x − xα)∗(x − xα))

∥∥ϕPn − τ∥∥M∗‖x − xα‖2∞ + ‖x − xα‖22,τ
 2
n
+ ε2.
Thus, for a suitably chosen n1 ∈ N we have ‖(x − xα)ξn‖22,Ψ  2ε for all n  n1. Considering
the third term we get, in a completely similar manner, an n3 ∈N such that ‖ξn(xα − x)‖2,Ψ  2ε
for n n3. Since xα ∈ {Ti}∞i=1, the second term converges to zero by what was shown in the first
part of the proof, and hence there exists an n2 ∈ N such that ‖xαξn − ξnxα‖2,Ψ  ε for n n2.
Thus, for nmax{n1, n2, n3} we have ‖xξn − ξnx‖2,Ψ  5ε and since ε > 0 was arbitrary this
completes the proof of the amenability of M relative to N .
We now just have to prove the final claim regarding the injectivity of M . So assume that N is
injective and, as before, that A⊆ M satisfies the Følner condition relative to N . Injectivity of N
simply means that N is amenable relative to the subalgebra C⊆ N and by what was just proven
M is amenable relative to N as well. By [24, Theorem 3.2.4] this means that M is also amenable
relative to C; i.e. M is injective. 
6. Examples and applications to L2-Betti numbers
The first goal in this section is to show how our techniques can be used to unify the dimension-
flatness results known for amenable groups and quantum groups and, more generally, to provide
a vanishing result in the context of operator algebraic L2-Betti numbers. Secondly, in order
to convince the reader that the class of algebras with the strong Følner property is rich and
extends beyond the ones arising from amenable groups and quantum groups, we give a number
of such examples and show how they yield results about vanishing of L2-Betti numbers in various
situations. As a first application we re-obtain the original dimension flatness result of Lück [19,
Theorem 6.37].
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group then CΓ has the strong Følner property with respect to the tower C ⊆ CΓ ⊆ LΓ . In
particular, the inclusion CΓ ⊆ LΓ is dimension flat and β(2)p (Γ ) = 0 for p  1.
Proof. Let T1, . . . , Tr ∈CΓ be given and put S =⋃ri=1 supp(Ti) ⊆ Γ . Since Γ is amenable, we
can find (see e.g. [4, F.6.8]) a sequence of finite subset Fn ⊆ Γ such that
card(∂S(Fn))
card(Fn)
−→
n→∞ 0,
where ∂S(F ) := {γ ∈ F | ∃s ∈ S: sγ /∈ F }. Then putting Pn = C[Fn] ⊆ CΓ and Sn = C[Fn \
∂S(Fn)] we clearly have Ti(Sn) ⊆ Pn for all i ∈ {1, . . . , r} and
dimC Sn
dimCPn
= card(Fn)− card(∂S(F ))
card(Fn)
−→
n→∞ 1.
Denoting by ρ the right regular representation of Γ we get for T ∈ LΓ ,
ϕF(T ) =
∑
γ∈F 〈δγ , T δγ 〉
card(F )
=
∑
γ∈F 〈δe, ρ∗γ Tργ δe〉
card(F )
=
∑
γ∈F 〈δe, T δe〉
card(F )
= τ(T ).
Hence CΓ has the strong Følner property and dimension flatness therefore follows from Theo-
rem 4.4. The fact that the L2-Betti numbers vanish in positive degrees follows from this since
β(2)p (Γ ) = dimLΓ TorCΓp (LΓ,C) = 0. 
Next we turn our attention to the class of compact/discrete quantum groups. Since this is a
bit of an aside we shall not elaborate on the basics of quantum group theory; for back ground
material the reader is referred to the detailed survey articles [30,14] and [21]. In what follows,
we denote by Ĝ a discrete quantum group of Kac type and by G = (C(G),G) its compact
dual. Associated with G is a Hopf ∗-algebra Pol(G) which is naturally included into a finite
von Neumann algebra L∞(G). Furthermore, the von Neumann algebra L∞(G) carries a natural
trace τ , namely the Haar state associated with G. In [15] and [16] L2-Betti numbers were studied
in the context of discrete quantum groups of Kac type and we re-obtain [15, Theorem 6.1] by
setting N =C, A= Pol(G) and M = L∞(G):
Corollary 6.2 (L2-Betti numbers of amenable quantum groups). If Ĝ is a discrete amenable
quantum group of Kac type and G is its compact dual then Pol(G) has the strong Følner property
with respect to the tower C⊆ Pol(G) ⊆ L∞(G). In particular, the inclusion Pol(G) ⊆ L∞(G) is
dimension flat and β(2)p (Ĝ) = 0 for p  1.
Proof. Choose a complete set (uα)α∈I of representatives for the set of equivalence classes of
irreducible unitary corepresentations of G and denote by nα the matrix size of uα . Recall that the
corresponding matrix coefficients uαij constitute a linear basis for Pol(G) and that the normal-
ized matrix coefficients √nαuαij constitute an orthonormal basis in L2(G) := L2(Pol(G), τ ). Let
T1, . . . , Tr ∈ Pol(G) and ε > 0 be given and denote by S the joint support of T1, . . . , Tr ; that is
S = {uγ ∣∣ ∃l ∈ {1, . . . , r}, ∃p,q ∈ {1, . . . , nγ }: τ(uγ ∗pqTl) = 0}.
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matrix coefficients entering in the linear expansion of one of the operators in question. According
to the quantum Følner condition [15, Corollary 4.10] we can find a sequence of finite subset
Fk ⊆ (uα)α∈I such that
∑
uα∈∂S(Fk)
n2α <
1
k
∑
uα∈Fk
n2α,
where the boundary ∂S(F ) is as in [15, Definition 3.2]. Define
Pk := spanC
{
uαij
∣∣ uα ∈ F,1 i, j  nα};
Sk := spanC
{
uαij
∣∣ uα ∈ F \ ∂S(F ),1 i, j  nα}.
By construction we now have Tl(Sk) ⊆ Pk for every l ∈ {1, . . . , r} and that
dimC Sk
dimCPk
=
∑
uα∈Fk\∂S(Fk) n
2
α∑
α∈Fk n2α
−→
n→∞ 1.
Furthermore, denoting by PPn ∈ B(L2(G)) the projection onto the closed subspace Pn ⊆ L2(G)
we get
TrC(PPnT PPn) =
∑
α∈F
nα∑
i,j=1
〈√
nαu
α
ij , T
√
nαu
α
ij
〉
=
∑
α∈F
nα∑
i,j=1
nατ
(
uα∗ij T uαij
)
=
∑
α∈F
nατ
((
nα∑
i,j=1
uαiju
α∗
ij
)
T
)
= τ(T )
∑
α∈F
n2α
= τ(T )dimCPn,
for every T ∈ L∞(G); hence ϕPn(T ) = τ(T ). Thus Pol(G) has the strong Følner property and
dimension flatness follows from Theorem 4.4. The vanishing of the L2-Betti numbers follows
from dimension flatness since
β(2)p (Ĝ) := dimL∞(G) TorPol(G)p
(
L∞(G),C
)= 0. 
Note that Corollary 6.1 is actually just a special case of Corollary 6.2, but since we expect
most readers to be more familiar with groups than quantum groups we singled out this case in
form of Corollary 6.1 and its proof.
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von Neumann algebra LΓ is hyperfinite when Γ is an amenable discrete group. Furthermore, we
see that the group algebra CΓ associated with a discrete group Γ has the strong Følner property
(relative to the chain C ⊆ CΓ ⊆ LΓ ) if and only if Γ is amenable: We already saw in Corol-
lary 6.1 that amenability implies the strong Følner property. Conversely, if CΓ has the strong
Følner property then LΓ is hyperfinite by Theorem 5.1 and thus Γ is amenable (see e.g. [5, The-
orem 2.6.8 and 9.3.3]). By a similar argument, using [25, Theorem 4.5] and Corollary 6.2, we
obtain that a discrete quantum group Ĝ of Kac type is amenable if and only if the dual Hopf ∗-
algebra Pol(G) has the strong Følner property relative to the chain C⊆ Pol(G) ⊆ L∞(G). Thus,
for algebras arising from groups and quantum groups the strong Følner condition coincides ex-
actly with the notion of amenability of the underlying object.
Next we take a step up in generality by considering L2-Betti numbers in a purely operator
algebraic context. In [7], Connes and Shlyakhtenko introduce a notion of L2-homology and L2-
Betti numbers for a dense ∗-subalgebra in a tracial von Neumann algebra (M, τ). More precisely,
if A ⊆ M is a weakly dense unital ∗-subalgebra its L2-homology and L2-Betti numbers are
defined, respectively, as
H(2)p (A) = TorAA
op
p
(
M ⊗¯Mop,A) and β(2)p (A, τ ) = dimM⊗¯Mop H(2)p (A).
This definition extends the definition for groups [7, Proposition 2.3] by means of the formula
β
(2)
p (CΓ, τ) = β(2)p (Γ ) and it also fits with the notion for quantum groups studied above [16,
Theorem 4.1]. In order to apply our techniques in the Connes–Shlyakhtenko setting we first need
to prove that the strong Følner property is preserved under forming algebraic tensor products.
Proposition 6.4. Let A and B be dense ∗-subalgebras in the tracial von Neumann algebras
(M, τ) and (N,ρ), respectively. If A and B have the strong Følner property with respect to the
towers C⊆A⊆ M and C⊆B⊆ N then so does AB with respect to the tower C⊆AB⊆
M ⊗¯N .
Proof. Let T1, . . . , Tr ∈ A  B be given and write each Ti as ∑Nik=1 a(i)k ⊗ b(i)k . Choose a
strong Følner sequence P′n ⊆ A, with associated subspaces S′n, for the a(i)k ’s and a strong Føl-
ner sequence P′′n ⊆ B, with associated subspaces S′′n, for the b(i)k ’s. Putting Pn := P′n  P′′n and
Sn := S′n ⊗ S′′n we clearly have that the sequence (Pn,Sn) satisfies the first to requirements in
Proposition 3.3, and since ϕPn = ϕP′n ⊗ ϕP′′n we get
‖ϕPn − τ ⊗ ρ‖(M⊗¯N)∗ = ‖ϕP′n ⊗ ϕP′′n − τ ⊗ ϕP′′n + τ ⊗ ϕP′′n − τ ⊗ ρ‖(M⊗¯N)∗
 ‖ϕP′n − τ‖M∗ + ‖ρ − ϕP′′n‖N∗ −→n→∞ 0.
Thus, (Pn,Sn) is a strong Følner sequence for T1, . . . , Tr . 
Corollary 6.5. If A has the strong Følner property with respect to the tower C ⊆ A ⊆ M then
the Connes–Shlyakhtenko L2-Betti numbers of (A, τ ) vanish in positive degrees.
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Proposition 6.4 the same is true for AAop. Hence by Theorem 4.4 the inclusion AAop ⊆
M ⊗¯Mop is dimension flat so in particular
β(2)p (A, τ ) = dimM⊗¯Mop TorA⊗A
op
p
(
M ⊗¯Mop,A)= 0
for all p  1. 
Corollary 6.6 (Actions of amenable groups on probability spaces). Let Γ be a discrete, count-
able amenable group acting on a probability space (X,μ) in a probability measure-preserving
way and denote by α the induced action Γ → Aut(L∞(X)). Consider the crossed product von
Neumann algebra M = L∞(X) Γ and its subalgebras N = L∞(X) and A= L∞(X)alg Γ .
Then A has the strong Følner property relative to N and hence the inclusion L∞(X)alg Γ ⊆
L∞(X) Γ is dimension-flat. Moreover, if the action of Γ is essentially free, then the L2-Betti
numbers (in the sense of Sauer [26]) of the groupoid defined by the action vanish in positive
degrees.
We denote by (ug)g∈Γ the natural unitaries on L2(X) implementing the action; i.e. αg(a) =
ugau
∗
g for all g ∈ Γ and all a ∈ L∞(X).
Proof. For any finite set F ⊆ Γ , the right L∞(X)-module
F =
{∑
g∈F
agug
∣∣∣ ag ∈ L∞(X)}
is free of dimension card(F ) and the inner product on F arising from the conditional expectation
E : M → N is given by 〈∑
g∈F
agug,
∑
g∈F
bgug
〉
N
=
∑
g∈F
αg−1
(
a∗gbg
)
.
From this it follows that the map (L∞(X)card(F ), 〈· , ·〉st) → (F, 〈· , ·〉N) given by (ag)g∈F 
→∑
g∈F agug is a unitary isomorphism and that u1, . . . , un is a basis for F. In particular, F is com-
plete and finitely generated projective. The trace-approximation condition is automatic, because
for T ∈ M we have
ϕF(T ) =
∑
g∈F 〈ug,T ug〉
dimN F
=
∑
g∈F τ(u∗gT ug)
card(F )
= τ(T ).
Hence the strong Følner condition for A relative to N follows from the classical Følner condition
for Γ and the inclusion L∞(X)alg Γ ⊆ L∞(X) Γ is therefore dimension-flat. In the case
of an essentially free action we combine this with [26, Lemma 5.4] and get that the L2-Betti
numbers of the groupoid defined by an action of an amenable group vanish. 
Remark 6.7. Note that the last part of the statement in Corollary 6.6 is a well-known result
which, for instance, follows from combining [26, Theorem 5.5] and [6, Theorem 0.2].
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L2-Betti numbers for discrete measured groupoids were introduced by Sauer [26] and generalize
the notion for equivalence relations [12]. We recall only the basic definitions and notation here
referring to [26,2] for the general theory of discrete measured groupoids. Recall that the object
set G 0 of a discrete measured groupoid G comes equipped with a G -invariant measure μ which
gives rise to a measure μG on G defined on a Borel subset A ⊆ G as
μG (A) :=
∫
G 0
card
(
s−1(x)∩A)dμ(x).
Here s : G → G 0 denotes the source map of the groupoid. A measurable subset K ⊆ G is called
bounded if there exists an M > 0 such that for almost every x ∈ G 0 both card(s−1(x)∩K) <M
and card(s−1(x)∩K−1) <M . Let CG be the groupoid ring of G , defined as
CG := {f ∈ L∞(G ,μG ) ∣∣ supp(f ) is a bounded subset of G }.
(this is well defined independently of the choice of the representative of f ). The convolution and
involution on CG are defined as
(f ∗ g)(γ ) :=
∑
γ ′,γ ′′∈G
γ ′γ ′′=γ
f
(
γ ′
)
g
(
γ ′′
)
,
f ∗(γ ) := f (γ−1).
This gives CG the structure of a ∗-algebra which forms a strongly dense ∗-subalgebra in the
groupoid von Neumann algebra LG [1]. For arbitrary subsets K ⊆ G , A ⊆ G 0, B ⊆ G 0 we
denote by KBA the set K ∩ s−1(A) ∩ r−1(B). Notice in particular that for every x ∈ G 0 the set
G xx is a group with respect to the composition. It is called the stabilizer group of x. A discrete
measured groupoid is called ergodic if for every set A ⊆ G 0 of positive measure r(s−1(A)) = G 0,
and every discrete measured groupoid admits an ergodic decomposition into a direct integral of
ergodic groupoids. If K ⊆ G is a bounded measurable subset, then
FK := {f ∈CG | suppf ⊆ K}
is a finitely generated projective right Hilbert L∞(G 0)-module when equipped with the L∞(G 0)-
valued inner product arising from the conditional expectation E : LG → L∞(G 0). This can be
easily seen as follows: take an n ∈N such that almost every x ∈ G 0 has at most n preimages from
K with respect to s and decompose K as K = K1 unionsqK2 unionsq· · ·unionsqKn in such a way that the map s|Ki
is a measurable isomorphism onto its image Xi ⊆ G 0 [26, Lemma 3.1]. Then FK is isomorphic
as a (pre-)Hilbert C∗-module over L∞(G 0) to the direct sum ⊕ni=11XiL∞(G 0) endowed with
the standard inner product. This follows from the fact that for f ∈ FKi and x ∈ Xi we have
E
(
f ∗f
)
(x) = (f ∗ ∗ f )(idx) = ∑
γ ′,γ∈Ki′
f
(
γ ′−1
)
f (γ ) = ∣∣f (γ (x))∣∣2,γ ◦γ=idx
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dimL∞(G 0)FK = μG (K). Moreover, a direct computation gives the following formula for ϕFK :
ϕFK (T ) =
∑n
i=1
∫
Xi
E(T )dμ
μG (K)
=
∑n
i=1
∫
Xi
E(T )dμ∑n
i=1 μ(Xi)
, T ∈ LG . (6.1)
The result now is as follows.
Corollary 6.8 (Discrete measured amenable groupoids). Let G be an amenable discrete mea-
sured groupoid for which the stabilizers G xx are finite for almost every x ∈ G 0. Then the L2-Betti
numbers of G vanish in positive degrees:
β(2)p (G ) := dimLG TorCGp
(
LG ,L∞
(
G 0
))= 0.
In particular, the L2-Betti numbers of an amenable equivalence relation vanish.
Note that Corollary 6.8 is just a special case of [27, Theorem 1.1]. In particular, the assumption
that the stabilizers are finite is not important for the validity of the statement in Corollary 6.8, but
only needed in order for our methods to apply.
Proof. First of all, we observe that by [27, Remark 1.7] it is sufficient to prove the statement for
ergodic groupoids, and we will restrict ourselves to this case for the rest of the proof. Let R be
the equivalence relation on G 0 induced by G ; it can be considered as a quotient groupoid of G
after dividing out all stabilizers and is known as the derived groupoid of G . Since G is ergodic
the same is true for R. By amenability of G , the quotient R is an amenable equivalence relation
[2, Theorem 2.11], which is therefore hyperfinite [29, Theorem XIII.4.10]. That is, there exists
an increasing sequence of subrelations Rn each of which has finite orbits of cardinality kn and
such that R \⋃n Rn is a zero set. Let Gn be the subgroupoid of G generated by the stabilizers
G xx and the lifts of the morphisms from Rn to G . This subgroupoid is well defined because two
lifts of a morphism from Rn differ by an element in the stabilizer. Let A := lim−→CGn be the
algebraic direct limit of the corresponding groupoid algebras. By construction of Gn, G \⋃n Gn
is a measure zero subset of G and therefore A is an L∞(G 0)-rank dense subalgebra of CG ;
i.e. for each f ∈CG and for each ε > 0 there exists a projection p ∈ L∞(G 0) with τ(p) > 1 − ε
such that pf ∈A. (for instance, one can take the characteristic function of a subset Xf in G 0 of
measure bigger than 1 − ε with the property that f is non-zero only on those morphisms from
G \ Gn whose target is in the complement of Xf ). Furthermore, as CG is dimension-compatible
as an L∞(G 0)-bimodule [26, Lemma 4.8] the rank-density together with [26, Theorem 4.11]
implies that
β(2)p (G ) := dimLG TorCGp
(
LG ,L∞
(
G 0
))= dimLG TorAp (LG ,L∞(G 0)). (6.2)
Let us now consider CGn as a right L∞(G 0)-module. By construction, it is equal to FGn , where
Gn is considered as a bounded subset of G . Its dimension can be easily computed as
dimL∞(G 0)CGn = kn · cardG xx ,
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on G 0 because of the ergodicity hypothesis. Moreover, (6.1) gives that
ϕGn(T ) = τ(T ), T ∈ LG .
Now, putting M := L(G ) and considering N := L∞(G 0) as a subalgebra of A via the inclusion
G 0 ⊆ Gn, we infer that the subalgebra A has the strong Følner property. Therefore the inclusion
A⊆ M is dimension-flat and formula (6.2) gives us the vanishing result for the positive degree
L2-Betti numbers of G . 
Example 6.9 (The irrational rotation algebra). Let θ ∈]0,1[ be an irrational number and recall
that the irrational rotation algebra Aθ is the universal C∗-algebra generated by two unitaries u
and v subject to the relation uv = e2πiθ vu. The set
Aθ :=
{ ∑
p,q∈Z
zp,qu
pvq
∣∣∣ zp,q ∈C, zp,q = 0 for all but finitely many (p, q) ∈ Z2}
forms a dense subalgebra in Aθ and carries a natural filtering sequence of subspaces
Fn :=
{ ∑
−np+qn
zp,qu
pvq
∣∣∣ zp,q ∈C}.
Recall that Aθ has a unique trace which on Aθ is given by τ(
∑
p,q∈Z zp,qupvq) = z0,0. We aim
at proving that Aθ has the strong Følner property relative to N := C and the enveloping von
Neumann algebra Mθ := A′′θ ⊆ B(L2(Aθ , τ )). Let ε > 0 and T1, . . . , Tr ∈ Aθ be given. Then
there exists an m0 ∈N such that Ti(Fn) ⊆ Fn+m0 for each i ∈ {1, . . . , r} and n ∈N, and we now
define Pn := Fnm0 and Sn := F(n−1)m0 . Using the fact that H = L2(Aθ , τ ) has an orthonormal
basis consisting of the unitaries
{
upvq
∣∣ p,q ∈ Z}
it is not difficult to see that ϕPn(T ) = τ(T ) for every T ∈ Mθ and furthermore it implies that
dimCPn = 2(nm0)2 + 2nm0 + 1 from which it follows that dimC SndimCPn −→ 1. Thus (Pn,Sn) is a
strong Følner sequence for T1, . . . , Tr . From our results we therefore obtain that the Connes–
Shlyakhtenko L2-Betti numbers β(2)p (Aθ , τ ) vanish for p  1 as well as the well-known fact that
the enveloping von Neumann algebra Mθ is hyperfinite.
Example 6.10 (UHF-algebras). Let A be a UHF-algebra; i.e. A is a C∗-algebraic direct limit of
a sequence (Mk(n)(C), αn) of full matrix algebras. Denoting by A the algebraic direct limit we
get a natural dense ∗-subalgebra in A and the tracial states on the matrix algebras Mk(n)(C) give
rise to a unique tracial state τ on A, for which the enveloping von Neumann algebra M := A′′ ⊆
B(L2(A, τ)) is the hyperfinite II1-factor. Denote by Fn the image of Mk(n)(C) in A. Then for
given T1, . . . , Tr ∈A there exists an n0 such that they are all in Fn0 and thus Ti(Fn) ⊆ Fn for all
i ∈ {1, . . . , r} and n  n0. Putting Pn = Sn := Fn0+n we get a strong Følner sequence (relative
to C⊆A⊆ M) for T1, . . . , Tr : the two first conditions in Proposition 3.3 are obviously fulfilled
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numbers of (A, τ ) vanish in positive degrees.
Remark 6.11. Note that by [28, Corollary 3.2 & Theorem 3.3] neither the UHF-algebra nor
the irrational rotation algebra is the algebra associated with a discrete group or quantum group;
hence Example 6.10 and Example 6.9 provide honest new examples of dimension flat inclusions.
Remark 6.12. Generalizing Example 6.10, we may consider an arbitrary finite factor N and
an inductive system of the form (Mk(n)(N),αn) and the inclusion of the algebraic direct limit
A in the von Neumann algebraic direct limit M . Then, by exactly the same reasoning as in
Example 6.10, A has the strong Følner property relative to the chain N ⊆ A ⊆ M . Hence the
inclusion A ⊆ M is dimension flat even though A can be “far from amenable” (N might for
instance be a II1-factor with property (T)). Compare e.g. with [19, Conjecture 6.48] where it is
conjectured that for N =C and Γ a discrete group, dimension flatness of the inclusion CΓ ⊆ LΓ
is equivalent to amenability of Γ .
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