Introductory
Let W = C 0 (R + ); that is, continuous functions f : R + → R such that f (0) = 0. Let w denote a trajectory for standard Brownian motion in R satisfying w(0) = 0. Let (W, F, (F s,t ) 0≤s≤t<+∞ , P) denote the filtered Gaussian probability space associated with w, where F s,t is the Borel sigma algebra generated by the increments of continuous functions between s and t; (w(u)−w(v)) s≤v≤u≤t , F = ∪ 0≤s≤t<+∞ F s,t , and P is the probability measure associated with standard Brownian motion. That is, under P, w(0) = 0 with probability 1, for any collection (t 1 , . . . , t n+1 ) with 0 ≤ t 1 ≤ . . . ≤ t n+1 < +∞ the random variables (w(t j+1 ) − w(t j )) n j=1 are independent Gaussian random variables with w(t j+1 ) − w(t j ) ∼ N (0, t j+1 − t j ) and, for all s < t, s ≤ u ≤ v ≤ t, w(v) − w(u) is F s,t measurable.
Let E P denote the expectation operator with respect to P. Let V denote a smooth, bounded (time dependent) potential V : R + ×R → R. Using subscripts to denote derivatives with respect to the subscripted variable, consider the equation 
Consider now v (ǫ) = −ǫ log U (ǫ) and note that v (ǫ) satisfies
From the Feynman Kacs representation for U (ǫ) , given in equation (1) , v satisfies v (ǫ) (t, x) = −ǫ log E P exp − 1 ǫ φ(x + √ ǫw(t)) + t 0 V (s, x + √ ǫw(t − s))ds .
Suppose that φ and V are uniformly bounded. Let S n denote the space of functions f : R → R, with bounded derivativeḟ , such thatḟ is piecewise constant on intervals [
2 n ); that is, if f ∈ S n then there exist real numbers (λ j ) ∞ j=−∞ such thaṫ
where χ A denotes the indicator function for a set A. This notation will be used throughout. Let S = ∪ n S n . Then, by Varadhan's theorem from large deviations, it follows that v(t, 
The result is well known, but a full proof is given in section (3), for completeness of the presentation. The treatment is taken from Dembo and Zeitouni [5] , with appropriate simplifications, because only a special case of their setting is required here. This approach, of taking a partition over the time interval and letting the mesh size tend to zero, seems more appropriate in a situation where it is convenient to locate where Choice enters. Choice is used in the proof, but it seems clear that the statement of the result can be modified and the proof modified to produce a version of the result where the proof does not require Choice. Another full and elegant treatment may be found in Deuschel and Stroock [4] . The next question is whether or not there exists a minimiser in the space W 1,2 (R); namely, a trajectory at which the infimum is attained. For this specific problem, there exists a trajectory at which the minimum of the action functional is attained. This is a consequence of the relative weak compactness of a ball of finite radius in L 2 . The result was first established by Tonelli in [13] and [14] . It is treated in a more general framework by Cesari in [3] . The relative weak compactness of the unit ball in L 2 is crucial here.
The whole point at issue seems to be the existence of the minimising trajectory, because under the conditions in this article, having established existence of minimising trajectories, it is relatively straightforward to show that they satisfy the associated Euler Lagrange equations.
In more general problems within the Calculus of Variations, where the action functional does not satisfy some crucial hypotheses of the framework of Tonelli, there may not exist minimising trajectories, as may be seen, for example, in Ball and Mizel [2] and [1] , where examples are given of situations where global minimisers exist, but do not satisfy the Euler Lagrange equations and examples of situations where global minimisers do not exist.
In the example presented in section (4) of this article, the resulting process does indeed satisfy the Euler Lagrange equations in the limit, but it is shown that the trajectory picked out is not the minimiser. Therefore, the minimiser is not necessarily the trajectory that appears in representation of the 'viscosity' solution of the inviscid Burger equation using solutions to the associated Euler Lagrange equations.
Observation: It is the countable version of the Choice Axiom that is shown to lead to contradictory results in this article.
Let u (ǫ) = v (ǫ)
x , then u (ǫ) satisfies
Let u = lim ǫ→0 u (ǫ) , where the limit is taken in the relative weak topology in L 2 . Then the limit exists and satisfies 
If V is infinitely differentiable and uniformly bounded (as it is in the example considered in this article), then it is standard that for each (t, x) there exists a trajectory ξ (t,x) that minimises A subject to the constraint that ξ (t,x) (t) = x. Throughout, the following notation will be used: for a function f of two arguments,ḟ will be used to denote the derivative with respect to the first argument and f ′ will be used to denote the derivative with respect to the second argument. If f has only one argument, then either f ′ orḟ may be used to denote the derivative with respect to that argument. Usuallyḟ will be employed if the argument serves as a 'time' variable and f ′ will be used if the argument serves as a space variable. It follows that V ′ = V x and φ ′ = φ x . For the action functional defined by equation (5), relatively straightforward arguments using the relative weak compactness of the unit ball, show that there exists a trajectory where the global minimum of the action functional is attained and, having established existence, relatively straightforward arguments from the calculus of variations show that any minimiser satisfies the Euler Lagrange equations,
In general, solutions to equation (6) will not be unique if t is sufficiently large. Having established existence of trajectories where the global minimum is attained and that they solve equation (6) , it may be shown that the solution to equation (4) has representation in terms of the minimising trajectories. Let η solve
then u, the solution to equation (4) has a representation
where ξ solves equation (6) . It turns out that ξ also minimises the action functional (5) subject to the constraint that ξ(t) = x. These results are all standard and their proofs are all outlined in the article.
The counter example in section (4) gives an example where the viscosity solution to equation (4) may be constructed using trajectories which satisfy the Euler Lagrange equations, but that these trajectories necessarily do not minimise the action functional. The strategy is as follows:
The potential chosen is V (t, x) = cos(sin(t)) − cos(x + sin(t)).
The time dependence seems to be crucial here to manufacture a counter example. For fixed initial condition, there is uniqueness of solution to equation (3) . With this choice of potential, it is shown that there exists exactly one initial condition φ (ǫ)
x that yields a periodic solution to equation (3) . It is shown that these periodic solutions u (ǫ) converge (in the relative weak topology) to a limit u and that this is the only periodic solution of equation (4); φ x , the weak limit of φ (ǫ)
x is the only initial condition that yields periodic solutions to equation (4) . It is shown that there is necessarily a periodic modulo 2π solution to the Euler Lagrange equations involved in the construction of this periodic solution to equation (4) and, indeed, that all trajectories used in the construction, when run backwards, converge to a periodic trajectory. But it is shown that the only two periodic modulo 2π trajectories which solve equation
Note Periodic modulo 2π means that ξ(t) mod (2π) is periodic. It is shown that, for sufficiently large t, neither of these minimise the action functional
The problem became apparent following results in two articles by E, Khanin, Mazel and Sinai [6] and [7] . The article [10] presents analysis of the moments of the stochastic inviscid Burgers' equation, under a special case of the hypotheses considered in E, Khanin, Mazel, Sinai, which are of interest following the invariant measure proved in [7] . The article [7] used crucially the existence of trajectories where the minimum of the action functional is attained, that minimising trajectories satisfy the associated Euler Lagrange equations (7) , and that it is minimising trajectories that are used to construct the solution given in equation (8) to equation (4) . Conditioned on this step, every other part of the argument in the article [7] is clear.
The Inviscid Burgers Equation and the Euler Lagrange Equations
In general, for the inviscid Burgers' equation with smooth initial condition and smooth potential, there will be uniqueness of solutions to the associated Euler Lagrange equations with appropriate boundary data up to the onset of downward jumps. Up to the onset of downward jumps, there will be exactly one relevant Euler Lagrange trajectory and this will be the global minimiser. After the onset of downward jumps, there will be a family of solutions to the Euler Lagrange equation with relevant boundary data. The downward jumps must evolve in such a way that the inviscid Burgers equation is satisfied.
Since the material in section (2) is standard, the proofs are only sketched.
The Representation in terms of Euler Lagrange Trajectories Consider the equation
where φ is periodic and Lipschitz, and φ xx is bounded from above, and V is smooth and periodic, with all derivatives uniformly bounded. Let θ satisfy θ = u(t, θ)
Let u ′ denote the function such that u ′ (t, x) = u x (t, x) and letu denote the function such thaṫ u(t, x) = u t (t, x) and V ′ the function such that
and V ′′ such that V ′′ (t, x) = V xx (t, x). In short, for a function f ∈ C ∞ (R×S 1 ), where S 1 is used to denote the circle [0, 2π) where 0 is identified with 2π,ḟ denotes the derivative with respect to the first argument and f ′ denotes the derivative with respect to the second argument. If f is a function of only one variable, then eitherḟ or f ′ will be used to denote the derivative. Set u(t, x−) := lim y↑x u(t, y) and u(t, x+) = lim y↓x u(t, y). Then it follows that for all x, u(t, x−) ≥ u(t, x+) and, in particular, u(t, θ(t, x)−) ≥ u(t, θ(t, x)+).
Lemma 1. Let u satisfy equation (9) . Suppose that sup s,x |V ′ (s, x)| + sup s,x |V ′′ (s, x)| < +∞ and sup x φ ′′ (x) < +∞ and sup x |φ ′ (x)| < +∞. Then
where
That is, there is an upper bound on the derivative.
Proof Set w = u x . Then w satisfies
Letθ satisfy
It is clear that
From the hypotheses on φ and V , it follows that for any t < +∞,
w(s, x) ≤ C(t) < +∞ and the result follows.
Since the derivative is bounded from above, there can be no 'upward jumps' in a solution; any discontinuities have to be 'downward jumps'. The function of the next lemma is to show that when Euler Lagrange trajectories are being used to construct the solution, a trajectory is used until it enters a downward jump. After this, it is no longer used in the construction.
Lemma 2.
Recall that S 1 denotes the circle [0, 2π), with the identification 0 = 2π. Set
Then, for all (s, t) such that s ≤ t, S(s) ⊆ S(t).
Proof Recall the notation w = u x and set f (t, x) = w(t, θ(t, x)).
Recall thatθ = u(t, θ). Since θ(0, x) = x, it follows that θ x (0, x) ≡ 1, so that, directly from equation (10), together with the definition of f ,
for all t ≥ 0 and all x ∈ S 1 . Set σ(x) = inf{t|θ x (t, x) = 0}. It now follows directly from the upper bound in lemma (1) that θ x (t, x) ≡ 0 for all t > σ(x). Furthermore, for all 0 ≤ s ≤ t < +∞,
from which the result follows directly.
and note that |θ(t, D(t))| :
It follows that θ(t, x) = η(t, x) for all 0 ≤ s ≤ t where η satisfies equation (11) . It follows that, for x ∈ θ(t, D(t)),
where η satisfies equation (11) . Furthermore, for x ∈ θ(t, D(t)), the inverse η −1 (t, x) is uniquely defined. A cdlg version of the solution is given by equation (16) for x ∈ θ(t, D(t)) and u(t, x) = lim y↓x,y∈θ(t,D(t)) u(t, y) for x ∈ [0, 2π). Therefore, a trajectory η(t, x) which solves equation (11) is used in the construction for all t ∈ (0, σ(x)), but is not used for any t > σ(x).
The following computation shows how the downward jumps evolve. After the 'onset of downward jumps'; namely, for t > T where T = inf x σ(x), the set S(x) = {y|η(t, y) = x} may contain more than one element. But the choice of trajectories that may be used in the construction of the solution is not arbitrary. The equation (9) determines how the downward jump sites must evolve.
The Onset of Downward Jumps Consider the Inviscid Burgers' Equation (equation (4)). Suppose that φ is 2π periodic and V is 2π periodic in both variables, with 2π 0 φ(x)dx = 0 and 2π 0 V (t, x)dx = 0 for each t ≥ 0. Then it is straightforward to compute that
whereθ satisfies equation (13) . It follows that
Suppose that u(t, .) has a 'downward jump' at site θ(t). The following analysis shows how the position of the downward jump evolves in time. Since u ∈ L ∞ , consider integration against test functions ψ ∈ L 1 .
Lemma 3 (Downward Jump Evolution). If a downward jump develops, found at site θ(t) at time t, then θ(t) evolves according to the equatioṅ
Proof (sketch) of lemma (3) The calculation leading to formula (18) is now outlined. Assume that a downward jump in the space variable develops at site θ(t), time t and continues along trajectory θ(s) for s ≥ t. Consider test functions ψ (δ) ∈ C ∞ , such that ψ (δ) (s, x) = 0 for all s < t, sup 0<δ<1 sup (s,x)∈R + ×R |ψ (δ) (s, x)| < K < +∞ for some K and with support within a tube of radius δ around the graph (s, θ(s)) s≥t . Suppose, furthermore, that ψ (δ) are chosen in such a way that there exists a function f ∈ C ∞ (R) such that f (s) = 0 for s ≤ t and ψ (δ) (s, θ(s)) = f (s) for all δ > 0 and s ≥ t. Then, from equation (17) it follows that
Equation (18) follows, thus proving lemma (3).
The Large Deviations and Calculus of Variations Arguments
Suppose V ∈ C ∞ (R + × R) is smooth, bounded and periodic in both variables. This section outlines the standard and well known arguments to show that the viscosity solution to the inviscid Burgers equation may be represented in terms of the velocity of solutions to the associated Euler Lagrange equations, that these solutions are the critical points of the associated action functional and that they are minimising trajectories of the action functional.
Let U (ǫ) (t, x; φ) denote the solution to the equation
where φ is a bounded Lipschitz function. Set
A weak limit u in L 2 of (u (ǫ) ) ǫ>0 will provide a 'viscosity' solution to the equation
Writing out the Feynman -Kac representation of the solution to equation (19), using E P as expectation over standard Brownian motion with initial condition w 0 = 0 gives
The following presents a special case of Varadhan's theorem.
Theorem 1 (Varadhan). Suppose that V is smooth and bounded and that φ is Lipschitz and bounded. Let S n denote the space of functions
k=1 is a collection of real numbers. Let S = ∪ n S n . Then
Proof The proof of this basically follows Dembo and Zeitouni [5] , with appropriate simplifications because only a special case of their results is required here. The proof is carried out in steps. Firstly, set t 
Let Q (ǫ,n) denote the probability measure with respect to Z = (Z j ) 2 n j=1 . Then, using E (n,ǫ) to denote expectation with respect to the probability measure Q (ǫ,n) , set
For λ ∈ R 2 n , set
Let Λ (n) * denote the Fenchel-Legendre transform of Λ (n) ; namely, for x ∈ R 2 n , set
and note that
The following result is a simplified version of the Grtner -Ellis theorem, following the presentation in [5] .
Proof of Theorem (2) Part 1: Upper bound. Consider any closed and bounded set F ⊂ R 2 n . Let χ A denote the indicator function of a set A. Recall that Z j are independent, identically distributed N (0,
Then, because the (Z j ) 2 n j=1 are independent,
Since F is closed and bounded, there is a pointx ∈ F at which the infimum is obtained. Then
The inequality holds for all λ and, in particular, for λ = 2 n ǫtx . It follows from equation (25) that for any closed bounded set F ,
Now the result is extended to arbitrary closed sets. Consider a closed set F and letx denote a point such that Λ (n) * (x) = inf x∈F Λ (n) * (x). It is easy to see that such a point exists, because F is closed and Λ (n) * is quadratic and convex. Choose a δ > 0 and choose a ρ such that
By Chebychev's inequality, for all α > 0,
It follows that, for ρ > 0,
Equation (28), holds for all closed bounded sets F . This yields
Choose ρ such that
it therefore follows that lim sup
The upper bound of theorem (2), given in equation (26), for arbitrary closed sets, has therefore been established.
For the lower bound advertised in equation (27), consider an open set G ⊂ R 2 n . For any point y ∈ G, there exists a δ(y) > 0 and a ball B y,δ(y) such that B y,δ(y) ⊂ G. It is therefore sufficient to prove that for all y ∈ R 2 n ,
Let C(n) denote the volume of the unit ball in R 2 n . Then
The lower bound follows directly. The proof of theorem (2) is therefore complete.
The approach to proving theorem (1) is firstly to prove a discrete version, given by proposition (1) and then take a limit, which is the subject of lemma (4). Theorem (1) then follows from proposition (1) followed by lemma (4).
Proposition 1 (The Laplace Method). Let V be smooth and bounded. Let Y (n) be defined as in equation (22) and note thatẎ (n) (s, z) =
Note that for z ∈ R 2 n ,
Then, with U (ǫ,n) defined in equation (23),
Proof To make the notation slightly more convenient, for z ∈ R 2 n , the following is used:
Step 1: Upper bound. For any open set G ⊂ R 2 n ,
from which it follows directly, by theorem (2) equation (27), that
Set m = inf y∈R 2 nÃ (n) (y) and, for δ > 0, set G δ = {z|Ã (n) (z) − m < δ}. Using the continuity of A, it is easy to see that G δ is an open subset of R 2 n . By taking G = G δ in equation (27) from theorem (2) and letting δ → 0, it follows that
Part 2: Lower bound. Recall that m = inf y∈R 2n A(y). Set
Fix a δ > 0 and, for 0
N , A are closed sets and that
j is closed for each j ∈ {0, 1, . . . , N }, it follows from the upper bound given by equation (26) in theorem (2) that
Furthermore, since A is closed, it follows from the upper bound given by equation (26) from theorem (2) that
N , A is a finite collection of sets, it follows directly that
for all δ > 0 and hence that
The proof of proposition (1) is complete.
Recall that
Note that proposition (1) has proved that
The aim is to let n → +∞.
Proof Let w (ǫ) = √ ǫw; namely, a one dimensional Brownian motion with diffusion coefficient
Note that Z j are independent identically distributed random variables, each with distribution
Then, using E to denote expectation with respect to the Brownian motion w (ǫ) , and using Z as in equation (32), it follows by Hlder's inequality that
Similarly, by Hlder's inequality, it follows that
Now, setC = t sup x sup s |V (s, x)| + sup x |φ(x)| and note that
and
Set
Note that inequalities (33) and (34), using inequalities (35) and (36) now yield
Now, set C = sup t sup x |V x (t, x)| and recall that C < +∞ by the hypotheses on V . Set
then
It is clear, from the basic property of Brownian motion that increments over disjoint time intervals are independent, that X k are independent and identically distributed. Since x + w (ǫ) (t) = Y (n) (t, Z), Taylor's expansion theorem, together with the fact thatw (ǫ) (
so that, for a random variable X with the same distribution as X k ,
and note that 2η > X k . From Revuz and Yor [12] page 55 proposition 1.8, Proposition 2. Let β denote a standard Brownian motion with β(0) = 0 and let S(t) = sup 0≤s≤t β(s). Let P denote the probability measure under which β is a standard Brownian motion. Then
From equation (38), it follows thatη
Using Q to denote the probability measure with respect to the process w (ǫ) , it follows directly that
ǫt . It follows that
Using the inequality 1 + ae b ≤ e a+b for all a ≥ 0 and all b ∈ R, it follows that
It follows that
and, similarly, that
Putting this into the inequalities (37) yields lemma (4) directly.
Proof of theorem (1)Recall that
and that
It follows directly from the fact that S n ⊂ S m for m > n, together with the analysis given above, that
and theorem (1) is proved.
It is now shown that, assuming Tychonov's theorem, hence relative weak compactness of the unit ball in L 2 , the minimiser exists. It is then shown that if the minimiser exists, then it satisfies the Euler Lagrange equations.
Theorem 3 (Existence of the Minimiser). Consider the action functional
Then, using the fact that a ball of finite radius in L 2 is compact in the relative weak topology, there exists a trajectoryỹ such that
Proof Consider the sequence (ẏ n ) ∞ n=1 , and take a subsequence (ẏ n
and because any ball of finite radius in L 2 is compact in the relative weak topology. Letỹ denote the function such thatỹ(0) = x, with derivativeẏ. It follows by choosing test functions
and, furthermore, using equation (42) and Hlder's inequality,
and hence, because V and φ are smooth and uniformly bounded with uniformly bounded first derivatives, it follows by the dominated convergence theorem that
Sinceẏ n k →ẏ in L 2 with the relative weak topology, it follows from standard results that convergence is almost everywhere and hence, by Fatou's lemma,
It therefore follows that
and hence that the trajectoryỹ is a minimiser;
The proof of theorem (3) is complete.
Theorem 4. For 0 ≤ s ≤ t, the minimiserỹ in theorem (3) satisfies the Euler Lagrange equations
Proof of theorem (4) The proof is sketched; in this case, the fact that the minimiser satisfies the Euler Lagrange equation is standard, following the arguments of Tonelli in [13, 14] . Consider
Since, for any z ∈ W 1,2 ([0, t]) with z(t) = 0, lim ǫ→0
from which theorem (4) follows directly.
It now remains to identify u(t, x) =η(t, η −1 (t, x)) where η solves equation (7) and minimises the action functional.
Theorem 5. Let V ∈ C ∞ (R 2 ) be smooth and bounded and let φ ∈ C ∞ (R) be smooth and bounded. Let u (ǫ) solve
Let u denote any weak in L 2 limit point of (u (ǫ) ) ǫ>0 . Then there is a representation of the solution u, u(t, x) =ξ (t,x) (t), where ξ is the trajectory which provides a minimum for the action 
Proof of theorem (5) It has already been shown that any limit point u has the representation
Furthermore, it has been shown that the minimising trajectory ξ exists and satisfies the Euler Lagrange equations (43). The identification that u(t, x) =ξ(t) where ξ is a minimising trajectory subject to the constraint that ξ(t) = x is completed as follows: Let (ψ(s, t, x)) t s=0 denote a trajectory that minimises
subject to the conditions ξ(t) = x. Then, using the arguments of the proof of theorem (4), the variational calculus yields that ψ satisfies
where V ′ denotes (as usual) derivative of V with respect to the second argument of V and ψ s (0, t, x) = φ ′ (ψ(0, t, x)). Furthermore, ψ(t, t, x) ≡ x, so that ψ x (t, t, x) ≡ 1. It follows, using integration by parts, that
which is the advertised result. Theorem (5) is proved.
One final lemma is required to finish this section, which will be used in the sequel. In section (4), periodic solutions to the Burgers equation will be considered, therefore the initial condition will depend on ǫ.
Lemma 5. Let w (ǫ) denote a Brownian motion with diffusion ǫ, with w (ǫ) (0) = 0. Set
Let (φ (ǫ) ) ǫ>0 denote a family of functions satisfying sup x sup 0<ǫ≤1 |φ (ǫ) (x)| < C < +∞ for some constant C, and such that
Then, for any T < +∞,
Proof This follows directly from noting that
It follows directly that
and lemma (5) follows directly.
The Counter Example
The following example provides an example in which solutions to the Euler Lagrange equations
that provide the representation u(t, x) =η(t, η −1 (t, x)) to the solution of the inviscid Burgers equation
are necessarily not the global minimisers of the associated action functional, for any x ∈ [0, 2π], for all t > T > 0 where, in the example given, T = 2π.
The potential V (t, x) = cos(sin t) − cos(x + sin t) will be used, so that V x (t, x) = sin(x + sin t) and φ will be chosen as the unique initial condition so that the solution u is 2π periodic in both variables.
The viscous Burgers' equation under consideration is therefore
where φ (ǫ) will be chosen to provide space / time periodic solutions and the Inviscid Burgers' equation under consideration is the viscosity limit, which satisfies
where φ is the limit of φ (ǫ) and provides space / time periodic solutions. It will be shown later that for all ǫ ≥ 0, there exists a unique solution to equation (44) and for all ǫ ≥ 0, there exists exactly one function φ (ǫ) that yields periodic solutions of equation (44). The functions φ (ǫ) have a limit φ, such that sup x∈[0,2π) lim ǫ→0 |φ (ǫ) (x) − φ(x)| = 0, and φ x is the unique initial condition that yields periodic solutions to the inviscid Burgers equation (45). For the periodic solutions u (ǫ) , there is a unique viscosity limit u, which is the unique periodic solution to equation (45). Attention is restricted to periodic solutions to equations (44) and (45).
The associated action functional is
Let φ ′ (x) = φ x (x). Using subscripts to denote derivatives with respect to the subscripted variable, easy variational calculus arguments yield that the critical points of the action functional with constraint ξ(t) = x satisfy ξ(s) = ξ(s; t, x) for 0 ≤ s ≤ t, where ξ(.; t, x) satisfies ξ ss (s; t, x) = sin(ξ(s; t, x) + sin s) ξ(t; t, x) = x, ξ s (0; t, x) = φ ′ (ξ(0; t, x)).
Now suppose that equation (45) with initial condition φ = φ (1) where that φ (1) is differentiable at 0 and satisfies φ Now consider equation (45) with boundary data φ = φ (2) , where φ (2) is differentiable at π with φ Proof of lemma (6) Solutions (48) and (49) 
Note thatξ(0) = −2. Compare with the trajectory
Then ψ((2n + 1)π) = ξ((2n + 1)π) = 0 andψ (0) The right hand side is bounded independent of n and the action in (52) is increasing linearly in n. The statement in lemma (6) for equation (49) also holds. The proof of lemma (6) is complete.
The crucial point is to show that one of the trajectories ξ given by equation (48) or (49) is necessarily a trajectory connected with solutions of the inviscid Burger's equation.
Let η(t; q, p) denote the solution to the equation
Several lemmas are required. The line of approach is as follows: firstly, initial conditions (q, p) which yield periodic (modulo 2π) solutions to the Euler Lagrange equations (53) are considered. It is shown that (q, p) = (0, 0) and (q, p) = (π, −2) are the only two, yielding solutions (modulo 2π) η(t) = t − sin(t) and η(t) = π − t − sin(t) respectively. Next, it is shown that there exists exactly one space / time periodic solution to the inviscid Burgers equation and that this is obtained as the viscosity limit of periodic solutions to the viscous Burgers equations. Finally, it is shown that a periodic solution to the Euler Lagrange equation is necessarily associated with the periodic solution to the inviscid Burgers equation in the construction given by equation (8) . It has been shown in lemma (6) that neither of the periodic solutions minimise the action functional.
Firstly, let η solve equation (53) and set Y (t) = η(t) − sin(t) + t and set X(t) = Y (−t). Note that X satisfiesẌ = sin(X − t) + sin(t).
Lemma 7. Let X denote solution to the equation
where X : R → S 1 = [0, 2π); that is, x = x + 2π. Only the initial conditions (x, y) = (0, 0) and (x, y) = (π, 2) yield periodic solutions of period 2πk for some k ∈ Z. The corresponding periodic solutions on S 1 are of period 2π and are X(t) ≡ 0 and X(t) = π + 2t.
Proof Consider solutions to equation (54) in R. A solution of period 2πl in S 1 will satisfy
for some integer C and some collection (α k ) ∞ k=−∞ such that α k = α * −k , where α * k is used to denote the complex conjugate of α k . Set
Equation (54) yields
Using K to denote the Kroneker delta function
it follows directly from equation (56) that
Let (α) ∞ k=−∞ denote a solution to equation (57). Then an easy differentiation of equation (58) 
Taking a power series expansion of φ yields
Forα such that X(t) =
t , where X is a real solution to equation (54), it is clear (usingẌ = sin(X − t) + sin(t)) that |Ẍ| ≤ 2, from which it follows directly that
for each k = 0. It also follows easily from equation (58) that
Taylor's expansion theorem yields
The expansion given by equation (63) is easily justified by considering the a priori bound on the derivatives given by inequality (62) and also the a priori bound on α andα given by inequality (61). Expanding this gives
By comparing equations (60) and (64), it follows that for all (k 1 , . . . , k n ) :
From equation (58), note that
Let K = (2π + 4l 2 ∞ j=1 1 j 2 ), so that, using bounds (61) and (62), together with |α 0 | < 2π,
Stirling's formula, found in [8] page 327 yields that 
Now consider equation (59)
. For C = l there is no solution; For C = 0, this yieldsα k = 0 for all k = 0, ±l and
For this to satisfyẌ = sin(X − t) + sin(t) requires − sin(α 0 + t) + sin(t) = sin(α 0 − t + sin(α 0 + t) − sin(t)) + sin(t), and the only solution occurs when α 0 = 2nπ, yielding X(t) ≡ 2nπ for n ∈ Z, from which it follows that X(t) ≡ 0 on S 1 .
For C = 2l, this yieldsα k = 0 for all k = 0, ±l and the equations yield
It follows that α 0 must satisfy
This requires α 0 = (2n + 1)π, yielding
For C = 0, l, 2l, the equations yield
and it is easy to see that there are no solutions to
for C = 0, l, 2l. The result is established.
Several lemmas connected with the Burgers' equation are necessary. They are all standard and inserted for completeness. Their aim is to show that, with the potential under consideration, there exists a periodic solution to the inviscid Burgers equation which arises as a viscosity limit and that there necessarily exists one periodic solution to the Euler Lagrange equations used in the construction of any periodic viscosity solution to the inviscid Burgers equation.
Firstly, it is established that 2π 0 u (ǫ)2 (t, x)dx is bounded, where the bound does not depend on t or ǫ > 0. This is standard; the proof is included for completeness. 
(67)
. If
Let w denote a standard Brownian motion, with w 0 = 0. Let w s,t = w t − w s . Let P denote the probability measure associated with w and let E P [.] denote expectation with respect to P. The solution to equation (68) has Kacs representation
Using representation (69) of the solution to equation (68), it follows that
Now, since 2π 0 v (ǫ) (t, x)dx = 0 and v (ǫ) (t, .) is continuous, it follows that there exists a point x(t) such that v (ǫ) (t, x(t)) = 0. It follows that
Therefore, sup x |v(s, x)| ≤ 2π u(s) . Using this, together with 2π 0 v (ǫ) (t, x)dx = 0, it follows from inequality (70) that
This may be rewritten as
Equation (67) yields
Directly from equation (72), it follows that C 1/2 (t + s) ≤ C 1/2 (s) + K 2 t. This may be written, for r < t + s, as
, squaring both sides yields
]. The inequality (71) may then be applied, giving
], it follows (taking τ in the place of t + s) that
, so that
Since this holds for all T , the result follows directly.
The a priori bound in lemma (8) is a useful step for establishing existence of periodic solutions to the Burgers' equation under consideration. 
Proof Let u (1) and u (2) denote two solutions, set S = u (1) + u (2) and D = u (1) − u (2) . Let D(t, x) = n λ n (t)e inx . Since 
Let w (ǫ) denote Brownian motion with diffusion ǫ and set
Then, let E (P ) denote expectation with respect to w (ǫ) ,
so that D ≡ 0. This holds for all ǫ ≥ 0.
Lemma 10. Let S be a bounded function, 2π periodic in both variables, satisfying
Then there exists a number k ∈ N such that for all s ∈ R and all (x, y)
Proof Set 
from which, for all n ∈ Z,
Furthermore, Q nm (s, s + t) = Q nm (s + 2π, s + 2π + t) for all (s, t) ∈ R 2 . For any sequence t 1 , t 2 , . . . t k , with t 0 = 0 (where multiplication is taken in the sense of matrix multiplication),
That is,
For fixed s, let Q denote Q(s, s+2π). It is clear that one may construct a decomposition Q = AP , where P is orthonormal, P * nm = P −n,−m , A nm = 0 for |m| ≥ |n| + 1 and A * nm = A −n,−m . Since m |Q nm | 2 = 1 and P is orthonormal, it follows that for each n ∈ Z,
Note that A 00 = 1 and P 00 = 1. Set
and set R = Z\S. Set
and, for n ≥ 0,
It is clear that for all n ∈ N, T (n+1) ⊆ T (n) . SetŜ = ∩ n≥1 T (n) . Note that Q N n0 = 0 for all n ∈Ŝ and all N ≥ 1. Let Q (S) denote {Q mn |(m, n) ∈Ŝ ×Ŝ} and note that Q N nm = Q 
and note thatÃ
it follows that
From this, it follows that
By construction, it is clear that for each n ∈R, Since this holds for all t ∈ R, it follows that Z s,t (y) = c(s, t) + y.
It follows that
∂ ∂s c(s, t) = S(s, c(s, t) + y). The result follows.
Lemma 11. For each fixed ǫ ≥ 0, there exists an initial condition u (ǫ) (0, .) which provides a solution, 2π periodic in both x and t, to the equation
satisfying u (ǫ) (t) ≤ 9π for all t ≥ 0 and 
Proof Note that equation (75) is simply equation (67) with V (t, x) = − cos(x + sin(t)). Here K 1 = K 2 = 1, so that the L 2 norm is uniformly bounded. The line of proof is as follows: firstly, existence of a periodic solution for ǫ > 0 is established, then uniqueness for ǫ > 0. With the uniform bounds on the L 2 norm, existence of periodic solution for ǫ = 0 follows from existence of periodic solution of u (ǫ) , together with the uniform bounds in ǫ on the L 2 norm. Finally, uniqueness for ǫ = 0 is then proved. From the uniqueness results, it therefore follows that u (ǫ) converges in L 2 , in the relative weak toplogy, to u. Part 1: Existence for ǫ > 0 Let U (ǫ) satisfy the equation
where U 0 is a non negative, bounded initial condition. Consider the operator T :
where S 1 here (as stated before) is the circle [0, 2π); the real line with the identification x = x + 2π. Note that
where U (ǫ) is the solution to equation (76). Note that this is a bounded operator;
Let r(T ) = sup λ∈σ(T ) |λ|, where σ denotes spectrum. By theorem VI.6 page 192 from Reed and Simon [11] , r(T ) = lim n→+∞ T n 1/n 2 . It follows that exp{2π/ǫ} ≥ r(T ) ≥ exp{−2π/ǫ}. The operator T is compact. Therefore, by the Riesz -Schauder theorem (Reed and Simon [11] Theorem VI.15 page 203), σ(T ) is a discrete set having no limit points except perhaps for 0. Therefore, there exists an eigenvalue λ such that |λ| = r(T ) and this eigen value is of finite multiplicity.
Let φ = α + iβ denote an eigenfunction, with φ 2 = α 2 + β 2 = 1, where α and β are real functions, such that T φ 2 = r(T ). Since φ (by hypothesis) maximises From this, θ = 0 or π, from which it follows that λ = r; the eigenvalue is real and the eigenfunction may be taken as real and non negative. Since U (ǫ) (2π, ., φ) is strictly positive for φ ∈ L 2 non negative with φ 2 = 1, it follows, since φ = 1 r U (ǫ) (2π, ., φ), that φ is strictly positive. Set
This initial condition will provide periodic solutions to equation (75).
Part 2: Uniqueness for ǫ > 0. Suppose that there are two periodic solutions, u (ǫ,1) and u (ǫ,2) , both of period 2πk in the time variable. Set D = u (1) − u (2) and S = u (1) + u (2) . Firstly, by lemma (8),
Next, for ǫ > 0, S(t, .) ∈ C ∞ ([0, 2π]) for all t ≥ 0. Since S is periodic in both variables, this implies that there exists a constant C < +∞ such that sup t,x |S(t, x)| < C. Let (α n (t)) n∈Z denote the Fourier coefficients of D; that is D(t, x) = n α n (t)e inx . Let β n = αn in for n = 0 and β 0 ≡ 0. SetD = n β n (t)e inx . ThenD x = D. Note thatD satisfies
∂ ∂x and let q(t; x, y) denote the solution to ∂ ∂t q(t; x, y) = L(t, x)q(t; x, y) q(0; x, y) = δ 0 (x − y).
Let Q denote the semigroup defined by
Qf (x) = q(2π; x, y)f (y)dy and note that for all integer N ≥ 0D
Because there exists a constant C < +∞ such that sup t,x |S(t, x)| < +∞, it therefore follows by standard and straight forward results, for ǫ > 0 that inf 0≤x≤2π inf 0≤y≤2π q(2π; x, y) > 0, where the inequality is strict. From this, it follows that Q is the one step transition kernel of an ergodic (discrete time) time homogeneous Markov chain and hence a standard application of the Ergodic theorem yields that lim N →+∞ q(2N π, x, y) →q(y), independent of the initial condition x. Sincẽ D is periodic, it follows that for all N ≥ 0,D(0, x) =D(2N π, x) = q(y)D(0, y)dy ≡ C where C is a constant. Since 2π 0D (0, x)dx = 0, it follows that C ≡ 0 and hence thatD ≡ 0.
It follows that, for all ǫ > 0, there exists a unique initial condition for equation (75) that provides solutions which are 2π periodic in the space variable and periodic in the time variable, and that the solution is unique. In the time variable, the periodic solution has period 2π.
Uniqueness for ǫ = 0 Consider equation (75) with ǫ = 0. Suppose there exist two solutions 2π periodic in the space variable and 2πk periodic in the time variable. Denote the solutions by u (1) and u (2) . Set S = u (1) + u (2) . Then, as before, it is easy to see that there is a functionD such thatD x = u (1) − u (2) and such that 2π 0D (t, x)dx ≡ 0, satisfying
Let Z denote the process defined by the relation
In particular, it holds for all non negative integer N that
From lemma (10) , it follows thatD(0, .) is constant on intervals (x + (j − 1)
k ) for some positive integer k and some x ∈ [0, 2π k ). But since u (1) − u (2) is bounded, it follows thatD(t, .) is Lipschitz in x for each t and hence constant (in the x variable). Since Using lemma (8) , there exists a weakly convergent subsequence of u (ǫ) with limit u, which is 2π periodic in both variables. Any such limit u is a solution to equation (75) for ǫ = 0. Since there exists exactly one periodic solution to equation (75) for ǫ = 0, it follows that the sequence u (ǫ) converges in L 2 , in the relative weak topology, to u. The proof of lemma (11) 
Proof of lemma (12) Firstly, lemma (10) gives that there exists a positive integer k such that for all x ∈ [0, 2π) and y ∈ [0, 2π), lim t→+∞ |k(θ(t, x) −θ(t, y))| = 0.
Note thatθ(t, x) = θ(−t, x), where θ solves θ (t, x) = u(t, θ(t, x)), θ(0, x) = x.
Set
S := {(q, p)|q ∈ S 1 , p = −u(0, q)}
and set T : S → S, defined such that T (q, p) = (θ(2π, q), −u(2π,θ(2π, q)).
Then it is clear by lemma (2) , from the construction of the solution to the inviscid Burgers equation, given by the method of characteristics, described in section (2) that for all n ≥ 0,
Then it is clear thatS is non empty and that TS =S. Furthermore, from equation (78), it follows that there exists a positive integer k such that S = {(q + 2πj k , −u(0, q + 2πj k )|j = 0, 1, . . . , k}.
It is now shown thatS consists of a single point; eitherS = {(0, 0)}, orS = {(π, 2)}.
By construction, the points q + 2πj k provide initial conditions that give periodic solutions to the equationθ = u(t, θ).
Note that θ(−t, .) =θ(t, .). From the construction, the trajectories θ with these initial conditions survive for all time in the construction of the inviscid Burgers equation described in section (2). They are not absorbed into a downward jump and therefore they satisfy θ = sin(θ + sin(s)) θ(0) = q + x converges in L 2 , in the relative weak topology to φ x and, furthermore, sup 0≤ǫ≤1 φ (ǫ)
x 2 ≤ 6π + 6(1 + π) by lemma (8) . It follows by the Ascoli Arzela lemma that φ (ǫ) has a limit φ such that lim ǫ→0 sup 0≤x≤2π |φ (ǫ) (x) − φ(x)| = 0.
Completing the Counter Example The arguments given in the previous sections are all standard and yield the following: let u (ǫ) denote the unique periodic solution to equation (75), then the sequence u (ǫ) is convergent in L 2 , in the relative weak topology, to a limit u, which provides the unique periodic solution to equation (75) 
where η solves η = sin(η + sin t) η(0, x) = x,η(0, x) = φ x (x).
This may be rewritten as u(t, x) =ξ (t,x) (t)
where ξ solves ξ (t,x) (s) = sin(ξ (t,x) (s) + sin(s)) 0 ≤ s ≤ t ξ (t,x) (t) = x,ξ (t,x) (0) = φ x (ξ (t,x) (0)).
Furthermore, it was also established that the solutions ξ used in representation (84), which solve equation ( Lemma (7) showed that, modulo 2π, there existed only two such trajectories; θ(t) = −t + sin(t) andθ (t) = π + t + sin(t).
Since these intersect, thereforeS can have at most one point. The point (q, p), where (q, −p) ∈S represents the initial condition (η(0),η(0)) = (q, p) for trajectories solving equation (83) that survive for all time in the construction (82) of periodic solutions to the inviscid Burgers equation. It follows thatD contains exactly one point, either (0, 0) or (π, 2). It follows that there is exactly one Euler Lagrange trajectory in the construction of the solutions to the inviscid Burgers' equation that survives for all time and that the trajectory is EITHER ξ(t) = t − sin(t) OR ξ(t) = π − 2t − sin(t).
But lemma (6) proves that neither of these minimise the associated action functional for t ≥ 2π. It shows that for any periodic solution to the inviscid Burgers' equation under consideration, there necessarily exist trajectories of the associated Euler Lagrange equation used in the construction which do not minimise the action functional. It follows that the minimising trajectories do not yield periodic solutions to the inviscid Burgers' equation.
For sufficiently large t, the periodic viscosity solution to the equation u t + 1 2 (u 2 ) x = sin(x + sin t) therefore may not be constructed using the associated Euler Lagrange equations which minimise the action functional. A counterexample has therefore been given to the assertion that the viscosity solution to the inviscid Burgers' equation in the case of smooth, bounded space / time periodic potentials may always be constructed from the Euler Lagrange trajectories that minimise the associated action functional.
On the other hand, a full proof of this assertion exists, and has been outlined in this note, if Tychonov's theorem is assumed. The negation of Tychonov's theorem implies the negation of the Axiom of Choice. It follows that Tychonov's theorem, and hence the Axiom of Choice lead to contradictions and are therefore inadmissible in mathematical analysis.
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