Abstract. For d 2, we prove the existence and uniqueness of heat kernels to the following time-dependent second order diffusion operator with jumps:
where a = (a i j (x)) 1 i, j d is a d×d-symmetric positive definite matrix-valued measurable function on
are measurable functions and µ x (dz) is a family of Lévy measures, with that a, b, c, µ enjoy some continuity with respect to x (see [21] ). On the other hand, from the probabilistic viewpoint, consider the following SDE with jumps: dX t = σ(X t )dW t + b(X t )dt + where σ(x) = √ a(x), g(x, z) :
Brownian motion, while N is a Poisson random measure with intensity measure ν, andÑ is the associated compensated Poisson random measure. Under some Lipschitz assumptions in x-variable on σ(x), b(x) and g(x, z), it is well knownn that the above SDE admits a unique strong solution, which defines a strong Markov process whose infinitesimal generator L is of the form (1.1) with µ x (dz) = ν • g −1 (x, ·)(dz) (see [20] ). A natural question is whether SDE (1.2) has a (weak) solution without Lipschitz assumption on σ(x), b(x) and g(x, z), and how about its density.
In this work we are concerned with the existence, uniqueness, and estimates of fundamental solutions of time-dependent version of the operator L in (1.1), with minimal regularity assumptions on a(t, x), b(t, x) and κ(t, x, z), where κ(t, x, z) := |z| d+α µ t,x (dz)/dz. More precisely, we shall consider the following time-inhomogeneous and non-symmetric non-local operators: 
Here a(t, x) := (a i j (t, (1.4)
The above in particular implies that for each T, M > 0, all κ ∈ [0, M], t ∈ (0, T ] and x ∈ R d ,
where C 1 depends on T, M, d, α. For notational convenience, define for γ, λ ∈ R, t > 0 and It is easy to check that we can rewrite (1.5) as C −1 ξ λ,0 (t, x) + κη α,2 (t, x) p κ (t, x) C ξ λ −1 ,0 (t, x) + κη α,2 (t, x) (1.7)
for some C 1 depending on T, M, d, α.
When κ(t, x, z) = A(d, −α)1 |z| 1 , L κ is just the truncated fractional Laplacian operator∆ α/2 :
It follows from [8] that the heat kernel of∆ α/2 , denoted byp α (t, x, y) =p α (t, x − y), exists and it is jointly continuous and has the following estimates: there are constants C i = C i (d, α) > 1, i = 1, 2 such that
(1.8)
Throughout this paper, we assume d 2 and make the following assumptions on a and κ: (H a ) There are c 1 > 0 and β ∈ (0, 1) such that for all t > 0 and x, y ∈ R d , |a(t, y) − a(t, x)| c 1 |y − x| β , (1.9) and for some c 2 The following are the main results of this paper. See (2.28) below for the definition of spacetime Kato class K 2 of functions on R × R d . We will see from Proposition 2. 
(1.14)
Moreover, the following hold. [25] .
The following corollary follows immediately from Theorems 1.1 and 1.3.
In the truncated case, we consider the following two conditions on κ: 
Heat kernel analysis takes an important place in PDE and in probability theory, as heat kernel encodes all the information about the corresponding generator and the corresponding Markov processes. Since explicit formula can only be derived in some very special and limited cases, the main focus of the heat kernel analysis is on its sharp estimates. While it is relatively easy to get some crude bounds, obtaining sharp two-sided bounds on the heat kernel is typically quite delicate and challenging. It requires deep understanding of the corresponding generator. For second order elliptic operators and diffusion process, a lot is known and there are many beautiful results . For instance, the celebrated Aronson's estimate [1] asserts that the heat kernel for uniformly elliptic operators of divergence form with measurable coefficients has two-sided Gaussian-type bounds. Aronson's estimate also holds for non-divergence form elliptic operators with Hölder continuous coefficients; see Theorem 2.3 below.
The study of heat kernel for non-local operators is relatively recent, propelled by interest in discontinuous Markov processes, as many physical, engineering and social phenomena can be successfully modeled by using discontinuous Markov processes including Lévy processes. The infinitesimal generators of discontinuous Markov processes are non-local operators. During the past several years there is also many interest from the theory of PDE (such as singular obstacle problems) to study non-local operators; see, for example, [4, 23] and the references therein. Quite many progress has been made in the last fifteen years on the development of the DeGiorgi-Nash-Moser-Aronson type theory for symmetric non-local operators. For example, Kolokoltsov [22] obtained two-sided heat kernel estimates for certain stable-like processes in R d , whose infinitesimal generators are a class of pseudo-differential operators having smooth symbols. Bass and Levin [2] used a completely different approach to obtain similar estimates for discrete time Markov chain on Z d , where the conductance between x and y is comparable to |x − y| −n−α for α ∈ (0, 2). In Chen and Kumagai [11] , two-sided heat kernel estimates and a scale-invariant parabolic Harnack inequality (PHI in abbreviation) for symmetric α-stablelike processes on d-sets are obtained. Recently in [12] , two-sided heat kernel estimates and PHI are established for symmetric non-local operators of variable order. The DeGiorgi-NashMoser-Aronson type theory is studied very recently in Chen and Kumagai [13] for symmetric diffusions with jumps. We refer the reader to the survey articles [5, 19] and the references therein on the study of heat kernels for symmetric non-local operators. However, for nonsymmetric non-local operators, much less is known. In [3] , Bogdan and Jakubowski considered a fundamental solution to the non-local operator ∆ α/2 +b(x)·∇ with α ∈ (1, 2) and b belonging to some Kato's class, and obtained its sharp two-sided estimates. The uniqueness of fundamental solution to ∆ α/2 + b(x) · ∇ and its connection to stable processes with drifts are settled in Chen and Wang [15] . In [26] , Xie and Zhang studied the critical case a(t, x)∆ 1/2 + b(t, x) · ∇. Heat kernels for subordinate Brownian motions with drifts have been studied in [7] and [6] . Chen and Wang [14] studied heat kernel estimates for ∆ α/2 under non-local perturbation, while Wang [25] investigated heat kernel for ∆ perturbed by non-local operators. Recently, Chen and Zhang [16] obtained sharp two-sided estimates, gradient estimate and fractional derivative estimate of the heat kernel for general non-local and non-symmetric operator L κ with κ(t, x, z) = κ(x, z) by using Levi's parametrix method.
In this paper, we concentrate on the study of heat kernel for non-symmetric operators L of type (1.3), which have both diffusive and non-local parts . When κ(t, x, y) 0, its fundamental solution p(t, x; s, y) becomes a family of transition density and so it determines a Feller process X having strong Feller property. Clearly, the law of X is a solution to the martingale problem for (L , C 24) where
N is a Poisson random measure with intensity measure ν, andÑ is the associated compensated Poisson random measure? We plan to address these questions in a separate work.
The rest of the paper is organized as follows. In Section 2, we present some key estimates that will be used later. In Section 3, we prove our main result Theorem 1.1. The main crux of work is on various gradient and fractional derivative estimates, which is crucial for the iteration procedure and rigorously establishing the Duhamel's formula. In Section 4, we first show the positivity of p(t, x; s, y) by the maximum principle under the non-negativeness of κ. We then derive the lower bound estimate by a probabilistic approach after obtaining the on-diagonal estimate of p(t, x; s, y). In Section 5, we consider the truncated case. In the Appendix, we show a maximum principle and derive two-sided Aronson-type Gaussian estimates for heat kernels of time-dependent second-order elliptic differential operators.
We conclude this introduction by mentioning some conventions that will be used throughout this paper. The letter C or c with or without subscripts will denote an unimportant constant. For two quantities f and g, f ≍ g means that C −1 f f Cg for some C 1, and f g means that f
Cg for some C 1. The letter N will denote the collection of positive integers, and N 0 := N ∪ {0}.
Preliminaries
2.1. Basic estimates. We first prove the following elementary but important estimates (which can also be called 3P-inequalities) for later use. Recall that the functions ξ λ,γ and η α,γ are defined in (1.6). 
and
1)
and for all γ 0 and t > 0,
2)
and for some
(ii) For any 0 < α β and for all t, s > 0, x, y ∈ R d , we have
where B(β, γ) :
7)
and for all γ 1 , γ 2 > −2,
.
Moreover, we have
To prove (2.3), it suffices to show it for γ = α. Thus, by symmetry we may assume s t. Noticing that for |z| s 1/2 ,
we have
(ii) Estimate (2.4) follows by the following easy inequality:
where the second inequality is due to b α a α + a α−β b β for 0 α β and a, b 0. Moreover, by (2.4) and (2.2), we have
B(
(iii) It follows by (2.1) with ξ λ,γ 1 (t, x) C 1 η α,α+γ 1 (t, x) and (2.5) with β = α.
(iv) It follows by Chapman-Kolmogorov's equation for Brownian transition density function.
Fractional derivative estimates of Gaussian kernel.
For α ∈ (0, 2), set
The following lemma will play an important role in the sequel.
Suppose that for each j = 0, 1, 2, there are C j > 0 and β j 0 such that for t ∈ (0, T ) and x ∈ R d ,
Proof. By definition (2.9)-(2.10), (2.11) and (1.11), we have
Notice that for α ∈ (0, 1),
and for α ∈ [1, 2),
By (2.12), we have for all |z| t 1/2 ,
and if α ∈ [1, 2), we alternatively have
Thus for I 1 , if α ∈ (0, 1), then
, then by interpolation, we have for all γ ∈ [0, 2 − α),
For I 2 , by (2.4) and (2.2), we have
For I 3 and I 4 , it is easy to see that
Combing the above calculations, we get (2.13).
Under (H a ), it is more or less well known that there exists a fundamental solution to the operator ∂ t − L a t (cf. [18] ). However, to the best of our knowledge, most of the proofs also require the Hölder continuity of a with respect to the time variable t. For the readers' convenience, a proof of the following result is provided in Appendix 6.2. 
and (1) (Upper and gradient estimate) For j = 0, 1, 2 and T > 0, there exist constants C,
Moreover, Z(t, x; s, y) enjoys the following properties. 
(2) (Hölder estimate in y) For j
where P
We call Z(t, x; s, y) the fundamental solution or heat kernel of L a . The following corollary gives fractional derivative estimates of Gaussian kernels. ( with β j = 0, j = 0, 1, 2, and letting r = s − t.
(ii) For fixed t < s and
. Hence, by (2.1) and Lemma 2.2 with β 0 = β 1 = 1 and β 2 = 0, we obtain that for
Combining this with (2.26), we obtain (2.23).
(iii) As above, for fixed t < s and x, y 1 , y 2 ∈ R d , let us define
and by (2.15),
. Hence, by (2.1) and Lemma 2.2 with β 0 = β 1 = β ′ and β 2 = 0, we obtain that for
Combining this with (2.27), we obtain (2.24).
(iv) It follows from (2.15) and the same argument as above. 
28)
For α = +∞, we define
Remark 2.6. K ∞ is the same as the Kato class defined in [27] . For any λ > 0 and α ∈ [1, ∞), by (2.1) , it is easy to see that there exists a constant C = C(d, α, λ) > 0 such that for all δ ∈ (0, 1),
Indeed, it follows by noticing that
We have the following results about the above Kato classes.
and if α ∈ [1, 2) and
Proof. (i) By definition (2.30), we have
Denoting the term in the above sum by I k , by (2.3) and (2.2), we have for each k = 1, · · · , j − 1,
Substituting this into (2.35), we get the first inequality in (2.33). Similarly, we can prove the second inequality in (2.33). On the other hand, for any (t,
(ii) The inclusions of
. By Hölder's inequality, we have
where we have
Thus I α (δ) converges to zero as δ → 0 provided that
Next we study the mollifying approximation of f ∈ K α . Let ρ(t,
For f ∈ K α , we define
By Fubini's theorem, it is easy to see that
Proof. First of all, notice that
So, it suffices to prove that for fixed δ ∈ (0, 1),
which converges to zero as n → ∞ by the dominated convergence theorem. On the other hand, for fixed n ∈ N, since lim ε→0 f n ε = f n a.e., by the bounded convergence theorem, we have
Combining this with (2.39), we obtain (2.38).
14 3. Proof of Theorem 1.1
In the remaining part of this paper, we shall fix α ∈ (0, 2) and assume (H a ), (
where L κ(t,·) is defined by (2.9), and
By definition, it is easy to see that for some c = c(d, α) > 0,
Let Z(t, x; s, y) be the heat kernel of L a t constructed in Theorem 2.3. We will construct the fundamental solution p(t, x; s, y) of L t by using Duhamel's formula (1.12). To solve that integral equation, let p 0 (t, x; s, y) := Z(t, x; s, y), and for n ∈ N, define
We first prepare the following lemma for later use. 
Hence, by (2.4), we have
where the last step is due to the change of variables and the definition of K 
, whereb is defined by (3.2) . In view of (3.1) and (3.3), it is enough to prove (3.7) with ℓ b,κ instead of ℓ b,κ . For n = 1, by (2.6) and (3.6) we have
Suppose that (3.7) holds for ℓ b,κ and for some n ∈ N. By (3.8) and the induction hypothesis, we have
where
By (3.5) and (2.5), one sees that
and by (3.6) and (2.6),
. 16 Therefore, 
, x; s, y) + I 2 (δ, t, x; s, y).
For I 1 , as in step (1), there is a C ε > 0 such that for all (t, x; s, y) ∈ D T ε and δ ∈ (0, ε/2), Proof. As before, we set for r > 0
By (3.1) and (3.3), we only need to prove (3.10) with ℓ b,κ instead of ℓ b,κ . By (2.22), one sees that (3.10) and (3.11) hold for n = 0. Now suppose that (3.10) and (3.11) hold for ℓ b,κ and for some n ∈ N 0 . By Fubini's theorem, (2.22), (3.8) and (2.5), we have
For I 1 , by (2.1) and (2.4), we have
If α ∈ (0, 1], then
If α ∈ (1, 2), then
. For I 2 , by (2.5) we have
Combining the above calculations, we obtain (3.10). Moreover, by Fubini's theorem again and the induction hypothesis, we have
The proof is complete.
Under additional regularity assumptions on b and κ, we can show further regularity of p n (t,x; s,y) as given in the following lemma. 
Z(t, ·; s, y)(x). By the above two estimates, we have
(3.14)
Moreover, by (2.15) and (2.22), we also have
We use induction to prove (3.13). First of all, for n = 1, by (6.27) below, we have
where 
For I 2 , by (2.15), (3.14), (2.6) and (2.8), we similarly have
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For I 3 , by (6.31) below and (3.15), we have
Combining the above calculations, we obtain (3.13) for n = 1.
(3) Suppose (3.13) holds for some n ∈ N. By the induction hypothesis, (3.15) and Lemma 2.1,
Thus we obtain (3.13). 
p(t, x; s, y) = G(t, x; s, y).
On the other hand, due to (3.4) we have By taking limits and the dominated convergence theorem, we obtain (1.12). Moreover, by (3.7), we have for j = 0, 1, (3.23) which in turn implies (3.16) and (3.17) . Now letp(t, x; s, y) be another solution to (1.12) satisfying (3.16). As in the proof of (3.7), we can show that for all n ∈ N,
Since cℓ b (s − t) 1/2, letting n → ∞, we obtain the uniqueness.
(ii) By (3.23), if |x − y| √ s − t, then we have For proving (3.19) , it suffices to prove that for each n ∈ N 0 ,
For n = 0, it is clearly true by (2.18). Now suppose (3.24) holds for some n ∈ N. Write 
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Observing that (3.25) by (3.4) and Fubini's theorem, we have
Similarly, by (3.4) and the induction hypothesis, we have
Hence,
which gives (3.24). 0 . In particular, we have on D
and so (3.20) holds. Moreover, by (3.11), we also have (3.21).
(v) Let C 5 be the constant C 1 in (3.13) with T = 1. As above, it follows from (3.13) with T = 1 that there is a δ 4 > 0 such that
Finally, we just need to set δ :
Using ( (1), (2), (3) and (4) follow from (3.16), (3.17) , (3.19) , (3.20) , (3.26) and Lemma 2. 
Hence, the conservativeness (1.18) follows from the above equality and (3.26).
(6) Let P t,s f (x) := R d p(t, x; s, y) f (y)dy. By (1.12), we have for any bounded measurable f ,
and, by (3.27) and Fubini's theorem,
Combining this with (3.28), we obtain
(7) By (1.12) and (2.17), we only need to show that
Notice that by (3.16), (3.8) and Lemma 3.1,
where ℓ b,κ (r) is the same as in Lemma 3.2, and the constant C is independent of x and s, t. Since b ∈ K 2 , one derives the desired limit. 23 4. Proof of the lower bound 4.1. Positivity. In this subsection, we show that if κ 0, then the continuous kernel p(t, x; s, y) constructed in Theorem 3.5 is non-negative. Proof. We divide the proof into three steps.
ε and κ ε := κ * ρ (2) ε , where ρ
Let p ε (t, x; s, y) be the corresponding heat kernel constructed in Theorem 3.5. We claim that
While it is possible to use Hille-Yosida-Ray theorem and Courrége's first theorem to prove the claim, as it was done in [14, Theorem 1.2] (see also [25, Lemma 4 .1] and [7, Lemma 4.9]), we present here a self-contained proof based on the maximum principle established in Theorem 6.1 in the Appendix. Notice that for any θ > 0 and ε ∈ (0, 1),
and by (2.34), each pair of b ε and κ ε satisfies (3.12). Hence, by (3.16) and (3.17), we have the following uniform estimate:
In order to show (4.1), it suffices to check that the conditions of Theorem 6.1 are satisfied
is continuous for j = 0, 1, 2, and
Moreover, by (3.16), (3.17), (3.22) and Lemma 2.2, as in the proof of (2.23), we have for any γ ∈ (0, (2 − α) ∧ 1),
Hence, for Lebesgue almost all t ∈ [0, s] (see Lemma 6.4 below),
Thus we can use Theorem 6.1 to conclude (4.1).
(ii) In this step, we show that
Recall that 
By (4.3), (2.16), (2.24), Lemmas 3.1 and 2.1, for any β ′ ∈ (0, β) and γ ∈ (0, (2 − α) ∧ 1), we have
which together with (4.7) gives (4.6). Similarly, we can show Thus we obtain (4.4).
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(iii) By (4.4), Ascoli-Arzela's lemma and a diagonalization argument, there exist a subsequence ε k (still denoted by ε for simplicity) and a continuous functionp such that 
whereb is defined in (3.2) and b ε is defined by
For I 1 (ε), by (2.1), (2.4), Lemma 2.8 and the dominated convergence theorem, we have
For I 2 (ε), by (4.3), (4.8) and the dominated convergence theorem again, we have
Combining the above limits, one sees thatp(t, x; s, y) satisfies (1.12). Similarly, we can showp also satisfies (1.14). Thus by the uniqueness, we obtainp = p and so, p 0. Below for simplicity, we write
We now determine the Lévy system of the Feller process X, which in particular is a Hunt process. The proof of the following result is similar to that of [10] . For completeness, we give a detailed proof here. 
is a P t,x -martingale for every t 0 and x ∈ R d .
Proof. First of all, by (4.10), {X s , s 0} is a semi-martingale under P t,x . Let f ∈ C 2 b (R d ) with f = 0 on E and f = 1 on F. By Itô's formula, we have
and f n → 1 F , then taking limits, we obtain the desired result.
In particular, Lemma 4.2 implies that
Let f be a non-negative measurable function on R + × R d × R d that vanishes along the diagonal. By a routine measure theoretic argument, we get
Finally, we can follow the same method as in [13] to get the following Lévy system. 
We need the following two lemmas.
Lemma 4.4.
For any M > 0, there is a constant γ 0 ∈ (0, 1) depending only on M and the constants in (1.14) with T = 1 such that for all δ ∈ (0, M),
Proof. For simplicity, write τ := τ B(x,δ) . By the strong Markov property of X, we have On the other hand, by (4.9) and (1.14), there is a constant C > 0 depending only the constants in (1.14) with T = 1 such that for all r ∈ (0, 1), t s t + r and x ∈ R d ,
which together with (4.13) yields
By letting r = γ 0 δ 2 with γ 0 being small enough, we obtain (4.12).
For a number θ > 0, define 
Proof. For δ ∈ (0, θ/4) and γ ∈ (0, γ 0 ], by (4.12) we have
By (4.11) and the definition of J α , we have
Since θ/2 |y − x| 2δ, we have for all z ∈ B(y, δ) and X r ∈ B(x, δ),
Thus by (4.17) and (4.16), we have
Now we can give
Proof of lower bound (1.22) . First of all, by the on-diagonal estimate (3.18) and (3.19) , for any T > 0, there is a constant C > 0 such that 
Using the above estimate repeatedly, we obtain (4.18). Now by (4.18) and a standard chain argument (see [17] ), for any T > 0, there are positive constants C, λ 2 > 0 such that
Thus to prove (1.22) , it remains to show that there is a C ′ > 0 such that (4.19) , there is nothing to prove. Below we assume |y − x| > √ s − t =: 3δ.
Let γ 0 ∈ (0, 1) be the same as in Lemma 4.4 and θ ∈ (0, ∞] be an arbitrary fixed number. By the strong Markov property of X and Lemma 4.5, we have for any θ/2 > |y − x| 3δ, 
The proof is complete by setting θ = ∞ in the above inequality.
The truncated case
Unlike the upper and lower bound in Corollary 1.5 (see also (1.5)), in the truncated case, the heat kernel p(t, x; s, y) decays exponentially as |x − y| → 0, In this section, we prove Theorem 1.6 by establishing the following two lemmas. However, the term η α,2 (s − t, y − x) is too large when |y − x| is large. So, we need to establish a proper upper bound for this case. We use induction method to show that there is a constant Hence, (5.2) is true for n = 1 as long as c 1 c 2 .
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Next we assume that (5.2) holds for all n N. We want to show (5. Finally, for |y − x| 2, choosing n ∈ N so that 2n |y − x| < 2(n + 1), by (5. Thus it remains to prove this lemma for s − t ∈ (0, T ] and |y − x| > 1/2. Let n be the least integer greater than 4|y − x|, that is, 2 n − 1 4|y − x| < n. Then we have Integrating both sides from t 0 to s with respect to t and by Fubini's theorem, we obtain t,s f (x). (7) The upper bound estimate has been shown in (1) . We only need to prove the lower bound estimate. By definition, one sees that for |x − y| (s − t) 1 . Since Z(t, x; s, y) is nonnegative, such an on-diagonal lower bound estimate together with C-K equation and a standard chain argument yields the lower bound estimate (2.21) (see [17] or the proof of Lemma 5.2). 
