Open-sourced kinematic models of the da Vinci Surgical System have previously been developed using serial chains for forward and inverse kinematics. However, these models do not describe the motion of every link in the closed-loop mechanism of the da Vinci manipulators; knowing the kinematics of all components in motion is essential for the foundation of modeling the system dynamics and implementing representative simulations. This paper proposes a modeling method of the closed-loop kinematics, using the existing da Vinci kinematics and an optical motion capture link length calibration. Resulting link lengths and DH parameters are presented and used as the basis for ROS-based simulation models. The models were simulated in RViz visualization simulation and Gazebo dynamics simulation. Additionally, the closed-loop kinematic chain was verified by comparing the remote center of motion location of simulation with the hardware. Furthermore, the dynamic simulation resulted in satisfactory joint stability and performance. All models and simulations are provided as an open-source package.
Introduction
Advances in the field of medical robotics have enabled the commercial success of tele-operated surgical robots in medical practice. Among these robots, the Intuitive Surgical's da Vinci is the most recognized system in the market [1] . Although there are a number of different models and configurations, the da Vinci, Figure 1 , typically comprises of three slave Patient Side Manipulators (PSMs), one slave Endoscope Camera Manipulator (ECM), a passive Setup Joint (SUJ) Cart and two Master Tool Manipulators (MTMs). The SUJ Cart is used to position the PSM and ECM manipulators in the desired configuration with respect to the patient before the surgical procedure [2] . The manipulators' tool is inserted through a trocar which is placed through the incision of the patient. The surgeon then controls the movement of these tools using the MTMs.
The success of the da Vinci in clinical practice has sparked significant research efforts worldwide to augment the currently available functionality. For example, adding haptic sensing to restore tactile feel [3] , automating camera control to reduce the effort of operation [4] , and adding an assistive control to increase the safety of the system [5] . Robot-assisted surgery using da Vinci involves many challenging subtasks. One of the more challenging subtasks is suturing and is an active research topic in terms of automation [6] .
To accommodate this expanding research related to novel algorithms, John Hopkins University and Worcester Polytechnic Institute have developed software and firmware in conjunction with hardware [7] [8] Among the open-source applications, the dVRK community has also provided kinematic models of the PSMs, ECM, and MTMs (https://github.com/WPI-AIM/dvrk-ros) which visualizes the hardware components. These models correspond to the dVRK forward kinematics used for position control which represents each manipulator as a serial chain. This is done by simplification of the remote center of motion (RCM) in Figure 2 where the double four-bar linkage (yellow, orange, and pink lines) is represented as one joint with an axis of rotation at the RCM. An RCM is a fixed virtual point in space constructed by two intersecting rotation axis of the first and second joints.
While suited for real-time kinematic applications, this simplification does not accurately describe the motion of every link which is used as a foundation for describing the dynamics of the manipulators. Essentially, dynamics are necessary for a variety of applications including model-based control [9] , gravity compensation [10] and representative simulations [11] .
Most da Vinci simulations such as dV-Trainer [12] and Robotic Surgery Simulator (RoSS) [13] are used for training surgeons [14] . Research on the objective criteria of these simulations has been done, for example, on the force/torque evaluation of surgical skills in minimally invasive surgery [15] . Many research examples on haptics and force feedback [16] of the System suggests that accurate kinematics and dynamics should be an essential feature of a simulation. Such a simulation of the da Vinci has been developed in V-REP for research of novel control algorithms in [11] . This paper presents the procedure to obtain closed-loop kinematic chain models of the da Vinci Surgical System. Models were first developed using the dVRK forward kinematics. Next, a motion capture system with least squares axis calibration method is used for obtaining the missing data of the double four-bar linkage. To provide a useful application, the models are simulated in Robot Operating Systems [17] (ROS) visualization tool namely RViz [18] , and Gazebo. Gazebo uses physics engines to simulate dynamics [19] . While RViz currently only supports serial chains, it is possible to add closed-loop kinematic chains in Gazebo [20] . The simulated RCM of the models is then verified with the physical RCM of the hardware using a least squares calibration of the tool-tip obtained via motion capture system. The presented models and the simulations are available as an open-source package at https://github.com/WPI-AIM/dvrk_env.
Figure 1
The da Vinci Surgical System simulated in RViz 2 Kinematic Modeling Figure 1 shows the daVinci surgical system divided into main components: a Setup Joint (SUJ) Cart, three passive SUJ-PSM 6 degree-of-freedom (DOF) arms, one passive SUJ-ECM 4 DOF arm, three PSMs, one ECM, and two MTMs.
The kinematics of the SUJ Cart, SUJ-PSM, and SUJ-ECM were readily available in the dVRK repository [6] and are explained here for an understanding of the CAD/Simulation model development in Section 3. The serial chain kinematics of the PSM, and ECM in the dVRK repository are used for manipulator Cartesian position control of the dVRK. Therefore, our close-loop kinematic chain models correspond to the dVRK repository serial chain kinematic models. The missing closed-loop kinematic chain parameters are obtained with an optical motion capture axis distance calibration method explained in Section 2.4. The following sub-sections explain the developed kinematic models utilizing modified Denavit-Hartenberg (DH) convention.
Setup Joint Cart
The SUJ-PSM arms have 6 DOF each described by a vertical prismatic joint, four vertical revolute joints, and a horizontal revolute joint. Table 1 describes the modified DH parameters for the identical SUJ-PSM1 and SUJ-PSM2 arms. Table  2 describes the SUJ-PSM3 arm which has similar kinematics to SUJ-PSM1, 2, but different lengths. Table 3 describes the SUJ-ECM which is similar to SUJ-PSM until the last vertical revolute joint at which the ECM is mounted at a 45-degree angle. 
Patient Side Manipulator
The PSM kinematics and associated frame definitions are described in Figure 3 . Following the modified DH convention, the axis of rotation (translation for prismatic joints), q, of each frame corresponds to the z-axis (blue). Positive rotation is counterclockwise. Frame 2 is an intermediate frame with three child links frame 3, frame 4, and frame 5. Frame 9 is a prismatic joint, actuated by q 3 , that describes the insertion axis of the tool. A counterweight, frame 11, is added to frame 3 that is actuated by a prismatic motion, µq 3 . This frame moves opposite to the tool insertion with a scaling factor µ. Frames 12-15 describe a standard manipulator wrist motion with end effector grippers. q 4 actuates the tools' roll motion which is parallel to the insertion axis and q 5 actuates the tools' pitch motion. The left and right gripper frames are shown as individual frames actuated by q 6 and q 7 . Yaw rotation and gripper motion of the hardware is a coupled motion of q 6 and q 7 . Table 4 describes the resulting modified DH parameters. Succ in the table refers to the successor or child frames of the current frame. Blue highlighted text are parameters obtained from axis distance calibration in Section 2.4.
The axis distance calibration outputs the location of the axes, g, in camera frame at the home/zero joint position of the PSM. By using the distances, for example, of frames 4-6 and 5-6, it is possible to find the DH parameter β 1 angle. Additionally, intuition about the double four-bar linkage constructing the RCM, the location of the RCM from the dVRK kinematics, and the distances between axes, provides sufficient information to construct the required modified DH parameters. The double-four bar linkage requires that the origin of frame 3, 4, and 5 must be intersecting the z-axis of frame 1. Frames 6 and 8 are always relatively horizontal to each other throughout the motion of joint q 2 . Finally, the z-axis of frame 9 must intersect the RCM. Note again that the RCM location is already provided by the dVRK repository. The same method is also used for deriving the modified DH of the ECM in Section 2.3. 
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Endoscope Camera Manipulator
The ECM kinematics, shown in Figure 4 , has similar kinematics to the PSM but which ends at frame 10 (frame 12 PSM). Frame 0 of the ECM is attached to frame 7 of the SUJ-ECM. The ECM also rotates about an RCM point used as the insertion point of the camera. Table 5 describes the resulting modified DH parameters. 
Axis Distance Calibration using Motion Capture Setup
The method used to obtain the axis distances of the closed-loop kinematic chain uses an optical motion tracking system and a least squares axis location calculation [21] . To identify all axes during a range of motion, a modification of the previous method [22] has been used. The experimental setup is shown in Figure 5 . Three optical markers are placed on each link i of the closed-loop chain for 5 links. We will assign z as the number of axes to be identified. In this case, there 7 axes locations to be identified. These optical markers describe the rigid body position, ∈ 3 , and orientation, ∈ 3 , of each link i with respect to the optical trackers camera frame c. We use a transformation matrix T ∈ 3 to describe the position and rotation of a marker frame i
where o is the reference frame of the target frame i. Consider the identification of axis a-b, Figure 6 , where link b is rotated about link a. The data obtained from the optical camera system is the transformation of link a, , and link b, , in camera frame c. To solve the relative rotation of link b about link a, use
where c denotes the camera frame. Actuating the robot joint, q 2 , along a trajectory for w data points and using (2), we collect all the a-b transformation data along the trajectory into:
With this data, the method [21] outputs a vector, − ∈ 3 , representing the axis between the two links and the vector, − ∈ 3 , representing the direction of the axis. Figure 6 illustrates the axis calibration method. Both vectors are represented in frame a which is the optical frame of the reference link. Since this frame a is in motion during the test, the vectors g and h are transformed to the common camera frame using − = ,0 • − and − = ,0 • − where ,0 is the transform of link a in frame c at joint position 0. Since the axis location, g c , is arbitrary on the axis, we define a plane m that is the mean of all the axis directions h c . The axis location is then projected onto plane m to get the in-plane axis locations g h . From this vector, we obtain the relative distance between each axis. The results for our axis distance calibration of the PSM and ECM, and those that are used in the provided simulation, are described in Table 6 . Since it is a double four-bar linkage, using only some of the axis distances are sufficient to describe the DH kinematic model. 
Simulation Models and Environment
Robot Operating System (ROS) is a framework which uses IPC to communicate messages between several processes (nodes) using rostopics [17] . Any process only needs to subscribe/publish to a topic to communicate data to another process. ROS provides a visualization framework, Rviz, to simulate robot kinematics. ROS itself does not contain a physics engine required for a simulated environment. For this, a simulator such as Gazebo which uses Bullet physics engine [26] is used.
Since it is an open source simulator for use with ROS, several sensors like camera, depth sensors, etc. are readily available to use along with the models.
In this section, the closed-loop kinematic chain models obtained in Section 2 are modeled in CAD, exported to ROS framework description formats and simulated in the visualization environment RVIz, and dynamic simulation Gazebo.
CAD Modeling
Computer Aided Design (CAD) in Solidworks is done for realistic visualization and a mass estimate of each link of the da Vinci Surgical System. The axis distance dimensions from the modified DH was used as the reference point of each link model. Other dimensions for a realistic visualization were measured. For the PSM and ECM, the RCM was used as a reference to ensure the correct location of the RCM when all links are assembled.
CAD to URDF
The CAD models are exported to Universal Robot Description File (URDF) using the Solidworks to URDF exporter [23] . The URDF file format is a common XML language description of a robot to visualize link transforms and meshes in Rviz, Section 3.4. Because URDF does not support closed-loop kinematic chains, the URDF is made into a tree structure. Links that close the loop are at an end of a serial chain. The closed-loop links use the URDF mimic joint tag to have equal joint displacement as the actuated links.
Modifications of URDF to SDF
Simulation Description Format (SDF) is a file format that is used to describe robot kinematics and dynamics in Gazebo [24] . This format allows the description of closed-loop kinematic chains. The previously described URDF configuration is converted to the SDF format using the gzsdf print command which is included with Gazebo. Closed-loop kinematic chain joints that were not in the URDF are added manually in the SDF using the modified DH parameters as joint locations. Furthermore, dynamic parameters such as damping and stiffness for the joints were added.
Kinematic Simulation RViz
Our da Vinci Research Kit simulation in RViz is shown in Figure 1 . Kinematics of the SUJ with ECM and PSMs are compiled with accurate tool-tip positions. The simulation can be accompanied by the master tool manipulator reconfigured modularly in ROS. Each joint angle is controlled with either the visual toolbar or the rostopic that is programmed through python/C++. Joint state angles and transformations of each link are available using the tf libraries of ROS. These transformations comply with the kinematics derived in early sections and those provided in the dVRK manual and hence verify the calculation of the link lengths.
Dynamic Simulation and Interface
A general Gazebo ROS framework is shown in Figure 7 . Gazebo is spawned from a launch file and a node for Gazebo is started. Since there is little inherent support for closed-loop chains in Gazebo, we developed a control plugin that provides an interface to interact with the simulation by creating appropriate rostopics. For instance, the control plugin reads joint states of the simulation and receives topics that publish desired joint commands to Gazebo. Additional parameters required for the plugin that are user dependent (e.g., PID gains, and initial joint angles) is uploaded and taken from the ROS parameter server. Simulation showing the stereo camera view of the endoscope using the stereo camera plugin in Gazebo
Dynamic Parameters
As an intermediate step for realistic simulations, the mass and inertia values are obtained from Solidworks. This ensures good dynamic parameter estimates of the hardware resulting in a stable simulation. Because these dynamics are estimates, the low-level control gains are different from the hardware. Furthermore, joint damping is kept at a minimal constant value of 0.1. The low-level PID controller gains were tuned individually for all joints for a step response.
Control Plugin
A control plugin to control the joints using ROS topics was developed. This plugin allows the user to control the joints using 3 different methods: set the joint positions directly, closed-loop control of the joint positions using a PID controller, and open loop control of the joint efforts (i.e. joint torques). Different methods can be used for different purposes. For instance, the SUJ cart does not move during a procedure and is set before a procedure begins, the setup joints can be set using the first method and it would ensure fixed joint positions during the simulation. The simulated models can be controlled in either position control mode or effort control mode based on the user's preference. More information on the specific topics and use of the plugin are provided on the Github repository: https://github.com/WPI-AIM/dvrk_env.
Sensors
Using the Gazebo simulator allows for the use of integrated sensors to observe the simulation environment. For instance, a stereo camera is necessary for the simulation of the images from the endoscopic camera. This is possible by adding an open source sensor plugin. Figure 8 shows a stereo camera image from the DVRK endoscope using a stereo camera sensor plugin. The sensor is attached to the end of the ECM tool link and gives two images showing the tooltips of PSMs.
Model Verification
In this section, we present methods and results which verify the accuracy of the PSM and ECM simulation models. The first method obtains the RCM location using either motion capture setup for hardware or reading transformations in simulation. The simulation RCM location is then compared with the hardware RCM location. The second method verifies the dynamic simulation stability and performance.
Tool-tip Calibration to Obtain Remote Center of Motion
This method calculates the location of the RCM using standard pivot tool-tip calibration where the tip is actually the RCM [25] . The experimental setup places 3 optical markers on link 5, Figure 5 . The manipulator is then actuated about joint and q 1 , q 2 . Following subsection 2.4, the optical camera system outputs the rotation R and position p of the marker frame. In Figure 5 , it is obvious that the solution of the vectors b post and b tip , are:
By obtaining the position, p, and orientation, R, of the marker frame that is sampled for n times while moving q 1 and q 2 , the matrices are expanded
where I is the 3x3 identity matrix. There exists one vector b tip pointing to the RCM location from the marker frame and another vector b post pointing to the RCM location from the reference frame. A pseudoinverse of the leftmost matrix in equation 4 gives the solution to b tip and b post . Verifying the RCM in simulation uses the same least squares technique when obtaining the position and rotation of frame 6 in Figure 2 for PSM and Figure 3 for ECM.
Comparison of RCM Tracking Between Actual and Simulated Robot
Six Optitrack Motion Capture cameras and a least squares method (3) were used to identify the remote center of motion of the manipulator hardware. The experiment setup is similar to Figure 5 but with markers only on Links 5 and 2.
The manipulator was mounted to define a world frame orthogonal rotation identical to the first 2 joint axes (frame 1 and 2) rotation. Three optical markers are mounted on frame 8 to calculate the RCM and three markers on frame 3 to calculate the pitch axis (refer to Figure 5 ). The resulting RCM absolute position is relative to the pitch axis. The calculated RCM of both PSM and ECM are shown in Figure 9 . The red dot is the RCM location (b post ) of the hardware and the blue dot is the RCM location of the Gazebo simulation. Semi-transparent markers are RCM points calculated with b tip using equation 3 at different joint angles. This is interpreted as the motion of the RCM throughout the robot workspace. The root-mean-square (RMS) error is calculated by the formula: 
Simulation Performance and Joint Stability
To test the performance and stability of the Gazebo simulations, a joint trajectory tracking test was conducted. A core i7-4770K CPU @ 3.50GHz with AMD Radeon HD 8670 graphics card system running on Ubuntu 16.04 was used. The test outputs a 0.1 Hz sinusoidal trajectory with an amplitude of 1 radian (0.1m for joint 3) given to 6 joints of the PSM. Table 8 shows the tuned PID values for the mass and inertias given in Solidworks.
The results of this test are plotted in Figure 10 , where left are the commanded (blue) and resulting (orange) joint trajectories, and right are tracking errors. This shows that all joints were tracking with good stability and minimal delay. During this test, the real-time coefficient is 1. This coefficient is automatically calculated and indicates the ratio between real-time and simulation time, as Gazebo can slow down simulation time as the computation cost of each iteration is increased. A test to determine the simulation load of different configurations is also conducted by measuring the real-time coefficient. The coefficient was not significantly affected by the commanded trajectory tracking but, rather, by the number of models in the simulation. Table 9 shows the results for each configuration test. The full model which included the camera plugin had a realtime coefficient of 0.47.
Conclusions
This work provides an approach for developing closed-loop kinematic chain models, using existing serial chain models applied to the da Vinci Surgical System. An optical motion capture system was used to calibrate the link lengths of the four-bar linkage mechanism of the PSM/ECM. This procedure can also be applied to other robots with a similar parallel axis closed-loop kinematics. Due to variations in the physical configuration among da Vinci systems, this calibration method could be used to update models for another specific da Vinci System. Furthermore, the models were used and verified for ROS based simulations in RViz and Gazebo. Verification of the remote center of motion location of the PSM and ECM manipulators showed acceptable errors as compared to the hardware RCM. Additionally, this work verifies the stability and performance of the dynamic simulation using a joint trajectory tracking test of the PSM where every joint succeeded in stable tracking of a sinusoidal wave. Finally, a test was conducted to measure the simulation load with various model configurations. CAD Models and simulations are available at https://github.com/WPI-AIM/dvrk_env
