In this paper, we present a family of multivariate grid transfer operators appropriate for anisotropic multigrid methods. Our grid transfer operators are derived from a new family of anisotropic interpolatory subdivision schemes. We study the minimality, polynomial reproduction and convergence properties of these interpolatory schemes and link their properties to the convergence and optimality of the corresponding multigrid methods. We compare the performance of our interpolarory grid transfer operators with the ones derived from a family of corresponding approximating subdivision schemes.
Introduction
In this paper, continuing our work in [8] , we present a new family of subdivision based grid transfer operators whose approximation properties ensure the convergence and optimality of the corresponding anisotropic multigrid methods. Anisotropic elliptic problems arise when the diffusion is not uniform in every direction or when a standard finite difference discretization is applied on a stretched grid. In such case, classical multigrid methods are no longer reliable and different strategies must be implemented. Two common strategies are semi-coarsening and fine smoothers [37] . In this paper we focus on semi-coarsening. For simplicity of presentation, we study only the bi-variate case. In this case, the difference between the two coordinate directions is encoded in the family of dilation matrices The corresponding anisotropic subdivision schemes, Sections 3 and 4, allow for an appropriate multilevel reduction (via the grid transfer operators) of the size of the original system of equations 2) ensuring the linear computational cost of the iterative solver called multigrid. Multigrid method [4, 22, 31, 39] are efficient solvers for large ill-conditioned systems of equations with symmetric and positive definite system matrices A n . It consists of two main steps: the smoother and the coarse grid correction, iterated until the remaining small linear system of equations is solved exactly. The smoother is a simple iterative solver such as Gauss-Seidel or weighted Jacobi, which is slowly convergent due to the ill-conditioning of the system matrix. The coarse grid correction step is a standard error reduction step performed at a coarser grid. The projection of the problem onto a coarser grid and the lifting of the error correction term to the finer grid is done, in our case, via the grid transfer operators based on anisotropic subdivision schemes. The analysis uses the tools introduced in [8] , where subdivision schemes and multigrid methods are related by means of symbols used in multigrid methods for Toeplitz matrices [1, 3, 16, 35] . At the best of our knowledge, the only paper that investigates anisotropic multigrid methods for block Toeplitz Toeplitz Block (BTTB) system matrices is [20] . We propose two types of families of anisotropic subdivision schemes: approximating and interpolating. Our results and numerical experiments show that both families lead to efficient grid transfer operators. Nevertheless, the computational cost of the multigrid based on interpolatory grid transfer operators is minimal due to the fewer non-zero coefficients in the corresponding subdivision rules. Indeed, our interpolatory subdivision schemes are constructed to be optimal in terms of the size of the support versus their polynomial reproduction properties. Similar constructions in the case of M = 2I 2 are done in [23] , but are not applicable for anisotropic multigrid. To study the dependence of the efficiency of multigrid on the reproduction/generation properties of subdivision, we also define a family of approximating schemes. Our construction resembles the one given in [13] for the family of bi-variate pseudo-splines with dilation M = 2I 2 . Our goal, for compatibility of our numerical experiments with approximating and interpolating grid transfer operators, is to define approximating schemes that have the same support as the interpolating ones and matching polynomial generation properties. We do not claim to have constructed a new family of anisotropic pseudosplines.
Our paper is organized as follows. In Section 2, for convenience of the readers from both multigrid and subdivision communities, we first give a brief introduction to multigrid and, afterwards, we recall some known facts about subdivision that are crucial for our analysis. Section 3 is devoted to the construction and analysis of a family of anisotropic interpolatory subdivision schemes with dilation matrices in (1.1). For suitable choices of m in (1.1) see numerical examples in Section 5. In Section 4, we present a comparable family of approximating anisotropic subdivision schemes and study their polynomial reproduction and generation properties. Numerical examples are given in Section 5. We summarize our results and outline possible future research directions in Section 6.
Background on multigrid and subdivision
In subsection 2.1 we familiarize the reader with geometric multigrid. Then, in subsection 2.2 we introduce multivariate subdivision.
A short introduction to geometric multigrid
Multigrid methods are iterative methods for solving linear systems of the form
where often A n is assumed to be symmetric and positive definite. A basic Two-Grid Method (TGM) combines the action of a smoother and a Coarse Grid Correction (CGC): the smoother is often a simple iterative method such as Gauss-Seidel or weighted Jacobi; the CGC amounts to solving the residual equation exactly on a coarser grid. A V-cycle multigrid method solves the residual equation approximately within the recursive application of the two-grid method, until the coarsest level is reached and there the resulting small system of equations is solved exactly. The system matrix A n in (2.1) is usually derived via discretization of a d-dimensional elliptic PDE problem
boundary conditions on ∂Ω.
(2.2)
Thus, A n has a certain structure depending on the discretization method and on the boundary conditions of the problem. In the case of the finite difference discretization and Dirichlet boundary conditions, the system matrix A n ∈ C n×n is multilevel Toeplitz [34] . In the following, we define the main ingredients of the geometric V-cycle method for multilevel Toeplitz matrices using the notation in [2] 1 . Notice that the smoother is not included in the following presentation, since it is well-known that iterative methods such as Gauss-Seidel, weighted Jacobi and weighted Richardson with an appropriate choice of the weights satisfy the condition required for convergence and optimality of multigrid (see e.g. [1, 36] ). We refer to [4, 22, 39] for a complete description of the geometric multigrid algorithm and for its convergence and optimality analysis.
Let in each coordinate direction i = 1, . . . , d. We recall that for ℓ = 1 the V-cycle method reduces to the TGM, since it consists only of a fine grid n 0 and a coarse grid n 1 . For j = 0, . . . , ℓ, the system matrices
at level j are obtained via finite difference discretization of (2.2) on the j-th grid n j imposing Dirichlet boundary conditions. By construction, A n j is multilevel Toeplitz [34] . It is well-known that the entries of the multilevel Toeplitz matrices A n j = T n j ( f j ) are defined by the Fourier coefficients { a j (α)
of total degree c <ñ j . In general, the trigonometric polynomials f j depend on the discretization method. For example, for the d-variate elliptic problem of order 2q (2.2) and finite difference discretization, we have
Notice that the trigonometric polynomials f (q) j are symmetric and vanish only at 0 ∈ R d with order 2q. The properties of the matrices A n j = T n j ( f j ) are encoded in the trigonometric polynomials f j . For example [38] , for j = 0, . . . , ℓ,
Another ingredient of the V-cycle method is the so-called grid transfer operator. For j = 0, . . . , ℓ − 1, the grid transfer operator P n j at level j is defined by
where p is a certain real trigonometric polynomial and K n j ,m ∈ N˜n j+1 ×ñ j is the multilevel downsampling matrix with the factor m
is the zero row vector of length m i − 1. We are now ready to define the V-cycle algorithm.
Let V ν pre n j ,pre , V ν post n j ,post , j = 0, . . . , ℓ, be appropriate pre-and post-smoothers ( [1, 36] ), and ν pre , ν post ∈ N 0 be the numbers of pre-and post-smoothing steps. The V-cycle method (VCM) generates a sequence of iterates {x
where the mapping VCM : R˜n 0 → R˜n 0 is defined iteratively by
Residual on the j-th grid:
3. Projection of residual on the ( j + 1)-th grid:
4. Recursion:
5. Correction of the previous smoothed iteration:
Notice that, at
Step 3 of the V-cycle algorithm, the restriction operator is defined by
is necessary for the convergence of the method [24] . For the sake of simplicity, we depict the iterative structure of the V-cycle in the following figure.
is well-known ( [4, 22, 24, 39] ) that a sufficient condition for convergence and optimality of the V-cycle method (2.5) for elliptic PDEs problem of the form (2.2) is that the real trigonometric polynomial p associated to the grid transfer operators P n j , j = 0, . . . , ℓ − 1, in (2.3) satisfies
This result can be extended to our general setting with m ∈ N d , by requiring Let
all its eigenvalues are in the absolute value greater than 1.
be a finite sequence of real numbers. The dilation M and the mask p are used to define the subdivision operator
, which is a linear operator such that
A subdivision scheme S p with dilation M and mask p is the recursive application of the subdivision operator S p to some initial data sequence
Notice that c
. Since the subdivision scheme S p generates sequences c (k) ∈ ℓ(Z d ), k ≥ 0, a natural way to define a notion of its convergence is to attach the data c such that the values of F c (0) at the parameter values t (k) are "close" enough to the data c (k) for k sufficiently large.
The particular choice of the initial data δ = δ α,0 : α ∈ Z d defines the so-called basic limit function φ = F δ .
Since the mask p ∈ ℓ 0 (Z d ) is a finite sequence, φ is compactly supported. It is well-known that the basic limit function φ satisfies the refinement equation
Thus, due to the linearity of S p , for any initial data c ∈ ℓ
For more details on the properties of the basic limit function, see the seminal work of Cavaretta et al. [6] and the survey by Dyn and Levin [18] .
Most of the properties of the subdivision scheme S p can be investigated studying the Laurent polynomial 
and we define the set
Theorem 2.3. A convergent subdivision scheme S p is interpolatory if and only if
We now introduce the concepts of polynomial generation and reproduction. The property of generation of polynomials of degree n is the capability of a subdivision scheme to generate the full space of polynomials up to degree n, while the property of reproduction of polynomials of degree n is the capability of a subdivision scheme to produce in the limit exactly the same polynomial from which the data is sampled. It is easy to see that reproduction of polynomials of degree n implies generation of polynomials of degree n. We denote by Π n the space of polynomials of total degree less than or equal to n ∈ N 0 . Definition 2.4. A convergent subdivision scheme S p generates polynomials up to degree n if
The property of polynomial generation has been studied e.g. by Cabrelli at al. in [5] , Cavaretta et al. in [6] , Jetter and Plonka in [25] , Jia in [26, 27] , Levin in [29] . Definition 2.4 can be interpreted as follows: a convergent subdivision scheme S p generates polynomials up to degree n if the integer shifts of its basic limit function
Algebraic properties of the symbol p characterize the polynomial generation property of subdivision. 
Thus, the property of polynomial generation of a convergent subdivision scheme S p is strictly related to the behavior of the subdivision symbol p(z) and of its derivatives at the "special" points E M \ { 1 }. Conditions in (2.12) are also known as zero conditions of order n + 1. A subdivision symbol p(z) satisfies the zero conditions of order n + 1 if and only if the associated mask p satisfies the sum rules of order n + 1, namely
In the univariate setting, Theorem 2.5 is equivalent to requiring that the symbol p(z) of the subdivision scheme S p of dilation m ∈ N, m ≥ 2, has the following factorization 14) for some Laurent polynomial b(z) such that b(1) = m −n , i.e. p(1) = m. In the bivariate setting, we lose the factorization property (2.14). Nevertheless, Theorem 2.5 can be reformulated in terms of ideals [32] , leading to an equivalent decomposition property. Let n ∈ N 0 and define
J n is the ideal of all bivariate polynomials p(z 1 , z 2 ) which satisfy
Thus, the quotient ideal
is the ideal of all bivariate polynomials p(z 1 , z 2 ) which satisfy (2.12) Consequently, a convergent subdivision scheme generates polynomials up to degree n if and only if its symbol p ∈ I n . Finally, if for n, ℓ ∈ N 0 , p ∈ I n and q ∈ I ℓ , then p · q ∈ I n+ℓ+1 . The definition of the polynomial reproduction property differs from the definition of the polynomial generation property as the before mentioned property depends on the so-called sequence of parameter values. for any π ∈ Π n and c = π
Definition 2.6 is more restrictive than Definition 2.4 since we require that the subdivision limit is exactly the same polynomial π from which the initial data c is sampled. Charina et al. proved in [7] that the property of polynomial reproduction is characterized in terms of the subdivision symbol. 
Theorem 2.7 implies that, in order to have the maximum degree of polynomial reproduction, it is necessary to choose the parameter τ ∈ R d in (2.15) carefully. In the univariate case, if the subdivision mask p is symmetric, i.e. p(α) = p(−α), or interpolatory, then τ = 0 is the optimal choice ( [12] ). Thus, (2.12) becomes
Therefore, in the univariate symmetric or interpolatory setting, Theorem 2.7 is equivalent to requiring that the symbol p(z) of the subdivision scheme S p of dilation m ∈ N, m ≥ 2, has the following decomposition [12, 17] 
or interpolatory, then τ = 0 is the optimal choice ( [7] ) and (2.12) becomes
Thus, in the bivariate symmetric or interpolatory setting, Theorem 2.7 is equivalent to requiring that
or, equivalently, that the symbol p(z) of the subdivision scheme S p with dilation M has the following decomposition
for suitable Laurent polynomials c h , h = 0, . . . , H (we require in (2.18) that at least one pair α h , β h ∈ N 0 satisfies α h + β h = n + 1). Identity (2.18) is a natural generalization of the univariate identity (2.17).
Remark 2.8. We are interested in symmetric subdivision schemes due to the use of vertex centered discretization for our numerical examples in Section 5.

Anisotropic interpolatory subdivision
In subsection 3.1, we start by introducing the family of univariate interpolatory Dubuc-Deslauriers subdivision schemes. These will be a basis for our bivariate construction in subsection 3.2.
Univariate case
In [14] , Deslauriers and Dubuc proposed a general method for constructing symmetric interpolatory subdivision schemes of dilations m ∈ N, m ≥ 2. The smoothness analysis of their schemes was conducted by Eirola et al. in [19] . Recently, Diaz Fuentes proposed in his master thesis [15] a closed formula for computing the mask of the interpolatory Dubuc-Deslauriers subdivision schemes for any dilation m ∈ N, m ≥ 2. 
where for any x ∈ R, (x) ℓ is the Pochhammer symbol defined by (x) 0 := 1, and
For reader's convenience, we recall the main ideas in [14] behind the construction of symmetric interpolatory subdivision schemes and repeat a few computations from [15] conducted in order to obtain the symbols a m,n in (3.1). Without loss of generality, we focus on the case m = 2ℓ + 1, ℓ ∈ N.
consecutive elements of c centered in c(α). There exist a unique polynomial π ∈ Π 2n−1 of degree 2n − 1 which interpolates c α at the integers { α − n + 1, . . . , α + n }, namely
is the Lagrange polynomial of degree 2n − 1, centered in β, defined on the 2n nodes { α − n + 1, . . . , α + n }, and satisfies
In order to define the subdivision operator S a m,n , we define its action on the finite sequence c α by
by definition of subdivision operator
Formula (3.1) follows from property
By construction, for any m ∈ N, m ≥ 2, and n ∈ N, the univariate (2n)-point Dubuc-Deslauriers interpolatory subdivision schemes of dilation m generate and reproduce polynomials up to degree 2n − 1. We recall that S a m,n is the unique univariate subdivision scheme of dilation m such that i) it is interpolatory, ii) it generates polynomials up to degree 2n − 1, iii) its mask a m,n is symmetric and has support { 1 − mn, . . . , mn − 1 }.
Bivariate case
From the family of univariate interpolatory Dubuc-Deslauriers subdivision schemes we build a family of bivariate interpolatory subdivision schemes with dilation matrix M in (1.1) using the approach from [13] . Proof. Let n ∈ N. By Theorem 2.3, in order to prove Proposition 3.3, we need to show that
Since S a 2,n and S a m,n are univariate interpolatory subdivision schemes of dilation 2 and m respectively, Theorem 2.3 guarantees that their symbols satisfy a 2,n (z 1 ) + a 2,n (−z 1 ) = 2 and
By (3.2), we have
Further properties of the interpolatory subdivision schemes S a M,n in Definition 3.2 are analyzed in subsections 3.3 (reproduction), 3.4 (minimality of the support) and 3.5 (convergence).
Reproduction property of S a M,n
In this section, we show that the anisotropic interpolatory subdivision schemes S a M,n in Definition 3.2 reproduce polynomials up to degree 2n − 1. Proof. By (2.18), in order to prove Proposition 3.4, we need to show that the symbol a M,n can be decomposed as
for some H ∈ N and some suitable Laurent polynomials c M,n,h , h = 0, . . . , H. We recall that for any k ∈ N, the univariate (2k)-point Dubuc-Deslauriers interpolatory subdivision schemes S a 2,k , S a m,k in Definition 3.1 of dilation 2 and m, respectively, reproduce polynomials up to degree 2k − 1. Thus, from (2.17), their symbols a 2,k , a m,k in (3.1) can be written as
for suitable Laurent polynomials b 2,k , b m,k . By (3.2), using factorization (3.3), there exist Laurent polynomials
where
The claim follows from
Minimality property of S a M,n
In [23] , Ron and Jia constructed a family of interpolatory subdivision schemes with dilation matrix 2I 2 and minimal support. The first aim of this section (see Proposition 3.5) is to generalize the result of Ron and Jia to our setting with dilation matrix M in (1.1). Then, in Theorem 3.8, using Proposition 3.5, we show that Definition 3.2 provides a closed formula for the symbols of the minimally supported interpolatory subdivision schemes. 
Before proving Proposition 3.5, we present a constructive example in order to clarify the technical steps of the proof. 
0 0 0 0 0 0 * * * * * 0 0 0 0 0 0 0 0 0 0 0 * * * * * * * 0 0 0 0 0 0 0 0 * * * * * * * * * * * 0 0 0 0 0 * * * * * * * * * * * * * 0 0 * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 0 0 * * * * * * * * * * * * * 0 0 0 0 0 * * * * * * * * * * * 0 0 0 0 0 0 0 0 * * * * * * * 0 0 0 0 0 0 0 0 0 0 0 * * * * * 0 0 0 0 0 0
Step 2. We impose the interpolatory conditions c M, 
Step 3. We define the remaining coefficients of c M, 3 symmetrically and such that they guarantee the property of polynomial reproduction of polynomials up to degree 2n − 1 = 5. The latter condition leads to invertible systems of equations (one for each submask). They yield 
is a complete set of representatives of the distinct cosets of Z 2 /MZ 2 . Every interpolatory mask a reproduces polynomials up to degree 2n − 1 if and only if it satisfies the sum rules of order 2n, i.e. by (2.13)
is due to the interpolatory property (2.10) of a. The construction of the mask c M,n is split in 3 Steps.
Step 1 (support size). We set c M,n (α 1 , α 2 ) = 0, ∀α = (α 1 , α 2 ) ∈ Z 2 such that
Thus, condition (i) is satisfied.
Step 2 (interpolation). We impose the interpolatory conditions
Step 3 (symmetry and reproduction). The system of equations in (3.4) naturally splits into #Γ − 1 = 2m − 1 separate linear systems of equations one for each (k, j) ∈ Γ ′ = Γ \ { (0, 0) }. Imposing the symmetry of c M,n , the number of unknowns in the systems of equations (3.4) for (k, j) ∈ Γ ′ \ { (1, 0) } can be halfed. The corresponding n(n + 1) × n(n + 1) system matrices are invertible, which we prove in Step 3.a. We treat the case (k, j) = (1, 0) separately, due to the special symmetry of the corresponding submask. This case is analyzed in Step 3.b and the corresponding n(n + 1) 2 × n(n + 1) 2 system matrix is also invertible.
Step 3.a. Let (k, j) ∈ Γ ′ \ { (1, 0) }. Symmetry in α 1 : we only need to determine the coefficients c M,n (k + 2α 1 , j + mα 2 ) for α = (α 1 , α 2 ) ∈ N 0 × Z and such that (ii) is satisfied, i.e.
We call A the set of such indices. We first want to determine the geometric structure and the cardinality of A. First, we focus our attention on the inequality 0 ≤ k + 2α 1 ≤ 2n − 1 in (3.5). Since k ∈ { 0, 1 }, we have
Then, we focus our attention on the inequality 0 ≤ | j + mα 2 | ≤ mn − 1 in (3.5). We observe that j + mα 2 ≥ 0 ⇐⇒ α 2 ≥ 0, thus for every j ∈ { 1, . . . , m − 1 } we have
Finally, we focus our attention on the last inequality 0
Combining the above observations, we get
Thus, the cardinality of the set A is
i.e. the number of unknowns is n(n + 1). Moreover, (3.4) is automatically satisfied for odd µ 1 . Therefore, we solve
We notice that #M = #A = n(n + 1), i.e. the corresponding system matrix is indeed a square matrix.
Symmetry in α 2 : it allows us to reduce the total number of linear systems in (3.6) . Note that the systems in (3.6) for j ∈ { 1, . . . ,
Thus, we only need to consider the case j ∈ { 1, . . . , Step 3.b. Let (k, j) = (1, 0). Due to the symmetry in α 1 and α 2 , (3.4) reduces to the following system of equations
We notice that #A ′ = #M ′ = n(n + 1)/2. By [23, Lemma 4.1], the square matrix
is non-singular. Therefore, the linear system of equations (3.7) is uniquely solvable and its solution is
We notice another special property of the masks c M,n in Proposition 3.5.
Remark 3.7. Let n ∈ N. Since the mask a 2,n of the univariate binary (2n)-point Dubuc-Deslauriers interpolatory subdivision scheme S a 2,n in Definition 3.1 satisfies the sum rules of order 2n, the solution of (3.7) is given by
Analogously, the solution of (3.6)
where a m,n is the mask of the univariate m-arity (2n)-point Dubuc-Deslauriers interpolatory subdivision scheme S a m,n in Definition 3.1.
We now show that the masks in Definition 3.2 and the ones obtained in Proposition 3.5 actually coincide. Step 2. Condition (iii) follows directly from Proposition 3.4.
Step 3. We focus our attention on condition (i). Let h ∈ { 1, . . . , n }. The univariate masks a 2,h , a m,h , in Definition 3.1 have supports { 1 − 2h, . . . , 2h − 1 } and { 1 − mh, . . . , mh − 1 }, respectively. Thus, for k = 0, . . . , n − 1, the masks associated to the symbols
of the first sum in (3.2) have support
Thus, the mask associated to the symbol
Using the same argument, the support of the mask associated to the symbol
2) is contained in A, so that the support of the mask a M,n satisfies (i).
Convergence of certain S a M,n
In this section, we only analyze convergence of the schemes used in section 5. In [9] , Charina and Protasov presented a detailed regularity analysis of d-variate anisotropic subdivision schemes. Especially, their results allow us to use the algorithm in [21] for the exact computation of the Hölder regularity of an anisotropic subdivision scheme. 
The main ingredient of the regularity analysis in [9] is the so-called joint spectral radius [30] , which is a generalization of the classical notion of spectral radius of one square matrix to a compact set of square matrices.
be a finite set of square matrices. The joint spectral radius of V is defined by
The limit in Definition 3.10 always exists and does not depend on the choice of the matrix norm ( [30] ). For practical interest (see Section 5), we check the continuity and compute the Hölder regularity of some elements of the family
To do so, we first define the set V. The size of the elements of V depends on the support of the basic limit function and the cardinality of the set Ω in (3.9). Let n ∈ N and φ be the basic limit function of the anisotropic interpolatory subdvision schemes S a M,n in Definition 3.2. By [5, Proposition 2.2 and (2.7)-(2.8)], we have Let N = #Ω. By (2.11), Γ = { (k, j) ∈ N 2 0 : k ∈ { 0, 1 } , j ∈ { 0, . . . , m − 1 } } is a complete set of representatives of the distinct cosets of Z 2 /MZ 2 . Notice that #Γ = 2m. For every γ ∈ Γ, we define the transition matrix
.
We denote T = { T γ : γ ∈ Γ } the set of all the transition matrices. Notice that #T = 2m. For every γ ∈ Γ, the rows and columns of T γ are enumerated by the elements from the set Ω, thus T γ ∈ R N×N . By construction, the entries of any column of T γ sum up to 1, thus T γ has eigenvalue 1 (i.e. there exist v 0 ∈ R N such that T γ v 0 = v 0 ). This property of T implies ( [5, 26] ) the existence of certain invariant subspaces of T crucial for the definition of the set V. To determine these invariant subspaces, we define the vector-valued function
Now we are able to define the following subspaces of
invariant under T . Notice that U 1 , U 2 contain differences in the directions of the eigenvectors of M. Finally, we define
The following statement is a direct consequence of Theorem 1 in [9] .
Theorem 3.11. Let n ∈ N. The basic limit function φ of the anisotropic interpolatory subdvision scheme S a M,n in Definition 3.2 belongs to C(R 2 ) if and only if ρ(V) < 1. In this case, φ has the Hölder exponent
In order to properly end this section, we would like to answer a few questions which naturally arise from reading of the above analysis:
Q1. How to determine the spaces U, U 1 and U 2 (φ is not known analytically)?
Q2. How to determine the sets V, V 1 and V 2 ?
The questions Q1. and Q2. will be answered in the following Example. 
Since the support of the basic limit function is a subset of [−1, 1]
2 (see Figure 1 and (3.8)), we determine T . To determine U, we proceed as follows.
Step 1. We define W
(
Step 2. We compute recursively
Step 3. We define U = W (k) .
Notice that the constraint 1 ≤ k < N − 1 makes sense since
In our case,
Space U 1 : In order to determine U 1 , we use the algorithm above with a different starting vector. By (3.11), we compute 0) ), v 0 1 = 1. By definition (3.10) and due to φ(α) = δ α,0 , ∀ α ∈ Z 2 , we have
Similarly to the computation of U with v 0 = (0, 1/2, 0, −1/2) T , we obtain
Space 
Note that U = U 1 U 2 . Let us compute the set V.
Step 2. We define the matrix S ∈ R 4×4 , whose columns are 4 linearly independent elements ofŨ, i.e.
By construction, the matrix S is invertible and, thus, we can compute the matrices
Dilation matrix Subdivision scheme 
Finally, V is the set of the restrictions of T γ , γ ∈ Γ, to U. In our case, 
Now, let us focus on the construction of
In Table 1 , we check the continuity and compute the Hölder regularity of S a M,n with M ∈ { diag(2, 3), diag(2, 5) } and n ∈ { 1, 2 } following the procedure presented in Example 3.12.
Anisotropic approximating subdivision schemes
In this section, we consider the dilation matrix M = diag(2, 3). We first introduce a family of symmetric four directional box-splines, see Definition 4.1, then we define a new family of symmetric four directional approximating subdivision schemes, see Definition 4.6. The aim of this section is to provide a family of approximating subdivision schemes as reference schemes for our multigrid examples. Especially, in Section 5, we show that for M = diag(2, 3) the interpolatory subdivision schemes in Definition 3.2 are computationally superior to the approximating subdivision schemes that we define in this section. 
In order to understand the definition of the symbols B n , n ∈ N, in Definition 4.1, we need to look closely at the "basic" Laurent polynomials B 1 and B 2 . For n = 1, the symbol B 1 in Definition 4.1 becomes
The factors (1 + z 1 ) 2 /(4z 1 ) and
2 ) are called first and second direction and they are the symbols of the univariate binary and ternary linear B-splines, respectively. Thus, the subdivision scheme S B 1 generates polynomials up to degree 1 (by a tensor product argument) and its mask B 1 is symmetric and minimally supported, For n = 2, the symbol B 2 in Definition 4.1 becomes
The factor (2
2 ) represents the product of the so-called third and fourth directions. We computed such a symbol B 2 in order to guarantee that the subdivision scheme S B 2 generates polynomials up to degree 3 (Proposition 4.3) and its mask B 2 is symmetric and minimally supported, 
Finally, the definition of such a symbol B n , n ∈ N, in Definition 4.1, guarantees that the subdivision scheme S B n generates polynomials up to degree 2n − 1 (Proposition 4.3) and its mask B n is symmetric.
In order to prove Propositions 4.3 and 4.4, we need an auxiliary Lemma. 
n, j (z 1 ) =
Proof. We observe that the product of the third and the fourth directions can be written as
Using this identity, for (z 1 , z 2 ) ∈ (C \ { 0 }) 2 , we can rewrite the Laurent polynomial B n in Definition 4.1 as
n, j (z 2 ). Proof. We proceed by induction.
Step 1. For n = 1, the base case is trivial due to a tensor product argument.
Step 2. Let us suppose that for any n ≥ 1, S B n generates polynomials up to degree 2n − 1. We want to show that S B n+1 generates polynomials up to degree 2(n + 1) − 1 = 2n + 1. The symbol of the anisotropic symmetric four directional box-spline S B n+1 satisfies the recursive formula
For n even, S B n ∈ I 2n−1 by induction and S B 1 ∈ I 1 by Step 1, thus, S B n+1 ∈ I 2n+1 . For n odd, we cannot apply the same argument as before since Q(z 1 , z 2 ) does not vanish on E M \ { (1, 1) }. Let α ∈ N 2 0 , |α| ≤ 2n + 1. Applying the Leibniz formula to B n+1 we get
The following analysis is split in 2 steps: |α| = 2n and |α| = 2n + 1.
.2) and (i), we get
By straightforward computation, we have
Now we need to study the behavior of
. W.l.o.g., we focus our attention on ε = −1, e 2/3πi . From (4.1), we get
thus, in order to compute D (α 1 ,α 2 ) B n (ε), we need to study separately the behavior of
n, j (z 1 )
2 . Notice that for any j ∈ { 0, . . . ,
For any β 1 ∈ { 0, . . . , α 1 } and for any j ∈ { 0, . . . ,
and we get
Using the same argument as before, for any β 2 ∈ { 0, . . . , α 2 } and for any j ∈ { 0, . . . ,
Thus, we need to study the behavior of
We notice that
• α 1 ∈ { 0, . . . , n }: for any β 1 ∈ { 0, . . . , α 1 } and for any j ∈ { 0, . . . ,
. . , n }, thus for any β 2 ∈ { 0, . . . , α 2 } and for any j ∈ { 0, . . . , n−1 2 }, we have β 2 ≤ α 2 ≤ n < 2(n − j). Thesis follows from the same argument of (ii). Proof. In order to prove Proposition 4.4, by Theorem 2.7 and Proposition 4.3, we need to show that
(i) By Definition 4.1, B n (1, 1) = 6.
(ii) Let α = (1, 0), |α| = 1. Using (4.1) and noticing that b (2) n, j (1) = 0 for j = 1, . . . , ⌊n/2⌋, the (1, 0)-th directional derivative of B n evaluated at (1, 1) becomes
n, j (1)
Using the previous argument, we get We are now ready to define the family of anisotropic symmetric four directional approximating schemes.
Definition 4.6. Let n ∈ N, ℓ ∈ { 0, . . . , n − 1 }. The anisotropic symmetric four directional approximating scheme of order (n, ℓ) and dilation matrix M = diag(2, 3) is defined by its symbol
where Proof. By Proposition 4.3, for i = 0, . . . , ℓ, the symmetric four directional box-spline S B n−i ∈ I 2n−2i−1 . By definition,
Since the ideal I k , k ∈ N 0 , is closed under addition, we have
that is S B n,ℓ generates polynomials up to degree 2n − 1.
Remark 4.8. Let n ∈ N, ℓ ∈ { 0, . . . , n − 1 }. The convergence analysis of the anisotropic symmetric four directional approximating scheme S B n,ℓ in Definition 4.6 can be done similarly to subsection 3.5.
Finally, we believe that for any n ∈ N, ℓ ∈ { 0, . . . , n − 1 }, the anisotropic symmetric four directional approximating scheme S B n,ℓ in Definition 4.6 reproduces polynomials up to degree 2ℓ + 1, and we actually verified it for n ≤ 10. Notice that, if ℓ = n−1, then S B n,n−1 generates and reproduces polynomials up to the same degree 2n−1. Contrary to the univariate case, in the bivariate case this property does not imply that the subdivision scheme S B n,n−1 is interpolatory. Indeed, its mask B n,n−1 does not satisfy the interpolatory condition (2.10). See Example 5.6, masks B 2,1 and B 3,2 .
Subdivision, multigrid and examples
In the following, we assume that the system matrix A n in (2.1) is derived via finite difference discretization of the d-dimensional elliptic PDE problem (2.2) of order 2q, q ∈ N, with Dirichlet boundary conditions.
In this section, we exhibit a new class of V-cycle grid transfer operators P n j , j = 0, . . . , ℓ −1, defined from symbols of subdivision schemes with certain polynomial generation properties, see Theorem 5.1. Then, in subsections 5.1 and 5.2, we provide explicit examples of bivariate grid transfer operators defined from the symbols of anisotropic interpolatory and approximating subdivision schemes from Section 3 and 4, respectively.
Let p be the symbol in (2.9) associated to the subdivision scheme S p . For
the symbol p is a 2π-periodic trigonometric polynomial. Thus, we write
By slight abuse of notation, we call p both the symbol of the subdivision scheme and the associated trigonometric polynomial in (5.1), since it is clear from the context to which "class" of polynomials (Laurent or trigonometric) p belongs. 
then the associated trigonometric polynomial in (5.1) satisfies conditions (i) and (ii) in (2.6).
Proof. To prove the claim, we show that (i) and (ii) in (5.2) imply conditions (i) and (ii) in (2.6). Let p be the trigonometric polynomial in (5.1) associated to the symbol of the subdivision scheme S p . From
which imply conditions (i) and (ii) in (2.6).
In subsections 5.1 and 5.2, we restrict our attention to the bivariate case and, on the strength of Theorem 5.1, we propose appropriate grid transfer operators for the bivariate elliptic PDE problem (2.2) of order 2q, q ∈ N, with Dirichlet boundary conditions. We recall that, from the mask p of the bivariate subdivision scheme S p of dilation M, one can build the trigonometric polynomial p(x), x ∈ [0, 2π) 2 , as in (5.1). Then, for j = 0, . . . , ℓ − 1, the grid transfer operator P n j at level j associated to the subdivision scheme S p is defined by (2.3).
Interpolatory grid transfer operators
The following result is a direct consequence of Theorem 5.1. 
Approximating grid transfer operators
In this section, we focus our attention on the case M = 2 0 0 3 . The following result is a direct consequence of Theorem 5.1. We omit the proof of Proposition 5.5 since it follows by the same argument as in the proof of Proposition 5.2.
Proposition 5.5. Let n ∈ N, n ≥ q, and ℓ ∈ { 0, . . . , n − 1 }. Then, the trigonometric polynomial B n,ℓ associated to the anisotropic symmetric four directional approximating scheme S B n,ℓ in Definition 4.6 satisfies conditions (i) and (ii) in (2.6).
In Example 5.6, we give several examples of masks of the anisotropic symmetric four directional approximating scheme S B n,ℓ from Definition 4.6. The corresponding grid transfer operators will be compared with the ones corresponding to the masks in Example 5.3 for our multigrid experiments in subsection 5.3. 
Finally, let n = 3. For ℓ = 0, 1, 2, the masks of the anisotropic symmetric four directional approximating schemes S B 3,ℓ in Definition 4.6 are
Notice that f j vanishes at (0, 0) with order 2, thus by Propositions 5.2 and 5.5 with q = 1, the masks defined in Examples 5.3, 5.4 and 5.6 can be used to define the corresponding grid transfer operators. For an appropriate comparison, we use also the well-known bi-linear interpolation and bi-cubic Bspline grid transfer operators from [16] , which are the 2-directional box spline subdivision schemes in [10] with dilation M = 2 0 0 2 and masks 
The corresponding subdivision schemes S P 1 and S P 2 generates polynomials up to degree 1 and 3, respectively. Moreover, we consider the bi-cubic interpolation grid transfer operator, known as Kobbelt subdivision scheme ( [28] ), which is a tensor product scheme with dilation M = 2 0 0 2 based on the univariate binary 4-point Dubuc-Deslauriers subdivision scheme with the symbol a 2,2 in (3.1). Its mask is 
and the associated subdivision scheme S K generates polynomials up to degree 3. We notice that S P 1 , S P 2 and S K satisfy the hypothesis of Theorem 5.1 with q = 1. We use as pre-and post-smoother one step of Gauss-Seidel method. The zero vector is used as the initial guess and the stopping criterion is r s 2 / r 0 2 < 10 −7 , where r s is the residual vector after s iterations and 10 −7 is the given tolerance. We define the starting grid n 0 in agreement with the dilation matrix M, namely -for M = 2 0 0 2 :
-for M = 2 0 0 3 :
-for M = 2 0 0 5 : Table 2 shows how the number of iterations and convergence rates for the V-cycle change when the starting grid n 0 becomes finer. The results in Table 2 support our theoretical analysis in section 5, as they show that subdivision schemes with different dilation matrices and appropriate degree of polynomials generation define grid transfer operators capable of guaranteeing convergence and optimality of the corresponding V-cycle method. The grid transfer operators defined from the subdivision schemes with dilation M = 2 0 0 2 perform better than the grid transfer operators defined from the anisotropic subdivision schemes. This happens since the bivariate Laplacian problem in (5.3) is symmetric with respect to the two coordinate directions. If we use grid transfer operators derived from subdivision schemes with dilation M = 2 0 0 2 or, equivalently, grid transfer operators defined from the downsampling matrix with the factor m = (2, 2), we preserve the symmetry of the problem at each j-th step of the V-cycle, j = 0, . . . , ℓ. Moreover, at each Coarse Grid Correction step, we downsample the data with the factor m = (2, m) and the larger is m the more information we lose. Thus, the number of iterations required for convergence is larger for m > 2. Finally, we notice that there is no crucial difference between polynomial generation and reproduction properties for convergence and optimality of the V-cycle method.
Bivariate anisotropic Laplacian problem
The second example we present arises from the discretization of the bivariate anisotropic Laplacian problem (q = 1) with Dirichlet boundary conditions, namely we use the bi-linear interpolation grid transfer operator for j = h + 1, . . . , ℓ. If we choose h ∈ N properly, due to (5.5), we can handle the anisotropy of the problem in h steps of the V-cycle. Thus, for j = h + 1, . . . , ℓ, a symmetric cutting strategy performs better than an anisotropic cutting strategy. For the numerical experiments, we use as pre-and post-smoother one step of Gauss-Seidel method for j = 1, . . . , ℓ, and 2 steps of Gauss-Seidel method for j = 0. The zero vector is used as the initial guess and the stopping criterion is r s 2 / r 0 2 < 10 −5 , where r s is the residual vector after s iterations and 10 −5 is the given tolerance. We define the starting grid n 0 by (5. Tables 3 and 4 show how the number of iterations and convergence rates for the V-cycle change when the starting grid n 0 becomes finer and the anisotropy ε in (5.4) decreases. The results support our theoretical analysis. Especially, the grid transfer operators defined from the anisotropic subdivision schemes with dilation M = 2 0 0 3 perform better than all the other grid transfer operators. Indeed, after 2 steps of downsampling with the factor m = (2, 3), the anisotropy of the problem increases by a factor 81 16 ≈ 5. Moreover, when we downsample the data with the factor m = (2, 3) we lose less information than when we sample the data with the factor m = (2, 5). Among the grid transfer operators defined from the anisotropic subdivision schemes with dilation M = 2 0 0 3 , we pay special attention to the interpolatory ones. The advantage of using the anisotropic interpolatory subdivision schemes is the computational efficiency of the corresponding grid transfer operations. Indeed, the matrices A n j , j = 0, . . . , ℓ, are independent of the grid transfer operators and the computational cost of the restriction and prolongation depends only on the number of nonzero entries of the corresponding operators. Therefore, since for a fixed n ∈ N the mask a M,n of the interpolatory subdivision schemes S a M,n in Definition 3.2 has less nonzero entries than the masks B n,ℓ , ℓ = 0, . . . , n − 1, of the approximating subdivision schemes S B n,ℓ in Definition 4.6, each iteration of the V-cycle method with the interpolatory grid transfer operator associated to S a M,n is cheaper than one V-cycle iteration with the approximating grid transfer operators associated to S B n,ℓ . Finally, we notice that there is no crucial difference between polynomial generation and reproduction properties for convergence and optimality of the V-cycle method. Tables 3 and 4 justify the use of the dilation matrix M = 2 0 0 3 in our analysis. Note that the schemes with M = 2 0 0 5 have a slower convergence rate, which is influenced by the larger support sizes of their masks and by the less efficient approximation caused by inappropriate coarsening of the mesh in the y direction.
Conclusions
In this paper, we have constructed a family of bivariate interpolatory subdivision schemes with dilation M = diag(2, m), m ∈ N odd. We have investigated their minimality, polynomial reproduction and convergence properties. In case of M = diag(2, 3), we have also defined two families of bivariate approximating subdivision schemes characterized by specific polynomial generation and reproduction properties. We have shown that these families of anisotropic subdivision schemes define powerful grid transfer operators in anisotropic geometric multigrid. Especially, we have confirmed their strength for the numerical solution of the anisotropic Laplacian problem with anisotropy along coordinate axes.
Our results can be extended in many directions. A proper analysis of the anisotropic Laplacian problem with anisotropy in other directions (using the approach in [20] ) is of future interest. Moreover, we plan to study the higher regularity of the proposed interpolatory and approximating subdivision schemes for an eventual application in surface generation.
