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ABSTRACT
Phoneme classiﬁcation is investigated in linear feature domains with
the aim of improving the robustness to additive noise. Linear fea-
ture domains allow for exact noise adaptation and so should result
in more accurate classiﬁcation than representations involving non-
linear processing and dimensionality reduction. We develop a gen-
erative framework for phoneme classiﬁcation using linear features.
We ﬁrst show results for a representation consisting of concatenated
frames from the centre of the phoneme, each containing f frames.
As no single f is optimal for all phonemes, we further average over
models with a range of values of f. Next we improve results by
including information from the entire phoneme. In the presence of
additive noise, classiﬁcation in this framework performs better than
an analogous PLP classiﬁer, adapted to noise using cepstral mean
and variance normalisation, below 18dB SNR.
Index Terms— acoustic waveforms, phoneme, classiﬁcation,
robust, speech recognition
1. INTRODUCTION
Many studies have shown that automatic speech recognition (ASR)
systems still lack performance when compared to human listeners
in adverse conditions that involve additive noise [1, 2, 3, 4]. The
systems can improve performance in those conditions by using addi-
tional levels of language and context modelling but this context will
be most effective when the accuracy of the underlying phoneme se-
quence is sufﬁciently free of errors. Hence, robust phoneme recog-
nition is an important stage of ASR. Front-end feature selection is
then animportantchoice toensurethebestphoneme sequence ispre-
dicted. In this paper we want to investigate the performance of front-
end features, isolated from the effect of high level context. Phoneme
classiﬁcation is commonly used for this purpose and improvements
observed can be expected to extend to other recognition tasks [5].
We are particularly interested in linear feature domains. In those
domains, additive noise acts additively and hence noise adaptation
of Gaussian mixture models can be performed exactly. The ease of
noise adaptation in linear feature domains contrasts with the situa-
tion for other commonly used speech representations such as mel-
frequency cepstral coefﬁcients (MFCC) and perceptual linear pre-
diction coefﬁcients (PLP) [6] that use non-linear processing. The
non-linear functions make exact adaptation to noise impossible in
practice. However, in order to use acoustic waveforms and beneﬁt
from that exact adaptation we must ﬁrst resolve a number of issues.
Linear representations have been considered previously by other
authors, including Poritz [7] and Ephraim and Roberts [8], leading
to a recent proposal by Mesot and Barber [9] to use switching lin-
ear dynamical systems (SLDS) to explicitly model speech as a time
series [9]. The SLDS approach exhibited signiﬁcantly better perfor-
mance at recognising spoken digits in additive Gaussian noise when
compared to standard hidden Markov models (HMMs); however,
it is computationally expensive even when approximate inference
techniques are used. Turner and Sahani proposed using modula-
tion cascade processes to model natural sounds simultaneously on
many time-scales [10], but the application of this approach to ASR
remains to be explored. In this paper we do not directly use the time
series interpretation and impose no direct temporal constraints on
the models. Instead, we investigate the effectiveness of the acoustic
waveform front-end for robust phoneme classiﬁcation using Gaus-
sian mixture models (GMMs), as those models are commonly used
in conjunction with HMMs for practical applications.
We develop the ﬁxed duration segment models using GMMs
with diagonal covariance matrices from [11] and address the issue
that there are no analogues of delta features for acoustic waveforms,
by instead considering longer duration segments so as to include the
same information used by the delta features. The impact of the seg-
ment duration is investigated next and we ﬁnd that no single segment
duration is optimal for all phoneme classes, but by taking an average
over the duration, the error rate can be signiﬁcantly reduced. Finally.
we also seek to include information from the entire phoneme by in-
corporating information from ﬁve sectors of the phoneme. Many au-
thors have already considered this problem of mapping the variable
duration phoneme segments to a representation with ﬁxed dimen-
sionality, ﬁrst deﬁning sectors of the phoneme and taking the mean
over the frames of each sector [12, 13, 14]. Instead we train sepa-
rate classiﬁers for each sector and then combine the corresponding
log-likelihoods. When this frame averaging and sector sum are both
implemented using a PLP+∆+∆∆ front-end, we obtain an error rate
of 18.5% in quiet conditions, better than any previously reported re-
sults using GMMs trained by maximum likelihood. At all stages we
consistently ﬁnd that PLP+∆+∆∆ is the most accurate representa-
tion in quiet conditions, with acoustic waveform being more robust
to additive noise.
2. CLASSIFICATION
Throughout this paper Gaussian mixture models (GMMs) are used
to model phoneme densities, trained using the expectation maximi-
sation (EM) algorithm. The probability density function, p(x), x ∈
R
d, of a Gaussian mixture model with c components has the follow-
ing form:
p(x) =
c X
i=1
wi
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where wi, µi and Σi are the weight, mean and covariance matrix of
the i
th mixture component respectively.We use GMMs with diagonal covariance matrices as it drasti-
cally reduces the number of parameters required. This is a common
modelling approximation when training data is sparse. In the case of
acoustic waveforms we additionally impose a zero mean constraint
for models as a waveform x will be perceived the same as −x. Typ-
ically the log-likelihood is used for calculations; we denote the log-
likelihood of x by L(x) = log(p(x)). Classiﬁcation is performed
using the following function:
A
L(x) = arg max
k=1,...,K
L
(k)(x) + log(πk) (2)
where x can be predicted as belonging to one of K classes. The
inclusion above of πk, the prior probability of class k, means that
we are effectively maximising the log-posterior probability of class
k given x. The prior probabilities are speciﬁed as the relative pro-
portion of each class in the training set.
2.1. Model Average
In general, more variability of the training data can be captured by
a GMM with an increased number of components, however, if too
many components are used, over-ﬁtting can occur. The best com-
promise is usually located by cross validation using the classiﬁca-
tion error on a development set. The result is a single value for the
number of components required. We use an alternative approach and
take the model average over the number of components, c, here hav-
ing values in C = {1,2,4,8,16,32,64,128}. This effectively gives
a mixture of mixtures [15], where the set is uniformly distributed on
a log scale to give a good range of model complexity without in-
cluding too many of the complex models. We compute the model
average log-likelihood for M(x) as:
M(x) = log
`X
c∈C
ucexp(Lc(x))
´
(3)
with the model weights uc =
1
|C|.
Alternatively the mixture weights allocated to each model can
be determined from the posterior densities of the models on a devel-
opment set to give a class dependent weighting, i.e.
uc =
P
x∈D exp(Lc(x))
P
d∈C
P
x∈D exp(Ld(x))
(4)
where D is a development set. Preliminary experiments suggested
that using those posterior weights only gives a slight improvement
over (3). We therefore choose to take those uniform weights (uc =
1
|C|) for all results shown in this paper.
Figure 1 shows the error rate of the GMM classiﬁers in quiet
conditions as a function of the number of mixture components.
Curves are shown for the ﬁve representations; acoustic waveforms,
PLP, MFCC, PLP+∆+∆∆ and MFCC+∆+∆∆. The solid curves
show the error rate for the individual models, dashed curves rep-
resent the uniform model average as in (3) up to the number of
components on the abscissa. The best results are obtained with
C = {1,2,4,8,16,32,64,128} and uc =
1
8 in this case for all rep-
resentations. We found that the uniform mixture gave very similar
results to those derived from the posterior probabilities of develop-
ment data (3). This is supported by observations in [15] where the
authors also took a uniform weight for each of the models. Model
averaging gives an improvement of 1.6%, 2.8% and 4.4% for each
of the respective representations when up to 128 components are
included.
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Fig. 1. Model averaging for acoustic waveforms, MFCC and PLP
models, all trained and tested in quiet conditions. Solid: GMMs
with number of components shown; dashed: average over models
up to number of components shown. The model average reduces the
error rate in all cases.
2.2. Segment Duration
Ideally all relevant information should be retained by our phoneme
representation, but as it is difﬁcult to determine exactly which infor-
mation is relevant we initially choose to take f consecutive frames
closest to the centre of each phoneme and concatenate them. Whilst
the precise number of frames required for accurate classiﬁcation
could in principle be inferred from the statistics of the phoneme
segment durations, we see in Table 1 that those durations not only
vary signiﬁcantly between classes but also that the standard devia-
tion within each class is at least 24ms. Therefore no single dura-
tion can be suitable for all classes. The determination of an optimal
f from the data statistics would be even more complicated when
∆+∆∆ are included, because these incorporate additional informa-
tion about the dynamics of the signal outside the f frames.
Assuming that no single value of f will be optimal for all
phoneme classes we instead consider the sum of the mixture log-
likelihoods Mf, as deﬁned in (3) but now indexed by the number
of frames used. The sum is taken over the set F which contains the
values of f with the lowest corresponding error rate, for example
F = {7,9,11,13,15} for PLP:
R(¯ x) =
X
f∈F
Mf(x
f) (5)
where ¯ x = {x
f|f ∈ F}, with x
f being the vector with f frames.
Note that we are adding the log-likelihoods for different f, which
amounts to assuming independence between the different x
f in ¯ x.
Clearly this an imperfect model, as e.g. all components of x
7 are
also contained in x
11 and so are fully correlated, but our experiments
show that it is useful in practice. Consistent with the independence
assumption, in noise we adapt (see Section 2.4 below) the models
Mf separately and then combine them as above. The same applies
to the further combinations discussed next.Table 1. Phomene duration [ms] in the training data grouped by
broad phonetic class.
Group Min. Mean ± std. Max.
Vowels 2.2 86.0 ± 46.7 438.6
Nasals 7.6 54.5 ± 25.6 260.6
Strong Fricatives 14.9 99.5 ± 38.9 381.2
Weak Fricatives 4.5 68.2 ± 37.3 310.0
Stops 2.9 39.3 ± 24.0 193.8
Silence 2.0 94.9 ± 107.5 2396.6
All 2.0 79.4 ± 63.4 2396.6
2.3. Sector Sum
We now establish a method to map the variable duration phoneme
segments to a ﬁxed length representation for classiﬁcation. In the
previous subsection only frames from the centre of the phoneme seg-
ments were used to represent a phoneme. We extend that centre-only
concatenationtouseinformationfromtheentiresegmentbytakingf
frames with centres closest to each of the time instants A,B,C,D and
E that are distributed along the duration of the phoneme as shown
in Figure 2. In this manner the representation consists of ﬁve se-
quences of f frames per phoneme. Those sets of frames are then
concatenated to give ﬁve vectors xA, xB, xC, xD and xE. Models
are trained on those ﬁve sectors and then the information they pro-
vide about each sector is combined, again assuming independence
by taking the sum of the log-likelihoods of the sectors:
S(ˆ x) =
X
s∈{A,B,C,D,E}
Ms(xs) (6)
where ˆ x = {xA,xB,xC,xD,xE} and Ms now denotes the model
for sector s, using some ﬁxed number of frames f. Both improve-
ments can be combined by taking the sum of the f-averaged log-
likelihoods, Rs(¯ xs), over the ﬁve sectors s:
T (ˆ ¯ x) =
X
s∈{A,B,C,D,E}
Rs(¯ xs) (7)
where ¯ xs = {x
f
s|f ∈ F} with x
f
s being the vector with f frames
centred on sector s, and ˆ ¯ x gathers all ¯ xs. Given the functions derived
above, the class of a test point can be predicted using one of the
following:
A
M
f (x) = arg max
k=1,...,K
M
(k)
f (x) + log(πk) (8)
A
R(¯ x) = arg max
k=1,...,K
R
(k)(¯ x) + log(πk) (9)
A
S
f(ˆ x) = arg max
k=1,...,K
S
(k)
f (ˆ x) + log(πk) (10)
A
T(ˆ ¯ x) = arg max
k=1,...,K
T
(k)(ˆ ¯ x) + log(πk) (11)
where πk is the prior probability of predicting class k as in (2).
2.4. Noise Adaptation
As discussed in the introduction, we are interested in using acoustic
waveform domains or more generally feature domains where addi-
tive noise acts additively. In this paper we assume stationary Gaus-
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Fig. 2. Comparison of existing phoneme representations. Top: Divi-
sion described in [12] resulting in ﬁve sectors, three covering the du-
ration of the phoneme and two of 40ms over the transitions. Bottom:
f frames closest to the ﬁve points A,B,C,D and E (that correspond
to the centres of the regions above) are selected to map the phoneme
segment to ﬁve feature vectors xA,xB,xC,xD and xE.
sian noise of known variance, where the acoustic waveform classi-
ﬁers can be adapted for noise corrupted data by modifying all co-
variance matrices to ˜ Σ:
˜ Σ =
Σ + σ
2N
1 + σ2 (12)
with N being the normalised covariance matrix of the noise, in this
case estimated from samples of the noise, and σ
2 is the noise vari-
ance. A diagonal approximation for N is used to keep ˜ Σ diagonal.
This approach is reasonable because we work not with the acoustic
waveforms directly but with DCT transforms (see below) that ap-
proximately decorrelate different feature components.
Exact model adaptation for PLP features is not possible so
instead we apply the feature standardisation technique of cepstral
mean and variance normalisation (CMVN) which reduces the global
effect of the noise on the corrupted feature distribution. We also
consider the matched condition classiﬁer that is trained data from
conditions that exactly match the test conditions. This is taken as
an optimal baseline as other work suggests that matched condition
training is superior to any other approach [16].
3. EXPERIMENTS
Realisations of phonemes were extracted from the SI and SX sen-
tences of the TIMIT database. The training set consists of 3,696
sentences sampled at 16kHz. Each sentence is normalised to have
on average unit energy per sample. Noisy data is generated by ap-
plying additive pink noise extracted from NOISEX-92 at nine SNRs
followed by the same average unit energy per sample normalisa-
tion. The SNRs were set at the sentence level hence the local SNR
of the individual phonemes may differ signiﬁcantly, causing SNR
mismatch at phoneme level. In total there were ten test conditions:
−18dB to 30dB in 6dB increments and quiet (Q).
Each sentence was divided into a sequence of 10ms non-
overlapping frames to give the acoustic waveform representation.
The frames are individually processed using a DCT. Here the DCT
is used to decorrelate the waveform frames to improve the diagonal
approximation of the GMMs. It is nothing more than an orthogonal
transformation and would be an unnecessary stage if full covariance
models were used. The processing results in a sequence of 160-
dimensional vectors. For comparison, the normalised sentences are1 3 5 7 9 11 13 15
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Fig. 3. Error rates of the different representations tested in quiet con-
dition, showing the improvement of the sector sum over the model
average as a function of f, the number of frames from each sector.
processed using a standard implementation of PLP. Again frames are
extracted every 10ms but 25ms long. The dimensions of the vector
sequences are 13 and 39 for PLP and PLP+∆+∆∆ respectively.
Following the extraction of the phonemes and removal of the
glottal closures there are a total of 140,225 phoneme realisations.
The remaining classes are combined into 48 groups in accordance
with [13, 17]. Even after this combination some of the resulting
groups have too few realisations. The smallest groups with fewer
than 1,500 realisations were increased in size by the addition of tem-
porally shifted versions of the data. All classiﬁcation tests were car-
ried out on the core test set which is comprised of 7,215 examples.
The multi-class test error is computed over the 39 groups detailed
in [17] where each group contains similar phonemes and confusions
among these are then not counted.
4. RESULTS
Figure 3 shows the relationship between the number of frames con-
catenated from each sector and the error rates obtained. We see
that the best results for acoustic waveform classiﬁers are achieved
around nine frames and eleven frames for PLP without deltas. The
PLP+∆+∆∆ features are less sensitive to the number of frames with
little difference in error from one to thirteen frames. If we consider
the best results obtain for PLP without deltas, 21.4% using eleven
frames with the best for PLP+∆+∆∆, 18.5% with seven frames,
then the performance gap of 2.9% is much smaller than if we com-
pared error rates where both classiﬁers used the same number of
frames. Clearly it is not surprising that fewer PLP+∆+∆∆ frames
are required for the same level of performance as the deltas are a
direct function of the neighbouring PLP frames. It is still useful to
see that in terms of the ultimate performance on this classiﬁcation
task the two error rates with and without deltas are similar. Those
results are directly comparable with the GMM baseline results from
other studies shown in Table 1. The error rates obtained using the f-
average over the ﬁve best values of f are 32.1%, 21.4% and 18.5%
for acoustic waveforms, PLP and PLP+∆+∆∆ respectively.
Figure 4 compares the performance of the ﬁnal classiﬁers, in-
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Fig. 4. Performance of the classiﬁers in pink noise extracted from
NOISEX-92. Curves shown for the best representation from Fig. 3
using the f-average. Dotted line indicates chance level at 93.5%.
cluding both the f-average and the sector sum, on data corrupted by
pink noise. The solid curves give the results for the acoustic wave-
form classiﬁer adapted to noise using (12), and for the PLP classiﬁer
with and without ∆+∆∆ trained in quiet conditions and adapted to
noise by CMVN. PLP+∆+∆∆ remains the better representation for
very low noise, but waveforms give lower errors beyond a crossover
point around 18dB SNR, the precise value depending on whether we
compare to PLP or PLP+∆+∆∆. As before, they also perform bet-
ter than chance down to −18dB SNR. The dashed lines in Figure 4
show for comparison the performance of PLP classiﬁers trained in
matched conditions. As explained, the CMVN and matched curves
for PLP provide the extremes between which we would expect a
PLP classiﬁer to perform if model adaption analogous to that used
with the acoustic waveforms was possible, or some other method to
improve robustness was employed such as the ETSI advanced front-
end (AFE) [18]). As expected, the matched conditions PLP+∆+∆∆
classiﬁer has the best performance for all SNR. However, in noise
the adapted acoustic waveform classiﬁer is signiﬁcantly closer to
matched PLP+∆+∆∆ than PLP+∆+∆∆ with CMVN.
Table 2 shows the absolute percentage error reduction for each
of the four classiﬁers (8)–(11) in quiet conditions, compared to the
GMM with the single best number of mixture components and num-
ber of frames f. The relative beneﬁts of the f-average and the sector
sum are clear. The sector sum gives the bigger improvements on its
owninallcasescomparedtoonlythef-average, butthecombination
of the two methods is better still throughout. The same qualitative
trend holds true in noise.
Table 2. Absolute reduction in percentage error for each of the clas-
siﬁers (8)–(11) in quiet conditions.
Model Waveform PLP PLP+∆+∆∆
Model average (A
M) 1.6 2.8 4.4
f-average (A
R) 5.6 6.0 6.3
Sector sum (A
S) 6.7 8.4 8.7
f-average + sector (A
T) 9.9 10.0 10.45. CONCLUSION AND DISCUSSION
In this paper we have studied some of the potential beneﬁts of
phoneme classiﬁcation in linear feature domains directly related to
the acoustic waveform, with the aim of implementing exact noise
adaptation of the resulting density models. The results can be di-
rectly compared to the existing results in Table 3. We used the
standard approximation of diagonal covariance matrices to reduce
the number of parameters required to specify the GMMs. The issue
of selecting the number of components in the mixture models was
approached by taking the model average with respect to the number
of components for a sufﬁciently large set of values. This motivated
us to further improve the classiﬁers by using multiple segment du-
rations and then taking the sum of the log-likelihoods. Information
from the whole phoneme was included by repeating the process
centred at ﬁve points in the phoneme.
We would seek to further improve the results by incorporating
techniques used by other authors, in particular the use of commi-
tee classiﬁers to combined a number of representations with differ-
ent parameters. Additionally a hierarchical classiﬁcation could be
implemented to reduce broad phoneme class confusions [5, 19, 20].
There is also scope for further tuning within the method presented by
weighting the sector sum and frame average, or allowing the number
of frames to be different for each sector.
Table 3. Existing error rates obtained in other studies for a range
of classiﬁcation methods on the TIMIT core test set. Results in this
paper are most comparable to the GMM baselines.
Method Error [%]
GMM baseline [12] 26.3
GMM baseline [19] 24.1
GMM baseline [14] 23.4
GMM (f-average + sector) PLP+∆+∆∆ 18.5
SVM, 5th order polynomial kernel [12] 22.4
Large margin GMM (LMGMM) [13] 21.1
Regularized least squares [14] 20.9
Hidden conditional random ﬁelds [21] 20.8
Hierarchical LMGMM H(2,4) [19] 18.7
Committee hierarchical LMGMM H(2,4) [19] 16.7
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