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Introduction
In this thesis we study positive C2 solutions of semilinear elliptic equations of the form
-Au = g(u) in C RI', n > 3, (1.0.1)
where u has an isolated singularity at some point x0 E Q. We are interested in the symmetry
properties of solutions in the cases where Q is either lR\{0}, the punctured ball B\{0}, or
the upper half space R' minus an interior point (0, to).
We prove two results due to Caffarelli, Gidas, and Spruck [1]. In the case where Q
is I•R\{0} and u is a global solution of (1.0.1) with an isolated singularity at the origin,
we show that u is radially symmetric about some point (Theorem 2.4.1). Here we do not
make any assumptions about the behavior of u at infinity, and this theorem can be thought
of as a global result for solutions with two isolated singularities. In the case where Q is
a punctured ball B\{0}, we use an asymptotic symmetry method to show that if u is a
solution of (1.0.1) with an isolated singularity at the origin, then u behaves asymptotically
like its spherical average at the origin, that is, u(x) = (1 + O(Ixl))m(IxI) as x -+- 0, where
m(r) = ' fr u(ry)da(y) (Theorem 3.5.1).
Finally, in the case where Q is the upper half space R' minus a point (0, to), we study
solutions of (1.0.1) that satisfy a boundary condition of the form u = cu) on Rn, c > 0.
We show that if u is a solution of the boundary value problem, then it is cylindrically
symmetric about some axis orthogonal to 8Rn (Theorem 5.2.1). This result is new and is
based on several different approaches to the method of moving planes [1], [2], [12].
1.1 Historical survey
This section contains a brief overview of symmetry results p)roved by the method of moving
planes. See [1], [2], [4] [5], and [12] for a more detailed account of the history.
In [4], Gidas, Ni, and Nirenberg established various results including the following two
theorems.
Theorem A. (Gidas, Ni, Nirenberg [4]) In the ball BR jxI < R in R", let u > 0 be a
positive solution in C 2(BR) of
Au + f (u) = 0 with u = 0 on xI = R.
Here f is of class C'. Then u is radially symmetric about the origin, and
OuO-<O forO0< r< R.
Theorem B. (Gidas, Ni, Nirenberg [4]) Let v Ce C 2+a , 0 < a < 1, be a positive solution of
Av + f(v) = 0 in R", n > 3,
with v(x) = O(IxI2- n ) at oc. Assume that for some k > n+2g() = f()-k is Hlder
continuous on 0 < v < vo, where vo is the maximum of v. Then v is rotationally symmetric
about some point, and Vr < 0 for r > 0, where r is the radial coordinate about that point.
Notice that the nonlinearity they were able to treat in the ball was more general than
the nonlinearity they were able to treat in the entire space.
In [5], the same authors extended some of their results from [4] to more general nonlin-
earities. They also studied solutions in the entire space with isolated singularities. Their
results included the following theorem.
Theorem C. (Gidas, Ni, Nirenberg [5]) Let a,,..., ak E CR, n > 3, lie on a line, e.g., the
xn axis. Let u(x) be a positive solution of
-Au = g(u) in Rn\{al,...,ak}-
Assume
u E C 2(Rn\{a l,. .- , ak),
u(x) = O(1/|xlm ) at oo, m > 0,
u(:r) - 0C as xj -- aj, j = 1,..., k.
Assume further that
(i) g q(u) is nondecreasing in u for u > 0, and for some p > (n + 1) n/m, Ig (u) < C Iu1P for
u small,
(ii) liminf o g(t)/tP > 0 for some p > n/(n- 2).
Then u(x) is cylindrically symmetric about the xn axis. Moreover, if r denotes the distance
from the axis, then Ur < 0 for r > 0.
An immediate consequence of Theorem C is that a solution with one nonremovable
singularity and sufficient decay at infinity is radially symmetric. In [1], Caffarelli, Gidas,
and Spruck proved a more general result without any assumptions on the behavior of the
solutions at infinity.
Theorem D. (Caffarelli, Gidas, Spruck [1]) Let u > 0 be a C2 solution of
-Au = g(u) in Rn\{0}, n > 3,
with an isolated singularity. Assume that g(t) is a function on [0, 00) satisfying
(i) g(t) is nondecreasing, g(O) = 0,
(ii) t - (n+ 2)/(n - 2)g(t) is nonincreasing,
(iii) lim inftoo g(t)/tP > 0 for some p Ž n/(n - 2),
(iv) 1 _tt -2S 1 g n-2
-7(iv) 1-g( 1 7) S -g(t 2 s2) when tl : t2 and Sl > s2-
1 2
Then either u is radially symmetric about the origin or u is C 2 at the origin and radially
symmetric about some point.
In [1], Caffarelli, Gidas, and Spruck also studied the local behavior of solutions of semi-
linear elliptic equtaions at an isolated singularity. They combined the method of moving
planes with a measure theoretic technique to prove an asymptotic symmetry result for
solutions at the singularity.
Theorem E. (Caffarelli, Gidas, Spruck [1]) Let a be a positive C2 solution of -Au = (u),
in the punctured ball B2\{0} C R", n > 3, with an isolated singularity at the origin.
Assume that g(t) is a function on [0, oc) satisfying:
(i) g(t) is nondecreasing, gq(0) = 0,
(ii) t-(n+2)/(n- 2)g(t) is nonincreasing for t > to.,
(iii) liminft_,, g(t)/tP > 0 for some p > n/(n - 2),
(iV) I (n-2S1) > I 1 
2,1-2
(v .+2 (tl si) 1 - g(t 2 s2) when t1 <K t 2 and sl >_ S2.tl .t2
Then
u(x) = (1 + O(Ixl))m(IxI) as x -+ 0,
where m(r) = - l u(ry)du(y).
In [12], Li and Zhu used the method of moving sphers to prove uniqueness theorems for
two semilinear elliptic boundary value problems. Their results were slight improvements of
results proved by Escobar in [3].
Theorem F. (Li, Zhu [12]) Let u E C 2(R_) n C(1 R(n), n > 3, be a nonnegative solution of
-Au =0 in R+,
= cun/(n- 2) on R.
at+
When c > 0, u = at + b, with a, b > 0, a = cbn/(n-2). When c < 0, either u - 0 or
( g)( (n--2)/2
u(x,t) =(n 2  ' ( > 0,(6 + t)2 +I-X012
for some e > 0, xo e Rn- 1, and (n - 2)to = -ec.
Theorem G. (Li, Zhu [12]) Let u E C2(R_) nC 1 (Rft), n > 3, be a nonnegative solution of
-Au = n(n - 2)u(n+ 2)/(n - 2) in R,
O= cUn/(n-2) on aR"'at +
Then either u - 0 or
u(x, t) = + (, t)- (xo, to) (n-2)/2 > 0,
for somne E > 0, xo E Rn-", and (n - 2)to = Ec.
1.2 Method of moving planes
The method of moving planes is a technique used to prove symmetry and monotonicity
results for solutions of partial differential equations. When we are trying to classify the
solutions of a partial differential equation, symmetry and monotonicity results give us ad-
ditional information about the structure and behavior of the solutions. This kind of infor-
mation is useful because it may simplify the equations we are interested in solving or tell
us that certain types of functions are not solutions.
Suppose you want to show that the solutions of a partial differential equation have
reflection symmetry in the direction T. That is, you want to show that if u is a solution,
then u(x) = u(x - 2(x T - - Ao)-r) for some Ao. The following is a basic description of how
to use the method of moving planes to establish this type of result:
Let u be a solution of a partial differential equation. Fix a direction T, and let P(A)
be the property that: u(x) < u(x - 2(x - T - A)r) for x. -r > A. The first step in the
method of moving planes is to show that the reflection process can be started. That is, we
want to show that there exists a A so that P(A) holds for A > A. This will usually require
some kind of apriori information about the solution such as a boundary condition or an
assumption on its behavior at infinity. The second step is to continue the reflection process
and move the family of hyperplanes up to a critical position Ao. For concreteness, suppose
that A0 = inf{A : P(A) holds for A > A}, and assume that Ao > -oo. In this case, the
last step is to use the maximum principle to show that u(x) = u(x - 2(x . r - Ao)T) and
7-(x) < 0, for x - > Ao0-
1.3 Plan of the paper
In Chapter 2 we prove some preliminary results and develop the tools that allow us to use
the method of moving planes. We close the chapter with two global symmetry results that
illustrate the method of moving planes. In Theorem 2.3.1, we show that all positive C 2
solutions of
-Au = u ( n+2)/(n-2) (1.3.1)
in R"', n > 3, are radially symmetric about some point. As a corollary, we give a complete
characterization of the positive C2 solutions of (1.3.1) in R". In Theorem 2.4.1 (Theorem
D in the Historical survey), we show that if a is a positive C2 solution of
-Au = up (1.3.2)
in Rn\{0}, with an isolated singularity at the origin and if p E [, n 2 ], then u is radially
symmetric about some point. The proof of this theorem involves applying the method of
moving planes to the Kelvin transform of a about a regualr point.
In Chapter 3 we study solutions of (1.3.2) in the punctured ball B 2\{0} C R n , n > 3,
where u has an isolated singularity at the origin and p E ( n, n+2 . We take the Kelvinn-2' n-2]"W aeteKli
transform of u about a regular point close to the origin and study the inverted problem
in Rn\Bi. In Section 3.1 we prove an estimate for the measure of directions along which
certain nonnegative superharmonic functions do not have fast decay. In Section 3.2 we
prove an extension lemma for C2 functions in B2\B 1 that allows us to extend a function so
that it is superharmonic over a set of sufficiently small measure in B 1 . In Section 3.4 we use
the method of moving planes to prove a partial symmetry result for the Kelvin transform in
certain good directions. In Section 3.5 we prove Theorem 3.5.1 (Theorem E in the Historical
survey). The proof involves combining the estimate from Section 3.1 with the reflection
lemma from Section 3.4 to show that there are enough good directions to conclude that u
behaves asymptotically likes its spherical average, that is, u(x) = (1+ O(jIxI))m(IxI) as x -
0, where m(r) = 1 f u(ry)da(y).
In Chapter 4 we use Theorem 3.5.1 to characterize the positive solutions of (1.3.1) in the
punctured ball B\{0}. In Section 4.1, we prove some preliminary estimates on the behavior
of the spherical average at the origin. Then, in Section 4.2 we prove Theorem 4.2.4, which
tells us that if u is a positive C 2 solution of (1.3.1) in B 2 \{0}, n > 3, with a nonremovable
isolated singularity at the origin, then there is a unique asymptotic constant D)c in the
interval - ( )" <-- Doo < 0 so that
1
u(x) = (1 + o(1)) (2)/2 VD, (- log I x1) as x -- 0,
where '1/'D, (t) is the singular solution of the differential equation (A.3.3) corresponding to
the constant D,,.
Finally, in Chapter 5 we study the boundary value problem
-Au = uP in R'\{(0, to)}, to > 0, n>3, (1.3.3)
a= cu on R C > 0,
where n < p(n - 2) < n + 2, 0 _ 1, and /(n - 2) > n. In Section 5.1, we prove some
preliminary results that allow us to use the method of moving planes. Then, in Section
5.2 we prove Theorem 5.2.1, which tells us that if u is a positive C2(Rn \{(0, to)}) solution
of 1.3.3, then u is cylindrically symmetric about some axis orthogonal to aRn. The proof of
this result is modeled after the proof of Theorem 2.4.1 in Chapter 2, and it uses techniques
from [1], [2], and [12].

Chapter
Preliminary results
2.1 Isolated singularities
2.1.1 Local behavior
Let v be a C2 solution of
-Av = f(x, v), v > O, (2.1.1)
in a punctured ball, B\{xo} C R'n , n > 3, with an isolated singularity at the point x0.
The following lemma gives sufficient conditions for a C2 solution of (2.1.1) to be a
distribution solution in a neighborhood of the singularity. The proof we give is similar to
the proof of Lemma 2.1 in [1].
Lemma 2.1.1. Let v be a positive C2 solution of -Av = f(x, v) in the punctured ball
B6(xo)\{xo} C R n , n > 3, where
(i) f(x, v) = g(lxln-2V)/IxIn +2,
(ii) g(t) is nondecreasing, g(O) = 0,
(iii) limn inft oog(t)/tP > 0 for some p _ n/(n - 2),
(iv) 0 ' Bj (xo).
If R < 6, then f(x,v) E LI(BR(xo)), v E Lp(BR(xo)), and v is a distribution solution in
BR(xo).
Proof. Let V'(x) > 0 be a smooth function satisfying:
Vx) = { 1x- xo < 1,
3- JxoI > 2.
Let C(o > 0 be such that
sup{KA, VN ,IAV1,I} < Co.
JR"
If we let V4(x)= (x/E). then K',J < CGo, IVV, _ Go/, IA [0 < o/e2.
For k > mnaxaFR(o) u(x), let Ok(S) be a smooth nonincreasing function satisfying:
kk(s) ={ 1, s < k,
0, s > 2k.
Set 4k(t) = fot Ok(s) ds, then Vbk(v) = Ok(v)Vv. Using the fact that Ok is nonincreasing,
we have
Vv -V(0,¢k(v)) dx fV
S •BR (xo)
-JBR(X0)
4k(V)" VoC dx
Ok(v)A0e dx
< sup I[OkJl 2•)
= O(En- 2)
so that fBR(Xo) VV - V(ýbOk(v)) dx --+ 0 as e --+ 0. We also have,
JBR(X) Oe4Ok(v) f (x, v) dx = - JBR(
= IBR(-O)
'Ok k(V) Av dx
o)
Vv - V( Oek(v)) dx -
BRXO) Vv V da.8En(xo)
Taking E --+ 0,
f(x, v) dx < -
JBR(xo)n{v<k} S Vv -v da.JBR(xo)
Taking k -+ oc, we conclude that f(x, v) E LI(BR(xo)).
By properties (iii) and (iv), there exist C1, C2, C3, M > 0 so that
fBR(xo)
lAQeI dx
1. If Ixn- 2v > M and x E B6(xo)\{xo}, then IxlP(n- 2)vP < Clg(xn-2v).
2. If x E B6(xo), then IxIn+ 2  C21 Ip(n- 2)
3  .R(1XO) I 2 dx < C0.
Then
/1B (Xo)
vP dx < .J(dx + CAI gJ(jBn-2v) d12
-B R(xo) Xp(n-2) Bdx + (O) xp(n-2)
< Ca + C1C2 f (x, v) dx,J Bn(xo)
and v E Lp(BR(xo)).
To show that v is a
above. Then we have
JBR(Xo)
distribution solution, we take r E Co'(BR(xo)), and we let V/) be as
0esqAv dx
so that
IB O) e(f(x, v)7l + vAyi )d
BR(Xd)
v I|2VOe -Vn + qAO, I dx
JB(~xo)
" T2 v dx
C -{e<lx-xol<2e}
" CEn-2-n/p 1V]ILp(B2,(xO) ) .
Taking e -+- 0, we conclude that fBR(xo) f(x, v)t + vAt] = 0 for all q E CoO(BR(Xo)). O
Lemma 2.1.2. Let vi be a positive C2 solution of -Av 1 = f(A(x), Vl) in B6(xo)\ {xo} C
R n . Assume that vi is a distribution solution in B&(xo). Let v2 be a positive C2 solution of
-Av 2 = f(x, v2 ) in B6(xo). If V1 > v2 , V1 0 v2 , and f(A(x),vi) _ f(x, v 2) in B6(xo)\{xo},
then there exist r, e > 0 so that vj - v2 > E in B (xo)\{ xo }.
Proof. Let Yo E B6 (xo)\{xo} be such that vl(yo) > v2(Yo). Let
a=6-jxo-yo|, r=a/4,
e f (x, v)q dx = -JBR(XO)
JBR(XO)
EBn(xo)
R= Ixo - Yo0 + r,
Then RI + r < R 2 < 6. By assumption, vi - v2 is a distribution solution of A(vi - v2) < 0
in BR2(xo0). By Corollary A.2.2, for x E Br(x.)\{xo}, we have
(vi - V2)(X)
c,,(Ri +r)"'. R +,(
c,(R + r)". ,./,,2(Yo)
(V1 - v 2 )(y) dy
(v) - v2 (y) dy.
When we study solutions in the entire space, we will need sufficient conditions for a C 2
solution of (2.1.1) with xo = 0 to be a distribution solution in a neighborhood of the origin.
Lemma 2.1.3. Let v be a positive C2 solution of -Av = f(x, v) in the punctured ball
B 6\{0} C R n , n > 3, where
(i) f(x, v) = g(jx n-2)/jxjn+ 2
(ii) g(t) is nondecreasing, g(0) = 0,
(iii) liminft-., g(t)/tP > 0 for some p > n/(n - 2),
(iv) t-(n+2)/(n- 2)g(t) is nonincreasing
If R < •6, then f(x,v) e LI(BR), v E Lp(BR), and v is a distribution solution in BR.
Proof. Using the proof of Lemma 2.1.1, we see that f(x, v) E LI(BR).
By properties (iii) and (iv), there exist C1, 02, M > 0 so that
1. If IxIn- 2v > M and IxI < 6, then vP < Cif(x, v).
2. If Ixn- 2v < M, then v (n +2) / (n - 2) <C 2f(x, v).
Take
R2 = R1 + 2r.
?
E= 1 (V , - V2)(y) d.c...(Ri + r".H.•,,,)n
Then
j vP dx < JBRfXI 2  vP dx + C1B f (x, v) dx()p(n-2)/(n+2)
< cJ f(n + 2)/(n- 2) dx + C, f(x ?I) (x
(n ./ A P (n-2)/(n+2) J B
c 2 3 f (J, v) dx + C1 f (x, v) dx,
B R
(2.1.2)
and v e- Lp(BR).
Since v E Lp(BR), the proof that v is a distribution solution is the same as the proof
used in Lemma 2.1.1. O
2.1.2 Global behavior
Let u be a C2 solution of
- Au = g(u), u > 0, (2.1.3)
in a punctured ball, B 2\{0} C R n , n > 3, with an isolated singularity at the origin. We
will show that the Kelvin transform of u is integrable in R n\B3. The following lemma gives
sufficient conditions for a C 2 solution of (2.1.3) to be integrable in B 1.
Lemma 2.1.4. Let u be a positive C 2 solution of -Au = g(u) in the punctured ball
B2(0)\{0} C Rn , n > 3, where
(i) g(t) is nondecreasing, g(0) = 0,
(ii) liminf.t--,o g(t)/tP > 0 for some p _ n/(n - 2).
Then g(u) E L 1(B1) and u E Lp(B 1).
Proof. Using the proof of Lemma 2.1.1, we see that g(u) e L1 (Bi). It follows, from property
(ii), that u e Lp(B 1 ). O
Corollary 2.1.5. Let z e B1/ 2 , let v(x) = -- u(z+ ), and let u satisfy the hypotheses
of Lemma 2.1.4. Then
VPdx < uP dx, (2.1.4)
fRn\B1, 1X11 -JB 1we\2 n|23r/2
where S = 2n - p(n - 2).
2.2 Kelvin transform
Let U be an open set in R", n > 3. Let z EU and U = {x# 0 : z + x/Ix 2 E U}. For
u E C2(U), we define v E C 2 (U) by
1 x
v(x) = 'u(z + 1), x E U. (2.2.1)
Then
1 :Av(x.) = Au(z + x U. (2.2.2)
Let y =call z the Kelvin transform of u aboutsee the point z.v has te following harmonic asymptotic
Let y z + x/11X12. Using (2.2.1), we see that v has the following harmonic asymptotic
expansion at oc:
v(x) 
_
2 (ao + ai ) + 0( ),
x1
vz,(x) = -(n - 2)ao + O( ), (2.2.3)
Ixin 1X'
x, (x) O(- 0 n)
where ao = u(z), ai = uy (z).
The asymptotic expansion will be used to start the method of moving planes. For
x = (xj, x'), we denote the reflection of x about the plane xl = A by x\ = (2A - x1 , x').
Lemma 2.2.1. Let v be a function with the asymptotic expansion (2.2.3) in a neighborhood
of oo. If ao > 0, then there exist positive constants A, R so that v(x,) > v(x) whenever
A A, IxI > R, and xi > A.
After we move the reflection plane in, to a critical point xi = A*, we use the asymptotic
expansion to bound the set of points x satisfying v(xA) < v(x), xi > A, with A sufficiently
close to A*.
Lemma 2.2.2. Let v be a positive C2 solution of
-Av(x) = f(x) in Ixj > R, (2.2.4)
where v has the asymptotic expansion (2.2.3) in a neighborhood of oo00 with ao > 0. Suppose
that v(xA.) > v(x) and f(xA.) Ž f(x) when IxA.I |_ R, xi > A•. Then there exist e > 0,
S > R so that, if A, - E < A < A*, Ix•j > S, and x1 > A, then v(xA) > v(x).
The proofs we give are similar to the proofs of Lemma 2.3 and Lemma 2.4 in [1].
proof of Lemma 2.2.1. Using the asymptotic expansion, we have
v(rA) - v(x) (X1ja0 n-2i 1 
2)
nx,-2
2(A - xl)
+ a 
- I r?
S(1+EajXj1
j =1 [IA'
If xI > 21:rxA, then
1 1
v(xx) - v(x) > Iao 1i'xn-2
and for IxAl sufficiently large, we have v(xA) > v(x).
Suppose IxI < 21xAI and x1 > A. Then
1 1
Ix n-2 Ixn-2
(i 1 1- I)
A(xi - A)x•n '
lXAlIn
A(xi - A)
K)Jn+1
Using these estimates and (2.2.5),
A (x - A)v(xA) -v(x) > ao AIX;,In - (x2 - A)Ixln
For A and IxaI sufficiently large, we have
A(zi - A) 1
v(A,) - v(x) > C, iA(xi -A)C 2 1-
IXA\In IXA\In
If A(x1 - A) > C2/C1, then v(x,) - v(x) > 0.
Suppose A(xl - A) < C2/C1. Then
02 12A-Xl> A-C2
C1 A'
and 2A - Xl > 0, for A sufficiently large. It follows from the asymptotic expansion that
9v ( ) < o,0Ox
(2.2.5)
AI
1
+ 0( n--i) '
+\
1
when y > 2A - xj. In particular, v(xA) > v(x). lO
proof of Lemma 2.2.2. Let wA (x) = v(xA) - v(x). Then wA. (x) > 0 and AwA. (x) 5 0, for
x'A I > R, xI > A,. By the Hopf boundary lemma,
S(.x) > 0, for x = (Ax'),
Ox1* lx'l = (A* +R + 1).
This allows us to choose k > 0 so that, if ax - (A*, 0) 1- (A, + R + 1) and x, > A,, then
w* (x) > 2k A.P ~, -  , , l In') "
It follows from the maximum principle that, if Ixr - (A*, 0) > (A* + R + 1) and x 1 > A,
then
w,. (x) > kx -*I (xl - A*, X) In " (2.2.6)
By the Hopf boundary lemma, for Jx'j > (A, + R + 1),
av
-2a (A.*, ') =Ox1
k
Ix' •n
Ox,
Using the asymptotic expansion and the mean-value theorem,
Ov (A, x1') K v(A /)Oxl
1k<
- 4 Ix'In'
when JA - AI < k/(4C) and Ix'I is sufficiently large.
Therefore, there exist El, S1 > 0 so that, if
CIA- A*,
Ix'I•n
(2.2.7)
IXAI > S1i,
then WA(x) > 0. This proves the lemma when xl is close to A,.
To prove the lemma when there is some distance between x, and A., suppose
A* - el < A < A*, x, > A* +-El, IxA| > S1,
A, - 61 < A < A, A < x, < A, E l ,
and assume Egl < A,/2. Using the asymptotic expansion and the mean-value theorem,
v(2A - xi, x') - v(2A•, - xT1, X') > -C2 (xl - A*) + C1 (A• - A),I (x - A, XI)mIn
for Ia:,\ sufficiently large. By (2.2.6) and the previous estimate,
w (x)) = w~(x) + v(2A - x,,x') - v(2A. - xi,x')
xi - A* , (xi - A*) + C6kl(x - :•,x"- I(xj - •, x')I(l A
[k- C 2 (A - A)](xi - A) - C2CI(A, - A)
(xi - A, X9
> 0,
(2.2.8)
for (A, - A) sufficiently
1).-
small, IXAI sufficiently large (where we have assumed xi - A, >
El
2.3 Classification of positive solutions of -Au = U(n + 2)/(n- 2 ) in
Rn
In this section, we use the method of moving planes to classify the positive solutions of
-Au = u(n + 2)/(n - 2) in R n ,n> 3.
Theorem 2.3.1. Let u be a positive C2 solution of
-Au = u (n + 2) / (n - 2 ) inR , n> 3. (2.3.1)
Then u is radially symmetric about some point in R'.
This result was proved for the first time in [1] as a corollary of a general result for global
solutions with one or two isolated singularities. In this section, we focus on the proof of the
simpler case, and we give a proof of the general result in the next section.
proof of Theorem 2.3.1. Let v be the Kelvin transform of u about 0. Then
-Av = (n + 2)/ (n - 2 ) in Rn\{0}, n 3. (2.3.2)
If x = (xl,x'), let x, = (2A - x, x') and define v (x) = v(xA). We will show that v is
symmetric about a plane xI = A1 and v, (x) < 0 when ,i > A1.
Let w\ = v - v. Lemma 2.2.1, Lemma 2.1.3, and Lemma 2.1.2 tell us that
A. = inf{A > 0 : w,(x) > 0 for xt > A, x 0 ,x and A > A}
is well-defined. If A > A., then wA(x) > 0 for xi > A, x • 0 ,. Applying the Hopf boundary
lemma to w, shows that vx, (x) < 0 when xI = A. Therefore, v:, (x) < 0 when x, > A,.
Suppose A. > 0. By definition of A., we have wt (x) > 0 in x1 > A., xt - 0 .. Since
-AwA. = c(x)wA,, where c(x) > 0, we have AwA.(x) < 0 in xl > A., xl 0, .. Suppose
w . 0. It follows from the Strong maximum principle and the Hopf boundary lemma that
w), > 0 in x, > A., lx $ 0. and .(x) > 0 on xi = A*.
Claim 2.3.2. There exist r, E > 0 so that if A. - r < A < A., then
W (y) > E, yC Br(Ox)\{fO}.
Proof. By Lemma 2.1.3 and Lemma 2.1.2, there exist ri, E > 0 so that
WA. > 2e in Bri (0 .)\{0.* }.
By continuity, there exists 6 > 0 so that, for y, y' E Bri (0O.) and ly - y'I < 6,
v(y) - v(y')l < e.
Let r = min{ -, ri }.
Suppose A* - r < A < A* and y E Br(0O)\{0h}. Let y' = (y\),x. Then Iy - y'I < 6, and
it follows that
w (y) = w\.(y') + v(y') - v(y) > E.
By Lemma 2.2.2, there exist r0 , S > 0 so that, if A. -ro < A < A., |x,\ > S, and x1 > A,
then wA(x) > 0. By definition of A., there exist Ai and points x i so that A. - ro < Ai < A.,
Ai --+ A, (xi)1 > Ai, and wx,(x i) <5 0. Taking r0 < r/4, we can find a sequence of points
yi so that lyi < S, (yi )1 > Ai, wA~(y i ) < 0, Vw),\ (y') = 0, and lyi - OAI > r/2. By the
boundedness of the y', we can find a subsequence, which we denote by y', converging to
yo. Notice that (yo)t > AX and yo # 0 x,. It follows that w,. (yo)= lim wx? (y') < 0, and we
conclude that (Yo) 1 = A.. Then
0 =lia Ow w.
0 = 1U7 (y i ) = O* (Yo) > 0,
1- 0 ax1 ax 1
which is a contradiction. Therefore. wA. - 0 and v is symmetric about the plane x1 = A,.
If A* = 0, then we repeat the above procedure in the -xl-direction. Let
p, = sup){/fi < 0 : v,(x) > v(x) for Xl < p, x # 0,, and li > 4}.
If , < 0, then v is symmetric about the plane x, = p, and vxl (x) > 0 when x, > pt.
Otherwise, p, = 0 and v is symmetric about the plane x, = 0.
We apply the method of moving planes in the directions x 2 , ... , Xn, so that v is sym-
metric about the planes xi = Ai and vx, (x) < 0 when xi > Ai. This determines a unique
point x0 = (A1, .. A. An) E Rn . If xo # 0, then Vv(xo) = 0. Also, Vv #0 in R"\{xo}.
Applying the method of moving planes in an arbitrary direction T, tells us that v is
symmetric about a plane x - = A, and v,(x) < 0 when x - T > A,. Since Vv # 0 in
Rn\{xo}, the plane x -r = A, must pass through xo. It follows that v is radially symmetric
about the point x0 .
To conclude that u is radially symmetric about some point in Rn, there are two cases to
consider. If xo = 0, then u(y) = lyj2-nv(jy-1) in Rn\{0} and u is radially symmetric about
the origin. If x0 # 0, then v is C2 in Rn , and it follows that u has a harmonic asymptotic
expansioin (2.2.3) in a neighborhood of c0. Now we can apply the method of moving planes
directly to u. Therefore, u is radially symmetric about some point in R n.
Corollary 2.3.3. Let u be a positive C2 solution of
-AU = U(n + 2) / (n - 2) in R n , n>3.
Then
u(x) = [n(n - 2)](n - 2)/4 ( + - xo)(n-2)/21+ a2 I 012
for some a > 0, xo E R n .
Proof. By the previous theorem, u is radially symmetric about some point xO. Apply
Theorem A.3.2 to u(x + xo). ]
2.4 Symmetry properties of solutions with one or two iso-
lated singularities
The following theorem gives sufficient conditions for a global solution of -Au= g(u) with
one or two isolated singularities to be radially synunmetric about some point. The proof we
give is similar to the proof of Theorem 8.1 in [1].
Theorem 2.4.1. Let u > 0 be a C2 solution of
-Au = g(u) in Rn\{0}, n > 3,
with an isolated singularity. Assume that g(t) is a function on [0, oc) satisfying
(i) g(t) is nondecreasing, g(0) = 0,
(ii) t-(n+2)/(n- 2)g(t) is nonincreasing,
(iii) liminft~,,, g(t)/tP > 0 for some p > n/(n - 2),
(iv) 1 g(tn-2.1) 1 9 n-2
(iv) yVl 81m) _Ž 2-Sg(t2 s2) when tl •ý' t 2 and 51 Ž! 82.
2
Then either u is radially symmetric about the origin or u is 02 at the origin and radially
symmetric about some point.
The theorem applies, in particular, to g(t) = tP , n/(n - 2) 5 p _ (n + 2)/(n - 2).
Proof. Suppose u is not C2 at the origin. Fix a point z = 0, and consider the Kelvin
transform of u about the point z. Then
z
-Av = f(x,v) in Rn\{0, -z- I
1Z12
where f(x, v) = g(x-2v). Let - be any direction orthogonal to z. Let xx = x -
2(x T- - A)T, and define vA(x) = v(xx). Let w\ = vA - v. It follows from Lemma 2.1.1,
Lemmrna 2.1.2, Lemma 2.1.3, Lemma 2.2.1, and property (iv) that
- zA,=inf A> 0: w(x)> 0 for x .r> A, x 0 , (- 2 ),• , and A >
is well-defined. If A > A*, then wA(x) > 0 for x. - > A, x 0A, (-I j2)A. Applying the Hopf
boundary lemma to w\ shows that v8(x) < 0 when x - = T A. Therefore, O(v) < 0 when
'7 -T >A**
Suppose A* > 0. Using the definition of A,, we have w.V (x) > 0 in x - T > A,, x
0.,, (- )A .. By property (iv), Aw 0 in :1x - T > A,, x 0., (-)-•.. If,,. = 0 in
x - T > A,. x # 0,, (---)A,, then u is C 2 at the origin. Suppose wA* 00 in x -r > A*.
x 0 ,, (- )\.. It follows from the Strong maximum principle and the Hopf boundary
lemma that
1. w > 0 in x - r > A., x = 0,., (- z-),
2. > 0 on x - = A..Di-r
Claim 2.4.2. There exist r, b > 0 so that if A. - r < A < A., then
z
WA(y) > b, 0 < Iy - (--Z )AI <r
and
WA(y) > b, 0 < Jy- 0A < r.
Proof. By Lemma 2.1.1 and Lemma 2.1.2, there exists rl,b' > 0 so that
z
wA. > 2b' when 0 < ly - (-Z )AI < r.IZ12
By continuity, there exists 6 > 0 so that, for y,y' E Br,1 ((-z )A.) and ly - y'I < 6,
jv(y) - v(y')l < b'.
Let r' = min{ ,r 1}.
Suppose A* -r' < A < A•, and 0 < ly- (- I),I < r'. Let y' = (yA)A,. Then Iy-y'| < 5,
and it follows that
WA(y) = WA. (y') + v(y') - v(y) > b'.
A similar argument using Lemma 2.1.3 proves the second inequality for some r", b" > 0.
Let r = min(r', r"), b = min(b', b"). D
By Lemma 2.2.2, there exist r0, S > 0 so that, if A*-ro < A < A*, IxAj > S, and x-r > A,
then wA(x) > 0. By definition of A,, there exist Ai and points x i so that A* - ro < Ai < A,
Ai A, X - T > Ai, and wA, (xi ) < 0. Taking ro < r/4, we can find a sequence of points yi
so that ly7l < S, y. -7 > Ai, u.7(yi) < 0, ly' - 0. I > r/2, and wI has a local minimum
at y'. By the boundedness of the y', we can find a subsequence, which we denote by yi
converging to yo.
Notice that Yo -T> A*, Yo $ 0A., (- I)A* and wA* (yo) = 0. It follows that Yo - r = A.
Since wA, has a local minimum at y', we have
iBwx Ow•.
0=lim . (yi) =  (Yo) > 0,
09T aT
which is a contradiction. Therefore A* = 0. Since 7 was an arbitrary direction orthogonal
to z, we conclude that v is cylindrically symmetric about the z-axis.
Let vz (x) = 'u( + x ). For z E Rn\{0}, we have shown that vz has cylindrical
symmetry with respect to the z-axis. It follows that u is cylindrically symmetric about every
axis passing through the origin. In particular, u is radially symmetric about the origin.
Suppose u is C2 at the origin. Then the Kelvin transform of u about the origin has a
harmonic asymptotic expansion at oo. Using the proof of Theorem 2.3.1, we see that u is
radially symmetric about some point. O
Chapter 3
Behavior at an isolated singularity
3.1 Superharmonic functions at oo
In this section, we study the behavior at oc of nonnegative superharmonic functions satis-
fying /vPL\Bi Ix-- dx <oo (3.1.1)
for some p > 1, 0 <,3 < n. We will use the integral (3.1.1) to estimate the measure of the
directions along which v does not have fast decay.
Let El denote the unit-sphere in R n . For Tr E El, let
F(r) = {x E Rn : Ix - x -r <3, X T- > 0}
be the half-infinite cylinder of radius 3 with axis T, and let Fk(T) = F(T) n (B 2k+• \ 2k).
Define Pk to be the orthogonal projection along the direction r onto the plane x -T = 2k .
For k > 2 and 6, p > 0, we define
A(k, 6, p) = {r E E •1" IP({v(x) > 61} n rk(7-))l > J}. (3.1.2)
The following theorem gives an upper bound for the measure of A(k, 6, p) in terms of
the integral (3.1.1). The proof we give is similar to the proof of Theorem 5.1 in [1].
Theorem 3.1.1. Let v E C 2((Rn\B1)\{xo}). Suppose
v(x) Ž 0, Av(X) < 0, x E (R'\Bf)\{xo},
and
_ vP
v\ dx < c0,
for some p > 1, 0O _ ( < n.
If k > 2 and 6 It > 0. then
A(k•, 6, )I P dx)i1• O
Proof. Set v(xo) = liminmf o v(y).
open set. For r E EI, let Dr, () =
Then v is lower semi-continuous, and {v(x) > 6} is an
(2B -(22k _ 9)1/2 1/2Brk(r) n El, where r'A = 2 2k+1 . Choose
ri E A(k, 6, p[), i= 1,... ,m, so that
1. A(k, 6, ) C U I Dr (),
2. Each x E R' is in at most EOn, different D rk (1i), where EOn only depends on n.
Then
m
A(k, 6, p.)l <_ E D(T)|
i=-1
1m
D (T71)1 E
4n - 1 1
- I1I 2k(n-l)
IP ({v(x) > 6} n Fk(7i))
iPk (v(x) > 61 nk (•))
i----1
Let B(xo) be a ball around xo chosen so that, for i = 1,..., m,
Let F = {v(x) > 6}\B(xo). Then
IPk (F n rk(Ti))I > jP({v(x) > 6}n rk(Ti))l - IP0(B(xo) nrk(7-))1
Let = U FFk( >), and let w be the capacitory potential of in B2k2 2k-1 s 9)
Let E =1 UiI k(Ti), and let w be the capacitory potential of/R in Bk+\!2- (see [9]):
where c, only depends on n.
(3.1.3)
(3.1.4)
(3.1.5)
1n 2( 3n)/p
rv
1. w is harmonic in (B 2k+2 \3 2k-1)\E,
2. it = 0 on &(B2 k+2\B 2k-1 ),
3. w = 1 in E,
4. w is superharmonic (p.59 in [9]) in B 2k+2 \ 2k - .
Since v is greater than or equal to 5 on E and superharmonic in B 2 k+2\B 2Ak-I,
JB2k+2 \B2k-
1
wdx < +22-1
fB2k+2 \3k
Lemma 3.1.2.
IPk (F nrk Ti)) < O,(n - 2)2 4 -k +i=1 
B2k+2 \2k-1
w dx. (3.1.7)
Proof. By Theorem 4.21 in [91, there is an increasing sequence {wj } of superharmonic func-
tions on B 2 k+2\B 2k-1 such that (i) each wj has continuous second partials on B 2k+2\ 2k-1,
(ii) limj-,oo wj = w, and (iii) if U is any neighborhood of OE with compact closure in
B 2k+2\B 2 .-1, then wj = w on (B 2k+2\B 2 k-1)\U, for j sufficiently large.
Consider the projection Pk(F n Pk(Ti)). This set is open in {x - i = 2 k}. Let Ki be a
compact subset of Pk(F n Fk(Ti)) chosen so that 21Ki > IPk (F n Fk(Ti)) . Let Vi be an
open set in R n chosen so that (i) Vi CF n Fk(7i) and (ii) Ki C Pf (Vi). Let V = UTIV1 4.
Fix e > 0. Let U be an open set with smooth boundary chosen so that (i) aE C U, (ii)
UC B 2 k+l+c\B2k-E, and (iii) V C (E\U). Then
(3.1.8)
For j sufficiently large,
JB 2 k+2 \f3 2k-1
IVwj 2 dx
= -w. w dw dx = -u wjAw dx2k+2 \S2 k - 1
-J Aw dx= -I~-i do
= a( ci d, a (B
w((B2k+2\2k-l 2k+2 1) )2k- d a
B(B 
2k+22 
S2k-1 -
)
(3.1.9)
Ow
v dx. (3.1.6)
|Pk 1 1 1k Pk k (70) 1
IP((E\ U) n rk (ri)l > .lP(F n rk)l
where v is the exterior normal direction.
Using Green's identites,
(n- 2)
(n- 2).
, 10BI
w) da = - (R - Sdo,(2k-1)n-2
w dc = R"
((2k+2 n-2
- R)
S +-2
w do-,
D,
Integrating in the variable R,
Dw
dO
Ow
- do- =-
(n - 2) 1
22k-2 [2,--' -1 22-2E•1]
nl 2 1 2k \ Bk- 1
(n- 2) 1
2 2k+4 
1 - 2-2+22  -2-n+ne]
1 2 71
Taking E > 0 sufficiently small,
w O <
J(B 2 k+ 2 \B 2k-1) 0 /
(n - 2)
2 2k-1 IB 2k2\B2kB 2k+2\f2k-1
Given a point y E Pr ((E\U)nFk(Ti)), let y* be the unique point in (P)-l (y)nd B 2k+2.
Let y be any point in (P )-1 (y) n (E\U), and let -y. denote the path from ý to y*. Then
dw,
ds )2ds) < 2 k+2 IVwj 12 ds.
Integrating over P4 ((E\Uf) n k(i)),
IP ((E\U) n rk(r))l 2k+2 J• P"
i ((E\U)nrk (TO)
I Vw ,l 2 dsdy.
-V1
m
I PT ((E\ 0) n rk(ir)) < On2k+2 • 21 IVwj 2 dx.
Combining (3.1.8), (3.1.9), (3.1.10), and (3.1.11) proves the lemma.
2k+ l+ e < R < 2 k+2
-fB 2k+2
w dx,
IB 2k+2\ 2k+,
w dx.
w dx. (3.1.10)
Therefore,
(3.1.11)
, ., k -- I
1= (( ~
Combining (3.1.4), (3.1.5), (3.1.6), and (3.1.7),
IA(k, 6, [t) I < 22n•+3Il 2k,
1
-2) I
6 4 2k+2 \f32k-1
Also,
Jý 11/(P- 1) (/X +)/p / ••- •1(' 11p
IB 2A+2\f3?k-I I .• [ f i •12k+2 k t I
< (P I)I I I (P
I)/p
A(k•, 6, It) < Cri 2A"(S-•
2(k,+ 2) [j-n+np]/p
n)/p
where c, only depends on n.
3.2 An extension lemma
Let ua be a positive C2 solution of -Au = g(u), in the punctured ball B 2\{0} C R", n > 3,
with an isolated singularity at the origin, where g(t) is a function on [0, o00) satisfying:
(i) g(t) is nondecreasing, g(0) = 0,
(ii) t-(n+2 )/(n- 2)g(t) is nonincreasing for t > to,
(iii) liminftoo g(t)/tP > 0 for some p > n/(n - 2)
For z E B1/ 4 , consider the Kelvin transform of u about the point z:
1vz(x)- = xn_- 2U(Z + x2 '
where x E R'\(B1 U { -z}). We see that vz is a positive C2 solution of
-Avz = f (X, Vz), 1 < IxI < 2,
where f (x, vz) = g(Ixnl-2Vz)/Xl n+2
v dx.
k+2B I-1 ) (
Therefore,
L dx)
up;• 1) (3.1.12)
Sr "
Since u is C 2 in 1/4 < lx <• 5/4, there exist 6o, M > 0 so that
1
5o • Vz(x) -<o•--
sup |v I +
.1<x_)<2 (
rl ±V
E DT+ >3i~~i)
Lemma 3.2.1. Let v > 0 be a C 2 function in 1 < lix - 2 satisfying
16() < v(x) < 1
60')
sup (I +1_<Ixl•2
Ov
S1 i
1< IxI < 2,
a 2,V
+ Y I <_ M.
ij= 1
There exist po > 0, mo >2 oto, so that, if U is an open subset of B 1 with IUI < po, then v
has a continuous extension to x I < 2 satisfying
6o/mo < v(x) < mo/5o,
lim v(x) - v(x- Ex) > M+ 1,
e--O+ E
IxI < 2,
x E 9B 1,
I-Av(x) m m• (n+2)/(n-2)
_A~x g(to), 
x E U,
6oto
where v E C 2 (U).
Proof. By Lemma 6.37 in [7], there exists a function V e C2(B3) such that V = v in B 2\B 1
and
sup
B3 (I
+ -xi +
i= 1
0 29
I axix
i,j= 1
Let # e COc((B1) be a nonnegative smooth function that is continious in B2 and chosen so
that
min(6o/2, C 1M) < (; + 0)(x) 5 max(2/ 60, 3C1 M), x| 5 1,
lim O(x) - (Z - EZ) >
-- 0+ E
1 < l xl < 2, z E B1/.4 ,
z E B1/ 4 .
1) < C1 M.
< M,
(x) = 0, 1 < Ix < 2,
M + 2 + CIM, x E aB1,
sup IAV < C2.
B1
Choose mno > 6oto so that 50/mo < min(6o/2, CM) and max(2/6 0 , 3CM) _ mo/7 o - 1.
Let
h = [C2 + mo)( (n.+2)/(n-2) (to) ](U.
+ 6oto ) I
Then (see the discussion in chapter 8 of [7] on Holder estimates for the first derivatives)
-Aw = h in B 1,
w = 0 on OB1 ,
has a unique solution w E Cl+o(BI), 0 < a < 1, with
sup (WI
BI ( i=1
where p = n/(1 - a).
Choose p0 > 0 so that C311hlpL(B 1) 5 1 whenever IUI < po. Extending w to be zero on
B 2\B 1, it follows that f) + 0 + w is the desired extension.
Lemma 3.2.2. Let vl > 0 be a C2 function satisfying
1
Jo : vi(x) W -- ,
Jo
i=1
and let v2 be a C2 function in IxI < 2.
If v1 has a continuous extension to Ix| 5 2 satisfying
vi (x) - v (x- ex)lim 2 M + 1,6--+o+
then vl - v2 does not have a local minimum on 8B1.
Proof. Let w = vl - v2 . If x E B 1, then
> lim w(x) - w(x - ex)
E--o- O
lim w(x) - w(x - Ex)
e---o+ E
1 < IxI < 2,
1Isup ( l +l<_jxj:2
rvl
jiI
02 v1SOxi&x 3
i,=
x E OB 1,
_ C3| hl[IL(B,),
3.3 Defining Eo
For T E j, 0 < 0 < E, define a(7-, 0) to bI)e the cone with axis T and half-angle 0:
:0 • T
a(T, 9) = {x E R" : x - T > 0, cos(0) < Xbix
Lemma 3.3.1. Let ko > 1. Let vi be a function on R"\B1 , and fix x E R'"\Bl. Let
D1 C (a( ,( 1X nE, ) and D2 C o( |x 7 nE i).
Suppose for T- E D1 U D2 ,
v(z) > v(z + 2(A - z T)-) whenever IzI > 1, z -7 < A, A > ko.
Let Eo = 1a(-', )I. If I(( x, ) n Ei)\DlI < Eo and I(a(- , 1) n Eli)\D2 <EO, then
v(x) Ž v(y) whenever y E a( x•, •), Iy| Ž xI + 7ko.
Proof. Let ye (, (E) and assume that Iy| Ž IxI + 7ko. Let R = yj - 2ko. Define
AX= {z E ER z = x + 2(A - x- T)7 with x- T < A, A > k0 , T E D 2},
cx= {z E• R: z- xe (-Il'4)}.Ixf 4
We have
R2 = z12 = Ix12 - 4A(x -7) + 4A2,
so that
R2 < (2A + IxI) 2.
Since R > IxI + 2ko, it follows that
2A > R- Ix > 2ko
Ax - {z E ER: z- xI SD2 }.
By construction,
A C C 
an11d(
n ER) CQ C (o(
27r
A,= z:RER':z=y+2(A-y.-)rwithy.T>A,A>kO, rT ( 1 )nD}
Cy= {z ER:z-yZY(- )}.
ey' 8
We have
so that
Solving for A:
R2 = Z2 = y2 - 4A(y - 7) + 4A 2 ,
•2(y•_•+yl 2 - R 2
A2 - (y T)A + y -2  0.4
(y -T) + v/(y. 7)2 _ (fy2 _ R2)
Since
JvR _> fy > R,
then
y-> A> Y' > ko.2
By construction,
y( a-- 0 ER) C C C a(- 3
cq,~jy 8 (yg
Since
R = lyl - 2ko,
and
Define
n ER).
n ER)
a( -
then
Ay = {z E E : Y
and At C Cy.
Since y ( , o ), we have
C, n C1 > ( (1 ~
By assumption,
'8 nEi) R''.
/T( 1,l ) n • \ -D 2 < ýý-,
so that
SER) \D2 R'-
ZnER) \DI ln-R
n ER) \DI Rn-1
< EoR0n - 1
< 2 c n cy2
(3.3.2)
Therefore, IAxnC•mCyI > ½IC1nCyI and IA n Ox n Cl > Cx n CyI, and it follows that
Ax n Ay is nonempty.
3.4 A reflection lemma
Fix p E ( n2, n+2]. Let
n 27 n-2
= 2n - p(n - 2),
2mo2m0
Cx\A.x < (-
< EoRn-1
< I2|c,, n C|.
Similarly,
(3.3.1)
Cy\Ay, <<-(a~( X
37-
8'
( 8 D1},
()
1 2 (k+1)(n-/0)/2p
4k = to 2(n-_)/ 2p _ 1
Choose k0 so that
oo 1/p0C1 2k(nt-))/p 
uP 60,
k= ) [lk B3/2
where c,, is the constant from (3.1.3).
If a positive continuous function has a harmonic expansion at infinity, then the reflection
process for the method of moving planes can be started in any direction and continued lip
to some critical point. In particular, the Kelvin transform of a positive C2 function in
B2\{0} about a regular point in B1/4\{0} has this property. In the case where the origin
is a nonremovable singularity, the following lemma gives us some control on the size of the
critical point (independent of the regular point in B1/4\{0}).
Lemma 3.4.1. Let u be a positive C2 solution of -Au = g(u), in the punctured ball
B 2\{0} C R', n > 3, with an isolated singularity at the origin, where g(t) is a function on
[0, oo) satisfying:
(i) g(t) is nondecreasing, g(0) = 0,
(ii) t-(n+2)/(n- 2)g(t) is nonincreasing for t > to,
(iii) liminft_)oo g(t)/t p > 0,
(iv) g(tn-21) 1 g(tn-2s2) hen 2 and 2t-•gF2 +l >t-7 2 S2) when tl<_t  and sl> s2.
Let z E B1/ 4\{0}, and consider the Kelvin transform of u about the point z:
1 x
v(x) = lxn-2u(z + -,
where x e Rn\(BiU{- z }). Let A = Uk-koA(k, 5, /k), where A(k, 6, p) is given by (3.1.2).
Let D = (a(• ~) n El)\A, and fix rE D.
Then either u is C2 at the origin or
z
v(x) > v(x + 2(A - x -b )tr) whenever jxe > 1, x - o < A,l t di zc2, A > ko.  (3.4.1)
Proof. Define P, to be the orthogonal projection along the direction - onto the plane
x - = 0. Let
U' = {P,(x,) : v(x) > 6, Ix - x -•1 < 1, x --r > ko},
U = {x E Bi : P,(x) E U'},
so that U is an open set with UI < pto (Theorem 3.1.1).
Using Lemma 3.2.1, we continuously extend v to B1 so that
()/,•(mo < v(x) mo/lo(, I|x < 2,
lim v(x) - v(x - Ex) > M + 1, x E OB1 ,
)(in (n+-2)/(n-2)
-Av(x) > g(to), x E U,( 0to
where v E C2 (U) and mo 60oto.
Let x, = x - 2(x T - A)T, and define vA(x) = v(xA). Let wA = vA - v. Since v > 6o/mo
in B 2 and (- ) - < 0, it follows from Lemma 2.2.1, Lemma 2.1.1, Lemma 2.1.2, and
property (iv) that
A*.=inf A>ko:wA\(x)>0forx-r>A~,x$ (- -FzF)x,, and A •A
is well-defined. If A > A•., then w (x) > 0 for x - > A, x (- )A.
Suppose A. > k0 . Using the definition of A* and the continuity of w\., we have w. (x) _
0 in x - > A•, x $ (- z),.. By property (iv), Aw. _< 0 in x -r > A•, x 0 (- •)..
If w,. -= 0 in x - r > A•., x $ (-I)A., IxA. > 1, then u is C 2 at the origin and we are
done. Suppose w,. # 0 in x -r > A•, x z (-- )*., IxA.I > 1. It follows from the Strong
maximum principle and the Hopf boundary lemma that
1. w\. > 0 in X T-r > A•, X (- ), xx > 1,
2. > 0 on x - = A,
Claim 3.4.2. There exist r, b > 0 so that if A, - r < A < A,, then
wA(y)> b, 0< ly- (- Z•)AI < r.Iz12
Proof. By Lemma 2.1.1 and Lemma 2.1.2, there exist b, rl > 0 so that
z
w,. > 2b when 0 < lY- (- z • 2 )A < rl.
By continuity, there exists 6 > 0 so that, for y, y' E Br,((- z)\.) and ly - y'j < 6,
Iv(y) - v(y')| < b.
Let r = nin{ , ri }.
Suppose A. - r < A < A* and 0 < y- (- zj)Al < r. Let y'= (yA)A.. Then l - y'I < (.
and it follows that
wA (y) - wA. (y') + v(y') - v(y) > b.
By Lemma 2.2.2, there exist ro, S > 0 so that, if A.-ro < A < A., IxA > S, and xT-r > A,
then wA(x) > 0. By definition of A., there exist Ai and points x i so that A. - ro < Ai < A,
Ai --+ A, x i . - > Ai, and w, (x i) < 0. Taking ro < r/4, we can find a sequence of points yi
so that lyil S, yi - T > Aji, wA(y i) < 0, lyi - 0,\.1 _ r/2, and w, has a local minimum
at y'. By the boundedness of the y', we can find a subsequence, which we denote by y',
converging to Yo.
Notice that Yo - T > A*, Yo # (- )A.N, and wA,. (yo) = 0. There are three cases to
consider:
1. Suppose yo -T = A,,. Then for (A, y) sufficiently close to (A•, yo), -9A (y) is a continuous
function. Since wA has a local minimum at y', we have
OWA\ 2 awA* Y > 0,0 = lim a(yi) = (Yo) > O,
which is a contradiction.
2. Suppose yo E 9Bi(0O,.). Since w . > 0 in Bko(OAJ.), it follows that w . has a local
minimum at yo. By Lemma 3.2.2, w,. does not have a local minimum on 0B1 (0OA),
which is a contradiction.
3. Suppose yo E BI(0A\). By construction, w,.(x) > o for x e Bi(0,.)\Ux\. It follows
that Yo E Ux..
Let x C U,.. Since g is nondecreasing and v(x) < v(x ') •, we have
(.o - ( jto z In -25
0 -2_ 
_ '1'n-2 W) 60 n+2mo I•l' 2 (( inn- ( )  ~ .+n2 .~n
lo |/,n+
Since mnojXIn-2/6o > rnol&o > to and t (n+2)/(n- 2)g(t) is nonincreasing for t > t0 , WC
have g0 <m•:1' 2  g(to)
(We c n-20 n-2
We conclude that
n+2
me '\n-21
-AwA.(x) = -Av(xA.) + Av(x) > rno g(to) - | g(2Ix- 2v(x)) > 0.( 60t() / IxIrz
Therefore, wA. is superharmonic in UA.. Since w,\ (yo) = 0, it follows from the Strong
maximum principle that wA,. - 0 in UA.. By the construction of U and the continuity
of wA, we conclude that W., has a local minimum at some point on B 1 (0A.), which
is a contradiction.
3.5 Asymptotic symmetry at the singularity
The following theorem is our main result concerning the asymptotic behavior of solutions
of -An = g(u) at a singularity. The proof we give is similar to the proofs of Theorem 1.1
and Corollary 6.2 in [1].
Theorem 3.5.1. Let u be a positive C 2 solution of -An = g(u), in the punctured ball
B 2\{0} C Rn, n > 3, with an isolated singularity at the origin.
Assume that g(t) is a function on [0, oo) satisfying:
(i) g(t) is nondecreasing, g(0) = 0,
(ii) t-(n+2)/(n- 2)g(t) is nonincreasing for t > to,
(iii) liminft-_o g(t)/tP > 0 for some p > n/(n- 2),
(iv) 'g(t, 2 SI) > I g(t2 S2) when tl < t 2 and s, > S2-
tl. '2
Then
u(x) = (1 + O(IxI))m(Ixi) as x -* 0,
,,.he,. (r ) J ,, u(.ry)da(y).
The theorem applies, in particular, to g(t) = tP, n/(n - 2) < p < (n + 2)/(n7 - 2).
Proof. If 'u is C2 at the origin, then
u(x) = u(0) + Bu-(o))Xi + O(jx 12) as x -+ 0.
axi
Averaging over E,
m(IxI) = u(0) + O(x|12) as x -- 0.
Then
u(x) = m(Ixl) + O(Ixl) as x -+ 0
= (1 + O(Ixj))m(Ixl) as x -- 0
and we are done.
Suppose u is not C2 at the origin. Fix a point x E R\B1 . Let To = •. For 0 < e < 1/4,
define
1 u(ero + xF1 Txve(x) = lxxn-2i i-02),
A•= f" E E: IPk({v(x) > 6} n Fk(-r))l > /},
Ae (= UkoAeA(k, 6, k)
7rDe= (a(-ro, -) nl )\A.
By Theorem 3.1.1 and the way we chose ko (see the discussion before Lemma 3.4.1), we
have IAEI < -o. In particular,
n ~ 1)\D)E < EO.I(a(Oo, )2
By Lemma 3.4.1, for T E D, we have
v(z) > v.(z + 2(A - z - T)) whenever IzI > 1, z - < A, z - A > ko.
Define .:j -" R to be the charachlteristic function of D.. Let
Ko = lira sup xý,ý-*
Do = {T E E: 'o(T) = 1}.
By Fatou's lemma,
(a(To,- ) n E,)\Dol = 1 X-o2Ja(ro,~ )nr2
/=) ( liminf(1 - Xe)
Ja(To,a)ngj 6-0
< lim inf 1 - X,E -+o -o(ro,p)nrj
7r-
liminf (a(To, -) n l)\DeE-O 2
< Eo.
Let
1 x
v(x) u(
x 1n-2 X12
Claim 3.5.2. IfT E Do, then v(z) Ž v(z + 2(A- z .r)) whenever Iz| > 1, Z.T- < A, A > ko.
Proof. If r E Do, then there exists a sequence ej converging to zero so that T E D,,. Let A >
ko, and fix Iz > 1 with ZT-r < A. For ei sufficiently small, we have v, (z) > vj (z+2(A-z-T)).
It follows from continuity that v(z) > v(z + 2(A - z -r)). O]
Applying the same argument in the --To direction, we find a set Do C (a(-ro, 1) n E:)
with the properties: (1) I(a(-To, E) n Ei)\Vol < Eo and (2) if T E D0 , then v(z) _ v(z +
2(A- z.- T)) whenever Izi > 1, z r < A, A > ko.
It follows from Lemma 3.3.1 that
x 7| "
v(x) >_ v(y) whenever y E a(- - ), ly]> lxi + 7ko.lxi,
In particular, there exists a constant C > 0 (independent of x) so that
v(x) > v(y) whenever Iy > ŽxI + Cko.
Since . E R"'\B1 was arbitrary, we have
sup v < inf v < sup v < inf v.
-BR+co DBR OBR OBn-ck:o
By the Strong maximum principle,
v(x)_ (R - Cko n-2
1xI
inf
It follows that
inf v > (R - Ck )n-2
CBR+Cko - R + Cko -
Combining 3.5.1 and 3.5.2, we have
sup v < (1 + O(1/R)) inf
aBR+Cko OBR+Cko
v 21j'I > R - Ck0 .
inf
&BR-CkO
v as R -- oo.
It follows that
Therefore,
sup = < (1 + O(r)) inf u as r -- 0.
u(x) = (1 + O(Ixl))m(lxl) as |xj -* 0.
(3.5.1)
(3.5.2)

Chapter 4
Characterization of the asymptotic
behavior at a singularity for
n+2
positive solutions of -Au- un- 2
Let u be a C2 solution of -Au = u(n+ 2)/( n - 2) in B 2\{0}, n > 3, with a nonremovable
isolated singularity at the origin. Let
m(r) = 1 u(ry)da(y).
Theorem 3.5.1 tells us that
u(x) = (1 + O(Ixl))m(Ixl) as x -- 0. (4.0.1)
We will show that u(x) = (1 + o(1))¢(1xi) as x -- 0, where ¢ is a radial singular solution.
The proof we give is similar to the proof of Theorem 1.2 given in Section 7 of [1].
4.1 Preliminary estimates
If r < 2, then it follows from Lemma 2.1.3 that u is a distribution solution of -Au =
U(n + 2) / (n - 2) in Br. We have
u (n + 2)/ (n - 2) dx = u77 d +
av
(4.1.1)(JBr -A)u dzx --S fBr
io Ou4B u d--v d
for all 7r E Co0(Br). Take 0 E C"(Br), and let V) E Co"(Br) with - 1 in a neighborhood
of the origin. Applying Green's formula to (1 - V)o and (4.1.1) to 0, we see that
(AO)'u dxr - Ud- da +
01 
.fB.,
- J~B gu(i+)("i"' i-) dx
duOUdo,.
D9v
Taking X = Ix 2 and = 1:
- / l•I 2 (+'2)/(-2) d 2,= -n /u d: - r u da
. .,. , B.. .a B,
+ "2 L Ou
IMDv
u (n +2)/(n- 2) dx =
It follows that
_ -:j 2 )1,(n+ 2)/(n - 2 ) dx + 2r
-m'(r)- U _ (n
f•..
u da = 2n Br
JOB,
+2)/(n-2) dx > 0.
Since m(r) is decreasing,
rn+2m (n+2)/(n-2) (r) n(n + 2) m(n+2)/(n-2) (r 2 - t 2 )t n - 1 dt
n(n + 2) m(n+2)/(n-2) 
- t 2 )t n - 1 dt2 0f
n(n + 2) 1
2 JEl1 'Br (r2 _- Il 2)m(n+ 2)/(n- 2)(Ix) dx.
We know, from the proof of Theorem 3.5.1, that there exists R0 > 0 so that for r < Ro,
m(r) 5 2 (infsBr u). Combining this with the previous calculation, we have
rn+2M(n+2)/(n-2) 2 + 2) 1 2 X2)(2u(x))(n+2)/(n-2) dx
~~ ~~~ 2 AlI JBr ( 2 -li)2~)
for r < R0 . Combining this with (4.1.2) shows us that
rn+2m(n+2)/(n-2)(r) C udx
JBr5
and
.8B,.
d .
(7,2
fB,
and
u dx (4.1.2)
(4.1.3)
- fB,.
- ,
for r < Ro. Using
- jrB u dx
B,/
< Cr.4n/('n+2) (f (n(t)t -   2)/(n,+2)in (t)tn- dt
we conclude that
I.' v+~2 ,(n+2)/(n2) < C,4n1/(n+2)
2 ) 2)) (n -2)/(nt1+2)
for 'r -< Ro,
Fix R < Ro. Let A foR '"(n+2)/(n-2)(.)-dr. Using (4.1.4), we have
1.n-1 m(n+2)/(n-2) (r) (< Cr (n - 6)/(n + 2 )A( n - 2)/(n+2)
Integrating from 0 to R,
A < CR 2(n-r2)/(n+2)A(n-2)/(n+2)
so that
Sm(+2)/(n-2) (ttn-ldt < CR(n-2)/2
0R
(4.1.5)
Lemma 4.1.1.
S1
re(r) = O(r(n-2)/2 ),
1
(n/2) as r -+ 0. (4.1.6)
Proof. Since m(r) is decreasing, it follows from (4.1.5) that
m(R) C 1  (2)/2
__ 
_ R ( n _2 ) / 2
for R < Ro.
Moreover, for R < Ro sufficiently small, we conclude from (4.0.1), (4.1.3), (4.1.5) that
m(n+2)/(n-2)(r)rnldr < C 1
Rn/ 2
(4.1.4)
mr(t)t r - 1l dt
m'(R)| < . -C
R n- 1 0
4.2 Asymptotic behavior at a nonremovable singularity
Let
t = - log r, - e
and consider
', (t, 0)= .("n-2)/2 ( 7, 0),
02 AV (Or-t2+ ', ni- 22 0 +
E C 1.
,(n,+2)/(,,-2) = 0.
Let p denote the spherical average of 0':
(t) r(n-2)/2(r)
A I 7(t, 0) dO.
Then
V(t, 0) = P(t)(1 + O(e-t)) as t o00
0'(t) + n2 (t)
It follows from Lemma 4.1.1 that
0 = 0(1), ' = 0(1))
= -rn/ 2m'(r) > 0.
Lemma 4.2.1.
b (V - 0) = 0o(e-t), IVo(4 - 3)I = 03(e - t)
[n+2 n+2Proof. We have -A(u - m) = f, where f(x) = ~f un-2  -(x)- un-2 (Ixy)d(y). It
follows from Theorem 3.9 in [7], if we take fl : ir < jxi < 2r, that
( s u p , | vu m
sup IV(u - m)I < c + rsup IfI .
ilx=r r
Then
(4.2.1)
and
as t -+ oo.
as t - 00o.
--- --
Combining the previous estimate with Theorem 3.5.1, we have
sup V(u - m)I<c supm + r2 sup Tr(n+2)/(n-2)
Ixl=-r/
Claim 4.2.2. supý u < c inf Q u, where c is independent of r < 1.
Proof. Consider u > 0 as a solution of Au + a(x)u = 0 in the domain ¼r < |x| < 4r. By
Lemma 4.1.1. we have Ia(x)I < c/lxl 2, in say B 1. Let K(,(x) denote the cube in R" of side p)
and center x with sides parallel to the coordinate axes. Fix x0 E Q, and let K = Kr/12(XO).
By Theorem 1.1 in [13], supK u < cinfK u, where c is independent of r < 1. We know
that {1/4 < lxi < 4} can be covered by a finite number of cubes, say N, of side 1/12 with
center at some point in {1/4 < xi < 4}. Scaling, we see that Q can be covered by N cubes
of side r/12 with center at some point in Q. It follows that supn u < c infQ u, where c is
independent of r < 1. O
Therefore,
sup IV(u - m) 5 c (m(r) + r2m(n+2)/(n-2)(r)
Applying Lemma 4.1.1 to r2 m 4 /(n - 2) (r), we conclude that
IV(u - m)(x)l 5 cm(r) for Ixi = r.
In particular,
I| (u - m)I 5 cm, IVo(u - m)l < crm.
Since 0(t, 0) - f(t) = r(n- 2)/2 (u(r, 9) - m(r)), r = e- t, the lemma follows from the previous
estimates and Theorem 3.5.1. O
Lemma 4.2.3. There is a unique asymptotic constant Do, so that
0,2  n - 2 2 n- 2 Q2n/(n-2) + Doo + (,32 + 2)O(e-t)  (4.2.2)
as t -n .
as t ---+ oo.
Proof. Multiplying (4.2.1) by • and integrating over Bt\B.,:
1 O(j)! 2 - 2 2 n,2 - 2 n,/(n, -2) dO
Using Lemnma 4.2.1,
(3/2 ( 2 2)2 •2 + H 2= (2fl+(, 2))((/- )
as t -- o. Let
D(t)= ,2 n - 2)2 • 2 + _'_232fl/(n-2)2
so that
D(t) = D(s) + (022(5) + f12 + O(e- t)
for t > s as s - oc. This determines a unique asymptotic constant D, = limt__oo D(t).
Taking t -- oc in the previous equation,
D, = D(s) + (02(s) + /3(2 )O( - s )
as s -- oc, which completes the proof of the lemma. El
Notice that- 2 (n-2)n < Do < 0. If Do < 2 (n2) , then /32 < 0 for t sufficiently
large. If Do, > 0, then /(t) < 0 infinitely often as t -* oo (see the discussion on radial
solutions in the appendix).
If 2 (n-2)n < D, < 0, then it follows from the discussion on radial solutions in
the appendix that 0 is asymptotic to a translate of the corresponding singular solution
of (A.3.3).
Suppose Do = 0. We know from (4.2.2) that the behavior of / is determined by the
points where /3' 0. In addition, we see that there are /o, to > 0 so that 3' $ 0 when
/3 < /o and t > to. We also know that there is a point t1 > to so that /(tl) < 3o. Moreover,
the arguments given in the appendix tell us that there is a point t 2 > to so that /(t 2 ) < 00
and 0'(t 2 ) < 0. It follows that 0(t) </3o and 0'(t) < 0 for all t > t 2 , and we conclude that
lim 3(t) = 0,
t-+oo
lirm 3'(t) = 0,
t--oo
3'(t) <0 for t> t2.
Let 0 < A < ,2 for t sufficiently large we have /3'2 > A2 32 or 3'/3 < -A so that
/3 = O(c-) as t -* oc. and hence 3' = O(e- t) as t -> oc. Plugging this into (4.2.2), we
see that
__ 
Ž (n-2) 23-- > - + O(e- t) as t - oc.I[2 - 2
For t sufficiently large, say t > t', we have
3' n- 2
< -- + ce - t ,3- 2
and therefore
3(t) • coe-2t for t > t'.
It follows that u has a removable singularity at the origin.
Theorem 4.2.4. Let u be a positive C2 solution of -AU = U(n +2) / (n - 2) in B 2\{0}, n > 3,
with a nonremovable isolated singularity at the origin. Then there is a unique asymptotic
constant Doo in the interval - (nn2)n < Do, <0 and a singular solution 0(t) of (A.3.3)
so that
1
u(x)= (1 + o(1)) IxI(n- 2)/ 2 PDoo (- log lxi)
as x --+ 0.
Proof. By the above discussion,
/3(t) = (1 + o(1))kD (t)
as t --- oo, where Doo is the unique asymptotic constant given by limt--oo D(t) and OD (t)
is the singular solution of (A.3.3) corresponding to the constant Doo. Since
1
u(x) = (1 + O(x)) l-2)/2( g i)
as x -- 0, the proof is complete. O

Chapter
Upper half space
Let R' denote the upper half space:
R" = {(x,t) : x = (xl,...,xn-1) E In-1, t > 0}.
We are interested in the following boundary value problem:
S-Au = uP in R•_\{(0, to)}, to > 0,
= cu on R, c>0,
n >3, (5.0.1)
where u has an isolated singularity at (0, to).
When u e C2 (R_\{(0, to)}) is a positive solution of (5.0.1) with n < p(n - 2) • n + 2,
_> 1. and /(n - 2) > n, we will show that u must be cylindrically symmetric about some
axis orthogonal to Rn.
5.1 Preliminary results
Let u e C 2(RM\{(0,to)}), n > 3, and consider the Kelvin transform of u about the origin:
1v(x, t) = ,-2 U
I(XI t)In- 2
1(X t) E Rn \{(0, 0), (0, )}.+ to
S 1 A tAv(x,t) = I(x, t +22 I(X t 2
Then
1)}
to
( x t
I(Xt 2 ' )2
(XIt)E n \{(0,
dv 1 De,
-(:,:.0) = (x,0). .: E R"-\{o}.
a t ( .0 ) ": "a t
If u is a solution of (5.0.1), then v is a solution of
1 p X, >) 2-)( -2)
-/AV = (x),+_p,.vP in R" \{(), to)}, to > 0, > 3,
Ov= c ,,ij- .)-,,d on (R" )\{(0, 0)}, c > 0.
If u is C2 at the origin, then there exists an R0 > 0 so that v has a harmonic asymptotic
expansion (2.2.3) in R" \BRo. We want to use the asymptotic expansion to start the method
of moving planes in directions orthogonal to t. For x = (xx,...,x,-1), we denote the
reflection of x about the plane x1 = A by x\ = (2A - x1 , x2 ,. -. - 1).
Lemma 5.1.1. Let v be a function with an asymptotic expansion (2.2.3) in Rn \BRo, n > 3.
If ao > 0, then there exist constants A > 0, R > Ro so that v(xA, t) > v(x, t) whenever A > A,
(xx, t) e Rn \BRo, and x, > A.
Proof. Since x, is orthogonal to t, the proof is the same as the proof of Lemma 2.2.1. O
The following lemma gives us some control over the behavior of the Kelvin transform
at the origin. The proof we give is similar to the proof of Lemma 2.1 in [12].
Lemma 5.1.2. Let v be a positive solution of{ -v= I(x,t)ln+ 2-p(n-2)v in ~\{(0, )},
v = c xI0(n- 2)-npv on ((Rn)\{(0,0)}, c > 0,
where v E C2 (R\{(0, 0), (0, 1)}), n > 3.
Assume that
1. n<p(n-2)•n+2,
2. 3 > 1, 3(n- 2) > n.
Let 26 = min(1, cl/(n-0(n- 2))). Then there exists mo > 0 so that v > mo in B6 n Rn.to +1
Proof. By the Hopf boundary lemma, v is positive on Ru\{(0, 0),(0, )} if and only if
it is positive on Rn\{(0, !)}. It follows that m = min{v(x,t) • (x,t) = 6, t > 0} is
well-defined and positive. Let m0 = min(1, mn).
For 0 < r7 < 6. consider the comparison function 0:
p n- 2
<(x, t) = 1 - 2 -2 + t.
I (xr. t)In- 2
Let moo v - n0 , and let Qr = (B6 n R")\Br. Then
-A- > 0
= clx.13(n-2) -n - o On &0r fl DIX
Suppose that ) < 0 in Qr,. Then, for some (x', t') E o9r,
(x', t') = min ) < 0.
On gQ,. n-Ba, we have - > v - 2mo > 0, and on flr n &Br, we have ý > v > 0. Therefore
r < x'I < 6, t' = 0, and o-(x', 0) > 0. Using the boundary condition for v at (x', 0), we
have
v(x', 0) > (Ix'n-Ž(n-2) r 1/ 0
c)
It follows that
0 > f(x', 0) = v(x', 0) - mo - 2mo xn_2 > Xn (n-2)
Therefore 5 > 0 in Q7r. Since this is true for all r E (0, 6), we conclude that v > mo in
B6 nR.
The following lemma gives us some control over the behavior of VAo - v in a neighborhood
of the singularity on the boundary at (0Ao, 0). The proof we give is similar to the proof of
Lemma 2.3 in [12].
Lemma 5.1.3. Let v be a positive solution of
-A Vp  Mn R n  0
-Av = (,t)+ 2-p(n-2) v in \{(0, o)},
v= clx|O(n-2)-nvO on (oRn)\{(0,0)},c > 0,
where v E C 2(R \{(0,0), (0, 1)}), n > 3. Assume that
1. n< p(n - 2) < n + 2,
- Mo > 0.
in Q,
2. 1f > 1. '3(n- 2) > 'n.
Let 'vA (xt) = v(x-, t). Fi:,: A0 > 0, and let 26 = minin(Ao. ). Suppose that
1. v,, ) v in B2(0Ao, o) n Rt4
2. v,\ v(x. t) in B26 (0Ao), 0) n -R".
Then there exists E0 > 0 so that vA - v) > Eo in B6 (0Ao, 0) n R.
Proof. Let w = vAO - v. Then
-Aw 2 (x, t) ' +±2 -p(f- 2) co (, t)w
w< txj|(n'-2)-'do(x)w on (
in B23(0Ao
, 0) n R'
B26( 0A0o,O) n aRn• )\{(0A0o, 0)},
where co(x, t) is between pvp- 1 (x, t) and pvP-l (x, t), and do(x) is between co3vo 1 (x, 0) and
cfv --1(x, 0).
It follows from the Strong maximum principle that w > 0 in B 26(0 AO,0) n R1, and
it follows from the Hopf boundary lemma that w > 0 on B6(0O, 0) n Rn_. In particular,
m = min{w(x, t) : I(x - 0),o, t) = 6 , t > 0} is well-defined and positive. Let
mo = min(1, m),
Co = (Ao + 1),(n- 2)-nc3 (io + max v)
B6 (0 o,0) )
A0 = 1 + Co0
For 0 < r < 6, consider the comparison function ¢:
rn--2
O(x,t) = 0o - (xt) n- 2 + (1 - o)t.
Let zw = w - moo, and let Or = (B n AR)\Br. Then
-Ai > 0 in r,
6t_ ix #(n-2)-_ ()w mo(1 /_o) on 0Or n R.
Suppose that IV < 0 in Q,. Then, for some (:x', t') E OQr,
J, (x', t') = min •' < 0.
On 0 ,. n OBa. we have Io > w - mTo > 0, and on 0 ,. n OB,., we have 1-V > w > 0. Therefore
r < |x'I < 6, t' = 0, and o(x', 0) > 0. Since ' 0(x'. ) < 0, we have
w(x', 0) < motpo, (5.1.2)
and using the boundary condition,
mo(1 - P[to) < |xj1(n- 2)-rdo(x')w(x', 0). (5.1.3)
The inequality (5.1.2) tells us that vAo(x',0) < v(x',0) + mo. Combining this with (5.1.3),
we have
mo(1 - to) < Cow(x', 0). (5.1.4)
Combining (5.1.2) and (5.1.4), tells us that
1
Po > 1 + Co'
which contradicts our choice of p. Therefore zD > 0 in Qr. Since this is true for all r E (0, 6),
we conclude that w > mopo in B6 n R. .
5.2 Cylindrical symmetry
In this section, we will show that if u e C2(R+\{(0, to)}) is a positive solution of (5.0.1)
with an isolated singularity at (0, to), then it is cylindrically symmetric about some axis
orthogonal to MR'. The proof we give is similar to the proof of Theorem 2.4.1. The idea
is to use the method of moving planes to show that the Kelvin transform of u about the
origin, v, has cylindrical symmetry about an axis orthogonal to R_.
Recall that in the proof of Theorem 2.4.1, we moved a family of hyperplanes {xl = A}A>o
up to the critical point A., so that either va. - v or vA. > v in {x, > A}\{0A.}. In
Lemma 2.2.2 we showed that if vA. > v in {xl > A.}\{0A.}, then vA > v in {x, >
A} n {fxI > S} for A < A. sufficiently close to A.. The proof of this involved comparing
vA -v with the function 6(1,) - (x - A,)/(xi - Ax, 2....,) i n {x1 > A} n {[fxA > R},
where v. - v was superharmonic and i, had a harmnonic asymptotic expansion. This gave
us a uniform bound on the set of points where l., - v coul(d b)e nonpositive, which lead to
a contradiction in the case where v. v".
The main difference between the proof of the following theorem and the proof of Theo-
rem 2.4.1 is that in the case where 'v,,, ' v, instead of comparing 'v1. -v with a harmonic
function 6, we will follow the method of proof used in [2] and analyze the function
where g is a positive increasing function. The proof also requires a few additional arguments
to make sure that nothing goes wrong on the bomundary.
Theorem 5.2.1. Let u E C 2 ( ,\{(0, to)}) be a positive solution of{ -Au - uP in R\{(O, to)}, to > 0, n > 3, (5.2.1)
= cu 3on oR, c> 0,
with an isolated singularity at (0, to). Assume that
1. n< p(n - 2) < n + 2,
2. 0> 1, f3(n - 2) > n.
Then either u is cylindrically symmetric about the t-axis or u is C2 at (0, to) and cylindrically
symmetric about some axis orthogonal to ORn
Proof. Let v be the Kelvin transform of u about the origin. Then
-AV = I -
vP in R' \{(0, 1o)},
- = c x|4(n-
2)-nvO on (Rn 
)\{(0,0)}.
Consider the xl-direction. For x = (xl,...., xn-1), let x\ = (2A- Xl,... ,xn-1). Let
vA(x) = v(xA). We will use the method of moving planes to show that there exists a A1 so
that v.A, = v in Rn.
Let wA = v, - v, and let
1
:= ({x > Ao} n 1R) \{( 0O -)}.to
For A > 0. we have{((-Aw Ž I-I (-2 t)w in EA,
-A wVA > i(,.),+2_,,(,, -2) CAG ,0 UA n R )\ O o1)< or n- 2)-n (A) 'A On (oE, 0)}
where( CA (:, t) is between pv- (x. t) and pvp - 1 (x, t), and dA (x) is between c/3i'>- (.r, 0) and
c-,7,O-1 (;r, 0).
It follows from Lemma 2.1.1, Lemma 2.1.2, Lemma 5.1.1, and Lemma 5.1.2 that
Ao = inf {A > O:wA > 0 in E for all A> A}
is well-defined. If A > Ao, then wA (x, t) > 0 for (x, t) E EA. Applying the Hopf boundary
lemma to wA shows that (x, t) < 0 when xi = A, t > 0. Therefore, a-(x, t) < 0 when
Xl > A0 , t > 0.
Suppose u is not C2 at (0, to). In this case, we want to show that Ao = 0. Suppose
Ao > 0. Using the definition of Ao, we have wAo (x, t) > 0 in Eo, so that
f_ -Ao (x,t)If+2-P(n-2)CAo (x, t)7 WAO > 0 in EA,
a < Ix(-2)-ndAo( )WAo on (OEn 0o9 n)\{(0AO,0)}.
Since u is not C2 at (0, to), it follows from the Strong maximum principle and the Hopf
boundary lemma that
1. wAo > 0 in EAo,
2. > 0 on x = Ao, t > 0,
3. wAo > 0 on ({x, > Ao} n {t = 0}) \{(0Ao,0)}.
Claim 5.2.2. There exist E > 0 and 0 < r < \ so that, if Ao - r < A < Ao, then wA > e4
in Br(A0, l)\{(A0, -)} and Br(OA,0o) nR•n.
Proof. By Lemma 2.1.1 and Lemma 2.1.2, there exists rl, e' > 0 so that WAo > 2E' in
Br1 (OA, -)\{(0OA, )}. By continuity, there exists 6 > 0 so that, if (x, t), (x', t') E BPr (OA, 1)
and J(x,t) - (x',t')j < 6, then Iv(x,t) - v(x',t')j < e'. Let r' = min{f ,rl}. Suppose
Ao0 - r' < A < Ao and (x,t) E Br,(OA', )\{(0A, )}. Let (x',t') = ((xA)A.,t). Then
I(x, t)- (x', t')I < 6, and it follows that wA(x, t) = wAo(x', t') + v(x', t') - v(x, t) > e'.
A similar argument using Lenmma 5.1.3 shows that ''A > E" in B.r, (OA, 0) nR" for some
r". s" > 0. Let = min('. 5"). r= min(r'. r".. ). D
Let w = - \  where g(:rx. t) = log(x1 + 3). For A0 -r < A < Ao. we have
_A A > I(.rt) ,+2_,,_) CA t)i -- ' V + g6 iA
_< | IIi 2  "d0(x)w on (OZ) , OR")\{(0A ,,0)}.
Claim 5.2.3. There exists So > 0 so that if A0 - r < A < Ao and infs A < 0, then A
achieves its infimum over EA at some point in E n Bso.
Proof. Suppose A0 - r < A < Ao and infEA ') < 0. By the previous claim, @ > 0 near the
two singularities. On OE n1 {xl = A}, we have A = 0. On 0A n {t = 0}, if w(x, 0) < 0,
then a (x, 0) < 0. By the asymptotic expansion, 'A -- > 0 as I(x, t)I -* c0. Therefore, @
achieves its infimum over E, at some point (x', t') E •. At (x', t'), we have
-AA (X, t) > 1(x t') ACA(X IIt) + (x',t').
-- A ) ( t't) -- I (X, , t, ) ln+2-p(n-2) gAx ' t -• ) @ Ax(
Since @A has a negative minimum at (x', t'), we have vA•(x', t') < v(x', t') and -AA (x', t') _
0. If I (x', t') > S, then
1 Ag(x')ct)I+2 p (x', t') + g(X < pvP1 (x, t1)
(x, t) n 2- p (n - 2)  - S n + 2-p(n- 2 ) (xW + 3)2 log(xI + 3)
Co 1
-
4 
- (x + 3) 2 log(xI + 3)'
where Co is independent of A. If S is sufficiently large, then -Ai-A(x', t') > 0, which is a
contradiction. Therefore, there exists an So independent of A so that I(x', t') I < So. D
Let ro < r/4. By definition of Ao, there exist Aj with Ao - ro < Aj < Ao converging to
A0 and points (xW, tJ) E EjA so that @,\ (xl, tV) < 0. If infsA E, = 0, then it follows from
the maximum principle (applied to wA3) that Aj - 0. Combining this with the previous
claim, we can assume that A, (x, t) = infr\ @A and I (x, t) I < So. Then we can find a
subsequence, which we denote by (xJ, ti), converging to (x', t'), so that
1. Aj(xj, t j ) < 0,
2. V@j (Xj, ft) = 0,
:3. V' ti ) ( A o , ) to - 2
4. V(:, . )- (o ,. o)1 _> 0 2
It follows that (J', t') : (OA,, ), (0() , 0). 1and1(1 hence I (', t')= 0 and Vi•, (,/t') = 0.
We know that iLAo > 0 in EA an( on11 ({x > Ao} n {t = 0}) \{(0Ao, 0)}. Therefore, x' -
(AO. i*; 1 0).
Claim 5.2.4.
0O ,A, (Ao, 2,..., 1, 0) > 0.
Proof. Let h(x, t) = w('A(, t) -0 ( - Ao)(t + i). where 0 < g, pI < 1. Let s = inin( , Ao),
and let Q = Bs(A0, :2,
...
,
.
x,,-t0) n E\o. Using the Hopf boundary lemma for U'Ao in EA0
choose E so small that h(x, t) > 0 on O n OB, (Ao, £2,... ,xn-1,0). Suppose h(x, t) < 0 at
some point in Q. Then h(x*, t*) = mini h < 0. Since -Ah > 0 in Q, it follows from the
maximuinm principle that Ao < x1 < Ao+s and t*= 0. Notice that wAo(X*,O) < E(x* - Ao)p.
By the Hopf boundary lemma, (x*, 0) > 0. It follows that
E(x - Ao) < OWa (x )
at
< Ix* 0(n-2)-n dAO *) (*,0)
< CoE(x* -Ao)i.
Choose = min(Co, 1). It follows that h(x, t) > 0 in Q, and hence in n. Therefore,
OW,(Ao x 2 ... 1) lim wA'O (Ao + 6, x2, ... ,Xn-1, 0) > > .(AOl 2, ...,X> n-1, )= hm> Ept > 0.
a- 6-0+ 6 -
Combining the previous claim with the Hopf boundary lemma, for t > 0,
09o (A 0o, x2, t) = 1 Ow- - o A 2 n-1t) > 0.
Ox1  g(Ao) Ox(
Taking t = t' leads to a contradiction. Therefore A0 = 0.
Repeating the above procedure in the -xl-direction, we conclude that
v(-XlX2, ... ,X it)= v(x X2,... ,Xn- , in R_ (0, o1
v(-xi, £2, .. , x- a , t-) = v(x 1, £2, . . . , x1, t) in Rn\{(0, -)}.
to
Since the same argumnent can be applie(d in any dire(tion orthogonal to t, we conclude that
, is cylindrically symmetric alýbout the t-axis. It follows that v is cylindrically symmetric
aboullt the t-axis.
Suppose 11 is C 2 at (0, to). If Ao > (). then proceeding as in the previous case, we
conclude that 'A,, - 0. It follows that . has a harmonic asymptotic expansion (2.2.3) in
R" \B1(,. for some Ro > 0. Then we can app)ly the method of moving planes directly to
ii. We proceed as in the previous argumnent. If A8 > (). then uA() - u. If A. = 0, then we
apply the method of moving planes in the -x1i-direction. It follows, for some A1, that u is
symmetric about the plane xI = AI and c,, (x) > 0 when rI > A1. Applying the method
of moving p)lanes in the directions 32, - , 1,,_n 1, we conclude that u is symmetric about the
planes x = Ai and u,~ (x, t) < 0 when .ri > Ai. This determines a unique axis orthogonal
to OR": = {(A1 ,. A,,_1,t) :t > 0}. Notice that ( ,... )(xt) 0 if and only if
x = (A,1 ,.., A,). Let T be a direction that is orthogonal to OR". Applying the method of
moving planes to -F, we see that u is symmetric about a plane (x, t) .- = A, and (x, t) < 0
when (x, t) - T > AT. It follows that the plane (x, t) - = A, must pass through the axis £.
Therefore, u is cylindrically symmetric about the axis f.
If A0 = 0, then we apply the method of moving planes in the -xl-direction, to conclude,
for some A1 , that v is symmetric about the plane £1 = A, and vxl (x) > 0 when x, > A1 .
Applying the method of moving planes in the directions X2,. - , Xn-1, we conclude that v
is symmetric about the planes xi = Ai and vx, (x, t) < 0 when xi > Ai. If any of the Ai are
nonzero, repeating the previous argument shows that u is cylindrically symmetric about
some axis orthogonal to OR'r. Otherwise, a similar argument to the previous argument
shows that v is cylindrically symmetric about the t-axis, and it follows that u is cylindrically
symmetric about the t-axis. E
Appendix A
Appendix
A.1 Hopf boundary lemma
Let Q be a domain in Rn, n > 2. For u E C2() we define Lu by
Lu(x) = aij(x)ux2Z (x) + bi(x)ux (x) + c(x)u(x),
where :r = (x 1 ,..., xz) E .
We say that L is elliptic at a point x E 0 if the coefficient matrix aij(x) is positive:
0 < A(x) · |2 (x) A(x)II 2, E Rn\10,
where A(x) and A(x) are the minimum and maximum eigenvalues of aij(x). If A/A is
bounded in Q, we say that L is uniformly elliptic in Q.
Theorem A.1.1 (Hopf boundary lemma [4]). Let L be a uniformally elliptic operator
in Q. Assume that Ibi|/A < bo < oc. Let u E C2(p) with u > 0 and Lu < 0 in Q. Suppose
i. there is a ball B in Q with a point xo E aQ on its boundary,
ii. u is continuous in Q U {xo0},
iii. u(xo) = 0.
Then if u > 0 in B, we have for an outward directional derivative at xo,
e-u(xo) < 0,
aij - aji, (A.1.1)
in the sense that
lininf u(xo)- u(x) <11m1 inf U~O ~)< 0,
where x approaches x0 along a radius in B.
We first prove the theoremn in the case where c - 0. The proof we give can be found
in [7].
Lemma A.1.2. Let L be an elliptic operator in a bounded domain A. Assume that c - 0
and biJ/A < bo < oc. Let v E C 2 (A) n CO(A) twith v > 0 on OA. If Lu < 0 in A, then
S> 0 in A.
Proof. Since al1 > A and Ibil/A < b0, then
LeI = (ý 2a 1 1 +- 7ybi(x))e'0" > AQ(- 2 - vbo))G" ' .
Choose 7y so that LeOy" > 0. For E > 0, let v, = U - E - CKY. Since Lvy < 0 in A, we have
inf vE > rmin vý.
A DA
Therefore,
inf u > -E - in ey x jl
A aA
Taking e -+ 0 we conclude 
that n 2 0 in A.I -
Lemma A.1.3. Theorem A.1.1 is true in the case where c 0.
Proof. We can find a ball BR(y) so that xo is on its boundary and BR(y)\{xo} C Q. We
condsider the function v defined by
v = e-o
2 
_ 
oR2
where r = Ix- y| and a > 0. Then
Lv(x) = e-ar2[4a2aij(x)(xi - yi)(xj - yj) - 2a(aii(x) + bi(x)(xi - yi))]
> e-ar2 [4a2A(x)r2 - 2a(aii(x) + |bIr)],
where b= (bl,...,bn).
Fix 0 < p < R. We choose a so that Lv > 0 in the annular region A = BR(y)\Bp(y).
Since u > 0 on OBp(y), there is a constant E > 0 so that u - Ev > 0 on &Bp(y). Then
L(u - Ev) < 0 in A and u - cv > 0 on aA. Applying Lemma A.1.2, we have u - Ev > 0.
Therefore, if x approaches x0 in B along a radius, then
liminf u(xo) - u(x)lim inof - < Ev'(R) < 0.
x--xo X 0 - xl
proof of Theorem A.1.1. We consider the function v defined by v(x) = e-axlu(x), where
a > 0. Then
Lu = vLex I + e"'x L'v, (A.1.2)
where 02 0
L' = ai j - + (bi + 2aaii)8xiaxj axi
We rewrite equation (A.1.2) as
L'v - e- 'x'Lu - u(alla 2 + bcy + c).
We choose a so that L'v < 0. Applying Lemma A.1.3 to L' and v, we conclude that
DvO-(xo) < 0,
and hence u,(xo) = e-cxvx,(xo) < 0. O
As a consequence of Theorem A.1.1, we have
Theorem A.1.4 (Strong maximum principle). Let L be a uniformally elliptic operator
in Q. Assume that Ibil/A < bo < o00. Let u E C2(Q) with u > 0 and Lu < 0 in Q. Then
either u - 0 in Q or u > 0 in Q.
Proof. Consider A = I{x e : u(x) > 0}. If y E A n Q, choose x E A so that B2r(X) C Q,
where Ix - y| = r. Suppose u = 0 at some point in B2r(X). Then we can find a ball Bro(X)
and a point xo on its boundary so that u > 0 in Bro (X) and u(xo) = 0. Since u > 0,
applying the Hopf boundary lemma leads to a contradiction. Therefore, u > 0 in B2r(X),
and we conclude that A is open and closed in Q. O
A.2 Superharmonic functions
Let X be an open set in R1n, n > 3. The function u : X -- (-oo, 00] is lower semi-continuous
at x E X if u(x) < lim infyj? u(y). The function u is lower semi-continuous in X if u is
lower semi-continuous at each point in X. The following theorem (see Theorem 4.1.8 in [10])
gives us a super-mean-value property for distribution solutions of Au < 0.
Theorem A.2.1. Let X be an open set in R". If u E D'(X) is real and Au < 0., then u is
defined by a lower semi-continuous function Uo() in X such that
r
o,(:x + ry) d (y), c,, =
is a nonincreasing function of r for x E X and 0 < r < d(x, 1X). Moreover, we can choose
uo so that if u is continuous at x E X, then u(x) = uo(x).
Proof. First, we prove the theorem in the case where u E C"(X) and Au < 0. Let
e(t) = t2-n/[cn(n - 2)], E(x) = e(ix|). For 0 < r < R, define
0,h(x) = e(R)- E(x),
e(R) - e(r),
Ixi > R,
r< lxi <R,
xi < r,
and let A = BR(0)\Br(0). Then Vh = -XAVE, and
div(Vh) = -(XAAE - VE - vd),
where da is the Euclidean surface measure on aA and v is the exterior unit normal. It
follows, for d(x, aX) > R, that
0 > (Au) * h(x) = u * (Ah)(x) = M(x, R) - M(x, r).
Hence, M(x, r) is a nonincreasing for 0 < r < d(x, OX). Also, if 0 E Co7, 0 0, f Odx = 1,
S= O(IxI), and Ve(x) = e~-n(x/e), then
/0u * •OE) = J (r)o yj=1 u(x + Ery) da(y)) r n - 1 dr
is a nonincreasing function of E.
Suppose E D'(X) and Au < 0. Let 0 E Co, > 0, f Odx = 1. Then u. = u*6 E C
and Au. where ui is defined. Applying the theorem in the C' case and then letting
supp -* {0}, we conclude that uI *,,(x) is a nonincreasing function of F. and
I, (it * Ihe)(x + ry) do(y)(71 n j 1 =1
is a nonincreasing function of r. for 0 < r < d(", OX).
We define io(x) = lim(-o u= a (I(x). Then ou0 is lower semi-continuous, AL (., r) is a
nonincreasing function of r for a(E X and 0 < r < d(x, OX), and if q > 0, ti ý Co (X), then
(u,,) =- uo(:(x)1(r)dx. Moreover, if a is continuous at x e X, then lim-n -a ) (x) =
It(X). EL
Corollary A.2.2. Let X be an open set in R". If a E D'(X) is real and An < 0, then u
is defined by a lower semi-continuous function uo in X such that
Io(x) > - I- Io(y) dy,
-c.nRnJBR(x)
for x E X and 0 < R < d(x, OX). Moreover, we can choose Io so that if a is continuous at
x E X, then u(x) = uo(x).
Proof. By Theorem A.2.1, u is defined by a lower semi-continuous function u0 in X with
the following two properties:
1. For x X and 0< r <d(x, OX),
1/
uo(x) >_ u o(x + ry) do,(y).
Cn lYl= 1
2. If a is continuous at x e X, then u(x) = uo(x).
Using property (1.), we have
BR(x) u(y) dy =J (L uo(x + ry) da(y) rn-1 dr
/ /R
Sj cnuo(x)rn- 1 dr
c/R~
- -uo(x),
n
for x E X and 0 < R < d(x, 0X).
A.3 Radial solutions of Au + u(±+2)/(?i-2) = 0 in R"\{0}
Suppose u is a radial solution of Au+u ( n + 2)/(n-2) = 0 in R"\{0},
where Ixl = r, is a solution of
n- 1 -(+,++2)/(),-2¢"(r) + r-i'(r) + (n±2)/(n-2) (r) = 0,
T'
If we change coordinates:
and consider
t -log r, 7 =e -
n-2
¢(t)=e t¢( -•)
then (A.3.1) becomes
"(t) = 2 (t) n+2)/(n-2) (t) te R, n> 3.
Consider the second-order differential equation:
p"( t)) = ( )2 (n+2)/(n-2) (t),
(0) = 0o, 'V'(0) = 1.
telR, n>3
X(t) = (xl(t),x 2 (t)) = ),
Xo = (o, 11),
F(X,t) = x2 2 X1 - X n+2)/(n-2)
Then d= F(X, t), X(0) = Xo. It follows from existence and uniqueness properties
of ordinary differential equations ([11]) that (A.3.2) has local existence and uniqueness.
Moreover, in any bounded domain containing the point (Xo, 0), the solution of !- = F(X, t)
passing through (Xo, 0) may be uniquely extended arbitrarily close to the boundary.
nr > 3. Then (7r) = u(x),
r > 0. (A.3.1)
(A.3.2)
Let
A.3.1 Uniqueness for solutions
Let i/ be a solution of (A.3.2). We have
I d I,2 n - 2 2 1 d n - 2 d ()2n/(n-2)
2 dt 22 dt ) 2n dt
Integrating the previous equation:
___2 n_• 22Y2n 2,2n/(n-2) + C . (A.3.3)2 n
Since -"2 > 2, there exists MA0 so that |1 < M0 . It follows from (A.3.3) that there exists
M1 so that 1'/I < M1 .
Let T > 0. We know that in (-Mo, Mo) x (-M 1 , M) x (-T,T), the solution of dX' ' ~dt -
F(X, t) passing through (Xo, 0) may be uniquely extended arbitrarily close to the boundary.
Since this is true for all T > 0, we conclude that 4 is the unique solution of (A.3.2) passing
through (V/(0), V"(0), 0).
A.3.2 Existence for solutions with positive initial value
We know that the second-order differential equation:
( "(t) = (n2) 2  -(n+2)/(n-2)(t), t E R, n > 3{ (0) = , '(0) = 1,
has a unique solution in a neighborhood of the origin. We also know that in any bounded
domain containing ('0, $1 , 0), this solution may be uniquely extended arbitrarily close to
the boundary.
Consider
()_-2 2 n-2x2n/(n2)
y(x)= (2 2n/(n-2)
2 n
Then
y'(x) = 2x - 2 x4/(n- 2)
and
y"(x) = 2 n -2 2 (+ 2) x4/(n- 2)
We have
y'(x) = 0 when x = 0, ( 2 --2
y(O) = Co,
I - 2)
2
n2
2
'7
-2 )n
2 + Co,
y"(0) > 0,
y"
y(
y ±
L 2 2 2 < 0,
(n - 2) = 0.
= 0.
'%4(ri+ 2),
The graph of y achieves its maximum at (±
local minimum at (0, Co). The graph is concave up for x E (-
n-2
( )2, ) + o C and it has a((n-2)3- 4 ((n-2)3 4
4(n+2) ' 4(n+2)
and concave down for x E (- 0,
( n -2 4
4(n+2)
n--2
S(n-2)3) 44(n+2)
Returning to the problem of existence for positive solutions, let V) be the unique local
solution of
"(t) = (n)2(t) (n+2)/(n-2)(t),
0 (0) = 4o, 4V(0) = ¢1.
n >3
We know that 0 is a solution of
=2 n - 2 2 72 _ n- 2 ,2n/(n-2) + Co,
2 ) n
where Co = ((?1)2 -_ (2)2 (00)2 + n22(bo)2n/(n2)). Notice that Co > -!_ (n2)n. Sup-
pose ?Po > 0.
1. Suppose -2 (n-2) < Co <0.
(a) Suppose Co= - )n. Then (4o, 1)= ((- ) •2
(b) Suppose Co = 0. If i < 0, then 0(t) =
,o0 and V(t)= ( 2
n--2
[n(n - 2)]•-• (4 2-et) , where
= 2 (n-2)2 0 4
4/(n-2) If P1 = 0, then o = n(n-)
, where a = 1. If 1 > 0, then ?(t) =
n-2
4
and
n-22
(e- t 2n-2¢():[n(n - 2)], n-4 l( e_2t
n2 /1/2
[n(n - 2)]4 1 2e-t 2 where a \ ) (n -2  + n(n-2)
(c) Suppose - (n-)n < Co < 0. Then there exist constants C1, C2:
n-2 2
0 < C, < < C2 < 
4
22< 2)4
so that C'l < )(t) < C2. Choose AMo > C2, AI > n 2 2A10 , T > 0, and consider
the domain (0, Mo) x (-M 1 , M1 ) x (-T, T). We know that (y(t), '/(t), t) may
be uniquely extended arbitrarily close to the boundary. It follows that m(t) may
b)e extended to (-T, T).
Notice that t0'(t) = 0 if and only if VJ(t) = C1, C2. Also notice that if /,(t) = C,
then )"(t) > 0, and if 'b(t) = C2, then y"(t) < 0.
Claim A.3.1. {t > 0 : (t) = C } is an infinte set.
Proof. Suppose {t > 0 : (t) = C} is nonempty and finite. Let t' be the largest
element. We have (t') = C1, 0'(t') = 0, 0"(t') > 0. For t > t' sufficiently
close to t', we have 0(t) > C 1, 0'(t') > 0, 0"(t') > 0. We want to show that
(t") = C2 for some t" > t': Suppose (t) < C2 for all t > t'. Since p'(t) = 0
if and only if 0(t) = C, C2, then 0'(t) > 0 for all t > t'. It follows that
limt, 0(t) = constl and limt,, 0'(t) = 0. Using this and the differential
equation, we conclude that limt /'"(t) = const2 = 0. Using the differential
n-2
equation again, we conclude that const = (n 2) 2 . This contradicts the fact
that limt 1 0'(t) = 0. Therefore, 0(t") = C02 for some t" > t'. A similar
argument shows that 0(t'") = C, for some t'" > t", which is a contradiction.
To see that {t > 0 : 0(t) = C} is nonempty, apply the above argument to
some t' > 0. In particular, this will show that there is some t" > t' so that
b(t") = C1, C2, and then repeating the argument once more (if necessary) shows
that b(t) = C0 for some t > 0. E
We conclude that, 0 increases from C, to C2 and then decreases from C2 to C1
infinitely often as t -- oc. A similar argument shows that ' exhibits the same
behavior as t -+ -oc.
2. Suppose Co > 0. Then there exist constants C_, C+:
T(ni 2)
C_<- 4
-2
4 n (n-2)
so that C < i)(t) < C+. Repeating the argument used in the case where (•)
Co < 0 shows that increases from C to C+ and then decreases from C+ to C
infinitely often as t ±• c.
A.3.3 Positive radial solutions in R"\{0}
Consider the second-order differential equation:
(r) + - / (, (n 2)/(- 2) ) r>0, n>3
0'(1) = 1.
Let Co = ((01)2 - (n - 2)0o00 + o(o)2,/(n-2)). For each pair (0o, 01) with Po > 0, the
differential equation has a unique global solution:
() n - 2n22r)
2. If - (nfl < Co < 0, then there exist positive constants 01 < 02 so that
1
¢(r) = ,_2 (10gr),
r 2
where 0(t) increases from 01 to 02 and then decreases from 02 to C1 infinitely often
as t -- ±+oc.
3. If Co = 0, then
(a) If 01 + o-2q0 > 0, then
O(r) = [n(n -
n-2
2n-2 (2 1÷)( °
2)] 4 1 + a2r 2
n(n-2)
4 /(n-2)
< C+.
0(1) = 0o,
1. If Co : (n- then
1/2
where a = /(n-2)202/(n-2)
n-2
(b) If 4i + L220 = 0, then 00o = ( 44 2)) 
O(r) = [n(n - 2)] - ( n1-2Oz 21 + 2r2
where a = 1.
(c) If 01 + n20o < 0, then
O(r) = [n(n -
where a = 2n(n-2) +
n -2
n(n-2)4/(n-2)
4. If CO > 0, then there exist constants C < 0 < C+ so that
11(r) = _ 0(log r),
rT2
where 0(t) increases from C to C+ and then decreases from C+ to C_ infinitely often
ap t --+ ±oo.
Theorem A.3.2. Let u be a positive C2 solution of
Au + u (n + 2) / (n - 2) = 0 in Rn, n > 3.
If u is radially symmetric about the origin, then
u(x) = [n(n - 2)](n - 2)/4 ( + ) (n-2)/21 + a2JX2
for some a > 0.
Proof. Let O(r) = u(x), where lxi = r. Then q, is a positive solution of
0"(r) + n - 1 '(r) + o(n+2)/(n- 2)(r) = 0,
r
r > 0. (A.3.4)
n-2
Since ¢ does not have a singularity at r = 0, it must be of the form [n(n-2)] n42 C 2
for some a > 0. O
and
1)

Bibliography
[1] L. Caffarelli, B. Gidas, J. Spruck, Asymptotic symmetry and local behavior of semilinear
elliptic equations with critical Sobolev growth, Comm. Pure Appl. Math. 42 (1989), 271-
297.
[2] W. Chen, C. Li, Classification of solutions of some nonlinear elliptic equations, Duke
Math. J. 63 (1991), 615-622.
[3] J.F. Escobar, Uniqueness theorems on conformal deformation of metrics, Sobolev in-
equalities, and an eigenvalue estimate, Comm. Pure Appl. Math. 43 (1990), 857-883.
[4] B. Gidas, W.M. Ni, L. Nirenberg, Symmetry and related properties via the maximum
principle, Comm. Math. Phys. 68 (1979), 209-243.
[5] B. Gidas, W.M. Ni, L. Nirenberg, Symmetry of positive solutions of nonlinear elliptic
equations in R n , Mathematical analysis and applications, Part A, pp. 369-402, Adv. in
Math. Suppl. Stud., 7a, Academic Press, New York-London, 1981.
[6] B. Gidas, J. Spruck, Global and local behavior of positive solutions of nonlinear elliptic
equations, Comm. Pure Appl. Math. 34 (1981), 525-598.
[7] D. Gilbarg, N. Trudinger, Elliptic partial differential equations of second order, Second
edition. Springer-Verlag, Berlin, 1998.
[8] M. de Guzmin, Differentiation of integrals in R n , Lecture Notes in Mathematics, Vol.
481, Springer-Verlag, Berlin, 1975.
[9] L.L. Helms, Introduction to potential theory, Pure and Applied Mathematics, Vol. XXII
Wiley-Interscience, New York-London-Sydney, 1969.
[10] L. H6rmander, The analysis of linear partial differential operators i, Reprint of the
second (1990) edition. Classics in Mathematics. Springer-Verlag, Berlin, 2003.
[11] W. Hurewicz, Lectures on ordinary differential equations, Reprint of the 1964 edition,
Dover Publications, Inc.. New York, 2002.
[12] Y.Y. Li, M. Zhu, Uniqulnss theornms throlqgh, the method of moving spheres, Duke
Math. 1. 80 (1995), 383-417.
[13] N. Trudinger, On Harnack type inequaliti' s and their applications to quasilinear elliptic
equations, Conmmn. Pure Appl. Math. 28 (1975), 201-228.
