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Abstract
Methods based on Bayesian decision tree en-
sembles have proven valuable in constructing
high-quality predictions, and are particularly
attractive in certain settings because they en-
courage low-order interaction effects. Despite
adapting to the presence of low-order inter-
actions for prediction purpose, we show that
Bayesian decision tree ensembles are gener-
ally anti-conservative for the purpose of con-
ducting interaction detection. We address
this problem by introducing Dirichlet pro-
cess forests (DP-Forests), which leverage the
presence of low-order interactions by cluster-
ing the trees so that trees within the same
cluster focus on detecting a specific interac-
tion. We show on both simulated and bench-
mark data that DP-Forests perform well rel-
ative to existing interaction detection tech-
niques for detecting low-order interactions,
attaining very low false-positive and false-
negative rates while maintaining the same
performance for prediction using a compara-
ble computational budget.
1 INTRODUCTION
In many scientific problems, a primary goal is to dis-
cover structures which allow the problem to be de-
scribed parsimoniously. For example, one may wish
to find a small subset of candidate variables that are
predictive of a response of interest; this structure is
referred to as sparsity. Another structure is interac-
tion (or additive) structure. An extreme case of ad-
ditive structure is a generalized additive model (see,
e.g., Hastie, 2017), where the effects of the predictors
combine additively without any interactions. Teas-
ing out additive structures can be valuable because
it can substantially simplify the interpretation of a
model. For example, if a given predictor does not in-
teract with other predictors then it can be interpreted
in isolation without reference to the values of other
predictors. When predictors do interact, interpreta-
tion of the interactions is typically simplified when-
ever the interactions are of low-order. We consider the
nonparametric regression problem Yi = f0(Xi) + i,
i ∼ Normal(0, σ2), where Yi is a response of in-
terest and Xi ∈ RP is a vector of predictors, how-
ever the methods we develop here can be easily ex-
tended to many other settings. The variables xj and
xk are said to interact if f0(x) cannot be written as
f0(x) = f0\j(x) + f0\k(x) where f0\j and f0\k do not
depend on xj and xk respectively. One can define
higher order interactions similarly: a group of K vari-
ables is said to have a K-way interaction if f0(x) can-
not be decomposed as a sum of K or fewer functions,
each of which depends on fewer than K of the vari-
ables.
Methods which estimate f0(x) using an ensemble of
Bayesian decision trees have proven useful in a num-
ber of statistical problems. Beginning with the seminal
work of Chipman et al. (2010), Bayesian additive re-
gression trees (BART) have been successfully applied
in a diverse range of settings including survival anal-
ysis (Sparapani et al., 2016), causal inference (Hahn
et al., 2017), variable selection in high dimensional
settings (Linero, 2016; Bleich et al., 2014), loglinear
models (Murray, 2017), and analysis of functional data
(Starling et al., 2018). A key motivating factor for the
use of BART is precisely that it is designed to tak-
ing advantage of low-order interactions in the data.
Indeed, Linero and Yang (2017) and Rockova and van
der Pas (2017) illustrate theoretically that the presence
of low-order interactions is precisely the type of struc-
ture which BART excels at capturing. Hence BART
appears to be an ideal tool for extracting low-order
and potentially non-linear interactions.
Surprisingly, we show that, despite the ability of
BART to capture low-order interactions for prediction
purposes, it is nonetheless not suitable for conduct-
ing fully-Bayesian inference for the selection task of
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Figure 1: The interaction structure detected in the
example from Section 1.1. “Truth” denotes the true
interaction structure in the example.
interaction detection. When taken at face value as
a Bayesian model, we show empirically that BART
generally leads to the detection of spurious interac-
tion effects. This is not contradictory because optimal
prediction accuracy is generally not sufficient to guar-
antee consistency in variable selection (see, e.g., Wang
et al., 2007).
We discuss the general problem which leads to the
detection of spurious interactions; while this devel-
opment is couched in the BART framework, we be-
lieve that the fundamental issues also occur for other
decision tree ensembling methods. Specifically, the
problem is that there is no penalty associated to in-
cluding spurious interaction terms in the model. We
then introduce a suitable modification to the BART
framework which addresses this problem and allows
BART detect interactions in a fully-Bayesian fashion.
We accomplish this by clustering the trees into non-
overlapping groups. Intuitively, the shallow trees com-
prising each cluster work together to learn a single low-
order interaction. To bypass the need to specify the
number of clusters, we induce the clustering through
a Dirichlet process prior (Ferguson, 1973). We refer to
the ensemble constructed in this fashion as a Dirichlet
Process Forest (DP-Forest).
1.1 A Simple Example
To motivate the problem, we consider a simulated data
example of Vo and Pati (2016). This example takes
P = 100, N = 100, Xi ∼ Normal(0, 0.02 I), and
f0(x) = x1 + x
2
2 + x3 + x
2
4 + x5 + x1x2 + x2x3 + x3x4.
We compare the DP-Forest we propose to a variant of
BART referred to as SBART (Linero and Yang, 2017)
which can accommodate sparsity in variable selection.
We also consider the recently proposed iterative ran-
dom forests algorithm of Basu et al. (2018), selecting
interactions whose stability score is higher than 0.5. In
Figure 1 we display the interaction structure detected
by each method on this data; while we considered only
one iteration of this experiment here, these results are
typical of replications of the experiment.
Here, SBART detects a spurious edge between x2 and
x4. This occurs because BART, despite its fundamen-
tally additive nature, does not include any penaliza-
tion which discourages unnecessary interactions from
being included. On the contrary, BART expect inter-
actions to occur between relevant predictions; consid-
ering a draw from a BART prior such that x2 and x4
are included in the model, an interaction between these
variables is a-priori likely. Adapting Bayesian decision
tree ensembles to interaction detection then requires a
prior which discourages the inclusion of weak interac-
tions. The iRF similarly detects two spurious interac-
tions and misses a relevant interaction between x3 and
x4.
1.2 Related Work
Recent work has studied the theoretical properties of
BART. Linero and Yang (2017) and Rockova and van
der Pas (2017) show that certain variants of BART
are capable of adaptively attaining near-minimax-
optimal rates of posterior concentration when f0 can
be expressed as a sum of low-order interaction terms
f0(x) =
∑V
v=1 f0v(x) with each f0v(x) depending on
a small subset of Sv of the predictors. In view this,
one might conclude that no modification to BART is
needed. This is true if one cares only about the mean
integrated squared error
∫
(f0(x)−f(x))2 F0(dx) where
Xi
iid∼ F0. Optimal prediction performance, however,
does not imply that variable selection and interaction
detection are being performed adequately. If S0 is the
true interaction structure of the data S is an estimate
of S0, then attaining the minimax estimation rate for
f0 in terms of prediction error typically only guaran-
tees that S0 ⊆ S (not S ⊆ S0).
Several other methods have been recently proposed in
the literature specifically for the task of interaction de-
tection. We offer a non-comprehensive review. For a
recent review, see Bien et al. (2013). Lim and Hastie
(2015) proposed a hierarchical group-lasso which en-
forces the constraint that the presence of a given inter-
action implies the presence of the associated main ef-
fects; a similar approach is given by Bien et al. (2013).
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A potential shortcoming of these approaches is that
they focus on linear models and allow only pairwise in-
teractions. Radchenko and James (2010) propose the
VANISH algorithm, which allows for nonlinear effects
through the use of basis function expansions, but again
limits to pairwise interactions. Several decision-tree
based methods have also been proposed. The addi-
tive groves procedure of Sorokina et al. (2008) uses an
adaptive boosting-type algorithm to sequentially test
for the presence of interactions between variables af-
ter performing a variable screening step. Basu et al.
(2018) propose the iterative random forest (iRF) algo-
rithm which flags “stable” interaction effects as those
which appear consistently in many trees in a certain
random forest.
2 BAYESIAN TREE ENSEMBLES
2.1 The BART Prior
Our starting point is the Bayesian additive regression
trees (BART) framework of Chipman et al. (2010),
which treats the function f0(·) as the realization of a
sum of random decision trees
f(x) =
T∑
t=1
g(x; Tt,Mt),
where Tt denotes the tree structure (including the de-
cision rules) of the tth tree and Mt = {µt` : ` ∈ Lt}
denotes the parameters associated to the leaf nodes;
here, Lt denotes the collection of leaf nodes of Tt. Let
[x (t, `)] denote the event that the point x is associ-
ated to leaf ` in tree t. The function g(x; Tt,Mt) then
returns µt` whenever [x (t, `)] occurs.
We follow Chipman et al. (2010) and specify a branch-
ing process prior for the tree structure Tt. A sample
from the prior for Tt is generated iteratively, start-
ing from a tree with a single node of depth d = 0;
this is made a branch with two children with prob-
ability q(d) = γ/(1 + β)d, and is made a leaf node
otherwise. We repeat this process independently for
all nodes of depth d = 1, 2, . . . until all nodes at depth
d are leaves. After the structure of the tree is gen-
erated, each branch b is associated with a decision
rule of the form [xj ≤ Cb]. The coordinate j used
to construct the decision rule is sampled with proba-
bility sj where s = (s1, . . . , sP ) is a probability vector.
The splitting proportion s will play a key role later as
an avenue for inducing sparsity in the regression func-
tion. Finally, we generate Cb ∼ Uniform(Lj , Uj) where
(L1, U1)× · · · × (LP , UP ) is the hyper-rectangle corre-
sponding to the values of x that lead to branch b. We
remark that this choice for Cb differs from the scheme
used by other BART implementations; we adopt it to
simplify the full conditionals we derive in Section 3.
For the prior on Mt we set µt` iid∼ Normal(0, σ2µ/T )
conditional on Tt and σ2µ. By taking the variance to
be σ2µ/T we ensure that the prior level of signal is
constant as T increases. The normal prior is selected
for its conjugacy; we note, however, that any prior for
µt` with mean 0 and variance σµ/T leads to the ap-
proximation f(x) ∼ Normal(0, σ2µ) by the central limit
theorem. We fix β = 2 and γ = 0.95; we refer readers
to Linero and Yang (2017) for further details regarding
prior specification, and to Chipman et al. (2013) and
Linero (2017) for detailed reviews of Bayesian decision
tree methods.
2.2 Leveraging Structural Information
Several recent developments have extended the BART
methodology to take advantage of structural infor-
mation. Linero (2016) noted that sparsity in f0(x)
can be accommodated automatically by setting s ∼
Dirichlet(α/P, . . . , α/P ). Recall here that sj denotes
the prior probability that, for a fixed branch, coordi-
nate j will be used to construct a split at a that branch.
Hence, if s is nearly-sparse with d non-sparse entries,
the prior will encourage realizations from the prior to
include only the d predictors with non-sparse entries.
Linero and Yang (2017) showed that this prior for s
induces highly desirable posterior concentration prop-
erties; in particular, the posterior of f(x) concentrates
at close to the oracle minimax rate if we had known
the relevant predictors beforehand.
Linero and Yang (2017) also introduce the SBART
model, which uses soft decision trees (Irsoy et al.,
2012) which effectively replace the decision boundaries
of BART with smooth sigmoid functions. This allows
the SBART model to adapt to the smoothness level
of f(x); consequently, if f0(x) is assumed to be α-
Ho¨lder, the posterior for the SBART model concen-
trates around f0(x) at close to the oracle minimax
rate obtainable when the smoothness level is known
a-priori. While the methodology we develop applies
to the usual BART models, we will use the SBART
model with the sparsity-inducing Dirichlet prior in all
of our illustrations.
3 DP-FORESTS
The distribution of (Tt,Mt) in the BART model is
parameterized by the splitting proportions s, leaf vari-
ance σ2µ, and tree topology parameters (γ, β). To
encourage a small number of low-order interactions,
we specify a prior which clusters the trees into non-
overlapping groups such that each cluster constructs
splits using different subsets of the predictors. A
schematic is given in Figure 2 with T = 4. In this
figure we see that the first two trees are dedicated to
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X1 ≤ 0.5 X1 ≤ 0.3 X2 ≤ 0.4 X3 ≤ 0.4
X1 ≤ 0.2 X1 ≤ 0.7 X3 ≤ 0.2 X3 ≤ 0.6 X2 ≤ 0.3+ + +
Z1 = 1 Z2 = 1 Z3 = 2 Z4 = 2
Figure 2: Schematic showing the effect of clustering trees within the ensemble. When Zt = 1 split are constructed
with X1, but when Zt = 2 splits are constructed with (X2, X3).
learning a main effect for x1 while the second two trees
are dedicated to learning an interaction between x2
and x3.
We induce a clustering by using tree-specific split-
ting proportions s(t) ∼ G and using a Dirichlet pro-
cess prior on G (Ferguson, 1973). Specifically, we let
s(t)
iid∼ G conditional onG and letG ∼ DP(ωG0) where
G0 is a Dirichlet(αw1, . . . , αwP ) distribution and ω de-
notes the precision parameter of the Dirichlet process.
Using the latent-cluster interpretation of the Dirichlet
process (see, .e.g, Teh et al., 2006) this can be approx-
imated by the following generative model:
1. Draw pi ∼ Dirichlet(ω/K, . . . , ω/K) for large K.
2. Draw Z1, . . . , ZT
ind∼ Categorical(pi).
3. Draw s(1), . . . s(K)
ind∼ Dirichlet(αw1, . . . , αwP )
where
∑P
p=1 wp = 1, wp ≥ 0.
4. For t = 1, . . . , T , draw (Tt,Mt) as described in
Section 2 with s = s(Zt).
The Zt’s cluster trees such that the trees within each
group capture a single low-order interaction. Note that
the use of the the sparsity inducing prior in step 3
above ensures that each s(k) will be nearly-sparse, and
hence the trees with Zt = k will split on only a small
subset of the predictors. The role played by this weight
vector w is to encourage a subset of the predictors to
appear in multiple different interactions. For example,
if there are interactions (X1, X2) and (X2, X3) we do
not want to encourage an additional (X1, X3) interac-
tion. A large value of w2 allows for this by encouraging
X2 to appear in several interactions.
3.1 Properties of the Prior
The degree of sparsity within each cluster of trees, as
well as the overall number of clusters used, are deter-
mined by the hyperparameters α and ω. These hy-
perparameters are key in determining the interaction
structures that the prior favors. To help anchor in-
tuition we first consider several special cases of the
DP-Forests model. First, we consider the behavior of
the prior as α→ 0 with ω fixed. In this case, with high
probability each s(t) will have only one non-sparse en-
try. Consequently, each tree in the ensemble will split
on at most one predictor. Because the trees are com-
posed additively, this implies that none of the variables
interact, and hence the prior concentrates on a sparse
generalized additive model (SPAM, Ravikumar et al.,
2007). On the other hand, as α → ∞ we see that
s(t) → (w1, . . . , wP ) so that the prior reverts to orig-
inal BART model with splitting proportions given by
(w1, . . . , wP ) described by Bleich et al. (2014).
We can conduct a similar analysis with α fixed and ω
with K →∞. As ω →∞, each tree will be associated
to a unique s(t). As ω → 0, on the other hand, all of the
trees share the same s(t) so that the model collapses to
the Dirichlet additive regression trees model described
by Linero (2016).
The key difference between BART and a DP-Forest is
that, once two variables are included, BART does not
penalize interactions. Let Ai and Aj denote the event
that variable i and j are included in the model, let Aij
denote the event that variables i and j interact, and let
Πα,ω denote the joint prior distribution for T1, . . . , TT .
We study the prior on the interaction structure by ex-
amining the probabilities Λ(α, ω) = Πα,ω(Aij | Ai ∩
Aj), and Ξ(α, ω) = Πα,ω(Aik | Aij ∩Akj). In words, Λ
is the probability that (i, j) interact given that both
variables are relevant, while Ξ represents the proba-
bility that (i, k) interact given that (i, j) and (k, j)
interact. Additionally, we examine the relationship
between the average number of two-way interactions
included in the model and the number of variables in-
cluded.
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Figure 3: Plots of various quantities for ω = 0 (solid,
corresponding to SBART) and ω = 1 (dashed) with
P = 5 and T = 50. Left: plot of α against Λ. Middle:
Plot of α against Ξ. Right: plot of the number of
variables included in the model against the number of
interactions.
Figure 3 shows several relationships between these
quantities as α varies for both SBART and DP-Forests.
We see that Λ is quite large for all values of α with
SBART, implying that the prior expects any variables
included in the model to interact; the trend is decreas-
ing in α only because a larger number of predictors will
be included in the model, causing variables to compete
for branches in the ensemble. DP-Forests do not en-
courage the inclusion of interactions, particularly when
α is small. Next, we see that Ξ is also uniformly large
for SBART. This implies that the prior does not en-
courage interaction structures like the truth from Fig-
ure 1, while a DP-Forest with a small choice of α does.
3.2 Default Prior Settings
A benefit of the BART framework is the existence
of default priors which require minimal tuning from
users. Where applicable, we do not stray from the
defaults recommended in Section 2. Specific to DP-
Forests, the key parameter controlling the behavior
of the model is α. On the basis of Figure 3 we rec-
ommend choosing α to be small; we have found set-
ting α ∼ Exponential with mean 0.1 to work well.
Conversely, in our illustrations the results for the DP-
Forest model do not depend strongly on ω, and we
set ω ∼ Exponential(1). This leaves the weight vec-
tor w = (w1, . . . , wP ) to be specified. In our illustra-
tions, we first run a screening step which removes irrel-
evant predictors. In principle any method can be used
for screening; in our illustrations, we use SBART to
screen variables which have posterior inclusion proba-
bility below 50%, and set wj ∝ I(j is not screened). A
more principled alternative is to use another sparsity-
inducing prior on w but we do not pursue this strategy
here.
3.3 Computation and Inference
Inference for the DP-Forest model can be car-
ried out using a Gibbs sampler with the Bayesian
backfitting approach of Chipman et al. (2010).
The Gibbs sampler operates on the state space
({Tt,Mt, Zt}Tt=1, {s(k), pik}Kk=1, α, ω, σ2µ, σ2). We use
standard Metropolis-within-Gibbs proposals to update
Tt and Mt; see Kapelner and Bleich (2016) and Pra-
tola (2016) for details. The parameters α, ω, σ2µ, and
σ2 can all be updated easily using the slice sampling
algorithm of Neal (2003). Finally, Zt, s
(k), and pi all
have conjugate full-conditional distributions:
Full conditional for pi: Note that pi is conditionally
independent of all parameters given (ω,Z). By conju-
gacy of the Dirichlet distribution to multinomial sam-
pling we have the full conditional pi ∼ Dirichlet(ω/K+
m1, . . . , ω/K +mK) where mk =
∑
t I(Zt = k).
Full conditional for s(k): The conjugacy of the
Dirichlet prior to multinomial sampling implies a
Dirichlet full-conditional when a single s is used.
To account for the clustering, we only consider the
branches associated to trees with Zt = k, giving the
full conditional s(k) ∼ Dirichlet(αw1 + c(k)1 , . . . , αwP +
c
(k)
P ) where c
(k)
j is the number of branches associated
to cluster k which split on predictor j.
Full conditional for Zt: Let p(k) denote the full
conditional for Zt. The term [Zt = k] comes in only
through the factors pik (the prior probability of Zt = k)
and
∏P
j=1 s
(k)ctj
j where ctj is the number of branches
of tree t which split on predictor j (the likelihood of
tree t having split on the predictors that it has, give
Zt = k). Hence p(k) ∝ pik
∏P
j=1 s
(k)ctj
j .
Putting these pieces together, we arrive at Algo-
rithm 1, which describes a single iteration of the Gibbs
sampler.
Algorithm 1 Bayesian backfitting algorithm
1: for t = 1, . . . , T do
2: Update (Tt,Mt) via Metropolis-Hastings.
3: Sample Zt ∼ p(k), k = 1, . . . ,K where p(k) ∝
pik
∏P
j=1 s
(k)ctj
j and ctj is the number of branches
associated to tree t which split on predictor j.
4: end for
5: for k = 1, . . . ,K do
6: Sample s(k) ∼ Dirichlet(αw1 + c(k)1 , . . . , αwP +
c
(k)
P ) where c
(k)
j is the number of branches associ-
ated to cluster k which split on predictor j.
7: end for
8: Sample pi ∼ Dirichlet(ω/K +m1, . . . , ω/K +mK)
where mk =
∑T
t=1 I(Zt = k).
9: Sample (σ, σµ, α, ω) using slice sampling.
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4 EXPERIMENTS
We now compare DP-Forests to existing methods on a
number of synthetic datasets. We consider the follow-
ing methods in addition to DP-Forests and SBART.
Additive groves: The additive groves procedure of
Sorokina et al. (2008). Because tuning of the additive
groves algorithm is compute-intensive, we ran several
pilot studies to choose appropriate tuning parameters
which perform well for the given simulation settings.
Hierarchical group lasso: The hierarchical group
lasso proposed by Lim and Hastie (2015) for interac-
tion detection; we abbreviate this method by HL. This
procedure was designed with linearity of f0(x) in mind.
Tuning parameters are selected by cross-validation.
Hierarchical group lasso, least squares: HL is
used to select the interactions and main effects, while
the coefficients are estimated by least squares; we ab-
breviate this method by HL-LS. Tuning parameters
are selected by cross validation.
Iterative random forests: The iterative random
forests (iRF) procedure proposed by Basu et al. (2018)
as implemented in the iRF package on CRAN. We use
the default T = 500 trees and 10 iterations of the iRF
algorithm.
Our simulation settings are borrowed from several ex-
isting works; we do not compare our methods to these
other works due to a lack of publicly available software.
(S1) (Radchenko and James, 2010) We generate Xi ∼
Uniform([0, 1]P ) where P = 50, N = 300, and
σ2 = 1. We let f0(x) be
√
0.5
[ V∑
v=1
fv(x) + f1(x)f2(x) + f1(x)f3(x)
]
where f1(x) = x1, f2(x) = (1 + x2)
−1, f3 =
sin(x3), f4(x) = e
x4 , and f5(x) = x
2
5. Each fv(x)
is further centered and scaled so that E(fv(Xi)) =
0 and Var(fv(Xi)) = 1.
(S2) (Vo and Pati, 2016) We generate Xi ∼
Normal(0, I) with N = 100, P = 100, and σ =
0.14. We let f0(x) = x1 + x
2
2 + x3 + x
2
4 + x5 +
x1x2 + x2x3 + x3x4.
(S3) Same as (S2), but without the interaction effects.
(S4) (Friedman, 1991) A common test case for BART,
we generate Xi ∼ Uniform([0, 1]P ) with P =
250, N = 250, and σ2 = 1. We set f0(x) =
10 sin(x1x2) + 20(x3 − 0.5)2 + 10x4 + 5x5.
Each of these scenarios was replicated 100 times. We
evaluate each method according to the average number
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Figure 4: Barplot of results for interaction detection.
The top row gives the average F1 score for each method
for detecting interactions. The second row gives the
average number of false positive interactions detected.
The bottom row gives the average number of false neg-
atives detected. The average for each method is given
on each bar.
of false positives (FPs), false negatives (FNs), F1 score,
and integrated root-mean squared error ‖f0 − f̂‖2.
The F1 score is a commonly used measure of over-
all accuracy that balances false positives against false
negatives in variable selection tasks; see, for example,
Zhang and Yang (2015).
Results for interaction detection are given in Figure 4.
We omit the results for HL because HL-LS performs
uniformly better. Under all simulation settings, DP-
Forests perform better than all other methods accord-
ing to F1 score. SBART is also competitive with other
procedures on many of the datasets. As expected, the
primary problem with SBART is that it has a rela-
tively large number of false positives, i.e. it is sus-
ceptible to detecting spurious interactions. This issue
is most pronounced on (S2) and (S3), with SBART
detecting between 1.5 and 2 spurious interactions.
Additive groves and iterative random forests generally
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Figure 5: Barplot of results for detecting main effects.
perform worse than SBART. In addition to having a
larger false positives rate, these procedures are also
prone to false negatives under simulation (S2). With
the exception of (S1), the hierarchical group-lasso (HL-
LS) performs worse than the other methods. Under
(S1), HL-LS has reasonable performance as each com-
ponent of f0(x) can be reasonably well-approximated
by the assumed linear model. HL-LS also appears to
perform well under (S3); this, however, is due to the
fact that HL-LS typically misses several main effects,
which is a substantially worse outcome than detecting
a spurious interaction. The nonlinearities under (S2)
and (S4) also create problems for HL-LS.
All methods perform better for detecting the main ef-
fects. SBART and DP-Forests give identical results for
the main effects due to the use of SBART in screen-
ing for DP-Forests. (S1) is the easiest setting, with all
methods having very few false negatives and HL-LS
the only method having non-negligible false-positives.
Under (S2), the non-Bayesian procedures all have non-
negligible false negatives, and iRF and HL-LS are ad-
ditionally prone to false positives; the story is similar
under (S3), with HL-LS performing better in terms of
false positives but worse in terms of false negatives.
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Figure 6: Boxplots given the distribution of integrated
root mean-squared error for each method for each sim-
ulation setting.
All methods perform well in terms of false positives
under (S4), however iRF and HL-LS also suffer from
many false negatives.
Results for assessing prediction performance in terms
of integrated root mean-squared error (RMSE) are
given in Figure 6. SBART and DP-Forests perform
very similarly in terms of RMSE. All other methods
perform substantially worse under all settings. This
is likely due to a multitude of factors. First, any
false negatives will contribute to poor predictive per-
formance. Second, SBART and DP-Forests are able
to take advantage of underlying smoothness in the re-
sponse function which additive groves and iterative
random forests cannot, while HL and HL-LS suffer
from an incorrect model specification.
SBART and DP-Forests are competitive in terms of
runtime. For example, on a single replicate of (S4),
SBART and DP-Forests took 118 seconds and 241 sec-
onds respectively to obtain 40,000 samples from the
posterior. By comparison, iRF took 279 second, HL-
LS took 91 seconds, and additive groves took 4966
seconds. Additive groves was by far the slowest proce-
dure, due to the fact that recursive feature elimination
is used. We conclude that, under these settings, DP-
Forests outperform all competitors are a competitive
computational budget.
We also consider the publicly available Boston hous-
ing dataset of Harrison and Rubinfeld (1978). Analy-
sis of the interaction structures present in this dataset
was previously undertaken by Radchenko and James
(2010) and Vo and Pati (2016). This dataset consists
of P = 13 predictors and N = 506 neighborhoods,
and a continuous response corresponding to the me-
Interaction Detection with Bayesian Decision Tree Ensembles
Method RMSE
DP-Forests 1.00
iRF 1.22
HL 1.18
Additive Groves 1.16
Table 1: Cross-validation estimate of root mean-
squared prediction error on the Boston housing dataset
normalized by the RMSE of the DP-Forest.
20
25
30
2 4 6 8
DIS
M
E
D
V
LSTAT
4.68
6.29
7.765
9.53
11.36
13.33
15.62
18.06
23.035
Figure 7: Graphical summary of the effect of distance
DIS on MEDV for various values of LSTAT.
dian house value in a given neighborhood.
We compare the methods in terms of goodness-of-fit,
which is evaluated using a 5-fold cross validated esti-
mate of root mean squared prediction error. Results
are given in Table 1. For prediction, the DP-Forest
and SBART outperform the competing methods.
The DP-Forest includes most of the predictors in the
model. This can be contrasted with the fit of a sparse
additive model (SPAM) Ravikumar et al. (2007) and
the fit of the VANISH model reported by Radchenko
and James (2010), which include only a small number
of predictors. Like the VANISH algorithm, the DP-
Forest selects one interaction: there is strong evidence
of an interaction between DIS (distance to an employ-
ment center in Boston) and LSTAT (the proportion of
individuals in a neighborhood who are lower-status).
This interaction was highly stable, and was selected by
every fit to the data during cross-validation; addition-
ally, this interaction was selected by additive groves in
4 out of 5 folds during cross-validation. Interestingly,
this interaction was reportedly not selected by VAN-
ISH, which instead selects an interaction between the
variables NOX (nitrus-oxide concentration) and LSTAT.
Figure 7 gives a visualization of the LSTAT-DIS interac-
tion. To summarize the interaction we use a “fit-the-
fit” strategy and fit a generalized additive model to
the fitted-values of the DP-Forest with a thin plate
spline term for the interaction (Wood, 2003). The
plot then displays the LSTAT-specific effect of DIS for
the 10th, 20th, . . . , 90th quantiles of LSTAT. This GAM
nearly reproduces the fitted values from the DP-Forest
and is easier to visualize. We see in Figure 7 a clear
interaction between DIS and LSTAT. Intuitively, one ex-
pects that the closer a neighborhood is to an industry
center the more expensive the housing will be. This
is correct for areas with fewer lower-status individu-
als; however, this trend does not hold when there is a
higher percentage of lower-status individuals. We re-
mark also that the data is well supported near 0 for
all values of LSTAT, so that this behavior is unlikely to
be due to extrapolation, though extrapolation may be
an issue for large values of both LSTAT and DIS.
5 DISCUSSION
We have introduced Dirichlet process forests (DP-
Forests) and applied them to the problem of interac-
tion detection. We demonstrated on both synthetic
and real data that DP-Forests lead to improved in-
teraction detection. Additionally, we demonstrated
that DP-Forests are highly competitive with com-
monly used machine learning techniques for detecting
low-order interactions.
There are a number of modifications one might make
to improve performance further. One possibility is to
allow σµ to also vary by mixture component. This
would allow different mixture components to have dif-
ferent signal levels; for example, under simulation (S4),
we would expect that a smaller value of σ2µ is appro-
priate for the mixture component responsible for x5
relative to x4. The proposed DP-Forests model cap-
tures this feature only indirectly through the number
of trees assigned to each mixture component.
Additionally, it would be interesting to quantify
the improvement in performance of DP-Forests over
SBART theoretically. It is unknown whether SBART
is variable-selection consistent, and establishing theo-
retically that DP-Forests are consistent for interaction
detection while SBART is not remains an open prob-
lem.
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