Motion capture systems can be used to infer skeletal joints from three-dimensional surface information for various human poses. However, to-date it remains unclear how well the estimated joint coordinates coincide with the anatomically-correct joint positions. The aim of this study was to determine the localization accuracy and localization precision of inferred joint positions using Magnetic Resonance Imaging (MRI). Color and depth information (RGB-D), and skeletal information of an athlete in static pose standing upright were acquired. A whole-body 3D tomographic scan was also recorded using a 3T MRI scanner. The deviation of the joint location was the largest for the left upper leg (4.1cm±0.2cm) and the smallest for the lower arms (0.2cm±0.01cm). The mean surface point distance averaged 2.2cm±1.3cm (left upper leg), 1.8cm±1.3cm (left lower arm), and 1.5cm±1.0cm (right lower arm). To our knowledge, this is the first attempt to use MRI as a gold standard to validate skeletal joint locations of a motion capture system. MRI provides a suitable means to validate skeletal joint localization for any motion capture system (markerless and marker based). However, advanced software solutions are required to validate and correct Kinect™ skeletal joint localization in the future.
Introduction
Motion capture systems generally measure spatial surface information in order to then solve the inverse problem and infer skeletal joint locations from the prior knowledge of how surface information relates to joint positions for various human poses [1] , [2] . However, to-date it remains unclear how accurately one can estimate joint coordinates relative to the anatomically-correct joint positions. Motion capture systems can provide quantitative biomechanical measurements that link to risk of injury in professional athletes [3] . Specifically, computer vision offers a platform that can address some of the noted limitations of current movement assessment methods. For example, dynamic kinematic or kinetic information about movement is difficult to measure using ecologically valid methods. Comprehensive biomechanical and kinematical investigation has, to date, been restricted to lab-based settings. The constrained and static nature of motion analyses available for deployment by coaches in professional sports settings provide limited information about key movement processes that indicate risk of injury. More specifically, consider the prevention of the anterior cruciate ligament (ACL) among professional athletes. The ACL serves to stabilise the knee joint, preventing excessive translation of the tibia relative to the femur [4] . ACL injury/tear is one of the most severe, career debilitating injuries that occurs in high intensity intermittent sports that involve rapid changes in direction. Risk factors for ACL injury occurrence include dynamic restabilization on jump landing and coordinative dynamics during eccentric loading jump phases, equally asymmetries between knee and hip mechanics during jump movement indicate risk of ACL injury. However measures of knee, hip joint function discretely, or indeed measuring performance outcome (jump height or force production) in isolation, fails to provide optics on these essential precursors to injury (kinetic chain coordination and asymmetry). The identification of these pertinent risk factors is a challenge in sports medicine [5] . Pre-screening could determine anatomical and biomechanical parameters that put athletes at an increased risk of ACL injury [6] - [8] . Marker based motion capture systems are regarded to be the state-of-the-art to validate novel biomechanical data acquisition approaches [2] , [9] , [10] . However, these systems only measure marker locations on the surface and infer joint location. Hence, a technique is required that can measure both the location of the joint and the surface without any ambiguity. In this paper we propose to use whole body Magnetic Resonance Imaging (MRI) scans as a gold standard to determine the accuracy and precision of motion capture systems. Whole body MRI [11] , [12] is a method which enables to measure the anatomically correct locations of the surface and joints of a human -fully non-invasively.
Previously, a comprehensive framework was suggested for neurosurgical navigation where facial depth maps were registered with MRI data [13] . Yet, whole body MRI has never been applied to validate motion capture systems. The aim of this study was to validate CAPTURE (Kitman Labs Ltd., Dublin, Ireland) -a software facilitating musculoskeletal screening of athletes with improved skeletal joint localization [14] . The use of commercially popular motion capture systems, e.g. Microsoft Kinect™, to assess movement has been previously suggested [15] . CAPTURE was developed to record, enhance, display, and analyse skeletal information about athletes for specific pre-defined movements, for example, ankle dorsiflexion ( Figure 1 ). The estimated bone length and the distance of the estimated bone from the detected surface points was compared to the MRI scan -assumed to be the ground truth. 
Methods

Motion Capture System
The second version Kinect (Kinect for Windows v2, Microsoft Inc., Redmond, WA, USA) was used to record RGB-Depth (RGB-D) and skeletal information of an athlete in static pose standing upright (neutral stance) facing the Kinect. The depth map was converted into a 3D point cloud and extracted in conjunction with the skeleton (Figure 2 ) for 56 frames. The raw data was processed using selfwritten scripts in MATLAB (The Mathworks, Natick, MA).
MRI data acquisition and joint marking
A whole-body 3D MRI scan of the athlete was acquired using a 3T MRI scanner, and a coronal T 2 -weighted Turbo Spin Echo (TSE) sequence with a voxel resolution of (1.5x1.5)mm 2 in-plane resolution and 8mm slice thickness (9mm interslice thickness). The following sequence parameter determining the imaging contrast were chosen: 270Hz pixel bandwidth, 2179ms Time of Repetition (TR), 86ms Time-to-Echo (TE), 8 segments, 256 (read direction) x 176 (phase direction) acquisition matrix per segment, an acquisition duration of 5min 50sec per segment, 8 k-space trajectories were acquired per breath hold for scans of the abdomen, the entire image stack contained 24 coronal slices ( Figure 3) . The final whole body image had a matrix size of 1269 rows and 320 columns. The joint locations were marked manually in the appropriate slices to form the MRI skeleton and the outer surface of the athlete was reconstructed from the MRI scans ( Figure 4 ). The matrix size was scaled according to the spatial pixel and slice resolution in order to arrive at a geometrically correct representation. 
Figure 2: RGB-D point cloud (blue dots) in front (left) and side (right) view together with RGB-D skeletal points inferred from RGB-D raw data (red dots).
MRI and RGB-D registration
Assuming that limbs held by bones underly no deformation for different poses and hence the limb can be registered separately. The joints at each end of the reconstructed limb were used. Two more points were added as supportive markers to facilitate 3D registration. The first point was placed at half length of the bone. The second point was placed at the end point of the vector starting at the half distance point pointing backwards relative to the main plane (defined by the shoulders and hips) of the skeleton and being orthogonal to the limb. The length of this vector was defined as being half the length of the limb. A graphical example of the marker point selection for the RGB-D and MRI skeleton is shown in Figure 5 . 
In a first registration step, the reference points were translated relative to the limb's center point from the RGB-D limb to the center point of the MRI limb ( Figure 6 , left). In a second registration step the three remaining markers were used to compute the 3D rotation necessary to rotate the RGB-D limb around the center point so that all reference markers coincide ( Figure 6 , right). The rigid body translation and rotation parameters were stored. The RGB-D points closest to the limb under investigation were extracted by subdividing the limb into ten segments and selecting surface points, if they were less than 8 cm away from one of the ten segments. The extracted points were registered to the MRI space using the previously stored registration parameters specific to the limb. The nearest neighbour MRI point relative to each of the extracted RGB-D points was extracted to form the MRI surface mask (Figure 7 ).
Joint mismatch and surface distance measurements
After limb registration the distance of each of the two MRI joints relative to the RGB-D joint was computed as a measure of joint localization error. In a further step, each point of the RGB-D point cloud in near proximity to the limb under investigation was then transformed to the MRI space. The distance of the nearest MRI surface neighbour to each RGB-D point was computed (Figure 8 ). The following equation was used:
where p i is the i th point of the point cloud containing the x,y, and z coordinates. The standard deviation of the surface distance was computed.
Depth precision as a function of distance
In order to assess the localization errors and surface distance measurements it is of importance to understand the precision of the depth measurement as a function of distance from the sensor. The very same RGB-D sensor has been used to record depth frames acquired for various distances from a flat wall. The sensor was left standing in each position for up to 5secs. Ten different sensor positions were investigated. The depth variation was characterised as the difference between depth values in the same depth map pixel as measured in two consecutive frames.
Figure 6: Translation (left) and rotation (right) of reference points from RGB-D frame (yellow line and red squares) to MRI frame (green squares). The transformation parameters were then used to align the RGB-D point cloud to the MRI point cloud.
This value was then stored in relation to the mean distance measured in this pixel. Pixels in a square region centered in the depth map frame were analysed with the square region measuring 100 pixels vertically and 100 pixels horizontally.
Results
An example of the extracted surface points and limbs for the upper limb bone is shown in Figure 7 . The two surfaces extracted for one frame match well. The mismatch between the limb length is obvious for this most extreme case. The quantitative results for all investigated limbs are listed in Table 1 .
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The deviation of the joint location was the largest for the left upper leg (4.1cm±0.2cm) and the smallest for the lower arms (0.2cm±0.01cm). The mean surface point distance averaged 2.2cm±1.3cm (left upper leg), 1.8cm±1.3cm (left lower arm), and 1.5cm±1.0cm (right lower arm). The variation of the depth measurement has been assessed under real world conditions of an average gym. The result for different field of views are plotted as a function of distance in Figure 8 . The outer ranges of the field of view presented with larger variations than the central part of the depth map and there was a strongly exponential and increased drastically (>10mm) with distances larger than 2.5m. 
Discussion
To our knowledge, this is the first attempt to use MRI as ground truth to validate skeletal joint locations of a motion capture system. While MRI is expensive, it is non-invasive and it provides equally precise localization of the joint centers and the surface tissue. Although, MRI can be prone to distortions in the outer ranges of the field of view which were especially visible at the arms, advanced adjustment methods can reduce the average distortion to 1 mm, while distortions were reported to vary between 0.7 mm and 3.7 mm without correction [16] . The large joint mismatch measured using the motion capture system in this study was 41mm for the upper leg. This deviation was expected due to the location of the hip joint being fully encapsulated in thick layers of muscular tissue making joint inference more difficult compared to other joints such as the knee, elbow, wrist, and ankle. Furthermore, the rugby player investigated presented with above average muscle mass in shoulders and thighs which may have lead to the observed joint mismatch. Others reported errors for Kinect version 2 ranging from 32mm to 207mm comparing it to a marker based system [17] . This demonstrates the need for more reliable validation methods, as suggested herein, in order to reliably assess accuracy and precision of motion capture systems in the future. Considering the MRI surface distance from the point cloud recorded using the RGB-D sensor, the mean surface distances for points related to the upper leg was 22mm ± 13mm, while the points of the best fitting surface (the lower right arm) were on average 18mm ± 13mm apart. The standard deviation of the distance between points was measured to be within 9 to 13mm -well within the precision reported for Kinect version 2 at 2m distance from the sensor [18] . The absolute resolution precision of the sensor depends on the 70° horizontal, the 60° vertical resolution, and the matrix resolution of 512 x 424 pixel. Subsequently, the in-plane resolution limit at 2m distance from the sensor is approximately ±3.5mm. Hence, the error measured in this study most likely results from imperfections due to the depth axis. The expected variation in the depth measurement was approximately ±8mm. Lachat et al. reported a standard deviation of the depth measurement of 16mm at a distance of 3m from the sensor [19] . Yet, the deviation of the surface point locations when compared in relation to the inferred joints was between 18 to 22mm which is slightly larger than the expected depth precision of the sensor of 16mm at the investigated distance. The additional imprecision measured in this study may indeed have originated from localization errors caused by the algorithm used to infer the joint positions. The largest joint mislocalization of 40mm for the upper leg confirms this hypothesis. Future low cost markerless motion capture systems may for instance comprise multiple cameras enabling acquisition of a full 360° view of the athlete [20] in order to improve the joint localization.
In conclusion, MRI provides a suitable means to validate skeletal joint localization for motion capture systems (markerless and marker based). By this means, CAPTURE has been validated in terms of general joint localization accuracy and precision. As a result more advanced software solutions can be developed to correct Kinect™ skeletal joint localization in the future.
