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Abstract-The method of lower and upper solutions combined with monotone iterative techniques 
is used for ordinary differential equations with integral boundary conditions showing the existence of 
extremal solutions. Some existence results are also formulated using the numerical-analytic method. 
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1. INTRODUCTION 
In this paper, we shall consider the following differential problem: 
z’(t) = f t z(t) (, .~Tk(s)x(s)ds) =Fz(t), tcJ=[O,T], T>O, 
T 
(1) 
z(0) = Xx(T) + 
s 
D(s)z(s) ds + d c Bz, dcR, 
0 
where f E C(J x W2,W), k,D E C(J,R), and X E Iw. 
It is well known that the monotone iterative technique is a powerful method used to approxi- 
mate solutions of several problems (for details, see [l]; see also [2-41). The purpose of this paper 
is to show that it can be applied successfully for problems with integral boundary conditions of 
type (1). We use this technique assuming that f(t, z, y) satisfies the one-sided Lipschitz condition 
in z and it is nondecreasing with respect to y. Then problem (1) has extremal solutions for a 
parameter X > 0. Note that the boundary condition from (1) contains, as special cases, periodic 
boundary conditions and initial conditions too. 
The numerical-analytic method is applicable for differential problems with boundary conditions 
(for details, see (5,6]; see also [7-g]). W e use this technique successfully for the integrodifferential 
problems of F’redholm type. Some existence results are obtained if we assume that f satisfies 
the Lipschitz condition with respect to the last two variables with corresponding constants. The 
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Banach fixed-point theorem is used to show that a comparison integral equation has a unique 
solution. 
2. THE MONOTONE METHOD 
A function u E C1 (J, R) is said to be a lower solution of problem (1) if 
and an upper solution of (1) if the inequalities are reversed. 
Functions p, X E Cl(J, R) are called minimal and maximal solutions of problem (l), respec- 
tively, if every solution z E C’(J, W) of (1) satisfies the relation p(t) 5 z(t) 5 X(t), t E J. If both 
minimal and maximal solutions exist, we call them the extremal solutions of (1). 
Let fl = {u : ye(t) 5 u 5 20(t), t E J} and A = {w E Cl(J,R) : ye(t) 5 w(t) 5 20(t), t E J} 
be nonempty sets for some functions yo and ~0. The set A we call also the segment [yo, ZO]. 
We introduce the following assumptions for later use. 
(HI) f E C(J x R x R,R), k, D E C(J,R+), X 10. 
(Hz) yo, zo E Cl(J, R) are lower and upper solutions of (l), respectively, and such that ye(t) L: 
q,(t), t E J. 
(Hs) f is nondecreasing in the third variable and there exists a constant M > 0 such that 
f(t, u,w) - f(t,ti, w) L M[ti - u] if u 5 U, U,G E a, ‘u E R, t E J. 
LEMMA 1. Let Assumptions (HI) and (Hs) hold. Assume that u, u E A are lower and upper 
solutions of problem (I), respectively, and u(t) 5 w(t) on J. If 
y’(t) = Wt) - WY(t) - u(t)], t E J, y(0) = Bu, 
z’(t) = Fw(t) - M[z(t) - w(t)], t E J, z(0) = Bw, 
then 
u(t) I y(t) I z(t) 5 w(t), t E J, (2) 
and y, z are lower and upper solutions of (l), respectively. 
PROOF. Note that there exist unique solutions for y and z. Put p = u - y, q = z - w, so 
p(0) 5 Bu - Bu = 0, q(0) 5 Bw - Bw = 0, and 
p’(t) 5 Fu(t) - Fu(t) + M[y(t) - u(t)] = -Mp(t), t E J, 
q’(t) < Fw(t) - M[z(t) - w(t)] - Fw(t) = -Mq(t), t E J. 
Hence, p(t) 5 eeMtp(0) 5 0, q(t) L: eeMtq(0) I 0, t E J, showing that u(t) 5 y(t), z(t) 5 v(t), 
t E J. Now let p = y - z, so p(0) = Bu - Bw 5 0. Assumption (Hs) yields 
p’(t) = Fu(t) - Fw(t) - M[y(t) - u(t) - z(t) + w(t)] I -Mp(t), t E J. 
Hence, p(t) 5 0, t E J, showing that y(t) 5 z(t), t E J. It proves that (2) holds. Now we need to 
show that y, z are lower and upper solutions of (l), respectively. Again using Assumption @3), 
we see 
y’(t) = Fu(t) - A+/(t) - u(t)] - R/(t) + Wt) I J’dt), 
z’(t) = Fw(t) - M[z(t) - w(t)] - Fz(t) + Fz(t) _> Fz(t), 
for t E J and y(0) = Bu 5 By, z(0) = Bw 2 Bz. It shows that y, z are lower and upper solutions 
of (l), respectively. This ends the proof. 
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THEOREM 1. Let Assumptions (HI)-(Hs) hold. Then there exist monotone sequences {yn, z,} 
such that y,(t) 4 y(t), zn(t) -+ z(t), t E J, as n -+ 00, and this convergence is uniform and 
monotone on J. Moreover, y, z are extremal solutions of (1) in A. 
PROOF. Let 
Y;+&) = FY&) - M[Y~+I(~) - ~n(t)l, t E J, yn+l(O) = BY,, 
z:+#) = ha(t) - M[zn+l(t) - zn(t)l, t E J, zn+l(O) = Bzn, 
for n = O,l,. Lemma 1 shows ye(t) 5 yl(t) < zl(t) 5 zo(t), t E J, and ~1, z1 are lower and 
upper solutions of (1), respectively. 
Assume that 
ye(t) 5 Yl(t) 5 ... 5 ylc(t) 5 Zk(t) I ‘. . I Zl@) I zo(th t E J, 
for some k 2 1 and let yk, zk be lower and upper solutions of (1)) respectively. Then, again using 
Lemma 1, we get yk(t) 5 yk+l(i!) 5 zk+l(t) 5 zk(t), t E J. By mathematical induction, we have 
ye(t) 5 y1(t) 5 ‘.’ < yn(t) I zn(t) I .” L Zl(Q I zo(% t E J, 
for all n. Hence yn(t) -+ y(t), zn(t) -+ z(t), t E J, if n -+ 00. Indeed, y and z are solutions of 
problem (1). 
To finish the proof, it is enough to show that y and z are extremal solutions of (1) in A. To 
do it, we need to show that if w is any solution of (1) such that ye(t) 5 w(t) 5 zo(t), t E J, then 
ye(t) 5 y(t) 5 w(t) 5 z(t) I zo(t), t E J. Assume that for some Ic, yk(t) 5 w(t) I zk(t), t E J. 
Put p = yk+l - w, q = w - zk+l. Then p(0) = Byk - Bw 5 0, q(0) = Bw - Bzk 5 0, and 
p’(t) = Fyk(t) - Fw(t) - M[Yk+l@) - !/k(t)] 5 -Mp(t), t E J, 
q’(t) = Fur(t) - Fzk(t) + M[zk+l(t) - Zk(t)] 2 -Mq(t), t E J. 
Hence, &+1(t) 5 w(t) 5 zk+l(t), t E J. This proves, by mathematical induction, that yn(t) 5 
w(t) 5 zn(t), t E J, for all n. Taking the limit n + co, we get y(t) < w(t) 5 z(t) on J so the 
assertion of Theorem 1 is true. The proof is complete. 
EXAMPLE. Consider the following problem: 
x’(t) = ,tsin’dt), tE J=[O,T], withT=ln2, 
s 
T 
x(0) = x(s) ds. 
0 
Indeed, 0 < etsina x 5 et, t E J, x E IR. Note that ye(t) = 0, zoo(t) = et on J are lower and upper 
solutions of problem (3), respectively. Moreover, M = 2 In 2. By Theorem 1, problem (3) has 
extremal solutions in the segment [yo, ZO]. 
REMARK 1. Put X = 1, d = 0, D(t) = 0, t E J. Then Ba: = x(T). Theorem 1 is better in 
comparison with Theorem 3.1 in [2] where an extra condition is required, namely maxtE J k(t) 5 c; 
the constant c depends on M and T. See also corresponding results of [3] for problems with 
impulses. Theorem 1 also generalizes Theorem 3.1 in [4]. 
REMARK 2. Assume that f does not depend on the third variable. Let d = 0, D(t) = 0, t E J. 
In this case, we have periodic boundary problems or initial problems for differential equations, 
and Theorem 1 contains some results of [l]. 
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Put 
3. THE NUMERICAL-ANALYTIC METHOD 
LFz(t) = (1- ;) lFX(“)dS- gTFx(.)ds, 
T T 
B. = 
s 
SD(S) ds, B1 = 
I 
D(s) ds, 
0 0 
B2 = (XT + Bo)-’ , B&r?,,) = -B2 [d + (BI - 1 + X)&I], 
assuming that XT + Bo # 0. This assumption is connected with the numerical-analytic method 
(for details, see [5,6]). A ccording to this method, find the value of b such that s(t) = ~0 + 
$ Fx(s) ds + bt, t E J satisfies the boundary condition x(0) = Bx. Note that sl Fx(s) ds = 
fZFx(t) + (t/T) &r Fx(s) ds, so problem (1) can be transformed to the following auxiliary equa- 
tion: 
I 
T 
x(t) = z. + LFx(t) - Bzt D(s)CFx(s) ds + tB&,) = G(t, x; Z,), t E J. (4) 
0 
Note that if z satisfies (4), then the boundary condition from (1) is satisfied too. Moreover, 
G(0, x; 3.0) = 10, so x(0) = 30. 
Let us introduce the following assumptions. 
(Hd) There are constants K > 0, L 2 0 such that 
If@, 2, Y) - f (4 ff,LiaI I K Ix - 4 + L IY - ?I > 
for all t E J, x,~,y,jj E R. 
(H5) For any nonnegative function h E C(J x R,R+), there exists a unique solution ‘u E 
C( J, R+) of the comparison equation 
i-h(t) + h(t, 3,) = u(t), t E J, (5) 
where 
&u(t) = (1 - ;) l [Ku(s)ds+Lii,Lolu(r)dr] ds 
+; 
T 
Ku(s) ds + L 
I 
lob &- ds, 
0 1 
flu(t) = chu(t) + p32lt 
I 
ID(s)lfh~(s) ds. 
0 
Note that 
ICFx(t) - CFZ(t)j < RI Ix - ZJ (t), 
,G (t, x; zo) - G (t, I; z,), 5 [CFx(t) - CFZ(t)l 
+ IBaIt 
I 
T 
ID(s) [13Fx(s) - LFz(s)]I ds (6) 
0 
I 
T 
5% lx - 4 (t) + IBaIt ID(s)li& Ix - ~1 (s) ds. 
0 
For t E J, n = 0, 1, . . . , let us define the sequence {Us} by 
%+1(t) = fi%dq, 210(t) = &), 
where u is defined as in Assumption (Hs) with h(t,zo) = (G(t,xo; 20) - xo(t)l. 
To obtain a solution of problem (4), we shall first establish some properties for sequence {%}. 
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LEMMA 2. Let Assumptions (H4) and (Hs) b e satisfied and let XT + Bo # 0. Then 
%+1(t) = %l(t) I uo(t), tEJ, n=O,l,..., 
and the sequence {Us} converges uniformly to zero function, so un(t) + 0, t E J, if n -+ 00. 
PROOF. Note that pi = au,(t) I &o(t) + h(t,~e) = ue(t), t E J. By induction in n, we are 
able to prove that u,+i(t) 5 un(t), t E J, n = O,l,. . . . Now, if n -+ co, then u, + u, where u is 
a solution of the equation u(t) = h(t), t E J. Hence u(t) = 0 on J, by Assumption (Hs). The 
proof is complete. 
LEMMA 3. Assume that f E C(J x B’,W), k, D E C(J,W), d,X E Ikl, and XT + Bo # 0. Let 
Assumptions (H4) and (Hs) b e satisfied. Then we have the estimates 
l%(t) - xo(t)l I ‘uo(t), t E J, 
ixn+k (t) - Zk(t)i 5 Uk(t)r t E J, 
(7) 
where x0 E Cl(J,R), and x,+1(t) = G(t,x,;~o), t E J. Moreover, 
x:,+1(0)=&+1 CT) + 1' D(s)xn+l(s) ds + d, n=O,l,.... (8) 
PROOF. Put R(t;3fo) = (G(t, ZO;Z~) -x,,(t)/, t E J. Indeed, Ixl(t) - xo(t)( = R(t,fo) I uo(t), 
t E J. Assume that IZk(t) - xo(t)l 5 uo(t), t E J, for some k > 0. Then, by (6), we have 
bk+l(t) - xo(t)l 5 IG (6 xk; Z,) - G (t, x0; ?&,)I + R (t, 550) 5 flu,(t) + R (t, 30) = uo(t). 
Hence, by mathematical induction, we have IxCn(t) -x0(t)) L uo(t), t E J, for n = 0, 1, . . . Based 
on the above, let us assume that lZ,+k(t) - Xk(i!)l L ‘Ilk(t), t E J for all n and some k 2 0. Then, 
again using (6), we see that 
Ix,+k+l(t) - zk+l(t)l = IG (t ,%+k;?O) - G(t,Xk;fo)t 5 fluk(t) = 'LLk+l(t) 
for t E J. Hence, by mathematical induction, (7) holds. It is quite simple to verify that x,+1 
satisfies (8) for any n = 0, 1, . . It ends the proof. 
Put h(xe) = {x E C’(J,lw) : [x0(t) - x(t)1 5 u,,(t), t E J}. Combining Lemmas 2 and 3, we 
have the following theorem. 
THEOREM 2. Assume that f E C(J x R2, W), k, D E C( J, W), d, X E R, and XT + BO # 0. Let 
Assumptions (H4) and (Hs) be satisfied. Then, for every 30 E !I!, there exists a solution f of 
problem (4) where x,,(t) + Z(t), t E J, as n -+ 00, and 
I&I(t) -WI I %z(t>, t E J. 
The function Z is a unique solution of problem (4) in the class A(x0). 
Moreover, z is the solution of problem (1) iff 
1 T 
I I 
T 
TO 
F?(s) ds + Bz D(s)LFZ(s) ds = B3 (zo) . 
0 
PROOF. By Lemmas 2 and 3, xn(t) -+ Z(t), t E J. Indeed, 1 is a solution of problem (4). We 
need to show the uniqueness of 5. Assume that problem (4) has another solution X such that 
IX(t) - xo(t)( 5 ug(t) on J. Then, by (6), we have 
/z(t) - -x(t)1 5 I%(t) - xn+l(t)l + IG 6 2,; 20) - G (t> X; 3011 
I 
T 
5 u,+l(t) + Qllxn - Xl(t) + I&It %lxn - Xl(s) ds, 
0 
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fort E J. Hence, by mathematical induction, we have [z(t)-X(t)1 5 2~,+l(t), t E J, n = 0, 1, 
showing that z = X on J. It ends the proof. 
REMARK 3. Let XT + Bo # 0. Assumption (Hs) is satisfied if 
z < 1, 
To get condition (9), we need to apply the Banach fixed-point theorem to equation (5). Let 
U, u E C( J, R,.). Then 
,szu(t) - nqt), = nlu(t) - Rlqt) + 
I zyEy I@) - qt)l 
because 
t rT 1 
b-&u(t) - %u(t)I 5 A 
[( >I 
l-f ,,t ,u(s) - c(s), ds + 4 / 14s) - u(s)1 ds t 
< 2A t YE? [u(t) - ti(t)l I TArnap [u(t) - E(t)1 . 
,&?,t lT ID(s), [&U(S) - %u(s)l ds 
Hence, operator R is a contraction mapping so problem (5) h as a unique solution, by the Banach 
fixed-point theorem. 
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