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The aim of this dissertation is to study the asymptotic behaviours of spectrums for Elliptic
Pseudo-seudodifferential Operators. In this work we included two results. First we studied
the Nodal set of Steklov Eigenfunctions and obtained a lower bound for its size. Then
we refined an end pioint estimate of Laplace-Beltrami eigenfunctions restricted to totally
geodesic submanifolds.
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1.1 Topics and historic results
The asymptotic behaviours of spectrums are of vital importance to mathematics, thus
these topics have been studied frequently. A lot of great achievements have been made
by different mathematicians through years of work. Here I selected some general and
deep results, conjectures that I’m especially interested in. I shall only comment on the
problems of interest to me.
Suppose (M, g) is a closed Riemannian manifold, P is an elliptic pseudo-differential
operator of order 1. In following cases, P =
√
−4g or P = Λ where Λ is the Dirichlet-
to-Neumann operator (defined in the remark). There exists an orthonormal basis {φj} of
eigenfunctions such that
Λφj = λjφj, φj ∈ C∞(M),
∫
M
φjφk dVg = δjk.
Here, the eigenvalues 0 = λ0 < λ1 ≤ λ2 ≤ λ3, · · · , are ordered in ascending order counted
with multiplicity.
Remark 1.1.1. Here (N , h) is a smooth Riemannian manifold with boundary (M, g),
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for f ∈ H 12 (M). Hf is the harmonic extension of f , i.e.

4hu(x) = 0, x ∈ N ,
u(x) = f(x), x ∈ ∂N =M
with u = Hf . Specially, the eigenfunctions of Λ are called Steklov eigenfunctions.
Topic 1. Weyl’s Law, which gives an asymptotic formula of the number N(λ) of eigen-
values less than or equal to λ.
We have the following asymptotic formula(see [CSF] or [LH4]):
(1.1) N(λ) = C(P,M)λn +O(λn−1)
As a direct application to a flat torus with P =
√
−4nT, we get an asyptotic formula
for the number of lattice points in large balls. Improving the lower order term is related
to the L∞-norm of eigenfunctions, see [SZ2].
Topic 2. Growth of Lp norm of eigenfunctions.
C. Sogge obtained the following estimates for p ≥ 2, when (M, g) is a sphere with
standard metric. Estimates are sharp for both operators, see [CSF], [CSHZ]:



















), 2 ≤ p ≤ 2(n+1)
n−1 .
Topic 3. Size of nodal sets, or in other words, the size of zeroes of eigenfunctions.
1. For P =
√
−4g, the famous Yau conjecture on nodal sets is (denoted as Nλ here) :
cλ ≤ Hn−1(Nλ) ≤ Cλ
It was proved on analytic manifolds by Donelly, Fefferman, see [DF].
For general manifolds, in two dimensions, the best bounds are cλ ≤ Hn−1(Nλ) ≤
Cλ
3





λ. (see [CM],[SZ], [HS], [HS1], etc).
2. For P = Λ, Recently, some remarkable progress has been made for the upper bound
of the size of nodal sets for analytic manifolds. Bellova and Lin [BL] proved that if
N is an analytic domain in Rn+1, then the Hn−1-Hausdorff measure of nodal sets
of Steklov eigenfunctions has an upper bound of Cλ6 with C depending only on N .
Later, Zelditch [Zel] improved their results and showed that the optimal upper bound
for the nodal sets is Cλ for real analytic manifolds.
Topic 4. Growth of Lp norm for eigenfunctions restricted to submanifolds.
1. For P =
√
−4g. In [BGT], N. Burq, P. Gérard, and N. Tzvetkov obtained the
following Lp estimates for eigenfunctions restricted to submanifolds: Let Σ be a
smooth submanifold of dimension k. There exists a constant C > 0 such that for
any ϕλ, we have
‖ϕλ‖Lp(Σ) ≤ C(1 + λ)ρ(k,n)‖ϕλ‖L2(M)
3
where













if 2 ≤ p < p0 = 2nn−1




if 2 < p ≤ +∞




if 1 ≤ p ≤ n− 3
If p = p0 =
2n
n−1 and k = n− 1, we have





and if p=2 and k=n-2, we have





These estimates are sharp in the general case except (n, k, p) = (n, n − 1, 2n
n−1) and
(n, k, p) = (n, n−2, 2), which have a log loss. Later on, Rui Hu gave another proof in
[RH] of these estimates and showed the log loss for the case (n, k, p) = (n, n−1, 2n
n−1)
can be removed.
2. For P = Λ, so far as I know, there are no similar results about this topic yet.
Of course, there are also other interesting topics about the spectrum of elliptic pseudo-
differential operators, for example, the first eigenvalue problem, associated semiclassical
(Wigner) measures, exploiting geometric information from eigenvalues (Can you hear the
shape of a drum?), etc.
Improving the estimates above requires us to have a better and deeper understanding
of the quantities and relations between them. Recently a lot of progress has been made,




In order to improve the above estimates we need to have a better understanding for
the half wave operator at long time. Christopher Sogge, Steve Zelditch have a beautiful
equivalent condition for the L∞ norm when the manifold is analytic. They showed that
we get o(λ
n−1
2 ) growth if and only if there’s no self focal point. See [SZ2], [SZ3], [SZ4],
[CS3], etc.
And for the flat torus and P =
√
−4nT, it is conjectured that one has uniform bounds:




(1.4) ‖φλ‖Lp(Tn) . (1 + λ)δ(n,p)‖φλ‖L2(Tn), p >
2n
n− 2
J. Bourgain has made substantial progress on this, see [J.B].
1.2 Our results
In this work, we will prove the following two theorems.
Theorem 1.2.1. Let φλ be a normalized Steklov eigenfunction and α be a regular value
of φλ. Denote
Lαλ = {x ∈M|φλ = α}.




with C depending only on N .
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An immediate consequence of Theorem 1 is the measure of nodal sets of Steklov
eigenfunctions. Let
Nλ = {x ∈M|φλ = 0}.




with C depending only on N .
Remark 1.2.3. Quite different from the case for the Laplacian-Beltrami operator, the
Dirichlet-to-Neumann operator is a non-local operator, which causes additional difficul-
ties. Fortunately, since we are measuring the whole size of the nodal sets which can be
considered as a “partial global” quantity, we were able to find a way to overcome the
difficulty and carry the argument through.
Theorem 1.2.4. Let (M, g) be a compact smooth Riemannian manifold of dimension d,
and let Σ be a smooth totally geodesic submanifold of dimension d − 2. There exists a
constant C > 0 such that for any ϕλ, we have
‖ϕλ‖L2(Σ) ≤ C(1 + λ)
1
2‖ϕλ‖L2(M)
Remark 1.2.5. In our argument, we find a relation between the half wave operator on
the manifold and the projection map Pµ to eigenspace with eigenvalue ≤ µ. With this
relation, we are able to use the uniform boundedness of Pµ to get a bound without any
log loss, unlike the earlier work of N. Burq, P. Gérard and N. Tzvetkov in [BGT]. We are
now working on the general submanifold case.
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Chapter 2
Nodal sets of Steklov eigenfunctions
2.1 Introduction
In this chapter, we consider the lower bound estimates for the Steklov eigenfunctions on
a smooth Riemannian manifold (N , h) with boundary (M, g), where dimN = n+ 1 and
h|M = g. The Steklov eigenvalue problem is formulated as

4hφλ(x) = 0, x ∈ N ,
∂φλ
∂ν
(x) = λφλ(x), x ∈ ∂N =M.
Here, ν is a unit outer normal vector onM. The Steklov eigenvalues can also be reduced
to the boundaryM. Then the φλ becomes the eigenfunction of the Dirichlet-to-Neumann
operator, i.e.
Λφλ = λφλ.






for f ∈ H 12 (M). Hf is the harmonic extension of f , i.e.

4hu(x) = 0, x ∈ N ,
u(x) = f(x), x ∈ ∂N =M





2 (M) and there exists an orthonormal basis {φj} of eigenfunctions such that
Λφj = λjφj, φj ∈ C∞(M),
∫
M
φjφk dVg = δjk.
The eigenvalues 0 = λ0 < λ1 ≤ λ2 ≤ λ3, · · · , are ordered in ascending order with counted
multiplicity. For simplicity, we choose n + 1 as the dimension of N , which is a little bit
different from the previous work by [BL] and [Zel].
The nodal sets are zero level sets of eigenfunctions. We want to study the asymptotic
behaviour of the size of nodal sets of Steklov eigenfunctions for large λ. Recently, some
remarkable progress has been made for the upper bound of the size of nodal sets for
analytic manifolds. Bellova and Lin [BL] proved that if N is an analytic domain in Rn,
then the Hn−2-Hausdorff measure of nodal sets of Steklov eigenfunctions has an upper
bound of Cλ6 with C depending only on N . Later on, Zelditch [Zel] improved their
results and showed that the optimal upper bound for the nodal sets is Cλ for real analytic
manifolds. The optimality can be seen from the case that the manifold is a ball.
So far, nothing seems to be known for the lower bound of the nodal sets of Steklov
eigenfunctions, even for analytic manifolds. The main goal of our paper is to address the
lower bound of nodal sets over general compact smooth manifolds.
Let’s first briefly review the literature concerning the nodal sets of classical eigen-
functions. Let φλ be an L
2 normalized eigenfunctions of Laplacian-Beltrami on compact
8
manifold (M, g) without boundary,
−4gφλ = λ2φλ
and let
Nλ = {x ∈M|φλ(x) = 0}.
Yau conjectured that for any smooth manifold, one should control the upper and lower
bound of nodal sets of classical eigenfunctions as
cλ ≤ Hn−1(Nλ) ≤ Cλ
where C, c depend only on the manifold M. The conjecture is only verified for real
analytic manifold by Donnelly-Fefferman in [DF]. For smooth manifolds, the conjecture
is still not settled. Much progress has been obtained towards the lower bound of nodal




for smooth manifolds. For other related works on lower bounds of nodal sets of classical
eigenfunctions, see [M], [HL], [HS], [SZ1], etc, to just mention a few. The methods in
[CM] and [SZ] are quite different. Specially, the method in [SZ] is based on a beautiful
new integral formula about the L1 norm of |∇φλ| on the nodal set and the L1 norm of φλ
on M. Our goal is to adapt their idea to the setting of a non-local operator, i.e. Steklov
eigenfunctions.
Denote the α-level sets of Steklov eigenfunctions by Lαλ , that is,
Lαλ = {x ∈M|φλ = α}.
9
We are able to prove the following:
Theorem 2.1.1. Let φλ be a normalized Steklov eigenfunction and α be a regular value






with C depending only on N .
An immediate consequence of Theorem 1 is the measure of nodal sets of Steklov
eigenfunctions. Let
Nλ = {x ∈M|φλ = 0}.




with C depending only on N .
2.2 Preliminaries
In this section, we will review and prepare some general results needed in the proof of
Theorem 1. First, we need the following result from [T].
Lemma 2.2.1. The Dirichlet-to-Neumann operator Λ is an elliptic self-adjoint pseudo-





Here, OPSm denotes the pseudo-differential operator of order m. Since Λ is an elliptic
self-adjoint pseudo-differential operator, by the general results in [SS] (see also the book of
Sogge [?] or [?] for Laplacian-Beltrami operator), we have the following Lp norm estimates.
Lemma 2.2.2. Let φλ be the Steklov eigenfunction. One has the sharp estimates, for
p ≥ 2,


















), 2 ≤ p ≤ 2(n+1)
n−1 .
In the whole paper, the notation A . B or A & B denotes A ≤ CB or A ≥ CB
for some generic constant C which does not depend on λ. If we follow exactly the same
argument as [SZ], which makes use of Lemma 2.2.2 for p = ∞, we can obtain Lp norm
estimates for p = 1, that is,
(2.2) ‖φλ‖L1(M) & (1 + λ)−
n−1
4 ‖φλ‖L2(M).
We also need the Lp bounds for the pseudo-differential operators.
Lemma 2.2.3. Suppose P ∈ OPSm(M). Then
‖Pφλ‖Lp(M) . (1 + λ)m‖φλ‖Lp(M), ∀1 < p <∞.
Specifically,
‖∇mg φλ‖Lp(M) . (1 + λ)m‖φλ‖Lp(M).
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Proof. Define the operator P̃ := P (1 + Λ)−m. Then P̃ ∈ OPS0(M). By the boundedness
of the zeroth pseudo-differential operator over Lp(M) in [CSF] or [T], the lemma follows
easily.
2.3 Lower bounds of nodal sets
We will obtain the lower bounds of α-level sets of Steklov eigenfunctions in this section.
Since the Dirichlet-to-Neumann operator is a non-local operator, we do not need informa-
tion from the manifold (N , h). In the following argument, all derivatives and calculations








Dαj,− ∪ Lαλ ,
where Dαj,+ and D
α
j,− are the connected components of the sets {x ∈ M|φλ > α} and
{x ∈M|φλ < α}. Using the same idea as in [SZ], we can treat each component separately
and then add them up. For simplicity, we just deal with two components. The same
argument carries out for many components. Denote
Dα+ = {x ∈M|φλ(x) > α}
and
Dα− = {x ∈M|φλ(x) < α}.
Without loss of generality, we may assume α to be nonnegative. Since α is assumed
to be a regular value of φλ, then L
α
λ is a smooth submanifold in M and the boundary
∂Dα± = L
α







< f∇φλ, ν > ds
12
where ds is the surface measure on Lαλ induced by the metric g onM and ν is the exterior
unit normal vector on Lαλ with respect to D
α
± respectively. Note the Green formula is




























To obtain a lower bound of α-level sets of Steklov eigenfunctions, we need to choose some
appropriate test functions. Inspired by the idea in [SZ], it turns out that f ≡ 1 and
f =
√
1 + |∇φλ|2 are good choices. Let f ≡ 1. We are able to establish the following
proposition.



















From Lemma 2.2.1, we know that
√
−4g = Λ + P0,
where P0 ∈ OPS0(M). It follows that
−4 = Λ2 + P1 + P 20 ,
where P1 = ΛP0 + P0Λ ∈ OPS1(M). Therefore,
4φλ = −(Λ2 + P1 + P 20 )φλ
= −λ2φλ − P1φλ − P 20 φλ.



























(φλ − α) + λ2
∫
Dα+








= λ2‖φλ − α‖L1(M) + αλ2(vol(Dα+)− vol(Dα−))
−(1 + λ)‖P̃0φλ‖L1(M) − ‖P 20 φλ‖L1(M),(2.8)
where P̃0 = P1(1 + Λ)
−1 ∈ OPS0(M). Now there are three “bad” terms in (2.8):
αλ2(vol(Dα+)− vol(Dα−)), ‖P̃0φλ‖L1(M), ‖P 20 φλ‖L1(M).
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We are going to estimate each of them.
For the term αλ2(vol(Dα+)− vol(Dα−)), we can not get a better way, but assume that
|α| ≤ ε(N )λ−n−14 for some small ε(N ) depending only on N . We will determine it later
on.
For the other two “bad” terms, we are able to control them by the L1 norm of φλ
multiplied by an ε power of λ. We can establish the following lemma.
Lemma 2.3.2. Let P ∈ OPS0(M). Then for any positive constant ε, there exists C =
C(N , ε) such that
‖Pφλ‖L1(M) ≤ Cλε‖φλ‖L1(M).
Proof. Let δ > 0. By Hölder’s inequality,
‖Pφλ‖L1(M) . ‖Pφλ‖L1+δ(M) . ‖φλ‖L1+δ(M),


























Selecting δ so small that 3(n−1)δ
4(1+δ)
≤ ε, we are done.
With aid of Lemma 2.3.2, we continue the proof of Proposition 2.3.1. Let’s go back




|∇φλ| ds ≥ λ2‖φλ − α‖L1(M) − αλ2vol(M)− C(1 + λ)
3
2‖φλ‖L1(M)
≥ λ2‖φλ‖L1(M) − 2αλ2vol(M)− C(1 + λ)
3
2‖φλ‖L1(M).




























We are done with the proof of Proposition 2.3.1.
Next we select the test function f =
√
1 + |∇φλ|2. We are able to prove the following
proposition.
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|∇φλ|2 ds ≤ C(1 + λ)3.
Proof. Let f =
√

















































. (1 + λ)3,(2.12)
where Lemma 2.2.3 has been used in last inequality.
We are ready to give the proof of Theorem 2.1.1. We use an idea in [HS] by Hezari
and Sogge.
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Proof of Theorem 2.1.1. On one hand, by Proposition 2.3.3,
∫
Lαλ























where we have used Lemma 2.2.2 in the last inequality. Combining the estimates (2.13)
and (2.14), we arrive at
|Lαλ | & λ
3−n
2
with λ ≥ K(N ) and |α| ≤ ε(N )λ−n−14 .
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Chapter 3
Restrictions of eigenfunctions to
submanifolds
3.1 Introduction
In this paper, we will concentrate on restrictions of eigenfunctions to totally geodesic
submanifolds. Before we present our theorem, let’s review the estimates in [BGT] about
eigenfucntions restricted to general submanifolds:
Theorem 3.1.1. (N. Burq, P. Gérard, and N. Tzvetkov [BGT])
Let (M, g) be a compact smooth Riemannian manifold of dimension d, and let Σ be a
smooth submanifold of dimension k. There exists a constant C > 0 such that for any ϕλ,
we have
‖ϕλ‖Lp(Σ) ≤ C(1 + λ)ρ(k,d)‖ϕλ‖L2(M)
where













if 2 ≤ p < p0 = 2dd−1
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if 2 < p ≤ +∞





if 1 ≤ p ≤ d− 3
If p = p0 =
2d
d−1 and k = d− 1, we have





and if p=2 and k=d-2, we have





Remark 3.1.2. These estimates are sharp in the general case except (d, k, p) = (d, d −
1, 2d
d−1) and (d, k, p) = (d, d − 2, 2), which has a log loss. Later on, Rui Hu gave another
proof in [RH] of these estimates and showed the log loss for the case (d, k, p) = (d, d −
1, 2d
d−1) can be removed. For the remaining case, in [ChenS], they showed that if d = 3
and the submanifold is a geodesic, then the log loss can be removed. Here we deal with
the general case of (d, k, p) = (d, d − 2, 2), where d > 3 and the submanifold is totally
geodesic.
The following is our main result:
Theorem 3.1.3. (Main Theorem)
Let (M, g) be a compact smooth Riemannian manifold of dimension d, and let Σ be a
smooth totally geodesic submanifold of dimension d − 2. There exists a constant C > 0
such that for any ϕλ, we have





In this section, we will review and prepare some general results needed in the proof of
the main theorem. First, we need the Hadamard parametrix, see [CSF] or [CSHZ] for
references.
Lemma 3.2.1. (Hadamard parametrix) Let (M, g) be a compact without boundary. If




−4g)(x; y) = KN(t, x; y) +RN(t, x; y)
where RN ∈ CN−n−3([−ρ, ρ]×M ×M), and









ων(x, y)Eν(−t, κ(x, y))) if t < 0
Here κ(x, y) is the vector from x to y in the local geodesic coordinates at x. And
ων ∈ C∞(M ×M), specifically ω0(x, x) = 1, ∀x ∈M .
Eν are distributions such that











where j + k = ν and ηjν are smooth.
Remark 3.2.2. We will also use the property that ω0(x, x) = 1,∀x ∈M in our proof.
We also need the following lemma in [BGT](Prop 6.3), which will be used several times
in the proof.
Lemma 3.2.3. (N. Burq, P. Gérard, and N. Tzvetkov [BGT]) Let (N, h) be a compact
Riemannian manifold, dimN = k. Qλ is an operator with kernel





a±(x, y, λ), λdh(x, y) > 1
























Without loss of generality, we assume the injective radius of (M, g) is greater than 10.
Choose any χ ∈ S(R), such that χ(0) = 1, Suppχ̂ ⊂ [1, 2]. Let χλf = χ(λ −
√
−4g)f ,
then χλϕλ = ϕλ. Thus it suffices to show
(3.10) ||χλ||L2(M)→L2(Σ) . λ
1
2
By TT ∗ argument, 3.10 is equivalent to
(3.11) ||χλχ∗λ||L2(Σ)→L2(Σ) . λ
22
Denote Tλ = χλχ
∗
λ. A simple calculation shows the kernel of χλχ
∗

















































+RN(x, y, λ)− φ(
√


























φ(λ+ |ξ|)eiκ(x,y)·ξdξ + R̃N(x, y, λ)− φ(
√
−4g + λ)(x, y)(3.15)
Here φ±1jν is the inverse Fourier transform of (2π)
−n+1a±jνj · tj−1φ̂(t), and φ±2jν is the
inverse Fourier transform of (2π)−n+1a±jνt
jφ̂(t) · (±i), which are also Schwartz functions
independent with λ.
23
Next we introduce a new operator which will play a key role in the proof.
Define Sνr , ν = 0, 1, 2, 3... to be the operator with kernel:




By Stationary phase, see [LH1] or [CSF], we can see that Sνr satiesfies the condition in
Lemma 3.2.3 with k = n− 2 and m = n−1
2
. Thus by Lemma 3.2.3, we have the following
estimate:
(3.17) ||Sνr ||L2(Σ)→L2(Σ) . λ−n+2 log λ
Now let’s go back to 3.15, there are 5 terms in it and the last three terms can be easily
controlled. For the first two terms, by using spherical coordinates for the ξ variables, we




















φ±2jν(λ± r)Sνr (x, y)r−2ν+j · rn−1dr
= Aλ +Bλ

























|φ±jν(λ± r)|r−n+2 log r · rn−2dr
. log λ(3.18)
The same procedure will be used several times.
Similarly, if we can show the following stronger estimate without the log loss for S0r ,
then we are able to control Aλ as needed, and the proof will be done.
Lemma 3.3.1. we have
(3.19) ||S0r ||L2(Σ)→L2(Σ) . r−n+2.
Proof. Since this estimate is a local estimate, without loss of generality, we can assume
that Σ is closed. Let h = g|Σ, then (Σ, h) is a closed Riemannian manifold.
Let κ̃(x, y) : Σ×Σ→ Rn−2, be the vector from x to y in the local geodesic coordinates
with respect to (Σ, h) at x. Since Σ is totally geodesic, we can assume κ|Σ×Σ = (κ̃, 0, 0).
Accordingly, we can make the following change of coordinates:
(3.20) Bn−2(1)× [0, 2π)→ Sn−1 : (z,
√
1− |z|2 cos θ,
√
1− |z|2 sin θ)
25
The Jacobian is 1, thus we can modify the kernel of operator Sr as














Let Sr be the operator with kernel




Then 3.19 is equivalent to
(3.23) ||Sr||L2(Σ)→L2(Σ) . 1
To prove this estimate, we compare Sr to an operator with uniform bound over L
2(Σ).
Consider the eigenfunctions and eigenvalues of −4h over Σ:
(3.24) −4heµj = µeµj , 0 = µ0 < µ1 ≤ µ2 ≤ ...








Obviously, ||Pµ||L2(Σ)→L2(Σ) ≤ 1. The kernel of Pµ is given by






























Here β(t) is an even cut off function supported in [−δ, δ], and δ > 0 is less than the
injective radius of (Σ, h). Let rµ be the inverse Fourier transform of (1 − β(t))2 sinµtt , as
in [CSF], rµ satisfies
(3.27) |rµ(t)| ≤ CN(1 + ||t| − µ|)−N , µ ≥ 1, N = 1, 2, 3...
Hence we can rewrite 3.26 as












The second term is a multiplier uniformly bounded over L2(Σ). For the first term, we
27



































































ω̃ν(x, y)Eν(t, κ̃(x, y)))
+R̃N(x, y, µ)
= Ãµ + B̃µ + C̃µ + D̃µ
We can see that the kernel of Ãµ is very close to Sr. If we can show Ãµ is uniformly
bounded, then P µ = (2π)
nÃµ is also uniformly bounded. let µ = r and consider the
difference between Sr and P r:




Since ω0(x, x) = ω̃0(x, x) = 1, we have ω0(x, y) − ω̃0(x, y) = O(dh(x, y)), thus by
stationary phase and Lemma 3.2.3, we know
(3.30) ||Sr − P r||L2(Σ)→L2(Σ) . 1
28
this implies
(3.31) ||Sr||L2(Σ)→L2(Σ) . 1
Now we show Ãµ is uniformly bounded. From
(3.32) Pµ = Ãµ + B̃µ + C̃µ + D̃µ
we know we only need to show B̃µ, C̃µ and D̃µ are uniformly bounded.










































± are symbols of order −ν, by Stationary Phase we can see that its
29
kernel satisfies the following condition:










a±ν (x, y, µ) +O(µ
−N), µdh(x, y) > 1
and |C̃µ(x, y)| ≤ Cµn−3. Here a±ν (x, y, µ) ∈ C∞(M ×M × R), ∂αx,ya±ν ≤ Cνα. Hence, by
Lemma 3.2.3, we have C̃µ is also uniformly bounded on L
2(Σ).
The uniform boundedness of D̃µ over L
2(Σ) is obvious. And this completes the proof.
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