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ABSTRACT
In this work we apply Amplitude Modulation Spectrum
(AMS) features to the source localization problem. Our
approach computes 36 bilateral features for 2s long signal
segments and estimates the azimuthal directions of a sound
source through a binaurally trained classifier. This direc-
tional information of a sound source could be e.g. used
to steer the beamformer in a hearing aid to the source of
interest in order to increase the SNR. We evaluated our ap-
proach on the development set of the IEEE-AASP Challenge
on sound source localization and tracking (LOCATA) and
achieved a 4.25◦ smaller MAE than the baseline approach.
Additionally, our approach is computationally less complex.
Index Terms— localization, model-based optimization,
amplitude modulation spectrum
1. INTRODUCTION
Source localization is an important task in many acoustic sig-
nal processing applications. An estimated azimuthal source
direction could be e.g. incorporated in an acoustic signal
processing system using an adaptive beamformer to steer the
beamformer into the direction of the source and thus to im-
prove the SNR.
In our previous work, we proposed an Amplitude Modu-
lation Spectrum (AMS) based feature extraction algorithm
which we successfully used for acoustic scene classification
[1]. The feature extraction is based mainly on two succes-
sive filter banks, non-linear operations, and a final averaging
step. In this paper, we apply these amplitude modulation fea-
tures to the speaker localization task. For this we extract 4x9
features from the four cardioid signals of hearing aid micro-
phones. With these 36 features a source azimuth is estimated
for each 2s long signal segment by pooling decisions from a
set of six classifiers.
In contrast to other common approaches, we do not compute
any interaural phase/time difference (IPD/ITD) and/or inter-
aural level differences (ILD) explicitly like in [2, 3, 4, 5].
We compute nine AMS-based features separately for each
cardioid signal and then concatenate them to a feature vec-
tor with a length of 36. However, the 36 AMS features will
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Figure 1: AMS based modulation-domain feature extraction
system
implicitly contain ILD information. It should be noted that
AMS-based features are inspired by the human auditory sys-
tem and are successfully used for acoustic scene classifica-
tion tasks [1, 6, 7, 8, 9].
We evaluate the performance of the proposed method on the
development set of the LOCATA Challenge [10]. The LO-
CATA Challenge offers six different tasks from which we
chose the first one, which is localization of a single static
source with a static microphone array.
In the next sections of this paper, we will recap our AMS-
based features, describe our classification system and our
training data. Then, in Section 3, we evaluate our proposed
approach on the LOCATA Challenge corpus and present the
results. Section 4 concludes this paper with a discussion of
these results.
2. METHODS
2.1. Modulation-Domain Feature Extraction
Our feature extraction approach is similar to the approach
we proposed for the DCASE Challenge 2013 [11] which is
described in detail in [1]. The feature extraction is depicted
in Figure 1 and it mainly consist of two blocks. First, the
input signals are spectrally analyzed by Ns bandpass filters
and then the amplitude modulation in each spectral bins are
analyzed byNm different filters and averaged over the frame
length Ts.
For the LOCATA Challenge we set Ns = 3 and Nm = 3 to
three and the frame length Ts = 2s. Instead of using a sin-
gle microphone signal for the DCASE challenge we use the
microphone signals of hearing aid dummies and extract four
cardioid signals (front left, front right, back left and back
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Figure 2: Classification system based on decision pooling.
right) by feeding the microphone signals into the respective
beamformers. These four cardiod signals are then fed in
parallel into the AMS feature extraction algorithm which
outputs Nf = 4 ·Ns ·Nm = 36 features for one frame.
The passband range of each filter in the filterbanks is found
by an iterative optimization method. We optimize the pass-
band ranges by a model-based optimization (MBO) ap-
proach. The MBO is an iterative approach for the optimiza-
tion of a black box objective function. It is used when the
evaluation of an objective function, in our case the classifi-
cation error depending on different filter bank parameters,
is expensive in terms of available resources (computational
time). MBO tries to construct an approximation model, a so
called surrogate model, of this expensive objective function
to find the optimal parameter for a given problem. The eval-
uation of the surrogate model is cheaper than the original
objective function. For a more detailed description of MBO
we refer to [12, 13].
2.2. Classification and Decision Pooling
Our classification system, which is depicted in Figure 2, con-
sist of six classifier sets each with a resolution of 30◦. Any
individual classifier can therefore distinguish between 12 dif-
ferent classes. The class definitions for each set is different
and is depicted in Figure 3. The six class definitions differ by
5◦ shifts leading to 72 discrete speaker directions and a the-
oretical final speaker localization resolution of 5◦ if all six
classifiers results are combined. The classifier used in our
system is a Linear Discriminant Analysis (LDA) classifier.
For each 2s signal frame we run five 4-fold cross-validations
for each classifier set leading to 20 · 6 = 120 classifiers in
total. In all classifiers we fed in the same 36 AMS features
we extracted before. The final speaker localization for one
recording was determined by pooling the classification deci-
sion for each of the 72 azimuth bins over all 120 classification
results for each frame in one recording and average the two
most frequent azimuth estimates.
2.3. Training Data
For training our classification system we created a data set
with a speaker from 72 directions spaced in 5◦ steps i.e. from
0◦, 5◦, . . . , 355◦. The data set was rendered using the Old-
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Figure 3: Class definition of the 6 classifier sets in de-
grees. Each classifier can distinguish between12 classes,
where each class covers a range of 30◦
.
enburg HRTF data set (behind-the-ear hearing aids)[14] and
various speech and noise data sets. For each direction we cre-
ated 18 x 10s audio files with variation in SNR level, speaker
and noise type, which led to training set with a total duration
of 3h 36min.
3. RESULTS
The development data set of the LOCATA Challenge consists
of three recordings for the hearing aid microphone configura-
tion. The audio signals have a sampling frequency of 48kHz
which were decimated to 20kHz. The left front, left back,
right front and right back microphones of the hearing aid
were fed into a beamformer leading to four cardioid signals.
From this four cardioid signals we compute our 36 features.
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Recording Azimuth error in degree
4 -9.86◦
5 -2.61◦
6 +2.39◦
MAE 4.95◦
Table 1: Azimuth error for each recording and the mean ab-
solute error (MAE) for the development set.
We run our experiments on a PC with Intel(R) Core(TM) i5-
3470 CPU @ 3.20GHz with 12GB RAM and Matlab 2017b
64-Bit. Table 1 shows the azimuth error for each recording
in the development data set. We compute a single estimate
for each whole audio file by pooling over 2s long frames
and assigned these to the required time stamps of the audio
database. The achieved mean absolute error (MAE) is 4.95◦,
which is 4.25◦ better than the baseline MUSIC algorithm.
In order to compare the computational efficiency of our ap-
proach to the baseline MUSIC algorithm we used the real
time factor (RTF) as a measure, which is defined as the com-
putation time for one recording divided by the duration of the
recording. The mean RTF for the baseline MUSIC algorithm
is 9.1 on our hardware setup, which means that it is not real
time capable. In contrast, our proposed speaker localization
approach has a mean RTF of 0.7 and is thus real time capable.
It is 13 times faster than the baseline MUSIC algorithm.
4. DISCUSSION AND CONCLUSION
In this paper, we showed that our AMS feature extraction
algorithm, which was used for audio scene classification be-
fore [1], could be also adapted for speaker localization. We
trained our system with a training set rendered with the Old-
enburg HRTF set and evaluated our trained system on the
publicly available LOCATA challenge development data set
with one static speaker. The mean absolute azimuth estima-
tion error of 4.95◦ is by 4.25◦ lower than the baseline with
the additional advantage of being computationally less com-
plex. It is up to 13 times faster and with a RTF of 0.7 real
time capable on PC hardware.
Our system does not explicitly computed any IPD, ITD or
ILD informations. This makes it less dependent on the head-
size and also eliminates the problem of phase synchroniza-
tion which is required for computing IPD/ITD. However, we
assume that our features implicitly contain ILD information
in the modulation patterns.
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