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自己組織化マップとカオス
荒木孝治
1 はじめに
Simon (1996)は，その著書 "TheSciences of the Art浜cial"の第 3
版で "AlternativeViews of Complexity"という章を新たに加え，カオ
ス，進化，遺伝的アルゴリズム，セルオートマトンといった内容をとりあ
げた。このことは，経営学の分野においてもこうした考え方を適用するこ
とが重要であり，不可欠であることが認知されつつあることを示している。
すなわち，経営学における主要な分析対象である組織やそれらの結合体で
あるネットワーク組織は，制約のある資源の中で情報や物をやりとりしな
がら日々学習し，進化する複雑なシステムとして捉える必要がある。さら
にそれらは，進化だけでなく，創発性，分散化，不確実性，合理性の限界，
満足原理といった特性によっても彩られており，そういった面からの分析
がきわめて本質的なのである。
こうした複雑なシステムの分析には，それなりの分析装置を必要とする。
このため， 1980年代後半以降，組織やネットワークといった複雑な特性を
持つシステムをコンピュータおよぴ数学モデルを用いて積極的に分析する
研究領域が発展してきた。現在，複雑性を視野に入れて，進化や学習とい
った組織やシステムのダイナミックな特性を分析に取り入れることのでき
るツールとして，カオス，ゲーム，エージェント，セルオートマトン，人
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工的ニューラルネットワーク，進化アルゴリズムといった諸理論がある。
これらの中で，脳が行っている高度な情報処理活動をコンピュータでシミ
ュレートしようというのが人工的ニューラルネットワーク（以下，ニュー
ラルネットという）の考え方である。
ニューラルネットは経営科学でも，特にマーケティング，ファイナンス，
生産管理の諸分野で，予測やモデル化，制御を目的として利用されてきた
（たとえば， Trippiand Turban 1996, Garson 1998, Krycha and Wagner 
1999参照）。一方，カオスヘの注目も増大している (Chorafas1994, Hibbert 
and Wilkinson 1994, Jayanthi and Sinha 1998)。そこで本稿では，ニュ
ーラルネットの分野で開発されてきた理論・ツールを，カオスを示す組織
ダイナミクスの分析に取り入れたとき，経営学においてどのような視野が
開かれるかを試みとして提示したい。
ニューラルネットにも様々な種類があるが，そのひとつである自己組織
化マップの利用を試みる。これはパターン分類手法のひとつと位置づける
ことができる。その特徴は， Uマップと呼ばれる 1次元または2次元格子
上に多次元データを投影することにより，データをマップとして視覚的に
分類することにある。分析の対象としては，イノベーションプロセスの分
析に取り入れられているロジスティックダイナミクスをとりあげる。
本稿の構成は次の様になる。第2節で自己組織化マップの考え方を概説
する。第3節でカオスモデルを紹介した後，その分類問題に自己組織化マ
ップを適用する。第4節でまとめを行う。
2 自己組織化マップ
生体は，様々な情報を処理する際，ニューロンを通じて行っている。ニ
ューロン単体が行う処理は，特定の刺激に対してのみ反応し，それ以外に
対しては反応しないという非常に単純なものであるが，多くのニューロン
がネットワークとして非線形に複雑な形で結合することにより，高度な情
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報処理をネットワーク総体として行うことを可能にしている。ニューラル
ネットは，こうした生体が行っている神経ネットワークとしての情報処理
システムをコンピュータで模すものである。神経ネットワークがニューロ
ンと（細胞体と樹状突起・軸索）を単位として構成されているように，コ
ンピュータの中で人工的に構成される神経ネットワークであるニューラル
ネットでもニューロン（一般には素子，ユニットという）と索子間の交互
作用から構成される。通常，ニューラルネットは入力層，中間層，出力層
という 3つの索子グループから階層的に構成される。入力情報は入力層で
受容され，中間層を経て，出力層から出力情報として出力される。ニュー
ラルネットは，ある一定の目的をもって入力情報を総体として出力情報に
変換するシステムであり，そのプロセスの中で情報は形を変えて伝達され
ていく。また，その変換・伝達システムは前もって確定しておらず，入力
データを学習することにより適応的に構築されていく。
ネットワークや学習の形態によりニューラルネットにはさまざまなもの
がある（たとえば坂和•田中 1997参照）。 Kohonenは，自己組織化マップ
(SOM : Self-Organizing Map) 1>と呼ばれるニューラルネットを提案し
た (Kohonen1995, 1997)。これは，いくつかのユニットから構成される
入力層と， 1次元または2次元のトポロジーを持つ出力層という 2層から
構成される教師なし学習を行うニューラルネットである。入力層のユニッ
トは入力情報を受け，その情報を出力層に伝える。出力層では入力情報に
基づいて学習を行い，入カデータの分類を行う。具体的には以下のように
なる (Kohonen1997, Vesanto 1997参照）。
入力層を I, 出力層 0をとあらわし， IはP個のユニット {iu1,i~, …， 
叫｝から， 0はnXm(=N)個のユニットから構成されるとする。 0の
各ユニット O;(j=l, 2, …, N)はすべての入カユニットと結合されてお
1) 自己組織化特徴マップ(SOFM: Self-Organizing Feature Map), あるいは
Kohonenマップともいう。
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図1 自己組織化マップ (SOM)の概念図
り，その結合の緊密さをあらわす尺度である重みベクトル処=(W;i, W;2, 
W;p) Tを持つ（図 1参照）。2)
SOMの自己組織化プロセスは，入カデータに対して最適な重みベクト
ルを学習することにある。通常，最初に各ユニットが持つ重みベクトルは
ランダムに生成される。その後，入カデータに対してトレーニングを行い，
学習により重みを変更していく。そのプロセスは以下のようになる。
分類したい個体（個人や企業，組織等）の注目する特性に関して測定し
たデータの集合Dがあるとする。通常，個体は注目する特性を複数個持つ
のでデータは多次元となり，ベクトルで表現することができる。 Dはこれ
らベクトルの集まりである。 SOMは個体の特性データであるDを用いて，
Dを構成する個体を分類する。ある個体の特性ベクトル x=(ふ~. …， 
2)ベクトルの右肩の Tは転置をあらわす。今の場合， W;は列ベクトルであることを
意味する。
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Xp) T (ED) を入力情報として， SOMは，この情報に対して最も「近い」
重みベクトル W;を持つユニットを探す。このとき，近さを測る尺度が必要
であるが，通常，ユークリッドノルム
llx-w;II=~ 
を利用する。このとき， xに最も近いユニットは
I x-w;(x) I=min Ix-wj I
なる関係を満たすユニット i(x)である。このユニットを，入力情報 Xに対
する勝者ユニット (BMU: Best Matching Unit) という。 BMUは
wi*=wげ如(x-w)
という形で重みベクトルを更新し，新しい w/を持つことになる。ここで
如はこの学習をコントロールするためのある条件を満たす関数であり，カ
ーネル関数という。3)さらに BMUだけではなく，その近傍 Ni(X)にあるユニ
ット Oj (E Ni(X)) にも同じ形の学習を行うことを許し，重みベクトルを更
新させる。 4)これらの操作により，以後の入力情報で今回の入力情報 Xに近
いものに対して， BMUおよぴその近傍にあるユニットはより有利に振る
舞うことが可能となる。この形の学習を全入カデータに対してある一定の
回数，あるいはある条件を満たすまで繰り返す。この自己組織化プロセス
の中で， SOMは入カデータのパターンを学習し， Uマップと呼ばれる 1次
元または 2次元平面上の格子に入カデータを投影し，その結果，データを
分類する。
3)カーネル関数にはいくつか種類があるが，代表的なものとして，一様分布の確率
密度関数を利用するパブル，およぴ正規分布の確率密度関数を利用するガウシアン
がある (Vesanto1997)。
4)出カユニットで近傍を考えるために， Uマップ内のユニットにおいて距離の概念
が定義されているが，ここでは述べない。詳細についてはKohonen(1997)参照。
なお図 lでは大きさ 2の近傍を図示している。
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SOMを利用する際，データの予備分析において利用される手法として
Sammonマップがある。これはデータベクトルを局所的な幾何関係として
直接，近似しようとするものである(Kaski1996)。データを点で，距離を
線の長さで2次元平面上に描くことにより，データベクトルの密度をグラ
フで近似する。
自己組織化マップおよびその関連手法について，社会科学・自然科学分
野への応用を含めた3000以上の文献リストがヘルシンキエ科大学 (Reisin-
ki University of Technology)のNeuralNetworks Research Centreの
ウェプページ (http://www.cis.hut.fi/nnrc/), およびKaskiet al. (1998) 
で紹介されている。また，ニューラルネット全般の社会科学の分野への応
用についてはGarson(1998)が詳しい。
3 ロジスティックモデルの分類
3. 1 カオス・イノペーションモデル
カオスモデルは社会科学の様々な分野の研究で利用されてきた (Kiel
and Elliott 1996参照）。特に証券市場のデータ分析において非常に多く取
り扱われている (Chorafas1994参照）。経営学の分野では，市場成長や市
場競争，プランド競争の分析に利用されている。たとえば， Chenand Van 
de Ven (1996)はハイテク製造業におけるイノベーションのプロセスを分
析するためのモデルとしてロジスティックモデルを構成した。また，
Jayanthi and Sinha (1998)はChenand Van de Venのロジスティック
モデルを考察し，カオスの検証方法を与えた。
March (1991)は組織学習のプロセスにおいて，企業家はイノベーショ
ンを実現するための一連のアクションの探索(exploration)と実行(exploi-
tation)を行っており，これらはトレードオフの関係にあるため，これらに
経営資源をバランスよく配分することが重要であるとした。企業家がt期
において一連のアクションを探索するために費やす行動の割合を Xt (Q~ 
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xぷ1)とし，残り (l-x1)を実行のための活動の割合とする。このとき Chen
and Van de Ven (1996)は， Marchの考察をもとに， Xtのダイナミクス
を
知 1=F(功，・k)=批(l-x1), l<k~4 
とあらわすロジスティックモデルを考えた。 Fをマップという。 Kは探索
と実行を結びつけるパラメータで，ダイナミクスの非線形性の強さを決定
する。
パラメータ Kの値に対してロジスティックマップは様々なパターンを
とる。 k<3に対して軌道 {xt, t=l, 2, …}はひとつの値 (1-1/k)に収
束する。 3~k<3.57のとき周期運動をする。周期運動の様子は次のように
なる。 k=3で分岐が起こり，周期は 2になり，これら 2つの点の間で振動
する。さらに， Kがこの範囲内で大きくなるにつれ4周期軌道を持ち，次い
で， 8周期， 16周期， 32周期，…と倍周期運動をするようになり， Kが約3.57
を超えるとカオスとなる。 Kの値に対する周期の変化をまとめて表 1に示
す。また，倍周期への分岐およぴカオスの様子を図 2に，いくつかの Kの
値に対する軌道を図3に示す。なお，図3にはランダムなパターンをつけ
加え（図 3(f)), ランダムネスとカオスが異なることを見ることができる
ようにしている。このパターンは，図 3(e)のデータをランダムに並べか
表 1 アトラクタの周期の変化5)
アトラクタの周期の変化
1から 2
2から 4
4から 8
8から16
16から32
無限大
5)武田 (1997) より引用。
分岐の起こる Kの値
3 
3.4494・
3.5440・
3.5687・・・ 
3.5698・・・ 
． 
3.5699・
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図2 解の分岐とカオス
えて生成している。
Jayanthi and Sinha (1998)はカオスの診断法を整理した。そこで重要
な役割を果たすのがリアプノフ (Lyapunov)指数と相関次元である。カオ
スの特徴のひとつに初期値への鋭敏な依存性があるが， リアプノフ指数は
この鋭敏性を指標化するものである。一般に，パラメータμ を持つ 1次元
マップ G(x;μ)に対するリアプノフ指数Aは，
d 
g(x) =盃G(x;μ)1 • A=lim-~log2 I g(xt) 
n→ oo n l=I 
と定義される
の鋭敏な依存性，すなわちカオスを意味し，負のリアプノフ指数は周期変
動を意味する。また，相関次元は， {(xt,Xt+1>. t=l, 2, …} , { (x, Xt+i, 
(Kiel and Elliott 1996)。正のリアプノフ指数は初期条件へ
Xt+2), t=l, 2, ・｝， ｛（な知1, Xt+2• Xt+3), t=l, 2, ・・}, ・， という
形で時系列データを多次元空間に埋めていったとき，周期運動やカオスで
は低次の空間に埋め込まれるが， ランダムな場合には高次元（無限次元）
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図3 企業家の活動における探索の割合(x,)のロジスティックダイナミクス（初期値：
X。=0.45;1:S: t :S:120) (a) k=2.8: 安定 (b) k=3.2:2周期軌道 (C) 
k=3.45: 4周期軌道 (d)k=3.55:8周期軌道 (e)k=3.9:カオス (f)ラ
ンダム
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を必要とすることを利用するカオス診断法のひとつである (Jayanthi and 
Sinha 1998)。
3.2 SOMによるロジスティックダイナミクス分析
本節では SOMを用いてロジスティックダイナミクスの分類実験を行
う。実験の概要は以下である。
ロジスティックマップのパラメータ Kの値を2.8から 4の間で0.02刻み
に変化させる。このとき Kは61個の異なった値をとり，様々な周期変動パ
ターンおよびカオスパターンを含む。各パラメータ値のロジスティックマ
ップに対して初期値6)を設定し，時系列データ {x1,t=l, …, 100}を求
める。ひとつの Kの値に対する時系列データを 1組のデータと考え，計61
組のデータを用いたSOMによる学習を行い，周期運動およぴカオスの分
類をおこなう。なお SOMの実行にはパプリックドメイン・ソフトウェアで
ある SOMPAKを利用する。7JSOM実行の際のパラメータはKohonen
(1997)の推奨（値）に従って定める。すなわち，代表的なパラメータと
して， Uマップには 6角形格子を用い，近傍は大きさ 6'学習の繰返し回
数は10万回とする。近傍のカーネル関数としてはバプルおよびガウシアン
の両方を用いる実験を行う。他のパラメータについてはSOM_pAKのデ
フォルト値を用いている。このデータに SOMを用いた結果を図 4に示す。
図4で，六角形の格子がユニットをあらわす。このユニットにつけられ
ている“数字”のラベルは， k="数字＂をパラメータとして持つロジステ
ィックマップの時系列パターンがこのユニットにマッピングされてること
6)分類に初期値の影響が入らないように，すべての Kに対して初期値x,を0.45に設
定している。初期値をランダムに設定した場合の実験も行ったが，ほぼ同じ結果な
ので本稿では省略している。
7) Helsinki UniversityのNeuralNetwork Research Centreのウェプサイト
(http:/ /www.cis.hut.fi/nnrc/som.html) より取得可能。使い方については SOM
Programming Team (1995)または徳高他 (1999)参照。
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を意味する。また，図はグレースケールで表示されているが，これは，色
の濃いグレーのユニットにラベルづけられたパターンは互いに顕著に異な
っており，色の薄いユニットのそれらは似ていることを示している。図4
より，周期運動を示す時系列パターンとカオスを示す時系列パターンとが
きれいに分類されていることを読み取ることができる。 k=2.80-3.60の
間の周期運動を示すパターンは（ユニットのラベル参照），色の薄いユニッ
トにマッピングされ，右から左へほぽ大きさの順に並んでいる。これに対
して，カオスパターンは色の濃いユニットのプロックにマッピングされ，
分離されている。ただし， SOM_PAKの癖かどうか不明であるが，図4で
ラベルが一部欠落していることに注意。
図5に，同じデータに対して作成した Sammonマップを示しておく。図
の右側の中ほどにS字状に点の密集している個所があるが，そこに周期運
動を示すデータがマップされている。カオスパターンはほぼKの大きさに
応じてその周辺を取り巻いている。
ch-r2v.cod • Dim: 100, Size: 16"12 units, gaussian neighbo巾ood
^ ^~ 』3.52 3.50 3.48 • --:: • 
• 2.90 2.88 
• 3.46• • 
• 3.44 3.38 • 3.30 • 
3.62 • 
図4 ロジスティックマッブ・データの SOMによる分類結果 (Uマップ）。格子につけ
られた数字のラペルはロジスティックマッブのパラメータ Kの値。
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次に，カオス時系列とランダムな時系列との分類を行う。これには，上
記のカオス時系列データの一部 (21組； k=3.60~ 4 ; Uマップ上のラベ
ルは"kの値”としている）と，それらのうち12組をランダムに並べ替えた
データ（ラベルは "r"につづけて "kの値＂），および (0,1)の一様乱数
を99個発生させた時系列14組（ラベルはいずれも "rand"),計47組のデー
タを用いた（いずれの場合も初期値は0.45に設定）。 SOMによる分類結果
を図 6に示す。濃いグレーのユニットが非常に多くなっており，これらの
ユニットにマップされたデータのパターンが互いに似ていないことがわか
る。しかしこの場合も，左側 1/4位のプロックのユニットにランダムな時
系列がマッピングされていることが一目でわかり，ランダムな時系列とそ
?
図5 Sammonマップ。ラペルは Kの値
自己組織化マップとカオス（荒木） (745) 13 
ch-,2v.cod. Orn: 100. s;ze: 10・0 un;ts. gaus~an ne;gh如 hood
図6 ランダムなパターンとカオスパターンの分類。格子の数字ラペルはパラメータ k
に対応。ラペル “rand"はランダムなパターン。ラペル “r数値＂は K＝数値の
パターンをランダムに入れ替えたもの。
の他とはきれいに分類されていることが見て取れる。
4 おわりに
本稿では，イノベーションプロセスの分析で用いられるロジスティック
モデルが生み出す様々なパターンの分類問題に自己組織化マップ(SOM)
を適用した。周期運動，カオス，ランダム時系列に対して SOMがうまくパ
ターンを分類できることを示した。今回は理論モデルから発生するデータ
に対して SOMを適用したが，実際のデータに対して SOMを用いた分析
も行っているので，今後報告したい。
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