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iSummary
Synthetic aperture radar (SAR) systems are used to obtain geospatial informa-
tion for a broad range of applications, such as measuring geo- and biophysical
parameters, topographic mapping, monitoring of land subsidence, landslides,
and crustal deformation, as well as disaster mapping. In recent years, advanced
SAR acquisition modes of growing complexity have been proposed in order to
gain more flexibility in terms of usable sensor constellations and acquisition sce-
narios, as well as in an attempt to increase the number of observables to allow
for a more reliable image and parameter inversion. These new imaging modes
require more flexible SAR image reconstruction algorithms.
Within the scope of this dissertation, a novel time-domain back-projection
(TDBP) based SAR image processing software was developed and investigated
in terms of two nonstandard data acquisitions scenarios: 1) SAR imaging along
highly nonlinear sensor trajectories, and 2) high-resolution tomographic imaging
of a forest at L-band and P-band. To this end, two airborne SAR experiments
were designed, which were flown by the German Aerospace Center’s E-SAR
system in September 2006.
By means of the experimental data involving highly nonlinear sensor trajectories
it was shown that the TDBP focusing algorithm yields a superior image quality
as compared to a combined chirp scaling and mosaicking approach. The results
of the study indicate that, in general, the TDBP algorithm imposes virtually no
restrictions on the shape of the sensor trajectory. It is therefore an attractive
method for efficient mapping along curvilinear objects of interest, such as traffic
routes, rivers, or pipelines.
A second emphasis of this dissertation is on SAR tomography of forest environ-
ments. In order to explore in detail the back-scattering behavior of radar signals
within a forest a non-model-based TDBP tomographic imaging approach was
pursued. In particular, three different direction-of-arrival estimation techniques,
multilook beamforming, robust Capon beamforming, and MUSIC beamforming,
were implemented in order to focus the two multibaseline airborne SAR data
sets at L-band and P-band. In terms of focusing quality, an unprecedented level
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of detail was obtained using the proposed TDBP-based tomographic imaging
approach. Gaps in the canopy due to features like small forest roads are well
visible in the tomographic image, for instance. Thus, the three-dimensional to-
mographic SAR imagery provides a good basis to investigate the back-scattering
properties of the forested area at L-band and P-band.
With three prospective spaceborne SAR remote sensing missions, BIOMASS
at P-band, Tandem-L, and DESDynI, both at L-band, which are all aimed at
global mapping and monitoring of carbon stock by assessing the above ground
biomass of forests, establishing a good understanding of the interaction of mi-
crowaves at L-band and P-band with forests is critical in order to develop reliable
biomass products. By means of a detailed analysis of the high-quality three-
dimensional SAR data products obtained by tomographic processing, including
a cross-validation with airborne laser scanning data, a substantial contribution
towards an improved understanding of the interaction of microwaves at L-band
and P-band with forest environments was achieved within this work.
iii
Zusammenfassung
Radarsysteme mit synthetischer Apertur (SAR) werden zur Gewinnung von
raumbezogener Information fu¨r eine breite Palette von Anwendungen benutzt,
wie beispielsweise zur Messung von geo- und biophysikalischen Parametern, zur
Ableitung von Ho¨heninformation, zur U¨berwachung von Absenkungen, Hang-
rutschungen und Bewegungen der Erdkruste, sowie zur Schadenserfassung nach
Naturkatastrophen. Im Hinblick auf eine Verbesserung der Flexibilita¨t bezu¨glich
verwendbarer Sensorkonstellationen und mo¨glicher Datenakquisitionsszenarien,
sowie mit dem Ziel, die Anzahl der Beobachtungen zu erho¨hen, um eine zu-
verla¨ssigere Bildgebung und Parameterinversion zu erreichen, haben in den
letzten Jahren neue, komplexe SAR Datenakquisitionsmodi grosse Beachtung
gefunden. Diese neuen SAR Modi verlangen flexiblere SAR Bildrekonstruktions-
algorithmen.
Im Rahmen dieser Dissertation wurde eine neue SAR Prozessierungssoftware,
welche auf dem “time-domain back-projection” (TDBP) Prinzip basiert, ent-
wickelt und anhand von zwei nicht standardma¨ssigen Aufnahmemodi getestet
und evaluiert: 1) SAR Aufnahmen entlang von hochgradig nichtlinearen Sensor-
trajektorien, und 2) hochauflo¨sende tomographische Aufnahmen eines Waldes
im L- und P-Band. Die entsprechenden Daten wurden mittels zweier Experi-
mente erhoben, welche im September 2006 mit dem flugzeuggestu¨tzten E-SAR
Sensor des Deutschen Zentrums fu¨r Luft- und Raumfahrt durchgefu¨hrt wurden.
Mithilfe der experimentellen Daten, welche von hochgradig nichtlinearen Sen-
sortrajektorien aufgenommen wurden, konnte gezeigt werden, dass der TDBP
Algorithmus, im Gegensatz zu einem kombinierten “Chirp Scaling”- und Mo-
saikierungsansatz, trotz nichtlinearer Fluggeometrie keine Verschlechterung der
Bildqualita¨t aufweist. Die Ergebnisse der Studie zeigen, dass der vorgestellte
TDBP Algorithmus grundsa¨tzlich kaum Einschra¨nkungen bezu¨glich der Auf-
nahmegeometrie unterliegt. Die Prozessierungsmethode ermo¨glicht somit eine
effiziente Datenerfassung entlang kurvenfo¨rmiger Gebiete und Objekte, wie zum
Beispiel Verkehrswege, Flu¨sse oder Pipelines.
Der zweite Schwerpunkt dieser Dissertation liegt auf der tomographischen Ab-
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bildung von Waldgebieten mittels “Multibaseline” SAR Daten. Um das Ru¨ck-
streuverhalten von Radarsignalen innerhalb eines Waldes zu untersuchen wurde
ein nicht-modellbasierter, auf dem TDBP Verfahren beruhender Ansatz verfolgt.
Insbesondere wurden drei verschiedene “Direction-of-Arrival” Scha¨tzverfahren,
Multilook Beamforming, Robust Capon Beamforming und MUSIC implemen-
tiert, um die beiden “Multibaseline” SAR Datensa¨tze im L- und P-Band zu fo-
kussieren. Hinsichtlich der Fokussierungsqualita¨t konnte mit dem vorgestellten
TDBP-basierten Ansatz ein bisher unerreichter Detaillierungsgrad in der tomo-
graphischen Fokussierung erzielt werden. So sind beispielsweise Lu¨cken im Kro-
nenschluss des Waldes u¨ber Forstwegen im fokussierten tomographischen Bild
immer noch gut erkennbar. Damit bieten die dreidimensionalen tomographi-
schen SAR Bilder eine geeignete Grundlage, um die Ru¨ckstreueigenschaften des
aufgenommen Waldes in den Frequenzen L-Band und P-Band zu untersuchen.
Im Hinblick auf drei in Aussicht stehende satellitengestu¨tzte SAR Fernerkun-
dungsmissionen, BIOMASS im P-Band, Tandem-L und DESDynI, im L-Band,
welche unter anderem auf eine globale Kartierung und U¨berwachung des in Form
von Waldbiomasse gespeicherten Kohlenstoffbestandes ausgerichtet sind, ist ein
vertieftes Versta¨ndnis der Wechselwirkung von Mikrowellen im L-Band und P-
Band mit Wald unerla¨sslich, um zuverla¨ssige Produkte zu entwickeln. Im Rah-
men dieser Arbeit konnte aufgrund einer detaillierten Analyse der erzeugten,
dreidimensionalen SAR Datenprodukte, einschliesslich einer Validierung mit
hochauflo¨senden Laserscanning-Daten, ein wesentlicher Beitrag zu einem bes-
seren Versta¨ndnis der Ru¨ckstreueigenschaften von Wald mit Mikrowellen im L-
und P-Band geleistet werden.
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Preface
The topic of this paper-based dissertation is synthetic aperture radar (SAR)
imaging in the time-domain with a special emphasis on two nonstandard data
acquisition modes, nonlinear sensor trajectories and multibaseline SAR tomog-
raphy, respectively. At the core of the thesis at hand stand four scientific publi-
cations each of which is self-contained in terms of both, structure and content.
The purpose of the introduction that precedes the publications is threefold:
1) The first two Sections 1.1 & 1.2 give a more general introduction to the
subject of synthetic aperture radar remote sensing aimed at a potential reader
with a technical or scientific background, yet unfamiliar with the topic. 2) Sec-
tion 1.3 introduces the main classes of SAR image reconstruction paradigms and
forms the basis where the motivation for SAR imaging in the time domain is de-
duced from. 3) Section 1.4 contains the rationale of the dissertation. The main
findings drawn from the publications are compiled in a synopsis in Section 6.

11 Introduction
1.1 General Background
The increasing complexity of human activity and its impact on the planet Earth
demand a comprehensive understanding of how the various dynamic processes,
natural and man-made, interact and, in particular, how they affect the natural
and socio-economic environment we are living in. A fundamental prerequisite
in order to gain information about the spatial and temporal variation of phe-
nomena of interest is an adequate means to measure the current state of our
environment at different scales ranging from local to regional to global. As a
consequence, over the last decades, remote sensing technology and the resulting
products have become a major source of spatial information for monitoring and
planning tasks assumed by local authorities, governmental agencies, suprana-
tional and intergovernmental organizations, as well as private industry.
Envisioning the experience of standing on a high building, a tower, a mountain
top, or sitting next to the window on an airplane and looking down at the
earth, it is obvious to everyone that observing the earth from a distance reveals
a wealth of information at a single glance; information, that is not readily
available when standing on the ground in flat terrain. Thus, capturing this
information in a systematic way by means of adequate sensors on board of air-
and spacecraft is a consequential next step to just “looking at the earth” with
our own remote sensing device, the human eye.
Remote sensing, according to a common definition [1], encompasses the entirety
of all methods which goal consists of retrieving information about the earth’s
surface by means of measuring and interpreting (energetic) fields that emanate
from the earth. Thereby, electromagnetic radiation that is back-scattered or
emitted by the earth serves as a carrier of information. These definitions are
analogously valid for remote sensing of other celestial bodies. Remote sensing
provides a means to not only overcome by far the very limited resolving capa-
bility of a human eye in terms of both, the spatial and the spectral resolution.
It also allows for capturing information that is carried by the non-visible parts
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of the electromagnetic spectrum.
Regarding the source of electromagnetic radiation two classes of remote sensing
systems are identified: passive remote sensing, where electromagnetic radiation
of a natural source (e.g. the sun, thermal radiation etc.), back-scattered or
emitted by an object of interest, is detected; and active remote sensing, where
an artificial source of radiation is part of the remote sensing system. Active
remote sensing systems are further distinguished into light detection and rang-
ing (lidar) systems, and radio detection and ranging (radar) systems. Lidar
systems use a laser device as their source of radiation, thus, work in the optical
domain. With radar systems microwave antennas are employed for transmitting
electromagnetic waves and receiving their back-scattered echoes.1 As the term
“ranging” suggests these two types of active systems measure the time-delay
between transmitting a signal and receiving the portion of the signal that is
back-scattered towards the sensor. The propagation time is related to the dis-
tance (range). By combining this information with the sensor’s position and
attitude the geolocation of the object where the scattering process occurred can
be determined. In this basic mode, the cross-range resolution of the system
is governed by the beam footprint, which is a function of the wavelength, the
aperture of the sensor, and the range distance. In the context of radar remote
sensing, the resolution obtained in this way is typically low as a consequence
of the large wavelengths of microwaves (m to mm), as compared to the wave-
lengths in the optical domain (µm to nm), for instance. In the next section,
a concept, termed aperture synthesis, that alleviates this adverse property is
discussed in some detail. The high resolution imaging radar technique based on
this concept is called synthetic aperture radar (SAR).
When thinking of remote sensing as an operational monitoring tool imaging
radar technology brings in a number of attractive assets: The source of radi-
ation, the radar antenna, is man-made and, therefore, well-controlled. It can
be deployed in the required manner, limited only by the degree of freedom
and mission constraints of the carrying air- or spacecraft. As a further con-
1Electromagnetic waves within the frequency interval from 300MHz to 300GHz are commonly termed mi-
crowaves. In fact, multiple differing definitions of the exact boundaries of this interval and its subdivision
into a number of frequency bands are found in literature. Skolnik [2] is a comprehensive resource on this
topic. Within this dissertation, two bands are of importance, UHF (or P-band) (300MHz-1GHz) and L-band
(1GHz-2GHz). Note, that throughout this thesis the terminology P-band is used instead of UHF-band. P-
band is a sub-band nomenclature considered obsolete according to IEEE standard 521-1984 but it is widely
used within the SAR community as well as by a number of data providers. The operating frequencies of the
E-SAR system are at 350MHz for the P-band sensor, and at 1.3GHz for the L-band sensor. Each sensor
features a nominal bandwidth of 94MHz.
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sequence of the artificial source of radiation the data-acquisition schedule is
not restricted by external factors such as day-light or weather conditions. Mi-
crowaves experience very little attenuation when they propagate through the
earth’s atmosphere2, they penetrate clouds, and within a substantial range of
the microwave frequency band (at wavelengths of the order of decimeters and
larger), radar imaging is possible even in case of heaviest precipitation. Further,
synthetic aperture radar, unlike optical remote sensing, is the only imaging re-
mote sensing technique where the spatial resolution of the resulting imagery is
not a function of the distance between the sensor and the object of interest.
Achieving a high resolution by means of adequate synthetic aperture radar
signal processing is the main topic of this dissertation. More specifically, the
research presented within this thesis treats aperture synthesis of airborne radar
data in case of nonstandard acquisition modes, such as highly nonlinear sensor
trajectories, on the one hand, and three-dimensional SAR imaging, referred to
as SAR tomography, on the other hand.
1.2 Aperture Synthesis in a Nutshell
In this section, a short overview of the general concept of aperture synthesis
is given. In particular, aperture synthesis within the context of radar remote
sensing is highlighted. These explanations are accompanied by a brief sketch
of further relevant basic concepts of radar imaging. For an in-depth treatment
of the subject the interested reader is referred to the following excellent and
comprehensive textbooks on synthetic aperture radar signal processing [8–11]
and Fourier array imaging [12]. Unless indicated otherwise, the subsequent
paragraphs are based on material compiled from references [12–14].
1.2.1 Diffraction
For many applications it is critical that remote sensing data is available at a
high level of detail. Striving for a high spatial resolution has therefore always
been one of the key challenges in remote sensing. As for any imaging system,
there is a fundamental physical limit that determines the maximum resolving
2While only being attenuated mildly microwaves are subject to polarization rotation (Faraday rotation) and
propagation delays, which depend on the total electron content of the ionosphere, as well as to propagation
delays in the troposphere, which change as a function of the hydrodynamic condition (see [3–7]).
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performance that can theoretically be achieved by a remote sensing system.
This limit is imposed by the physical phenomenon of diffraction. Waves of
any kind (electromagnetic waves, sound waves, ocean waves etc.) are subject to
diffraction when they interact with an object. In the context of the fundamental
resolution limit of imaging systems, the diffraction pattern that occurs when a
wave front impinges on a slit, a rectangular, or a circular aperture, is of interest.
The real-world equivalents would be the antenna array (real aperture) in the
case of radar, or the slit dimension in optics, respectively.
For remote sensing systems, where the physical aperture D is typically very
small compared to the distance R from the object under examination, a type
of diffraction, called Fraunhofer, far-field, or plane-wave diffraction, defines the
fundamental theoretical resolution.
According to the Huygens-Fresnel principle [13], every point on a wavefront is
a source of a secondary wavelet. Assuming a one- or two-dimensional aperture,
which lies in the tangent plane of the spherical wave, and assuming the far-field
case, a planar wavefront “impinges” on the aperture at one instance of time.
Thus, an infinite number of secondary radiating point sources, which oscillate
in phase occupy the planar wavefront within the planar aperture S at locations
~re(l), l ∈ S. The radiation stemming from a secondary radiating point source
within the aperture S experienced at a point in space with position vector ~r is
then
Esec =
1
R
a(l)eiωt−ik|~r−~re(l)|dl , (1.1)
where R = |~r−~rc|. ~rc is the center of the aperture, a(l) is an amplitude function,
i is the imaginary unit, ω is the angular frequency, t is the time, k = 2pi/λ is the
wavenumber and λ, again, is the wavelength, and dl represents an infinitesimally
sized patch of the planar aperture S. Hence the total radiation experienced at
the spatial point defined by ~r is obtained by integrating over all secondary
radiating point sources within the aperture S:
E(x, y) =
1
R
∫
l∈S
a(l)eiωt−ik|~r−~re(l)|dl (1.2)
which is called the Fresnel-Kirchhoff diffraction integral. The conception of
both, plane waves that are subject to diffraction when passing an aperture
(optical case), and planar wavefronts that impinge on, or are transmitted by a
planar antenna, are equivalent and therefore yield similar diffraction patterns.
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In terms of the fundamental resolution of remote sensing systems, we are inter-
ested in the diffraction patterns that occur in the far-field case.3 Essentially, the
far-field case is obtained by approximating the nonlinear dependence of (1.2) on
R = |~r−~re(l)| =
√
(x− xe(l))2 + (y − ye(l))2 + (z − ze(l))2 using a Taylor series
expansion. Let us choose the coordinate system in such a way that ze(l) = 0,
i.e., the z-axis runs orthogonal to the aperture plane. Then, the Taylor series
expansion of R yields
R =
√
z2 + (x− xe(l))2 + (y − ye(l))2
= z
(
1 +
(x− xe(l))2
2z2
+
(y − ye(l))2
2z2
+ . . .
)
. (1.3)
Stopping the expansion after the quadratic terms we obtain the Fresnel, or
near-field, diffraction (E is the electric field strength)
E(x, y, z) =
e−ikz
iλz
∫
l∈S
E(xe(l), ye(l)) · e−ik2z ((x−xe(l))2+(y−ye(l))2)dl . (1.4)
The Fraunhofer, or far-field, diffraction is obtained by expanding the quadratic
terms of the second order Taylor series expansion of R:
R ≈ z
(
1 +
x2 − 2xxe(l) + x2e(l) + y2 − 2yye(l) + y2e(l)
2z2
)
= z
(
1 +
x2 + y2
2z2
− xxe(l)
z2
− yye(l)
z2
+
x2e(l) + y
2
e(l)
2z2
)
. (1.5)
If the size of the aperture S is small compared to z, then
z >>
1
λ
(x2e(l) + y
2
e(l)) (1.6)
holds, and thus,
e(x
2
e(l)+y
2
e(l))/(λz) ≈ 1 . (1.7)
As a consequence, in (1.5), the quadratic terms in xe and ye are negligibly small
and the quadratic terms in x and y can be placed outside the integral in (1.4).
3A more general (neither using the Fresnel nor the Fraunhofer approximation) treatment of the radiation
pattern for dish-type radar antennas can be found in [10].
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Thus, a further simplification of the Fresnel approximation (1.4), the Fraunhofer
approximation, is obtained:
E(x, y, z) = A(x, y, z)
∫
l∈S
E(xe(l), ye(l))e
−ik
z (xxe(l)+yye(l))dl . (1.8)
where A(x, y, z) = e
−ikz
iλz · e(−ipi)·(x
2+y2)/(λz).
Evaluating (1.8) for a single vertical slit of horizontal width Dx and an infinite
vertical extension Dy =∞, and further using k = 2pi/λ, yields
E(x, y, z = z0) = E0
sin
(
piDxx
λz0
)
piDxx
λz0
. (1.9)
For a rectangular aperture of dimensions Dx, Dy, the Fraunhofer diffraction
pattern is
E(x, y, z = z0) = E0
sin
(
piDxx
λz0
)
piDxx
λz0
sin
(
piDyy
λz0
)
piDyy
λz0
. (1.10)
Similarly, for a circular aperture of diameter D the Fraunhofer diffraction pat-
tern
E(r, z = z0) = E0
2J1
(
piDr
λz0
)
piDr
λz0
(1.11)
is obtained, where r =
√
x2 + y2, and J1 is the Bessel function of the first kind
of order one.
An interesting and, in practice, a very useful property of Fraunhofer diffraction
is the fact that the amplitude distribution of the Fraunhofer diffraction pattern
is directly proportional to the Fourier transform of the aperture shape.
This becomes obvious when (1.8) is rewritten for the rectangular aperture case,
for instance,
E(x, y, z = z0) = E0
∫ Dy/2
−Dy/2
∫ Dx/2
−Dx/2
e
−ik
z0
(xxe+yye)dxedye , (1.12)
which is easily identified as the two-dimensional Fourier transform of the rect-
angular function rect(xe, ye)
rect(xe, ye) =
{
1, |xe| ≤ Dx/2 |ye| ≤ Dy/2
0, |xe| > Dx/2 |ye| > Dy/2
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(a) (b) (c)
Figure 1.1: Fraunhofer (far-field) diffraction patterns obtained from the following planar aper-
tures: a) a single vertical slit of horizontal width Dx = D and infinite vertical extension Dy =∞
b) a rectangular aperture of dimensions Dx = D,Dy = 2D, c) a circular aperture of diameter
D. The grayscale map has been adjusted to increase the visibility of the diffraction pattern.
In Fig. 1.1, the intensity distributions of the Fraunhofer diffraction patterns
are shown for three different shapes of apertures: a single slit, a rectangular,
and a circular aperture, respectively. The following is notable: A constant field
amplitude within a rectangular aperture of the dimensions Dx, Dy yields the
same diffraction pattern as two orthogonally running slits of infinite length and
widths Dx, Dy, respectively. The horizontal apertures of both, the single slit
and the rectangular aperture, which lead to the far-field diffraction patterns
shown in Figs. 1.1(a) & 1.1(b), are of the same size Dx = D. Thus the central,
or, main lobe of the diffraction pattern has the same width in the horizontal
dimension in both cases. The vertical extension Dy = 2D of the rectangular
aperture, however, is twice the size of the horizontal aperture, which leads to a
main lobe that is only half as wide as compared to the horizontal dimension.
The far-field diffraction pattern depicted in Fig. 1.1(c) results from a circular
aperture of diameter Dr = D.
In conclusion, for rectangularly shaped apertures the intensity distribution of
the far-field diffraction pattern is sinc-squared-shaped (sinc2(ξ) = sin2(ξ)/ξ2)
in either dimension, and a circular aperture leads to a pattern in the form
of the so-called airy function ((2J1(ρ))
2/ρ2). In the following, the Fraunhofer
diffraction pattern is also called the point spread function (PSF) or the impulse
response function (IRF) of an imaging system.
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1.2.2 The Fundamental Resolution Limit of Imaging Systems
In the context of imaging systems, the resolution is a measure for the separability
of two point targets (dirac pulses). The width of the main lobe of the Fraunhofer
diffraction pattern defines the fundamental resolving performance of an imaging
system. Looking at the diffraction patterns given in Fig. 1.1 it can be observed
that the first dark line or circle defines the width of the main lobe. In terms of
mathematical expressions the dark lines correspond to the roots of the sinc and
airy function, respectively. The roots of the sinc function are found at
ξ0 = ±npi, for n = 1, . . . ,∞ . (1.13)
The outer boundary of the main lobe can be expressed in terms of the aperture
Dx and the wavelength λ by combining (1.9) and (1.13)
piDxx
λz0
= pi , (1.14)
further, using x/z0 = sin(δϑ), where δϑ is called the divergence angle, (1.14)
can be rewritten as
sin(δϑ) =
λ
Dx
. (1.15)
In optics, a common empirical definition of resolution is the so-called Rayleigh
criterion. According to the Rayleigh criterion, two point sources are considered
to be just resolved if the center of the main lobe of the IRF of the first point
source coincides with the first root of the IRF of the second point source—a
circular aperture is assumed. The first root of the airy function is found at
ρ10 = 1.220pi (see [13]). In analogy to (1.15) this yields
sin(δϑ) = 1.22
λ
Dr
, (1.16)
where δϑ is the angular resolution that could theoretically be obtained, if no
other resolution-degrading effects were present.
In radar remote sensing (and also for other modern imaging systems) a slightly
different definition of resolution is used since the sensitivity of these devices is
usually better than imposed by the Rayleigh criterion. Commonly, and also
throughout this work, the -3dB width of the main lobe of the intensity distribu-
tion of the Fraunhofer diffraction pattern is used as a definition of the angular
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resolution, which is obtained by solving
10 log10
(
I(piD/λsin(δϑ3dB))
I0
)
= −3 (1.17)
for sin(δϑ3dB). I(.) is the intensity distribution of the Fraunhofer diffraction
pattern. For the rectangular aperture case the relationship is then
sin(δϑ3dB) = 0.64
λ
D
, (1.18)
where δϑ3dB is the -3dB angular resolution and D is the size of the aperture
in the particular dimension of the rectangular aperture. The threshold of -3dB
corresponds approximately to half the maximal intensity I0.
In remote sensing, one is eventually interested in the spatial resolution, i.e. the
resolution that is achieved when observing an object from a particular distance.
The spatial resolution δ3dB that is obtained by illuminating an object using one
single radar antenna of aperture D at a distance R is
δ3dB(R) = asin
(
0.64
λ
D
)
R . (1.19)
With respect to radar remote sensing two basic essentials can be drawn from
these reflections:
1. A smaller aperture (antenna) has a lower directivity, a lower angular res-
olution, and a larger beamwidth.
2. The final spatial resolution is directly proportional to the distance of ob-
servation R, which means that the spatial resolution deteriorates with
increasing distance of observation.
1.2.3 Synthesizing a Larger Aperture
The basic concept of aperture synthesis consists of appropriately combining the
electromagnetic waves, which are back-scattered from an object of interest, as
they are measured at different sensor locations. Thereby, an aperture of a size
a hundred to several thousand times larger than the actual aperture of a real
antenna can be simulated. As a consequence, the main lobe of the synthetic
antenna is extremely narrow leading to a high resolution in the dimension where
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the aperture synthesis is performed. In SAR remote sensing, this is usually the
direction of the motion vector of the sensor, called the azimuth direction. In
multibaseline SAR configurations, such as SAR tomography (treated in Publi-
cation 2, 3, and 4 of this thesis), a synthetic aperture is also built in the normal
direction, which is the direction orthogonal to both, the azimuth direction and
the line of sight.
Bearing in mind the Huygens-Fresnel principle once more, where the real aper-
ture is thought of to be composed of an infinite number of secondary wavelets,
which radiate in phase, one can extend this thought to subsequently placing an-
tennas to form an array, and where for all individual antennas an infinite number
of secondary wavelets radiate in phase. However, as the synthetic aperture in-
creases, the Fraunhofer approximation is no longer valid. As a consequence,
the phase of the electromagnetic waves that are recorded at the different sensor
locations have to be altered such that the wavefronts that are echoed by the
object of interest interfere constructively for the location of where the object is
situated.
Given that premise, the beam divergence angle ϑSA obtained for the synthetic
aperture of length L can be written, analogously to the real aperture case [see
(1.15)], as
sin(ϑSA) =
λ
L
. (1.20)
Using the fact that x/z0 = sin(δϑ) and setting x = L/2, the length of the
synthetic aperture L, which varies as a function of the range distance, can be
expressed in terms of the wavelength λ and the aperture D of the real antenna:
L/2
z0
= sin(δϑ) =
λ
D
. (1.21)
Combining (1.20) and (1.21), we obtain the following expression for the diver-
gence angle ϑSA of the synthetic aperture
sin(ϑSA) =
D
2z0
. (1.22)
The maximal spatial resolution δSA obtained with the full synthetic aperture is
then
δSA = sin(ϑSA)z0 =
D
2
. (1.23)
Hence, the beneficial characteristics of aperture synthesis can be summarized
as follows:
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1. A very high spatial resolution of half the aperture size of the real antenna
is obtained in the dimension in which the synthetic aperture is built. A
smaller real aperture (antenna), which has a lower directivity, that is,
a larger beamwidth, is favorable in order to obtain a higher resolution
because individual radar echoes measured at different azimuth positions
can be combined only as long as the object lies within the beamwidth of
the real antenna.
2. Most importantly, the resolution is independent of the distance of obser-
vation.
The above analysis is valid for an imaging mode called stripmap mode and the
additional constraint that the pointing direction of the antenna is orthogonal
to the synthetic antenna array during the whole data acquisition period. In
contrast, in spotlight mode imaging the antenna beam is steered, mechanically
or electronically, such that the scene of interest is illuminated over a longer
period of time and, thereby, the resolution in azimuth direction can be further
enhanced [9, 10].
Similar to aperture synthesis in azimuth direction, a synthetic aperture can
also be formed in the normal direction, thus yielding a two-dimensional syn-
thetic aperture. This concept is called multibaseline SAR interferometry or
SAR tomography. In practice, the main difference lies in the fact that multiple,
ideally parallel-running sensor trajectories are required in order to build the
synthetic aperture in the normal direction. Since SAR tomography is discussed
at length in Publication 2, 3, and 4 of this dissertation this topic is not repeated
here.
So far, we have been talking about the imaging resolution in the two dimensions
of the planar antenna, assuming that an infinitesimally short pulse consisting of
a monochromatic wave accurately indicates the propagation delay to the object
of interest. For pulsed radar systems, a high resolution in range direction (line
of sight) is obtained by typically using a frequency-modulated pulse (chirp)
of a length of several microseconds; each radar echo is then compressed later
by matched filtering with a replica of the original frequency-modulated pulse.
Without going into further detail here, the resolution δr in range direction is
given for the case of a linear frequency modulation leading to a resolution that
is inversely proportional to the bandwidth B:
δr =
c
2B
. (1.24)
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c is the propagation speed of the electromagnetic wave.
Herewith, we conclude this brief introduction to aperture synthesis and imaging
resolution. For a detailed introduction to the signal model of synthetic aperture
radar systems the interested reader is again referred to references [8–11].
Radar remote sensing is only one of many fields, where imaging by aperture
synthesis is performed. Examples of such imaging systems include very large
baseline interferometry (VLBI) in radio astronomy, synthetic aperture sonar
(SAS) (see e.g. [15]) in the maritime environment, ultrasonic synthetic aperture
systems in non-invasive diagnostic medicine, as well as seismic sounding in geo-
physical exploration [16]. In astronomy, even optical aperture synthesis (OAS)
using an array of telescopes is possible, today, a notable difference being that
the large aperture cannot be synthesized by digital post-processing but has to
be correlated by a dedicated optical system (see e.g. the Very Large Telescope,
VLT). Case studies have also been made for future OAS earth observation sys-
tems from a geostationary orbit. Similar concepts are found in speech and
acoustic signal processing and wireless communication systems, mostly under
the name of direction-of-arrival estimation (DOA). The fundamental framework
of all these techniques is called array signal processing.
As diverse as the fields where aperture synthesis is applied, as diverse is the ter-
minology. Thus, a number of terms which essentially all describe the resolution
enhancement by means of aperture synthesis are listed here non-exhaustively:
(azimuth) focusing, (digital) beamforming, matched filtering, correlation with
a reference function, wave equation migration, back-projection, and direction-
of-arrival estimation.
1.3 Imaging Paradigms in Synthetic Aperture Radar
Data Processing
Imaging essentially means inverting the measurement process in an adequate
way in order to obtain a representation of the objects of interest.
Over the years, a number of different algorithms have been developed or adapted
for SAR image processing. The goal of this section is to give a very brief overview
of three imaging paradigms that are commonly used in SAR signal processing.
An in-depth review of available SAR focusing algorithms is out of the scope of
this thesis. A number of excellent textbooks are available that cover this topic at
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length and in great detail: see, for instance, Curlander and McDonough [8], or
Cumming and Wong [11], who highlight and compare a number of focusing al-
gorithms from a spaceborne SAR perspective and, therefore, predominantly for
narrow bandwidth and narrow beamwidth systems. Carrara et al. [9], Jakowatz
et al. [17], and Soumekh [10] all treat SAR signal processing from an airborne
SAR perspective. Thus, compensation of irregular motion receives considerable
attention in these works.
1.3.1 Basic Focusing Steps
With the exception of the chirp-scaling based algorithms, all SAR imaging tech-
niques can be split into a sequence of focusing the data in the range (fast-time)
direction (range compression, range matched filtering) and synthesizing a large
aperture in azimuth (slow-time) direction. In Fig. 1.2, an example of an airborne
SAR data set is given that visualizes the SAR data as amplitude representations
at different stages of the image formation process: 1) before any manipulation,
i.e. the data is displayed as taken by the sensor before focusing (raw data), 2) at
an intermediate stage, after range matched filtering (range-compressed data),
and 3) after aperture synthesis has been performed (azimuth-focused data).
In the range-compressed data representation shown in Fig. 1.2(b), the two-di-
mensional, hyperbolic nature of the target signal history becomes obvious: the
target appears to be smeared along a hyperbolic trajectory. This non-trivial
range/azimuth coupling is exactly what makes synthetic aperture imaging a
challenging task. The signal contributions of a point target appear at range dis-
tances that vary from pulse to pulse along the azimuth direction, an effect called
“range cell migration” (RCM), or “motion through resolution cells”. In addi-
tion, perturbation of the signal history in the airborne case, caused by irregular
motion of the sensor and varying propagation delays due to the atmospheric
conditions, further complicate the image inversion.
In the following, the most common SAR imaging algorithms are discussed briefly
in the context of three imaging paradigms, the range-Doppler paradigm, the
wavenumber domain reconstruction paradigm, and the tomographic paradigm.
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(a)
(b)
(c)
Figure 1.2: Exemplary SAR data representations: a) raw data, as measured by the sensor, b)
range-compressed data (i.e. after range matched filtering) c) azimuth-focused data (i.e. after
aperture synthesis). Note the hyperbolic shape of bright objects as they appear at different
range distances in subsequent pulses within the range/azimuth geometry of the range-compressed
image. Evidently, the signal processing steps that are needed to build the synthetic aperture are
of a two-dimensional nature (in contrast to the one-dimensional range compression).
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1.3.2 Range-Doppler Paradigm
Following this paradigm, an efficient processing is achieved by making use of the
fact that in SAR remote sensing, the sensor is in motion. Thus, the signal of a
point target experiences a Doppler frequency shift depending on the projection
of the relative velocity vector onto the connecting line between the sensor and
the target. Algorithms that can be assigned to the range-Doppler paradigm are
the range-Doppler algorithm [18–20], the chirp scaling algorithm [21], as well
as further extensions of the chirp scaling algorithm such as for squinted geom-
etry in [22], the airborne case including motion compensation [23], and a more
generalized formulation for processing of air- and spaceborne stripmap SAR
data and even ScanSAR data [24]. Another chirp-scaling-based framework for
higher order approximation of the hyperbolic range equation, called generalized
frequency domain algorithm, is described by Zaugg and Long [25].
The basic range Doppler algorithm involves the assumption of a narrow band-
width and a narrow beamwidth as well as a parabolic approximation (corre-
sponding to the Fresnel approximation of the diffraction pattern) of the hyper-
bolic shape of the signal history. A further, distinct feature of the range Doppler
algorithm is that the range cell migration correction (RCMC) is performed in
the range (time) - Doppler (frequency) domain where targets lying at a certain
range distance are superposed as they have the same Doppler characteristics.
The RCMC is performed using an interpolation scheme, the choice of which
considerably affects the quality of the final image.
The chirp scaling algorithm avoids that critical and time consuming interpola-
tion step. It consists basically of multiplying the SAR data in the range-Doppler
domain with a quadratic phase function (chirp scaling) in order to equalize the
range cell migration to a reference range, followed by a range compression and
a secondary range compression (SRC) in the wavenumber domain. The SRC is
strictly correct only for one reference range and it is updated as a function of
the Doppler frequency. The SAR data are imaged without any data interpola-
tion within this focusing procedure. The chirp scaling algorithm in its standard
formulation employs a parabolic approximation of the hyperbolic range history.
Varying the Doppler rate with range is possible. The RCMC is carried out dif-
ferentially by means of the chirp scaling operation in the range Doppler domain.
The accuracy of both, the range Doppler algorithm and the (extended) chirp
scaling algorithm is limited for higher bandwidths and wide beamwidths. While
the generalized frequency domain algorithm is theoretically suitable to process
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SAR data from systems with wide beamwidths, large bandwidths, or low carrier
frequencies, no concept that can handle severe deviations from a linear sensor
trajectory has been presented so far.
In [26] the so-called polar format algorithm was introduced, that has later been
reformulated from a tomographic point of view. The polar format algorithm is
particularly useful for spotlight mode SAR data processing.
1.3.3 Wavenumber Domain Paradigm
The wavenumber domain algorithm, also called range migration algorithm, or
ω − k algorithm [27–30] allows for an approximation-free image reconstruction
based on the exact inversion (as far as the phase history is concerned) of the
wave equation. The only approximation involved in this reconstruction scheme
is the principle of stationary phase which is used for an explicit evaluation of the
Fourier transform of the signal model. The principle of stationary phase is valid
in the standard monostatic scenario except in the extreme case of frequencies
close to zero [25]. Another exception where the principle of stationary phase is
not valid is an extreme bistatic case, such as a combined spaceborne-airborne
bistatic data acquisition [31].
The characteristic feature of this algorithm is a nonlinear coordinate transform
also termed Stolt mapping [16], which stems from a seismic migration technique.
Theoretically, the ω − k algorithm is a very elegant and approximation-free so-
lution of the SAR image reconstruction problem. In practice, however, several
drawbacks become evident: for instance, the exact ω − k algorithm lacks the
possibility to account for a range varying adjustment of the Doppler rate, which
renders it to be an option only for airborne SAR remote sensing. Therefore,
approximations of the exact ω − k algorithm have been developed for small
bandwidth and narrow beamwidth spaceborne systems. One of these approxi-
mative solutions is called monochromatic ω − k developed by Rocca et al. [32].
It is an approximation of the strict ω−k algorithm in two ways: The non-linear
Stolt interpolation is replaced by a multiplication by a linear phase term in
the range-Doppler domain. Consequently, only the carrier frequency is mapped
correctly, hence, the attribute monochromatic. In addition, a quadratic ap-
proximation is used instead of the exact transfer function. The main advantage
of the monochromatic ω − k algorithm is that it needs no interpolation and
therefore it is very efficient.
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Another interpolation-free imaging algorithm deduced from the wavenumber
domain algorithm is the range stacking algorithm [33] where a (range-varying)
matched filter is explicitly calculated for each range bin, followed by a slow-
time inverse Fourier transform. In the original wavenumber domain algorithm,
by contrast, the matched filter is applied in the two-dimensional wavenumber
domain for one reference range. Thus, the Stolt mapping of variables kr =√
4k2 − k2u requires a delicate interpolation of non-linearly spaced data points
to regular grid points in the (kr,ky) domain. The range stacking algorithm is
computationally more expensive than the wavenumber domain algorithm, but
due to the fact that the azimuth focusing can be performed independently for
each range bin, the image formation can be parallelized with ease. In addition,
it features the advantage that no interpolation artifacts are present in the final
image.
In the airborne case, however, another problem may occur in the sense that
strong deviations from a linear trajectory, especially in combination with rugged
terrain, cannot be corrected for adequately.
1.3.4 Tomographic Imaging Paradigm
In a pioneering paper, Munson et al. [34] have highlighted the similarity of
spotlight mode SAR data and tomographic data as obtained from e.g. X-ray
computerized tomography devices. They gave a two-dimensional formulation
of spotlight SAR imaging in terms of the projection slice theorem known from
computer-aided tomography [35]. The signal received at each antenna posi-
tion is interpreted as a portion of the Fourier transform of a central projection
of the imaged area. This interpretation allows for a geometry-based or Radon-
transform-based instead of a Doppler-shift-based understanding of the synthetic
aperture imaging process. In that paper [34], the polar format algorithm [26],
originally formulated in a range-Doppler sense, is reinterpreted and opposed
to a back-projection algorithm. Jakowatz and Thompson [36] have extended
the two-dimensional view towards a three-dimensional tomographic formula-
tion of spotlight mode SAR. However, the polar format algorithm is again an
approximation of the exact image formation process in the sense that a plane
wave approximation is used. This limits the scope of application to narrow-
beamwidth systems and spotlight processing of limited-sized patches in terms
of the target area [10].
Another instance of the class of tomographic imaging algorithms is called time-
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domain back-projection (TDBP). In contrast to all frequency-domain based
reconstruction methods, TDBP theoretically allows for a non-linear aperture
shape and incorporation of terrain models into signal processing in a stringent
way. The idea of back-projecting the measured data pulse by pulse onto a two-
or three-dimensional image space is a very natural solution of the inversion
problem: For each sensor position, the range-compressed signal is spread (back-
projected) along the spherical shape of constant range in the monostatic case,
or along the ellipsoidal shape of constant bistatic range in the bistatic SAR case.
Basically, the coherent superposition of the back-projected signals at different
range distances and for all antenna positions within the synthetic aperture (as
obtained at the pixel locations of the reconstruction grid) yields the final focused
SAR image.
It has been stated by Ulander et al. [37] that in particular for airborne wide-
beamwidth systems, an extreme case is the CARABAS II sensor [38], the TDBP
supersedes the frequency domain algorithms. The TDBP can be regarded as a
generalization of the standard beamforming or delay-and-sum approach, on the
one hand, or matched filtering of a known signal embedded in Gaussian noise
by means of a spatially varying reference kernel for each pixel location on the
reconstruction grid, on the other hand.
In summary, every efficient frequency-domain based SAR imaging algorithm has
its shortcomings in one or another configuration, whereas the only shortcom-
ing of the TDBP approach is its high computational cost. This adverse prop-
erty can be alleviated considerably by parallelization and due to its aptitude
for implementation on graphics processing unit (GPU)-based high-performance
computing hardware. Therefore, the high computational cost is not a major
drawback for most applications except real-time imaging. In addition, there are
also fast back-projection processing methods [37,39] available, which, however,
trade the phase accuracy for higher processing speed.
As the imaging algorithm developed during this thesis is based on time-domain
back-projection, the latter shall be discussed in some detail in the next para-
graph.
1.3.5 Time-Domain Back-Projection
The development of the system model of TDBP reproduced in this section has
originally been published in a slightly modified version by Frey et al. [40].
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In the following, the system model of TDBP processing as proposed in [37] is
briefly revised and then rewritten as a function of the three-dimensional po-
sition of a point in the reconstruction grid, which is the convenient form for
our purpose. Reference [37] gives a comprehensive overview of TDBP and of
fast back-projection techniques, which make use of approximations in order to
reduce the computational burden. Another source which extensively discusses
the subject is [10].
Assuming a linear sensor path the two-way response g for a single point target
can be written as a function of the cylinder coordinates (ρ, θ, x) where ρ is the
range distance at the point of closest approach between sensor and target, θ is
the elevation angle, and x is the azimuth position along the linear flight path:
g(R, x) = A(.) · σ0 · prc(R−
√
(x− x0)2 + ρ02)
(x− x0)2 + ρ02 . (1.25)
R is the range distance, A(.) the amplitude function representing the antenna
gain pattern (AGP), σ0 the reflectivity of the point target at position (ρ0, θ0, x0),
and prc is the demodulated, range-compressed pulse.
The focused SAR signal s after TDBP at the range/azimuth position (ρ,x) is:
s(ρ, x) =
∑
x′
g(R, x) ·R · exp(j2kcR) , (1.26)
where R =
√
(x′ − x)2 + ρ2 is the range distance, x′ the along-track integration
parameter, kc = 2pifc/c the central wavenumber corresponding to the carrier
frequency fc, and c is the speed of light. The exponential term brings the
demodulated signal back to its original bandpass form.
Generalising to an arbitrary sensor path the two-way response g for a single
point target at position ~r0 can be written as:
g(R,~rS) = A(~rS, ~r0) · σ0 · prc(R− |~rS − ~r0|)|~rS − ~r0|2
, (1.27)
where A(~rS, ~r0) is the amplitude function representing the antenna gain pattern,
σ0 the reflectivity of the point target at position ~r0, prc the demodulated and
range-compressed pulse, ~rS the three-dimensional position vector of the sensor,
and R the range distance.
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Figure 1.3: Flow diagram of the time-domain back-projection based synthetic aperture radar
processor.
In order to be able to back-project the data directly to a three-dimensional
reconstruction grid consisting of the grid points ~ri we want to express the back-
projected signal s not as a function of the range position ρ and the sensor
position ~rS, but as a function of the grid point ~ri:
s(~ri) =
b(~ri)∑
j=a(~ri)
g(|~ri − ~rSj |, ~rSj) · |~ri − ~rSj | · exp(j2kc|~ri − ~rSj |) , (1.28)
where a and b are the indices of the first and last sensor position, respectively,
the echo of which still contributes to the grid position ~ri. This means that
we sum up the contributions from those sensor positions ~rSj which build the
synthetic aperture for the grid position ~ri. Note that a and b vary as a function
of the grid position ~ri.
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In Fig. 1.3, the flow diagram of the TDBP-based synthetic aperture radar pro-
cessor is shown. A graphical representation illustrating the SAR data acquisi-
tion geometry is given in Fig. 2.2, p. 45.
1.4 Rationale of Dissertation
1.4.1 Motivation
Advanced imaging modes in SAR remote sensing, such as efficient corridor map-
ping along nonlinear features of interest, dual- and multibaseline (polarimetric)
interferometry, SAR tomography, as well as bistatic and multistatic imaging,
potentially offer augmented capabilities in observing and monitoring the envi-
ronment [31, 41–47]. Fields of application that would benefit from such new
imaging modes include forestry management, supporting the understanding of
the global carbon cycle, agriculture monitoring, infrastructure planning, de-
velopment and maintenance, coastal management, risk management, floodplain
mapping, disaster response and recovery, real estate asset management, telecom-
munications, network planning, oil, gas, and mineral exploration, as well as
defense and intelligence.
Today, a large number of airborne SAR systems at a wide range of frequen-
cies are already available. These airborne sensors serve as data and application
providers, and as a testbed for spaceborne missions, as well as a data source for
new, experimental imaging modes. In addition, due to technical advances in
sensor and satellite technology, sophisticated satellite acquisition modes, such
as formation flying for single-pass interferometry and potentially even for tomo-
graphic applications [46,47], will be available in the near future (TanDEM-X is
scheduled for launch in 2010, and Tandem-L is in a pre-phase A stadium). They
will foster the development of a broad range of new applications and data prod-
ucts based on nonstandard imaging modes. The implementation of new applica-
tions based on advanced acquisition geometries and multiple sensor trajectories
requires that SAR image processing algorithms which are more flexible than the
standard frequency domain approaches (range-Doppler, ω-k, (extended) chirp
scaling) be developed and tested under these nonstandard imaging modes.
For most purposes, except for real-time or for quasi real-time applications, the
data quality (high focusing quality, phase preservation, radiometric and geo-
metric fidelity) of SAR remote sensing products stands way above all other
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requirements. Clearly, time-domain back-projection based imaging is the only
imaging philosophy that provides an adequate framework to tackle the chal-
lenges of all these different SAR imaging acquisition modes, while still provid-
ing high-quality, phase preserving SAR images [37]. Nevertheless, within the
SAR remote sensing community a lot of effort has been put into designing fast
algorithms [18–31, 34, 36] that are more or less restricted to certain acquisi-
tion scenarios and system parameters such as frequency band, bandwidth and
beamwidth, thereby trading flexibility and quality for speed. Although the po-
tential of TDBP with respect to solving imaging problems of intricate nature
is a well-known and acknowledged fact [8, 10, 20, 37] hardly any work has been
done so far to demonstrate the feasibility by means of experimental data. With
technical advances in GPU-based high performance computing which, by de-
sign, support highly parallelizable tasks, TDBP processing even more gains in
attractiveness by further diminishing the often cited time factor [48].
In order to expand the range of applications towards nonstandard acquisition
scenarios such as SAR imaging along highly nonlinear flight tracks and multi-
baseline SAR tomography time-domain based approaches provide an adequate
framework to investigate and potentially realize a high quality reconstruction
of more complex SAR data acquisition modes.
Nonlinear Flight Tracks
The most general SAR data acquisition scenario involves highly nonlinear sensor
paths in a monostatic or multistatic configuration over rugged terrain, possibly
also involving multiple sequential overflights (repeat-pass). On the other hand,
standard frequency domain algorithms typically assume a strictly linear sensor
path [8–11]. In the airborne case, the deviations from the ideally linear sensor
path are compensated to a certain extent—requiring an external digital eleva-
tion model if a more accurate correction shall be obtained [49–51]. Such high
precision motion compensation increases the computational complexity consid-
erably, and, still, the overall shape of the trajectory has to be approximately
linear in order to obtain images of high quality.
However, SAR systems mounted on small aircraft or drones may exhibit highly
nonlinear sensor trajectories to the extent that a model of a linear sensor tra-
jectory can not be justified. Influencing factors include rugged topography, at-
mospheric turbulence, and, particularly, the need for more flexibility in mission
design. Potential application scenarios include corridor mapping of curvilin-
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ear areas of interest, such as rivers and nearby potential flooding areas, traffic
routes, or pipelines using airborne or drone-based SAR systems. In such cases,
the possibility to acquire SAR data along a nonlinear trajectory would provide a
more cost-effective and time-saving data acquisition compared to repeatedly fly-
ing linear tracks to cover the area of interest. Ideally, the trajectory of the sensor
follows the shape of the feature of interest, which renders the model assumption
of a single linear trajectory, upon which the standard frequency-domain process-
ing methods are based, insufficient. Thus, more flexible processing approaches
have to be investigated to provide SAR-based corridor mapping. Time-domain
back-projection potentially offers a number of advantages with respect to high-
quality image processing of SAR data of such intricate nature.
Tomographic SAR Imaging of Forests
Finding new ways to gain or improve the knowledge of the structure and the
back-scattering behavior of forests in order to estimate biophysical parameters
using synthetic aperture radar data has become a major research topic within
the SAR remote sensing community (see e.g. [43,45,52–64]).
Several prospective spaceborne SAR missions, such as BIOMASS (ESA) [65,66]
at P-band, Tandem-L [67,68], and DESDynI (NASA) [69], both at L-band, aim
at the measurement of the carbon stock by means of (interferometric) synthetic
aperture radar data—or a combination of synthetic aperture data and space-
borne LiDAR data in the case of the DESDynI mission concept—by assessing
the above ground biomass of forests as well as forest dynamics such as the
amount of deforestation and re-growth on a global scale.
A good understanding of the interaction of microwaves at L-band and P-band
with vegetation cover, and in particular, with forests, is an indispensable basis
for developing reliable biomass products. It has been reiterated in literature,
that simple back-scattering based measurement of the biomass is not feasible
for dense forested areas due to signal saturation around 100 t/ha at L-band and
200 t/ha at P-band [52,70–72]. Therefore, additional measures such as the forest
height, involving the extraction of the underlying terrain height, and structural
information about the forest are needed. As stated in the recommendations of
the PolInSAR 2009 workshop [73] there is still a need for research about the in-
teractions of microwaves at different frequencies within the vertical structure of
forested areas and its underlying terrain. The vertical forest structure and ter-
rain reflectivity under vegetated canopies, including the polarimetric signature,
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need to be investigated. SAR tomography has the potential to gain such three-
dimensional structural information about a forest following a non-model-based
approach [43–45].
1.4.2 Objectives
As a common denominator of this work stands the realization of a high-precision
SAR imaging tool that is, compared to standard frequency domain SAR pro-
cessing algorithms, more flexible in terms of both, the type of acquisition mode
and the characteristics of a SAR system (airborne and spaceborne, narrow and
wide bandwidth or beamwidth, and low to high frequency). On the basis of this
newly developed time-domain back-projection based SAR processor4 a number
of open questions were investigated related to SAR imaging and resulting new
data products obtained from airborne data acquisitions that involve 1) a highly
nonlinear sensor trajectory, such as corridor mapping, and 2) three-dimensional
imaging of multibaseline SAR data of forested areas by means of SAR tomog-
raphy. To this end, two airborne SAR experiments were designed, which were
flown by the German Aerospace Center’s E-SAR system in September 2006. In
the first experiment, three highly nonlinear sensor trajectories and a quasi-linear
reference track were flown over an airfield. The second experiment consisted of
two multibaseline data sets (16 tracks at L-band, 11 tracks at P-band) with a
layout optimized for tomographic imaging of a forested area.
The focus of Publication 1 “Focusing of Airborne Synthetic Aperture Radar Data
From Highly Nonlinear Flight Tracks” is on a performance analysis of two-di-
mensional SAR imaging from highly nonlinear flight paths. This research picks
up a thread started by the work of Soumekh [11], who treated the problem of
processing SAR data obtained from nonlinear flight paths from an entirely the-
oretical standpoint, and who only employed a two-dimensional formulation of
the geometry instead of a more realistic three-dimensional formulation. Further,
practical considerations such as an adequate description of how a changing an-
tenna pointing direction is handled over azimuth were omitted. Publication 1
attempts to fill this gap by analyzing the imaging performance of two algo-
rithms, a new TDBP-based approach and a patch-wise frequency-domain pro-
4The TDBP processor developed during this work has been successfully tested for airborne and spaceborne
SAR data sets, at P-band (E-SAR, OrbiSAR), L-band (E-SAR, ALOS-PALSAR), C-band (Envisat ASAR),
X-band (E-SAR, OrbiSAR), and Ka-Band (FGAN Memphis), thus, for low and high carrier frequencies,
narrow and relatively wide beamwidth, as well as high-resolution SAR systems.
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cessing approach employing extended chirp scaling and mosaicking (ECS&M).
The analysis is performed by means of simulated data as well as experimental
airborne SAR data exhibiting highly nonlinear sensor trajectories.
The main research question related to this first topic is:
• What is the imaging performance of TDBP as opposed to the ECS&M
approach and are these methods suitable with respect to potential appli-
cations such as corridor mapping along nonlinear features of interest?
The second major topic treated in this thesis concerns three-dimensional imag-
ing, also termed SAR tomography, of forested areas by means of airborne multi-
baseline SAR data at P-band and L-band. In terms of data, a research gap has
been identified in that no P-band tomographic SAR data existed so far. With
the experimental data acquired during the SWISAR 2006 airborne SAR cam-
paign this gap could be closed and, in addition, tomographic data at L-band
and P-band was available at the same forest test site, for the first time. In
terms of the processing technique the TDBP algorithm provides an adequate
framework for tomographic SAR data, since such data is typically subject to
nonuniform and sparse sampling in the normal direction. TDBP maintains the
entire three-dimensional geometric relationship between the measured sensor
positions and the illuminated area while focusing the data. Thus, the com-
plex geometry of multibaseline airborne SAR data is handled appropriately.
The objectives of this work are 1) to present a TDBP-based SAR tomography
processing framework including a three-dimensional, pure TDBP approach (in
Publication 2), as well as improved multilook-based methods such as multilook
standard beamforming (MLBF), robust Capon beamforming (RCB), and mul-
tiple signal classification (MUSIC) beamforming (in Publication 3), and 2) to
contribute towards an improved understanding of the back-scattering behavior
of forested areas at frequencies of observation at L-band and P-band (Publica-
tion 4).
The focus of Publication 2 “Tomographic Imaging of a Forested Area by Airborne
Multibaseline P-Band SAR” lies on reporting the investigations related to the
development of a highly accurate TDBP-based tomographic imaging approach,
which is less sensitive to sparse and irregular sampling than Fourier-based meth-
ods. As a result, for the first time, tomographic images of a forested area at
P-band were presented in Publication 2.
The main research question related to Publication 2 is:
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• What is the imaging performance obtained with a three-dimensional pure
TDBP approach when tomographically imaging a forested area at P-band
and where are the main backscattering sources located?
In Publication 3 “3D SAR Imaging of a Forest Using Airborne Multibaseline
Data at L- and P-Band”, three tomographic focusing techniques, MLBF and
the two super-resolution methods, RCB and MUSIC, are analyzed and their
imaging performance is assessed for different baseline configurations and at both
frequencies. The goal is to optimize the detection and exact localization of back-
scattering sources within the forest volume in order to separate contributions
from the canopy level and the ground level, respectively.
The main research questions related to Publication 3 are:
• What is the imaging performance obtained with the three different to-
mographic imaging approaches: multilook standard beamforming, robust
Capon beamforming, and multiple signal classification at L-band and P-
band?
• What is the imaging performance using the full set of baselines as com-
pared to a reduced set?
In Publication 4 “Analyzing Tomographic SAR Data of a Forest With Respect
to Frequency, Polarization, and Focusing Technique” the resulting polarimet-
ric three-dimensional data products are subject to a comparison and cross-
validation with a digital elevation model and a digital surface model obtained
from airborne laser scanning. The aim is to point out which features of the for-
est and its underlying terrain are actually measured consistently as a function of
the parameters frequency, polarization, and focusing technique. The results are
discussed with respect to the question whether the desired information, forest
structure and forest height, can be derived from the SAR tomography data sets.
More specifically, the main research questions addressed in Publication 4 are:
• What features of the forest (canopy top, forest structure, terrain level)
can be imaged at the different frequencies and polarization channels and
using different focusing techniques?
• What types of scattering mechanisms are found by applying polarimetric
decompositions to the three-dimensional tomography data sets at both
frequencies?
• Is the information obtained consistent with the cross-reference in the form
of a digital surface model and a digital elevation model obtained from
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airborne laser scanning?
1.4.3 Structure of the Thesis
Chapters 2 to 5 of this thesis are each self-contained individual studies represent-
ing material that has already been published in peer-reviewed scientific journals
or has been submitted, recently. Thus, each chapter can be read autonomously.
In particular, each chapter is composed of an abstract, an introduction to the
subject, a description of the methods and data used, followed by a discussion
reporting the main findings. An overall synopsis of the thesis is given in Chap-
ter 6.
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2 Focusing of Airborne Synthetic Aperture
Radar Data From Highly Nonlinear Flight
Tracks
This chapter has been published as: O. Frey, C. Magnard, M. Ru¨egg, and E.
Meier, 2009. Focusing of Airborne Synthetic Aperture Radar Data from Highly
Nonlinear Flight Tracks. IEEE Transactions on Geoscience and Remote Sens-
ing, 47(6):1844–1858.
Abstract
Standard focusing of data from synthetic aperture radar (SAR) assumes a
straight recording track of the sensor platform. Small nonlinearities of air-
borne platform tracks are corrected for during a motion-compensation step
while maintaining the assumption of a linear flight path. This paper describes
the processing of SAR data acquired from nonlinear tracks, typical of sensors
mounted on small aircraft or drones flying at low altitude. Such aircraft do not
fly along straight tracks, but the trajectory depends on topography, influences
of weather and wind, or the shape of areas of interest such as rivers or traffic
routes. Two potential approaches for processing SAR data from such highly
nonlinear flight tracks are proposed: a patch-wise frequency-domain processing
and mosaicking technique, and a time-domain back-projection-based technique.
Both are evaluated with the help of experimental data featuring tracks with
altitude changes, a double bend, a 90◦ curve, and a linear flight track. In or-
der to assess the quality of the focused data, close-ups of amplitude images are
compared, impulse response functions of a point target are analyzed, and the
coherence is evaluated. The experimental data were acquired by the German
Aerospace Center’s E-SAR L-band system.
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2.1 Introduction
Processing of raw synthetic aperture radar (SAR) data to obtain focused data
products is central to virtually all SAR applications and techniques known at
present. While being the first and crucial step towards accurate and reliable
results of any SAR application, it is also a delicate one, with strong dependence
on the system specifications, flight geometry, and scene properties. For SAR
data collected by airborne sensors, the flight path and its incorporation into the
processing of the recorded data are of paramount importance. The traditional
approach of strip-map SAR begins by assuming an ideal linear flight path. The
SAR data are then reassigned to the linear flight path by one or two so-called
motion-compensation steps, whereby small deviations of the sensor from the
ideal linear trajectory are compensated.
The extended chirp scaling (ECS) algorithm [1], for instance, implements a
two-step motion-compensation approach: 1) A first-order range-invariant mo-
tion compensation is performed, and 2) a second-order range-dependent motion
compensation is executed before the azimuth compression.
However, SAR systems mounted on small aircraft or even drones may exhibit
highly nonlinear—if not arbitrary—flight paths, to the extent that a model of
a linear sensor trajectory is no longer feasible. This scenario may occur due
to various factors such as rugged topography, atmospheric turbulence, and also
the need for more flexibility in mission design. Examples include airborne- or
drone-based monitoring of curvilinear areas of interest (corridor mapping), such
as rivers and nearby (potential) flooding areas or traffic routes.
In such cases, the model assumption of a single linear trajectory, upon which
the standard frequency-domain processing methods are based, is not sufficient,
and therefore, more flexible processing approaches must be sought after.
2.1.1 Nonlinear Flight Tracks: Previous Work
SAR imaging from nonlinear flight tracks has been an issue of interest for sev-
eral years. A number of publications that discuss aspects of SAR imaging from
nonlinear flight paths have appeared. Soumekh [2] treats the special case of a
circular sensor trajectory around the area of interest. In [3] and [4], the idea
of using a nonlinear sensor trajectory in the azimuth-elevation plane for to-
mographic SAR imaging has been proposed. In [5], SAR and other synthetic
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aperture imaging systems are considered, in which a backscattered wave is mea-
sured from positions along an arbitrary flight path. In [6], 3-D tomographic SAR
imaging is investigated for several nonlinear trajectory patterns, with the help
of simulated data. The focusing performance is compared for various curved
flight tracks, including circles, ellipses, spirals, and random sampling. Most of
the simulations are carried out for Ka-band SAR systems; for the image for-
mation, a time-domain correlation algorithm is used. Most recently, Xiangle
and Ruliang [7] and Su et al. [8, 9] studied the performance of 3-D SAR imag-
ing from nonlinear tracks, mainly in the azimuth-elevation plane, with respect
to 3-D target reconstruction using parametric and nonparametric estimation
techniques. Vigurs and Wood [10] presented a technique exploiting a nonlinear
sensor trajectory to distinguish the Doppler effects of a target’s radial velocity
from the effect of a cross-range displacement.
The focus of this paper lies on the performance of 2-D SAR imaging from
highly nonlinear flight paths. Previous work in this field has been done by
Soumekh [11], where the problem of processing SAR data from nonlinear flight
tracks is treated in detail and two solutions are proposed. The first solution
is processing the data by time-domain back-projection (TDBP). However, the
problem is described with the help of a 2-D formulation of the geometry similar
to the formulation made in [12], and there is no description of how the changing
antenna pointing direction (i.e., the highly varying Doppler centroid) is han-
dled over azimuth. The second solution proposed is an ω−k-based subaperture
processing algorithm, which is claimed to yield superior results as compared
with the TDBP approach. Unfortunately, neither of these publications pro-
vides results obtained using real SAR data acquired from highly nonlinear flight
tracks. This paper attempts to fill this gap by presenting experimental results
accompanied by the description and comparison of two potential approaches for
processing SAR data acquired from highly nonlinear flight tracks.
2.1.2 TDBP Processing
Although the possibility of correlating SAR data in the time domain has already
been discussed by Barber [13] and later by Curlander and McDonough [14] and
Soumekh [12], most of the attention in the SAR processing community has been
directed toward more efficient frequency-domain focusing techniques. These
algorithms are often designed for processing SAR data of a particular sensor or
sensor type. Their general applicability is limited by restrictions imposed upon
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parameters, such as the maximum chirp bandwidth or the maximum azimuth
beam width, and, particularly, the requirement of a regularly-shaped (typically
linear) sensor trajectory.
More recently, in [15] and [16], fast back-projection techniques have been de-
scribed. The algorithm presented in [15] makes use of an approximation in the
form of a factorization of both the synthetic aperture and the size of the recon-
struction grid. The approach in [16] describes a rather similar scheme, where
the synthetic aperture is divided into a number of subapertures, which are then
back-projected to a polar coordinate system with a coarse cross-range resolu-
tion. After upsampling of the low-resolution (in azimuth) polar grids, these are
coherently added to form the final high-resolution image. With the help of such
approximations, the computational complexity can be reduced, albeit at the
cost of less accurate phase information. Standard TDBP processing has also
been discussed in [12]. However, only the cases of a linear flight track with the
usual motion errors and the special case of a circular flight track are discussed.
The authors believe that for many scientific purposes, the amount of time spent
on SAR raw data focusing, be it in the frequency domain or even in the time
domain, is rather small, if not negligible, as compared to the overall time spent
on data evaluation and the analysis of derived products. In the particular case
of TDBP processing, the data can be split into an arbitrary number of patches
that can be processed in parallel with very little interprocess communication.
An exception is obviously any true real-time SAR application, given the per-
formance of a realistic current hardware environment. However, for most other
cases, looking at the total time spent on data processing and exploitation, the
often-cited time factor supporting frequency-domain processing techniques di-
minishes, particularly if traded for processing quality or if applied to nonstan-
dard SAR data-acquisition scenarios, as will be shown in this paper.
As a side benefit, quicklooks can be generated with increasing resolution without
additional processing. Furthermore, the processing can be applied to a subre-
gion of the acquired scene, thus saving time by not requiring the rest of the data
to be processed at the same resolution. Potentially, data processing could even
begin at acquisition time, with contributions from each echo cumulatively and
coherently added as the sensor moves along the azimuth direction; one would
not need to wait until the correlation length in azimuth has been reached.
The authors therefore believe that it is well worth exploring the possibilities of
TDBP processing, with its inherent ability to generate high-quality results even
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for SAR data acquired under atypical circumstances.
2.1.3 Aim of This Paper
In this paper, two different approaches that have been identified to be potentially
suitable for handling highly nonlinear sensor trajectories are discussed:
1. a piecewise track-linearization, processing and mosaicking approach based
on the ECS algorithm (ECS&M);
2. a TDBP processing approach which easily adapts to the changing flight
geometry and antenna pointing direction.
The merits and limitations of these two approaches are highlighted by applying
them to three airborne SAR data sets acquired from different nonlinear flight
tracks. A data set acquired from a quasi-linear track over the same area is used
for comparison.
In addition, the focusing performance of the TDBP approach is evaluated quan-
titatively by examining the impulse response of an in-scene corner reflector. For
comparison, a simulated point target having the same position as the corner re-
flector is evaluated in the same way. During the simulations, the 3-D coordinates
and attitude data of the real sensor have been used to ensure comparability be-
tween the simulated and the real data.
This paper is organized as follows: Section 2.2 discusses the two focusing ap-
proaches that were applied to the SAR data from highly nonlinear flight tracks.
In Section 2.3, the SAR experiment, as well as the methods used to evaluate
the focusing quality of the algorithms, is described. Section 2.4 provides the
results in the form of close-ups of amplitude images, impulse response figures for
a simulated point target and a trihedral corner reflector, and coherence maps
for two image pairs of a small subregion. A discussion of the results follows in
Section 2.5, and finally, conclusions are drawn in Section 2.6.
2.2 Processing of Nonlinear Flight Tracks
2.2.1 Patchwise Frequency-Domain Processing and Mosaicking
Frequency-domain processing algorithms such as the range-Doppler [17, 18],
ω − k [19], or (extended) chirp scaling [1, 20] approaches feature high focus-
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ing accuracy while remaining highly efficient. However, they all rely on regular
data alignment. Relatively small deviations from a given linear sensor path
can be corrected by realigning the data to the linear path by applying motion-
compensation algorithms [21]. However, large deviations from a linear track,
such as in the case of intentionally nonlinear flight paths, are more difficult to
handle.
These limitations may be overcome by approaches where individually focused
subpatches of the data set are stepped together (e.g. [22]). To ensure a correct
stepping of these single-look complex (SLC) data patches from a strongly non-
linear recording path, additional location corrections for the individual patches
need to be made, either by image matching or, as presented here, by geocoding.
The algorithm described here is based on airborne SAR raw data. A first patch
of the raw data is extracted, i.e. an azimuth segment of a predetermined length is
selected and focused using ECS with motion compensation and linearization of
the small patch, as described in [21]. The central part in azimuth of the focused
patch—containing information from the full synthetic aperture—is subsequently
geocoded onto the underlying terrain [23,24]. The next patch of the raw data is
then defined such as to partially overlap in azimuth with the previous patch. The
new patch is processed, focused, and geocoded into the output map geometry.
This process is repeated until the entire raw data set has been processed. The
mosaicking procedure is shown in Fig. 2.1.
The geocoding step begins with a forward projection into a map geometry,
where the corners of the selected patch are geocoded to determine the area of
interest. If it is the first patch, an empty geocoded image is created with the
dimensions of the area of interest. Otherwise, the previous geocoded image is
read and resized to include the new area of interest. An overlap always exists
between the newly geocoded patch and the previously mosaicked patch of the
mosaic. Overlapping may be as much as 50% of the patch; this is the case for
the results presented in Section 2.3. Output samples within overlap zones are
produced by weighted averaging of the input samples.
The backward geocoding step, whose aim is to append a patch to the geocoded
mosaic, starts from a set of coordinates on the ground and finds the correspond-
ing position within the current SLC patch. This involves selecting a ground
position, deriving its terrain height from a digital elevation model (DEM), and
calculating a vector between the back-scattering element and the antenna po-
sition, using the navigation data and the Doppler centroid frequency from the
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ECS focusing step. The sensor position and the length of the range vector pro-
vide the azimuth and range coordinates within the SLC; the data are extracted
at these coordinates and mapped to the mosaic.
Considering that geocoding a focused
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Figure 2.1: Schematic illustration of mosaick-
ing through geocoding of the individually fo-
cused subpatches of the data set.
SAR image, which is described by slant-
range and azimuth coordinates, is not
a one-to-one operation, resampling of
the SAR data is needed (e.g. cubic
B-spline [25, 26]). To obtain a smooth
geocoded image, an averaging filter can
be applied.
Consequently, certain conditions need
to be met in order to obtain a precisely
mosaicked and geocoded image from a
nonlinear flight track with the method
described above. The flight direction
must be nearly constant over the length
of the synthetic aperture for each patch.
If this condition is not met, image blur-
ring will occur. Furthermore, the Dopp-
ler centroid frequency may vary by more
than half a pulse-repetition frequency
(PRF) between two successive patches;
this leads to ghost targets or data gaps
in the scene, as well as bad focusing of
certain parts of the image. In this case,
a solution may be to process the image
once more with smaller patches and/or
smaller steps between the patches. How-
ever, the desired azimuth resolution, i.e.
the correlation length in azimuth, sets
a lower limit on the patch length.
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2.2.2 TDBP
Methodology
Our TDBP implementation has been described in [27] and [28]. Implementation
details on aspects such as processing steps, parallelization, hardware used and
computational cost are given in Section 2.2.2.
In the following, the focus lies mainly on the extension that makes the algorithm
suitable for processing SAR data acquired from an arbitrary flight track. The
key items of the TDBP approach which enable successful focusing of such SAR
data are as follows:
1. By processing the data in the time domain, the exact 3-D configuration
of the acquisition pattern and the surface of the illuminated area can
be exploited—to the extent that the motion of the aircraft is accurately
measured and an accurate digital elevation/surface model is available. In
other words, the exact reference function is determined for each point of
the reconstruction grid based on the 3-D coordinates of the target points
and of the sensor along the synthetic aperture.
2. The Doppler centroid frequency is determined from the sensor’s velocity,
position and attitude data and is updated for each radar echo.
3. The varying boundaries of the Doppler bandwidth over azimuth are com-
pared with the Doppler frequency under which the individual target points
are “seen.” The signal contributions to a certain point on the reconstruc-
tion grid are weighted according to the Doppler frequency or omitted if
the Doppler frequency exceeds the Doppler boundaries.
4. The scene is divided into a user-defined number of patches that can be
processed in parallel in order to overcome the high computational burden
of the TDBP approach.
In the following, it is described how the variation of the antenna look direc-
tion caused by the nonlinear flight geometry is accounted for during azimuth
focusing. For each radar echo j, the Doppler centroid frequency fdcj is calcu-
lated from the navigational data assuming an Earth-centered rotating (ECR)
coordinate system, e.g., the WGS84 coordinate system and zero target velocity
fdcj =
2
λc
· ~vSj · ~pj|~pj| (2.1)
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where λc is the wavelength of the carrier signal, ~vSj is the velocity vector of
the sensor corresponding to the jth radar echo, and ~pj is a vector indicating
the antenna pointing direction. ~pj is calculated from the sensor’s positioning
and attitude data (roll, pitch, and heading) and is updated for each radar echo.
Usually, the velocity vector ~vSj is directly available from navigational data that
accompany the SAR raw data. The pointing vector ~pj varies as the attitude
of the sensor platform changes along the nonlinear flight track. ~pj is obtained
from the aircraft-fixed constant antenna pointing vector ~pB by the following
procedure.
First, ~pB is left-multiplied by the following azimuth-varying rotation matrices
in order to obtain the antenna pointing vector ~pnedj in the topocentric northing-
easting-down (NED) coordinate space
Mθhj =
 cosθhj −sinθhj 0sinθhj cosθhj 0
0 0 1
 (2.2)
Mθpj =
 cosθpj 0 sinθpj0 1 0
−sinθpj 0 cosθpj
 (2.3)
Mθrj =
 1 0 00 cosθrj −sinθrj
0 sinθrj cosθrj
 (2.4)
~pnedj = MθhjMθpjMθrj ~pB. (2.5)
θhj is the heading, θpj is the pitch angle, and θrj is the roll angle, which, together,
define the coordinate transformation between the aircraft’s frame of reference
and the topocentric NED frame. Note that the rotation angles vary with az-
imuth. The coordinates are then transformed from the topocentric NED frame
to the ECR coordinate system by left-multiplying the rotation matrix MT2Gj to
the antenna pointing vector ~pnedj in NED coordinates
MT2Gj =
 −sinΦj · cosΛj −sinΛj −cosΦj · cosΛj−sinΦj · sinΛj cosΛj −cosΦj · sinΛj
cosΦj 0 −sinΦj
 (2.6)
Φj is the latitude and Λj the longitude. The azimuth-varying antenna pointing
vector ~pj, in ECR coordinates, is calculated as
~pj = MT2Gj ~pnedj . (2.7)
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Inserting ~pj into (2.1) yields the azimuth-varying reference Doppler centroid fre-
quency fdcj calculated from geometry, which is later used in order to determine
the contributions of the individual radar echoes to a particular target position.
Aside from the variation along the flight direction, the Doppler centroid also
changes as a function of the elevation angle. This effect is accounted for by
calculating the Doppler centroid frequency for three different elevation angles
at each sensor position. A polynomial is then determined, which best describes
the variation.
Using fdcj , the azimuth-varying upper and lower limits of the Doppler bandwidth
to process are given by fdmaxj = fdcj +B/2 and fdminj = fdcj −B/2, where B is
the constant absolute Doppler bandwidth.
For each pixel i on the reconstruction grid, the Doppler frequency fdij is calcu-
lated based on the varying geometric constellation given by the target position
vector on the ground ~ri, the sensor position ~rSj , and the sensor velocity vector
~vSj
fdij =
2
λc
· ~vSj(~ri − ~rSj)|~ri − ~rSj |
. (2.8)
During the coherent summation in the time domain, a weighting function w(dfdij)
is applied, where dfdij = fdij −fdcj . The weighting term w ensures that only sig-
nal contributions corresponding to the actual sensor orientation at each azimuth
time step are coherently added
w(dfdij) =
{
α− (1− α) cos
(
2pidfdij
B − pi
)
, |dfdij | ≤ B2
0, |dfdij | > B2 .
(2.9)
A value α = 0.54 was chosen which corresponds to a Hamming weighting func-
tion. Of course, any other appropriate weighting function can be applied. If
the weighting function w(dfdij) is incorporated into the TDBP algorithm, the
focused signal s(~ri) is given as
s(~ri) =
b(~ri)∑
j=a(~ri)
w(dfdij) · g(|~ri − ~rSj |, ~rSj) · |~ri − ~rSj |
· exp(j2kc|~ri − ~rSj |) . (2.10)
a and b are the indices of the first and last sensor positions, respectively, still
contributing to the grid position ~ri. The range-compressed demodulated two-
way response is given by g(.) and kc is the central wavenumber.
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Figure 2.2: Schematic view of the acquisi-
tion/reconstruction geometry for TDBP process-
ing of SAR data from nonlinear flight tracks.
The acquisition geometry consists of
the nonlinear flight track and a re-
construction grid based on a DEM.
Fig. 2.2 shows the general case of
a nonlinear flight track and variable
terrain. The synthetic aperture and
the related geometric elements are
shown for the position ~ri on the re-
construction grid. Note that a and b
vary as a function of the grid position
~ri.
Finally, a note is due regarding the
calculation of the sampling spacing
of the reconstruction grid. Within
the TDBP algorithm, the range-com-
pressed data are not focused in the
native slant-range/azimuth geometry,
but are “back-projected” to another
grid, usually termed the reconstruc-
tion grid or image space. In order to
avoid aliasing, an appropriate sampling spacing has to be chosen for the re-
construction grid, taking into account the original range and azimuth sampling
rates, as well as the shape of the flight track. In particular, attention must be
paid to strongly curved tracks, where the direction of illumination varies dra-
matically during the data acquisition. In such cases the orientation of ground
range and azimuth, with respect to the orientation of the reconstruction grid,
is continuously changing as the sensor moves along the nonlinear trajectory.
Therefore, the output sampling spacing must satisfy the requirements imposed
by the varying orientation of ground range and azimuth, such that the focused
complex SAR image is never undersampled in either dimension.
Implementational Aspects
Our experimental TDBP processor has been realized within a combined Mat-
lab and C++ environment. Tasks such as the preparation of auxiliary data,
including navigation data, DEMs, and the subdivision of the data into a num-
ber of subpatches to be processed in parallel, are all handled within Matlab.
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The processor is connected to a coordinate transform engine. Thus, reconstruc-
tion grids can be defined for any desired map projection. For the experimental
data, each scene has been subdivided into patches of 0.5 km x 1 km in size
in the local map projection. The computationally expensive back-projection
processing is then performed by an efficient ANSI C++ implementation of the
TDBP algorithm. The subsequent collection and mosaicking of the individual
patches, as well as data visualization and analysis operations, are again handled
by dedicated Matlab scripts. The main processing steps can be summarized as
follows.
Processing steps The processing steps are as follows.
1. Range compression.
2. Preparation of the navigation data.
3. Preparation of the reconstruction grid (may include a DEM) subdivided
into a user-defined number of patches in a coordinate system of choice.
4. For each patch, the first and the last contributing echo is determined.
5. The TDBP jobs are sent to the different computing platforms.
a) Each range-compressed echo is upsampled using a fast Fourier trans-
form (FFT)-based upsampling method [29].
b) For a sensor position ~rSj the sensor-to-pixel ranges are calculated for
all samples of a patch. Additionally, the Doppler frequency fdij is
evaluated based on (2.8).
c) The data values are extracted from the upsampled range echo at
the appropriate range distances (rounded to the upsampled sampling
spacing), modulated and weighted as described in (2.10).
d) The contributions from each echo to a pixel are coherently added
until the complete synthetic aperture is reached.
e) Demodulation.
6. The data patches are assembled and mosaicked.
Parallelization The subdivision of the scene into several patches, which are
then processed individually, permits parallelization of the implementation of the
TDBP algorithm. Thus, numerous patches can be processed simultaneously.
In fact, a rather heterogeneous computer cluster (see also the next section)
Focusing of Airborne SAR Data From Nonlinear Flight Tracks 47
was used for TDBP processing of the experimental data. All machines are
accessible via a network and are connected to a centralized array of hard disks
for efficient data I/O. This way, interprocess communication is reduced to a
minimum. Parallelization of the problem in this way seems to be a flexible and
natural solution, particularly because of its hardware independence. This type
of parallelization is also termed “embarrassing” or “trivial” parallelization, since
the parallelization is done at a high level of the algorithm rather than at lower
level functions, e.g., the FFT.
Hardware The experimental data presented in the following section had been
focused using a loose network of different computing platforms available at our
institute. Among these are a Sun Fire V40z Server, which is equipped with
four dual-core AMD Opteron processors Model 880 (2.4 GHz) and 16-GB RAM
running a Linux operating system; several single- and dual-core processor Linux
PCs (3.2-GHz clocked Intel Pentium 4) with 1–2-GB RAM; and Mac Pro plat-
forms equipped with two 2.8-GHz Quad-Core Intel Xeon processors and 4-
GB RAM. Note that the TDBP processing framework developed here is not
hardware specific.
Computational cost Processing a patch consisting of 106 pixels with its
center at midrange takes about 10 min on a CPU of a Mac Pro and about
20 min on the Sun Fire or the Linux PCs. Thus, choosing a conservative grid
spacing of 0.25 m x 1 m, a scene of 3 km x 4 km can be processed within
approximately 1 h using the 8 CPUs of a single Mac Pro.
2.3 Description of the Experiment
2.3.1 Experimental Setup
In order to assess the two proposed processing approaches, four tracks were flown
by the German Aerospace Center (DLR)’s E-SAR system, namely, a quasi-linear
reference track, a track involving a drop in altitude of approx. 250 m (dive), a
double-bend track, and a track with a 90◦ curve, all shown in Fig. 2.3.
The system parameters of the L-band sensor used are listed in Table 2.1. The
E-SAR system is equipped with a modern computer-controlled CCNS4 nav-
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Figure 2.3: Nonlinear flight tracks flown during the experiment, as obtained from the
DGPS/IMU system of the E-SAR system: (1, −−) Quasi-linear reference track. (2, —) Double
bend. (3, ·−) Dive. (4, ··) 90◦ curve. The position of a corner reflector is shown in (a).
Table 2.1: E-SAR L-Band System Specifications.
Carrier frequency 1.3 GHz
Chirp bandwidth 94 MHz
Sampling rate 100 MHz
PRF 400 Hz
Ground speed 90 m/s
Azimuth beam width 18◦
Elevation beam width 35◦
Look direction left
igation system combined with a highly precise differential global positioning
system/inertial measurement unit (DGPS/IMU) system of the type AEROcon-
trol IId, both by IGI mbH. The absolute 3-D positioning accuracy lies between
0.05 m and 0.1 m rms for the available experimental data sets. The short-term
relative positioning accuracy is about 0.01 m rms. The accuracy of the attitude
angles are given [30] as σθr = σθp = 0.004
◦ rms for the roll and pitch angles and
σθh = 0.01
◦ rms for the heading. The velocity is measured with an accuracy of
σV = 0.005 m/s, and the bias of the accelerometer σb ≈ 5 × 10−3 m/s2. Ac-
Focusing of Airborne SAR Data From Nonlinear Flight Tracks 49
cording to Fornaro et al. [31], the first derivative of the residual range error, the
drift σδ˙e, and the second derivative thereof σδ¨e can be expressed as follows:
σ2
δ˙e
=
1
V 2
σ2V + (sin
2 ϑ)σ2θh (2.11)
σ2
δ¨e
=
1
V 4
σ2b +
(
g sinϑ
V 2
)2
σ2θr (2.12)
where V is the platform velocity, g = 9.81 m/s2 is the acceleration due to
gravity, and ϑ is the elevation angle, which will be fixed to 45◦. The following
values are subsequently obtained for σδ˙e and σδ¨e:
σδ˙e = 1.35× 10−4 (2.13)
σδ¨e = 6.2× 10−7 m−1. (2.14)
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Figure 2.4: Variation of the midelevation Dopp-
ler centroid values along the flight track for the
four different flight paths, calculated from navi-
gation data.
In addition to the focusing quality,
the geometric fidelity of the final im-
age is an important aspect for the
user. In order to assess the preser-
vation of dedicated features in the
focused image, an airfield has been
chosen as a test site. The airfield
contains numerous linear elements,
such as a runway, fences, and large
buildings.
In Fig. 2.4, the variation of the Dopp-
ler centroid values along the flight
track is shown for the four different
flight paths. The Doppler centroid
values are calculated from sensor mo-
tion and attitude data, and represent the Doppler centroid values corresponding
to the pointing direction of the antenna.
For a quantitative analysis of the impulse response, a trihedral corner reflector,
which is visible in all four data sets, was installed on the airfield.
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2.3.2 Quality Measures for Focused Data
In order to quantify the focusing performance obtained with TDBP processing,
the characteristics of the impulse response using the corner reflector, as well as
a simulated point target, were measured.
The reader is referred to [32] and [33] for a definition of the numerous quality
measures such as the following:
1. three-decibel spatial resolution;
2. peak-to-sidelobe ratio (PSLR);
3. spurious sidelobe ratio (SSLR);
4. integrated sidelobe ratio (ISLR);
5. ratio of total power to peak height (TPPR).
2.4 Results
First of all, some general remarks are needed concerning the evaluation of the
results. Qualitative visual comparisons are made of close-up extracts from the
airfield area. The processing quality is quantitatively assessed using the mea-
sures listed in the previous section. Only the results processed by the TDBP
approach are evaluated in detail and compared with the reference track. De-
tailed analysis of the ECS&M-processed data is not useful here because the
SAR images resulting from the frequency-domain/mosaicking approach are not
well focused, as shown in Figs. 2.5 and 2.6. Two-dimensional frequency plots
are presented for all flight tracks processed by TDBP. In addition, coherence
maps are given in order to provide area-based measures of processing quality,
as opposed to point-target-based measures. Naturally, a useful degree of co-
herence can only be achieved in cases where the critical baseline criterion is
not violated. Further, the look direction in azimuth—or, in other words, the
portion of the processed Doppler spectrum—must be identical. At minimum,
a considerable overlap is needed. Bearing in mind the flight tracks, which are
shown in Fig. 2.3, it is furthermore clear that the coherence can only be as-
sessed for selected portions and combinations of the four data takes. In the
present case, only two combinations of valid data pairs permit the evaluation of
the coherence magnitude between the four different flight tracks. Note that the
intention of the experiment—and, therefore, the choice of the flight tracks—was
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not governed by interferometric requirements. Rather, the goal was to make the
focusing task as difficult as possible by introducing complicated sensor motions
and directional changes during the data acquisition. Nevertheless, the authors
believe that the coherence maps provide a useful complementary measure of
the focusing performance of the TDBP processor and demonstrate the phase
preservation that can be achieved.
The coherence was estimated as follows, as described, for instance, in [34]:
γˆ =
∣∣∣∑Nn=1∑Mm=1 s1(n,m) · s∗2(n,m) · e−jφˆ(n,m)∣∣∣√∑N
n=1
∑M
m=1 |s1(n,m)|2 ·
∑N
n=1
∑M
m=1 |s2(n,m)|2
(2.15)
where the interferometric phase φˆ(n,m) is estimated beforehand using identical
spatial averages. s1 and s2 represent the two SAR images. To calculate the
spatial averages, N=M=5 is chosen.
2.4.1 Image Comparison
In this section, the quality of the images is discussed by comparing close-ups
of the same scene extract for all four sensor trajectories and both ECS&M and
TDBP algorithms.
Quasi-Linear Track The reference data set acquired from a standard near-
linear sensor trajectory is well focused using both processing techniques [see
Fig. 2.5(a) and (b)].
Double Bend In Fig. 2.5(c), the double-bend data set processed by ECS&M
is shown. Considerable defocusing is identified in the southwestern portion of
the image. This area is heavily affected by one of the curves of the double-
bend track. For this portion of the flight track, the deviation from the linear
subpatches is too large. This, in turn, results from the fact that the number
of subpatches is limited by the size of the azimuth beam width. Therefore, a
defocused image is obtained. On the other hand, TDBP delivers a well-focused
image [see Fig. 2.5(d)]. Note the slightly positive gradient in brightness from
the northeastern corner to the southwestern corner of the image, best visible
along the runway. This effect is due to the azimuth-varying position of the beam
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(a) (b)
(c) (d)
Figure 2.5: Close-up views of amplitude images. Sensor: E-SAR L-band HH. (a) ECS and
mosaicking: (Quasi-)linear reference track. (b) TDBP: (Quasi-)linear reference track. (c) ECS
and mosaicking: Double bend. (d) TDBP: Double bend.
center location in the geocoded image, caused by the steeper antenna look angle
during the left turn and due to the fact that the elevation antenna gain pattern
has intentionally been left uncorrected.
Dive The image resulting from ECS&M [see Fig. 2.6(a)] appears to be well
focused in terms of the geometric resolution; however, a low signal-to-noise ratio
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(a) (b)
(c) (d)
Figure 2.6: Close-up views of amplitude images. Sensor: E-SAR L-band HH. (a) ECS and
mosaicking: Dive. (b) TDBP: Dive. (c) ECS and mosaicking: 90◦ curve. (d) TDBP: 90◦
curve.
is observed. In particular, the image exhibits severe ghost targets [shown by the
ellipses in Fig. 2.6(a)] as a result of the abrupt change in the antenna pointing
direction [see also Fig. 2.4, where a noticeable change in pointing direction
is indicated by the change in Doppler centroid frequency]. Again, this rapid
change cannot be accounted for within the ECS algorithm and, therefore, the
spectral components are mapped incorrectly in the final image. In contrast, the
image resulting from TDBP [see Fig. 2.6(b)] is free of Doppler aliasing and is
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well focused.
90◦ Curve The whole image patch shown in Fig. 2.6(c), which is approxi-
mately situated in the center of the curve, appears blurred. The defocusing is
due to the strong curvature of the 90◦ flight track in combination with the long
synthetic aperture of the E-SAR L-Band system; for each subpatch, the devi-
ation of the linearized path from the real sensor trajectory becomes too large
towards the ends to still permit an adequate motion compensation within the
ECS&M algorithm. In contrast, the TDBP algorithm handles the curved flight
geometry very well, and a high focusing quality is obtained [see Fig. 2.6(d)].
The geometric fidelity appears to be high in all cases, as can be seen by the
preservation of linear features, such as the runway and fences.
2.4.2 Analysis of the Impulse Response
An analysis of the impulse response function (IRF) was performed for a simu-
lated point target, as well as for a corner reflector visible in the real SAR data
set. The simulated point target was assigned the 3-D coordinates of the in-scene
corner reflector, which had been deployed on the airfield before the SAR acqui-
sitions. The raw data for the simulated point target was generated using the
navigational data of the real flight tracks, providing the identical acquisition
geometries required for their comparison.
All impulse response analyses presented here are based on data focused by the
proposed TDBP approach. The authors refrain from including the impulse
response analyses for the ECS&M approach, since the defocusing and image
degradations are immediately clear by visual inspection of Figs. 2.5 and 2.6,
making further quantitative analysis unnecessary.
Simulated Data
The reason simulated data sets are used to analyze the focusing performance is
to demonstrate the focusing quality for a point target under ideal conditions.
In Fig. 2.7, the IRFs for all four simulated data sets are shown, after they have
been focused by the TDBP algorithm. The figure annotations list the relevant
quality parameters. During range compression, a Kaiser window with coefficient
β = 2.12 was applied, giving a nominal PSLR of ca. -19 dB. This value is
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Figure 2.7: Impulse response and quality figures of a simulated point target for all four flight
tracks. The location of the simulated point target matches the true location of the trihedral
corner reflector that was deployed during the experiment. (a) (Quasi-)linear reference track.
(b) Double bend. (c) Dive. (d) 90◦ curve.
approximately equal to the value obtained for the simulated data sets. In the
case of the 90◦ curve, the area surrounding the corner reflector is illuminated
in a sliding spotlight manner, and therefore, the azimuth resolution is increased
considerably from 0.9 to 0.5 m. Note that the length of the synthetic aperture is
altered along the curved flight track: At the beginning and end of the trajectory,
where it is approximately linear, the data take resembles strip-map acquisition.
Within the curved portion, it approximates a sliding spotlight acquisition [see
also Fig. 2.3 for the shape of the trajectory].
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Figure 2.8: Impulse response and quality figures of a trihedral corner reflector for all four flight
tracks. For the position of the corner reflector see Fig. 2.3. (a) (Quasi-)linear reference track.
(b) Double bend. (c) Dive. (d) 90◦ curve.
Real Data
Having demonstrated the performance under ideal conditions, the real-world
case is now evaluated. The nominal system and processing parameters are
identical in both the simulated and real cases. Shown in Fig. 2.8 is the IRF
of the TDBP imaging system, evaluated using the in-scene trihedral corner
reflector visible in all four SAR images. Compared with the simulated impulse
responses, it can be seen that the quality indicators obtained for the corner
reflector are inferior for the real data. This is particularly true for the PSLR
Focusing of Airborne SAR Data From Nonlinear Flight Tracks 57
in range and azimuth, as well as the ISLR. A trihedral corner reflector with
triangular reflecting surfaces was used as the reference target. The length of
the cathetus of each triangular surface is a = 1.2 m, which results in a radar
cross section of RCS = 4/3 · pi · a4/λ2 = 163.42 m2 or RCSdB = 22.13 dB ·m2
for the given central wavelength λ = 0.2305 m of the L-band E-SAR system.
The range resolution of the impulse responses for the real data is approximately
5 % lower compared with the simulated case since the effective chirp bandwidth
is smaller than the bandwidth used during the simulations. The theoretical
value of −19 dB for the range PSLR of the point target is not reached with
the real data. The first sidelobe in the far range of the point target is by 1.5–
3 dB higher than the theoretical value. Also, the azimuth PSLR is affected by
anomalous sidelobes, which may have been caused by residual motion errors
and interpolation artifacts when preparing the IRF analysis.
In contrast with the simulated case, there are many bright targets visible near
the corner reflector. These targets have similar or even higher intensity values
than the corner reflector. The tarmac on which the reflector was located also
exhibits surprisingly high backscatter, affecting the target-to-clutter ratio for
the corner reflector. This causes a reduced ISLR compared with the simulated
point target. In terms of azimuth resolution, the impulse responses are equally
well focused for both the simulated and real SAR data sets (the resolution has
been measured with an accuracy of 10 cm, which corresponds to the sampling
spacing of the upsampled impulse response).
However, the most important discovery is that the quality indicators remain
consistent irrespective of the acquisition geometry for each particular data set,
simulated or real. An exception is the azimuth PSLR of the 90◦-curved flight,
which is considerably lower than in the case of the double-bend or the dive data
set. The reason for this difference is the fact that the first azimuth sidelobe is
hidden in the main lobe in these cases [see Fig. 2.8]. Apart from that exception,
it can be stated that even for the 90◦ curve flight, the focusing quality is as high
as for the quasi-linear reference data set. This demonstrates the ability of the
TDBP approach to perform high-quality focusing of all four test cases.
In Fig. 2.9, the 2-D power spectra for the four test cases are shown. There are
significant differences, most noticeable in the case of the 90◦ curve flight and the
double-bend track, where an extended Doppler spectrum caused by the curved
acquisition geometry can be observed. The spectra were extracted from a part
of the scene which includes the corner reflector.
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Figure 2.9: Two-dimensional power spectra for all four test data sets corresponding to the sur-
rounding area of the in-scene corner reflector. (a) (Quasi-)linear reference track. (b) Double
bend. (c) Dive. (d) 90◦ curve.
2.4.3 Coherence Maps
The corresponding coherence maps for the data pairs reference track/dive and
double bend/90◦ curve are shown in Fig. 2.10(a) and (b), respectively. In the
case of the reference track/dive pair, high coherence values are obtained over a
larger area due to the fact that the two flight tracks are more nearly parallel
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Figure 2.10: Coherence maps for the pairs (a) dive/reference track and (b) double bend/90◦ curve
processed by TDBP. See Fig. 2.3 for the corresponding sensor trajectories. High coherence values
are obtained for the small regions where the flight tracks are well within the critical baseline and
where the look direction is similar (note that the coherence is not optimized in the sense that the
Doppler and range spectra are reduced to their common spectral band and that the flight tracks
of the two data pairs do not run in parallel).
than in the case of the double bend/90◦ curve pair.
Note that the coherence has not been optimized. The Doppler and range spectra
have not been reduced to their common spectral band. This is because the
coherence is only used as an indicator of phase preservation and focusing quality.
Spectral filtering would alter the resolution properties, causing certain regions
not to be imaged at all due to the high variability of the relevant Doppler
spectrum over azimuth. Neither of these effects is desired; thus, the coherence
map is used solely as an indicator of the processing quality.
Indeed, in those areas where the critical baseline criterion is not violated and
the look angles coincide, high coherence is obtained. This indicates that the
phase is well preserved here, even for the highly nonlinear flight tracks.
2.4.4 Complete 90◦ Curve Flight
In Fig. 2.11 the amplitude image obtained from TDBP processing of the 90◦
curve flight is shown, placed on top of a 1:25000-scale map of the area. The data
acquisition began in the northeast part of the image, with a heading of 270◦
and the antenna aimed southward (left-looking antenna). After the aircraft had
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Figure 2.11: Amplitude image of the 90◦ curve track: E-SAR L-band HH. Processing: TDBP.
The data set has been processed directly to map coordinates using a DEM. The SAR amplitude
image is shown on top of a 1:25000-scale digital map of the area. Map reproduced by permission
of swisstopo (BA081196).
flown about 5 km to the west, it performed a 90◦ left turn, resulting in a heading
of 180◦ and an eastward look direction. The data set has been processed onto
a DEM given in Swiss map coordinates. The ability of the TDBP approach
to process highly nonlinear flight geometries is strikingly demonstrated by the
example of this 90◦-curved SAR data strip.
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2.5 Discussion
Airborne SAR data acquired from highly nonlinear flight tracks was focused
using two processing approaches: 1) a patchwise focusing and mosaicking ap-
proach based on the ECS algorithm, and 2) a flexible TDBP approach, which
utilizes the true 3-D acquisition geometry.
In our experiment, the E-SAR L-band sensor had a moderate azimuth beam
width of only 18◦. Nonetheless, the focusing quality of the ECS&M was unsat-
isfactory, whereas the TDBP approach proposed in this paper provided well-
focused results, irrespective of the flight geometry. Its ability to handle difficult
3-D geometry through its inherent consideration of the varying antenna pointing
direction during azimuth focusing makes it the superior method. The high fo-
cusing performance of the algorithm was demonstrated by point-target analyses
and a coherence evaluation of the processed data.
The focusing quality achieved using the ECS&M approach is degraded severely
for segments where highly nonlinear sensor motion was present. The major
causes are high horizontal (double-bend and 90◦ curve cases) or vertical (dive
case) deviations of the linearized subpaths from the original nonlinear flight
tracks and, particularly, the considerable variation of the flight direction over
the length of the synthetic aperture.
The double bend and the 90◦ curve exhibited maximal deviations of dnmax =
10.6 m and dnmax = 10.7 m, respectively. For the dive track, the maximal
deviation was dnmax = 9.3 m, within the length of the synthetic aperture. The
quasi-linear reference track, which was well focused by the ECS&M algorithm,
had a maximum deviation of dnmax = 1.8 m. The maximum angle δmax between
the velocity vector of the linearized sensor path and the true velocity vectors is
δmax = 4.9
◦ for the double bend, δmax = 4.2◦ for the dive, and δmax = 5.0◦ for the
90◦ curve. The reference track had a maximum deviation angle of δmax = 0.9◦.
Thus, in the case of the double bend and the 90◦ curve, the total variation
of orientation of the airplane within the length of the synthetic aperture was
as high as 8◦–10◦. The azimuth antenna beam width limits the number of
linearized subpaths along the flight track. However, longer linearized subpath
lengths cause larger deviations from the real sensor trajectory, and, thus, larger
changes in the sensor orientation.
Hence, patchwise frequency-domain processing and mosaicking is limited be-
cause of two opposing requirements on the azimuth length of a patch: 1) A
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higher flight-track nonlinearity would require patches with shorter azimuth
length, and 2) the minimal length of a patch is determined by the azimuth
beam width of the antenna. A large azimuth beam width is often preferable
in order to ensure a continuous coverage of the region of interest even for large
attitude variations along the sensor trajectory.
In an experiment designed to push SAR processing to its limits, it was demon-
strated that the proposed TDBP algorithm is a viable and robust processing
method when a highly nonlinear sensor trajectory, in combination with a large
synthetic aperture, would otherwise cause strong defocusing.
Aside from the higher susceptibility to nonlinear sensor motion, another limi-
tation of the ECS&M approach is that the phase information is not retained in
the final mosaicked image. The phase information is preserved when using the
TDBP approach, even if the data are directly obtained in the map projection
of choice.
A further advantage of the TDBP approach is that it allows any subregion of
interest to be processed without the need to process the entire data set.
2.6 Conclusion
The TDBP algorithm proposed in this paper is well adapted for producing high-
quality images for airborne SAR data from highly nonlinear flight tracks. The
high processing quality and geometric fidelity of this method are demonstrated
by comparing the results for a region common with all four data sets. A high
focusing quality is achieved regardless of the acquisition geometry. The back-
projection algorithm generates complex-valued georeferenced SAR images.
In Section 2.1, corridor mapping was mentioned as a potential application, i.e.,
mapping of curvilinear features such as rivers or traffic routes. The TDBP-based
approach provides the means for such mapping tasks—flexible and parallelized
processing of dedicated subareas of interest within a SAR data set acquired
from virtually arbitrarily shaped flight tracks, combined with direct mapping
functionality in any desired coordinate frame and map projection.
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3 Tomographic Imaging of a Forested Area By
Airborne Multi-Baseline P-Band SAR
This chapter has been published as: O. Frey, F. Morsdorf, and E. Meier, 2008.
Tomographic Imaging of a Forested Area By Airborne Multi-Baseline P-Band
SAR. Sensors, Special Issue on Synthetic Aperture Radar, 8(9):5884–5896.
Abstract
In recent years, various attempts have been undertaken to obtain information
about the structure of forested areas from multi-baseline synthetic aperture
radar data. Tomographic processing of such data has been demonstrated for
airborne L-band data but the quality of the focused tomographic images is
limited by several factors. In particular, the common Fourier-based focusing
methods are susceptible to irregular and sparse sampling, two problems, that
are unavoidable in case of multi-pass, multi-baseline SAR data acquired by
an airborne system. In this paper, a tomographic focusing method based on
the time-domain back-projection algorithm is proposed, which maintains the
geometric relationship between the original sensor positions and the imaged
target and is therefore able to cope with irregular sampling without introducing
any approximations with respect to the geometry. The tomographic focusing
quality is assessed by analysing the impulse response of simulated point targets
and an in-scene corner reflector. And, in particular, several tomographic slices
of a volume representing a forested area are given. The respective P-band
tomographic data set consisting of eleven flight tracks has been acquired by the
airborne E-SAR sensor of the German Aerospace Center (DLR).
3.1 Introduction
In a conventional synthetic aperture radar (SAR) image multiple back-scattering
elements distributed along the elevation component are projected to the two-
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dimensional slant-range plane. With Pol-InSAR techniques only a very limited
number of different scattering elements can be localized within a resolution
cell. Tomographic processing of SAR data, however, allows resolving the am-
biguity in the elevation component and is therefore suitable to produce true
three-dimensional images. Hence, different back-scattering elements within a
volume can directly be localized. This property can be exploited for the recon-
struction of volumetric structures, such as forested areas, as well as for a more
detailed imaging of built-up areas and mountainous regions, which exhibit a
high percentage of layover regions.
Tomographic processing of SAR data requires that the synthetic aperture in az-
imuth be extended by a second dimension in direction orthogonal to the plane
spanned by the vectors in azimuth and the line of sight. The sampling in this
direction, called the normal direction, is realized by coherently combining the
data of a sufficient number of adequately separated flight tracks. The common
Fourier-based SAR processing algorithm, the SPECAN (SPECtral ANalysis)
approach, which has been used in [1], requires that the synthetic aperture be
sampled regularly and densely. In reality, the sampling spacing is not uniform in
case of airborne SAR data of multiple acquisition paths, and the synthetic aper-
ture in the normal direction is sampled sparsely. As a result the tomographic
image is subject to defocusing, high side lobes and ambiguities in the normal di-
rection. In order to overcome the ambiguity problem and to improve the resolu-
tion modern spectral estimation methods have been proposed as a substitute to
spectral estimation by FFT. These methods include spectral estimation by the
Capon method [2] and subspace-based spectral estimators such as the MUSIC
algorithm [3] [4]. These methods replace the last step, the spectral estimation
by FFT, but any geometric approximation made in a previous processing step
is still present in the data. We adopt a time-domain back-projection (TDBP)
processing technique, which maintains the entire three-dimensional geometric
relationship between the measured sensor positions and the illuminated area
while focusing the data. So, the key feature of the TDBP approach is an accu-
rate handling of the complex geometry of multi-baseline airborne SAR data. An
extensive airborne SAR campaign has been accomplished in September 2006.
Two fully polarimetric tomographic data sets - an L-band and a P-band data
set - of a partially forested area have been acquired by the German Aerospace
Center’s E-SAR.
In the next section, the Fourier-based SPECAN approach is revised in order to
highlight the approximations that are involved. The same framework is also used
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to derive the sampling constraints and the spatial resolution for the design of the
tomographic experiment and the data processing in the normal direction. Then,
the formulation of the TDBP algorithm for tomographic processing is given.
Further, the measurement set-up of the tomographic P-band SAR experiment
is described and the focusing quality is assessed by analysing simulated and real
point targets. Finally, the results obtained from the TDBP-based tomographic
reconstruction of a forested area from the E-SAR P-band data are presented.
3.2 The SPECAN Algorithm, Resolution and Sampling
in the Normal Direction
For the first demonstration of airborne L-band SAR tomography [1] the three-
dimensional focusing of the data was accomplished by a combination of the
extended chirp scaling algorithm [5], which was used to focus each data track in
range and azimuth direction, and the SPECAN algorithm, which was applied to
focus the data in the normal direction. The SPECAN approach was originally
designed for azimuth compression of ScanSAR data. The peculiarity of this
algorithm lies in the fact that the focused data is obtained by a Fourier transform
after a deramping operation.
We want to look again in some detail at the derivation of the SPECAN algorithm
for focusing in the normal direction for two reasons: first, to highlight the ap-
proximations that are involved in the SPECAN approach, and second, because
it provides a good framework to derive two important parameters, the spatial
resolution δn and the Nyquist sampling spacing dn in the normal direction.
The model that is used to derive these parameters follows to a large extent the
derivation presented in [1]. However, the signal model is loosely based on the
derivation of the SPECAN algorithm for azimuth focusing as it is presented
in [6].
The simplified tomographic acquisition geometry that forms the basis for the
derivation of the spatial resolution and the sampling constraints in normal di-
rection n – i.e. orthogonal to the plane spanned by the slant-range direction
and the azimuth direction – is depicted in Fig. 3.1. r0 is the range distance at
the point of closest approach along the synthetic aperture in normal direction
n. Equally spaced baselines dn are assumed and the variation of the off-nadir
angle is neglected, so, the vector ~n in normal direction is assumed to be invariant
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for all acquisition paths. Target coordinates are identified by a bar above the
symbol. Assuming that the synthetic aperture in the normal direction n is con-
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Figure 3.1: Simplified tomographic imaging geometry after [1]. A volume is illuminated from
different positions along a synthetic aperture in normal direction n. Each position in normal
direction corresponds to a sensor path in azimuth direction. The sensor paths are separated by
a constant sampling spacing dn. The maximal height of the volume is H. L is the length of the
synthetic aperture in normal direction.
tinuous - imagine an infinite number of single look complex images, represented
by sr, acquired from an infinite number of different, parallel flight tracks along
n - the focused signal in normal direction v(n¯0) at position n¯0 in the object
space can be written as the following convolution in the time domain:
v(n¯0) =
∫ L/2
−L/2
sr(n¯0 − n)h(n)dn (3.1)
This is equivalent to:
v(n¯0) =
∫ n¯0+L/2
n¯0−L/2
sr(n)h(n¯0 − n)dn (3.2)
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L is the length of the synthetic aperture in normal direction n. sr is the demod-
ulated, received signal. h is the matched filter, i.e. the time-reversed reference
function, which can be written as:
h(n¯0 − n) = exp
(
ik
r0
(n¯0 − n)2
)
(3.3)
This formulation implements a quadratic phase history, which is obtained by
approximating the hyperbolic range history by a second order Taylor series
expansion about the point n = n¯0:
r(n, n¯0) = 2
√
r20 + (n¯0 − n)2 ' 2r0 +
(n¯0 − n)2
r0
. (3.4)
r(n, n¯0) is the two-way path length between the sensor at position n and a back-
scatterer within the observed volume at height n¯0, with a range distance r0 at
the point of closest approach. Inserting eq. (3.3) into eq. (3.2) and expanding
the quadratic phase term yields:
v(n¯0) = exp
(
ik
r0
n¯20
)
·∫ n¯0+L/2
n¯0−L/2
sr(n) exp
(
ik
r0
n2
)
︸ ︷︷ ︸
sd(n)
exp
(
−i2k
r0
n¯0n
)
dn . (3.5)
The exponential within the underbraced term in eq. (3.5) can be interpreted as
a deramping operation which leads to the deramped signal sd. Then, the whole
integral is equivalent to a Fourier transform of the deramped signal sd:
v(n¯0) = exp
(
ik
r0
n¯20
)∫ n¯0+L/2
n¯0−L/2
sd(n) exp
(
−i2k
r0
n¯0n
)
dn . (3.6)
So, in practice, the focused image v(n¯0) can be obtained by applying a FFT to
the deramped signal sd.
The phase term in the exponent of eq. (3.6) can be written as:
− 2k
r0
n¯0n = −Knrn¯0n (3.7)
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where Knr =
2k
r0
is interpreted as the spatial frequency modulation rate of the
signal in normal direction. As it is well known from pulse compression of linear
FM signals in range direction, the resolution in the time domain after compres-
sion is given by the reciprocal of the processed bandwidth, which is the product
of the FM rate and the integration time. Translated to the normal direction
and expressed in the spatial domain, the spatial resolution δn is the inverse of
the product of the spatial frequency modulation rate Knr and the integration
path L times 2pi:
δn =
2pi
Knr · L
=
2pi
2·2pi
r0λ
· L =
λr0
2L
. (3.8)
The Nyquist sampling spacing dn in normal direction is equivalent to the inverse
of the spatial bandwidth kn times 2pi, where kn(n¯0) = Knr · n¯0 = 2kr0 n¯0 :
dn(n¯0) ≤
∣∣∣∣ 2pikn(n¯0)
∣∣∣∣ = 2piKnr · n¯0 = λr02n¯0 . (3.9)
Eq. (3.9) describes the relationship between sampling spacing and the maximal
height n¯0 = H of the imaged volume that can be reconstructed unambiguously:
dn(n¯0 = H) ≤ λr0
2H
. (3.10)
The respective values for the nominal resolution δn and the unambiguous height
H, which correspond to the tomographic P-band data set presented in this
paper, are given in Table 3.2.
3.3 3D Focusing in the Time-Domain
In [7] an algorithm has been proposed which is based on single look complex
images processed by the extended chirp scaling algorithm including aircraft mo-
tion compensation to a straight line. However, instead of focusing the data by
deramping and spectral estimation, which would previously involve generating
synthetic tracks and a regularization of the samples in the normal direction,
a time-domain beamformer (TDB) was applied to focus the data in the third
dimension. Every voxel within the volume is focused by a so-called ad hoc refer-
ence function as it is also known from time-domain back-projection processing.
The focusing quality of the TDB approach was found to be superior to the
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SPECAN based algorithm presented in [1] for unevenly spaced baselines. But
in spite of the fact that the TDB directly accounts for the irregular track distri-
bution in normal direction it is still based on artificial, linearized flight tracks,
which lie in parallel to each other and which do not represent the true geom-
etry of the flight tracks. In [8] an enhanced method for tomographic focusing
of multi-baseline airborne SAR data has been proposed. The core improve-
ment consists of an approximative height-dependent motion compensation and
coregistration (HMCC) method. The HMCC approach starts with a stack of
range- and azimuth-focused SAR images, which were processed using the ex-
tended chirp scaling algorithm including motion compensation with respect to
a fixed reference terrain height. Thus, the height dependent motion compensa-
tion and coregistration approach is applied to the already focused 2D images.
The HMCC approach consists of a so-called un-moco step where the motion
compensation to the nominal (linearized) track is undone. Then for each 2D
SAR image and each height occurring in the tomogram a new post-processing
motion compensation (re-moco) to the nominal track is carried out with respect
to the height under consideration. Eventually, the images are coregistered ac-
cording to the reference height, to which they have been post-processed. Having
applied this HMCC method to an L-band multi-baseline data set the authors
of [8] report a considerable improvement in focusing quality compared to the
tomographic processing without any height dependent corrections.
We aim at a complete processing in the time domain – after range compression
– and focus the data by using the true geometry of the irregularly sampled
tomographic acquisition pattern. I.e., every voxel of the 3D SAR image is fo-
cused based on the true acquisition geometry, limited only by the accuracy of
the navigation data and uncompensated propagation delays. A TDBP proces-
sor, which has been tested with airborne [9] and spaceborne SAR data [10],
has been extended in order to work with a two-dimensional synthetic aperture.
The key idea is that the geometric relationship between every sensor position
and the illuminated volume is maintained during focusing without introducing
any geometric approximations. Following the signal model presented in [10] the
back-projected signal sk corresponding to the flight track k can be expressed as
a function of the position ~ri on the reconstruction grid:
sk(~ri) =
bk(~ri)∑
j=ak(~ri)
gk(Rkij , ~rSjk) ·Rkij · exp(i2kcRkij) . (3.11)
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~ri : position vector of the target
ak, bk : indices of first, last azimuth position of the sensor
within the synthetic aperture of the target position ~ri
~rSjk : position vector of the sensor, j ∈ [ak, bk]
Rkij = |~ri − ~rSjk| : range distance
gk(.) : range-compressed signal of data track k
kc = 2pifc/c : central wavenumber
fc : carrier frequency
c : speed of light
By extending the coherent addition of the signal contributions to the normal
direction the back-projected signal v is obtained, which maps the volume at the
position ~ri:
v(~ri) =
m∑
k=1
bk(~ri)∑
j=ak(~ri)
gk(Rkij , ~rSjk) ·Rkij · exp(i2kcRkij) , (3.12)
where m is the number of flight tracks that build the tomographic pattern. The
boundaries of the synthetic aperture in azimuth direction, ak and bk, vary as a
function of the grid position ~ri. This means that we sum up the contributions
from those sensor positions ~rSjk which actually build the synthetic aperture for
the grid position ~ri. Note that an appropriate interpolation procedure (inter-
polation by FFT) is required in order to retrieve the data values at the correct
range distances because of the discrete representation of the range-compressed
data.
3.4 Experimental Set-Up
An extensive airborne SAR campaign has been carried out in September 2006.
Two fully polarimetric tomographic data sets - a P-band and an L-band data
set - of a partially forested area have been acquired by the German Aerospace
Center’s E-SAR system. Eight corner reflectors were deployed for geometric
and radiometric calibration purposes. The positions of the corner reflectors
were measured by carrier-phase differential GPS. In the following, we restrict
ourselves to describing the results obtained so far with the P-band data set.
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Figure 3.2: P-band tomographic acquisition pattern consisting of 11 flight tracks + 1 control
track. The flight direction is from east to west and the sensor is left-looking. In addition to the
actual flight tracks, their projections to the horizontal plane and to the northing-height plane
are depicted.
The relationship of the sampling spacing dn in normal direction and the height
H of the volume that may be imaged unambiguously is given by eq. (3.10), and
spatial resolution δn is given by eq. (3.8). Given a limited number of sensor
passes a trade-off has to be made between the achievable resolution and the
maximal unambiguous height H.
For the design of our experiment the total number of flight tracks that span the
synthetic aperture in normal direction was limited to 11 tracks. We have chosen
a regular distribution of the flight tracks orthogonal to a mean line of sight at
an off-nadir angle of 45o (see Fig. 3.4) with horizontal and vertical baselines
of 40 m. This results in a sampling spacing dn = 56.7 m and a synthetic
aperture L = 567 m in the normal direction. Using these figures, a mean range
distance r0 = 3900 m, and the wavelength of the carrier signal λ = 0.856 m
we obtain a nominal spatial resolution δn ≈ 3 m and a nominal unambiguous
height H ≈ 30 m in normal direction.
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Table 3.1: E-SAR P-band system parameters.
Carrier frequency 350 MHz
Chirp bandwidth 70 MHz
Sampling rate 100 MHz
Polarizations HH-HV-VV-VH
PRF 500 Hz
Ground speed 90 m/s
Table 3.2: Nominal parameters used in the set-up of the P-band tomographic SAR experiment.
Number of flight tracks 11+1
Nominal track spacing dn 56.7 m
Horizontal baselines 40 m
Vertical baselines 40 m
Synthetic aperture in normal di-
rection L
567 m
Nominal resolution in normal di-
rection δn
3 m
Approx. unambiguous height H 30 m
In Table 3.1 the parameters of the E-SAR P-band system are summarized. Note
that the reduced chirp bandwidth of only 70 MHz in the P-band is due to
restrictions imposed by the Swiss Federal Office of Communications to prevent
interference of the radar signal with existing RF communication services within
the band 390-395 MHz. The nominal chirp bandwidth would be 94 MHz.
The E-SAR system is equipped with a modern computer-controlled CCNS4
navigation system combined with a highly precise DGPS/IMU system of the
type AEROcontrol IId, both by IGI mbH. The relative positioning accuracy
is approximately 0.01 m RMS (see [11]), the accuracies of the attitude angles
are given as σθr = σθp = 0.004
o RMS for roll and pitch angle and σθh = 0.01
o
RMS for the heading, and the velocity is measured with an accuracy of σV =
0.005 m/s [12].
The TDBP-based tomographic processing of the P-band data set as presented
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in this paper does not include a point target based phase calibration. For
the E-SAR P-band system the carrier frequency is fc = 350 MHz and the
respective wavelength is λc ≈ 0.86m m. A range error re = 0.01 m corresponds
approximately to λc/80 or equivalently, to a phase error ϕe = pi/20. Thus,
the impact on the tomographic focusing quality is relatively small compared
to the L-band case, where the wavelength is shorter by a factor of 3.7 and
tomographic processing of the multi-baseline data set is not feasible without
appropriate phase calibration.
The 12 P-band data sets were acquired within one air mission. The maximal
time span between the first and the last track is approximately 2 h. The tracks
of the tomographic pattern were flown in an interleaved manner in case that
an unexpected incidence would have caused an untimely abortion of the data
acquisition. In Fig. 3.4 the geometric configuration of the flight tracks for the
P-band tomographic data set is shown. The flight direction is from east to
west and the sensor is left-looking. In addition to the actual flight tracks, their
projections to the horizontal plane and to the northing-height plane are also
depicted. The mission was completed by a control track which has the same
nominal flight geometry as the first track. This allows assessing the amount of
temporal decorrelation between the first and the last track. Table 3.2 contains
a summary of the parameters which characterize the tomographic data set.
As an external reference, a digital elevation model (DEM) derived from airborne
laser scanning (Falcon II, Toposys GmbH) is available for comparison of the
ground level and a digital surface model (DSM) acquired by the same sensor is
also at hand. The airborne laser scanning data were acquired in spring of 2003.
It has to be assumed that the deciduous trees were mostly transparent to the
laser signal and therefore do not appear in the LiDAR-derived DSM. In view of
this limitation a region that is dominated by coniferous trees has been chosen
as test area.
3.5 Simulated Data
In order to quantify the performance of the tomographic processing by TDBP
two complete tomographic P-band raw data sets have been simulated and then
focused. The raw data simulator emulates the true 3D acquisition geometry
using the navigation data of the actual flight tracks and the 3D position of a
point target. The same system parameters have been used as they are given for
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the real-world P-band data set acquired by the E-SAR system.
In Fig. 3.5 the respective impulse responses resulting from TDBP tomographic
imaging in the normal direction are given for the three cases: a single simulated
point target (black line), two simulated point targets which are separated by
a distance of 12 m in normal direction (red line), and a real, in-scene corner
reflector (blue line). The simulated data is based on exactly the same geometry
as in the real situation. In all cases the point targets are focused properly in
terms of resolution (δn ≈ 3 m). But, the focused signal of the two simulated
point targets aligned along the normal direction exhibits a rather strong am-
biguous target detection and the focused signal of the in-scene corner reflector
shows a considerable amount of anomalous side lobes.
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Figure 3.3: Impulse responses resulting from TDBP tomographic imaging of the multi-baseline
P-band raw data set of: a single simulated point target (black line), two simulated point targets
which are separated by a distance of 12 m in normal direction (red line), a real, in-scene corner
reflector (blue line).
3.6 Experimental Results
A partially forested area of 400 m x 1000 m size has been selected in order to
demonstrate tomographic processing by TDBP using the HH channel of the
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multi-baseline P-band SAR data set. Since the selected area is relatively flat, a
3D reconstruction grid consisting of a set of horizontal layers has been chosen.
The voxel spacing is 1 m for both, easting and northing direction, and 1.5 m
in vertical direction. A top view of the test area is given in Fig. 3.4(a) in the
form of an orthorectified RGB image. As an external reference data set the
LiDAR-based DEM and DSM are used. The RGB ortho-image has been taken
at the time of acquisition of the airborne laser scanning data. In Fig. 3.4(b),
a horizontal layer (height level H = 551 m) of the SAR tomographic image is
depicted. The coherence map (see Fig. 3.4(c)) of the zero baseline configuration
obtained from track No. 1 and control track No. 12. indicates a low temporal
decorrelation for the forested regions of the test area during the total time of
data acquisition. All data sets have been processed to zero Doppler centroid
frequency.
Seven vertical tomographic slices of the imaged volume separated by a regular
spacing have been selected for visualization: In Fig. 3.6 three slices (No. 1-
3) running in south-northern direction at easting values E = 704400 m, E =
704500 m, and E = 704600 m are depicted and in Fig. 3.6 four slices (No. 4-7)
running in west-eastern direction at northing values from N = 239300 m to N =
239900 m are given. For smoother visualization the data have been upsampled
in the vertical direction by a factor of 2 after focusing. The tomographic slices
represent the measured radar intensity values in dB. The red and the green lines
indicate the reference height information obtained from the laser DEM or DSM,
respectively.
3.7 Discussion and Conclusion
To the authors’ knowledge, for the first time P-band tomographic SAR images
of a larger forested area (400 m x 1000 m) have been presented. Compared to
previous work in the field of SAR tomography (e.g. [1,7]) a different 3D focusing
concept, namely, a complete time-domain back-projection processing to a 3D
reconstruction grid, has been successfully applied.
A comparison of the tomographic slices resulting from the airborne multi-
baseline P-band data set with the DEM/DSM obtained from laser scanning
indicates that high intensity values are predominantly located at the ground
level within forested areas. This outcome conforms with what can be expected
from horizontally polarized P-band radar back-scattering of a forested area,
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Figure 3.4: (a) RGB ortho-image of the partially forested area selected for tomographic imaging
taken at the time of acquisition of the reference DEM/DSM data sets by airborne laser scanning
(Falcon II, TopoSys GmbH), (b) SAR intensity values within a horizontal tomographic slice of
the reconstruction grid on the height level H = 551 m. (c) Coherence map of the zero baseline
configuration (track no. 1 and track no. 12).
where double-bounce scattering from the ground surface and tree trunks is a
dominant scattering mechanism. Furthermore, this result supports the claim
that DEMs obtained by means of P-Band interferometry provide a good esti-
mation of the ground topography underneath canopy.
However, high intensity values within the tomographic images are often accom-
panied by considerable side lobes and ambiguities in the normal direction.
The simulations show that the point targets are well-focused by tomographic
processing using the TDBP algorithm in terms of resolution and separability.
The anomalous side lobes that appear for the in-scene corner reflector might
be due to a remaining geometric calibration error of the multi-baseline data. If
multiple targets are distributed along the normal direction the focused signal is
disturbed by ambiguities as a result of the sparsely sampled synthetic aperture
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in normal direction. This system inherent problem is given by the limited un-
ambiguous height in the normal direction. Therefore, suppression of ambiguities
is a main concern in order to furth r improve he quality of the tomographic
images in a future step.
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Fig. 5. Tomographic slices of a forested area derived from P-band HH E-SAR data. Upper left: tomographic slices in south-northern direction. Lower
left: horizontal layer of the reconstruction grid on the height level H = 551 m . Lower right: tomographic slices in west-eastern direction. Upper right: RGB
ortho-image of the same area. Red/green lines in the tomographic slices: DEM/DSM from airborne laser scanning (Falcon II, TopoSys GmbH).
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Figure 3.6: Vertical slices of the SAR tomographic image in west-eastern direction. Red/green
lines in the tomographic slices: High resolution DEM/DSM from airborne laser scanning (Falcon
II, TopoSys GmbH) indicating the ground level and canopy height as a reference.
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4 3D SAR Imaging of a Forest Using Airborne
Multibaseline Data at L- and P-Band
This chapter has been submitted as: O. Frey, E. Meier, 2010. 3D SAR Imag-
ing of a Forest Using Airborne Multibaseline Data at L- and P-Band. IEEE
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Abstract
In this paper, a time-domain back-projection based tomographic processing ap-
proach to a three-dimensional reconstruction grid is detailed, the focusing in the
third dimension being either modified versions of multilook standard beamform-
ing, robust Capon beamforming, or multiple signal classification. The focusing
methods have been applied to experimental multibaseline quad-pol SAR data
at L- and P-band acquired by DLR’s E-SAR sensor. An analysis of the focusing
performance is given for the full as well as a reduced synthetic aperture in the
normal direction. The analysis indicates that robust Capon beamforming or
multiple signal classification by using a reduced number of baselines can indeed
deliver a similar focusing performance as multilook beamforming using the full
aperture, however, at the cost of sacrificing the polarimetric channels’ phase
information. Thus, it is supposed that for a localization of the main scatter-
ing sources, e.g., for ground detection at P-band, one of the superresolution
techniques can be used with a reduced synthetic aperture. In addition, tomo-
graphic images of a partially forested area, including a three-dimensional voxel
plot that visualizes the unprecedented level of detail of the tomographic image,
are shown.
4.1 Introduction
Tomographic imaging using multibaseline (MB) synthetic aperture radar (SAR)
data extends the two-dimensional imaging capabilities of conventional SAR to
86 O. Frey and E. Meier
the third dimension by forming a synthetic aperture in two dimensions, the az-
imuth direction and the normal direction (orthogonal to both, azimuth direction
and the line of sight). In a single SAR image multiple back-scattering elements
distributed along the normal direction are projected to the two-dimensional
slant-range plane and can therefore not be resolved. PolInSAR techniques [1]
already provide a means to discriminate the phase centers of different scatter-
ing mechanism in the normal direction from a fully polarimetric single-baseline
dataset. However, the approach is limited to cases where no more than one
scatterer with the same scattering mechanism occurs or where no generally dis-
tributed scattering mechanisms are present.
By tomographic processing of MB SAR data, however, different scatterers—
with whatever scattering mechanisms—that lie within the same range distance
in conventional SAR images are no longer inseparable. This property can be
exploited for the reconstruction of volumetric structures that are semitranspar-
ent to microwaves and that are subject to volume scattering, such as forested
areas, as well as for a more detailed imaging of built-up areas and mountainous
regions, which exhibit a high percentage of layover regions.
4.1.1 Previous Work/State of the Art
Tomographic processing of experimental airborne SAR data by means of con-
ventional Fourier beamforming—also termed the spectral analysis (SPECAN)
method, which consists of a deramping step followed by a fast Fourier transform
(FFT)—has been demonstrated by Reigber and Moreira [2]. However, airborne
SAR tomography using FFT-based focusing in the normal direction is affected
by unsatisfactory imaging quality as a consequence of sparse sampling and ir-
regular distribution. It has been shown already in [3] that time-domain based
beamforming in the normal direction is less susceptible to irregular sampling
than FFT-based methods. In recent years, a number of approaches in order to
improve the quality of tomographic SAR imaging have been proposed: In [4],
an approach similar to the SPECAN method is pursued, the difference being
that the FFT is replaced by the Capon beamformer. Fornaro et al. [5] tackled
the problem by casting it into a linear inverse problem framework, in particular,
using the singular value decomposition (SVD) in order to analyze the amount
of independent information. Further, a priori information about the extent of
illuminated scene is included in order to stabilize the inversion. The approach
was tested using spaceborne SAR data. In [6], a method called linear minimum
3D SAR Imaging of a Forest Using MB Data at L- and P-Band 87
mean square error (LMMSE) focusing is proposed which, unlike the SPECAN
or SVD method, accounts for the fact that the baselines generally suffer from
miscalibration.
Beamforming techniques such as the Capon beamformer [7] and multiple signal
classification (MUSIC) [8] provide superresolution, a property which allows for
still achieving a high resolution of the tomographic image and good side lobe
suppression in spite of using only a shorter synthetic aperture or in spite of
the presence of irregular and sparse sampling, respectively. While the MUSIC
algorithm possesses an inherent robustness against steering vector errors, as has
been shown in [9], in the case of the Capon beamformer, an improved resolution
and a better reduction of the side lobes can either be obtained if the steering
vector is calibrated perfectly, or, if the Capon beamformer is extended in such a
way that the unknown true steering vector a is estimated along with the power,
a method termed robust Capon beamforming (RCB) [10]. In [11], MUSIC
beamforming is used for tomographic focusing and a method to estimate the
dimension of the signal subspace based on the prolate spheroidal wave functions
is proposed with the aim to determine the minimum number of baselines needed
for tomographic focusing.
A method that aims at a unified framework including model-based, model-free,
and hybrid approaches for simultaneous tomographic imaging and separation
of scattering mechanisms based on fully-polarimetric MB SAR data was intro-
duced in [12]. It is based on the assumption that the data covariance matrix
can be represented as a sum of Kronecker products (SKP) of a polarimetric
signature matrix and a structure matrix. Experimental results at P-band of
a forest test site in Sweden also obtained by the E-SAR system with a chirp
bandwidth reduced to 30MHz and an estimation window size of 50m × 50m
(ground range, azimuth) for the sample coherence matrix have been presented
including Capon-based tomographic imaging of different polarimetric channels
and isolated scattering mechanism.
In [13], a so-called sector interpolation approach is investigated by means of
simulated data in order to reconstruct a set of uniform baselines based on a
priori information on the potential location of the scattering sources.
The TDBP-based approach that is presented in this paper, although using a
different framework, also makes use of that a priori information by processing
the data to a 3D reconstruction grid at a known location followed by a recal-
ibration of the data to an evenly-spaced set of baselines. The motivation to
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process the data entirely in the time domain is driven by the need to achieve
maximal focusing quality for both, L- and P-band MB data sets. Our TDBP-
based implementation has proven to yield excellent imaging results even in case
of atypical acquisition geometries [14]. In [15, 16], first tomographic images
at P-band obtained from an airborne MB data set have been presented using
the TDBP method to produce three-dimensional single-look tomograms of a
forested area. Despite of having achieved a good focusing performance in terms
of resolution, the suppression of anomalous side lobes and ambiguous targets
was unsatisfactory supposedly due to single-look focusing in the normal direc-
tion.
4.1.2 Aim of This Paper
In this paper, a modified time-domain tomographic processing approach is pur-
sued to obtain a three-dimensional image of a partially forested area: namely,
a combination of standard TDBP processing for azimuth focusing and time-
domain multilook-based methods for tomographic focusing in the normal di-
rection. Two airborne MB data sets, at L- and P-band [see Table 4.1, p. 102]
are used as experimental data to examine the performance of the different al-
gorithms. In particular, the emphasis of this paper is on:
• A detailed description and derivation of the focusing algorithms. A com-
mon formulation is given for the three approaches: multilook beamforming
(MLBF), RCB, and MUSIC beamforming. The time-domain based MLBF
and the RCB methods are both non-parametric methods for direction of
arrival estimation, i.e., they make no assumption about the covariance
structure of the data [17], whereas the MUSIC method is a parametric
approach in the sense that the number of scattering sources is assumed to
be known.
• Assessing the tomographic focusing performance on the basis of the im-
pulse response obtained from an in-scene corner reflector and analyzing
the imaging capabilities at the two frequencies, L- and P-band, the imag-
ing technique applied for tomographic focusing (MLBF, RCB, MUSIC),
as well as, the full and a reduced synthetic aperture in normal direction.
• In addition, a three-dimensional representation as well as vertical slices
of the polarimetric tomographic image are given in order to illustrate the
high level of detail that is accomplished.
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In an attempt to keep separate signal processing issues concerned with tomo-
graphic imaging, on the one hand, and the analysis of the resulting data prod-
ucts, on the other hand, this paper is restricted to the imaging part. A thorough
analysis of the fully polarimetric MB data including vertical back-scattering
profiles for the polarimetric channels and polarimetric decompositions thereof,
and comparisons with respect to cross-reference and ground truth data will be
treated in a separate paper.
The structure of this paper is as follows. In Section 4.2, the underlying data
model and the TDBP processing strategy to a three-dimensional reconstruction
grid is presented. All three tomographic focusing methods, MLBF, RCB, and
MUSIC beamforming are explained in detail. In Section 4.3, the airborne MB
SAR experimental data is described. The results Section 4.4 contains an analysis
of the focusing performance and the tomographic images obtained by processing
the two MB data sets with the three different beamforming techniques. The
results are discussed in Section 4.5, and eventually, conclusions are drawn in
Section 4.6.
4.2 Data Model and Focusing Methods
In Fig. 4.1, a MB flight pattern is depicted representing a typical airborne case
where motion deviations from ideally linear and parallel flight tracks are present.
In addition, the three-dimensional reconstruction grid to which the data are
focused within the pursued TDBP processing scheme is depicted. There are
K individual flight tracks flown in an, ideally, parallel fashion. The vector
y(z0, rg0, a0) contains the demodulated azimuth focused signals from K flight
tracks at position (z0, rg0, a0) of the reconstruction grid. In general, the signal
vector y is:
y(z, rg, a) = [y1(z, rg, a) . . . yK(z, rg, a)]
T (4.1)
where rg is the ground range position, a is the azimuth position, and z indicates
the height within the imaged volume.
This representation of the signal vector is given with respect to the coordinate
system of the three-dimensional reconstruction grid. For the sake of readabil-
ity, the horizontal positioning (rg and a) of the data vector is omitted in the
following. Hence, y(z) is the signal for a specific voxel at height z.
In the following, the signal model is detailed from the point of view of how the
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m = 1
...
...
...
m = K
...
with ϕm(z) = −2kc(rm(z)− r1(z)), m = 1, ..,K; and a
signal vector y(z):
y(z) = [y1(z) ... yK(z)]
T , (9)
the focused signal v(z) of eq. (7) can be written as:
v(z) = aH(z)y(z) . (10)
Then, the power image PT (z) = |v(z)|2, or rather the
focused signal obtained from TDBP processing for a cer-
tain ground-range azimuth position on a horizontal layer at
height z is:
PT (z) = |v(z)|2 = |aH(z)yz|2 (11)
= aH(z)yzyzHa(z) (12)
= aH(z)
(
Rˆy(z)
)
N=1
a(z) . (13)
(14)
yzyzH corresponds to the sample covariance matrix
Rˆy(z) eq. (6) for the case where the number of looks
N = 1.
So, there is one difference with respect to the only differ-
ence being that in our TDBP-based processing scheme a
new covariance matrix Rˆy(z) is calculated for each hori-
zontal layer at height z of the reconstruction grid.
IMPORTANT:
In our approach, the SAR data from the K different flight
tracks are focused directly on a set of vertically displaced
reconstruction grids.
So, given a back-scatterer located at height z = Z and
non-linear airborne flight tracks, it will be reconstructed
best for all K flight tracks – in terms of azimuth focusing
– when it is focused on the horizontal layer at the correct
height z = Z.
And as a consequence, the azimuth-focused signals from
the K flight tracks are more similar at a particular ground-
range azimuth coordinate at the correct height z = Z than
for all other heights z "= Z.
This is the motivation to calculate the sample covariance
matrix Rˆy(z) separately for each height z.
And this is, besides the different azimuth focusing tech-
nique, the main difference to the processing approach pro-
posed by Lombardini et al. [2] for Capon beamforming.
(DIES GILT ES ZU ZEIGEN ANHAND EINES
SIMULIERTEN DATENSATZES!!! z.B. simulierter Re-
flektor Bossikon, aber auch mit echten Daten von Bossikon
waere es zu pruefen)
2.3.1 Multi-look standard beamforming
There are several possibilities in terms of improving the
the focusing quality and the sidelobe level of the tomo-
graphic image while maintaining the time-domain focus-
ing scheme to a 3D reconstruction grid.
A proximate step towards a more better estimation of the
tomographic signal is processing the data to N indepen-
dent and identically distributed looks, however, at the ex-
pense of the resolution in range and azimuth. This would
correspond to the standard beamfo ming approach where
the sample covariance matrices, which are calculated for
each look, are averaged as in eq. (6): But, as explained
before, this procedure is repeated for each horizontal layer
of the reconstruction grid:
aH(z)
(
Rˆy(z)
)
a(z) (15)
2.3.2 Multi-look Capon beamforming
In a very similar way the Capon beamforming can be ap-
plied within our time-domain 3D focusing approach:
PˆC(z) =
1
aH(z)Rˆy(z)
−1
a(z)
(16)
In contrast to standard beamforming – and time domain
back-projection – the Capon approach is data-dependent
[7] and attenuates the
Stoica et al. [7], p.291, says that standard beamforming
is only consistent under the assumption of one source. In
case of several sources the estimate obtained from beam-
forming are inconsistent.
3 Summary of the Combined TDBP
and Multi-looking processing
scheme
• As we did in case of TDBP processing in azimuth
and in the normal direction, as proposed in [5], we
still process the data to a number of predefined (hor-
izontal) layers on the height z. But, since for Capon
beamforming we actually have to calculate the sam-
ple covariance matrix Rˆyz the data are demodulated
after the TDBP-based azimuth focusing to the vari-
ous layers. We also keep track of the range distances
used for demodulation, because we need these in or-
der to build the appropriate steering vectors.
• Lombardini et al. [2], apply the Capon beamforming
in normal direction after having processed the data
by ECS and a having co-registered the focused data
sets from the K flight tracks to a common geome-
try. So, they only calculate one sample covariance
matrix Rˆy in this co-registered range-azimuth ge-
ometry.
• In contrast to Lombardini et al. [2], we process di-
rectly to several (horizontal) layers and we therefore
also calculate a sample covariance matrix Rˆyz for
each layer on height z. Rˆyz is calculated from the
y(z0, rg0, a0) = [y1(z0, rg0, a0) ... yK(z0, rg0, a0)]
T
z = z0
rg
a
rg0
a0
y(z0, rg0, a0)
Figure 4.1: Tomographic acquisition scenario and the three-dimensional reconstruction grid.
y(z0, rg0, a0) is a vector containing the azimuth focused signals from K flight tracks at position
(z0, rg0, a0) of the reconstruction grid rg is the ground ange, a is the azimuth direction, and z
indicates the height within the imaged volume.
backscattering sources contribute to the measured signal. The original signal s
by a particular source (back-scattering element) is
s = αeiφ, (4.2)
where α and φ are the amplitude and the phase of s, respectively. So the
complex demodulated signal vector y for that particular source s yields
y = as+ e (4.3)
where a = [1 eiϕ2 . . . eiϕK ]
T
is called the steering vector with ϕm = −2kc(rm−r1),
m = 1 . . . K; kc is the central wavenumber and rm is the range distance from
the b ckscattering element to the m-th sensor position, e = [e1 . . . eK ]
T denotes
uncorrelated noise. y and e are assumed to be zero-mean complex Gaussian
distributed with covari nce matrices R = yyH and σ2I, respectively; (.)H stands
for the c mplex conjugate transpose of a matrix and I is the identity matrix.
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Thus, for p sources the signal vector y, which represents the signal impinging on
the individual across-track positions (repeat-pass flight tracks) of the antenna
array synthesized in the normal direction becomes
y =
[
a1 . . . ap
] s1...
sp
+ e = As + e. (4.4)
4.2.1 Multilook Standard Beamforming (MLBF) and the One-Look
Special Case
The TDBP tomographic focusing scheme presented in [16] can be written as
follows:
v(z) =
K∑
m=1
ym(z) · ei2kc(rm(z)−r1(z)) , (4.5)
where v(z) is the focused signal at height z (for a specific ground-range/azimuth
position), K is the number of flight tracks that build the tomographic pattern,
ym(z) is the azimuth-focused signal from flight track m for that specific ground-
range/azimuth pixel focused to a reconstruction grid at height z. kc is the central
wavenumber and rm(z) is the closest range distance between the source at height
z and the m-th flight track. There are two modifications in the notation of
eq. (4.5) compared with the formulation in [16]. The first modification is that
the focused data are demodulated with respect to a master track m = 1 and,
the second, that the range distance multiplication is assumed to be included in
the term ym(z).
Adopting the TDBP focusing approach to a three-dimensional reconstruction
grid the back-scattering sources are found by scanning through the vertical
component of the 3D grid. For this reason, all the data and steering vectors are
given with respect to the coordinate system of the reconstruction grid (z, rg, a),
however, omitting the ground range and the azimuth coordinates for the sake
of readability.
Using the following two vector notations, a steering vector a(z):
a(z) = [1 eiϕ2(z) . . . eiϕK(z)]
T
, (4.6)
with ϕm(z) = −2kc(rm(z)− r1(z)), m = 1, .., K; and a signal vector y(z):
y(z) = [y1(z) . . . yK(z)]
T , (4.7)
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the focused signal v(z) of eq. (4.5) can be written as:
v(z) = aH(z)y(z) . (4.8)
Then, the power image PˆT (z) = |v(z)|2, i.e., the focused signal obtained from
TDBP processing for a certain ground-range azimuth position on a horizontal
layer at height z is:
PˆT (z) = |v(z)|2 = |aH(z)y(z)|2 (4.9)
= aH(z)y(z)y(z)Ha(z) (4.10)
= aH(z)
(
Rˆ(z)
)
N=1
a(z) . (4.11)
y(z)y(z)H corresponds to the sample covariance matrix Rˆ(z) of the standard
beamformer [17] in the case where the number of looks N = 1:
Rˆ(z) =
1
N
N∑
n=1
y(n, z)yH(n, z) (4.12)
In other words, the power image after time-domain back-projection processing
can be interpreted as the standard beamforming method for the single-look case
N = 1.
There are several possibilities in terms of improving the focusing quality and
the side lobe level of the tomographic image while maintaining the time-domain
focusing scheme to a 3D reconstruction grid.
A proximate step towards a better estimation of the tomographic signal is pro-
cessing the data to N looks, which are assumed to be independent and identi-
cally distributed. However, multilooking is at the expense of the resolution in
ground range and azimuth. Processing multiple looks in the time-domain cor-
responds to the standard beamforming approach where the sample covariance
matrices, which are calculated for each look, are averaged as in eq. (4.12):
PˆB(z) = a
H(z)Rˆ(z)a(z) (4.13)
Compared to the usual formulation of beamforming [4,17] there is one substan-
tial difference with respect to how the focusing in normal direction is carried
out: In our TDBP-based processing scheme a new covariance matrix Rˆ(z) is
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calculated for each horizontal layer (distinguished by the height z) of the re-
construction grid. Recall, that within our approach, the SAR data from the K
different flight tracks are focused and thereby coregistered on a three dimen-
sional reconstruction grid. So, given a back-scatterer located at height z = z0
and non-linear airborne flight tracks, a target will be reconstructed best for all K
flight tracks – in terms of azimuth focusing – when it is focused on the horizontal
layer at the correct height z = z0. And as a consequence, the azimuth-focused
signals from the K flight tracks should be more similar at a particular ground-
range azimuth coordinate at the correct height z = z0 than for all other heights
z 6= z0. This is the motivation to calculate the sample covariance matrix Rˆ(z)
separately for each height z and this is also, besides the different azimuth focus-
ing technique, the difference to the deramp and FFT (SPECAN) beamforming
approach proposed by Reigber et al. [2].
4.2.2 Multiple Signal Classification (MUSIC)
The key idea behind the MUSIC algorithm [8] is to provide an estimate of the
location of the p sources (back-scattering elements) based on a separation of
the K-dimensional data space (4.17) into two subspaces, a signal space S and
a noise space G, which are derived from the eigendecomposition of the sample
covariance matrix R.
In the following, the MUSIC pseudospectrum estimator is derived from the
signal model given in (4.2) – (4.4) which yields the following covariance model
R = E
{
yyH
}
= APAH + σ2I ; P =
α21 0. . .
0 α2K
 (4.14)
The matrix APAH has rank p (number of sources) and therefore APAH has
p positive eigenvalues and the remaining (K − p) eigenvalues are zero. After
calculating the eigenvalue decomposition of the covariance matrix R
R = UΓUH , (4.15)
where U = [u1 . . .uK ] contains the eigenvectors corresponding to the eigenvalues
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contained in the diagonal matrix Γ,
Γ =

γ1 0 . . . . . . 0
0 . . . 0 . . .
...
... 0 γp 0
0 γp+1 0
...
... 0 . . . 0
0 . . . . . . 0 γK

(4.16)
with the eigenvalues γm = γ
APAH
m + σ
2 of R sorted in non-increasing order the
following relationship holds [17]{
γm > σ
2 for m = 1, . . . , p
γm = σ
2 for m = p+ 1, . . . , K
. (4.17)
The signal space is spanned by the matrix
S = [u1 . . .up] (4.18)
where um,m = 1 . . . p are the orthonormal eigenvectors corresponding to the
p largest eigen-values γ1 . . . γp. Analogously, the noise space is spanned by the
matrix
G = [up+1 . . .uK ] . (4.19)
Then, the following relationships hold
U = [S G] ,SHS = I,GHG = I, (4.20)
and, in particular, the two sub-spaces spanned by S and G are orthogonal:
SHG = 0, (4.21)
and since the eigenvectors um are orthonormal
SSH + GGH = I. (4.22)
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Right-hand multiplying G to both sides of (4.15) and using U = [S G] yields
RG = UΓUHG (4.23)
=
[
S G
]
Γ
[
SH
GH
]
G (4.24)
and using (4.20) and (4.21)
=
[
S G
]
Γ
[
0
I
]
(4.25)
=
[
S G
] 
0γp+1 0. . .
0 γK

 (4.26)
= G
γp+1 0. . .
0 γK
 = σ2G. (4.27)
The last equation in (4.27) holds due to (4.17). Right-hand multiplying G to
both sides of (4.14) yields
RG = APAHG + σ2G. (4.28)
Combining (4.23), (4.27) and (4.28) yields
APAHG + σ2G = σ2G (4.29)
APAHG = 0, (4.30)
and since the matrix AP has full column rank K
AHG = 0. (4.31)
Equation (4.31) is satisfied if
aHGGHa = 0 (4.32)
holds for all p source locations. In practice, the p back-scattering elements are
found at the p dominant peaks of the following function
PMU =
1
aHGGHa
, (4.33)
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by scanning through an array of discrete potential locations. PMU is also called
the pseudo-powerspectrum.
The MUSIC algorithm [8] is a model based spectral estimator in the sense
that the number of sources must be known. Thus, in practice, the unknown
number of sources have to be determined. In general, the rank of the sample
covariance matrix, determined based on a SVD and an appropriate threshold,
is an estimator for the number of sources that span the signal space. In this
paper a heuristic approach also applied by [11] is followed in order to choose the
number of sources that are displayed: only the eigenvalues that are greater than
ten percent of the largest eigenvalue are considered as back-scattering sources
that form the signal subspace.
The individual steps to compute the MUSIC-based tomograms are:
1. Calculate the sample covariance matrix Rˆ(z) at each location.
2. Calculate the eigen-decomposition of the sample covariance matrix
Rˆ = UΓUH (4.34)
3. Permute the matrices such that the eigenvalues in Γ are sorted in non-
increasing order: γ1 ≥ γ2 ≥ . . . ≥ γK ; the matrix of eigenvectors U is
adjusted accordingly.
4. Set a threshold for the eigenvalue that separates the signal- and the noise-
subspace, respectively.
5. Estimate the locations of the sources in the vertical direction by scanning
through the reconstruction grid.
PˆMU(z) =
1
aH(z)G(z)GH(z)a(z)
(4.35)
4.2.3 Robust Capon Beamforming (RCB)
In a similar way, Capon beamforming can be applied within the time-domain
3D focusing framework. After matrix inversion of the sample covariance matrix
Rˆ(z) the Capon estimated power PˆC is obtained for each layer on height z:
PˆC(z) =
1
aH(z)Rˆ(z)
−1
a(z)
(4.36)
3D SAR Imaging of a Forest Using MB Data at L- and P-Band 97
Lombardini et al. [4] have proposed to include diagonal loading when building
the sample covariance estimate Rˆ(z).
Beamforming techniques such as MUSIC and the Capon beamformer provide
superresolution, a property which allows for still achieving a high resolution of
the tomographic image in spite of using only a shorter synthetic aperture — or,
equivalently in case of beamforming in the normal direction, a lower number of
flight tracks.
While the MUSIC algorithm possesses an inherent robustness against steering
vector errors, as has been shown in [9], in the case of the Capon beamformer,
an improved resolution and a better reduction of the side lobes can either be
obtained if the steering vector is calibrated perfectly, or, if the Capon beam-
former is extended in such a way that the unknown true steering vector a is
estimated along with the power PC .
Li et al. [18] and Stoica et al. [10] have proposed such a robust version of the
Capon beamformer that can still be solved in an efficient manner. Their ap-
proach has been adopted in this paper for robust Capon beamforming and shall
be explained here in some detail. The main idea behind this robust technique
is, that the true steering vector a is unknown, but the additional information is
given that a belongs to the following uncertainty ellipsoid
(a− a¯)HC−1(a− a¯) ≤ 1, (4.37)
where a is the actual steering vector to be estimated and a¯ is the measured
steering vector. The robust Capon beamformer is found by solving the following
expression [18]
max
a,PC
PC subject to R− PCaaH (4.38)
(a− a¯)HC−1(a− a¯) ≤ 1. (4.39)
Using (1) the fact that PC =
1
aHR−1a maximizing PC is equivalent to minimizing
aHR−1a, and (2) assuming that a = 0 is not part of the uncertainty ellipsoid —
i.e. the solution to a will lie on the boundary of the ellipsoid — and further (3)
as there is not sufficient a priori information about the variance of the individual
components of the steering vector the covariance matrix C is set to C = I the
estimation problem reduces to the following quadratic problem with a quadratic
equality constraint
min
a
aHR−1a subject to ‖a− a¯‖2 = . (4.40)
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The expression (4.40) can then be solved efficiently by using the Lagrange mul-
tiplier approach
F (a, λ) = aHR−1a + λ ·
(
‖a− a¯‖2 − 
)
. (4.41)
Taking the derivative of F (a, λ) with respect to a and setting δF (a,λ)δa = 0 yields
R−1a + λ · (a− a¯) = 0, (4.42)
and eventually
a =
(
R−1
λ
+ I
)−1
a¯. (4.43)
Equivalently, δF (a,λ)δλ = 0 yields the original quadratic equality constraint:
‖a− a¯‖2 −  = 0. (4.44)
Using the Woodbury matrix identity
(A + UCV)−1 = A−1 −A−1U(C−1 + VA−1U)−1VA−1 (4.45)
and assuming U = I, V = I, A = I, and C = 1/λ ·R−1 (4.45) becomes(
R−1
λ
+ I
)−1
= I− (λR + I)−1 (4.46)
and thus the term in (4.43) can be written as
a = a¯− (λR + I)−1a¯. (4.47)
Using (4.47) in (4.43) and (4.43) in (4.44) yields
‖(I + λR)−1a¯‖2 = . (4.48)
The eigenvalue decomposition of R is
R = UΓUH (4.49)
where U = [u1 . . .uK ] is the matrix of eigenvectors um,m = 1 . . . K, and the di-
agonal elements of the diagonal matrix Γ contain the corresponding eigenvalues
γ1 ≥ γ2 ≥ . . . ≥ γK . Additionally, setting
b = Ua¯ (4.50)
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the left-hand side of (4.48) can be rewritten as
‖(I + λR)−1a¯‖2 = a¯H[U(I + λΓ)UH]−2a¯ (4.51)
= a¯HU(I + λΓ)−2UH a¯ (4.52)
= bH(I + λΓ)−2b (4.53)
=
K∑
m=1
|bm|2
(1 + λγm)2
= . (4.54)
It can be shown [17] that there is a unique solution to (4.54) within the interval
[λlow, λup], where
λlow =
‖a¯‖ − √
γ1
√

, (4.55)
and
λup =
‖a¯‖ − √
γK
√

. (4.56)
Eventually, the computation of the robust Capon beamformer consists of the
following steps:
1. Determine the eigen-decomposition of the sample covariance matrix R
R = UΓUH (4.57)
and set
b = UH a¯. (4.58)
2. Solve
K∑
m=1
|bm|2
(1 + λγm)2
=  (4.59)
for the Lagrange multiplier λ, given the fact, that there is a unique solution
in the interval [λlow, λup].
3. Calculate an estimate of the unknown steering vector a
a = a¯−U(I + λΓ)−1b. (4.60)
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4. Using the knowledge that the true steering vector satisfies the condition
aHa = K the estimated power finally yields [17]
PC =
aHa
KaHUΓ−1UHa
. (4.61)
The term a
Ha
K is necessary to get rid of a scaling ambiguity in the signal
covariance term PCaa
H of (4.38) in the sense that each pair PC/µ,
√
µa,
for any µ > 0, yields the same covariance term [17].
4.2.4 A Few Comments on the Processing Approach
Since for MLBF, RCB, and MUSIC beamforming the sample covariance matrix
Rˆ(z) has actually to be calculated the data are demodulated after the TDBP
azimuth focusing to the various layers. It is further necessary to keep track
of the range distances at the closest point of approach used for demodulation.
They are needed to build the appropriate steering vectors.
Lombardini et al. [4], for instance, applied Capon beamforming for tomographic
focusing after having processed the data by the extended chirp scaling algorithm
and after having coregistered the focused data sets from the K flight tracks to
a common geometry. They calculated one sample covariance matrix Rˆ for a
certain pixel in this coregistered range-azimuth geometry, therefore, Rˆ does not
depend on the height z. In contrast, within the approach presented here, the
data are processed onto several (horizontal) layers and, in particular, a sample
covariance matrix Rˆ(z) is calculated at each point on the reconstruction grid for
each layer on height z. So, a data vector yz(n, z) is set up for each height z and
for each look. Rˆ(z) is then calculated from the demodulated K data sets on a
particular height z. The high geometric fidelity that is maintained by following
this time-domain approach has the potential to lead to an improved focusing
quality, and eventually, a higher level of detail of the tomographic images.
The TDBP processing of the data to the reconstruction grid was performed as
described in [14].
4.2.5 A Note On Baseline Calibration
In the following, the processing approach used for baseline calibration is given.
Although each data track is processed in the time domain based on the original
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Figure 4.2: Tomographic acquisition patterns: (a) P-band, 11 MB tracks + 1 control track; (b)
L-band, 16 MB tracks + 1 control track. The flight directions are from east to west and the
sensors are left-looking. In addition to the actual flight tracks, their projections to the horizontal
plane and to the northing-height plane are depicted.
flight path, the data is reassigned to a common azimuth direction for all flight
tracks as detailed below:
1. Calculation of a linear approximation of each flight track by fitting the
linear flight track model to the measured antenna positions in 3D space
in a total least squares sense (also termed orthogonal regression).
2. A common azimuth direction is then determined by averaging the direction
vectors of the individual linearized flight tracks.
3. Based on the common azimuth direction the 3D reconstruction grid is
built in an azimuth/ground-range/height layout [see Fig. 4.1, p. 90].
4. Time-domain back-projection processing of all data sets using the original,
measured antenna positions onto the 3D reconstruction grid. For each
data point the range distance rDC corresponding to the Doppler centroid
frequency fDC is stored.
5. Then, the 2D-focused SAR data sets are reassigned to the common az-
imuth direction to ensure a unified geometry and zero Doppler annotation
before tomographic focusing. To this end, a phase multiply ei4pi/λ(rDC−rPCA)
is applied to each data point on the reconstruction grid, where rDC is the
range distance corresponding to the Doppler centroid frequency fDC and
where rPCA is the range distance at the point of closest approach (PCA).
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6. Eventually, the remaining global phase offsets between the individual
tracks of the tomographic data set are removed.
4.3 Description of the Experiment
4.3.1 Experimental Set-Up for SAR Tomography
Two fully polarimetric MB data sets—an L-band and a P-band data set—of a
partially forested test site in Switzerland have been acquired by the German
Aerospace Center’s E-SAR system, in September 2006. In Fig. 4.2(a) and Fig.
4.2(b), respectively, the geometric configurations of the actual flight tracks for
both tomographic data sets, P- as well as L-band, are shown. In addition to the
flight tracks their projections to the horizontal plane and to the northing-height
plane are also depicted. Both MB data takes were completed by a control track
which has the same nominal flight geometry as the first track.
In both cases, the tracks of the tomographic pattern were flown in an interleaved
manner. The flight directions are from east to west and both sensors are left-
looking.
P-band L-band
Carrier frequency 350 MHz 1.3 GHz
Chirp bandwidth 70 MHz 94 MHz
Sampling rate 100 MHz 100 MHz
PRF 500 Hz 400 Hz
Ground speed 90 m/s 90 m/s
No. of data tracks 11+1 16+1
Nominal track spacing dn 57 m 14 m
Horizontal baselines 40 m 10 m
Vertical baselines 40 m 10 m
Synthetic aperture in normal di-
rection L
570 m 210 m
Nominal resolution in normal
direction δn
3 m 2 m
Approx. unambiguous height H 30 m 30 m
Table 4.1: E-SAR system specifications and nominal parameters of the tomographic acquisition
patterns for both multibaseline data sets at P-band and L-band.
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The P-band MB data set was acquired within one air mission, the maximal time
span between the first and the last track being approximately 2 h. The large
number of baselines of the L-band MB data set required two separate missions,
flown on the same day which resulted in a maximal time span of approximately
4.5 h between the first track of the first mission and the ultimate track of the
second mission.
In Table 4.1 the sensor specifications and a summary of the parameters which
characterize the tomographic data sets are given. Note that the chirp bandwidth
had to be reduced to 70MHz for the P-band sensor to prevent interference of the
radar signal with existing RF communication services within the band 390-395
MHz. The nominal chirp bandwidth would be 94 MHz for both L- and P-band.
In addition, a total number of eight corner reflectors were deployed within the
area and their position has been measured by carrier-phase differential GPS.
4.3.2 Cross-Validation Data
An accurate digital elevation model (DEM) of 1m x 1m pixel spacing derived
from airborne laser scanning (ALS) is used (Falcon II, Toposys GmbH) for a
comparison of the ground level and a digital surface model (DSM) acquired by
the same sensor is also at hand indicating the vegetation cover.
The airborne laser scanning data were acquired in spring of 2003. It has to be
assumed that the deciduous trees were mostly transparent to the laser signal
and, therefore, do not appear in the ALS-derived DSM—on the other hand,
the forest within the test site is dominated by evergreen coniferous trees (about
80%). Nonetheless, the DSM has been manually updated using two additional
data sets: another ALS-derived data set from summer 2002 was utilized in
order to manually correct for the missing deciduous trees, and airborne ortho-
images acquired in the summer of 2006 were used to manually mask additional
clear-cuts.
4.4 Results
4.4.1 Analysis of the Impulse Response
In the following, the basis for a comparison of the focusing quality in the normal
direction is given by means of an analysis of the different impulse responses
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Figure 4.3: Impulse responses obtained from an in-scene trihedral reflector using three different
approaches to focus the MB data in the normal direction: multilook standard beamforming,
robust Capon beamforming, and MUSIC beamforming. (a) L-band, full synthetic aperture (16
adjacent tracks), (b) L-band, reduced synthetic aperture (8 adjacent tracks), (c) P-band, full
synthetic aperture (11 adjacent tracks). (d) P-band, reduced synthetic aperture (6 adjacent
tracks).
obtained by varying the parameters listed subsequently:
1. Focusing technique: MLBF, RCB, and MUSIC beamforming.
2. Full and reduced (half) length of the synthetic aperture in the normal
direction.
3. Frequency: L-band and P-band MB data.
3D SAR Imaging of a Forest Using MB Data at L- and P-Band 105
Figure 4.4: Tomographic image (3D voxel plot) of a partially forested area obtained from com-
bined TDBP and MUSIC beamforming of polarimetric airborne repeat-pass multibaseline SAR
data at L-band. For visualization purposes each channel has been scaled individually. Red (HH),
green (HV), blue (VV). Low intensity = high transparency of the voxel. Beneath, a 1:5000-scale
digital map of the same area, warped on a DEM obtained by ALS, is shown to give a comparative
picture of the outer boundaries of the forested area, the underlying terrain, and additional fea-
tures, such as forest roads, for instance. Map reproduced by permission of the Cantonal Office
of Spatial Planning and Surveying, Zurich (20100019).
The respective impulse responses as a function of the relative distance in the
normal direction are shown in Fig. 4.3. The impulse responses have been mea-
sured based on an in-scene trihedral reflector (RCSdB = 22.13 dB·m2 at L-band,
RCSdB = 10.74 dB ·m2 at P-band).
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4.4.2 Tomographic Images
Fig. 4.4 depicts a three-dimensional voxel plot representation of the partially
forested area under study obtained from combined TDBP and MUSIC beam-
forming of the polarimetric MB SAR data at L-band using the full synthetic
aperture in normal direction. The polarimetric channels HH (red), HV (green),
and VV (blue) are given in an RGB color scheme scaled by a transparency value
to represent the signal intensity. A very detailed picture of the forest is obtained
as can be readily verified qualitatively when comparing the tomography data
with the detailed map, below in Fig. 4.4. Even details, such as small forest
roads, are well visible as gaps in the canopy cover.
In Fig. 4.5, samples of a vertical tomographic slice through the 3D volume are
given as they are obtained from processing the L-band MB data using the three
different approaches MLBF, RCB and MUSIC beamforming. The vertical pro-
files are in south-northern direction. On the left-hand side (a), the tomographic
slices are depicted for MLBF (top), RCB (middle), and MUSIC(bottom); the
greyed areas indicate the ambiguous target regions. On the right-hand side (b),
the tomographic images being one meter offset in easting direction from the
ones in (a) are shown overlaid by the DEM (solid red line) and the DSM (solid
green line) from ALS. This enables a qualitative discussion about the imaging
capabilities and the fidelity relative to the laser scanning data as well as advan-
tages and disadvantages of the processing approaches. A detailed analysis of
the fully polarimetric tomographic data products and comparisons with respect
to cross-reference and ground truth data is out of the scope of this paper, which
focuses on the actual imaging of the MB data, and will, therefore, be given in
a separate paper. Analogously as in Fig. 4.5, the vertical tomographic slices of
the focused P-band MB data are given in Fig. 4.6.
4.5 Discussion
4.5.1 Analysis of the Impulse Response
Compared to MLBF both superresolution techniques, RCB and MUSIC beam-
forming, deliver a much improved suppression of the side lobes in all cases, the
full and the reduced synthetic aperture as well as at both frequencies. Further,
RCB and MUSIC are able to maintain a high resolution also for the reduced
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Figure 4.5: Vertical slices through a 3D volume of a forested area obtained from a polarimetric
multibaseline L-Band data set using all (16) data tracks. Red (HH), green (HV), blue (VV).
Each channel has been scaled individually. Greyed areas indicate ambiguous target regions. The
tomographic slices run in south-northern direction (at easting coordinate E = 703670 m) and
are overlaid by the DEM (solid red line) and the DSM (solid green line) from ALS. Top: MLBF,
middle: RCB, bottom: MUSIC.
synthetic aperture, whereas for MLBF the resolution degrades considerably.
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Figure 4.6: Vertical slices through a 3D volume of a forested area obtained from a polarimetric
multibaseline P-Band data set using all (11) data tracks. Red (HH), green (HV), blue (VV).
Each channel has been scaled individually. Greyed areas indicate ambiguous target regions. The
tomographic slices run in south-northern direction (at easting coordinate E = 703670 m) and
are overlaid by the DEM (solid red line) and the DSM (solid green line) from ALS. Top: MLBF,
middle: RCB, bottom: MUSIC.
Using the superresolution techniques the side lobes are low (this is also visible in
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the vertical profile plot when examining the non-forested areas). The remaining
calibration errors in the steering vectors can be mitigated by using RCB or
MUSIC, which are both robust against miscalibration, and they therefore leave
the focusing quality unaffected.
4.5.2 Tomographic Images
A tomographic 3D voxel image of a forested area at an unprecedented level of
detail is obtained. For instance, gaps in the canopy due to features like small
forest roads of a width of a few meters only are clearly visible at the given
ground range azimuth resolution. Other techniques that have been proposed
in literature to characterize forest by either SAR tomography or PolInSAR
approaches work with an averaging at a completely different scale (Tebaldini
[12], for instance, used a 50m x 50m averaging window, corresponding to about
350 independent looks, whereas 20 looks have been applied in this work.
Firstly, it can be stated that at L-band both, the canopy layer and the ground
level are detected. Also at P-band the canopy and the ground beneath are well
separated. However, back-scattering from the crown layer occurs only sparsely
compared to the L-band data. On the other hand, the ground level is virtually
continuously detected at P-band indicating a high level of foliage-penetration.
Around the northing coordinate 236300m a strong back-scattering contribution
from the canopy of a large tree is observed in all images, at L-band and P-band.
At the respective position the DSM clearly indicates that a tree, which exceeds
the unambiguous region, is the source of this contribution. While the back-
scattering from the crown is well visible, this example also demonstrates the
limits of the experimental setup: Since the tree height exceeds the unambiguous
height for this particular case the back-scattering contribution from the crown is
ambiguously appearing again within the unambiguous imaging region and can
therefore be mixed with other, “true” targets.
The high level of detail of the tomographic images becomes obvious in a sit-
uation where a single tree is standing in a clear cut area (between northing
coordinates 238480m and 238490m). The tree is indicated by the ALS DSM
and all tomographic MB SAR images at both frequency bands. The SAR im-
ages show strong back-scattering behavior within the crown and at the ground
level.
The regions outside the forested area confirm the observation made by means
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of the point target analysis that the focusing quality is generally good for all
three methods—given their different side lobe level by default. Non surprisingly,
MLBF is the method that is the most susceptible to high anomalous side lobes
as can be observed in the tomographic images at locations where strong targets
are present.
A drawback in all 3D images is certainly the given unambiguous height of 30m
in normal direction, which leads to incorrect imaging of large trees: the tree
top is mixed with the response from the ground or even the lower part of the
canopy. This is a generic problem that is due to the mission design which is a
trade-off between a number of factors. Most importantly, the idea was to obtain
a useful resolution in normal direction also for the MLBF case, given a limited
number of flight tracks.
4.6 Conclusion
A time-domain based tomographic SAR imaging method has been presented
that encompasses multilook standard beamforming, robust Capon beamforming
and MUSIC beamforming.
An example of a MUSIC-focused L-band MB data set, given as a three-dimen-
sional voxel plot, demonstrates the unprecedented level of detail that is achieved
compared to other methods described in literature, so far, where a lot of detail in
the range azimuth domain is lost due to excessive multilooking. In our example,
features such as gaps in the canopy can be observed at locations where the forest
is intersected by narrow roads.
With the help of an exemplary vertical profile through the 3D volume provided
for both frequencies, L-band and P-band, a qualitative impression of the high
level of detail is obtained, whereas the good focusing performance is illustrated
by means of a quantitative analysis of the impulse responses obtained from the
different processing methods and configurations. For a localization of the main
scattering sources, e.g., for ground detection at P-band, one of the superresolu-
tion techniques can be applied even with a reduced synthetic aperture in normal
direction.
For the first time, high resolution tomographic SAR images of the same forested
area have been presented at both, L-band and P-band. While the emphasis of
this paper has been on the description of a new high resolution processing
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scheme for SAR tomography and its evaluation regarding the focusing perfor-
mance as well as regarding the overall resolution and level of detail that is
accomplished, in a separate paper, a detailed analysis of the back-scattering be-
havior based on the fully-polarimetric data of both, the L-band and the P-band
data set will be given.
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5 Analyzing Tomographic SAR Data of a
Forest With Respect to Frequency,
Polarization, and Focusing Technique
This chapter has been submitted as: O. Frey, E. Meier, 2010. Analyzing To-
mographic SAR Data of a Forest With Respect to Frequency, Polarization, and
Focusing Technique. IEEE Transactions on Geoscience and Remote Sensing,
submitted, June 2010.
Abstract
Forest canopies are semi-transparent to microwaves at both, L- and P-band.
Thus, a number of scattering sources and different types of scattering mecha-
nisms may contribute to a single range cell of a SAR image. By appropriately
combining SAR data of multiple parallel flight paths, a large two-dimensional
aperture is synthesized, which allows for tomographic imaging of the three-di-
mensional structure of such semi-transparent media and the underlying ground.
A separate paper [1] deals with the actual tomographic imaging part that leads
to the three-dimensional data cube. In particular, three focusing techniques are
described and analyzed: multilook beamforming, robust Capon beamforming,
and MUSIC beamforming.
In this paper, the resulting data products obtained by tomographically focus-
ing two airborne multibaseline SAR data sets of a partially forested area, one
at L-band and another at P-band, are subject to a detailed analysis with re-
spect to the location and the type of back-scattering sources. In particular,
the following aspects are investigated: 1) The forest structure as obtained from
vertical profiles of intensities at sample plot locations within the forest is com-
pared to the height distribution of the top of the forest canopy as derived from
airborne laser scanning data. Profiles are presented for all polarimetric channels
and focusing techniques, as well as at both frequencies. 2) Type and location
of scattering mechanisms are analyzed as a function of height for the two fre-
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quencies, L- and P-band, and using the polarimetric channels, as well as Pauli-
and Cloude-Pottier-decompositions thereof. 3) The accuracy of the ground el-
evation estimation obtained from the different focusing techniques and the two
frequencies is assessed with the help of a lidar-derived digital elevation model.
5.1 Introduction
Research towards improving the knowledge about the backscattering behavior
of forests by means of synthetic aperture radar (SAR) tomography with the
eventual goal of estimating its biophysical parameters has become a major topic
within the SAR remote sensing community [2–16].
With three prospective spaceborne SAR remote sensing missions, BIOMASS
[17, 18] at P-band, Tandem-L [19, 20], and DESDynI [21], both at L-band,
which are all aimed at a global mapping and monitoring of carbon stock by
assessing the above ground biomass of forests as well as forest dynamics such
as the amount of deforestation and re-growth, these two frequency bands have
gained in importance. Establishing a good understanding of the interaction
of microwaves at L-band and P-band with vegetation, and in particular, with
forests, is a prerequisite in order to develop reliable biomass products.
As has been stated in [2, 22–24], simple back-scattering based measurement of
biomass is not feasible for dense forested areas due to saturation levels around
100 t/ha at L-band and 200 t/ha at P-band. Inevitably, additional measures,
such as the forest height (involving the extraction of the underlying terrain
height) and structural information about the forest are to be incorporated into
an improved estimation of forest biomass.
Although a number of publications treat advanced algorithms for tomographic
SAR imaging (see e.g. [25–38]) much less research has been done that actually
incorporates and evaluates real tomographic SAR data of forested areas. In par-
ticular, this is the case for P-band data. In [7], back-scattering profiles of a forest
extracted from tomographic L-band SAR data were shown and the additional
benefit of three-dimensional imaging of forests was highlighted. Excerpts of the
same L-band data set are also used in [39], where the superior performance of
the Capon beamformer with respect to SPECAN-based beamforming is demon-
strated. In [40], FFT, Capon, and MUSIC beamforming approaches based on
the deramping and spectral estimation scheme of a stack of coregistered single
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look complex images are discussed.
In September 2006, an airborne SAR campaign was flown by the German
Aerospace Center’s E-SAR system over a test site in Switzerland. Two fully
polarimetric tomographic data sets (L-band and P-band) of a partially forested
area were taken within this campaign (see Table 5.1 for the sensor specifica-
tions and a summary of the parameters which characterize the tomographic
data sets). Using this data, first tomographic images of a forest at P-band were
presented by Frey et al. [11,12]. The HH polarization channel of the multibase-
line P-band data set was tomographically focused using a TDBP approach and
a qualitative comparison with an airborne laser scanning (ALS) DEM/DSM
data set was carried out. In [41], the TDBP-based focusing methodology was
extended towards multilook-based standard and Capon beamforming.
In [13], data from another multibaseline dataset at L-band, also acquired in
2006, was used to experimentally test a method, based on the prolate spheroidal
wave functions, to estimate the dimension of the signal subspace for MUSIC
beamforming in order to determine the minimum number of baselines needed
for tomographic focusing of a forest scenario.
Most recently, Tebaldini [16] proposed a theoretical framework to separate dif-
ferent scattering mechanisms based on polarimetric multibaseline SAR data.
Experimental results were provided using an airborne P-band data set acquired
during the BioSAR campaign in 2007. In contrast to the tomographic SAR
data evaluated in this paper, Tebaldini employed a rather high number of looks
(350 looks) to focus the data in the normal direction, leading to a drastic loss of
resolution in the range/azimuth domain. In particular, detailed features such
as gaps in the canopy due to forest roads or smaller glades and clear cuts are
lost to a large extent.
As documented in the recommendations of the PolInSAR 2009 workshop [42],
there is still a need for research about the interactions of microwaves at differ-
ent frequencies with forested areas. The vertical forest structure and terrain
reflectivity under vegetated canopies need to be investigated including the po-
larimetric signature.
5.1.1 Aim of This Paper
This paper attempts to contribute some pieces to diminish this research gap
by providing a detailed analysis of the localization of the main back-scattering
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P-band L-band
Carrier frequency 350 MHz 1.3 GHz
Chirp bandwidth 70 MHz 94 MHz
Sampling rate 100 MHz 100 MHz
PRF 500 Hz 400 Hz
Ground speed 90 m/s 90 m/s
No. of data tracks 11+1 16+1
Nominal track spacing dn 57 m 14 m
Horizontal baselines 40 m 10 m
Vertical baselines 40 m 10 m
Synthetic aperture in normal di-
rection L
570 m 210 m
Nominal resolution in normal
direction δn
3 m 2 m
Approx. unambiguous height H 30 m 30 m
Table 5.1: E-SAR system specifications and nominal parameters of the tomographic acquisition
patterns for both multibaseline data sets at P-band and L-band.
elements within a three-dimensional SAR data cube. The focused data was
obtained by means of non-model-based1 tomographic processing of two airborne
fully-polarimetric multibaseline SAR data sets of the same forested area at both
frequencies, L- and P-band (see Table 5.1 for the specifications). Based on
a time-domain back-projection approach [43] to a reconstruction grid, three
different tomographic focusing techniques: multilook standard beamforming,
robust Capon beamforming, and multiple signal classification were applied to
the data. For a detailed description of the data processing, an analysis of the
focusing performance, and tomographic images of the forest see the companion
paper [1].
In this paper, the emphasis is laid on investigating the vertical structure of
the forest and its underlying terrain as it appears in the two remotely sensed
multibaseline (MB) SAR data sets. To this end, the focused three-dimension-
al SAR data cubes are analyzed with respect to 1) the location of the main
scattering sources within the forested area at the two frequencies with the help of
vertical profiles, 2) the type of scattering mechanisms (using the Cloude-Pottier
1Non-model-based in the sense that no forest model is used. However, multiple signal classification is a model-
based direction-of-arrival estimator in the sense that the number of scattering sources are assumed to be
known.
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decomposition) as a function of height above ground, and 3) the accuracy of
the detection of the ground below forest at L-band and P-band using the three
different focusing techniques. The 3D SAR data sets are evaluated and cross-
validated with high resolution DSM/DEM models derived from ALS.
To the authors’ knowledge, this is the first time that a detailed analysis of
tomographic SAR data sets, at both, L- and P-band, of a forested area is given
in combination with high resolution ALS cross-reference data. The authors
intend to foster the discussion of the potential of L-band and/or P-band (MB)
SAR for the determination of biophysical parameters of forests in the context
of biomass/carbon stock assessment.
The remainder of this paper is organized as follows. In Section 5.2, the exper-
imental data is described and the methods used to evaluate the tomographic
data are detailed. In the results section, Section 5.3, the back-scattering profiles
as analyzed in terms of the parameters frequency, polarization channels, scat-
tering mechanisms, as well as in terms of the focusing technique are presented.
In Section 5.4, the results are discussed and conclusions are drawn.
5.2 Data and Methods
5.2.1 Focused Tomographic Data
In Fig. 5.1, the geometric configurations of the actual flight tracks for both
tomographic data sets is shown. The flight direction is from east to west and
the sensor is left-looking. In addition to the actual flight tracks, their projections
to the horizontal plane and to the northing-height plane are also depicted. Both
missions were completed by a control track.
The analyses presented in this paper start at the product level of the 3D focused
SAR data. For both multibaseline data set, three data products were generated
using a time-domain back-projection based approach in combination with
1. coherent multilook beamforming (MLBF)
2. robust Capon beamforming (RCB)
3. multiple signal classification (MUSIC).
A detailed description of the time-domain based focusing methods is given in [41]
for MLBF and in a companion paper [1] for RCB and MUSIC, respectively. In
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Figure 5.1: Tomographic acquisition patterns at P-band (a), consisting of 11 flight tracks and a
control track, and at L-band (b), consisting of 16 flight tracks and a control track. The flight
directions are from east to west and the sensors are left-looking. In addition to the actual flight
tracks, their projections to the horizontal plane and to the northing-height plane are depicted.
each case, the sample covariance matrix was estimated using approximately 20
looks obtained by spatial averaging.
In our experiment, unambiguous tomographic imaging is limited to 30m in the
direction perpendicular to the average line of sight. This constraint is a result
of a trade-off which had to be made during the design of the experimental setup
of the multibaseline data acquisition for tomographic imaging. The trade-off
is between maximizing the height resolution (a synthetic aperture in normal
direction as large as possible) and maximizing the unambiguous volume height
(the baselines between passes as small as possible) given a limited number of
parallel flight paths due to pecuniary constraints, maximal mission time etc. For
the given test site and experimental setup this leads to vertical unambiguous
height values of approximately 16m to 22m depending on the topography and
the ground range distance. The tree heights found in the forest under study go
up to 40m. The validation of the SAR tomography data is limited to sample
plots where the tree height does not exceed the unambiguous height since back-
scattering sources that are located beyond that threshold lead to aliasing in the
form of ghost targets, which spuriously appear within the unambiguous height.
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5.2.2 Validation Data
External reference data in the form of a digital elevation model (DEM) derived
from airborne laser scanning (Falcon II, Toposys GmbH) is available for a com-
parison of the ground level. A digital surface model (DSM) acquired by the
same sensor is also at hand (see [1]). Both data sets are given at a sample
spacing of 1m x 1m.
The airborne laser scanning data were acquired in spring of 2003. It has to be
assumed that the deciduous trees were mostly transparent to the laser signal
and therefore do not appear in the LiDAR-derived DSM. However, the forest
within the test site is dominated by evergreen coniferous trees (80% of the trees
within the sample plots in the area of study are evergreen coniferous trees,
predominantly norway spruce ‘picea abies’ and european silver fir ‘abies alba’,
which make up 59% and 20% of all trees, respectively).
As the forest is managed, timber cutting took place between 2003 and 2006.
Therefore, additional clear-cuts had to be masked manually into the ALS DSM,
based on airborne ortho-images acquired in the summer of 2006. However, cuts
of single trees within forest stands are not accounted for. In order to manually
insert missing deciduous trees into the DSM, another ALS-derived DSM from
summer 2002 was also used.
5.2.3 Methods Used for Data Analysis
In order to analyze the backscattering behavior as a function of height above
ground the additional information contained in the polarization channels was
exploited. In particular, the Pauli decomposition and the Cloude-Pottier de-
composition (entropy/anisotropy/α) of the polarimetric data were calculated
and evaluated as a function of height above ground. In the following, the Pauli
decomposition and the Cloude-Pottier decomposition are exposed in some detail
for the sake of completeness.
Pauli Decomposition
Using the 2x2 identity matrix and the three Pauli matrices, the scattering matrix
S can be represented as a superposition of four coherent elementary scattering
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mechanisms:
S =
[
SHH SHV
SV H SV V
]
=
a√
2
Sa +
b√
2
Sb +
c√
2
Sc +
d√
2
Sd , (5.1)
where
a =
SHH + SV V√
2
, b =
SHH − SV V√
2
,
c =
SHV + SV H√
2
, d = i
SHV − SV H√
2
,
Sa =
1√
2
[
1 0
0 1
]
,Sb =
1√
2
[
1 0
0 −1
]
Sc =
1√
2
[
0 1
1 0
]
,Sd =
1√
2
[
0 −i
i 0
]
. (5.2)
In the monostatic case reciprocity applies, i.e. SHV = SV H and thus d = 0.
The remaining three components a, b, and c can be written as the elements of
a three-dimensional target vector k in the Pauli basis [44]
k =
ab
c
 = 1√
2
SHH + SV VSHH − SV V
2SHV
 . (5.3)
The components a, b, and c stand for odd-bounce scattering (surface, trihedral
reflector), even-bounce scattering from corners with a relative orientation of 0o
(dihedral), and 45o (tilted dihedral), respectively.
Cloude-Pottier Decomposition
The Cloude-Pottier decomposition (CPD) [44, 45] is based on the eigenvalue
decomposition of the T3 coherency matrix which is constructed from the outer
product of the Pauli target vector k and its Hermitian transpose kH
T3 = kkH . (5.4)
In practice, this single-look representation of the coherency matrix is rank de-
ficient. Assuming ergodicity, a spatial average over n adjacent pixels is taken
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(instead of a number of snapshots) which yields the multilook coherency matrix
〈T3〉 =
n∑
j=1
kjk
H
j . (5.5)
Performing the eigenvalue decomposition of the multilook coherency matrix
〈T3〉 yields the eigenvalues λj, j = 1...3, sorted in non-increasing order. Then,
the first parameter of the CPD, the entropy H, is calculated as
H =
3∑
j=1
−pj log3(pj) where pj =
λj∑3
m=1 λm
. (5.6)
H ∈ [0, 1] is a measure for the randomness of a scattering medium from quasi
deterministic scattering (H = 0) to completely random scattering (H = 1). The
second parameter, the average alpha angle α, is defined as
α = p1α1 + p2α2 + p3α3 (5.7)
where αj = acos(u1j), as a consequence of the following parameterization of the
eigenvectors uj of the coherency matrix as introduced in [45],
uj = [cosαj sinαj cos βje
iδj sinαj sin βje
iγj ]
T
. (5.8)
The average alpha angle α indicates the averaged target scattering mechanism
from surface scattering (α = 0o), over dipole scattering (α = 45o) to dihedral
scattering (α = 90o), β is the target orientation angle (−180o ≤ β < 180o)
and δ and γ are target phase angles [46]. The third parameter of the CPD,
which is not used in this paper, is called anisotropy A and is calculated as
A = (p2 − p3)/(p2 + p3). In Fig. 5.2, the H/α plane is shown divided into
zones representing different physical scattering characteristics according to the
definitions in [45,47]:
Z1 High entropy multiple scattering.
Z2 High entropy vegetation scattering.
Z3 Non-feasible region.
Z4 Medium entropy multiple scattering.
Z5 Medium entropy vegetation scattering.
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Figure 5.2: Entropy/alpha classification scheme after Cloude and Pottier [45]. See section 5.2.3
for a description of the zones Z1-Z9. Zone 3, the area outside the delineating curve, represents
the mathematically non-feasible region.
Z6 Medium entropy surface scattering.
Z7 Low entropy multiple scattering.
Z8 Low entropy dipole scattering.
Z9 Low entropy surface scattering.
In the following, the CPD is used to analyze the back-scattering behavior as a
function of the height above ground. The scatter plots at different height levels
above ground are distinguishable by different color coding. In addition, the
sum of the eigenvalues of the multilook coherency matrix 〈T3〉 is incorporated
in the form of a transparency value assigned to each data point (see Fig. 5.6
for details). The sum of eigenvalues indicates the total scattering power and is
assigned to a transparency value using a logarithmic scale (dB). This additional
feature is essential in order to allow for a meaningful interpretation of the H/α
scatter plots at different horizontal layers of the three-dimensional data set.
Preparation of the Data Cubes for Analysis
The analyses of the 3D SAR data cubes that are presented in the results section
are all made with respect to a ground reference in the form of the DEM from
airborne Laser scanning. Prior to any analysis, the data cubes were interpo-
lated in the vertical direction to a sample spacing of 0.15m and each vertical
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column was then shifted vertically by a number of voxels corresponding to the
point of intersection of the ALS DEM and the three-dimensional voxel grid at
each easting/northing position. Thus, the basis for any analysis given in this
paper is a modified data cube that has a “flat” horizontal ground elevation at
every position and that exhibits an interpolated sample spacing of 0.15m in the
vertical direction.
5.3 Experimental Results
5.3.1 Vertical Profiles
In Figs. 5.3 & 5.4, for L-band and P-band, respectively, vertical profiles of
relative intensities obtained by averaging the focused, ground-level adjusted
tomographic data over a circular sample plot of 300m2 are depicted. Profile
plots are given for the polarimetric channels HH, HV, and VV, for the three
beamforming techniques used for focusing in the normal direction, MLBF, RCB,
and MUSIC, as well as for the Pauli basis. The sample plot with numbers 1, 5,
and 17 are situated within the forest, whereas the plot number 20 is located on
a meadow outside the forested area, with the intension to provide a reference
plot that is not subject to volume scattering at canopy level. For the same
sample plots, histograms of the difference between the DSM and the DEM
obtained from airborne laser scanning were calculated, which are used as a
cross-reference estimate of tree heights occurring within a sample plot. The
histograms are shown in Fig. 5.5.
5.3.2 Entropy/α Scatter Plots
In order to discriminate the dominant scattering mechanisms, the entropy/A/α
decomposition at different height levels within the DEM-adjusted three-dimen-
sional SAR data cube was calculated for the four sample plots. In Fig. 5.6,
entropy/α scatter plots are depicted for different horizontal layers at 0m (red),
5m (green), 10m (blue), and 15m (black) above ground. The entropy/α data
points of each layer are plotted using a transparency scaling which is based on
the sum of the eigenvalues of the T3 coherence matrix (0dB→ opaque, ≤-25dB
→ transparent).
124 O. Frey and E. Meier
−20    −15    −10    −5     0 
  
 0
  
 5
  
10
  
15
  
20
  
Intensity [dB]
H
ei
gh
t a
bo
ve
 g
ro
un
d 
[m
]
(a) MLBF, Plot 1
−15    −10    −5     0 
  
 0
  
 5
  
10
  
15
  
20
  
Intensity [dB]
H
ei
gh
t a
bo
ve
 g
ro
un
d 
[m
]
(b) MLBF, Plot 5
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(c) MLBF, Plot 17
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(d) MLBF, Plot 20
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(e) RCB, Plot 1
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(f) RCB, Plot 5
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(g) RCB, Plot 17
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(h) RCB, Plot 20
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Figure 5.3: Vertical profiles of relative intensities from L-band tomographic data of a forest
(Plot 1, 5, and 17) and grass land (Plot 20), respectively, averaged over a circular sample plot
of 300m2 for the polarimetric channels HH (—), HV (−−), and VV (·−), MLBF, RCB, and
MUSIC, as well as the Pauli-basis HH+VV (—), HH-VV (−−), and 2*HV (·−) obtained from
MLBF.
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(a) MLBF, Plot 1
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(b) MLBF, Plot 5
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(c) MLBF, Plot 17
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(d) MLBF, Plot 20
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(e) RCB, Plot 1
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(f) RCB, Plot 5
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(g) RCB, Plot 17
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(h) RCB, Plot 20
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(i) MUSIC, Plot 1
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(j) MUSIC, Plot 5
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(l) MUSIC, Plot 20
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(m) Pauli, Plot 1
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(n) Pauli, Plot 5
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Figure 5.4: Vertical profiles of relative intensities from P-band tomographic data of a forest
(Plot 1, 5, and 17) and grass land (Plot 20), respectively, averaged over a circular sample plot
of 300m2 for the polarimetric channels HH (—), HV (−−), and VV (·−), MLBF, RCB, and
MUSIC, as well as the Pauli-basis HH+VV (—), HH-VV (−−), and 2*HV (·−) obtained from
MLBF.
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(c) Plot 17
Figure 5.5: Distribution of tree heights occurring within the respective sample plots as estimated
by histograms of height differences between the ALS DSM and the ALS DEM.
(a) L-band, Plot 1 (b) L-band, Plot 5 (c) L-band, Plot 17 (d) L-band, Plot 20
(e) P-band, Plot 1 (f) P-band, Plot 5 (g) P-band, Plot 17 (h) P-band, Plot 20
Figure 5.6: Entropy/α scatter plot for different horizontal slices centered at 0m (red), 5m
(green), 10m (blue), 15m (black) above ground (using the ALS-derived DEM as a reference).
The entropy/α data points of each slice are plotted using transparency scaling based on the sum
of the eigenvalues of the T3 coherence matrix: 0dB → opaque, ≤-25dB → transparent.
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5.3.3 Ground Level Detection
The quality assessment of the ground level detection is based on the assumption
that the maximum intensity value within a vertical window of ±4m around the
ground level, as indicated by the ALS DEM, represents the location where the
backscattering at ground level actually occurs. The relative vertical position
of the maximum intensity value was determined for all pixels within a forested
subset of the dimension 360m x 550m of the area under study. In Figs. 5.7 & 5.8,
for L-band and P-band, respectively, the histograms of the relative vertical
positions of the maximum intensity value, as well as the corresponding mean
values, and standard deviations are given. They indicate the quality of ground
level detection below canopy as obtained for the polarization channels HH, HV,
VV, and the three focusing techniques MLBF, RCB, and MUSIC.
5.4 Discussion
5.4.1 Vertical Profiles
At L-band, pronounced local maxima are found at both, ground and canopy
level in the vertical profiles of relative back-scattering intensities (see Fig. 5.3).
In Plot 1, for the MLBF data, distinct back-scattering at canopy level occurs
between 7.5m and 16m, with maxima around 12m in the HH channel, 10m in
the HV channel, and between 10m and 13m in the VV channel. In Plot 5, the
maximum at canopy level is found around 16-17m in the HH and HV chan-
nels, whereas no distinct maximum is observed in the VV channel in the case
of the MLBF data set—the RCB and MUSIC beamformers, however, yield a
pronounced maximum at the same location. Plot 17 shows high average back-
scattering intensity around 17-18m in the HH and HV channels and 18-19m
above ground in the VV channel.
All three beamforming methods consistently yield intensity maxima at the same
locations while the individual shape of the profiles depends on the beamforming
method with the, non-surprising, tendency that the superresolution methods,
RCB and MUSIC, deliver more pronounced maxima, or a reduced clutter level,
respectively. MUSIC beamforming destroys the intensity ratio between the
polarization channels.
The maxima of the histograms of the forest tree heights from laser scanning data
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Figure 5.7: Ground level detection below canopy at L-band: Within a vertical window of ±4m
around the ground level, as indicated by the ALS DEM, the relative vertical position of the
maximum intensity value was determined for all pixels within the forested area. The resulting
histograms, mean values, and standard deviations are depicted for the polarization channels HH,
HV, VV, and the three focusing techniques MLBF, RCB, and MUSIC.
(see Fig. 5.5) are found around 12.5m above ground for Plot 1, 16.25m for Plot 5,
and 17.5m for Plot 17. From the coinciding locations of the maxima in the
intensity profiles and the histograms, it can be inferred that the intensity profiles
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Figure 5.8: Ground level detection below canopy at P-band: Within a vertical window of ±4m
around the ground level, as indicated by the ALS DEM, the relative vertical position of the
maximum intensity value was determined for all pixels within the forested area. The resulting
histograms, mean values, and standard deviations are depicted for the polarization channels HH,
HV, VV, and the three focusing techniques MLBF, RCB, and MUSIC.
reflect the distribution of tree heights found within a sample plot. This leads
to the conclusion that, at L-band, coherent back-scattering within the canopy
layer occurs predominantly in the tree-top region for the forest under study.
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In Plot 20, which represents grass land outside the forested area, the back-
scattering at ground level is clearly visible, accompanied by an anomalous side
lobe, which is well-suppressed only by the MUSIC beamformer. Yet visible in
the MLBF- and RCB-focused data, the dB-level of the anomalous side lobe is on
a lower level compared to the signal stemming from the microwave interaction
at canopy-level in Plot 1, 5, and 17.
At P-band, very much in contrast to the L-band case, the ratio between the
back-scattering intensity at canopy level and back-scattering intensity at ground
level is very low (see Fig. 5.4). Without previous knowledge the canopy level
can hardly be localized, at least in the MLBF data set. Nonetheless, a notion
of back-scattering measured at canopy level can be observed in some channels
for the RCB and MUSIC data sets. A consistent detection of the canopy level
seems to be unrealistic; best results would be obtained if only the HV channel
was used for the localization of the back-scattering within the canopy layer.
Throughout all plots, back-scattering predominantly, if not exclusively, occurs at
ground level. Somewhat surprisingly, this observation is made in all polarization
channels. The same behavior was also observed by Tebaldini et al. [48, 49]
for a different P-band data set. In addition, compared to the L-band case,
the unambiguous height appears to be smaller, such that strong ghost target
detection occurs around 20m above ground, in particular in Plot 17. Plot 20
again shows the profile for the grass land. In contrast to the L-band case, the
signal-clutter-ratio is rather small using MLBF, since grass land is not a strong
back-scattering element at wavelengths of 0.75-1m. A much better detection of
the ground level is obtained by MUSIC beamforming.
5.4.2 Entropy/α Scatter Plots
At L-band, for Plot 1 and Plot 5, back-scattering at all height levels is predomi-
nantely classified as medium entropy multiple scattering (Z4), medium entropy
vegetation scattering (Z5), as well as some low entropy multiple scattering (Z7)
for Plot 1 (see Fig. 5.6). Only for Plot 17, a clear separation in the entropy/α-
plane is observed between the contribution at ground level and at canopy level,
respectively. The distribution of tree heights in Fig. 5.5 reveals that in Plot 1
and Plot 5 a well-developed understory is present whereas in Plot 17 no under-
story is identified. This explains why only in Plot 17 distinct surface scattering
is found at ground level. The relatively strong back-scattering that is observed
within some of the slices centered at 5m above ground has its origin in the
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fact that in order to calculate the T3 coherency matrix a spatial averaging is
needed. Thus, through the averaging process in combination with the limited
Fourier resolution in normal direction (2m for L-band, 3m for P-band) signal
contributions that actually stem from the ground level are attributed to the
slice 5m above ground.
At P-band, relevant back-scattering is virtually exclusively found at ground
level. Plot 1 exhibits a somewhat complementary picture to the L-band case:
back-scattering at ground level is primarily classified as low entropy dipole (Z8)
and low entropy multiple scattering (Z7). A possible explanation for the high
portion of volume scattering detected at ground level within the forest, as found
in Plot 5 and Plot 17, is the moderately non-zero slope of the underlying terrain.
Substantial surface scattering is found for the grass land sample plot at P-band
(Plot 20), whereas at L-band a mixed picture of mostly medium entropy scat-
tering is present.
5.4.3 Ground Level Detection
As is readily observed in Figs. 5.7 & 5.8, the ground level is properly detected at
both L-band and P-band. At L-band, the average vertical position of the maxi-
mum intensity within a window of ±4m around the reference ground level from
ALS lies between 0.15m and 0.49m indicating a slightly positive bias compared
to the reference ground level. The best standard deviation (1.37m) is achieved
for RCB of the HH channel. At P-band, the ground level is underestimated
on average by -0.04m to -0.37m with respect to the cross-reference data. The
standard deviations range from 0.85m to 1.23m with the best value obtained
for MUSIC beamforming of the VV channel. In general, the detection of the
ground level is slightly better at P-band as indicated by the narrower shape
of the histograms and the lower standard deviations. This outcome is in line
with the results obtained from analyzing the profile plots and the entropy/α
plots, where strong back-scattering at ground level has also been found at both
frequencies with higher relative intensity values at P-band.
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5.5 Conclusion
An extensive analysis of polarimetric SAR tomography data sets of a forested
area, for the first time at both frequencies, L-band and P-band, has been pre-
sented. Three data products obtained by time-domain based MLBF, RCB, and
MUSIC beamforming have been investigated for each frequency.
At L-band, main back-scattering contributions are observed at both the ground
level and around the tree top. RCB and MUSIC beamforming based vertical
profiles exhibit a more distinct tomographic image by increasing the signal-to-
clutter ratio and the resolution in normal direction. Thus, in order to just detect
the location of the main back-scattering contributions they provide an improved
performance compared to MLBF.
A comparison of the vertical profiles of relative intensities of the SAR tomogra-
phy data and the histograms of the tree heights, as estimated from the difference
between the DSM and the DEM from airborne laser scanning, revealed a strik-
ing difference in terms of the location of dominant back-scatterers for the two
wavelengths: at L-band, coherent back-scattering from the canopy (mostly in
the tree-top region) is present in all polarization channels, whereas, at P-band,
only the HV channel exhibits a, still very moderate, local maximum at the
canopy level. We conclude that, at P-band, the canopy of the forest under
study is virtually transparent to the microwaves, whereas, at L-band, both the
forest canopy as well as the ground level are detected. Somewhat unexpectedly,
at P-band, the main scattering within the forest occurs at the ground level
not only in the HH and VV channels, but also in the cross-polarized channels.
The same behavior was also observed by Tebaldini et al. [48, 49] for a different
P-band data set.
Within the forest, surface scattering is very limited even at L-band. Only for
Plot 17, where no understory is present, (medium entropy) surface scattering is
shown by the entropy/α scatter plot. Interestingly, the back-scattering classifi-
cation does not change much as a function of height within the forest volume
at L-band. This indicates that back-scattering sources at ground level and
within the canopy layer are not necessarily distinguishable only by their polari-
metric signature. At P-band, where scattering at the ground level dominates,
the entropy/α plots show hardly any surface scattering but mostly dipole and
volume scattering.
The ground level is well detected at both, L-band and P-band, and in all polar-
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ization channels; the detection of the ground level is slightly superior at P-band,
though.
As mentioned, the study is limited in so far, that only a sector of 30m in nor-
mal direction can be imaged unambiguously, which renders regions of higher
canopy out of the scope of this analysis. However, for the selected sample plots,
which feature tree heights within this limit, the actual location and type of
back-scattering mechanisms within the conifer-dominated forest was success-
fully assessed at L-band and P-band with the help of experimental polarimetric
SAR tomography data sets.
In view of the potential upcoming mission BIOMASS, it is interesting to note
that, at P-band, coherent back-scattering occurs at the ground level. Thus,
mapping of the terrain underneath foliage by means of SAR interferometry is
a potential scenario. On the other hand, repeat pass interferometry at P-band
is limited, due to the small bandwidth assigned at this frequency range, due
to the resulting moderate resolution, and to some extent also due to temporal
decorrelation effects.
Looking at the fact that, at L-band, two main locations of back-scattering
sources could be identified—canopy top and ground level—a single-pass inter-
ferometric system, such as sketched in the Tandem-L proposal, appears to be
favorable compared to a pure repeat-pass imaging system at L-band.
An open question is to what extent back-scattering sources at the various height
levels within a forest can be separated reliably in cases where only a very limited
number of baselines are available.
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6 Synopsis
6.1 Main Findings
In the following, the main findings of this research project are reported struc-
tured according to the research questions as formulated in Section 1.4.2 and as
treated in the four publications (Chapters 2–5) that form this thesis.
6.1.1 Nonlinear Flight Tracks
Publication 1 (Chapter 2):
O. Frey, C. Magnard, M. Ru¨egg, and E. Meier, 2009. “Focusing of Airborne
Synthetic Aperture Radar Data From Highly Nonlinear Flight Tracks.” IEEE
Transactions on Geoscience and Remote Sensing, 47(6):1844–1858.
• What is the imaging performance of TDBP as opposed to the
ECS&M approach and are these methods suitable with respect
to potential applications such as corridor mapping along nonlin-
ear features of interest?
In an airborne SAR experiment designed to study the effects of various non-
linearly shaped sensor trajectories on SAR imagery, two different SAR imaging
approaches, that were identified to have the potential to cope with highly non-
linear sensor motion, were investigated: 1) a patchwise focusing and mosaick-
ing approach based on the ECS algorithm, and 2) a flexible TDBP approach,
which utilizes the true 3D acquisition geometry. It was shown that patchwise
frequency-domain processing and mosaicking is limited because of two opposing
requirements on the azimuth length of a patch: 1) A higher flight-track nonlin-
earity would require patches with a shorter azimuth length, and 2) the minimal
length of a patch is determined by the azimuth beam width of the antenna. A
large azimuth beam width is often preferable in order to ensure a continuous
coverage of the region of interest even for large attitude variations along the
sensor trajectory. In contrast, the proposed TDBP algorithm has proven to
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be a robust processing method when a highly nonlinear sensor trajectory, in
combination with a large synthetic aperture, would otherwise lead to defocused
imagery. A good imaging performance is obtained due to a rigorous treatment
of the nontrivial three-dimensional acquisition geometry during the focusing
procedure. In addition, the TDBP approach allows any subregion of interest to
be selected and focused without the need to process the entire data set.
Thus, the TDBP-based approach provides the means for a high-quality corri-
dor mapping of curvilinear features such as rivers or traffic routes. It features
flexible and parallelized processing of subareas of interest within a SAR data
set acquired from virtually arbitrarily-shaped flight tracks in combination with
a direct and phase-preserving mapping functionality in any desired coordinate
frame and map projection.
6.1.2 SAR Tomography
Publication 2 (Chapter 3):
O. Frey, F. Morsdorf, and E. Meier, 2008. “Tomographic Imaging of a Forested
Area By Airborne Multi-Baseline P-Band SAR.” Sensors, Special Issue on Syn-
thetic Aperture Radar, 8(9):5884–5896.
• What is the imaging performance obtained with a three-dimen-
sional pure TDBP approach when tomographically imaging a
forested area at P-band and where are the main backscattering
sources located?
In this work, for the first time, a forested area was imaged by tomographic
processing of multi-baseline P-band SAR. The processing approach implemented
consists of a pure TDBP imaging of the SAR signal to a three-dimensional
reconstruction grid. The TDBP-based method, which maintains the geometric
relationship between the original sensor positions and the imaged target, is
able to handle irregular sampling without introducing any approximations with
respect to the geometry. The tomographic imaging performance, assessed by
analyzing the impulse response of simulated point targets and an in-scene corner
reflector, was found to be compliant with the theoretical values in terms of
resolution. However, high intensity values within the tomographic images are
often accompanied by considerable anomalous side lobes in the normal direction.
Therefore, the target-to-clutter ratio needs to be increased by applying more
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advanced processing techniques, as treated in Publication 3. In particular,
multilooking is to be implemented to stabilize the image inversion process in
the normal direction.
A qualitative comparison of the tomographic slices resulting from the airborne
multi-baseline P-band data set with a DEM/DSM obtained from laser scanning
indicates that high intensity values are predominantly located at the ground
level within forested areas. This result supports the claim that DEMs obtained
by means of P-Band interferometry provide a good estimate of the ground
topography underneath canopy.
Publication 3 (Chapter 4):
O. Frey, E. Meier, 2010. “3D SAR Imaging of a Forest Using Airborne Multi-
baseline Data at L- and P-Band.” Submitted to IEEE Transactions on Geo-
science and Remote Sensing, June 2010.
• What is the imaging performance obtained with the three differ-
ent tomographic imaging approaches: multilook standard beam-
forming, robust Capon beamforming, and multiple signal classi-
fication at L-band and P-band?
• What is the imaging performance using the full set of baselines
as compared to a reduced set?
In this paper, the imaging performance of a TDBP-based tomographic signal
processor was analyzed using the experimental multibaseline data sets at L-
band and P-band. Three tomographic imaging approaches were subject to a
comparative analysis: multilook standard beamforming (MLBF), robust Capon
beamforming (RCB), and MUSIC beamforming. In addition, the focusing per-
formance was assessed with respect to processing the full set of baselines and a
reduced set of baselines, respectively.
Based on an analysis of the impulse response of a trihedral corner reflector it
was found that RCB and MUSIC beamforming, compared to MLBF, yield an
enhanced suppression of the side lobes at both frequencies. If the synthetic
aperture in normal direction is cut down to half of the full size by using only a
reduced set of baselines the resolution and the suppression of side lobes within
the MLBF-focused data set degrade considerably. On the other hand, RCB and
MUSIC are able to maintain a high resolution as well as an effective suppression
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of the side lobes. In addition, using the super-resolution techniques RCB and
MUSIC, the effect of potential steering vector errors, a major source responsible
for defocused imagery, is much reduced leading to an improved focusing quality.
By means of an exemplary tomographic 3D voxel image resulting from MUSIC
focusing of a forested area it was demonstrated that an unprecedented level of
detail is obtained using the proposed TDBP-based focusing approach. The high
processing quality allows for employing a lower number of looks to focus the data
in the normal direction. As a direct beneficial consequence, the resolution in
the range/azimuth domain is still at an acceptable level, such that gaps in the
canopy due to features like small forest roads, of a width of a few meters only,
are well visible in the tomographic image.
The three-dimensional tomographic SAR imagery provides a basis for a detailed
investigation of the back-scattering properties of the forested area at L-band and
P-band.
Publication 4 (Chapter 5):
O. Frey, E. Meier, 2010. “Analyzing Tomographic SAR Data of a Forest With
Respect to Frequency, Polarization, and Focusing Technique”. Submitted to
IEEE Transactions on Geoscience and Remote Sensing, June 2010.
• What features of the forest (canopy top, forest structure, terrain
level) can be imaged at the different frequencies and polarization
channels and using different focusing techniques?
• What types of scattering mechanisms are found by applying po-
larimetric decompositions to the three-dimensional tomography
data sets at both frequencies?
• Is the information obtained consistent with the cross-reference
in the form of a digital surface model and a digital elevation
model obtained from airborne laser scanning?
Within this work, the SAR tomography data products at L-band and P-band,
generated as described in Publication 3, were analyzed with respect to their
ability to map structural features of the forested area under study, such as
the detection of the ground level underneath foliage, forest height, as well as
the prevalent scattering mechanisms. The analysis of the three-dimensional
data cubes was aimed at identifying 1) which frequency, which polarization,
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and which focusing technique (MLBF, RCB, or MUSIC beamforming) is best
suitable to reveal certain features of the forest, and 2) how accurately these
features are detected.
It was found that, at L-band, the main back-scattering contributions are ob-
served at both the ground level and around the tree top. A comparison of the
back-scattering locations with histograms of the tree heights as estimated from
the difference between the DSM and the DEM from airborne laser scanning
clearly showed that back-scattering from the canopy is actually located at tree-
top level. Thus, the structural information obtained from the SAR tomography
data sets at L-band is in agreement with the cross-reference data. By contrast,
at P-band, the canopy of the forest under study is virtually transparent to the
microwaves. The ground level is well detected in all polarization channels at
L- and P-band, the detection being slightly superior at P-band. It was also
observed that RCB and MUSIC allow for an improved detection of the location
of the main back-scattering contributions as compared to MLBF.
Analyzing the polarimetric decompositions as a function of height indicated
that, within the forest, surface scattering occurs scarcely, even at L-band,
and only in the case where no understory is present. Interestingly, the back-
scattering classification does not change much as a function of height within the
forest volume. At P-band, where scattering at the ground level dominates, the
entropy/α plots show hardly any surface scattering but mostly dipole scattering
and volume scattering.
6.2 Conclusion
A highly flexible synthetic aperture radar signal processing software has been
developed and implemented within this dissertation. The suitability of the
TDBP-based imaging algorithm for high-quality processing of SAR data ob-
tained from nonstandard acquisition scenarios was demonstrated by means of
two dedicated airborne SAR experiments that were designed and conducted
within this project.
With the help of the first experiment, which involved highly nonlinear sensor
trajectories flown by an airborne platform, it was shown that the algorithm is
suitable to cope with advanced imaging tasks such as corridor mapping along
nonlinear features of interest. The experimental data at L-band demonstrated
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that by using the proposed TDBP processing approach it is possible to fly a
SAR sensor along a nonlinear trajectory without compromising the quality and
phase preservation of the final SAR image. In general, the algorithm imposes
virtually no restrictions on the shape of the sensor trajectory and it perfectly
accounts for topographic variations within the scene. These properties make it
an attractive tool for efficient high precision mapping of curvilinear objects by
simply allowing the sensor to follow the shape of a road, a river, or a pipeline,
for instance. In addition, the experiment showed the potential of the algorithm
in terms of high precision processing of SAR data from small unmanned sensor
platforms that typically are subject to very strong nonlinear motion due to wind
and atmospheric turbulence.
A second experiment consisted of two multibaseline data sets (16 tracks at L-
band, 11 tracks at P-band) with a layout optimized for tomographic imaging
of a forested area. The resulting three-dimensional data products, obtained by
employing three time-domain based tomographic imaging algorithms, multilook
beamforming, robust Capon beamforming, and MUSIC beamforming, provide
crucial insight into the back-scattering behavior within a forest volume at both
L-band and P-band. Within the scope of this research project, for the first
time, multibaseline P-band SAR data of a larger forested area were published,
and, for the first time, high resolution tomographic SAR images at L-band and
P-band of the same forested area were available and have undergone a thor-
ough inter-comparison as well as a cross-validation with laser scanning data.
An unprecedented level of detail was achieved using the TDBP approach in
combination with the advanced spectral estimation methods for tomographic
focusing. By means of the tomographic data processing and the subsequent
analysis of the three-dimensional data products a substantial contribution to-
wards an improved understanding of the interaction of microwaves at L- and
P-band with forest environments was accomplished.
Since non-model-based tomographic reconstruction methods were chosen to im-
age the volume—with a slight restriction concerning the MUSIC algorithm,
which is model-based in the sense that the number of scattering sources have
to be determined previously—the three-dimensional SAR imaging approaches
implemented within this work do not rely on any a priori assumption about
the physical structure of a forest nor do they rely on any empirical functions.
The good agreement found between the location of the local maxima within the
vertical profiles of intensities obtained from the different reconstruction meth-
ods, multilook beamforming, the data-adaptive robust Capon beamformer, and
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the subspace method MUSIC, indicates that the predominant locations of back-
scattering sources within the forest under study were successfully identified. In
addition, a good agreement of the SAR vertical profiles of intensities with the
histograms of tree heights, as estimated from the difference between the DSM
and the DEM from airborne laser scanning, was found for the L-band multi-
baseline data set. Thus, the finding that, for the forest under study, coherent
back-scattering around the tree-top region of the canopy at L-band is present in
all polarization channels is thoroughly supported. Somewhat unexpectedly, the
back-scattering mechanisms were found not to change considerably as a func-
tion of height within the forest volume at L-band. This leads to the conclusion
that back-scattering sources at ground level and within the canopy layer are
not necessarily distinguishable only by their polarimetric signature. At P-band,
where scattering at the ground level dominates, hardly any surface scattering
but mostly dipole and volume scattering was observed.
6.3 Outlook
In view of the potentially upcoming spaceborne mission BIOMASS, the finding
that within the forest back-scattering at P-band is virtually exclusively localized
at the ground level, supports the scenario of terrain mapping underneath foliage
by means of repeat-pass SAR interferometry at P-band. In terms of a single-pass
interferometry scenario, as sketched in the Tandem-L proposal, it is noteworthy
that at L-band two main locations of back-scattering sources were identified for
the forest under study: canopy top and ground level.
In terms of ongoing research in the field of SAR signal processing algorithms, the
flexible TDBP-based SAR processor developed within this project provides a
good basis for further investigation of advanced SAR imaging modes. Potential
fields include bistatic SAR image scenarios. If (quasi-)real-time applications are
envisioned in the context of bistatic SAR processing, for instance, a speedup
of the image generation process is of interest. A speedup can potentially be
obtained either by using factorization approaches or by further optimizing the
degree of parallelization, possibly by means of GPU-based parallel processing.
Potential advancements with regard to tomographic imaging involve research
towards an optimized exploitation of the polarimetric information within the
tomographic focusing step; this in particular with regard to a reliable separation
of different back-scattering sources in the case where the number of baselines
146 6 Synopsis
is very low. Research opportunities that arise from the three-dimensional SAR
tomography data products generated within this work are found 1) in a further
validation with respect to field measurements on tree level, now available for the
test site, and 2) in a validation of forest scattering models with SAR tomography
data products in order to further contribute towards a better understanding of
the interaction of microwaves with vegetation volumes at L- and P-band.
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