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1 Introduction

In this paper, we show that several seemingly crisp
notions, notions which are extremely dicult to formalize, can be easily formalized if we take into consideration that intuitively, these notions are not crisp
(\yes-no" notions), but rather allow di erent degrees.

Understanding commonsense implication. In

traditional rst order logic, implication \A implies B"
is interpreted as \B or not A". As a result, every true
statement A implies every other true statement B, and
every false statement A implies every other statement.
These conclusions contradict to common sense understanding of \if-then", according to which logically correct statement of the type \if 2+2=4, then E = mc2 ",
or \if 2+2=5, then E 6= mc2 " make no big sense.
There has been many attempts by logicians to formalize the commonsense meaning of the implication, as
opposed to the above formal de nition these attempts
have not yet led to a universally acceptable and absolutely convincing de nition.
In this paper, we will describe a new de nition for implication.
Let us recall how we normally understand commonsense implication. When, in mathematics, we say that
a statement B follows from the statement A (e.g., that
B is a corollary of A), we mean that it is easier to prove
B when we know A than to prove B \from scratch"
(i.e., from axioms). This \easier" may mean that the
resulting proof is shorter, or than it is easier to nd
(e.g., for a reasonable automatic theorem prover), etc.

In our formalization, we will mainly consider the case
when \easier" means \shorter" it is easy to modify
the resulting de nitions to accommodate other notions
of easiness. For \easier" as \shorter", \A implies B"
means that \there exists a proof of B from A that is
shorter than any proof of B from the axioms". Depending on how shorter, we get di erent degrees of implication. Thus, an appropriate formalization of implication
(a seemingly crisp notion) involves degrees similar to
fuzzy logic.
We show that the resulting formalization is related to
the notion of Kolmogorov complexity, the notion that
was originally proposed to describe information and
randomness in algorithmic terms.
We hope that this de nition will be helpful for formalization of the commonsense reasoning, especially since
it is related to a well-developed computer science formalism.

Understanding feasibility. Another seemingly crisp

notion that is dicult to formalize is the notion of feasibility:
 some algorithms are feasible, while
 some other algorithms require so much computations time that they are practically non-feasible.
It is dicult to formalize this notion as a crisp one,
because it seems like adding one step to a feasible algorithm keeps it feasible, but this would imply that any
algorithm is feasible. We show that the introduction of
the notion of \degree of feasibility" helps to design a
consistent de nition 2, 12, 13].

Understanding randomness. Similarly, the explicit
formulation of degrees of randomness helps to consistently formalize this important notion as well.

2 Understanding commonsense implication
Formulation of the problem. In traditional rst or-

der logic, implication A ! B (meaning \A implies B")
is interpreted as B _ :A. As a result, every true statement A implies every other true statement B, and every
false statement A implies every other statement. These
conclusions contradict to common sense understanding
of \if{then", according to which logically correct statement of the type \if 2 + 2 = 4, then E = mc2 ", or \if
2 + 2 = 5, then E 6= mc2 " make no big sense.
There has been many attempts by logicians to formalize the commonsense meaning of the implication, as opposed to the above formal de nition (see, e.g., 3, 1])
these attempts have not yet led to a universally acceptable and absolutely convincing de nition.
In this short paper, we will describe a new de nition
and show how it is related to the notion of Kolmogorov
complexity, the notion that was originally proposed to
describe information and randomness in algorithmic
terms (for a detailed description of Kolmogorov complexity, see, e.g., 8]).
We hope that this de nition will be helpful for formalization of the commonsense reasoning, especially since
it is related to a well-developed computer science formalism.

What \implies" means in mathematics? An
idea. Let us recall how we normally understand com-

monsense implication.
 When, in mathematics, we say that a statement
B follows from the statement A (e.g., that B is
a corollary of A), we mean that it is easier to
prove B when we know A than to prove B \from
scratch" (i.e., from axioms).
 Similarly, in commonsense reasoning, by saying
that A implies B we mean that it is easier to argue for B if we already assume A than to argue
for B without this assumption. In other words,
it is, in essence, the same notion, except for using arguments (informal proofs) instead of mathematically formal proofs.
This \easier" may mean that the resulting proof is
shorter, or than it is easier to nd (e.g., for a reasonable
automatic theorem prover), etc.
In our formalization, we will mainly consider the case
when \easier" means \shorter" it is easy to modify
the resulting de nitions to accommodate other notions
of easiness. For \easier" as \shorter", \A implies B"
means that \there exists a proof of B from A that is
shorter than any proof of B from the axioms".

Towards a formalization of the above idea. To

avoid a logical-type" formulation (with a universal

quanti er \any"), we can take into consideration that
\is shorter than any proof" is equivalent to \is shorter
than the shortest possible proof". Similarly, in this
context, \there exists a proof of B from A that is
shorter than ..." can be replaced with \the shortest
possible proof of B from A is shorter than ...". After
these two replacement, the commonsense meaning of
\A implies B" can be reformulated as: \the shortest
possible proof of B from A is shorter than the shortest
possible proof of B". If we denote the length of the
shortest possible proof of B by S(B), and the length of
the shortest possible proof of B, given A, as S(B jA),
then we can be reformulated commonsense implication
as an inequality S(B jA) < S(B).

Degree of implication.

If S(B jA)  S(B), then we are very con dent
that A implies B
 if S(B jA)  S(B), then we are not that con dent
about it.
Therefore, we can take the di erence S(B) ; S(B jA)
as the degree to which A implies B.


Formalization. To complete this description, we must
describe what S(B) and S(B j A) mean. The value
S(B) was de ned as the shortest proof of B, i.e., as
the shortest length of a text p that is a proof and that
proves B.

For each formal system, checking whether a given text
p is a proof is easy: for each statement in this proof,
if this statement is claimed to be an axiom, we simply check whether it indeed is the right axiom if it
is claimed that this statement is obtained from the
previously proven statements according to one of the
legitimate rules, then we just need to check that it indeed follows. Deciding whether a proof results in B
is also simple: it is sucient to look at the last statement of the proof. As a result, we have a very simple
(usually, quadratic-time) algorithm (we will denote this
algorithm by f) that takes a given text p and returns
either a statement \this text is not a proof", or a statement B that is actually proved by this proof. In terms
of this algorithm f, a given text p is a proof of B if and
only if f(p) = B. So, we can reformulate the de nition
of S(B) as
S(B) = minfl(p) : f(p) = B g

(1)

where l(p) stands for the length of the word p.
Similarly, it is easy to check whether a given text p is
a proof of a statement B on the assumption that A is
already known to be true (i.e., in e ect, that we can use
A as a new axiom). Let us denote by  an algorithm
that, given a pair consisting of a text p and a statement
A, returns returns either a statement \this text is not a
proof", or a statement B that is actually proved (given

A) by this proof. In terms of this algorithm f, p is a
proof of B using A if and only if (p A) = B. So, we
can reformulate the de nition of S(B jA) as
S(B jA) = minfl(p) : (p A) = B g:
(2)
For an empty statement A, (p A) coincides with the
algorithm f(A) de ned above.

Relation to complexity of discrete objects. The

right-hand side of the formula (1) is known as the complexity of object B with respect to the specifying method
f (see, e.g., 8], Chapter 2), and it is denoted by Cf (B).
According to 8]: \In computer science terminology, we
would say that p is a program and f is a computer, so
that Cf (x) is the minimal length of a program for f
(without additional input) to compute output x."
Similarly, the right-hand side of the formula (2) is
known as the complexity of B conditional to A (8],
Section 2.1) in computer science terms, it means the
minimal length of a program p that, given A, computes
B it is usually denoted by C (B jA).
In these terms, \A implies B" is equivalent to
C (B jA) < Cf (B), i.e., to Cf (B) ; C (B jA) > 0, and
the di erence Cf (B) ; C (B jA) > 0 can be viewed as
a degree to which A implies B.

Relation to Kolmogorov complexity. The most

well known case of this de nition is when we take as f
a universal computer (in some reasonable sense of this
word), i.e., a computer with \the best possible" computing properties. For an arbitrary f, the complexity
Cf (x) characterizes not only the complexity of x itself,
but it also describes the ability of f to capture it: e.g.,
x can be a simple word, but a computer f may be so
limited that it cannot compute x by a short program.
For a universal computer f, the complexity Cf (x) is not
bounded by any drawbacks of the computer and therefore, characterizes the complexity of the word x. This
notion was introduced independently by Kolmogorov,
Solomono , and Chaitin it is usually called the Kolmogorov complexity C(x) of the word x.
Similarly, in case  is a universal computer, the value
C (xjy) characterizes the complexity of x with respect
to the object y, and it is called a conditional Kolmogorov complexity of x with respect to y.

Information. For universal computers, the di erence

Cf (x) ; C(xjy) that describes how using y makes computing x easier, is called the algorithmic information
about x contained in y, and it is denoted by I(y : x).
This notion is in good agreement with the information
de ned in traditional mathematical statistics and engineering information theory.
Using this de nition as an analogy, we can call the
di erence Cf (B) ; C(B jA) the information about B

contained in A, and denote it by I (A : B). In terms
of this newly de ned \information" I , we can de ne
\A implies B" as I (A : B) > 0, and I (A : B) is the
degree to which A implies B.

Information is asymmetric since we take resource boundedness into consideration. In our
de nitions, we used fast (quadratic-time) algorithms f
and , and, since we restrict ourselves with resourcebounded analogues of Kolmogorov complexity, we end
up with the non-symmetric information (10] 9] 8],
Chapter 7).

This allows us to avoid the problem which could occur if we used the original Kolmogorov complexity,
in which asymptotically, the information is symmetric I(A : B) I(B : A), and therefore, we would have
gotten a counterintuitive conclusion that A implies B
i B implies A.

3 Understanding feasibility
Introduction. It is well known that not all algorithms

are realistic (see,n e.g., 7], Section 7.1). If an algorithm
requires, say, 22 computational steps for an input of
length n, then for realistic n (e.g., n = 100) this number
of steps will exceed the lifetime of the Universe (according to modern cosmology). So if we are interested in
separating purely theoretical algorithms from the ones
that can be actually run on the computers (existing or
future ones), we must somehow formalize the notion of
feasibility.
The most widely used formalization of this notion is
that feasible algorithms are exactly the ones that are
time-polynomial, i.e., the ones for which the running
time is limited by some polynomial P (n) of the input
length n (see, e.g., 7], Section 7.4 11], Ch. 23). There
exist formal systems of reasonable axioms that justify
this choice (see, e.g., 14]).
However, the majority of the researchers agree that
this is not the precise description of a feasible algorithm, because some time-polynomial algorithms are
evidently not
feasible. For example, an algorithm that
takes 101010 n time to compute is time-polynomial(even
linear-time) but it can hardly be called feasible: even
for n = 1 it requires the computation time that is exponentially bigger than the lifetime of the Universe.
So the problem is: how to get a better formalization of
the notion of a feasible algorithm?

L. Zadeh remarked that this problem may be caused by
the fact that we are trying to describe feasibility as a
crisp notion, according to which an algorithm is either
feasible or not. In reality, it is natural to distinguish be-

tween di erent degrees of feasibility: e.g., a linear-time
algorithm is clearly more feasible than a quadratic-time
one. So, instead of saying that an algorithm is feasible,
we would like to say that an algorithm is feasible to
a certain extent. In other words, feasibility is a fuzzy
notion.
In this section, we formalize this idea, and show that it
leads to the solution of the above-mentioned problem:
 Our formalization will explain why feasible algorithms are time-polynomial.
 And, at the same time, in our formalization, it
will be not true that all time-polynomial algorithms are feasible.
Motivations of the following de nitions. When
we say that an algorithm is feasible, we mean that for
every input of reasonable length, the running time of
this algorithm is also reasonable. Therefore, to decide
whether an algorithm U is feasible or not (and to what
extent this algorithm is feasible), we must know how
fast the function tU (n) (that describes the largest running time of U on all inputs of length n) grows. Let
us say that a function f(n) from integers to integers is
feasible if it represents the running time of a feasible
algorithm. In these terms, the above statement can be
reformulated as follows: F(f) is equivalent to
8n(R(n) ! R(f(n))

(3)

where F(f) means \f is feasible", and R(n) means \n
is a reasonable (i.e., suciently small) length" (or \n
time units is a reasonable time").
In view of this equivalence, to describe what is feasible,
we must describe what is reasonable. There are several
natural properties of the notion \reasonable":
 First, if n is reasonable (i.e., suciently small),
and m is even smaller, then m is also a reasonable
length:
8n m((R(n) & (m


< n)) ! R(m)):

(4)

Second, if we have two feasible algorithms, and
we run the rst one, and then immediately after
that, run the second one, then the resulting composite algorithm is also feasible. For this composite algorithm, the running time is equal to the
sum of the running times of the rst two. So,
we can conclude that if n and m are reasonable
times, then their sum m + n is also a reasonable
time:
8m8n((R(m) & R(n)) ! R(m + n)):

(5)

In particular, for m = n, we conclude that
8n(R(n) ! R(2n)):

(6)

Third, if we have an algorithm that calls a certain
subroutine a reasonable number of times, and
this subroutine is feasible itself, then the resulting
composite algorithm is also feasible. If we denote
the number of calls by m, and the running time
of the subroutine by n, then the running time of
the composite algorithm (that consists of m calls
of n time units each) is m n. So, the above property means that if m and n are both reasonable,
then their product is also reasonable:
8m8n((R(m) & R(n)) ! R(m n)):
(7)
In particular, for m = n, we conclude that
8n(R(n) ! R(n2)):
(8)
How can we describe these statements in fuzzy terms?
We want to describe the properties of a predicate R(n).
Since we are going to use fuzzy logic, it is natural to
describe R(n) as a fuzzy predicate, i.e., as a function
R that transforms an integer n into the number from
the interval 0,1] (R (n) is our degree of belief that n
is a reasonable length and/or time). To have a fuzzy
descriptions of conditions (4) through (8), we need to
choose fuzzy analogues of &, !, and 8n. Since our goal
is to show the potential possibility of to describe feasibility in fuzzy terms, we will choose the simplest possible fuzzy analogues of these logical operations. For &,
the simplest operations described in the original paper
of Zadeh 16] were minimum and algebraic product.
Minimum does not work here (see, e.g., 12, 13]), so,
we will use the algebraic product.


The next choice is to describe 8n and ! in fuzzy terms.
Namely, suppose that we have a formula F of the type
8n(A(n) ! B(n)). Suppose also that for all n, we know
the degrees of belief (A(n)) and (B(n)) in A(n) and
B(n). What is the resulting degree of belief (F) in a
formula F? The fact that F is true means that for every
n, from A(n), we can conclude B(n). In other words,
from F&A(n), we can conclude B(n). Therefore, for
every n, the degree of belief in B(n) is at least as large
as the degree of belief in F&A(n). Since we have chosen algebraic product as a fuzzy analogue of &, we can
conclude that (B(n)) (F) (A(n)). Therefore, it
is natural to de ne (F ) as the largest real number for
which this inequality is true for all n. This inequality
can be rewritten as (F) min((B(n))=(A(n)) 1)
(min(::: 1) because (F )
1 even if (B(n)) >
(A(n))), and therefore, this de nition can be reformulated as inf min((B(n))=(A(n)) 1)], where inf is
taken over all non-negative integers n.
If we have a simpler universal formula F of the type
8nA(n), then this formula F simply implies A(n) for
all n. Therefore, we must have (A(n)) (F) for all
n. Hence, as (F), we can take the largest real number
that satis es all these inequalities: namely, (F) =
inf ((A(n)).

Similar de nitions can be given for the case when we
have two universal quanti ers in a formula. Now, we
are ready for formal de nitions.

De nition 1. Let R(n) be a fuzzy predicate, i.e., a

function R (n) from the set N of all non-negative integers to the interval 0,1]. We will de ne degrees of
belief in di erent statements as follows:
 For every integer n, by a degree of belief (R(n))
in R(n), we mean the number R (n).
 For a crisp formula F, by a degree of belief (F)
in F, we mean 1 if this formula is true, and 0 is
this formula is false.
 If we already know the degrees of belief (A) and
(B) in formulas A and B, then the degree of
belief in A&B is de ned as
(A&B) = (A) (B):




If for every n, we already know the degree of belief
(A(n)) in a formula A(n), then the degree of
belief (F) in a formula F of the type 8nA(n) is
de ned as inf (A(n)).
If for every n, we already know the degrees of
belief (A(n)) and (B(n)) in formulas A(n) and
B(n), then the degree of belief (F) in a formula
F of the type 8n(A(n) ! B(n)) is de ned as
inf min((B(n))=(A(n)) 1)].

De nition 2.

We say that a formula F is possibly true if
(F) > 0.
 We say that a fuzzy predicate R is a possible description of realism if for this predicate, formulas
(2){(6) are possibly true.
 We say that a function f from integers to integers
is possibly feasible if for every possible description
of realism, formula (3) is possibly true.
Theorem 1. 12, 13] For every function f(n), the


following two conditions are equivalent to each other:
 f is possibly feasible
 there exists a polynomial P such that f(n)
P(n) for all n.

This theorem means that every feasible function is
time-polynomial. In other words, this result explains
why feasible functions are currently associated with
time-polynomial ones.
For this de nition, it is true that every polynomially
bound function is possible feasible. This makes sense,
because in our de nitions, we did not assume anything
about our physical world. So, e.g., the function 101010 n
that is not feasible in our world, is feasible in some hypothetic world of many dimensions. However, we would
like to describe the fact that although every polynomial
is possibly feasible in some world, but in every world,

some polynomials are still not feasible. The statement
that all polynomial-time algorithms are feasible is naturally formalized as 8A k(F(Ank )), where F(f) is interpreted as (3). For this statement, the following is
true:

Theorem 2. 12, 13] It is not possibly true that every
polynomial is feasible.

Comment. It is therefore not possibly true that every

time-polynomial algorithm is feasible this is exactly
what we wanted to prove.

4 Understanding randomness
Formulation of the problem. It is desirable to have

programs that are 100% justi ed. Such programs exist,
but they are extremely rare. Most programs do not use
only mathematically justi ed methods of solving equations etc., they also use heuristic and semi-heuristic
methods and ideas, i.e., methods that are not 100% justi ed. For such not-100%-justi ed programs, we must
use testing to check whether a program is correct.
The half-a-century experience of software testing has
led to several important techniques and recommendations for choosing such inputs (see, e.g., 4, 6, 15]).
However, many existing recommendations are only
heuristics, i.e., methodologies that are justi ed by the
experience and intuition rather than by a precise mathematical justi cation. Without a justi cation, undertaken on the mathematical strictness level, we cannot
be sure that the tested program is correct.
An additional problem with these heuristics is that
many of these recommendations use imprecise terms,
i.e., words that are more or less understandable, but
that are not precisely de ned.
In this paper, we will show how such recommendations
can be formalized and mathematically justi ed.
Let us start by describing the two heuristics that we
will formalize.

Recommendations using the word \simple". A

typical software engineering recommendation is to try
the program on simple data: e.g., if a variable takes values from 1 to n, we must check it for 1, for n, maybe for
a midpoint. It is also known that for simple programs
and speci cations, it is sucient to check a few simple
cases, while for more complicated programs and specications, more complicated data must be also used for
testing.
The word \simple" is more or less clear, and in di erent
speci c examples, it is explicitly and formally de ned,

but this word is not formally described in the general
descriptions of this recommendation.

Recommendations using the word \random".
Another term which is eciently used in software engineering (and which is not always formally de ned) is
\random".
Namely, the recommendation is that if we test the program on several \random" sets of data, we will thus be
sure that the program works well on \almost all" cases
(in some unspeci ed sense).
The word \random" brings to mind methods of mathematical statistics these methods indeed help in formalizing some of these recommendations. However, there
are some additional features of these recommendations
that traditional statistics cannot capture. For example (like in the above case), the more complicated the
program, the more tests we need to achieve the same
level of con rmation. In contrast, the degree of con dence guaranteed by methods of traditional statistics
does not depend on whether the hypotheses are \simple" or not.

The main objective of the present paper. In the

present paper, we will show that the known formalizations of the terms \simple" (as having a small Kolmogorov complexity C(x)) and \random" (as having
Kolmogorov complexity close to the length l(x)) make
these recommendations mathematically justi ed.
These results were rst announced in 5].

Software testing: brief informal description.

Starting with some input x, we must produce an output y. We know specications, i.e., the description of
the properties that this y must satisfy. Often, specications consist of an equation that we are trying to
solve (plus, maybe, some additional conditions).

In order to be able to check the correctness of the program, we must be able to check, for any given x and
y, whether y satis es these given speci cations. So, we
need to have a speci cation-checking program program
that checks whether a given y satis es the speci cations
for a given x.
For example, if x and y represent real numbers, and
the equation that we are trying to solve is x2 = y, then
the speci cation-checking program s(x y) consists of
simply computing x2 and comparing the result with y.

De nition 3. By a software testing situation, we mean

a pair of programs (p s), where p transforms binary
sequences into binary sequences, and s transforms pairs
of binary sequences into \true" or \false". The program
p will be called a tested program the program s will be
called a specication-checking program.

De nition 4. Let (p s) be a software testing situation.

We say that the program p satises the specications for an input x if s(x p(x)) =\true".
 We say that the program p satises the specications if it satis es the speci cation for all inputs x.
Denotation. For a given program (word) p, by l(p),
we will denote its length (i.e., the number of bits in the
binary description of p).


De nition 5. Let c > 0 be an integer, and let (p s) be

a software testing situation. We say that, with respect
to this situation, an input x is c-simple if C(x) c +
l(p) + l(s).
Comment. In other word, an input is simple if its com-

plexity does not exceed the complexity (length) of the
tested program + the complexity (length) of the speci cation checking.

Theorem 3. There exists a number c > 0 with the

following property: For every software testing situation
(p s), if the program p satises specications for all
c-simple inputs, then it satises specications for all
possible inputs.
Comment 1. Theorem 3 says that to check whether a

given program p is correct, it is sucient to check this
program only on inputs that are not too complicated
(i.e., whose Kolmogorov complexity does not exceed
c + l(p) + l(s)). The more complicated the program
p and/or the speci cation t, the higher the bound c +
l(p) + l(s), and therefore, the more examples we need
to test. This Theorem thus explains the above simple
software testing heuristic.
Comment 2. For reader's convenience, all the proofs

are placed in the last section.

Comment. In formalizing heuristics that use the word

\simple", we considered programs that can potentially
process inputs of arbitrary length (e.g., sorting programs are like that). For such heuristics, our conclusion
was that the program is correct for all inputs.
For heuristics that use the word \random", we want to
be able to conclude that the program is correct for \almost all" inputs, i.e., to be more precise, for a fraction
of the inputs that exceeds a given number 1 ; ". To
be able to talk about fractions, we must restrict ourselves, e.g., to the case when we only allow inputs of
xed length L.

De nition 6. Let C > 0 be an integer. A word x

is called C -random if C(x) l(x) ; C. We say that
x1  : : : xk is a C -random sequence of k inputs of length
L if l(x1 ) = : : : = l(xk ) = L and C(~x) l(~x) ; C,
where ~x = x1 : : :xk is a concatenation of the words
x1  : : : xk.

De nition 7. Let L and C be integers, let x1 : : : xk

be a C-random sequence of k inputs of length L, and
let (p s) be a software testing situation. We say that
a program p satises specications for this sequence if
s(xi  p(xi)) is true for all i = 1 : : : k.

De nition 8. Let

2 (0 1) be a real number, let P(x)
be a property of binary sequences, and let L be a positive integer. We say that the property P (x) is true for
-almost all sequences of length L if NP (L)=N(L) 
where N(L) is the total number of sequences of length
L, and NP (L) is the total number of sequences of length
L that satisfy the property P (x).

Theorem 4. There exists a number c with the following property: For every two integers L and C , and for
every software testing situations (p s), if the program p
satises specications s for some C -random sequence of
k inputs of length L, then the program p satises specications for -almost all inputs x of length L, where
= 2;a(k) and

a(k) = c + l(p) + l(s)k+ log2 (k) + C :
Comment. When k

! 1, we have a(k) ! 0, and
hence, ! 1. So, the more random inputs we check,
the larger the fraction of values x about which we can
conclude that the program is correct.

This fraction depends on the complexity of the program
p and of the speci cation s: the simpler the program
and the speci cation, the larger the fraction. Thus,
for a more complicated program, we must undertake
more tests to achieve the same value (i.e., the same
degree of con dence about the correctness of the tested
program).
Thus, we have justi ed the above heuristics that use
the word \random".

A word of warning. The main objective of this

section is justication of several existing simple software engineering testing heuristics. This formalization
makes us con dent that these heuristics will work, but
it does not help us to implement them: the words
\simple" and \random" used in these simple heuristics are formalized, but they are formalized in terms
of the notion of Kolmogorov complexity, and Kolmogorov complexity is, in general, not algorithmically
computable 8].

5 Proofs
Proof of Theorem 3. To prove Theorem 3, let us x
some ordering < on the set of all possible binary words:
e.g., let us order the words by their length, and for a
xed length, lexicographically.
Let us now describe the rst x (in this order) for which
:s(x p(x)) we will denote this rst x by f. Computing
this f (if it exists at all) can be easily done by a simple
while loop inside the loop, we have two calls: for p and
for s. Therefore, the length of the resulting program
is equal to c + l(p) + l(s), where c is the length of the
necessary additional structure (while loop itself, going
to the next word in the above-de ned ordering, etc.
this additional structure does not depend on s or p).
We are now ready to prove Theorem 3 with this very
value of c. Indeed, suppose that we have successfully
tested a program p on all inputs x with C(x) c+l(p)+
l(s). Let us show, by reduction to a contradiction, that
s(x p(x)) =\true" for all x. Indeed, suppose that this
is not true this means that there exist words x for
which :s(x p(x)) therefore, there exists the rst word
f for which the speci cation s is not satis ed, i.e., for
which :s(f p(f)) and s(x p(x)) for all x < f. We
already know that this rst word f can be generated
by a program of length c+l(p)+l(s). Since Kolmogorov
complexity of a word is de ned as the smallest length
of a program that generates this word, we can conclude
that the Kolmogorov complexity C(x) of any word x
cannot exceed the length of a program that generates
x. In particular, for f, we conclude that C(f) c +
l(p) + l(s). But by assumption, we have successfully
tested the program p on all inputs x of Kolmogorov
complexity c + l(p) + l(s) therefore, in particular,
we have successfully tested the program p on f, thus
concluding that s(f p(f)). This conclusion contradicts
to our choice of f as the rst word for which s is not
true.
This contradiction proves that our initial assumption {
that p is not always correct { is false. Thus, p is always
correct. The theorem is proven.

Proof of Theorem 4. We have assumed that our pro-

gram p satis ed speci cation for a C-random sequence
of k inputs x : : : xk of length L. Let us prove that
in this case, the program p satis es speci cations for a
large fraction of words x of length L.
Indeed, let us denote by S = NP (L) the total amount
of words x of length l(x) = L for which the program
p satis es the speci cations, i.e., for which s(x p(x)).
Then, the desired fraction is equal to the ratio of S
to the total number N(L) = 2L of words of length
L: F = S=2L . One can easily write a program that
generates the rst, the second, : : :, the n;th, : : :, the

S ;th x for which s(x p(x)):
 this program starts with a counter set at 0
 it generates all words x in the lexicographic order,
and for each word x, checks whether s(x p(x)) is
\true"
{ if the property s(x p(x)) is true, the program increases the counter by 1,
{ otherwise the program leaves the counter
unchanged.
 When the counter reaches the value n, n;th
number is generated.
This program uses p and s therefore, the length of this
program is c1 + l(p) + l(s) for some constant c1 .
Similarly, one can easily, for any given k, generate all
sequences x1 : : :xk for which all components x1 : : : xk
satisfy the given property s. This program calls p and
s, and uses k as one of the inputs therefore, its length
is c1 + l(p) + l(s) + l(k), where l(k) = dlog2(k)e is
the length of the binary expansion of k.
If we x the number n in this program, we get a
program with no input that generates the sequence
x1 xk . The length of this resulting program is
equal to the length of the original program + the
length of the actual number n that we are substituting instead of the variable n, i.e., this length is
c1 + l(p) + l(s) + l(k) + l(n).
The total number of such sequences is S k , so, n S k ,
hence, l(n) l(S k ) thence, the length of this program is c + l(p) + l(s) + l(k) + l(S k ). Therefore,
the Kolmogorov complexity of each such sequence is
c1 + l(p) + l(s) + l(k) + l(S k ).
We have assumed that the program satis ed speci cations for a C-random sequence of ~x = x1 : : :xk of k
inputs. This means that for ~x, we have:
 on one hand C(~x) c1 +l(p)+l(s)+l(k)+l(S k )
(because the program satis es the speci cations),
and,
 on the other hand, C(~x)
l(~x) ; C = kL ; C
(since ~x is random).
Therefore, we can conclude that
c1 + l(p) + l(s) + l(k) + l(S k ) k L ; C: (9)
It is well known that l(S k ) = dlog2(S k )e and therefore,
l(S k ) log2 (S k )+1 = k log2(S)+1. Similarly, l(k)
log2 (k) + 1. Therefore, from (9), we can conclude that
c1 +l(p)+l(s)+log 2 (k)+2+k log2(S) k L ; C: (10)
Moving terms linear in k into the right-hand side and
all other terms into the left-hand side, we conclude that

k (log2 (S) ; L)
;(c1 + l(p) + l(s) + log2 (k) + 2) ; C:
(11)
By de nition of a fraction F = S=2L , we conclude that
log2 (F ) = log2(S) ; L. If we substitute this expression
into the left-hand side of (10) and divide both sides by
k, we get
log2 (F) ; c1 + l(p) + l(s) +k log2 (k) + 2 + C : (12)
From (12), we get the desired inequality for c = c1 + 2.
The theorem is proven.
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