A micro-macro simulation algorithm for the calculation of polymeric flow is developed and implemented. The algorithm couples standard finite element techniques to compute velocity and pressure fields with stochastic simulation techniques to compute polymer stress from simulated polymer dynamics. The polymer stress is computed using a microscopic-based rheological model which combines aspects of network and reptation theory with aspects of continuum mechanics. The model dynamics include two Gaussian stochastic processes each of which is destroyed and regenerated according to a survival time randomly generated from the material's relaxation spectrum. The Eulerian form of the evolution equations for the polymer configurations are spatially discretized using the discontinuous Galerkin method. The algorithm is tested on benchmark contraction domains for a polyisobutylene (PIB) solution. In particular, the flow in the abrupt die entry domain is simulated and the simulation results are compared with experimental data. The results exhibit the correct qualitative behavior of the polymer and with few exceptions, agrees well with the experimental data.
INTRODUCTION
Two persistent challenges in polymeric fluids mechanics are the development of accurate rheological models to describe the stress-strain relationship in the fluid and the development of accurate and efficient numerical techniques to solve the resulting governing system of equations. Within the traditional framework of simulations, the stress is calculated using a closed form macroscopic model. Unfortunately, these models, often in the form of differential or integral equations, fail to various degrees to describe real polymer behavior. Improvements to these models are strongly restricted due to the lack of molecular insight prevailing in these models. Therefore, the best hope is to develop microscopic-based, or molecular, models which are naturally suited for the inclusion of relevant polymer physics. These models include a description of the polymer molecular dynamics, usually involving the evolution of polymer configuration variables with associated probability density functions, and an expression for the polymer stress as a function of these dynamics.
In order for microscopic-based models to be useful in engineering applications, simulation techniques must be developed which are capable of resolving the multiple levels of description. In 1992Öttinger and Laso [1, 2] introduced the first such micro-macro algorithm for polymeric flow. The strategy of their algorithm, widely known as CONNFFESSIT 1 , is to couple traditional methods, such as finite element techniques, for the calculation of velocity and pressure with stochastic simulation techniques for the calculation of polymer stress from a microscopic-based model. Polymer stress is computed by simulating the dynamics of a large ensemble of the configuration variables and taking an appropriate ensemble average of a function of these variables.
The most promising feature of CONNFFESSIT is the ability to calculate the fluid flow using microscopic models for which a closed form constitutive equation is not known. An additional advantage is the possibility of including the relevant polymer physics into the model such as chemical reactions, polydispersity, and polymer migration. Laso et al. [1, 2] tested the algorithm in one-dimensional flow for various molecular models: the Hookean dumbbell models (upper convected Maxwell model and Oldroyd-B model), and the FENE and FENE-P models. Feigl et al. [3, 4] were the first to extend CONNFFESSIT to twodimensional flow. This was done for a Hookean dumbbell model. Subsequent studies include those of Hua and Schieber [5] for a reptation model and Bell et al. [6] who used a spectral method, as opposed to a finite element method, for the macrocalculation. Each of these studies relied on a particle tracking technique in which an ensemble of model molecules or chains is tracked in the flow field along selected particle paths, and the polymer stress in each element is determined by averaging over all such paths passing through the element. An improvement to the particle tracking scheme was made by Hulsen et al. [7] , who replaced the individual polymer molecules or chains by an ensemble of configuration fields, which are defined at every point of the flow domain. These configuration fields, like polymer molecules, convect and deform in the flow field and may be subjected to the Brownian motion. With this description, the difficulties associated with particle or ensemble tracking in the original CONNFFESSIT algorithm were avoided. It was also observed that the configuration field approach led to a reduction in the statistical error [8] . A further improvement to the micro-macro simulation of reptation models was reported by Van Heel et al. [9] who used deformation gradient fields instead of configuration fields for these models.
In 1998, Feigl andÖttinger [10] introduced a microscopic-based rheological model to calculate polymer stress. This model combines aspects of microscopic models, specifically reptation and network models, with aspects of macroscopic models.
Comparison of model predictions with experimental data showed that the model described well the material functions of a low-density-polyethylene melt in shear and elongational flow. The goal of the present paper is to develop a two-dimensional micro-macro simulation algorithm incorporating this model and to test it in benchmark flow problems. The fluid considered is a well-characterized polyisobutylene (PIB) solution [11, 12] , and the flow domains are the tapered and abrupt die entry domains.
The remaining of the paper is organized as follows: In the next section, the general dynamics and stress tensor of the microscopic-based model are described. A particular form of the model is constructed for the PIB solution, and some of the model's predictions are presented and compared with experimental data. The three subsequent sections describe the micromacro simulation algorithm, the simulation results in the die entry domains, and a summary. Simulation results in the abrupt planar die entry domain are compared with experimental data taken from the PIB solution in this domain.
RHEOLOGICAL MODEL AND MATERIAL FUNCTION PREDICTIONS
The isothermal flow of an incompressible fluid with density ρ is governed by the momentum and mass balance equations:
where p and u denote the pressure and the velocity fields, respectively, and τ is the extra-stress tensor. In general, the extra-stress tensor, τ, is represented as a sum of the polymer contribution, τ p , and the Newtonian solvent contribution, τ s , given by τ s = η sγ , where η s is the solvent viscosity andγ is the rate-of-strain tensor. The polymer contribution, τ p , to the extra-stress tensor must be modeled with an appropriate rheological model. In this paper, the following microscopic-based rheological model is considered.
Model Description
The dynamics of the model are described by two independent Gaussian random variables, Q 1 (t) and Q 2 (t), each of which is a 3 × 1 column vector, and each of which is repeatedly created, allowed to evolve according to an equation of motion, and then destroyed in an independent manner. At its time t of creation, each vector is a standard Gaussian random variable. Associated with each random variable is a lifetime, s i , during which the vector evolves according to its corresponding deterministic equation of motion
These equations are based on the assumption that the vectors deform affinely in the homogeneous flow field represented by the transpose of the velocity gradient tensor, κ. At time t + s i , the vector Q i (i = 1, 2) is destroyed and again (independently) randomly generated according to the standard Gaussian distribution function. Using this newly generated vector as an initial condition, Q i again evolves according to Eqn. (3) (for i = 1) or Eqn. (4) (for i = 2) during a second time interval, and so forth over many time intervals until the time at which we want to compute stress is reached.
The vector Q 1 (t) represents the end-to-end configuration vector from network theory of concentrated polymer solutions and polymer melts [13] . It describes the configuration of segments, or tubes, defining the temporary physical entanglements of the macromolecules. The dual vector Q 2 (t) represents the same concept as anisotropic tube cross-section in reptation theory [14] . It points from the centerline of the tube to the wall of the tube, where the tube represents the topological constraint imposed by the surrounding macromolecules. It is, therefore, a representation of the tube cross-section, or an area element of the segment.
Given the above dynamics, the polymer contribution to the extra-stress tensor, τ p , is generally expressed as the expectation of a function, F, of these dynamics. It is most conveniently written in terms of conditional expectations of F (p. 53 of [15] ) as follows
where µ(t −t ) is the probability density associated with the random variable representing the creation time of a vector, under the assumption that strain effects and time effects may be factored. The vectorsQ 1 (t,t ) andQ 2 (t,t ) are the solutions of Eqn. (3) and Eqn. (4), respectively. We set
For sufficiently small dt , the product µ(t − t ) dt represents the probability that a strand which lives at time t was created in the interval of length dt around t .
In the model described here we take
where the factor G(0) is the relaxation modulus G(t − t ) at t = t , and f 1 and f 2 are scalar functions of
The functions f 1 and f 2 represent the continuum mechanics part of the model. The parameters contained in these functions can be chosen to fit rheological data, if desired. In order to ensure that the correct linear viscoelastic behavior is described by the model, the functions, f 1 and f 2 , must satisfy a small deformation constraint, as described in [10] .
Both the memory function, m(t − t ), of the fluid and the probability density, µ(t − t ), are related to the probability of a strand,
where p(s) is the probability density for survival time, s [10, 16] . Through a coordinate transformation, a survival time s ∈ [0, ∞) can be obtained from a uniform random number z ∈ [0, 1) via the invertible function
where
Often the memory function of a fluid is available in the form of the Maxwell linear viscoelastic memory function
where λ k and η k , k = 1, ..., K, are a set of relaxation times and partial viscosities for the material, whose values can be found from linear viscoelastic data, such as the storage and loss moduli measured in small amplitude oscillatory shear flow. For a single-mode model, the expression for z = z(s) in Eqn. (8) can be inverted analytically to give s(z) = −λ k ln(1 − z). For a multi-mode memory function (K > 1), z(s) cannot be inverted analytically. Since the multi-mode model can be written as a sum of single-mode models, each mode can be simulated separately and the results added together. Although this is the most convenient and straightforward approach, the computational time increases with the number of relaxation times. Therefore, in this study, a survival time is generated from the entire relaxation spectrum by using a rapidly converging nonlinear iteration scheme (e.g. the Newton-Raphson method) to solve Eqn. (8) for a given z, where the initial guess is computed using piecewise function approximations.
Fluid and Predictions of Material Functions
The fluid we consider is a 5% polyisobutylene (PIB) solution in tetradecane C14 at 25 C described by Quinzani et al. [11, 12] . The relaxation spectrum was determined by Quinzani et al. [11] and is given in Table 1 .
The form of the strain functions in Eqn. (6) were chosen based on past experience to be f 2 = 0 and
The parameter values were taken to be a 0 = 0.635, a 1 = 0.040 and a 2 = 0.038. These values were chosen to give good predictions to the material functions of the PIB solution and to satisfy the small deformation constraint. The steady-state and transient material functions were computed for the PIB solution in shear and elongation flows. In all cases, an ensemble of 10 7 trajectories was used for each configuration vector. Vectorization was employed to reduce the computational time, and a variance reduction technique was used to control the statistical error at low shear or strain rates . See [10] for details of the simulation algorithm. The statistical errors for these simulations are so small that the computed values can be regarded as "exact" values of the model predictions. For comparison with the micro-macro simulation algorithm described in the next section, the simulation algorithm used here, in homogeneous flow, is referred to as the standard simulation algorithm.
A sample of the model's predictions to the material functions is given in Figure 1 . The error bars in the model's predictions are smaller than the size of the symbols, and are not visible. The top graph shows the model's predictions of the viscosity, η + (t), in the start-up of shear flow, at two different shear rates along with the experimental data report in Quinzani et al. [12] . All experimental data points for the PIB solution were read from the graphs in [12] . The model predicts very well the start-up behavior, including the small overshoot atγ 0 = 100 s −1 .
The middle graph shows the steady-state shear viscosity, η, and the first normal stress coefficient,
Again there is good agreement between the model and the experimental data. The horizontal dashed lines represents the zero-shearrate viscosity η 0 = η p + η s = 1.4258 Pa s and the zero-shear-rate first normal stress coefficient computed from the generalized Maxwell model.
Finally, the bottom graph of Fig. 1 shows the model's predictions of the steady-state second normal stress coefficient, Ψ 2 = (τ 22 − τ 33 )/γ 2 , and the normal stress ratio Ψ 2 /Ψ 1 , in simple shear flow. Although there was no experimental data with which to compare, the magnitudes and
The model also predicts the correct qualitative behavior in uniaxial elongational flow, such as strain-hardening. There was no experimental data taken in uniaxial elongational flow for this PIB solution.
MICRO-MACRO SIMULATION PROCEDURE
We are interested in computing the isothermal, incompressible flow of a polymeric fluid using micro-macro simulations. A decoupled approach is taken in which the velocity and pressure fields are computed in one step, where a previously computed stress tensor enters the momentum equation as a pseudo-body force, and the polymer stress is computed in the second step from this updated velocity field.
The velocity and pressure fields are computed from the momentum and continuity equations, Eqs.
(1) and (2), using standard finite element techniques. In accordance with the decoupled approach, the divergence of the extra-stress tensor is treated as a known pseudo-body force. The finite element method is applied to the penalty formulation of Eqs. (1) and (2) . The type of finite element used is the cross-triangle macro-element [17, 18] which consists of a quadrilateral divided into four triangles formed by the diagonals of the quadrilateral. On each triangle, linear velocity interpolants are used and pressure is taken to be a constant (via the penalty equation). Feigl and coworkers used this element in standard macroscopic finite element simulations of polymeric flow [19] [20] [21] and in micro-macro simulations [3, 4] . Regardless of whether the flow is steady or transient, the time derivatives are retained in the momentum equation, and a time marching scheme is used. For steady problems, this strategy increases stability of the algorithm. Details of the macro part of the algorithm can be found in [17, 21] .
The micro part of the simulation consists of calculating the polymer stress from the molecular-based model described in the previous section. However, since the flow is not homogeneous in arbitrary flow domains, the transpose of the velocity gradient in Eqs. (3) and (4) must be allowed to vary with x as well at t. In this case, the equations of motion can then be viewed to be in Lagrangian form with the time derivatives being material derivatives. The particle tracking approach to the calculation of polymer stress uses this Lagrangian formulation of the equations of motion.
In the configuration field approach, proposed by van den Brule and coworkers [7, 9] , these Lagrangian equations of motion are written in Eulerian form as
for t < t < t + s i , i = 1, 2. In this case, Q 1 (x,t) and Q 2 (x,t) are continuous configuration fields which are defined at every point of the domain. Initially, the configuration fields are spatially uniform. Similar to the Lagrangian approach, associated with each configuration field is a lifetime, s i , during which the field evolves according to Eqn. (11) or Eqn. (12) . Once the lifetime is reached, the entire configuration field is destroyed and immediately reset to a new initially spatially uniform, random configuration field. The equations of motion, Eqs. (11) and (12) are spatially discretized using the discontinuous Galerkin method. This method avoids coupling between elements and allows the stress and configuration fields to be calculated at the element level. The repeated solution of many large systems of equations is thus avoided. Omitting the details of the derivation, the weak form of Eqs. (11) and (12) can be stated as follows: for each element Ω e , find Q 1 , Q 2 ∈ W at time t such that for all ψ ∈ W Ω e ∂Q 1 ∂t
where W ⊆ [L 2 (Ω)] 2 denotes the functional space for Q 1 and Q 2 , and Q E i is the value of Q i , i = 1, 2, in the element upstream of Ω e . This quantity is passed, or convected, across the inflow boundary, ∂Ω e− , of the element Ω e .
Although several types of approximations for the configuration fields are possible, we take W h to be the space of piecewise constant functions on the triangles of the velocity elements. This choice of W h is consistent with the linear velocity interpolants in the macro calculation of velocity and pressure. With this approximation, the convection of configuration fields within each triangle vanishes and comes only through the boundary integral term. As a consequence, the resulting semi-discrete system of equations form an initial-value problem which can be solved analytically. The fact that no element system of equations needs to be solved is an advantage of using the velocity and configuration field approximations described above.
As a post processing step, the triangle-wise constant pressure field, stress field and velocity gradients are projected onto the space of continuous bilinear polynomials based on the vertices of the quadrilateral macro-elements.
SIMULATION RESULTS
The performance of the micro-macro algorithm is evaluated by simulating the flow of the PIB solution in a planar tapered die entry domain and in a planar abrupt die entry domain. The simulation results were compared with the known qualitative behavior of polymers and with available experimental data. Furthermore, since the model quantitatively predicts the behavior of the PIB solution in homogeneous steady-state shear flow (see Fig. 1 ), the steady-state model predictions from the standard simulation algorithm in homogeneous shear flow are also compared with the stress computed from the micro-macro simulations in the fully-developed flow of the downstream channel.
In both domains, the flow is assumed to be symmetric about the centerline, so that the computational domain is reduced. The boundary conditions imposed for both problems were: no-slip along the walls of the channels, the symmetry condition along the centerline, a parabolic profile along the inlet boundary and the fully developed profile along the outlet boundary. The fully developed profile along the outlet boundary was obtained by computing the flow at the same volumetric flow rate in a channel of uniform width (equal to the width of the downstream channel of the die entry domain).
Tapered Die Entry
The relevant dimensions of the tapered contraction domain are the half-height of the upstream channel, H u = 4 cm, and halfheight of the downstream channel, H d = 1 cm. The contraction occurs in the region 0 ≤ x ≤ 3 cm and x = −8 cm corresponds to the inflow boundary while x = 13 cm corresponds to the outflow boundary.
The simulations were performed on two finite element meshes. The first mesh contained 200 quadrilateral macro-elements and 446 velocity nodes. The second, more refined, mesh contained 480 macro-elements and 1029 velocity nodes. Partial views of these meshes are shown in Fig. 2 .
Several flow rates were considered, ranging from Q = 10 cm 2 /s to Q = 50 cm 2 /s. Good convergence was observed for all the flow rates and, with few exceptions, the results were mesh independent. Results for one flow rate, Q = 30 cm 2 /s, are presented below. The behavior at the other flow rates is similar.
First, Fig. 3 shows the typical streamline pattern in the tapered contraction. As expected, all streamlines are open and there is no recirculation. Figure 4 shows the axial velocity profile along the centerline and along an axial cross section in the fullydeveloped flow of the downstream channel. The centerline axial velocity profile displays the typical overshoot immediately after entry into the downstream channel before it reaches a steady value. The size of the overshoot was reduced with the mesh refinement, but is still present. This was the only noticeable mesh dependency observed in these calculations. All other velocity and stress profiles were mesh independent. The axial velocity profile at the cross section x = 8 cm in the downstream channel is shown in the bottom graph of Fig. 4 . Although not shown for graphical clarity, all subsequent axial velocity profiles coincide with this one, indicating that the flow is fully-developed. The parabolic profile corresponding to a Newtonian fluid at this flow rate is also shown in the graph. Comparison of the two profiles shows the shear-thinning behavior of the PIB solution.
In addition to the velocity profiles of Fig. 4 , there is further evidence that the flow in the downstream channel is fully developed shear flow: the stress and shear rates are virtually constant at a given height above the centerline. Since the fully-developed flow in the downstream channel is shear flow, the stress values from the micro-macro simulation can be compared with those computed from the standard simulation algorithm in homogeneous shear flow. As discussed in the previous section, the latter values can be considered to be "exact." To make the comparison, the constant shear rate at a given y value in the downstream channel, computed from the micro-macro simulation, is used to calculate the extra-stress from a standard simulation in homogeneous shear flow. Figures 5 and 6 show the shear stress, τ 12 , and first normal stress difference, These graphs also allow us to determine the effect of the ensemble size, N F , used in the micro-macro simulations on the calculated stress values. Figure 5 shows that there was almost no effect of N F on the τ 12 component of the stress tensor. An ensemble of N F = 2000 configuration fields was sufficient to get very good predictions for the shear stress in the downstream channel, although with the increase of configuration fields an excellent prediction can be achieved. There is more of an effect of N F on the first normal stress difference, as shown in Fig. 6 , particularly close to the wall. Increasing N F to 8000 produced good agreement in N 1 close to the wall, but had less effect on the predictions close to the centerline. Although not shown, it was also observed that the velocity profiles were independent of the ensemble size.
Abrupt Die Entry Simulations and Comparison to Experimental Data
The abrupt slit die entry experiments which were simulate in this study were performed by Quinzani et al. [12] . The dimensions of the slit die were: half-height of the upstream channel, H u = 1.27 cm, half-height of the downstream channel, H d = 0.32 cm, and the half-width of the channel, W = 12.7 cm. The contraction ratio was 3.97:1.
The simulations were performed on the two-dimensional centerplane of this domain (x 3 = 0). In doing so, it is assumed that the width of the channel is sufficiently large so that the flow in the x 3 -direction does not strongly affect the flow in the centerplane. The computational domain is further reduced by taking advantage of symmetry along the centerline (x 2 = 0). The half-heights of the upstream and downstream channels in the computational domain are the same as in the experiment, and the lengths of these channels are L u = 8 cm and L d = 13 cm.
Two finite element meshes were used. The first mesh contains 613 rectangular macro-elements and 1357 velocity nodes, and a second, more refined, mesh consists of 1200 macro-elements and 2514 velocity nodes. Figure 7 shows a partial view of the two finite element meshes near the die entry.
Simulations were performed over a range of volumetric flow rates, Q, corresponding to the flow rates,Q, used in the experiments. The latter (in units cm 3 /s) were converted to the former (in units cm 2 /s) by assuming that the flow in the x 3 -direction was nearly uniform and taking Q =Q/(2W ). The results from two flow rates are presented here: Q = 6.42 cm 2 /s and Q = 9.92 cm 2 /s. At all flow rates considered, the simulation results were mesh-independent. Figure 8 shows the streamline patterns from the numerical simulations for the two flow rates. A significant vortex is observed, as is typical for viscoelastic flows in abrupt contraction domains. Furthermore, over the range of flow rates considered, the size of the vortex did not grow with increased flow rate. This lack of vortex growth is again typical of polymers in planar contractions [19] . At all flow rates, the size of the vortex, χ = L v /(2H u ), remained at 0.24, where L v is the vortex detachment length. The size of the vortex in the experiments was not reported.
A comparison of the predicted flow kinematics and the experimental datais given in Fig. 9 . The top graph shows the comparison of axial velocity along the centerline of the domain, while the bottom graphs shows the derived centerline elongation rates. The centerline velocity in the experiments was measured using laser doppler velocimetry [12] . The figure show that there is generally good agreement. The model and simulation predict well the characteristic velocity overshoot within the die before a constant value is reached. In contrast, a velocity overshoot was not apparent in the experimental data. This difference in velocity is reflected in the elongation rates Nevertheless, both simulation and experiment show that the maximum elongation rate is reached immediately before the die entry, which is characteristic in die entry flow [19] . Simulation results from both meshes are shown in these figures, verifying mesh independence.
SUMMARY
A micro-macro simulation algorithm to calculate the flow of polymeric fluids was developed and implemented. The calculation of the velocity and pressure fields was performed using standard finite element techniques, while the polymer stress was calculated from a microscopic-based rheological model using stochastic simulations. The rheological model considered in this study combines aspects of network and reptation theories for concentrated polymer solutions and melts with aspects of continuum mechanics. The molecular dynamics of the model are described by two configuration variables, represented by two Gaussian stochastic processes, which are repeatedly created, allowed to evolve according to specified equations of motions, and are destroyed. The lifetime of each variable is determined from a probability density function involving the relaxation spectrum of the fluid.
To use this model in general finite element programs, the configuration field approach was adopted in which the Lagrangian evolution equations for the configuration variables were written in Eulerian form, thus producing evolution equations for configuration fields. The resulting equations were spatially discretized using the discontinuous Galerkin method. This method allows the solution of the evolution equations at the element level, which is most efficient given the large ensembles of configuration fields needed for statistical accuracy. The type of velocity-pressure finite element and configuration field approximation used in the simulation algorithm allows the semi-discrete system resulting from the discontinuous Galerkin method to be solved analytically in each element.
The fluid considered was a concentrated polyisobutylene (PIB) solution. After determining model parameters which produced good comparison between model predictions and experimental data in viscometric flows, the performance of the micro-macro algorithm, as well as the rheological model, was evaluated by simulating the flow of the PIB solution in two benchmark contraction domains. In a tapered contraction domain, the simulations predicted the correct qualitative behavior of polymeric fluids. The simulation results in a abrupt die entry domain also predicted the correct qualitative behavior and were compared with available experimental data. It was found that the computed centerline velocity and elongation rates generally agreed well with the experimental values determined by LDV and reported in the literature.
Computational studies showed that the simulation results were generally mesh independent. Moreover, the values of stress predicted by the micro-macro algorithm in the fully-developed downstream flow generally compared well with the values computed from the standard simulation algorithm in steady shear flow at corresponding shear rates. Since the latter values are considered to be exact for the given model, this is further evidence of the accuracy of the micro-macro algorithm. Although there were discrepancies in this comparison, they were reduced or vanished when the ensemble sizes were increased.
In conclusion, the micro-macro simulation algorithm and rheological model performed very well. As with all multiscale simulations, the computational time and the memory requirements are high. For example, for 2000 configuration fields the computational time per macro-element per iteration takes about 12 seconds on a Sun Enterprise 4500 multiprocessor. This time grows linearly with the increase of configuration fields and elements. Parallelizing the code with respect to the ensemble of configurations would greatly reduce this computational time. 
