Abstract-We have proposed a novel discrete exponential distribution function, which describes a defect count distribution on wafers or chips more accurately, especially in near defectfree conditions. The conventional approach based on a gamma probability density function (g-pdf) is known to fail in expressing the defects of defect-free wafers or chips, because it always gives zero as the pdf value. Since the number of defects is countable (discrete distribution should be used) and analyzed in terms of nondefective chip yield, the g-pdf cannot be used because of its inaccuracy in the near defect-free condition. A discrete exponential pdf is introduced corresponding to the defect count distribution. In addition, a convolution formula of the new pdf is derived statistically which can express realistic defect count distribution with multiple defect sources. It is noted that the popular negative binomial yield formula (NBYF) is directly derived with the convoluted discrete exponential distribution, which interprets the cluster factor given in NBYF as the number of different defect sources predicted. It is experimentally proven that defect count distributions are approximated by this new model within an average error of about 0.01 defects per wafer from film deposition process data.
I. INTRODUCTION

R
ECENTLY yield enhancement technology has become one of the key issues for 0.25 m CMOS process development and production. The parametric yield and systematic yield loss on wafer (area of usage factor) are known to be the most dominant factors in determining the initial yield. However, the defect count distribution dominates the final production yield after these effects have been conquered. The defect counts measured by defect or particle inspection systems are monitored by using statistical process charts (SPC). Fig. 1 shows an example of defect type classifications on a wafer. There are two kinds of defects. The first one is a random defect, and the other is a clustered defect. One clustered defect is a set of tightly grouped particles that account for a small yield loss. Others are scratches caused by process equipment such as chemical mechanical polishing (CMP). Even though the clustered defects provide an indication of problems with the manufacturing equipment, they have a relatively small effect on the yield. On the other hand, random defects play a major role in mass-production manufacturing lines which determine product yield and its ramping. Thus, the reduction of random defects must be done to increase the yield. This Manuscript received August 31, 1998; revised August 10, 1999 . The authors are with Hitachi, Ltd., Device Development Center, Ome-shi, Tokyo 198-8512 Japan.
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is the key motivation to study the application of statistical metrology to defect distribution [1] - [11] . Previous studies on statistical metrology for defects are summarized to follow. For a defect spatial distribution, a Poisson distribution is used in general for yield prediction [1] , [2] . The Poisson model assumes that the defects are uniformly and randomly distributed. A negative binomial distribution is used in the case that the clustering of defects is taken into account, by assuming that the defect density is distributed with a gamma probability distribution. This distribution is more accurate, and the cluster parameter is used to characterize yield data [1] , [2] . The negative binomial model for yield was derived by substituting the gamma distribution into Murphy's yield [1] , [5] - [6] . On the other hand, in order to improve the yield prediction, a critical area has been studied as a function of defect size to estimated layout pattern effects on yield [5] . In the defect size distribution, many experimental evaluations indicate that the distribution can be approximated by the size power function [8] .
For a defect count distribution, a Neymann type A distribution has been applied to the defect count data [7] . However, most of the previous work deals with defect densities instead of the defect count distribution itself. This concept was summarized by Cunningham [1] . This distribution of defect density is approximated with a continuous distribution, such as exponential and gamma distributions. Seeds used the exponential distribution as a defect distribution function which was formed on the basis of an exponential yield model [9] . Murphy used Poisson statistics and half Gaussian defect density distribution as a defect function [2] . Stapper investigated the defect distribution on a wafer, where he approximated the number of defects per die using a gamma distribution as a mixing function [3] - [6] . He first demonstrated that the gamma distribution for the defect density results in a negative binomial yield formula [4] . His derivation started with Murphy's equation as described in
Here, is the probability that a die has defects, and is the average number of faults per chip. The gamma distribution was substituted for , from which (1.2) was derived
Here, is the clustering parameter.
0894-6507/99$10.00 © 1999 IEEE Accordingly, exponential and gamma distributions are normally used as the defect density distribution instead of the defect count distribution [1] . In a previous report, we have proposed the simple discrimination method of clustered defects by using some conventional defect density functions on a wafer [10] . The use of continuous distribution functions like a gamma distribution, however, fails to express the correct probability for defect-free die. Since the number of faulty defects should be analyzed in terms of nondefective chip yield, the gamma distribution function cannot be used for the defect count distribution because of its inaccuracy in the defectfree condition. Moreover, it is not proper to use a continuous function for the approximation of the defect count distribution on a wafer because the defects on a wafer are essentially countable.
In this work, we propose an accurate discrete exponential distribution to describe the defect count distribution. The distribution describes well the situation of the defect count distribution for nearly defect-free wafers. By using the convoluted form of the discrete exponential distribution, the total number of the defects on a lot of wafers and chips has been investigated to characterize the defect count generated by process equipment. Moreover, we have successfully proved that the convoluted formula of the discrete exponential distribution gives the exact negative binomial yield equation, which implies the classical understanding of the clustering parameter that should be the numbers of defect sources with identical discrete exponential defect count distributions.
II. PROPOSED DISCRETE EXPONENTIAL DISTRIBUTIONS
A. Discrete Exponential Distribution as the Defect Count Distribution
A novel discrete exponential distribution is proposed as follows. First, the discrete exponential function is defined by (2.1), similar to a normal exponential distribution. Here is number of defects, and is parameter. The variation range of is from zero to infinity
Since the is a probability density function (pdf), total summation of is unity as shown in
After calculating the normalized constant , the discrete exponential function is obtained as the pdf according to (2.3) Table I compares the distribution formulas between the discrete exponential and the continuous exponential functions for the defect count distribution. The discrete exponential function can be convoluted like a gamma function. Equation (2.4) shows the general convolution formula with the same as the original function. The probability function is obtained by convoluting times the discrete exponential distribution. The convolution is built as the superposition of the exponential distribution terms with the same . In the pdf, stands for the number of defect sources. A convolution is necessary to express the defect count distribution in the presence of multiple defect sources [11] . The convoluted form is also derived using (2.4) when is over two. On the other hand, in the exponential distribution of (2.5), in Table I , is a continuous variable. The gamma distribution (2.6) is obtained by convoluting the exponential distribution in a similar fashion, as shown in Table I .
The average and the standard deviation for the proposed distribution are obtained in (2.7a) and (2.7b) in Table I , respectively. The average and the standard deviation for the gamma distribution are also shown in (2.8a) and (2.8b), respectively.
Figs. 2 and 3 compare the examples for probabilities between the discrete and conventional distributions, which show the exponential and convoluted distributions, respectively. As shown in these figures, the proposed distribution can express a probability of zero defect. On the contrary, the normal gamma pdf always gives a zero pdf value when is over 1.0.
The discrete exponential distribution can be convoluted with different . In this case, these pdf's can be used in the presence of different defect sources. Two original exponential functions are described with and in (2.9a) and (2.9b). The convolution function is expressed in (2.10). When is equal to , (2.10) leads to (2.4) at (2.9a) (2.9b) (2.10) Fig. 4 shows the double convoluted discrete distribution in case of which depends on the values of . The horizontal and vertical axes show the number of defects and the probability function, respectively. The convoluted distribution is similar to the gamma distribution, except for the near zero region. Therefore, the discrete convoluted distribution can express the probability of the defect-free distribution accurately. As shown in the figure, the probability of defectfree die increases with the increase of . The pdf shows large dispersion and location with the decrease of . The peak position is shifted toward a larger defect number with the decrease of .
B. Yield Formula from the Discrete Exponential Distribution
The pdf for the discrete exponential distribution is described in (2.3). Yield is defined as the chip ratio between the number of functional chips and the number of functional chips when the number of killer defects is zero. Then, yield is obtained as described in (2.11) Here, stands for the yield. The average particle count per chip is described as (2.12) Here, and are defect density (/cm ) and chip area, respectively. Using (2.11) and (2.7a) at , the expected number of killer defects leads to (2.13)
The yield formula is the same as the exponential yield defect density distribution which Seeds derived in 1967 [9] . Finally, the yield is described in (2.14)
Next, the yield formula is derived as a convoluted discrete distribution. The probability of the convoluted discrete distribution is described as (2.4) . Then, the yield is calculated by using (2.15) From (2.7a) and (2.14), is obtained in (2.16) Therefore, the yield formula leads to (2.17) This equation is the same as the conventional yield equation which has been derived by Stapper [6] . Therefore, is related to the cluster parameter as defined by Stapper. In the discrete distribution, the yield with independent defect sources can be described by convoluted exponential distributions.
III. APPLICATION OF THE DISCRETE EXPONENTIAL DISTRIBUTION
A. Defect Count Distribution in Semiconductor Deposition Equipment
First, we have applied the defect count distribution in quality control for deposition equipment in IC manufacturing fabrication. The data inspected were measured as process quality control (PQC) data within an error of about 2%. Fig. 5(a) -(e) shows histograms of the defect counts per wafer in SiO CVD for two types of polycrystalline silicon deposition and WSi deposition equipment for several months. The number of wafers was summed up to be 247 and 234 for the SiO equipment, 232 and 295 for the polycrystalline silicon equipment, and 316 for the WSi deposition equipment. The size of defects was measured to be over 0.3 m. The horizontal and vertical axes are the number of defects and the number of wafers, respectively. From the inspected data, there exist defect-free wafers. Therefore, it is difficult to describe the distribution by the normal gamma distribution. These defect count distributions should be approximated by the discrete exponential distribution. Fig. 6(a) -(e) shows the defect count distribution and the approximation by the discrete exponential function for these equipment. The horizontal axis and vertical axes are the number of defect and their probability, respectively. Filled points, open points, and the solid lines show the inspected data, the approximation by the discrete exponential distribution, and Fig. 7 . Two-dimensional defect distributions on wafers (a) and (b). The horizontal and vertical axes are x and y coordinates of the wafers, respectively.
These points show the defect measured by the inspection equipment. the approximation by the Gamma distribution, respectively. in (2.3) or (2.4) and and in (2.5) and (2.6) were extracted by least square fitting. The error was defined as a least squares error sum. The average and standard deviation were calculated with (2.7) and (2.8). The extracted parameters, fitting error, average, and standard deviation were summarized in Table II. In Fig. 6(a) , the total number of defects is 1141 per 247 wafers, for which the parameters of the discrete exponential function were extracted as and . By using the discrete function, the distribution was approximated within an error of 0.003. In Fig. 6(b) , the total number of defects is 2192 per 234 wafers, for which and were extracted by optimization. The fitting errors were better than the gamma distribution. In both cases, the proposed distribution can be approximated at the zero-pdf value. The averages and standard deviations were almost four. Fig. 6 (c) and (d) shows the defect count distribution for polycrystalline silicon deposition equipment. For these equipment, was extracted for the proposed distribution. From a statistical view point, the average and standard deviation indicates that equipment #1 is worse than the equipment #2. For the equipment, the discrete distribution with different was applied for the defect count distribution to obtain a good approximation. In this case, the discrete distribution with and was extracted within an error of 0.004 which was similar to the gamma distribution. However, the extracted distribution agreed with the inspected data better than the gamma distribution near the defect-free region. It is speculated that the defect sources are different for each wafer. The average and standard deviation for the discrete distribution with two 's were calculated as 12.11 and 12.08, respectively. Excursions sometimes occurred in the WSi deposition equipment. Therefore, the total number of defects was 8264 per 316 wafers, which was larger than for the other equipment. However, for under 50 defects, the defect count distribution was approximated by the discrete exponential distribution using . It is rationalized that there were three defect sources. In these figures, the probability was compared between the discrete exponential and gamma distributions. As shown, when defect-free wafers exist in the measurement set, the discrete distribution is always better than the gamma distribution for the defect count distribution.
B. Defect Count Distribution Per Chips
The proposed distribution has been applied to predict the defect count distribution per chip. The analysis is related to yield management. Fig. 7(a) and (b) shows two-dimensional defect spatial distributions on wafers. The horizontal and vertical axes are and coordinates of the wafers, respectively. These points show defects over 0.3 m measured by the inspection equipment. On wafer (a), the defects were distributed randomly. On the other hand, on wafer (b), a clustered defect is detected in the middle area of wafer. We have analyzed the defect count distribution which was obtained for each chip [7] . Fig. 8 shows the flow of the algorithm of the defect count distribution. First, the number of defects was counted on each chip. Second, the histogram for the number of defects was constructed. Finally, the number of chips was approximated by the discrete pdf to minimize the error. Fig. 9 (a) and (b) compare the defect distribution on wafers between the novel discrete distribution and the conventional distribution. The data are plotted with the ratio of the number of the dies with varying number of defects to the total number of dies on a wafer versus the number of defects per chip. The vertical axis is the relative frequency. In Fig. 9(a) , was extracted using the normal exponential distribution within an error of 0.045. On the other hand, the parameters of discrete exponential functions were extracted as and within an error of 0.014. Therefore, it is assumed that the defects were caused by five sources on this wafer. In Fig. 9(b) , the defect distribution per chip was approximated by the exponential distribution. and were extracted for the normal exponential function and discrete exponential function, respectively. The fitting errors were 0.047 and 0.002 for the normal exponential and discrete exponential functions, respectively. When the number of defects on a chip is larger than the threshold level ( ), those defects on that chip are categorized as clustered defects [7] . In this case, over three defects per chip were assumed to be the clustered defects. Table III summarizes the extracted parameters and statistical values. It is experimentally proven that the better approximation has been achieved by the discrete exponential distribution.
IV. CONCLUSION
We have proposed a novel discrete exponential distribution in order to improve the modeling of the defect count distribution on a wafer or chip. The discrete exponential pdf is introduced corresponding to the defect count distribution because the defects are countable. The convolution of the same and different expected numbers of killer defects is introduced to express the defect count distribution in the presence of many defect sources. The convoluted times and expected number of killer defects are extracted in the convoluted pdf. The convoluted function can express the pdf for the near defectfree situation. Yield formulas have been obtained using the proposed discrete distribution. These formulas were applied to predict the defect count distribution in deposition equipment. From the result, we see that the convoluted discrete exponential function is a powerful tool in the yield management.
APPENDIX
We have also compared the distribution with the negative binomial distribution described in [12] (1a)
Consider an experiment consisting of independent trials, each of which will result in success or failure, with a constant probability for success in each trial. The experiment is continued until successes have been observed, where is a positive integer. The random variable is the number of failures that precede the th success, and the probability mass function is given by (1a). Equation (1a) leads to (3a) when and are substituted as described in
In this distribution, and is found to be zero. On the contrary, in (2.3) is not zero in the case where . The mean of the negative binomial distribution is expressed as (4a)
In this distribution, the average depends on the sample size, that is, . The average of the discrete exponential distribution is expressed when in (2.7a). In this distribution, the average is independent of the sample size. The negative binomial probability is obtained by integration of the sample size, while the discrete probability is integrated until infinity. Therefore, the discrete distribution is not a special case of the negative binomial distribution.
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