Abstract
Introduction and Background
Lidar (Light Detection and Ranging; laser altimetry) has become a popular tool in recent years for the study of a wide variety of ecological and geological subjects. As a result of its popularity and success, researchers continue to push the bounds of this technology and its capabilities (Wehr and Lohr, 1999) . A limitation researchers often encounter is that of lidar's spatial accuracy, which is often affected by instrumentation errors and errors due to slope and vegetation cover (Hodgson et a1., 2005; Huising and Pereira, 1998; Spaete et a1., 2011) . While the accuracy of lidar is unrivaled relative to other forms of remote sensing, there is often the need for higher quality of data. This is particularly evident in the study of rangeland ecology, where much of the vegetation consists of grasses and low shrubs (Glenn et a1., 2011; Mitchell et a1., 2011 . Mundt et a1., 2006 Streutker and Glenn, 2006) . The heights and widths of these types of vegetation are of the same order as the vertical and horizontallidar accuracies, and thus can be difficult to characterize using the current technology.
Lidar accuracy can be divided into two types: absolute and relative. Relative (or internal) accuracy is the accuracy of the individual lidar points with respect to each other and to the dataset as a whole. In general, relative accuracy dictates how well a lidar dataset can characterize an individual surface, shape, or object. Absolute accuracy, on the other hand, corresponds to the accuracy of individual points with respect to an absolute, external coordinate David R. Streutker is with the National GeospatialIntelligence Agency, 7500 GEOINT Drive, Springfield, VA 22150 and formerly with Idaho State University, Boise Center Aerospace Lab, Boise, ID 83702. system. For a detailed discussion of lidar-related formulas and accuracies, refer to Baltsavias (1999) .
A major factor in the relative accuracy of a dataset is how well the flightlines within it are co-registered to each other. Poor alignment leads to decreased relative accuracy, both vertically and horizontally due to offsets in areas where the flightlines overlap. This concern has led to an interest in improved techniques for flightline alignment. Though in general, 3D surface and curve matching has received a great deal of study (Gruen and Akca, 2005) , there has been limited application in elevation mapping, especially using lidar (Buckley and Mitchell, 2004) . Flightline matching has been the exception to this trend, however. Investigators have developed a variety of methods, such as matching the flightlines to a secondary digital surface model (DSM) (Bretar et a1., 2004) using intensity data as well as elevation (Mass, 2002) , or segmentation of the data (Filin and Vosselman, 2004) . The majority of these alignment techniques use least squares matching to determine the alignment parameters (Akca, 2010; Habib et a1., 2010; Kraus et a1., 2006; Lee et a1., 2003; Lee et a1., 2010; Mass, 2000; Xie et a1., 2010) .
The objective of this study is to present a computationally efficient linear method for the precise co-registration of overlapping elevation surfaces demonstrated in the application of flightline matching within a single lidar dataset. Instead of the commonly used least-squares matching technique, this method employs the slope of the elevation data in order to determine the spatial offset between the overlapping surfaces. Because this method predicts the offset, few if any iterations are necessary. Additionally, this method relies on a statistical analysis of the entire dataset, thereby eliminating the need for predetermined tie points or feature identification.
Study Area
The study area consists of a region of southern Idaho known as Sinking Canyon. This canyon is formed by Salmon Falls Creek, a tributary of the Snake River, and as the name implies, has been the site of landslides throughout the last century (e.g., Lee, 1938) . In the late 1990s, a landslide occurred near the southern end of the canyon, partially damming Salmon Falls Creek and creating a small lake upstream of the slide. This led to renewed interest in the area, both as a site for academic study and for land management (Chadwick et a1., 2005; Ellis et a1., 2004) . As part of a research campaign in the area, lidar data were collected in September 2002 using an Optech ALTM 1225 scanning at a rate of 25 KHZ . Both first and last return data were recorded, along with return intensity and GPS time values. The lidar data have an average post spacing of 1 m and flightline widths of approximately 300 m, with 50 percent overlap.
The lidar study area covers approximately 17 km 2 and ranges in elevation from 910 m at the bottom of the canyon to 1,170 m on the Snake River Plain. Figure 1 shows a map of the region as well as a shaded relief view of the study area.
The absolute accuracy was determined by using 828 ground survey points which were obtained by the vendor. The absolute vertical accuracy (20-) was found to be 16 em (ASPRS, 2004) . While the absolute horizontal accuracy was not calculated, it is estimated by the vendor to be less than 1 m based on the specifications of the sensor and the quality of the GPS trajectory solution during the collection.
Methodology
Initial investigation of the dataset determined that the alignment of the individual flightlines was a significant factor in the reduction of the relative accuracy. This is demonstrated in Plate 1, which shows a local surface roughness image of the study area., Local surface roughness values are calculated as the standard deviation of the Figure 4 , which shows a scatterplot of the elevation difference versus local slope for the transects shown in Figure 2 ; there is a clear linear relationship between the two. The dashed line in Figure 4 is a linear fit of the elevation difference and local slope values, as described by Equation 1. The values of Xoffset and Zoffset are found to be -1.14 m and +3 em, respectively, for this example.
The practical effect of this is demonstrated in
regions. As stated above, the graph in Figure 2b is a plot of the two elevation profiles, one from each of the two flightlines. The graph in Figure 2c shows the elevation difference between those two profiles, while the graph in Figure 2d shows the local slope along the length of the profile. As can be seen by comparing the two graphs in Figure 2c and 2d, there appears to be a correlation between the elevation difference and the local slope. Areas of positive slope have a positive elevation difference, areas of negative slope have a negative elevation difference, and flat areas have little or no elevation difference.
Qualitatively, this effect is described as follows. A horizontal shift between two flat areas will show no apparent elevation difference; however, an elevation difference becomes apparent when the two surfaces are sloped. As the slope increases, the apparent elevation difference grows larger in magnitude. The elevation difference is positive or negative depending on the local slope, which determines whether a flightline is above or below its neighbor when shifted. Figure 3 shows a simple one-dimensional diagram which demonstrates the relationship between the local topographic slope (m x ), the systematic horizontal and vertical offsets of the lines (Xoffset and Zoffset)' and the apparent elevation difference (Liz):
elevations within each pixel after the pixel has been detrended. Detrending involves calculating the local slope (slope within each pixel) and then subtracting it from the elevation data. Plate 1 uses a pixel size of 5 m, with each pixel containing approximately 25 individual lidar points. The plate also shows several magnified areas in which the flightlines overlap and produce higher standard deviation values due to poor local alignment (In the magnified areas, the white lines represent the boundaries of individual flightlines). This effect is also seen in the graph of Figure 2b , which shows an elevation cross section of two overlapping flightlines. This graph shows a considerable elevation difference between the flightlines, especially near the flightline edges. This is unsurprising, as areas of high slope and large amounts of vertical relief tend to produce the largest inaccuracies (Hodgson and Bresnahan, 2004) .
In order to improve the relative accuracy, and thus the overall quality of the dataset, the individual flightlines were separated and then re-combined using an improved method of co-registration described here. The data were divided into individual flightlines by identifying breaks in the GPS time stamp records. The dataset contains a total of 17 flightlines; the first 16 flightlines run north to south, while the 17 th is a tie-line (cross-strip) that runs east to west. Each flightline was then individually filtered to remove vegetation using the method described in Streutker and Glenn (2006) using publicly available lidar analysis tools (http://bcal.geology. isu.edulEnvitools.shtml). Figure 2a shows the location of an elevation profile (thick black line) within the canyon in the southern part of the study area, while the cross-hatched areas show the two overlapping flightline
One-dimensional Example
(1) Figure 5a shows the elevation difference versus the x component of the local slope, while the plot in Figure 5b shows the elevation difference versus the Y component of the local slope. Note that there is a clear linear relationship in Figure 5a , indicating a systematic horizontal shift in the x direction. The lack of a linear relationship in Figure 5b suggests that there is little or no systematic offset in the Y direction. Rather, the offset in the x direction likely produces disorganized elevation difference versus the Y slope due to areas of compound slope and the convolution of offsets in both the x and Y directions. When the data in Figure 5 are fit to Equation 2, the offsets in x, y, and Z are found to be -61 em, 22 em, and 2 em, respectively. The x offset is lower than that found in the one-dimensional case for two reasons. The first is that, as can be seen in Figure 2 , the profile runs from northwest to southeast. Thus the horizontal offset is actually a linear combination of both the x and yoffsets quoted in the two-dimensional case. The second reason is simply that the one-dimensional case used a limited sample of points and thus likely is less precise than the two-dimensional case.
PHOTOGRAMMETRIC ENGINEERING &REMOTE SENSING
Improvements
The technique described above is the basic application of the surface matching algorithm. There are a number of ways to optimize and improve upon this technique. The most straight-forward of these is to change the number of points used when performing each match. In this study, approximately one-tenth of the points in each flightline were used. The number of points used will depend on the desired accuracy of the final product, the roughness of the terrain, the density of points within the dataset, and the amount of computing power available.
A second improvement of the technique is to iterate the process. After a flightline is adjusted based on the linear fit with the base flightline, the transformed flightline is fitted again with the base flightline which results in improved accuracy, and the process is iterated until the desired level of accuracy is reached. In this study, two to three iterations were generally necessary to make significant increases in accuracy. Beyond this, improvements decreased with each subsequent iteration, and the process converged to a limiting threshold within four or five iterations.
The examples cited above are simple systematic shifts of constant value in each dimension. This method can be extended to use higher order polynomial fits in order to incorporate scaling, rotating, and/or warping (Glasbey and Mardia, 1998) . This is done by adding additional terms to Equation 2. For example, incorporating only scaling effects would take the following form:
where Ax, A y , and A z are the scaling parameters in x, y, and z, respectively. These additional three parameters would also need to be solved for.
Accuracy Analysis
After co-registration is completed, a similar analysis can be used to estimate the effectiveness of the co-registration, thereby indicating the level of relative accuracy. The two surfaces are again compared, and the residual vertical and horizontal differences are measured. This is similar to the accuracy assessment described by Latypov (2002) , although in this case, the entire overlap area is used, and the horizontal as well as the vertical relative accuracies are measured. Figure 6 shows the histograms of the x, y, and Z residual differences from the example described above. The graphs in Figure 6a show the initial histograms, while the graphs in Figure 6b show histograms of the residual differences after the two flightline surfaces have been matched. Each histogram is fit to a Gaussian model, signified by a dashed line, and the 10" Gaussian width is used as a measure of accuracy of the surface matching. Table 1 shows the accuracies for the two-dimensional example described above under several variations of the surface matching algorithm. The results in Table 1 indicate that while first-order processing produces higher accuracies than zeroth-order, the improvements made by increasing to second-order processing are minimal. Similarly, iterating the procedure more than three times appears to be unnecessary. Figure 7 shows the scatterplots of the elevation difference versus slope after the surface match using firstorder processing and three iterations. This can be compared to the scatterplots in Figure 5 which show the data before the co-registration. In both of the Figure 7 scatterplots, the elevation difference values are much reduced from those in Figure 5 and cluster around the horizontal axis, indicating lower residuals and an improved co-registration.
Results and Discussion
The surface matching method was extended to all the flightlines in order to produce a more unified dataset. Table 2 shows the relative accuracy values for each pair of flightlines both before and after realignment, using the technique previously described. While the vertical accuracies did not improve greatly, there are marked improvements in the horizontal accuracies of every pair, in some cases doubling the initial accuracy. The theoretical limit of this method depends on another component of the relative accuracy, that of the point-to-point accuracy within each flightline. This component depends primarily on the laser rangefinder and the inertial measurement unit (IMU) of the lidar sensor, but is not affected by GPS accuracies. The accuracy values listed in Table 2 are likely approaching these theoretical operational limits, with values of 6 to 8 cm vertically and 25 to 30 cm horizontally.
After the individual flightlines were co-registered with each other, they were recombined into a single dataset. Plate 2 shows the local surface roughness maps of the study area, using the corrected data, for comparison to Plate 1, which used the unadjusted data. The flightline artifacts present in the unadjusted data are either significantly reduced or are no longer present in the corrected data.
As was noted above, the method described here contains several advantages over the traditional least-squares methods. The single greatest benefit is that this method predicts the overall three-dimensional offset between the two datasets in a single step, making the process computationally efficient. Depending on the desired accuracy of the final product, few, if any, further iterations of the procedure are needed.
An added advantage of this method is its overall statistical nature, which leverages the large quantity of data found in most lidar datasets. This removes the requirement of finding identifiable features, either manually or automatically, to use as tie points. It also allows for levels of accuracy that are greater than the mean point spacing of data. By making use of the raw point data rather than rasters, it avoids loss of accuracy due to interpolation errors and resolution limits (Liu, 2008) .
The co-registration method described here is most useful for smoothly varying surfaces, as it takes advantage of continuous terrain with a range of slope values. In areas of more irregular topography, such as urban landscapes, alternative methods may be more appropriate, such as patch (Filin, 2005) or linear feature matching (Habib et 01., 2005) . This method will only be effective if the amount of initial offset between the two surfaces is on the order of or less than the spatial autocorrelation distance representative of the area in question. If the amount of offset is greater than this, the method will likely diverge. In practice, this drawback can be overcome by using an initial estimate of the offset, and allowing the algorithm to complete the co-registration. to 6 to 7 cm. The surface matching algorithm used a firstorder analysis and required three iterations to achieve this level of accuracy. This method is computationally efficient, robust, and extendable to incorporate scaling, rotating, and/or warping.
Though this method was developed for use in lidar flightline matching, there is no reason that it could not be employed for other types of co-registration. A notable application would be for precise change detection in lidar datasets that are not sufficiently well co-registered initially. This may be especially applicable for comparing legacy datasets with data collected with new sensor technology. (In order to avoid biases, the areas of known change should be masked out prior to co-registration.) Another use would be to co-register elevation datasets of disparate sources, such as interferometric synthetic aperture radar (INSAR) and· photogrammetry. While raw lidar point data was used in this case, this method would function just as well using raster digital elevation models (DEMS) , with the caveat that the relative accuracies of the final product cannot surpass those of the source data.
Conclusions
A slope-based method of co-registration was used to improve the relative accuracy of a lidar dataset over rough terrain. Dividing the data into separate flightlines and recombining them more precisely improved the relative horizontal accuracy from initial values of 50 to 60 cm to 25 to 30 cm and the relative vertical accuracy from 7 to 10 cm
