The blockage effects on the aerodynamic characteristics of stationary wings have been extensively studied, both numerically and experimentally. However, the effects on flapping wing aerodynamics have not been fully explored. In this paper, the blockage effects on the aerodynamics of a pitching wing are investigated using a numerical approach. The flowfield is described by solving the Navier-Stokes equations on an overlapping grid. The wing motion is handled by a moving overlapping grid method. Force histories at different blockage ratios and reduced pitching frequencies are compared. Simulations show that the pitching motion can mitigate the blockage effects: the higher the reduced frequency, the more minimal the blockage effects. In addition, the sidewall effects are studied. It is demonstrated that sidewalls can lead to a strong spanwise variation in the flowfield, and the variation is further extenuated by the existence of a leading-edge vortex. 
Introduction

M
ICRO Air Vehicles (MAVs) have drawn growing interest from both engineering and science societies because of their potential military and civilian applications [1] . Typically, an MAV has a maximum dimension of 15 cm or less and a flight speed of less than 15 m=s. Because of their small size and low flight speed, MAVs operate at low Reynolds numbers (Re 10 4 ), and flow around MAVs is characterized with rich unsteady phenomena. Consequently, the principles that have guided us for aircraft design cannot be directly applied to MAV design, since these principles are calibrated for steady-state high-Reynolds-number flight. In MAV design, one of the most challenging issues is to generate sufficient lift to keep the vehicle airborne. Recent research has identified that flapping wings take advantage of unsteady mechanisms to enhance their lift generation capability [2, 3] . This, together with other characteristics such as gust resistance [4] , makes flapping wings the most promising candidates for MAV design. In the study of flapping wings, the following issues have been extensively discussed and studied:
1) To what extent does flapping wing aerodynamics need to be handled by unsteady models? While flapping motions and associated fluid flows are intrinsically time dependent, at high frequency, the noncirculatory effect can dominate, and the classical attached flow models and quasi-steady models seem to be able to capture substantial essence for certain flyers [5] .
2) To what extent can the lift be expressed as an analytical function of the wing kinematics? That is, when are the aerodynamic forces closed-form functions of the angle of attack and its first few derivatives?
3) To what extent does the Reynolds number affect the flapping wing performance? The drag polar and lift curve slope of fixed airfoils at Re < 10 5 are profoundly affected by laminar flow separation, exhibiting the so-called drag bulge. These phenomena are strongly dependent on Reynolds number, airfoil surface roughness, and ambient turbulence intensity. It is not clear whether flapping wings will show similar patterns. 4) What is the role of each parameter in flapping wing performance? The Strouhal number, reduced frequency, plunge amplitude, pivoting point, and phase lag all affect the flapping wing performance. Identifying their individual roles is critical in the MAV design. Unfortunately, because the exploration of such a wide space is a formidable task, the question is still not clear.
Blockage and sidewall effects have been extensively studied for stationary wings. However, their effects on flapping wing aerodynamics have not drawn enough attention. In flapping wing experiments, especially in water-tunnel experiments, wings can be in the close proximity of the top and bottom surfaces. There is evidence that blockage and sidewalls can affect the flapping wing aerodynamics. For example, Ol [6] observed strong three-dimensional (3-D) flow behavior in his two-dimensional (2-D) experimental setup. In his experiment, an aspect-ratio-3 wing was mounted wall to wall with a small clearance (equivalent to boundary-layer thickness) between the wingtip and sidewall. The wing experienced a plunge motion with the amplitude of 0:05c. Ol observed that the spanwise flow in the shed vortices became stronger with increasing reduced frequency. His experiment also demonstrated that the spanwise flow was not due to the intrusion of the rig's centered-mounted plunge rods.
It is known that sidewalls can produce 3-D effects, of which a typical example is the spanwise flow in shed vortices in the wake [6] . When flow passes a cylinder, the flow shows 3-D vertical instability in the wake. Williamson [7] attributed this instability to the particular boundary conditions at the spanwise ends of the cylinder. However, the spanwise velocity in the wake is typically much smaller than the freestream velocity. In Ol's experiment [6] , the spanwise velocity is comparable to the freestream velocity. Obviously, this large variation cannot be readily modeled by the flow instability theory.
Flapping wing simulations typically use large computational domains to mitigate the blockage effects. This is hardly true for the experiment. For example, Dickinson et al. [8] tested a 25-cm-long model wing immersed in a 1 1 2 m tank filled with mineral oil. At the closest position, the wingtip came within 22 cm of the top surface and 18 cm from the sidewalls. Ol [6] tested a flapping rectangular wing in a water channel. At the closest point, the wing came within less than 2c of the top and bottom surfaces. Koochesfahani [9] experimentally studied a pitching NACA0012 wing. The experiment was done in a low-speed channel with a 50-cm-wide and 76-cm-deep test section. The test wing had a chord of 8 cm. The experiment was run with pitch amplitudes of 2 and 4 and a reduced frequency ranging from 1.0 to 12. He calculated the mean thrust coefficient by measuring the momentum of the timeaveraged velocity profiles on a control volume. His results showed noticeable difference from the simulated solutions by others, especially at high reduced frequencies. Ramamurti and Sandberg [10] stated that Koochesfahani's experiments [9] increasingly overpredicted the thrust with increasing pitching frequency, citing the ignorance of the unsteady effects and pressure differences on the control volume. Bohl and Koochesfahani [11] demonstrated that inclusion of the unsteady velocity quantities could significantly improve experimental prediction of thrust for high-frequency lowamplitude pure-plunge cases. Lian and Ol [12] performed a combined experimental and numerical study of a pitching flat plate. Using the same domain as the experiment, the simulation predicted the same maximum lift coefficient as the experiment; using a larger domain, the simulation predicted a much higher maximum lift coefficient.
A thorough understanding of the blockage and sidewall effects is critical in the study of flapping wing aerodynamics. It not only guides us to properly design the experiment and make blockage corrections but helps us interpret the disparity between the numerical and experimental data so improved numerical models can be proposed. In this paper, we numerically study the blockage and sidewall effects on a pitching wing. We compare the force histories at different blockage ratios and reduced frequencies. Since flapping wing performance is affected by various factors, such as wing kinematics and Reynolds number, the effects of blockage and sidewall may vary from case to case. We are not intent to exhaust all the combinations but to quantitatively demonstrate the blockage and sidewall effects on pitching wing aerodynamics.
Numerical Methods
We solve the time-dependent incompressible Navier-Stokes equations with finite differences on a curvilinear overlapping grid. The method is fourth-order accurate in space and uses the momentum equations for the velocity coupled to a Poisson equation for pressure [13] . Time stepping is accomplished using a second-order-accurate Adams predictor-corrector method [14] .
We use a moving overlapping grid approach [15] to dynamically update the computational grid to accommodate the wing motion. The overlapping grid uses boundary-conforming structured grids to achieve high-quality representations of boundaries. It employs Cartesian grids as the background grids so that the efficiencies inherent with Cartesian grids can be exploited. The irregular boundary associated with standard Cartesian grid methods takes the form of the interpolation boundary between overlapping grids.
Results and Discussions Code Validation
We first validate our code to establish the confidence in its prediction capability in the study of moving body problems. The case chosen is a transversely oscillatory circular cylinder in stationary flow. The circular cylinder has a diameter of D, and its motion and velocity are described as follows:
where A p is the oscillation amplitude, ! is the oscillation circular frequency, and U m is the maximum oscillation speed. Tatsuno and Bearman [16] illustrated that the complexity of the vortex patterns were determined by the following two parameters:
where T 2=! is the oscillation period, is the fluid viscosity, and is the viscosity. In our study, the Reynolds number Re is 100 and the KC number is 5. Under this condition, two vortices shed symmetrically per half cycle, and flow is essentially 2-D [16, 17] . The inline unsteady force acting on the cylinder per unit span can be modeled with a semiempirical Morison equation [18, 19] :
where C D and C I denote the drag coefficient and added mass, respectively. For an Re of 100 and a KC of 5, Dutsch et al. [17] used a finite volume method to determine that C D 2:09 and C I 1:45. Another numerical analysis by Uzunoglu et al. [20] showed a slightly different value of C D 2:10.
The computational setup is shown in Fig. 1 . The center of the cylinder is initially at the origin (x 0 and y 0). The no-slip boundary condition is imposed on all outer boundaries. Our tests show that a domain size of h 6D is sufficiently large enough that the imposed boundary conditions influence the forces insignificantly.
In Fig. 2 , the inline force variation with time is presented. The computed result is compared with the semiempirical prediction of Eq. (5) and the numerical result of Uzunoglu et al. [20] . A reasonable agreement exists between the inline force from three analyses.
Pitching Wing Test: Grid Sensitivity Analysis
The case studied here is a SD7003 airfoil † experiencing pitching motion about the quarter-chord position from the leading edge. The pitching motion is described as follows:
where 0 is the pitching amplitude, k is the reduced frequency, U 0 is the freestream velocity, and c is the airfoil chord. In our test, 0 is 21.5 , k is 3.93, and the Reynolds number Re based on the chord and freestream velocity is 10,000. At this Reynolds number, we assume flow is laminar.
The computational configuration is shown in Fig. 3 . It is based on the experimental setup [4] in which the wing was 2c away from the top and bottom surfaces at its starting point. The slip boundary condition is applied on the top and bottom surfaces. The Dirichlet boundary condition is applied at the inlet, and a zero gauge pressure boundary condition is applied at the outlet. An O-type grid is generated around the airfoil using a hyperbolic grid generator embedded in the Overture package.
‡ To better capture flow structure in the wake region, a fine wake grid is added. The background grid is a coarse uniform Cartesian grid.
Strictly speaking, a no-slip boundary condition should be applied on the top and bottom surfaces to model the wall effect. However, such an arrangement requires an extremely fine grid near the surfaces to capture the boundary-layer development along the channel. Such a fine grid inevitably increases the computational cost. On the other hand, a coarse grid near the top and bottom surfaces will reduce the computational cost but will predict a thicker boundary layer that can exaggerate the blockage effect. To balance the solution accuracy and computational cost, we use the slip boundary condition. Such an arrangement essentially simulates flow in the core frictionless region in the channel. Because the boundary-layer thickness will be thin at this Reynolds number, the setup is a good approximation of the experiment.
We notice that the distance upstream to the airfoil influences the forces more than the distance downstream to the airfoil. But as the upstream distance is more than 12c and the downstream distance is more than 6c away from the airfoil, their influence diminishes. An upstream distance of 12c and a downstream distance of 6c are used throughout this paper.
The computed forces are sensitive to the grid density in the wake region and near the airfoil surface and the distribution of the airfoil grid, signaling the importance of viscous effect. The domain size and grid density of the O grid are carefully adjusted so that the O-grid density matches the wake grid density in their overlapping region. We find that such an arrangement can capture the vortex evolution (hence force variation) without using excessive grid points in the circumstantial direction around the airfoil. A hyperbolic stretching is applied to the O grid to ensure there are at least 10 grid points in the boundary layer. In most cases, our simulations reach periodic after the second cycle. The sensitivity analysis results in the third cycle are presented in Fig. 4 . Based on our analysis, the medium density grid is used in our study.
Blockage Effect at Different Reduced Frequencies
The force histories at k of 3.93 and 0 of 21. 5 are shown in Fig. 5 . Three computational domains are tested. As the domain size increases from 1c to 2c, both the lift and drag show noticeable differences. However, a further increase in the domain size does not result in significant change. Force histories at a low reduced frequency of 1.0 are shown in Fig. 6 . Compared with the highfrequency case (Fig. 5) , the difference in lift and drag between 1c and 2c is larger. However, the results from 2c and 4c are indistinguishable. We further test a very low frequency of 0.03. In this case, flow passes the wing about 100 times during each pitch cycle. At this low frequency, we observe some difference between 2c and 4c (Fig. 7) . Force histories over a stationary wing at an angle of attack of 
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are shown in Fig. 8 . The difference between 2c and 4c is clear. Based on these tests, we conclude that the pitching motion can mitigate the blockage effect: the higher the reduced frequency, the less the blockage effect. However, just like the high-frequency case, the blockage effect is negligible at the modest reduced frequency (k 1) once h is larger than 2c.
Blockage Effect at Different Pitch Amplitude
To further understand the blockage effect, we increase the pitching amplitude from 21.5 to 45
. Comparing Figs. 6 and 9 we can see that, for the domain size of 1c, the blockage effect is more severe at a higher pitch amplitude. However, the blockage effect diminishes once the domain size is larger than 2c. (Fig. 10) and those with freestream ( Fig. 6 ) reveals that the top and bottom walls have less influence on the aerodynamics when there is no freestream.
Three-Dimensional Effect
Now we study the spanwise flow variation. The SD7003 wing had an aspect ratio of three and was mounted wall to wall in the water tunnel. The clearance between the wingtip and the sidewalls was less than the boundary-layer thickness. In the simulation, the sidewalls and the top and bottom walls were simulated. However, the clearance between the wingtip and the sidewall was not modeled. The side view of the computational setup was the same as that described in Fig. 4a . The wing motion followed Eq. (6) , and the Reynolds number was 10,000. Figure 11 shows the streamlines near the upper surface at phases 0 and =2. Here, phase 0 refers to 4 and when the trailing edge is about to start moving down. The streamlines revealed complex flow patterns along the span. From wingtip to 25% inbound (Fig. 11a) , flow was circulated away from the wall, but the vortex structure was irregular. From 25 to 40%, there was a vortex tube, and flow was circulated toward the wall. From 40% to middle span, flow moved toward the middle span again. Analyzing the spanwise velocity near the upper surface of the wing reveals that, from phase 0 to phase =2, the high-velocity region (v=U 0 > 0:4) grew and moved toward the middle span, indicating increasing spanwise variation from phases of 0 to =2.
From the boundary-layer theory, we know that, within the boundary layer, the transverse pressure gradient is negligible. Here, we can assume a constant pressure along the span when the wing remains stationary. However, this constant distribution changes if the wing is undergoing flapping motion, especially when the reduced frequency is high (Fig. 12a) . When the wing moves away from its original position, it leaves a vacancy that must be filled by nearby fluid. Near the sidewalls, the fluid is nearly stagnant because of viscous friction and cannot fill the space as quickly as fluid outside the boundary layer. Therefore, fluid from outside the boundary tends to be squeezed into the boundary in order to fill the vacancy. This causes overshoots in the velocity and pressure profiles near the sidewalls (Fig. 12b) . These overshoots propagate downstream and move toward the middle span (Fig. 13) . From this reasoning, we can conclude that the higher the reduced frequency, the more severe the spanwise variation.
The disturbance along the spanwise variation is further amplified by the vortex tube when flow travels downstream. From the phase of 0 to the phase of =2, there is a strong vortex structure near the leading edge on the upper surface. However, during the same period, because there is not such a strong vortex on the lower surface, the pressure and velocity are almost constant along the span on the lower surface, except near the leading edge (Fig. 14) . Now, we compare the force and flowfield between the 3-D wing and 2-D airfoil, both with top and bottom walls. It is clear from Fig. 15 that neither the lift nor drag coefficients showed significant difference between the 2-D and 3-D results. At the phase of 0, the streamwise velocity profile near the sidewall (z=b 0:05) was clearly different from the 2-D solution (Fig. 16) . However, the profile was similar to the 2-D profile from z=b 0:25 to the middle span. The same conclusion held at phase =2 (Fig. 17) .
Conclusions
The blockage effect and sidewall effect on a pitching wing was studied. Tests showed that the blockage effect can significantly affect the wing aerodynamics when the domain size is small (h 1c). For a large domain (h 2c), the blockage effect is observed at low reduced frequency cases, but no noticeable blockage effect is observed at modest reduced frequencies. Tests also showed that the dynamic motion can mitigate the blockage effect: the higher the reduced frequency, the less the blockage effect. For the pitching wing case, a larger pitch amplitude leads to more blockage effect. The sidewalls cause strong spanwise variation in both pressure and velocity. This spanwise variation is further amplified by the existence of a leading-edge vortex. When there is no leading-edge vortex, the sidewalls affect regions close to the leading edge, and further downstream, flow is nearly 2-D.
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