Synapses are intercellular junctions specialized for fast, point-to-point information transfer from a presynaptic neuron to a postsynaptic cell. At a synapse, a presynaptic terminal secretes neurotransmitters via a canonical release machinery, while a postsynaptic specialization senses neurotransmitters via diverse receptors. Synaptic junctions are likely organized by trans-synaptic cell-adhesion molecules (CAMs) that bidirectionally orchestrate synapse formation, restructuring, and elimination. Many candidate synaptic CAMs were described, but which CAMs are central actors and which are bystanders remains unclear. Moreover, multiple genes encoding synaptic CAMs were linked to neuropsychiatric disorders, but the mechanisms involved are unresolved. Here, I propose that engagement of multifarious synaptic CAMs produces parallel trans-synaptic signals that mediate the establishment, organization, and plasticity of synapses, thereby controlling information processing by neural circuits. Among others, this hypothesis implies that synapse formation can be understood in terms of inter-and intracellular signaling, and that neuropsychiatric disorders involve an impairment in such signaling.
Synapses are intercellular junctions specialized for fast, point-to-point information transfer from a presynaptic neuron to a postsynaptic cell. At a synapse, a presynaptic terminal secretes neurotransmitters via a canonical release machinery, while a postsynaptic specialization senses neurotransmitters via diverse receptors. Synaptic junctions are likely organized by trans-synaptic cell-adhesion molecules (CAMs) that bidirectionally orchestrate synapse formation, restructuring, and elimination. Many candidate synaptic CAMs were described, but which CAMs are central actors and which are bystanders remains unclear. Moreover, multiple genes encoding synaptic CAMs were linked to neuropsychiatric disorders, but the mechanisms involved are unresolved. Here, I propose that engagement of multifarious synaptic CAMs produces parallel trans-synaptic signals that mediate the establishment, organization, and plasticity of synapses, thereby controlling information processing by neural circuits. Among others, this hypothesis implies that synapse formation can be understood in terms of inter-and intracellular signaling, and that neuropsychiatric disorders involve an impairment in such signaling.
Synapses Are Intercellular Signaling Junctions
Neurons communicate by two basic mechanisms: fast, point-topoint information transfer mediated by synaptic transmission, and slower, more widespread signaling mediated by a range of messengers, such as neuropeptides, endocannabinoids, and monoamines. Both mechanisms are used not only to transfer information from one neuron to the next, but also to send signals from brain to other cells in the body.
Synaptic transmission is effected by presynaptic exocytosis of synaptic vesicles containing neurotransmitters, and detection of these neurotransmitters by postsynaptic receptors. Fast, pointto-point synaptic transmission is enabled by the temporal and spatial restriction of neurotransmitter release and reception and by the precise alignment of pre-and postsynaptic structures at a synaptic junction ( Figure 1 ; Biederer et al., 2017) . We now have a deep understanding of neurotransmitter release and of neurotransmitter receptors, resulting in an initial description of the protein complexes that constitute the presynaptic release machinery and the postsynaptic neurotransmitter signal transduction apparatus (reviewed in Sheng and Kim, 2011; S€ udhof, 2012 , 2013 Frank and Grant, 2017) . How synapses are generated and dynamically maintained, however, remains largely unknown.
In cell-biological terms, synapses are asymmetric intercellular junctions. Synapses are diverse, with large differences in properties, such as their neurotransmitter types, release probability, postsynaptic receptor composition, and short-and long-term plasticity. The major activity of synapses is to transfer neurotransmitter signals unidirectionally from the pre-to the postsynaptic sides and to computationally change the information encoded in these signals. An understanding of synaptic transmission is essential for any assessment of how circuits process information because synapses not only transfer information between cells, but also process this information and do so in a very different, synapse-specific, and plastic manner on a millisecond timescale (Costa et al., 2017; Yee et al., 2017) . The properties of a given synapse-the manner in which it computes information-are coordinately regulated by bi-directional signals produced by the pre-and postsynaptic compartments, which shape the computation of synaptically transmitted neurotransmitter signals in a circuit. Thus, synapses are not only minimal computational units in brain that process information during transfer between neurons, but also bi-directional signaling devices that organize the transfer and computation of synaptic information.
As intercellular junctions, synapses contain cell-adhesion molecules (CAMs) that mediate the bidirectional organization of their pre-and postsynaptic compartments. CAMs primarily function in trans-cellular signaling and only secondarily in cell adhesion. Multifarious synaptic CAMs have been described that may initiate the formation of synapses, hold the pre-and postsynaptic sides of a synapse together, coordinate the precise alignment of pre-and postsynaptic sides, and enable short-and long-term synaptic plasticity of synaptic transmission (Figure 2 ). However, which of these candidate CAMs are actually important, how they work, and what principles guide the endowment of synapses with specific properties continue to be unclear. In the present review, I will not try to present an encyclopedic description of synapse formation and specification, but instead aim for a conceptual discussion of our present understanding of synaptic junctions. In addition, I propose to raise questions that may have to be addressed for further insight into how synapses are constructed and reconstructed throughout life. I apologize beforehand that my discussion will focus on mammalian synapses since space concerns do not allow an adequate consideration of the outstanding invertebrate literature.
In animals, presynaptic terminals are uniquely neuronal-they may be the only cellular feature that is exclusively neuronal and present in all neurons. Postsynaptic specializations in brain are also mostly neuronal, but glia such as non-neuronal oligodendrocyte precursor cells can receive synaptic inputs (Bergles et al., 2000; Lin and Bergles, 2004) . Outside of brain, postsynaptic specializations can be elaborated by virtually any cell type. Axons that form presynaptic terminals differ from other cellular specialization in that they represent thin extensions of the soma that can span long distances and lack typical cellular organelles, such as a Golgi complex and a rough endoplasmic reticulum (Quassollo et al., 2015) . Although all bona fide neurons form presynaptic terminals, not all neurons have axons; retinal amacrine cells or olfactory bulb granule cells, for example, lack axons and elaborate dendritic presynaptic specializations. Note that although it is possible that mature nerve terminals on axons are capable of protein synthesis (Shigeoka et al., 2016; Younts et al., 2016) , such events are rare since axons lack a rough endoplasmic reticulum and a Golgi apparatus, and ribo-somes are transported down the axon rarely, if at all, as judged from electron micrographs. Thus, all presynaptic protein synthesis would be restricted to soluble cytosolic proteins, and all membrane and secreted proteins have to be produced in the neuronal soma and axonally transported to presynaptic terminals, again a unique property of neuronal organization.
In humans, most synapses assemble during pre-and postnatal development. Approximately half of all synapses are subsequently ''pruned'' during the following two decades. In the human prefrontal cortex, for example, the spine density is 2-to 3-fold higher in prepubescent individuals than in mature individuals, with synaptic pruning lasting well into the third decade of life (Petanjek et al., 2011) . Most synapses surviving adolescent pruning in adulthood are stably maintained, although a subset of synapses continues to be eliminated and formed throughout life. Developmental synapse formation is largely activity-independent, whereas synaptic pruning may mostly be activity-dependent (see discussion below). Studies using knockout (KO) mice in which neurotransmitter release is blocked showed that the formation of a vast majority of synapses occurs normally in the absence of a neurotransmitter signal (Verhage et al., 2000; Sando et al., 2017; Sigler et al., 2017) . This finding remarkably rules out a role for neurotransmitter signals in guiding axons, spinogenesis, or initial synapse specificity, suggesting that synapse formation in itself is ''hard-wired.'' Experiments showing that a massive local release of glutamate or GABA can induce formation of postsynaptic specializations indicated that presynaptic release of neurotransmitters can trigger synapse formation and that synapse formation is thus activity-dependent (Kwon and Sabatini, 2011; Oh et al., 2016) . However, this phenomenon may be more similar to the process of artificial synapse formation in which multifarious signals induce synaptic specializations (see discussion below) than to a physiological event since high concentrations of neurotransmitters are not normally released without a presynaptic specialization. Nevertheless, the observation of glutamate-and GABA-induced postsynaptic specializations is interesting because it suggests that neurotransmitter signals can have an effect on postsynaptic organization.
For the purpose of our discussion, we refer to synapse formation broadly as the aggregate of all processes that initiate and establish a synaptic junction, mediate the assembly of its preand postsynaptic specializations, and determine its specific properties that can differ dramatically between synapses ( Figure 2 ). An expansive literature deals with synapse formation, but fundamental questions remain unanswered, while many myths continue. For example, it is unclear if pre-and postsynaptic specializations can form independently. The observation of ''naked'' spines lacking presynaptic components in the cerebellar cortex of GluRd2 (GluD2) KO mice led to the notion that under certain conditions, postsynaptic specializations may develop independent of a presynaptic input signal (Kashiwabuchi et al., 1995) . However, careful studies revealed that these spines become ''naked'' only secondarily . Initially, typical synapses develop in GluD2 KO mice, but presynaptic specializations are subsequently disassembled in a subset of synapses, leading to naked spines. The same was found for synapses in mice lacking cerebellins, the ligands for GluRd2 (Seigneur and S€ udhof, 2018) . Thus, the naked spines in Schematic drawing of a synaptic junction with a cluster of synaptic vesicles (SV) on the presynaptic side and an array of neurotransmitter receptors on the postsynaptic side. Pre-and postsynaptic transport vesicles for receptors, active zone components, and trans-synaptic CAMs are indicated, as well as presynaptic endosomes and postsynaptic organelles (Golgi apparatus, endosomes, and endoplasmic reticulum [ER] ). Note that in brain, the synaptic cleft is usually wider than the surrounding interstitial space. All synapses contain similar presynaptic components independent of type, although the specific isoforms of various proteins (synaptotagmins, neurotransmitter transporters, RIMs and Munc13, Ca 2+ channels, etc.) vary. In contrast, postsynaptic components of excitatory and inhibitory synapses exhibit no homology, neither at the level of receptors nor in the postsynaptic scaffolding proteins. Moreover, presynaptic specializations are formed exclusively by neurons, but postsynaptic specializations can likely be formed by any cell in the body. the cerebellum of GluD2 KO mice are a graveyard for dead synapses and do not provide evidence for the independent generation of pre-and postsynaptic specializations.
Methodological Context for Understanding Synapse Formation
Progress in science depends on methods; paradigmatic advances are often fueled by applications of new techniques. Revolutionary new approaches, such as single-cell RNA sequencing (RNA-seq), super-resolution microscopy, and CRISPR-mediated gene manipulations, now offer new avenues to understanding the brain. We live in a time of unprecedented opportunities for insight into synapse formation, although pitfalls remain.
In a perfect world, a CAM or other molecule could be considered a key player in synapse formation if its characterization had shown (1) that the CAM or other molecule, or a family of redundant CAMs or other molecules, is required for synapse formation, broadly defined, using well-controlled loss-of-function experiments; (2) that the CAM or other molecule is localized at synapses using high-resolution localization techniques, with a developmental expression profile that correlates with synapse formation; and (3) that the CAM or other molecule physically binds to known proteins essential for the construction and/or operation of synapses, such as other CAMs that operate in synapse formation. New methods have facilitated meeting these criteria, but major issues remain, and some general considerations of techniques may be useful. I believe that we may need to pay more attention to technical details than customary because the pressures on investigators have increased the tendency to pub-
Figure 2. Flow Diagram of Synapse Formation
During development, neurons are generated, migrate, and grow short-and long-range axons and extensive dendritic trees. Axons and dendrites establish initial synaptic contacts mostly during development and the early postnatal period, although synapse formation continues throughout life. Synapse formation is represented as a multicomponent process whereby an initial synaptic contact nucleates organization of preand postsynaptic specializations that are subsequently specified, i.e., become endowed with specific properties. Synapse specification is likely an activity-dependent process that takes place continuously for most synapses in brain as synapse are being restructured during synaptic plasticity. Most physiological synapse elimination occurs during the first decades of life, but a low level of synapse elimination, like synapse formation, continues throughout life. Pathological synapse elimination may be induced by synapse dysfunction and is a hallmark of neurodegenerative disorders (e.g., Alzheimer's disease).
lish preliminary results, especially results obtained with new methods whose limitations are not yet clear. Thus, discussion of our current understanding of synapse formation requires assessment of the methodological context on which this understanding is based. Below, I will briefly outline aspects of emerging techniques that are central for our understanding of synapses. The Lure of Transcriptomics Techniques for measuring cellular gene expression are evolving at breathtaking speed. Transcriptome analyses by single-cell RNA-seq have changed our views of neuronal cell types and gene expression profiles. These methods are vastly superior to older micro-array-based approaches. They have produced large amounts of expression data that are publicly available (e.g., see Saunders et al., 2018; Zeisel et al., 2018) , and provide a guide for which molecules may be involved in synapse formation. However, significant problems remain that are sometimes not immediately apparent. Most studies use methods such as ''drop seq'' or ''10x genomics,'' which enable high throughput with a relatively shallow sequencing depth, thus monitoring only abundant mRNAs. However, there is no reason to assume that abundant mRNAs are more important than rare mRNAs, suggesting that for functional analyses we need a higher sequencing depth. Moreover, computation of mRNA abundance from primary data differs between studies, which may explain why various studies report distinct expression profiles for the same cell types (Saunders et al., 2018; Zeisel et al., 2018) . An additional issue is alternative splicing of mRNAs. Even when more in-depth methods for single-cell RNA-seq are used, the finite efficacy of reverse transcription and amplification methods of the small amounts of mRNA per cell means that single-cell RNA-seq is unable to reliably assess alternative splicing of mRNAs. Given the central importance of alternative splicing, this limitation makes it difficult to use only single-cell RNA-seq for a complete assessment of a transcriptome. Furthermore, mRNA levels do not necessarily predict protein levels, but methods of proteomics by mass spectrometry are more difficult than transcriptome studies, making it hard to assess how much of an mRNA is actually translated.
Some of these limitations can be overcome by complementary low-throughput, old-school methods that are expensive and laborious. In situ hybridization with fluorescent probes is experiencing a renaissance because it allows quantitative assessment of gene expression with cellular resolution and can potentially measure alternative splicing of mRNAs. Immunocytochemistry can measure protein levels at subcellular resolution, but is hampered by the lack of reliable antibodies (see discussion below). Single-cell qRT-PCR can assess alternative splicing of individual mRNAs but is limited by the primer-dependent inefficiencies of PCR amplifications whose effect has probably been underestimated (Fuccillo et al., 2015) . In other words, nothing is perfect! The Enduring Crux of Antibodies Although one of the oldest tools in biology, antibodies remain one of biology's most important reagents and biggest challenges. The fundamental problem is that each individual antibody only has a finite, although often high, affinity for its target, but also exhibits a finite, although often lower, affinity for ''cross-reacting'' antigens. No antibody is ever completely specific. Each antibody preparation has to be separately analyzed in detail in a laborious set of experiments, with KO controls being essential. Purchasing commercial antibodies is dangerous because many of these antibodies-possibly most-have not really been characterized well, and variations in lots of antibodies introduce additional artifacts. It is amazing how many studies are being published showing immunoblots of proteins with a wrong size, or reporting immunocytochemistry pictures that have no controls! Apart from tool antibodies to well-established marker proteins, it is thus difficult to trust results from any study using antibodies that have not been characterized by testing KO samples with the same technique as used for analysis (e.g., immunoblotting or immunocytochemistry).
A potential solution to the antibody problem is nanobodies. These single-chain antibodies can be produced in bacteria as recombinant proteins, and thus represent a renewable and reproducible resource (Schumacher et al., 2018; De Meyer et al., 2014) . However, high-affinity nanobodies are scarce. Obtaining such nanobodies is more challenging than generating high-affinity monoclonal antibodies. In the absence of a commercial interest, it will be necessary to make a major public investment to achieve this. The Touchstone: Gain-and Loss-of-Function Approaches Genetic procedures allow specific gene expression manipulations that remain the gold standard for functional analyses. Arguably most reliable are conditional manipulations that enable spatially and temporally defined ablation of a gene, or that make it possible to express conditional knockin mutations that change specific features of a gene. Constitutive genetic manipulations (KO or knockin animals) are a useful counterpart that better mimic a human disease condition but potentially elicit compensatory developmental processes. CRISPR not only facilitates the generation of genetically altered animals, but also en-ables acute genetic manipulations in wild-type mice, although it is still unclear how efficient these procedures are and whether they will entail significant off-target effects. Antisense and RNAi-dependent knockdown approaches suffer from significant and often uncontrollable potential off-target effects that limit their utility, but are useful if validated by genetic KOs. Note that rescue experiments do not really validate RNAi-dependent knockdown results because rescue invariably involves overexpression, which in itself causes often major effects.
One handicap of conditional genetic manipulations that equally applies to RNAi-dependent knockdowns and CRISPRmediated procedures is that they require at least a week to become effective. This limitation is not only due to the actual gene manipulation (which is invariably enzymatic, and operates on the same timescale for conditional KOs, RNAi, and CRISPR), but also due to the half-time of already synthesized proteins. Thus, a better and faster but more challenging genetic manipulation would be to render a protein drug-dependent, allowing a more rapid manipulation of its function. This has been beautifully performed for protein kinases by changing their ATP-binding sites (Bishop et al., 2000) , and can potentially be instituted for any proteins by adding a drug-dependent degradation tag (Sando et al., 2013) . Such manipulations could be of key importance for analyzing central proteins in biological processes. The Challenge of Protein-Protein Interactions Much of biology depends on assessing protein interactions, both in stable complexes with high-affinity binding and in more transient encounters that involve lower affinities. Analysis of stable protein complexes that can be isolated from tissues or reconstituted from recombinant proteins is reliably achieved using affinity measurements by surface-plasmon resonance, isothermal calorimetry or related techniques, and crystallography. Insight into low-affinity interactions, however, is still difficult, and even conclusions about interactions of medium affinity pose technical challenges. Immunoprecipitations or pull-downs examined by immunoblotting are non-quantitative and inconclusive. Given the abundance of papers reporting non-validated protein interactions that cannot possibly be all correct, it seems that confidence in a possible protein-protein interaction requires either isolation of a stable complex or biophysical measurements of interactions using recombinant purified proteins. Seeing Is Believing: Imaging Three very different imaging advances are revolutionizing neuroscience. The development of genetically encoded Ca 2+ indicators such as gCaMP6 has allowed visualization of neuronal activity in hundreds of neurons at high temporal and spatial resolution (Tian et al., 2009) , the discovery of super-resolution microscopy has enabled visualization of molecules at sub-micrometer resolution (Tønnesen and N€ agerl, 2013) , and the progress in cryoelectron microscopy has made it possible to examine the atomic structure of large molecular complexes (Henderson, 2018) . These technologies greatly enhance what can be done at all levels of analysis, ranging from neuronal ensembles to the atomic architecture of macromolecular machines. Of particular relevance to the present discussion, super-resolution microscopy makes it possible to localize a CAM in a synapse. Owing to the sheer size of presynaptic terminals, it is impossible to tell by confocal microscopy whether a particular CAM is intra-or perisynaptic, let alone whether it is pre-or postsynaptic. For the first time, super-resolution microscopy will allow us to actually visualize where an antigen is under physiological conditions and possibly better than by immuno-electron microscopy because of its higher labeling efficiency.
Promises by Stem Cells and Organoids
The discovery of induced pluripotent stem cells (iPSCs) enabled analysis of neurons that were generated from iPSCs derived from patients. In addition, since stem cells are a renewable resource and can be easily genetically manipulated, it is now possible to examine in human neurons conditional gene mutations mimicking a disease (Patzke and S€ udhof, 2016) . Recent advances have, moreover, increased the utility of stem cell-derived neurons in the development of organoids (Lancaster and Knoblich, 2014; Chen et al., 2018) . A major concern both with stem cell-derived neurons cultured in vitro and with organoids is that they do not appear to become fully mature. Although the development of organoids promises to revolutionize analysis of human brain development, it may be difficult to generate artificial brains in which normal synaptic connections with physiological properties are formed. Thus, the utility of human stem cell-derived neurons may be more in addressing fundamental questions such as the effect of disease-linked mutations on specific neuronal properties than in investigating connectivity mechanisms.
Lessons from Artificial Synapse Formation Assays
Pre-or postsynaptic specializations are surprisingly easy to induce by diverse signals. This was first shown in pioneering studies demonstrating that polylysine beads induce formation of presynaptic nerve terminals in cultured neurons and in brain in vivo (Burry, 1982; Burry and Hayes, 1986) . When polylysinecoated beads were added to dissociated neurons, presynaptic specializations formed onto the beads within 3 hr. The synapses covering the beads were larger and more numerous than those formed between neurons, suggesting the beads successfully competed with postsynaptic neurons for synapse formation (Burry, 1982) . After prolonged culture, however, glia started to phagocytose the bead synapses and their numbers declined. In vivo, presynaptic terminals were elaborated on implanted beads within 3 days, but also started to be eliminated after 2-3 weeks (Burry and Hayes, 1986) . Looking back, these amazing studies illustrate important features of the induction of presynaptic specializations: its non-specificity, its speed, its activity-independence, and the potential elimination of presynaptic terminals by phagocytic cells.
Subsequent work greatly elaborated these initial findings. Scheiffele and colleagues discovered that, similar to polylysine-coated beads, non-neuronal HEK293 cells could trigger formation of presynaptic specializations from co-cultured neurons if the postsynaptic CAM neuroligin-1 was expressed in the HEK293 cells (Scheiffele et al., 2000;  Figure 3 ). This finding was extended by the observation that other candidate synaptic CAMs were equally active in this assay (Biederer et al., 2002) , and that neurexin-1, the presynaptic binding partner of neuroligin-1, induced the formation of postsynaptic specializations in co-cultured neurons when expressed in HEK293 cells (Graf et al., 2004; Nam and Chen, 2005) . Strikingly, artificial synapses that are induced, for example, by neuroligin-1 resemble real syn-apses in electron micrographs, with even a postsynaptic specialization in the non-neuronal cell ( Figure 3) . Moreover, the presynaptic components of such artificial synapses are functional (Biederer et al., 2002) . At present, a large number of CAMs have been shown to induce either pre-or postsynaptic specializations in co-cultured neurons when expressed in a nonneuronal cell. A recent study showed that non-neuronal cells employed in artificial synapse formation assays express endogenous N-cadherin, and that this endogenous N-cadherin is essential for various synaptic CAMs to be able to induce pre-or postsynaptic specializations in co-cultured neurons (Yamagata et al., 2018) . These observations suggest that multiple cell-adhesion signals are required for artificial synapse formation, an exciting idea that agrees well with the concept of multiple signaling pathways in synapse formation. It does, however, raise the question of how polylysine-coated beads could possibly induce synapses-one would have to speculate that such beads activate multiple parallel signaling pathways.
Collectively, the observation that many different CAMs induce artificial synapses suggests that this assay does not report on a function of a CAM in initiating physiological synapse formation, but rather a function in activating a ''synapse signal.'' Activity in the artificial synapse formation paradigm may reflect a generic synaptic activity of a CAM. This is exemplarily illustrated by the case of neuronal pentraxins. Neuronal pentraxins are presynaptic molecules that are anchored on the nerve terminal via the neuronal pentraxin receptor, which is a neuronal pentraxin that includes a transmembrane region (Dodds et al., 1997) . Neuronal pentraxins bind to AMPA-type glutamate receptors (AMPARs) via a trans-synaptic interaction, and this binding appears to be sufficient to induce postsynaptic specializations, suggesting that simply localizing AMPARs to a patch of neuronal membrane is sufficient to turn this membrane into a postsynaptic specialization and induce recruitment of proteins such as PSD-95 and Homer1 . The induction of postsynaptic specializations by a strong local neurotransmitter signal (Kwon and Sabatini, 2011; Oh et al., 2016) may also be explained by this process.
Given how relatively non-specific synaptic CAMs are in the artificial synapse formation paradigm, it is surprising that CAMs reproducibly induce only pre-or postsynaptic specializations-there never is a mix. This may be the most puzzling observation: how can very different CAMs specifically induce ONLY pre-or postsynaptic specializations? Moreover, although synaptic CAMs induce either pre-or postsynaptic specializations, they usually induce both excitatory and inhibitory specializations. This is the case even for molecules such as neuroligin-2, which is known to be absent from excitatory synapses (Graf et al., 2004) , suggesting that specificity for excitatory versus inhibitory postsynaptic specializations resides in a different type of synaptic signal.
A Panoply of Synaptic Cell-Adhesion Molecules
An impressive number of candidate synaptic CAMs has been described ( Figure 4 ). For some of these CAMs, compelling data demonstrate their presence in synapses and suggest a functional role in synapses. Others, however, are less well documented. If one looks at the results in total, the overall impression is puzzlement: how do so many CAMs contribute to shaping a synapse?
Different from classical intercellular junctions such as adherens and tight junctions, synapses are inherently asymmetric. Whereas adherens and tight junctions are supported by homophilic CAM interactions, synaptic CAMs always seem to engage in heterophilic interactions. This appears to be the case even for CAMs that mediate homophilic interactions in other junctions, such as classical cadherins that act as homophilic CAMs in adherens junctions but as heterophilic CAMs in retinal connections (Duan et al., 2014) .
Most candidate synaptic CAMs perform other, non-synaptic functions in an organism, both during development and in mature animals. For example, LAR-type RPTPs, cadherins, teneurins, and Ephrins/Eph receptors are all involved in organizing many non-neuronal tissues and additionally function in neurons in dendritogenesis or axonal pathfinding. This multifunctionality renders a precise functional definition of these molecules at the synapse difficult, as is apparent from the many roles that have been attributed to these CAMs. Here, instead of attempting an exhaustive discussion of various CAMs, I will only briefly review prominent candidate synaptic CAMs, focusing on those for which compelling localizations and/or genetic data are available (Figure 4 ). Neurexins and Their Ligands (Neuroligins, LRRTMs, Cerebellins, Neurexophilins, and Others) As these proteins were reviewed recently (S€ udhof, 2017) , I will only summarize overall results. In total, current results suggest that neurexins and their ligands are central regulators of synapse properties, but are not involved in initiating synapse formation, although some genetic manipulations cause a loss of synapses (e.g., neurexin deletions in cortical SST-positive interneurons or deletions of all cerebellins in the hippocampus [Seigneur and S€ udhof, 2018] ), possibly as a secondary effect of synapse dysfunction. Key examples for the control of synapse properties by a neurexin or a neurexin ligand are the trans-synaptic regulation of postsynaptic AMPA-type glutamate receptors in subiculum pyramidal neurons by presynaptic neurexin-3 alternative splicing , the requirement for neuroligin-1 and LRRTMs in the NMDA-receptor-dependent Schaffer-collateral LTP in the hippocampal CA1 region Bhouri et al., 2018 ; see discussion below), and the control by neuroligin-2 of inhibitory synaptic strength in cerebellar cortex without impairing the number of synapses .
Four recent papers have expanded the discussion of neurexins and their ligands. First, new ligands of neurexins are being discovered, especially ligands that bind to sequences surrounding the newly identified cys-loop domain that is embedded in their juxtamembranous stalk region and conserved in all neurexins . Although neurexins already feature an (B) Representative image of presynaptic specializations in co-cultured neurons induced by neuroligin-1 that is expressed in a COS cell. Presynaptic terminals are visualized by staining for synapsin and shown in green, while neuroligin-1 staining is shown in red, and overlapping signals are shown in yellow. Green dots outside of the COS cell surface represent synapses between the co-cultured neurons.
(C) Representative image of a transmission electron micrograph of a COS cell expressing neuroligin-1 that has been co-cultured with dissociated mouse neurons. Artificial synaptic contacts are extremely abundant and exhibit a normal synaptic morphology, including an apparent postsynaptic density. Note that the size of the synaptic contacts is uniform, similar to normal synapses, even though they are formed often by giant nerve terminals as an array of specializations. (B) and (C) are modified from Chubykin et al. (2005) . abundance of trans-synaptic interactors, it appears likely that this molecular network will become even more complex.
Second, it was proposed that the neurexin ligand neuroligin-2 performs an essential function in cortical astrocytes that mediates formation of excitatory, but not inhibitory, synapses (Stogsdill et al., 2017) . This proposal was astounding because neuroligin-2 had previously only been localized to inhibitory synapses (Graf et al., 2004) , and because constitutive neuroli- Summary of prominent CAM interactions that were proposed to operate at the synapse. CAMs were placed on the pre-or postsynaptic side based on the overall published studies, but for many molecules firm assignments cannot yet be made. Some of the interactions shown are supported by compelling biophysical evidence (e.g., binding of LAR-type RPTPs to their various ligands), but others are more tenuous (e.g., binding of neurexins to latrophilins or to C1qls). Diagram was modified from S€ udhof (2017) .
gin-2 deletions (which include deletions in astrocytes) selectively impaired inhibitory, but not excitatory, synaptic transmission (Gibson et al., 2009; Poulopoulos et al., 2009) . It is impossible to reconcile these contradictions at present, and rigorous genetic analyses of neuroligin-2 in astrocytes will be necessary to clarify this issue.
Third, in a completely different line of research, neurexin-1 was revealed to be modified by heparan sulfate, and mutation of serine residues implicated in this modification was shown to impair synapse function and decrease synapse numbers (Zhang et al., 2018) . Given the diversity of neurexin isoforms, this finding adds an interesting facet to neurexins as presynaptic CAMs. Determining how the heparan sulfate modification might affect neurexin function poses an intriguing challenge for the next set of experiments.
Fourth, alternative splicing of neurexin-1 at SS4 was found to be directly regulated in the hippocampus during fear learning, and this regulation was mediated by activity-dependent histone modification (Ding et al., 2017) . Although this pioneering observation does not reveal the physiological importance of neurexin-1 alternative splicing at SS4, it represents the first description of behaviorally regulated alternative splicing of a neurexin, and suggests a possible mechanism for its activity dependence.
Overall, neurexins and their ligands are increasingly emerging as kingpins of synapse organization, but major questions remain unanswered-in fact, one could argue we still know little about neurexins and their ligands. For example, given that alternative splicing at SS4 of neurexin-3 controls postsynaptic AMPAR trafficking, does SS4 alternative splicing of neurexin-1, whose alternative splicing is tightly regulated during fear learning (Ding et al., 2017) , or of neurexin-2 have the same function? What about other sites of alternative splicing in neurexins that are also highly regulated (Ullrich et al., 1995) ? What do neurexins do in general-do they have similar or distinct functions? Moreover, does the relative abundance of neurexin-1 in astrocytes imply a non-synaptic function? Even for neurexins, arguably the best studied synaptic CAMs, questions abound.
Latrophilins
Latrophilins are adhesion GPCRs that contain the typical 7-transmembrane region architecture preceded by a GAIN domain that is characteristic for adhesion GPCRs (Araç et al., 2012) . In addition, latrophilins contain two N-terminal extracellular adhesion domains, a lectin-like and a somatomedin-like domain, that differentiate latrophilins from other adhesion GPCRs, and that specifically bind to teneurins, neurexins, and FLRTs (Boucard et al., , 2014 Silva et al., 2011; O'Sullivan et al., 2012; Figures 4 and 5) . Finally, latrophilins contain a long C-terminal cytoplasmic sequence of unknown significance ending in a type I PDZ-domain binding sequence.
Like neurexins, latrophilins were originally isolated by affinity chromatography on immobilized a-latrotoxin (S€ udhof, 2001) . Because a-latrotoxin is a black widow spider neurotoxin that binds to presynaptic terminals to trigger neurotransmitter release, it was thought that latrophilins are presynaptic a-latrotoxin receptors. It thus came as a surprise when studies with latrophilin-2 conditional KO mice revealed that latrophilin-2 acts as a strictly postsynaptic protein (Anderson et al., 2017) . Specifically, studies both in cultured hippocampal neurons and in vivo in the hippocampal CA1 region showed that sparse postsynaptic deletion of latrophilin-2 in pyramidal neurons caused a large decrease in excitatory synapse numbers and synaptic transmission. These data demonstrated that latrophilin-2 acts as a postsynaptic CAM that, different from neuroligins, LRRTMs, or cerebellins, is essential for establishing or maintaining synapses (Anderson et al., 2017) . Interestingly, postsynaptic latrophilin-2 is targeted in vivo to a specific domain of the dendritic arbor of CA1 pyramidal neurons, namely their distal segments in the S. moleculare-lacunosum, suggesting that latrophilin-2 mediates synapse specificity.
At present, latrophilin-2 is the CAM whose deletion causes the strongest synapse-formation phenotype known. How does it work? Although latrophilins are adhesion-GPCRs, it has not been tested if they function as GPCRs at the synapse. The physiological relevance of latrophilin binding to teneurins, neurexins, and FLRTs is also unknown. Latrophilin binding to teneurins and FLRTs exhibits nanomolar affinity, suggesting it is physiologically significant. Crystal structures and biophysical experiments showed that the olfactomedin-like domain of latrophilin-3 nestles into the concave surface of the leucine-rich repeat domain of FLRT3, whereas another CAM, Unc5, simultaneously binds to the convex surface of FLRT3 ( Figure 5 ; Lu et al., 2015) . Moreover, latrophilin binding to teneurins is regulated by alternative splicing both of latrophilins and of teneurins (Boucard et al., 2014; Li et al., 2018) . Thus, it is possible that latrophilins and FLRTS each bind simultaneously to multiple ligands, nucleating an impressive trans-synaptic interaction network ( Figure 5 ). These findings reveal-together with consideration of the neurexin-based ligand interactions-that synapses include an astounding trans-synaptic molecular interaction network.
BAIs (Brain Angiogenesis Inhibitors) and C1qls
BAIs are adhesion-type GPCRs that, similar to latrophilins, contain a hormone-binding and a GAIN domain followed by seven transmembrane regions. BAIs differ from latrophilins in that they feature a distinct set of N-terminal extracellular domains, namely a novel motif resembling a CUB domain and 4-5 thrombospondin repeats, and a C-terminal sequence that is not homologous to that of latrophilins except for the fact that it also includes a C-terminal type I PDZ-domain-binding motif. Atomic structures determined for FLRT3 (blue), Unc5 (yellow), Lphn3 (pink), and teneurin-2 (green) are placed into synaptic cleft of an excitatory synapse. Teneurin-2 is positioned presynaptically because it forms a trans-cellular junction with postsynaptic latrophilins (Boucard et al., 2014) and because it induces postsynaptic specializations in the artificial synapse formation assay (Li et al., 2018) . FLRT3 is also positioned presynaptically because it forms trans-cellular complexes with Lphn2 (Lu et al., 2015) . Note that latrophilins were originally thought to be presynaptic and FLRTs postsynaptic based on RNAi data (O'Sullivan et al., 2012) , but conditional genetic KOs established that in cultured neurons and in vivo, at least Lphn2 is exclusively postsynaptic (Anderson et al., 2017) . Interestingly, presynaptic FLRT3 can bind simultaneously to both postsynaptic Lphn3 and postsynaptic Unc5, as shown by crystallography of the complex (Lu et al., 2015) . It is unknown whether Lphn3 can simultaneously bind to FLRT3 and to teneurins, or whether these interactions are mutually exclusive, but in either case the various binding reactions suggest that a trans-synaptic interaction network anchored on latrophilins and teneurins may form the basis for an extensive signaling machinery at the synapse. Structures are from Lu et al. (2015) for the FLRT3/ Unc5/Lphn3 complex, Araç et al. (2012) BAIs were first linked to synapses by the observation that C1qls, a family of secreted C1q-domain proteins similar to cerebellins, bind to BAI3 with high affinity and modulate synapse numbers in cultured neurons (Bolliger et al., 2011) . More definitive studies revealed that C1ql1 produced by presynaptic inferior olive neurons mediates climbing-fiber synapse formation by binding to postsynaptic BAI3 on cerebellar Purkinje cells (Sigoillot et al., 2015; Kakegawa et al., 2015) . Similarly, C1ql3 produced in presynaptic amygdala neurons is essential for efferent synapse formation in the prefrontal cortex, also presumably by binding to BAI3 (Martinelli et al., 2016) . Moreover, BAI1 was found to be essential for synapse formation, although these studies were performed by RNAi, which is difficult to control (Duman et al., 2013) . Finally, a BAI1 KO caused changes in synaptic plasticity (Zhu et al., 2015) . Note that, in addition to these studies, BAIs have also been linked to non-neuronal functions. Although the notion that BAIs act in angiogenesis (a role indicated by their name) is now largely abandoned, it has been suggested that BAI1 is a macrophage receptor that binds to phosphatidylserine on apoptotic cells, and then induces phagocytosis of these cells (Park et al., 2007) . However, given that BAI1 is only expressed in neurons in brain and that no direct binding of BAI1 to phosphatidylserine was demonstrated, this notion appears rather unlikely.
Overall, BAIs are now firmly linked to synapses with a role that may be analogous to that of latrophilins, but many questions arise. Some of these questions are the same as for latrophilins, most importantly whether BAIs actually act as GPCRs in synapses and how their signal transduction operates. In regard to the latter question, an attractive idea is that BAI1 recruits the BAI1/ Par3 polarity complex to synapses, which could then organize synapses (Duman et al., 2013) . The most important question regarding BAIs, however, regards the identity of their trans-synaptic CAM-binding partners. Specifically, do all BAIs bind to all C1qls, and do C1qls serve as soluble ligands like a hormone, or more plausibly as adaptor proteins like cerebellins, thereby linking postsynaptic BAIs to an unknown presynaptic CAM? Do BAIs additionally bind to other ligands, in particular other trans-synaptic CAMs? On a bigger scale, do adhesion-GPCRs generally function in establishing synapses, given the role of latrophilins and BAIs? These are exciting questions to pursue. Teneurins Few candidate synaptic CAMs are surrounded by as much uncertainty as teneurins. Teneurins are evolutionarily conserved, large CAMs that play a central role in embryogenesis and in axon pathfinding (Leamey and Sawatari, 2014; Tucker and Chiquet-Ehrismann, 2006) . Mammals contain four teneurin genes that are broadly expressed during embryonic development and largely restricted to brain in adults. As CAMs, teneurins are highly unusual because they are very large type-II transmembrane proteins (>2,000 amino acids) with an unusual domain structure that includes a striking similarity to bacterial Tc-toxins unlike any other eukaryotic protein (Li et al., 2018) .
Teneurins were first linked to synapses when teneurins were identified as high-affinity ligands for latrophilins (Silva et al., 2011; Boucard et al., 2014) . Later on, teneurins were suggested to act as homophilic CAMs in synapses (Mosca et al., 2012) , but it is unclear whether this is a physiological function since teneurins strongly bind to each other in a cis-but not in a trans-config-uration (Boucard et al., 2014) . It is possible that in addition to binding to each other in a cis-configuration, teneurins interact with each other weakly in trans (Berns et al., 2018) , but it is difficult to conceive a mechanism by which such interactions could be sustained physiologically given the high-affinity binding of teneurins to latrophilins that would dominate their interactions. Moreover, it is hard to imagine how a homophilic interaction could mediate either axonal pathfinding or synapse formation, which are inherently asymmetric and usually only involve heterophilic interactions. Finally, in the artificial synapse formation assays, teneurins induce postsynaptic, but not presynaptic, specializations (Li et al., 2018) , further supporting the notion that teneurins act primarily as heterophilic presynaptic CAMs.
Many other questions about teneurins arise. Most intriguingly, does the unusual bacterial Tc-toxin-like domain have a specific functional role? Is the C-terminal cleaved peptide of teneurins, called ''teneurin C-terminal associated peptide 1,'' physiologically significant (Lovejoy et al., 2006) ? Are the phenotypes of impaired connectivity produced by developmental deletion of a teneurin caused only by loss of its axon guidance function, or does a synaptic role for teneurins contribute (Leamey et al., 2007; Berns et al., 2018) ? Do teneurins also function in oligodendrocyte differentiation as suggested by the teneurin-4 KO phenotype (Suzuki et al., 2012) , an intriguing possibility given that oligodendrocyte precursor cells are recipients of excitatory synapses (Bergles et al., 2000) ? Finally, what are the interaction partners for teneurins in all of these functions-could latrophilins via their GPCR activity, for example, also be involved in axonal pathfinding? More than any other molecule, teneurins illustrate the uncertainty and excitement surrounding the role of synaptic CAMs in shaping neural circuits. LAR-type Receptor-Phosphotyrosine Phosphatases (RPTPs) LAR-type RPTPs (also referred to PTPRs according to their gene symbols) are among the best characterized synaptic CAMs that, like teneurins, were originally primarily linked to axon guidance (Clandinin et al., 2001) . Most informative here were pioneering studies in C. elegans, which contains a single LAR-type RPTP gene (ptp-3) that produces long and short transcript from distinct promoters (Ackley et al., 2005) . Selective deletion of the long PTP-3A transcript caused alterations only in synapse morphology, and the encoded protein was specifically localized to synapses. Selective deletion of the short PTP-3B transcript, conversely, specifically impaired axon guidance, and its encoded protein was extrasynaptic (Ackley et al., 2005) . These experiments suggested mechanistically distinct functions of a LARtype RPTP in C. elegans in synapse formation and axon guidance.
Regrettably, however, the situation in mammals is more complicated than in C. elegans. Mammals express three LARtype RPTPs (PTPRD, PTPRF, and PTPRS) whose transcripts are alternatively spliced, but whose genes have only a single promoter that drives expression of ''long'' RPTPs. Mammalian LAR-type RPTPs interact with a large array of postsynaptic ligands that have also been linked to synapses, including TrkC, SALMs, SliTrks, IL-1RAPs, and Netrin-G Ligand 3 (Figure 4 ; reviewed in Takahashi and Craig, 2013; Um and Ko, 2013) . For many of these ligands, crystal structures of their complexes validate the specificity of binding. Despite the enormous structural information available, however, little is known about the physiological functions of mammalian LAR-type RPTPs. Specifically, constitutive genetic deletions of individual LARtype RPTPs produced surprisingly modest phenotypes (e.g., see Schaapveld et al., 1997; Elchebly et al., 1999) . Analysis of synaptic function in KO mice lacking PTPRS, the most abundant isoform in brain, revealed discrete changes in hippocampal synaptic transmission, but no apparent loss of synapses (Horn et al., 2012) . This is in contrast to RNAi-dependent knockdown studies in cultured neurons that often described massive impairments including synapse loss (e.g., see Han et al., 2018) , suggesting either that post-developmental loss of function of RPTPs has a more severe effect because it avoids developmental compensation, or that the phenotypes of RNAi-dependent knockdowns are shaped by off-target effects. The conundrum posed by these findings is enhanced by the observation that many ligands for LAR-type RPTPs appear to be important synaptic CAMs in their own right, but could act via an RPTP-independent mechanism. Studies using conditional genetic deletions will be required to resolve these issues and gain insight into the synaptic functions of LAR-type RPTPs. SynCAMs SynCAMs are members of a larger family of Ig-domain CAMs that include nectins. Like neurexins, SynCAMs carry a specific carbohydrate modification, but in the case of SynCAMs it is composed of polysialic acid (Galuska et al., 2010) . Initially, SynCAM was proposed to be a homophilic synaptic CAM (Biederer et al., 2002) , but later studies revealed heterophilic interactions between different SynCAM isoforms (Fogel et al., 2007) . Elegant super-resolution experiments localized SynCAM to the perisynaptic zone (Perez de Arce et al., 2015) , suggesting that it may shape synapses as a fence. Consistent with this notion, SynCAMs play a role in synaptic plasticity, suggesting that they contribute to the activity-dependent remodeling of synapses (Robbins et al., 2010) . Cadherins Cadherins constitute a large family of proteins characterized by repeated extracellular cadherin domains that mediate Ca 2+dependent homophilic cis-and trans-interactions. Cadherins have roles in all tissues and are universal transducers of extracellular adhesion signals into an intracellular response, often involving the actin cytoskeleton. Adherens junctions are formed by homophilic interactions of classical cadherins and are essential for formation of many tissues. Owing to the voluminous literature, I will make no attempt to review the possible roles of various classical cadherins and protocadherins in synapse formation. Instead, I focus on a few salient points.
Despite a large number of studies, pinning down the role of cadherins at synapses has turned out to be difficult, possibly because of their crucial role in nearly all neuronal morphogenetic processes. Even showing that a cadherin is actually synaptic or functions directly at a synapse is a challenge. Compelling studies revealed that N-cadherin (Cdh2), a classical type I cadherin, is localized to perisynaptic adherens junctions during early development but partly lost from synapses later on (Uchida et al., 1996) , and that some cadherins are close to synapses and affect their functions (Basu et al., 2017; Bekirov et al., 2008) . Whether cadherins act directly or indirectly at synapses, however, remains unclear.
Arguably the most compelling description of a role of cadherins in synapse formation was achieved in retina (Duan et al., 2014) . In a brilliant approach, this study identified specific expression of Cdh8 and Cdh9 in particular types of bipolar cells and showed that deletion of these cadherins alters the synaptic connections of the respective bipolar cells with retinal ganglion cells. Moreover, Duan et al. (2014) showed that exogenous expression of these cadherins in particular types of amacrine cells can instruct axonal arbor to form the wrong connections, suggesting that Cdh8 and Cdh9 directly shape connections. Finally, they demonstrated that Cdh8 and Cdh9 act as heterophilic CAMs in these functions. These experiments provide strong evidence for a role of classical cadherins as ''specificity'' molecules in shaping neural circuits, but they do not tell us whether Cdh8 and Cdh9 act during, or upstream of, synapse formation. Consistent with a non-synaptic role, Cdh8 and Cdh9 deletions dramatically altered the shape of the axonal bipolar cell arbor but did not affect synapse formation itself. Thus, despite many careful studies, it is at present still uncertain whether a cadherin actually ever functions as a synaptic CAM.
Ephrins and Eph Receptors
Like cadherins, Ephrins and Eph receptors constitute a large protein family with major functions in many tissues. Again like cadherins, a vast literature exists on the role of Ephrins and Eph receptors in constructing neural circuits, with the most compelling evidence for a role in axonal pathfinding (Triplett and Feldheim, 2012) . Different from cadherins, however, Ephrins and Eph receptors are heterophilic by definition and are thus ideal for directional signaling via intercellular junctions, similar to neurexins and latrophilins. Moreover, at least one Eph receptor, EphB2, has been localized by super-resolution imaging to the postsynaptic junction (Perez de Arce et al., 2015) , suggesting that Ephrins and Eph receptors can be truly synaptic. In another study, Ephrin-B3 was shown to act postsynaptically to recruit PSD-95 to synapses (Hruska et al., 2015) . Although convincingly linking Ephrins and Eph receptors to synapses, these results are puzzling since it is difficult to imagine that both Ephrins and Eph receptors are postsynaptic CAMs, and future studies will need to deconstruct the localization and functions of various Ephrins and Eph receptors at synapses. In addition, Ephrins and Eph receptors were shown to function in neuron-astrocyte interactions (reviewed in Murai and Pasquale, 2011) , whereby they appear to shape synapse formation (Koeppen et al., 2018) . Again, much remains to be done! Postsynaptic Neurotransmitter Receptors and Presynaptic Ca 2+ Channels Compelling evidence indicates that postsynaptic neurotransmitter receptors and presynaptic Ca 2+ channels, which are central components of the synaptic transmission machinery, in addition serve to mediate trans-synaptic binding functions. For example, the neuronal pentraxin receptor, which is a presynaptic CAM, induces formation of postsynaptic specializations in the artificial synapse formation assay by binding to neuronal AMPA-type glutamate receptors, suggesting that clustering of AMPA receptors is sufficient to elicit synapse formation in this rather non-physiological paradigm . Similarly, a2d subunits of presynaptic voltage-gated Ca 2+ channels may act in synapse formation by an unknown mechanism (reviewed in Bauer et al., 2010) . A mechanism that unites a central component of the synaptic transmission machinery with synapse formation is attractive in its economy, but a potential conundrum here is that all of these molecules-e.g., AMPA receptors and Ca 2+ channels-are also extrasynaptic and the specificity of their potential function in synapse formation is thus difficult to understand.
These short sketches outline the challenges of understanding how synaptic CAMs shape synapses. Clearly, many candidate synaptic CAMs are important for synapse formation, leaving us with the task of sorting out the puzzle of their functions. Several concepts could account for the need of multiple synaptic CAMs. It is possible that different CAMs organize distinct facets of synapse formation, i.e., that synapse formation is a functional mosaic to which different synaptic CAMs contribute distinct pieces. Alternatively, it is possible that multiple synaptic CAMs form a trans-synaptic interaction network, as suggested for neurexins and their ligands (S€ udhof, 2017) . In such networks, different interactions could activate distinct signaling pathways, or multiple simultaneous interactions may be required for activation of a single signaling pathway, as has been shown for CAMs involved in dendritic development in C. elegans (Zou et al., 2016) .
Synapse Formation and Elimination In Vivo
In humans, synapses begin to form during embryogenesis and synapse formation continues postnatally in cortex for several years. After this period of intense synaptogenesis, synapse numbers decline slowly over two decades but remain relatively stable after the third decade of life (Huttenlocher et. al., 1982; Bourgeois and Rakic, 1993; Petanjek et al., 2011) . The magnitude of developmental synapse elimination during this period of decline in cortex is staggering, amounting to >40% of all synapses, or thousands of synapses per second (Bourgeois and Rakic, 1993) . Little is known about the mechanisms involved.
Well-characterized examples of developmental synapse elimination show that synapses often compete with each other, with ''losers'' vanishing and ''winners'' taking all. This has been shown beautifully for the neuromuscular junction (Sanes and Lichtman, 1999) , retinal inputs into the lateral geniculate nucleus (Chen and Regehr, 2000) , and cerebellar climbing-fiber synapses (Kano and Hashimoto, 2009 ). Of these examples, climbingfiber synapse elimination may be best understood owing to the relatively stereotyped simplicity of the cerebellar circuit. Cerebellar Purkinje cells are initially innervated by multiple climbing fibers, but subsequently the synapses derived from all but one climbing fiber are eliminated. This process is activity-dependent and requires Purkinje cell expression of the metabotropic glutamate receptor mGluR1, of PKCg, and of phospholipase Cb4 (Kano et al., 1995 (Kano et al., , 1998 , suggesting that mGluR1 stimulation at parallel-fiber synapses activates a phospholipase Cb4 and PKCg, which then produces a retrograde signal that causes elimination of supernumerary climbing-fiber synapses from a given Purkinje cell. Climbing-fiber synapse elimination also depends on the activity of the much more numerous parallelfiber synapses (Ichikawa et al., 2002) that are formed by inputs from >100,000 granule cells per Purkinje cell. Preliminary evidence suggests that Purkinje cells may secrete semaphorins Sema3A and Sema7A (Uesaka et al., 2014) or progranulin (Uesaka et al., 2018) as retrograde signals, but how these mediators fit in with mGluR1 signaling remains unclear. Understanding the underlying molecular interactions and reactions that enable climbing-fiber synapse elimination in an activity-dependent manner is a cell-biological problem that may not only be relevant for insight into well-documented forms of developmental synapse elimination in the neuromuscular junction and lateral geniculate nucleus, but generally applicable to many forms of developmental synapse elimination.
It has been suggested that during developmental synapse elimination, synapses are not retracted by an active deconstruction process, but are phagocytosed by microglia or astrocytes after being marked via the classical complement pathway (Stevens et al., 2007) . This proposal, probably inspired by the observation that artificial synapses are phagocytosed in vitro and in vivo by astrocytes (Burry, 1982; Burry and Hayes, 1986) , may apply to pathological processes wherein entire neurons are phagocytosed but seem to be unlikely as a general mechanism for the selective elimination of a subset of the terminals formed by neurons. Indeed, mice without a classical complement pathway exhibit fairly normal synapse numbers (Chu et al., 2010) , suggesting normal developmental synapse elimination. Based on the examples discussed above, a more active cell-autonomous process that maintains the overall viability of the neurons appears more plausible.
The Tripartite Synapse Many synapses are contacted by astrocytic processes, suggesting that these synapses are ''tripartite'' because they are composed of astrocytic processes in addition to pre-and postsynaptic specializations (Araque et al., 1999; Reichenbach et al., 2010; Papouin et al., 2017) . However, the degree to which synapses are associated with astrocytes varies dramatically. In cerebellum, nearly 100% of parallel-fiber and climbing-fiber synapses contain astrocytic contacts (Spacek, 1985; Xu-Friedman et al., 2001) , but in the hippocampal CA1 region only 57% of excitatory synapses include astrocytic contacts (Ventura and Harris, 1999) . Moreover, only 45% of excitatory synapses on spines, 30% of excitatory synapses on dendritic shafts, and 6% of inhibitory synapses in the basolateral nucleus of the amygdala exhibit glial contacts (Ostroff et al., 2014) . In most cases, the astrocytic contacts do not wrap around the synapses, but cover <50% of the synapse perimeter. Furthermore, fear conditioning selectively induced an increase in the number of excitatory synapses lacking astrocytic contacts in the basolateral amygdala (Ostroff et al., 2014) . On the other hand, sensory whisker stimulation of mice caused a large increase in glial Glt1 and GLAST protein levels in the corresponding column of the barrel cortex, and a small increase in astrocytic coverage of excitatory synapses on dendritic spines, although the number of synapses with astrocytic contacts was not measured (Genoud et al., 2006) . Viewed together, these ultrastructural studies suggest that most central synapses are not ''tripartite,'' i.e., do not contain an astrocytic component, and that the astrocytic component is not a notable feature of young, recently made synapses since at least in the basolateral amygdala, new synapses lacked an astrocytic contact.
However, these findings do not render tripartite synapses unimportant-far from it. Although astrocytic components are not obligatory for synapses, they may make an essential contribution to their function. This has been best examined in cerebellum where all excitatory synapses are ''tripartite,'' i.e., contain astrocytic contacts provided by Bergmann glia. Pioneering studies have shown that the expression of glutamate transporters (GLAST and Glt1) and of AMPARs (GluA1 and GluA4) in Bergmann glia-for which these molecules are specific in the cerebellum-is essential for normal parallel-fiber and/or climbing-fiber synaptic transmission (Iino et al., 2001; Saab et al., 2012; Miyazaki et al., 2017) . Most illuminatingly, conditional deletion of both GluA1 and GluA4 in Bergmann glia of juvenile mice revealed major phenotypes: an increase in the amplitude and duration of parallel-fiber excitatory postsynaptic currents (EPSCs) due to a decrease in glutamate re-uptake, a decrease in parallel-fiber synapse density, and a retraction of perisynaptic Bergmann glia processes (Saab et al., 2012) . Deletion of the astrocyte-specific glutamate transporter GLAST from Bergmann glia also led to a retraction of perisynaptic Bergmann glia processes and presumably to a decrease in glutamate re-uptake; instead of decreasing parallel-fiber synapse density, this deletion appeared to cause an increase in parallel-fiber synapse density (Miyazaki et al., 2017) . Collectively, these studies suggest that astrocytes (and possibly oligodendrocyte precursor cells; see Bergles et al., 2000) respond to synaptic activity to provide a feedback signal to surrounding neurons and synapses, although it remains unclear whether the glia actually contributes to synaptogenesis or to synapse maintenance.
Thus, questions about the role of astrocytes in synapses and synaptic transmission abound that are relevant not only for the cerebellum, but for the entire brain. What distinguishes ''tripartite'' synapses that are the minority in most brain regions from bipartite synapses lacking astrocytic contacts? Do astrocytes generally function to mediate rapid neurotransmitter re-uptake, and if so, are tripartite synapses superior to bipartite synapses in neurotransmitter re-uptake? And most importantly, do astrocytes also affect synapse formation under physiological conditions, and if so, at which stage of synapse formation? Isolation of glial factors that promote synapse formation seem to suggest a possible role for glia in synapse formation (Christopherson et al., 2005) , but rigorous genetic experiments will be needed to test this question. For example, it has been suggested that astrocytic SparcL1 (a.k.a. Hevin) induces synapse formation by separately binding to neurexin-1a and to neuroligin-1 (Singh et al., 2016) , but earlier studies demonstrating that neuroligindeficient mice exhibit no synapse loss (Varoqueaux et al., 2006) made this an unlikely proposition, as did the failure of SparcL1 to actually bind to neuroligin-1 when tested with purified proteins (Elegheert et al., 2017) . Thus, the contribution of astrocytes in or outside of the tripartite synapse to synapse formation remains an intriguing and important unsolved question.
Pre-and Postsynaptic Submembranous Scaffolds
At a synapse, pre-and postsynaptic specializations are precisely aligned, suggesting that they are assembled by a coordinated mechanism. Presynaptic specializations of nerve terminals are characterized by a canonical release machinery that varies in detail but is always composed of the same elements, and always includes members of the same active zone proteins, most importantly RIMs and RIM-BPs (S€ udhof, 2012) . In contrast, no class of molecules is invariably encountered in postsynaptic specializations of excitatory and inhibitory synapses (apart from isoforms of some CAMs such as neuroligins); even glutamate and GABA/glycine receptors share no homology. Although all postsynaptic specializations include subsynaptic molecular scaffolds containing proteins such as PSD95 in excitatory synapses or collybystin in inhibitory synapses, again there is no similarity between these components.
Consistent with the canonical design of presynaptic specializations and the diversity of postsynaptic specializations, excitatory and inhibitory presynaptic terminals contain the same CAMs such as neurexins, neuronal pentraxin receptors, and LAR-type RPTPs, whereas postsynaptic specializations rarely share the same CAMs. A case in point are neuroligins. Neuroligin-1 is specific for excitatory synapses, while neuroligin-2 is found only in inhibitory synapses and in aminergic synapses that often use GABA as a co-transmitter (Irie et al., 1997; Song et al., 1999) . Neuroligin-3, in turn, functions in both excitatory and inhibitory synapses, although its precise localization remains unknown.
The distinct architectures of invariant presynaptic versus diverse postsynaptic specializations raise the question of how these specializations assemble. We hypothesize that the precise alignment of pre-and postsynaptic specializations is coordinated by trans-synaptic CAMs. The drivers for such assemblies, however, remain unknown. The alignment of pre-and postsynaptic specializations is partly lost, but not abolished, when RIMs and RIM-BPs, central components of presynaptic active zones, are deleted (Acuna et al., 2016) , suggesting that the active scaffold contributes to the organization of presynaptic assembly, but is not essential. Postsynaptic scaffolds, especially the excitatory synapse component PSD-95, were proposed to be anchored by CAMs, such as neuroligin-1 or ephrin-B3 (Hruska et al., 2015; Irie et al., 1997) , but possibly due to redundancy, deletion of neither neuroligin-1 nor ephrin-B3 appears to cause a loss of PSD-95. Although understanding the assembly of synaptic junctions in terms of their characteristic pre-and postsynaptic scaffolds would contribute significantly to describing synapse formation, this assembly is only now beginning to be examined.
Long-Term Plasticity Controlled by Trans-Synaptic Signaling
Plasticity of synapses is likely a key contributor to long-term activity-dependent changes in neural circuits, such as learning and memory (Lisman et al., 2018) . Multifarious forms of plasticity were described (e.g., see Monday et al., 2018; Nicoll, 2017; Hell, 2016; Lisman et al., 2018; Hirano, 2018) . Although changes in synapse structure as a function of long-term plasticity are difficult to assess, at least for NMDA-receptor-dependent LTP such changes are well documented (Ostroff et al., 2002; Araki et al., 2015) , and it seems likely that all long-term changes in synaptic strength are associated with structural alterations (Monday et al., 2018) .
A striking discovery in recent years has been the specific and discrete requirement for some synaptic CAMs in NMDA-receptor-dependent LTP (Figure 6 ). Many synaptic manipulations cause partial changes in long-term plasticity simply because they affect synaptic strength and thereby alter induction of plasticity, but the effects of genetic manipulations of neurexin-3 and two of its ligands, neuroligin-1 and LRRTMs, were different in that they blocked NMDAR-dependent LTP in an all-or-none fashion ( Figure 6 ). Specifically, postsynaptic deletion of either neuroligin-1 or of both LRRTM1 and LRRTM2 completely blocked LTP without changing either synapse numbers or AMPAR-mediated synaptic transmission Bhouri et al., 2018) . A genetic knockin that causes a constitutive inclusion of SS4 inserts in neurexin-3 mRNAs also completely blocked NMDAR-mediated LTP, but additionally impaired AMPAR-mediated synaptic responses; presynaptic conversion of SS4+ knockin neurexin-3 into SS4À neurexin-3 rescued both effects Figure 6) . How these CAMs control LTP is unclear, and why two different neurexin ligands-LRRTMs and neuroligin-1-are both required is puzzling. The field may have neglected LTP after it was established that NMDAR-dependent LTP is mediated by the stable recruitment of AMPARs to postsynaptic specializations (Nicoll, 2017) . LTP, however, has emerged recently as much more complex than just a simple AMPAR recruitment activated by Ca 2+ influx through NMDARs. In fact, LTP may consist of a trans-synaptic restructuring of a synapse whose final endpoint is the increase of an AMPAR-mediated signal induced by a given quantum of released glutamate, but which is mediated by a complex series of synapse restructuring processes that require multiple transsynaptic signaling pathways to direct and coordinate changes in post-and presynaptic specializations.
The mechanisms of other forms of long-term synaptic plasticity are even less clear than those of NMDAR-dependent LTP (Monday et al., 2018) . The fact that mossy-fiber LTP and related forms of ''presynaptic'' LTP require RIMs suggests that as a presynaptic scaffolding protein, RIM may be required in these forms of plasticity because these forms of plasticity also require some restructuring of synapses. If long-term synaptic plasticity generally involves synapse restructuring, it can be considered as an extension of synapse formation that may be ruled by the same mechanisms.
Challenges
In this review, I have tried to describe my view on why synapse formation remains a mystery after decades of research. Recent progress identified molecules and molecular processes that play key roles in synapse formation, but an overall understanding of how pre-and postsynaptic neurons recognize each other in the brain and decide to establish a synaptic contact, as well as the downstream signaling pathways that mediate the elaboration and specification of that synaptic contact, is still missing. Given the many questions that we need to address for such an understanding, what issues are the most important? Moreover, given the concern about reproducibility and the publication of many papers that add little to our understanding because the methods are inconclusive, what methodological context is best to address these questions? I would like to raise a few key issues that I personally believe are of foremost importance.
First, we need to distinguish candidate trans-synaptic CAMs that are central components of synapses from candidate CAMs that are bystanders with peripheral roles. Clearly no single master regulator ''explains'' synapse formation, but too many candidate synaptic CAMs have probably been proposed to be credible (Figure 4) . Despite much work, we still lack insight into the importance of even well-studied CAMs such as LAR-type RPTPs (Takahashi and Craig, 2013; Um and Ko, 2013) or neurexins (S€ udhof, 2017) . The fact that we know much more about the atomic structures of LAR-type RPTPs or neurexins and their ligands than about their physiological significance illustrates how much of a challenge it is to understand a protein's function. Determining which CAMs are actually important requires continued use of ''old-school'' methods, such as rigorous genetic approaches combined with measurements of synapse structure and synaptic transmission. These can be pepped up with optogenetics and CRISPR, but fundamentally depend on detailed and laborious mechanistic analyses.
Second, we need to identify the signaling pathways that mediate the organization of pre-and postsynaptic specializations during synapse formation, and the mechanisms involved. At this point, we do not know how trans-synaptic CAMs such as neurexins, RPTPs, and latrophilins transduce an intracellular signal that mediates a specific aspect of synapse formation. Deciphering these signaling mechanisms is not only important for any understanding of synapse formation, but also for insight into disease mechanisms and for uncovering potential therapeutic targets.
Third, we need to understand the fundamental mechanisms underlying synapse specificity. How does a postsynaptic neuron know whether a presynaptic input is excitatory or inhibitory? Since neurons are defined as excitatory or inhibitory by their neurotransmitters, the neurotransmitter signal itself may mediate assembly of the correct postsynaptic specialization. Interestingly, local glutamate or GABA release by two-photon uncaging causes rapid formation of spines and postsynaptic specializations in developing brain, strongly supporting this hypothesis (Kwon and Sabatini, 2011; Oh et al., 2016) . Here, glutamate and GABA act by binding to their ionotropic receptors (note that GABA receptors can be excitatory early in development) and thereby activating Ca 2+ influx. These results suggest that a local Ca 2+ signal induces postsynaptic specializations, but raise the question of how specificity is achieved. In addition to the fundamental level of excitatory/inhibitory synapse specificity, many other levels need to be mechanistically understood. How is the release probability of a presynaptic neuron determined, what dictates the type of long-term plasticity at a particular synapse, which mechanisms select the postsynaptic receptor isoforms used among the large diversity of homologous genes, and what factors instruct a synapse about its modulatory signals (e.g., endocannabinoids of metabotropic glutamate or GABA receptors)? These and many other questions of synaptic specificity provide a large spectrum of challenges and directly impact our understanding circuits whose input-output relations depend on the properties of synapses.
Fourth, the physiological significance of synaptic plasticity, again broadly defined, is incompletely understood. Although decades-old experiments suggested that NMDAR-dependent LTP is required for learning and memory (Lisman et al., 2018) , these experiments used relatively blunt technical approaches such as inhibition of NMDARs or CaMK IIa to probe the role of LTP in memory. Molecules such as NMDARs and CaMK IIa perform Neuron Review multifarious roles in neuronal signaling-NMDARs, for example, are essential for basal synaptic transmission in many parts of the brain-and the requirement of NMDAR-dependent LTP for learning and memory has been questioned (Zamanillo et al., 1999) . Once we understand the molecular mechanisms underlying synaptic plasticity, we will be able to test the role of such plasticity in physiological processes. This is already possible for NMDAR-dependent LTP, which can be specifically and selectively abolished by suppressing expression of syntaxin-3 in neurons (Jurado et al., 2013) . Similar possibilities may arise for other forms of long-term plasticity.
A detailed molecular dissection of synapse formation, beyond an analysis of the basic mechanisms of synaptic transmission, will benefit not only our understanding of how the brain works, but also advance insight into neuropsychiatric and neurodegenerative disorders. Diseases of the brain are, after all, molecular disorders that manifest as circuit dysfunctions, but are caused by changes in fundamental cellular functions that need to be addressed for any successful therapy.
