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Abstract
An m-by-n matrix A is said to be totally nonnegative if every minor of A is nonnegative. Our
main interest lies in characterizing all the inequalities that exist among products of principal minors
of totally nonnegative matrices. We provide a complete description of all such inequalities for n-
by-n totally nonnegative matrices with n  5. Other general results are also proved including a
characterization when detA[α1]detA[α2] detA[β1]detA[β2], for index sets α1, α2, β1, β2, and A
totally nonnegative, along with various set-theoretic operations that preserve inequalities with respect
to the totally nonnegative matrices. Many aspects of bidiagonal factorizations for totally nonnegative
matrices are employed throughout.
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An n-by-n matrix A is called totally positive, TP (totally nonnegative, TN) if every
minor of A is positive (nonnegative) (see [1,15,20]). Such matrices arise in a remarkable
variety of applications [16], have been studied most of the 20th century, and received
increasing attention of late.
Relationships among principal minors, particularly inequalities that occur among
products of principal minors, for all matrices in a given class of square matrices, have long
been a topic of both pure and applied interest for several prominent classes of matrices
(see [9] and references therein). In the case of positive definite matrices and M-matrices
many classical inequalities are known to hold and are associated with such names as (see
standard submatrix notation below)
Hadamard: detA
n∏
i=1
aii,
Fischer: detA detA[S] · detA[Sc], for S ⊆ {1,2, . . . , n},
Koteljanskii: detA[S ∪ T ] · detA[S ∩ T ] detA[S] · detA[T ],
for S,T ⊆ {1,2, . . . , n},
and Szasz. These inequalities also hold for n-by-n totally nonnegative matrices, e.g., [1,4,
15,21]. There are, however, inequalities that hold for one of the classes of matrices listed
above but are not valid for others. Hence it is natural to try to describe all determinantal
inequalities satisfied for a given class of matrices. A solution to this problem is instrumental
in better understanding the intrinsic properties of the class. It can also help in resolving
other important questions in applications (e.g., interlacing properties for eigenvalues of
principal submatrices). Moreover, inequalities among minors give rise to term positive
polynomial expressions in the factorization parameters (see Section 2). Expressions like
these represent functions that are positive on the set of all totally positive matrices and are
connected with the elements of the dual canonical basis of the coordinate ring of invertible
n× n matrices (see [22]). In particular, an investigation into determinantal inequalities for
TN matrices may shed light on describing this basis (see also [24]).
In this paper we make first steps towards a classification of inequalities among products
of principal minors that hold for all TN matrices. We note that, since TN is the closure
of the invertible TN matrices (see [1,5]), the inequalities in TN are the same as those
in the class of invertible TN matrices. Thus it suffices to consider inequalities within
the class of invertible TN matrices, and there, because of the positivity of the principal
minors (via Fischer’s inequality), we may consider ratios of products of principal minors
and ask which are bounded throughout the class of invertible TN matrices. Along slightly
different lines, Fan [11,12] verified families of determinantal inequalities for matrices with
positive principal minors that satisfy Koteljanskii’s inequality as a result of considering
more general notions of subadditive functions on distributive lattices.
In what follows we identify in combinatorial terms a large number of ratios of products
of principal minors bounded for invertible TN matrices, and, in fact, all of them for n < 6.
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generally so), and thus are all inequalities. The main results of the paper are contained
in Section 4, where we describe a large family of previously unknown inequalities. In
particular, we give a complete description of inequalities of what one may call a “classical
type,” i.e., ones that contain at most four principal minors. Finally, we also note here that
after this paper was submitted, Skandera [24] gave an alternative combinatorial proof of
Theorem 4.6, and extended it to the case of non-principal minors.
2. Preliminaries
For an n-by-n matrix A= [aij ], α,β ⊆ N ≡ {1,2, . . . , n}, the submatrix of A lying in
rows indexed by α and the columns indexed by β will be denoted by A[α|β]. Similarly,
A(α|β) is the submatrix obtained from A by deleting the rows indexed by α and columns
indexed by β . If α = β , then the principal submatrix A[α|α] is abbreviated to A[α], and
the complementary principal submatrix is A(α). For any S ⊆ N , Sc is the complement
of S relative to N . For brevity, we may also let (S) denote detA[S]. If x = [xi] is an
n-vector, then we let diag(xi) denote the n-by-n diagonal matrix with main diagonal
entries xi . Let α = {α1, α2, . . . , αp} denote a collection of index sets (repeats allowed),
where αi ⊆N , i = 1,2, . . . , p. Then we define α(A) = detA[α1]detA[α2] · · ·detA[αp].
If, further, β = {β1, β2, . . . , βq} is another collection of index sets with βi ⊆ N , for all i ,
then we write α  β with respect to TN if α(A) β(A), for every n-by-n TN matrix A.
We shall also consider ratios of products of principal minors. For two given collections
α and β of index sets we shall interpret α/β as both a numerical ratio α(A)/β(A) for a
given TN matrix A and also as a formal ratio to be manipulated according to natural rules.
When interpreted numerically, such ratios are well-defined because the class of invertible
TN is preserved under extraction of principal submatrices, so that β(A) = 0 whenever A is
a invertible TN matrix. Since, by convention, detA[φ] = 1, we also assume, without loss
of generality, that in any ratio α/β both collections α and β have the same number of index
sets.
Each of the classical inequalities discussed in the introduction may be written in our
form α  β . For example, Hadamard’s inequality, detA
∏n
i=1 aii, has α = {N,φ, . . . , φ}
and β = {{1}, {2}, . . ., {n}}, and Koteljanskii’s inequality has the collections α = {S ∪ T ,
S ∩ T } and β = {S,T }. Our main and most general problem of interest is to characterize,
via set-theoretic conditions, all pairs of collections of index sets such that
α(A)
β(A)
K,
for some constantK  0 (which depends on n) and for all n-by-n invertible TN matrices A.
If such a constant exists for all invertible TN matrices A we say that the ratio α/β is
bounded with respect to the class of invertible TN matrices. Since the class of invertible
TN matrices will play a central role here we denote this class by ITN.
A simple example of a bounded ratio is given by α = {{1,2}, {3}} and β = {{1,3}, {2}}.
Then α(A) β(A) follows easily from the definition of A being TN.
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number of index sets in α that contain the element i (see also [2,8]). The next proposition
demonstrates a simple necessary (and by no means sufficient) condition for a given ratio
of principal minors to be bounded with respect to the ITN matrices.
Proposition 2.1. Let α and β be two collections of index sets. If α/β is bounded with
respect to the class of ITN matrices, then fα(i)= fβ(i), for every i = 1,2, . . . , n.
Proof. Suppose there exists an index i for which fα(i) > fβ(i) (if fα(i) < fβ(i)
consider the inverse of the matrix used in the argument to follow). For k  1 let Dk =
diag(1, . . . ,1, k,1, . . . ,1), where the number k occurs in the (i, i)th entry of Dk . Then
Dk is an invertible TN matrix for every value k, and α(Dk)/β(Dk) = k(fα(i)−fβ(i)) is an
unbounded ratio. ✷
If a given ratio α/β satisfies the condition fα(i)= fβ(i), then we say the ratio satisfies
ST0 (set-theoretic) (see also [2,8]).
The fact that a TN matrix has an elementary bidiagonal factorization proves to be very
useful for verifying the boundedness of a ratio. Moreover, the associated combinatorial
diagrams with these factorizations aid in the verification process, and in the identification
of other possible bounded ratios. By definition, an elementary bidiagonal matrix is an n-
by-n matrix whose main diagonal entries are all equal to one, and there is at most one
nonzero off-diagonal entry and this entry must occur on the super- or subdiagonal. To this
end, we denote by Ek(µ) = [cij ] (2  k  n), the lower elementary bidiagonal matrix
whose elements are given by
cij =
{1, if i = j,
µ, if i = k, j = k − 1,
0, otherwise.
The next result may be found in many places (see, for example, [5] where a bidiagonal
factorization is proven for general (i.e., singular and nonsingular) TN matrices, or see [25]
for a statement of the key lemma used to prove the next theorem), but see [17] for the
version stated here.
Theorem 2.2. Let A be an n-by-n invertible totally nonnegative matrix. Then A can be
written as
A = (E2(lk))(E3(lk−1)E2(lk−2)) · · · (En(ln−1) · · ·E3(l2)E2(l1))D
× (ET2 (u1)ET3 (u2) · · ·ETn (un−1)) · · ·
× (ET2 (uk−2)ET3 (uk−1))(ET2 (uk)), (1)
where k = (n2), li , uj  0 for all i, j ∈ {1,2, . . . , k}, and D is a positive diagonal matrix.
An excellent treatment of the combinatorial and algebraic aspects of bidiagonal
factorizations of totally nonnegative matrices along with generalizations for totally positive
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elements in reductive Lie groups is given in [3] and [13]. One of the main tools used in
these papers is a graphical representation of the bidiagonal factorization in terms of planar
diagrams that can be described as follows.
An n-by-n diagonal matrix diag(d1, d2, . . . , dn) is represented by the diagram on the
left in Fig. 1 while an elementary lower (upper) bidiagonal matrix Ek(l) (ETj (u)) is the
diagram middle (right) of Fig. 1.
Each horizontal edge of the last two diagrams has a weight of 1. It is not hard
to verify that if A is a matrix represented by any one of the diagrams above, then
detA[{i1, i2, . . . , it}|{j1, j2, . . . , jt }] is nonzero if and only if in the corresponding diagram
there is a family of t vertex-disjoint paths joining the vertices {i1, i2, . . . , it } on the left-side
of the diagram with the vertices {j1, j2, . . . , jt } on the right side. Moreover, in this case this
family of paths is unique and detA[{i1, i2, . . . , it }|{j1, j2, . . . , jt }] is equal to the product
of all the weights assigned to the edges that form this family.
Now, given a product A = A1A2 · · ·Al in which each matrix Ai is either a diagonal
matrix or an elementary (upper or lower) bidiagonal matrix, a corresponding diagram
is obtained by concatenation left to right of the diagrams associated with the matrices
A1,A2, . . . ,Al . Then it follows from the Cauchy–Binet formula for determinants (see [18])
that detA[{i1, i2, . . . , it }|{j1, j2, . . . , jt }] is equal to the sum over all families of vertex-
disjoint paths joining the vertices {i1, i2, . . . , it } on the left-side of the obtained diagram
with the vertices {j1, j2, . . . , jt } on the right side of products of all the weights assigned to
edges that form each family.
As the most important example, consider the bidiagonal factorization of an arbitrary
nonsingular TN matrix A from Theorem 2.2. This factorization translates into the following
diagram (see Fig. 2, here k = n(n− 1)/2).
Suppose we are given a particular ratio α/β of index sets, and we wish to verify
whether or not it is bounded with respect to the class of ITN matrices. By Proposition 2.1,
α/β is bounded only if α/β satisfies the condition ST0. From which it follows that
α(DA)/β(DA) = α(A)/β(A), for every positive diagonal matrix D. Thus we may
assume, by multiplication of an appropriate diagonal factor, that di = 1, for all i . Hence it
is enough to test a given ratio on all ITN matrices A, for which detA[{1,2, . . . , k}] = 1,
for k = 1,2, . . . , n. Under this normalization, it follows that detA[S] = 1 + (nonnegative
terms), and hence is always bounded away from zero. Similarly, in this case β(A) 1. To
prove a given ratio is unbounded we must show that there exist choices for {li} and {ui}
such that α(A) increases without bound faster than β(A). Observe that both α(A) and β(A)
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are interested in the total degree of some sub collection (possibly all) of the li ’s and uj ’s
in α(A) and β(A). If there exists a sub collection C for which the degree with respect to
this sub collection in α(A) exceeds the corresponding degree in β(A), then we may assign
li(uj )= t if li(uj ) is in C, or 1 otherwise. In this case α(A) and β(A) are polynomials in
the single variable t with t  0, and deg(α(A)) > deg(β(A)). Letting t →∞ implies that
the ratio α/β is not a bounded ratio. We illustrate these ideas with the following example.
Example 2.3. Suppose α = {{1,3}, {2}} and β = {{1,2}, {3}} We claim that the ratio
α/β is an unbounded ratio. Let A be an arbitrary ITN matrix, and assume A =
E2(l3)E3(l2)E2(l1)ET2 (u1)E
T
3 (u2)E
T
2 (u3). A simple computation reveals that (1,3) =
1+ l2u2, and (2)= 1+ (l1+ l3)(u1+u3), in which case α(A)= (1+ l2u2)(1+ (l1+ l3)×
(u1+u3)). Similarly, β(A)= (1)(1+ l2u2+ l1l2u1u2). Note that neither l3 or u3 appear in
the expression corresponding to β(A), while they each appear once in the expression α(A).
So if we let l3 = t (for example) and set all other variables equal to 1, then the matrix A is
equal to
A=

 1 2 1t + 1 2t + 3 t + 2
1 3 3


(which is ITN for all t  0), and in this case α(A)= 4t + 6, and β(A)= 3. Consequently,
α(A)/β(A)= (4t + 6)/3, which increases without bound as t →∞.
It is also possible to use the bidiagonal factorization of a ITN matrix to prove that a ratio
is bounded. For example, if α = {{1,2}, {3}} and β = {{1,3}, {2}}. Then β(A)− α(A) =
l2u2(l3u3 + l3u1 + l1u3) + (l1 + u1)(l3 + u3), which is a subtraction free expression in
the nonnegative variables {li} and {uj } and, hence is always nonnegative. Thus α(A)/
β(A) 1.
We conclude this section by deriving a necessary condition for a ratio α/β to be
bounded. This condition will play an important role in what follows. First, we need to
recall the notion of majorization (see, e.g., [23]).
Given two non-decreasing sequences M1 = {m1j }∞j=1,M2 = {m2j }∞j=1 of nonnegative
integers such that
∑∞
j=1 m1j =
∑∞
j=1 m2j <∞, we say that M1 majorizes M2 (denoted
M1 M2) if the following inequalities hold:
k∑
j=1
m1j 
k∑
j=1
m2j , k = 1,2, . . . .
Conjugate sequences M∗j = {m∗ik}∞k=1, i = 1,2 are defined by
m∗ik =
∣∣{mij ∈Mi : mij  k}∣∣. (2)
Then (see, for example, [23, Section 7.B]), M1 M2 if and only if M∗ M∗.2 1
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Now, let α = {α1, . . . , αp}, β = {β1, . . . , βp} be two collections of index sets. Let
L = {i, . . . , i +m} be any contiguous subset of N . We call such index set L an interval.
Define m(α,L) to be a sequence of numbers |αi ∩L| re-arranged in a non-decreasing order.
The sequence m(β,L) is defined in a similar fashion. We say that the ratio α/β satisfies
condition (M) if
m(α,L)m(β,L) for every interval L⊆N. (3)
Theorem 2.4. If the ratio α/β is bounded then it satisfies condition (M).
Proof. First, note that the condition
∑p
j=1 mj(α,L) =
∑p
j=1 mj(β,L) follows from
Proposition 2.1. Next, let L = N . For k = 1, . . . , n, consider a TP matrix Ank(t) that
corresponds to the diagram in Fig. 2 with weights d1, . . . , dk equal to t and the rest of the
weights equal to 1. Then, for any S ⊆N , the degree of detAnk(t)[S] as a polynomial in t is
equal to min(k, |S|). It follows, that degα(Ank(t)) =∑i min(k, |αi |) =∑kj=1 m∗j (α,N),
where m∗(α,N) is a sequence conjugate to m(α,N) defined as in (2). Thus conditions
deg(α(Ank(t)))  deg(β(Ank(t))) (k = 1, . . . , n) necessary for α/β to be bounded
translates into inequalities
∑k
j=1 m∗j (α,N) 
∑k
j=1 m∗j (β,N) (k = 1, . . . , n). Therefore,
m∗(β,N)  m∗(α,N) or, equivalently, m(α,N)  m(β,N). Now, to prove (3) for an
arbitrary interval L = {i, . . . , i +m}, it is sufficient to apply the above argument to ITN
matrices of the form Ii−1 ⊕Am+1,k ⊕ In−m−i for k = 1, . . . ,m+ 1. ✷
Corollary 2.5. For J ⊆N , let fα(J ) (respectively fβ(J )) denote the number of index sets
in α (respectively β) that contain J . If the ratio α/β is bounded, then fα(L) > fβ(L) for
every interval L⊆N .
Proof. It suffices to notice that all elements of m(α,L) are not greater than |L| and exactly
fα(L) of them are equal to |L|. ✷
Remark 2.6. In [2] it is shown that if a ratio α/β is bounded with respect to the class of
positive definite matrices, then fα(J ) fβ(J ), for every subset J ⊆N (the converse need
not hold). In [8] part of one of the main results can be stated as follows: A ratio α/β is
bounded with respect to the class ofM-matrices if and only if it satisfies: fα({i})= fβ({i}),
for all i = 1,2, . . . , n, and fα(J ) fβ(J ), for every subset J ⊆ N . We note here that the
condition fα(J )  fβ(J ) for arbitrary J is neither necessary nor sufficient (see [6]) for
a ratio to be bounded with respect to the ITN matrices.
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In the interest of describing all the inequalities that exist among products of principal
minors of totally nonnegative matrices we identify various operations that may be applied
to ratios and preserve the property of being bounded with respect to the invertible totally
nonnegative matrices. Understanding of how a bounded ratio may be manipulated is vital
to our goal of characterizing all such determinantal inequalities.
Firstly we define each operation and then prove that each such operation preserves
bounded ratios with respect to the invertible totally nonnegative matrices.
Definition 3.1. Let α = {α1, α2, . . . , αp} and β = {β1, β2, . . . , βq} be any two collections
of index sets from {1,2, . . . , n}. Then
Complement: C(α/β)= ((αc1), (αc2), . . . , (αcp))/((βc1), (βc2), . . . , (βcq)), where J c = {1,2,
. . . , n} \ J , for J ⊆ {1,2, . . . , n}.
Reversal: R(α/β); every index j in each index set of α and β is replaced (or reversed) by
(to) n− j + 1. Example:
R
( {1,2}{3}
{1,3}{2}
)
= {2,3}{1}{1,3}{2} .
Shift: Si(α/β). Suppose index i does not appear among any of the index sets in either α
or β . Then Si(α/β) shifts every index, in each index set, greater than i down by 1.
Example:
S2
( {1,3}{4}
{1,4}{3}
)
= {1,2}{3}{1,3}{2} .
Insertion: Ai(α/β). Suppose index i does not appear among any of the index sets in either
α or β . Then
Ai(α/β)= (α1 ∪ {i}), (α2 ∪ {i}), . . . , (αp ∪ {i})
(β1 ∪ {i}), (β2 ∪ {i}), . . . , (βq ∪ {i}) .
Deletion: Di(α/β). Suppose that index i appears in every index set in both α and β . Then
Di(α/β)= (α1 \ {i}), (α2 \ {i}), . . . , (αp \ {i})
(β1 \ {i}), (β2 \ {i}), . . . , (βq \ {i}) .
We begin our analysis with the complement operator. First we recall two well known
facts. If A is an n-by-n invertible matrix, then detA−1[J ] = detA[J c]/detA (Jacobi’s
identity, see [18]) for every index set J , and if A is an ITN matrix, then SA−1S is ITN,
for S = diag(1,−1, . . . ,±1) (see [15]). Also we note here that detSAS[J ] = detA[J ], for
every index set J .
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tions of index sets. Then α/β is a bounded ratio with respect to the invertible totally non-
negative matrices if and only if C(α/β) is bounded with respect to the invertible totally
nonnegative matrices.
Proof. Suppose α/β is bounded. We let αc denote the collection {αc1, αc2, . . . , αcp} (and
define βc similarly). Let A be any invertible totally nonnegative matrix. Then
αc(A)
βc(A)
= detA[α
c
1] · · ·detA[αcp]
detA[βc1] · · ·detA[βcp]
= detA
−1[α1] · · ·detA−1[αp]
detA−1[β1] · · ·detA−1[βp]
(detA)p
(detA)p
= det(SA
−1S)[α1] · · ·det(SA−1S)[αp]
det(SA−1S)[β1] · · ·det(SA−1S)[βp] =
α(SA−1S)
β(SA−1S)
,
which is bounded as SA−1S is an invertible totally nonnegative matrix. For the converse,
observe that by definition C2(α/β) = C(C(α/β)) = α/β , hence it follows that α/β is
a bounded ratio with respect to the invertible totally nonnegative matrices if and only if
C(α/β) is bounded with respect to the invertible totally nonnegative matrices. ✷
Recall that if A is totally nonnegative then ρAρ is totally nonnegative (see [15]), where
ρ is the permutation matrix induced by the permutation i→ n− i + 1, for each i . In other
words if A= [aij ] is TN, then the matrix ρAρ = [an−i+1,n−j+1] is TN. These facts prove
the following result.
Proposition 3.3. Suppose α = {α1, α2, . . . , αp} and β = {β1, β2, . . . , βp} are two collec-
tions of index sets. Then α/β is a bounded ratio with respect to the invertible totally non-
negative matrices if and only if R(α/β) is bounded with respect to the invertible totally
nonnegative matrices.
We also note here that the reversal operator satisfies the relation R2(α/β)= α/β .
The next operation of interest is shifting. We first consider an example. Suppose we are
given the ratio (1,3,4)(3)/(1,3)(3,4). Then
S2
(
(1,3,4)(3)
(1,3)(3,4)
)
= (1,2,3)(2)
(1,2)(2,3)
.
For simplicity, we also define a shift of an index set by the operator si . That is, if J
is an index set for which the index i does not appear, then we define si (J ) to be the
index set where every index in J greater than i is shifted down by one. For example,
s3({1,2,4,5,6})= {1,2,3,4,5}. Finally, if α = {α1, α2, . . . , αp} denotes a collection of
index sets for which i /∈ αk for k = 1,2, . . . , p, then Si(α)= {si(α1), . . . , si (αp)}.
Proposition 3.4. Suppose α = {α1, α2, . . . , αp} and β = {β1, β2, . . . , βp} are two collec-
tions of index sets for which index i is not a member of any index set in either collection.
Then α/β is a bounded ratio with respect to the invertible totally nonnegative matrices if
and only if Si(α/β) is bounded with respect to the invertible totally nonnegative matrices.
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matrices. Then there exists a sequence of ITN matrices {Ak} such that {α(Ak)/β(Ak)}
is an unbounded set. Define Bk to be Bk =Ak({i})⊕ [1]. Then Bk is ITN, and
α(Ak)=
p∏
j=1
detAk[αj ] =
p∏
j=1
detBk
[
si (αj )
]= Si(α)(Bk).
The second equality above follows from the fact that the index i does not appear in the
collection α. Thus Si(α/β) is not bounded. On the other hand, suppose Si(α/β) is not
bounded. Then since ITN matrices can be approximated arbitrarily close by TP matrices, it
follows that there exists a sequence of TP matrices {Ak} such that {Si(α)(Ak)/Si(β)(Ak)}
is an unbounded set. Embed Ak (by inserting a row and a column) into a n-by-n TP matrix
Bk so that Bk({i})= Ak (see [19]). Then detAk[si(βj )] = detBk[βj ]> 0 for each j , and
hence it follows that there exists a sequence of ITN matrices {Bk} for which {α(Bk)/β(Bk)}
is an unbounded set. ✷
Before we come to the operations of insertion and deletion we present the following
example illustrating that (in general) insertion (respectively deletion) of an index into
(respectively from) some, but not all sets of a bounded ratio may not preserve boundedness.
Example 3.5. Consider the ratio (2,3,4)(3)/(2,3)(3,4). Then this ratio is bounded by one
with respect to the invertible totally nonnegative matrices since it is a Koteljanskii ratio.
However, the ratio (2,3,4)(1,3)/(1,2,3)(3,4), which satisfies (ST0), is not bounded with
respect to the invertible totally nonnegative matrices since it fails condition (M) for the
set J = {1,2,3}. Of course, in this case, if we insert the index one into every set of the
ratio (2,3,4)(3)/(2,3)(3,4) we obtain another Koteljanskii type ratio, and hence it is also
bounded by one.
For our analysis we need the following key lemma which may also be of independent
interest. Recall that an n-by-n matrix is a signature matrix if it is a diagonal matrix whose
main diagonal entries are either 1 or −1.
Lemma 3.6. Let A be an n-by-n invertible totally nonnegative matrix. Then A/A[α], the
Schur-complement of A[α] in A, is signature similar to a totally nonnegative matrix.
Proof. Recall the well known fact that A/A[α] = (A−1[αc])−1 (see [18]). Since A is
TN, we have that A−1 = SBS, for S = diag(1,−1, . . . ,±1) and B totally nonnegative.
Then A/A[α] = (SBS[αc])−1 = (S[αc]B[αc]S[αc])−1 = S[αc](B[αc])−1S[αc]. Since B
is TN, B[αc] is TN, and hence (B[αc])−1 is signature similar to a totally nonnegative
matrix C, that is (B[αc])−1 = S′CS′, where S′ is a signature matrix. Therefore A/A[α] =
S[αc]S′CS′S[αc] = S′′CS′′, where S′′ = S[αc]S′ is a signature matrix. This completes the
proof. ✷
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a totally nonnegative matrix (see [1,6]). We are now in a position to prove that insertion
preserves bounded ratios.
Proposition 3.7. Suppose α = {α1, α2, . . . , αp} and β = {β1, β2, . . . , βp} are two collec-
tions of index sets such that the index i is not a member of any index set in either α or β .
If α/β is a bounded ratio with respect to the invertible totally nonnegative matrices, then
Ai(α/β) is bounded with respect to the invertible totally nonnegative matrices.
Proof. Define α′ = {α1 ∪{i}, α2 ∪{i}, . . . , αp ∪{i}} and β ′ = {β1∪{i}, β2 ∪{i}, . . . , βp ∪
{i}}. It is well known that detA[γ ∪ {i}] = aii det(A/aii)[si (γ )], for every index set γ that
does not contain i , whenever aii > 0. Therefore if A is an arbitrary ITN matrix it follows
that
α′(A) =
p∏
j=1
detA
[
αj ∪ {i}
]= (aii)p p∏
j=1
det(A/aii)
[
si (αj )
]
= (aii)pSi(α)(A/aii).
Since det(SCS)[α] = detC[α], for any matrix C, we have,
(aii)
pSi(α)(A/aii) = (aii)pSi(α)(SBS)= (aii)pSi(α)(B)
 K · (aii)pSi(β)(B),
where B is TN (see Lemma 3.6) and K is a constant such that α/β  K (the inequality
follows by Proposition 3.4). The result now follows since by reversing the steps above we
have α′(A)K · (aii)pSi(β)(B)=K · β ′(A). Thus α′/β ′ is a bounded ratio. ✷
Before we consider the deletion operator we observe that an easy application of
DeMorgan’s Law proves that if α = {α1, α2, . . . , αp} and β = {β1, β2, . . . , βp} are two
collections of index sets such that the index i is not a member of any index set in either α
or β , then C(Ai(α/β)) = Di(C(α/β)). Thus Ai = CDiC or Di = CAiC, whenever the
operators are defined. These remarks along with Propositions 3.2 and 3.7 are enough to
prove the following fact.
Proposition 3.8. Suppose α = {α1, α2, . . . , αp} and β = {β1, β2, . . . , βp} are two collec-
tions of index sets such that the index i is a member of every index set in α and β . If α/β is
a bounded ratio with respect to the invertible totally nonnegative matrices, then Di(α/β)
is bounded with respect to the invertible totally nonnegative matrices.
Finally, we note that if a ratio α/β is bounded by one, then it follows that applying
any of the above five operations preserves the inequality between the products of principal
minors.
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In this section we demonstrate various types of bounded ratios with respect to the
invertible totally nonnegative matrices. Our aim here is to use these results as a foundation
and build on them in an attempt to describe all bounded ratios for specific values of n.
Theorem 4.1. Let α be the collection subsets of {1,2, . . . , n} consisting of a pair {p,q}
(p < q), {s} and {t}, and let β be the collection of subsets of {1,2, . . . , n} consisting of the
pair {s, t} (s < t), {p} and {q}. Then the ratio α/β is bounded with respect to the invertible
totally nonnegative matrices if and only if s  p < q  t .
Proof. We first verify that the condition s  p < q  t is necessary. Suppose that this
condition fails for the given collections α and β . This gives rise to five possible cases:
(1) p < s  q  t ;
(2) p < s < t < q ;
(3) s  p  t < q ;
(4) s < t  p < q ;
(5) p < q  s < t .
Since invertible totally nonnegative matrices are closed under extraction of principal
submatrices it suffices to assume that {p,q, s, t} = {1,2,3,4} (in other words we are
shifting the indices in this ratio). Consider case (1), namely p < s  q  t . If s = q or
q = t , then the ratio α/β does not satisfy condition (M) for the contiguous subset {2,3}.
Thus we may assume that p < s < q < t . In this case
α(A)
β(A)
= (1,3)(2)(4)
(2,4)(1)(3)
.
Let
A=


1 0 0 0
0 1 2 1
0 1+ t 3+ 2t 2+ t
0 t 1+ 2t 2+ t

 ,
with t  0. Then A is ITN and
α(A)
β(A)
= (3+ 2t)(1)(2+ t)
(2)(1)(3+ 2t) =
2+ t
2
.
Hence this ratio is not bounded with respect to the invertible totally nonnegative matrices.
For cases (2), (4), and (5) it is not difficult to check that the ratio α/β does not satisfy
condition (M), since in both cases s and t will be consecutive integers. Case (3) follows
454 S.M. Fallat et al. / Advances in Applied Mathematics 30 (2003) 442–470by similar arguments as in case (1). If p = s or p = t , then the ratio α/β does not satisfy
condition (M). Otherwise, if s < p < t < q , then
α(A)
β(A)
= (2,4)(1)(3)
(1,3)(2)(4)
.
Consider the matrix
A=


1 1 1 0
t 1+ t 1+ t 0
t 1+ t 2+ t 0
0 0 0 1

 ,
with t  0. Then A is ITN and α(A)/β(A)= (2+ t)/2, which is unbounded as t increases.
To prove sufficiency we consider two cases:
(1) s = p (there is a similar proof for the case when q = t); and
(2) s < p < q < t .
For case (1), we have s = p = 1, q = 2 and t = 3. But in this case the ratio α/β =
(1,2)(3)/(1,3)(2), which has already been shown to be bounded by one. For case (2),
the ratio α/β = (2,3)(1)(4)/(1,4)(2)(3). Since this ratio satisfies (ST0) it follows that
multiplication via a positive diagonal matrix does not change the value of the ratio, hence
we may assume that the ITN matrix A has ones on the main diagonal. Therefore the
inequality α(A)  β(A) is equivalent to a23a32  a14a41. Observe that a14  a13a34, and
a41  a31a43. Hence a14a41  a13a34a31a43  a12a23a21a32a34a43, as a13  a12a23 and
a31  a32a21. Since a12a21 and a34a43 are both less than one, the result follows. This
completes the proof. ✷
Corollary 4.2. For k  2, (1,2,...,k)(k+1)
(1,2,...,k−1,k+1)(k)  1 with respect to the invertible totally
nonnegative matrices.
Proof. The proof is by induction on k. The case k = 2 has already been verified. Assume
the ratio is bounded for all values less than k + 1. Let α(A) = (1,2, . . . , k)(k + 1) and
β(A)= (1,2, . . . , k − 1, k + 1)(k). Again we assume that A has all main diagonal entries
equal to one. Consider the Schur-complement of A with respect the (1,1) entry, A/a11,
which is ITN. Then
α(A) = a11 det(A/a11)
[{1,2, . . . , k − 1}]ak+1,k+1
= det(A/a11)
[{1,2, . . . , k − 1}],
and similarly,
β(A)= det(A/a11)
[{1,2, . . . , k − 2, k}].
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inequality is equivalent to 1− a1kak1  1− ak−1,1a1,k−1, or (1, k)(k− 1) (1, k− 1)(k),
since the main diagonal entries all equal to 1. However, the inequality (1, k)(k − 1) 
(1, k− 1)(k) follows from Theorem 4.1, which proves the claim. Thus
α(A)
β(A)
= det(A/a11)[{1,2, . . . , k − 1}]
det(A/a11)[{1,2, . . . , k − 2, k}]
 det(A/a11)[{1,2, . . . , k − 1}](A/a11)[{k}]
det(A/a11)[{1,2, . . . , k − 2, k}](A/a11)[{k− 1}]  1,
where the second inequality follows by induction, since A/a11 is ITN. ✷
Applying the reversal operator to the inequality in Corollary 4.2 yields the inequality
(2, . . . , k + 1)(1)
(1,3, . . . , k + 1)(2)  1,
for k  2, with respect to the class of invertible totally nonnegative matrices.
Corollary 4.3. For k  3, (1)(2,...,k−1)(k)
(2)(1,3,...,k−2,k)(k−1)  1 with respect to the invertible totally
nonnegative matrices.
Proof. Applying Corollary 4.2 and the corresponding reversed inequality gives
(1)(2, . . . , k − 1)(k)  (1)(2, . . . , k − 2, k)(k − 1)
 (2)(1,3, . . . , k − 2, k)(k− 1). ✷
Theorem 4.4. For k  2 the following inequality holds, for any invertible totally
nonnegative matrix
(i1, i2, . . . , ik)
∏
j =it (j )
(j1, j2, . . . , jk)
∏
i =jt (i)
 1,
if and only if j1  i1 < ik  jk and is = js , for s = 2,3, . . . , k − 1.
Proof. For k = 2, the statement coincides with that of Theorem 4.1. Using Proposition 3.4,
we can assume, without loss of generality, that k > 2 and the union of index sets α =
(i1, . . . , ik) and β = (j1, . . . , jk) coincides with N = {1,2, . . . , n}, n > 2. It follows from
Theorem 2.4 that |α ∩ L|  |β ∩ L| for every interval L ⊆ N . Applying this inequality
to L = {1, . . . , l} and L = {l + 1, . . . , n} and taking into consideration that |α| = |β|, one
concludes that |α ∩ {1, . . . , l}| = |β ∩ {1, . . . , l}| for l = 2, . . . , n and |α∩ {l+ 1, . . . , n}| =
|β ∩ {l + 1, . . . , n}| for l = 0, . . . , n− 2. Then a similar argument shows that
|α ∩L| |β ∩L| (4)
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Moreover, if both l − 1 and l + 1 belong to α and l does not, then the equality above does
not hold for either L = {l − 1, l} or L = {l, l + 1} or L = {l − 1, l, l + 1}. Thus α is an
interval, which leaves us with four choices: α = N , α = {1, . . . , n− 1}, α = {2, . . . , n} or
α = {2, . . . , n− 1}. Applying (4) to L= α, we see that the conditions of this theorem are
necessary for the ratio to be bounded. On the other hand, if they are satisfied then this ratio
coincides with one of the three ratios considered in Corollaries 4.2, 4.3, and, therefore is
bounded. ✷
Before we come to our main observations for this section we first consider the following
very interesting and somewhat unexpected ratio.
Proposition 4.5. For any 4-by-4 invertible totally nonnegative matrix the following
inequality holds:
(1,4)(2,3)
(1,3)(2,4)
 1.
Proof. Using the diagram to generate an arbitrary 4-by-4 ITN matrix, we can then
calculate each of the four 2-by-2 minors above. In fact,
(1,4) = 1+ u3u2l3l2 + u3l3,
(2,3) = 1+ u6l4 + u6l1 + u4l6 + u4l4 + u6l6 + u1l6 + u1l4 + u1l1 + u4l1
+ u6l6u5l5 + u6l6u5l2 + u6l6u2l5 + u6l6u2l2 + u6l4u5l2
+ u6l4u2l2 + u4l6u2l5 + u4l6u2l2 + u4l4u2l2,
(1,3) = 1+ u5l5 + u5l2 + u2l5 + u2l2,
and finally
(2,4) = 1+ u6l4 + u3l3 + u6l1 + u4l6 + u4l4 + u6l6 + u1l6 + u1l4 + u1l1
+ u4l1 + u6l6u3l3 + u6l4u3l3 + u6l1u3l3 + u4l6u3l3 + u4l4u3l3
+ u4l1u3l3 + u1l6u3l3 + u1l4u3l3 + u1l1u3l3 + u6l6u3u2l3l2
+ u6l4u3u2l3l2 + u4l6u3u2l3l2 + u4l4u3u2l3l2.
From which it can be verified that the difference, (1,3)(2,4)− (1,4)(2,3) is a subtraction
free (containing 63 terms) expression in the nonnegative variables and hence is nonnega-
tive. This completes the proof. ✷
We now move on to the central result of this section.
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(β1)(β2) is bounded with respect to the invertible totally nonnegative matrices if and only if
it satisfies (ST0) and max(|α1 ∩L|, |α2 ∩L|)max(|β1 ∩L|, |β2∩L|), for every interval
L⊆ {1,2, . . . , n}.
We break a proof into several steps. First, observe that the necessity of the conditions
follows immediately from Theorem 2.4. Indeed, it is not hard to see that these conditions
are equivalent to condition (M) for α/β with α = (α1, α2), β = (β1, β2).
Also, suppose α/β satisfies condition (M), then C(α/β), R(α/β), Si(α/β) (when
defined), Ai(α/β) (when defined), and Di(α/β) (when defined) all satisfy condition (M).
Next, we make a few definitions and develop some notation. Suppose γ is a subset of
{1,2, . . . , n} and L is a given interval of {1,2, . . . , n}. Then we let g(γ,L)=max(|γ ∩L|,
|γ c ∩ L|). Finally, suppose that i1 < i2 < · · · < ik and j1 < j2 < · · · < jl are indices of
{1,2, . . . , n}, so that k − 1  l  k + 1. Then we say the sequence {it } interlaces the
sequence {jt } if one of following cases occur:
(1) l = k + 1 and j1  i1  j2  i2  · · · jk  ik  jl ;
(2) l = k and i1  j1  i2  j2  · · · jk−1  ik  jl ; or
(3) l = k − 1 and i1  j1  i2  j2  · · · jl  ik .
In the event γ = {i1, i2, . . . , ik} with ij < ij+1 and δ = {j1, j2, . . . , jl} with ji < ji+1
(k − 1 l  k + 1), and the sequence {it } interlaces the sequence {jt }, then we say that γ
interlaces δ. The next proposition follows immediately from the definitions above.
Proposition 4.7. Let γ and δ be two nonempty index sets of {1,2, . . . , n}. If δ interlaces
δc, then g(γ,L) g(δ,L) for every interval L.
Recall now that we have already established the following inequalities with respect to
the totally nonnegative matrices: (1,2)(φ)  (1)(2) (Koteljanskii), (1,2)(3)  (1,3)(2),
and (1,4)(2,3) (1,3)(2,4) (Proposition 4.5). The above inequalities will serve as the
base cases for the next proof, which uses induction on the number of indices involved in
a ratio.
Theorem 4.8. Let γ and δ be two nonempty index sets of N = {1,2, . . . , n}. Then the ratio
(γ )(γ c)/(δ)(δc) is bounded with respect to the invertible totally nonnegative matrices if
and only if g(γ,L) g(δ,L), for every interval L of N .
Proof. We only need to verify sufficiency. Recall that by Proposition 4.7 that if δ interlaces
δc, then the ratio (γ )(γ c)/(δ)(δc) must satisfy g(γ,L) g(δ,L). Define the following new
sets: γ1 = γ ∩ δ, γ2 = γ ∩ δc, δ1 = γ c ∩ δc, and δ2 = γ c ∩ δ. Then we can write the ratio
(γ )(γ c)
c
as
(γ1, γ2)(δ1, δ2)
.(δ)(δ ) (γ1, δ2)(δ1, γ2)
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(γ1, γ2)(δ1, δ2)
(γ1, δ2)(δ1, γ2)
= (γ1, γ2)(γ11, δ12, δ2)
(γ1, δ2)(γ11, δ12, γ2)
· (γ11, δ12, γ2)(δ1, δ2)
(γ11, δ12, δ2)(δ1, γ2)
, (5)
where γ1 = {γ11, γ12} and δ1 = {δ11, δ12}. Observe that γ1 and δ1 are both empty only in
the trivial case δ = γ c. Therefore, we can assume that at least one of the sets γ1 or δ1 is
nonempty. Consider the first factor
(γ1, γ2)(γ11, δ12, δ2)
(γ1, δ2)(γ11, δ12, γ2)
where γ1 = {γ11, γ12}.
Then the boundedness of this ratio is equivalent to the boundedness of (γ12, γ2)(δ12, δ2)/
(γ12, δ2)(δ12, γ2) since deletion of common indices (here we deleted the common set γ11)
from every index set preserves the boundedness of a ratio (see Proposition 3.8). Similarly,
the second factor is bounded if and only if (γ11, γ2)(δ11, δ2)/(γ11, δ2)(δ11, γ2) is bounded.
The latter two ratios involve fewer indices than the initial one. These indices can be shifted
to form a set {1, . . . ,m} with m< n. Then induction can be applied.
We now make the following key claim. Suppose we are able to decompose γ1 =
{γ11, γ12} and δ1 = {δ11, δ12} such that (γ1)(δ1)/(γ11, δ12)(δ11, γ12) satisfies condition (M),
namely,
max
(|γ1 ∩L|, |δ1 ∩L|)max(∣∣(γ11 ∪ δ12)∩L∣∣, ∣∣(δ11 ∪ γ12)∩L∣∣).
Then each of the factors,
(γ12, γ2)(δ12, δ2)
(γ12, δ2)(δ12, γ2)
and
(γ11, γ2)(δ11, δ2)
(γ11, δ2)(δ11, γ2)
,
must satisfy condition (M). To prove this claim fix an interval L. Then there are three
possible cases:
(1) |γ ∩L|> |γ c ∩L|;
(2) |γ ∩L|< |γ c ∩L|; or
(3) |γ ∩L| = |γ c ∩L|.
Suppose case (1) holds. Then since g(γ,L)  g(δ,L) it follows that |γ1 ∩ L|  |δ1 ∩ L|
and |γ2 ∩ L|  |δ2 ∩ L|. However, if (γ1)(δ1)/(γ11, δ12)(δ11, γ12) satisfies condition (M)
and |γ1 ∩L| |δ1 ∩L|, then applying similar reasoning reveals that |γ11 ∩L| |δ11 ∩L|
and |γ12 ∩L| |δ12 ∩L|. Thus the following four inequalities hold:
(i) |γ1 ∩L| |δ1 ∩L|;
(ii) |γ2 ∩L| |δ2 ∩L|;
(iii) |γ11 ∩L| |δ11 ∩L|; and
(iv) |γ12 ∩L| |δ12 ∩L|.
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(γ12, γ2)(δ12, δ2)
(γ12, δ2)(δ12, γ2)
and
(γ11, γ2)(δ11, δ2)
(γ11, δ2)(δ11, γ2)
satisfy condition (M), for the fixed interval L. Similar analysis holds for cases (2) and (3)
when |γ ∩ L|  |γ c ∩ L| and is omitted here. This completes the proof of the claim.
Thus, if there is a decomposition γ1 = {γ11, γ12} and δ1 = {δ11, δ12} such that the ratio
(γ1)(δ1)/(γ11, δ12)(δ11, γ12) satisfies condition (M), then we can use (5) to apply an
induction argument. It is not difficult to show that such a decomposition exists if γ1 and
δ1 do not interlace. Indeed, consider in this case γ1 ∪ δ1 = {i1, i2, . . . , il} with i1 < i2 <
· · ·< il , and define γ11 = γ1 ∩ {i1, i3, . . .}, γ12 = γ1 ∩ {i2, i4, . . .}, δ12 = δ1 ∩ {i1, i3, . . .},
δ12 = δ1∩{i2, i4, . . .}. Then (γ11, δ12) and (δ11, γ12) interlace and condition (M) is satisfied
by Proposition 4.7. If γ1 and δ1 interlace, but γ2 and δ2 do not interlace, then interchange
the notation for γ and γ c and use the argument above. Thus, the only case left to consider
is when both γ1 and δ1, and γ2 and δ2 interlace. In this case we may assume, without loss
of generality, that {γ1, δ2} consists of all the odd integers of N and {δ1, γ2} consists of all
the even integers of N . Since if this was not the case, then there would exist (at least) one
consecutive pair in γ or δ. Then this pair has to belong to one of the sets γ1, γ2, δ1, or δ2,
which contradicts our assumption.
Thus we assume that δ = {γ1, δ2} consists of all the odd integers of N and δc = {δ1, γ2}
consists of all the even integers of N , and that γ1 and δ1 interlace, and γ2 and δ2 interlace.
We also assume that 1 ∈ γ1. Then there are two cases to consider:
(1) 2 ∈ δ1;
(2) 2 ∈ γ2.
Case (1): 2 ∈ δ1. Then γ1 = {1,3,5, . . . ,2k − 1,∗}, for some k  1; γ2 = {2l + 2,∗}, for
some l  1; δ1 = {2,4, . . . ,2l,∗}; and δ2 = {2k+1,∗}. There are two subcases to consider:
(1a) l = k; or
(1b) l = k − 1.
For the case (1a) let γ11 = {1}, γ12 = {3,5, . . . ,2k − 1,∗}, δ11 = {2}, and δ12 =
{4, . . . ,2l,∗}. Then we claim that the sets {γ12, δ2} and {δ12, γ2} interlace and {γ11, δ2}
and {δ11, γ2} interlace. Note that if this was the case then the factors
(γ12, γ2)(δ12, δ2)
(γ12, δ2)(δ12, γ2)
and
(γ11, γ2)(δ11, δ2)
(γ11, δ2)(δ11, γ2)
would satisfy condition (M). To verify that the above sets interlace observe that
{γ11; δ2}, {δ11;γ2} = {1;2k+1,∗}{2;2k+2,∗}, hence interlacing follows, since γ2 and δ2
interlace by assumption. On the other hand, {γ12; δ2} (respectively {δ12;γ2}) contains all
odd indices except 1 (respectively all even indices except 2). The only situation when this
strategy does not work is when both γ12 and δ12 are empty. In this case, γ = {1,4,6, . . .}
and the initial ratio can be factored as follows:
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(1,3,5, . . .)(2,4,6, . . .)
= (1,4,5,7, . . .)(2,3,5,7, . . .)
(1,3,5, . . .)(2,4,5,7, . . .)
(1,4,6, . . .)(2,4,5,7, . . .)
(1,4,5, . . .)(2,4,6, . . .)
.
After deletion of the common set (5,7, . . .), the first factor reduces to the ratio
(1,4)(2,3)/(1,3)(2,4). In the second factor, one can delete the common index 4 and
shift down by 2 all indices greater than 4 to obtain a ratio on n − 2 indices with
two interlacing sets in the denominator. Therefore, induction is applicable. Above we
assumed that n  7. Modifications for n = 5,6 are obvious. For n = 4, the initial ratio
is (1,4)(2,3)/(1,3)(2,4), and, for n = 3, it is (2,3)(1)/(1,3)(2). Both were previously
shown to be bounded.
For case (1b), let
γ11 = {1,3,5, . . . ,2l + 1}, γ12 = γ1 ∩ γ c11,
and let
δ11 = {2, . . . ,2l}, δ12 = δ1 ∩ δc11.
Then in this case
{γ11; δ2}{δ11;γ2} = {1,3, . . . ,2l + 1;2l+ 3,∗}{2,4, . . . , ;2l,2l+ 2,∗},
and since γ2 and δ2 interlace it follows that {γ11, δ2} and {δ11, γ2} interlace. Similarly,
{γ12, δ2} and {δ12, γ2} interlace since we have just discarded the first 2l + 1 consecutive
integers. Thus in either subcase the factors in the decomposition given in (5) satisfy
condition (M). As in the case (1a), we have to consider the situation γ12 = δ12 = ∅
separately. It occurs when γ = {1, . . . ,2l + 1,2l + 2,2l + 4, . . .}, in which case the initial
ratio factors
(1, . . . ,2l + 1,2l+ 2,2l+ 4, . . .)(2, . . . ,2l,2l+ 3, . . .)
(1,3,5, . . .)(2,4,6, . . .)
= (1, . . . ,2l − 1,2l+ 2, . . .)(1, . . . ,2l− 1, . . . ,2l,2l + 3, . . .)
(1,3,5, . . .)(1, . . . ,2l − 1,2l,2l+ 2, . . .)
× (1, . . . ,2l − 1,2l,2l+ 2, . . .)(2, . . . ,2l,2l+ 3, . . .)
(1, . . . ,2l − 1, . . . ,2l,2l + 3, . . .)(2,4,6, . . .) .
For n > 4, both factors reduce to ratios with interlacing sets in the denominator: the first
one after deleting the common set 1, . . . ,2l − 1, the second after deleting the common
index 2l. For n 4, the initial ratio is trivial.
Case (2): 2 ∈ γ2. In this case note that 3 ∈ δ2, since otherwise {1,3} ⊂ γ1, and hence
γ1 and δ1 cannot interlace. For convenience, we relabel the sets in question as follows:
γ1 = δ′2, γ2 = δ′1, δ1 = γ ′2, and δ2 = γ ′1. So using the new labels we have that 1 ∈ δ′2, 2 ∈ δ′1
and 3 ∈ γ ′. Moreover, γ ′ = {3,5, . . . ,2k − 1,∗}, for some k  2, γ ′ = {2(l + 1),∗} for1 1 2
S.M. Fallat et al. / Advances in Applied Mathematics 30 (2003) 442–470 461some l  1, δ′1 = {2,4, . . . ,2l,∗}, and δ′2 = {1,2k + 1,∗}, where l is equal to either k or
k − 1. Now we let γ ′11 = {3}, γ ′12 = {5, . . . ,2k − 1,∗}, δ′11 = {2}, and δ′12 = {4, . . . ,2l,∗}.
As before it now follows that {γ ′11, δ′2} and {δ′11, γ ′2} interlace, and that {γ ′12, δ′2} and{δ′12, γ ′2} interlace. The only case when factorization cannot be performed is when n = 2
and the initial ratio is (12)/(1)(2).
Thus in all cases each of the factors in (5) satisfy condition (M) and since both
factors involve fewer indices, we have that both are bounded ratios by induction. As noted
before the base cases for this induction argument are the inequalities: (1,2)(φ) (1)(2),
(1,2)(3) (1,3)(2), and (1,4)(2,3) (1,3)(2,4), which have been previously verified.
This completes the proof. ✷
Proof of Theorem 4.6. Note that the ratio (α1)(α2)/(β1)(β2) is bounded with respect
to the invertible totally nonnegative matrices if and only if (S)(Sc)/(T )(T c) is bounded
with respect to the invertible totally nonnegative matrices, for some S and T obtained
from α1, α2 and β1, β2, respectively, by deleting common indices and shifting (as these
operations preserve boundedness). ✷
There are many very useful consequences to Theorems 4.6 and 4.8, which we state here.
Corollary 4.9. Let γ and δ be two nonempty index sets of N = {1,2, . . . , n}. Then the ratio
(γ )(γ c)/(δ)(δc) is bounded with respect to the invertible totally nonnegative matrices if
and only if it is bounded by one.
The proof of the above result follows directly from Theorem 4.8 and the fact that the
base case ratios are bounded by one.
Corollary 4.10. Let α1, α2, β1, and β2 ⊆ {1,2, . . . , n}. Then the ratio (α1)(α2)/(β1)(β2)
is bounded with respect to the invertible totally nonnegative matrices if and only if it is
bounded by one.
This result follows from Corollary 4.9 and the fact that applying the operations of
deletion and shifting preserves the inequality.
Corollary 4.11. Let γ and δ be two nonempty index sets of N = {1,2, . . . , n} with n 5.
If the ratio (γ )(γ c)/(δ)(δc) is bounded, then it can be factored into ratios of the same type
with fewer indices.
For the next consequence we let (odds)= (1,3,5, . . .) (i.e., the minor consisting of all
the odd integers of N ) and (evens) = (2,4,6, . . .) (the minor consisting of all the even
integers of N ). Then the next result follows directly from Theorem 4.8.
Corollary 4.12. For n 2, and γ ⊆ {1,2, . . . , n},
(1,2,3, . . . , n)(φ) (γ )
(
γ c
)
 (odds)(evens),
for any totally nonnegative matrix.
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5. Characterization of principal-minor inequalities for n 5
A collection of bounded ratios with respect to ITN is referred to as generators if and
only if any bounded ratio with respect to ITN can be written as products of positive powers
of ratios from this collection. The idea used throughout this section is to assign the weights
0, 1, t , t−1, where t is a nonnegative variable, which we make arbitrarily large, to the
variables {li}, {uj }. For such a weighting each principal minor will then be a function in
terms of t . For a ratio of principal minors to be bounded, the degree of t in the denominator
must be greater than or equal to the degree of t in the numerator.
Firstly, we consider the 3-by-3 case in full detail. Every ratio on 3 indices can be written
in the following way:
(1)x1(2)x2(3)x3(12)x12(13)x13(23)x23(123)x123,
where xαi is the degree of (αi) in the ratio. Let yαi be the degree of t in (αi). Then the
expression
y1x1 + y2x2 + y3x3 + y12x12 + y13x13 + y23x23 + y123x123,
represents the degree of t in this ratio. Since by assumption
(1)= (12)= (123)= 1, y1 = y12 = y123 = 0,
and it is sufficient to consider the expression
y2x2 + y3x3 + y13x13 + y23x23.
For this ratio to be bounded,
y2x2 + y3x3 + y13x13 + y23x23  0.
Using diagrams with different weights, we produce a list of conditions, each of the form
y2x2 + y3x3 + y13x13 + y23x23  0.
Observe that these conditions are linear inequalities in the variables xαi and represent half-
spaces in the space given by the variables {xαi }. We also note here that a given ratio satisfies
ST0 (for n= 3) if and only if:
x1 + x12 + x13 + x123 = 0, x2 + x12 + x23 + x123 = 0,
x3 + x13 + x23 + x123 = 0.
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Example 5.1. Let A be a 3-by-3 invertible totally nonnegative matrix, with the correspond-
ing diagram in Fig. 3.
If an edge does not appear, it is assumed to have a weight of 0. Using this diagram
we compute all possible principal minors. Recall that (1) = (12)= (123)= 1. A simple
computation yields (2) = 1 + 2t−1, (3) = 1 + t , (13) = 1 + t , and (23) = 2 + 2t−1.
Using this information, it follows that y2 = 0, y3 = 1, y13 = 1, and y23 = 0. Therefore,
the expression x3 + x13 represents the total degree of t in any ratio for the diagram in
Fig. 3. Thus in order for a ratio to be bounded, it must satisfy the condition x3 + x13  0.
For completeness we note that in this case
A=

 1 t−1 02 1+ 2t−1 t
1 1+ t−1 1+ t

 .
Each ratio can be written as a vector, with each entry representing the degree of
a specific principal minor in the ratio. We label the entries lexicographically. Since
(1)= (12)= (123)= 1, we disregard these minors. This vector, therefore, takes the form:
[x2, x3, x13, x23]T. If a ratio is bounded, then the corresponding vector will lie in the cone
formed by the intersection of the half-spaces described above. If all extreme rays of this
cone correspond to bounded ratios, then these ratios form a complete (and minimal) set of
generators.
In the 3-by-3 case, consider the following four necessary conditions (see Fig. 4) that
are used to define the cone of bounded ratios. Because the edges of the left side of each
diagram are all weighted 1, it is sufficient to consider the right side only.
Fig. 4. Necessary diagrams for 3-by-3 case.
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(4.i) x3 + x13  0,
(4.ii) x2 + x23  0,
(4.iii) x2 + x3 + x23  0,
(4.iv) x3 + x13 + x23  0.
The above list of inequalities can be written as a matrix inequality Ax  0, in which A
is an 4-by-4 real matrix and define a polyhedral cone C = {x ∈R4: Ax  0}.
Theorem 5.2. Suppose α/β is a ratio of principal minors on three indices. Then α/β is
bounded with respect to the invertible totally nonnegative matrices if and only if α/β can
be written as a product of positive powers of the following bounded ratios:
(13)(∅)
(1)(3)
,
(123)(2)
(12)(23)
,
(12)(3)
(13)(2)
,
(23)(1)
(13)(2)
.
Proof. We first note that the boundedness of the above four ratios has already been verified.
The two ratios on the left are Koteljanskii ratios; the third was shown to be bounded in
Section 2; and the boundedness of the final ratio follows from the third by reversing the
indices. The four diagrams in Fig. 4 give rise to the following four necessary conditions:
(a) x3 + x13  0;
(b) x2 + x23  0;
(c) x2 + x3 + x23  0; and
(d) x3 + x13 + x23  0.
Recall that the necessary conditions (ST0) are equivalent to the following three equations:
x1 + x12 + x13 + x123 = 0, x2 + x12 + x23 + x123 = 0, and x3 + x13 + x23 + x123 = 0. For
simplicity of the analysis we use the equations above to convert the four inequalities to
“greater than” inequalities, namely,
(a) x23 + x123  0;
(b) x12 + x123  0;
(c) x12 + x13 + x23 + 2x123  0; and
(d) x123  0.
Fix x123 = k  0. Then the intersection given by the linear inequalities: x23  −k,
x12  −k, and x12 + x13 + x23  −2k, forms a polyhedral cone. Translate the variables
(x12, x23, x13)T to (x12 + k, x23 + k, x13)T = (z12, z23, z13)T so that the corresponding
inequalities, in terms of the z′s, are translated to the origin. Observe that the intersection
of z12 = z23 = 0 is the ray given by {(0,0, t)T: t  0}; the remaining extreme rays are
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above hyperplanes is given by
C = {t1(0,0,1)T + t2(0,1,−1)T + t3(1,0,−1)T: ti  0,}.
Therefore, any vector v ∈C, may be written as v = (z12, z23, z13)T = (t3, t2, t1 − t2 − t3)T.
Writing these equations in terms of the x ′s gives x12 = t3 − k, x23 = t2 − k, and x13 =
t1 − t2 − t3. Using the equations given by (ST0) we may now solve for the remaining
variables, for example, x1 = −x12 − x13 − x123 = t2 − t1. Similarly, it follows that
x2 = k − t2 − t3, and x3 = t3 − t1. Finally, we substitute the above x-values back into
the original ratio, that is
(123)x123(12)x12(13)x13(23)x23(1)x1(2)x2(3)x3
= (123)k(12)t3−k(13)t1−t2−t3(23)t2−k(1)t2−t1(2)k−t2−t3(3)t3−t1
=
[
(123)(2)
(12)(23)
]k[
(13)(φ)
(1)(3)
]t1[ (23)(1)
(13)(2)
]t2[ (12)(3)
(13)(2)
]t3
,
where k, t1, t2, t3  0. This completes the proof. ✷
For the cases n = 4 and 5 the analysis is similar but not surprisingly more involved.
The number of necessary conditions increase, the number of variables increase, and the
number of generators (or extremals) increases. However, the mathematics in question is
very similar, and to aid our computations we use cdd+ program (see [14]) to compute
extreme rays of a given polyhedral cone. Our plan here is to describe the idea of how
the necessary conditions were found, and how they were used to eventually determine the
extremals, which in our case correspond to ratios of principal minors (see [7]).
We begin by taking the four diagrams from the 3-by-3 case in Fig. 4 and systematically
append a fourth vertex, and some extra edges, to generate various conditions again using
only the four possible weights 0, 1, t , t−1 (as in the 3-by-3 case). We set up the problem in
a similar manner, namely, we know that any ratio on four indices may be represented by
(1234)x1234(123)x123(124)x124 · · · (2)x2(1)x1,
where xα is the multiplicity of (α) in the ratio. We also let (as before) yα denote the degree
of t in the minor (α). Recall that we assume the above ratio satisfies (ST0), which is
equivalent to the following four equations:
(1) x1 + x12 + x13 + x14 + x123 + x124 + x134 + x1234 = 0;
(2) x2 + x12 + x23 + x24 + x123 + x124 + x234 + x1234 = 0;
(3) x3 + x13 + x23 + x34 + x123 + x134 + x234 + x1234 = 0; and
(4) x4 + x14 + x24 + x34 + x124 + x134 + x234 + x1234 = 0.
Using these four equations we are able to reduce the number of variables in our system
from 15 to 11.
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xα , has been determined we then input these conditions in the form of a matrix inequality
Ax  0 into the program [14], which produces a list of vectors describing extremal rays
of the polyhedral cone {x ∈ R11: Ax  0}. For each extremal we must verify whether
or not it corresponds to a bounded ratio with respect to the invertible totally nonnegative
matrices. If it is, then we have found a generator for all of the bounded ratios on four
indices. If we prove that the extreme ratio is not bounded, then we must develop another
condition (or geometrically, cut the existing polyhedral cone by another hyperplane) to
exclude this ratio. This procedure is carried out using general diagrams corresponding to
4-by-4 ITN matrices. We determine a minimal set of edges required to ensure that the
degree in the numerator exceeds the degree in the denominator, and then add the derived
necessary to our list.
We note here that these diagrams are by no means unique and many different diagrams
may give rise to the same condition. One of the drawbacks to this technique is that we
may (and often do) develop redundant constraints or conditions. However, one of the by-
products of the program [14] is that a list of the redundant conditions is also outputted, and
eventually can be discarded. The final diagrams (twelve in total) produced for the 4-by-4
case can be found in [7].
The corresponding matrix inequality for the 4-by-4 case is given by
Ax =


0 0 1 0 1 0 1 0 1 0 0
0 1 1 1 1 0 0 1 0 1 0
1 1 1 0 0 1 1 1 0 0 1
0 0 1 0 1 0 1 1 1 1 0
0 1 0 1 0 0 0 1 0 1 0
1 1 0 0 0 1 1 1 0 0 1
0 1 1 1 1 1 1 1 0 1 1
1 0 0 0 0 1 1 0 0 0 1
0 0 1 0 1 0 1 1 1 1 1
0 1 0 1 0 1 0 1 0 1 1
1 0 1 0 1 1 2 1 1 0 1
0 1 1 1 1 1 1 2 0 1 1


·


x2
x3
x4
x13
x14
x23
x24
x34
x124
x134
x234


 0.
Using the above twelve inequalities we obtain the following result. (See Theorem 4.6
for demonstration of the boundedness of the listed ratios.)
Theorem 5.3. Suppose α/β is a ratio of principal minors on four indices. Then α/β is
bounded with respect to the invertible totally nonnegative matrices if and only if α/β can
be written as a product of positive powers of the following bounded ratios:
(14)(∅)
(1)(4)
,
(2)(124)
(12)(24)
,
(3)(134)
(13)(34)
,
(23)(1234)
(123)(234)
,
(12)(3)
(13)(2)
,
(1)(24)
(2)(14)
,
(2)(34)
(3)(24)
,
(4)(13)
(3)(14)
,
(12)(134)
(13)(124)
,
(13)(234)
(23)(134)
,
(34)(124)
(24)(134)
,
(24)(123)
(23)(124)
,
(14)(23)
(13)(24)
.
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the computation becomes increasingly more involved and more time consuming. We now
have 26 variables xα and many more possibilities for diagrams, and hence constraints.
Nevertheless, using the program [14] we are able to completely characterize all the
bounded ratios on five indices. (An interested reader is encouraged to consult the REU
report [7] for more details on the n= 5 case including diagrams and analysis.)
Theorem 5.4. Suppose α/β is a ratio of principal minors on five indices. Then α/β is
bounded with respect to the invertible totally nonnegative matrices if and only if α/β can
be written as a product of positive powers of the following bounded ratios:
(15)(∅)
(1)(5)
,
(2)(125)
(12)(25)
,
(3)(135)
(13)(35)
,
(4)(145)
(14)(45)
,
(23)(1235)
(235)(123)
,
(24)(1245)
(124)(245)
,
(34)(1345)
(134)(345)
,
(234)(12345)
(1234)(2345)
,
(12)(3)
(2)(13)
,
(13)(4)
(3)(14)
,
(14)(5)
(15)(4)
,
(1)(25)
(2)(15)
,
(2)(35)
(3)(25)
,
(3)(45)
(4)(35)
,
(12)(135)
(13)(125)
,
(13)(235)
(23)(135)
,
(14)(245)
(24)(145)
,
(13)(145)
(14)(135)
,
(23)(245)
(24)(235)
,
(123)(24)
(124)(23)
,
(124)(25)
(24)(125)
,
(34)(124)
(24)(134)
,
(35)(134)
(34)(135)
,
(45)(135)
(35)(145)
,
(35)(125)
(25)(135)
,
(24)(345)
(34)(245)
,
(123)(1245)
(124)(1235)
,
(124)(1345)
(134)(1245)
,
(134)(2345)
(234)(1345)
,
(235)(1234)
(234)(1235)
,
(245)(1235)
(235)(1245)
,
(345)(1245)
(245)(1345)
,
(14)(23)
(13)(24)
,
(15)(24)
(14)(25)
,
(25)(34)
(24)(35)
,
(125)(134)
(124)(135)
,
(135)(234)
(134)(235)
,
(145)(235)
(135)(245)
.
Note that the above list of generators (38 in total) all consist of two sets over two sets
just as in the n= 3 and n= 4 cases. Moreover, this list really only depends on three “basic”
ratios (also similar to the n= 3 and n= 4 cases).
Remark 5.5. Each of the generators (in the 3-by-3, 4-by-4 and 5-by-5 cases) can be derived
from
(15)(∅)
(1)(5)
,
(12)(3)
(13)(2)
, and
(14)(23)
(13)(24)
,
by using the operators which preserve bounded ratios in Propositions 3.2–3.4, and 3.7.
Since, by Corollary 4.10 each of the ratios in Theorems 5.2–5.4 is bounded by one, we
obtain the following.
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invertible totally nonnegative matrices if and only if it is bounded by one.
6. Summary and further discussion
In this paper we completely characterized all multiplicative principal minor inequalities
through n= 5. Moreover, we have demonstrated many particular classes of bounded ratios,
for example, (α1)(α2)/(β1)(β2) for all values of n. However, many unresolved issues still
remain. It is the purpose of this section to address some of these issues.
We begin with the topic of the existence of a bounded ratio with respect to the invertible
totally nonnegative matrices that is not bounded by one. First we remark that in the case of
bounded ratios with respect to the positive definite matrices, there do exist bounded ratios
which are not bounded by one (see [2]). On the other hand, any ratio that is bounded with
respect to the M-matrices is necessarily bounded by one (see [8]). All bounded ratios that
we described in this paper are bounded by one. We conjecture this to be the case in general,
namely, that any bounded ratio with respect to the invertible totally nonnegative matrices
is necessarily bounded by one.
Recall that in Proposition 4.5 we demonstrated the boundedness of the ratio (14)(23)/
(13)(24) by showing that (13)(24)− (14)(23), is subtraction free expression in the non-
negative variables {li}, {uj }, and {dk} coming from a bidiagonal factorization. Moreover,
this phenomenon holds for every extremal (or generator) through n = 5, from which it
follows that any bounded ratio with respect to the invertible totally nonnegative matrices
on at most five indices also satisfies this property, as does every ratio that is known to be
bounded by one. Clearly, if a given ratio satisfies the property that the difference between
the denominator and numerator is a subtraction free expression in nonnegative variables,
then this ratio is bounded by one. We conjecture that if a ratio is bounded with respect to the
invertible totally nonnegative matrices, then the difference between the denominator and
numerator is a subtraction free expression in the nonnegative variables {li}, {uj }, and {dk}.
The final topic we address here is the notion of extremality. At present, we know very
little about how to decide whether a given ratio is extremal or not. Consider the Koteljanskii
ratio (1, n)(φ)/(1)(n). For n  5, this ratio is extremal, however, the extremality of this
ratio remains unresolved for n  6. Also through n = 5, it can be shown that if α/β is
extremal, then Ai(α/β) and Dj(α/β) (when defined) are extremal ratios. Currently, this
is also unresolved in general. Finally, we comment that through n = 5 every extremal is
of the form (α1)(α2)/(β1)(β2). However, during computation in the n= 6 case (which we
were not able to complete due to the lack of computing power), the following ratio was
outputted,
(1346)(1256)(124)(34)(25)
(1246)(356)(134)(125)(24)
.
This ratio seems to represent a “new” class of bounded ratios with respect to the invertible
totally nonnegative matrices. The proof that this ratio is bounded is very computational and
is omitted here. However, given that this ratio is bounded we may conclude that this ratio is
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is incorrect. There is a hope, however, that the last conjecture can be “saved” by including
into consideration bounded ratios of non-principal minors of totally positive matrices. Then
it may happen that ratios that are extremal among the bounded principal minor ratios are
no longer extremal in the larger class of bounded ratios. We illustrate this point below by
giving an alternative proof of Proposition 4.5.
Let (ij |kl) denote a minor formed by rows i, j and columns k, l of the totally positive
matrix. Then (1,4)(2,3)/(1,3)(2,4) can be factored as
(14|14)(23|24)
(24|24)(13|14)
(13|14)(23|23)
(23|24)(13|13).
Since the column indices in the first factor do not contain 3, it is bounded by one if and
only if the ratio obtained from it by replacing fourth column with the third in every minor
is bounded. Thus, it is enough to prove that ratios
(14|13)(23|23)
(24|23)(13|13),
(13|14)(23|23)
(23|24)(13|13)
are bounded by one. Since they are obviously the “transpose” of each other, we can
concentrate on the first one, which further factors as follows:
(14|23)(23|23)
(24|23)(13|23)
(14|13)(13|23)
(14|23)(13|13).
Now, the first factor is bounded by one due to the Plücker relation
(14|23)(23|23)+ (12|23)(34|23)= (13|23)(24|23).
In the second factor every minor contains the (1,3) entry and thus using the Schur
complement of the (1,3) entry, one can conclude that the fact that the ratio is bounded
by one is equivalent to the inequality a41a32  a42a31 which is obviously true for any
totally nonnegative matrix A= [aij ].
We believe that inequalities for non-principal minors of totally positive matrices, whose
study was initiated in [10], present a challenging and important subject for investigation.
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