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Dualite´ et comparaison sur les complexes de de
Rham logarithmiques par rapport aux diviseurs
libres
F. J. Caldero´n Moreno et L. Narva´ez Macarro∗
Introduction
Soit X une varie´te´ analytique complexe lisse de dimension n et D ⊂ X un
diviseur ( = hypersurface) libre, i.e. un diviseur tel que le faisceau Der(logD)
des champs de vecteurs logarithmiques par rapport a` D est un OX-module
localement libre (de rang n) [24].
Les diviseurs lisses, les diviseurs a` croisements normaux, les courbes planes,
la re´union des hyperplans de re´flexion d’un groupe de re´flexions complexes,
les discriminants des applications stables et les varie´te´s de bifurcation sont des
exemples de diviseurs libres.
Comme dans le cas des croisements normaux [11], on de´finit une connexion
logarithmique par rapport a` D comme un OX -module localement libre E muni
d’une connexion a` coefficients dans les 1-formes logarithmiques
∇′ : E −→ E⊗OX Ω
1
X(logD),
ou ce qui revient au meˆme, d’un morphisme OX -line´aire a` gauche
∇ : Der(logD) −→ EndCX (E)
qui satisfait la re`gle de Leibniz ∇(δ)(ae) = a∇(δ)(e) + δ(a)e. L’inte´grabilite´ de
(E,∇′) est caracte´rise´e par le fait que ∇ respecte le crochet de Lie.
Toute connexion logarithmique (par rapport a` D) inte´grable a un complexe
de de Rham associe´ Ω•X(logD)(E).
Dans [12], et toujours dans le cas des croisements normaux, on e´tudie les
connexions logarithmiques inte´grables comme modules sur un certain faisceau
d’anneaux d’ope´rateurs diffe´rentiels. En particulier, on interpre`te le complexe de
de Rham logarithmique d’une connexion logarithmique inte´grable par ce moyen
et on de´crit son dual de Verdier.
Dans [3] le premier auteur a ge´ne´ralise´ le point de vue de [12] au cas des
diviseurs libres arbitraires. En particulier il a de´montre´ que le terme 0 de la V -
filtration de Malgrange-Kashiwara par rapport a` D sur le faisceau d’ope´rateurs
diffe´rentiels DX , note´ DX(logD), est l’alge`bre enveloppante de l’alge´bro¨ıde de
Lie Der(logD) dans le sens de [23]. Son gradue´ pour la filtration par l’ordre
s’identifie a` l’alge`bre syme´trique du OX -module localement libre Der(logD).
∗The authors are partially supported by BFM2001-3207 and FEDER.
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Donc DX(logD) est un faisceau d’anneaux cohe´rent a` fibres noethe´riennes de
dimension homologique finie (voir aussi [1]). En particulier, se donner une
structure de DX(logD)-module a` gauche (resp. a` droite) sur un OX-module
M est e´quivalent a` se donner un morphisme OX -line´aire ∇ : Der(logD) →
EndCX (M) tel que ∇(aδ)(m) = a∇(δ)(m), ∇([δ, δ
′]) = [∇(δ),∇(δ′)] et qui
satisfait la re`gle de Leibniz ∇(δ)(am) = a∇(δ)(m)+δ(a)m (resp. est e´quivalent
a` se donner un morphisme OX -line´aire ∇ : Der(logD) → EndCX (M) tel que
∇(aδ)(m) = ∇(δ)(am), ∇([δ, δ′]) = −[∇(δ),∇(δ′)] et ∇(δ)(am) = a∇(δ)(m) −
δ(a)m), pour toutes les sections locales a de OX , δ, δ
′ de Der(logD) et m de M.
Dans cet article on donne un the´ore`me de dualite´ qui e´change la dualite´ dans
le sens des DX -modules avec une dualite´ “tordue” dans le sens des DX(logD)-
modules pour les connexions logarithmiques inte´grables par rapport a` un di-
viseur libre arbitraire (voir th. (3.1.1) et cor. (3.1.2)). L’existence d’un tel
the´ore`me a e´te´ motive´e par les travaux [12] (appendice) et [27, 8]. D’un point
de vue technique, le re´sultat pre´ce´dent utilise une formule d’associativite´ pour
des produits tensoriels mixtes sur deux alge`bres enveloppantes emboˆıte´es que
nous n’avons pas trouve´ dans la litte´rature (voir th. (2.3.3) et cor. (A.2)).
Comme application du the´ore`me pre´ce´dent nous de´crivons le dual de Verdier
du complexe de de Rham logarithmique d’une connexion logarithmique inte´grable
dans le cas ou` le diviseur D est de Koszul ([3], def. 4.1.1), ce qui ge´ne´ralise le
re´sultat de´ja` mentionne´ de [12] pour les diviseurs a` croisements normaux. Toutes
les courbes planes et tous les diviseurs libres localement quasi-homoge`nes sont
de Koszul [3, 5]. Nous donnons aussi un crite`re pour la perversite´ des complexes
de de Rham logarithmiques.
Ensuite, nous donnons une caracte´risation diffe´rentielle du the´ore`me de com-
paraison logarithmique (TCL) de [4] (voir cor. (4.2)), ainsi qu’une preuve
diffe´rentielle de ce the´ore`me dans le cas des diviseurs libres localement quasi-
homoge`nes, qui avait e´te´ de´montre´ dans [7] par une voie topologique. Cette
preuve s’appuie dans des arguments de [8] et re´pond a` la conjecture e´nonce´e a`
la page 94 de loc. cit.. Des re´sultats proches ont e´te´ obtenus dans [26] pour le
cas des diviseurs de Koszul.
Une bonne partie de nos re´sultats s’e´tendent sans peine au cas ge´ne´ral des
alge´bro¨ıdes de Lie (cf. [23, 14, 15, 10]), mais nous avons pre´fe´re´ de rester dans
le cadre logarithmique, ou` se trouve notre motivation originale.
Voici le contenu de cet article. Dans la section 1 on de´finit les complexes de
Spencer logarithmiques pour les connexions logaritmiques inte´grables.
Dans la section 2 on rappelle tout d’abord des constructions bien connues
sur la structure de DX(logD)-modules sur le ⊗OX et le HomOX des DX(logD)-
modules, et on de´montre le the´ore`me (2.3.3) qui joue un roˆle fondamental dans
les re´sultats de la section suivante.
Dans la section 3 on de´montre les re´sultats principaux de cet article: la
formule qui e´change les dualite´s au niveau de DX(logD) et de DX pour les con-
nexions logarithmiques inte´grables, et la formule qui de´crit le dual de Verdier du
complexe de de Rham logarithmique d’une connexion logarithmique inte´grable
par rapport a` un diviseur Koszul-libre.
La section 4 concerne le TCL. On donne un crite`re diffe´rentiel pour le TCL
valable pour tout diviseur libre. Ensuite on donne une nouvelle preuve de nature
diffe´rentielle du TCL pour les diviseurs localement quasi-homoge`nes.
Dans la section 5 on e´tudie un exemple de diviseur libre en dimension 3,
traite´ dans [9], et on montre que son complexe de de Rham logarithmique n’est
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pas pervers, ce qui re´pond a` une question pose´e dans [6]. Finalement on propose
quelques proble`mes.
Dans l’appendice on se place dans le cadre ge´ne´ral des alge`bres enveloppantes
des (k,A)-alge`bres de Lie et on donne les re´sultats ne´cessaires pour de´montrer
le the´ore`me (2.3.3).
Nous remercions F. J. Castro Jime´nez, T. Torrelli et J. M. Ucha qui nous ont
explique´ leurs re´sultats. Nous remercions aussi M. Schulze par ses remarques
sur une version pre´liminaire de cet article.
1 Modules sur le faisceau des ope´rateurs diffe´-
rentiels logarithmiques
(1.1) Complexe de Cartan-Eilenberg-Chevalley-Rinehart-Spencer logarithmique
Le faisceau structural OX est un DX -module a` gauche qui, par restriction de
scalaires, est aussi un DX(logD)-module a` gauche cohe´rent. En fait on dispose
d’une re´solution du type Cartan-Eilenberg-Chevalley-Rinehart-Spencer ([23], 4;
[3], 3.1), note´e Sp•
DX(logD)
et de´finie de la fac¸on suivante:
Sp−k
DX(logD)
= DX(logD)⊗OX
k∧
Der(logD), k = 0, . . . , n
et la diffe´rentielle d−k : Sp−k
DX(logD)
→ Sp−k+1
DX (logD)
est donne´e par:
d−1(P ⊗ δ) = Pδ,
d−k(P ⊗ (δ1 ∧ · · · ∧ δk)) =
∑k
i=1(−1)
i−1Pδi ⊗ (δ1 ∧ · · · δ̂i · · · ∧ δk)
+
∑
1≤i<j≤k(−1)
i+jP ⊗ ([δi, δj] ∧ δ1 ∧ · · · δ̂i · · · δ̂j · · · ∧ δk), 2 ≤ k ≤ n.
Le morphisme
P ∈ DX(logD) = Sp
0
DX(logD)
7→ d0(P ) := P (1) ∈ OX
fait de Sp•
DX(logD)
une re´solution localement libre de OX comme DX(logD)-
module. Pour le voir on proce`de comme dans loc. cit. (voir [3], th. 3.1.2): on
filtre le complexe augmente´ Sp•
DX(logD)
d0
−→ OX par
F iSp−k
DX(logD)
= (F i−kDX(logD))⊗OX
k∧
Der(logD), F iOX = OX
pour i ≥ 0 et k = 0, . . . , n, de manie`re que le gradue´ associe´ est canoniquement
isomorphe au complexe augmente´
Sym•OX(Der(logD))⊗OX
•∧
Der(logD)
d0
−→ OX ,
dont la diffe´rentielle est donne´e par
d−k(F ⊗ (δ1 ∧ · · · ∧ δk)) =
k∑
i=1
(−1)i−1(Fδi)⊗ (δ1 ∧ · · · ∧ δ̂i ∧ · · · ∧ δk)
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pour F ∈ Sym•OX(Der(logD)), δ1, . . . , δk ∈ Der(logD) et k = 1, . . . , n, et
l’augmentation
d0 : Sym•OX(Der (logD))⊗OX
0∧
Der(logD)→ OX
provient de la structure naturelle de OX comme module sur l’alge`bre syme´trique
Sym•OX(Der(logD)). Or, ce complexe augmente´
Sym•OX(Der(logD))⊗OX
•∧
Der(logD)
d0
−→ OX
est exact (cf. [2], §9, 3) et on de´duit le re´sultat cherche´.
(1.2) Connexions logarithmiques inte´grables
Le faisceau des fonctions me´romorphes a` poˆles le long de D, OX(⋆D), est un
DX -module a` gauche et donc un DX(logD)-module a` gauche.
Pour chaque entier m, notons par OX(mD) le sous-OX-module localement
libre de rang 1 de OX(⋆D) forme´ par les fonctions me´romorphes h telles que
div(h) +mD ≥ 0. Il est clair que chaque OX(mD) est un DX(logD)-module a`
gauche.
Si f = 0 est une e´quation locale re´duite de D au voisinage d’un point p ∈ D,
alors f−m est une base locale de OX,p(mD) comme OX,p-module. De plus, si
δ1, . . . , δn est une base locale de Der(logD)p et δi(f) = αif , alors en vertu de
[3], th. 2.1.4, on a une pre´sentation locale
OX,p(mD) ≃ DX,p(logD)/DX,p(logD)(δ1 +mα1, . . . , δn +mαn). (1)
(1.2.1) De´finition. Une connexion logarithmique inte´grable (le long de D)
est un DX(logD)-module a` gauche qui est localement libre de rang fini comme
OX-module.
Les OX(mD) sont des connexions logarithmiques inte´grables.
Toute connexion logarithmique inte´grable E est unDX(logD)-module cohe´rent.
En fait, on peut exhiber comme dans (1.1) une re´solution de Cartan-Eilenberg-
Chevalley-Rinehart-Spencer Sp•
DX(logD)
(E) avec
Sp−k
DX(logD)
(E) = DX(logD)⊗OX
k∧
Der(logD)⊗OX E, k = 0, . . . , n
et la diffe´rentielle ε−k : Sp−k
DX (logD)
(E)→ Sp−k+1
DX(logD)
(E) donne´e par:
ε−1(P ⊗ δ ⊗ e) = Pδ ⊗ e− P ⊗ δe,
ε−k(P ⊗ (δ1 ∧ · · · ∧ δk)⊗ e) =
∑k
i=1(−1)
i−1Pδi ⊗ (δ1 ∧ · · · δ̂i · · · ∧ δk)⊗ e
−
∑k
i=1(−1)
i−1P ⊗ (δ1 ∧ · · · δ̂i · · · ∧ δk)⊗ (δie)
+
∑
1≤i<j≤k(−1)
i+jP ⊗ ([δi, δj] ∧ δ1 ∧ · · · δ̂i · · · δ̂j · · · ∧ δk)⊗ e, 2 ≤ k ≤ n.
Le complexe Sp•
DX(logD)
(E) est augmente´ par
P ⊗ e ∈ DX(logD)⊗OX E 7→ ε
0(P ⊗ e) := Pe ∈ E.
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Pour montrer que Sp•
DX(logD)
(E) est une re´solution de E comme DX(logD)-
module on proce`de de manie`re tout a` fait analogue a` (1.1) en conside´rant tou-
jours la filtration constante sur E. Le gradue´ associe´ du complexe augmente´
Sp•
DX(logD)
(E)
ε0
−→ E est alors canoniquement isomorphe au tensorise´ par E sur
OX du gradue´ associe´ du complexe augmente´ Sp
•
DX(logD)
ε0
−→ OX , et donc il est
exact.
D’apre`s [3], th. 3.2.1, nous savons que pour tout DX(logD)-module a` gauche
E, on a un isomorphisme naturel
Ω•X(logD)(E) ≃ HomDX (logD)(Sp
•
DX(logD)
,E) ≃ RHomDX (logD)(OX ,E). (2)
(1.2.2) De´finition. Nous dirons qu’une connexion logarithmique inte´grable
E est admissible si le complexe DX
L
⊗DX (logD) E est concentre´ en degre´ 0 et
DX ⊗DX(logD) E est un DX-module holonome.
Dire que OX est une connexion logarithmique inte´grable admissible revient
a` dire que D est un diviseur de Spencer dans la terminologie de [8], de´f. 3.3.
La proposition suivante est une ge´ne´ralisation de [3] prop. 4.1.3, th. 4.2.1. et
se de´montre de manie`re tout a` fait analogue a` celle-ci en conside´rant le complexe
Sp•
DX(logD)
(E):
(1.2.3) Proposition. Supposons que D est un diviseur libre de Koszul ([3],
de´f. 4.1.1). Alors, toute connexion logarithmique inte´grable est admissible.
Notons ωX (resp. ωX(logD)) le faisceau des n-formes diffe´rentielles holo-
morphes (resp. a` poˆles logarithmiques le long de D) sur X . Il s’agit du OX -
dual du module
n∧
DerCX (OX) (resp. du module
n∧
Der(logD)), qui est lo-
calement libre de rang 1. Pour des raison ge´ne´rales1 (cf. [23, 15, 10]), ωX
(resp. ωX(logD)) a une structure naturelle de DX -module a` droite (resp.
de DX(logD)-module a` droite) et l’inclusion naturelle ωX ⊂ ωX(logD) est
DX(logD)-line´aire. Rappelons que l’action a` droite d’un champ de vecteurs δ
sur une n-forme diffe´rentielle θ est donne´e par θδ = −Lδ(θ), ou` Lδ est la de´rive´e
de Lie.
2 Ope´rations externes
SiM,N sont deuxDX(logD)-modules a` gauche, alors les OX -modulesHomOX (M,N)
et M⊗OX N ont une structure naturelle de DX(logD)-module a` gauche:
(δh)(m) = −h(δm) + δh(m), δ (m⊗ n) = (δm)⊗ n+m⊗ (δn)
ou` δ est une de´rivation logarithmique, h est une section locale de HomOX (M,N)
et m,n sont des sections locales de M,N respectivement.
On voit facilement que les isomorphismes naturels OX((m+m
′)D) ≃ OX(mD)⊗OX
OX(m
′D) et HomOX (OX(mD),OX) ≃ OX(−mD) sont DX(logD)-line´aires.
Si E est une connexion logarithmique inte´grable, HomOX (E,OX) est aussi
une connexion logarithmique inte´grable qu’on notera E∗. Dans ce cas, si M est
1On utilise le fait que DX (resp. DX(logD)) est l’alge`bre enveloppante de l’alge´bro¨ıde de
Lie DerCX (OX) (resp Der(logD); voir [3], prop. 2.2.5)
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un autreDX(logD)-module a` gauche, l’isomorphisme canonique de OX -modules
E
∗ ⊗OX M −→ HomOX (E,M) (3)
est un isomorphisme de DX(logD)-modules a` gauche.
Si P,Q sont deuxDX(logD)-modules a` droite, alors le OX -module HomOX (P,Q)
a une structure naturelle de DX(logD)-module a` gauche:
(δh)(p) = h(pδ)− h(p)δ,
ou` δ est une de´rivation logarithmique, h est une section locale de HomOX (P,Q)
et p est une section locale de P.
Si P (resp. N) est un DX(logD)-module a` droite (resp a` gauche), alors le
OX -module P⊗OX N a une structure naturelle de DX(logD)-module a` droite:
(p⊗ n) δ = (pδ)⊗ n− p⊗ (δn)
ou` δ est une de´rivation logarithmique et p, n sont des section locales de P,N
respectivement.
Le lemme suivant se de´montre comme les assertions (A.4) et (A.6) dans [12]:
(2.1) Lemme. Si M,N sont deux DX(logD)-modules a` gauche, on a un iso-
morphisme naturel CX-line´aire
HomDX (logD)(M,N) ≃ HomDX(logD)(OX ,HomOX (M,N)).
Si de plus M est une connexion logarithmique inte´grable on a un isomorphisme
naturelle dans la cate´gorie de´rive´e
RHomDX (logD)(M,N) ≃ RHomDX (logD)(OX ,M
∗ ⊗OX N).
(2.2) (Commutativite´ et associativite´ du produit tensoriel externe)
Si M,N sont deux DX(logD)-modules a` gauche, l’isomorphisme canonique
de OX -modulesM⊗OXN ≃ N⊗OXM est en fait un isomorphisme deDX(logD)-
modules a` gauche.
Si P est un autreDX(logD)-module a` gauche (resp. a` droite) l’isomorphisme
canonique de OX -modules
(P⊗OX M)⊗OX N ≃ P⊗OX (M⊗OX N)
est DX(logD)-line´aire a` gauche (resp. a` droite).
D’apre`s [24], on a ωX(logD) = ωX ⊗OX OX(D).
La preuve de la proposition suivante est facile.
(2.2.1) Proposition. La structure naturelle de DX(logD)-module a` droite
sur ωX(logD) co¨ıncide avec celle de ωX ⊗OX OX(D) provenant de la structure
naturelle de DX-module a` droite sur ωX , et donc de DX(logD)-module a` droite,
et de la structure naturelle de DX(logD)-module a` gauche sur OX(D).
Si M est un DX(logD)-module a` gauche, le OX -module M⊗OX DX(logD)
est un DX(logD)-bimodule: la structure a` gauche est celle qu’on vient de
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de´finir a` partir de celles de de M et de DX(logD), tandis que la structure
a` droite provient seulement de celle de DX(logD). De fac¸on analogue, le OX -
module DX(logD) ⊗OX M est aussi un DX(logD)-bimodule: la structure a`
droite provient de la structure a` droite de DX(logD) et de la structure a` gauche
deM, tandis que la structure a` gauche provient seulement de celle deDX(logD).
(2.2.2) Lemme. Sous les hypothe`ses pre´ce´dentes, il existe un isomorphisme
naturel unique de DX(logD)-bimodules
DX(logD)⊗OX M ≃M⊗OX DX(logD)
qui applique 1⊗m dans m⊗ 1.
Preuve. Le morphisme canonique m ∈ M 7→ m ⊗ 1 ∈ M ⊗OX DX(logD)
est OX-line´aire a` gauche et s’e´tend donc a` un morphisme DX(logD)-line´aire a`
gauche
ϕ : P ⊗m ∈ DX(logD)⊗OX M 7→ P · (m⊗ 1) ∈M⊗OX DX(logD).
On de´montre facilement que ϕ est aussi DX(logD)-line´aire a` droite.
De fac¸on analogue, le morphisme canonique
m ∈M 7→ 1⊗m ∈ DX(logD)⊗OX M
est OX -line´aire a` droite et s’e´tend donc a` un morphisme DX(logD)-line´aire a`
droite
ψ : m⊗ P ∈M⊗OX DX(logD) 7→ (1 ⊗m) · P ∈ DX(logD)⊗OX M,
qui devient aussi DX(logD)-line´aire a` gauche.
On a (ψ ◦ϕ)(P ⊗m) = ψ(P · (m⊗ 1)) = P ·ψ(m⊗ 1) = P · (1⊗m) = P ⊗m,
d’ou` ψ ◦ϕ est l’identite´. De la meˆme fac¸on ϕ ◦ψ est aussi l’identite´, ce qui prouve
le lemme. 
(2.2.3) Corollaire. Si M,N sont deux DX(logD)-modules a` gauche, on a
un morphisme naturel de DX(logD)-modules a` droite
HomDX(logD)(M,DX(logD))⊗OX N→ HomDX(logD)(M,N⊗OX DX(logD)),
qui est un isomorphisme si N est une connexion logarithmique inte´grable.
(2.2.4) Proposition. Si P est un DX(logD)-module a` droite et M,N sont
deux DX(logD)-modules a` gauche, le morphisme
p⊗(m⊗n) ∈ P⊗DX(logD) (M⊗OX N) 7→ (p⊗m)⊗n ∈ (P⊗OX M)⊗DX(logD)N
est bien de´fini et est un isomorphisme CX-line´aire.
Preuve. Elle est laisse´e au lecteur. 
(2.3) Si P est un DX(logD)-module a` droite, le OX-module P⊗OX DX(logD)
est un DX(logD)-bimodule droite-droite: la premie`re structure a` droite est
celle qui provient de la structure a` droite de P et de la structure a` gauche de
DX(logD), tandis que la deuxie`me structure a` droite provient de la structure a`
droite de DX(logD).
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La preuve du lemme suivant est analogue a` celle du lemme (2.2.2):
(2.3.1) Lemme. Sous les hypothe`ses pre´ce´dentes, il existe une involution OX-
line´aire du module P ⊗OX DX(logD) qui interchange les deux structures de
DX(logD)-module a` droite.
(2.3.2) Corollaire. Sous les hypothe`ses pre´ce´dentes, si P est localement
libre de rang fini comme OX-module, alors le module P ⊗OX DX(logD) est
localement libre de rang fini en tant que DX(logD)-module a` droite pour la
premie`re structure du paragraphe (2.3).
(2.3.3) The´ore`me. Soit P un DX-module a` droite et N un DX(logD)-module
a` gauche. Alors, le morphisme naturel
p⊗ n ∈ P⊗OX N 7→ p⊗ (1⊗ n) ∈ P⊗OX
(
DX ⊗DX (logD) N
)
est DX(logD)-line´aire a` droite et le morphisme induit
λ : (P⊗OX N) ⊗DX(logD) DX −→ P⊗OX
(
DX ⊗DX (logD) N
)
est un isomorphisme de DX-modules a` droite.
Preuve. Pour de´montrer le the´ore`me il suffit de proce´der fibre a` fibre, et ceci
est une conse´quence du corollaire (A.2) pour U0 = DX,p(logD), U = DX,p et
p ∈ X . 
(2.3.4) Corollaire. Soit P un DX-module a` droite qui est localement libre de
rang fini sur OX et N un DX(logD)-module a` gauche qui admet des re´solutions
localement libres2. Alors on a un isomorphisme naturel dans la cate´gorie de´rive´e
des DX-modules a` droite
(P⊗OX N)
L
⊗DX (logD) DX −→ P⊗OX
(
DX
L
⊗DX (logD) N
)
.
Preuve. D’apre`s les hypothe`ses, on peut se re´duire au cas ou` N = DX(logD)
(comme DX(logD)-module a` gauche!). Dans ce cas, le corollaire (2.3.2) nous
dit que le DX(logD)-module a` droite P⊗OX DX(logD) est localement libre de
rang fini, donc acyclique pour le produit tensoriel sur DX(logD). On conclut
en appliquant le the´ore`me (2.3.3). 
Les re´sultats de l’Appendice nous permettent aussi de montrer la proposition
suivante.
(2.3.5) Proposition. Pour toute connexion logarithmique inte´grable E, il ex-
iste un isomorphisme canonique de complexes de DX(logD)-modules a` gauche:
Sp•
DX(logD)
(E) ≃ Sp•
DX(logD)
⊗OX E
qui est compatible avec les augmentations vers E.
2Ceci sera le cas si par exemple N est un DX(logD)-module cohe´rent.
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Preuve. D’apre`s le corollaire (A.7), pour chaque degre´ k = 0, . . . , n on a des
isomorphismes canoniques de DX(logD)-modules a` gauche:
Spk
DX(logD)
(E) = DX(logD)⊗OX
[
k∧
Der(logD)⊗OX E
]
≃[
DX(logD)⊗OX
k∧
Der(logD)
]
⊗OX E = Sp
k
DX (logD)
⊗OX E.
On ve´rifie facilement que ces isomorphismes commutent avec les diffe´rentielles
ε• et d• ⊗ IdE et les augmentations vers E de´finies dans la section 1. 
(2.3.6) Remarque. Tous les re´sultats de cette section sont valables pour un
alge´bro¨ıde de Lie arbitraire et son alge`bre enveloppante a` la place de Der(logD)
et DX(logD) respectivement.
3 Dualite´ sur les connexions logarithmiques et
sur les complexe de de Rham logarithmiques
La proposition suivante est bien connue dans le cas des DX -modules. Elle se
ge´ne´ralise sans peine au cas des alge´bro¨ıdes de Lie (cf. [10], prop. 3.2.1).
(3.1) Proposition. Pour toute connexion logarithmique inte´grable E le com-
plexe RHomDX (logD)(E,DX(logD)) est concentre´ en degre´ n et on a un iso-
morphisme naturel de DX(logD)-modules a` droite
ExtnDX (logD)(E,DX(logD)) ≃ ωX(logD)⊗OX E
∗.
Preuve. D’apre`s le lemme (2.1) et le corollaire (2.2.3) on a des isomorphismes
naturels DX(logD)-line´aires a` droite:
RHomDX (logD)(E,DX(logD)) ≃ RHomDX (logD)(OX ,E
∗ ⊗OX DX(logD))
≃ RHomDX (logD)(OX ,DX(logD))⊗OX E
∗.
On est donc re´duit au cas E = OX . Conside´rons la re´solution Sp
•
DX(logD)
de
OX :
RHomDX(logD)(OX ,DX(logD))
= HomDX (logD)(Sp
•
DX (logD)
,DX(logD)) = Ω
•
X(logD)(DX(logD))
et l’augmentation
ΩnX(logD)⊗OX DX(logD) = ωX(logD)⊗OX DX(logD)→ ωX(logD)
donne´e par θ ⊗ P 7→ θ · P . Filtrons le complexe augmente´ par
F i
(
ΩkX(logD)⊗OX DX(logD)
)
= ΩkX(logD)⊗OX F
i+k
DX(logD)
et F iωX(logD) = ωX(logD) pour k = 0, . . . , n et i ∈ Z. On ve´rifie sans peine
que le gradue´ associe´ est exact (cf. [2], §9, 3), d’ou` le re´sultat. 
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(3.1) Rappelons que le foncteur de dualite´ au niveau de DX -modules, DDX :
Dbcoh(DX)→ D
b
coh(DX), est de´fini par:
DDX M = HomOX (ωX , RHomDX (M,DX))[n].
De fac¸on analogue nous pouvons conside´rer le foncteur (cf. [10], 3.2)
DDX (logD) : D
b
coh(DX(logD))→ D
b
coh(DX(logD))
de´fini par
DDX (logD) M = HomOX (ωX(logD), RHomDX (logD)(M,DX(logD)))[n].
Il s’agit d’une involution de la cate´gorie triangule´e Dbcoh(DX(logD)).
La proposition pre´ce´dente nous dit que si E est une connexion logarithmique
inte´grable alors DDX (logD)(E) = E
∗.
Si E est une connexion logarithmique inte´grable, on notera E(mD) la con-
nexion logarithmique inte´grable E⊗OX OX(mD).
(3.1.1) The´ore`me. Pour toute connexion logarithmique inte´grable E on a un
isomorphisme naturel dans la cate´gorie de´rive´e des DX-modules a` droite:
RHomDX (DX
L
⊗DX (logD) E,DX) ≃ ωX ⊗OX
(
DX
L
⊗DX (logD) E
∗(D)
)
[−n].
Preuve. On a un isomorphisme canonique
RHomDX (DX
L
⊗DX(logD) E,DX) ≃ RHomDX (logD)(E,DX),
et par cohe´rence de DX(logD) et E
RHomDX (logD)(E,DX) ≃ RHomDX(logD)(E,DX(logD))
L
⊗DX (logD) DX .
D’apre`s la proposition (3.1) on a
RHomDX (DX
L
⊗DX (logD) E,DX) ≃ [ωX(logD)⊗OX E
∗]
L
⊗DX (logD) DX [−n].
Pour conclure il suffit d’appliquer (2.2), la proposition (2.2.1) et le corollaire
(2.3.4). 
(3.1.2) Corollaire. Pour toute connexion logarithmique inte´grable E on a
un isomorphisme naturel dans la cate´gorie de´rive´e des DX-modules a` gauche:
DDX (DX
L
⊗DX(logD) E) ≃ DX
L
⊗DX (logD) E
∗(D).
(3.1.3) Remarque. Dans le cas d’un diviseur de Spencer et E = OX , le
corollaire pre´ce´dent est une version intrinse`que du the´ore`me de dualite´ de [8],
th. 4.3 (voir la pre´sentation (1)).
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(3.1.4) Corollaire. Si E est une connexion logarithmique inte´grable admissi-
ble (voir de´f. (1.2.2)), alors E∗(D) est aussi admissible.
Preuve. Comme le complexe DX
L
⊗DX(logD) E est a` cohomologie holonome
concentre´e en degre´ 0, son dual au sens de DX -modules l’est aussi et donc,
d’apre`s le corollaire pre´ce´dent, E∗(D) est admissible. 
(3.1.5) Corollaire. Pour toute connexion logarithmique inte´grable E on a
un isomorphisme naturel dans la cate´gorie de´rive´e
Ω•X(logD)(E) ≃ RHomDX (OX ,DX
L
⊗DX (logD) E(D)).
Preuve. D’apre`s (2), Ω•X(logD)(E) ≃ RHomDX (logD)(OX ,E). Or,
RHomDX (logD)(OX ,E) ≃ RHomDX(logD)(DDX (logD) E,DDX (logD) OX) ≃
≃ RHomDX(logD)(E
∗,OX) ≃ RHomDX (DX
L
⊗DX (logD) E
∗,OX) ≃
RHomDX (DDX OX ,DDX (DX
L
⊗DX(logD) E
∗)) ≃
RHomDX (OX ,DX
L
⊗DX(logD) E(D)).

(3.1.6) Corollaire. Soit E une connexion logarithmique inte´grable. Les
proprie´te´s suivantes sont e´quivalentes:
1) E∗ est admissible.
2) E(D) est admissible.
3) Le complexe de de Rham logarithmique Ω•X(logD)(E) est un faisceau per-
vers.
Preuve. L’e´quivalence entre 1) et 2) a e´te´ prouve´e dans le corollaire (3.1.4).
2) ⇒ 3) est une conse´quence directe de la de´finition des connexions logarith-
miques admissibles, du corollaire (3.1.5) et du fait que le complexe de de Rham
(usuel) d’un DX -module holonome est un faisceau pervers.
3) ⇒ 1): Au cours de la preuve du corollaire (3.1.5) on a exprime´ le complexe
K = Ω•X(logD)(E) comme le complexe des solutions holomorphes du complexe
borne´ deDX -modules a` cohomologie cohe´renteM = DX
L
⊗DX (logD) E
∗. D’apre`s
[19], chap. II, th. (4.1.5), et la constructibilite´ de K on de´duit d’abord que le
complexe M est a` cohomologie holonome. Or, par le the´ore`me de bidualite´
locale [19], chap. I, th. (10.13), on sait que
D
∞
X ⊗DX M ≃ RHomCX (K,OX),
et comme K est pervers, le deuxie`me complexe est, toujours par le the´ore`me de
bidualite´ locale, concentre´ en degre´ 0. Pour conclure il suffit d’invoquer la fide`le
platitude de D∞X sur DX [25] (voir aussi [22]). 
(3.1.7) Corollaire. Les proprie´te´s suivants sont e´quivalentes:
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1. Le diviseur D est de Spencer (i.e. OX est admissible).
2. Le complexe de de Rham logarithmique Ω•X(logD) est un faisceau pervers.
Le corollaire suivant ge´ne´ralise la proposition (A.2) de [12]. Elle s’applique
a` toutes les connexions logarithmiques inte´grables par rapport aux croisements
normaux, et plus ge´ne´ralement par rapport aux diviseurs libres localement
quasi-homoge`nes [5].
(3.1.8) Corollaire. Soit E une connexion logarithmique inte´grable (par rap-
port a` D) telle que E∗ est admissible (et donc E(D) est aussi admissible). Alors
on a un isomorphisme naturel dans la cate´gorie de´rive´e
Ω•X(logD)(E) ≃ Ω
•
X(logD)(E
∗(−D))∨,
ou` ∨ de´note le dual de Verdier.
Preuve. D’apre`s le corollaire (3.1.5), on a des isomorphismes naturels
Ω•X(logD)(E) ≃ RHomDX (OX ,DX
L
⊗DX (logD) E(D)),
Ω•X(logD)(E
∗(−D)) ≃ RHomDX (OX ,DX
L
⊗DX (logD) E
∗).
Le corollaire est donc une conse´quence du the´ore`me de dualite´ locale (cf. [19],
ch. I, th. (4.3.1); voir aussi [21]) et du corollaire (3.1.2). 
(3.1.9) Remarque. D’apre`s la proposition (1.2.3), le corollaire pre´ce´dent
s’applique a` toute connexion logarithmique inte´grable dans le cas ou` le diviseur
D est de Koszul.
4 Un crite`re diffe´rentiel pour le the´ore`me de
comparaison logarithmique
Notons ρ : DX
L
⊗DX (logD) OX(D) → OX(⋆D) le morphisme DX -line´aire a`
gauche donne´ par ρ(P ⊗ a) = P (a).
Rappelons qu’on dit que le the´ore`me de comparaison logarithmique est vrai
pour D si l’inclusion
Ω•X(logD) →֒ Ω
•
X(⋆D)
est un quasi-isomorphisme, ce qui e´quivaut, graˆce au the´ore`me de comparaison
de Grothendieck, au fait que le morphisme naturel
Ω•X(logD)→ Rj∗j
−1Ω•X
est un quasi-isomorphisme (voir [7, 4]), ou` j : X−D →֒ X est l’inclusion ouverte.
Plus ge´ne´ralement, pour chaque connexion logarithmique inte´grable E on
conside`re le morphisme
ρE : DX
L
⊗DX (logD) E(D)→ E(⋆D),
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donne´ par ρE(P⊗e
′) = P (e′), ou` E(⋆D) est le DX -module obtenu par restriction
de scalaires a` partir du DX(logD)(⋆D) = DX(⋆D)-module OX(⋆D) ⊗OX E.
Nous savons que E(⋆D) est une connexion me´romorphe et donc holonome (cf.
[20] th. 4.1.3). En fait, E(⋆D) est re´gulie`re dans la partie lisse de D (elle a des
poˆles logarithmiques!), et donc elle est re´gulie`re partout [18], cor. 4.3-14.
Aussi, le complexe de de Rham logarithmique Ω•X(logD)(E) est un sous-
complexe du complexe de de Rhamme´romorphe Ω•X(logD)(E(⋆D)) = Ω
•
X(E(⋆D)).
Les restrictions a` X − D des ces deux complexes co¨ıncident et sont quasi-
isomorphes au syste`me local  L des section horizontales de E sur X −D.
(4.1) The´ore`me. Sous les hypothe`ses pre´ce´dentes, les proprie´te´s suivantes
sont e´quivalentes:
1) Le morphisme canonique Ω•X(logD)(E)→ Rj∗  L est un isomorphisme dans
la cate´gorie de´rive´e.
2) L’inclusion Ω•X(logD)(E) →֒ Ω
•
X(E(⋆D)) est un quasi-isomorphisme.
3) Le morphisme ρE : DX
L
⊗DX(logD) E(D) → E(⋆D) est un isomorphisme
dans la cate´gorie de´rive´e.
Preuve. Notons pour simplifier V0 = DX(logD). L’e´quivalence entre 1) et 2)
provient de la re´gularite´ de E(⋆D):
Ω•X(E(⋆D)) ≃ Rj∗j
−1Ω•X(E(⋆D)) ≃ Rj∗  L.
3) ⇒ 2): Tout consiste a` conside´rer le diagramme commutatif suivant dans la
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cate´gorie de´rive´e des complexes de faisceaux de C-espaces vectoriels:
Ω•X(logD)(E)
incl.
−−−−→ Ω•X(logD)(E(⋆D))
≃
y ≃y
Ω•X(logD)(V0)⊗V0 E
Id⊗incl.
−−−−−→ Ω•X(logD)(V0)⊗V0 E(⋆D)
≃
y ≃y(
ωX(logD)
L
⊗V0 E
)
[−n]
Id⊗incl.
−−−−−→
(
ωX(logD)
L
⊗V0 E(⋆D)
)
[−n]
≃
y(∗) ≃y(∗)(
ωX
L
⊗V0 E(D)
)
[−n]
Id⊗incl.
−−−−−→
(
ωX
L
⊗V0 E(⋆D)
)
[−n]
≃
y ≃y(
ωX
L
⊗DX DX
L
⊗V0 E(D)
)
[−n]
Id⊗ Id⊗incl.
−−−−−−−−→
(
ωX
L
⊗DX DX
L
⊗V0 E(⋆D)
)
[−n]
=
y ≃y(∗∗)
ωX [−n]
L
⊗DX
(
DX
L
⊗V0 E(D)
)
Id⊗ρE
−−−−→ ωX [−n]
L
⊗DX E(⋆D)
≃
y ≃y
DR(DX
L
⊗V0 E(D))
DR(ρE)
−−−−−→ DR(E(⋆D)),
ou` les isomorphismes (∗) sont ceux qui proviennent de la proposition (2.2.4), et
l’isomorphisme (∗∗) est donne´ par
DX
L
⊗V0 E(⋆D) ≃ DX
L
⊗V0 V0(⋆D)⊗V0(⋆D)E(⋆D) ≃ V0(⋆D)⊗V0(⋆D)E(⋆D) ≃ E(⋆D).
Comme les fle`ches verticales sont des isomorphismes, si ρE est un isomorphisme
dans la cate´gorie de´rive´e, alors l’inclusion Ω•X(logD)(E) →֒ Ω
•
X(logD)(E(⋆D))
est un quasi-isomorphisme.
2) ⇒ 3): Re´ciproquement, par le diagramme pre´ce´dent, la proprie´te´ 2) entraˆıne
que DR(ρE) est un isomorphisme dans la cate´gorie de´rive´e. Soit Q le coˆne de
ρE. Il s’agit d’un complexe de DX -modules a` cohomologie cohe´rente dont le de
Rham est nul. Par l’argument de la preuve de 3)⇒ 1) dans le corollaire (3.1.6)
on de´duit que Q = 0 et donc ρE est un isomorphisme dans la cate´gorie de´rive´e.

(4.2) Corollaire. Les proprie´te´s suivantes sont e´quivalentes:
1. Le the´ore`me de comparaison logarithmique est vrai pour D.
2. Le morphisme ρ : DX
L
⊗DX (logD) OX(D)→ OX(⋆D) est un isomorphisme
dans la cate´gorie de´rive´e.
Le corollaire (4.2) nous dit en particulier qu’une condition ne´cessaire pour
que le the´ore`me de comparaison logarithmique soit vrai pour D est que la con-
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nexion logarithmique inte´grable OX(D) soit admissible, ou encore par le corol-
laire (3.1.4), que OX soit admissible, ce qui revient a` dire que D soit un diviseur
de Spencer dans la terminologie de [8], def. 3.3.
Si f = 0 est une e´quation re´duite locale deD, δ1, . . . , δn est une base locale de
Der(logD) et δi(f) = αif , en tenant compte de la pre´sentation (1), le the´ore`me
(4.2) peut s’e´noncer comme l’e´quivalence des proprie´te´s suivantes:
a) Le the´ore`me de comparaison logarithmique est vrai pour D.
b) (b-1) D est un diviseur de Spencer, (b-2) le DX -module des fonctions
me´romorphes le long de D est engendre´ par f−1 et (b-3) l’annulateur de
f−1 est le DX -ide´al a` gauche engendre´ par δ1 + α1, . . . , δn + αn.
En fait, graˆce a` la proposition 1.3 de [26], la condition (b-3) entraˆıne la condition
(b-2). Par conse´quent, on a le corollaire suivant:
(4.3) Corollaire. Les proprie´te´s suivantes sont e´quivalentes:
1. Le the´ore`me de comparaison logarithmique est vrai pour D.
2. Le complexe DX
L
⊗DX (logD) OX(D) est concentre´ en degre´ 0 et le mor-
phisme ρ : DX ⊗DX(logD) OX(D)→ OX(⋆D) est injectif.
En utilisant le corollaire (4.2) et l’argument de [8], th. 5.2 et lemme 5.3, nous
allons donner une nouvelle preuve diffe´rentielle non topologique du the´ore`me de
comparaison logarithmique pour les diviseurs libres localement quasi-homoge`nes.
(4.4) The´ore`me. ([7]) Si D est un diviseur libre localement quasi-homoge`ne,
alors l’inclusion
Ω•X(logD) →֒ Ω
•
X(⋆D)
est un quasi-isomorphisme.
Preuve. D’apre`s [5] et la proposition (1.2.3) nous savons que le complexe
DX
L
⊗DX(logD) OX(mD) est holonome et concentre´ en degre´ 0 pour toutm ≥ 1.
Tout d’abord nous allons calculer le cycle caracte´ristique des DX ⊗DX(logD)
OX(mD). Soit f = 0 une e´quation locale re´duite de D au voisinage d’un point
p ∈ D et δ1, . . . , δn une base de Der(logD)p, avec δi(f) = αif . Le module
OX,p(mD), m ≥ 1, est engendre´ comme DX,p(logD)-module par f
−m, dont
l’annulateur est l’ide´al a` gauche Im engendre´ par δ1 +mα1, . . . , δn +mαn (voir
(1)).
D’apre`s [6], Remark 5.10, DX,p/DX,pIm ≃ OX,p(⋆D) pour m ≫ 0 (il
faut que −m soit plus petit que la plus petite racine entie`re du polynoˆme de
Bernstein-Sato de f). Or, comme les symboles σ(δi+mαi) = σ(δi), i = 1, . . . , n
forment une suite re´gulie`re dans le gradue´ de DX,p pour tout m ≥ 0 (le diviseur
D est de Koszul, d’apre`s [5]), nous de´duisons que le cycle caracte´ristique de tous
les DX,p/DX,pIm co¨ıncide avec le cycle caracte´ristique de OX,p(⋆D).
Les raisonnements locaux pre´ce´dents se recollent et on conclut que tous
les DX -modules holonomes DX ⊗DX(logD) OX(mD), m ≥ 1, ont meˆme cycle
caracte´ristique e´gal au cycle caracte´ristique de OX(⋆D).
D’apre`s le corollaire (4.2), pour de´montrer le the´ore`me de comparaison log-
arithmique pour D il suffit de de´montrer que le morphisme DX -line´aire:
ρD,X : P ⊗ a ∈ DX ⊗DX(logD) OX(D) 7→ P (a) ∈ OX(⋆D) (4)
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est un isomorphisme, ou meˆme qu’il est injectif car les deux modules ont meˆme
cycle caracte´ristique.
Nous allons proce´der par re´currence sur la dimension n de la varie´te´ ambiante
X en utilisant la me´thode3 de [7], prop. 2.4.
Si n = dimX = 1, le re´sultat est clair. Supposons que le morphisme (4)
est un isomorphisme si D est un diviseur libre localement quasi-homoge`ne dans
une varie´te´ analytique complexe lisse X de dimension n− 1.
Soit maintenant D ⊂ X un diviseur libre localement quasi-homoge`ne dans
une varie´te´ analytique complexe lisse X de dimension n et p ∈ D. D’apre`s [7],
prop. 2.4 et lemme 2.2, (iv), il existe un voisinage ouvert U de p tel que pour
tout q ∈ U ∩ D, q 6= p, le germe (X,D, q) est analytiquement isomorphe a` un
produit (Cn−1 ×C, D′ ×C, (0, 0)), avec D′ ⊂ Cn−1 diviseur libre et localement
quasi-homoge`ne.
Posons X ′ = Cn−1 et notons π : X ′×C→ X ′ la projection. Par l’hypothe`se
de re´currence, le morphisme
ρD′,X′ : DX′ ⊗D
X′
(logD′) OX′(D
′)→ OX′(⋆D
′)
est un isomorphisme. Or, le morphisme
ρD′×C,X′×C : DX′×C ⊗D
X′×C(logD
′×C) OX′×C(D
′ × C)→ OX′×C(⋆(D
′ × C))
s’identifie avec π∗ρD′,X′ et donc est un isomorphisme. Par conse´quent, le mor-
phisme
ρD,X : DX ⊗DX(logD) OX(D) −→ OX(⋆D)
est un isomorphisme sur U − {p}.
Notons K le noyau de la restriction a` U de ρD,X . Il s’agit d’un module
holonome supporte´ par p. Par l’argument de [8], th. 5.2 et lemme 5.3, nous
de´duisons que K est nul, et par conse´quent ρD,X est injective, ce qui termine la
preuve du the´ore`me. 
(4.5) Corollaire. Si D est un diviseur libre localement quasi-homoge`ne et
j : X −D →֒ X est l’inclusion, on a des isomorphismes canoniques:
Ω•X(logD) ≃ Rj∗CX−D, j!CX−D ≃ Ω
•
X(logD)(OX(−D)).
Preuve. Le premier isomorphisme est une conse´quence du the´ore`me (4.4) et
du the´ore`me de comparaison de Grothendieck Ω•X(⋆D) ≃ Rj∗CX−D.
Le deuxie`me isomorphisme est une conse´quence du premier et du corollaire
(3.1.8). 
(4.6) Remarque. Notons que dans le corollaire pre´ce´dent, le morphisme
canonique j!CX−D → Rj∗CX−D correspond a` l’inclusion OX(−D) →֒ OX .
3Cette me´thode a e´te´ utilise´e aussi dans [5], th. 3.2; [8], th. 5.2; [6], prop. 5.2, th. 5.9.
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5 Exemples et questions
L’exemple suivant re´pond au proble`me 6.6. de [6] (voir (3.1.7)).
(5.1) Exemple. 4 Soit D ⊂ X = C3 le diviseur donne´ par l’e´quation re´duite
h = (xz + y)(x4 + y5 + xy4) = x2y4z + xy5z + xy5 + y6 + x5z + x4y = 0,
qui a e´te´ conside´re´ dans [9]. Le diviseur D est libre, une base de Der(logD)
e´tant {δ1, δ2, δ3}, avec
 δ1δ2
δ3

 =

 x2 + 54xy 34xy + y2 14xz2 − 14xz0 0 (xz + y)
4xy2 + y3 + 25x2 3y3 − x2 + 20xy y2z2 − 5xz − y2z + x



 ∂x∂y
∂z


On ve´rifie que:
-) δ1(h) = (
1
4xz +
19
4 x+ 6y)h, δ2(h) = xh, δ3(h) = (y
2z + 19y2 + 120x)h,
-) le de´terminant de la matrice des coefficients pre´ce´dente vaut h,
-) [δ1, δ2] = (x+ y −
1
4xz)δ2, [δ2, δ3] = (y
2z − 4y2 − 25x)δ2,
-) [δ1, δ3] = −(3y
2 + 30x)δ1 + (
5
2xz −
1
2x)δ2 + (
5
4x+
7
4y)δ3.
Nous allons prouver que D n’est pas un diviseur de Spencer (au voisinage
du point p = (0, 0, 0)). Pour cela voyons que la fibre en p du complexe
DX
L
⊗DX (logD) OX = DX ⊗DX (logD) Sp
•
DX(logD)
a une cohomologie non nulle en degre´ −1.
Notons encore d• la diffe´rentielle du complexe DX ⊗DX(logD) Sp
•
DX(logD)
.
L’image de d−2 est engendre´e comme DX -module a` gauche par:
d−2(1 ⊗ (δ1 ∧ δ2)) = −δ2 ⊗ δ1 + (δ1 − x− y +
1
4xz)⊗ δ2,
d−2(1⊗(δ1∧δ3) = (−δ3+3y
2+30x)⊗δ1+(−
5
2xz+
1
2x)⊗δ2+(δ1−
5
4x−
7
4y)⊗δ3,
d−2(1 ⊗ (δ2 ∧ δ3) = (−δ3 − y
2z + 4y2 + 25x)⊗ δ2 + δ2 ⊗ δ3.
Par conse´quent, tout e´le´ment P1 ⊗ δ1 + P2 ⊗ δ2 + P3 ⊗ δ3 de l’image de
d−2 ve´rifie que P3 appartient a` l’ide´al a` gauche I de DX engendre´ par δ2 et
ζ = δ1 −
5
4x−
7
4y.
Nous allons prouver que l’image de d−2 est contenue strictement dans le
noyau de d−1 au point p = (0, 0, 0).
Conside´rons les ope´rateurs diffe´rentiels:
Q1 = −yz
3
∂z
2−y2z∂x∂z−3y
2
z∂y∂z+yz
2
∂z
2−2yz2∂z+4y
2
∂x∂z−25xz∂y∂z+8yz∂z+
25x∂x∂z − x∂y∂z − 5y∂y∂z − 5z∂z
2 + ∂z
2 − 60∂z,
Q2 =
1
4
(
yz
4
∂z
2 + 4xyz2∂x∂z + 6y
2
z
2
∂x∂z + 2y
2
z
2
∂y∂z − 2yz
3
∂z
2 + 4xy2∂x
2 + 5y3∂x
2−
4xy2∂x∂y − 2y
3
∂x∂y − 3y
3
∂y
2 + 4yz3∂z − 4xyz∂x∂z − 6y
2
z∂x∂z − 2y
2
z∂y∂z+
25xz2∂y∂z + yz
2
∂z
2 + 4xyz∂x + 6y
2
z∂x + 2y
2
z∂y + 25xy∂x∂y + 4x
2
∂y
2 − xy∂y
2+
4Dans cet exemple nous avons utilise´ [13] et [16].
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20y2∂y
2−24yz2∂z−5xz∂y∂z+20yz∂y∂z+2yz
2−60xy∂x−16y
2
∂x−44y
2
∂y+25xz∂y+
20yz∂z − 4x∂y∂z − 4y∂y∂z − 20yz + 400x∂x − 16x∂y + 340y∂y − 45z∂z + 60y + 9∂z − 365) ,
Q3 =
1
4
(
4xz∂y∂z + 4yz∂y∂z − z
2
∂z
2 − 4x∂x∂z − 5y∂x∂z + y∂y∂z + z∂z
2 − 13z∂z + 10∂z
)
.
On ve´rifie que Q1δ1+Q2δ2+Q3δ3 = 0 et donc Q = Q1⊗δ1+Q2⊗δ2+Q3⊗δ3
est dans le noyau de d−1.
Voyons que le germe en p de Q3 n’appartient pas a` Ip, et donc le germe en
p de Q n’appartient pas a` la fibre en p de l’image de d−2.
Notons R = C[x, y, z] ⊂ OX,p, m = R(x, y, z), S = R[ξ1, ξ2, ξ3], l’extension
Sm = Rm[ξ1, ξ2, ξ3] ⊂ GrDX,p = OX,p[ξ1, ξ2, ξ3] e´tant fide`lement plate.
On a [δ2, ζ] = (x + y −
1
4xz)δ2, d’ou` le OX -module engendre´ par δ2 et ζ
est un sous-alge´bro¨ıde de Lie de F 1DX . D’autre part, les symboles σ(δ2) et
σ(ζ) = σ(δ1) forment une suite re´gulie`re dans R, et par platitude dans GrDX,p.
On ve´rifie que (S(σ(ζ), σ(δ2)) : σ(Q3)) = S(x, y), d’ou` (S(σ(ζ), σ(δ2)) :
σ(Q3)) ∩ R = R(x, y), et donc σ(Q3) /∈ Rm[ξ1, ξ2, ξ3](σ(ζ), σ(δ2)). Par fide`le
platitude, σ(Q3) /∈ GrDX,p(σ(ζ), σ(δ2)).
Le re´sultat cherche´ est donc une conse´quence de la proposition suivante,
dont la preuve est la meˆme que celle de la proposition 4.1.2 de [3].
(5.2) Proposition. Soit I un ide´al a` gauche de DX,p engendre´ par des
ope´rateurs P1, . . . , Pt d’ordre ≤ 1 tels que:
• La suite des symboles {σ(P1), . . . , σ(Pt)} est re´gulie`re dans GrDX,p.
• [Pi, Pj ] ∈
∑t
k=1 OXPk, 1 ≤ i, j ≤ t.
Alors σ(I) = GrDX,p(σ(P1), . . . , σ(Pt)).
(5.3) Exemple. Dans le cas non localement quasi-homoge`ne il y a des exemples
de connexions logarithmiques inte´grables telles que le morphisme naturel
DX
L
⊗DX(logD) E(kD)→ E(⋆D) (5)
n’est un isomorphisme pour aucun k > 0. Prendre par exemple une courbe
plane D ⊂ X = C2, d’e´quation f = 0, qui n’est pas quasi-homoge`ne et E = OX .
Dans ce cas on a:
1) Les complexes DX
L
⊗DX (logD) OX(kD), k ∈ Z, sont concentre´s en degre´
0, car D est de Koszul,
2) les morphismes DX ⊗DX (logD)OX(kD)→ OX(⋆D), k > 0, sont surjectifs,
car les fonctions me´romorphes sont engendre´es sur DX par f
−1 dans le
cas des courbes planes,
3) le morphisme DX
L
⊗DX (logD) OX(D) → OX(⋆D) n’est pas un isomor-
phisme, d’apre`s [4] et le the´ore`me (4.1),
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4) tous les DX -modules DX ⊗DX(logD) OX(kD), k ∈ Z, ont meˆme cycle
caracte´ristique, car D est de Koszul (voir la preuve du the´ore`me (4.4)).
Par conse´quent, le morphisme DX
L
⊗DX(logD) OX(kD) → OX(⋆D) n’est un
isomorphisme pour aucun k > 0.
Pourtant, dans le cas localement quasi-homoge`ne il est raisonnable de se
demander si le morphisme (5) est un isomorphisme pour k ≫ 0. Dans un
travail en cours nous e´tudions cette question en partant de la ge´ne´ralisation des
re´sultats de [6] au cas des connexions logarithmiques inte´grables.
(5.4) Proble`me. Est-ce que le complexe de de Rham logarithmique Ω•X(logD)
de tout diviseur libre D ⊂ X est analytiquement constructible?, ou de fac¸on
e´quivalente d’apre`s le the´ore`me de constructibilite´ de Kashiwara et [19], chap.
II, th. (4.1.5), est-ce que le complexe DX
L
⊗DX (logD) OX est a` cohomologie
holonome?
On peut aussi se poser la meˆme question pour les complexes de de Rham loga-
rithmiques associe´s a` des connexions logarithmiques inte´grables arbitraires.
(5.5) Proble`me. Est-ce que si OX est addmissible (i.e. D est un diviseur de
Spencer), alors toute connexion logarithmique inte´grable est admissible?
(5.6) Proble`me. Soit D un diviseur libre qui satisfait le the´ore`me de com-
paraison logarithmique. Dans [4] on a conjecture´ que D est Euler-homoge`ne
et d’apre`s le corollaire (4.2) nous savons que D est de Spencer. Pourtant, il
existe des diviseurs libres Euler-homoge`nes de Spencer, et meˆme de Koszul, qui
ne satisfont pas le the´ore`me de comparaison logarithmique: il suffit de pren-
dre une surface d’e´quation zf(x, y) = 0 ou` f(x, y) = 0 est l’e´quation re´duite
d’une courbe plane non quasi-homoge`ne. Une question naturelle est de trou-
ver des conditions suffisantes sur les diviseurs libres Euler-homoge`nes, autres
que la quasi-homoge´ne´ite´ locale (resp. que d’eˆtre de Koszul) qui garantissent le
the´ore`me de comparaison logarithmique (resp. d’eˆtre de Spencer).
Appendice
Dans cet appendice on fixe un homomorphisme d’anneaux commutatifs k → A
(i.e., A est une k-alge`bre). E´tant donne´e une (k,A)-alge`bre de Lie L, notons
U(L) son alge`bre enveloppante cf. [23]. Rappelons qu’elle est construite comme
le quotient de l’alge`bre tensorielle T•k(A ⊕ L) par l’ide´al bilate`re engendre´ par
les e´le´ments:
c · 1− i(c), c ∈ k,
i(a)⊗ i(b)− i(ab), a, b ∈ A ⊂ A⊕ L,
i(λ)⊗ i(a)− i(a)⊗ i(λ)− i(λ(a)), λ ∈ L, a ∈ A,
i(λ)⊗ i(µ)− i(µ)⊗ i(λ)− i([λ, µ]), λ, µ ∈ L,
i(aλ)− i(a)⊗ i(λ), λ ∈ L, a ∈ A,
i : A⊕ L→ T•k(A⊕ L) e´tant l’inclusion naturelle.
Une description alternative est donne´e dans [3], prop. 2.2.5, en utilisant
l’alge`bre tensorielle des bimodules et le fait que A⊕L est muni d’une structure
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de (A,A)-bimodule:
a(b+ λ) = ab+ aλ, (b+ λ)a = [ba+ λ(a)] + aλ, a, b ∈ A, λ ∈ L.
De plus, A⊕ L a aussi une structure de (k,A)-alge`bre de Lie.
L’alge`bre U(L) est un anneau filtre´ de la manie`re e´vidente.
Si L est un module libre de rang n sur A, le the´ore`me de Poincare´-Birkhoff-
Witt ([23], th. 3.1) nous dit que le gradue´ associe´ a` l’anneau U(L) est canon-
iquement isomorphe a` l’alge`bre syme´trique du A-module L.
Conside´rons maintenant un morphisme de (k,A)-alge`bres de Lie L0 → L
et le morphisme induit sur les alge`bres enveloppantes correspondantes U0 =
U(L0)→ U(L) = U . Si ε ∈ L0, on e´crira aussi ε pour son image dans L.
Supposons que M (resp. N) est un U -module a` droite (resp. un U0-module
a` gauche). Alors U ⊗U0 N est un U -module a` gauche, et donc M ⊗A [U ⊗U0 N ]
est un U -module a` droite.
D’autre part, comme M est aussi un U0-module a` droite par restriction des
scalaires, M ⊗A N est un U0-module a` droite.
Il est clair que le morphisme:
σ : M ⊗A N →M ⊗A [U ⊗U0 N ], σ(m⊗ n) = m⊗ [1⊗ n]
est U0-line´aire a` droite, et induit donc un morphisme U -line´aire a` droite:
λ : [M ⊗A N ]⊗U0 U →M ⊗A [U ⊗U0 N ].
(A.1) The´ore`me. Pour tout U -module a` droite P et pour tout morphisme
U0-line´aire a` droite α : M ⊗A N → P , il existe un seul morphisme U -line´aire a`
droite β : M ⊗A [U ⊗U0 N ]→ P tel que β ◦ σ = α.
Notons que le the´ore`me (A.1) nous dit que le morphisme σ ve´rifie la meˆme
proprie´te´ universelle que le morphisme naturel [M ⊗A N ] → [M ⊗A N ]⊗U0 U .
On a donc le corollaire suivant:
(A.2) Corollaire. Sous les hypothe`ses pre´ce´dentes, le morphisme
λ : [M ⊗A N ]⊗U0 U →M ⊗A [U ⊗U0 N ]
est un isomorphisme de U -modules a` droite.
Preuve du the´ore`me (A.1): L’unicite´ est claire.
Notons ∆0 = A⊕ L0,∆ = A⊕ L, T0 = T
•
k(∆0), T = T
•
k(∆).
Le morphisme β proviendra d’une application k-multiline´aire
ν : M × T ×N → P
satisfaisant certaines conditions.
Comme T =
⊕
T r, avec T 0 = k et T r = ∆⊗r (produit tensoriel sur k), il
suffit de de´finir des applications k-multiline´aires
νr : M × T
r ×N → P, r ≥ 0.
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Pour r = 0, on doit avoir clairement
ν0(m, c, n) = α((mc) ⊗ n).
On de´finit de manie`re re´currente νr : M × T
r ×N → P ,
νr(m, t1 ⊗ · · · ⊗ tr, n) = νr−1(mt1, t2 ⊗ · · · ⊗ tr, n)− νr−1(m, t2 ⊗ · · · ⊗ tr, n)λ1,
ou` on a e´crit ti = ai + λi, ai ∈ A, λi ∈ L.
On voit facilement que l’expression pre´ce´dente est bien de´finie sur le produit
tensoriel et que:
νr(ma, t1 ⊗ · · · ⊗ tr, n) = νr(m, (at1)⊗ · · · ⊗ tr, n), a ∈ A.
Notons Ir = {1, . . . , r}, et si E ⊂ Ir, E = {i1 < · · · < il} on e´crira:
tE = ti1 · · · til , λE = λilλil−1 · · ·λi1 (attention a` l’ordre).
Si a ∈ A on notera λE(a) = λil(λil−1(· · · (λi1 (a)) · · · )).
On de´montre par re´currence la formule suivante:
νr(m, t1 ⊗ · · · ⊗ tr, n) =
∑
E⊂Ir
(−1)♯(Ir−E)α((mtE)⊗ n)λIr−E .
A` partir du lemme de commutation (A.3), on de´montre les relations suivantes:
νr(ma, t1 ⊗ · · · ⊗ tr, n) = νr(m, t1 ⊗ · · · ⊗ tr, n)a, a ∈ A,
νr(m, t1 ⊗ · · · ⊗ (tra), n) = νr(m, t1 ⊗ · · · ⊗ tr, an), a ∈ A.
La preuve des trois lemmes suivants est laisse´e au lecteur.
(A.3) Lemme. (Lemme de commutation) Pour ti = ai + λi, i ∈ Ir, a ∈ A et
E ⊂ Ir on a:
atE =
∑
E′⊂E
(−1)♯(E−E
′)tE′λE−E′(a),
λEa =
∑
E′⊂E
λE′(a)λE−E′ .
(A.4) Lemme. Pour m ∈M,n ∈ N, ti ∈ ∆, i = 1, . . . , r − 1, tr ∈ ∆0, on a:
νr(m, t1 ⊗ · · · ⊗ tr, n) = νr−1(m, t1 ⊗ · · · ⊗ tr−1, trn).
(A.5) Lemme. Pour m ∈M,n ∈ N, ti ∈ ∆, i = 2, . . . , r, λ1 ∈ L, on a:
νr−1(mλ1, t2 ⊗ · · · ⊗ tr, n)− νr(m,λ1 ⊗ t2 ⊗ · · · ⊗ tr, n) =
= νr−1(m, t2 ⊗ · · · ⊗ tr, n)λ1.
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Ensuite on voit que l’application ν passe au quotient U = T/J et de´finit une
nouvelle application k-multiline´aire note´e encore
ν : M × U ×N → P,
qui graˆce aux lemmes pre´ce´dents de´finit l’application U -line´aire a` droite cherche´e
β : M ⊗A [U ⊗U0 N ]→ P
et le the´ore`me (A.1) est de´montre´. 
Soit maintenant M (resp. N) un U -module a` gauche (resp. un U0-module
a` gauche). Alors U ⊗U0 N est un U -module a` gauche, et donc [U ⊗U0 N ]⊗AM
est un U -module a` gauche.
D’autre part, comme M est aussi un U0-module a` gauche par restriction des
scalaires, N ⊗A M est un U0-module a` gauche. Il est clair que le morphisme
n⊗m ∈ N ⊗A M 7→ [1⊗ n]⊗m ∈ [U ⊗U0 N ]⊗A M
est U0-line´aire a` gauche et induit donc un morphisme U -line´aire a` gauche:
λ′ : U ⊗U0 [N ⊗A M ] −→ [U ⊗U0 N ]⊗A M.
Le the´ore`me suivant se de´montre de fac¸on tout a` fait analogue au the´ore`me
(A.1) et au corollaire (A.2):
(A.6) The´ore`me. Sous les hypothe`ses pre´ce´dentes, le morphisme
λ′ : U ⊗U0 [N ⊗A M ] −→ [U ⊗U0 N ]⊗A M
est un isomorphisme de U -modules a` gauche.
La situation pre´ce´dente s’applique au cas ou` L0 = 0 et U0 = A → U est
l’inclusion:
(A.7) Corollaire. Soit M un U -module a` gauche et N un A-module. Alors
il existe un unique isomorphisme U -line´aire a` gauche
λ′ : U ⊗A [N ⊗A M ] −→ [U ⊗A N ]⊗A M
qui envoie 1⊗ [n⊗m] dans [1⊗ n]⊗m.
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