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Abstract
The experimental techniques have evolved to a stage where various examples of nanostructures with non-
trivial shapes have been synthesized, turning the dynamics of a constrained particle and the link with
geometry into a realistic and important topic of research. Some decades ago, a formalism to deduce a
meaningful Hamiltonian for the confinement was devised, showing that a geometry-induced potential (GIP)
acts upon the dynamics. In this work we study the problem of prescribed GIP for curves and surfaces in
Euclidean space R3, i.e., how to find a curved region with a potential given a priori. The problem for curves
is easily solved by integrating Frenet equations, while the problem for surfaces involves a non-linear 2nd
order partial differential equation (PDE). Here, we explore the GIP for surfaces invariant by a 1-parameter
group of isometries of R3, which turns the PDE into an ordinary differential equation (ODE) and leads to
cylindrical, revolution, and helicoidal surfaces. Helicoidal surfaces are particularly important, since they are
natural candidates to establish a link between chirality and the GIP. Finally, for the family of helicoidal
minimal surfaces, we prove the existence of geometry-induced bound and localized states and the possibility
of controlling the change in the distribution of the probability density when the surface is subjected to an
extra charge.
Keywords: constrained dynamics, prescribed curvature, invariant surfaces, surfaces of revolution,
helicoidal surfaces, bound states
1. Introduction
The study of new material properties due to its shape has gained importance since the birth of nanoscience.
The experimental techniques have evolved to a stage where various examples of nanostructures whose shape
resembles planes, spheres, cylinders, and other non-trivial geometries, have been synthesized [1, 2]. However,
it is still difficult to establish a relation between the geometry and the quantum behavior of such systems. In
face of these developments, writing the appropriate equations for a particle confined somewhere is essential
to a proper understanding and modeling of these phenomena. In the 1950s De Witt addressed the problem
of describing a confinement in a curved space through a quantization procedure, which resulted however in
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an ordering ambiguity [3]. Later on, an approach which does not suffer from this ambiguity was devised by
Jensen and Koppe [4] in the 1970s and by Da Costa [5, 6] in the 1980s, showing that a geometry-induced
potential (GIP) acts upon the dynamics 1. Since then, some research on the subject has been reported, such
as a path integral formulation [13, 14], effects on the eigenstates of nanostructures [15, 16], interaction with
an electromagnetic potential [17, 18, 19, 20], modeling of bound states on conical surfaces [21, 22, 23], spin-
orbit interaction [24, 25, 26], electronic transport in nanotubes [27, 28], and bent waveguides [11, 29, 30, 31],
just to name a few.
For surfaces in R3, Encinosa and Etemadi [15] found that the shift in the ground-state energy may be
of sufficient order to be observable in quantum nanostructures. More recently, on the experimental side,
Onoe et al. reported on the observation of Riemannian geometric effects through the GIP on the Tomanaga-
Luttinger liquid exponent in a 1D metallic C60 polymer with an uneven periodic peanut-shaped structure
[32, 33]. In addition, Szameit et al. described the experimental realization of an optical analogue of the GIP
[34] (for more on the interplay between geometry and optics, see e.g. [35, 36]).
Inverse problems constitute an important subject from both experimental and theoretical viewpoints,
a classical problem being that of hearing the shape of a drum [37], i.e., the determination of information
about the geometry of a region that gives rise to a prescribed spectrum. More recently, we can mention
the success in the detection of gravitational waves [38], which allows one to infer information about the
spacetime geometry via measurements of an interferometric gravitational-wave detector. In the context of
the constrained quantum dynamics this kind of problem offers the possibility of engineering surfaces and
curves with a quantum behavior prescribed a priori through their geometry-induced potential and has been
already investigated for curves [30] and a class of revolution surfaces [39]. Nonetheless, a comprehensive
understanding of such an inverse problem for the constrained dynamics is still absent.
In this work we address the problem of prescribed GIP for curves and for surfaces in Euclidean space R3.
The former can be easily solved by integrating the Frenet equations, while the latter involves the solution
of a non-linear 2nd order PDE. We restrict ourselves to the study of surfaces invariant by a 1-parameter
group of isometries of R3, which turns the PDE for the prescribed GIP into an ODE and leads us to the
study of cylindrical, revolution, and helicoidal surfaces. The latter class is particularly important due to the
fact that, by screw-rotating a curve clock- and counterclockwisely, one can generate pairs of enantiomorphic
surfaces, which turn these objects the natural candidates to test and exploit a link between chirality and the
effects of a GIP. We show how to find helicoidal surfaces associated with a given non-negative function and
further specialize to the study of helicoidal minimal surfaces. For this class of minimal surfaces we prove the
existence of localized and geometry-induced bound states, then generalizing known results for the dynamics
on a helicoid [40], and also the possibility of controlling the change in the distribution of the probability
density when the surface is subjected to an extra charge.
The remaining of this work is organized as follows. In Section 2 we introduce notations, background
material, and discuss the confining formalism and appearance of a GIP. In Section 3 we address the prescribed
GIP problem and introduce the notion of invariant surfaces. Sections 4, 5, and 6, are devoted to the study
of the geometry of cylindrical, revolution, and helicoidal surfaces, respectively. Further, in Section 7, we
discuss some possible physical effects connected with the geometric properties of invariant surfaces, with
a special emphasis on the dynamics on helicoidal minimal surfaces. Finally, in Section 8 we draw some
conclusions.
2. Preliminaries
2.1. Differential geometry background
The Schro¨dinger equation on a Riemannian manifold (Mn, g) for a particle of massm under the influence
of a potential V is written as
i~
∂ψ
∂t
= − ~
2
2m
∆gψ + V ψ, (1)
1For more rigorous studies, see e.g. [7, 8, 9]; for studies allowing the confinement to vary along the constraint region, see
e.g. [10, 11], in which case analogies with the Born-Oppenheimer approximation is an important tool [12].
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where the Laplacian operator ∆g is given by (sum in repeated indexes)
∆g ψ =
1√
g
∂
∂qi
(√
g gij
∂ψ
∂qj
)
, (2)
g being the determinant of the metric gij in a coordinate system (q
1, ..., qn) and gij the coefficients of its
inverse: gikgkj = δ
i
j .
In this work will be primarily concerned with the quantum dynamics on a surface or a curve in Euclidean
space R3. In the following we introduce some basic notions concerning these objects that will be used
throughout this article.
Here, Σ always denotes a surface of class Ck, k ≥ 3. The coefficients of a metric gij of Σ, also known
as the first fundamental form, gives the line element ds2 = g11 du
2 + 2g12 du dv + g22 dv
2 and are obtained
from a parametrization x(u, v) of Σ as g11 = 〈xu,xu〉, g12 = g21 = 〈xu,xv〉, and g22 = 〈xv,xv〉, where
xu = ∂x/∂u and xv = ∂x/∂v span the tangent plane TpΣ at p = x(u, v). The first fundamental form has to
do with the intrinsic metric properties of the surface and any bending invariant can expressed as a function
of theses coefficients only [41, 42].
To obtain information on how the surface is (locally) embedded in the ambient space one introduces the
second fundamental form II = h11 du
2 + 2h12 du dv + h22 d
2v. By introducing a normal vector field N(p)
along Σ, e.g., N = (xu × xv)/ ‖xu × xv‖ ⊥ TpΣ, the coefficients of the second fundamental form are given
by h11 = 〈xuu,N〉, h12 = 〈xuv,N〉, and h22 = 〈xvv,N〉. From the first and second fundamental forms, the
Gaussian and Mean Curvatures of Σ are written as
K =
h11h22 − h212
g11g22 − g212
, H =
1
2
h11g22 − 2h12g12 + h22g11
g11g22 − g212
, (3)
respectively [41, 42]. It is possible to write the Gaussian curvature in terms of the coefficients of the first
fundamental form only, which makes it a bending invariant. However, expressing it also using the second
fundamental form can be more convenient in many cases. On the other hand, the same is not true for
the Mean curvature, it is not a bending invariant and depends on the way the surface is embedded in the
ambient space [41, 42].
Besides their fundamental role in geometric considerations, the Gaussian and Mean curvatures appear
in the quantum geometry-induced potential resulting from a confining procedure on a surface [4, 5]:
Vgip = − ~
2
2m
(H2 −K) . (4)
By a regular curve we mean the image of a Ck map α : I → R3, k ≥ 3, where I ⊆ R is an interval
and ‖α′(t)‖ 6= 0 for all t. It is always possible to parametrize a curve α with a parameter s in a way
that ‖α˙(s)‖ = 1, known as the arc-length parametrization. We introduce the unit tangent vector field
t(s) = dα(s)/ds along the curve and define the curvature function as κ(s) = ‖dt/ds‖ (it is a kind of scalar
acceleration if we see s as a time variable). Geometrically, the curvature function measures how much the
curve deviates from being a straight line2. If we introduce the notion of an osculating circle, i.e. the best
approximating circle for a curve in a given point, then it is possible to prove that κ(s0) = 1/R, where R is
the radius of the osculating circle at α(s0). We define the principal normal and the binormal vectors to be
n = t′/‖t′‖ and b = t × n, respectively. The vector fields {t,n,b} define the Frenet trihedron along the
curve, and they satisfy the Frenet equations [42]
d
ds

 tn
b

 =

 0 κ 0−κ 0 τ
0 −τ 0



 tn
b

 , (5)
2Indeed, line segments are precisely the curves which satisfy κ(s) ≡ 0.
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where τ is the the torsion of the curve α, which measures how much the curve deviates from being planar3.
The curvature and torsion can be expressed as κ(s) = ‖α′′‖ and τ(s) = 〈α′, α′′×α′′′ 〉‖α′×α′′‖−2, respectively
(if α is not parametrized by arc-length, the curvature is given as κ = ‖α′ × α′′‖/‖α′‖3 and the torsion is
still given by the same expression). The Frenet equation uniquely determines a curve up to rigid motions,
i.e., given two functions κ˜(s˜) > 0 and τ˜(s˜), then integration of the Frenet equations above for an initial
condition {t0,n0,b0}, formed by orthonormal vectors, determines a curve α with arc-length parameter s = s˜,
curvature function κ = κ˜, and torsion τ = τ˜ ; the curve parametrization is given by α(s) = α0 +
∫ s
s0
t(u)du.
Besides their fundamental role in geometric considerations for curves, the curvature appears in the
quantum geometry-induced potential resulting from a 1D confining procedure[4, 5]:
Vgip = − ~
2
8m
κ2 . (6)
Observe that the torsion does not enter the expression for the geometry-induced potential (this will be
discussed in the following).
2.2. Constrained Dynamics
Let a mass m in a space M be confined to some d-dimensional region Nd ⊆Md+k (the usual case being
Md+k = Rd+k). Then, what are the “correct” equations that govern the (constrained) dynamics on Nd? A
first approach would be to use the intrinsic coordinates of Nd and write the equations according to them4.
According to such an intrinsic scheme, the ambient space Md+k plays no relevant role at all. On the other
hand, a different and more realistic approach would be to appeal to an explicit confining mechanism. In
other words, one imposes that some kind of confining potential is responsible for the constraining, e.g., a
strong force acting in the normal direction to N . Here the ambient space Md+k may play some role, since
the confining potential “sees” the directions normal to Nd, and then the constrained equations may depend
on the way Nd is embedded on Md+k. Finally, one can also imagine a third different approach. Namely,
one writes the equations in Md+k according to some coordinate system adapted to Nd, i.e., coordinates
(u1, ..., ud+k) such that Nd = {u ∈M : ud+1 = ud+10 , ..., ud+k = ud+k0 } for some constants ud+i0 , i = 1, ..., k,
and then one takes the constrained dynamics on Nd as the dynamics inM after the last k coordinates being
fixed 5 : e.g., spheres in spherical coordinates. Generally, this approach is not equivalent to a confining
potential one [4, 43]. Indeed, since the equation LM (u) = 0, which describes the dynamics of the particle
in Md+k according to a differential operator LM , may involve derivatives with respect to u
d+1, ..., ud+k, in
general it does not follow that the solutions of LM (u ; {ud+i = ud+i0 }) are equivalent to the solutions of the
respective operator LN (u¯) on N written according to the adapted coordinate system.
In the classical mechanics picture, the approaches described above are shown to be equivalent, the
choice between them being a matter of convenience. However, on the quantum mechanical counterpart,
the dynamics must obey the uncertainty relations and, since any kind of confinement involves the fully
knowledge of some degrees of freedom, it is not clear if different approaches would lead to equivalent results
for the constrained dynamics. We also mention that, by approaching the problem through a quantization
procedure in the intrinsic coordinates of Nd, the resulting equations suffer from an ordering ambiguity [3].
On the other hand, a confining potential approach does not suffer from such a problem: the confining
potential approach gives a unique effective Hamiltonian to the confined dynamics [5].
In the 1970s Jensen and Koppe[4] showed how the many available approaches discussed above would lead
to non-equivalent results through the illustrative example of a circle of radius R. More recently, Bernard
and Lew Yan Voon [43] also discussed the non-equivalence for the case of spheroidal surfaces in R3, while
3Indeed, a curve is planar if and only if τ ≡ 0.
4For example, the dynamics governed by a differential operator LM in M , such as the Laplacian −∆M , is then described
by the respective operator LN written on the N
d-coordinates.
5We mention that, by the definition of a submanifold, it is always possible to find an adapted coordinate system in a certain
neighborhood of a point of Nd; naturally, u¯ = (u1, ..., ud) 7→ (u1, ..., ud, ud+10 , ..., u
d+k
0 ) ∈ M
d+k, for some constants ud+i0 ,
i = 1, ..., k, is a (local) parametrization of Nd into Md+k.
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Filgueiras et al. discussed the difference between intrinsic and confining potential approaches for conical
surfaces [22].
In order to find the equations for the constrained dynamics in a surface Σ ⊂ R3, Jensen and Koppe [4]
devised an approach which consists in describing the confinement by starting from the dynamics in the region
between two neighboring parallel surfaces and imposing homogeneous boundary conditions along them. So,
taking the limit as the distance between the neighboring surfaces goes to zero, one obtains the equations
that govern the constrained dynamics. Some years later, Da Costa devised an approach which consists in
applying an explicit strong confining potential to restrict the motion of the particle to the desired surface
(or curve) [5]. As expected, both formalisms coincide [4, 5]; for surfaces one finds [4, 5]
i~
∂ψ
∂t
= − ~
2
2m
[
∆Σ + (H
2 −K)]ψ ; (7)
while for curves one has [5]
i~
∂ψ
∂t
= − ~
2
2m
(
∆α +
κ2
4
)
ψ, (8)
where ∆α = d
2/ds2 is the Laplacian on the curve in terms of its arc-length parameter (see subsection 3.1
below). The above equations show that in general the intrinsic and confining potential approaches do not
lead to the same constrained dynamics. In the former, the dynamics is governed by the Laplacian operator
only, while in the latter the Laplacian is coupled to a scalar geometry-induced potential. So, in order to do
a more realistic study, where the global geometry should be taken into account, an extrinsic scheme would
be more appropriate. Additionally, the equations will be exactly the same only for (regions) of the plane or
spheres, since these are the only surfaces where H2 −K = 0, while the equality for curves occurs uniquely
for line segments, since it is demanded κ2 ≡ 0.
Finally, it is worth to mention that these results for the constrained dynamics are based on the assumption
that the confining potential Vconf is uniform, i.e., its equipotentials only depend on the distance from the
constraint region N ⊆ M : Vconf(q) = Vconf(dist(q,N)). The confinement is then put forward through a
limiting procedure, i.e., one considers a sequence of potentials {Vλ}λ that approximates the confining one
Vconf for λ→∞ [5]:
Vconf(q) = lim
λ→∞
Vλ(q) =
{
0 , q ∈ N
∞ , q 6∈ N , (9)
which allows for the decoupling between the tangential and normal degrees of freedom in the limit λ→∞.
So, one separates the Hamiltonian into a term that governs the low energy motion in the tangent direction,
which is the effective Hamiltonian along the constraint region, and a high energy motion in the normal
direction. However, in some context this hypothesis is no longer realistic and one can not suppose that the
equipotentials are equidistant. As a consequence, the tangential and normal degrees of freedom are coupled
[10, 11]. In what follows we will not consider such a possibility.
Let us finish this section by making some remarks concerning the role played by the torsion for curves.
Interestingly, the torsion of a curve does not appear in the GIP [5]. Nonetheless, Takagi and Tanzawa put
forward an investigation for a particle confined to a thin tube, which is twisted and curved to form a closed
loop [44], and described the effect of both curvature and torsion of the loop up to second order. They then
observed that the torsion may give rise to a geometry-induced Aharonov-Bohm effect. On the other hand,
in the study of the Schro¨dinger-Pauli equation for a spin-orbit coupled electron constrained to a space curve
[26], it was found that the torsion of the curve generates an additional quantum geometry-induced potential,
adding to the known curvature-induced one. In short, besides making the integration of the Frenet equations
more difficult (see section below), these studies suggest that by considering other effects, in addition to the
constraining for the Schro¨dinger equation, the torsion naturally appears in the discussion. Moreover, by
noticing that the torsion has to do with the derivative of the binormal vector b, which can be expressed
as b = (α′ × α′′)/‖α′ × α′′‖ [41, 42], one would say that the torsion is somehow related to an angular
momentum. So, it seems natural to expect that the torsion appears in those contexts where the angular
momentum plays a role.
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3. Curves and Surfaces with Prescribed Geometry-induced Potential
Exploiting the effects of an extra contribution to the Hamiltonian due to a confining potential approach
is essential and in this respect an important problem is that of a prescribed geometry-induced potential, i.e.,
the inverse problem of finding a curved region with a potential given a priori. The solution of this problem
offers the possibility of engineering surfaces and curves with a quantum behavior prescribed a priori through
their geometry-induced potential and has been already investigated for curves [30] and a class of revolution
surfaces [39].
For the confinement on a curve α : I → R3 the problem reduces to that of finding a curve with a
prescribed curvature function (6). The curve is then obtained after integration of the Frenet equations
(5) as α(s) = α0 +
∫ s
s0
t(u) du. It is worth to mention that in the case of planar curves, i.e., τ ≡ 0, the
parametrization of the solution curve for the Frenet equations are [42]{
x(s) = z1C(s) − z2 S(s) + x0
y(s) = z1 S(s) + z2 C(s) + y0
, (10)
where x0, y0, and zi are constants to be specified by the initial conditions and

S(s) = +
∫ s
s0
cos
( ∫ v
s0
κ(u) du
)
dv
C(s) = −
∫ s
s0
sin
(∫ v
s0
κ(u) du
)
dv
. (11)
Recently, del Campo et al. [30] exploited such an explicit solution in order to find pair of curves with the
same scattering properties. Finally, for τ 6= 0, it is possible to find the general solution for the Frenet
equations by writing them in term of a complex Riccati equation [42].
For surfaces, the situation is more complex. Indeed, the prescribed GIP problem generally demands the
solution of a 2nd order non-linear PDE. For example, assuming the surface to be the graph of a smooth
function Z(x, y), i.e., the parametrization is given by r(x, y) = (x, y, Z(x, y)), the Gaussian and Mean
curvatures are written as
K(x, y) =
ZxxZyy − Z2xy
(1 + Z2x + Z
2
y)
2
=
det(HessZ)
(1 + ‖∇Z‖2)2 (12)
and
H(x, y) =
Zxx(1 + Z
2
y)− 2ZxyZxZy + Zyy(1 + Z2x)
2(1 + Z2x + Z
2
y)
3/2
=
1
2
∇ ·
(
∇Z√
1 + ‖∇Z‖2
)
, (13)
respectively. The equation for K is a nonlinear elliptic PDE of Hessian type (also referred as Monge-Ampe`re
equation) [45], while the equation for H is a nonlinear elliptic PDE of divergent type [46].
A general study of the PDE associated with the prescribed GIP H2−K is not a trivial task. In addition
it can encode in its generality useless examples. In this respect, the study of particular classes can turn to be
more useful and insightful than a general analysis. So, instead of studying the prescribed potential problem
in general, which would lead us to the realm of non-linear analysis [45, 46], here we restrict ourselves to the
simpler, but still important and difficult, context of invariant surfaces (continuous symmetries). To be more
precise, we assume the surfaces to be invariant by a 1-parameter group of isometries of R3 [47, 48]. This
allows us to avoid the study of a non-linear PDE, since the symmetry turns the equation into an (non-linear)
ODE along the so called generating curve.
3.1. Surfaces invariant by a 1-parameter subgroup of isometries
Basically there exist three types of surfaces invariant by a 1-parameter subgroup of isometries of R3,
namely (i) cylindrical surfaces (translation symmetry), (ii) surfaces of revolution (rotational symmetry),
and (iii) helicoidal surfaces (screw rotation symmetry, i.e., a combination of a translation and a rotation).
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Due to their appealing symmetry, these surfaces are commonly encountered in applications and theoretical
studies in the context of a constrained dynamics: e.g., cylindrical surfaces to model rolled-up nanotubes [49]
and pi electron energies of aromatic molecules [50, 51]; surfaces of revolution as tractable examples to test
the validity and potentialities of an extrinsic confinement approach [15, 52]; and helicoidal surfaces to study
geometry-induced charge separation [40] and the relation to the concept of chirality [53], just to name a few.
A function T : R3 → R3 is an isometry of R3 if it satisfies for all q, q˜ ∈ R3 the relation 〈T (q), T (q˜)〉 =
〈q, q˜〉. These functions form the so called group of rigid motions of R3, which are composed by translations
Ta(q) = q + a and rotations R ∈ O(3) (or SO(3) if one imposes that T preserves orientation). By a one-
parameter subgroup of isometries we mean an action of the additive group (R,+) on the symmetry group
(rigid motions) of R3. In other words, a 1-parameter subgroup of isometries is a smooth map γ : R×R3 → R3
such that
(a) For all t ∈ R the map q 7→ γ(t, q), denoted by γt, is a rigid motion;
(b) For all t, s ∈ R, γt ◦ γs = γt+s and γ0 = Id is the identity map.
Up to a change of variables, every 1-parameter subgroup can be written as [48]
γ(t, q) = (q1 cos t+ q2 sin t,−q1 sin t+ q2 cos t, q3 + ht), (14)
or as
γ(t, q) = (q1, q2, q3 + ht), (15)
where h ∈ R is a constant, equal to zero for rotational symmetry in the former or equal to zero for the
identity map in the latter.
Remark: When discussing the constrained dynamics on a helicoidal surface it will prove useful to adopt
a different notation. More precisely, we will assume the 1-parameter subgroup of isometries to be
γ(t, q) = (q1 cos(ωt) + q2 sin(ωt),−q1 sin(ωt) + q2 cos(ωt), q3 + t),
where ω is a constant.
A surface Σ ⊆ R3 invariant by a 1-parameter subgroup of isometries of R3 is characterized by
∀ t ∈ R, Σ = γt(Σ) . (16)
Intuitively, we can approximate an invariant surface by successive applications, to a given curve α(s), of a
certain kind of rigid motion:
Σ ∼= {γt0(α(s)), γt0+∆t(α(s)), · · · , γt0+n∆t(α(s))}.
So, in the limit ∆t → 0, we generate the surface by continuously moving the curve α by the action of a
1-parameter subgroup γt. We call such a curve the generating curve, which can be assumed to be planar.
It follows that the values of the Gaussian and Mean curvature only depend on the values assumed along
the generating curve. As a corollary of the invariance of K and H , the prescribed GIP problem demands
the solution of an ODE instead of a PDE. In the next section we present a study of this problem for each
type of invariant surface.
4. Cylindrical surfaces with prescribed geometry-induced potential
Now we focus on the simplest instance of surfaces invariant by a 1-parameter subgroup of isometries,
namely, surfaces with translation symmetry. A cylinder is the standard example, it is just the surface
obtained by translating a circle. More generally, a cylindrical surface is obtained by taking a generating
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curve (the cross section) which can be any planar curve α(s) : I → R2 ⊂ R3 (for a study of cylindrical
surfaces with a varying cross section see [50]). We then translate this curve in the direction of a unit vector
a = (a1, a2, a3), where we assume a3 6= 0 in order to have a regular surface, i.e., a is out of the xy plane6. By
denoting α(s) = (x(s), y(s), 0), where s is an arc-length parameter, we have the following parametrization
for a cylindrical surface
X(s, t) = α(s) + t a. (17)
Observe that the generating curve does not need to be closed.
The coefficients of the first and second fundamental forms are given by
g11(s, t) = 1, g12(s, t) = cos θ, g22(s, t) = 1, (18)
and
h11(s, t) = h12(s, t) = 0, h22(s, t) = 〈α′ × α′′, a〉, (19)
respectively; where we have adopted the unit normal n = a×α′ and θ = cos−1〈α′, a〉 is the (constant) angle
between a and α′. Now we can compute the Gaussian and Mean curvatures of a cylindrical surface as
K ≡ 0 and H = a3[x
′(s) y′′(s)− x′′(s) y′(s)]
2 sin2 θ
, (20)
respectively. Notice, as expected, that due to the translation symmetry the Gaussian and Mean curvatures
are functions of s only. On the other hand, since K ≡ 0, the problem of a prescribed GIP H2 − K is
equivalent to the problem of finding cylindrical surfaces with prescribed Mean curvature. Then, given a
function H(s), one must solve the following system of 2nd order nonlinear ODEs{
x′ y′′ − x′′ y′ = 2 sin2 θa3 H(s)
(x′)2 + (y′)2 = 1
, (21)
where the second equation comes from the parametrization by arc-length.
For a planar curve α(s) = (x(s), y(s)), we can write the curvature function as [41, 42]
κ =
x′ y′′ − x′′ y′
[(x′)2 + (y′)2]3/2
. (22)
Then, we have the following result
Proposition 4.1. The Mean curvature H(s) of a cylindrical surface and the curvature function κ(s) of its
generating curve (cross section) are related according to
κ(s) =
2 sin2 θ
a3
H(s) , (23)
where θ is the (constant) angle between the direction of translation a = (a1, a2, a3) and the plane which
contains the generating curve. Moreover, it follows that Eq. (5) solves the problem of prescribed Mean
curvature, i.e., there is an equivalence between finding curves with prescribed curvature and finding cylindrical
surfaces with prescribed Mean curvature.
6We could have assumed a to be (0, 0, 1), but we decided to work with an arbitrary vector in order to include inclined
cylinders in our discussion.
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5. Surfaces of revolution with prescribed geometry-induced potential
A first attempt to solve the prescribed GIP problem for surfaces of revolution was devised by Atanasov
and Dandoloff [39]. They considered surfaces of revolution whose generating curve, to be rotated around
the z axis, is a graph on the xz plane. They also investigated the existence of bound states and surfaces in
the form of circular strips around the symmetry axis.
In the following, we consider surfaces of revolution without imposing any restriction on the generating
curve. We show that the equation for the prescribed GIP can be rewritten as a first order complex equation.
Further, we specialize to surfaces whose generating curve is a graph on the xz plane that can be rotated
around either the x or the z axis.
Given a curve α(s) = (x(s), 0, z(s)) on the xz plane (s being its arc-length parameter), the surface of
revolution obtained by rotating α around the z axis is parametrized by
x(s, φ) = (x(s) cosφ, x(s) sin φ, z(s)), (24)
where we must assume x(s) > 0 for all s.
The coefficients of the first and second fundamental forms are given by
g11 = 1, g12 = 0, g22 = x
2(s), (25)
and
h11 = x
′(s)z′′(s)− x′′(s)z′(s), h12 = 0, h22 = x(s)z′(s), (26)
respectively. From these expressions we find
U =
√
H2 −K = x(x
′z′′ − x′′z′)− z′
2x
. (27)
Observe the similarity of this expression with that of the Mean curvature:
H =
x(x′z′′ − x′′z′) + z′
2x
. (28)
Indeed, they are the same except for the exchange of the sign in front of z′. This similarity will be exploited
in the following.
The equation of prescribed U , or H , is a 2nd order non-linear ODE7. In the 80’s, Kenmotsu solved
the prescribed Mean curvature equation by transforming it in a 1st order complex linear ODE [54]: Z ′ −
2 iH Z + 1 = 0. This technique can be applied to our problem, i.e., we can write the equation for U as a
1st order complex ODE, which in our case is non-linear: Z ′ − 2 iU Z + |Z|2 = 0.
Multiplying Eq. (27) by x′, and using x′2 + z′2 = 1 and its derivative, we find
0 = 2xx′U + x′z′ − xz′′ = 2x
′
x
U −
(
z′
x
)
′
. (29)
On the other hand, multiplying Eq. (27) by z′, and using x′ 2 + z′ 2 = 1 and its derivative, we have
0 = 2xz′U + xx′′ − x′ 2 + 1 = 2z
′
x
U +
(
x′
x
)
′
+
1
x2
. (30)
Finally, defining Z(s) = x−1(s)[x′(s) + i z′(s)], we can glue the above equations together and write
Z ′(s)− 2 iU(s)Z(s) + |Z(s)|2 = 0 . (31)
In the next subsections we will study some particular classes of revolution surfaces where the equation
for the prescribed potential can be effectively solved.
7In fact, since we are assuming x′2 + z′2 = 1, the prescribed curvature problem is given by a system of 2nd order non-linear
ODE’s.
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5.1. Surfaces whose generating curve is a graph rotated around a vertical axis
In the end of the 1990s, Baikoussis and Koufogiorgos [55] studied the problem of finding helicoidal
surfaces with prescribed Mean or Gaussian curvatures. They assumed a parametrization given by
x(ρ, φ) = (ρ cosφ, ρ sinφ, λ(ρ) + hφ), ρ > 0, (32)
where h is a constant and λ(ρ) a smooth function, which represents the generating curve (ρ, 0, λ(ρ)). As
natural, φ stands for the rotation angle around the Oz axis, the screw axis, and ρ for the distance from it.
If h = 0, the helicoidal surface is just a surface of revolution, while if λ ≡ 0 and h 6= 0 one has the
usual helicoid surface. In addition, since the generating curve λ is supposed to be a graph, cylinders are not
covered by (32) (such an example will be covered in the following subsection by allowing a rotation around
the x axis).
The problem of prescribed Mean or Gaussian curvatures is then solved by writing the curvatures of the
given surface in terms of the parameters h and λ(ρ). This leads to an ODE that, if properly manipulated,
can be written as
ρ
2
A′(ρ) +A(ρ) = H0(ρ) and
1
2ρ
(B2(ρ))′ = K0(ρ), (33)
where
A =
λ′√
ρ2(1 + λ′ 2) + h2
; B2 =
ρ2λ′ 2 + h2
ρ2(1 + λ′ 2) + h2
. (34)
We now apply these ideas to surfaces of revolution by imposing h = 0. It follows that B2 = ρ2A2, which
gives us the following ODE in terms of U (=
√
H2 −K)
ρ2
4
(A′)2 = U2 ⇒ A(ρ) = ±
(
2
∫
U(ρ)
dρ
ρ
+ a1
)
, (35)
where a1 is a constant of integration. Using this in Eq. (34) under the condition h = 0, one obtains an ODE
for the generating curve λ(ρ):
λ′ 2 = A2 ρ2 (1 + λ′ 2)⇒ [1− ρ2A2]λ′ 2 = ρ2A2 ≥ 0. (36)
By continuity, if 1− ρ20A(ρ0) > 0 at some ρ0 ∈ R− {0}, then 1− ρ2A2(ρ) > 0 on a neighborhood of ρ0. So,
one gets the general solution in the neighborhood of ρ0
λ(ρ) = ±
∫
ρA(ρ)√
1− ρ2A2(ρ) dρ+ a2, (37)
where A(ρ) is given by Eq (35) and a2 is another constant of integration.
In short, given a smooth function U(ρ), we can define a 2-parameter family of curves
γ(ρ;U(ρ), a1, a2) = ±
∫ ρ(2 ∫ U dρρ + a1)
[1− ρ2(2 ∫ U dρρ + a1)2]1/2 dρ+ a2 . (38)
which furnishes a 2-parameter family of surfaces of revolution with a GIP
√
H2(ρ)−K(ρ) = U(ρ) by ap-
plying a rotation around the z-axis.
Example 5.1: (vanishing geometry-induced potential) For U ≡ 0, Eq. (35) gives A(ρ) = a1 constant and,
from Eq. (38), one has
λ(ρ) =
{
±
√
a−21 − ρ2 + a2 , a1 6= 0
a2 , a1 = 0
. (39)
Then, for a1 6= 0, one has a sphere of radius R = 1/a1, and if a1 = 0 one has a region of a plane. By a well
known result, the only surfaces satisfying H2 − K ≡ 0 are (pieces of a) sphere or plane (see Ref. [41], p.
10
147). In this way we recovered the two cases of surfaces where H2 −K ≡ 0.
Example 5.2: (constant geometry-induced potential) Remember that for a cylinder of radius R, the geometry-
induced potential is U ≡ (2R)−1. However, a cylinder can not be obtained from the parametrization in Eq.
(32); for a cylinder x(ρ, φ) = (R cosφ,R sinφ, ρ). Now we show that there are other examples of surfaces
of revolution, which are not a cylinder, with U ≡ U0 6= 0 constant. The importance of such examples lies in
the fact that surfaces with a constant GIP have the same set of eigenfunctions of the problem without the
GIP8.
Indeed, assuming U(ρ) = U0 constant, Eq. (38) gives
λ(ρ) = ±
∫ ρ
ρ0
x
(
2U0 ln
(
x
ρ0
)
+ a1
)
[1− x2(2U0 ln
(
x
ρ0
)
+ a1)2 ]1/2
dx+ a2 . (40)
The rotation of this curve around the z axis generates a non-cylindrical surface with constant GIP U0.
5.2. Surfaces whose generating curve is a graph rotated around a horizontal axis
Now we focus on another class of surfaces of revolution. In the previous analysis, the curve on the xz
plane to be rotated around the z axis was supposed to be a graph, i.e., of the form z = z(x). In this way,
the surfaces obtained do not include cylinders and, more generally, do not include the surface of deformed
nanotubes [27] also. To include such examples, we can enlarge our class of surfaces by allowing a rotation
of a curve z = z(x) around the x axis. We can parametrize these surfaces according to
x(q, φ) = (q, ρ(q) sinφ, ρ(q) cosφ), (41)
where ρ(q) > 0 is a function which represents the distance to the rotation axis and defines the generating
curve (q, 0, ρ(q)) in the xz plane to be rotated around the x axis. As usual, φ is the angle of rotation.
The geometry-induced potential of such surfaces can be written as [27]
Vgip = − ~
2
2m
[1 + ρ′(q)2 + ρ(q)ρ′′(q)]2
4ρ(q)2[1 + ρ′(q)2]3
, (42)
which furnishes for U =
√
H2 −K the expression
± U = 1 + ρ
′(q)2 + ρ(q)ρ′′(q)
2ρ(q)[1 + ρ′(q)2]3/2
= − ρ
2ρ′
dA
dq
, (43)
where
A =
1
ρ(q)[1 + ρ′(q)2]1/2
. (44)
Then, we have the following differential equation for A
ρ
dA
dq
+ 2(±U)dρ
dq
=
[
ρ
dA
dρ
+ 2(±U)
]
dρ
dq
= 0. (45)
If ρ′ ≡ 0, then ρ = constant and we have a cylinder. Otherwise, we find the following ODE in terms of ρ
ρ
dA
dρ
+ 2(±U) = 0⇒ A(ρ) = ±
(
2
∫
dρ
ρ
U(ρ) + a1
)
, (46)
8Indeed, two Hamiltonians Hˆi = −~2/2m∆g+Gi differ by a constant, i.e., G1−G2 ≡ constant, if and only if they have the
same set of eigenfunctions when subjected to the same boundary conditions. In this case, if E
(1)
n and E
(2)
n denote the respective
eigenvalues for the same eigenfunction ψn, we have E
(1)
n −E
(2)
n = G1−G2 (notice that the gap between the eigenvalues satisfies
E
(2)
n+k − E
(2)
n = E
(1)
n+k − E
(1)
n ).
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where a1 is a constant of integration. Notice that this last equation is identical to Eq. (35), with the
difference that here ρ = ρ(q) is the function that we are trying to find.
Now, by using the definition of A, we find
dρ
dq
= ±
√
1− ρ2A2
ρ2A2
⇒ q(ρ) = ±
∫
ρA√
1− ρ2A2 dρ+ q0 . (47)
This equation is identical to Eq. (37), but instead of obtaining the function which gives the generating curve,
we obtained its inverse. This result reveals a certain duality between the surface of revolution obtained by
rotating a curve z = z(x) around the x or the z axes. In other words,
Proposition 5.1. Let U be a smooth function of one variable, then each curve of the 2-parameter family
given in (37) generates a surface of revolution whose geometry-induced potential is
√
H2 −K = U when
rotated around the x or the z axis.
6. Helicoidal surfaces
The definition of chirality comes from the fact that some objects can not be transformed into their mirror
image under applications of rigid motions. This idea is present in many scientific areas and is of fundamental
importance [56]. It appears in nature, such as tendrils and gastropod shells, and more fundamentally in the
structure of DNA molecules. The study of chiral molecules is an important branch of stereochemistry with
many applications in inorganic, organic, and physical chemistry, and also with several implications for the
pharmaceutical industry. The concept of chirality is also present in particle physics and condensed matter
[57]. In particular, this concept has proved to be useful in understanding some recent experimental results
related to electronic, mechanical, and optical properties of nanotubes [58].
Recently, a link between chirality and the constrained particle dynamics was observed in the study of
a particle on a helicoid [40, 53]. A helicoid is a particular instance of a helicoidal surface. These surfaces
form the natural candidates to investigate a link with the concept of chirality. Indeed, given a curve
α(ρ) = (ρ, 0, λ(ρ)) on the xz plane, we can obtain enantiomorphic surfaces by screw-rotating α around the
z axis clock and counterclockwisely:
(ρ cos(ωφ), ρ sin(ωφ), λ(ρ) + φ)↔ (ρ cos(ωφ),−ρ sin(ωφ), λ(ρ) + φ) . (48)
Observe that the sign of the constant ω can be used in order to control the chirality of the respective surface.
In the following, we study the geometric properties of helicoidal surfaces and comment on the existence
of the so-called natural parameters, which allows for a better understanding and unified approach to such
surfaces. The study of the respective Schro¨dinger equation under the influence of the GIP in such a coordi-
nate system, along with some comparisons with known results for the dynamics on a helicoid, are present
in the next section.
6.1. Parametrization by natural parameters
Helicoidal surfaces are invariant by a rotation in combination with a translation (screw-rotation), the
standard example being a helicoid, whose generating curve is just a line segment (ρ, 0, 0):
Xhelic(ρ, φ) = (ρ cos(ωφ), ρ sin(ωφ), φ), (49)
where ω is a constant. If L is the height of the helicoid, then we can write ω = 2pin/L, where n is the
number of twists around the screw-rotation axis. Moreover, the sign of ω governs the distinct chiralities
states exhibited by helicoidal surfaces and has some consequences for the dynamics [40, 53].
Remark: In the previous Section we have already encountered helicoidal surfaces, Eq. (32), but here we
adopt a different notation in order to ease comparisons with known results for the dynamics on a helicoid.
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As a consequence, surfaces of revolution are not allowed, since a translation in the direction of the screw
axis is always present. However, surfaces of revolution can be formally obtained by changing ωφ 7→ φ and
then taking ω →∞.
For the helicoid, the coordinate system (ρ, φ) allows for a simple interpretation: φ represents the rotation
angle (observe that the translation in the direction of the screw axis is proportional to the angular rotation),
while the ρ-constant curves are helices; ρ is the distance from the screw axis. On the other hand, for a
general helicoidal surface, the translation along the screw axis has an extra contribution, which depends on
the height of the generating curve α(ρ) = (ρ, 0, λ(ρ)), ρ > 0. Then, we have
X(ρ, φ) = (ρ cos(ωφ), ρ sin(ωφ), λ(ρ) + φ). (50)
In the above parametrization of a helicoidal surface the coordinate system (ρ, φ) does not have the same
interpretation as happens for a helicoid. Indeed, in order to achieve that one could use a coordinate system
composed of natural parameters. More precisely, we say that a helicoidal surface Σ is parametrized by
natural parameters (ξ, χ) if:
(i) ξ-curves (χ constant) are parametrized by the arc-length parameter; and
(ii) χ-curves (ξ constant) are helices orthogonal to the ξ-curves.
In other words, since ξ is the arc-parameter of a χ-curve, the parameter ξ represents a distance from the
screw axis, while χ denotes the parameter along the orbits of the screw rotation symmetry, i.e., helices. This
is precisely what happens for a helicoid, where ξhelic = ρ and χhelic = φ (here λhelic ≡ 0).
A useful consequence of using natural parameters is that the metric can be written in a simpler form:
ds2 = dξ2 + U2(ξ) dχ2, (51)
for some function U .
It is possible to show that every helicoidal surface admits a reparametrization by natural parameters
[47]. Indeed, from the line element
ds2 = (1 + λ′ 2)dρ2 + 2λ′dρ dφ+ (1 + ω2ρ2)dφ2 (52)
=
(
1 +
ω2ρ2λ′ 2
1 + ω2ρ2
)
dρ2 + (1 + ω2ρ2)
(
dφ+
λ′ 2
1 + ω2ρ2
dρ
)2
, (53)
one finds the desired coordinate system (ξ, χ) = (ξ(ρ, φ), χ(ρ, φ)) by solving

dξ =
(
1 +
ω2ρ2λ′ 2
1 + ω2ρ2
)1/2
dρ
dχ =
λ′
1 + ω2ρ2
dρ+ dφ
. (54)
Observe that our notations are slightly distinct from that of Do Carmo and Dajczer [47]: (ξ, χ, ωφ, ω, a)ours 7→
(s, t, φ, 1/h,m)theirs.
Using natural parameters (ξ, χ) to write the line element gives
ds2 = dξ2 + (1 + ω2ρ2)dχ2, (55)
which, by taking into account that ρ does not depends on χ, i.e., ρ = ρ(ξ), and consequently also λ = λ(ξ),
can be rewritten as
ds2 = dξ2 + U2(ξ)dχ2, (56)
where U2(ξ) = 1 + ω2ρ2(ξ). For a helicoid, the map (ρ, φ) 7→ (ξ, χ) is just the identity and, therefore, one
has U2helicoid(ρ = ξ) = 1 + ω2ρ2.
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The function U encodes all the geometric information of its associated helicoidal surface and, conse-
quently, both the Gaussian and the Mean curvatures are written in terms of U . Further, we mention that U
also determines the geometry-induced potential which governs the behavior of a quantum particle confined
on the associated helicoidal surface.
A natural question now is if we can associate a helicoidal surface with a given non-negative function
U˜(ξ), i.e.,
Problem: Given a function U˜(ξ) > 0, is it possible to find a constant ω˜ and some functions ρ, φ, and λ, such
that the helicoidal surface
X(ρ, φ) = (ρ cos(ω˜φ), ρ sin(ω˜φ), λ(ρ) + φ)
has its line element written in natural coordinates as ds2 = dξ2 + U˜2 dχ2?
This problem do admit a solution to any given function U > 0. In fact, it is always possible to find a
2-parameter family of helicoidal surfaces associated with it. This is precisely the content of the Bour Lemma
[47]. It states that for every non-zero function U there exists a 2-parameter family of isometric helicoidal
surfaces associate with it. The functions (ρ, φ) and λ(ρ) which characterize the helicoidal surface can be
written as [47] 

ρ = ρ(ξ) =
1
ω
√
a2 U2 − 1
λ = λ(ξ) =
1
ω
∫
dξ
aU
a2 U2 − 1
√
a2U2 [ω2 − a2 U˙2]− ω2
φ = φ(ξ, χ) =
χ
a
− 1
ω
∫
dξ
√
a2 U2 [ω2 − a2 U˙2]− ω2
aU [a2 U2 − 1]
, (57)
where a dot represent the derivative with respect to ξ: U˙ = dU/dξ. By varying the constants a and ω above,
we generate a 2-parameter family of isometric helicoidal surfaces associated with the U given a priori9.
Finally, the Gaussian and Mean curvatures are written as [47]
K = K(ξ) = −U¨U , (58)
and
H = H(ξ) =
a2 U U¨ + a2 U˙2 − ω2
2
√
a2 U2 [ω2 − a2 U˙2]− ω2
(59)
respectively, where he have adopted the surface normal N = U−1(∂χX × ∂ξX).
According to the Bour lemma, we have for each function U a 2-parameter family of isometric helicoidal
surfaces [U , ω, a]. This means that the metric, and also the Gaussian curvature, is the same for all the heli-
coidal surfaces in the family. However, since the Mean curvature is not a bending invariant, the parameters
ω and a can give rise to different values of H . It follows that these parameters can be of physical relevance,
since the geometry-induced potential also depends on the Mean curvature H .
Example 6.1: (helicoidal minimal surfaces) Imposing the condition H = 0 to Eq. (59) gives
a2U U¨ + a2U˙2 = ω2 ⇒ U2(ξ) = 1
a2
(ω2ξ2 + 2ω1ωξ + ω0), (60)
where ω0, ω1 are constants satisfying b = ω0 − ω21 ≥ 1, since a2U2 − 1 > 0. In short, helicoidal minimal
surfaces are characterized by a quadratic polynomial (for the particular case of a helicoid, we have a = ω0 = 1
9If we choose U = U0 to be a constant function, then we obtain a 2-parameter family of helicoidal surfaces which are
contained on a cylinder of radius ρ =
√
a2U20 − 1.
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and ω1 = 0). The Gaussian curvature of a helicoidal minimal surface is given by
K(ξ) = −ω
2(ω0 − ω21)
a4U4 = −
b ω2
[(ωξ + ω1)2 + b]2
< 0 . (61)
The solution of Eq. (57) for a helicoidal minimal surface is

ρ = ρ(ξ) =
1
ω
√
ω2ξ2 + 2ω1ωξ + ω0 − 1
λ(ξ) =
√
b− 1
∫
dξ
1√
ω2ξ2 + 2ω1ωξ + ω0 (ω2ξ2 + 2ω1ωξ + ω0 − 1)
φ = φ(ξ, χ) =
χ
a
−
√
b− 1
∫
dξ
√
ω2ξ2 + 2ω1ωξ + ω0
ω2ξ2 + 2ω1ωξ + ω0 − 1
. (62)
The parameter a plays no relevant role. Indeed, by doing χ 7→ aχ, we see that all the surfaces with distinct
a have the same image but different parametrizations.
7. Schro¨dinger equation on invariant surfaces
In the previous sections, we have introduced and studied the geometry of surfaces invariant by a 1-
parameter subgroup of isometries of R3. In this section, we devote our attention to the Schro¨dinger equation
for a constrained particle on such surfaces.
All the three types of invariant surfaces have in common the following property: they admit the existence
of a coordinate system (u, v) such that the respective line element can be written as
ds2 = du2 + f2(u) dv2, (u, v) ∈ [u0, u1]× [v0, v1], (63)
where f is a positive smooth function. Since such a metric has g12 = 0, the Gaussian curvature (which only
depends on the coefficients gij) can be expressed as
K = − 1
2
√
g11g22
[
∂
∂v
(
g11,2√
g11g22
)
+
∂
∂u
(
g22,1√
g11g22
)]
= − f¨
f
, (64)
where gij,k = ∂gij/∂q
k, with q1 = u, q2 = v, and a dot denotes the derivative with respect to u. Naturally,
the Mean curvature does not admit such a unified description, since it is not a bending invariant.
Let Σ be an invariant surface with coordinate system (u, v) as above. The Hamiltonian reads
Hˆ = − ~
2
2m
∆g + Vgip = − ~
2
2mf
[
∂
∂u
(
f
∂
∂u
)
+
1
f
∂2
∂v2
]
+ Vgip . (65)
Now, rescaling the wave function as ψ 7→ ψ/g1/4 = ψ/√f (the Hamiltonian Hˆ should be rescaled as
f
1
2 Hˆ f−
1
2 ), we have
Hˆ = − ~
2
2m
[
∂2
∂u2
+
1
f2
∂2
∂v2
]
+ Veff , (66)
where
Veff = − ~
2
2m
(
− f¨
2f
+
f˙ 2
4f2
)
− ~
2
2m
(H2 −K), (67)
= − ~
2
2m
(
f˙ 2
4f2
+
f¨
2f
)
− ~
2
2m
H2 . (68)
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As a corollary, it follows that the stationary Schro¨dinger equation can be solved by separation of variables.
Indeed, writing ψ(u, v) = A(u)B(v), we have
1
B(v)
d2B(v)
dv2
= −
(
U(u) + k2
)
f2(u)− f
2(u)
A(u)
d2A(u)
du2
, (69)
where k2 = 2mE/~2 and U(u) = −2mVeff (u)/~2. This procedure furnishes the following equations

B′′(v) = −λB(v)
A′′(u) +
(
U(u) + k2 − λ
f2(u)
)
A(u) = 0
, (70)
whose solutions depends on the imposed boundary conditions.
The above equations clearly show that for an invariant surface the stationary Schro¨dinger equation
decouples into an equation along the orbits of the 1-parameter subgroup (v-curves) and an effective equation
along the direction orthogonal to the orbits (u-curves), i.e., an effective equation along the generating curve.
7.1. Schro¨dinger equation for cylindrical surfaces
For a cylindrical surface one has

ds2cyl = du
2 + dv2
Kcyl ≡ 0, Hcyl = x˙y¨ − x¨y˙
2
=
κ
2
, (71)
where κ(u) is the curvature function of the cross section α(u) = (x(u), y(u), 0) (generating curve), u being
its arc-length, which is translated in the direction of (0, 0, 1). Thus, the decoupled equations (70) read{
B′′(v) = −λB(v)
A′′(u) + κ
2
8
A(u) + (k2 − λ)A(u) = 0
. (72)
For a cylindrical surface we may assume homogeneous boundary conditions for the v-directions. Then, the
energy spectrum is given by
Ecyl(nu, nv) =
h2n2v
8mL2v
+ Eκ,nu , (73)
where Lv is the height of the cylindrical surface, with nv ∈ {1, 2, ...}, and Eκ,nu is the nu-th eigenenergy of a
constrained particle in a 1D box of length Lu under a potential Vgip = −~2κ2/8m: a box with homogeneous
or periodic boundary conditions if α is open or closed, respectively.10.
7.2. Schro¨dinger equation for surfaces of Revolution
For a surface of revolution one has

ds2rev = du
2 + x2(u)dv2
Krev = − x¨x , Hrev =
x(x˙z¨ − x¨z˙) + z˙
2x
, (74)
where α(u) = (x(u), 0, z(u)), with x > 0, is the generating curve which is rotated around the z axis, with
arc-length parameter u. Then, the decoupled equations (70) read

B′′(v) = −λB(v)
A′′(u) +
(
x˙2
4x2
+
x¨
2x
+H2rev
)
A(u) +
(
k2 − λ
x2
)
A(u) = 0
. (75)
10In an intrinsic approach, i.e., in the absence of Vgip = −~2κ2/8m, one would find Ecyl(nu, nv) = h
2n2v/8mL
2
v+h
2n2u/8mL
2
u,
with nu, nv ∈ {1, 2, ...}, for an open cross section or Ecyl(nu, nv) = h
2n2v/8mL
2
v + h
2n2u/2mL
2
u, with nu ∈ {1, 2, ...} and
nv ∈ {0, 1, 2, ...}, for a closed cross section [50].
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For a revolution surface we may assume an angular periodicity for the v-curves, which gives λ = m2χ, mχ ∈ Z.
Then, the effective dynamics in the u-direction is
− ~
2
2m
A′′(u)− ~
2
2m
(
x˙2 + 2xx¨− 4m2χ
4x2
+H2rev
)
A(u) = E A(u) . (76)
Depending on the concavity of x(u) and on the values of the angular momentum quantum number mχ, the
contribution of x˙2 + 2xx¨− 4m2χ in the effective potential for the u-direction can be attractive or repulsive,
then changing the way it favors the existence of geometry-induced bound states [21, 39].
7.3. Schro¨dinger equation for helicoidal surfaces
For a helicoidal surface one has

ds2hel = du
2 + U2(u)dv2
Khel = −U¨U , Hhel =
a2 U U¨ + a2 U˙2 − ω2
2
√
a2 U2 [ω2 − a2 U˙2]− ω2
, (77)
where u = ξ and v = χ are natural parameters of the helicoidal surface introduced in section 6. Then, the
decoupled equations (70) read

B′′(v) = −λB(v)
A′′(u) +
(
U˙2
4U2 +
U¨
2U +H
2
hel
)
A(u) +
(
k2 − λU2
)
A(u) = 0
. (78)
The standard example of a helicoidal surface is that of a helicoid. For such a surface it is known that
particles with distinct angular quantum numbers tend to localize in distinct parts of the helicoid and also that
there exist geometry-induced bound states [40]. In the following we extend these findings to all helicoidal
minimal surfaces (the helicoid being the simplest example) and, due to the existence of other parameters
associated to a helicoidal minimal surface, we show in addition the possibility of controlling the change in
the distribution of the probability density when the surface is subjected to an extra charge, i.e., where the
particles are find with greatest probability.
7.4. Constrained dynamics on helicoidal minimal surfaces
For a helicoidal minimal surface one has H ≡ 0 and U2 = (ωξ+ω1)2+ b as seen in Example 6.1 (without
loss of generality, we set a = 1). Then, the decoupled Schro¨dinger equation reads (u = ξ, v = χ)
B′′(χ) = −λB(χ) (79)
and
A′′(ξ) +
ω2
4
{
1− λ
b+ (ωξ + ω1)2
+
b
[b+ (ωξ + ω1)2]2
}
A(ξ) + k2A(ξ) = 0 . (80)
Writing the solution for B as B(χ) = eikχ χ furnishes
λ = k2χ, (81)
with kχ being the partial moment in the χ direction. The canonical momentum associated to the coordinate
χ, Lχ = −i ~/ω ∂χ, has the same eigenfunctions as the equation for B. The momentum kχ is quantized
according to
kχ = mχ ω ,mχ ∈ Z . (82)
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Figure 1: The behavior of the effective potential Veff as a function of ξ with ~
2/2m = 1, ω = 1, ω1 = 0, and different values
of mχ. Insets: helicoidal surfaces for (a) ω0 = 1 and (b) ω0 = 3, respectively. The insets illustrate the fact that particles with
distinct values of mχ tend to localize in different parts of the surface.
Using the expression for λ in Eq. (80) shows that the equation for the ξ direction is subjected to the
following effective potential
Veff (ξ) = − ~
2
2m
ω2
4
{
b
[b + (ωξ + ω1)2]2
+
1− 4m2χ
b+ (ωξ + ω1)2
}
. (83)
This effective potential displays two terms with distinct contributions. The first term contributes at-
tractively, while the second one depends on the sign of m2χ − 1/4, acting attractively for m2χ < 1/4, i.e.,
mχ = 0, or repulsively for m
2
χ > 1/4, i.e., mχ 6= 0. The effect of this variable part is of a centrifugal
potential character for mχ 6= 0 (repulsive), it pushes a particle to the outer border of the surface. On the
other hand, when mχ = 0 (attractive), the contribution of this variable part is of a anticentrifugal character
and it concentrates the particles in the inner border of the minimal helicoidal surface, i.e., around the screw
axis. This analysis is in agreement with what happens for the particular case of a helicoid [40], where ω0 = 1
and ω1 = 0 (b = 1).
Now, we benchmark our analytical expression for the effective potential [see Eq. (83)] with the one
derived by Atanasov et al. [40]. For that purpose, we can assume the following set of parameters: ω1 = 0
and ω0 = 1 (then b = 1). After substitution of values, we find that
Veff (ξ) = − ~
2
2m
ω2
4
[
1
(1 + ω2ξ2)2
+
1− 4m2χ
1 + ω2ξ2
]
. (84)
The evolution of Veff , in Eq. (84), as a function of ξ is depicted in Fig. 1 (a). As one readily sees, the
behavior of Veff is strongly affected by the angular momentum quantum number mχ. When mχ = 0, we
have Veff (ξ) < 0, which leads to the existence of bound states
11. On the other hand, for nonvanishing
angular momentum quantum numbers, we observe that Veff (ξ) > 0 (the energy spectrum is positively
valued) and no bound state is allowed [40].
The above analysis is still valid for other values of the parameters ω, ω1, and ω0. In other words, the
existence of geometry-induced bound and localized states previously verified for a helicoid [40] can be ex-
tended to any helicoidal minimal surface.
11A globally attractive potential V satisfying the criterion
∫
V (x) dxn < 0 do admit the existence of bound states for n = 1
or n = 2 [59].
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Finally, let us comment that other results established for a helicoid can be extended to all helicoidal
minimal surfaces with some additional advantages. Indeed, applying a change of variables
ξ(ξ˜) =
√
b ξ˜ − ω1
ω
=
√
(ω0 − ω21) ξ˜ −
ω1
ω
, (85)
which implies dA/dξ˜ =
√
b dA/dξ, we can map our effective equation for the ξ-direction into that of a
helicoid [40]
− ~
2
2m
d2A
d ξ˜2
− ~
2
2m
ω2
4
{
1
(1 + ωξ˜2)2
+
1− 4m2χ
1 + ωξ˜2
}
A(ξ˜) = bE A(ξ˜) . (86)
For example, when analyzing the distribution of the probability density for a constrained particle on a
helicoidal minimal surface subjected to some charge distribution, as analyzed by Atanasov et al. [40], we
can use the correspondence above to map the problem for a helicoidal minimal surface into an equivalent
problem for a helicoid and then, by inverting Eq. (85), solve the original problem. So, by tuning the
parameters ω0 and ω1, we can control the changing in the distribution of the probability density, e.g., we
can govern the location where the particle will be found with greatest probability when the outer border of
the helicoidal minimal surface is uniformly charged (i.e., where the extra charge will concentrate).
8. Conclusions
The main goal of this work was the study of the problem of prescribed geometry-induced potential for
curves and surfaces in the 3D Euclidean space, i.e., how to find a curve or a surface with a potential given
a priori, whose solution offers the possibility of engineering surfaces and curves with a quantum behavior
prescribed a priori through their geometry-induced potential.
It is shown that the prescribed potential problem for curves can be solved by integrating the Frenet
equations, whose solutions can be explicitly found for planar curves, while the analogous problem for surfaces
involves the solution of a non-linear 2nd order PDE. We further restricted ourselves to the study of surfaces
invariant by a 1-parameter group of isometries of R3, which led us to the study of cylindrical, revolution,
and helicoidal surfaces. Due to their appealing symmetry, i.e. translation, rotation, and screw symmetry,
these surfaces are commonly encountered in applications and theoretical studies of quantum mechanics
and do not constitute any severe restriction to the investigation of a constrained dynamics on surfaces.
Besides, this simplifying hypothesis turns the study of the PDE for the prescribed potential into that of
an ODE and discloses many potentialities of invariant surfaces in applications. In addition, the invariance
property also allows for a unified description of the Schro¨dinger equation under the effect of a geometry-
induced potential. We completely solved the problem for cylindrical and revolution surfaces. For the class
of helicoidal surfaces we presented the concept of natural parameters, which allows for a unified description
of such surfaces and also the association of a 2-parameter family of isometric helicoidal surfaces with a
prescribed positive function. These surfaces are particularly important due to the fact that, by screw-rotating
a curve clockwisely and counterclockwisely, one can easily generate pairs of enantiomorphic surfaces, which
naturally turns helicoidal surfaces an adequate setting to test and exploit a link between chirality and the
effects of a geometry-induced potential. Finally, for the family of helicoidal minimal surfaces we proved the
existence of geometry-induced bound and localized states, then generalizing known results for the particular
case of a helicoid, and in addition we also showed the possibility of controlling the change in the distribution
of the probability density when the surface is subjected to an extra charge.
Naturally, for a more realistic description of the constrained dynamics, the approach presented here must
be extended to the context of a relativistic dynamics, such as the Dirac equation. This is presently under
investigation and will be the subject of a follow-up work.
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