Abstract-The t-SVD based Tensor Robust Principal Component Analysis (TRPCA) decomposes low rank multi-linear signal corrupted by gross errors into low multi-rank and sparse component by simultaneously minimizing tensor nuclear norm and l1 norm. But if the multi-rank of the signal is considerably large and/or large amount of noise is present, the performance of TRPCA deteriorates. To overcome this problem, this paper proposes a new efficient iterative reweighted tensor decomposition scheme based on t-SVD which significantly improves tensor multi-rank in TRPCA. Further, the sparse component of the tensor is also recovered by reweighted l1 norm which enhances the accuracy of decomposition. The effectiveness of the proposed method is established by applying it to the video denoising problem and the experimental results reveal that the proposed algorithm outperforms its counterparts.
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I. INTRODUCTION
A LL natual multi-linear signals such as images, videos etc., inherently possess a low-rank structure [2] , [6] , [11] , [13] . A corrupted image or video can be recovered with high accuracy by regularizing its rank [2] , [6] , [10] , [11] , [13] . The low-rank tensor decomposition problem is defined as decomposing an observed multi-linear data M which is corrupted by gross errors, into a low-rank componentĹ and sparse componentŚ so that M =Ĺ +Ś. The major challenge in this area is to formulate the tensor rank. Different frameworks of tensor algebra proposed different definitions for tensor rank. CANDECOMP/PARAFAC(CP) [15] , [18] model factorizes a tensor into a sum of rank-1 tensors, but it suffers from the degeneracy of solutions. The Tucker model [16] extends the idea of matrix rank into rank-N for an N-dimensional tensor.
Motivated by these concepts, Kilmer et al. [8] proposed a new tensor framework based on circulant algebra. They proposed a new tensor-Singular Value Decomposition (t-SVD) based on Fourier transform and defined tensor multi-rank. Based on t-SVD and tensor multi-rank, Zhang et al. [7] introduced Tensor Nuclear Norm (TNN) and demonstrated the video completion capabilities of it. Hu et al. [3] modified the TNN technique as Twist Tensor Nuclear Norm (t-TNN) to improve the tensor completion performance of panning videos.
The Tensor Robust Principal Component Analysis (TRPCA) [9] , [10] problem is stated as,
where . is the tensor nuclear norm based on t-SVD and λ is the regularization parameter. Zhang et al. [9] proposed a solution to Eq. (1) and demonstrated the multi-linear data recovery from sparse noise. Lu et al. [10] modified the solution of this algorithm via convex optimization technique.
Candes et al. [17] showed remarkable improvement on the sparse recovery or estimation of signals by minimizing a weighted l 1 norm. Inspired by reweighed l 1 minimization for sparsity enhancement [17] , Peng et al. implemented a reweighted low-rank matrix recovery [5] and this technique were successfully applied in different image restoration problems.
Even though, the above mentioned TRPCA algorithms work well in many low-rank tensor recovery situations, it has limited performance particularly, when the tensor rank is quite large. Decomposition procedure mainly relies on the accuracy in the measurement of rank and sparsity of the tensor. Both these parameters are indirectly measured via nuclear norm and l 1 norm respectively in TRPCA. But, these measurements give only an approximate measure of the parameters, when the intrinsic rank of tensor is considerably large and/or the tensor become corrupted by dense errors. In order to improve the performance of tensor recovery techniques, this paper proposes a reweighting scheme of tensor singular values which is a combination of sparsity enhancement and low rank tensor decomposition techniques.
The rest of this paper is organized as follows. Section II gives preliminaries on tensors and notations that will be used throughout this paper. Section III describes proposed reweighted low-rank tensor decomposition technique in detail. Experimental results and analysis are presented in section IV to verify the effectiveness of the proposed method. Concluding remarks are given in section V.
II. PRELIMINARIES ON TENSOR AND NOTATIONS
This document uses Euler script for denoting tensors e.g. X , bold upper-case letters e.g. M for matrices, bold lowercase letters e.g. v for vectors and lower-case letters for scalars e.g. k.
A tensor is a multi-linear structure [2] , [4] , [6] in R n1×n2×...nN . A vector is first-order tensor, a matrix is second-order tensor and multi-linear data of order three or above are called higher-order tensors. A slice of a tensor in a 2D section defined by all but two indices [4] . MATLAB column notation is used to specify the sub-tensors of a tensor. e.g. For a 3-way tensor X , k th horizontal, lateral and frontal slices are given by X (k, :, :), X (:, k, :) and X (:, :, k) respectively. A fiber of a tensor is a 1D section defined by fixing all indices but one. The fibers X (:, i, j), X (i, :, j) and X (i, j, :) arXiv:1611.05963v3 [cs.CV] 24 Jan 2017 denote mode-1, mode-2 and mode-3 fibers respectively. X f = fft(X , 3) denotes fft(.) along the third dimension and X (k) denotes X (:, :, k) (frontal faces). Mode -l unfold operation on X (l) ∈ R n1× k =l n k gives a matrix whose columns are mode -l fibers. The reverse operation of unfold is defined as, f old l (X (l) ) = X . Frobenius norm of X ∈ R n1×n2×n3 is,
and l 1 norm of X is
Tensor framework defined in [4] , [8] carries out five block based operations to implement multiplication among tensor. For a third order tensor X ∈ R n1×n2×n3 , these five blockbased operations are defined as follows,
. . .
is obtained by transposing each frontal slice of X and then reversing the order of the transposed frontal slices 2 through n 3 .
Definition 3 (Identity Tensor). The identity tensor I ∈ R n1×n1×n3
is a tensor whose first frontal slices is an n 1 × n 1 identity matrix and all other frontal slices are zeros.
Definition 4 (f -diagonal Tensor).
A tensor is said to be fdiagonal if each of its frontal slices is a diagonal matrix.
is orthogonal if,
where, n ∈ R Definition 7 (Tensor Singular Value Decomposition (t-SVD)). Let X ∈ R n1×n2×n3 then t-SVD is given by,
where U and V are unitary tensors of size n 1 × n 1 × n 3 and n 2 × n 2 × n 3 respectively. Σ is f -diagonal tensor of size n 1 × n 2 × n 3 . t-SVD can be calculated by computing matrix SVDs in the Fourier domain [10] .
Definition
is given by,
III. PROPOSED METHOD
The problem can be defined as the process of recovering a low multi-rank tensor L ∈ R n1×n2×n3 from a sparsely corrupted observation tensor [9] , [10] . In other words, the situation may be depicted as a low-rank multi-linear signal corrupted by gross errors and it is required to recover the data from observed signal samples. Suppose, a tensor of observation M ∈ R n1×n2×n3 is given, then it can be decomposed as M = L + S where, L has low multi-rank and S is sparse tensor. To decompose the low-rank and the sparse components for a given observation M, consider the following optimization problem.
where, λ is the regularization parameter and . is the tensor nuclear norm which is the closest convex relaxation to the l 1 norm of multi-rank of tensor [9] , [10] , [13] . The problem mentioned in Eq. (14) can be solved by convex optimization [9] , [10] . But this method suffers a lot when tensor become complicated or when too many error samples are present.
To overcome this problem, this paper proposes a sparsity enhancement technique through reweighted norms.
Lemma 1 (Limit of l 1 norm). For a tensor
be a weight tensor and be the standard Hadamard product then, lim
|S(i,j,k)| , all non-zero elements of W S S approach unity and hence the result.
Definition 10 (Weighted Matrix Nuclear Norm (WMNN)).
For X ∈ R m×n , let its singular value vector be σ = σ 1 . . . , σ min(n1,n2) and w = w 1 , . . . , w min(n1,n2) be a weight vector, then the weighted nuclear norm is,
Theorem 1 (Limit of WMNN). For X ∈ R m×n , let its singular value vector be σ = σ 1 . . . , σ min(n1,n2) and w = w 1 , . . . , w min(n1,n2) be a weight vector then, lim
Proof. We know rank(X) = σ 0 and when
σ i w i → σ 0 hence the proof.
The proposed Weighted Tensor Nuclear Norm is defined as,
Definition 11 (Weighted Tensor Nuclear Norm). Suppose a tensor X ∈ R n1×n1×n3
and let W X ∈ R n1×n1×n3 be a weight tensor and Σ f (i, j, k) ∈ R n1×n1×n3 be the singular value tensor of X , then the Weighted Tensor Nuclear Norm (WTNN) operator . W : R n1×n1×n3 → R is defined as,
Theorem 2 (Limit of WTNN). For a tensor X ∈ R n1×n2×n3
, let W X ∈ R n1×n1×n3 be a weight tensor, Σ f (i, j, k) ∈ R n1×n1×n3 be the singular value tensor of X and r be the multi-rank of the tensor X then, lim
Hence the proof.
Thus, from Theorem 2, it is clear that the proposed weighted tensor nuclear norm is much better approximation of tensor l 1 norm of multi-rank as compared with the tensor nuclear norm. Also from Lemma 1, weighed l 1 norm gives a better measure of sparsity for the tensor.
A. Iterative Reweighted Tensor Decomposition
The sparsity enhanced version of the optimization problem in Eq. (14) is proposed in this section via reweighed technique. Weighted nuclear norm and l 1 norm mixed minimization problem can be formulated as, 
where, Λ is the Lagrangian multiplier. Eq. (18) is divided into two sub-problems and can be solved iteratively through two alternate updates as mentioned in [1] .
Eq. (19) is solved by Tensor Singular Value Thresholding [7] , [9] , [10] using t-SVD,
where, D(.) is the singular value threshold operator,
L , where tSV D(.) is the t-SVD operator. Eq. (20) is solved by Soft Thresholding [9] , [10] 
where, S(.) is the soft-thresholding operator. The weights W L and W S are updated after each iteration in such a way that the sparsity is improved after each iteration. Theorem 2 proposes that the entries of W L should be inversely proportional to singular values of low-rank tensor component in order to improve multi-rank approximation. Similarly, Lemma 1 proposes that the entries of W S should be inversely proportional to the absolute values of the samples of sparse component for better approximation of sparsity. Hence the updating rule for W L and W S are given by,
IV. RESULTS
In this section, performance of the proposed method is evaluated empirically by applying it to the video denoising problem. The experimental verification of the proposed method is performed with five standard QCIF test videos, namely Bus, Container, Hall, Highway and Soccer having dynamic content in various extends. The parameter are selected as λ = in dB and average SSIM (ASSIM) over the frames are the four performance metrics chosen. Sparse component (S) is generated via three way Gaussian noise tensor with randomly zeroed values to make it sparse. Synthetic low-rank component is generated from video via t-SVD. The sparsity of S and rank of L are varied and chosen metrics are analysed. Obtained results are compared with TRPCA [10] and HoRPCA [6] . Some of the recovered frames are shown in Figure 2 . Performance analysis are shown in Figure 1, 3 and Table A. From Table A and Figure 3 , it is found that when the multi-rank of the tensor increases and/or in the presence of large amount of error, the proposed method performs well compared to existing methods.
V. CONCLUSION
In this paper, a novel reweighed tensor decomposition technique is proposed using t-SVD and its performance is verified by comparing with existing methods. Video denoising is presented as an application of the proposed method. From the results presented, it is found that the proposed method behaves well in all situations including high rank and extremely corrupted tensors. 
