AI、ロボット、医療、そして法 by 樋口 範雄











































































































4　本稿は、2019 年 2 月 12 日にＮＴＴ持株会社「ネットワーク産業の規制と競争政策に関する研
　 究会」で行った報告に基づく。ただし、報告そのものではない。報告の機会を作ってくださった、
　 舟田正之座長他の方々に感謝する。
（　たとえば、樋口範雄「AIJ 問題が示唆するもの―信認法なき社会」旬刊商事法務 2012 号



























　第 1 は、ダビンチ・システムを代表とする手術の補助ロボット (surgical 
（　Drew Simshaw, Nicholas Terry, Kris Hauser, and Mary Cummings, Regulating Healthcare 
　 Robots: Maximizing Opportunities While Minimizing Risks, 22 RICH. J.L. & TECH. 3 (201（).
　 http://jolt.richmond.edu/v22i2/article3.pdf. なお、この論文については、雑誌アメリカ法 201（












である ( この点は、自動運転車と運転者の関係と同様である )。

















































らず、医療情報に関するプライバシー・ルールを定める HIPAA 法（Health 





　それでも FDA は､ 2013 年以降、医療アプリに関するガイドライン ( 法的















































































































り、しかもそれぞれの個人が情報コントロール権 ( 情報の支配権 ) を有すべ
きだとする考えが、それこそあっという間に支配的になった。おそらくこれ





















































　 ある。第 1 に、共有と活用といっても、大多数の場合、当該個人情報が誰のものであるかとい
　 う要素は不要である。同じ病気の人の情報が活用できれば十分であり、ビッグ・データでの活
　 用も、個人の特定は不要である。ただし、第 2 に、それはスポットの情報ではなく、継続して
　 追跡できることが重要である。病気の経過を追跡したり、（ 年後の生存率を見るためには、個
　 人の名前や住所は不要だが、何らかの番号等で同じ人がその後どうなったかを知る必要がある。




原則 (Three laws of robotics) が名高い 10。1940 年代から （0 年代において、ま













Non-maleficence(無危害原則 )、② beneficence(善行原則 )、③autonomy( 自律・
自己決定尊重原則 )、そして④ justice（正義、特に配分的正義原則）であ
る 12。これと比較しながら、いくつかの問題点を摘示してみよう。




11　20（（ 年の「ロボット工学ハンドブック」第 （（ 版、『われはロボット』(19（0) より。20（（ 年と
　　あるので明らかなように、20（（ 年になれば、このようなロボット法が作られているだろうと
　　いう予測である。この本の刊行後 70 年ほどが経過し、ロボットや AI が現実的に大きく発展
　　しつつある現在から見ると、20（（ 年より前に何らかのロボット法が作られると予想される。
12　Tom L. Beauchamp & James Childress, Principles of biomedical ethics. New York: Oxford 
　　University Press, 1st ed.1979; （th ed.2012. 翻訳として、永安幸正、立木教夫監訳『生命医学
　　倫理』( 成文堂・1997)。なお、欧州議会では、「ロボティクス憲章」を作り、そこではこれら

























令すればロボットが自己破壊する ( 自殺する ) こともやむをえないとする。
これは、人間に対する忠実義務を定めたものと理解することもできるが 13、






































の法律家の関心ははるかに広い。具体的には、医療に関する access, quality 
and cost( 医療へのアクセス、医療の質、そしてそれに要するコスト ) の改
善を図るのが医事法の目的だとする。それらを合わせて、improve public 
health( みんなの健康の改善 ) が医事法の目的となる。
　これを応用すれば、医療に関するロボット法の目的も、ロボットの利用






る。それは、生命倫理 4 原則でいえば、正義 ( 配分的正義 ) を包摂した法原
則を構想する必要があるという意味である。
　医療の質とは、ロボットの利用で、医療事故を減少させ、医療の質を向上









































1（　Jane R. Yakowitz Bambauer, Dr. Robot, （1 UC Davis L. Rev. 3（3 (2017); Arizona Legal 


























































































19　Tarasoff v. Regents of the University of California, 17 Cal. 3d 42（, （（1 P.2d 334, 131 Cal. 















































る 20。また、すでに 2014 年から、イェール・ロ ・ースクールで「ロボット法」









20　Jack M. Balkin, Toward a Fourth Law of Robotics: Preserving Attribution, Responsibility, 





















を利用する人間による人間のガバナンスなのである」。（In the Algorithmic 
Society, the central problem of regulation is not the algorithms but the 
human beings who use them, and who allow themselves to be governed 
by them. Algorithmic governance is the governance of humans by humans 























ルゴリズムを利用する情報事業者 ) に焦点をあてた現代のロボット法 3 原則
を提唱する。それは、Dr. Robot という論文の著者が主張していたのと同様
に、信認義務を中核とする。誰と誰の間に信認関係があるかといえば、一方
には情報技術であるアルゴリズムを利用する人 ( 情報事業者 ) がいる。そし
て、ロボットその他の存在を介して、他方には、ロボットに何かを頼りたい






















　 ま ず、 こ こ で は ロ ボ ッ ト 法 と い う 狭 い 枠 が 取 り 除 か れ、AI と か












































































24　著者の議論を基本的に支持する例として、Frank A. Pasquale, Toward a Fourth Law of 
　　Robotics: Preserving Attribution, Responsibility, and Explainability in an Algorithmic 
　　Society (July 14, 2017). 7（ Ohio State L. J. 1243 (2017); U of Maryland Legal Studies Research 




























2（　Lina Khan & David E. Pozen, A Skeptical View of Information Fiduciaries (February 2（, 
　　2019). Harvard Law Review, Vol. 133, 2019, Forthcoming; Columbia Public Law Research 





























27　Frederick Hsu Living Trust v. ODN Holding Corp., No. 1210（-VCL, 2017 WL 143730（, at*17 
　　(Del. Ch. Apr. 24, 2017).
































29　See, e.g., DIGITAL, CULTURE, MEDIA & SPORT COMM., UK HOUSE OF COMMONS, 


















































and deceptive practices act) と銘打っており、連邦政府においては FTC が
これら不公正な取引方法を規制する権限を有している。さらに、取引社会に
おいて、相手方に対し「誠実に行動する義務」（duty of good faith and fair 
dealing）はこれまでも課されており、バルキン教授のいう信認義務が何を
追加してくれるかは明らかでない。






































































33　Lowe v. SEC, 472 U.S. 1（1 (19（（).






























　　る社会―法は AI とどう付き合う ?』（弘文堂・201（）、福岡真之介編著・桑田寛史＝料屋恵美





















































である」（the business model matters.）。そこでの批判は、フェースブック
を代表とする情報事業者のあり方に向けられていた。要するに、ユーザーに
































ズムの中に、それを不正に利用するような宣伝・広告へのアラート ( 警報 )
を発するような機能を含ませることができる。あるいはそのような宣伝・広
告を発見したら当局に通報するような仕組みをもたせることができるはずで
あり、そうであるなら、よい意味での targeted advertising だけが行われる
社会を導くことができるかもしれない。
（119）
武蔵野法学第 11 号
239
　最後に、今後、この世界で形成される監視社会、「監視する資本主義」
(surveillance capitalism)3（ を、どのような法によって、個々人について恐ろ
しい社会にしないようにできるかは大きな課題となる。それはおそらく信認
義務だけでは対処できないかもしれない。だが、日本のような超高齢社会に
おいて、監視の別名は「見守り」となる場合もある。よい監視、社会にとっ
て適切な監視だけをするような判断力を、AI やロボットに期待すべきか、
それこそは人間が考えるべき課題であるとするのか、という課題は、それ自
体が難しい根本的な問題である。
3（　もっとも監視社会は、資本主義社会だけの問題だけではないことは明白である。社会主義体
　　制であれ全体主義体制であれ、他の主義をとる社会では、この問題は、もっと切実なものと
　　なる。
（120）
