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FORMS OF AN AFFINOID DISC AND RAMIFICATION
TOBIAS SCHMIDT
Abstract. Let k be a complete nonarchimedean field and let X be an affinoid closed
disc over k. We classify the tamely ramified twisted forms of X . Generalizing classical
work of P. Russell on inseparable forms of the affine line we construct explicit families
of wildly ramified forms of X . We finally compute the class group and the Grothendieck
group of forms of X in certain cases.
1. Introduction
Let k be a field complete with respect to a nontrivial nonarchimedean absolute value and
let X = X(r) be an affinoid closed disc over k of some real radius r > 0. A form of X
is an isomorphism class of a k-affinoid space that becomes isomorphic to X over some
complete field extension k ⊆ ℓ. In this paper we prove some classification results for such
forms. Let A be the automorphism functor of X .
Let k ⊆ ℓ be an extension and let H1(ℓ/k,A) be the corresponding pointed set of forms of
X . The behavior of the latter set depends crucially on the ramification properties of the
extension k ⊆ ℓ. To simplify things in this introduction, let us assume for a moment that
this extension is finite and Galois. If k ⊆ ktr ⊆ ℓ denotes the maximal tamely ramified
subextension we have a short exact sequence
1 −→ H1(ktr/k,A) −→ H1(ℓ/k,A) −→ H1(ℓ/ktr,Aktr).
Here Aktr denotes the automorphism functor of the base change X ⊗ k
tr. We propose to
study the two outer terms in the sequence. So suppose that k ⊆ ℓ is tamely ramified. We
establish a canonical bijection of pointed sets
|ℓ×|/|k×|
∼=
−→ H1(ℓ/k,A), class of |a| 7→ class of X(r|a|)
where X(r|a|) denotes the closed disc over k of radius r|a|. In particular, there are no
unramified forms of X . These results are in accordance with the corresponding results
for the open (poly-)disc obtained by A. Ducros [10]. As in loc.cit. our proof depends
on the theory of graded reduction as introduced into analytic geometry by M. Temkin
[30]. For example, any affinoid k-algebra A leads, in a functorial way, to a R×+-graded
algebra A˜• over the graded field k˜• (a graded field is a graded ring in which any nonzero
homogeneous element is invertible). It is induced by the spectral semi norm filtration
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on A. In particular, the homogeneous degree 1 part A˜1 equals the usual reduction of
A. These graded rings are not local and so the local arguments of [10] do not apply in
our affinoid situation. In turn, we only deal with 1-dimensional spaces which makes the
functor A more accessible to computation. Since k ⊆ ℓ is tamely ramified, the extension
between graded fields k˜• ⊆ ℓ˜• is Galois with Galois group isomorphic to Gal(ℓ/k). We
then use Galois descent properties of the automorphism functors of X and its graded
reduction to establish the result. For more information we refer to the main body of the
text.
We turn to the case of wild ramification. Here, we do not obtain a complete picture. As
a starting point, if k ⊆ ℓ is a wildly ramified extension, its graded reduction k˜• ⊆ ℓ˜• is
purely inseparable. We show that the classical construction of purely inseparable forms
of the additive group by P. Russell [25] has a version over graded fields. Each of these
graded forms can then be lifted to a form of the additive group on the analytic space
X . This provides an abundance of forms of X . Following [12] we tentatively call these
forms of Russell type. Let us give more details in the simplest case where X is actually
the unit disc. Let p = char k˜1 > 0 and k˜
alg
• denote a graded algebraic closure of the
graded field k˜•. Let k ⊆ ℓ be an extension such that (k˜•)
p−n ⊆ ℓ˜• for some n ≥ 1. Let
k˜1[F ] be the endomorphism ring of the additive group over k˜1 where F is the Frobenius
morphism. The image Un in the quotient k˜1[F ]/(F
n) of the multiplicative monoid of
separable endomorphisms is a group. Let Gn = Un× k˜
×
1 be the direct product. In [25] the
author constructs an explicit action of Gn on the pointed set Un. We deduce a canonical
injection of pointed sets
Un/Gn →֒ H
1(ℓ/k,A)
given by mapping the residue class mod (F n) of a separable endomorphism
∑
i=1,...,m aiF
i
to the isomorphism class of the closed subgroup of the two dimensional additive group
X2 cut out by the equation
T p
n
2 = a0T1 + a1T
p
1 + · · ·+ amT
pm
1 .
Here, Ti are two parameters on X
2. For example, U1/G1 equals the quotient of a certain
k˜×1 -action on an infinite direct sum of copies of the space k˜1/k˜
p
1. For more details we refer
to loc.cit. and the main body of our text.
The forms of the additive group on X of Russell type have geometrically reduced graded
reduction, i.e. A˜• ⊗ k˜
alg
• is reduced where A denotes the affinoid algebra of the form.
In loc.cit. it is shown that there are many inseparable forms of the affine line that fail
to have a group structure. In this light it is likely that, dropping the group structure,
there are many more wildly ramified forms of the space X with geometrically reduced
graded reduction. In the final part of our article we are concerned with basic invariants
of such forms such as the Picard group and the Grothendieck group. We work under
the assumptions that k is discretely valued and that all affinoid spaces are strict. These
restrictions are technicalities and should not be essential in the end. Let Y be a wildly
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ramified form of X with geometrically reduced graded reduction. Let A be its affinoid
algebra. Serre’s theorem from algebraic K-theory [4] implies K0(A) = Z ⊕ Pic(A) (and
this holds for any form of X regardless of ramification and reduction properties). We then
use a version of the K0-part of Quillen’s theorem [17] to obtain a canonical isomorphism
Pic(A) ≃ Pic(A˜•). Here, A˜• is viewed as an abstract ring, i.e. we forget the gradation
here and in the following. Since A˜• is geometrically reduced, it equals a form of the affine
line relative to the ring extension k˜• ⊆ ℓ˜•. Let p
n be the degree of the latter (finite free)
extension. A choice of uniformizer ̟ ∈ ℓ induces identifications
k˜• = k˜1[t
±pn] ⊆ ℓ˜• = k˜1[t
±1]
with rings of Laurent polynomials. We then have the classical standard higher derivation
associated with this p-radical extension [11]. To allow for n > 1 we build on K. Baba’s
generalization to higher exponents [3] of P. Samuel’s classical p-radical descent theory [26]
and give a fairly explicit description of Pic(A˜•) in terms of logarithmic derivatives. We
deduce that the abelian group Pic(A) always has exponent pn. We also deduce a criterion
when Pic(A) is a cyclic group and thus a finite cyclic p-group. In this case, a generator
is given by the logarithmic derivative of a parameter on the affine line. We discuss this
criterion for forms of Russell type.
It is not unlikely that one may obtain more precise results for the Picard group by devel-
oping a graded version of p-radical descent theory and then incorporate the gradings into
all our arguments. We leave this as an open question for future work.
We assemble some notions and results of graded commutative algebra in an appendix.
Acknowledgement. I thank Michael Temkin and Brian Conrad for explaining to me some
points in analytic geometry.
2. Tamely ramified forms
2.1. G-groups. A reference for the following is [28, I.§5]. Let G be a finite group. A
G-group is a set A with a G-action together with a group structure which is invariant
under G (i.e. g(aa′) = g(a)g(a′)). Let A be a G-group. We denote by AG or H0(G,A)
the subgroup of A consisting of elements a with g(a) = a for all g ∈ G. A (1-)cocycle of
G in A is a map g 7→ ag from G to A such that
agh = ag g(ah)
for all g, h ∈ G. Two cocycles ag and a
′
g are cohomologous if there is b ∈ A such that
bag = a
′
gg(b) for all g ∈ G. This is an equivalence relation on the set of cocycles and the
set of equivalence classes is denoted by H1(G,A). The set H1(G,A) is a pointed set, i.e.
a set with a distinguished element, namely the class of the trivial cocycle ag = 1 for all
g ∈ G. A morphism of pointed sets is a map preserving distinguished elements. There is
an obvious notion of kernel and exact sequence for pointed sets and their morphisms.
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The sets H0(G,A) and H1(G,A) are functorial in A and coincide with the usual coho-
mology groups of dimension 0 and 1 in case A is abelian.
Given a normal and G-invariant subgroup B of A the quotient C = A/B is a G-group
and there is an exact sequence of pointed sets
(2.1) 1 −→ BG −→ AG −→ CG −→ H1(G,B) −→ H1(G,A) −→ H1(G,C).
Given a normal subgroup H ⊆ G there is an exact sequence of pointed sets
(2.2) 1 −→ H1(G/H,AH) −→ H1(G,A) −→ H1(H,A)
and the map H1(G/H,AH)→ H1(G,A) is injective.
2.2. Twisted forms and Galois cohomology. A reference for the following is [14,
II.§9]. Consider an extension R ⊆ S of commutative rings and a finite subgroup G
of automorphisms of the R-algebra S. We assume that the extension is Galois with
Galois group G. This means that S is a finitely generated projective R-module whose
endomorphism ring EndR(S) admits a basis as (left) S-module consisting of σ ∈ G. The
table of multiplication is therefore (sσ)(tτ) = sσ(t)στ for all s, t ∈ S and σ, τ ∈ G.
Let B be an R-algebra and let BS := S ⊗R B. The ring BS has the obvious G-action
induced by g(s⊗b) = g(s)⊗b. Let Aut BS be the group of automorphisms of the S-algebra
BS. Then Aut BS becomes a G-group via g.α = gαg
−1, i.e.
(g.α)(s⊗ b) = g(α(g−1(s)⊗ b))
where α ∈ Aut BS. Let AutB be the automorphism functor of B.
Let now (A) be an isomorphism class of R-algebras and A a representative of this class.
We call (A) a twisted form of B with respect to R ⊆ S if there is an isomorphism of
S-algebras
β : S ⊗R A
∼=
−→ S ⊗R B.
Let H1(S/R,AutB) be the set of such forms (by abuse of language we will also call forms
the representatives A of a form (A)). It is a pointed set, the distinguished element being
(B). Given a form (A, β) the map g 7→ θg where
θg = βgβ
−1g−1
is a cocycle of G in Aut BS. If (A
′, β) is a different representative of (A) with cocycle θ′g,
one has with α := β ′β−1 that
αθg = β
′gβ−1g−1 = β ′gβ ′−1g−1gβ ′β−1g−1 = θ′gg.α
for g ∈ G, i.e. θg and θ
′
g are cohomologous. We obtain a bijection of pointed sets
(2.3) H1(S/R,AutB)
∼=
−→ H1(G,Aut BS)
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according to loc.cit., II. Thm. 9.1. The inverse map is explicitly given as follows. Let θg
be a cocycle of G in Aut BS. Given g ∈ G we let g¯ := θgg. Hence any g¯ acts S-semilinearly
on BS. Let
A := {x ∈ BS : g¯(x) = x for all g ∈ G}.
Then A is a form of B the isomorphism β : AS
∼=
−→ BS being induced by the inclusion
A ⊂ BS. The class (A) is the preimage of the class of θg.
2.3. Graded forms. Let Γ = R×+ (or any other commutative multiplicative group). The
reader is referred to the appendix for all occuring notions from graded ring theory that
we will use in the following. All occuring graded rings will be Γ-graded rings and so we
will frequently omit the group Γ from the notation. Let k be a graded field and denote
by ρ : k× → Γ its grading.
Let k ⊆ ℓ be an extension (finite or not) of graded fields and let B be a graded k-algebra.
Then Bℓ = ℓ⊗k B is a graded ℓ-algebra with respect to the tensor product grading
(Bℓ)γ =
∑
δτ=γ
ℓδ ⊗ Bτ
for γ ∈ Γ. Let AutgrB be the automorphism functor of B. A graded k-algebraA is a graded
twisted form of B with respect to k ⊆ ℓ if there is an isomorphism (of degree 1) of graded
ℓ-algebras Aℓ
∼=
−→ Bℓ. As above we then have the pointed set H
1(ℓ/k,AutgrB) of graded
forms of B relative to the extension ℓ/k. Let AutgrBℓ be the group of automorphisms of
the graded ℓ-algebra Bℓ. If k ⊆ ℓ is a finite Galois extension with group G, then Aut
grBℓ
becomes a G-group in the same manner as above. In this case, we have the cohomology
set H1(G,AutgrBℓ) and the isomorphism of pointed sets
(2.4) H1(ℓ/k,AutgrB)
∼=
−→ H1(G,AutgrBℓ)
constructed as in the ungraded case.
2.4. Graded reductions. We let Γ = R×+ have its usual total ordering. Let k be a
field endowed with a nontrivial nonarchimedean absolute value |.| : k → R+. Let A be
a k-algebra with a submultiplicative nonarchimedean seminorm |.| : A → R+ extending
the absolute value on k (and therefore denoted by the same symbol). We let A˜• be the
graded ring equal to
A˜• := ⊕γ∈Γ A≤γ/A<γ
where A≤γ and A<γ consists of the elements a ∈ A with |a| ≤ γ and |a| < γ respectively.
Following [10] we call A˜• the graded reduction of A in the sense of M. Temkin [29],[30].
The homogeneous part A˜1 is a subring, the residue ring of A (in the sense of [6]).
If r ∈ Γ and a ∈ A is an element with |a| ≤ r we denote by a˜r the corresponding element
in A≤r/A<r. If |a| = r we simply write a˜ instead of a˜r and call a˜ the principal symbol of
a. If |a| = 0 we put a˜ = 0.
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In the case A = k the graded reduction k˜• is a graded field: indeed, any homogeneous
nonzero element is a principal symbol a˜ and the principal symbol of a−1 provides the
inverse. It is called the graded residue field of k. The homogeneous part k˜1 is a field, the
residue field of k (in the sense of [6]).
Suppose k ⊆ ℓ is a finite extension between nonarchimedean fields where the absolute
value on ℓ restricts to the one on k. Let
e := (|ℓ×| : |k×|) and f := [ℓ˜1 : k˜1].
Then k˜• ⊆ ℓ˜• is a finite extension of graded fields with
ef = [ℓ˜• : k˜•] ≤ [ℓ : k]
as follows from [10, Prop. 2.10].
Remark: According to [6, Prop. 3.6.2/4] the inequality [ℓ˜• : k˜•] ≤ [ℓ : k] being an
equality is equivalent to the extension ℓ being k-cartesian (in the sense of loc.cit., Def.
2.4.1/1 ). In loc.cit., the ground field k is defined to be stable if this property holds for
any finite extension of k. Any nonarchimedean field complete with respect to a discrete
valuation is stable (loc.cit., Prop. 3.6.2/1). Any nonarchimedean field which is spherically
complete (or equivalently, maximally complete [13]) is stable [6, Prop. 3.6.2/12]. Finally,
any nonarchimedean complete field which is algebraically closed is stable (loc.cit., Prop.
3.6.2/12).
Denote by p the characteristic exponent of the field k1, i.e. p = char k1 in case char k1 > 0
and p = 1 else. The extension k ⊆ ℓ is called tamely ramified if the residue field extension
k˜1 ⊆ ℓ˜1 is separable and e is prime to p. This is equivalent to the extension of graded
fields k˜• ⊆ ℓ˜• being separable [10, Prop. 2.10]. We call k ⊆ ℓ wildly ramified if the residue
field extension k˜1 ⊆ ℓ˜1 is purely inseparable and e is a p-power.
Lemma 2.5. The extension k ⊆ ℓ is wildly ramified if and only if k˜• ⊆ ℓ˜• is purely
inseparable.
Proof. If k˜1 ⊆ ℓ˜1 is purely inseparable, so is the extension k˜• ⊆ ℓ˜1 · k˜•. Take x˜ ∈ ℓ˜•
for some x ∈ ℓ×. If e = pn, say, then |xp
n
| ∈ |k×|. This means there is z ∈ ℓ˜1 and a
homogeneous nonzero w ∈ k˜• such that x˜
pn = zw and therefore x˜ is purely inseparable
over ℓ˜1 · k˜•. Conversely, suppose that k˜• ⊆ ℓ˜• is purely inseparable. The homogeneous
minimal polynomial f over k˜• of any nonzero homogeneous element x of ℓ˜• is purely
inseparable. If x ∈ ℓ˜1, then f has coefficients in k˜1. Hence ℓ˜1 is purely inseparable over
k˜1. Since [ℓ˜• : k˜•] is a p-power, so is e. 
Remark: Let ℓ/k be an arbitrary k-cartesian finite extension. If f = 1 (e.g. if ℓ/k is
wildly ramified with k˜1 being perfect), then [ℓ : k] = e and so ℓ/k is totally ramified.
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2.5. Tame ramification and Galois cohomology. Let k be a field complete with
respect to a nontrivial nonarchimedean absolute value |.|. Let p be the characteristic
exponent of the residue field k˜1 of k.
We will work relatively to a finite tamely ramified field extension k ⊆ ℓ which is Galois
with group G. Let n = [ℓ : k]. The finite extensions between the fields k˜1 ⊆ ℓ˜1 and
the graded fields k˜• ⊆ ℓ˜• are then normal [10, Prop. 2.11] and therefore Galois and
have degrees f and n respectively. Since G acts by isometries on ℓ we have two natural
homomorphisms
(2.6) G = Gal(ℓ/k)
∼=
−→ Gal(ℓ˜•/k˜•) −→ G(ℓ˜1/k˜1)
for the corresponding Galois groups. Both maps are surjective and the first map is even
an isomorphism (loc.cit., Prop. 2.11). Let I = I(ℓ/k) be the inertia subgroup, i.e. the
kernel of the composite homomorphism. Then Gal(ℓ/k)/I
∼=
−→ Gal(ℓ˜1/k˜1) and n = ef
implies #I = e. Hence I has no p-torsion which implies the familiar isomorphism
(2.7) I
∼=
−→ Hom(|ℓ×|/|k×|, ℓ˜×1 ), g 7→ ψg
where ψg(γ mod |k
×|) equals the reduction of g(x)
x
for some element x ∈ ℓ× of absolute
value γ (loc.cit., Prop. 2.14). In particular, I is abelian.
In the following we will collect some results on cohomology groups associated with the
ring of integers ℓ◦ in ℓ and its residue field ℓ˜1. These results are certainly well-known but
we give complete proofs for lack of suitable reference.
Lemma 2.8. One has Hn(G, ℓ˜1) = 0 for all n ≥ 1.
Proof. We have Hn(I, ℓ˜1) = 0 for all n ≥ 1 since the order #I is invertible in ℓ˜1 and
therefore the group ring ℓ˜1[I] is semisimple. Now I acts trivially on ℓ˜1 and the normal
basis theorem [27, Prop. X.§1.1] implies Hn(G/I, ℓ˜1) = 0. The assertion follows therefore
from the exact inflation-restriction sequence
0 −→ Hn(G/I, (ℓ˜1)
I) −→ Hn(G, ℓ˜1) −→ H
n(I, ℓ˜1)
(loc.cit., Prop. VII.§6.5). 
Let ℓ◦ ⊂ ℓ be the subring of elements x with |x| ≤ 1. Let G act trivially on the value
group |ℓ×|. We have the G-equivariant short exact sequence
1 −→ (ℓ◦)× −→ ℓ×
|.|
−→ |ℓ×| −→ 1.
Proposition 2.9. The above sequence induces an isomorphism
|ℓ×|/|k×|
∼=
−→ H1(G, (ℓ◦)×)
given by γ = |x| 7→ ψ(γ) where ψ(γ)g =
gx
x
for all g ∈ G.
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Proof. The long exact cohomology sequence gives
k× = H0(G, ℓ×)
|.|
−→ H0(G, |ℓ×|)
δ
−→ H1(G, (ℓ◦)×) −→ H1(G, ℓ×) = 1
where the right hand identity is Hilbert theorem 90 (e.g. [27, Prop. X.§1.2]). The
boundary map δ gives the required map. 
The groupG/I acts on I via conjugation since I is abelian and it acts on ℓ˜×1 via the natural
action. We therefore have an induced action of G/I on the set of group homomorphisms
Hom(I, ℓ˜×1 ) via (g.f)(h) = gf(g
−1h) for all h ∈ I.
Lemma 2.10. Let ℓ◦◦ be the kernel of the reduction map ℓ◦ → ℓ˜1. There is an isomor-
phism
|ℓ×|/|k×|
∼=
−→ Hom(I, ℓ˜×1 )
G/I = Hom(I, ℓ˜×1 )
mapping γ = |x| to g 7→ (ψ(γ)g mod ℓ
◦◦).
Proof. Quite generally, if M,A are abelian G-groups where G acts trivially on M and the
sets of group homomorphisms M∗ := Hom(M,A) and M∗∗ := Hom(M∗, A) have their
induced G-actions, then the natural bidual homomorphism M → M∗∗ is equivariant.
This is elementary. Now let M := |ℓ×|/|k×| and A := ℓ˜×1 and recall the isomorphism
I
∼=
−→ (|ℓ×|/|k×|)∗ from (2.7). Since #|ℓ×|/|k×| = e = #I the bidual map |ℓ×|/|k×|
∼=
−→
(|ℓ×|/|k×|)∗∗ is bijective. By the above remark it is equivariant (and so the action on both
sides is trivial). But I
∼=
−→ (|ℓ×|/|k×|)∗ is also equivariant. Indeed, let g0 ∈ G, g ∈ I and
γ = |x|. Then
(g0.g)(x)
x
=
g0gg
−1
0 (x)
x
= g0(
gg−10 (x)
g−10 (x)
)
and since γ = |g−10 (x)| passing to the reduction mod ℓ
◦◦ implies ψg0.g(γ) = g0(ψg(γ)) =
(g0.ψg)(γ). The bidual map gives therefore an equivariant isomorphism
|ℓ×|/|k×|
∼=
−→ Hom(I, ℓ˜×1 )
(and so the action on both sides is trivial). The definition of the map (2.7) shows that
this isomorphism has the required form. 
Proposition 2.11. The reduction map ℓ◦ → ℓ˜1 induces an isomorphism
|ℓ×|/|k×| = H1(G, (ℓ◦)×)
∼=
−→ H1(G, ℓ˜×1 ).
Proof. The inflation-restriction exact sequence
1 −→ H1(G/I, ℓ˜×1 ) −→ H
1(G, ℓ˜×1 ) −→ H
1(I, ℓ˜×1 )
G/I
together with the Hilbert theorem 90 and the preceding lemma yields an injection
H1(G, ℓ˜×1 ) →֒ Hom(I, ℓ˜
×
1 ) = |ℓ
×|/|k×|.
Precomposing this injection with the map |ℓ×|/|k×| = H1(G, (ℓ◦)×) −→ H1(G, ℓ˜×1 ) gives
the identity on |ℓ×|/|k×|. This yields the assertion. 
FORMS OF AN AFFINOID DISC AND RAMIFICATION 9
2.6. Spectral norms and affinoid algebras. We work in the framework of Berkovich
analytic spaces [5]. However, we deal only with affinoid algebras and our methods are
entirely algebraic. We let k be a nonarchimedean field which is complete with respect to
a nontrivial absolute value |.|. Let Γ = R×+.
In the following, graded reductions of affinoid algebras A are always computed relatively
to their spectral seminorm
|f | = sup
x∈M (A)
|f |x
for f ∈ A and where M (A) denotes the corresponding affinoid space. If the ring A is
reduced, this seminorm is a norm and induces the Banach topology on A [6, Prop. 6.2.1/4
and Thm. 6.2.4/1].
Suppose k ⊆ ℓ is an extension between nonarchimedean fields where the absolute value
on ℓ restricts to the one on k.
Lemma 2.12. Let A be a reduced k-affinoid algebra with its spectral norm. If the ring
ℓ˜• ⊗k˜• A˜• is reduced, then so is the ring Aℓ := ℓ ⊗ˆk A. In this case, the graded reduction
of the ℓ-affinoid algebra Aℓ equals ℓ˜• ⊗k˜• A˜•.
Proof. Consider the tensor product norm on Aℓ. The corresponding graded reduction
equals ℓ˜• ⊗k˜• A˜• because the extension of graded fields k˜• ⊆ ℓ˜• is free. Since this graded
reduction is reduced, the tensor product norm must be power-multiplicative (i.e. ||fn|| =
||f ||n) and therefore Aℓ must be reduced. Since the tensor product norm is furthermore
a complete norm on Aℓ, it must be equal to the spectral norm on the ℓ-affinoid algebra
Aℓ [6, Prop. 6.2.3/3]. 
Let r ∈ Γ and denote by B = k{r−1T} the k-affinoid algebra of the closed disc of radius
r. We write B = k{T} in case r = 1. The spectral seminorm on B is a multiplicative
norm given by
|
∑
n
anT
n| = sup
n
|an|r
n.
The associated graded reduction is given by B˜• = k˜•[r
−1T ] according to [30, Prop. 3.1.i].
Lemma 2.13. Let A be a reduced k-affinoid algebra such that ℓ˜• ⊗k˜• A˜• is reduced for
any complete extension field ℓ of k. Let s ∈ R+. If f : k{s
−1T} → A is a homomorphism
of k-algebras whose graded reduction is an isomorphism, then f is an isomorphism.
Proof. Since the graded reduction of f is injective, f is isometric and therefore injective.
Let B′ := k{s−1T}. Consider any complete extension field k ⊆ ℓ. If the induced map
fℓ := ℓ⊗ˆkf between B
′
ℓ := ℓ⊗ˆkB
′ and Aℓ := ℓ⊗ˆkA is surjective, then so is f . Indeed, f is
strict and has therefore closed image. We thus have a strict exact sequence B′ → A →
cokerf → 0 of k-Banach spaces. By results of L. Gruson [24, Lem. A5] we obtain an
embedding cokerf →֒ ℓ ⊗ˆk cokerf = cokerfℓ, which proves the claim.
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There is a complete extension field k ⊆ ℓ′ such that B′ℓ′ and Aℓ′ are both strictly ℓ
′-affinoid
and such that |B′ℓ′| = |ℓ
′|, cf. [5, 2.1]. We let ℓ be the completion of an algebraic closure of
ℓ′. The graded reductions of the ℓ-affinoid algebras B′ℓ and Aℓ are given by ℓ˜•⊗k˜• B˜
′
• and
ℓ˜•⊗k˜• A˜• respectively. For B
′ this follows from [30, Prop. 3.1(i)]. For A this follows from
our hypothesis and Lem. 2.12. We see that the graded reduction of fℓ is the base change
to ℓ˜• of f˜• and therefore still an isomorphism. In particular, the ordinary reduction ˜(fℓ)1
is an isomorphism. Since ˜(Aℓ)• and
˜(B′ℓ)• are reduced, Aℓ and B
′
ℓ are reduced (Lem. 2.12).
According to [6, Prop. 3.4.1/3] the field ℓ is algebraically closed. Hence, ℓ is a stable field
and |ℓ×| is divisible (loc.cit., Prop. 3.6.2/12). We may now apply loc.cit., Cor. 6.4.2/2 to
conclude from the bijectivity of ˜(fℓ)1 that fℓ is bijective. 
In the following we are interested in affinoid algebras A that allow an isomorphism
β : ℓ ⊗ˆkA
∼=
−→ ℓ ⊗ˆkB
of ℓ-algebras (and hence of ℓ-affinoid algebras). We denote the pointed set of isomorphism
classes of such k-algebras A by H1(ℓ/k,AutB). If ℓ/k is a finite Galois extension and if
A is an arbitrary k-algebra with an isomorphism β as above, then A is k-affinoid [5, Prop.
2.1.14(ii)]. Hence our present notation is consistent with subsection 2.2.
Let us now assume that k ⊆ ℓ is a finite Galois extension. If G := Gal(ℓ/k) denotes
the Galois group, the isomorphism (2.3) implies H1(ℓ/k,AutB) ≃ H1(G,Aut Bℓ). We
therefore will focus on the Galois cohomology H1(G,Aut Bℓ).
Let (A, β) be a form of B. Recall that a commutative ring of dimension 1 which is
noetherian and integrally closed is called a Dedekind domain.
Lemma 2.14. The ring A is a Dedekind domain.
Proof. Any affinoid algebra is noetherian. Since β exhibits Bℓ as a finite free A-module,
A is an integral domain of dimension 1. The semilinear G-action on Bℓ extends naturally
to its fraction field Frac(Bℓ) with Frac(Bℓ)
G = Frac(A). Suppose f ∈ Frac(A) is integral
over A. Since Bℓ is integrally closed, we have f ∈ Bℓ ∩ Frac(Bℓ)
G = (Bℓ)
G = A. 
The isomorphism β restricts to an inclusion A →֒ Bℓ which is strict with respect to
spectral seminorms. In particular, A˜• →֒ (B˜ℓ)• and, hence, A˜• is an integral domain.
Since (B˜ℓ)• is a graded ℓ˜•-algebra, the inclusion extends to a homomorphism
(2.15) ℓ˜• ⊗k˜• A˜• → (B˜ℓ)•
of graded ℓ˜•-algebras. It will play a central role in the following. In general, it is neither
injective nor surjective (cf. example after proof of [30, Prop. 3.1]).
The maximal tamely ramified subextension
k ⊆ ktr ⊆ ℓ
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induces, according to (2.2), a short exact sequence
1 −→ H1(Gal(ktr/k),AutBktr) −→ H
1(G,AutBℓ) −→ H
1(Gal(ℓ/ktr),AutBℓ)
where the map H1(Gal(ktr/k),AutBktr) −→ H
1(G,AutBℓ) is injective. In the following
we will examine the outer two terms in this sequence.
Let √
|k×| := {α ∈ R+ : α
n ∈ |k×| for some n ≥ 1}.
If r ∈
√
|k×|, we may enlarge ℓ so that r = |ǫ| ∈ |ℓ×| for some ǫ ∈ ℓ× and compose β with
the isomorphism Bℓ = ℓ{r
−1T}
∼=
−→ ℓ{T} induced by T 7→ ǫT . We will therefore restrict
ourselves in the following to the two cases
r = 1 or r /∈
√
|k×|.
2.7. Tamely ramified forms. We keep all assumptions, but we suppose additionally
that the finite Galois extension k ⊆ ℓ is tamely ramified. In this case we can determine
all corresponding forms of B based on the following key proposition.
Proposition 2.16. The graded homomorphism (2.15) is bijective.
Proof. Let F := FracΓ(A˜•) be the graded fraction field of A˜•, cf. appendix. Since k ⊆ ℓ
is tamely ramified, the finite extension k˜• ⊆ ℓ˜• is separable. The finite graded F -algebra
F ⊗k˜• ℓ˜• is therefore e´tale in the sense of [10, 1.14.4] and therefore reduced. Thus, the
subring A˜•⊗k˜• ℓ˜• →֒ F ⊗k˜• ℓ˜• is reduced. Now Lem. 2.12 implies that (2.15) is isomorphic
to the graded reduction of β. In particular, it is bijective. 
The proposition implies a map of pointed sets
H1(ℓ/k,AutB) −→ H1(ℓ˜•/k˜•,Aut
grB˜•), (A) 7→ (A˜•).
By (2.6) we may identify G = G(ℓ/k) ≃ G(ℓ˜•/k˜•). The obvious group homomorphism
Aut Bℓ → Aut
gr(B˜ℓ)• is then G-equivariant and induces a map of pointed sets
H1(G,Aut Bℓ)→ H
1(G,Autgr(B˜ℓ)•).
The following lemma follows by unwinding the definitions of the maps involved.
Lemma 2.17. The diagram
H1(ℓ/k,AutB) //
≃

H1(ℓ˜•/k˜•,Aut
grB˜•)
≃

H1(G,Aut Bℓ) // H
1(G,Autgr(B˜ℓ)•)
is commutative. Here, the vertical arrows come from (2.3) and (2.4).
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An automorphism α of the graded ℓ˜•-algebra (B˜ℓ)• = ℓ˜•[r
−1T ] is, in particular, an au-
tomorphism of the underlying algebra and maps T to aT + b with a, b ∈ ℓ˜•. Since α
preserves the grading, one has a ∈ ℓ˜×1 and a G-equivariant map Aut
gr(B˜ℓ)• 7→ ℓ˜
×
1 , α 7→ a.
Proposition 2.18. The map induces an isomorphism H1(G,Autgr(B˜ℓ)•)
∼=
−→ H1(G, ℓ˜×1 ).
Proof. Suppose r /∈
√
|k×|. Then b = 0 and already the map α 7→ a is an isomorphism.
Suppose on the contrary r = 1. Then α 7→ a induces an exact G-equivariant sequence
0 −→ ℓ˜1 −→ Aut
gr(B˜ℓ)• −→ ℓ˜
×
1 −→ 1.
It is equivariantly split. Indeed, given a ∈ ℓ˜×1 the map induced by T 7→ aT lies in
Autgr(B˜ℓ)• and this gives the equivariant splitting ℓ˜
×
1 → Aut
gr(B˜ℓ)•. By (2.1) the sequence
H1(G, ℓ˜1) −→ H
1(G,Autgr(B˜ℓ)•) −→ H
1(G, ℓ˜×1 )
is exact. We have a section for the right hand arrow which is therefore surjective. It
remains to see H1(G, ℓ˜1) = 0. This follows from Lem. 2.8. 
If a ∈ ℓ with |a| = 1, then T 7→ aT gives an element of Aut Bℓ. This gives a map
(2.19) |ℓ×|/|k×| = H1(G, (ℓ◦)×) −→ H1(G,Aut Bℓ).
The first identity here is due to Prop. 2.9. Conversely, any α ∈ Aut Bℓ preserves the
spectral norm whence
α(T ) = a0 + a1T + a2T
2 + · · ·
with ai ∈ ℓ and
|a0| ≤ r, |a1| = 1 and |ai|r
i < r for all 2 ≤ i.
Mapping α to a1 induces a map
H1(G,Aut Bℓ) −→ H
1(G, (ℓ◦)×)
with a section given by (2.19). Let us make the forms of B corresponding to the injection
|ℓ×|/|k×| = H1(G, (ℓ◦)×) →֒ H1(G,Aut Bℓ)
explicit. Let x be an element of ℓ×. For g ∈ G let θg be the automorphism of the ℓ-
algebra Bℓ whose value on T is given by
g(x)
x
T . The form of B corresponding to the class
of γ = |x| in |ℓ×|/|k×| equals, up to isomorphism, the subring A ⊆ Bℓ of invariants under
the semilinear G-action given by g¯ = θgg, cf. subsection 2.2 and proof of Prop. 2.9. For
an element f =
∑
n anT
n ∈ B we compute
g¯(f) =
∑
n
g(an)(θg(T ))
n =
∑
n
g(an)
g(xn)
xn
T n
and thus
g¯(f) = f for all g ∈ G⇐⇒ g(an x
n) = anx
n for all n, g ⇐⇒ anx
n ∈ k for all n.
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The subring A is therefore given by the ring of all series∑
n
bn(x
−1T )n where bn ∈ k and |bn|s
n → 0 for n→∞
where s = γ−1r. Mapping x−1T to T induces an isomorphism
A
∼=
−→ k{s−1T}.
This shows that the forms of B that correspond to the finite subset H1(G, (ℓ◦)×) are given
by the k-affinoid discs of radii γir where γi ∈ |ℓ
×| runs through a system of representatives
for the classes in |ℓ×|/|k×|.
Proposition 2.20. One has a commutative diagram of bijections of pointed sets
H1(G,Aut Bℓ)
≃
//
≃

H1(G,Autgr(B˜ℓ)•)
≃

H1(G, (ℓ◦)×)
≃
// H1(G, ℓ˜×1 )
where the lower horizontal arrow comes from Prop. 2.11.
Proof. The commutativity of the diagram follows by inspection. Let (A, β) be a form of B
and let c ∈ H1(G,Aut Bℓ) be its cohomology class. Let c˜ be its image inH
1(G,Autgr(B˜ℓ)•).
Since the lower horizontal arrow and the right vertical arrow in the diagram are isomor-
phisms, there is x ∈ ℓ× such that c˜ = [θ˜] where
θ˜g(T ) = (
gx
x
mod ℓ◦◦)T ∈ (B˜ℓ)•
for all g ∈ G. If x˜ ∈ ℓ˜• denotes the principal symbol of x, we have (
gx
x
mod ℓ◦◦) = gx˜
x˜
.
Let γ = |x|. Now A˜• equals, up to a graded isomorphism, the invariant k˜•-subalgebra of
(B˜ℓ)• under the semilinear G-action defined by g¯ := θ˜gg. A computation as above shows
that this k˜•-subalgebra is given by the algebra of all polynomials∑
n
bn(x˜
−1T )n where bn ∈ k˜•.
It has the induced grading from (B˜ℓ)•, i.e. a polynomial as above is homogeneous of
degree s if and only if bnx˜
−n is homogeneous of degree sr−n, i.e. if and only if bn is
homogeneous of degree sγnr−n. Mapping x˜−1T to T induces a graded isomorphism from
this k˜•-subalgebra to k˜•[s
−1T ] where s := γ−1r. We thus have an isomorphism of graded
k˜•-algebras
(2.21) A˜•
∼=
−→ k˜•[s
−1T ].
Let f˜ be the preimage of T under this isomorphism and f ∈ A a representative. Mapping
T to f induces a homomorphism ψ : k{s−1T} → A of k-affinoid algebras whose graded
reduction is an isomorphism. If ℓ′ is any complete extension field of k, then ℓ˜′• ⊗k˜• A˜• is
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reduced according to (2.21). Since the ring A is reduced, Lem. 2.13 implies that ψ is an
isomorphism. This shows that c lies in the image of H1(G, (ℓ◦)×) →֒ H1(G,Aut Bℓ). The
left vertical arrow of our diagram is therefore an isomorphism and hence, so is any arrow
in the diagram. 
We summarize this discussion in the following statement.
Theorem 2.22. The forms of B with respect to the tamely ramified extension k ⊆ ℓ are
given by the finitely many k-affinoid discs of radii γir where γi ∈ |ℓ
×| runs through a
system of representatives for the classes in |ℓ×|/|k×|.
3. Forms of Russell type and wild ramification
3.1. The additive group. Let k be a field of characteristic p > 0 and let Ga be the
additive group over k. The endomorphism ring of Ga equals the noncommutative polyno-
mial ring k[F ] with relations Fa = apF for a ∈ k where F corresponds to the Frobenius
endomorphism [9, Prop. II.§3.4.4]. We let k[F ]∗ be the multiplicative monoid consisting
of separable endomorphisms, i.e. the set of all polynomials
∑
i aiF
i with a0 6= 0. For any
n the left ideal k[F ]F n of k[F ] is a two-sided ideal and we let Un be the image of k[F ]
∗
under the projection k[F ]→ k[F ]/k[F ]F n. Then Un is a multiplicative group.
If T denotes a parameter for Ga, then F induces the ring homomorphism given by T 7→ T
p
which we denote by F as well. Mapping
τ =
∑
i
aiF
i 7→ τ(T )
yields a bijection of k[F ] with the set of p-polynomials a0T + a1T
p + · · ·+ amT
pm in the
(commutative) polynomial ring k[T ]. The separable endomorphisms correspond to those
p-polynomials with a0 6= 0.
Any endomorphism ϕ of k extends to an endomorphism of k[F ] via
τ =
∑
i
aiF
i 7→ ϕ(τ) =
∑
i
τ(ai)F
i.
If ϕ equals the n-th Frobenius a 7→ ap
n
on k we write τ (n) := ϕ(τ). In this case k[F ](n)
denotes the image of k[F ] under τ 7→ τ (n). This image is k[F ] if and only if k is perfect.
Let A be a Hopf algebra over k with comultiplication c and let T = 0 be the unit element
of Ga. The set of group homomorphisms Hom(Spec(A),Ga) is in bijection via ψ 7→ ψ(T )
with the set of elements x ∈ A that satisfy c(x) = 1⊗ x+ x⊗ 1.
3.2. Graded Frobenius. Let Γ = R×+. All graded rings are Γ-graded rings.
Let A be a graded ring such that A1 has characteristic p > 0. Let ρ = ρA be its grading
function. Let n ∈ Z. We define a new grading ρ〈n〉 on A by
ρ〈n〉(x) := ρ(x)1/p
n
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for any nonzero homogeneous x ∈ A. We denote by A〈n〉 the ring A equipped with the
new grading ρ〈n〉, i.e. A〈n〉 = ⊕γA
〈n〉
γ where
A〈n〉γ = Aγpn
for all γ ∈ Γ. Obviously A
〈n〉
1 = A1.
Let k be a graded field such that k1 has characteristic p > 0. Then k
〈n〉 is a graded field.
If A is a graded k-algebra, then A〈n〉 is a graded k〈n〉-algebra. The Frobenius map
φn : k → k〈n〉, x 7→ xp
n
is a graded homomorphism (of degree 1) and we may form the graded tensor product
θ〈n〉A = k〈n〉 ⊗φn,k A.
It is a graded k〈n〉-algebra via multiplication on the left hand factor and comes with the
Frobenius homomorphism
F
〈n〉
A : θ
〈n〉A −→ A〈n〉, x⊗ a 7→ xap
n
.
The map F
〈n〉
A is a graded homomorphism (of degree 1) of graded k
〈n〉-algebras.
We briefly discuss the relation between the functor θ〈n〉 and base change. Let k¯ be a
graded algebraic closure of k, cf. appendix. Suppose that k ⊆ ℓ ⊆ k¯ is a graded extension
field which is purely inseparable over k. If ℓp
n
⊆ k for some n, then associativity of the
graded tensor product gives
(3.1) θ〈n〉A ≃ k〈n〉 ⊗φ¯n,ℓ Aℓ
with the graded map φ¯n : ℓ→ k〈n〉, x 7→ xp
n
. Let
kp
−n
:= {x ∈ k¯ : xp
n
∈ k},
a graded subfield of k¯ and a purely inseparable extension of k. If kp
−n
⊆ ℓ, we have in
turn
(3.2) ℓ⊗ψn,k〈n〉 θ
〈n〉A = ℓ⊗ψn,k〈n〉 (k
〈n〉 ⊗φ¯n,ℓ Aℓ) ≃ Aℓ
where ψn : k〈n〉 → ℓ, x 7→ x1/p
n
.
3.3. Graded forms of Russell type. We keep the assumptions. Let A be a graded
k-algebra. We call A a graded Hopf algebra if A is a Hopf algebra relative to the ring k
in the usual sense [31] and if the relevant maps -comultiplication, inverse, augmentation-
are graded homomorphisms (of degree 1). In this case θ〈n〉A and A〈n〉 are graded Hopf
algebras for all n ∈ Z. One verifies that F
〈n〉
A respects these structures.
Example: Let r ∈ Γ and consider B = k[r−1T ]. The Hopf algebra structure on B coming
from Ga with origin T = 0 is given by
c(T ) = 1⊗ T + T ⊗ 1, i(T ) = −T and ǫ(T ) = 0
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and is therefore graded. Conversely, any structure of graded Hopf algebra on B arises this
way. Indeed, the discussion before [25, Lemma 1.2] carries over to the graded setting and
hence, if t is a homogeneous generator of the kernel of the augmentation, then necessarily
c(t) = 1⊗ t+ t⊗ 1 and i(t) = −t. The canonical isomorphism
θ〈n〉(k[r−1T ])
∼=
−→ k〈n〉[r−1T ], x⊗ a 7→ xa
is graded and transforms the Frobenius F
〈n〉
B into the graded homomorphism
(3.3) k〈n〉[r−1T ] −→ (k[r−1T ])〈n〉 = k〈n〉[r−1/p
n
T ], T 7→ T p
n
.
Let r ∈ Γ. A p-polynomial f(T ) = a0T + a1T
p + · · ·+ amT
pm ∈ k[r−1T ] is homogeneous
of degree γ ∈ Γ if and only if ai ∈ k is homogeneous of degree γr
−pi.
Let n ≥ 1 and let ℓ be the graded field
ℓ := kp
−n
= {a ∈ k¯ : ap
n
∈ k}.
It is a purely inseparable (possibly infinite) extension of k. Let r ∈ Γ and let A be a
graded form of B := k[r−1T ] with respect to ℓ/k that is also a graded Hopf algebra. We
start with the following general construction. Let s ∈ Γ and choose
f(T1) = a0T1 + a1T
p + · · ·+ amT
pm ∈ k[r−p
n
T1],
a homogeneous p-polynomial of degree sp
n
with a0 6= 0. The graded quotient
A := k[r−p
n
T1, s
−1T2]/(T
pn
2 − f(T1))
inherits a Hopf structure from k[r−p
n
T1, s
−1T2] coming from the 2-dimensional additive
group of with unit element T1 = T2 = 0. Since a0 6= 0 the tensor product ℓ ⊗k A is
reduced.
For any polynomial h ∈ k[T ] we let hφ
n
be the polynomial that comes from h by applying
φn to its coefficients. Now let x respectively y be the residue class of T1 respectively T2
in the quotient A. We then have
1⊗a0x = 1⊗y
pn−1⊗amx
pm−...−1⊗a1x
p = (1⊗yp
n−1
−(ap
n−1
m ⊗x
pm−1+...+ap
n−1
1 ⊗x))
p =: tp1
in θ〈n〉A with a homogeneous element t1 of degree s
pn−1. Let h := a−10 f and bi := a
−1
0 ai.
Then
1⊗ yp
n
= 1⊗ f(x) = fφ
n
(1⊗ x) = hφ
n
(1⊗ a0x) = h
φn(tp1) = h
φn−1(t1)
p
in θ〈n〉A. Since θ〈n〉A is reduced, this implies
(3.4) 1⊗ yp
n−1
= hφ
n−1
(t1)
in θ〈n〉A viewing the coefficients of hφ
n−1
as elements of k〈n〉. Writing this out yields
t1 = 1⊗ y
pn−1 − bp
n−1
m t
pm
1 − ...− b
pn−1
1 t
p
1 = (1⊗ y
pn−2 − (bp
n−2
m t
pm−1
1 + ...+ b
pn−2
1 t1))
p =: tp2
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in θ〈n〉A with a homogeneous element t2 of degree s
pn−2. Now
1⊗ yp
n−1
= hφ
n−1
(t1) = h
φn−1(tp2) = h
φn−2(t2)
p
implies 1⊗yp
n−2
= hφ
n−2
(t2). Comparing with (3.4) we continue in this way and eventually
find a homogeneous element t := tn ∈ θ
〈n〉A of degree s such that 1 ⊗ y = h(t) and
1 ⊗ a0x = t
pn . Since θ〈n〉A is generated over k〈n〉 by 1 ⊗ y and 1 ⊗ a0x the inclusion
k〈n〉[t] ⊆ θ〈n〉A is surjective. Now t is transcendental over k〈n〉 and there is an isomorphism
of graded ℓ-algebras
(3.5) Aℓ
∼=
−→ ℓ[s−1T ], t 7→ T
according to (3.2). In particular, A⊗k A is reduced. Since c(x) = 1⊗ x+ x⊗ 1 we may
deduce from 1⊗ a0x = t
pn that c¯(t) = 1⊗ t+ t⊗ 1 where c¯ denotes the comultiplication
in θ〈n〉A induced from A. It follows that the above isomorphism is a Hopf isomorphism
when the target has its graded Hopf structure coming from the additive group with unit
element T = 0.
For the choice s ∈ ρ(ℓ×)r in Γ this yields graded Hopf algebras A over k which are forms
of B with respect to ℓ/k.
On the other hand, let A be a graded form of B := k[r−1T ] with respect to ℓ/k that is
also a graded Hopf algebra. Let c be the comultiplication of A and let c¯ be the induced
comultiplication on the base change θ〈n〉A. According to (3.1) we have an isomorphism of
k〈n〉-algebras
(3.6) θ〈n〉A
∼=
−→ k〈n〉[r−1T ]
which we use as an identification. Via transport of structure we view the right hand side
as a graded Hopf algebra over k〈n〉. If t denotes a homogeneous generator of the kernel of
the augmentation, then t = T − a with a ∈ (k〈n〉)r. By replacing T with T − a we may
therefore assume that c¯(T ) = 1 ⊗ T + T ⊗ 1. Using (3.6) as an identification, we may
write
(3.7) T =
∑
i
ai ⊗ yi
with ai ∈ k
〈n〉 and yi ∈ A where each ai⊗yi is homogeneous of degree r. We may assume
that the ai are a linearly independent family of homogeneous elements in the graded
k-vector space k〈n〉. Then each yi ∈ A is homogeneous with degree, say, ri. Moreover,∑
i
ai ⊗ c(yi) = c¯(
∑
i
ai ⊗ yi) = c¯(T ) = 1⊗ T + T ⊗ 1 =
∑
i
ai ⊗ yi ⊗ 1 + ai ⊗ 1⊗ yi
implies
c(yi) = 1⊗ yi + yi ⊗ 1
for all i. By the discussion in subsection 3.1, 1 ⊗ yi equals under the identification (3.6)
a p-polynomial fi ∈ k
〈n〉[r−1T ] which is homogeneous of degree ri.
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Consider now the graded subring k[y1, ..., yn] ⊆ A generated by the yi. By (3.7) the
inclusion map becomes surjective after the faithfully flat base change φn : k → k〈n〉 and
therefore k[y1, ..., yn] = A. Hence the graded fraction field F := FracΓ(A) of A is generated
over k by y1, ..., yn. Since ℓ ⊗k F = FracΓ(ℓ[r
−1T ]) it follows that trdegk(F ) = 1 (Lem.
A.6) and there is an element, say y, among the homogeneous elements yi which forms a
separating transcendence basis of F/k (Lem. A.5). Let s be the degree of y ∈ A. By our
above discussion we have
1⊗ y = f(T ) ∈ θ〈n〉A = k〈n〉[r−1T ]
with a p-polynomial homogeneous of degree s
f(T ) = a0T + a1T
p + · · ·amT
pm ∈ k〈n〉[r−1T ]
with am 6= 0. Applying the graded homomorphism F
〈n〉
A to T ∈ k
〈n〉[r−1T ] = θ〈n〉A yields
a homogeneous element x := F
〈n〉
A (T ) of degree r in A
〈n〉 that satisfies
yp
n
= F
〈n〉
A (1⊗ y) = F
〈n〉
A (f(T )) = f(F
〈n〉
A (T )) = f(x)
in A〈n〉 and c(x) = 1⊗ x+ x⊗ 1.
By choice of y the extension of graded fields F/k(y) is separable and so is the extension
F/k(x, y). But for all i we have in A〈n〉 that yp
n
i = fi(x). We read this equation in
A which implies that yi is purely inseparable over k(x). Since F = k(y1, ..., yn) this
means that F/k(x, y) is purely inseparable. Consequently, F = k(x, y). We also see that
A = k[y1, ..., yn] is a graded integral extension of k[x, y].
On the other hand, θ〈n〉 preserves graded direct sums and so the degree [F : k(y)]
equals the degree of the free graded θ〈n〉k(y)-module θ〈n〉F . Since this module equals
FracΓ(k
〈n〉[r−1T ]) by (3.6), this degree equals the monomial degree in T of the element
1 ⊗ y = f(T ) of θ〈n〉A = k〈n〉[r−1T ] which is pm. Since F = k(x, y), the homogeneous
polynomial
h(T ) := −yp
n
+ f(T ) = −yp
n
+ a0T + a1T
p + · · ·+ amT
pm ∈ k(y)[r−p
n
T ]
of degree sp
n
, which annihilates x and has monomial degree pm, must be irreducible. The
separability of x over k(y) implies then that a0 6= 0 ([10, 1.14.1]). Since ai ∈ k and y is
transcendental over k the graded Gauss lemma (cf. proof of Lem. A.3) shows that h(T )
is also irreducible in k[y][r−p
n
T ]. We thus have an isomorphism of graded Hopf k-algebras
(3.8) k[r−p
n
T1, s
−1T2]/(T
pn
2 − f(T1))
∼=
−→ k[x, y]
induced by T1 7→ x, T2 7→ y where the Hopf structure on the source comes from the
2-dimensional additive group with unit element T1 = T2 = 0. At this point we need a
lemma.
Lemma 3.9. The graded domain k[x, y] is graded integrally closed.
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Proof. We first show that the graded local ring (k[x, y])Q for any Q ∈ SpecΓ(k[x, y]) is
integrally closed. Since this graded local ring is graded noetherian it suffices, according to
Lem. A.2, to check that its maximal homogeneous ideal is generated by a non-nilpotent
homogeneous element. To do this let R := k[y] and consider the graded ring extension
R→ R[r−p
n
T ]/(h) =: S.
Of course, S ≃ k[x, y]. The formal derivative of the polynomial h is the unit h′ = a0 6= 0
in R[r−p
n
T ]. The usual argument proving that so-called standard-e´tale extensions are
e´tale and therefore unramified (e.g. [14, Thm. 4.2]) carries over to the graded setting: for
the prime homogeneous ideal P = Q∩R of R with graded residue field κ(P ) = RP/PRP
the graded κ(P )-algebra κ(P )⊗RSQ equals a finite product of separable finite graded field
extensions of κ(P ) and, at the same time, is a graded local ring because of PSQ ⊆ QSQ.
It follows that SQ/PSQ is a finite and separable graded field extension of κ(P ) and, in
particular, P generates the maximal homogeneous ideal of SQ. Since R, being isomorphic
to k[r−1T ] via y 7→ T , is a graded principal ideal domain, its local graded rings are graded
discrete valuation rings and so P is generated by a homogeneous non-nilpotent element
(Lem. A.2). Thus, SQ is integrally closed for any Q and therefore S ≃ k[x, y] is integrally
closed, cf. last sentence in A.2. This proves the lemma. 
Since A is integral over k[x, y] the lemma together with F = k(x, y) implies that A =
k[x, y]. The isomorphism (3.8) allows us to apply to A our previous discussion which yields
an isomorphism Aℓ
∼=
−→ ℓ[s−1T ], cf. (3.5). In view of (3.6) we conclude s ∈ ρ(ℓ×)r in Γ.
We may summarize the whole discussion in the following theorem.
Theorem 3.10. Let ℓ = kp
−n
and B := k[r−1T ]. Let s ∈ ρ(ℓ×)r in Γ. Let
f(T1) = a0T1 + a1T
p + · · ·+ amT
pm ∈ k[r−p
n
T1]
be a p-polynomial homogeneous of degree sp
n
with a0 6= 0. The graded Hopf k-algebra
A := k[r−p
n
T1, s
−1T2]/(T
pn
2 − f(T1))
is a graded form of B with respect to ℓ/k. Conversely, any graded Hopf k-algebra, which
is a form of B with respect to ℓ/k, is of this type.
Remark: In [25] P. Russell determines all forms of the additive group over a field of
positive characteristic. Our above theorem is a version for graded fields of loc.cit., Thm.
2.1 and its proof. Following [12, Part I.§2] we tentatively call the graded forms appearing
in the above theorem of Russell type. It is easy to see that a graded version of [25, Lem.
1.1.i] holds: any A as above admits a trivialization Aℓ′
∼=
−→ Bℓ′ which is defined over a
finite subextension ℓ′/k inside ℓ.
To determine how many graded forms of Russell type exist, one needs to know when such
a form is trivial and when two such forms are isomorphic. In the ungraded case there is
a very precise answer to these two questions (loc.cit., Cor. 2.3.1 and Thm. 2.5). In the
presence of gradings the arguments of loc.cit. that lead to this answer seem to allow no
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direct generalization. For example, the Frobenius map T 7→ T p is not a graded degree
1 endomorphism of B if r 6= 1. Hence, at this point we will say something only in case
r = 1 and leave the general case for future work.
In case r = 1 the grading ρA of a form A of Russell type has image in ρ(k
×). Hence
the graded algebra A is induced from A1 in the sense of graded Frobenius reciprocity [22,
Thm. 2.5.5]. In particular, the whole situation is governed by the homogeneous parts of
degree 1. To be more precise, any p-polynomial f(T ) ∈ k[T ] homogeneous of degree 1
lies in k1[T ] and uniquely corresponds to an endomorphism of Ga,k1 , the additive group
over k1 (subsection 3.1). Moreover, ℓ1 = (k1)
p−n. Recall that k1[F ]
(n) equals the image of
k1[F ] under the map τ 7→ τ
(n). Let B = k[T ] as graded k-algebra (i.e. r = 1).
Corollary 3.11. Let f(T1) = a0T1 + a1T
p + · · · + amT
pm ∈ k[T1] be a p-polynomial
homogeneous of degree 1 with a0 6= 0 and let τ be its endomorphism of Ga,k1. The graded
Hopf k-algebra
A(τ) := k[T1, T2]/(T
pn
2 − f(T1))
is a graded form of B with respect to the extension ℓ = kp
−n
of k. The form A(τ) is trivial
if and only if τc ∈ k1[F ]
(n) for some c ∈ k×1 . In particular, k1 is perfect if and only if all
A(τ) are trivial.
Proof. Passing to the homogeneous part of degree 1 induces a map from the set of iso-
morphism classes of the A(τ) to the set of forms of Ga,k1 with respect to the extension
of characteristic p-fields k1 ⊆ ℓ1. The map is surjective by [25, Thm 2.5] and injective by
graded Frobenius reciprocity, cf. Lem. A.1. Then [25, Cor. 2.3.1] gives the first state-
ment. If k1 is perfect, then k1[F ] = k1[F ]
(n). If k1 is not perfect, there is a p-polynomial
whose coefficient a1 at T
p is not a p-power in k1. If τ is the corresponding endomorphism,
then τc /∈ k1[F ]
(1) for any c ∈ k×1 and hence A(τ) is nontrivial. 
Recall that H1(ℓ/k,AutgrB) equals the pointed set of graded forms of B with respect to
ℓ/k. Recall that the group Un equals the image of k[F ]
∗ under the projection k[F ] →
k[F ]/k[F ]F n. Let
Gn := Un × k
×
1
be the direct product of the multiplicative groups Un and k
×
1 . There is an action of Gn
on the pointed set Un given by
(σ¯, c).τ¯ := (σ(n)τc−1) mod (F n).
Here, σ¯ = σ mod (F n) is the class of σ ∈ k[F ]∗ in Un ⊆ k[F ]/k[F ]F
n and similarly for τ .
Moreover, σ(n) equals the image of σ under the extension of φn to k[F ]. Let Un/Gn be
the pointed set of orbits corresponding to this action.
Example: In loc.cit., p. 534, there is the following description of the set Un/Gn in the
simplest case n = 1. Let W0 be a complementary Fp-subspace to k
p
1 ⊆ k1 (in case p 6= 1)
and for each i ≥ 1 let Wi be a copy of W0. Then U1 = k
×
1 acts linearly on the space
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W = ⊕i≥1Wi by c.(
∑
i ai) :=
∑
i c
p(1−pi)ai. Mapping
∑
i ai to 1+
∑
i aiF
i ∈ k[F ]∗ induces
an isomorphism of pointed sets
W/k×
∼=
−→ U1/G1.
Back in the case of general n ≥ 1, the proof of the preceding corollary and loc.cit., Thm.
2.5 imply the following corollary.
Corollary 3.12. Let ℓ = kp
−n
and r = 1. The map
k1[F ]
∗ → H1(ℓ/k,AutgrB), τ 7→ isomorphism class of A(τ)
induces an inclusion between pointed sets
Un/Gn →֒ H
1(ℓ/k,AutgrB).
3.4. A class of wildly ramified forms. We let Γ = R×+ and let k be a nonarchimedean
field which is complete with respect to a nontrivial absolute value |.| and whose residue
field k˜1 has characteristic p > 0.
Let n ≥ 1. Let k ⊆ ℓ be a complete field extension whose absolute value restricts to the
one on k and which has the property (k˜•)
p−n ⊆ ℓ˜•.
Let r ∈ Γ and B := k{r−1T}. Let s ∈ Γ and f˜(T1) = a0T1 + a1T
p + ... + amT
pm ∈
k˜•[r
−pnT1] be a homogeneous p-polynomial with a0 6= 0 of degree s
pn. Let A˜• be the form
of B˜• = k˜•[r
−1T ] corresponding to these data via the theorem above. Let f(T1) be a
homogeneous lift of f˜ in k{r−p
n
T1} and consider the affinoid k-algebra
A := k{r−p
n
T1, s
−1T2}/(T
pn
2 − f(T1)).
The quotient norm on A gives a filtration whose graded ring equals A˜• [6, Cor. 1.1.9/6].
Since A˜• is reduced, the quotient norm is power-multiplicative and, thus, equals the
spectral seminorm (loc.cit., Prop. 6.2.3/3). Hence, this seminorm is a norm and A is
reduced. Also, A˜• is the graded reduction of the affinoid algebra A. Since A˜• is a form
of B˜• the graded reduction of Aℓ = ℓ⊗ˆkA equals ℓ˜• ⊗k˜• A˜• ≃ ℓ˜•[r
−1T ] according to Lem.
2.12. Let f˜ be the preimage of T under the latter isomorphism and f a homogeneous
lift in Aℓ. Mapping T to f induces a homomorphism ψ : ℓ{r
−1T} → Aℓ of ℓ-affinoid
algebras whose graded reduction is an isomorphism. If ℓ′ is any complete extension field
of k containing ℓ then ℓ˜′•⊗k˜• A˜• is reduced since A˜• is a form of B˜•. Lem. 2.13 yields now
that ψ is an isomorphism and so A is a form of B with respect to k ⊆ ℓ. We summarize:
Proposition 3.13. Any form of k˜•[r
−1T ] of Russell type with respect to k˜• ⊆ ℓ˜• lifts
to a wildly ramified form of k{r−1T} with respect to k ⊆ ℓ and this map is injective on
isomorphism classes of forms.
Let r = 1. Consider the pointed set of orbits Un/Gn from the preceding subsection.
Composing the inclusion of the preceding proposition with the one from Cor. 3.12 yields
the following corollary.
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Corollary 3.14. In case r = 1, there is a canonical inclusion of pointed sets
Un/Gn →֒ H
1(ℓ/k,AutB).
4. Picard groups and p-radical descent
All rings are commutative and unital. All ring homomorphisms are unital.
4.1. Krull domains. We recall some divisor theory of Krull domains [7, VII.1] thereby
fixing some notation. Let A be an integral domain with quotient field K. The ring A is
called a Krull domain if there exists a family of discrete valuations (vi)i∈I on K such that
A equals the intersection of the valuation rings of the vi and such that for x 6= 0 almost
all vi(x) vanish. A noetherian Krull domain of dimension 1 is the same as a Dedekind
domain (loc.cit., Cor. VII.1.3).
Let A be a Krull domain and P (A) the set of height 1 prime ideals of A. The free abelian
group D(A) on P (A) is called the divisor group of A. Given P ∈ P (A) the localization
AP of A is a discrete valuation ring. Let vP be the associated valuation. The divisor map
divA : K
× −→ D(A) , x 7→
∑
P∈P (A)
vP (x)P
is then a well-defined group homomorphism giving rise to the divisor class group
Cl(A) := D(A)/Im divA.
If A′ ⊆ A is a subring which is a Krull domain itself and if P ′ ∈ P (A′), P ∈ P (A) are
height 1 prime ideals with P ∩ A′ = P ′ let e(P/P ′) ∈ N denote the ramification index of
P over P ′. Then j(P ′) :=
∑
e(P/P ′)P induces a well-defined group homomorphism
j : D(A′)→ D(A)
where the sum runs through all P ∈ P (A) with P ∩A′ = P ′. If A′ ⊆ A is an integral ring
extension, then j factors through a group homomorphism
 : Cl(A′)→ Cl(A)
[7, Prop. VII.§1.14].
4.2. p-radical descent. Let A be for a moment an arbitrary commutative ring andm ≥ 0
a natural number. Recall that a higher derivation ∂ of rank m on A is an ordered tuple
∂ = (∂0, ..., ∂m)
of additive endomorphisms ∂k of A satisfying the convolution formula
(4.0) ∂k(ab) =
∑
j=0,...,k
∂j(a)∂k−j(b)
for all a, b ∈ A and such that ∂0 = idA [11, IV.9]. Let
A[T ]m := A[T ]/(T
m+1)
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be the m-truncated polynomial ring over A with its augmentation map
ǫ : A[T ]m −→ A, f 7→ f mod (T ).
The higher derivation ∂ induces an injective ring homomorphism
A→ A[T ]m, a 7→
∑
j=0,...,m
∂j(a)T
j
which we again denote by ∂. Obviously, ǫ ◦ ∂ = idA. Conversely, any ring homomorphism
∂ : A→ A[T ]m with the property ǫ◦∂ = idA induces in an obvious way a higher derivation
of rank m on A. An element a ∈ A such that ∂(a) = a is called a constant. The constants
form a subring of A. We say that ∂ is nontrivial if there exists an element in A which is
not a constant. In this case, we define the order µ(∂) of ∂ as
µ(∂) := min{1 ≤ j ≤ m | ∂j 6= 0}.
We assume in the following that the ring A has characteristic p > 0. In this case we
introduce for a nontrivial ∂ the exponent n(∂) as
n(∂) := min{n |m < µ(∂) · pn}.
Note that n(∂) ≥ 1.
Lemma 4.1. Let ∂ be nontrivial. Any power ap
n(∂)
with a ∈ A is a constant.
Proof. Suppose ∂j(a) 6= 0 for some j ≥ 1. Then µ(∂) ≤ j and hence m < j · p
n(∂). It
follows that (∂j(a)T
j)p
n(∂)
= 0 in A[T ]m. Since ∂ is a homomorphism and A[T ]m has
characteristic p we obtain
∂(ap
n(∂)
) = ∂(a)p
n(∂)
=
∑
j=0,...,m
(∂j(a)T
j)p
n(∂)
= ap
n(∂)
.

If C ⊆ A is a subring with ∂j(C) ⊆ C for all j = 0, .., m the ring C is called invariant.
We obtain in this case a higher derivation on C of the same rank.
In [3] K. Baba uses the notion of higher derivation to build up a p-radical descent theory
of higher exponent. We recall that the case of exponent one using ordinary derivations is
classical and due to P. Samuel [26]. We shall only need a special case of Baba’s theory as
follows. Consider a Krull domain A of characteristic p > 0 with quotient field K and a
nontrivial higher derivation ∂ of rank m on K such that the subring A ⊆ K is invariant.
Let K ′ ⊆ K be the field of constants and let A′ := A ∩K ′. Then K ′ is the quotient field
of A′. If {vi}i∈I is a family of discrete valuations on K exhibiting A as a Krull domain,
their restrictions to K ′ prove A′ to be a Krull domain.
By the previous lemma A′ ⊆ A is an integral ring extension. We therefore have the
canonical homomorphisms j : D(A′) → D(A) and  : Cl(A′) → Cl(A). On the other
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hand, we have inside the group of units (K[T ]m)
× the subgroup of so-called logarithmic
derivatives
L := {
∂(z)
z
| z ∈ K×}
as well as its subgroups
(4.1)
LA := L ∩ (A[T ]m)
×,
L′A := {
∂(u)
u
|u ∈ A×}
with L′A ⊆ LA.
Lemma 4.2. The abelian group L has exponent pn(∂) and one has
L = {
∂(z)
z
| z ∈ A− {0}}.
Proof. If z ∈ K× then ∂(z)p
n(∂)
= ∂(zp
n(∂)
) = zp
n(∂)
by the preceding lemma. This proves
the first claim. Now consider ∂(z)
z
with z ∈ K×. Write z = f/g with nonzero f, g ∈ A
and let m := pn(∂) − 1. As we have just seen (∂(g)/g)m = (∂(g)/g)−1 in (K[T ]m)
× and
therefore
∂(fgm)/(fgm) = (∂(f)/f) · (∂(g)/g)m = ∂(f/g)/(f/g).
Since fgm ∈ A− {0} this yields the assertion. 
The fundamental construction in [3], (1.5) produces an injective homomorphism
ΦA : ker  −→ LA/L
′
A, D mod divA′(K
′×) 7→
∂(xD)
xD
mod L′A
where xD ∈ K
× is chosen such that
divA(xD) = j(D).
We consider the following condition on the tuple (A, ∂):
(♥) [K : K ′] = pn(∂) and ∂µ(∂)(a) ∈ A
× for some a ∈ A.
Proposition 4.3. If (♥) holds, then ΦA is an isomorphism.
Proof. This is a special case of loc.cit., Thm. 1.6. Note that we have r = 1 in the notation
of loc.cit. 
Thus, if (♥) holds and the class group of A vanishes, then the class group of the ring
of constants A′ has exponent pn(∂) and admits a fairly explicit description in terms of
logarithmic derivatives in the ring A[T ]m. This will be our main application.
We shall need some information how the property (♥) behaves when the ring of constants
varies. To this end we consider an injective homomorphism A′ → B into an integrally
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closed domain B such that AB := B ⊗A′ A is an integral domain. Let L
′ = Frac(B) be
the fraction field of B. Since AB is integral over B, we then have
L := Frac(AB) = L
′ ⊗K ′ K
for the fraction field of AB [20, Lem. §9.1]. Since B is integrally closed, one has L
′∩AB =
B.
Lemma 4.4. Suppose that A is flat as a module over A′ and that the A′-submodule
Im (∂0 − ∂) ⊆ A[T ]m associated with the homomorphism ∂ : A→ A[T ]m is flat. The field
L admits a higher derivation
∂L := idL′ ⊗K ′ ∂
of the same rank and order as ∂ such that the subring AB is invariant. The field of
constants with respect to ∂L equals L
′.
Proof. The free A-module A[T ]m is flat as an A
′-module whence TorA
′
1 (B,A[T ]m) = 0. So
tensoring the short exact sequence
0 −→ (Tm+1) −→ A[T ] −→ A[T ]m −→ 0
over A′ with B shows that B ⊗A′ A[T ]m ≃ (AB)[T ]m. We therefore obtain a higher
derivation AB → (AB)[T ]m by ∂B := idB ⊗A′ ∂ of rank m. According to formula (4.0) all
∂k are A
′-linear whence all (∂B)k = idB ⊗A′ ∂k are B-linear.
Let N := Im (∂0 − ∂). By assumption we have Tor
A′
1 (B,N) = 0. So tensoring the exact
sequence of A′-modules
0 −→ A′
⊆
−→ A
∂0−∂−→ N −→ 0
with B we obtain that B equals the ring of constants for ∂B on AB. Let S := B − {0}.
Then L = S−1AB = K⊗K ′L
′. The ring homomorphim ∂B is B-linear whence ∂L := S
−1∂B
is an L′-linear ring homomorphism L → L[T ]m and a higher derivation of L of rank m.
We have (∂L)k = S
−1(∂B)k = L
′⊗L∂k for all k = 0, ..., m whence µ(∂L) = µ(∂). Moreover,
x/s ∈ L with x ∈ AB, s ∈ S is constant with respect to ∂L if and only if x is constant with
respect to ∂B, i.e. if and only if x ∈ B. This shows that L
′ equals the field of constants
with respect to ∂L.

Corollary 4.5. Keep the assumptions of the preceding lemma. Suppose that the ring AB
is again a Krull domain. If (A, ∂) satisfies (♥) then (AB, ∂L) satisfies (♥). In this case,
B is a Krull domain.
Proof. Since µ(∂L) = µ(∂) one has [L
′ : L] = [K ′ : K] = pn(∂) = pn(∂L). Take a ∈ A such
that ∂µ(∂)(a) ∈ A
×. It follows that ∂µ(∂L)(1⊗ a) = 1⊗ ∂µ(∂)(a) ∈ (AB)
×. This shows (♥)
for (AB, ∂L). We have explained above that in this case, B = L
′ ∩ AB is again a Krull
domain. 
26 TOBIAS SCHMIDT
We apply these results to the following special case [11, IV.9]. Let k be a field of char-
acteristic p > 0 and let A := k[t±1] be the ring of Laurent polynomials in one variable t
over k and let K be its fraction field. For any m ≥ 0 we have the ring homomorphism
A→ A[T ]m, t 7→ class of t + T
which is a higher derivation ∂ of rank m. Let m′ ≥ 0 and consider ∂ for m := pm
′
− 1.
Let A′ := k[t±p
m′
] and write K ′ for its quotient field. We have
∂(tp
m′
) = ∂(t)p
m′
= (t+ T )p
m′
= tp
m′
and therefore ∂ is A′-linear. Since K ′[t] = K we obtain by localization at A′ − {0} a
K ′-linear higher derivation
∂ : K → K[T ]m
of rank m that maps t to (the class of) t + T . Note that for j = 0, ..., m each ∂j is a
K ′-linear endomorphism on K whose effect on the K ′-basis 1, t, ..., tm of K is given by
(4.6) ∂jt
i =
(
i
j
)
ti−j
where
(
i
j
)
= 0 if j > i. This is obvious from the binomial expansion of ∂(ti) = (t + T )i.
Lemma 4.7. The nontrivial higher derivation ∂ has the invariants µ(∂) = 1 and n(∂) =
m′ and the subring A is invariant. The field of constants equals K ′ with K ′ ∩ A = A′.
The ordered pair (A, ∂) satisfies (♥).
Proof. First of all, [K : K ′] ≤ pm
′
. From ∂(t) = t + T we deduce ∂1(t) = 1 whence
µ(∂) = 1. The identity n(∂) = m′ is then obvious. Let K ′′ be the field of constants of ∂.
We have
Kp
m′
⊆ K ′ ⊆ K ′′ ⊆ K
and so the field extension K/K ′′ is purely inseparable. Hence the minimal polynomial of
t over K ′′ has the form Xp
n
− a with some a ∈ K ′′ and some n. Suppose n < m′ so that
pn ≤ pm
′
− 1 = m. Then tp
n
= a ∈ K ′′ is a constant. But (4.6) implies ∂pn(t
pn) = 1, a
contradiction. Hence [K : K ′′] = pm
′
and our initial remark implies K ′ = K ′′. Since A′ is
integrally closed, we haveK ′∩A = A′. Finally, [K : K ′] = pm
′
= pn(∂) and ∂1(t) = 1 ∈ A
×.
Thus the ordered pair (A, ∂) satisfies (♥). 
For any m′ ≥ 0 we call the homomorphism ∂ : K → K[T ]m induced by t 7→ t + T the
standard higher derivation over k of exponent m′. It has rank m = pm
′
− 1.
5. Affinoid algebras and Quillen’s theorem
We let Γ = R×+ and let k be a nonarchimedean field which is complete with respect to a
nontrivial absolute value |.|. We assume that |.| is a discrete valuation, i.e. |k×| = |π|Z
for some uniformizing element π ∈ k with 0 < |π| < 1. We then have
k˜•
∼=
−→ k˜1[t
±1]
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by mapping the principal symbol of π to the variable t. In particular, the ring k˜• is
noetherian. Let p be the characteristic exponent of the residue field k˜1 of k.
Let A be a strictly affinoid algebra over k which is an integral domain. Let d be the
dimension of A. By the Noether normalization lemma [6, Cor. 6.2.2/2] there is an
injective homomorphism k{T1, ..., Td} →֒ A which is finite and strict with respect to
spectral norms. By loc.cit., Prop. 6.2.2/4, there is a number c ≥ 1 such that |A| ⊆ |k|1/c.
Let q = |π|1/c. We then have a decreasing complete and exhaustive Z-filtration on A
· · · ⊆ Fs+1A ⊆ FsA ⊆ · · ·
by the additive subgroups
FsA := {a ∈ A, |a| ≤ q
−s} = Aq−s
for s ∈ Z. Letting grsA := FsA/Fs+1A we have
A˜• = ⊕s∈Z grsA
for the graded reduction of the affinoid algebra A. The ring homomorphism k˜•{T1, ..., Td} →֒
A˜• is finite according to [30, Prop. 3.1(ii)]. In particular, the ring A˜• is noetherian.
Besides A˜• we need to introduce the Rees ring R(A)• of the filtered ring A [19]. To this
end let A[X±1] be the Laurent polynomial ring over A in a variable X with its Z-gradation
by degree in X . Then R(A)• equals the subring
R(A)• = ⊕s∈Z(FsA)X
s ⊆ A[X±1]
with its induced gradation. Write (R(A)•)(X) for its localization at the multiplicatively
closed subset {X,X2, ...}. One has the identities
(5.1) (R(A)•)(X) ≃ A[X
±1] and R(A)•/XR(A)• ≃ A˜•.
Since A is reduced, the filtration F•A on A is complete. Since A˜• is noetherian, so is
R(A)• according to [19, Prop. II.1.2.3].
Recall that a commutative noetherian ring R is called regular if all its localizations at
prime ideals are regular local rings. By the Auslander-Buchsbaum formula [1, Thm. 3.7]
this is equivalent to R having finite global dimension, i.e. there is a number 0 ≤ d < ∞
such that any finitely generated module has a projective resolution of length ≤ d. In this
case, the global dimension gld(R) of R is the smallest of such numbers d and coincides
with the (Krull) dimension of R.
Proposition 5.2. Suppose that A˜• is a regular ring. Then A and R(A)• are regular rings
with gld(A) ≤ gld(A˜•) and gld(R(A)•) ≤ 1 + gld(A˜•).
Proof. This is the commutative case of the main result of [18]. 
28 TOBIAS SCHMIDT
The regularity of R(A)• implies that any finitely generated graded R(A)•-module has a
finite resolution by finitely generated graded projective R(A)•-modules with degree zero
morphisms [21, 6.5].
Let K0(A) and K0(A˜•) be the Grothendieck group of the ring A and A˜• respectively. We
have the following generalization of the K0-part of Quillen’s theorem [23] which is due to
Li Huishi, M. van den Bergh and F. van Oystaeyen [17, Cor. 2.6].
Proposition 5.3. Suppose A˜• is regular. There is a group isomorphism
(5.3) ν : K0(A)
∼=
−→ K0(A˜•)
such that ν([A]) = [A˜•].
Let us explain where the isomorphism comes from. It is defined via the following com-
mutative diagram
K0g(R(A)•)
β
//
≃ i

K0(A)
≃ ν

K0g(A˜•)
γ
// K0(A˜•)
where the horizontal maps are surjective and the vertical maps are isomorphisms. Here,
K0g equals K0 applied to the category of finitely generated projective graded modules
over a Z-graded ring with degree zero graded morphisms. Note here that a projective
object in the graded category is the same as a graded module which is projective after
forgetting gradations [21, Prop. 7.6.6]. The upper horizontal map comes from the ho-
mogeneous localization R(A)• → (R(A)•)(X) = A[X
±1] and the equivalence of categories
M 7→ A[X±1]⊗AM between finitely generated A-modules and finitely generated Z-graded
A[X±1]-modules. Note that a quasi-inverse to this latter equivalence is given by passing
from a Z-graded A[X±1]-module to its homogeneous part of degree zero. The map γ comes
from the functor ”forgetting the gradation”. The map i is induced from the canonical
map R(A)• → R(A)•/XR(A)• = A˜• and the map ν is defined so as to make the diagram
commutative. Let us make the map ν completely explicit. Let P be a finitely generated
projective A-module and P ′ := A[X±1]⊗AP the corresponding Z-graded A[X
±1]-module.
Choose a finitely generated graded R(A)•-submodule P
′′ inside P ′ that generates P ′ over
A[X±1]. Since R(A)• is regular, there is a finite resolution by finitely generated projective
graded R(A)•-modules and degree zero morphisms
0 −→ Pn −→ Pn−1 −→ · · · −→ P0 −→ P
′′ −→ 0.
Then
ν([P ]) =
∑
i=0,...,n
(−1)i [Pi/XPi].
using R(A)•/XR(A)• = A˜•.
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Let Pic(R) be the Picard group of a commutative ring R, i.e. the abelian group (with
tensor product) of isomorphism classes of finitely generated projective R-modules of rank
1.
Proposition 5.4. Let A be of dimension 1 with A˜• regular. The natural homomorphism
Pic(R(A)•) −→ Pic((R(A)•)(X))
is surjective.
Proof. To ease notation write S := R(A)•. Since S is regular, all its localizations at prime
ideals are factorial rings by the Auslander-Buchsbaum-Nagata theorem [2]. Since S is an
integral domain, X is not a zero divisor and therefore [4, Prop. 7.17] implies the claim.
We briefly recall from loc.cit. how one produces preimages. Let P ∈ Pic(S(X)). Since S is
an integral domain, P is isomorphic to an invertible ideal I ⊆ S(X). Let I0 = I ∩ S. The
bidual (I0)
∗∗ = HomS(HomS(I0, S), S) is a reflexive S-module and lies in Pic(S). Since I
is a reflexive S(X)-module, (I0)
∗∗ localizes to I. 
Remark: If in the situation of the proposition we have that A˜• is an integral domain,
then the surjection on Picard groups is even a bijection. Indeed, in this case X ∈ R(A)•
generates a prime ideal according to (5.1) and then [4, Prop. III.7.15] yields the assertion.
Back in the general case, letM,N be finitely generated projective A-modules of rank m,n
respectively. The formula
∧m+n(M ⊕N) =
∑
k=0,...,m+n
∧k(M)⊗ ∧m+n−k(N) = ∧m(M)⊗ ∧n(N)
shows that [M ] 7→ [∧m(M)] defines a group homomorphism det : K0(R) → Pic(R). Let
rk(M) ∈ N denote the rank of a finitely generated projective A-module M (recall that A
is an integral domain). We have the short exact sequence
(5.4) 0 −→ SK0(A) −→ K0(A)
rk⊕det
−→ Z⊕ Pic(A) −→ 0.
The group SK0(A) consists of classes [P ]− [A
m] where P has some rank m and ∧mP ∼= A.
If A has dimension 1, then, since A is noetherian, SK0(A) = 0 by Serre’s theorem [4,
Thm. IV.2.5]. We therefore have K0(A) ≃ Z⊕ Pic(A) in this case.
Proposition 5.5. Let A be of dimension 1 such that the ring A˜• is regular. There is a
commutative diagram of abelian groups
0 // Z //
=

K0(A)
det
//
≃ ν

Pic(A) //
≃ ν¯

0
0 // Z // K0(A˜•)
det
// Pic(A˜•) // 0
in which rows are exact and vertical maps are isomorphisms. The rank map induces a
canonical splitting in both rows.
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Proof. Since A is commutative, the map 1 7→ [A] defines an inclusion Z →֒ K0(A) and
similarly for A˜•. In particular, the upper row is a split exact sequence and in the lower
row we have Z ⊆ ker det. Since ν([A]) = [A˜•] the first square commutes. This implies a
surjective homomorphism ν¯ making the second square commutative. It remains to show
that ν¯ is injective. Mapping the isomorphism class of a rank 1 module P to the symbol
[P ] in K0 gives a set-theoretical section to both determinant maps. It suffices to see
that ν preserves the image of these sections. So let P be a finitely generated projective
A-module of rank 1 and let [P ] ∈ K0(A). Since A is an integral domain, P is isomorphic
to an invertible ideal J ⊆ A. Consider the invertible ideal
I = A[X±1]⊗A J = A[X
±1]J ⊆ A[X±1]
and put I0 := I ∩ R(A)•. Let P
′′ := (I0)
∗∗ be the bidual of the R(A)•-module I0.
By the proof of the previous proposition, it is a reflexive R(A)•-module in Pic(R(A)•)
that localizes to I. More precisely, P ′′ generates I over A[X±1] by means of the duality
isomorphism I
∼=
−→ I∗∗. Recall that R(A)• is noetherian. Hence, I0 ⊆ R(A)• with its
induced gradation is a finitely generated graded R(A)•-module and therefore (I0)
∗ has
its natural Z-gradation by degree of morphisms [22, Cor. 2.4.4]. Since also (I0)
∗ is
finitely generated, a second application of loc.cit. implies that P ′′ = (I0)
∗∗ has a natural
Z-gradation. Similarly, using that A[X±1] is noetherian, the module I∗∗ has a natural Z-
gradation. It makes the duality isomorphism I
∼=
−→ I∗∗ into a graded morphism of degree
zero (loc.cit., Prop. 2.4.9). It follows that the isomorphism (P ′′)(X) ≃ I is a graded
isomorphism of degree zero. One therefore has [P ′′] ∈ K0g(R(A)•) with
β([P ′′]) = [J ] = [P ].
Consequently, ν([P ]) = [P ′′/XP ′′]. Since P ′′/XP ′′ ∈ Pic(A˜•), this completes the proof.

6. Picard groups of forms
We keep the assumptions on the discretely valued field k. We will work relatively to a finite
wildly ramified extension k ⊆ ℓ. Let pn = [ℓ˜• : k˜•] be the degree of the purely inseparable
extension k˜• ⊆ ℓ˜•. Then p
n = [ℓ : k] according to the first remark in subsection 2.4. We
restrict to the case of positive characteristic char k˜1 = p > 0. Let ̟ ∈ ℓ be a uniformizing
element, i.e. |ℓ| = |̟|Z with 0 < |̟| < 1. We then have ℓ˜•
∼=
−→ ℓ˜1[t
±1] by mapping the
principal symbol of ̟ to t. Under this identification k˜• = k˜1[t
±pn]. For simplicity, we
assume in the following that ℓ/k is totally ramified, i.e. f = 1 and ℓ˜1 = k˜1. The general
case can be treated similarly but is more technical.
By our assumptions the ring extension k˜• ⊆ ℓ˜• is of the form considered at the end of
section 4. In particular, we have the standard higher derivation associated to it.
Let r ∈
√
|k×| and B := k{r−1T}. Let A be a form of B with respect to ℓ/k. We
will study the Picard group of A under the assumption that A has geometrically reduced
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graded reduction, i.e.
k˜alg• ⊗k˜• A˜•
is reduced where k˜alg• denotes the graded algebraic closure of k˜•. By the usual argument
it suffices to check that k˜p
−1
• ⊗k˜• A˜• is reduced.
Suppose now this condition holds. Then Lem. 2.12 implies that A˜• is a form of B˜• for
the extension k˜• ⊆ ℓ˜• which will allow us to use p-radical descent. We fix once and for all
an isomorphism B˜•
∼=
−→ A˜• ⊗k˜• ℓ˜• which we use as an identification in the following. We
now forget all gradations and treat all graded rings as ordinary rings.
Put m := pn − 1. Let K and K ′ be the (ordinary) fraction fields of ℓ˜• and k˜•. Since K
has characteristic p > 0 we may consider the standard higher derivation
∂ : K → K[S]m
of exponent n on K given by t → t + S (end of section 4). According to Lem. 4.7 we
have µ(∂) = 1 and the subring k˜• is invariant. The field of constants equals K
′ with
K ′∩ ℓ˜• = k˜•. The ordered pair (ℓ˜•, ∂) satisfies (♥). Consider the injective homomorphism
k˜• → A˜• into the integral domain A˜•. The ring B˜• = A˜•⊗k˜• ℓ˜• is an integral domain. Let
L′ = Frac(A˜•) be the (ordinary) fraction field of A˜•. Since B˜• is integral over A˜•, we then
have
L = Frac(B˜•) = A˜• ⊗K ′ K
for the (ordinary) fraction field of B˜•. Now k˜• is a principal ideal domain and, hence, any
torsion free module is flat. Hence, ℓ˜• is flat as a module over k˜• and the k˜•-submodule
Im (∂0 − ∂) ⊆ ℓ˜•[S]m associated with the homomorphism ∂ = ∂ℓ˜• : ℓ˜• → ℓ˜•[S]m is flat.
According to Lem. 4.4 the field L admits a higher derivation
∂L := idL′ ⊗K ′ ∂
of the same rank and order as ∂ such that the subring B˜• is invariant. The field of
constants with respect to ∂L equals L
′ and L′ ∩ B˜• = A˜• is a Krull domain. Since B˜• is
a Krull domain, Cor. 4.5 implies that (B˜•, ∂L) satisfies (♥). By Prop. 4.3 we therefore
have the group isomorphism
ΦB˜• : ker 
∼=
−→ LB˜•/L
′
B˜•
, D mod divA˜•(K
′×) 7→
∂(xD)
xD
mod L′
B˜•
where xD ∈ K
× is chosen such that
divB˜•(xD) = j(D)
and
 : Cl(A˜•)→ Cl(B˜•)
is the canonical map. Since B˜• = ℓ˜1[t
±, T ] is a factorial domain [7, Prop. VII.§3.4.3 and
Thm. VII.§3.5.2] we have Cl(B˜•) = 0. Hence
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ΦB˜• : Cl(A˜•)
∼=
−→ LB˜•/L
′
B˜•
for the class group of the Krull domain A˜•.
Lemma 6.1. The ring A˜• is a noetherian regular Krull domain of global dimension 2.
Proof. We have already explained above that A˜• is a Krull domain. The ring extension
A˜• →֒ B˜• makes A˜• a (bi-)module direct summand of B˜• and B˜• is a free A˜•-module
via this extension. By [21, Thm. 7.2.8(i)] we have gld(A˜•) ≤ gld(B˜•) = 2, hence A˜•
is regular. Its global dimension coincides then with its Krull dimension and [20, Ex.9.2]
implies gld(A˜•) = 2. Since B˜• is noetherian, so is A˜• [7, Cor. I.§3.5]. 
If P ⊆ A˜• is a height 1 prime ideal of A˜•, the localization (A˜•)P is a discrete valuation
ring. If I ⊆ A˜• is an ideal, we let vP (I) be its valuation, i.e. the integer ν such that
IP = P
ν(A˜•)P as ideals in (A˜•)P . Since A˜• is a regular Krull domain, [32, Cor. I.3.8.1]
says that any divisor D ∈ D(A˜•) is of the form D =
∑
P vP (I)P for a unique invertible
ideal I ⊆ A˜• and that D 7→ I induces an isomorphism Cl(A˜•)
∼=
−→ Pic(A˜•). Invoking
Prop. 5.5 we have ν¯ : Pic(A)
∼=
−→ Pic(A˜•). This proves the following proposition.
Proposition 6.2. There are canonical isomorphisms
Pic(A)
∼=
−→ Pic(A˜•)
∼=
−→ Cl(A˜•)
∼=
−→ LB˜•/L
′
B˜•
.
In particular, Pic(A) has exponent pn.
We give a criterion in which the structure of these groups can be explicitly determined
-at least up to a finite number of choices. To do this, let us write degT for the monomial
degree in the variable T of an element in B˜• = ℓ˜1[t
±1, T ] or of an element in B˜•[S]m. Since
∂L(T ) = T mod (S) we have that degT (∂L(T )) ≥ 1.
Proposition 6.3. Suppose degT (∂L(T )) = 1. Then LB˜•/L
′
B˜•
is a finite cyclic group of
exponent pn generated by the class of ∂L(T )
T
.
Proof. We use the description of the group L from Lem. 4.2. This implies ∂L(T )
T
∈ LB˜•
since ∂L leaves B˜• invariant. Moreover, let f(T ) ∈ B˜• − {0} be given such that h :=
∂L(f)
f
∈ LB˜• . Then ∂L(f) = f
∂(∂L(T )) where f
∂ refers to the polynomial in T that arises
from f by applying ∂ to its coefficients. Our assumption implies
degT (∂L(f)) = degT (f
∂) = degT (f)
where the latter identity holds since ∂ is injective. Consequently,
∂L(f)
f
∈ (B˜•[S]m)
× =⇒
∂L(f)
f
∈ (ℓ˜•[S]m)
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and so degT (h) = 0. Write f =
∑
i,j aijt
iT j with aij ∈ ℓ˜1 with i ∈ Z, j ≥ 0. Write
∂L(T ) = Tw with some w ∈ ℓ˜•[S]m. Thus, w =
∑
j=0,...,m cjS
j with c0 = 1 and cj ∈ ℓ˜• for
j > 0. Now we compute∑
i,j
aij(t+ S)
iT jwj =
∑
i,j
aij∂(t)
i∂L(T )
j = ∂L(
∑
i,j
aijt
iT j) = h
∑
i,j
aijt
iT j .
Since f 6= 0 there is j such that aij 6= 0. Since t, S, T are algebraically independent and
since degT (h) = 0 one may compare the coefficient of T
j on both sides which yields
wj (
∑
i
aij(t+ S)
i)/(
∑
i
aijt
i) = h.
Since w = ∂L(T )/T ∈ LB˜• one has hw
−j ∈ LB˜• . Using K ∩ B˜• = ℓ˜• we obtain altogether∑
i
aij(t+ S)
i/(
∑
i
aijt
i) = ∂(
∑
i
aijt
i)/(
∑
i
aijt
i) ∈ (K[S]m)
× ∩ B˜•[S]m ⊆ ℓ˜•[S]m.
In particular,
hw−j = ∂(
∑
i
aijt
i)/(
∑
i
aijt
i) ∈ Lℓ˜•
where Lℓ˜• refers to the integral logarithmic derivatives associated to the standard deriva-
tion ∂. Since the latter satisfies (♥) and since Cl(ℓ˜•) = 0 we have Lℓ˜• = L
′
ℓ˜•
(Prop. 4.3).
Since ∂L extends ∂ the inclusion ℓ˜• ⊆ B˜• induces L
′
ℓ˜•
⊆ L′
B˜•
. Thus, h ≡ wj mod L′
B˜•
in
LB˜•/L
′
B˜•
. Consequently, the class of w generates the group LB˜•/L
′
B˜•
. 
We conclude by explaining the condition degT (∂L(T )) = 1 in the context of forms of
Russell type. For simplicity, we let A be a form of B of Russell type with parameters
n = 1 and s = r (in the notation of Thm. 3.10) and which admits a trivialization over ℓ˜•.
Up to isomorphism, such a form has graded reduction
A˜• = k˜•[r
−pT1, r
−1T2]/(T
p
2 − f(T1))
where f(T1) = a0T1 + a1T
p
1 + ... + amT
pm
1 ∈ k˜•[r
−pT1] is a homogeneous p-polynomial of
degree rp with a0 6= 0. Let x resp. y be the residue class of T1 and T2 in A˜• respectively.
According to subsection 3.3 we have
1⊗ a0x = (1⊗ y − (am ⊗ x
pm−1 + ... + a1 ⊗ x))
p =: tp
in θ〈1〉A with a homogeneous element t of degree r. We have an isomorphism of graded
ℓ˜•-algebras
Aℓ˜•
∼=
−→ ℓ˜•[r
−1T ], t 7→ T.
Under this isomorphism 1⊗ y− (a
1/p
m ⊗xp
m−1
+ ...+a
1/p
1 ⊗x) = T according to (3.2). Our
condition comes down to the identity
∂(1)⊗ y − (∂(a1/pm )⊗ x
pm−1 + ... + ∂(a
1/p
1 )⊗ x)) = ∂L(T ) = fT + h
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for elements f, h ∈ ℓ˜•[S]m. If this holds, we have
(1− f)⊗ y − ([∂(a1/pm )− fa
1/p
m ]⊗ x
pm−1 + ... + [∂(a
1/p
1 )− fa
1/p
1 ]⊗ x)) = h.
The elements y, xp
m−1
, ..., x, 1 are k˜•-linearly independent in k˜•[x, y] = A˜• and therefore
ℓ˜•[S]m-linearly independent in ℓ˜•[S]m ⊗k˜• A˜• = B˜•[S]m. It follows h = 0, f = 1 and
∂(a
1/p
i ) = a
1/p
i for all i = 1, ..., m. In other words, ai has a p-th root in k˜• for i = 1, ..., m.
Conversely, this condition implies ∂L(T ) = T . The preceding two propositions show in
this case that Pic(A) = 1 and that A is a principal ideal domain (cf. Lem. 2.14).
Appendix A. Results from graded commutative algebra
All rings are assumed to be associative, commutative and unital. Let Γ be a commutative
multiplicative group.
A.1. Generalities. Our reference for general graded rings is [22] but our exposition fol-
lows [8], [10] and [30]. A ring A is called Γ-graded or simply graded if it allows a direct
sum decomposition as abelian groups
A = ⊕γ∈ΓAγ
such that Aγ · Aδ ⊆ Aγδ. The set
∐
γ∈ΓAγ is the set of homogeneous elements. The
decomposition of A yields a function
ρA :
∐
γ
(Aγ − {0})→ Γ, a ∈ Aγ − {0} 7→ γ,
the grading of A. We have 1 ∈ A1 and A1 is a subring of A; if a ∈ A is homogeneous and
invertible in A, then a−1 is homogeneous [22, Prop. 1.1.1]. We denote by A× the group
of invertible homogeneous elements in A. Then ρ yields a homomorphism A× → Γ.
Any ring A may be viewed a graded ring by letting A1 = A and Aγ = 0 if γ 6= 1 (the
trivial gradation). A graded field is a graded ring A with A× = A−{0}. Such a ring need
not be a field in the usual sense as we will see below. On the other hand, every field k is
a graded field via the trivial gradation.
If S ⊆ A is a subset of homogeneous elements, then the smallest graded subring of A
containing S is called the graded subring of A generated by S.
An ideal I ⊆ A is called graded if it is generated by homogeneous elements or, equivalently,
if I = ⊕γ∈Γ(I ∩ Aγ). In this case, the quotient A/I = ⊕γ∈ΓAγ/(I ∩Aγ) is graded.
A ring homomorphism A → B between graded rings A and B is graded of degree δ ∈ Γ
if it maps Aγ into Bδγ for all γ ∈ Γ. A homomorphism of degree 1 will simply be called
graded. In this case, we call B a graded algebra over A.
Lemma A.1. Let k be a graded field. Let A,B be two graded k-algebras with Im ρA ⊆
Im ρk. Then any k1-algebra homomorphism A1 → B1 extends uniquely to a homomor-
phism of graded k-algebras A→ B.
FORMS OF AN AFFINOID DISC AND RAMIFICATION 35
Proof. Since Aγ = kγ ⊗k1 A1 for any γ ∈ Γ, this is a simple instance of graded Frobenius
reciprocity [22, Thm. 2.5.5]. 
A graded ring A is called reduced if there is no homogeneous nonzero nilpotent in A.
A graded ring A is a graded domain if all nonzero homogeneous elements of A are not
zero-divisors in A. We remark here that a graded ring which is reduced (resp. a graded
domain) need not be reduced (resp. an integral domain) in the usual sense. However,
this is true if Γ can be made into a totally ordered group (e.g. Γ is torsion free [16]), in
which case one may argue with homogeneous parts of highest degree.
A prime homogeneous ideal is a homogeneous ideal P ⊆ A such that the graded ring
A/P is a domain. Such an ideal need not be a prime ideal in the usual sense. We denote
the set of such ideals by SpecΓ(A) (the graded prime spectrum of A [22, 2.11]). Given
such an ideal P we let AP be the homogeneous localization, i.e. the localization at the
multiplicative subset of the complement A − P consisting of homogeneous elements. It
is a local graded ring with a unique maximal homogeneous ideal. The rings AP where P
runs through SpecΓ(A) are sometimes called the local rings of the graded ring A. If A is
a graded domain and P = (0), then AP is a graded field, the graded fraction field of A.
We denote it by FracΓ(A).
A graded domain is called a graded discrete valuation ring if it is a graded principal ideal
domain (i.e. every homogeneous ideal admits a single homogeneous generator) with a
unique nonzero prime homogeneous ideal. The proofs of [27, I.§2. Prop. 2 and 3] extend
to the graded setting by working only with homogeneous elements. This implies the next
lemma (cf. below for a discussion of the noetherian property and integral elements in the
graded setting).
Lemma A.2. For a graded ring A to be a graded discrete valuation ring it is necessary
and sufficient to be a graded noetherian graded local ring with a maximal ideal generated
by a non-nilpotent homogeneous element. A graded discrete valuation ring is integrally
closed. The local rings of a graded principal ideal domain are graded discrete valuation
rings.
Let A be a graded ring. A graded A-module is an A-module M with a direct sum decom-
position as abelian groups M = ⊕γ∈ΓMγ such that AδMγ ⊆ Mδγ for all δ, γ ∈ Γ. For the
straightforward notions of graded morphism of degree γ ∈ Γ, graded submodule, graded
direct sum or graded tensor product we refer to [22].
If γ ∈ Γ we let A(γ) be the graded A-module whose underlying A-module equals A and
whose gradation is given by A(γ)δ = Aγδ for all δ ∈ Γ. If M is a graded A-module and
(mi)i is a family of elements of M of respective degrees γi, there exists a unique graded
A-linear map ⊕iA(γ
−1
i )→M of degree 1 mapping 1 ∈ A(γ
−1
i ) to mi for all i. The family
(mi)i is called free (resp. generating resp. a basis) if this map is injective (resp. surjective
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resp. bijective). The module M is called of finite type if there exists a generating family
for M of finite cardinality.
Let k be a graded field. A graded k-module will be called a graded k-vector space. Any
graded k-vector space M admits a basis and different bases have the same cardinality.
This cardinality is called the dimension of M [30, Lem. 1.2].
A graded ring is graded noetherian if any homogeneous ideal of A is finitely generated.
This is equivalent to the property that chains of homogeneous ideals in A satisfy the
ascending chain condition. In this case, every graded A-submodule of a finitely generated
graded A-module is finitely generated.
A.2. Polynomial extensions. Let A be a graded ring and r1, ..., rn ∈ Γ
n. We let
A[r−11 T1, ..., r
−1
n Tn]
be the graded ring whose underlying ring equals the polynomial ring A[T1, ..., Tn] over A
and where for all s ∈ Γ the homogeneous elements of degree s are given by the polynomials∑
I aIT
I where aI ∈ A is homogeneous of degree sr
−I . Here, TI = T i11 · · · T
in
n and
r−I = (r−i11 , ..., r
−in
n ) ∈ Γ
n for I = (i1, ..., in) ∈ N
n. In particular, Ti is homogeneous of
degree ri. One has A[r
−1
1 T1, ..., r
−1
n Tn]
× = A×.
If we want to refer to the usual degree in the variable T of the polynomial underlying
an element f of A[r−1T ] we will talk about the monomial degree of f . The proof of
the Hilbert Basis theorem carries over, so A[r−11 T1, ..., r
−1
n Tn] is graded noetherian if A is
graded noetherian [8, §4].
Let A be a graded domain. A nonzero homogeneous element a ∈ A − A× is called
irreducible if a = bc with homogeneous elements b, c ∈ A implies that b ∈ A× or c ∈ A×.
The graded domain A is called factorial if every nonzero homogeneous element from
A − A× is uniquely -up to rearrangement and up to an element from A×- a product of
irreducible homogeneous elements in A. By the classical argument, a graded principal
ideal domain is factorial.
Lemma A.3. Let A be a graded domain which is factorial. Let r ∈ Γ. Then A[r−1T ]
is factorial. A monic homogeneous element in A[r−1T ] is irreducible if and only if it is
irreducible in FracΓ(A)[r
−1T ].
Proof. One has a graded version of the classical Gauss lemma [15, Thm. IV.2.1] working
only with nonzero homogeneous elements. One may then copy the arguments from the
ungraded case [15, Thm. IV.2.3]. 
If k is a graded field, then k[r−1T ] is even a principal ideal domain by [8, Lemma 4.1].
Let A→ B be an injective graded homomorphism between graded rings. If a homogeneous
element b ∈ Br satisfies f(b) = 0 for some monic polynomial f ∈ A[T ] of positive
monomial degree, then one may replace nonzero coefficients of f with suitable nonzero
homogeneous parts (depending on γ) to find such an f which is homogeneous in A[r−1T ].
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In this case we call b integral over A. The set of elements of B whose homogeneous parts
are integral over A forms a graded A-subalgebra A′ of B, the graded integral closure of A
in B. If A = A′ we call A integrally closed in B. If in this situation A is a graded domain
and B its graded fraction field, we call A integrally closed.
The usual argument with Zorn’s lemma using only homogeneous ideals implies that any
homogeneous element a ∈ A \ A× lies in a maximal homogeneous ideal. This implies
A = ∩P∈SpecΓ(A)AP for a graded domain A. In this case, A is integrally closed if and only
if this holds for each AP .
A.3. Graded fields. Let k be a graded field. Let p be the characteristic exponent of the
field k1.
We begin with an example. Let ρ be the grading of k and let r ∈ Γ whose class in Γ/ρ(k×)
has infinite order. The homogeneous elements in k[r−1T ] are then given by the monomials
aT j with a ∈ k homogeneous and j ∈ N: indeed, a second monomial bT j of the same
degree leads to ρ(a)rj = ρ(b)rk which implies j = i by the choice of r. The graded fraction
field of k[r−1T ] is therefore obtained by (homogeneous) localization at the single element
T . We therefore have
(1.4) k[r−1T, rT−1] := FracΓ(k[r
−1T ]) = k[r−1T, rS]/(TS − 1)
in case r has infinite order in Γ/ρ(k×). The underlying ring of k[r−1T, rT−1] equals the
Laurent polynomials over k in the variable T and so it is not a field in the usual sense.
The homogeneous elements of k[r−1T, rT−1] are given by aT j with a ∈ k homogeneous
and j ∈ Z.
A graded homomorphism k → ℓ between graded fields is injective and called an extension
of graded fields. If x ∈ ℓ× of degree r ∈ Γ, then the graded homomorphism
k[r−1T ]→ ℓ, T 7→ x
has a homogeneous kernel Ix. If Ix = 0 resp. Ix 6= 0 the element x is called transcendental
resp. algebraic over k. The latter case always occurs in case of a finite extension k ⊆ ℓ. In
the algebraic case we call the unique monic homogeneous generator fx of Ix the minimal
homogeneous polynomial of x over k.
The extension k ⊆ ℓ is called normal if fx splits into a product of homogeneous polyno-
mials in ℓ[r−1T ] of monomial degree 1 for every x ∈ ℓ× where r = ρℓ(x). The classical
argument involving Zorn’s lemma applies to the graded setting and yields a graded alge-
braic closure k¯ of k, unique up to k-isomorphism. If fx has only simple roots in k¯ then
fx and x are called separable. If fx is of the form fx(T ) = T
pn − c with c ∈ k×, we call
fx purely inseparable and x purely inseparable of degree n over k. The union k
s of all
separable elements of k¯ (together with the zero element) is called the graded separable
closure of k in k¯. The union ki of all purely inseparable elements (together with the zero
element) is called the graded purely inseparable closure of k in k¯. Both are graded fields
and one has ks ∩ ki = k.
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A finite extension k ⊆ ℓ which is normal and separable is called Galois. In this case, the
group of graded automorphisms of ℓ fixing k pointwise is denoted by Gal(ℓ/k). There
is a graded version of the main theorem of Galois theory [10, (1.16.1)]. In particular,
#Gal(ℓ/k) = [ℓ : k] and ℓGal(ℓ/k) = k.
Let k ⊆ ℓ be an extension of graded fields and S ⊆ ℓ a subset. We let k(S) be the
smallest graded subfield of ℓ that contains k and S. It equals the graded fraction field of
the graded subring of ℓ generated by k and S. If ℓ = k(S) we say that ℓ is generated by
S over k.
Let k ⊆ ℓ be an extension of graded fields. A subset S ⊆ ℓ× is said to be algebraically
independent over k if the graded k-algebra homomorphism k[r−11 T1, ..., r
−1
n Tn]→ ℓ defined
by Ti 7→ si is injective for any finite subset s1, ..., sn of S (with ri = ρℓ(si)). A subset S
which is a maximal algebraically independent set over k is called a transcendence basis
for ℓ/k. As in the classical case, one shows that a transcendence basis always exists and
that all such bases have the same cardinality, the transcendence degree trdegk(ℓ) of the
extension ℓ/k [8, §4]. Similarly, if the graded field ℓ is generated over k by a set S ⊆ ℓ,
one may choose a transcendence basis from S. We shall need a graded version on the
existence of a separating transcendence basis in the following sense.
Lemma A.5. Suppose k ⊆ ℓ is an extension of graded fields such that the graded ring
ki⊗k ℓ is reduced. If S ⊆ ℓ generates ℓ over k, there is a subset S
′ ⊆ S with the properties:
(i) S ′ is a transcendence basis of ℓ/k, (ii) the algebraic extension k(S ′) ⊆ ℓ is separable.
Proof. Let r and r1, ..., rn be elements of Γ. The graded ring k[r
−1
i T ] is a principal ideal
domain and therefore factorial. Hence A := k[r−11 T1, ..., r
−1
n Tn] is factorial according
to Lem. A.3. The latter lemma also implies that a monic homogeneous polynomial
in A[r−1T ] is irreducible if and only if it is irreducible in FracΓ(A)[r
−1T ]. We then have
everything to extend the classical proof [15, Prop. VIII.4.1] on the existence of a separating
transcendence basis for separable field extensions to the graded setting by working with
homogeneous elements only. 
Lemma A.6. If K denotes the graded fraction field of k[r−1T ], then trdegk(K) = 1.
Proof. According to [8, Lemma 4.8] we have the formula
trdegk(K) = trdegk1(K1) + dimQ((ρ(K
×)/ρ(k×))⊗Z Q).
Suppose first that the image of r has finite order in Γ/ρ(k×). There is a finite extension
k ⊆ ℓ with r = ρ(a) for some a ∈ ℓ×. We then have an isomorphism ℓ[r−1T ]
∼=
−→ ℓ[T ]
of graded ℓ-algebras by mapping T 7→ aT . Since trdegk(K) = trdegℓ(K(ℓ)) and since
K(ℓ) = FracΓ(ℓ[r
−1T ]), we may therefore assume r = 1. But then K1 = k1(T ), the usual
field of rational functions over k1 and we are done. In the case, where the image of r has
infinite order in Γ/ρ(k×), we have K = k[r−1T, rT−1] by (1.4). Hence K1 = k1. Since
(ρ(K×)/ρ(k×))⊗Z Q is the line generated by the image of r, the assertion follows in this
case, too. 
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