I. Introduction I n nondestructive evaluation (ndE), there is increasing interest in the ultrasonic response from defects with very complex geometry, with applications to both detecting and sizing of cracks. developing an efficient and accurate model to simulate the time-domain inspection of these defects is crucial because they predict the scattering signals and provide a direct comparison of simulation and experiment.
analytical methodologies, such as the geometrical theory of diffraction (GTd) [1], Kirchhoff approximation [2] , and their combination [3] , are well known to produce fast predictions of ultrasonic responses from defects. For example, ogilvy developed both acoustic and elastic Kirchhoff models to predict the effects on ultrasonic signals of roughness on the faces of the defect [2] , [4] . However, the infinite tangential plane assumption of the Kirchhoff approximation leads to unacceptable errors when the average radius of curvature r c is smaller than 2.12λ [5] or when the scattering wave is near a grazing angle [6] . In addition, by ignoring multiple reflections and assuming shadowing effects, some later arrivals are missing. In fact, all analytical solutions fall short in one way or another such that they can only be applied with certain restricted ranges.
numerical methods provide plausible alternatives but with a downside in terms of computational effort and cost. domain-meshing methods such as finite element (FE) and finite-difference time-domain (FdTd) methods provide alternatives to solve complex elastic wave problems because they are able to produce effectively exact solutions once the convergence condition is satisfied [7] , [8] . FE is considered to be more robust and accurate for the ndE of complex defects than FdTd given that the free meshing algorithm can capture the exact shape of the defect [9] . commercial FE packages such as abaqus (dassault systemes simulia corp., Providence, rI) and ansys (ansys Inc., canonsburg, Pa) have been widely applied in industry and are standard tools in practice. However, when dealing with wave propagation in an unbounded domain, FE suffers from high computation cost because enormous storage space is needed, especially for 3-d models.
To reduce the computation effort while handling a complete inspection problem, different hybrid methods have been developed [10] [11] [12] [13] [14] in the ndE field to combine numerical and analytical results. The main idea of these methods is to model the near-field scattering behavior of the defect in a small local region, and then project the monitored values to observation points as a postprocessing procedure. Finite element local scattering (FEls) [10] [11] [12] aims at extracting scattering matrices at a single frequency; thus, the FE model is run in the frequency domain. also, a hybrid platform [13] has been developed using auld's reciprocity principle and is capable of calculating the scattered full waveform. a rectangular monitoring box is needed for collecting the near-field scattering signals, which are used to calculate measured signals. It applies a fictitious-domain method requiring a specific FE programming code by decoupling the elastodynamic equations. The corresponding 3-d platform is said to be under development.
In this paper, we focus, alternatively, on time-domain numerical models because we have an interest in enabling the use of qualified widely available FE modeling procedures. also, in the time domain, simulated waveforms including surface reflections, tip diffractions, and surface waves can be visualized and benefit real inspection techniques, such as time-of-flight diffraction. a more generic time-domain hybrid method has been developed recently to calculate the complete time-domain signals [14] with implementation on an existing commercial FE time explicit solver. similar to [13] , a rectangular (2-d) or cubic (3-d) monitoring box is placed around the defect to monitor the scattered displacements and stresses which are used for field computation.
one problem with this hybrid approach is that the 3-d hybrid scheme tends to be memory intensive and time consuming when a large number of monitoring points around the defect are used for computation. moreover, linear tetrahedral elements are normally used in 3-d free meshing to solve wave scattering problems [11] , [15] . However, linear tetrahedral elements are known to have a low accuracy for stress analysis because the stress is a constant value everywhere within one element. The hybrid calculation may therefore require a refined mesh adjacent to the monitoring boundary of the domain.
The main motivation of this paper is to address these numerical issues by developing a time-domain FE boundary integration coupled method. In this paper, we locate the monitoring points exactly at the crack surface to record boundary values and the number of monitoring points needed is minimized. This can contribute to a significant reduction of computational effort for postprocessing and a smaller region for FE calculation as well. also, by taking advantage of the stress-free boundary condition of the crack, numerical errors from the stress recovery are avoided because only values of displacement are required for postprocessing. This paper is organized as follows: section II considers the methodology, which includes the general description of the model and the formulas for boundary integration. section III presents a numerical verification of the proposed boundary integration. Two examples showing application to real inspection problems in 2-d and 3-d are presented in section IV, and concluding remarks are made in section V.
II. methodology

A. Model Description
The modeling procedure in this paper makes use of the concept from hybrid methods such as [13] and in particular as developed and implemented recently in [14] . The general hybrid concept as generated in [14] to model a complete ultrasonic inspection is illustrated in Fig. 1 . T1 represents the transducer sending waves to the defect and T2 refers to the transducer receiving scattering waves.
The hybrid problem can be divided into three steps: transducer sending signals, defect scattering, and transducer receiving signals. as described in Fig. 1 , in the first step, the source field from T1 is calculated by the timedomain FE model inside a small source box and the radiating waves from T1 are collected by a monitoring box around it. The hybrid scheme is applied to the monitoring signals to compute the incident wave propagating to the defect. In the second step, as shown in Fig. 1 , the interaction between the incident wave and the complex defect is solved by the time-domain FE model inside a local defect box. The excitation of the FE model can be realized by applying specific forces to an excitation line (2-d) or an excitation plane (3-d) a few elements away from the defect. The values of the applied forces are given by the incident wave computed from the first step. In the third step, the scattering displacement and stress fields are collected by a monitoring box around the defect and again the hybrid scheme is implemented to calculate the scattering signal at T2. There is no restriction on the location of T2. Here we illustrate it as receiving forward-scattered signals from the defect. alternatively, for a pulse-echo simulation, T2 could be at the same location as T1.
We broadly follow [14] by dividing into three steps as well, but with major modifications taking advantage of boundary integrals. In the first step, as shown in Fig.  2 , the signal sent from T1 is calculated directly from a boundary integration of the displacement of the boundary points across the transducer surface. This is also called the rayleigh integral method to approximate the transmitter radiation. The method using a source FE box and a hybrid scheme described in Fig. 1 can also be implemented if the transducer itself is difficult to model by such a theoretical method. In the second step, the defect scattering is still calculated by the time-domain FE model inside a defect box excited by an excitation line or an excitation plane with specific forces. In reality, we first calculate the displacements across the excitation line by the rayleigh Fig. 1 . Illustration of the hybrid model used in [14] to simulate a general ultrasonic inspection problem. step 1: transducer sending signals. step 2: defect scattering. step 3: transducer receiving signals.
integration. The simple strain-stress relationship is then applied to calculate the stress and also the forces required. This approach to obtain the forces is found to work satisfactorily with modest incident angles, which will be shown in the next section.
In the third step, however, unlike using a monitoring box to collect the near-field scattering field, in Fig. 2 a set of monitoring nodes is now located directly at the irregular surface of the stress-free crack and only time traces of these boundary displacements are recorded. These boundary values are integrated via a boundary integral method, which will be introduced in section II-b, to calculate the received signals. The number of boundary points (Fig. 2) is expected normally to be much smaller than the number of nodes around the monitoring box in Fig. 1 .
B. Boundary Integration
boundary integral formulas for a stress-free crack in the frequency domain are derived using elastic Green's theory [2] and give the scattered displacement field u k sc as:
Here, ijk ∑ is the elastic stress Green's tensor, R is the vector pointing toward the far-field observation point, r is the location of a surface point, u i is the displacement field, and n j is the normal vector pointing outward from the crack surface. To solve the only unknown variable u i , the Kirchhoff approximation [2] can be used, but, as mentioned in section I, that assumes each point at the rough surface acts as an infinite tangential mirror to reflect the incident waves. The displacement u i can thus be determined directly from the gradient of the surface point but it is then only an approximation of the real boundary displacement, with limited validity. In this paper, the time-domain FE model is used to calculate u i because it can find the exact solution once the domain is sufficiently discretized. In practice, the time traces of displacement u i solved by FE are decoupled into frequency components with a fast Fourier transform (FFT). These frequency components are then substituted into (1) and the outputs are synthesized back into the time domain by inverse FFT. one note is required on the use of (1): The boundary displacement u i could either be the total field or the scattered field. both forms are correct once the integration contour is closed because the boundary integral of the incident wave is zero. In this paper, the total displacement field is used to avoid running an additional model for extraction of the purely scattering field. If only the part of the crack surface facing the source is used for integration, it is equivalent to assume a shadowing effect on the other side of the crack because the closed contour is needed for the integration. The consequences of this and the resulting (minor) discrepancies will be demonstrated in the next section.
In the following contents, a far-field approximation is used for the integration because an explicit form can be obtained in the end and also because ndE inspections are always implemented in the far field. With the assumption that k α |R − r| ≫ 1 (α = p, s) and |R| ≫ |r|, (1) for a 3-d model can be simplified as
where
and T = R − r, representing the vector from a crack surface point to the far-field observation point. T denotes the unit vector of T. The first part of (2) refers to the compressional scattering waves and the second part represents the shear scattering waves. D p (r, T) and D s (r, T) are decoupled compressional and shear components of the boundary displacement. In 3-d, the surface of the crack is discretized by small triangular facets, as shown in Fig. 3 . The discretized 2-d surface projected into the x-y plane has a regular spacing of l x in the x-axis and l y in the y-axis. Thus, (2) can be approximated as a summation of the distribution from the local numerical integration performed at each facet:
by assuming |R| ≫ |r′|, the vector between the observing point and the point at the crack surface can be approximated as 
Here, r m refers to the center point of the mth facet, and r′ is the local coordinate within this facet. The approximation in this equation is a Taylor expansion and it is substituted into (4) to approximate the phase term e ik T α in the numerator. The term 1/T can be simply replaced by 1/T m and it achieves the requirement of the accuracy. Thus, (4) can be simplified as 
Eq. (6) suggests that each small triangular facet scatters a spherical wave with an amplitude D α (r m , T m ) defined by averaging the boundary displacement of monitoring nodes attached to the mth facet. The phase term represented by the integration is multiplied to give different phase variations for all facets. In 3-d, the phase term can be expressed analytically by (7), see above, where n is the normal vector of the triangular facet, ẑ is the unit vector of the z-axis, and A = ∂z/∂x, B = ∂z/∂y, are the cartesian coordinates of the gradient of the facet at its midpoint. 
To compute the scattering problem in 2-d, the discretization of the crack is performed by dividing the crack surface into line sections with a regular interval of l x along the x-axis as depicted in Fig. 4 . Eqs. (3) and (6) can still be used here for 2-d calculations but the scattering displacement u sc must be multiplied by a scaling factor in (6) to obtain the correct value in 2-d: 
The phase term in 2-d can also be expressed explicitly:
by using these equations and the FFT and its inverse, the received time domain signals are computed explicitly.
III. numerical Verification
For the transducer excitation, we use the rayleigh integral which is widely used to model the transducer re- sponse [2] , [13] , and the modeling of the source box is proved to be accurate in [14] . Thus, the performance of the proposed model mainly depends on the success of the numerical integration across the irregular crack surface. To evaluate the accuracy of this boundary integration, 2-d numerical examples with a side-drilled hole (sdH) and a rough crack are performed and compared with corresponding full FE models. Fig. 5 illustrates the setup of the FE models for two types of defects. The geometries of the FE models, material properties, and the locations of the defects are the same. The whole rectangular medium is represented by a two-dimensional plane-strain domain bounded by absorbing layers with increasing damping (alId) [16] . The size of the total 2-d domain is 51.6 × 37 mm including the absorbing region and the actual area of study is 42.6 × 28 mm. The defect is first introduced into the model by connecting linear sections to form a solid part, which then is subtracted from the main part domain to create a void. The length of each linear section for a defect is set to be λ min /15, which is sufficiently small to represent the geometry of a typical defect [17] . Points closely surrounding the defect in Fig. 5 denote the monitoring points attached at the surface of the defect. disconnecting nodes can also create a crack with an arbitrary shape but it is not implemented in the examples shown in this paper. linear triangular elements (equivalent to cPE3 in abaqus) with the material properties of aluminum (young's modulus = 70 GPa, density = 2700 kg/m 3 , and Poisson's ratio = 0.33) are used to mesh the whole domain. With a proper partition, only the region surrounding the defect is meshed via an automatic algorithm and the rest of the domain can be regularly meshed. The element size is approximately λ min /30, well below the conventional limiting size [17] .
as can be seen from Fig. 5(a) , an sdH with a radius of 2 mm is placed at the center and a point source is located 20 mm away from the center of the defect at 30° with respect to the z-axis. six neighboring nodes forming a circular array with the center as the position of the point source are selected. radial forces with the same amplitude are given to each node to excite a purely Pwave train illuminating the defect with an incident angle of 30°. a set of boundary monitoring nodes is selected at the defect surface to record the boundary displacement. These displacement time traces are transformed into the frequency domain by FFT and then substituted into (8) to obtain the far field response at a 20 mm distance with the scattering angle ranging from −90° to 90°. These frequency values are synthesized back to the time domain by performing an inverse FFT. as a comparison, a semi-circle of monitoring nodes is selected exactly at the required farfield points to record the time traces computed from the direct simulation by the FE model. The model is excited with a 5-cycle Hanning windowed tone burst centered at 4 mHz. The abaqus explicit solver is used in this section for 2-d models. The snapshot in Fig. 5(b) shows the scattering waves from an sdH. later arrivals of both P-and s-waves from creeping waves can be clearly seen after the reflected P-and s-wave main pulses. Fig. 6 shows the received signals at the specular direction calculated using the boundary integration and the corresponding full FE results. The scattering amplitude is normalized by the peak value of the incident wave. Excellent agreements can be found for both P-and s-waveforms compared with the results from the complete FE model. The integration method also captures the later arrivals from creeping waves well, as the zoom-in plots show. This agreement applies for all the scattering angles monitored from −90° to 90°.
as mentioned in section II, it is important to perform integration across the whole contour of the crack because the boundary values of total displacement are used here. an attractive approximation would be to calculate the integration only across the semi-circle facing the source, thus making the shadowing assumption to the other semicircle, as is normally used by the Kirchhoff approximation [2] . However, the later arrival will not be calculated accurately, as presented in the zoomed-in plots in Fig. 7 , although the main pulse of the first arrivals is still modeled well. This is because the first arrival is the reflected wave contributed from the semi-circle which is illuminated by the incident wave, and the boundary displacements over this semi-circle are all recorded and utilized in the boundary integration. In contrast, later arrivals come from creeping waves which travel across the whole surface of the circle. at the shadowing semi-circle, the traveling creeping waves are not recorded and taken into the integration. as a result, the lack of information about creeping waves within the shadowing region leads to the errors of calculated later arrivals. This numerical analysis suggests that taking the boundary integration of only the illuminated surface of the crack will not affect the main reflected waves but may miss the later arrivals. Fig. 8 shows the comparison of the scattering coefficient for both P-and s-waves at different scattering angles ranging from −90° to 90°. The scattering coefficient is defined as the peak amplitude of the Hilbert transformed time domain signals. Good agreement is seen at all scattering angles. The numerical error averaged over all angles is 0.6% for the case of P-waves and 0.9% for the case of s-waves.
The same numerical comparisons are performed for a rough crack, as shown in Fig. 5(c) . The length of the crack in the x-direction is equal to the diameter of the sdH. The upper surface of the crack is a typical Gaussian surface with a roughness of λ l /6 and a correlation length of λ l /4, and it is generated using the moving average method [4] . The lower surface is produced by multiplying the upper surface with a sinusoidal smoothing function. Figs. 9 and 10 show the time-domain signals at the specular direction and a near-grazing scattering angle for the rough crack. The scattering waveforms for near-grazing angle are difficult to interpret although two shear wave packets contributed mainly from the two tips, as is roughly seen in Fig. 10(b) . Good agreement of the waveforms with results from the corresponding FE model is found, indicating that the boundary integration captures the later arrivals from surface waves and tip diffraction with high fidelity. This agreement applies to all other scattering angles. The comparisons of the peak values of the time-domain displacement over different scattering angles are presented in Fig. 11 . Good agreements are found for both types of waves. The mean error from all angles is just 1.2% for the P-wave model and 0.7% for the s-wave model. The maximum amplitude in Fig. 11 lies at the specular direction or near specular direction, but the displacement values have a wider spread, unlike the case with a smooth crack. The scattering field from a smooth crack has a very narrow main lobe at the specular direction. This wide spread is caused by the fact that the roughness redistributes the scattering energy across all scattering angles.
It should be noted here that the boundary integration formula deduced in section II is based on the far-field approximation, and all the validation works shown previously are assuming that the transducer is placed more than 10λ away from the defect. In principle, according to well-established analysis of fields produced by pistonlike transducers, a general far-field approximation is valid when the separation distance is larger than D 2 /(4λ), where D is the dimension of the source. a simple calculation using the same model of the sdH in Fig. 5(b) is shown here to demonstrate the accuracy of the proposed boundary integration around the theoretical nearfield distance. a monitor point is placed 2.26λ away from the center of the sdH, which is slightly shorter than the theoretical near field distance 2.60λ, as shown in Fig. 12(a) . The scattering signals calculated at this monitoring point using both the FE method and the boundary integration are plotted in Fig. 12(b) , and a good agreement can be seen between the two curves. This indicates that the proposed boundary integration method has a high accuracy when the separation distance is equal to or even slightly smaller than D 2 /(4λ).
numerical verification for a complex defect in 3-d is not performed in this section because the reference full FE model in 3-d is very computationally expensive. However, once the element size and the triangular facet are sufficiently small, the boundary integration in 3-d should converge to the exact result. a 3-d practical inspection example is shown in the next section, and its accuracy is validated by comparison with the hybrid method used in [14] .
IV. applications
In this section, the proposed boundary integration formula will be included in the whole modeling procedure as described in section II-a with the hybrid concept. Two typical ultrasonic inspection scenarios are demonstrated and comparisons are made with other numerical approaches. The efficiency of the boundary integration method is shown for a 3-d inspection case.
A. 2-D Time-of-Flight
The first application is a 2-d 35° time-of-flight diffraction comparing the response of a smooth crack with that of a rough crack. The setup is illustrated in Fig. 13(a) with the transducers symmetrically placed about the center of the defect. The material properties are the same as those used in section III. The defect is 4 mm long, with a depth of 20 mm below the inspection surface and is placed with a small tilt of 5°. The moving average technique is again used here to generate a rough crack with the roughness of λ l /6 and a correlation length of λ l /4. The input signal fed into Transducer 1 is a five-cycle tone burst compressional wave train with a center frequency of 4 mHz. a spatial Gaussian window is applied across the transducer surface to emulate the beam spread from a real transducer. The scattered waves are received by Transducer 2.
Following the proposed numerical approach in section II, the incident wave field from Transducer 1 is calculated by the rayleigh integral to obtain the required force values at the excitation line. note that the two tips of the excitation line need to be buried in absorbing regions to absorb any unwanted circular waves generated from the ends of this line. The size of the defect FE box is 16 × 12 mm and the area excluding the absorbing region is 7 × 3 mm. although the size of the FE region can be further reduced because the conventional monitoring box is neglected and the FE region can be shrunk closer to the defect, this 2-d pitch-catch example is sufficient to demonstrate the efficiency and the accuracy of the proposed method. The FE calculation inside the defect box is performed by the abaqus explicit solver and the computed boundary displacement signals across the contour of the crack are used in (8) to calculate the received signals at Transducer 2. For the purpose of comparison, a corresponding full FE model is also performed to obtain the exact received signals. The size of the full FE model is 51.6 × 37 mm, which is the same as that used for numerical verification in section III.
The snapshots of the scattering waves around two different cracks are presented in Figs. 13(c) and 13(f). The reflected P-waves, reflected s-waves, and tip-diffracted waves are clearly separated with a smooth crack as shown in Fig. 13(c) . The surface wave is trapped within the crack surface and is radiated only when it travels to the tip of the crack. In contrast, the scattering field with a rough crack is much more complicated and difficult to interpret, as can be seen in Fig. 13(f) , because of the feature of the roughness. The incident waves are reflected by each small line section of the crack and scattered in all directions, contributing to a wider distribution of the scattering energy. In addition, the energy of surface waves at the rough surface is no longer trapped as is the case with the smooth crack. surface waves are scattered in all directions when they hit a surface top or valley with a high gradient.
This understanding helps in the interpretation of the received waveforms shown in Figs. 13(d), 13 (e), 13(g) and 13(h). The received P-wave with a smooth crack in Fig. 13(d) has a phase change of 90° compared with the incident P-wave shown in Fig. 13(b) , as expected. The received s-wave has two main separated wave packets referring to two tip-diffracted waves. some later arrivals are found due to the surface wave converted radiated waves. In contrast, the received scattering P-wave from the rough crack in Fig. 13(g ) has a change of the shape compared with Fig. 13(d) . This is explained by the fact that the reflected P-wave from line sections aligned at different angles of the rough crack have different shapes and different arrival times as well. as a result, they accumulate and form a different shape of the scattering P-waveform. Furthermore, only one wave packet can be seen from Fig.  13(h) . This is because the widely spreading reflected shear waves, and even the scattering waves converted from surface waves may all join in the tip signals. diffracted waves from two tips are therefore no longer separated in this 2-d case, indicating that the conventional sizing technique using tip diffractions may break down with such a rough crack. all waveforms show excellent agreements between the current coupled model and the corresponding full FE model, indicating that the proposed boundary integration method in conjunction with the hybrid concept has a good accuracy to model a complete real inspection case.
B. 3-D Detection
The second example is a 3-d 20° detection of a 4 × 4 mm rough crack as shown in Fig. 14(a) . The inspection setup is similar to the case in 2-d, and the crack is embedded 20 mm away from the transducer and it is rotated by 20° with respect to the inspection surface. The material properties of the bulk media are the same as the parameters used in the 2-d example. The upper surface of the crack is generated by the 2-d moving average method with a roughness of λ l /8 and a correlation length of λ l /2, and the lower surface is produced by multiplying a sinusoidal function to smooth the upper surface. both surfaces are created by combinations of many triangular facets and are joined together to form an open crack, as shown in Fig.  14(b) . The 3-d defect box has dimensions of 10.8 × 10.8 × 10.8 mm, and the area excluding the absorbing region is about 6 × 6 × 6 mm. The 3-d meshing of this FE box is produced by a mix of an automatic meshing algorithm and a regular meshing algorithm. a small region closely surrounding the crack is free-meshed first, using a linear tetrahedron element (equivalent to c3d4 in abaqus). The node and element information is imported to a matlab (The mathWorks Inc., natick, ma) code, which is run to grow a regular mesh using the same element type to fill up the remaining portion of the defect FE box. Fig. 14(c) shows the final mesh around the crack and it should be noted here that at the boundary of the free meshing and the regular meshing regions, the two neighboring elements need to have the same hypotenuse to make the mesh compatible. a big advantage of this combined mesh is that it takes the benefit of the regular mesh and also makes use of the robust capability of free mesh to catch the geometry of the complex defect. The element size is chosen to be λ l /20. The recently developed stiffness reduction matrix (srm) absorbing region [18] is applied here to reduce the thickness of the absorbing region from conventional 3λ max to 1.8λ max . This results in a significant reduction of the size of the FE defect box. a Hanning-windowed fivecycle tone burst P-wave signal with a center frequency of 4 mHz is applied to Transducer 1 and the scattering waves are received by Transducer 2.
Following the proposed numerical procedure, the incident wave field is calculated by the rayleigh integral to obtain the force needed at the excitation plane buried in the defect box. FE calculation is performed using the time-domain GPU-driven software Pogo [19] to save time. For example, Pogo only needs 31 s to solve this typical 3-d FE problem with around 1.3 million nodes, which normally takes 30 min when using the abaqus explicit solver. To detect the rough defect, we are mainly concerned with the first main pulse reflected from the crack. according to the numerical study in section III, using monitoring points located at the illuminated crack surface is sufficient to model the main pulse. The recorded boundary displacements at this surface are then substituted into the boundary integration (6) to calculate the received signals at Transducer 2.
The previous hybrid model [14] , using a monitoring cube, is implemented here as a reference to compare the accuracy as well as the efficiency with the current method because in 3-d, the computational cost is considerably higher for a full FE model. as shown in Fig. 13(d) , good agreement is found for the reflected P-wave using both methods. Table I presents a comparison of the computation effort between the hybrid method of [14] and the current method. as can be seen, the current method requires substantially fewer monitoring points than the hybrid method. For a typical 3-d hybrid problem in [14] , three layers of nodes at each surface of the monitoring cube are required because stress components perpendicular to the face are approximated by the first-order central difference of the displacement. as a result, a typical monitoring box needs 6 × 3 = 18 layers of nodes in total to collect nearfield scattering waves. In contrast, the current method only needs the monitoring nodes placed at the crack surface or the illuminated surface. In other words, the monitoring box is minimized so that the number of monitoring signals required is also minimum, which is normally one order less than the hybrid of [14] . The reduction in data required for integration results in a faster postprocessing computation. as shown in Table I , the current method saves around 60% computation time in total for this typical 3-d problem.
V. conclusions
In this paper, a fast and generic FE boundary integration coupled modeling tool is developed for elastic wave scattering from complex defects and it is implemented to simulate different real inspection cases. although several time-domain hybrid methods in the ndE area have been developed in the literature [13] , [14] , the proposed model has advantages of reducing computation cost for both the FE calculation and the postprocessing, especially in 3-d. by shrinking the monitoring contour into the crack surface itself, the number of monitoring signals is as small as possible and the size of the defect FE box can be reduced as well. We validate the boundary integration across complex surfaces of the defect by comparison with the corresponding full FE models and an excellent agreement within 2% is obtained. as an extension to this approach, it may be argued that the boundary element (bE) method may be more computationally effective regarding solving the scattering problems because it only needs to mesh the boundary of the defect, and therefore this could be used for the entire model. However, the time-domain FE has several benefits compared with bE. For example, the local scattering waves around the defect can be visualized and this new approach is easy to deploy with little additional work for existing time-domain models. Furthermore, we are working with industry, where it is necessary to use a qualified and supported FE program for the meshed region, for which time-domain FE is the sensible choice. one current limitation with the proposed method is that it only works in homogeneous and isotropic materials. The model for anisotropic materials is still under development. This method is of particular interest for monte carlo simulations with statistically rough cracks because many realizations must be run to obtain a statistically meaningful scattering field. Future works might include using the proposed method to find the region of validity for the 3-d Kirchhoff elastic approximation with different rough cracks via the method of monte carlo. In addition, the proposed approach can be easily extended to the study of the elastic wave scattering from rough surface-breaking defects. Finally, in this paper, we calculate the integration in the frequency domain in conjunction with FFT and IFFT to obtain the time domain scattering signal. although the FFT is very quick and not many frequency solutions are needed to recover a typical ndE signal, further work may involve calculating the boundary integration in time directly to avoid the loop of FFT. 
