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Abstract 
Pion photoproduction is a powerful tool for investigating the structure of the 
nucleon. In this thesis we explore pion photoproduction as a probe of nuclear 
structure, in particular, halo nuclei. We study the reaction 6Li( ,,(, 7f+)6He within 
a Plane Wave Impulse Approximation (PWIA); the incoming photon is absorbed 
by a chosen nucleon in the nucleus, in this case the valence proton in 6Li, without 
disturbing the surrounding nucleons. The resulting body propagates through the 
nucleus and decays into a neutron and a pion, leaving the 6He ground state. The 
momentum transfer in the reaction is absorbed by the neutron in the final state. 
Therefore, the pion angular distribution is highly sensitive to the details of the 
halo wavefunction. To describe the initial and final state nuclei in this reaction 
we use 3-body wavefunctions, which have had remarkable success in describing 
these nuclei. 
We also study the reaction 170(,,(,7f-)17F*, where the first excited state of 17F 
is believed to be a potential proton halo. In this case the nuclei are modeled as 
a two body 16 0 core +N system. We test the sensitivity of the cross section to 
the properties of the halo by employing Woods-Saxon and harmonic oscillator 
wavefunctions to model a halo and non-halo scenario, respectively. 
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"Every advance in knowledge brings us face to 
face with the mystery of our own being." 
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Chapter 1 
Introduction 
The atomic nucleus is one of the most rich testing grounds of quantum mechan-
ics. Empirical knowledge is gained by bombarding nuclei with a well prepared 
beam of particles, and observing the many possible outcomes. The energy of the 
beam particles determines the length scale over which the nucleus is probed, and 
can range over several orders of magnitude. With a low energy probe the nucleus 
may appear to be a simple point charge, whilst more energetic interactions will 
reveal shape, clustering, the individual nucleons and mesons, and ultimately the 
constituent quarks and gluons. At sub-fermi length scales the nucleon looks like 
a three quark bound state, normally referred to as the 'valence' quarks, engulfed 
by a 'sea' of virtual quark-antiquark pairs. The nucleon itself is amenable to pho-
toexcitation, similarly to nuclei and atoms, and indeed there are a large number 
of excited states confirmed[l]' as well as several more that are predicted by theor~' 
yet unobserved in experiments. The first excited state of the nucleon is the well 
known .6.(1232) resonance (where the number in parentheses denotes the mass in 
]'deV) whereby one of the quarks undergoes a spin-flip transition, aligning itself 
with the other two quarks to give a total spin of 3/2. The .6.(1232) along with 
the pion 7r(139) and the nucleon n(938), form the three basic ingredients of an 
intermediate energy picture of the nucleus. In this picture, the energy range of 
interest extends from the pion production threshold. at a photon lab energ~r of 
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139 MeV (E-y ~ m7l") to the .6.(1232) production region (E-y r-.; 350 ~IeV) above 
which higher energy mesons and nucleon resonances come into play such as the 
7](547) and w(782) mesons, or the Roper resonance N(1440). 
The quantum mechanical theory of meson photoproduction was initiated in 1953 
by Kroll and Ruderman[2]. By imposing Lorentz and gauge invariance condi-
tions on this reaction, they derived a model-independent amplitude which gives 
accurate predictions for charged pion photoproduction close to threshold. The 
general theory was derived later in 1957 by Chew, Goldberger, Low and ~ambu[3] 
(collectively known as CGLN) whose relativistic dispersion relations describe the 
essential features of the data at energies up to and beyond the .6.(1232) resonance 
region. The theory has been developed over the years to encompass a broader en-
ergy spectrum, describing the photoproduction of heavier mesons and including 
deeper levels of physics such as quark degrees of freedom[4]. Indeed the nucleon 
has proved to be as rich and complex as any nucleus. Drechsel and Tiator give 
an excellent review of the subject in reference [5]. 
Pion photoproduction has certainly proved its worth as a probe of nucleon struc-
ture, but what can it tell us about nuclear structure? There has been a relatively 
small number of experiments looking at pion photoproduction from a nucleus. 
Those with data available include 12Cg.s.(')',7r+)12Bg.s. [6], 14N(')',7r+)14Cg.s.[7], 
and, one of the subjects of this study, 6Li( ,)" 7r+)6Heg.s [8, 9]. All of these re-
actions have been described reasonably well in various theoretical studies[10, 11, 
12, 13, 14] within a Distorted Wave Impulse Approximation (DWIA) [10]. In 
the DWIA the incoming photon couples to a single nucleon in the nucleus with-
out disturbing the surrounding nucleons and the outgoing pion wavefunction is 
distorted by a pion-nucleus optical potential. In this thesis we neglect the pion-
nucleus final state interactions by using a Plane Wave Impulse Approximation 
(PWIA). However, previous comparisons[10, 12] of PWIA and DWIA have shown 
that the inclusion of final state interactions has little effect on the structure of 
the cross section, but rather a moderate change in the magnitude. Here we are 
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more interested in how the nuclear wavefunctions affect the results. 
Whilst essentially any nucleus can be studied with pion photoproduction, this 
work focuses on those reactions which lead to halo nuclei in the final state. 
Halo nuclei have been the subject of intense study in the last two decades, by 
theorists and experimentalists alike. They were originally discovered in a seminal 
paper by Tanihata et al. [15], as having abnormally large interaction cross sections. 
They came to be recognized as nuclei whose rms radius was larger than predicted 
by the standard A1/3-dependence, thus challenging the shell model and encourag-
ing new nuclear structure theories. The classic example of a halo nucleus is 11 Li, 
which is regarded as a tightly bound 9Li core plus two loosely bound valence neu-
trons. These valence neutrons have a diffuse radial wavefunction around the core, 
and it is this outer part of the nucleus which is referred to as the 'neutron halo'. 
There have been many more two-neutron halo states discovered, such as 6He, 
14Be and 17B, and also one-neutron halo states such as 11 Be and 19C. The tightly 
bound core and and diffuse halo form two distinctly different nuclear media and 
consequently mean-field models struggle to deal with this. The most natural way 
to describe halo nuclei is within a two- or three-cluster model, such as loBe+n, 
or 4 He+n + n, since the spatial separation of the clusters is part of what charac-
terises the halo. Such few-body models have had remarkable success[16, 17, 18] 
in describing many of the unique features of these exotic species. 
One of the most interesting properties of the two-neutron halo nuclei is that they 
are 'Borromean' systems[17]. Figure 1.1 shows the so-called Borromean rings; 
three interlocking rings configured such that if anyone is removed from the link, 
the other two will become unlinked. This is entirely analogous to a two-neutron 
halo nucleus, say 6He, where the three constituent clusters, a + n + n are bound, 
yet the binary subsystems a + nand n + n, are unbound. 
If one considers the isobaric analogues of these nuclei on the proton-rich side. 
one finds they are all unbound. This is unsurprising considering t he additional 
Coulomb repulsion. However. proton halo nuclei may not need to be as rich in 
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Figure 1.1: The Borromean rings: remove anyone and the other two will become 
unlinked. 
protons. Potent ial proton halo nuclides include 8B, 13;\" and the 0.495 ~le V first 
excited state of 17 F , all of which only have one excess proton. We may expect 
proton halos to be characteristically less extensive considering the Coulomb re-
pulsion. We may also expect t he most likely candidates for proton halos to be 
those nuclei in which the valence proton is a weakly bound s-state[19] (such as 
17F*) since t here is no centrifugal barrier. 
The proton rich , 17F* is unique among the aforementioned halo nuclides in that 
it is an excited tate. With t he exception of 11 Be, all the halo nuclei have only 
one bound state. The best evidence for excited state halos is from a recent ex-
periment by Sarazin et al.[20]. They found that the ,a-decay of 11 Li to the 8.81 
lYle V excited state in 11 Be can occur inside the 9Li core, leaving the two halo 
neutrons unperturbed. The result ing unbound 11 Be state subsequently decay 
via neutron emission to various states in lO Be, which are strong candidate for 
excited state halos. The evidence for the excited tate proton halo in 17 F come 
in the form of a large Thomas-Ehrman Coulomb shift[21] relative to the ground 
state. This sugge ts that excited state experiences a weaker Coulomb replu ion 
t han th ground state, and is thus more spread out in the radial direction. 
The mo t common exp rimental method for in\'e tigating halo nuclei i through 
radioactive ion beams. The nucleus of interest is separated from a beam of frag-
ments from some initial large-A collision, then guided down the beam line and 
smashed into a stable target. A recent experiment [22] at GSI saw 6He incident 
on both a 12C target, in which nuclear breakup is dominant, and 208Pb, where 
Coulomb dissociation is the main reaction mechanism. The measured momen-
tum distributions and absolute cross sections of 6He were described well within 
a four-body DWIA theory[23]' and other such studies[18] have led to a good 
understanding of the bound states and continuum structure of this, and other 
Borromean halo nuclei [17] . 
In the following study we shall be focusing on the reactions 170(,),,1f-)17F* and 
6Li(,),,1f+)6He. The potential proton halo, 17F*, cannot be studied in break-up 
reactions since excited states cannot be created in radioactive beams. Conversely, 
it has been difficult to investigate 6He in any reactions other than break-up, since 
its lifetime is too short (I"'V Is) to form a stable target. In pion photoproduction, 
the halo nucleus is created during the reaction, which means that the momen-
tum transfer is absorbed by the active nucleon in the halo. The pion angular 
distribution, therefore, will depend strongly on the functional form of the halo 
wavefunction. 
The discovery of the halo prompted a wealth of theoretical activity which strength-
ened the interplay between nuclear structure and reaction dynamics. There are 
several excellent reviews on the subject[24, 25, 26]. 
In Chapter 2 we review the elementary pion photoproduction operator of Blomqvist 
and Laget [27]. This operator was derived specifically for use in nuclear physics 
calculations and has been a popular choice in many different studies[10, 12, 13]. 
It gives an excellent description of the free nucleon pion photoproduction process, 
and it is easily handled within a momentum space calculation. 
In Chapter 3 we review the momentum space DWIA formalism of Tiator and 
Wright [10] and look at a few common approximations. 
In Chapter 4 we study the reaction 170(,),,1f-)17F* and examine the sensitiyit~, 
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of the pion angular distribution to the details of the 17F single particle wave-
functions. We do two calculations; one with harmonic oscillator single particle 
wavefunctions, and one with Woods-Saxon wavefunctions. The latter gives a 
more appropriate description of the proton halo since it has a long, diffuse tail. 
The results are discussed and checked using analytical techniques. 
In Chapter 5 we examine the reaction 6Li( ",(, 7r+)6He, the main topic of this study. 
The initial and final state nuclei are modeled as 3-cluster a + N + N systems, 
using the wavefunctions of Thompson et al.[16]. The three body pion photopro-
duct ion amplitude is derived and the cross section evaluated. We examine the 
sensitivity of the cross section to various nuclear structure details, and compare 
our results to previous calculations [13, 28, 29]. 
Chapter 6 gives a summary of the work, conclusions and outlook. 
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Chapter 2 
Pion Photoproduction on a Free 
Nucleon 
2.1 Isospin 
The concept of isospin plays an important role in intermediate energy nuclear 
physics. The proton and neutron are regarded as two different charge states of 
the same particle, the nucleon. The isospin component of the nucleon wave-
function is represented as a spinoe where the total isospin I = 1/2 and the 
21 + 1 possible z-projections 13 = 1/2, -1/2 represent protons and neutrons re-
spectively. The pion has three possible charge states (7r±, 7r0 ) forming an isospin 
triplet (or an isovector) with I = 1 and h = 1,0, -1. The ~(1232) decays into a 
pion and a nucleon, so coupling the isospins will give T =1/2 or 3/2. Since the 
~(1232) has four charge states (~++, ~+, ~o and ~-) we can infer that T =3/2. 
Pion photoproduction describes the excitation of the nucleon into a ~ which 
subsequently decays into a pion and a nucleon. In accordance with the rules of 
isospin (and hence charge conservation) we get four possible reactions, these are 
I + N ---+ 7r0 + N where "X is any nucleon, "'I + P ---+ 7r+ + n and "'I + n ---+ 7r- + p. 
Only charged pion photoproduction is considered here since we are concerned 
with transitions between different nuclei. 
-
I 
2.2 The Born terms 
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Figure 2.1: The pion photoproduction reaction vertex. The wavy line represents 
the photon with momentum k, the dashed line is the pion with momentum q 
and the solid lines are the initial and final nucleons, with momenta p and p' 
respectively. These conventions will be used throughout this work. 
The pion photoproduction operator to be used here is that of Blomqvist and 
Laget (1977)[27]. The aim of their work was not solely to produce another suc-
cessful pion photoproduction amplitude, but to produce one which could be easily 
used in calculations involving nuclei. Previous descriptions had been valid only 
in the pion-nucleon center of momentum frame, and the transformation to the 
pion-nucleus frame was fraught with difficulty. Blomqvist and Laget (herein re-
ferred to as BL) derived a non-relativistic reduction of a previously successful 
theory[30] involving Born terms and the 6(1232) production amplitude. The re-
sult is a simple analytic formula that can be evaluated in any frame of reference, 
and in which the underlying physics can be easily recognized. 
The pion photoproduction vertex (see figure 2.1) contains a variety of different 
terms (the Born terms), these are shown in a Feynman diagram representation in 
figure 2.2. These diagrams may be thought of as representing the most common 
mechanisms in pion photoproduction in the energy range of interest. however this 
is by no means a complete description. 
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Figure 2.2: The various diagrams contributing to the operator of Blomqvist and 
Laget. We use the convention that time runs from left to right. 
We shall proceed by first defining the notation and then look at each diagram in 
turn. We will then manipulate the total operator into a form which can be easily 
handled in later calculations. 
The first three diagrams are labeled by the Mandelstamm variables. These are 
defined as 
s 
t 
u 
(p + w) 2 = (p' + q) 2 = W2 
(w _ q)2 = (p' _ p)2 = Q2 
(p' _ w) 2 = (p _ q) 2 , 
(2.1) 
(2.2) 
(2.3) 
where W is the total energy and Q is the 4-momentum transfer. We use the 
convention that the bold fonts are 3-vectors and the non-bold are 4-vectors, so 
p = (E, p), p' = (E', p'), w = (k, k) and q = (E7r' q). The ;,,1andelstamm variables 
are Lorentz invariant quantities that are related to the momenta of the exchanged 
particles in the Born terms. For example consider the s-channel Born term in 
figure 2.2, we see the initial nucleon with 4-momentum p absorbing a photon with 
4-momentum w, the resulting body then propagates with 4-momentum p + w 
before decaying into a pion and a nucleon. The t-channel term shows a situation 
in which the incoming photon is absorbed by a virtual pion, giving it enough 
energy to escape its parent nucleon. If the incoming photon has --1-momentum w' 
and the outgoing pion has q, the momentum of the virtual pion must be q- .. J..:. The 
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u-channel diagram is similar in its structure to the t-channel and the intermediate 
nucleon momentum is given by p' - w. These three terms make up the so-called 
pseudo-scalar Born terms. That is, when considering the interaction Lagrangian 
of the 7f - N system, the pion and nucleon fields can be coupled in two ways; 
via a pseudo scalar (PS) or a pseudo vector (PV). This ambiguity is the subject 
of much research and is beyond the scope of this thesis[27, 31]' however it shall 
suffice to say that in the PS coupling mode, the three aforementioned diagrams 
are adequate to achieve gauge invariance of the interaction Lagrangian. In the 
PV coupling mode, one must include the so-called "contact" term (see figure 2.2) 
to achieve gauge invariance. The PV coupling mode gives a good description 
of the data at relatively low energies (W < mt:.) and so we use this here. The 
~(1232) formation term is separately gauge invariant and is considered only in 
the s-channel, that is where the 4-momentum of the ~, Pt:. = P + w. 
From figure 2.1 momentum conservation demands that p' = p + k - q where 
k-q - Q, the 3-momentum transfer. In keeping with the previous studies[27, 10], 
we define Pa P + wand Pb - p' - w, as the momenta in the s- and u-channels 
respectively, such that P; = s, and p~ = u. We also define the energies Ea,b = 
(IPa,bI 2 + m2)~, where m is the nucleon mass, however note that Ea,b =1= P~,b. The 
photon polarisation vector is denoted by fA and satisfies the physical condition 
fA . k = 0, reflecting the fact that real photons have no longitudinal polarisation 
states. The proton and neutron magnetic moments are taken to be /-Lp = 2.79 
and /-Ln = -1.91 nuclear magnetons respectively, and we define K,p = /-Lp - 1 for 
later convenience. The Pauli matrices are given in the usual notation by a. 
We shall now state the formulae for the Born terms in PV coupling. Let Go = 
eV2go/2m where e is the electronic charge and go is the 7f N coupling constant and 
m is the nucleon mass. In the case of "'( + P ---t 7f+ + n, the s-channel contribution 
is given by[27] 
T S ,7r+( k) _ G [(a. q)[a· (k x fA)] _. (p. fA)(a· q) 
A p, q, - 0 2Ea(P~ _ Ea) /-Lp 't Ea(P~ - Ea) 
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(2.4) 
and the t-channel term by 
T t ,7r+( k) = G [2i(q. fA) [0- . (k - q)]] 
A q, 0 ( )2 2 . q - w - m7r (2.5) 
The u-channel is written as, 
(2.6) 
and finally the contact term (sometimes called the "seagull" term) is simply, 
(2.7) 
In the case of '"Y + n ----7 7r- + P we have, 
TS,7r-( k) = G [(0-. q)[o-. (k x fA)] ] 
A p, q, 0 2E ( 0 _ E) J-ln, 
a Pa a 
(2.8) 
T t ,7r-( k) = -G [2i(q. fA) [0- . (k - q)]] 
A q, 0 ( )2 2 ' q - W - m7r (2.9) 
and, 
(2.11 ) 
The total pion production operator tA is given by a coherent sum of these terms 
and the .6.-resonance amplitude which we will discuss in the next section. It is in 
the energy denominators of the Born terms that one can see the correspondence 
with the diagrams. The s-channel term depends explicitly on Pa and Ea just as 
the u-channel depends on Pb and Eb. In these two cases we also see the exchange 
nucleon's magnetic moment appearing in the numerator. The pion mass appears 
explicitly in the denominator of the t-channel term, as does the 4-momentum 
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transfer (k - q), whereas the contact term has no propagator and thus no energy 
denominator. 
To make this amplitude simpler for use in nuclear calculations, we extract the 
spin dependence by writing the operator in the inner product form, 
(2.12) 
where L is the spin independent (scalar) part of the amplitude (also independent 
of the photon polarisation), and K>. is the spin-flip (vector) part. We wish to find 
expressions for Land K>. and we carry out this derivation with the 7r+ amplitude 
only, noting that the 7r- case is done in exactly the same way. 
There are several simplifications that can be made. We can begin by expanding 
the denominator in the t-channel term, 
(q - W)2 - m; 
E; - [q[2 - (2kE7r - 2k· q) - m; 
2k· q - 2kE7r , 
recalling that for a real photon w2 = o. The t-channel term is now 
Tt,7r+( k) = G i[(J· (k - q)](q. f>.) 
>. q, 0 k . q - 2kE7r ' 
(2.13) 
(2.14) 
which needs no further simplification. Proceeding with simplifying the s- and 
u-channel terms, we employ the well known identity[32] 
((J . a) ((J . b) = (a . b) + i(J . (a x b), (2.15) 
which allows us to write 
(2.16) 
The u-channel contains a similar term, but with the order reversed i.e. 
((J. (k x f>.))((J· q) = q. (k x f>.) - i(J· (q x (k x f>.)). (2.17) 
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In both the above equations we simplify the second term on the right hand side 
by writing, 
(2.18) 
Substituting Eqs. (2.16) & (2.17) into the numerators of Eqs. (2.4) &= (2.6) re-
spectively, we obtain, 
T;,7r+ (p, q, k) = G [ q. (k x fA) iCJ' [k(q. fA) - fA(q· k)] 
o 2Ea(P~ - Ea) /-Lp + 2Ea(P~ _ Ea) /-Lp 
. (p . fA)(CJ . q) i(CJ' fA)mE7r ] 
'l Ea(P~ - Ea) + Ea(P~ + Ea) . (2.19) 
and 
T U ,7r+( k)-G [q.(kXfA) - iCJ·[k(q·fA)-fA(q·k)] ] (2.20) 
A p, q, - 0 2Eb(P~ _ Eb) /-Ln 2Eb(P~ _ Eb) ~lTl' 
The contact term requires no further simplification, so gathering together Eqs. (2.7) 
& (2.14) and Eqs. (2.19) & (2.20), and observing the form of Eq. (2.12) we can 
deduce that 
and 
K 7r+ { [ mE7r 1 [/-LP /-Ln] 
A Go - 1 + Ea(P~ + Ea) fA + 2Ea(P~ - Ea) - 2Eb(P~ - Eb) 
( k k) (q. fA)(k - q) (p. fA)q } (2.22) x q. fA - q. fA + k. q -lkIE7r - Ea(P~ - Ea) . 
Following precisely the same deduction, one also finds that 
L7r- = Go [')E (~n_ E) + 2E (~p_ E)] q. (k x fA)' (2.2:3) 
~ a Pa a b Pa b 
and 
(2.2J) 
The operator is now in a convenient form for handling in transition integrals in 
nuclear physics calculations. however at this stage it is incomplete and requires 
the addition of the s-channel ~(1232) contribution. 
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2.3 The s-channel .6(1232) resonance term 
We also wish to write the ~(1232) amplitude in the spin decomposed form of 
Eq. (2.12) and then add it coherently to the Born terms. The amplitude i:; 
written as[27] 
(2.25) 
where mfl = 1232 MeV and r is the width of the resonance. The parameters Cr., 
G" G1 and G3 will be discussed later. The operator S is defined as[33] 
SJ-L*J-L = 2::(1 m 8 f-L18* f-L*)em . (2.26) 
m 
where the quantum numbers 8 and 8* represent the total spin of the nucleon 
and the ~ respectively, the f-L and f-L* are the associated projections and the em 
are the spherical unit vectors. The operator Eq. (2.26) is a (28* + 1) x (28 + 1) 
matrix that connects the 2-component nucleon Pauli spinor (on the right) with 
the 4-component ~ spinor (on the left). 
We wish to write this amplitude in the same inner product form as the Born 
terms, and an elegant way to achieve this is to let 
(.) .)~) -.-1 
and 
(2.28) 
U sing the permutation 
(S x C) . fA = S . (C x fA) (2.29) 
we can define 
(2.30) 
1-1: 
which reduces Eq. (2.25) to the simple 2x2 matrix form (ST. A)(S· B). :-\ll~' :2x:2 
matrix can be written in the form[32] 
(st. A)(S . B) = aA· Bi + Ocr· (A x B) (2.31) 
where I is the 2x2 unit matrix. The numbers a and /3 need to be worked out and 
appendix A details how this was done. We find that a = 2/3 and 3 = i/3. The 
scalar and vector products in Eq. (2.31) are also evaluated in the appendix, and 
we get the result 
Lt:,. = 
(:2.32) 
and 
Kt:,. C7r C'YG3GI/3 {[ k mt:,. - m + Err (7,2 + k) = . - .q+ p.q - 1\ p. p~ - m'i + 'lmt:,.f m mt:,. 
E7r mt:,. - m 2 ] [ Err ] [ m:::,. - m ]} 
-- (p + p. k) fA + fA· q + -fA· P k - p. 
mt:,. m m:::,. m 
(2.33) 
These terms add coherently to the Born terms L = L7r + Lt:,. and K = K7r + K~. 
The .6. is parameterised in the following way 
f 
(:2.3~) 
R 
g1 0.282 
g3 2.13 
C rrC'Y =t=V2/3 for 7r±. 
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The vector ~ is defined as the momentum of the pion when the total energy 
of the 7r N system is equal to the mass of the .6. - that is. the value of q \\"hen 
W = m~. The factor GrrG, comes from the isospin Clebsch-Gordan coefficients, 
and is the only isospin dependent part of the .6.-amplitude. For further discussion 
on the origins of these parameters see reference [27] 
2.4 Kinematics 
Kinematical quantities in this reaction are most simply evaluated in the center 
of momentum (c.m.) frame - that is the frame in which the total momentum is 
zero. In the initial state therefore k = -p, and in the final state q = _p'. We 
choose k to be in the positive z-direction and q to be in the xz plane as shown 
in figure 2.3. The energy supplied by the photon is what initiates the process so 
naturally all quantities depend on it. We use E, to denote the photon energy in 
the laboratory frame, and k is the energy in the c.m. frame. 
We can derive the total invariant energy by recalling the :"Iandelstamm variable 
s (Eq. (2.1)), given by 
s w2 = (p + W)2 (2.35) 
E2 - P . P + k2 - k . k + 2kE - 2p . k, 
which is most simply evaluated in the laboratory frame (p = 0, E = m, k = E;) 
glVmg 
(2.36) 
Equating this to the sum of the energies of the initial state particles we haye. 
m
2 + 2mE, ( J p2 + m 2 + k) 2 , 
p2 + m 2 + k2 + 2 k J p2 + m 2 . 
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p 
x 
Figure 2.3: Pion photoproduction on a nucleon. The z-axis is chosen to be along 
the beam direction, and the reaction plane spans all z and .r > O. The photon 
carries momentum k equal and opposite to the initial nucleon momentum p. The 
pion is characterized by momentum q and the scattering angle B7r 
therefore, 
and, 
mE-y k(k + Vp2 + m 2). 
kW, 
k = mE-y 
W· (2.37) 
To derive an expression for the pion momentum q. consider a ~tationar~' object 
of mass IV decaying into two particles of mass ml and m2, the energy of particle 
1 is given by[l] 
(2.38) 
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A pplying this to the 7r N system we have 
W 2 - m 2 +m2 
_____ ....:..:...7r = E = /q2 + m2 
2W 7r V 7r 
therefore 
(2.39) 
(2.40) 
Many of the kinematical quantities in the operator are trivial in this frame, such 
as 
Pa P +k = 0, (2.41) 
Ea m, (2.42) 
fA' P -fA' k = 0, (2.43) 
p. (k x fA) 0. (2.44) 
The spin-flip part of the operator K is a linear combination of the five independent 
vectors p, k, q and fA (), = ±1) which will be represented in the spherical basis. 
The inner product form of the operator can be re-expressed in the spherical basis 
as, 
L + iO"· KA = L is( -1)mSO"~msK~SA (2.45) 
S,ms 
where S = 0,1, ms = -S ... S, 0"0 _ 1 and KO - L. The spherical components of 
the vectors are relatively simple to calculate, keeping in mind that for a vector 
A written[32] 
(2.46) 
or equivalently, 
(2.47) 
the component AIL = (-I)IL A-w So for example f1 = (-1,0,0) and f-1 = 
(0,0, -1). The photon 3-momentum is simply given by k = (0, k, 0), and the 
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pion 3-momentum by q = ~(qsinBn, V2qcosBn, -qsinBn). There are many 
more combinations of these vectors that need to be written out explicitly for 
putting into code, but most of them involve elementary trigonometric considera-
tions, and are left out of this thesis. 
2.5 Results and Conclusions 
The differential cross section for pion photoproduction on a nucleon (derived in 
chapter 4) is given by 
(2.48) 
where a is is the fine structure constant. This is shown for a range of energies in 
figures 2.4 and 2.5 for 1[+ and 1[- respectively. It is evident that the agreement 
is good at lower energies, particularly in the 1[+ case, and that it becomes less 
good at energies beyond the .6.(1232) region as we would expect. The data for 
1[- reaction is less accurate than the 1[+ data, especially at the backward angles, 
but it does seem to show a divergence of theory and experiment, getting bigger 
with increasing energy. 
To achieve a clearer picture of the range of applicability of this operator, we 
consider the total cross sections. These are shown in figures 2.6 and 2.7 for 1[+ 
and 1[- respectively. The most striking feature is the famous .6. resonance bump 
centered around 300 MeV, but we can also see that the model starts to fail at 
around 400 Me V when the curve and the data diverge. This is not such a big 
problem for doing calculations with nuclei as the experiments on nuclei tend to 
be at lower energies, for which this operator is suitable. We can also see on these 
figures the contributions of the spin-flip and non-spin-flip terms. It is evident that 
the greatest contribution to the .6. resonance comes from the non-spin-flip part 
of the amplitude (Lb.), but overall the S=l term is entirely dominant for both 
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7r+ and 7r- reactions. From Eq. (2.48) we can see that both the S=O and S=l 
terms contribute with equal weighting to the cross section, however in a nuclear 
calculation the angular momentum coefficients will determine how much of each 
contributes. This means that although the description of the single nucleon case 
is good, it may not necessarily lead to a good description of the nuclear process. 
To study the effects of the nuclear medium, one must first have the best possible 
description of the free nucleon process, then one can look for discrepancies. 
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Chapter 3 
The DWIA 
3.1 The Model 
The essence of the impulse approximation is that the incoming photon interacts 
with a bound nucleon without disturbing the quantum states of the surrounding 
nucleus. In the distorted wave impulse approximation (DWIA) the outgoing pion 
interacts with the rest of the nucleus in a way which affects its angular distri-
bution. These final state interactions are dealt with by solving the Schrodinger 
with an appropriate pion-nucleus optical potential[52] which has the effect of 
smearing-out those intermediate interactions to produce a distorted pion wave-
function. From this short discussion we can identify three main physics inputs 
to this model as, 
1. The initial and final state nucleon wavefunctions. 
2. The elementary pion photoproduction operator. 
3. The pion-nucleus optical potential. 
We have seen already that the elementary amplitude gi\'es a good description 
of the data. but by far the most important of these ingredients is the nuclear 
wavefunctions, t he~' will largely determine the shape of the differential cross sec-
tion as we shall see. In the following chapter we shall derive the general D\\T-\ 
formalism. and consider a fe\\' common approximations. 
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The transition matrix for this process is denoted by, 
where Ji and Jj denote the total angular momentum of the initial and final state 
nuclei. with projections Mi and Mj respectively. The~,J and Ni,J denote total 
nuclear isospin and z-projection, and"( and 7r just symbolise the photon and pion 
respectively. Since the beam particle, in this case a photon, interacts with each 
particle in the nucleus independently of the others, the pion photoproduction 
operator is of one-body form, 
(3.1) 
a'a 
Here a = {n, l, j, m, T, mT } denotes the set of single particle states within the 
nucleus, and 
(3.2) 
where aa annihilates a particle of energy fa above the Fermi energy fp and b~a 
creates a hole below the Fermi energy. It is shown in appendix B that these 
are irreducible tensor operators of definite rank j, and that the phase Sa = 
( -1 )j-m+T-mr is necessary to satisfy the associated transformation properties. 
Substituting the operator Eq. (3.1) into the matrix element we obtain 
(JjMj, TjNj ; 7r1 T>.. I JiMi, TiNi; "() 
2: (JjMj, TjNjIC!,Ca I JiMi, ~Ni)(a'; 7rlt>"la; "(). (3.3) 
a'a 
This is where the analytical benefits of the impulse approximation become ap-
parent; the matrix elements factorise into a single particle transition amplitude 
involving the photon, pion and active nucleon degrees of freedom, and a nuclear 
structure amplitude containing just the quantum numbers of the initial and final 
nuclei. In practice, rather than summing over all the single particle states (}. 0/ 1 
we select the states of interest (for example halo states) in order to extract struc-
ture information from the cross section. 
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3.2 The Nuclear Structure Matrix Elements 
We wish to specify the nuclear structure matrix elements in terms of the double-
reduced one body density matrix elements (OBD~dE) 
(3A) 
reduced in both spin and isospin. We use J and T to denote the total spin 
and isospin transferred during the collision, a = {n, l, j} is the reduced set of 
single particle quantum numbers and Ca = SaC_a and x - J2x + l. Expanding 
Eq. (3.4) via the Wigner-Eckart theorem we obtain 
where 
Letting G' ----+ -G', changes the sign of the additive quantum numbers m and TnT, 
then substituting this into Eq. (3.5) we obtain, 
m',m,m~,mT 
X (j' m' j - mlJ M)(T' m~ T - mTIT N) 
(JjMj, TjNjIC!,CaIJJI.Ji, TiNi ) 
x (Ji Mi J MIJj M j )(Ti Ni T NITj N j )· (3.7) 
Rearranging this and replacing each Clebsch-Gordan coefficient with its 3-j com-
pliment, the phase factors reduce significantly and we obtain 
The OBD?-.IE wJ;T(a', a) gives weighting to a transition of total angular momen-
tum J and isospin T between states a and a'. For example if the initial and final 
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nuclei are both s-shell, then J = 0,1 and T = 0,1. In charged pion photopra-
duct ion reactions the transitions are always isovector as the charge state of the 
active nucleon must change. Cohen and Kurath[53] have derived these numbers 
from shell model calculations for various nuclei, as have Karataglidis et al. [54], 
but one can also obtain them from fits to electron scattering data[14]. 
3.3 The Single Particle Matrix Elements 
The dynamics is contained within the single particle matrix elements (a'; 7rltAla; '"'(). 
We have seen that the pion photoproduction operator is non-local, therefore if 
we were to carry out this calculation in configuration space we will soon be faced 
with problem of having complicated combinations of momentum operators i\l r 
acting on the wavefunctions. Thankfully a momentum space calculation is pos-
sible and offers a much cleaner treatment of these non-localities. 
The single particle matrix elements can be written quite generally as, 
(3.9) 
where p' = p + k - q' from momentum conservation. The operator of Blomqvist 
and Laget can be written in terms of its spherical components as 
""' .S( )m S S T_f3 tA = ~ 'I, - So--msKmSA v'2' 
S,ms 
(3.10) 
where we have included the 2x2 isospin operator T_f3/v'2, with f3 = ±1 for 7r±. 
The total spin transfer is denoted by S = 0,1 with projection ms, K O - Land 
the ms-component of KA is written as Kl:nsA' Likewise 0-0 - 1 and the o-~ms are 
the spherical components of the 2x2 Pauli matrices. 
The nucleon wavefunctions are written as 
(3.11) 
with cPa (p) denoting the radial component of the momentum space wavefunction 
and Xms and Xm'J" denoting the Pauli spinors for spin and isospin respectively'. The 
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orbital angular momentum l is coupled with the nucleon intrinsic spin~ 1/2, to 
total angular momentum j. In general, the outgoing pion wavefunction ¢~-;~?* (q') 
is a distorted wave with asymptotic momentum q and intermediate momentum 
q'. It can be seen from Eq. (3.9) that the momenta q' is integrated out in the 
DWIA calculation, but one may alternatively let q' = q and perform a Plane 
Wave Impulse Approximation (PWIA). We shall discuss this in the next section. 
Inserting the pion photoproduction operator Eq. (3.10) and the nucleon wave-
functions Eq. (3.11) into Eq. (3.9), and employing Dirac notation for the spinors 
we obtain, 
L L L is(_)mS(_)ml J d3pd3q'(l'm~1/2m~lj'm') 
mf,ml m~,ms S,ms 
x (l m z 1/2 mslj m)Yz-mf (P')Yzml (p )K~s>.¢~~)*( q')¢:,(p')¢a(P) 
x (1/2, m~I(J~ms 11/2, ms)(1/2, m~1 ~ 11/2, m r ) (3.12) 
where we have used the fact that Yz:nl = (- )mlYzml. The spin and isospin matrices 
are easily dealt with via the Wigner-Eckart theorem, 
(3.13) 
where the reduced matrix element is unity for S = 0 and v'3 for S = 1, therefore 
(1/211(JsI11/2) = J2S + 1 = S. Similarly for the isospin components we have 
(1/2, m~1 ~ 11/2, m r ) = (1/2 mr 1 - (311/2 m~)(1/211 ~111/2), (3.14) 
where, since all the total quantum numbers are known, the reduced matrix ele-
ment is just )3/2. 
The spherical harmonics need to be coupled with the operator to ensure good to-
tal angular momentum transfer J. We begin by coupling the spherical harmonics 
to a transferred orbital angular momentum L, and then couple that wavefunction 
to the operator (which carries the transferred spin angular momentum S) to give 
a linear combination of states of definite J; 
Yz'-mf (P')Yzml (p )K~s>. = L (l' - mf l mzlL AIL)(L ML S mslJ M) 
L,ML,J,M 
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(3.15) 
Substituting the previous three results into Eq. (3.12) we get, 
L L L iSHms(-)m;~S(l' m; 1/2m:l)' m') 
L,S,J,M m;,ml,ML m~,ms,ms 2 
x (l m z1/2 mslj m)(l' - m~ l mzlL ML)(L ML S mslJ M) 
x (1/2 m T 1 - ,811/2 m T ) (1/2 ms S - ms 11/ 2 m~) 
x J d3p d3q'¢~~)*(q')¢~/(P')¢a(P) 
X [[}[/(p') ® }[(p)]L ® Kf]~. (3.16) 
At this point it becomes convenient to express the Clebsch-Gordan coefficients 
in terms of 3-j symbols, and we re-write Eq. (3.12) as, 
L,S,J,M m;,ml,ML m~,ms,ms 
X ( l', 1/; j',) (l 1/2 j ) 
mz ms -m mz ms -m 
( l' [ L) (L S J) x -mf mz -ML ML ms -M 
x (1/2 S 1/2,) (1/2 1 1/2,) I~~a)LSJ (3.17) 
ms -ms -ms m T -,8 -mT 
where 
This can now be simplified by employing the contraction of the 3-j symbols[55]. 
From the right hand side of Eq. (3.17) we extract the following quantity, 
L L (~,~; }~,) (~l ~~ }m)( -~l ~l -~J 
m;,ml,ML m~,ms,ms Z s 
X(:;L ~S -~)( ~~; ~~ -~J 
and make the appropriate permutations to obtain 
1/2 ) ( J 
mz ms M -ML 
l L S ) ( j' 
-ms m' 
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[' 
, 
-ml 
~~, ) 
s 
-~L ) (~~; ~~ -!lS) ( l' l x -m' ml I 
J ) {{: { ~} 
Af 1/2 1/2 S 
( j' ) 
-
m' 
-m (3.19) 
Finally we substitute this into Eq. (3.17) to obtain the D\VIA single particle 
matrix elements in L8 coupling, 
(0:'; 7rltlo:; 1) = L is( - )j-m-l/2+m~+I'+sV6J'3Ljs ( 1/~ 
L,S,J,M -mT 
) J) l 1 ). ](a',a)LSJ X ( ) ., {l' 1/2 "} 
-m' m Af 2) -l\1>" . 
L S J 
1/2 1 ) 
m T -3 
(3.20) 
We can obtain a more concise expression for the cross section by multiplying 
Eq. (3.20) and Eq. (3.8) to obtain the amplitude, then squaring and summing 
over the nuclear spin z-projections i.e. 
L I (JfAff' TfNf ; 7rIT>.. I JiAfi , TiNi ; 1)12 = L IF~>"j312, (3.21) 
MiMj >.. JM>" 
where 
(3.22) 
In this form the nuclear structure input is more easily handled through the OB-
DME. Tiator and Wright take this further and derive partial cross sections specific 
to the study of p-shell nuclei, however we shall see that for our purposes Eq. (3.22) 
is entirely sufficient. 
3.4 The PWIA and Local Approximation 
We shall now discuss a few common approximations which will become useful 
later when checking our calculations. The first of t he~e is the Plane \ \~<1ye Impulse 
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Approximation (PWIA) in which the pion wavefunction is assumed to be a plane 
wave. Translating this into momentum space the resulting wavefunction is a 
simple delta function, 
</Jt2*(q') = 5(q' - q) (3.23) 
which allows a straightforward treatment of the d3q' integral in Eq. (3.18), giving 
(3.24) 
There have been numerous studies of pion-nucleus interactions, most notably 
by Stricker, McManus and Carr[52]' however for the rest of this thesis we shall 
employ the PWIA and concentrate instead on the effects of the nuclear wave-
functions. 
The non-localities in the BL operator come from the s- and u-channel propaga-
tors, where the intermediate particle (between the vertices) is a nucleon. The local 
approximation assigns some average value to this momentum, typically[10, 14], 
A-I 
< p >= -K, 2A Q, (3.25) 
where A is the nucleon mass number and Q is the 3-momentum transfer. When 
K, = 0 this is called the 'frozen nucleon' approximation, and when K, = 1 we have 
the 'on-shell' approximation. The main reason for making such an approximation 
is so that the operator can be removed from the transition integral, which in 
some cases (e.g. harmonic oscillator orbitals) allows an analytical evaluation of 
the integral (and a transformation back to configuration space if desired). We 
shall see in the next chapter how this helps to provide a powerful check of results. 
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Chapter 4 
Nuclear Pion Photoproduction: 
170(1,1[-)17F* 
4.1 Motivation 
If we consider all the well known neutron halo nuclei. such as 11 Li 11 Be and 6He , , 
then consider their isobaric analogue states on the proton dripline, we find they 
are all unbound. The main reason for this asymmet ry' is surely the Coulomb 
force which adds a repulsive component to the potential making binding more 
difficult. It has been suggested[19] however that if proton halos do exist. t Ilf'Y 
must be formed in nuclei in which the valence proton is an s-wave. The absence of 
a centrifugal barrier would certainly aid the formation of a proton halo, as would 
a low binding energy. However, we would expect that any such state would be 
characteristically less extensive than typical neutron halos. 
One of the most promising candidates for a proton halo is the 17F(1/2+. OA9.5:\Ie \'): 
its first excited state. This meets the above criteria, as well as having a very 10\\' 
binding energy of l05keV. It has also been seen[21] that there is a large Thomas-
Ehrman Coulomb shift1 relative to the 5/2+ ground state. and a large B(El) 
lThe Thomas-Ehrman shift for the 1/2+ state in llF is the difference between E(lsl/2) -
E(Ods/ 2 ) = 0.495),leV for 110, and E(Ls) 2) - E(Ods2 )=O.871 )'le\' for liF. It giws a measure 
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value for the 1/2+ to 5/2+ transition. It is inferred from these studies that the 
wavefunction is radially extended, however it has been difficult to say for certain 
whether this is indicative of a halo, as excited state nuclei cannot be created in 
radioactive beams and therefore the momentum distributions and reaction cross 
section, which are typically used to infer the existence of halos, cannot be studied. 
Proton halos have not yet been experimentally detected, and excited state halos 
are still just theoretical possibilities so the 17F(1/2+, 0.495MeV) state may well 
prove to be the first of an extremely rare breed of nuclei. 
The reaction 170 ( ,",(, w-) 17F* should provide additional information on this state, 
helping to determine whether or not it is a halo. The theory of this reaction is 
simple to describe: the nuclei are modeled as single particle orbitals outside an 
inert 160 core. The initial and final state cores therefore overlap exactly leav-
ing just the single particle transition integral affected by the elementary pion 
photoproduction operator. In the language of the DWIA, this means that the 
OBDMEs are unity. 
4.2 Kinematics 
The various momenta involved in the reaction are illustrated in fig 4.1, where P 
is the momentum of the nucleus, k is the incoming photon momentum and q is 
the pion momentum. Momentum conservation demands that the final nuclear 
momentum pI = P + k - q. The 3-momentum transferred to the nucleus is 
given by Q = k - q and is related to the outgoing pion angle via the relation 
Q = y'k2 + q2 - 2kq cos On. The total invariant energy is given by 
of the of the effect of the Coulomb force on a loosely bound s-wave proton. 
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k 
p 
Figure 4.1: A black box representation of nuclear pion photoproduction. 
where M is the nuclear mass. The photon and pion momentum in the barycentri 
frame are derived from this in the same way as in chapter 2, giving 
and 
k = ME"j 
W 
q = V-1_(W2 - M2 + m 2)2 - m 2 4W2 7r 7r' 
The general form of the differential cross section is given by[56] 
deY = 
x 
L J d3qd3 P I 5(Ei - E f )5(P i - P f) 
{31 
(211")4 EkEp ITfi 12 
[(wP)2 - w2 p 2)1/2 
(4.2) 
( 4.3) 
( 4.4) 
where {3' represents the set of final state discrete quantum number , and the 
5-functions ensure momentum and energy conservation between the initial and 
final states. Let P = (Ep , P) and w = (Ek k) be the initial nucleon and photon 
4-momenta, and Tf i is the transition matrix element. Performing the integration 
over pI gives P i = P f i.e. conserving momentum. We proceed by evaluating 
all quantities in the Barycentric system (P + k = p I + q = 0). The lement 
d3q = q2dqdD. can be expressed in terms of the final tate en rgy. 
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Figure 4.2: This shows the kinematics in the nuclear photoproduction reaction. 
The momentum of the nucleon is denoted by p, and k is chosen to be along the 
z-axis. We choose q to be in the x-z plane (the reaction plane). 
E f Eq + E p' 
Jq2 + m; + Jq2 + lUl, (-L5) 
where mn is the pion mass, and ~~JA' is the final nucleus mass, by evaluating the 
derivative with respect to q, i.e. 
qdq = 
(4.6) 
The angular element dD is the pion scattering angle, and i:-; taken onto the 
left hand side to give us d(}/dD. The denominator of Eq. (4.4) :-;illlplifies greatly 
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since w2 = 0, 
[(WP)2 - w2 p 2P/2 (wP) 
kEp - k·P 
kEp + k2 
kW 
Substituting Eqs. (4.6) & (4.7) into the cross section Eq. (4.4), and integrating 
over Eb to ensure energy conservation, we obtain 
dO' = L (27r)4qEkEpEqEpl/Tji/2 
do' {3' kW2 
From the plane waves of the photon and pion inside the scattering matrix, we 
extract the factors ((27r)3/2J2Ek)-1 and ((27r)3/2j2Eq)-1 which ensure correct 
dimensionality and normalisation. The nuclei can be described nonrelativisti-
cally2 since M > > P, so we get 
Making these substitutions, and recalling that Ek = k we have, 
dO' 
do' 
(4.9) 
(4.10) 
(4.11 ) 
where we have averaged over the initial states (2 photon polarisations and 2Ji + 1 
nuclear polarisations), and we have replaced (3' by the final state nuclear magnetic 
quantum number M j . Equation (4.11) is stated in a slightly more convenient form 
by Tiator and Wright[10], whereby the electronic charge factor e is taken out of 
the operator and combined with the factor 47r to give the fine structure constant 
a, l.e. 
( 4.12) 
2For a photon lab energy of 200MeV, the initial nuclear momentum is around UO:"le\"jc. 
whereas the nuclear mass is in the region of 16GeV jc2 . 
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Previous studies[10, 12] have multiplied the cross section by the factor. 
(4.13) 
where b is the harmonic oscillator parameter, to correct for the motion of the 
nucleus about the center of mass. Note that this is only valid when the wave-
functions are harmonic oscillator but that this motion cannot be accounted for 
exactly, as this would involve knowing the precise motions of all the constituent 
nucleons. However, when one assumes a simple two-body core+K system, one 
can correct for the c.m. motion approximately by considering the following ar-
guments: Let the momentum of the incoming nucleus be Pin and let Prel be the 
relative momentum between the active nucleon and the center of mass of the 
nucleus. As well as Prel, the active nucleon will possess a fraction P N of the total 
nuclear momentum given by 
(4.14) 
where m is the nucleon mass and M is the nuclear mass (so m/M = I/A). The 
total momentum of the active nucleon is therefore 
1 
P = Prel + A Pin. (4.15) 
In the center of momentum frame Pin = - k, therefore, 
1 
P = Prel - A k. ( 4.16) 
Therefore in order to account for the center of mass motion, the argument of the 
active nucleon wavefunction must be, 
1 
Prel = P + A k. 
In the final state, we have the analogous relation 
I I 1 
Pre I = P + A q, 
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( 4.17) 
(-J. 18) 
and from the momentum conservation relation p' = p + k - q we get. 
I ( 1 
Prel = P + k + A - l)q. ( 4.19) 
We can see that for heavy nuclei (A » 1) the total momentum of the initial 
nucleon is just its momentum Prel relative to center of mass of the nucleus and , 
in the final state it would simply be Prel + k - q. 
4.3 The single particle wavefunctions 
In keeping with the work of reference [12] we employ harmonic oscillator (HO) 
and Woods-Saxon (WS) wavefunctions in two separate calculations: the HO 
calculation leads to a simple analytic form for the amplitude, from which essential 
physics can be extracted. The WS wavefunctions have a longer and more diffuse 
tail which is a more appropriate description of the halo. We compare the angular 
distributions of these two cases in order to test the sensitivity of the cross section 
to the halo properties. 
The states we are interested in are the ground state of 170 (Od5/ 2) and the first 
excited state of 17F (lS1/ 2 ). The general equation for the eigenfunctions of an 
harmonic oscillator potential is given by, 
( 
2n! ) r l r2 l+1 r2 l 
b3 r (n + l + ~) ( b) exp ( - 2b2 ) £n ( b2 ) Y m ( e, ¢ ) , ( 4.20) 
. ., d "l+1 ( 2/b2 ) th l' d where b IS the harmonIc oscIllator parameter an J..,n r are e genera Ize 
Laguerre polynomials, given by 
C~(x) = .to (n - ~)~(:)~ m)! (-~t· (4.21) 
All the other symbols have their usual meaning. Starting with the initial state. 
we can write 
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1 100 1 (2 + -) dt exp( _t)tO+2+2-l 
2 0 
5 roo 3 2 io dt exp( -t)t2 
15 
8J7f, ( 4.22) 
where we have used well-known properties of the f-function. Selecting the appro-
priate Laguerre polynomial for the initial state radial function and substituting 
this into Eq. (4.20) we obtain, 
( 4.23) 
Proceeding along similar lines for the final state radial wavefunction, we obtain 
( 4.24) 
where wnZm(r) = Rnz(r)Yzm(i·). To use these wavefunctions in our impulse ap-
proximation calculation, we must evaluate the 3-dimensional Fourier transforms 
into momentum space. The details of these integrals are given in appendix C. 
The initial state wavefunction in momentum space is given by, 
( 4.25) 
and in the final state we have, 
- 3 ~8) b2p2 ( 2 2 3) WlOO(P) = b ~ ,,~) exp( --2-) b p - 2 Yoo· ( 4.26) 
The initial and final state WS wavefunctions were calculated numerically using 
the following parameters: 
• Potential Radius/ A 1/3 = 1.24 fm 
• Diffuseness = 0.6 fm 
• Binding Energy = 4.143 MeV 
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Figure 4.3: The harmonic oscillator (HO) and Woods-Saxon (\\'8) densities for 
the Od5/ 2 ground state of 17 O. 
• R.M.S. Radius = 3..-14 fm 
• Potential Depth = 55.67 ::'IeV, 
for the initial state, and 
• Potential Radius/ A 1/3 = l.135 fm 
• Diffuseness = 0.63 fm 
• Binding Energy = 0.105 ::'IeV 
• R.::'I.S. Radius = 5.225 fm 
• Potential Depth = 60.14 ::'Ie\r, 
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Figure 4.4: The harmonic oscillator (HO) and Woods-Saxon (WS) densities for 
the 1S1/2 first excited state of 17F. The WS wavefunction shows the extended tail 
characterstic of halo particles. 
for the final state. The potential parameters for the final state were chosen so 
as to reproduce figure 1 in reference [12]. The radial wavefunctions were stored 
in an array Rnz (r) and the Fourier transform was computed via the standard 
prescription 
( 4.27) 
The resulting momentum space wavefunctions were checked firstly for orthogo-
nality and normalisation and then Fourier transformed back into configuration 
space. 
Figures 4.3 and 4.4 show the probability densities for the initial and final states 
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respectively, for both the HO and WS potentials. The ground state of 170 is 
essentially the same in both the HO and WS bases, however in the final state 
the WS density has an extended tail, more characteristic of halo particles. This 
extra probability at large distances comes at the expense of the core and surface 
densities, which one can see are reduced compared to the HO case. 
4.4 Results and analysis 
As shown in chapter 3, the amplitude can be expressed most conveniently in terms 
of Eq. (3.22). Substituting in the appropriate quantum numbers we obtain, 
Fin, = 6JIi 2:) ~i)SV2S + 1 {~ ~j~ ~j~} Irr't)2SJ (e7r ). 
S 2 S J 
( 4.28) 
The initial and final single particle orbits l(=2) and l'(=O) couple to L(=2), 
the spins are coupled to S, then Land S are coupled to J, the total angular 
momentum transferred in the reaction. The functional form of the cross section 
is determined by the integral 
( 4.29) 
where a = {n, l, j} denotes the reduced set of single particle quantum numbers 
and, 
[[Yo ® y2]2 ® Kf]~= L 6mzA(2ASmsi J M)Y2mzYooK!SA' 
mzmsA 
(4.30) 
The harmonic oscillator parameter b is chosen to be 1.7fm based on electron 
scattering data from 16 0[13]. 
The differential cross section is shown in figure 4.5 for a photon lab energy of 
200 MeV, covering a range of momentum transfers from Q ~ 0.3 ... 1.7 fm-l. The 
HO curve is characterized by the local maximum at ~60° and the minimum at 
~1500, and we will show that these characteristics can be directl~· associated with 
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Figure 4.5: The differential cross section for 170(/,,7r-)17F* at a photon labora-
tory energy of 200 MeV. The solid curve is the calculation using harmonic oscil-
lator wavefunctions, and the short-dashed curve is the Woods-Saxon calculation. 
The long-dashed curve is the HO calculation within the local approximation. 
the features of the transition density. The WS curve shows a slight shift in the 
position of the peak compared to the HO, and also shows more probability at the 
forward angles. In the region of low momentum transfer, collisions are peripheral. 
Since the WS wavefunction has more probability density at large distances, it is 
not surprising that it has a larger cross section in this region. Conversely, there 
is a lower cross section at backward angles, or high momentum transfers, which 
can be attributed to the fact that the photon is penetrating deep into the nucleus 
where the probability density is reduced compared to the HO case (see figure 4.4). 
In general we would expect the larger of the two nuclei to change more rapidly 
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with increasing momentum transfer since a large spatial extent corresponds to a 
narrow momentum distribution. 
At E"( =300 MeV the curve is effectively 'squeezed-up' as we are covering a much 
larger range of momentum transfers (0.17fm-1 < Q < 2.8fm-1) but within the 
same angular range. Again the cross section is enhanced at the forward angles, 
and reduced at the backward angles, and the WS case exhibits the behaviour we 
would expect given its spatial extent. 
The cross section was calculated using computational methods, mainly due to 
the complicated momentum dependence of the BL operator. However it can 
be seen from inspection that this dependence is very slowly varying in all the 
integration variables {p, B, ¢}, so as a first step towards checking the behaviour 
of Eq. (4.29) we employ the local approximation. As mentioned in chapter 3. 
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tering angle for all five values of mz, at a photon energy E,,/ =200 MeV 
this approximation assumes that the momentum dependence of the operator is 
constant by letting p ---7< p >- -[(A - 1)/2A]Q in the operator only, where A 
is the nuclear mass number. Figure 4.5 shows the local HO calculation and it can 
be seen that there is little effect on the character of the cross section, but rather 
a small change in magnitude. The most dramatic effect is that the local cross 
section goes to zero at en ~ 1500 , and in a moment we shall see why this is so. 
The reason for making this approximation is because the analytical benefits are 
significant. Removing the operator from inside the integral Eq. (.1. 29), we can 
write 
Ii:i~~2;:/ = L (2mz SmslJ M)K~s>.zocazFala(Q). (.1.31) 
mlmS 
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where 
( --1.32) 
with a = {n, l, mz}. Eq. (4.32) is a convolution of the wavefunctions in momentum 
space. The convolution theorem tells us that , 
( 4.33) 
That is, the Fourier transform of the product of two functions, is the convolu-
tion of their Fourier transforms. Using the Rayleigh plane wave expansion and 
integrating over the angular components we obtain, 
(4.34) 
where j2 ( Qr) is the spherical Bessel function of order 2. The functions W and ~ 
are related by W = Fw, where F is the Fourier transform operator. We know 
that Q = (k2 + q2 - 2kqcosen)1/2 so we can compute the angular dependence 
quite easily. The results of this are shown in figure 4.7 for -2 < mz < 2. There 
are two features which are most notable from these curves: the first is the node 
at en c:::::: 150° which is common to all the curves, and the second is the peak 
at en f"'.) 60° which is common to four of the five curves. The cross section is 
proportional to a weighted sum of the squares of these functions, thus we would 
expect the features of the convolution to manifest in the cross section, as indeed 
they do. 
This argument can be further strengthened since one can derive an analytical 
formula (given in appendix D) for the convolution. For the case of at = {L 0, O} 
and a = {O, 2, m} we find that 
(4.3.5) 
The functional form of this agrees exactly with the numerical calculations of 
Eq. (4.33) in figure 4.7. From inspection of this equation \\"e vwuld expect a 
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common node at (bQ)2 = 8, which corresponds to Q r-v 1.66fm-1 , or e-;; :::: 1.S0:. 
The previous work[12] on this reaction paints an entirely different picture of the 
cross section in which the curve starts out small and approaches a maximum of 
about 1 J-Lb at en r-v 150° (see figure 4.8). We argue that even in the full non-
local calculation, we would still expect to see the characteristic features of the 
convolution (e.g. the minimum at en r-v 150°) present in the cross section since 
the operator is such a slowly varying function of the initial nucleon momentum. 
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Chapter 5 
Nuclear Pion Photoproduction: 
6Li( ,",/, 7[+)6He 
5.1 General Remarks 
The A = 6 nuclei have been the subject of much discussion in recent years ClS 
they are the lightest nuclear systems in which genuine clustering phenomena CCln 
be seen. It is well known that a-particles can remain tightly bound inside nu-
clei to the extent that they can be considered as single localised bodies. \Vit hill 
this picture we can explore two possible structures for A = 6 nuclei; a + (LV) 
(two-body model) or a + N + N (three-body model). For example 6Li can be 
intuitively considered as an a + D (or a + p + n) system. It may' be. however. 
that 6Li spends some of its time in other spatial configurations such as 3He +3H 
(sometimes called the 'Heavy Deuteron' model) however there has been little {'\'-
idence to support this[57]. 
In this work we employ 3-body wavefunctions for 6Li and 6He. The latter is. 
of course, rather special in that it is a Borromean halo nucleus: the (1 + n + n 
s.\'stem is hadronicly bound (T ::::: 0.8s) despite the fact that none of the binary 
subsystems are bound (5He is unbound, as is the dineutron). The \'alencC' nC'u-
trons loosely orbit the o-core creating a diffuse and radially e}..1;ended probability 
density distribution; a halo. The ex + n + n model is an intuitive picture, es-
pecially in the context of the halo. However, like the heavy deuteron model of 
6Li, it has been suggested[16] that the 6He wavefunction may contain alternative 
cluster components such as 3H +3H (or the 'di-triton'), and that this may be 
responsible for the underbinding in certain 3-body models of 6He[16, 17]. It has 
been generally agreed however that the di-triton component is unimportant in 
the ground state, but is of some significance in excited states above the 3H +3H 
breakup threshold (13MeV). 
One of the first calculations of 6Li(1, 1f+)6He was carried out by Doyle et al.[28] 
within a DWIA model, using harmonic oscillator wavefunctions and a variety of 
OBDMEs and pion-nucleus optical potentials[52]. They find excellent agreement 
with the data of Shaw et al[8]. However, as we shall see later, these data are 
very limited and essentially inconclusive in the region of interest. Karataglidis et 
al. [13] also perform this calculation using a DWIA with W-S and HO single par-
ticle wavefunctions to model the halo and non-halo scenarios respectively. The 
OBDMEs are calculated from large model-space (0 + 2 + 4)nw 'no-core' shell 
model wavefunctions[54]. They also achieve reasonable agreement with the data, 
and conclude that the cross section is very sensitive to the halo properties. An-
other less well-known calculation is that of Eramzhyan et al[29], in which they 
use an Antisymmetrised Multicluster Dynamic Model (AMDM) for the nuclear 
wavefunctions, within a DWIA calculation. Their agreement with the data is 
good at forward angles but poor at backward angles. 
With the available data being so sparse and new data on the way [58] we re-
examine this reaction using 3-cluster wavefunctions for 6Li and 6He, and test the 
sensitivity of the cross section to the properties of the nuclei. 
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5.2 Experimental Overview 
Part of the motivation for this work was that the Edinburgh group (as part of 
the A2 collaboration) had proposed an experiment[58] to measure the differential 
cross section of 6Li( ,,/, 7r+)6He. This experiment went ahead in the summer of 
2002 at the Mainz Microtron (MAMI) facility in Germany and is currently under 
analysis. MAMI produces an 855 MeV beam of electrons which is incident on 
a thin Nickel foil radiator resulting in bremsstrahlung. These photons are then 
collimated further downstream, but before this the residual electrons are swept 
into the Glasgow Tagged Photon Spectrometer. This is essentially a large dipole 
magnet which steers the electrons off the beam line and detects their position. 
From the position (and the strength of the magnet) it is simple to determine 
the energy Ee with which the detected electrons exited the radiator, and from 
there one can determine the energy of the photon via the prescription E-y =855 
MeV-Ee. The photons (unperturbed by the tagger) then exit the vacuum and 
go through a collimator before shining incident on the 6Li target. Of course, 
most of them pass straight through Lithium without any consequence, and many 
others will take part in different non-pion producing reactions, so it is important 
to maximise the number of counts of this rare event. 
Previous calculations of this reaction have predicted a minimum in the cross sec-
tion at around 90° so to maximise the counts at that angle, the 5 mm thick 6Li 
target was placed at a 30° angle to the beam, thus increasing the thickness in the 
beam direction (hence improving the count rate), and decreasing the thickness 
normal to it (reducing the amount of pion energy loss in the target at 90°). 
The outgoing pion passes through a Double Sided Silicon Strip Detector (DSSSD), 
which gives a fix on the position and thus the scattering angle, then into a hyper-
pure stacked Germanium detector (known as Ge6). This consists of six Germa-
nium crystals stacked in a telescopic fashion to preserve the solid angle. The Ger-
manium crystal is fully depleted and as the 7r+ propagates through the medium 
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it leaves a wake of electron-hole pairs. The amount of charge is linearly related 
to the energy deposited by the particle (a property of the Germanium) and by 
comparing the energy deposited in the first crystal, to the total energy deposition 
over all the crystals, one can obtain a fix on the magnitude of the charge-mass 
ratio of the particle. This is the first step of the particle identification procedure. 
To confirm that the particle is a 1T+, they look for a second deposition of charge 
between 1 and 8 J-lS afterwards. The physics behind this is the following: the 
pion is essentially brought to rest inside the semiconductor before it decays to 
J-l+ + Vw The mass of the muon is very close to that of the pion, so it also has 
very little kinetic energy. With a half life of 2.2J-ls, the muon subsequently decays 
into a positron e+ with significant kinetic energy. The e+ then behaves similarly 
to the initial1T+, and more charge pairs are produced. Note that 1T- cannot be 
measured this way since most of the time they are captured by a nucleus before 
getting a chance to decay. 
5.3 Kinematics 
Figure 5.1 illustrates the momenta involved in the reaction. The three incom-
ing and outgoing lines represent the three constituent clusters of 6Li and 6He 
respectively. One of these (in this case the valence proton in 6Li) interacts with 
the incoming photon and undergoes an isospin flip resulting in the emission of 
a positive pion. The newly formed neutron then recombines with the remaining 
spectator cluster to produce 6He. Again the impulse approximation is used and 
taken to mean that the spectator cluster feels nothing of this 
reaction i.e. the internal quantum numbers and momenta of the spectator 
system remain fixed. 
There are a number of ways to quantify a 3-body system, and two of them are 
shown in figure 5.2. These are the so-called T-basis (a) and the V-basis (b) 
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Figure 5.1: The momenta involved in the three body pion photoproduction reac-
tion. The external lines represent the three constituent clusters of the initial and 
final state nuclei, and the internal lines represent the active nucleons. The curly 
and dashed lines are the photon and pion respectively. 
representations. In the T-basis the Jacobian vector x is the relative distance 
between the a-particle and the center of mass of the two valence nucleons, and y 
is the N - N separation. This representation is particularly useful in structure 
calculations since the N - N and a - (J.V N) separations are intuiti\"e quantities 
to visualise. Figure 5.3 taken from reference [16] shows the calculated probability 
density plotted against the T-basis quantities Ixl and Iyl, and it clearly shm\·s t\\·o 
predominant spatial configurations; the largest of these is the so-called 'dineutron' 
configuration, in which the two neutrons st ay close together, \\"hile their an'rage 
distance from the core is rather large. Slightly less probable is the so-called 'cigar' 
configuration, where the neutrons are on opposite sioes of the alpha particle wit h 
53 
(a) 
x o 
Figure 5.2: An a+N +N cluster model for 6Li and 6He in the o-call d T-ba i (a), 
and Y-basis (b). In the T-basis, x is the relative distance between the a-cor and 
the center of mass of the 2-nucleon system, and y i the relative di tance b tw n 
the two valence nucleons. In the Y-basi , x is the relative di tanc betw n th 
two constituents of the spectator system, and y is the relative coordinate betw n 
the center of mass of the spectator, and the 'active' nucleon. 
their center of mass close to the a-particle center of rna (ee fig 5.4). Th 
Y-basis has x defined as the relative di tance between the a -particle and one 
of the nucleons, and y as the distance from the center of rna of that pair to 
the remaining nucleon. This representation is more u eful in reaction theor " 
especially in our case where we are interested in a colli ion involving only on 
of the valence nucleons. If we had cho en the T-ba i the momentum of that 
nucleon would be some linear combination of the conjugate momenta Px and Py· 
however in the Y-basis we need only consider Py ince that i the momentum of th 
active nucleon relative to center of rna of the re t of the nucleu . Kinematically 
therefore the picture i similar to the 170 ( 7r-) 17F ca e in that "we have a nud on 
orbiting a pectator core however thi time the core ha tructure, and \\" mu. t 
urn over all the internal state of that core (and integrat over all th mom ntum 
tate Px) . In term of the tran it ion integral thi mean that the pion production 
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Figure 5.3: The probability density distribut ion for 6He plotted again t th rz - rz 
and a - (nn) separation. This was calculated from t h wavefunction of Thomp-
son et al. [16] which are also those used in this study. 
operator will be independent of P x. 
To assimilate this picture into our impul e approximation we con ider the c nt r 
of momentum frame where P in = -k. The active nucleon ha a fraction ex = 11A 
of the total nucl ar momentum P in, as well as it momentum Py relative to th 
center of mass of the nucleus therefore 
P2 Py + exP in 
Py - a k (5 .1 ) 
in the center of mOlnentum frame. From figure 5.1 can ervation of mom ntlllll 
demands that Pl + P 2 = P in = -k therefore we can V\Tite the activ nllcl on 
relative momentum a 
Py - k - P I + o k 
5 
Dineutron 
Cigar 
Figure 5.4: A schematic picture of the two dominant patial configuration In 
6He; the so-called 'dineutron ' and 'cigar ' shapes. 
= (a-1)k-PI' (5.2) 
From figure 5.1 and Eq. (5 .1 ) we observe that 
I I P2 = Py - aq. (5.3) 
Then again from observing figure 5.1 we can see that, 
PI +p~ = P out =-q 
therefore the relative momentum of the nucleon in the final tate i 
P~ = (a - l)q - P l' (5. ) 
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5.4 Cluster wavefunctions 
A three-cluster configuration space wavefunction with definite total angular mo-
mentum j (and projection m) takes the general form 
Wjm(X, y) = L [[Yzx(x) 0 Yzy(y)]l 0 [~ 0 ~rym XLlylS(X, y), (5.6) 
lxlyls 
where the quotient 1/2 denote the Pauli spinors for the two nucleons and X is 
the radial part of the wavefunction. The radial functions were supplied by 1. 
Thompson (Surrey) who calculated them based on the work in reference [16]. 
The physics involved in calculating such wavefunctions could comprise a thesis 
in itself therefore we refrain from getting too involved with the details, and point 
the interested reader to reference [16]. 
We choose to work in the V-basis therefore the quantum numbers with subscript 
x pertain to the Jacobian vector x which connects the two spectator clusters. 
Those with the subscript y pertain to the Jacobian vector y and thus describe 
the quantum state of the active nucleon. Expanding the definition of the tensor 
product gives 
(5.7) 
where a = {lx, Ax, ly, Ay, l, A, J-lx, J-ly, s, J-l} is the set of single particle quantum 
numbers, and the Pauli spinors are now denoted by X· 
The radial components of the wavefunctions were calculated [16] by solving the 
3-body Shrodinger equation with a potential 11 = Vc1 + Vc2 + 1112 , where the 
subscript c denotes the core, and (1,2) are the two valence nucleons. The Bor-
romean property is accounted for since the binary interactions "\%j are insufficient 
to produce two body bound states, but the total potential 11 can bind the three 
bodies. With WS potentials for the a - n interaction, and the GPT[?] potential 
for the n-n interaction, the resulting binding energy is around 507c of ,,'hat it 
57 
should be. An effective 3-body force is added to achieve correct binding. The 
Shrodinger equation is solved using the method of Hyperspherical Harmonics[16]. 
where the wavefunction is expressed in terms of the hyperradius p = va2 + b2. 
and the hyperangle a = arctan(a/b). The vectors a and b are related to the x 
and y used in our wavefunctions and there is a simple relationship between the 
hyperradius and the r.m.s. matter radius, 
_ (ACT; (p2)) 1/2 
R,.ms - (Ac + 2)AN + -( A-c-+---':"'2 )-A-N (5.8) 
where Ac = 4 and AN = 1 are the nucleon numbers of the core and nucleon 
clusters, Tc is the a-core radius (taken to be 1.47 fm) and (p2) is the expectation 
value of the hyperradius squared. There has been some debate [59, 60] as to the 
precise value of R,.ms for 6He, so we obtained two wavefunctions with radii 2.47 
fm and 2.35 fm. This difference is obtained by slightly modifying the effective 
3-body potential. This also results in a 3% change in the binding energy. The 
larger of these radii is taken to be default in this study, so all calculations will 
use R,.ms(6He)=2.47 fm unless explicitly stated. The smaller value was recently 
predicted from an analysis of p-6He elastic scattering data[59] and later we check 
whether the cross section is sensitive to this difference in radius. 
Table 5.1 shows the different configurations present in the wavefunctions, and 
their associated norms. It can be seen that 6He is dominated by the {1100} con-
figuration and 6Li by {1101}, each making up around 80% of the total wavefunc-
tion. Since the Os-states are filled by the alpha particle, we expect the lx = ly = 1 
configurations to dominate. Furthermore, l = 0 and 8 = 1 in 6Li is consistent 
with the a - D model, and l' = 8' = 0 in 6He would be expected to dominate 
from the Pauli principle. Note that the lx = ly = 0 states have a node, therefore 
are orthogonal to the nucleon states in the alpha particle. The selection rules also 
permit some small configuration mixing with l = 2 states. We shall see later that 
some of the smaller configurations are important in the cross section at certain 
momentum transfers, and nuclear polarisations. 
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Cluster Wavefunction Configurations 
6Li (j=l) 6He (f=O) 
a lx ly l s :Xorm a' l' x l' y l' s' );"orm 
1 0 0 0 1 0.085959 1 0 0 0 0 o 0~~')9') . 1/ __
2 1 1 0 1 0.797707 2 1 1 0 0 0.793958 
3 1 1 1 0 0.038051 3 1 1 1 1 0.122-180 : 
4 1 1 1 1 0.003250 4 2 2 0 0 0.00328-1 
5 1 1 2 1 0.002799 5 2 2 1 1 0.002983 
6 2 0 2 1 0.000224 --
7 2 2 0 1 0.071562 --
8 2 2 1 0 0.000243 -
9 2 2 1 1 0.000185 --
Total norm 1.0 Total norm 1.0 
Table 5.1: The different configurations in the 6Li and 6He wavefunctions, and 
their norms as calculated by Thompson et al. [16]. 
As before, the non-local BL operator demands that we work in momentum space', 
so we evaluate the six-dimensional Fourier transform 
(5.9) 
where Px and Py are the relative momenta in the V-basis. Employing the Rayleigh 
plane wave expansion, we can swiftly perform the angular integrals to obtain, 
(5.10) 
where we define 
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such that the norms are equal i.e. 
~.).12) 
5.5 Derivation of the 3-body transition ampli-
tude 
From chapter 2, it is understood that the elementary pion photoproduction opera-
tor depends on all the kinematical quantities C.,.:. q. p) and t he photon polari~a t iOll 
A. Let us omit the subscript A for now to avoid notational confusion and write 
the operator in the compact form, 
t = '" is(_)ms (Js K S . L -ms ms (5.13) 
Sms 
We shall also omit the isospin dependence of the operator (and Wc1\'efullctions) 
since we are looking at the specific case of 6Li(j.7r+)6He. where all the i~o~pin 
quantum numbers are known. We write the amplitude for 6Li( j. 71,)6He as 
where all the symbols have been previously defined. Expanding the operator and 
wavefunctions in Eq. (5.1..1) gives 
L is( - )mS(l~ A~ l~ A~IZ' X)(1/2 IL~, 1/2 J1~I.'i' J/) 
o,o',S,ms 
x (l' X s' J1'I/ m')(lx Ax ly AyllA)(1/2 /11' 1/2 /fyl·" Il) 
x (lA s J1lj m)x~~ \~~ (J~ms \Pr\/1-Y 
J 3 J 3 *j' ( , ))'~ (~))'* (A) x d Px d PIII~I~l'sl PXl Py I~A~ P.r I~A~ Py 
X I\~sYzxAxCPx))IYAy(py)IIIlyls(pl"PY)' (:l.1.5) 
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where a = {lx, Ax, ly, Ay, l, A, J-lx, J-ly, s, J-l} denotes the set of nuclear quantum num-
bers. Since the operator only depends on the spin of the active nucleon we can 
write (~J-l~I~J-lx) = 6p,'xP,x, then employing the Wigner-Eckart theorem to deal with 
the remaining spin part gives 
It is easily shown that the reduced matrix element (1/21IasI11/2) = V2S + 1 S. 
The angular part of the Px integral is simply, 
therefore 
ax,a',a,S,ms 
X (l' X s' J-l'll m')(lx Ax ly Ayll A)(1/2 J-lx 1/2 J-lyls J-l) 
x (IAsJ-lljm) J p;dpx J d3plIl~l~l'S'(PX'p~)Yz~-)..~(Py) 
x K!s Yzy)..y (py ) Iixlyls (Px, py). 
(5.17) 
(5.18) 
where ax = {lx, Ax, J-lx} and a = {ly, Ay, I, A, J-ly, s, J-l}. We have used the relation 
Yzi N = (-) .. ~ Yz, -N so that we can write y y y y 
where L S J are the quantum numbers transferred in the reaction such that , , 
IZ' - II < L < I' + l 
IL - SI < J < L + S. 
It is convenient at this point to write the amplitude as 
(j'm'; ?r+ltljm; 1) = L L L is( - )mS+)..~S(1/2 J-l~ 1/2 J-l~ls' J-l') 
ax,a',a S,ms JMLA 
X (Ix Ax l~ A~ IZ' X) (I' A'S' J-l'll m') (Ix Ax ly Ay II A) 
(5.19) 
(5.20) 
x (1/2 J-lx 1/2 J-lyls J-l)(l A s J-llj m)(l~ - A~ ly AylL .\) 
(5.21) 
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where 
From Eq. (5.21) let us extract 
then from the symmetry properties of Clebsch-Gordan coefficients (see Varshalovic 
et al. [32]) we write 
and 
(l~ - A~ ly AylL A) 
(l~ A~ ly - AylL - A) 
( - ) l~ +ly - L (l~ A~ ly - Ay I L - A) 
(- )l~+ly-L(ly - Ay l~ A~IL - A), 
(5.23) 
(5.24) 
where in the phase factor we have used the fact that 2 (l~ + ly - L) is even, and 
A~ + Ax = X. We can then express Eq. (5.23) as 
Following a similar strategy, we can write 
(-)S-I-L L (1/2/-lx 1/2/-l~18'/-l')(1/2 -/-ly 1/2/-l~IS - ms)(1/2/-lx8 -/-l11/2 -/-ly) 
I-Lxl-L~l-Ly 
_ (_)S-I-L+l/2+S'+1/2+Ss'v'2(8' /-l' 8 -/-lIS - ms) {1/2 1/2 8'} (5.25) 
- S 8 1/2 ' 
where we have used the fact that /-lx + /-ly = /-l. There are now five Clebsch-
Gordan Coefficients (CGC) and two 6-j symbols remaining in the amplitude, it 
is convenient to express the CGC's as 3-j symbols giving us 
(j'm';7f+ltUm ;'Y) = L L L L LiS(-)¢v'2[i's'3'3JLS2(_)o' 
l~lyl>' S'I-L'SI-L LA Sms J M 
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x (l' s' j' ) (l S j ) (L S J 
X J./ -m' A J.-l -m A m 5 -.\1) 
x (l', l L) (S', S S) {1/2 1/:2 s' } 
A -A A J.-l -J.-l ms S S 1/:2 
x {lx l~ l'} r(a,a')LSJ(B ) 
L l l M 7r, 
Y 
(5.26) 
where ¢' is the phase factor from transforming the Clebsch-Gordan coefficients 
into 3-j's. The total phase factor is therefore 
<I> = ¢ + ¢' = lx + X + l~ + l' + ly + l + S + ms + S - J.-l + s' + 1 + l' - s' 
+m' + l - s + m + L - S + M + l' - l - A + s' - s - m 5 
= lx + l~ + ly + l' + l + L + s' - s + m' + M + 1 + X - J.-l + m - A. 
To eliminate some of the z-components from the phase, we use - J.-l + m = A, then 
since all the orbital z-components are integer we can change the signs such that 
X - A + A = 0 leaving us with, 
<I> = lx + l~ + ly + l' + l + L + s' - s + m' + m + M + 1. (5.27) 
After a few even permutations of some of the 3-js, and the spatial reflection 
( l s j ) ~ (_ )j+l+s (l s mj ), A J.-l -m -A -J.-l (5.28) 
we can contract the 3-j symbols since, 
~,~E'AA (~m ~ :) (-~ ~ ~s) 
x (j' l' s') (l' l L) ( s' 
-m' X J.-l' X -A A J.-l' 
(!~, J _ ~ ) {{: { ~}. 
m s' s S 
(5.29) 
Therefore the final expression for the amplitude is written as, 
L L L is (- )lx+l~+ly+l'+L+s'+j+m+lJ2ii' s'3']] is2 
lxlyl~ l'ls's LSJM 
x ( j' J J) {1/2 1/2 s' } { Ix 
-m' m -M S s 1/2 L 
[~ ['} 
I [y 
{
j' . J} 
l' ~ L r1ia')LSJ (B7r)' 
S' S S 
x 
(:).30) 
63 
Throughout this discussion it has been stressed that the choice of Jacobi coor-
dinates (the V-basis) gives us a similar theoretical picture to the two-body case. 
and this is clearly shown here by the similar form of Eqs. (5.30) & (3.20). 
5.6 Checks 
We can check Eq. (5.30) by considering a few special cases. In the simplest 
case we take 6Li to be in the configuration a = {Lx = ly = l = 0, s = I}. and 
6He to be in a' = {Lx = l~ = l' = s' = O}, and derive the amplitude for this 
reaction by first reducing the general formula Eq. (5.30), then re-deriving the 
special case amplitude from first principles. So with a and a' fixed as they are. 
we can immediately say that L = 0 and J = S = 1 and the phase factor becomes, 
The stat factors reduce to 
and 
{ ~ o O} = 1 00' 
1 1 
o 0 
1 1 
giving the simple form 
{ 1/2 1/2 0 } = _1 1 1 1/2 J6 
1 ) = (_)1_M6m,M, 
-M v'3 
(5.31) 
We can go one step further by considering the tensor product in the integral, 
[[Yo ® Yo]o ® Kl]~ = 2:(001 msl1 m)YooYooK~s 
ms 
~Kl 
47r m 
(5.32) 
64 
giving, 
Despite the angular wavefunctions begin trivial, we cannot perform the angular 
integration analytically since Py and P~ depend on 81 and qh. 
To derive this amplitude from first principles, we substitute the quantum numbers 
into the general 3-body wavefunction (Eq. (5.6)) for both initial and final states. 
4~ L (1/2/-lx 1/2/-lyI1m)XJlxXJlyI5001(px,Py) (5.34) 
JlxJly 
4~ L (1/2 /-l~ 1/2 /-l~10 O)XJliXJl~Igooo (Px, p~) (5.35) 
JliJl~ 
then form the production amplitude 
(00; Jr+ltI1m; ,) ~')' L L L( - )ms 0Jlx,Jld 1/ 2 /-lx 1/2 /-l~10 0) 
( JlxJly JliJl~ ms 
X (1/2/-lx 1/2 /-ly11 m)(1/2 /-ly 1 - ms11/2 /-l~) 
x J p;dpx J d3p1 I;goo(Px, p~)K~sI5001 (Px, Py). 
We have performed the Px angular integral, and the overlap of the spectator 
spinors gives a ° '. Since the integral is independent of the single particle spin Jlx ,Jlx 
projections /-lx, /-l~, /-ly and /-l~ we can easily sum over them. Since /-lx = /-l~ we can 
write 
, ° Jl Jl' (1/2/-lx 1/2 /-l~10 0) = (- )1/2+Jly ~ y (5.36) 
then the remaining part of the sum is given by, 
y'2 
= - y'30m,ms . (5.3~) 
All the square root factors cancel, leaving 
(5.3~ ) 
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which agrees with Eq. (5.33). 
Let us consider another special case, a = {lx = ly = 1, l = O. s = I} and 
a' = {lx = l~ = 1, l = 0, s = O}. This should provide another useful check in the 
same way as above, however with more significant quantum numbers. Consulting 
table 5.1 will show you that these are the dominant configurations of 6Li and 6He. 
In the next section we shall explore the significance of these, but here we shall 
just derive the amplitude. Our choice of cluster configuration again demands 
that L = 0 and J = S = 1, and substituting all these numbers into Eq. (5.30) 
gives 
(5.39) 
There is little to gain from dissecting the integral r, so we move on to derive 
the amplitude as before. Substituting the quantum numbers into the wavefunc-
tions Eq. (5.6) and employing some well known properties of the Clebsch-Gordan 
coefficients, we obtain 
Wlm(PX, Py) ~ L (- )l+Ay (1/2 JLx 1/2 JLyl1 m)XJlxXJly 
v.) JlxJlyAy 
X Y1- Ay (Px)YUy (Py)I{lOl (Px, Py) 
lTr ( ') = ~ ~ (_)1+1/2+A~+Jl~X_ I X I 
'±' 00 Px, Py '6 ~ Jly Jly 
V u A~Jl~ 
X YI-A~ (Px)YIA~ (P~)I?lOO(PX' p~). 
Again we form the pion production amplitude, 
(5.40) 
(5Al) 
i-1-L L L(_)1+Ay(_)1+1/2+A~+Jl~(-)mS8Jlx'_Jl~ 
.JI8 ms JlxJlyAy Jl~A~ 
X (l/2JLx 1/2JLyI1m)(1/2JLy 1 - msI1/2JL~)8_Ay,A~ 
x Pxdpx d P1lnoo Px, Py lA~ Py ms J 2 J 3 *0 ( ')y* (~' )Kl 
X I{lOl(PX' Py)Y1Ay (Py), 
and employ the orthogonality of the Clebsch-Gordan coefficients, 
L (- )1/2+Jl~ (1/2 - JL~ 1/2 JLyl1 m) (1/2 JLy 1 - ms11/2 JL~) 
J.LyJl~ 
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(S'-!3) 
As before, we couple the spherical harmonics and the operator to good total 
angular momentum, and the coupling coefficients simplify, 
Substituting these results into the amplitude Eq. (5.42) and using a few of the 
tricks that we have seen already, we obtain 
(00;7r+l t I1m;/,) = 0r~,al)0l1(e7r) 
which agrees with Eq. (5.39). 
5.7 Results and analysis 
(5.-!5) 
Figure 5.5 shows the calculated differential cross section for 6Li( /" 7[+)6He at 
E"( =200 MeV against the data of Shaw et al. (dots) and Shoda et al. (squares). 
Note that the latter was acquired at E"( =195 MeV however the sensitivity of the 
cross section to a 5 MeV shift in energy is negligible compared to the magnitude 
of the error bars. The curve is fairly consistent with experiment except around 
the middle angles. It is difficult to draw any meaningful conclusions about the 
cross section in this region due to the ambiguity in the data. Figure 5.6 shows the 
calculation of Doyle and Mukhopadhyay[28] (from now on referred to as D:'I). 
their solid curve is an almost perfect match for the Shaw data, effectively going 
through all the data points. Our curve is lower at the forward angles and higher 
at the backward angles. The position of the minimum in our curve is around 1050 
whereas the DM minimum is around 90°. The depths of the minima differ by an 
order of magnitude. It is difficult to say for certain what is responsible for this 
difference, since all the physics in the D:YI calculation differ from the calculation 
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Figure 5.5: The calculated differential cross section for 6Li( ,",/, 7r+)6He at E: = 200 
MeV against the pion scattering angle. The solid line is the full calculation, the 
dot-dashed line is the full calculation with the smaller 6He radius (2.35 fm), and 
the dotted line is transition between the dominant configurations only. The dots 
are the data of Shaw et al. and the squares are the data of Shoda et al. at 
195MeV. 
presented here; the elementary pion photoproduction operator is fully relati\-is-
tic and contains many more Feynman diagrams such as t-channel p-exchange 
and u-channel .6. production, however it is unlikely that these will ha\-e much 
of an effect on the cross section at 200 MeV. The pion final state interactions 
are accounted for by an optical potential, and the single particle wa\'efullctioll~ 
are harmonic oscillators. The nuclear structure is input in the form of OBD}'IEs 
which have either been fitted to electron scattering data, or predicted b~- shell 
model calculations (see the different curves in figure 5.6). So in accounting for 
68 
10 
d%O 
CUb/sr) 
1 
F 
r-
r 
r 
f 
O. i ~. 
-~ 
-
D.C 1 
6 . ( ~)6, LI }';7\ He g,s. 
'\ E \ " - 2CO MeV 
'\ T \ 
\\ , 
'~ 
'\ - -- -\ ..J.:.-:'---"-~ 
'J 
.' /"- ... -
.-/ 
:; 
. 1/ 
• I 
0.0 o~· t---~---__,__--.~--r----....-----J 
o 30 60 9C 120 l!:lO 180 
8 c.n'. (deg) 
Figure 5.6: Taken from reference [28]. The calculated differential cross section for 
6Li(l', 7r+)6He at E'Y = 200 MeV against the pion scattering angle. The different 
curves are representative of different choices of OBDMEs. 
the discrepancy, we ask whether it is the nuclear structure information, or the 
pion distortion that contributes most. 
To get a feel for the effect of pion distortions, we consider the 13C(i. 7i-)13~ 
calculation of Tiator and Wright (TW) [10] since this is also a p-shell nucleus. 
They compare PWIA and DWIA calculations and find that the presence of the 
optical potential increases the cross section at forward angles by about 207c. and 
decreases it at backward angles by as much as 60%. A similar alteration to our 
curve could bring it closer to the Shaw data at the extremities, but it is difficult 
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Figure 5.7: Taken from reference [13]. The calculated differential cross section for 
6Li(,),,7r+)6He at E'Y = 200 MeV against the pion scattering angle. The dashed 
curve uses purely HO wavefunctions (no halo), whilst the solid curve uses a \YS 
final state wavefunction to describe the halo. 
to say whether it could improve agreement near the minimum. Further work on 
final state interactions, and experimental data is needed before we can say any 
more on this. 
The wavefunctions determine the overall structure of the cross section and so 
one would expect to see some measurable difference between a calculation with 
3-body Borromean cluster wavefunctions, and one with single particle HO wan'-
functions. It is likely that the sensitivity to the wavefunctions will be strongest in 
the minimum region since the slope is varying most rapidly. \\'hilst the available 
data tells us that there is a minimum, the depth and position of it cannot be 
accurately determined. The two data points at 90° and 93.5° differ b~· an amount 
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Figure 5.8: The calculated differential cross section for 6Li(')', 7r+)6He at E-y = 300 
Me V against the pion scattering angle. 
greater than the sum of their error bars, and since the cross section is changing so 
rapidly here it is impossible to draw any meaningful conclusions as to the nature 
of the minimum. 
We now compare our curve to the work of Karataglidis et al. (KB)[13] in figure 
5.7. However, it must first be noted here that the curves in this figure are actually' 
mislabeled in the original paper[13] (they are corrected in the caption of figure 
5.7 in this thesis) and the conclusion that 6He does not have a halo \\'(-lS actu-
ally retracted by the author in a private communication [61 ]. Their calculation 
uses the DWIA model of Tiator and Wright[10] with HO and \VS single particle 
wavefunctions. The OBDMEs are calculated from large model-space 'no-core· 
shell model wavefunctions[54] and the final state interactions are described by· 
an optical potential. Their halo calculation uses an HO wayefunction for the 6Li 
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initial state and a WS wavefunction for the 6He ground state, and the non-halo 
calculation uses HO wavefunctions for both (similarly to the 170h. n-)17p case). 
The position of the minimum is approximately 1000 in the \YS calculation and 
, 
around 115
0 
in the HO case which is consistent with the fact that the \\·S wa\"e-
function has a larger spatial extent. The forward and backward angle regions are 
similar to the DM curve, and again we expect that the final state interactions 
will play a role here. The depth of the minimum is also an order of magnitude 
smaller than in our calculation. Overall the cross section is very sensitive to the 
difference between these two wavefunctions. 
We can turn our attention now to the other curves in figure 5.5 and also the 
cross section at E'Y = 300 MeV (figure 5.8). At the higher energy, the curve takes 
on the same kind of shape, but with the minimum brought forward to about 
900 • The position of the minimum moves in a systematic way with the energy, 
as higher energies lead to a larger range of momentum transfers between 00 and 
1800 • The dash-dot line shows the full calculation with the smaller 6He radius. It 
can be seen that there is very little sensitivity to such a small change in radius, 
but we note that the curve is shifted to the right, which is consistent with the 
nucleus being smaller (therefore less rapidly varying in momentum space). The 
difference between these two cases is larger at 300 MeV, but probably still not 
large enough to settle the debate over the size of 6He. 
The dotted line in figures 5.5 and 5.8 shows the cross section for the transition 
between the dominant configurations. We see that this transition makes up most 
of the cross section at forward angles, but then drops sharply near 700 (Q '" 159 
Me V / c) by three orders of magnitude compared to the full calculation. At the 
backward angles this curve is larger than the full calculation which is due to the 
amplitude changing sign after passing the minimum. One characteristic difference 
between our curve and previous studies, is that our minimum is much shallower. 
We can see now that this is due to the presence of other angular momentum con-
figurations in the wavefunctions, and it is natural at this point to explore which 
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of these are most important. To do this we consider the 3-body amplitude in 
Eq. (5.30). If we sum over the transition angular momenta L, S. J, ...11 we are left 
with a sum over the nuclear quantum numbers a = {lxlyls} and a' = {l~l~l's'} 
and we can write the amplitude as a sum of partial amplitudes 
Tm = :LTm(a', a) 
a'a 
(5.46) 
where m is the z-projection of the 6Li spin j, and a = 1..9 and a' = 1..5 label 
the different configurations in the wavefunctions (see table 5.1 in the previous 
section). 
Tables 5.2 and 5.3 (at the end of the chapter) show the relative magnitudes of 
the partial amplitudes at 00 and 1050 for E')'=200 MeV. We have fixed the pho-
ton polarisation to be A = + 1. At the forward angle, conservation of angular 
momentum dictates that the m = 0 and m = 1 partial amplitudes are zero for 
all angular momentum configurations a and a'. Similarly, if the photon he Ii city 
was A = -1, the m = 0 and m = -1 components would be zero. The T_ 1 (2, 2) 
pure spin-flip transition dominates at en = 00 which is what we should expect 
from figure 5.5. The next most significant contributions come from the T_ 1(1.1), 
T-l(3, 3) and also the l = 2 transition T_ 1 (4, 7). This definitely forms a case for 
polarised target experiments which could probe the smaller components of the 
wavefunctions and the accuracy of the admixtures in nuclear models. At 1050 
we get significant contributions at all nuclear polarisations, from a variety of dif-
ferent transitions. The strongest of these are the Tm(2, 3) and Tm(3, 2) in which 
.6.l = 1, but also Tm(l, 1) and Tm(3, 3) in which .6.s = 1. In general there is a 
preference for spin-flip transitions at forward angles, and near the minimum we 
see contributions from both spin-flip and orbital transitions. 
Finally we examine the sensitivity of the cross section to the local approxima-
tion. Whilst this was originally concieved[62] to help reduce computer processing 
time, that is not really an issue here. We use the local approximation here since 
it leads to a simple interpretation of the cross section as the free nucleon cross 
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Figure 5.9: Comparison of the full non-local calculation (solid line), and the local 
approximation (dashed line) at E"( = 200 Me V. 
section multiplied by a transition form factor, that is, the convolution of the nu-
clear wavefunctions. Figures 5.9 and 5.10 show a comparison of the full non-local 
calculation and the local approximation cross sections at the energies E"(= 200 
and 300 Me V respectively. At the lower of these energies, the local approximation 
works very well, showing only a small deviation from the full calculation at the 
backward angles. Contrast this with figure 4.5 in chapter 3 for the 170(T 7r-)liF 
reaction in which the local approximation deviates from the full calculation much 
more. The 6Li("Y, 7r+)6He is, as we have seen, dominated by the spin-flip term of 
the operator whereas in the 170 ( "y, 7r-) 17F case, there are significant contributions 
from both terms in the operator 8=0,1. This implies that the spin-flip term is 
less sensitive to non-local effects than the 8=0 term, which was also the finding 
of Tiator and Wright[10]. At E"(=300 ~vleV the local approximation doesn't work 
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- Full calculation 
- - - - Local approx 
------
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Figure 5.10: Comparison of the full non-local calculation (solid line), and the 
local approximation (dashed line) at E-y = 200 :"IeV. 
so well, especially at the high momentum transfers. This is because at 300 :"IeV 
the .6. spin-flip term is approaching its peak (recall figures 2.6 and 2.7), and one 
can see from looking at the formula for this (Eq. (2.33)) that it depends strongly 
on the vector p, with both a linear and quadratic dependence on the magnitude p. 
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Partial Amplitudes @ 0° E"(=200Me V Partial Amplitudes :g 105° E.,=200:\Ie\" I 
m=-l Re(Tm(a', a)) Im(Tm(a', a)) m=-l Re(Tm(a', a)) Im(Tm(a'. a)) 
T-l(l, l) 0.0022909 0.0595161 T-l(l, l) -0.0008309 0.0437368 
T-l(2, 3) -0.0002595 0.0003177 T_ 1(2,3) 0.0108519 -0.0520950 
T_l(3, 3) -0.0034031 -0.0707117 T-l(3, 3) -0.0006775 0.0058461 
T-l (2,2) 0.0682990 1.4271116 T-l (2,2) 0.0013598 0.0080183 
T-l (2,4) -0.0000136 -0.0001388 T-l(2, 4) -0.0003458 0.0045542 
T-l (2,5) 0.0000000 0.0000000 T-l(2, 5) 0.0000000 0.0000000 
T-l (3,2) 0.0004538 0.0024328 T-l(3, 2) -0.0061273 -0.0195397 
T_l(3, 4) -0.0004765 -0.0081895 T-l(3, 4) 0.0002320 -0.0051549 
T-l (3,5) 0.0000117 -0.0001152 T-l(3, 5) -0.0009182 0.0061216 
T_ 1 (4, 6) 0.0000000 0.0000000 T_l(4, 6) 0.0000000 0.0000000 
T_l(5, 6) 0.0000000 0.0000000 T_l(5:6) 0.0000000 0.0000000 
T-l(4, 8) -0.0000007 0.0000022 T_l(4, 8) 0.0000100 -0.0000657 
T-l (5,8) -0.0000412 -0.0008513 T_l(5, 8) -0.0000023 0.0000261 
T_ 1(4, 7) 0.0009741 0.0186824 T-l(4, 7) 0.0000450 -0.0024483 
T_ 1 (4, 9) 0.0000000 -0.0000008 T-l(4, 9) -0.0000019 0.0000387 
T-l (5,7) -0.0000334 -0.0001646 T-l(5, 7) 0.0000307 0.0001342 
T-l (5,9) -0.0000531 -0.0010936 T-l(5, 9) 0.0000023 -0.0000222 
Table 5.2: Left: m=-l partial amplitudes for B7r=O° and E"(=200:\IeV. Right: 
m=-l partial amplitudes for B7r=105° and E"(=200MeV. The real and imaginary 
components are shown to 7 decimal places. 
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Partial Amplitudes @ 105° E-y=200Me V Partial Amplitudes Q 105° E=200)'Ie\' 
m=O Re(Tm(a', a)) Im(Tm(a', a)) m=l Re(Tm(a'. a)) Im(Tm(a'. a)) 
To (1 , 1) -0.0015946 0.0297794 Tl (1,1) -0.0000001 o 01r'Y ') . 0_0_
To(2, 3) 0.0004304 
-0.0009364 Tl(2, 3) 0.0097938 -0.0497928 
To(3, 3) 0.0002848 
-0.0120320 Tl (3,3) 0.0005884 -0.0100369 
To(2, 2) 0.0009347 0.0090242 Tl (2,2) 0.0000010 0.0030850 
To(2, 4) 0.0000675 -0.0037556 T1(2,4) 0.0002845 -0.0038370 
To(2, 5) 0.0000000 0.0000000 Tl(2, 5) 0.0000000 0.0000000 
To(3, 2) -0.0019243 0.0672232 Tl(3, 2) -0.0141509 0.1159951 
To(3, 4) 0.0002033 -0.0038131 Tl (3,4) 0.0002067 -0.0024623 
To(3, 5) 0.0000198 -0.0021843 Tl (3,5) -0.0005315 0.0012308 
To(4, 6) 0.0000000 0.0000000 T1 (4, 6) 0.0000000 0.0000000 
To(5, 6) 0.0000000 0.0000000 T1(5,6) 0.0000000 0.0000000 
To( 4,8) 0.0000013 -0.0000050 T1(4, 8) 0.0000068 -0.0000533 
To(5, 8) -0.0000016 -0.0000051 Tl (5,8) 0.0000008 -0.0000118 
To (4, 7) 0.0000998 -0.0017356 Tl (4,7) 0.0000000 -0.0007056 
To( 4,9) 0.0000001 -0.0000193 Tl(4, 9) 0.0000014 -0.0000268 
To(5, 7) -0.0000022 -0.0000590 Tl(5, 7) 0.0000319 -0.0005276 
To(5, 9) -0.0000006 -0.0000173 Tl(5, 9) 0.0000030 -0.0000308 
Table 5.3: Partial amplitudes for (}rr=105° and E-y=200)'IeV. Left: m=O. Right 
m=l. The real and imaginary components are shown to 7 decimal places. 
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Chapter 6 
Summary and Conclusions 
In Chapter Two we looked at pion photoproduction on a free nucleon, and dis-
cussed the operator of Blomqvist and Laget[27]. This operator \\'(1:-; chosen be-
cause it can be evaluated in any frame of reference, and it takes a simple algebraic 
form which can be easily handled in nuclear physics applications. The agreement 
with experimental differential and total cross sections is excellent (figures :2.-1 -
2.7) from threshold up to, and beyond, the .6.(1:23:2) resonance region for both 
7[+ and 7[-. The model starts to breakdown at a photon laboratory energ~" E, .. "-' 
350 MeV, where the effects of higher energy resonances start to shO\\". \\"c wrote 
down the amplitude for each of the Born terms in the operator, and reduced 
them to a spin-decomposed form. which allo\\"s for straightforward manipulation 
in nuclear calculations. The s-channel .6.(1232) contribution \\'(-1::-; stated and ab() 
reduced to spin-decomposed form. then added coherently to t he Born terms to 
give the total pion photoproduction operator. 
In Chapter Three we reviewed the Distorted \\'a\Oe Impulse Approximation (D\\"L\) 
formalism of Tiator and Wright[lO]. The main assumption in this model is that 
the pion photoproduction operator is a one-body operator. This allO\\> a factor-
ization of the matrix elements into a single particle transition amplitude. con-
taining the one-body pion production operator. the nucleon. photon. and pion 
wavefunctions. and a nuclear structure transition amplitude containing one-body' 
IS 
density matrix elements (OBDME). The OBD~1Es can be obtained from the 
analysis of experimental data, or from nuclear structure calculations. The pion-
nucleus final state interactions are accounted for by an optical potential which 
distorts the outgoing pions wavefunction, however in this work we employed the 
Plane Wave Impulse Approximation (PWIA) in which these interactions are ne-
glected. Future work will have to include these interactions, especially when 
accurate data becomes available. We also introduced the local approximation, 
in which the initial nucleon momentum in the operator is replaced with some 
constant average value such that the operator can be taken outside of the single 
particle transition integral. This leads to a simple interpretation of the cross 
section and also allows an analytical treatment of the integral when the wave-
functions are simple harmonic oscillators. 
In Chapter Four we calculated the pion differential cross section for the reaction 
1709.8.(/,,7T-)17F*(1/2+, 0.495 MeV). The first excited state of 17F is believed 
to be a potential proton halo nucleus, as it has no centrifugal barrier and weak 
binding energy, and certain decay studies[21] have suggested it has a radially 
extended wavefunction. We model the nuclei as a two-body 160 core + nucleon 
system. Since the total quantum numbers of the nucleus are equal to the quan-
tum numbers of the valence nucleon in both cases, the OBDMEs are unity for 
all transition angular momenta J, M. We use the PWIA model of chapter three, 
first with harmonic oscillator (HO) wavefunctions and then with Woods-Saxon 
(WS) wavefunctions. Whilst the initial state wavefunctions are almost identical 
in these two cases, the final states are very different: the HO wavefunction drops 
off sharply at about 6 fm, whereas the WS wavefunction has a long tail extending 
beyond 10 fm. This extra probability density at large distance is compensated 
for by a reduction at the core and surface of the nucleus. The \\'S wavefunction 
is a more realistic representation of a halo nucleus. and so by comparing the two 
calculations we get a feel for the sensitivity of the angular distribution to the 
halo properties. The resulting curves are shown in figures -1.5 and 4.6. \ \Te find 
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that the halo cross section changes more rapidly than the non-halo case. and also 
gives a slightly larger forward angle cross section, becoming smaller with increas-
ing angle. A more extended configuration space wavefunction leads to a narrower 
momentum space wavefunction. As one scans over the outgoing pion angle, one 
is also scanning the momentum transfer, and hence the momentum dependence 
of the final state wavefunction. This means the WS wavefunction should lead to 
a more rapidly varying angular distribution than the HO case. The increase in 
cross section at forward angles can be attributed to the fact that the momentum 
transfer is low at those angles, and thus the collisions are peripheral. The \\'S 
wavefunction has more probability density at the periphery of the nucleus than 
the HO wavefunction thus there is more chance of a pion production reaction. 
Similarly the decrease in cross section at backward angles can be attributed to 
the decrease in probability density in the interior of the WS wavefunction. 
This calculation had been carried out previously in reference [12] however the 
results they present (see figure 4.8) are dramatically different from the ones pre-
sented here. To check our results further, we employ the local approximation 
and remove the operator from the transition integral. This has little effect on the 
form of the cross section in the energy region of interest. The remaining integral 
is just a convolution of the wavefunctions. In the HO case, this convolution can 
be evaluated analytically and we are left with a simple formula depending on 
the momentum transfer Q and the initial state magnetic quantum number m. 
This formula predicts the exact behaviour of the cross section in terms of the 
positions of the peak and minimum, and also the forward and backward angle 
behaviour. The most striking difference between our curve and that of reference 
[12] is at en ~ 1500 where we see a minimum (corresponding to a node in the 
convolution), and they see a maximum. It is argued here that even in the full 
non-local calculation, the presence of the operator inside the integral cannot shift 
the curves so dramatically as to replace the minimum with a maximum. 
In Chapter Five we studied the reaction 6Li(" 7r+)6He. The aim was to explore a 
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new method of probing the Borromean halo nucleus 6He, and to test the sensiti\O-
ity of the cross section to the unique properties of this nucleus. The nuclei were 
modeled as 3-cluster a + N + N systems using the wavefunctions of Thompson et 
al[16]. The radial components of the wavefunction were given in the V-basis since 
that is the most convenient representation for our purposes. Each wavefunction 
contains a number of different configurations of the quantum numbers 1 lis 
x, y' , 
with varying weightings, although the dominant ones are lx = ly = 1, 1 = 0, s = 1 
for 6 Li and lx = ly = 1, 1 = 0, s = 0 for 6He, each making up around 80% of their 
respective wavefunctions. The remaining 20% is formed from various other com-
binations of these numbers which satisfy the total angular momentum selection 
rules. 
Assimilating the V-basis wavefunctions into the impulse approximation, the three 
cluster nucleus can be thought of as a two-cluster system where one of the bodies 
has internal structure (that is, a + n as opposed to the 160 cluster, which is 
treated as being inert). This internal structure is not altered during the collision 
and so its quantum numbers are simply summed over. Therefore the algebraic 
form of the amplitude is very similar to the two-body case presented in Chapter 
Three. 
The results of this calculation are shown in figure 5.5 at E'Y = 200 MeV. We find 
that the agreement with the data is reasonable. However, the large uncertainty 
in the data makes it difficult to say anything conclusive about the minimum. 
Comparing our curve to previous calculations, we find the results to be most 
similar to the halo calculation of Karataglidis et al[13] (see figure 5.7) in which 
HO wavefunctions are used to describe the initial state, WS is used to describe 
the final, halo state, and the OBDMEs are calculated from large model-space 
shell model wavefunctions. Our curve is slightly higher at the backward angles 
and lower at the forward angles and the depth of the minimum is an order of 
magnitude higher. The discrepancy at the forward and backward angles may 
be attributable to the pion-nucleus final state interactions; in the calculation of 
81 
13C(",7r-)13N by Tiator and Wright[lO], they compare the P\YIA and D\YL-\ 
angular distributions and find that the effect of the final state interactions is a 
small enhancement of about 20% at forward angles, and a reduction by as much 
as 60% at the back angles. We may expect a similar effect in our calculation 
since 13C and 13N are also p-shell nuclei, but this is only conjecture and further 
work is needed in this area before we can say any more. 
The precise position and depth of the minimum is the information we need to 
draw firm conclusions about the structure of 6He. The reason our minimum is 
so much shallower than those in previous studies is because it is 'filled up' by 
the smaller configurations in the wavefunctions. This can be seen by looking at 
the dotted curve in figure 5.5 which shows the transition between the dominant 
configurations in the nuclei. The minimum in this cross section is about three 
orders of magnitude smaller than the minimum when the full wavefunctions are 
used. By looking at the relative strengths of the partial amplitudes Tm(a', a) (in 
tables 5.2 - 5.3) at the minimum point, we determine which configurations are 
important in this situation. 
There has also been some debate [24] about the precise size of 6He, so we com-
pared two calculations with different 6He rms radii (2.35 fm and 2.47 fm). We 
found very little sensitivity to this small change in radius. Although the difference 
grew larger at higher energies, particularly in the region around the minimum, it 
would require very accurate data to see this difference. 
Finally we looked at the differential cross section in the local approximation. \ \Te 
found that the approximation works very well at low energies, better than the 
17F case in Chapter Three. This is because the 6Li(",7r+)6He reaction is domi-
nated by the spin-flip part of the operator which is not very sensitive to non-local 
effects. The local approximation loses its effectiveness with increasing energy due 
to momentum dependent terms in the ~-resonance spin-flip term. 
Charged pion photoproduction provides an alternative \Yay of probing unstable 
nuclei. From a stable target nucleus such as 6Li or 170. one can create the exotic 
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nuclei 6He and 17F. The momentum transfer is absorbed by the actiye nucleon 
in the final state nucleus, therefore if the initial state nuclear structure is \yell-
known, and reliable experimental data are available, detailed information on the 
final state nucleus can be extracted from the cross section. At low energies, the 
shape of the cross section is largely determined by the convolution of the nuclear 
wavefunctions. At higher energies, the elementary process becomes more pre\"a-
lent in the cross section. This behaviour reflects the discussion we had in the 
introduction whereby increasing the energy reduces the length scale of the probe; 
small-scale nucleon structure effects emerge through large-scale nuclear structure 
effects. 
The interplay between nuclear structure and nucleon structure, could potentially 
be used to study nuclear medium effects. Using the best available wavefunctions 
for the nuclei, and a good description of the free nucleon pion photoproduction 
process (perhaps even a different operator, valid over a larger energy range) one 
can look for deviations from the data and explore how sensitive these are to de-
tails such as the Ll mass or width. 
Final state interactions are perhaps the most obvious extension of this work. We 
have already discussed how these may affect our results however ultimately they 
must be included in the code, and this will likely be the next step of the work. 
Tiator and Wright[lO] give a detailed prescription on how to obtain the distorted 
pion wavefunction in momentum space starting from a pion-nucleus optical po-
tential. 
It may also be interesting to investigate polarisation observables since we have 
seen in the case of 6He, that the amplitude is heavily dependent on the target 
polarisation. 
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Appendices 
8-1 
Appendix A 
Derivation of ,6. amplitude 
We expressed the .6.-resonance amplitude in the form 
, 
(st. A)(S . B) = aA· Bi + j3CJ' (A x B) (A.l) 
where, 
(A.2) 
and, 
B = (C x t)J, (.\.3) 
where, 
The operator S is defined as[33] 
SJL~JL = L(1 m S fLls* fL*)em . 
m 
The scalars a and j3 are independent of the \'ect ors A and B. To e\'al ua t e i ll<'~( > 
numbers, we choose simple values of A and B. To obtain o. a pertinent choic(' 
would be one that results in (A x B) = O. such a~ A = B = e.:. The right hand 
side of Eq. (A.l) is simply ai and in the left hand side, the vectors A and B 
project onto the m = 0 components of Sand st resulting in 
(101/2/1'13/2/1*)(101/2/113/2/1*) = ~8J1.'J1.' 3 (.\.6) 
therefore letting /1' = /1 and canceling the identity matrices on both sides we 
have, a = 2/3. 
Evaluating f3 involves more effort, we choose A 
A· B = O. The vector product is therefore, 
AxB e+l x ez 
- ~(ex X ez +iey x ez ) 
1 
-i yI2(ex + iey) 
The right hand side of Eq. (A.l) is therefore, 
{3a· (A x B) 
From the left hand side we can write, 
ez so that 
(A.7) 
(A.8) 
(A.9) 
since the adjoint st of a matrix S is the complex conjugate transpose. Continuing, 
"'( 'I * *) * ~ 1 m S /1 S J-L em' e+ 1 
(A.10) 
We must also evaluate, 
s . B 2:(1 m S J-L'ls* /1*)em . eo 
m 
(1 0 S /1'1 S * /1 * ) . (A.11) 
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The left hand side of Eq. (A.l) is therefore 
(111/2 J-l13/2 J-l*)(l 0 1/2 J-l'13/2 11*) 1 i? J36Jl*Jl+16Jl*Jl' V ~ 
J2 3 6Jl+1,Jl' 
1 
-30"+1' 
Equating this to Eq. (A.8) it is simple to see that (3 = i/3. 
(A.12) 
We can now calculate the products A·B and AxB, from the definitions Eq. (A.2) 
and Eq. (A.3) we can write 
A·B = mf:l - m E7r -q . k x fA + q . P x E.~ + -p . k x fA 
m mf:l 
E7r mf:l - m 
+- k·p x f.x. 
mf:l m 
(A.13) 
which forms the scalar part of the ~ resonance amplitude. The vector part is 
determined by 
AxB 
mf:l - m 
-q x k x f.x. + q x p x f.x. 
m 
E7r E7r mf:l - m 
+ -Pa X k x f.x. - - Pa X P X f.x. 
mf:l mf:l m 
(A.14) 
It is useful at this stage to quote the identity 
a x b x c = b(a· c) - c(a· b) (A.15) 
where a,b and c are any vectors. Employing Eq. (A.15) and noting that Pa = 
p + k we can expand Eq. (A.14) to obtain, 
mf:l - m 
A x B = - k( q . fA) + fA (k . q) + (p( q . fA) - fA (p . q)) 
m 
+ E7r (k(p . fA) - fA(k2 + p . k)) 
mf:l 
_ E7r mf:l - m (p(p. fA) _ fA(p2 + p. k)) 
mf:l m 
[ 
m - m E7r 2 E7r m ~ - m ( 2 k)] 
= -k. q + f:l p. q + -(k + P . k) - - p + P . f>. 
m mf:l m~ m 
[ 
E ] [ mf:l - m ] (-'\ 16) + fA' q + m: fA . P k - m p .. 
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where we have used the fact that k· fA = O. Substituting Eqs. (:\.16) &: (.\.13) 
into Eq. (A.I), we obtain the spin decomposed amplitudes L~ and K~ giYE'1l in 
Eqs. (2.32) & (2.33). 
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Appendix B 
Proof of tensor character of Co 
The operator Cn is defined as 
(B. 1) 
where 
fJ( a - b) = 1 a > b 
= 0 a < b. (B.2) 
and, 
(B.3) 
The operator an annihilates a particle of energy fa above the Fermi energy fF 
and b~n creates a hole below the Fermi energy. The ~ubscript (} denotes the ~('t 
of single particle quantum numbers {n, I, j, 1'n: rnT}' \\'e shall ignore the i~u~pill 
components for this purpose, and denote the operators b~' the 'good' quantum 
numbers j and m. These so-called 'ladder' operators. ajm and aJm (and equi\'a-
lently bjm , b}m) obey the fermionic anti-commutation relat i()ll~ 
[aJ,ml, Ojm]+ = [Ojlml' a}m] + = 6jjl6mlm 
[OJ'ml' ajm]+ = [aJ,ml, o}m]~ = 0 
(BA) 
(B.5) 
A general tensor operator Tkq of rank k, with 2k + 1 components q. must obey 
the commutation relations [55] , 
(B.6) 
(B.I) 
(B.8) 
where the total angular momentum operators can be written, in second quantized 
form, as, 
and, 
Jz = Lma}majm, jm 
J± = L [(j ± m + l)(j =t= m)]1/2 a}m+lajm. 
jm 
(B.9) 
(B.lO) 
We will first show that the operator Eq. (B. 1) is not a well defined tensor operator 
of rank j itself, and that it requires multiplication by the phase factor Eq. (B.3) 
before it will obey the conditions Eq. (B.6). We will then show that the adjoint 
CJm does obey the conditions Eq. (B.6) and Eq. (B.8) without any extra phase 
factors. 
Let B(Ea -EF) BA and B(EF-Ea) - BB for convenience. We begin by evaluating, 
[Jz, Cjm] = L m' (BAa}/m,aj'm,ajm + BBa}/m,aj'm,Sjmb}_m) jlml 
L m' (BAajma}/m,aj'm' + BBSjmb}_ma}/m,aj'm') 
jlml 
L m'BA (a}/mlajlmlajm - ajma}/mlajlml) 
jlml 
+ L m' BB (a}/mlajlml Sjmb}_m - Sjmb}_ma}/m,ajlm') . 
jlml 
Using the anti-commutation relations, this becomes, 
gO 
which clearly does not satisfy the condition Eq. (B.6). If we define C:jm 
SjmCj-m then follow the same steps as above, we arrive aL 
[Jz, ejm] = - L m'BASjm ([a}/ml' aj-m] ajlm/) j'm' + 
+ ~, m'BB (a}/ml [aj'ml, b}m]+) . 
Jm 
(B.12) 
Employing the anti-commutation relations again, we obtain 
(B.13) 
which satisfies Eq. (B.6). A well-defined tensor operator must also satisfy condi-
tion Eq. (B.8), so we evaluate, 
[J±, ejm] = L [(j' ± m' + 1)(j' =f m')]1/2 (SjmBA [a}/ml±I' aj-m] + a)lm/) 
j'm' 
+ L [(j' ± m' + 1)(j' =f m')]1/2 (BBa}/ml±1 [ajlml, b}m]+) 
j'm' 
L [(j' ± m' + 1)(j' =f m')]1/2 bjjlbml±I,-maj'ml 
j'm' 
+ L [(j' ± m' + 1)(j' =f m')]1/2 BBa}/ml±lbjljbmlm. (B.14) 
j'm' 
From Eq. (B.14) we can see that, 
(B.15) 
and, 
[J_, ejm] = [(j - m + 1)(j + m)]1/2 ejm-I' (B.16) 
We must also check the behaviour of the creation operator CJm· Following exactly 
the same deductions as presented above, we obtain 
= L [(j' ± m' + 1)(j' =f m')]1/2 BAa>m'±1 [ajlml. a~71l]_ 
j'm' 
_ I: (j' ± m' + 1)(j' ~ m')BbS)m [a}/ml±I' bj- m ] _ aj'm" (B.17) 
j'm' 
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from which it can be seen that, 
(B.18) 
and, 
(B.19) 
Finally we must show that the operator CJm obeys the condition Eq. (B.6). So 
can write 
L m'BAa}/ml [ajlml, a}m] + 
j'm' 
L m'BBSjm [a}/ml' bj- m] + aj'm" 
j'm' 
and from the anti-commutation relations we obtain, 
m (BAa}m + BBSjmaj-m) 
m (BAa}m + BBSjmbj-m) 
mCJm· 
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(B.20) 
(B.21 ) 
Appendix C 
Fourier transforllls of HO 
wavefunctions 
The 3-dimensional fourier transform for the initial state is O"iYCll 1)\, o , 
Several methods of evaluating this integral \\'ere attempted and we'rc IlllSIl(,-
cessfuL It was found that a most elegant way of doing this is to use the following 
relation[32] , 
((',:2) 
The precise meaning of YZmO V p) is best illustrated with an example; we choos(> 
the term m =0 as it is the simplest of the l =2 spherical harmonics. 
Y2o(li, ¢) = ~ 1~7f ) (3 cos' Ii - 1). (('.:l) 
The left hand side of (C. 2) is 
r2Y20(f) exp(ip· r) = ~ 1~7f) (3,.' cos' Ii - ,.') exp(ip· r). (CA) 
which can be easily' transformed to Cartesian coordinates. 
( C.5) 
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Now the interpretation of (C.2) is such that we replace each of the Cartesian 
coordinates with their corresponding gradient operator ~ so x ~ t \7 px etc. such 
that 
r2Y2o(r) exp(ip . r) = ~ 1~7f ) (-3V'~. + V';) exp(ip . r). (C.6) 
Substituting this into (C. 1) , the integral becomes 
1 
(27r )3/2 
Converting the integrand into Cartesian coordinates yields a much simpler inte-
gral, 
(C.S) 
This can be evaluated by completing the square in the exponents, for example 
(C.g) 
and then changing variable such that 
z i V2bpz ) 
(V2b - 2 
~dz V2bduz . (C.10) 
and similarly for x and y. Taking account of all the above we can write, 
[ ( 
b2p2 b22P~ + b2
2
P;) 1 (V2b)3 exp - T + 
x L: L: L: duxduydu z exp( -u;) exp( -u~) exp( -u;) 
b2p2 ) (~b)3 exp( --2-)' (C.11 
Substituting this into (C. 7) we get 
rn= 3 1 (16) 17(~)~(_3\7;z+\~)exp(_b2;2). (C.12) 
(v27rb) (27r)3/2 l5b3ft ~ \.)67r b2 -
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and finally we perform the differentiation 
2 b2 2 ( -3\7 pz + \7;) exp( - ; ) 
(C.13) 
which neatly brings back the spherical harmonic to give us the result. 
(C.1-1) 
We can quickly check that the radial component is normalized by evaluating 
b6 ( 16 ) J d3pb4p4 exp( _b2p2) 
15b3 J7f 
16 15J7f 
15J7f 16 
1. 
The fourier transform of the final state wavefunction is a less lengthy procedure, 
many of the techniques involved have just been used above. We shall therefore 
just outline the basic direction. From (4.24) and not forgetting the angular 
contribution Yoo = 1/ V47f, we can write the integral as a sum of two parts, 
WlS1/ 2 = 
(C.15) 
and then by proceeding exactly as before (complete the square in the exponent, 
change variable and convert to Cartesians) it can be shown that. 
3 J . r2 3 ~ 3 b2p2 2" d3pexp(zp.r)exP(-2b2) = "2(27r)2b eXP(--2-)' ( C.16) 
For the second term in the sum, let h = 1/2 such that 
'J h 'J 2 2 r- r-J d3pexp(ip . r)~ exp( - ;IY') = J d3p exp(ip . r) IY' exp( - b2 ). (C.li) 
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then we can write 
Again by completing the square in the exponent and changing the variable we 
get 
then substituting all this into Eq. (C.15) we get the final state wavefunction 
(C.20) 
This is both normalized and orthogonal to our initial state Eq. (C.l..!) as can be 
easily checked. 
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Appendix D 
Derivation of F I (Q) a,a 
In chapter 3 we define the function , 
(D.l) 
This is called a 'convolution' of the functions ;}a and L~al. which are the Fourier 
transforms of the initial and final st ate H 0 wa\'efllllct ions wa and Wa" The 
convolution theorem tells us that, 
(D.:2) 
That is, the Fourier transform of the product of t\\'O functions is the convolution 
of their Fourier transforms, 
In the following appendix we shall deri\'() a general analytic expression for the 
function Fa'a(Q), originally carried out by Johnson[63j, then look at the specific 
case of n = 0, l = 2, n' = 1, l' = 0 as discussed in Chapter -:1. 
We shall work in 1 dimension to save time and space. and then generalize to 
3 dimensions later. We will use the natural units 11 = c = 1. \ \'e will ab() 
assume that the oscillator parameter b = 1 and use the generalized dimensionless 
coordinates s, p, Q. The relationship to the physical oh.;elTdbles \\'ill be made 
clear later. 
In Dirac notation we can \\Tite. 
(0.3: 
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where § is the operator with eigenvalues s. We can express this in terms of the 
harmonic oscillator ladder operators, 
§ = ~(at +a) J2 ' (D.-±) 
and then substitute this into the exponent in Eq. (D.3). For two operators A and 
B that commute with the commutator [A, B], one can show that 
exp(A + B) = exp(A) exp(B) exp ( _ [A~Bl) . (D.5) 
Employing this relationship we have A = iQat /J2 and B = iQa/J2 and given 
that [at, a] = 1, Eq. (D.3) becomes 
( iQat) (iQa) ( Q2) Fn,m(Q) = (nl exp J2 exp J2 1m) exp -4 . (D.6) 
From the definition of the destruction operator, we know that 
[ ']1/2 m. 1m - I), (I < m) (m - I)! 
O.(l>m). (D.7) 
Therefore from the definition of the exponential we can write, 
( iQa) exp J2 1m) = 
m 1 (. Q ) I [ ,]1/2 ~l!:n (m~l)! Im-l) 
m (.Q)m- j [ ']1/2 f; (m ~ j)!:n ~. Ij), (D.8) 
where j = I - m. Similarly for the creation operator, 
(exp ( <~;) In)Y 
( . ) n-k [ ']1/2 n 1 ~Q n. (k\ {;(n-k)! /2 k! . 
( iQa
t ) (nl exp /2 = 
(D.9) 
(D.8) & (D.9) into Eq. (D.6) and using the orthonormality Substituting Eqs. 
condition (klJ) = 6jk we obtain, for n > m 
m-k (.Q )n-k CH 1 ( Q2) 
m (iQ) ~ ym:n: exp -- . 
Fn,m(Q) = {; /2 /2 k! (m - k)!(n - k)! -! 
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Changing the summation variable to l = m - k (not the same l as before) this 
becomes, 
Fn,m(Q)=exp (_ Q2) (iQ)n-m f(_Q2/2)[ vmInf (D.lO) 
4 V2 [=0 l!(m -l)!(n - m + l)!' 
and for n < m we obtain, 
Fnm(Q)=exp (- Q2) (iQ)m-n t(-Q2/2)[ vmInf (D.11) 
, 4 V2 [=0 l!(n-l)!(m-n+l)!' 
The simplest extension to 3 dimensions, is given in the (nx, ny, nz ) basis, for 
which, 
(D.12) 
However, we need an expression for the convolution in the (n, l, m) basis and 
there is no obvious way to transform generally between these two bases. It is 
possible to write out each state in the (n, l, m) basis as a linear combination of 
states of the (nx, ny, nz) basis. For example, 
In = 1, l = 2, m = 0) 
and, 
In = 2, l = 0, m = 0) 
J2/3(lnx = 0, ny = 0, nz = 2) 
1/21nx = 2, ny = 0, nz = 0) 
1/21nx = 0, ny = 2, nz = 0)), 
Jl/3(lnx = 2, ny = 0, nz = 0) 
+ I nx = 0, ny = 2. nz = 0) 
+ I nx = 0, ny = 2. nz = 2)). 
(D.13) 
(D.14) 
where the total number of quanta N = nx + ny + nz = 2(n - 1) + l. Choosing Q 
to be in the z-direction we find that, 
(2,0,01 exp(iQzsz) 11, 2, 0) = J2/3 (F2.2 (QJ - Fo.o(QJ)· (D.lS) 
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We require an expression for any m i.e. 
(n' , l' = m' = 01 exp(iQ . s)ln, l, m) (D.16) 
We proceed by employing the Rayleigh plane wave expansion. 
exp(iQ. s) = 411" 2: 2: iAjA (QS)Y;jl (Q)yAjl(s). (D.li) 
A jl 
then integrate out the angular part Bs, ¢s. It is clear to see that the resulting 
function will take the form, 
(n', l' = m' = 01 exp(iQ . s)ln, l, m) = Gn',nAQ)Yzm(Q), (D.18) 
with all the geometry contained in the spherical harmonic, and all the radial 
dependence contained in the function G. This means we can evaluate (D.16) 
for a geometrically simple situation (such as m = 0 and Q pointing in the :-
direction), then the result for other m-values will be trivial. Proceeding \\·ith this 
we can write, 
)21 + 1 (n', l' = m' = 01 exp(iQzsz) In, l, m = 0) = Gnl,n,Z(Q) -±/T' (D.19) 
thus from Eq. (D.15) we have, 
G2,1,2(Q) = ~V2/3 (F,,(Qz) - Fo,o(Qz))' (D.20) 
Equation (D.lO) tells us that~ 
( 
2 Q-'!) F2,2(Q) = exp(-Q2/4) 1- Q + 8 . (D.2l) 
and, 
Fo,o(Q) = exp( _Q2 /4). (D.22) 
therefore 
G (Q) = t 7C V2/3Q2(Q2 - 1) exp( -Q' /4) 
2,1,2 5 8 
(D.2:3 ) 
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The convolution (D.16) for any m and any direction of Q is therefore. 
We can ensure correct dimensionality by replacing the generalized variable Q in 
the above equation by bQ, where b is the oscillator parameter and Q is now the 
momentum transfer. We write this as 
(D.25) 
in agreement with Eq. (4.35). 
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