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Introduction ge´ne´rale
Contexte ge´ne´ral
L’estimation ou la pre´diction de l’e´tat d’un syste`me sont des proble`mes cruciaux dans beau-
coup de domaines, particulie`rement dans les domaines de la me´te´orologie-oce´anographie et de la
te´le´communication.
En me´te´orologie et en oce´anographie, on posse`de des observations de diffe´rentes natures :
radio-sondages, stations me´te´orologiques, boue´es oce´aniques, images satellites, etc . . . Ces ob-
servations sont en ge´ne´ral incomple`tes, intermittentes et non e´qui-distribue´es, alors que pour la
plupart des applications, il est utile d’avoir des donne´es sur une grille re´gulie`re en temps et en
espace. Ces donne´es peuvent eˆtre utilise´es pour initialiser les mode`les de pre´vision ou servir aux
autres domaines de recherche.
Dans le domaine de la te´le´communication, un des axes de recherche essentiel est le de´bruitage
des observations qui sont sous la forme de signaux ou d’images. Ces observations contiennent sou-
vent e´norme´ment de perturbations dues aux bruits ou aux erreurs de mesure. On souhaite alors
re´duire l’espace des solutions, obtenir de meilleurs donne´es, e´liminer l’effet du bruit, . . .
Les phe´nome`nes dont on parle ci-dessus ont une e´volution spatio-temporelle dont il faut te-
nir compte. Comme l’information apporte´e par les observations est en ge´ne´ral incomple`te ou
impre´cise, il faut ajouter une autre source d’information : un mode`le dynamique qui mode´lise
l’e´volution physique spatio-temporelle de l’e´tat d’inte´reˆt. La question se pose alors naturellement
de comment combiner les diffe´rentes sources d’information : les observations et le mode`le dyna-
mique.
Les me´thodes d’assimilation de donne´es ont ainsi e´te´ propose´es. Leur objectif est de combi-
ner les donne´es observe´es et le mode`le dynamique pour estimer le plus pre´cise´ment possible l’e´tat




Il y a deux fac¸ons d’approcher le proble`me de l’assimilation de donne´es :
(1) Une approche de´terministe ou` l’estimateur est issu de la the´orie du controˆle optimal.
(2) Une approche baye´sienne ou` l’estimateur est issu de la the´orie de l’estimation baye´sienne.
La premie`re approche [2, 3] est celle qui est la plus utilise´e par les me´te´orologues et les
oce´anographes, notamment car elle conduit a` des algorithmes dont le couˆt de calcul est relative-
ment faible malgre´ la dimension de l’e´tat des syste`mes me´te´orologiques ou oce´anographiques,
qui peut eˆtre l’ordre de 105. Pourtant, cette approche posse`de les inconve´nients suivants : sa mise
en oeuvre peut eˆtre complique´e, et cette approche ne permet pas d’estimer la distribution de pro-
babilite´ de l’e´tat car elle propose une solution de´terministe.
La deuxie`me approche [12, 11] est tre`s utilise´e et e´tudie´e dans la communaute´ du traitement
du signal. Cette approche permet de prendre comple`tement en compte la nature ale´atoire de l’e´tat
et ainsi de fournir des erreurs d’estimation, mais elle demande un couˆt de calcul assez important
pour atteindre de bonnes estimations.
L’e´quivalence des deux approches a e´te´ montre´e dans le cas du mode`le line´aire gaussien. Mais
dans le cas ge´ne´ral, il n’est pas toujours facile de dire quelle approche est la meilleure. En effet, les
deux approches sont e´tudie´es par deux communaute´s dont les applications sont tre`s diffe´rentes,
elles sont donc de´veloppe´es de deux point de vues diffe´rents et il y a peu de communication entre
les communaute´s. Cependant, depuis une dizaine d’anne´es, de plus en plus de travaux re´alisent
des comparaisons expe´rimentales entre ces me´thodes, et cherchent a` mieux comprendre les pro-
prie´te´s et performances des diffe´rentes me´thodes [31, 14].
Dans ce contexte, on trouve un grand inte´reˆt des chercheurs et aussi des praticiens autour de
deux me´thodes se´quentielles d’assimilation de donne´es : le filtre particulaire et le filtre de Kalman
d’ensemble.
Les me´thodes deMonte-Carlo ont e´te´ introduites dans les anne´es 50, et les me´thodes se´quentielles
de filtrage particulaire au de´but des anne´es 90. Le filtre particulaire est devenu populaire pendant
ces dernie`res anne´es en statistique et dans les domaines concerne´s. Par exemple, il a e´te´ uti-
lise´ pour re´soudre le proble`me d’infe´rence se´quentielle baye´sienne dans traitement du signal et
robotique [34], en analyse d’e´coulements fluides a` partir de se´quences d’images [6]. Le filtre par-
ticulaire est propose´ comme une approximation se´quentielle de type Monte Carlo de l’estimateur
baye´sien. Il utilise un ensemble de particules pour repre´senter la distribution de l’e´tat a` estimer.
La convergence de l’estimateur du filtre particulaire vers l’estimateur baye´sien a bien e´te´ e´tudie´e
dans la litte´rature des dernie`res anne´es [4, 5, 9, 26].
3Le filtre de Kalman d’ensemble (EnKF) a e´te´ propose´ au de´but des anne´es 90 [18] et il est
utilise´ dans de nombreuses applications de me´te´orologie, d’oce´anographie et d’e´cologie. Le filtre
de Kalman d’ensemble a e´te´ propose´ initialement comme une approximation empirique du filtre
de Kalman dans le cas d’un syste`me line´aire gaussien. Ce filtre a ensuite e´te´ e´tendu pour le mode`le
non line´aire gaussien, et les re´sultats pratiques ainsi que les recherches expe´rimentales montrent
une bonne performance du filtre de Kalman d’ensemble [33, 15], qui a donc rapidement attire´
l’attention des autres communaute´s.
Le filtre de Kalman d’ensemble se base sur des estimateurs empiriques obtenus a` partir
d’e´le´ments d’ensemble, et son me´canisme est intuitivement semblable a` celui du filtre particu-
laire. Bien que les re´sultats expe´rimentaux nous montrent sa bonne performance, il existe peu
d’e´tudes the´oriques comple`tes. Il est donc ne´cessaire d’e´claircir quelques points the´oriques du
filtre de Kalman d’ensemble, notamment la relation avec l’estimateur baye´sien et sa performance
par rapport a` celle du filtre particulaire.
Contributions de la the`se
La premie`re partie de la the`se consiste en une e´tude bibliographique. Nous avons re´alise´ une
synthe`se des me´thodes d’assimilation classiques, et des avance´es les plus connues des deux ap-
proches. Une pre´sentation unifie´e des diffe´rentes me´thodes est propose´e en se basant sur des
formes de mode`les similaires et un meˆme syste`me de notations. Des liens possibles entre les
me´thodes sont e´galement e´tudie´s, particulie`rement entre les deux approches diffe´rentes de l’assi-
milation de donne´es.
La contribution principale de la the`se est une e´tude the´orique sur les proprie´te´s asymptotiques
du filtre de Kalman d’ensemble. Dans le cas du mode`le line´aire gaussien, nous avons montre´ que
l’estimateur du filtre de Kalman d’ensemble converge vers l’estimateur baye´sien. Mais ce n’est pas
vrai dans le cas ge´ne´ral. Pour le mode`le non line´aire gaussien, nous avons montre´ que l’estimateur
du filtre de Kalman d’ensemble converge vers une limite qui diffe`re de l’estimateur baye´sien. Ce
re´sultat peut eˆtre vu comme un point ne´gatif du filtre de Kalman d’ensemble a` l’asymptotique, car
il a e´te´ montre´ que l’estimateur baye´sien est l’estimateur dont l’erreur en moyenne quadratique est
minimise´e parmi tous les autres estimateurs. Avec ce re´sultat nous voulons aussi attirer l’attention
des praticiens sur le point suivant : dans le cas ou` on s’inte´resse a` la distribution de probabilite´
de l’e´tat, l’utilisation des e´le´ments du filtre de Kalman d’ensemble pour construire l’estimateur
empirique de la distribution peut ne pas eˆtre pertinent.
Les re´sultats ci-dessus nous aident a` comprendre les comportements asymptotiques du filtre de
Kalman d’ensemble. Pourtant, dans les applications, la limitation des temps de calculs nume´riques
ne permet pas d’utiliser un grand nombre de particules pour les me´thodes d’assimilation de
donne´es, dans le cas du filtre particulaire ou du filtre de Kalman d’ensemble. Nous avons donc
re´alise´ des simulations du filtre de Kalman d’ensemble, du filtre particulaire et des autres me´thodes
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sur les mode`les de test, en faisant varier le nombre de particules. Ces re´sultats de simulations nous
permettent de voir ce qu’on atteint en pratique.
Description du document
Ce document est organise´ en trois parties selon le plan suivant.
Partie I : Assimilation de donne´es : les approches existantes.
La premie`re partie dresse un panorama des me´thodes d’assimilation de donne´es existantes et
les plus connues. Elle comporte trois chapitres. Le chapitre 1 donne une introduction sur l’assi-
milation de donne´es, et fixe les notations et les hypothe`ses utilise´es dans le document. Le cha-
pitre 2 pre´sente l’interpolation statistique, la classe des me´thodes d’assimilation la plus classique.
Le chapitre 3 de´crit les me´thodes d’assimilation de donne´es variationnelles qui rele`vent de la
the´orie du controˆle optimal. Enfin, dans le chapitre 4, nous pre´sentons les me´thodes d’assimila-
tion se´quentielles qui rele`vent de la the´orie baye´sienne.
Partie II : Proprie´te´s asymptotiques du filtre de Kalman d’ensemble.
Dans cette partie nous pre´sentons les re´sultats obtenus sur les proprie´te´s asymptotiques du
filtre de Kalman d’ensemble. La partie est de´coupe´e en trois chapitres.
Le premier chapitre pre´sente le filtre de Kalman d’ensemble. Dans le chapitre 2, nous de´montrons
la convergence du filtre de Kalman d’ensemble. Dans le chapitre 3, nous pre´sentons une extension
du filtre de Kalman d’ensemble : le filtre de Kalman d’ensemble ponde´re´, et faisons quelques
commentaires sur ce filtre.
Partie III : Re´sultats de simulations
Dans cette partie nous pre´sentons les re´sultats de simulations de diffe´rentes me´thodes d’as-
similation de donne´es (le filtre de Kalman, le filtre de Kalman d’ensemble, le filtre de Kalman
d’ensemble ponde´re´ et le filtre particulaire) sur les mode`les de test (un mode`le line´aire simple et
le mode`le de Lorenz).
Enfin, la conclusion ge´ne´rale pre´sente une synthe`se de ces e´tudes et quelques perspectives
lie´es a` ces travaux.
Premie`re partie






1.1 Assimilation de donne´es
L’e´tat d’un syste`me physique ne peut en ge´ne´ral qu’eˆtre approche´ par une estimation qui est
obtenue apre`s une proce´dure d’analyse des informations disponibles sur l’e´tat. Les informations
sont souvent les observations. Si on utilise en plus un mode`le nume´rique pour l’e´volution de
l’e´tat, l’information est augmente´e. La proce´dure qui consiste a` combiner les donne´es observe´es
et le mode`le nume´rique pour estimer l’e´tat d’un syste`me est appele´e assimilation de donne´es.
1.2 Notations et hypothe`ses
1.2.1 Mode`le de Markov cache´
En physique statistique, les mode`les markoviens sont tre`s pre´sents pour de´crire l’e´volution
physique d’un syste`me. Nous conside´rons alors dans le cadre de ce rapport un mode`le de Markov
cache´ qui de´crit l’e´volution physique de l’e´tat en fonction du temps, dont la de´finition est comme
suit.
On appelle {Xk, k ∈ N} (note´ {Xk}) un processus ale´atoire a` temps discret, ou` Xk de´signe a` l’ins-
tant k le vecteur d’e´tat qui est cache´, c’est-a`-dire non observable. Ce qui est observe´ est {Yk, k ∈ N}
(note´ {Yk}), un processus ale´atoire ou` Yk de´signe l’observation a` l’instant k.
Les vecteurs ale´atoires Xk,Yk sont de´finis sur un espace probabilise´ (Ω,F ,P) et a` valeurs dans
Rm etRd respectivement. En pratique, ce qu’on observe est toujours moins informatif que ce qu’on
veut estimer, on suppose ainsi que d < m.
Le processus de´fini par le couple {Xk,Yk} est appele´ mode`le a` chaıˆne de Markov cache´e dans
le cas discret, et mode`le a` espace d’e´tat dans le cas continu, si les processus {Xk} et {Yk} ve´rifient
les proprie´te´s markoviennes suivantes :
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• {Xk} est une chaıˆne de Markov, c’est a` dire que l’e´tat pre´sent Xk ne de´pend que de l’e´tat du
passe´ imme´diat Xk−1, avec la densite´ de transition
p(xk|x0, . . . , xk−1, y1, . . . , yk−1) = p(xk|xk−1) , P[Xk = xk|Xk−1 = xk−1].
• Conditionnellement aux e´tats cache´s X1, . . . , Xk, les observations Y1, . . . ,Yk sont mutuel-
lement inde´pendantes, et pour tout k = 1, . . . ,K, Yk ne de´pend que de Xk, avec la densite´
d’e´mission
p(yk|x0, . . . , xk, y1, . . . , yk−1) = p(yk|xk) , P[Yk = yk|Xk = xk].
Le mode`le de Markov cache´ peut eˆtre pre´sente´ par le graphe ci-dessous. L’intervalle de temps
[0,K] sera appele´ intervalle d’assimilation. Les fle`ches indiquent la de´pendance entre les va-
riables.




. . . // XK

. . . Yk−1 Yk . . . YK
(1.1)
1.2.2 Mode`le d’e´tat et d’observation
Les relations du graphe (1.1) peuvent eˆtre mode´lise´es par le syste`me discret suivant
Xk = fk(Xk−1) +Wk, (1.2)
Yk = hk(Xk) + Vk, (1.3)
ou` fk est la fonction du mode`le qui de´crit l’e´volution de l’e´tat entre deux instants conse´cutifs, hk
est l’ope´rateur d’observation qui relie l’observation Yk avec l’e´tat cache´ Xk. Wk et Vk de´signent
respectivement l’erreur du mode`le et l’erreur d’observation a` l’instant k, ce sont des variables
ale´atoires de´finies sur l’espace probabilise´ (Ω,F ,P) et a` valeurs dans Rm et Rd respectivement.
Les e´quations (1.2-1.3) forment un mode`le de Markov cache´ dans le cas ge´ne´ral, ou` les fonc-
tions ne sont pas ne´cessairement line´aires et les bruits ne sont pas ne´cessairement gaussiens.
Un mode`le sera donc appele´ line´aire gaussien si les fonctions du mode`le et d’observation sont
line´aires et les bruitsWk et Vk sont de lois gaussiennes. Sinon, les hypothe`ses des fonctions et des
bruits seront pre´cise´es.
Cas du mode`le d’e´tat continu et des observations discre`tes
Dans les applications, notamment en me´te´orologie et en oce´anographie, le mode`le nume´rique
est souvent de´crit par une e´quation diffe´rentielle de´terministe ou stochastique, et les observations
sont disponibles a` des instants discrets tk. Par exemple, dans le cas de l’e´quation diffe´rentielle
stochastique, nous avons
dXt = g(Xt) dt + σ dBt (1.4)
Yk = hk(Xtk ) + Vk, (1.5)
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ou` Bt est un mouvement brownien et σ est un scalaire. Pour les calculs nume´riques, il est souvent
ne´cessaire de discre´tiser l’e´quation diffe´rentielle du mode`le. Un des sche´mas nume´riques simples
est le sche´ma d’Euler
Xt = Xt−1 + g(Xt−1) ∆t + σ (Bt − Bt−1). (1.6)
ou` ∆t de´signe le pas de discre´tisation, et les incre´ments (Bt − Bt−1) sont des bruits gaussiens
inde´pendants de moyenne 0 et de variance ∆t.
On peut toujours transformer cette e´quation nume´rique sous la forme d’un syste`me discret
(1.2-1.3) en posant
Xk = g˜ ◦ . . . ◦ g˜ ◦ g˜(Xk−1) +Wk = fk(Xk−1) +Wk,
Yk = hk(Xk) + Vk,
ou`
• ∆t est choisi tel que (tk − tk−1) est un nombre entier de ∆t.
• Xk = Xtk .
• g˜(u) = u + ∆t g(u) + σ q pour tout u ∈ Rm et avec q un bruit gaussien de moyenne 0 et de
variance ∆t.
• fk(Xk−1) = g˜ ◦ . . . ◦ g˜ ◦ g˜(Xk−1).
• Wk de´signe l’erreur du mode`le discret a` l’instant tk qui comporte maintenant l’erreur de
mode´lisation et l’erreur de discre´tisation.
Dans le cas de l’e´quation diffe´rentielle de´terministe, la discre´tisation est re´alise´e de la meˆme
fac¸on sans le terme σdBt dans l’e´quation (1.4).
Nous allons pre´senter les me´thodes d’assimilation de donne´es en se basant sur le syste`me




• µ0(dx0) : la distribution de l’e´tat initial X0, de moyenne Ψ0 (sera appele´e la condition ini-
tiale) et de covariance Q0. Cette loi admet une densite´ note´e p0(x0), c’est-a`-dire
µ0(dx0) = p0(x0) dx0.
10 CHAPITRE 1. INTRODUCTION
• pWk (dw) : la distribution de Wk, de moyenne mWk et de covariance Qk. Cette loi admet une
densite´ note´e pWk (w), c’est-a`-dire
pWk (dw) = p
W
k (w) dw.
• pVk (dv) : la distribution de Vk, de moyenne mVk et de covariance Rk. Cette loi admet une
densite´ note´e pVk (v), c’est-a`-dire
pVk (dv) = p
V
k (v) dv.
Remarque 1.2.1. Par de´finition, nous avons
p(xk|xk−1) = pWk (xk − f (xk−1)) et p(yk|xk) = pVk (yk − h(xk)).
En pratique, µ0(dx0), pWk (w)dw et p
V
k (v)dv sont ge´ne´ralement inconnues. Pourtant, supposons
qu’au moins, pour tout k = 1, . . . ,K
• On peut de´terminer, ou approcher, les matrices de covariance Q0, Qk et Rk.
• On peut mode´liser le syste`me tel que Wk et Vk sont des bruits blancs, inde´pendants entre
eux et inde´pendants de l’e´tat initial X0. Nous avons donc
mWk = E [Wk] = 0, ∀k mVk = E [Vk] = 0, ∀k
E[WkWl] = 0, ∀k, l E[VkVl] = 0, ∀k, l
E [WkX0] = 0, ∀k E [VkX0] = 0 ∀k.
Le fait d’estimer la moyenne, la covariance, et meˆme la densite´ de distribution des erreurs,
est un proble`me difficile. Pourtant il existe des me´thodes permettant de mode´liser ces erreurs et
ces me´thodes peuvent eˆtre consulte´es dans [3] et [7]. Nous conside´rons alors que les hypothe`ses
ci-dessus peuvent eˆtre satisfaites.
Pourtant, chaque me´thode d’assimilation de donne´es requiert diffe´rentes hypothe`ses supple´mentaires,
qui seront pre´cise´es lors de la pre´sentation.
1.3 Infe´rence
L’infe´rence dans les mode`les a` espace d’e´tat couvre, en ge´ne´ral, les 3 proble`mes principaux
• Pre´diction : On estime l’e´tat Xl en sachant les observations Y1:k = {Y1, . . . ,Yk}, ou` l > k.
• Filtrage : On estime l’e´tat Xl sachant les observations Y1:k, ou` l = k.
• Lissage : On estime l’e´tat Xl sachant les observations Y1:k, ou` l < k.
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Dans le cadre de ce rapport, nous nous concentrons seulement sur le proble`me de filtrage,
ou` on estime l’e´tat X a` l’instant pre´sent k sachant toutes les observations disponibles jusqu’a` cet
instant : Y1:k.
Il existe plusieurs me´thodes pour re´soudre le proble`me. On peut les classer en trois familles :
l’interpolation statistique, l’assimilation de donne´es variationnelle et l’assimilation de donne´es
se´quentielle.
Interpolation statistique
C’est une classe de me´thodes d’assimilation classiques. L’interpolation statistique est repre´sente´e
par l’estimateur line´aire sans biais de variance minimale (Best linear unbiaised estimator - BLUE),
qui est une combinaison line´aire de l’observation et d’une estimation a priori (dite aussi solution
de re´fe´rence ou pre´diction) fournie par le mode`le nume´rique. En supposant que l’estimation a
priori et les observations sont non biaise´es, l’estimateur BLUE est aussi non biaise´ et la cova-
riance de l’erreur d’estimation est minimise´e. Pourtant, en pratique, l’estimateur BLUE n’est en
ge´ne´ral pas applicable pour un e´tat de grande dimension, a` cause de proble`mes de calcul.
Assimilation de donne´es variationnelle
Les me´thodes d’assimilation variationnelle rele`vent de la the´orie du controˆle optimal, ou` on
cherche une estimation qui minimise une fonction couˆt J donne´e. Ces me´thodes peuvent eˆtre
classe´es en deux groupes :
• Assimilation variationnelle sous contrainte dynamique forte ou` le mode`le dynamique
est suppose´ eˆtre parfait. Ce groupe se divise en deux me´thodes : assimilation variationnelle
tri-dimensionnelle (3D-Var) et assimilation variationnelle quadri-dimensionnelle (4D-Var).
La me´thode 3D-Var donne une solution e´quivalente a` l’estimateur BLUE, en cherchant a`
minimiser une fonction couˆt de´finie sur l’espace d’e´tat et inde´pendante du temps k. Tandis
que la me´thode 4D-Var cherche a` minimiser une fonction couˆt de´finie sur l’espace d’e´tat
augmente´ de la dimension temporelle. Ces deux me´thodes sont beaucoup utilise´es dans des
grands centres de pre´vision, pourtant l’hypothe`se de mode`le parfait est rarement satisfaite
en pratique.
• Assimilation variationnelle sous contrainte dynamique faible ou` on tient compte de l’er-
reur du mode`le dans la proce´dure d’assimilation de donne´es. Pour un mode`le dynamique
line´aire, la minimisation peut eˆtre re´solue par la me´thode du repre´sentant. Pourtant, cette
me´thode requiert des calculs couˆteux dus a` l’e´valuation des e´quations “forward” et “back-
ward”. Pour un mode`le fortement non line´aire, la minimisation est de´licate et il faut ap-
procher le minimum par une me´thode de descente du gradient ou par d’autres algorithmes
d’optimisation.
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Assimilation de donne´es se´quentielle
Tandis que l’assimilation de donne´es variationnelle est utilise´e principalement dans la com-
munaute´ des oce´anographes et me´te´orologues, l’assimilation de donne´es se´quentielle est e´tudie´e
intensivement dans la communaute´ du traitement du signal.
L’assimilation se´quentielle estime l’e´tat successivement dans le temps, de la manie`re sui-
vante : l’estimation a` l’instant pre´ce´dent (k− 1) est utilise´e pour construire une estimation a priori
(pre´diction) de l’e´tat a` l’instant pre´sent k graˆce au mode`le nume´rique. Cette pre´diction est ensuite
couple´e avec l’observation Yk recueillie a` l’instant k pour produire une estimation a posteriori de
l’e´tat a` cet instant. La proce´dure est poursuivie de manie`re ite´rative dans l’intervalle d’assimila-
tion.
Relevant de l’estimateur de Bayes, l’objectif de l’assimilation se´quentielle est de chercher
l’estimateur de Bayes de Xk sachant les observations Y1:k. Les e´quations analytiques de l’estima-
tion sont faciles a` obtenir et sont appele´es filtre baye´sien optimal, mais il n’est pas possible les
re´soudre dans le cas ge´ne´ral, sauf dans le cas du mode`le line´aire gaussien ou` elles se rame`nent
au filtre de Kalman. Dans le cas des mode`les non line´aires, il faut recourir a` des approximations,
et le filtre particulaire s’e´crit comme une approximation de type Monte Carlo du filtre baye´sien
optimal.
Dans les techniques d’assimilation se´quentielle, on retrouve aussi un filtre qui retient lar-
gement l’attention des praticiens : le filtre de Kalman d’ensemble (Ensemble Kalman Filter -
EnKF). Ce filtre a e´te´ propose´ initialement comme une approximation du filtre de Kalman pour
le mode`le line´aire gaussien. Il a e´te´ ensuite e´tendu pour le mode`le non line´aire gaussien avec une
performance remarquable par rapport aux autres me´thodes. Cette performance a e´te´ beaucoup
e´tudie´e par des expe´rimentations jusqu’a` maintenant. Pourtant, il n’existe pas a` notre connais-
sance d’e´tude the´orique comple`te sur l’EnKF. E´tudier les proprie´te´s de l’EnKF du point de vue
the´orique est ainsi la contribution principale de la the`se et les re´sultats seront pre´sente´s dans la
partie 2.
Dans ce rapport nous nous concentrons particulie`rement sur les me´thodes d’assimilation de
donne´es se´quentielles, notamment sur le filtre de Kalman d’ensemble, ses proprie´te´s asympto-
tiques et la comparaison avec le filtre particulaire. En conse´quence, les autres me´thodes d’assi-
milation classiques comme : sche´ma d’analyse de Cressman, me´thode de correction successive,
interpolation optimale, . . . ne seront pas pre´sente´es dans cette partie et les me´thodes variation-
nelles seront pre´sente´es de manie`re concise. Le de´tail de ces me´thodes peut eˆtre trouve´ dans les
cours de Bouttier et Courtier [3], de Daget [7], de Elias Valur Holm [20], dans les livres de Daley
[8] et de Kalnay [23].
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1.4 Plan de la partie
Nous pre´sentons dans le chapitre 2 l’interpolation statistique repre´sente´ par l’estimateur BLUE
et nous commentons cet estimateur.
Ensuite, dans le chapitre 3, les me´thodes d’assimilation variationnelles sous contrainte dyna-
mique forte et faible seront pre´sente´es avec les approximations correspondantes.
Dans le chapitre 4, nous pre´sentons l’assimilation se´quentielle de donne´es avec le filtre baye´sien
optimal pour le cas ge´ne´ral, le filtre de Kalman pour le mode`le line´aire gaussien, le filtre particu-
laire comme une approximation de type Monte Carlo, et le filtre de Kalman d’ensemble comme
une extension du filtre de Kalman pour le mode`le non line´aire gaussien.
Nous pre´sentons ensuite dans le chapitre 5 la borne de Cramer-Rao pour le filtrage non line´aire
discret qui est conside´re´e comme la borne infe´rieure des erreurs en moyenne quadratique des es-
timateurs.




L’interpolation statistique correspond a` l’estimateur line´aire non biaise´ de variance mini-
male BLUE (Best Linear Unbiased Estimator). Cette me´thode e´tait utilise´e a` ECMWF (European
Centre for Medium Weather Forecasts) jusqu’en 1996, puis elle a e´te´ remplace´e par les me´thodes
variationnelles qui sont plus efficaces pour les mode`les complexes [32].
2.1 Notations et hypothe`ses
Conside´rons un instant k fixe´ dans l’intervalle d’assimilation [0,K]. Notons
• Xk : le vrai vecteur d’e´tat a` l’instant k, qui est inconnu.
• X fk : une pre´diction de Xk, fournie par le mode`le nume´rique. C’est la meilleure estimation
de l’e´tat en l’absence d’autres informations.
• Yk : Vecteur d’observation de l’e´tat Xk a` l’instant k.
L’objectif est de corriger la pre´diction X fk quand l’observation Yk est disponible, de fac¸on a`
obtenir une estimation dont l’erreur en moyenne quadratique est minimale. Nous faisons les hy-
pothe`ses suivantes
• La pre´diction X fk est non biaise´e, nous avons donc
E [X fk − Xk] = 0.
• La covariance de l’erreur de pre´diction P fk , de´finie par
P fk = E [(Xk − X fk )(Xk − X fk )∗]
est de´finie positive et de´terminable.
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• L’observation est relie´e a` l’e´tat par un ope´rateur line´aire Hk,
Yk = HkXk + Vk
ou` Vk est un bruit blanc de matrice de covariance Rk connue et de´finie positive.
• L’erreur de pre´diction et l’erreur d’observation sont mutuellement inde´pendantes. Ainsi, en
notant e fk = Xk − X fk comme l’erreur de pre´diction, nous avons
E [e fkV
∗
k ] = 0.
2.2 Estimateur BLUE
E´tant donne´es une pre´diction X fk et une observation Yk, l’estimateur line´aire sans biais de va-
riance minimale (Best Linear Unbiased Estimator - BLUE) est un estimateur line´aire en fonction
de la pre´diction X fk et de l’innovation (Yk − HkX fk )
Xak = X
f
k + Mk(Yk − HkX fk ), (2.1)
ou` la matrice Mk ∈ Rm×d est choisie pour que la trace de la matrice de covariance de l’erreur
d’estimation, de´finie par





k + Kk(Yk − HkX fk ),









est appele´ gain optimal.
2.3 Proprie´te´s de l’estimateur BLUE
Estimateur non biaise´ de variance minimale
Xak de´fini par (2.1) est un estimateur non biaise´ de Xk quel que soit le choix de la matrice Mk.
En effet, nous avons,
E [Xk − Xak ] = E [Xk − X fk ] + Mk (E [Yk − HkX fk ])
= E [Xk − X fk ] + Mk (E [Hk(Xk − X fk ) + Vk])
= E [Xk − X fk ] + Mk (HkE [Xk − X fk ] + E Vk).
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Parce que X fk est un estimateur sans biais de Xk, et l’erreur d’observation Vk est un bruit blanc,
nous avons donc E [Xk − Xak ] = 0, Xak est alors un estimateur non biaise´ de Xk.
La covariance de l’erreur d’estimation Pak de´finie dans (2.2) est optimale, au sens ou` elle est
la matrice de trace minimale parmi toutes les matrices Mk ∈ Rm×d (voir [3], partie 4.2 pour la
de´monstration).
E´quivalence avec la solution d’un proble`me d’optimisation
L’estimateur BLUE est aussi la solution d’un proble`me d’optimisation
Xak = argminx J(x)
ou`
J(x) , (x − X fk )∗(P fk )−1(x − X fk ) + (Yk − Hkx)∗R−1k (Yk − Hkx). (2.3)
En effet, la solution qui minimise la fonction couˆt J(x) est (d’apre`s [3])
argmin
x








k (Yk − HkX fk )




















J(x) = X fk + Kk(Yk − HkX fk ) = Xak .
2.4 Commentaires
L’avantage de l’estimateur BLUE est que pour le construire, il suffit de connaıˆtre les deux pre-
miers moments des erreurs de pre´diction et d’observation. Or les erreurs sont de moyenne ze´ro, il
suffit donc de connaıˆtre les matrices de covariance P fk et Rk.
L’estimateur BLUE a les inconve´nients suivants
• En pratique, il est difficile de de´terminer exactement la covariance de pre´diction P fk . Dans
les applications, la pre´diction X fk est ge´ne´ralement obtenue en laissant e´voluer le mode`le
nume´rique a` partir d’une estimation Xak−1 de l’e´tat a` l’instant pre´ce´dent, par exemple
X fk = fk(X
a
k−1) +Wk (2.4)
En sachant la covariance de l’erreur d’estimation Pak−1 de X
a
k−1 et la covariance de l’erreur du
mode`le Qk, il est en ge´ne´ral impossible d’e´valuer nume´riquement la covariance de l’erreur
de pre´diction P fk , sauf dans le cas d’un mode`le nume´rique line´aire. En effet, en remplac¸ant
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la fonction non line´aire fk par une fonction line´aire Fk ∈ Rm×m dans (2.4), la matrice de
covariance de pre´diction P fk est de´termine´e exactement par





• En pratique, l’ope´rateur d’observation n’est pas toujours line´aire. Il est possible de line´ariser
l’ope´rateur Hk, cependant ceci entraıˆne des erreurs et l’estimateur n’est plus optimal.
• Calculer le gain optimal Kk est en ge´ne´ral impossible dans le cas d’un vecteur d’e´tat de
grande dimension. Par exemple, pour les mode`les me´te´orologiques, la dimension du vecteur
d’e´tat est de l’ordre de m = 107, et la dimension du vecteur d’observation est de l’ordre de








Pour le calculer, il faut d’une part stocker les matrices de dimension tre`s grande, d’autre




k + Rk) de dimension d × d et puis e´valuer les produits des
matrices. Sur un intervalle d’assimilation, le calcul est alors tre`s couˆteux.
Pour diminuer les temps de calcul, une me´thode, appele´e interpolation optimale, est utilise´e,
ou` chaque composante du gain optimal est calcule´e en utilisant seulement les observations locales
qui sont importantes pour construire l’estimateur (voir [3] pour plus de de´tails sur cette me´thode).
Une autre fac¸on de re´duire le couˆt de calcul est d’e´viter d’e´valuer le gain optimal Kk. Une
me´thode appele´e assimilation variationnelle tri-dimensionnelle (3D-Var) est propose´e, qui donne
une solution e´quivalente a` celle de l’estimateur BLUE, et qui consiste a` chercher le minimum de




Les me´thodes d’assimilation variationnelle de donne´es, propose´es par Sasaki [36, 37] dans les
anne´es cinquante, sont beaucoup utilise´es dans les grands centres de pre´visions me´te´orologiques.
Ces me´thodes rele`vent de la the´orie de l’optimisation, et consistent a` chercher le minimum
d’une fonction couˆt donne´e. Nous se´parons les me´thodes variationnelles en deux classes : l’assi-
milation variationnelle sous contrainte dynamique forte, ou` le mode`le est suppose´ eˆtre parfait, et
l’assimilation variationnelle sous contrainte dynamique faible, ou` on tient compte de l’erreur du
mode`le lors de l’assimilation.
Les me´thodes variationnelles (sauf la me´thode 3D-Var) sont e´crites a` l’origine pour un syste`me
dynamique en temps continu de la forme (1.4) (voir [18] par exemple). Tandis que la me´thode
se´quentielle qui sera pre´sente´e plus loin est base´e sur un syste`me dynamique a` temps discret de
la forme (1.2). De fac¸on a` pouvoir comparer les diffe´rentes me´thodes d’assimilation, nous choi-
sissons de pre´senter les me´thodes variationnelles pour un syste`me discre´tise´ en se basant sur un
article de Uboldi et Kamachi [41]. De plus, comme nous l’avons indique´ dans la section 1.2.2, on
effectue toujours les calculs nume´riques sur le mode`le dynamique discre´tise´, meˆme s’il est e´crit a`
l’origine a` temps continu.
Nous conside´rons donc le syste`me suivant
X0 = Ψ0 + A (3.1)
Xt = ft(Xt−1) +Wt, t ∈ [1 : T ] (3.2)
Yk = HkXt(k) + Vk, k ∈ [1 : K]. (3.3)
ou`
• X0 repre´sente l’e´tat initial. C’est une variable ale´atoire de moyenne Ψ0 et de covariance Q0.
A repre´sente l’erreur de l’e´tat initial, de moyenne 0 et de matrice de covariance Q0.
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• Wt est l’erreur du mode`le a` l’instant t correspondant au pas de discre´tisation utilise´, de
moyenne 0 et de covariance Qt.
• Yk est l’observation a` l’instant tk, avec l’erreur d’observation Vk de moyenne 0 et de cova-
riance Rk
Supposons que les matrices de covariance Q0, Qt, Rk sont connues, de´finies positives et inver-
sibles, l’ope´rateur d’observation Hk est line´aire, les erreurs du mode`le et d’observation sont des
bruits blancs, inde´pendants entre eux et inde´pendant de l’e´tat initial X0, nous avons donc
E [Wt] = 0, ∀t E [Vk] = 0, ∀k
E[WtWt′] = 0, ∀t, t′ E[VkVl] = 0, ∀k, l
E [WtX0] = 0, ∀t E [VkX0] = 0 ∀k.
3.1 Assimilation variationnelle sous contrainte dynamique forte
Le mode`le est suppose´ eˆtre parfait, l’erreur Wt du mode`le est donc supprime´e de l’e´quation
(3.2).
3.1.1 Assimilation variationnelle tri-dimensionnelle (3D-Var)
Conside´rons un instant t quelconque dans l’intervalle d’assimilation, choisi normalement au
milieu de l’intervalle. Supposons que t = t(k), c’est-a`-dire qu’on posse`de une observation Yk a`
l’instant t. En sachant a` cet instant une pre´diction X fk = x
f
k de covariance d’erreur de pre´diction
P fk et une observation Yk = yk, la me´thode 3D-Var consiste a` chercher le minimum de la fonction
couˆt
J(x) = (x − x fk )∗(P fk )−1(x − x fk ) + (yk − Hkx)∗R−1k (yk − Hkx). (3.4)
Le minimum est alors non seulement proche de la pre´diction x fk mais aussi proche de l’obser-
vation yk (au sens ou` l’innovation yk − Hkx doit eˆtre petite). Les covariances (P fk )−1 et R−1k jouent
le roˆle de ponde´rations et permettent de donner plus ou moins de confiance aux deux sources
d’information. Ce minimum est aussi e´quivalent a` une re´alisation de l’estimateur BLUE d’apre`s
la section 2.3, pour des valeurs fixe´es de X fk et de Yk. Cette estimation a` l’instant t est conside´re´e
comme une estimation de l’e´tat dans l’intervalle d’assimilation total.
La fonction couˆt J(x) a une forme quadratique en fonction de x car l’ope´rateur d’observation
Hk est suppose´ line´aire. S’il est non line´aire, a` cette e´tape on le line´arise [20]. En plus, les coeffi-
cients de la forme quadratique sont des matrices de´finies positives, alors la minimisation peut se
faire a` l’aide de la descente du gradient, dont le principe est peut eˆtre de´crit comme suit :
• Commencer avec une valeur initiale x(0). On choit souvent x(0) = Ψ0 en pratique.
3.1. ASSIMILATION VARIATIONNELLE SOUS CONTRAINTE DYNAMIQUE FORTE 21
• Conside´rer une se´quence x(0), x(1), . . . telle que
x(n+1) = x(n) − γn J ′(x(n)),∀n ≥ 0,
ou` γn > 0 est un nombre suffisamment petit a` choisir etJ ′(x(n)) est le gradient de la fonction
J en x(n)
J ′(x) = (P fk )−1(x − x fk ) − H∗kR−1k (yk − Hkx).
• Nous avons
J(x(0)) ≥ J(x(1)) ≥ J(x(2)) ≥ . . .
et alors espe´rer que x(n) converge vers le minimum cherche´. L’approximation est arreˆte´e
apre`s un nombre d’ite´ration fini [3].
Si t , t(k), c’est-a`-dire qu’on n’a pas d’observation a` l’instant t, il faut interpoler les obser-
vations locales. En pratique, les instants d’observations ne se confondent pas toujours avec les
instants d’estimation ou de pre´diction. Par exemple, les observations satellites sont en ge´ne´ral
asynchrones et intermittentes. Dans ce cas on utilise la me´thode d’assimilation variationnelle
quadri-dimensionnelle, ou` la fonction couˆt a` minimiser est de´finie sur tout l’intervalle d’assi-
milation et toutes les observations dans cet intervalle seront utilise´es.
3.1.2 Assimilation variationnelle quadri-dimensionnelle (4D-Var)
En sachant une condition initiale Ψ0 et une suite d’observation Y1:K = y1:K dans l’intervalle
de temps [0 : T ], et en supposant que le mode`le est parfait, c’est-a`-dire que l’erreurWt du mode`le
dans 3.2 est supprime´e, la me´thode 4D-Var consiste a` chercher le minimum de la fonction couˆt
suivante
J(x = x0:T ) = (x0 − Ψ0)∗(Q0)−1(x0 − Ψ0) +
K∑
k=1
(yk − Hkxk)∗R−1k (yk − Hkxk). (3.5)
sous la contrainte que la suite d’estimation x0:T doit ve´rifier l’e´quation du mode`le dynamique
∀t, xt = ft ◦ ft−1 ◦ . . . ◦ f1︸                ︷︷                ︸
t fois
(x0)
ou` ft, t = 1, . . . ,T , est l’e´quation du mode`le dynamique. Il suffit donc de minimiser la fonction
couˆt en fonction de x0.
Si ft est non line´aire, la fonction couˆt est non line´aire en fonction de x0 et la minimisation
devient de´licate. Pour faciliter la minimisation, on line´arise la fonction fk pour avoir la fonction
couˆtJ(x) de la forme quadratique par rapport a` x0. La minimisation peut ensuite eˆtre effectue´e en
utilisant la descente du gradient ou du gradient conjugue´, mais l’e´valuation du gradient J ′(x) est
maintenant plus complique´e a` cause de la dimension du second terme de (3.5). La minimisation
peut eˆtre effectue´e en utilisant un algorithme plus efficace ou` on e´value des e´quations “forward”
et “backward”. Cette me´thode peut eˆtre consulte´e dans [3] et [20].
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3.2 Assimilation variationnelle sous contrainte dynamique faible
Supposons que le mode`le dynamique n’est pas parfait et comporte une erreurWt pour chaque
instant t qui est un bruit blanc de covariance Qt.
3.2.1 Cas du mode`le line´aire
On conside`re un mode`le dynamique line´aire en remplac¸ant la fonction non line´aire fk dans
(3.2) par une fonction line´aire Fk
Xt = Fk Xt−1 +Wt.
Fonction couˆt
Sachant une suite d’observations Y1:K = y1:K et une condition initiale Ψ0, la fonction couˆt est
de´finie par
J(x = x0:T ) =
T∑
t=1
(xt − Fk xt−1)∗ Q−1t (xt − Fk xt−1)




(yk − Hkxt(k)) R−1k (yk − Hkxt(k)).
Le proble`me consiste donc a` chercher la trajectoire xa0:T = x
a
0, . . . , x
a
T qui minimise globalement
la fonction couˆt J , autrement dit a` chercher
xa0:T = argminx J(x).
En remarquant que la fonction couˆt J(x) a une forme quadratique avec des coefficients qui
sont des matrices de covariance de´finies positives, alors l’extremum qui rend le gradient nul est le
minimum de la fonction couˆt. Ainsi le minimum x de J ve´rifie l’e´quation suivante
J(x + δx) − J(x) = O(δx2) quand δx → 0.
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Nous avons
J(x + δx) =
T∑
t=1
(xt − Fk(xt−1 + δxt−1) + δxt)∗ Q−1t (xt − Fk(xt−1 + δxt−1) + δxt)








(xt − Fk xt−1 − Fk δxt−1 + δxt)∗ Q−1t (xt − Fk xt−1 − Fk δxt−1 + δxt)




(yk − Hkxt(k) − Hkδxt(k)) R−1k (yk − Hkxt(k) − Hkδxt(k))
= J(x) + 2
T∑
t=1
(δxt − Fk δxt−1)∗ Q−1t (xt − Fk xt−1)




(Hkδxt(k))∗ R−1k (yk − Hkxt(k))
+O(δx2).
Le minimum de la fonction couˆt est donc solution de
T∑
t=1
(δxt − Fk δxt−1)∗ Q−1t (xt − Fk xt−1)




(Hkδxt(k))∗ R−1k (yk − Hkxt(k)) = 0. (3.6)
Equations d’Euler-Lagrange
Pour re´soudre l’e´quation (3.6), on introduit la variable adjointe λ
λ(t) = Q−1t (xt − Fk xt−1). (3.7)
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En inse´rant cette variable adjointe dans (3.6), le premier terme de cette e´quation devient
T∑
t=1











(δxt)∗ (λ(t) − F∗k λ(t + 1))
+ (δxT )∗ λ(T )
− (δx0)∗ F∗k λ(1). (3.8)






δ(t − tk) H∗k R−1k (yk − Hkxt(k)) (3.9)
ou` δ(t − tk) de´signe la mesure de Dirac au point ze´ro.
En inse´rant (3.8) et (3.9) dans (3.6), on obtient
T−1∑
t=1
(δxt)∗ [λ(t) − F∗k λ(t + 1) −
K∑
k=1
δ(t − tk) H∗k R−1k (yk − Hkxt(k))]
+ (δx0)∗ [Q−10 (x0 − Ψ0) − F∗k λ(1)]
+ (δxT )∗ λ(T ) = 0.
Du fait que δx0:T dans l’e´quation ci-dessus est arbitraire, et en multipliant (3.7) par Qt a`
gauche, nous obtenons donc les e´quations d’Euler-Lagrange pour xt et λ(t) xt = Fk xt−1 + Qt λ(t),x0 = Ψ0 + Q0 λ(0), (3.10) λ(t) = F∗k λ(t + 1) +
∑K
k=1 δ(t − tk) H∗k R−1k (yk − Hkxt(k)),
λ(T ) = 0.
(3.11)
Les e´quations d’Euler-Lagrange comportent une e´quation ”forward” pour xt et une e´quation
”backward” pour la variable adjointe λ(t). La me´thode du repre´sentant [2] peut eˆtre utilise´e pour
de´couper et re´soudre ces e´quations de manie`re exacte.
Me´thode du repre´sentant





λ(t) = s∗(t) b. (3.13)
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ou` x ft est la solution de  x ft = Fk x ft−1,x f0 = Ψ0, (3.14)
et r(t) ∈ RK×m, s(t) ∈ RK×m, b ∈ RK .
La trajectoire x f0:T qui sera appele´e solution de re´fe´rence peut eˆtre calcule´e a` l’avance sans
difficulte´. La solution a` chercher ici est suppose´e eˆtre une combinaison line´aire de la solution de
re´fe´rence avec un terme qui de´pend du temps que l’on appelle le repre´sentant r∗(t).
Le proble`me maintenant est de de´terminer b, r(t) et s(t) tels que xat et λ(t) de´finis par (3.12 -
3.13) ve´rifient les e´quations d’Euler-Lagrange.
En substituant (3.12 - 3.13) dans (3.10 - 3.11), on obtient r∗(t) b = Fk r∗(t − 1) b + Qt s∗(t) b,r∗(0) b = Q0 s∗(0) b, s∗(t) b = F∗k s∗(t + 1) b +
∑K
k=1 δ(t − tk) H∗k R−1k (yk − Hk x ft(k) − Hk r∗(t(k)) b),




H1 δ(t − t(1))
...
Hk δ(t − t(K))

et en choisissant b tel que
b = R−1 [(y − y f ) − S b] (3.15)
avec les de´finitions suivantes
R−1 =




























s∗(t) b = F∗k s
∗(t + 1) b + a∗(t) b.
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On peut re´e´crire cette e´quation ainsi que celle de r(t) en simplifiant par b, les produits de-
viennent alors des produits de Kronecker
F∗k ⊗ s∗(t + 1) =
[
F∗k s
1(t + 1) . . . F∗k s
K(t + 1)
]
Fk ⊗ r∗(t − 1) =
[
Fk r1(t − 1) . . . Fk rK(t − 1)
]
{r(t)} et {s(t)} sont alors solutions du syste`me r(t) = Fk ⊗ r(t − 1) + Qts(t),r(0) = Q0 ⊗ s(0), (3.16) s(t) = F∗k ⊗ s(t + 1) + a(t),s(T ) = 0. (3.17)
Ce syste`me peut eˆtre re´solu d’abord pour s(t) (backward) et puis pour r(t) (forward).
On cherche le vecteur b en analysant l’e´quation (3.15)
b = R−1 [(y − y f ) − S b] = R−1 (y − y f ) − R−1 S b,
qui est e´quivalente a`
b = (I + R−1 S )−1 R−1 (y − y f )
ou bien








0 . . . RK





∗(t) (R + S )−1 (y − y f ). (3.18)
En re´sume´, la me´thode du repre´sentant pour un syste`me line´aire discret peut eˆtre e´crite sui-
vant le sche´ma de la table 3.1.
La me´thode du repre´sentant fournit le minimum de la fonction couˆt J(x) en re´solvant les
e´quations d’Euler-Lagrange, et la solution est unique. Il a e´te´ de´montre´ dans [2] qu’en prenant




∗(t) b + g(t),
ou` g(t) est une fonction arbitraire qui est orthogonale a` l’espace des repre´sentants r(t), alors g(t)
doit eˆtre e´gale a` ze´ro.
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- Calculer la solution de re´fe´rence {x ft }t=1,...,T selon (3.14).
- Evaluer a(t),R, S , y, y f comme dans les de´finitions.
- Calculer {r(t)}t=1,...,T et {s(t)}t=1,...,T selon (3.16 - 3.17).
- Calculer {xat }t=1,...,T selon (3.18)
T. 3.1: Me´thode du repre´sentant pour le mode`le line´aire
3.2.2 Cas du mode`le non line´aire
La me´thode du repre´sentant est une me´thode efficace dans le cas du mode`le line´aire. Pour un
mode`le non line´aire, les e´quations d’Euler-Lagrange obtenues forment un syste`me dont l’e´quation
“forward” de l’e´tat est non line´aire. La re´solution des e´quations d’Euler-Lagrange devient de´licate.
Pourtant, la me´thode du repre´sentant est aussi applicable pour approcher le minimum sur un
mode`le non line´aire dans deux cas
– Si le mode`le non line´aire peut eˆtre e´crit sous la forme d’une se´quence convergente d’ite´rations
line´aires. On de´finit alors une se´quence convergente d’e´quations “forward” line´aires et on
utilise la me´thode du repre´sentant pour re´soudre chaque ite´ration de manie`re exacte. Cette
approximation est pre´sente´e par Bennett dans [1].
– Si le minimum de la fonction couˆt n’est pas trop e´loigne´ de la solution de re´fe´rence de´finie
dans (3.14). C’est a` dire que le mode`le dynamique doit avoir une erreur faible et que les
observations soient proches de la solution de re´fe´rence. Dans ce cas, on peut line´ariser les
e´quations d’Euler-Lagrange autour la solution de re´fe´rence pour approcher le minimum de
la fonction couˆt. Cette me´thode est introduite par Uboldi et Kamachi dans [41].
Dans le cas ge´ne´ral, le proble`me peut aussi eˆtre re´solu en utilisant la descente du gradient par
exemple, ou d’autres algorithmes d’optimisation [14]. Une bonne synthe`se de ces me´thodes peut
eˆtre trouve´e dans [18].
3.3 Matrice de covariance de l’erreur d’estimation
Dans l’interpolation statistique, la matrice de covariance de l’erreur de l’estimateur BLUE est
donne´e par
Pak = (I − K∗kHk)P fk ,











28 CHAPITRE 3. ASSIMILATION VARIATIONNELLE DE DONNE´ES
Pour les me´thodes variationnelles, la matrice de covariance de l’erreur d’estimation d’une
trajectoire de l’e´tat dans l’intervalle d’assimilation, note´e par Pa est de´termine´e par l’inverse de la





Une de´monstration est donne´e dans [3].
3.4 Commentaires
Les me´thodes variationnelles sont tre`s utilise´es dans les grands centres de me´te´orologie.
Comme elles prennent en compte toutes les observations dans l’intervalle d’assimilation et four-
nissent l’estimation de la trajectoire de l’e´tat dans l’intervalle d’assimilation, elles permettent
aussi de re´soudre les proble`mes de lissage et de pre´diction.
Sous certaines hypothe`ses, les me´thodes variationnelles donnent des solutions e´quivalentes
aux autres me´thodes. La me´thode 3D-Var donne une solution e´quivalente a` l’estimateur BLUE
sans e´valuer le gain optimal Kk qui requiert des calculs couˆteux. Dans le cas ou` les erreurs sont
suppose´es suivre des lois gaussiennes, l’argmin de la fonction de couˆt correspond a` l’estimateur
du maximum de vraisemblance. On peut aussi montrer que la me´thode 4D-var donne une estima-
tion e´quivalente avec celle du filtre de Kalman a` l’instant final de l’intervalle d’assimilation [3].
Les me´thodes variationnelles ont aussi certains inconve´nients. Si la fonction du mode`le et
l’ope´rateur d’observation sont non line´aires, la fonction couˆt a une forme complexe et posse`de des
minima locaux. Les me´thodes variationnelles re´solvent ce proble`me en utilisation la line´arisation
pour e´crire la fonction couˆt sous forme quadratique. Ceci peut entraıˆner des erreurs ou une di-
vergence inattendue. En plus, la line´arisation demande une e´criture des gradients ce qui peut eˆtre
difficile a` cause de la grande dimension de l’e´tat et de la complexite´ de l’e´quation du mode`le dyna-
mique. Meˆme dans le cas d’un mode`le line´aire, la me´thode du repre´sentant, ainsi que la me´thode
4D-var ne´cessitent de´ja` des calculs assez couˆteux, parce qu’il faut e´valuer en meˆme temps les
e´quations “forward” et “backward” dans l’intervalle d’assimilation.
Les me´thodes 3D-var et 4D-var reposent sur l’hypothe`se d’un mode`le parfait, graˆce a` cette
hypothe`se la dimension du proble`me d’optimisation est largement diminue´e. Pourtant, cette hy-
pothe`se est rarement satisfaite en pratique.
Un autre inconve´nient des me´thodes variationnelles est que, comme elles proposent les solu-
tions de´terministes a` partir du proble`me d’optimisation, on n’obtient pas des informations sur la
distribution de probabilite´ de l’e´tat.
Chapitre 4
Assimilation se´quentielle de donne´es
Dans ce chapitre nous pre´sentons les me´thodes d’assimilation se´quentielle de donne´es. L’es-
timation est calcule´e re´cursivement dans l’intervalle d’assimilation, en se basant sur l’estimation
baye´sienne de Xk sachant la suite d’observation Y1:k = {Y1, . . . ,YK}.
L’approche baye´sienne et le filtre baye´sien optimal sont pre´sente´s dans les sections 4.1 et 4.2.
Dans la section 4.3, le filtre de Kalman est pre´sente´ comme un cas particulier du filtre baye´sien
optimal pour des syste`mes line´aires et gaussiens. Pour des syste`mes non line´aires et (ou) non
gaussiens, le filtre particulaire est propose´ comme une approximation de type Monte Carlo du
filtre baye´sien optimal, et sera pre´sente´e dans la section 4.4. Dans la section 4.5, nous pre´sentons
les extensions du filtre de Kalman pour des syste`mes non line´aires et gaussiens comme le filtre de
Kalman e´tendu et le filtre de Kalman d’ensemble.
4.1 Approche baye´sienne
L’approche baye´sienne calcule la loi conditionnelle de la variable ale´atoire Xk sachant les
observations Y1:k. On la note
µak(dxk) = P[Xk ∈ dxk|Y1:k].




k (dxk) = P[Xk ∈ dxk|Y1:k−1].
Supposons que µ fk et µ
a
k admettent des densite´s de probabilite´ note´es respectivement p(xk|y1:k−1)
et p(xk|y1:k).
L’estimateur baye´sien de Xk sachant Y1:k est ainsi la moyenne conditionnelle
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4.2 Filtre baye´sien optimal
4.2.1 Les e´quations
Le filtre baye´sien optimal calcule la densite´ de probabilite´ p(xk|y1:k) de fac¸on re´cursive.
Supposons que, a` l’instant k − 1, p(xk−1|y1:k−1) est disponible. Alors p(xk|y1:k) est calcule´e a`
travers deux e´tapes




p(xk|xk−1) p(xk−1|y1:k−1) dxk−1, (4.1)
ou` p(xk|xk−1) est la densite´ de transition de la chaıˆne de Markov {Xk} de´finie dans le chapitre
1.
• E´tape de correction : l’observation Yk = yk est prise en compte pour corriger la densite´ a
priori graˆce a` la formule de Bayes
p(xk|y1:k) = p(yk|xk) p(xk|y1:k−1)p(yk|y1:k−1) , (4.2)
ou` p(yk|xk) est la densite´ d’e´mission de´finie dans le chapitre 1, et le de´nominateur est une




Ce sche´ma de re´currence est initialise´ avec p(x0), la densite´ de probabilite´ de l’e´tat initial X0
qui est suppose´e connue.
4.2.2 Commentaires
• L’estimation baye´sienne, ou la moyenne conditionnelle
mak = E [Xk|Y1:k]
est l’estimateur du minimum de variance parmi tous les estimateurs de Xk sachant Y1:K .
C’est-a`-dire que, si X̂k est un estimateur quelconque de Xk sachant les observations Y1:k,
alors nous avons
E [|X̂k − Xk|2] ≥ E [|mak − Xk|2]
(voir [25] par exemple pour la de´monstration).
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• (4.1 - 4.2) forment les e´quations du filtre baye´sien optimal. Elles sont faciles a` e´crire, mais il
est en ge´ne´ral impossible de les re´soudre, sauf dans le cas particulier des syste`mes line´aires
gaussiens, ou` elles se rame`nent aux e´quations connues du filtre de Kalman, ou dans le
cas d’un espace d’e´tat de dimension fini ou` la distribution conditionnelle est calcule´e par
l’e´quation “forward” de Baum. Dans le cas des syste`mes non line´aires et(ou) non gaus-
siens, on a recours a` des approximations nume´riques de type Monte Carlo, appele´es filtres
particulaires.
4.3 Filtre de Kalman
Supposons que les hypothe`ses suivantes soient satisfaites
• L’e´tat initial suit une loi gaussienne, c’est-a`-dire que µ0(dx0) = N(Ψ0,Q0).
• Wk suit une loi gaussienne, c’est-a`-dire que pWk (dw) = N(0,Qk).
• Vk suit une loi gaussienne, c’est-a`-dire que pVk (dv) = N(0,Rk).
• fk(Xk−1) est une fonction line´aire de Xk−1.
• hk(Xk) est un ope´rateur line´aire de Xk.
Le syste`me dynamique (1.2 - 1.3) devient un syste`me line´aire gaussien de la forme
Xk = Fk Xk−1 +Wk,
Yk = Hk Xk + Vk,
ou` Fk et Hk sont les matrices de dimensionsm×m et d×m respectivement, de´signent les ope´rateurs
line´aires.
Proposition 4.3.1. Pour tout k = 1, . . . ,K, si p(xk−1|y1:k−1) est une densite´ gaussienne de moyenne
mak−1 et de covariance P
a
k−1, alors
• p(xk|y1:k−1) est une densite´ gaussienne de moyenne et de covariance
m fk = Fkm
a
k−1, (4.3)




k + Qk, (4.4)
• p(xk|y1:k) est une densite´ gaussienne de moyenne et de covariance
mak = m
f
k + Kk(yk − Hkm fk ), (4.5)
Pak = (I − KkHk)P fk , (4.6)









−1, est appele´ gain de Kalman.
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La de´monstration de Proposition 4.3.1 est de´taille´e dans [25].
Remarque 4.3.1. Les matrices de covariance P fk et P
a
k sont par de´finition
P fk = E [(Xk − m fk )(Xk − m fk )∗|Y1:k−1] et Pak = E [(Xk − mak)(Xk − mak)∗|Y1:k].
Cependant, ces matrices de covariance ne de´pendent pas des observations Y1:k (voir [25] Re-
marque 1.6), nous pouvons donc e´crire
P fk = E [(Xk − m fk )(Xk − m fk )∗] et Pak = E [(Xk − mak)(Xk − mak)∗].
Commentaires
• (4.3-4.4-4.5-4.6) forment les e´quations du filtre de Kalman. Elles de´crivent l’e´volution de
la moyenne et de la covariance des distributions gaussiennes µk|k−1 et µk respectivement
(dans le cadre gaussien, il suffit d’e´valuer la moyenne et la covariance pour caracte´riser
comple`tement les distributions de Xk|Y1:K−1 et de Xk|Y1:K).
• Dans le cas ou` la dimension du vecteur d’e´tat est grande (m = 105 pour les mode`les phy-
siques de l’oce´an par exemple), la mise en oeuvre nume´rique du filtre de Kalman peut eˆtre
impossible. En effet, P fk et P
a
k sont des matrices de grande dimensionm×m, pour les stocker
et les e´valuer, il faut avoir un ordinateur e´quipe´ d’une me´moire importante. En plus, pour
calculer le gain de Kalman Kk, il est ne´cessaire effectuer les produits de grandes matrices,
cela est encore une fois presque impossible.
• Conside´rons l’estimateur BLUE du syste`me line´aire gaussien avec la pre´diction X fk choisie
comme suit






k−1 = E [Xk−1|Y1:k−1].
Xak−1 est un estimateur non biaise´ de Xk−1 et le mode`le dynamique est non biaise´, X
f
k est
donc un estimateur non biaise´ de Xk. L’estimateur BLUE avec la covariance de l’erreur
d’estimation sont alors calcule´s respectivement par
Xak = X
f
k + Kk(Yk − HkX fk )
Pak = (I − K∗kHk)P fk
ou` Kk est le gain optimal. Alors, l’estimateur BLUE Xak est aussi la moyenne conditionnelle
mak , la covariance P
a
k est la covariance conditionnelle et le gain optimal est le gain de Kal-
man, qui sont de´finis dans (4.3-4.4-4.5-4.6) pour le filtre de Kalman. Autrement dit, dans le
cas line´aire gaussien, l’estimateur baye´sien est aussi l’estimateur BLUE.
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4.4 Filtre particulaire
Le filtre particulaire est une approximation de Monte Carlo du filtre baye´sien optimal.
Conside´rons le syste`me dynamique suivant
Xk = fk(Xk−1) +Wk, (4.7)
Yk = hk(Xk) + Vk, (4.8)
ou` fk et hk sont des fonctions pas ne´cessairement line´aires,Wk et Vk sont les erreurs du mode`le et
de l’observation respectivement, pas ne´cessairement gaussiennes. La loi initiale n’est pas ne´cessairement
gaussienne. Mais supposons que les hypothe`ses suivantes soient satisfaites
• Il est facile de simuler un vecteur ale´atoire selon la loi µ0(dx0) de X0.
• Il est facile de simuler un vecteur ale´atoire selon la loi pWk (dw) de Wk.
• Il est facile d’e´valuer la densite´ pVk (v) de Vk pour tout v ∈ Rd.
L’ide´e du filtre particulaire est d’approcher la distribution µak par la distribution empirique
ponde´re´e µNk d’un ensemble des particules X
1
k , . . . , X
N
k muni des poids d’importance ω
1











ωik = 1, (4.9)
Les poids ωik sont choisis en utilisant le principe d’e´chantillonnage d’importance : si les X
i
0:k





Si la densite´ d’importance q(x0:k|y1:k) est choisie telle que
q(x0:k|y1:k) = q(xk|xk − 1, yk) q(x0:k−1|y1:k−1),





On obtient ainsi l’algorithme SIS (Sequential Importance Sampling) ou` les particules sont
soumises a` un me´canisme d’e´volution en deux e´tapes :
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• Etape de pre´diction : les particules explorent l’espace d’e´tat de fac¸on inde´pendante selon la
densite´ d’importance q(xk|xik−1, yk).
Xik ∼ q(xk|xik−1, yk).
• E´tape de se´lection : lorsqu’une observation est disponible, on affecte a` chaque particule un
poids d’importance selon (4.10). La distribution µk est approche´e par (4.9) et la moyenne
conditionnelle est approche´e par






Phe´nome`ne de de´ge´ne´rescence des poids
Un proble`me lie´ a` l’algorithme SIS est le phe´nome`ne de de´ge´ne´rescence des poids, ou` apre`s
quelques ite´rations, la plupart des particules peuvent eˆtre e´loigne´es de l’observation et sont donc
couple´es a` des poids ne´gligeables. Cela a e´te´ montre´ expe´rimentalement par Van Leeuwen et
Evensen dans [42], ou` ils ont aussi indique´ que pour controˆler la de´ge´ne´rescence des poids il faut
utiliser un grand nombre de particules (104). Doucet [12] a montre´ the´oriquement que, si la den-
site´ d’importance est mal choisie, apre`s quelques ite´rations, la variance des poids d’importance ne
peut qu’augmenter.
Deux solutions ont e´te´ propose´es [35]
• Redistribuer les particules : une estimation de la mesure de de´ge´ne´rescence des poids est
propose´e






Quand Ne f f est infe´rieur a` un seuil NT choisi, c’est-a`-dire qu’une de´ge´ne´rescence signifi-
cative est observe´e, les particules sont redistribue´es de fac¸on a` e´liminer les particules dont
les poids sont faibles et a` dupliquer les particules dont les poids sont importants. Les algo-
rithmes de redistribution des particules sont nombreux (voir par exemple dans [24], [35]).
• Choisir une densite´ d’importance optimale : q(xk|xik−1, yk) est choisie telle que la variance
des poids d’importance soit minimale. Doucet [12] a montre´ que
q(xk|xik−1, yk)opt = p(xk|xik−1, yk).
Pourtant, il est impossible d’e´valuer cette densite´ d’importance optimale dans le cas ge´ne´ral.
Cependant, on sait l’e´crire dans le cas ou` Xk est a` valeurs dans un espace fini, et dans le
cas ou` les erreurs du mode`le et d’observation sont de loi gaussienne et ou` la fonction d’ob-
servation est line´aire (mais la fonction du mode`le peut eˆtre non line´aire). Dans le cas du
mode`le gaussien, la densite´ d’importance est aussi gaussienne [35].
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Initialisation : pour i = 1, . . . ,N




A tout instant k ≥ 1
Pre´diction : pour i = 1, . . . ,N
- ge´ne´rer W ik ∼ pWk (dw)





Se´lection : pour i = 1, . . . ,N
- calculer ωik ∝ ωik−1 qVk (yk − hk(X f ,ik )).
Si Ne f f < NT , alors pour i = 1, . . . ,N









T. 4.1: Algorithme bootstrap
Nous allons pre´senter ensuite les deux algorithmes les plus utilise´s dans la pratique : l’algo-
rithme bootstrap et l’algorithme SIR optimal (sera appele´ ici algorithme SIR pour simplification).
4.4.1 Algorithme bootstrap
Si on choisit la densite´ d’importance
q(xk|xk − 1, yk) = p(xk|xk−1),
c’est a` dire que dans l’e´tape de pre´diction, les particules explorent l’espace d’e´tat selon l’e´quation
du mode`le (1.2), sans tenir compte de l’observation a` cet instant.
Dans l’e´tape de correction, de (4.10), les poids d’importance sont calcule´s par
ωik ∝ ωik−1 p(yk|xik).
Quand une de´ge´ne´rescence des poids est observe´e, une redistribution des particules est ef-
fectue´e et les poids des nouvelles particules sont remis a` 1/N. L’algorithme bootstrap est de´taille´
dans la table 4.1.
Commentaires
• Ce choix de densite´ d’importance est tre`s commun a` cause de sa facilite´ d’imple´mentation,
car il suffit dans l’e´tape de pre´diction propager les particules selon le mode`le dynamique.
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Initialisation : pour i = 1, . . . ,N




A tout instant k ≥ 1
Pre´diction : pour i = 1, . . . ,N











- ge´ne´rer x f ,ik ∼ N(mik,Σk)
Se´lection : pour i = 1, . . . ,N
- calculer ωik ∝ ωik−1p(yk|xik−1)
Si Ne f f < NT , alors pour i = 1, . . . ,N









T. 4.2: Algorithme SIR
4.4.2 Algorithme SIR optimal
L’algorithme SIR, plus pre´cise´ment l’algorithme SIR optimal (Optimal sequential importance
resampling), est e´crit pour les mode`les dont les bruits sont gaussiens et l’ope´rateur d’observa-
tion est line´aire, ou` la densite´ d’importance optimale p(xk|xk−1, yk) est bien de´termine´e. En effet,
conside´rons le syste`me dynamique (4.7 - 4.8)
Xk = fk(Xk−1) +Wk,
Yk = Hk Xk + Vk,
ou`Wk et Vk sont les bruits blancs gaussiens de covariance Qk et Rk respectivement, et l’ope´rateur
d’observation Hk est line´aire. Nous avons, d’apre`s la formule de Bayes
p(xk|xk−1, yk) = p(yk|xk) p(xk|xk−1)p(yk|xk−1) .
Si les bruits sont gaussiens, il est clair que les densite´s dans la fraction ci-dessus sont toutes
gaussiennes, la densite´ d’importance optimale p(xk|xk−1, yk) est donc gaussienne, avec la moyenne
mk et la covariance Σk [35] :
mk = fk(Xk−1) + Lk (yk − Hk fk(Xk−1)) (4.11)
Σk = (I − LkHk) Qk (4.12)
avec
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Dans l’e´tape de pre´diction, les particules sont simule´es selon la densite´ d’importance p(xk|xk−1, yk).
On propage les particules en tenant compte non seulement du mode`le dynamique mais aussi de
l’observation disponible a` cet instant.
Dans l’e´tape de correction, selon l’e´quation (4.10), les poids d’importance sont calcule´s par
ωik ∝ ωik−1 p(yk|xik−1)
ou` p(yk|xik−1) est une densite´ gaussienne de moyenne Hk fk(Xk−1) et de covariance (HQkH∗ + Rk).
Quand une de´ge´ne´rescence des poids est observe´e, une redistribution des particules est ef-
fectue´e et les poids des nouvelles particules sont remis a` 1/N. L’algorithme SIR est de´taille´ dans
Tableau 4.2.
4.4.3 La convergence du filtre particulaire
La convergence du filtre particulaire a e´te´ e´tudie´e de fac¸on tre`s de´taille´e par Del Moral [9], et
une pre´sentation plus accessible est donne´e par Crisan et Doucet dans [4] et [5]. Des estimations
d’erreur uniformes en temps ont e´te´ obtenues par Del Moral et Guionnet dans [10] et par Legland
et Oudjane dans [26]. Ces re´sultats portent sur la convergence de la mesure empirique µNk du filtre
particulaire vers la mesure the´orique µak du filtre baye´sien optimal, sous les diffe´rentes hypothe`ses.
Avant de pre´senter ces re´sultats de convergence, nous introduisons les notations suivantes
• Le noyau de transition de la chaıˆne de Markov {Xk}, note´ K(dxk|xk−1), est de´fini par
K(dxk|xk−1) = P[Xk ∈ dxk|Xk−1 = xk−1]
Le noyau K est dit Feller s’il ve´rifie que, pour toute fonction ϕ continue borne´e de´finie sur
Rm, Kϕ est aussi une fonction continue borne´e











• Soit P(Rm) l’ensemble des mesures de probabilite´s sur l’espace euclidien Rm, sur lequel on
de´finit une topologie faible. DansP(Rm), une se´quence de mesures de probabilite´ {µN}N=1:∞
converge (faiblement) vers la mesure µ si, pour toute fonction ϕ ∈ Cb(Rm)
lim
N→∞(µ
N , ϕ) = (µ, ϕ),
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Re´sultats de Crisan et Doucet [5]
La convergence de la mesure empirique µNk vers la mesure the´orique µk est e´tudie´e en deux
sens : convergence presque suˆre et convergence en moyenne quadratique.
The´ore`me 4.4.1 (Convergence presque suˆre). Si le noyau de transition K est Feller et si la densite´




k , ϕ) = (µ
a
k , ϕ),
pour toute ϕ ∈ Cb(Rm).
The´ore`me 4.4.2 (Convergence en moyenne quadratique). Si p(yk|.) est borne´e, alors pour tout
k = 1, . . . ,K, il existe une constante ck inde´pendante de N telle que, pour toute ϕ ∈ Cb(Rm)




ou` l’espe´rance est prise sur des re´alisations de l’algorithme des filtres.
(Voir [4] et [5] pour les de´monstrations.)
Ces re´sultats de convergence sont vrais pour la classe des fonctions-tests ϕ borne´es. Une
restriction est qu’ils n’entraıˆnent pas la convergence des moments empiriques (notamment de la
moyenne et de la covariance empirique) des particules vers les moments the´oriques de la variable
ale´atoire conditionnelle (Xk|Y1:K). Un re´sultat de convergence pour la classe des fonctions-tests
non borne´es, notamment de convergence de la moyenne empirique mN,ak vers la moyenne condi-
tionnelle mak a e´te´ montre´e par Hu et al. [21] en 2007.
Dans la convergence en moyenne quadratique, le coefficient ck de´pend du temps k et peut
augmenter dans le temps a` une vitesse exponentielle (voir [11] - Partie III, chapitre 4). Avec ce
re´sultat de convergence, pour assurer une bonne estimation au temps k, il faut alors augmenter a`
une vitesse exponentielle le nombre de particules dans le temps, ceci entraıˆne alors des simula-
tions et des calculs couˆteux.
Les deux re´sultats suivants donnent une convergence uniforme de la mesure empirique vers
la mesure the´orique, ou` le coefficient ck ne de´pend pas du temps k, en ajoutant une hypothe`se
de me´lange qui porte sur le noyau de transition du mode`le dynamique. Pourtant, en pratique, les
hypothe`ses de la convergence uniforme ne sont pas satisfaites dans de nombreux cas importants.
Re´sultat de Del Moral et Guionnet [10]
Ce re´sultat est base´e sur l’hypothe`se que le noyau de transition de la chaıˆne de Markov cache´e
{Xk} est me´langeant, qui implique que {Xk} est ergodique. Dans ce cas nous avons
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The´ore`me 4.4.3. Il existe une constante c inde´pendante de k telle que, pour tout k ≥ 0 et pour
toute ϕ ∈ Cb(Rm)




ou` 0 < α ≤ 1.
Re´sultat de Le Gland et Oudjane [26]
Le re´sultat de Le Gland et Oudjane est base´ sur une hypothe`se plus ge´ne´rale que celle de
Del Moral et Guionnet. Au lieu de conside´rer le noyau de transition K(dxk|xk−1), on conside`re le
noyau
R(dxk|xk−1) , p(yk|xk)K(dxk|xk−1).
et on suppose qu’il existe  et une mesure positive λ tels que
λ(dxk) ≤ R(dxk|xk−1) ≤ −1λ(dxk),
pour tout xk−1 ∈ Rm, et que
supxk∈Rm p(yk|xk)
infµ∈P(Rm)(µK, p(yk|.)) < ρ < ∞.
Nous avons alors





• Les filtres particulaires s’appliquent a` des syste`mes ge´ne´raux. Ils ne requie`rent pas la line´arite´
de l’e´quation d’e´tat, ni de l’ope´rateur d’observation, et les bruits ne sont pas ne´cessairement
gaussiens. La line´arisation du syste`me n’est pas non plus ne´cessaire.
• Les filtres particulaires sont des approximations du type Monte Carlo du filtre baye´sien op-
timal dont la convergence vers le filtre baye´sien optimal, quand le nombre de particules tend
vers l’infini, a e´te´ montre´ the´oriquement dans la litte´rature. La moyenne empirique des par-
ticules, sous certaines hypothe`ses, converge vers la moyenne conditionnelle de (Xk|Y1:K),
qui est l’estimateur du minimum de variance parmi tous les estimateurs de Xk, d’apre`s le
re´sultat de Hu et al. [21].
• Dans tous les re´sultats de convergence, la vitesse de convergence est 1/√N, et le coefficient
ck dans la convergence en moyenne quadratique ne de´pend pas du nombre N de particules.
• En utilisant le filtre particulaire, avec un nombre de particules suffisamment grand, on peut
conside´rer qu’on obtient une bonne estimation de la distribution de l’e´tat sachant des ob-
servations. Cette estimation peut e´ventuellement servir de re´fe´rence.
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• L’inconve´nient principal du filtre particulaire est qu’il faut simuler un assez grand nombre
de particules, pour e´viter le phe´nome`ne de de´ge´ne´rescence des poids et pour assurer aussi
la convergence de l’estimateur dans le cas ge´ne´ral, d’apre`s le re´sultat de convergence de
Crisan et Doucet [4].
4.5 Les extensions du filtre de Kalman
4.5.1 Filtre de Kalman e´tendu
Le filtre de Kalman e´tendu est de´crit dans Jazwinski [22], pour les syste`mes non line´aires avec
des bruits gaussiens de la forme
Xk = fk(Xk−1) +Wk, (4.13)
Yk = hk(Xk) + Vk, (4.14)
ou` fk et hk sont les fonctions pas ne´cessairement line´aires mais de´rivables,Wk et Vk sont les bruits
blancs gaussiens, de covariances respectives Qk et Rk.
L’ide´e est de line´ariser la fonction fk autour d’un estimateur de Xk−1 et la fonction hk autour
d’un estimateur de Xk pour obtenir un syste`me line´aire gaussien. Les estimateurs utilise´s ici sont
l’estimateur corrige´ Xak−1 pour Xk−1 et l’estimateur pre´dit X
f
k pour Xk, c’est-a`-dire
fk(Xk−1) ≈ fk(Xak−1) + f ′k (Xak−1)(Xk−1 − Xak−1)
hk(Xk) ≈ hk(X fk ) + h′k(X fk )(Xk − X fk ).
Le syste`me (4.13 - 4.14) est alors approche´ par
Xk = Fk(Xk−1 − Xak−1) + fk(Xak−1) +Wk,
Yk = Hk(Xk − X fk ) + hk(X fk ) + Vk,
avec Fk = f ′k (X
a




k ). En appliquant le filtre de Kalman (4.3-4.4-4.5-4.6) a` ce
nouveau syste`me, on obtient le re´sultat suivant
m fk = fk(m
a
k−1),







k + Kk(yk − hk(m fk )),
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Commentaires
• Quand le syste`me est non line´aire, les densite´s a priori et a posteriori ne sont pas gaus-
siennes. Alors, les solutions obtenues par le filtre de Kalman e´tendu ne sont plus optimales,
comme on l’a connu, la moyenne conditionnelle est un estimateur optimal, au sens de l’er-
reur en moyenne quadratique minimale, seulement dans le cadre du mode`le line´aire gaus-
sien.
• Parce que les densite´s a priori et a posteriori ne sont pas gaussiennes, alors les deux premiers
moments (moyenne et covariance) calcule´s ne permettent pas de caracte´riser comple`tement
la distribution de filtrage.
• Evensen dans une application du filtre de Kalman e´tendu sur un mode`le simulant la circula-
tion de l’oce´an [13], a identifie´ que : quand le syste`me entre dans un re´gime instable (cas ou`
la fonction fk est fortement non line´aire), il y a un accroissement non borne´ de la covariance
des estimateurs. Miller et al. [30] ont aussi montre´ une mauvaise performance du filtre de
Kalman e´tendu sur le mode`le de Lorenz quand les observations sont trop clairseme´es ou
ont des bruits trop forts. Le filtre donne alors les re´sultats divergents dus a` la line´arisation
des fonctions du syste`me.
• Un autre inconve´nient du filtre de Kalman e´tendu, qui est aussi celui du filtre de Kalman,
est que la mise en oeuvre nume´rique est impossible dans le cas de vecteurs d’e´tat de grande
dimension, car il faut toujours e´valuer le gain de Kalman qui a une forme de produit de
matrices de grande taille.
4.5.2 Filtre de Kalman d’ensemble
Le filtre de Kalman d’ensemble a e´te´ propose´ par Geir Evensen en 1994 [15] pour re´soudre
le proble`me de calcul du filtre de Kalman dans le cas du syste`me line´aire gaussien. Il a e´te´ en-
suite e´tendu pour le mode`le non line´aire gaussien, ou` sa performance remarquable par rapport aux
autres me´thodes a e´te´ montre´e par des expe´rimentations. En posse´dant des formulations simples
et une imple´mentation facile, l’EnKF est maintenant utilise´ largement dans la communaute´ de
l’oce´anographie et de la me´te´orologie (voir par exemple [18]).
L’EnKF est base´ sur un syste`me non line´aire, il ne requie`re pas la line´arite´ du mode`le, mais il
requie`re la line´arite´ de l’ope´rateur d’observation pour former les formulations. Pourtant, d’apre`s
Evensen, on peut aussi utiliser l’EnKF pour un syste`me dont l’ope´rateur d’observation est non
line´aire, sans utiliser la line´arisation comme les autres me´thodes d’assimilation de donne´es (voir
Section 6.2 du rapport pour de plus amples de´tails).
L’EnKF est propose´ initialement comme une approximation du filtre de Kalman dans le cas
du mode`le line´aire gaussien, ou` il utilise un ensemble d’e´le´ments dont il construit des estimations
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empiriques. Pourtant il n’existe pas a` notre connaissance d’e´tude comple`te sur la convergence de
l’EnKF vers le filtre de Kalman. Nous pouvons faire la meˆme remarque pour le cas non line´aire :
est-ce que le filtre de Kalman d’ensemble converge vers le filtre baye´sien optimal comme le filtre
particulaire ? Une e´tude the´orique et expe´rimentale sur les proprie´te´s du filtre de Kalman d’en-
semble sera pre´sente´e dans la partie 2.
Conclusions
Nous avons pre´sente´ dans cette partie les principales me´thodes d’assimilation de donne´es
base´es sur un syste`me discret. On peut les classer en trois familles : l’interpolation classique, l’as-
similation de donne´es variationnelle et l’assimilation de donne´es se´quentielle.
L’interpolation classique appartient a` une classe de me´thodes simples. Cependant elle ne peut
pas eˆtre utilise´e en pratique en grande dimension a` cause du couˆt de calcul.
Les me´thodes variationnelles sont pre´fe´re´es dans ce cas, car dans l’intervalle d’assimilation,
elles peuvent estimer en une fois l’e´tat en temps et en espace en re´solvant le proble`me d’optimi-
sation. Pourtant, les me´thodes variationnelles requie`rent des e´critures et des calculs complexes.
En plus, comme la solution est de´terministe, on n’obtient pas d’information sur la distribution de
probabilite´ de l’e´tat.
Les me´thodes se´quentielles relevant de l’estimateur baye´sien nous permettent d’avoir une
infe´rence comple`te sur la distribution de probabilite´ de l’e´tat. La solution optimale peut eˆtre e´crite
dans le cas ge´ne´ral sous forme analytique. Mais on ne peut pas la calculer nume´riquement, sauf
dans le cas line´aire gaussien ou` elle se rame`ne aux e´quations du filtre de Kalman. Dans le cas
ge´ne´ral, la solution est approche´e par les estimateurs du type Monte Carlo (filtre particulaire).
L’estimateur du filtre de Kalman dans le cas du mode`le line´aire gaussien n’est autre que l’es-
timateur de l’interpolation classique. Le couˆt de calcul en pratique duˆ a` la grande dimension est
toujours le grand proble`me, car il faut toujours e´valuer le gain de Kalman. Les estimateurs du type
Monte Carlo dans le cas ge´ne´ral sont plus appre´cie´s. La mise en oeuvre du filtre particulaire est
assez simple, et la convergence de son estimateur vers l’estimateur optimal a e´te´ montre´e. L’in-
conve´nient du filtre particulaire est qu’il faut utiliser un grand nombre de particules pour e´viter le
phe´nome`ne de de´ge´ne´rescence de poids des particules et pour assurer la convergence de l’estima-
teur. Cela demande aussi des calculs couˆteux en grande dimension.
Le filtre de Kalman d’ensemble a e´te´ propose´ initialement comme une approximation du filtre
de Kalman, ensuite il a e´te´ e´tendu au cas du mode`le non line´aire gaussien. Son me´canisme est
intuitivement semblable a` celui du filtre particulaire : on fait e´voluer un ensemble d’e´le´ments et
des estimateurs empiriques sont calcule´s a` partir de ces e´le´ments. L’inte´reˆt de l’EnKF est qu’il es-
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time bien l’e´tat en utilisant un nombre de particules assez faible par rapport au filtre particulaire.
En plus il donne aussi de bons re´sultats par rapport aux autres me´thodes comme les me´thodes
variationnelles en grande dimension, graˆce a` son me´canisme de calcul. Pourtant ces conclusions
sont tire´s seulement a` partir des expe´rimentations, il existe peu de recherche the´orique sur les
proprie´te´s asymptotiques du filtre de Kalman d’ensemble.
Nous proposons ainsi une e´tude sur les proprie´te´s asymptotiques du filtre de Kalman d’en-
semble dans la partie 2.
Deuxie`me partie






Dans ce chapitre nous pre´sentons d’abord l’algorithme du filtre de Kalman d’ensemble. En-
suite, la motivation d’utilisation de l’EnKF en pratique sera pre´cise´e. Enfin nous pre´sentons nos
objectifs d’e´tudes pour les chapitres qui suivent.
5.1 L’algorithme du filtre de Kalman d’ensemble
Conside´rons le syste`me non line´aire gaussien
Xk = fk(Xk−1) +Wk, (5.1)
Yk = HkXk + Vk, (5.2)
ou` Wk et Vk sont des bruits blancs gaussiens, de covariances respectives Qk et Rk. L’ope´rateur
d’observation Hk est line´aire et la fonction fk n’est pas ne´cessairement line´aire. La loi initiale
µ0(dx0) n’est pas ne´cessairement gaussienne.
L’EnKF estime l’e´tat Xk en utilisant un ensemble de N e´le´ments X
a,1
k , . . . , X
a,N
k . Dans l’inter-
valle d’assimilation [0,K], les estimations sont calcule´es d’une manie`re re´cursive :
– A l’instant 0 : on simule N e´le´ments selon la distribution initiale
Xa,10 , · · · , Xa,N0 ∼ µ0(dx0).
– A l’instant k ≥ 1 : pour tout i = 1, · · · ,N,
• pre´diction : les e´le´ments explorent l’espace d’e´tat selon l’e´quation du mode`le dynamique,
comme dans le filtre de Kalman mais avec des bruits ajoute´s a` l’e´quation et on applique
cette proce´dure pour chaque e´le´ment,






k ∼ N(0,Qk). (5.3)
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Initialisation : pour i = 1, . . . ,N
- ge´ne´rer xa,i0 ∼ N(0, P0).
A tout instant k ≥ 1
Pre´diction - pour i = 1, . . . ,N
- ge´ne´rer wik ∼ N(0,Qk)














k − mNk )(x f ,ik − mNk )T ]
Correction - pour i = 1, . . . ,N

























k + Kk[yk − Hkx f ,ik + vik].
T. 5.1: Algorithme EnKF












(X f ,ik − mNk )(X f ,ik − mNk )∗. (5.4)
• correction : quand l’observation yk est disponible, chaque e´le´ment est corrige´ inde´pendamment






k )(yk − HkX f ,ik + V ik), (5.5)
mais avec le gain de Kalman empirique de´fini par
























L’espe´rance de Xk|Y1:K est estime´e par la moyenne empirique des e´le´ments d’ensemble
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et la distribution est approche´e par la mesure empirique des e´le´ments







L’algorithme du filtre EnKF est pre´sente´ dans la table 5.1
Remarque 5.1.1. On peut formuler le filtre SIR selon une e´criture similaire a` celle du filtre de
Kalman et de l’EnKF. En effet, dans le premier pas de l’e´tape de pre´diction, on peut laisser les
particules explorer l’espace d’e´tat selon l’e´quation du mode`le (1.2) et on les note par X f ,ik







Dans le second pas de l’e´tape de pre´diction, ces particules sont propage´es selon l’e´quation sui-
vante et note´s Xa,ik
Xa,ik = X
f ,i
k + Kk(Qk) (yk − HkX f ,ik + V ik) ou` V ik ∼ N(0,Rk),
et le gain de Kalman de´fini par









k + Kk(Qk) (yk − Hk ( fk(Xa,ik−1) +W ik) + V ik)
= (I − Kk(Qk)Hk) fk(Xa,ik−1) + Kk(Qk) yk + (I − Kk(Qk)Hk )W ik + Kk(Qk) V ik.
Alors, en sachant Xa,ik−1 et Yk, les particules X
a,i
k sont i.i.d d’une loi gaussienne de moyenne
mk = (I − Kk(Qk)Hk) fk(Xa,ik−1) + Kk(Qk) yk,
et de covariance
Σk = (I − Kk(Qk)Hk) Qk (I − Kk(Qk)Hk)∗ + Kk(Qk) Rk (Kk(Qk))∗ = Qk − Kk(Qk) HkQk.
En utilisant le formule de Sherman-Morrison-Woodbury (voir annexe A), on peut montrer que
cette moyenne et cette covariance sont e´gales respectivement a` la moyenne et a` la covariance
donne´es dans (4.12-4.11). Alors, au lieu de simuler directement un ensemble des particules selon
la loi gaussienne dont la moyenne et la covariance donne´es par (4.12-4.11), on peut propager les
particules selon le sche´ma a` deux pas comme ci-dessus, qui est similaire aux e´quations du filtre
de Kalman, et aussi du filtre de Kalman d’ensemble qu’on verra plus loin. Une diffe´rence a` noter
est que pour finir le filtre SIR, il faut effectuer en plus une e´tape de correction (ponde´ration) ou`






(yk − Hk fk(Xa,ik−1))∗(HkQkH∗k + Rk)−1(yk − Hk fk(Xa,ik−1))}.
Quand une de´ge´ne´rescence des poids est observe´e, la redistribution des particules est ne´cessaire
et les poids des nouvelles particules sont remis a` 1/N.
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5.2 Motivation de l’utilisation du filtre de Kalman d’ensemble
Le filtre de Kalman d’ensemble posse`de une formulation simple et une imple´mentation facile.
Il re´sout les deux proble`mes lie´s au filtre de Kalman e´tendu : la divergence due a` la line´arisation de
la fonction du mode`le et de l’ope´rateur d’observation, et le couˆt d’e´valuation du gain de Kalman.
L’EnKF ne line´arise pas la fonction du mode`le, cela e´vite donc le proble`me de divergence
du filtre de Kalman e´tendu. Plus pre´cise´ment, dans le filtre de Kalman e´tendu, la covariance de
pre´diction P fk est approche´e en line´arisant la fonction fk du mode`le. Tandis que dans l’EnKF,
la densite´ de probabilite´ est repre´sente´e par l’ensemble des e´le´ments, la covariance P fk est donc
approche´e par la covariance empirique des e´le´ments. Quand le nombre d’e´le´ments N tend vers
l’infini, intuitivement, l’erreur d’approximation diminue a` la vitesse 1/
√
N. En propageant les
e´le´ments Xa,ik−1 repre´sentant la distribution de X
a
k−1 selon l’e´quation (5.3), avec les bruits ajoute´s
W ik simule´s selon la loi de Wk, les e´le´ments pre´dits X
f ,i
k obtenus repre´sentent la densite´ de proba-
bilite´ de l’estimation pre´dite X fk .
Pour le couˆt de calcul, conside´rons d’abord le cas du mode`le line´aire gaussien en remplac¸ant
la fonction non line´aire fk dans (5.1) par une fonction line´aire Fk. Supposons que la dimension m
du vecteur d’e´tat a` estimer est beaucoup plus grande que le nombre d’e´le´ments d’ensemble N et
que la dimension d de l’observation .
Dans le cas du mode`le line´aire gaussien, en supposant que la loi initiale µ0(dx0) est gaussienne,
la distribution de probabilite´ conditionnelle de l’e´tat cache´ Xk sachant les observations Y1:k =
(Y1, . . . ,Yk) est donc gaussienne, de moyenne et de covariance de´termine´es par les e´quations du
filtre de Kalman, rappele´es ici
• pre´diction












k + Kk(yk − HkX fk ) et Pak = (I − KkHk)P fk










Si m est grand, l’e´valuation des matrices de covariance P fk , P
a
k ainsi que celle du gain de
Kalman Kk est presque impossible. L’ide´e de l’EnKF est d’e´valuer la matrice de covariance empi-
rique d’un ensemble d’e´le´ments, qui est facile a` calculer, au lieu d’e´valuer la matrice de covariance
exacte en calculant les produits des matrices. Ici, la covariance P fk est remplace´e par la covariance
empirique PNk de´finie dans (5.4) et le gain de Kalman Kk est donc remplace´ par le gain de Kalman
empirique Kk(PNk ) de´fini dans (5.6).
Le proble`me de calcul est donc re´solu de la manie`re suivante : en pratique, la matrice de
covariance empirique PNk n’est jamais calcule´e ou stocke´e, meˆme pour e´valuer le gain de Kalman
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empirique qui est utilise´ pour calculer les e´le´ments Xa,ik . En effet, le gain de Kalman empirique est
de´fini par














k . Hk est un ope´rateur line´aire
de dimension d×m, H∗k est donc une matrice de d colonnes des vecteurs (h1, . . . , hd) de dimension
m. Pour e´valuer le produit PNk H
∗




 1N − 1
N∑
i=1







(X f ,ik − mNk )
[







(X f ,ik − mNk )
[
(X f ,ik − mNk )∗h1 . . . (X f ,ik − mNk )∗hd
]
.
Il suffit donc de stocker dans la me´moire de l’ordinateur N vecteurs (X f ,ik − mNk ), i = 1, . . . ,N,
et d vecteurs h1, . . . , hd de dimension m pour e´valuer le calcul.
Pour les mode`les non line´aires gaussiens, pour la meˆme raison, l’EnKF diminue le couˆt de
calcul par rapport a` celui du filtre de Kalman e´tendu.
Ope´rateur d’observation non line´aire
Les e´quations de l’EnKF sont base´es sur l’hypothe`se line´aire de l’ope´rateur d’observation
Hk. Pourtant, l’EnKF est aussi utilise´ pour les syste`mes dont l’ope´rateur d’observation est non
line´aire, sans utiliser la line´arisation, de la manie`re suivante [17] :
Conside´rons l’e´quation d’observation
Yk = hk(Xk) + Vk
ou` hk est une fonction non line´aire de Rm a` Rd. En notant,
ĥik = hk(X
f ,i













k ) (yk − hk(X f ,ik ) + V ik),
ou` le gain de Kalman empirique est calcule´, sans e´valuer la matrice de covariance empirique PNk ,
par
Kk(PNk ) =
 1N − 1
N∑
i=1
(X f ,ik − mNk )(̂hik)∗

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Avec ce sche´ma, l’EnKF est donc applicable pour les syste`mes dont l’ope´rateur d’observation est
non line´aire.
5.3 Objectifs
Il existe beaucoup d’e´tudes de simulation sur la performance de l’EnKF, mais il n’existe pas
une e´tude the´orique comple`te sur ses proprie´te´s asymptotiques, nous posons donc les objectifs
suivants a` e´tudier
• La convergence de l’EnKF vers le filtre de Kalman dans le cas line´aire gaussien quand le
nombre d’e´le´ments N tend vers l’infini.
• La convergence presque suˆre et la convergence dans Lp de la mesure empirique µa,Nk dans
le cas ge´ne´ral, vers une mesure the´orique qui sera pre´cise´e, quand le nombre d’e´le´ments N
tend vers l’infini.
Chapitre 6
Convergence du filtre de Kalman
d’ensemble
6.1 EnKF comme un syste`me d’e´le´ments en interaction de champ
moyen
Dans l’e´quation de pre´diction de l’EnKF





lesW ik sont inde´pendants et identiquement distribue´s (i.i.d.) selon la loi p
W
k (dw). En supposant que
les e´le´ments corrige´s a` l’instant k−1, Xa,ik−1, sont aussi i.i.d., les e´le´ments pre´dits X f ,ik sont alors i.i.d.





k )(yk − HkX f ,ik + V ik), (6.2)
ou` les V ik sont i.i.d. de loi p
W
k (dw), nous constatons que chaque e´le´ment X
a,i
k est calcule´ en fonction
de l’ensemble des e´le´ments pre´dits X f ,ik . Cette de´pendance est au sens en interaction de champ















(X f ,ik − mNk )(X f ,ik − mNk )∗ .
Intuitivement, quand le nombre d’e´le´ments N tend vers l’infini, la loi des grands nombres
donne la convergence de PNk vers une covariance de´terministe, et en reportant dans (6.2), on voit
que les Xa,ik sont alors i.i.d a` la limite. L’inde´pendance des e´le´ments X
a,i
k−1 a` l’instant k − 1 entraıˆne
donc l’inde´pendance des e´le´ments X f ,ik a` l’instant k, et la proce´dure peut eˆtre re´pe´te´e de manie`re
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re´cursive, sachant que les Xa,i0 a` l’instant initial sont i.i.d. de loi µ0(dx0).
Ce phe´nome`ne est connu comme la propagation de chaos [29, 38]. Pour e´tudier le comporte-
















l’ide´e [38] est de conside´rer un nouveau syste`me d’e´le´ments i.i.d., note´s par X¯ f ,ik et X¯
a,i
k , dont
l’e´volution est comme celle des e´le´ments de l’EnKF, mais on remplace la matrice de cova-
riance empirique PNk par la matrice de covariance exacte, note´e P¯k. C’est-a`-dire que : pour tout
i = 1, . . . ,N
– X¯a,i0 = X
a,i
0 .
– pour tout k ≥ 1







k + Kk(P¯k)(yk − HkX¯ f ,ik + V ik) (6.4)
ou` P¯k de´signe la matrice de covariance des vecteurs ale´atoires i.i.d X¯
f ,i
k , par de´finition
m¯ fk = E [X¯
f ,1
k ] et P¯k = E [(X¯
f ,1
k − m¯ fk )(X¯ f ,1k − m¯ fk )∗] .
Pour la de´monstration qui suit, la moyenne et la matrice de covariance empirique des













(X¯ f ,ik − m¯Nk )(X¯ f ,ik − m¯Nk )∗ .
respectivement. Nous remarquons que les bruitsW ik et V
i
k sont exactement les bruits simule´s
dans l’EnKF.
En re´sume´, d’une manie`re intuitive, les e´le´ments X f ,ik et X
a,i
k sont proches des e´le´ments i.i.d.
X¯ f ,ik et X¯
a,i





facile a` e´tudier, graˆce a` leur inde´pendance, mais la covariance P¯k est en ge´ne´ral inconnue, donc
les e´le´ments et les distributions sont aussi inconnus. A l’inverse, les e´le´ments de l’EnKF sont
de´pendants, mais la covariance empirique est calculable, les e´le´ments sont alors de´terminables.
Les e´le´ments X¯ f ,ik et X¯
f ,i
k sont alors les copies inde´pendantes du processus ale´atoire suivant





k + Kk(P¯k)(yk − HkX¯ fk + Vk) .
Nous notons µ¯ fk et µ¯
a




k . On espe`re alors qu’elles
soient respectivement la limite des distributions empiriques des e´le´ments de l’EnKF, e´tant note´es
respectivement par µN, fk et µ
N,a
k .
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6.2 Re´sume´ de la de´monstration
Notre objectif est de montrer la convergence presque suˆre et la convergence dans Lp des me-
sures empiriques µN, fk et µ
N,a




k . Le re´sultat de
convergence est base´e sur les deux hypothe`ses de la fonction du mode`le dynamique. L’hypothe`se
A est que la fonction fk du mode`le est globalement lipschitzienne, et l’hypothe`se B est que la
fonction fk est localement lipschitzienne avec un accroissement au plus polynomial a` l’infini.
L’ordre de la de´monstration est le suivant :
• Section 6.3 : E´nonce´ des hypothe`ses A et B.
• Section 6.4 : Sous les deux hypothe`ses A et B, nous montrons l’existence des moments des
mesures the´oriques µ¯ fk et µ¯
a
k .
• Section 6.5 : Nous e´tudions l’application P → Kk(P) du gain de Kalman et nous montrons
que, si la matrice de covariance de l’erreur d’observation est inversible, le gain de Kalman
a un accroissement au plus line´aire, en plus, il est continu et localement lipschitzienne.
• Section 6.6 : Nous e´tudions la contiguı¨te´ des matrices de covariance empiriques PNk et P¯Nk .
• Section 6.7 : Nous montrons la convergence de la matrice de covariance empirique P¯Nk vers
la matrice de covariance the´orique P¯k.
• Section 6.8 : Nous montrons la contiguı¨te´ entre les e´le´ments EnKF et les e´le´ments i.i.d
indique´s, presque suˆrement et dans Lp, quand le nombre d’e´le´ments N tend vers l’infini.
• Section 6.9 : Nous montrons la convergence presque suˆre et la convergence dans Lp des
mesures empiriques µN, fk et µ
N,a





6.3 Hypothe`ses sur le mode`le dynamique
Deux hypothe`ses diffe´rentes sont introduites pour la fonction fk du mode`le. L’hypothe`se A est
suffisante pour le mode`le line´aire, l’hypothe`se B est destine´e aux cas plus ge´ne´raux, y compris le
mode`le de Lorenz discre´tise´ en temps.
Hypothe`se A La fonction fk est continue et globalement lipschitzienne, c’est-a`-dire, il existe
une constante L > 0 telle que
| fk(x) − fk(x′)| ≤ L |x − x′| ,
pour tout x, x′ ∈ Rm.
Hypothe`se B La fonction fk est continue et localement lipschitzienne avec un accroissement au
plus polynomial a` l’infini, c’est-a`-dire, il existe une constante L > 0 telle que
| fk(x) − fk(x′)| ≤ L |x − x′| (1 + |x|s + |x′|s ) , (6.5)
pour tout x, x′ ∈ Rm et avec s ≥ 0.
Remarque 6.3.1. L’hypothe`se A est un cas spe´cial de l’hypothe`se B, avec s = 0.
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Remarque 6.3.2. Sous l’hypothe`se A, la fonction fk a un accroissement au plus line´aire a` l’infini,
c’est-a`-dire
| fk(x)| ≤ M (1 + |x| ) ,
pour tout x ∈ Rm et avec une autre constante M.
Preuve. En e´crivant | fk(x)| = | fk(x) − fk(0) + fk(0)| , nous avons
| fk(x)| ≤ | fk(x) − fk(0)| + | fk(0)| ≤ L |x| + | fk(0)| ,
En posant M = max (| fk(0)| , L), nous avons
| fk(x)| ≤ M (1 + |x| ) . 
Remarque 6.3.3. Sous l’hypothe`se B, la fonction fk du mode`le a un accroissement au plus poly-
nomial a` l’infini, c’est-a`-dire
| fk(x)| ≤ M (1 + |x|s+1 ) ,
pour tout x ∈ Rm, s ≥ 0, et avec une autre constante M.
Preuve. En e´crivant | fk(x)| = | fk(x) − fk(0) + fk(0)| , nous avons
| fk(x)| ≤ | fk(x) − fk(0)| + | fk(0)| ≤ L (|x| + |x|s+1) + | fk(0)| .
D’autre part,
|x| ≤ max (1, |x|s+1) ≤ 1 + |x|s+1 .
Alors,
| fk(x)| ≤ L (1 + 2 |x|s+1) + | fk(0)| .
En posant M/2 = max (| fk(0)| , L), nous avons
| fk(x)| ≤ M (1 + |x|s+1 ) . 
Remarque 6.3.4. Sous l’hypothe`se B, nous pouvons aussi e´crire l’ine´galite´ (6.5) sous la forme
suivante
| fk(x) − fk(x′)| ≤ M |x − x′| (1 + |x|s ) + M |x − x′|s+1 .
Preuve. Nous avons,
|x′|s ≤ (|x| + |x′ − x|)s ≤ 2s−1 |x|s + 2s−1 |x′ − x|s (voir annexe 10.2.3) ,
alors,
| fk(x) − fk(x′)| ≤ L |x − x′| (1 + |x|s + 2s−1 |x|s + 2s−1 |x′ − x|s ) .
En posant M = L (1 + 2s−1) , on obtient
| fk(x) − fk(x′)| ≤ M |x − x′| (1 + |x|s ) + M |x − x′|s+1 . 
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
Nous introduisons les notations suivantes pour les moments des e´le´ments X¯ f ,ik et X¯
a,i
k .
M¯p, fk = (E |X¯ f ,ik |p)1/p = (
∫
Rm
|x|p µ¯ fk (dx) )1/p ,
et
M¯p,ak = (E |X¯a,ik |p)1/p = (
∫
Rm
|x|p µ¯ak(dx) )1/p ,
et aussi pour les moments des diffe´rences entre l’observation et des particules perturbe´es
r¯ pk = (E |Yk − Hk X¯ f ,ik + V ik|p)1/p ,
Remarque 6.3.5. Nous avons l’ine´galite´ suivante
r¯ pk ≤ (
∫
Rm
|Yk − Hk x|p µ¯ fk (dx) )1/p + (E |V ik|p)1/p ≤ |Yk| + ‖Hk‖ M¯p, fk + cp λ1/2max(Rk) ,
ou` λmax(Rk) de´signe la plus grande valeur propre de la matrice de covariance de l’erreur d’ob-
servation Rk.
Preuve. En utilisant l’ine´galite´ de Minkowski (annexe B1) et l’ine´galite´ de l’annexe B2, nous
avons ce qu’il faut de´montrer. 
6.4 Existence des moments
Nous avons les re´sultats suivants sur l’existence des moments de X¯ f ,ik et de X¯
a,i
k .
Proposition 6.4.1. Si l’hypthe`se A est satisfaite, et si la distribution initiale µ0 admet des moments
finis d’ordre p ≥ 2, alors pour tout k ∈ N∗, les distributions µ¯ fk et µ¯ak admettent des moments finis
de meˆme ordre p, et notamment la matrice de covariance P¯k est finie.
Si l’hypothe`se B est satisfaite, et si la distribution initiale µ0 admet des moments de tout ordre,
alors pour tout k ∈ N∗, les distributions µ¯ fk et µ¯ak admettent des moments finis de tout ordre, et
notamment la matrice de covariance P¯k est finie.
Preuve. Il s’agit de montrer que, pour tout k = 1, 2, . . . ,
M¯p, fk < ∞ et M¯p,ak < ∞
pour tout p ≥ 2 si l’hypothe`se A est vraie et pour tout p si l’hypothe`se B est vraie.
La proposition sera de´montre´e par re´currence. Supposons que la proposition est vraie pour
k − 1.
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Sous l’hypothe`se A, nous avons
|X¯ f ,ik | ≤ M (1 + |X¯i,ak−1|) + |W ik| , ou` on a utilise´ la remarque 6.3.2 .
L’ine´galite´ de Minkowski (voir annexe 10.2.3) donne
(E |X¯ f ,ik |p )1/p ≤ M (1 + (E |X¯i,ak−1|p )1/p) + (E |W ik|p )1/p ,
donc
M¯p, fk ≤ M (1 + M¯p,ak−1) + cp λ1/2max(Qk) < ∞ .
Alors que sous l’hypothe`se B
|X¯ f ,ik | ≤ M (1 + |X¯i,ak−1|s+1) + |W ik| ou` on a utilise´ la remarque 6.3.3 .
L’ine´galite´ de Minkowski donne
(E |X¯ f ,ik |p )1/p ≤ M (1 + (E |X¯i,ak−1|p (s+1) )1/p) + (E |W ik|p )1/p ,
donc
M¯p, fk ≤ M (1 + (M¯p (s+1),ak−1 )s+1) + cp λ1/2max(Qk) < ∞ ,
ou` λmax(Qk) de´signe la plus grande valeur propre de la matrice de covariance Qk.
Notamment, la covariance P¯k est finie, en effet, pour tout u ∈ Rm
u∗ P¯k u ≤
∫
Rm
|u∗ x|2 µ¯ fk (dx) ≤ |u|2
∫
Rm








|x|2 µ¯ fk (dx) = (M¯2, fk )2 < ∞ .
Pour les moments des X¯a,ik , nous avons toujours
|X¯a,ik | ≤ |X¯ f ,ik | + ‖Kk(P¯k)‖ |Yk − Hk X¯ f ,ik + V ik| .
En utilisant l’ine´galite´ de Minkowski,
(E |X¯a,ik |p )1/p ≤ (E |X¯ f ,ik |p )1/p + ‖Kk(P¯k)‖ (E |Yk − Hk X¯ f ,ik + V ik|p )1/p ,
donc
M¯p,ak ≤ M¯p, fk + ‖Kk(P¯k)‖ r¯ pk ≤ M¯p, fk + ‖Kk(P¯k)‖ ( |Yk| + ‖Hk‖ M¯p, fk + cp λ1/2max(Rk)) < ∞ ,
ou` λmax(Rk) de´signe la plus grande valeur propre de la matrice de covariance Rk. 
Introduisons les notations des moments empiriques que nous utiliserons dans les sections
suivantes
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et aussi pour les re´sidus





|Yk − Hk X¯ f ,ik + V ik|p)1/p .
Or les e´le´ments X¯ f ,ik et X¯
a,i
k sont i.i.d., d’apre`s la loi des grands nombres, nous avons, si le moment
M¯p, fk est fini, alors
M¯N,p, fk −→ M¯p, fk and r¯ N,pk −→ r¯ pk ,
presque suˆrement quand N ↑ ∞. Et si le moment M¯p,ak est fini, alors
M¯N,p,ak −→ M¯p,ak ,
presque suˆrement quand N ↑ ∞.
6.5 Continuite´ lipschitzienne locale du gain de Kalman
Dans cette partie nous e´tudions l’application P 7→ Kk(P) de Rm×m a` Rm×d et de´finie par




ou` Hk et Rk sont respectivement l’ope´rateur d’observation et la matrice de covariance de l’erreur
d’observation a` l’instant k.
Nous avons le re´sultat suivant : si la matrice de covariance Rk est inversible, alors la fonc-
tion P 7→ Kk(P) a un accroissement au plus line´aire. En plus, elle est continue et localement
lipschitzienne.





‖Kk(P) − Kk(P′)‖ ≤ ‖I − Kk(P′) Hk‖ ‖Hk‖
λmin(Rk)
‖P − P′‖ , (6.6)
pour toutes matrices de covariance P et P′.
Preuve. Nous avons
‖Kk(P)‖ = ‖PH∗k (HkPH∗k + Rk)−1‖ ≤ ‖P‖ ‖Hk‖ ‖(HkPH∗k + Rk)−1‖
ou` nous avons, avec la norme de matrice associe´e a` la norme euclidienne, ‖H∗k‖ = ‖Hk‖ .
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Or HkPH∗k+Rk est une matrice syme´trique, il existe donc une matrice orthogonaleO et une ma-
trice diagonale D telles que HkPkH∗k+Rk = ODO
∗, ce qui entraıˆne (HkPH∗k+Rk)
−1 = OD−1O∗ =
OD−1/2O∗ OD−1/2O∗ = T ∗ T , avec T = OD−1/2O∗ par de´finition, et
‖(HkPH∗k + Rk)−1‖ = sup
u,0







On a T−1 = OD1/2O∗, alors
|T−1 v|2 = v∗ OD1/2O∗ OD1/2O∗ v = v∗ ODO∗ v = v∗ (Hk P H∗k + Rk) v ,
et
‖(HkPH∗k + Rk)−1‖ = sup
v,0
|v|2













Pour toutes matrices de covariance P et P′, nous avons
Kk(P) − Kk(P′) = P H∗k (Hk P H∗k + Rk)−1 − P′ H∗k (Hk P′ H∗k + Rk)−1
= P H∗k (Hk P H
∗
k + Rk)
−1 − P′ H∗k (Hk P H∗k + Rk)−1
+ P′ H∗k ((Hk P H
∗
k + Rk)
−1 − (Hk P′ H∗k + Rk)−1)
= (P − P′) H∗k (Hk P H∗k + Rk)−1
− P′ H∗k (Hk P′ H∗k + Rk)−1 Hk (P − P′) H∗k (Hk P H∗k + Rk)−1
= (P − P′) H∗k (Hk P H∗k + Rk)−1
− Kk(P′) Hk (P − P′) H∗k (Hk P H∗k + Rk)−1
= (I − Kk(P′) Hk) (P − P′) H∗k (Hk P H∗k + Rk)−1 ,
alors
‖Kk(P) − Kk(P′)‖ ≤ ‖I − Kk(P′) Hk‖ ‖Hk‖
λmin(Rk)
‖P − P′‖ . 
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6.6 Contiguı¨te´ des matrices de covariance empirique
L’objectif de cette partie est d’e´tudier la contiguı¨te´ entre la matrice de covariance empirique
des e´le´ments pre´dits X f ,ik de l’EnKF, e´tant note´e par P
N
k , et la matrice de covariance empirique des
e´le´ments pre´dits i.i.d. X¯ f ,ik , e´tant note´e par P¯
N












X f ,ik (X
f ,i
k )






X f ,ik (X
f ,i
k )









X f ,ik )
∗,






X¯ f ,ik (X¯
f ,i
k )









X¯ f ,ik )
∗.
Utilisant l’e´galite´ a2 − b2 = (a − b)2 + 2b(a − b) donne, pour tout u ∈ Rm
































(u∗ X¯ f ,ik ) (u















u∗ (X f ,ik − X¯ f ,ik )) ,
donc ∥∥∥PNk − P¯Nk ∥∥∥ = sup
u,0










































|X f ,ik − X¯ f ,ik |2)1/2,
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|X f ,ik − X¯ f ,ik |p)
1
p ,
avec p ≥ 1, nous avons ∥∥∥PNk − P¯Nk ∥∥∥ ≤ 2 |∆N,2, fk |2 + 4 M¯N,2, fk ∆N,2, fk , (6.7)
ou` la notation





|X¯ f ,ik |2)1/2 ,
a e´te´ de´finie dans la section 6.4.
6.7 Convergence de la matrice de covariance empirique P¯Nk
Nous e´tudions ensuite la convergence de la matrice de covariance empirique P¯Nk vers la matrice
de covariance the´orique P¯k.
Proposition 6.7.1.
Nk =
































X¯ f ,ik − m¯k) (m¯Nk − m¯k)∗











(X¯ f ,ik − m¯k) (X¯ f ,ik − m¯k)∗ − (m¯Nk − m¯k)(m¯Nk − m¯k)∗ ,
donc, pour tout u ∈ Rm










X¯ f ,ik − m¯k)|2 ,
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et
Nk = ‖P¯Nk − P¯k‖ = sup
u,0











X¯ f ,ik − m¯k |2 .
On remarque que pour toute matrice syme´trique M ∈ Rm×m
|u∗ M u| = |
m∑
j, j′=1





|M j j′ | ≤ |u|2
m∑
j, j′=1
|M j j′ | ,
ou` u j est la jie`me composante du vecteur u, M j j′ est l’e´le´ment a` la jie`me ligne et a` la j′ ie`me














(X¯ f ,ik − m¯k) (X¯ f ,ik − m¯k)∗ − P¯k ,
on a





















[X¯ik] j − [m¯k] j|2.
En utilisant la loi forte des grands nombres pour les vecteurs ale´atoires X¯ik qui sont i.i.d de
moyenne m¯k et de covariance P¯k, nous avons Nk converge vers 0 presque suˆrement quand N tend


















[X¯ik] j − [m¯k] j|2p)1/p,
en utilisant l’ine´galite´ de Minkowski. En utilisant ensuite l’ine´galite´ de Marcinkiewicz-Zygmund,
nous avons pour tout ordre p ≥ 2,
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(E |(X¯i, j, fk − m¯ jk) (X¯i, j
′, f
k − m¯ j
′








(E |X¯i, j, fk − m¯ jk|2 p )1/p .






p < ∞. 
6.8 Contiguı¨te´ des e´le´ments
Dans cette partie nous e´tudions la contiguı¨te´ entre les e´le´ments EnKF et les e´le´ments i.i.d. a`
la limite. Nous avons, de (6.1-6.3), sous l’hypothe`se A
|X f ,ik − X¯ f ,ik | ≤ L |Xa,ik−1 − X¯i,ak−1| , (6.8)
alors que sous l’hypothe`se B
|X f ,ik − X¯ f ,ik | ≤ L |Xa,ik−1 − X¯i,ak−1| (1 + |X¯i,ak−1|s) + L |Xa,ik−1 − X¯i,ak−1|s+1 . (6.9)
Pour les e´le´ments de correction, de (6.2-6.4) nous avons, sous les deux hypothe`ses
Xa,ik − X¯a,ik = X f ,ik + Kk(PNk ) (Yk − Hk X f ,ik + V ik) − X¯ f ,ik − Kk(P¯k) (Yk − Hk X¯ f ,ik + V ik)
= (I − Kk(P¯k)Hk) (X f ,ik − X¯ f ,ik ) − (Kk(PNk ) − Kk(P¯k)) Hk (X f ,ik − X¯ f ,ik )
+ (Kk(PNk ) − Kk(P¯k)) (Yk − Hk X¯ f ,ik + V ik) ,
donc
|Xa,ik − X¯a,ik | ≤ ‖I − Kk(P¯k) Hk‖ |X f ,ik − X¯ f ,ik |
+ ‖Kk(PNk ) − Kk(P¯k)‖ ‖Hk‖ |X f ,ik − X¯ f ,ik | (6.10)
+ ‖Kk(PNk ) − Kk(P¯k)‖ |Yk − Hk X¯ f ,ik + V ik| .













|Xa,ik − X¯a,ik |p)1/p ,
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qui sont les mesures de la contiguı¨te´ d’ordre p des e´le´ments EnKF et des e´le´ments i.i.d. a` la limite.















k ≤ L ∆N,p,ak−1 , (6.11)

















|Xa,ik−1 − X¯i,ak−1|p (s+1) )1/p .



































ou` r, r′ sont tels que 1/r + 1/r′ = 1. On obtient alors
∆
N,p, f
k ≤ L ∆N,p r,ak−1 (1 + |M¯N,s p r
′,a
k−1 |s) + L |∆N,p (s+1),ak−1 |s+1 . (6.12)
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Pour les e´le´ments de correction, de (6.10) et (6.6), sous les deux hypothe`ses
|Xa,ik − X¯a,ik | ≤ ‖I − Kk(P¯k) Hk‖ |X f ,ik − X¯ f ,ik |
+ ‖Kk(PNk ) − Kk(P¯k)‖ ‖Hk‖ |X f ,ik − X¯ f ,ik |
+ ‖Kk(PNk ) − Kk(P¯k)‖ |Yk − Hk X¯ f ,ik + V ik|
≤ ‖I − Kk(P¯k) Hk‖ |X f ,ik − X¯ f ,ik |
+ ‖I − Kk(P¯k) Hk‖ ‖Hk‖
2
λmin(Rk)
‖PNk − P¯k‖ |X f ,ik − X¯ f ,ik |
+ ‖I − Kk(P¯k) Hk‖ ‖Hk‖
λmin(Rk)
‖PNk − P¯k‖ |Yk − Hk X¯ f ,ik + V ik|
≤ Ck ( |X f ,ik − X¯ f ,ik | + ‖PNk − P¯k‖ ( |X f ,ik − X¯ f ,ik | + |Yk − Hk X¯ f ,ik + V ik| )) ,
ou` on a utilise´ la proprie´te´ localement lipschitzienne du gain de Kalman (Proposition 6.5.1), et

















|X f ,ik − X¯ f ,ik |p)1/p





|X f ,ik − X¯ f ,ik |p)1/p









k ≤ Ck (∆N,p, fk + ‖PNk − P¯k‖ (∆N,p, fk + r¯N,pk )) .
En utilisant l’ine´galite´ triangulaire et de (6.7), nous avons




k ≤ Ck (∆N,p, fk + (2 |∆N,2, fk |2 + 4 M¯N,2, fk ∆N,2, fk + Nk ) (∆N,p, fk + r¯N,pk )) . (6.13)
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6.8.1 Contiguı¨te´ presque suˆre des e´le´ments













|Xa,ik − X¯a,ik |p)1/p .
Proposition 6.8.1. Si l’hypthe`se A est satisfaite, et si la distribution initiale µ0 admet des moments
finis d’ordre p ≥ 2, alors
∆
N,p, f
k −→ 0 et ∆N,p,ak −→ 0 ,
pour le meˆme ordre p, presque suˆrement quand N ↑ ∞.




k −→ 0 et ∆N,p,ak −→ 0 ,
pour tout ordre p, presque suˆrement quand N ↑ ∞.








|Xi,a0 − X¯i,a0 |p)1/p = 0 .
Supposons que, sous l’hypothe`se A, ∆N,p,ak−1 −→ 0 presque suˆrement quand N ↑ ∞ pour tout
ordre p ≥ 2, et sous l’hypothe`se B, ∆N,p,ak−1 −→ 0 presque suˆrement quand N ↑ ∞ pour tout ordre p.
Sous l’hypothe`se A, de (6.11) nous avons
∆
N,p, f
k ≤ L ∆N,p,ak−1 .




k ≤ L ∆N,p r,ak−1 (1 + |M¯N,s p r
′,a
k−1 |s) + L |∆N,p (s+1),ak−1 |s+1 .
Or M¯N,s p r
′,a
k−1 −→ M¯s p r
′,a
k−1 presque suˆrement quand N ↑ ∞, avec le moment M¯s p r
′,a
k−1 qui est fini
(proposition 6.4.1), alors par la re´currence, ∆N,p, fk −→ 0 presque suˆrement quand N ↑ ∞.
Dans les deux cas, nous avons l’ine´galite´ (6.13),
∆
N,p,a
k ≤ Ck (∆N,p, fk + (2 |∆N,2, fk |2 + 4 M¯N,2, fk ∆N,2, fk + Nk ) (∆N,p, fk + r¯N,pk )) .
Or M¯N,2, fk −→ M¯2, fk et r¯ N,pk −→ r¯ pk presque suˆrement quand N ↑ ∞, avec les moments finis M¯2, fk
et r¯ pk , et parce que 
N
k −→ 0 presque suˆrement quand N ↑ ∞ (proposition 6.7.1), alors par la
re´currence, ∆N,p,ak −→ 0 presque suˆrement quand N ↑ ∞. 
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6.8.2 Contiguı¨te´ dans Lp des e´le´ments













|Xa,ik − X¯a,ik |p )1/p ,
et introduisons les nouvelles notations
DN,p, fk = (E |X f ,ik − X¯ f ,ik |p )1/p et DN,p,ak = (E |Xa,ik − X¯a,ik |p )1/p ,
qui de´pendent de N parce que la distribution d’un e´le´ment EnKF de´pend du nombre N d’e´le´ments.
Rappelons aussi les notations suivantes pour les moments empiriques










|X¯a,ik |p )1/p ,
et pour les moments the´oriques
M¯p, fk = (E |X¯ f ,ik |p )1/p et M¯p,ak = (E |X¯a,ik |p )1/p .
Le lemme suivant e´tablit les relations entre ces quantite´s.
Lemme 6.8.1.
(E |∆N,p, fk |q )1/q ≤ DN,p∨q, fk et (E |∆N,p,ak |q )1/q ≤ DN,p∨q,ak ,
et
(E |M¯N,p, fk |q )1/q ≤ M¯p∨q, fk et (E |M¯N,p,ak |q )1/q ≤ M¯p∨q,ak ,
ou` p ∨ q , max(p, q) .
Preuve. Dans cette de´monstration , nous remplac¸ons temporairement l’indice de pre´diction f et
l’indice d’analyse a par un point •. Nous avons, si q = p





|Xi,•k − X¯i,•k |p) = E |Xi,•k − X¯i,•k |p = |DN,p,•k |p ,
parce que (Xi,•k , X¯
i,•
k ) ont une meˆme distribution jointe pour tout i = 1, · · · ,N, donc
(E |∆N,p,•k |p )1/p = DN,p,•k .
Si q ≥ p, alors l’application x 7→ xq/p est convexe, et d’apre`s l’ine´galite´ de Jensen nous avons










|Xi,•k − X¯i,•k |q) = |∆N,q,•k |q ,
ce qui entraıˆne
(E |∆N,p,•k |q )1/q ≤ (E |∆N,q,•k |q )1/q = DN,q,•k .
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Si q ≤ p, alors l’application x 7→ xq/p est concave, et d’apre`s l’ine´galite´ de Jensen nous avons
E |∆N,p,•k |q = E (|∆N,p,•k |p)q/p ≤ (E |∆N,p,•k |p )q/p = |DN,p,•k |q ,
donc
(E |∆N,p,•k |q )1/q ≤ DN,p,•k .
De la meˆme fac¸on, si q = p





|X¯i,•k |p) = E |X¯i,•k |p = |M¯p,•k |p ,
parce que les X¯i,•k ont la meˆme distribution pour tout i = 1, · · · ,N, donc
(E |M¯N,p,•k |p )1/p = M¯p,•k .
Pour les cas ou` q ≥ p et q ≤ p, la de´monstration est re´pe´te´e avec les meˆme arguments de convexite´
et de concavite´. 





N DN,p, fk < ∞ et sup
N≥1
√
N DN,p,ak < ∞ ,
pour tout ordre p.
Preuve. A l’instant 0,





N DN,p, fk−1 < ∞ et sup
N≥1
√
N DN,p,ak−1 < ∞ ,
pour tout ordre p. Sous l’hypothe`se A, nous avons l’ine´galite´ (6.11),
∆
N,p, f
k ≤ L ∆N,p,ak−1 ,
donc
(E |∆N,p, fk |p )1/p ≤ L (E |∆N,p,ak−1 |p )1/p .
Autrement dit,
DN,p, fk ≤ L DN,p,ak−1 .
Ainsi par la re´currence, nous avons
√
N DN,p, fk est borne´e uniforme´ment selon N. Alors que
sous l’hypothe`se B, nous avons l’ine´galite´ (6.12)
∆
N,p, f
k ≤ L ∆N,p r,ak−1 (1 + |M¯N,s p r
′,a
k−1 |s) + L |∆N,p (s+1),ak−1 |s+1 .
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En utilisant l’ine´galite´ de Minkowski, on obtient,
(E |∆N,p, fk |p )1/p ≤ L (E (|∆N,p r,ak−1 |p (1 + |M¯N,s p r
′,a
k−1 |s)p) )1/p + L (E |∆N,p (s+1),ak−1 |p(s+1) )1/p ,
et en utilisant l’ine´galite´ de Ho¨lder puis l’ine´galite´ de Minkowski pour le premier terme nous
avons,
(E (|∆N,p r,ak−1 |p (1 + |M¯N,s p r
′,a
k−1 |s)p) )1/p






≤ (E |∆N,p r,ak−1 |p r)1/p r (1 + (E |M¯N,s p r
′,a





ou` r, r′ sont tels que 1/r + 1/r′ = 1. Nous obtenons alors,
DN,p, fk ≤ L DN,p r,ak−1 (1 + |M¯s p r
′,a
k−1 |s) + L |DN,p (s+1),ak−1 |s+1 .
Puisque le moment M¯s p r
′,a
k−1 est fini (proposition 6.7.1), alors par la re´currence,
√
N DN,p, fk est
borne´ uniforme´ment selon N.
Sous les deux hypothe`ses, nous avons l’ine´galite´ (6.13)
∆
N,p,a
k ≤ Ck (∆N,p, fk + (2 |∆N,2, fk |2 + 4 M¯N,2, fk ∆N,2, fk + Nk ) (∆N,p, fk + r¯N,pk ))






En utilisant l’ine´galite´ de Minkowski nous avons
(E |∆N,p,ak |p )1/p ≤ Ck (E |∆N,p, fk |p )1/p
+ 2Ck (E (|∆N,2, fk |p |∆N,2, fk + 2 M¯N,2, fk |p |∆N,p, fk + r¯N,pk |p) )1/p
+Ck (E (|Nk |p |∆N,p, fk + r¯N,pk |p) )1/p ,
En utilisant l’ine´galite´ de Ho¨lder et puis l’ine´galite´ de Minkowski pour le deuxie`me et le troisie`me
terme on obtient
(E (|∆N,2, fk |p |∆N,2, fk + 2 M¯N,2, fk |p |∆N,p, fk + r¯N,pk |p) )1/p
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ou` r, r′, r′′ sont tels que 1/r + 1/r′ + 1/r′′ = 1, et
(E (|Nk |p |∆N,p, fk + r¯N,pk |p) )1/p













ou` q, q′ sont tels que 1/q + 1/q′ = 1. Nous obtenons donc
DN,p,ak ≤ Ck DN,p, fk + 2Ck DN,2∨(p r), fk (DN,2∨(p r
′), f


















k sont finies, et que√
N Nk est borne´e uniforme´ment selon N dans L
p q (proposition 6.7.1), alors par la re´currence,
nous avons
√
N DN,p,ak est borne´ uniforme´ment selon N. 
6.9 Convergence du filtre de Kalman d’ensemble














Dans les deux sections suivantes nous allons de´montrer la convergence presque suˆre et la conver-
gence dans Lp des mesure empiriques µN, fk et µ
N,a
k .
6.9.1 Convergence presque suˆre de la mesure empirique
The´ore`me 6.9.1. Soit φ une fonction continue et localement lipschitzienne avec un accroissement
au plus polynomial a` l’infini, c’est-a`-dire qu’il existe une constante L telle que
|φ(x) − φ(x′)| ≤ L |x − x′| (1 + |x|σ + |x′|σ) ,
pour tout x, x′ ∈ Rm et avec σ ≥ 0.
Sous l’hypothe`se A, et si la distribution initiale µ0 admet des moments finis d’ordre p avec un





φ(X f ,ik ) −→
∫
Rm









presque suˆrement quand N ↑ ∞.
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φ(X f ,ik ) −→
∫
Rm









presque suˆrement quand N ↑ ∞.
Preuve. Dans cette partie de de´monstration, nous remplac¸ons temporairement les indices de
pre´diction f et d’analyse a par un point •. Nous avons
|φ(x)| ≤ M (1 + |x|σ+1) ,
pour tout x ∈ Rm d’apre`s la remarque 6.3.3. Alors,∫
Rm
|φ(x)| µ¯•k(dx) ≤ M (1 +
∫
Rm
|x|σ+1 µ¯•k(dx)) = M (1 + |M¯σ+1,•k |σ+1) < ∞ ,









φ(x) µ¯•k(dx) , (6.14)
presque suˆrement quand N ↑ ∞.
D’autre part,
|φ(x) − φ(x′)| ≤ L |x − x′| (1 + |x|σ) + L |x − x′|σ+1 ,




















|Xi,•k − X¯i,•k |σ+1 .
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(φ(Xi,•k ) − φ(X¯i,•k )) | ≤ L ∆N,r,•k (1 + |M¯N,σ r
′,•
k |σ) + L |∆N,σ+1,•k |σ+1 . (6.15)
Parce que M¯N,σ r
′,•
k −→ M¯σ r
′,•
k presque suˆrement quand N ↑ ∞, avec la limite M¯σ r
′,•
k qui est finie,





(φ(Xi,•k ) − φ(X¯i,•k )) | −→ 0 , (6.16)
presque suˆrement quand N ↑ ∞.






















φ(x) µ¯•k(dx) ) ,
nous avons ce qu’il faut de´montrer. 
6.9.2 Lp-convergence et vitesse de convergence
The´ore`me 6.9.2. Soit φ une fonction continue et localement lipschitzienne avec un accroissement
au plus polynomial a` l’infini, c’est-a`-dire qu’il existe une constante L telle que
|φ(x) − φ(x′)| ≤ L |x − x′| (1 + |x|σ + |x′|σ) ,
pour tout x, x′ ∈ Rm et avec σ ≥ 0.









φ(X f ,ik ) −
∫
Rm












φ(x) µ¯ak(dx) |p )1/p < ∞ ,
pour tout ordre p.
Preuve. Dans cette partie de de´monstration, nous remplac¸ons temporairement les indices de
pre´diction f et d’analyse a par un point •. Nous avons
|φ(x)| ≤ M (1 + |x|σ+1) ,
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pour tout x ∈ Rm d’apre`s la remarque 6.3.3. En utilisant l’ine´galite´ de Minkowski et d’apre`s la




|φ(x)|p µ¯•k(dx) )1/p ≤ M (
∫
Rm
(1 + |x|σ+1)p µ¯•k(dx)) )1/p




= M (1 + |M¯p(σ+1),•k |σ+1) < ∞ .








φ(x) µ¯•k(dx)|p )1/p ≤
cp√
N
(E |φ(X¯i,•k ) −
∫
Rm












φ(x) µ¯•k(dx)|p )1/p < ∞ . (6.17)





(φ(Xi,•k ) − φ(X¯i,•k )) |p )1/p ≤ L (E (|∆N,r,•k |p (1 + |M¯N,σ r
′,•
k |σ)p) )1/p
+ L (E |∆N,σ+1,•k |p(σ+1) )1/p .
En utilisant l’ine´galite´ de Ho¨lder et puis l’ine´galite´ de Minkowski pour le premier terme, on ob-
tient
(E (|∆N,r,•k |p (1 + |M¯N,σ r
′,•
k |σ)p) )1/p






≤ (E |∆N,r,•k |p r )1/p r (1 + (E |M¯N,σ r
′,•










(φ(Xi,•k ) − φ(X¯i,•k )) |p )1/p ≤ L DN,p r,•k (1 + |M¯σ p r
′,•
k |σ) + L |DN,(σ+1) pk |σ+1 ,
ou` on a utilise´ le lemme 6.8.1.
Parce que le moment M¯σ p r
′,•








(φ(Xi,•k ) − φ(X¯i,•k )) |p )1/p < ∞ . (6.18)
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φ(x) µ¯•k(dx) |p )1/p ,
nous avons ce qu’il faut de´montrer. 

Chapitre 7
Relation avec le filtre baye´sien
optimal
Dans le chapitre pre´ce´dent, nous avons montre´ que, quand le nombre d’e´le´ments d’ensemble
tend vers l’infini, chaque e´le´ment d’ensemble de l’EnKF tend vers une copie inde´pendante du
processus ale´atoire





k + Kk(P¯k)(yk − Hk X¯ fk + Vk),
ou` Wk ∼ N(0,Qk), Vk ∼ N(0,Rk) et X¯a0 ∼ N(0, P0).
Nous avons aussi montre´ la convergence des mesures empiriques µN, fk et µ
N,a
k de l’EnKF vers
les mesures µ¯ fk et µ¯
a




k correspondantes. L’objectif maintenant est
alors de comparer ces limites avec les mesures correspondantes du filtre baye´sien optimal, qui se
re´duit dans le cas du mode`le line´aire gaussien au filtre de Kalman.
7.1 Relation avec le filtre baye´sien optimal
Soit φ une fonction borne´e mesurable, nous avons∫
Rm
φ(x′) µ¯ fk (dx









ou` pWk (dw) de´signe la distribution gaussienne du vecteur ale´atoire Wk. Cette expression permet
d’e´crire la mesure µ¯ fk en fonction de la mesure µ¯
a
k−1.
Sous les deux hypothe`ses A et B, la mesure µ¯ fk a le moment d’ordre deux fini, la matrice de
covariance P¯k est alors finie. Nous avons, pour toute fonction φ borne´e mesurable,∫
Rm
φ(x′) µ¯ak(dx





φ(x + Kk(P¯k) (Yk − Hk x + v)) µ¯ fk (dx) qVk (v) dv ,
(7.2)
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ou` qVk (v) est la densite´ gaussienne de l’erreur d’observation V
i
k. Nous avons ainsi une expression
de la mesure µ¯ak en fonction de la mesure µ¯
f
k .
D’autre part, nous avons a` l’instant initial∫
Rm






pour toute fonction borne´e mesurable φ, ce qui implique µ¯a0 = µ0.
Pour le filtre baye´sien optimal, nous avons les e´quations suivantes qui de´crivent l’e´volution de
µak−1 a` µ
f






φ(x′) µ fk (dx













′) = E [φ(Xk) | Y0:k] =
∫
Rm
φ(x′) qVk (Yk − Hk x′) µ fk (dx′)∫
Rm
qVk (Yk − Hk x′) µ fk (dx′)
, (7.4)
pour toute fonction mesurable borne´e φ. Et a` l’instant initial,∫
Rm




ce qui implique µa0 = µ0.
Nous avons alors µ¯a0 = µ
a









Pourtant, en ge´ne´ral µ¯ fk = µ
f




k , en regardant la diffe´rence entre (7.2) et (7.4).
Autrement dit, les distributions µ¯ fk et µ¯
a
k a` la limite de l’EnKF diffe`rent des distributions µ
f
k
and µak de´finies par le filtre baye´sien optimal.
7.2 Relation avec le filtre de Kalman
Dans le cas du syste`me line´aire gaussien, en remplac¸ant la fonction nonline´aire fk par la




k suivent des lois gaussiennes de moyennes et de
matrices de covariance suivantes
m¯ fk = Fk m¯
a
k−1,





k + Kk(P¯k)(yk − Hk m¯ fk ),
P¯ak = (I − Kk(P¯k)Hk)P¯k,
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qui sont exactement les moyennes et les covariances conditionnelles fournies par le filtre de Kal-
man. Autrement dit, les mesures µ¯ fk et µ¯
a
k sont les lois gaussiennes dont la moyenne et la cova-











k−1, alors P¯k = P
f





Alors, dans le cas du mode`le line´aire gaussien, la mesure de´finie a` la limite du filtre de Kalman
d’ensemble coı¨ncide avec celle de´finie par le filtre de Kalman. Nous pouvons aussi montrer la
convergence de la moyenne empirique des e´le´ments EnKF vers la moyenne conditionnelle du
filtre de Kalman. En effet, nous avons
mak = E (Xk|Y1:k) = m¯ak = E (X¯ak ).
Il suffit donc de de´montrer la convergence de la moyenne empirique des e´le´ments EnKF vers la
moyenne mathe´matique m¯ak = E (X¯
a
k ). Nous avons
√




Xa,ik − m¯ak | ≤
√















X¯i,ak − m¯ak |






|X¯i,ak − m¯ak |
 < ∞
en utilisant la proposition 6.8.1 pour le premier terme et l’ine´galite´ de Marcinkiewicz-Zygmund
pour le second terme, et en supposant que l’hypothe`se B soit satisfaite et que la distribution initiale
µ0(dx0) admet les moments finis d’ordre p ≥ 1. Alors, la moyenne empirique des e´le´ments EnKF
converge vers la moyenne conditionnelle du filtre de Kalman avec la vitesse 1/
√
N.
7.3 Filtre de Kalman d’ensemble ponde´re´ (WEnKF)
Nous avons montre´ que
• Pour le syste`me line´aire gaussien, la moyenne empirique des e´le´ments EnKF converge vers
la moyenne conditionnelle du filtre de Kalman.
• Pour le syste`me non line´aire gaussien, la distribution empirique des e´le´ments EnKF ne
converge pas vers la distribution du filtre baye´sien optimal. Cela peut eˆtre vu comme un
re´sultat ne´gatif du filtre de Kalman d’ensemble.
L’ide´e naturelle est qu’il est ne´cessaire de modifier le filtre de Kalman d’ensemble pour que
sa distribution empirique des e´le´ments converge vers la distribution du filtre baye´sien optimal.
Papadakis [31] a propose´ en 2007 une version modifie´e de l’EnKF pour re´aliser cette ide´e, qui
s’appelle le filtre de Kalman d’ensemble ponde´re´ (Weighted Ensemble Kalman Filter-WEnKF).
LeWEnKF reprend le principe d’e´chantillonnage du filtre particulaire : dans l’e´tape de pre´diction,
si les e´le´ments d’ensemble explorent selon une loi de propagation q(xk|xik−1, yk), alors dans l’e´tape
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ωik = 1 .
Les e´le´ments EnKF sont propage´s selon les deux e´quations (5.3) et (5.5) que nous pouvons







k ) [yk − Hk ( fk(Xa,ik−1) +W ik) + V ik]
= [I − Kk(PNk ) Hk] fk(Xa,ik−1) + Kk(PNk ) yk + Kk(PNk ) V ik + [I − Kk(PNk )Hk] W ik










k + [I − Kk(PNk )Hk] W ik . (7.6)
γik est une variable ale´atoire gaussienne centre´e, de matrice de covariance
Pγk = Kk(P
N
k ) Rk [Kk(P
N
k )]
∗ + [I − Kk(PNk )Hk] Qk [I − Kk(PNk )Hk]∗.
(7.7)
Autrement dit, les e´le´ments EnKF sont propage´s selon une loi gaussienne de moyenne µik et de
covariance Pγk . D’ape`s le principe d’e´chantillonnage, chaque e´le´ment EnKF doit eˆtre affecte´ un
poids de´fini par
ωik ∝ ωik−1
p(yk|Xa,ik ) p(Xa,ik |xik−1)




ωik = 1 . (7.8)
Parce que les e´le´ments sont a` pre´sent ponde´re´s, la moyenne et la covariance empirique des














k+1 − mNk+1) (Xi, fk+1 − mNk+1)∗
1 −∑Ni=1(ωik)2 (7.9)
Convergence du filtre WEnKF
En principe, le filtreWEnKF converge vers le filtre baye´sien optimal selon le principe d’e´chantillonnage
d’importance. Pourtant, il y a une remarque suivante de notre part : d’apre`s les e´quations (7.5) et
(7.6), la moyenne µik et la matrice de covariance Pγk de´pendent de la covariance empirique P
N
k des
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e´le´ments pre´dits X f ,ik , qui est ale´atoire. C’est-a`-dire que, la loi de propagation des e´le´ments EnKF
n’est pas vraiment gaussienne de moyenne µik et de covariance Pγk indique´es.
Pourtant, graˆce aux re´sultats obtenus sur la convergence de l’EnKF, quand N tend vers l’in-
fini, les e´le´ments EnKF sont contigu¨s aux e´le´ments inde´pendants et la covariance empirique
PNk converge vers la covariance de´terministe P¯k. Ainsi, intuitivement, les e´le´ments X
a,i
k sont les
e´le´ments i.i.d de loi gaussienne a` l’asymptotique, on peut donc affecter les poids aux e´le´ments par
les formulations indique´es et l’estimateur peut eˆtre calcule´ par le principe d’e´chantillonnage.
La convergence du filtre de Kalman d’ensemble ponde´re´ n’est pas encore justifie´e et ne´cessite
encore une de´monstration.
7.4 Comparaison des distributions a posteriori dans le cas ou` la
distribution a priori est un me´lange de lois gaussiennes
Dans cette section, nous comparons les distributions a posteriori de la limite du filtre de Kal-
man d’ensemble et du filtre baye´sien optimal, dans le cas ou` la distribution a priori est un me´lange
de lois gaussiennes. Le mode`le est conside´re´ a` un pas de temps, l’e´tat initial X0 prend un nombre
fini de valeurs et sa distribution est un me´lange fini de masses de Dirac. Cette discussion servira
notamment a` comparer la distribution des particules du filtre de Kalman d’ensemble a` la limite
et du filtre particulaire a` un pas de temps, en fixant les valeurs des particules de l’instant pre´ce´dent.
Conside´rons le mode`le a` un pas de temps suivant :
X1 = f (X0) +W1 et y1 = H X1 + V1 ,
ou` les bruits additifsW1 et V1 sont des variables ale´atoires gaussiennes inde´pendantes de moyenne
nulle et de matrices de covariances Q et R respectivement (R e´tant inversible), et ou` l’e´tat initial





avec des poids positifs, et
∑
i∈I
pi0 = 1 ,
est un me´lange fini de masses de Dirac.
7.4.1 Distributions the´oriques
Distribution a priori
La distribution a priori, i.e. la distribution de probabilite´ du premier e´tat X1, est un me´lange fini
de lois gaussiennes, un cas particulier de distribution multimodale, avec des poids pi1 = p
i
0, des
moyennes xi1 = f (x
i







pi1 Γ(·, xi1,Q) ,
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φ(x) Γ(dx, f (xi0),Q) .
La moyenne a priori m f1 , i.e. la moyenne de la distribution a priori µ
f





























(x − m f1) (x − m f1)∗ Γ(dx, xi1,Q) ,
et en remarquant que∫
Rm




(x − xi1) (x − xi1)∗ Γ(dx, xi1,Q) +
∫
Rm




(x − xi1) (xi1 − m f1)∗ Γ(dx, xi1,Q) +
∫
Rm
(xi1 − m f1) (x − xi1)∗ Γ(dx, xi1,Q)
= Q + (xi1 − m f1) (xi1 − m f1)∗ ,
comme les produits croise´s∫
Rm
(x − xi1) (xi1 − m f1)∗ Γ(dx, xi1,Q) and
∫
Rm





pi1 [Q + (x
i





1 − m f1) (xi1 − m f1)∗ .
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φ(x + K(P¯1) (y1 − H x − v)) µ¯ f1(dx) Γ(dv, 0,R) ,






1 comme de´fini pre´ce´demment. De manie`re e´quivalente, en utilisant des
fonctions caracte´ristiques∫
Rm





exp{i u∗ (x + K(P¯1) (y1 − H x − v))} µ¯ f1(dx) Γ(dv, 0,R)
= exp{i u∗ K(P¯1) y1}
∫
Rm
exp{i u∗ (I − K(P¯1)H) x} µ¯ f1(dx)∫
Rd
exp{−i u∗ K(P¯1) v} Γ(dv, 0,R)
= exp{i u∗ K(P¯1) y1} exp{−12u
∗ K(P¯1)R K∗(P¯1) u}∫
Rm
exp{i u∗ (I − K(P¯1)H) x} µ¯ f1(dx) ,
et comme µ¯ f1 = µ
f
1 , on a∫
Rm






exp{i u∗ (I − K(P¯1)H) x} Γ(dx, xi1,Q) ,
et en remarquant que∫
Rm
exp{i u∗ (I − K(P¯1)H) x} Γ(dx, xi1,Q)
= exp{i u∗ (I − K(P¯1)H) xi1 −
1
2
u∗ (I − K(P¯1)H)Q (I − K(P¯1)H)∗ u}
= exp{i u∗ (I − K(P¯1)H) xi1} exp{−
1
2
u∗ (I − K(P¯1)H)Q (I − K(P¯1)H)∗ u} ,
ainsi ∫
Rm
exp{i u∗ x} µ¯a1(dx) = exp{i u∗ K(P¯1) y1} exp{−
1
2
u∗ K(P¯1)R K∗(P¯1) u}
exp{−1
2
u∗ (I − K(P¯1)H)Q (I − K(P¯1)H)∗ u}
∑
i∈I
pi1 exp{i u∗ (I − K(P¯1)H) xi1} .





pi1 Γ(·, xi,a1 , P) ,
avec xi,a1 = x
i
1 + K(P¯1) (y1 − H xi1) et
P = K(P¯1)R K∗(P¯1) + (I − K(P¯1)H)Q (I − K(P¯1)H)∗
= K(P¯1)R K∗(P¯1) + (I − K(P¯1)H) P¯1 (I − K(P¯1)H)∗
− (I − K(P¯1)H) (P¯1 − Q) (I − K(P¯1)H)∗ ,
et en remarquant que
K(P¯1)R K∗(P¯1) + (I − K(P¯1)H) P¯1 (I − K(P¯1)H)∗ = (I − K(P¯1)H) P¯1 ,
et









ou` ui1 = (I − K(P¯1)H) (xi1 − m f1), ainsi















φ(x) q(y1 − H x,R) µ f1(dx)∫
Rm
q(y1 − H x,R) µ f1(dx)
.
On remarque que
q(y − H x,R) µ f1(dx) dy =
∑
i∈I
pi1 q(y − H x,R) Γ(dx, xi1,Q) dy ,
et
q(y − H x,R) Γ(dx, xi1,Q) dy ,
repre´sente la distribution de probabilite´ jointe de X et Y dans le mode`le line´aire gaussien
Y = H X + V
ou` X et V sont des variables ale´atoires gaussiennes inde´pendantes , de moyenne xi1 et zero, et de
matrices de covariance Q et R, respectivement. De manie`re e´quivalente, on peut exprimer cette
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densite´ de probabilite´ jointe comme le produit de la densite´ de probabilite´ conditionnelle de X
sachant Y , et la densite´ de probabilite´ de Y , i.e.
q(y − H x,R) Γ(dx, xi1,Q) dy = Γ(dx, x̂ i1(y), P1) q(y − H xi1,H QH∗ + R) dy
ou` x̂ i1(y) = x
i
1 + K(Q) (y − H xi1) et P1 = (I − K(Q)H)Q. En conse´quence∫
Rm
φ(x) q(y1 − H x,R) µ f1(dx) =
∑
i∈I
pi1 q(y1 − H xi1,H QH∗ + R)
∫
Rm
φ(x) Γ(dx, x̂ i1, P1) ,




1 + K(Q) (y1 − H xi1), et en particulier pour φ ≡ 1∫
Rm
q(y1 − H x) µ f1(dx) =
∑
i∈I







φ(x) q(y1 − H x,R) µ f1(dx)∫
Rm




pi1 q(y1 − H xi1,H QH∗ + R)
∫
Rm
φ(x) Γ(dx, x̂ i1, P1)∑
i∈I







φ(x) Γ(dx, x̂ i1, P1) ,




p̂ i1 Γ(·, x̂ i1, P1) ,
ou` les poids a posteriori sont de´finis par
p̂ i1 =
pi1 q(y1 − H xi1,H QH∗ + R)∑
i∈I
pi1 q(y1 − H xi1,H QH∗ + R)
.














1) = (1 − K(P¯1)H)xi1 + K(P¯1) y1 car∫
Rd
φ(x) µ1(dx) ∝ φ(x)
∑
i∈I
pi0 q(y1 − hx,R) Γ(dx, xi0,Q)






Γ((1 − K(P¯1)H)v − K(P¯1)w, 0, P) µ
a
1(dx) Γ(dv, 0,R) Γ(dw, 0,Q).
Ici, Γ(.,m1(.), P) repre´sente l’approximation gaussienne de µa1 et µ
w
1 peut donc eˆtre conside´re´e
comme une approximation de µ1.
7.4.2 Distributions des particules des filtres a` un instant fixe´
Conside´rons le mode`le non line´aire gaussien suivant
Xk = f (Xk−1) +Wk et Yk = H Xk + Vk
ou` les bruits Wk et Vk sont des variables ale´atoires inde´pendantes de loi gaussienne de moyenne
nulle et de matrice de covariances Qk et Rk respectivement (Rk e´tant inversible), et ou` la distribu-





avec pi0 = 1/N pour tout i .
Conside´rons l’instant k ≥ 1. En fixant les valeurs des particules a` l’instant k − 1, Xa,ik−1 = xa,ik−1,
d’apre`s la section pre´ce´dente, nous avons :
Distribution des particules de la limite du filtre de Kalman d’ensemble
Distribution a priori : la distribution a priori des particules a` l’instant k, selon le filtre de
Kalman d’ensemble a` la limite, est un me´lange fini de lois gaussiennes, avec des poids identiques
pik = 1/N, des moyennes x
f ,i
k = f (x
a,i








Γ(·, x f ,ik ,Qk) .
Distribution a posteriori : la distribution a posteriori des particules de la limite du filtre de






Γ(·, xa,ik , Pk) ,
avec xa,ik = x
f ,i
k + K(P¯k) (Yk − H x f ,ik ) et Pk = K(P¯k)Rk K∗(P¯k) + (I − K(P¯k)H)Qk (I − K(P¯k)H)∗,
ou` P¯k est la matrice de covariance a` l’instant k de la distribution a priori µ¯
f
k du filtre de Kalman
d’ensemble a` la limite.
Distribution des particules du filtre bootstrap
Distribution a priori : la distribution a priori des particules a` l’instant k, selon le filtre boots-
trap, est un me´lange fini de lois gaussiennes, avec des poids prenant des valeurs diffe´rentes
pik = pˆ
i
k−1, des moyennes x
f ,i
k = f (x
a,i






pik Γ(·, x f ,ik ,Qk) .
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Distribution a posteriori : la distribution a posteriori des particules du filtre bootstrap est un




pˆik Γ(·, x f ,ik ,Qk),
ou` les poids a posteriori sont de´finis par
pˆik =
pik q(yk − Hx f ,ik ,Rk)∑N
i=1 p
i
k q(yk − Hx f ,ik ,Rk)
Distribution des particules du filtre SIR
Distribution a priori : la distribution a priori des particules a` l’instant k, selon le filtre SIR, est








pik Γ(·, x f ,ik , Pk) .
ou` x f ,ik = f (x
a,i
k−1)+K(Qk) (Yk−H f (xa,ik−1)) et Pk = K(Qk)Rk K∗(Qk)+(I−K(Qk)H)Qk (I−Qk)H)∗.





pˆik Γ(·, x f ,ik , Pk),
ou` les poids a posteriori sont de´finis par
pˆik =
pik q(yk − Hx f ,ik ,HQkH∗ + Rk)∑N
i=1 p
i
k q(yk − Hx f ,ik ,HQkH∗ + Rk)
Distribution des particules du filtre WEnKF
Distribution a priori : la distribution a priori des particules a` l’instant k, selon le filtre WEnKF,








pik Γ(·, x f ,ik , Pk) .
ou` x f ,ik = f (x
a,i
k−1)+K(P¯k) (Yk−H f (xa,ik−1)) et Pk = K(P¯k)Rk K∗(P¯k)+ (I−K(P¯k)H) P¯k (I− P¯k)H)∗.
Distribution a posteriori : la distribution a posteriori des particules du filtre WEnKF est un




pˆik Γ(·, x f ,ik , Pk),
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Nous avons montre´ the´oriquement que, quand le nombre d’e´le´ments N tend vers l’infini, les
e´le´ments du filtre de Kalman d’ensemble, qui sont initialement de´pendants, convergent vers les
e´le´ments d’ensemble inde´pendants et identiquement distribue´s selon une loi qui diffe`re de la loi a
posteriori du filtre baye´sien optimal dans le cas ge´ne´ral. Dans le cas du mode`le line´aire gaussien,
cette loi asymptotique est gaussienne et n’est autre que la loi a posteriori du filtre de Kalman.
Nous de´montrons la convergence presque suˆre et dans Lp de la mesure empirique des particules
du filtre de Kalman d’ensemble, avec la vitesse de convergence usuelle 1/
√
N.
Ce re´sultat peut eˆtre vu comme un inconve´nient du filtre de Kalman d’ensemble par rapport au
filtre particulaire, dans le cas ou` on utilise ses e´le´ments pour estimer la distribution de probabilite´
de l’e´tat. Pourtant, dans le cas ou` on utilise peu de particules, comme le filtre particulaire ne donne
pas une bonne estimation quand les particules ne sont pas suffisantes pour bien repre´senter la dis-
tribution a posteriori baye´sienne, l’EnKF peut fournir un meilleur estimateur. Cela peut expliquer
la performance de l’EnKF obtenue par expe´rimentation.
Un papier de Jan Mandel et al. [28] paru en janvier 2009 de´montre the´oriquement la conver-
gence du filtre de Kalman d’ensemble vers le filtre de Kalman dans le cas du mode`le line´aire
gaussien. L’ide´e de la preuve est relativement similaire a` la notre : le gain de Kalman empirique
de l’EnKF est borne´ par une constante qui ne de´pend pas du nombre d’e´le´ments N. Les e´le´ments
de´pendants de l’EnKF sont ainsi e´changeables avec les e´le´ments inde´pendants et identiquement
distribue´s selon la distribution a posteriori du filtre de Kalman, et la contiguı¨te´ des e´le´ments est
montre´e dans Lp. Et la de´monstration dans nos travaux est plus ge´ne´rale au point ou` nous avons
montre´ la convergence de l’EnKF pour la classe des mode`les non line´aires gaussien dont la fonc-
tion du mode`le est continue et localement lipschitzienne avec un accroissement au plus polyno-
mial a` l’infini.
Nous pre´sentons dans la partie suivante quelques re´sultats de simulations afin de discuter la









Dans cette partie nous proposons de valider par simulation des me´thodes d’assimilation de
donne´es se´quentielles dans des cas test.
8.1 Objectifs
Les objectifs sont les suivants :
1. Comparer les performances des filtres dans le cadre ou` l’on utilise “peu de particu-
les”. Dans les applications, le couˆt des calculs nume´riques ne permet pas d’utiliser un grand
nombre de particules pour les me´thodes d’assimilation∗. Notre objectif est donc de com-
parer la performance des filtres quand on dispose de peu de particules. Ces re´sultats de
simulations vont nous permettre de voir quelle qualite´ d’estimation on atteint en pratique.
2. Comparer les performances des filtres dans le cadre asymptotique. L’e´tude the´orique
sur les proprie´te´s asymptotiques de l’EnKF montre que : dans le cas du mode`le line´aire
gaussien, l’EnKF et le filtre particulaire convergent avec la meˆme vitesse vers le filtre
baye´sien optimal quand le nombre N des particules tend vers l’infini. Dans le cas ge´ne´ral
(mode`le non line´aire gaussien), l’EnKF converge vers une limite qui diffe`re du filtre baye´sien
optimal. Par des simulations, nous voulons illustrer cette diffe´rence en comparant la perfor-
mance des filtres, quand on utilise un nombre suffisamment grand de particules.
8.2 Les mode`les de test
Nous choisissons deux mode`les de test : un mode`le line´aire gaussien simple et le mode`le de
Lorenz qui appartient a` une classe de mode`les non line´aires chaotiques.
∗Par exemple pour les mode`les physiques de l’oce´an, la dimension du vecteur d’e´tat peut eˆtre de l’ordre dem = 105.
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8.2.1 Mode`le line´aire gaussien simple
Nous proposons le mode`le suivant  X0 ∼ N(0,Q0)Xt = Xt−1 +Wt
ou` Wt repre´sente l’erreur du mode`le. L’e´tat Xt est de´fini dans l’espace re´el R et on va l’estimer a`
partir des observations Y1:t, relie´es a` l’e´tat par l’e´quation
Yt = Xt + Vt,
ou` Vt repre´sente l’erreur d’observation. Nous supposons,
Wt ∼ N(0,Q) et Vt ∼ N(0,R)
ou` les variances Q0,Q et R sont connues, et la matrice R est inversible.
8.2.2 Mode`le de Lorenz
L’oscillateur (8.1) introduit par Lorenz en 1963 [27] est un mode`le nume´rique qui repre´sente
un e´coulement de fluide particulier. La figure 8.1 donne une visualisation a priori de la trajectoire
du mode`le de Lorenz. Le syste`me de Lorenz s’e´crit en temps continu comme suit
x˙t = σ(yt − xt) + w˙xt
y˙t = ρxt − yt − xtzt + w˙yt
z˙t = xtyt − βzt + w˙zt
(8.1)
ou` x˙t de´signe la de´rive´e de x par rapport au temps t. [xt, yt, zt] ∈ R3 repre´sente le vecteur d’e´tat a`
l’instant t. On choisit habituellement pour les coefficients : σ = 10, ρ = 28 et β = 8/3. Les bruits
{wt = [wxt ,wyt ,wzt ]}t sont i.i.d. et tels que
pour tout a, b,
∫ b
a
w˙tdt = (b − a)W
avec W ∈ R3 un vecteur ale´atoire gaussien centre´ de matrice de covariance Q.
Discre´tisation dumode`le de Lorenz : Pour appliquer les filtres, il est ne´cessaire de discre´tiser
le syste`me (8.1). Pour cela diffe´rents sche´mas nume´riques peuvent eˆtre utilise´s. Ici, nous avons
choisi un sche´ma d’Euler pour sa simplicite´ mais aussi parce que ce sche´ma se paralle´lise faci-
lement ce qui permet de re´duire les couˆts de calcul. Un point de´licat dans la discre´tisation est la
prise en compte des bruits ale´atoires {w˙t}.
Nous choisissons de re´soudre l’e´quation de Lorenz ordinaire (i.e. sans bruit) entre deux temps
d’observation successifs tk = k∆t et tk+1 = (k + 1)∆t avec un pas de temps ∆τ  ∆t et d’ajouter,
a` chaque temps tk, un bruit gaussien a` la solution nume´rique. Ce bruit gaussien est centre´ et de
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F. 8.1: Une trajectoire du mode`le de Lorenz re´solue par le sche´ma d’Euler dans l’intervalle de
temps [0; 20], avec le pas de temps 0.005.
covariance Q(∆t)2.
Le mode`le de Lorenz constitue un cas test inte´ressant car c’est un oscillateur chaotique et
fortement non line´aire. Il est souvent utilise´ dans la litte´rature pour tester les me´thodes d’assimila-
tion de donne´es. Pour un historique complet de l’utilisation du mode`le de Lorenz en assimilation
de donne´es se´quentielles, on peut se reporter a` [16]. Les articles les plus marquants sont [30] qui
compare les proprie´te´s du filtre de Kalman e´tendu et de la me´thode variationnelle, [16] qui reprend
le meˆme exemple pour e´valuer les performances du filtre de Kalman d’ensemble (EnKF), du lis-
seur de Kalman d’ensemble et d’une me´thode d’optimisation, [33] qui compare le filtre bootstrap,
le filtre EnKF, le filtre EnKF du second ordre et le filtre singular evolutive interpolated Kalman
(SEIK) pour reconstruire la trajectoire d’e´tat du syste`me de Lorenz dans R3 quand on ne dispose
que d’une observation bruite´e dans R, et dans [40], nous avons compare´ le filtre de Kalman d’en-
semble, le filtre bootstrap et le filtre SIR avec les diffe´rents sce´narios pour le rapport de l’erreur
du mode`le sur l’erreur d’observation.
Ici, nous proposons de comparer le filtre EnKF avec le filtre particulaire (algorithme SIR) et le
filtre de Kalman d’ensemble ponde´re´ (WEnKF) avec deux sce´narios : quand toutes les trois com-
posantes de l’e´tat sont observe´es et quand une seule composante x est observe´e. Nous conside´rons
aussi dans des simulations les diffe´rents sce´narios pour le rapport entre l’erreur du mode`le et l’er-
reur d’observation.
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8.3 Les crite`res de comparaison
Comparer les estimateurs de la moyenne et (ou) de la variance de (Xk|Y1:k)
Dans le cas du mode`le line´aire, on peut calculer exactement la moyenne et la covariance de
(Xk|Y1:k), en utilisant le filtre de Kalman, et ce sont les solutions optimales au sens de l’erreur
en moyenne quadratique. L’EnKF et le filtre particulaire approchent cette moyenne et cette co-
variance par la moyenne et la variance empirique obtenues a` partir des particules. Nous allons
comparer ces estimateurs empiriques aux estimateurs du filtre de Kalman.
Pour le mode`le de Lorenz, on est dans le cadre non line´aire, la loi a posteriori n’est plus
gaussienne, les deux premiers moments ne suffisent pas a` caracte´riser la loi a posteriori. Nous
conside´rons dans ce cas seulement l’estimation de la moyenne. Comme dans le cas non line´aire,
on ne peut pas e´valuer exactement la valeur de la moyenne de (Xk|Y1:k), les estimations empiriques
de la moyenne a` partir des particules vont ainsi eˆtre compare´es a` une solution de re´fe´rence, qui
est simule´e et conside´re´e comme une vraie trajectoire de l’e´tat a` estimer.
Comparer les distributions a posteriori des particules
Dans le cas du mode`le line´aire, on sait que la loi a posteriori de (Xk|Y1:k) est gaussienne de
moyenne et de variance fournies par le filtre de Kalman. Nous ve´rifions la normalite´ de la distri-
bution des particules et puis nous la comparons avec la loi gaussienne de la solution du filtre de
Kalman.
Dans le cas du mode`le de Lorenz, nous comparons les distributions empiriques bivarie´es des
particules a` celles du filtre bootstrap a` 20000 particules, qui sont conside´re´es comme de bonnes
approximations des marges de la loi a posteriori de (Xk|Y1:k).
Comparer les erreurs en moyennes quadratiques des estimateurs
Les erreurs en moyenne quadratique des estimateurs vont eˆtre compare´es entre elles. Pour le
mode`le de Lorenz, la borne de Cramer-Rao sera calcule´e. C’est une borne infe´rieure des erreurs
en moyenne quadratique des estimateurs.
Chapitre 9
Mode`le line´aire gaussien
9.1 Description des simulations

X0 ∼ N(0,Q0)
Xk = Xk−1 +Wk
Yk = Xk + V
(9.1)
Nous conside´rons la solution du mode`le line´aire gaussien (9.1) sur l’intervalle de temps [0, 1]
avec le pas de temps 0.04. La vraie trajectoire est suppose´e d’eˆtre de´terministe et e´gale a` 0 pour
tout temps k = 1 : 25. L’observation est donc ge´ne´re´e a` chaque pas de temps, selon la loi gaus-
sienne N(0,R). La condition initiale x0 est e´gale a` 0.
Les covariances de l’e´tat initial Q0, de l’erreur du mode`le Q et de l’erreur d’observation R
prennent les valeurs reporte´es dans la table 9.1. Nous choisissons de conside´rer le proble`me avec
les 3 sce´narios diffe´rents :
• Sce´nario A1 : on a une faible confiance dans le mode`le dynamique.
• Sce´nario A2 : on a une faible confiance dans les observations recueillies.
• Sce´nario A3 : on a une faible confiance dans le mode`le dynamique et aussi dans les obser-
vations.
On estime l’e´tat Xk a` partir des observations Y1:k en utilisant le filtre de Kalman, le filtre de
Kalman d’ensemble et le filtre particulaire (algorithme SIR).
Sce´nario Q0 Q R
A1 I 25I I
A2 I I 25I
A3 I 25I 25I
T. 9.1: Les variances des erreurs du mode`le line´aire gaussien selon les sce´narios de simulation,
I = 0.25 ; Q0 : variance de l’e´tat initial ; Q : variance de l’erreur du mode`le ; R variance de l’erreur
d’observation.
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9.2 Re´sultat et interpre´tation
9.2.1 Comparaison des estimateurs de la moyenne et de la variance condi-
tionnelles
Pour e´tudier la dispersion des estimateurs de la moyenne et de la variance, nous calculons 100
fois les estimateurs en re´pe´tant les algorithmes des filtres pour une observation fixe´e. Des boıˆtes
a` moustache sont utilise´es pour repre´senter la dispersion des estimateurs. Les filtres EnKF et SIR
sont e´value´s avec 50, 200 et 1000 e´le´ments ou particules.
F. 9.1: Mode`le line´aire gaussien - Sce´nario A1 (Q=25I, R=I) - Dispersion des estimateurs de la
moyenne conditionnelle pour l’EnKF et le filtre particulaire en fonction du temps ; - - - : solution
de re´fe´rence ; — : moyenne conditionnelle du filtre de Kalman ; o : observation.
Les figures 9.1, 9.2 et 9.3 repre´sentent la dispersion des estimateurs de la moyenne condition-
nelle de (Xk|Y1:k) pour 25 pas de temps et pour les 3 sce´narios A1, A2 et A3. Nous constatons
que les estimateurs des deux filtres, EnKF et filtre particulaire, sont centre´s autour de la moyenne
conditionnelle du filtre de Kalman dans les 3 sce´narios. Les estimateurs peuvent eˆtre conside´re´s
comme non biaise´s. La variance des estimateurs diminue quand on augmente le nombre de par-
ticules. Pourtant, les variances des estimateurs des deux filtres sont le´ge`rement diffe´rentes, parti-
culie`rement dans le sce´nario A2 ou` le rapport de l’erreur d’observation sur l’erreur du mode`le est
fort, la variance de l’estimateur de l’EnKF est relativement plus faible que celle de l’estimateur
SIR. Avec peu de particules (50 particules), l’estimateur EnKF posse`de une dispersion plus faible
que celle du filtre particulaire dans les 3 sce´narios.
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F. 9.2: Mode`le line´aire gaussien - Sce´nario A2 (Q=I, R=25I) - Dispersion des estimateurs de la
moyenne conditionnelle pour l’EnKF et le filtre particulaire en fonction du temps ; - - - : solution
de re´fe´rence ; — : moyenne conditionnelle du filtre de Kalman ; o : observation.
F. 9.3: Mode`le line´aire gaussien - Sce´nario A3 (Q=R=25I) - Dispersion des estimateurs de la
moyenne conditionnelle pour l’EnKF et le filtre particulaire en fonction du temps ; - - - : solution
de re´fe´rence ; — : moyenne conditionnelle du filtre de Kalman ; o : observation.
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F. 9.4: Mode`le line´aire gaussien - Sce´nario A1 (Q=25I, R=I) - Dispersion des estimateurs de la
variance conditionnelle pour l’EnKF (a` gauche) et le filtre particulaire (a` droite) en fonction du
temps, avec 50, 200 et 1000 particules ; — : variance conditionnelle du filtre de Kalman.
Les figures 9.4, 9.5 et 9.6 repre´sentent la dispersion des estimateurs de la variance condition-
nelle de (Xk|Y1:k) pour 25 pas de temps et pour les 3 sce´narios A1, A2 et A3. L’estimateur du filtre
de Kalman est repre´sente´ par le trait plein en noir. Les figures du haut sont obtenues avec 50 par-
ticules pour chaque filtre, celles du milieu avec 200 particules et celles du bas avec 1000 particules.
Dans la plupart des cas, avec 1000 particules, les estimateurs de la variance sont relativement
bien centre´s autour de la variance conditionnelle du filtre de Kalman. Mais avec peu de particules,
l’estimateur du filtre particulaire est le´ge`rement plus biaise´ que celui de l’EnKF. Et pour les 3
sce´narios, la variance d’estimation de l’EnKF est toujours plus faible que celle du filtre particu-
laire.
Avec le mode`le line´aire gaussien propose´, dans le cas ou` on utilise peu de particules, l’EnKF
fournit alors des estimateurs de la moyenne et de la variance conditionnelle qui sont meilleurs que
ceux du filtre particulaire, au sens de l’erreur par rapport a` la moyenne et a` la variance condition-
nelles du filtre de Kalman. Avec plus de particules (ici 1000), ils ont des performances qui sont
relativement semblables.
Dans le cas ou` le nombre de particules est faible, la performance de l’EnKF peut eˆtre ex-
plique´e comme suit : le filtre particulaire de´place et puis redistribue les particules selon la distri-
bution ponde´re´e pour approcher la distribution baye´sienne. Dans l’e´tape de redistribution, seules
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F. 9.5: Mode`le line´aire gaussien - Sce´nario A2 (Q=I, R=25I) - Dispersion des estimateurs de la
variance conditionnelle pour l’EnKF (a` gauche) et le filtre particulaire (a` droite) en fonction du
temps, avec 50, 200 et 1000 particules ; — : variance conditionnelle du filtre de Kalman.
F. 9.6: Mode`le line´aire gaussien - Sce´nario A3 (Q=R=25I) - Dispersion des estimateurs de la
variance conditionnelle pour l’EnKF (a` gauche) et le filtre particulaire (a` droite) en fonction du
temps, avec 50, 200 et 1000 particules ; — : variance conditionnelle du filtre de Kalman.
102 CHAPITRE 9. MODE`LE LINE´AIRE GAUSSIEN
F. 9.7: Mode`le line´aire gaussien - E´volution des particules des filtres EnKF et SIR, avec 10
particules, de l’instant k = 14 a` l’instant k = 15 ; + : EnKF ; + : filtre particulaire ; o : observation ;
* : moyenne conditionnelle du filtre de Kalman ; — : poids des particules.
les particules dont le poids est important sont duplique´es, et les particules dont le poids est faible
sont supprime´es. Comme le nombre de particules est faible, les particules redistribue´es ne sont pas
suffisantes pour bien repre´senter la distribution. Alors que le filtre de Kalman d’ensemble de´place
chaque particule vers l’observation, elles ne sont pas supprime´es ou duplique´es, et prennent des
valeurs diffe´rentes, elles repre´sentent donc en ge´ne´ral mieux la distribution a posteriori.
A titre d’exemple, nous avons simule´ les deux filtres avec seulement 10 particules et nous
repre´sentons dans la figure 9.7 la distribution des particules EnKF et SIR a` 3 e´tapes, a` l’instant
k = 14, a` l’e´tape de pre´diction et a` l’e´tape de correction (k=15). Le cercle vert repre´sente l’ob-
servation et l’e´toile rouge repre´sente la moyenne conditionnelle du filtre de Kalman. On constate
qu’a` l’e´tape de pre´diction, les particules explorent l’espace d’e´tat selon l’e´quation du mode`le
pour l’EnKF et selon la fonction d’importance optimale pour le filtre particulaire. Les particules
du filtre particulaire sont ensuite ponde´re´es et dans la figure le poids de chaque particule est
repre´sente´ par la droite rouge dont la hauteur proportionne au poids. Les poids des particules,
dans ce cas, sont proches les uns des autres, ce phe´nome`ne peut eˆtre explique´ par l’utilisation de
la densite´ d’importance optimale a` l’e´tape de pre´diction qui conduit une variation des poids mi-
nimise´e. Pourtant, a` l’e´tape de correction, seulement 5 particules sont garde´es. En fait, le nombre
de particules du filtre particulaire est toujours 10 mais avec seulement 5 valeurs diffe´rentes. Cette
“mauvaise” redistribution conduit une mauvaise estimation de la moyenne conditionnelle. Alors
que pour l’EnKF, les particules sont toutes de´place´es vers l’observation, et la moyenne empirique
des particules approche bien la moyenne conditionnelle du filtre de Kalman. Dans ce cas, il faut
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conside´rer deux solutions pour le filtre SIR : soit on ne fait pas l’e´tape de redistribution et rem-
place les estimateurs empiriques par les estimateurs empiriques ponde´re´s, soit on augmente le
nombre de particules pour avoir une meilleure distribution a posteriori des particules.
Si on utilise un nombre de particules suffisamment grand, les particules du filtre particulaire
explorent mieux l’espace d’e´tat et proposent donc de bons estimateurs pour la moyenne et la
variance conditionnelle. On voit dans les figures 9.1 a` 9.6 que dans ce cas, la performance des
estimateurs de l’EnKF et du filtre particulaire est semblable, car les estimateurs des deux filtres
convergent vers les meˆmes limites (moyenne et variance conditionnelle du filtre de Kalman) quand
le nombre de particules tend vers l’infini.
9.2.2 Comparaison des distributions a posteriori
Nous trac¸ons les histogrammes des particules que nous comparons a` la loi gaussienne du filtre
de Kalman. Le test de normalite´ de Jarque-Bera (voir annexe 10.2.3) sur les particules des filtres
sont aussi re´alise´s. Les estimateurs sont e´value´s 50 fois et les moyennes des degre´s de significa-
tion (p-value) des tests sont calcule´es. Nous conside´rons dans cette simulation des nombres de
particules de 50, 200 et 1000.
F. 9.8: Mode`le line´aire gaussien - Sce´nario A1 (Q=25I, R=I) - Histogramme des particules a`
l’instant k = 15 pour l’EnKF et le filtre particulaire avec 50, 200 et 1000 particules ; — : loi a
posteriori du filtre de Kalman ; - - - : moyenne conditionnelle du filtre de Kalman.
Les figures 9.8, 9.9 et 9.10 repre´sentent la loi a posteriori gaussienne du filtre de Kalman et
l’histogramme des particules de l’EnKF et du filtre particulaire a` l’instant k = 15 avec 50, 200
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F. 9.9: Mode`le line´aire gaussien - Sce´nario A2 (Q=I, R=25I) - Histogramme des particules a`
l’instant k = 15 pour l’EnKF et le filtre particulaire avec 50, 200 et 1000 particules ; — : loi a
posteriori du filtre de Kalman ; - - - : moyenne conditionnelle du filtre de Kalman.
F. 9.10: Mode`le line´aire gaussien - Sce´nario A3 (Q=R=25I)- Histogramme des particules a`
l’instant k = 15 pour l’EnKF et le filtre particulaire avec 50, 200 et 1000 particules ; — : loi a
posteriori du filtre de Kalman ; - - - : moyenne conditionnelle du filtre de Kalman.
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A1 A2 A3
EnKF PF EnKF PF EnKF PF
...
6 0.50 0.39 0.49 0.40 0.45 0.33
7 0.53 0.30 0.48 0.34 0.58 0.31
8 0.53 0.38 0.56 0.35 0.51 0.36
9 0.44 0.29 0.45 0.34 0.55 0.42
10 0.57 0.40 0.47 0.28 0.42 0.29
11 0.53 0.35 0.51 0.30 0.52 0.36
12 0.55 0.25 0.51 0.35 0.46 0.32
13 0.53 0.32 0.50 0.35 0.47 0.39
14 0.43 0.34 0.46 0.33 0.42 0.30
15 0.48 0.41 0.50 0.33 0.45 0.35
...
T. 9.2: Mode`le line´aire gaussien - moyenne des degre´s de signification du test de normalite´ de
la distribution de 1000 particules de l’EnKF et du filtre particulaire, avec 50 re´pe´titions, du pas de
temps 6e`me au pas de temps 15e`me. Test utilise´ : Test de Jarque-Bera.
et 1000 particules (nous avons ve´rifie´ que pour d’autres temps nous obtenons le meˆme type de
re´sultats). La moyenne conditionnelle du filtre de Kalman est repre´sente´e par la droite en tirets
rouge. On observe que la distribution des particules de l’EnKF et du filtre particulaire approche de
mieux en mieux la loi gaussienne quand le nombre de particules N augmente. La table 9.2 donne
les degre´s de signification du test de normalite´ des particules de l’EnKF et du filtre particulaire
a` 1000 particules. Si on accepte un risque de se tromper a` 5%, les degre´s de signification du test
sont alors assez e´leve´s et on accepte donc l’hypothe`se de conformite´ a` la loi gaussienne de la dis-
tribution des particules des deux filtres EnKF et SIR. Cela concorde avec les re´sultats the´oriques
que nous avons obtenus.
Nous faisons une autre remarque sur la variance de la distribution a posteriori. Si le rapport
de l’erreur du mode`le sur l’erreur d’observation est fort, la variance de (Xk|Y1:k) est relativement
faible (figure 9.8). Si le rapport de l’erreur d’observation sur l’erreur du mode`le est fort, la variance
de (Xk|Y1:k) augmente (figure 9.9). Cette variance est plus e´leve´e si les variances de l’erreur du
mode`le et de l’erreur d’observation sont toutes les deux e´leve´es (figure 9.10). La qualite´ du mode`le
dynamique et de l’observation influe donc sur la qualite´ des estimateurs. Une observation de bonne
qualite´ conduit un meilleur estimateur qu’un mode`le de bonne qualite´.
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9.2.3 Comparaison des erreurs en moyenne quadratique des estimateurs
Comme l’e´tat X est suppose´ de´terministe, l’erreur en moyenne quadratique d’un estimateur
Xˆk(y) est de´finie par
E (Xˆk − xk)2 =
∫
Rd
(Xˆk(y) − xk)2 pyk(dy|xk)
ou` pyk(dy|xk) est la distribution du vecteur d’observation y a` l’instant k sachant le vrai e´tat xk. Dans
la simulation, cette erreur va eˆtre estime´e par




Nous re´pe´tons ainsi le calcul des estimateurs 500 fois correspondant a` 500 observations
ge´ne´re´es selon la loi gaussienne N(0,R). Dans cette simulation, nous utilisons successivement
50, 200 et 1000 particules pour chaque estimateur.
Les figures 9.11, 9.12 et 9.13 repre´sentent l’erreur en moyenne quadratique des estimateurs
de la moyenne conditionnelle en fonction du temps, avec 50, 200 et 1000 particules.
Dans les 3 sce´narios, avec peu de particules, l’EnKF conduit a` une erreur en moyenne qua-
dratique le´ge`rement plus faible que celle du filtre particulaire. Pourtant, avec 1000 particules, les
erreurs en moyenne quadratique des deux estimateurs sont proches. On retrouve bien le re´sultat
the´orique selon lequel les deux estimateurs convergent vers la moyenne conditionnelle du filtre
de Kalman quand le nombre de particules tend vers l’infini dans le cas du mode`le line´aire gaussien.
Dans la figure 9.14, l’erreur en moyenne quadratique des estimateurs au 15e`me instant d’ob-
servation est repre´sente´e en fonction du nombre des particules, de 10 a` 5000. Les erreurs en
moyenne quadratique des deux estimateurs de´croissent vers une meˆme valeur quand le nombre de
particules augmente, et l’EnKF est toujours plus performant que le filtre particulaire dans le cas
ou` on utilise peu de particules.
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F. 9.11: Mode`le line´aire gaussien - Sce´nario A1 (Q=25I, R=I) - Erreur en moyenne quadratique
des estimateurs de la moyenne conditionnelle en fonction du temps ; -*- : EnKF ; - - + : filtre
particulaire.
F. 9.12: Mode`le line´aire gaussien - Sce´nario A2 (Q=I, R=25I) - Erreur en moyenne quadratique
des estimateurs de la moyenne conditionnelle en fonction du temps ; -*- : EnKF ; - - + : filtre
particulaire.
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F. 9.13: Mode`le line´aire gaussien - Sce´nario A3 (Q=R=25I) - Erreur en moyenne quadratique
des estimateurs de la moyenne conditionnelle en fonction du temps ; -*- : EnKF ; - - + : filtre
particulaire.
F. 9.14: Mode`le line´aire gaussien - Erreur en moyenne quadratique des estimateurs de la
moyenne conditionnelle en fonction du nombre de particules (de 10 a` 5000), a` l’instant k=15




10.1 Description des simulations
Les simulations sont re´alise´es dans l’intervalle de temps [0, 20]. Le mode`le de Lorenz est
discre´tise´ selon le sche´ma d’Euler avec un pas de temps ∆τ = 0.005. On ge´ne`re 40 observa-
tions re´parties re´gulie`rement dans l’intervalle de temps [0,20], i.e. tous les 100 pas de temps de
discre´tisation du mode`le de Lorenz, ce qui correspond au pas de temps ∆t = 0.5. L’e´tat a` l’instant
initial est choisi suivant la loi gaussienne N(x0,Q0) ou`
x0 = (1.508870,−1.531271, 25.46091).
Les covariances de l’e´tat initial Q0, de l’erreur du mode`le Q et de l’erreur d’observation R
varient selon les sce´narios de la table 10.1.
Les observations sont simule´es de la fac¸on suivante : nous simulons une trajectoire de re´fe´rence
selon le mode`le de Lorenz ordinaire et ajoutons a` chaque instant d’observation un bruit gaussien
de moyenne 0 et de covariance Q(∆t)2. Cette trajectoire est conside´re´e comme une re´alisation de
la vraie trajectoire de l’e´tat a` estimer. Une suite d’observations est simule´e en ajoutant des bruits
gaussiens de moyenne 0 et de covariance R a` cette trajectoire de re´fe´rence. Les observations sont
simule´es selon 2 sce´narios :
• Sce´nario B1 : on posse`de une observation comple`te de l’e´tat, le vecteur d’observation est
donc de dimension 3 et les trois composantes x, y, z sont observe´es.
• Sce´nario B2 : on posse`de une observation partielle de l’e´tat, le vecteur d’observation est
donc de dimension 1 et une seule composante x de l’e´tat est observe´e. L’objectif est de
comparer la capacite´ des filtres a` estimer ou pre´dire les composantes non observe´es.
10.2 Re´sultat et interpre´tation
10.2.1 Comparaison des estimateurs de la moyenne conditionnelle
Les figures 10.1 et 10.2 repre´sentent une re´alisation de l’estimateur de la moyenne condi-
tionnelle, du filtre particulaire et de l’EnKF, pour les sce´narios B1 et B2. L’estimateur EnKF est
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Sce´nario Q0 Q R
A1 I 25I I
A2 I I 25I
A3 I 25I 25I
T. 10.1: Les variances des erreurs du mode`le et de l’observation selon les sce´narios de simula-
tion pour le mode`le de Lorenz, I = 1 ; Q0 : variance de l’erreur de l’e´tat initial ; Q : variance de
l’erreur du mode`le ; R variance de l’erreur d’observation.
F. 10.1: Mode`le de Lorenz - Sce´nario B1 (trois composantes observe´es) - Les estimateurs de la
moyenne conditionnelle en fonction du temps ; 50 particules ; — : EnKF ; — : filtre particulaire ;
+ : solution de re´fe´rence ; o : observation.
repre´sente´ par le trait plein en bleu et celui du filtre particulaire par le trait plein en rouge. La
solution de re´fe´rence a` chaque instant d’observation est repre´sente´e par une croix noire, et les
observations par des cercles verts. Nous pre´sentons se´pare´ment les estimateurs des trois compo-
santes x, y et z en fonction du temps t.
On remarque dans le sce´nario B1 (figure 10.1), ou` les 3 composantes sont observe´es, qu’on
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F. 10.2: Mode`le de Lorenz - Sce´nario B2 (une composante observe´e) - Les estimateurs de la
moyenne conditionnelle en fonction du temps ; 50 particules ; — : EnKF ; — : filtre particulaire ;
+ : solution de re´fe´rence ; o : observation.
obtient en ge´ne´ral de bonnes estimations pour les 3 composantes de l’e´tat, les estimations sont
relativement proches de la solution de re´fe´rence. Dans le sce´nario A1, l’EnKF et le filtre particu-
laire ont la meˆme performance, on ne voit pas la diffe´rence entre les estimations. Dans le sce´nario
A2, aux instants d’observation, le filtre particulaire fournit plus souvent de bonnes estimations
que l’EnKF. Par exemple, a` l’instant de la 9e`me observation pour la composante x, on voit que
l’estimation du filtre particulaire approche la solution de re´fe´rence, alors que celle de l’EnKF a
tendance a` eˆtre plus proche de l’observation, ceci est duˆ au me´canisme d’e´volution des particules
de l’EnKF : on de´place les particules selon le mode`le de pre´diction et puis vers l’observation.
Comme l’observation a une forte erreur, l’EnKF tend a` proposer de mauvaises estimations. Alors
que pour le filtre particulaire, si l’erreur d’observation est tre`s grande, toutes les particules doivent
avoir a` peu pre`s les meˆmes poids. Ainsi le filtre particulaire est peu influence´ par l’observation
dans ce cas. On voit encore ce phe´nome`ne a` la 3e`me observation pour la composante y, et aux
autres instants ou` l’observation est fortement e´loigne´e de la solution de re´fe´rence. A l’inverse, aux
instants ou` l’observation est proche de la solution de re´fe´rence, l’EnKF est meilleur que le filtre
particulaire. Dans ce cas, l’EnKF a bien de´place´ les particules vers l’observation qui n’est pas tre`s
112 CHAPITRE 10. MODE`LE DE LORENZ
e´loigne´e de la solution de re´fe´rence, alors que le filtre particulaire propose une mauvaise moyenne
ponde´re´e, car le nombre de particules est insuffisant pour bien e´chantillonner le re´gime complexe
du syste`me a` cet instant. On peut faire les meˆmes remarques pour le sce´nario A3.
Dans la figure 10.2 du sce´nario B2 (une seule composante est observe´e), on voit que pour les
composantes non observe´es, dans les sce´narios A1 et A3 (l’erreur du mode`le est supe´rieure ou
e´gale a` l’erreur d’observation), l’EnKF donne de meilleures estimations que le filtre particulaire.
Dans le sce´nario A2 (l’erreur d’observation est importante), on observe l’inverse, les estimations
du filtre particulaire pour y et z sont meilleures que celles de l’EnKF. On voit encore une fois que,
si l’erreur d’observation est importante, l’EnKF propose de mauvaises estimations, surtout pour
les composantes non observe´es.
10.2.2 Comparaison des distributions a` posteriori
Nous pre´sentons dans les figures 10.3 a` 10.10 les distributions jointes bivarie´es de (x,y) et de
(y,z) des particules du filtre bootstrap, de l’EnKF, du WEnKF et du filtre particulaire (SIR) pour
les diffe´rents sce´narios. Les filtres sont e´value´s avec 1000 particules sauf le filtre bootstrap qui
est e´value´ avec 20000 particules et la distribution des particules bootstrap est conside´re´e comme
une distribution de re´fe´rence, qui doit eˆtre proche de la distribution a posteriori du filtre baye´sien
optimal. Chaque ligne dans les figures repre´sente la distribution jointe bivarie´e aux 10 instants
d’observation conse´cutifs, de l’instant k = 16 a` l’instant k = 25.
Pour le sce´nario B1A1 (figures 10.3 et 10.4), ou` l’erreur du mode`le est supe´rieure a` l’erreur
d’observation, on observe que la distribution de re´fe´rence, de l’EnKF et du filtre SIR approchent
des lois gaussiennes. Ceci peut eˆtre explique´ comme suit.
La distribution de re´fe´rence, qui est en fait la distribution des particules du filtre bootstrap,









ωik ∝ ωik−1 p(yk|x f ,ik ).
Comme les variances Qk sont grandes, le me´lange de lois gaussiennes est presque uni modal et
proche d’une loi gaussienne de grande variance. Les particules e´chantillonne´es selon le principe
d’e´chantillonnage d’importance, dont le poids est proportionnel a` la densite´ p(yk|x f ,ik ), sont dis-
tribue´es selon une loi tre`s proche de la loi gaussiennes centre´e sur l’observation yk et de covariance
Rk.
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F. 10.3: Mode`le de Lorenz - distribution jointe (x,y) des filtres avec 1000 particules, de l’instant
k=6 a` l’instant k=15, sce´nario B1A1 (3 composantes observe´es, Q=25I, R=I).
F. 10.4: Mode`le de Lorenz - distribution jointe (y,z) des filtres avec 1000 particules, de l’instant
k=6 a` l’instant k=15, sce´nario B1A1 (3 composantes observe´es, Q=25I, R=I).
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F. 10.5: Mode`le de Lorenz - distribution jointe (x,y) des filtres avec 1000 particules, de l’instant
k=6 a` l’instant k=15, sce´nario B2A1 (une composantes observe´e, Q=25I, R=I).
F. 10.6: Mode`le de Lorenz - distribution jointe (y,z) des filtres avec 1000 particules, de l’instant
k=6 a` l’instant k=15, sce´nario B2A1 (une composantes observe´e, Q=25I, R=I).
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Pour le filtre de Kalman d’ensemble et le filtre SIR, d’apre`s la section 7.4.2, le gain du filtre
de Kalman d’ensemble a` la limite est de´fini par
K(P¯k) = P¯kH∗(HP¯kH∗ + Rk)−1 ,
et celui du filtre SIR par
K(Qk) = QkH∗(HQkH∗ + Rk)−1.
Sachant Xa,ik−1 = x
a,i
k−1, chaque particule de l’EnKF suit la loi gaussienne de moyenne et de cova-
riance
m¯ik = [I − K(P¯k)H] f (xa,ik−1) + K(P¯k) yk
Σ¯k = [I − K(P¯k)H] Qk [I − K(P¯k)H]∗ + K(P¯k) Rk [K(P¯k)]∗.
Sachant X˜a,ik−1 = x˜
a,i
k−1, chaque particule du filtre SIR suit la loi gaussienne de moyenne et de
covariance
mik = [I − K(Qk)H] f (x˜a,ik−1) + K(Qk) yk
Σk = [I − K(Qk)H] Qk [I − K(Qk)H]∗ + K(Qk) Rk [K(Qk)]∗.
Quand le rapport de l’erreur du mode`le sur l’erreur d’observation est grand, les gains K(P¯k) et
K(Qk) sont tre`s proches de la matrice d’identite´ I. Les matrices [I−K(P¯k)H] et [I−K(Qk)H] sont
donc presque nulles. L’effet du mode`le dynamique sur les particules est faible, et la distribution
de chaque particule de l’EnKF et du filtre SIR est tre`s proche de la loi gaussienne de moyenne yk
et de covariance Rk. Ainsi, dans les cas extreˆmes, ou` le rapport de l’erreur du mode`le sur l’erreur
d’observation est grand, les deux filtres EnKF et SIR conduisent a` la meˆme distribution a poste-
riori, qui n’est autre que la distribution des particules du filtre bootstrap dans ce cas.
Dans les figures 10.5 et 10.6, qui correspondent au sce´nario B2A1 (seule la composante x est
observe´e et le rapport de l’erreur du mode`le sur l’erreur d’observation est grand), on constate que
la distribution de re´fe´rence est complexe, notamment pour les composantes non observe´es y et
z (figure 10.6). Les particules du filtre SIR reconstruisent bien la distribution de re´fe´rence, alors
que celles de l’EnKF se de´placent toutes vers l’observation en fonction du gain calcule´, elles sont
ainsi distribue´es selon une loi proche d’une loi gaussienne. Dans ce cas, on voit la diffe´rence entre
la distribution des particules de l’EnKF et la distribution a posteriori baye´sienne.
Dans les sce´narios B1A3 (figure 10.23) et B2A3 (figure 10.25), ou` l’erreur du mode`le est du
meˆme ordre que l’erreur d’observation, l’EnKF reconstruit aussi bien la distribution de re´fe´rence
que le filtre SIR si la distribution de re´fe´rence approche une loi gaussienne (a` la plupart des ins-
tants), et il la reconstruit moins bien si la distribution de re´fe´rence s’e´loigne d’une loi gaussienne,
voir par exemple a` l’instant k = 14-distribution jointe (x, y) et a` l’instant k = 7-distribution jointe
(y, z) du sce´nario B1A3.
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F. 10.7: Mode`le de Lorenz - distribution jointe (x,y) des filtres avec 1000 particules, de l’instant
k=6 a` l’instant k=15, sce´nario B1A3 (3 composantes observe´es, Q=R=25I).
F. 10.8: Mode`le de Lorenz - distribution jointe (y,z) des filtres avec 1000 particules, de l’instant
k=6 a` l’instant k=15, sce´nario B1A3 (3 composantes observe´es, Q=R=25I).
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F. 10.9: Mode`le de Lorenz - distribution jointe (x,y) des filtres avec 1000 particules, de l’instant
k=6 a` l’instant k=15, sce´nario B2A3 (une composante observe´e, Q=R=25I).
F. 10.10: Mode`le de Lorenz - distribution jointe (y,z) des filtres avec 1000 particules, de l’instant
k=6 a` l’instant k=15, sce´nario B2A3 (une composante observe´e, Q=R=25I).
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Nous faisons les remarques suivantes pour les sce´narios B1A2 et B2A2, ou` l’erreur d’obser-
vation est plus importante que l’erreur du mode`le. Dans les figures 10.11, 10.12, 10.13 et 10.14,
on observe que la distribution de re´fe´rence diffe`re fortement de la loi gaussienne. Comme l’obser-
vation a une grande erreur, le filtre baye´sien optimal conduit a` une distribution a posteriori guide´e
par le comportement du mode`le dynamique, qui a une erreur plus faible. On observe ainsi que la
distribution de re´fe´rence a une forme ressemblant a` la trajectoire du mode`le dynamique. Comme
le mode`le est fortement non line´aire, la distribution des particules devient complexe.
Le filtre particulaire dans ce cas estimemieux la distribution de re´fe´rence graˆce a` son me´canisme
d’e´chantillonnage d’importance, alors que pour le filtre de Kalman d’ensemble, a` cause de son
me´canisme qui consiste a` de´placer toutes les particules vers l’observation selon le gain calcule´, la
distribution des particules approche toujours une loi gaussienne.
Ce qu’on observe dans ces cas correspond aux re´sultats the´oriques obtenus : la distribution
des particules du filtre particulaire converge vers la distribution du filtre baye´sien optimal, alors
que la distribution du filtre de Kalman d’ensemble converge vers une distribution de probabilite´
diffe´rente.
Nous avons aussi pre´sente´ dans les figures la distribution des particules du filtre de Kalman
d’ensemble ponde´re´ (WEnKF). On voit que, dans tous les sce´narios, la distribution de particules
du WEnKF est proche de celle du filtre bootstrap. Mais on observe aussi un important phe´nome`ne
de de´ge´ne´rescence des poids des particules WEnKF qui conduit une performance plus faible que
le filtre particulaire avec le meˆme nombre de particules dans les cas ou` la distribution de re´fe´rence
est complexe (figures 10.11, 10.12, 10.13 et 10.14). On peut expliquer ce phe´nome`ne comme suit,
dans le cas du mode`le non line´aire gaussien, le filtre SIR utilise la densite´ d’importance optimale,
qui minimise la variance des poids des particules. Le WEnKF utilise la densite´ d’importance
de´finie par les e´quations du filtre de Kalman d’ensemble, la dispersion des poids peut eˆtre ainsi
plus e´leve´e, qui conduit au fait que apre`s quelques instants, certaines particules sont e´limine´es et
le WEnKF n’est plus capable de reconstruire la distribution baye´sienne.
A l’inverse, dans le cas ou` la distribution de re´fe´rence approche une loi gaussienne (le cas
ou` le rapport de l’erreur du mode`le sur l’erreur d’observation est grand par exemple), le WEnKF
approche aussi bien la distribution de re´fe´rence que le filtre EnKF et le filtre SIR.
10.2.3 Comparaison des erreurs en moyenne quadratique des estimateurs
Comme l’e´tat X est ale´atoire, l’erreur en moyenne quadratique d’un estimateur Xˆk(y) est
de´finie par





(Xˆk(y) − x)∗(Xˆk(y) − x) pyk(dy|x) pxk(dx)
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F. 10.11: Mode`le de Lorenz - distribution jointe (x,y) des filtres avec 1000 particules, de l’instant
k=6 a` l’instant k=15, sce´nario B1A2 (3 composantes observe´es, Q=I, R=25I).
F. 10.12: Mode`le de Lorenz - distribution jointe (y,z) des filtres avec 1000 particules, de l’instant
k=6 a` l’instant k=15, sce´nario B1A2 (3 composantes observe´es, Q=I, R=25I).
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F. 10.13: Mode`le de Lorenz - distribution jointe (x,y) des filtres avec 1000 particules, de l’instant
k=6 a` l’instant k=15, sce´nario B2A2 (une composante observe´e, Q=I, R=25I).
F. 10.14: Mode`le de Lorenz - distribution jointe (y,z) des filtres avec 1000 particules, de l’instant
k=6 a` l’instant k=15, sce´nario B2A2 (une composante observe´e, Q=I, R=25I).
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ou` pyk(dy|x) est la distribution a` l’instant k de l’observation y sachant le vrai e´tat x, et pxk(dx) est la
distribution du vrai e´tat X a` l’instant k. Dans notre simulation, cette erreur va eˆtre estime´e par
E |X̂k − Xk|2 ≈ 11000
1000∑
i=1
(x̂k(yi) − xik)∗(x̂k(yi) − xik)
Nous re´pe´tons ainsi la simulation 1000 fois, chaque fois, une trajectoire de re´fe´rence {xik} est
simule´e, une suite d’observation yi correspondante est ge´ne´re´e selon la loi N(Hxik,R) et les esti-
mateurs x̂k(yi) sont e´value´s. Dans cette simulation, le nombre de particules varie de 50 a` 104.
Le choix de 1000 re´pe´titions dans l’estimation de l’erreur en moyenne quadratique vient du
fait que le vrai e´tat Xk est un processus ale´atoire. L’espe´rance mathe´matique dans la de´finition
de l’erreur en moyenne quadratique est prise par rapport a` l’observation Yk et au vrai e´tat Xk. Il
faut utiliser un assez grand nombre de re´pe´titions pour que l’estimateur empirique de l’erreur en
moyenne quadratique converge.
L’erreur en moyenne quadratique des estimateurs est compare´e a` la borne de Cramer Rao, qui
est une borne infe´rieure pour tous les estimateurs de E (Xk|Y1:k). Le calcul de la borne de Cramer
Rao pour le mode`le de Lorenz est de´crit dans l’annexe.
Les figures 10.15 a` 10.25 repre´sentent la racine de l’erreur en moyenne quadratique des esti-
mateurs de la moyenne conditionnelle, des filtres EnKF,WEnKF et le filtre SIR, pour les diffe´rents
sce´narios. Pour chaque sce´nario, nous pre´sentons dans une figure l’erreur en moyenne quadratique
des estimateurs en fonction du temps pour trois nombres de particules (50, 200 et 1000 particules)
et dans l’autre figure cette erreur en moyenne quadratique a` l’instant k = 10 en fonction du
nombre de particules, qui varie de 50 a` 10000. Nous avons ve´rifie´ aux autres instants qu’on ob-
tient les meˆmes comportements des erreurs en moyenne quadratique. Nous faisons les remarques
suivantes.
Avec un nombre faible de particules, dans tous les sce´narios, l’erreur en moyenne quadratique
de l’EnKF est toujours plus faible que celle du filtre SIR et du filtre WEnKF, l’EnKF est donc plus
performant que le filtre particulaire dans ce cas. On peut expliquer ce phe´nome`ne par le fait que,
avec un nombre faible de particules, les particules du filtre SIR et du WEnKF ne sont pas suffi-
santes pour bien repre´senter la distribution a posteriori du filtre baye´sien optimal, ceci entraıˆne un
mauvais estimateur de la moyenne conditionnelle. Le nombre de particules du SIR et du WEnKF
peut eˆtre encore diminue´ a` cause de l’e´tape de redistribution ou` certaines particules dont le poids
est faible sont supprime´es.
Dans le sce´nario B1A1 (figures 10.15 et 10.16), ou` les trois composantes sont observe´es et
le rapport de l’erreur du mode`le sur l’erreur d’observation est grand, la distribution a priori des
particules du filtre SIR, qui est un me´lange de lois gaussiennes, approche une loi gaussienne
centre´e sur yk et de covariance Rk. Ensuite, d’apre`s la section 4.4.2, les poids des particules du
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filtre SIR sont calcule´s par
pˆik ∝ pik q(yk − Hx f ,ik ,HQkH∗ + Rk)
Quand le rapport de Qk sur Rk est grand, et les particules de pre´diction x
f ,i
k sont centre´es sur yk et
de covariance Rk, les particules de pre´diction sont affecte´es de poids a` peu pre`s identiques les uns
aux autres. Ainsi, dans le cas ou` on utilise peu de particules, et si le rapport de l’erreur du mode`le
sur l’erreur d’observation est grand, il est pre´fe´rable de ne pas re´aliser l’e´tape de redistribution,
pour ne pas faire diminuer le nombre de particules qui est de´ja` faible.
Dans le sce´nario B2A1 (figures 10.17 et 10.18), ou` une seule composante est observe´e et le
rapport de l’erreur du mode`le sur l’erreur d’observation est grand, on constate que l’e´cart entre
l’erreur en moyenne quadratique du filtre SIR (et du filtre WEnKF) et celle de l’EnKF est rela-
tivement faible (entre 8.8 et 10 avec 50 particules). Cet e´cart diminue rapidement et l’erreur en
moyenne quadratique du filtre SIR est plus faible que celle de l’EnKF si le nombre de particules est
supe´rieur a` 100 (a` peu pre`s 200 pour le WEnKF). Dans ce cas, comme la distribution baye´sienne
s’e´loigne d’une loi gaussienne et devient complexe, les particules de l’EnKF approchent mal la
distribution baye´sienne, l’estimateur de la moyenne est aussi moins bon. Alors que le filtre SIR et
le filtre WEnKF fournissent de meilleurs estimateurs car la distribution de leurs particules estime
mieux la distribution baye´sienne. Nous faisons les meˆmes remarques pour les sce´narios B1A2,
B2A2 et B2A3, ou` la distribution baye´sienne est fortement complexe.
Asymptotiquement, quand on utilise un tre`s grand nombre de particules (ici 10000), dans
tous les sce´narios sauf le B1A1, l’erreur en moyenne quadratique du filtre SIR et du WEnKF
est toujours infe´rieure a` celle de l’EnKF. Ceci correspond au re´sultat the´orique que nous avons
obtenu : l’estimateur du filtre particulaire en ge´ne´ral converge vers la moyenne conditionnelle
de (Xk|Y1:k) dont l’erreur en moyenne quadratique est minimise´e par rapport aux autres estima-
teurs de (Xk|Y1:k). Comme le filtre de Kalman d’ensemble ne converge pas vers le filtre baye´sien
optimal, son estimateur de la moyenne conduit a` une erreur en moyenne quadratique plus im-
portante asymptotiquement. Pourtant, dans le sce´nario B1A1 (voir figures 10.15 et 10.16), ou` les
trois composantes sont observe´es et le rapport de l’erreur du mode`le sur l’erreur d’observation est
grand, comme la distribution des particules de l’EnKF, du WEnKF et du filtre SIR approchent la
meˆme distribution baye´sienne qui est proche de la loi gaussienne de moyenne yk et de covariance
Rk, les estimateurs de la moyenne sont ainsi identiques. On voit ainsi qu’asymptotiquement, que
les erreurs en moyenne quadratique des estimateurs diminuent vers la meˆme valeur, et qu’elles
atteignent la borne de Cramer-Rao dans ce cas.
On voit aussi dans les figures que le filtre WEnKF est toujours moins performant que le filtre
SIR au niveau de l’erreur en moyenne quadratique de l’estimateur de la moyenne conditionnelle.
Comme nous l’avons explique´ dans la partie de comparaison des distributions a posteriori, le
WEnKF est re´alise´ avec une densite´ d’importance qui conduit une dispersion importante des poids
des particules. La population de particules a tendance a` s’appauvrir dans le temps et le WEnKF
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propose donc de mauvaises estimations de la moyenne par rapport au filtre SIR. On observe dans
la plupart des cas qu’il faut un tre`s grand nombre de particules pour que l’erreur en moyenne
quadratique du filtre WEnKF atteigne celle du filtre SIR.
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F. 10.15: Mode`le de Lorenz - Sce´nario B1A1 (trois composantes observe´es, Q=25I, R=I) - Ra-
cine de l’erreur en moyenne quadratique des estimateurs de la moyenne conditionnelle en fonction
du temps ; -*- : EnKF ; -+- : WEnKF ; -o- : SIR ; - - - : borne de Cramer-Rao.
F. 10.16: Mode`le de Lorenz - Sce´nario B1A1 (trois composantes observe´es, Q=25I, R=I) - Ra-
cine de l’erreur en moyenne quadratique des estimateurs de la moyenne conditionnelle en fonction
du nombre de particules ; a` l’instant k = 10 ; -*- : EnKF ; -+- : WEnKF ; -o- : SIR ; - - - : borne de
Cramer-Rao.
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F. 10.17: Mode`le de Lorenz - Sce´nario B2A1 (une composante observe´e, Q=25I, R=I) - Racine
de l’erreur en moyenne quadratique des estimateurs de la moyenne conditionnelle en fonction du
temps ; -*- : EnKF ; -+- : WEnKF ; -o- : SIR ; - - - : borne de Cramer-Rao.
F. 10.18: Mode`le de Lorenz - Sce´nario B2A1 (une composante observe´e, Q=25I, R=I) - Racine
de l’erreur en moyenne quadratique des estimateurs de la moyenne conditionnelle en fonction du
nombre de particules ; a` l’instant k = 10 ; -*- : EnKF ; -+- : WEnKF ; -o- : SIR ; - - - : borne de
Cramer-Rao.
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F. 10.19: Mode`le de Lorenz - Sce´nario B1A2 (trois composantes observe´es, Q=I, R=25I) - Ra-
cine de l’erreur en moyenne quadratique des estimateurs de la moyenne conditionnelle en fonction
du temps ; -*- : EnKF ; -+- : WEnKF ; -o- : SIR ; - - - : borne de Cramer-Rao.
F. 10.20: Mode`le de Lorenz - Sce´nario B1A2 (trois composantes observe´es, Q=I, R=25I) - Ra-
cine de l’erreur en moyenne quadratique des estimateurs de la moyenne conditionnelle en fonction
du nombre de particules ; a` l’instant k = 10 ; -*- : EnKF ; -+- : WEnKF ; -o- : SIR ; - - - : borne de
Cramer-Rao.
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F. 10.21: Mode`le de Lorenz - Sce´nario B2A2 (une composante observe´e, Q=I, R=25I) - Racine
de l’erreur en moyenne quadratique des estimateurs de la moyenne conditionnelle en fonction du
temps ; -*- : EnKF ; -+- : WEnKF ; -o- : SIR ; - - - : borne de Cramer-Rao.
F. 10.22: Mode`le de Lorenz - Sce´nario B2A2 (une composante observe´e, Q=I, R=25I) - Racine
de l’erreur en moyenne quadratique des estimateurs de la moyenne conditionnelle en fonction du
nombre de particules ; a` l’instant k = 10 ; -*- : EnKF ; -+- : WEnKF ; -o- : SIR ; - - - : borne de
Cramer-Rao.
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F. 10.23: Mode`le de Lorenz - Sce´nario B1A3 (trois composantes observe´es, Q=25I, R=25I)
- Racine de l’erreur en moyenne quadratique des estimateurs de la moyenne conditionnelle en
fonction du temps ; -*- : EnKF ; -+- : WEnKF ; -o- : SIR ; - - - : borne de Cramer-Rao.
F. 10.24: Mode`le de Lorenz - Sce´nario B1A3 (trois composantes observe´es, Q=25I, R=25I)
- Racine de l’erreur en moyenne quadratique des estimateurs de la moyenne conditionnelle en
fonction du nombre de particules ; a` l’instant k = 10 ; -*- : EnKF ; -+- : WEnKF ; -o- : SIR ; - - - :
borne de Cramer-Rao.
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F. 10.25: Mode`le de Lorenz - Sce´nario B2A3 (une composante observe´e, Q=25I, R=25I) - Ra-
cine de l’erreur en moyenne quadratique des estimateurs de la moyenne conditionnelle en fonction
du temps ; -*- : EnKF ; -+- : WEnKF ; -o- : SIR ; - - - : borne de Cramer-Rao.
F. 10.26: Mode`le de Lorenz - Sce´nario B2A3 (une composante observe´e, Q=25I, R=25I) - Ra-
cine de l’erreur en moyenne quadratique des estimateurs de la moyenne conditionnelle en fonction




Nous avons re´alise´ dans cette partie des simulations nume´riques des me´thodes d’assimilation
se´quentielle de donne´es sur les mode`les de test. L’objectif principal est de comparer la perfor-
mance du filtre de Kalman d’ensemble et du filtre particulaire, pour les diffe´rents sce´narios du
mode`le.
Dans le cas du mode`le line´aire simple, si on utilise peu de particules pour calculer les estima-
teurs, le filtre de Kalman d’ensemble est plus performant que le filtre particulaire. La variance et
l’erreur en moyenne quadratique des estimateurs de la moyenne et de la variance conditionnelles
du filtre de Kalman d’ensemble est plus faible que celle des estimateurs du filtre particulaire. A
l’asymptotique (quand le nombre de particules tend vers l’infini), le filtre de Kalman d’ensemble
et le filtre particulaire ont des performances similaires, car ces deux estimateurs convergent vers
la moyenne et la variance conditionnelles du filtre de Kalman. La variance et l’erreur en moyenne
quadratique des estimateurs a` l’asymptotique sont identiques, et la distribution des particules du
filtre de Kalman d’ensemble et de ceux du filtre particulaire conforme a` la distribution gaussienne
du filtre de Kalman.
Dans le cas du mode`le non line´aire gaussien de Lorenz, la performance des filtres de´pend du
sce´nario.
Si on conside`re l’erreur en moyenne quadratique de l’estimateur de la moyenne condition-
nelle, avec peu de particules, le filtre de Kalman d’ensemble est plus performant que le filtre par-
ticulaire en ge´ne´ral. Mais a` l’asymptotique, le filtre particulaire conduit a` une erreur en moyenne
quadratique moindre. L’erreur en moyenne quadratique de l’estimateur de l’EnKF n’atteint celle
de l’estimateur du filtre SIR que dans le cas ou` on a une tre`s bonne confiance dans l’observation
(toutes les composantes de l’e´tat sont observe´es et le rapport de l’erreur du mode`le sur l’erreur
d’observation est grand).
Si on conside`re la distribution a posteriori des particules des filtres, le filtre particulaire ap-
proche mieux la distribution baye´sienne que le filtre de Kalman d’ensemble. La distribution des
particules du filtre de Kalman d’ensemble approche toujours une loi gaussienne a` cause de son
me´canisme d’e´volution des particules, elle approche bien la distribution baye´sienne seulement
dans le cas ou` la distribution baye´sienne est proche d’une loi gaussienne. Dans nos simulations,
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T. 10.2: Propositions d’utilisation de l’EnKF et du filtre SIR selon le rapport entre l’erreur du
mode`le et l’erreur d’observation, dans le cas ou` on utilise un nombre faible d’e´le´ments d’en-
semble, pour le mode`le non line´aire gaussien a` faible dimension.
on retrouve ce cas si le rapport de l’erreur du mode`le sur l’erreur d’observation est grand et toutes
les composantes de l’e´tat sont observe´es.
Par des simulations, on voit aussi que le filtre de Kalman d’ensemble ponde´re´ converge vers
le filtre baye´sien a` l’asymptotique. Pourtant, il est en ge´ne´ral moins performant que le filtre SIR
et il ne´cessite souvent un tre`s grand nombre de particules pour atteindre la performance du filtre
de SIR.
Les re´sultats de simulation obtenus confirment aussi ce que nous avons de´montre´ sur la
convergence du filtre de Kalman d’ensemble : l’estimateur du filtre de Kalman d’ensemble et du
filtre particulaire convergent vers l’estimateur du filtre de Kalman dans le cas du mode`le line´aire
gaussien. Dans le cas du mode`le non line´aire gaussien, les deux estimateurs convergent vers les
deux limites diffe´rentes.
En re´sume´, nous proposons dans la table 10.2 des pre´conisations de choix entre le filtre de
Kalman d’ensemble et le filtre SIR dans le cas ou` on utilise un nombre faible de particules, pour
le mode`le non line´aire gaussien a` faible dimension. Ces propositions correspondent aux diffe´rents
sce´narios de l’erreur d’observation et de l’erreur du mode`le. Dans le cas ou` il est possible d’utiliser
un grand nombre de particules, le filtre SIR est toujours le meilleur choix.
Conclusion ge´ne´rale et perspectives
Synthe`se des travaux
Me´thodes variationnelles et se´quentielles de donne´es
Les me´thodes d’assimilation de donne´es peuvent eˆtre classe´es en trois familles : l’interpola-
tion classique, l’assimilation de donne´es variationnelle et l’assimilation de donne´es se´quentielle.
L’interpolation classique est une me´thode simple mais elle est de´licate a` utiliser en pratique en
grande dimension a` cause du couˆt de calcul. Les me´thodes variationnelles rele`vent de la the´orie du
controˆle optimal. Elles peuvent estimer en une fois l’e´tat en temps et en espace. Le couˆt de calcul
en grande dimension est faible par rapport aux me´thodes se´quentielles. Cependant, les me´thodes
variationnelles requie`rent des e´critures et des calculs complexes. De plus, comme la solution est
de´terministe, on n’obtient pas d’information sur la distribution de probabilite´ de l’e´tat.
Les me´thodes se´quentielles relevant de l’estimateur baye´sien fournissent une infe´rence comple`te
sur la distribution de probabilite´ de l’e´tat. La solution optimale peut eˆtre e´crite dans le cas ge´ne´ral
sous forme analytique. Mais on ne peut pas la calculer nume´riquement, sauf dans le cas line´aire
gaussien ou` elle se rame`ne aux e´quations du filtre de Kalman. Dans le cas ge´ne´ral, la solution est
approche´e par des estimateurs de type Monte Carlo (filtre particulaire).
Filtre de Kalman d’ensemble et les proprie´te´s asymptotiques
Le filtre de Kalman d’ensemble a e´te´ propose´ initialement comme une approximation du
filtre de Kalman, il a ensuite e´te´ e´tendu au cas du mode`le non line´aire gaussien. Son me´canisme
d’e´volution des particules est intuitivement semblable a` celui du filtre particulaire. Il existe tre`s
peu de re´sultats the´oriques sur les proprie´te´s asymptotiques du filtre de Kalman d’ensemble, alors
qu’il est connu que le filtre particulaire converge vers le filtre baye´sien optimal quand le nombre
de particules tend vers l’infini.
Nous avons montre´ the´oriquement que, quand le nombre d’e´le´ments N tend vers l’infini, les
e´le´ments du filtre de Kalman d’ensemble, qui sont initialement de´pendants, convergent vers des
e´le´ments inde´pendants et identiquement distribue´s selon une loi qui diffe`re de la loi a posteriori
du filtre baye´sien optimal dans le cas ge´ne´ral. Dans le cas du mode`le line´aire gaussien, cette
loi asymptotique est gaussienne et n’est autre que la loi a posteriori du filtre de Kalman. Nous
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de´montrons la convergence presque suˆre et dans Lp de la mesure empirique des particules du
filtre de Kalman d’ensemble, avec la vitesse de convergence usuelle 1/
√
N.
Un papier de Jan Mandel et al. [28] paru en janvier 2009 de´montre the´oriquement la conver-
gence du filtre de Kalman d’ensemble vers le filtre de Kalman dans le cas du mode`le line´aire
gaussien. L’ide´e de la preuve est relativement similaire a` la notre : le gain de Kalman empirique
de l’EnKF est borne´ par une constante qui ne de´pend pas du nombre d’e´le´ments N. Les e´le´ments
de´pendants de l’EnKF sont ainsi e´changeables avec les e´le´ments inde´pendants et identiquement
distribue´s selon la distribution a posteriori du filtre de Kalman, et la contiguı¨te´ des e´le´ments est
montre´e dans Lp. Et la de´monstration dans nos travaux est plus ge´ne´rale au point ou` nous avons
montre´ la convergence de l’EnKF pour la classe des mode`les non line´aires gaussien dont la fonc-
tion du mode`le est continue et localement lipschitzienne avec un accroissement au plus polyno-
mial a` l’infini.
Comparaison entre le filtre de Kalman d’ensemble et le filtre particulaire par des simu-
lations
Nous avons re´alise´ des simulations sur deux mode`les de test : un mode`le line´aire gaussien
simple et le mode`le de Lorenz qui appartient a` une classe de mode`les non line´aires gaussiens.
Pour le mode`le line´aire gaussien, si on utilise peu de particules, le filtre de Kalman d’ensemble
est plus performant que le filtre particulaire, au sens ou` la variance de l’estimateur et de l’erreur
en moyenne quadratique sont plus faibles. Si le nombre de particules est suffisamment grand, le
filtre de Kalman d’ensemble et le filtre particulaire ont une performance semblable, car les deux
estimateurs convergent vers la moyenne et la variance conditionnelles du filtre de Kalman.
Dans le cas du mode`le de Lorenz, au niveau de l’erreur en moyenne quadratique de l’estima-
teur de la moyenne, si on utilise peu de particules, le filtre de Kalman d’ensemble est toujours
plus performant que le filtre particulaire. Si on utilise un grand nombre de particules, l’estimateur
du filtre particulaire conduit a` une erreur en moyenne quadratique plus faible que celle du filtre de
Kalman d’ensemble. L’erreur en moyenne quadratique de l’estimateur du filtre de Kalman d’en-
semble atteint celle du filtre particulaire et la borne de Cramer-Rao, si on est dans le cas ou` le
rapport de l’erreur du mode`le sur l’erreur d’observation est grand et toutes les composantes de
l’e´tat sont observe´es. Au niveau de la distribution a posteriori, la distribution des particules du
filtre de Kalman d’ensemble a tendance a` approcher une loi gaussienne, alors que celle des par-
ticules du filtre particulaire approche bien la distribution baye´sienne a posteriori. Les deux filtres
conduisent a` des distributions proches seulement dans le cas ou` la distribution baye´sienne a pos-
teriori est proche d’une loi gaussienne.
Comme le filtre particulaire requiert un grand nombre de particules pour pouvoir fournir un
bon estimateur et e´viter le phe´nome`ne de de´ge´ne´rescence de poids des particules, l’EnKF peut
fournir un meilleur estimateur si on utilise peu de particules et si la distribution baye´sienne opti-
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male est proche d’une loi gaussienne. Cela explique le succe`s rencontre´ par le filtre de Kalman
d’ensemble dans les applications ope´rationnelles.
Perspectives
Les perspectives imme´diates de ces travaux de the`se portent sur un certain nombre de points.
E´tude de la convergence du filtre de Kalman d’ensemble
Dans nos travaux, la convergence du filtre de Kalman d’ensemble est montre´e sous l’hypothe`se
que la fonction du mode`le est continue et localement lipschitzienne avec un accroissement au plus
polynomial a` l’infini. Cette hypothe`se pourrait eˆtre encore relaxe´e et il serait inte´ressant d’obtenir
une de´monstration pour les cas plus ge´ne´raux.
E´tude du filtre de Kalman d’ensemble ponde´re´ (WEnKF)
L’ide´e du WEnKF est de modifier le filtre de Kalman d’ensemble de telle sorte que son esti-
mateur converge vers l’estimateur baye´sien quand le nombre de particules tend vers l’infini. On
ajoute donc une e´tape de ponde´ration des particules et les particules sont redistribue´es selon un
principe d’e´chantillonnage d’importance.
L’algorithme du filtre WEnKF avec la formulation des poids des particules est disponible dans
la the`se de Papadakis [31]. Pourtant, d’apre`s notre remarque de la section 7.3, cette formulation
de calcul de poids des particules n’est qu’une approximation de la formulation exacte. Une e´tude
the´orique sera ne´cessaire pour confirmer la convergence du WEnKF vers le filtre baye´sien opti-
mal. Cette e´tude sera re´dige´e dans le cadre du projet PREVASSEMBLE (programme Conception
et Simulation, ANR, coordinateur : Olivier Talagrand).
Pourtant, graˆce aux re´sultats de simulation sur le mode`le de Lorenz, on constate que le filtre
de Kalman d’ensemble ponde´re´ converge bien vers le filtre baye´sien optimal.
D’un point de vue pratique, comme le filtre WEnKF utilise les e´quations du filtre de Kalman
d’ensemble pour l’e´tape de pre´diction, il peut eˆtre utilise´ pour les mode`les a` grande dimension.
Pourtant, a` partir des re´sultats de simulation de la the`se, on voit que le filtre WEnKF a encore une
performance limite´e par un proble`me de de´ge´ne´rescence rapide des poids. L’algorithme du filtre
WENKF pourrait eˆtre ame´liore´ par l’utilisation d’autres techniques de redistribution et en faisant
varier le nombre d’e´le´ments d’ensemble. Mais ceci de´passe le cadre de cette the`se.
Mise en oeuvre des comparaisons sur les mode`les re´els en grande dimension
Nous avons effectue´ des comparaisons des estimateurs sur des mode`les de test simples a` faible
dimension, et les re´sultats tire´s ne peuvent pas eˆtre ge´ne´ralise´s pour les mode`les re´els, surtout pour
des mode`les de grande dimension. Comme nous avons remarque´ au de´but de ces travaux, un des
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points de´licats dans l’assimilation de donne´es est le proble`me de grande dimension du vecteur
d’e´tat, qui conduit a` des calculs couˆteux. La performance du filtre de Kalman d’ensemble par
rapport au filtre particulaire en grande dimension n’est pas encore e´tudie´e, a` notre connaissance,






Si les matrices P et R sont inversibles, alors
PH∗(HPH∗ + R)−1 = (P−1 + H∗R−1H)−1H∗R−1.
De´monstration. On ve´rifie d’abord
[P − PH∗(HPH∗ + R)−1HP](P−1 + H∗R−1H) = I.
En effet,
[P − PH∗(HPH∗ + R)−1HP](P−1 + H∗R−1H)
= I + PH∗R−1H − PH∗(HPH∗ + R)−1H − PH∗(HPH∗ + R)−1HPH∗R−1H
= I + PH∗R−1H − PH∗(HPH∗ + R)−1H
−PH∗(HPH∗ + R)−1(HPH∗ + R − R)R−1H
= I + PH∗R−1H − PH∗(HPH∗ + R)−1H
−PH∗R−1H + PH∗(HPH∗ + R)−1H
= I.
Nous avons donc,
(P−1 + H∗R−1H)−1 = [P − PH∗(HPH∗ + R)−1HP].
et alors,
(P−1 + H∗R−1H)−1H∗R−1
= [P − PH∗(HPH∗ + R)−1HP]H∗R−1
= PH∗[I − (HPH∗ + R)−1(HPH∗ + R − R)]R−1
= PH∗[I − I + (HPH∗ + R)−1R]R−1





Annexe B1 : Ine´galite´ de Minkowski
Soit (S , µ) un espace mesure´ et soit p ∈ [1,+∞[. Alors pour tout ( f , g) ∈ Lp(S )2, ou` Lp(S )2
est l’espaces de fonctions de´finies sur S dont la puissance p-ie`me de la fonction est inte´grable, au
sens de Lebesgue, on a
|| f + g||p ≤ || f ||p + ||g||p
c’est-a`-dire (∫
S

















Soit U ∈ Rm un vecteur ale´atoire gaussien centre´, de matrice de covariance Σ, et soit p ≥ 1.
Alors, (
E |U |p)1/p ≤ cp λ1/2max(Σ),
ou` cp est une constante et λ
1/2
max(Σ) de´signe la plus grande valeur propre de la matrice Σ.
Preuve. Comme Σ est une matrice syme´trique semi-de´finie positive, il existe une matrice ortho-
gonale O et une matrice diagonale D avec des coefficients diagonaux positifs ou nuls, telles que
Σ = ODO∗. On ve´rifie que si X est un vecteur ale´atoire gaussien centre´ de matrice de covariance
identite´, alors le vecteur ale´atoire U = Σ1/2X, ou` Σ1/2 = OD1/2O∗, est gaussien centre´, de matrice
de covariance Σ. Alors,
|U |2 = U∗U = X∗ΣX ≤ λmax(Σ) |X|2
de sorte que
E |U |p = E (|U |2)p/2 ≤ λp/2max(Σ) E |X|p ≤ cpp λp/2max(Σ)
d’ou` (




Annexe B3 : Ine´galite´ de Marcinkiewicz-Zygmund [19]
Suppose que X, X1, X2, . . . , Xn soient des variables ale´atoires inde´pendantes centre´es et E |X|p <
∞ ∀p ≥ 1. En posant S n = ∑nk=1 Xk, n ≥ 1, alors il existe une constante Bp telle que





En divisant par np, on obtient
E |1
n



















{E |X|2}1/2 < ∞ 1 ≤ ∀p ≤ 2.
Borne de Cramer-Rao pour le filtrage
non line´aire discret
Pour e´valuer les performances des filtres, dans les cas d’e´cole ou` le syste`me (1.2-1.3) est
parfaitement connu, il est classique de comparer les erreurs en moyenne quadratique des estima-
teurs de l’e´tat induit par chacun des filtres. Il est alors inte´ressant de comparer ces erreurs a` la
borne de Cramer-Rao (CR) qui est une borne infe´rieure pour l’erreur en moyenne quadratique des
estimateurs.
Cas ge´ne´ral
Conside´rons le syste`me (1.2-1.3). Si X̂k est un estimateur du vecteur d’e´tat Xk sachant les
observations Y1:k, alors la matrice de covariance de l’estimateur X̂k admet une borne infe´rieure
J−1k
E [(X̂k − Xk)(X̂k − Xk)∗] ≥ J−1k (1)
La matrice Jk est la matrice d’information, de dimension m×m. Elle peut eˆtre calcule´e de manie`re
re´cursive comme suit [39]
Jk+1 = D22k − D21k (Jk + D11k )−1D12k (2)
ou`
D11k = −E {∇xk [∇xk log p(xk+1|xk)]∗}





D22k = −E {∇xk+1[∇xk+1 log p(xk+1|xk)]∗}
−E {∇xk+1[∇xk+1 log p(yk+1|xk+1)]∗}.
ou` E {.} repre´sente l’espe´rance en fonction de xk, xk+1 et yk+1. ∇xk est la de´rive´e partielle d’ordre
1 en fonction de xk. Le sche´ma (2) de´marre avec la matrice d’information initiale
J0 = E {[∇x0 log p0(x0)][∇x0 log p0(x0)]∗}
ou` E {.} repre´sente l’espe´rance en fonction de x0.
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Cas d’un mode`le a` bruit gaussien
Lorsque les bruitsWk, Vk et l’e´tat initial X0 du syste`me (1.2-1.3) sont de loi gaussienne, c’est-
a`-dire
µ0(dx0) = N(0,Q0), pWk (dw) = N(0,Qk) et qVk (dv) = N(0,Rk)




k et J0 se simplifie et on obtient [34]
J0 = Q−10
D11k = E {F∗k+1Q−1k+1Fk+1} (3)
D12k = −E {F∗k+1}Q−1k+1 (4)
D22k = Q
−1
k+1 + E {H∗k+1R−1k+1Hk+1}
ou` Fk+1 = f ′k+1(Xk) est la matrice jacobienne de fk+1(xk) e´value´e au point xk = Xk et ou` Hk+1 =
h′k+1(Xk+1) est la matrice jacobienne de hk+1(xk+1) e´value´e au point xk+1 = Xk+1.
Calcul de la borne de Cramer-Rao
En pratique, calculer la borne de Cramer-Rao revient a` e´valuer les espe´rances dans (3) et
(4). Une approximation Monte Carlo est ne´cessaire dans le cas d’un mode`le fk non line´aire. Des
re´alisations du vecteur d’e´tat sont simule´es et note´es {xik, i = 1, . . . ,M}, puis les espe´rances dans

















avec Fik = [∇xk f ∗(xik)]∗ le jacobien de fk(xk) e´value´ en xik.
De la meˆme fac¸on, la matrice de covariance de l’estimateur X̂k dans l’e´quation (1) est estime´e
empiriquement a` partir de M re´alisations x̂ik et x
i
k :
E [(X̂k − Xk)(X̂k − Xk)∗] ≈ 1M
M∑
i=1
(x̂ik − xik)(x̂ik − xik)∗
Pour comparer, l’erreur en moyenne quadratique des estimateurs avec la borne de Cramer-
Rao, on est amene´ a` comparer deux matrices. Pour simplification, on choisit de comparer les
traces des matrices
C(X̂k) , E [|X̂k − Xk|2] = E [(X̂k − Xk)∗(X̂k − Xk)] ≥ Tr(J−1k ) (5)
ou` Tr(.) de´signe l’ope´ration trace de la matrice.
BORNE DE CRAMER-RAO ET LES ESTIMATEURS 145
Borne de Cramer-Rao et les estimateurs
D’apre`s Section 4.2.2, l’estimateur baye´sien mak = E [Xk|Y1:k] est l’estimateur du minimum
de variance parmi tous les estimateurs de Xk sachant Y1:k, nous avons donc, pour un estimateur
quelconque X̂k
C(X̂k) ≥ C(mak) ≥ Tr(J−1k ).
La moyenne empirique mN,ak du filtre particulaire est une estimation de la moyenne condition-
nelle mak , nous avons donc
C(mN,ak ) ≥ C(mak) ≥ Tr(J−1k ).
Dans le cas line´aire gaussien, en notant Xak l’estimateur BLUE de´fini par (2.1), d’apre`s Section
4.3 nous avons
C(Xak ) = C(m
a
k) ≥ Tr(J−1k ).

Test de normalite´ de Jarque-Bera
Le test de Jarque-Bera est un test d’hypothe`se qui cherche a` de´terminer si des donne´es suivent









ou` n est le nombre d’observations, S est l’estimateur du coefficient d’asyme´trie et K est l’estima-





















Sous l’hypothe`se nulle que les donne´es suivent une loi normale, la statistique JB suit asymp-
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Re´sume´
Cette the`se porte sur les me´thodes d’assimilation de donne´es, qui consistent a` combiner des infor-
mations provenant d’un mode`le dynamique avec des observations. Nous pre´sentons des me´thodes
d’assimilation les plus connues : l’interpolation statistique, les me´thodes variationnelles d’assimi-
lation de donne´es et les me´thodes se´quentielles d’assimilation de donne´es. Nous nous inte´ressons
particulie`rement au filtre de Kalman d’ensemble qui est de plus en plus utilise´ dans les applica-
tions oce´anographiques. Le filtre de Kalman d’ensemble a e´te´ propose´ initialement comme une
approximation du filtre de Kalman pour les mode`les line´aires gaussiens de grande dimension, il a
ensuite e´te´ e´tendu au cas du mode`le non line´aire gaussien. Il existe tre`s peu de re´sultats the´oriques
sur les proprie´te´s asymptotiques du filtre de Kalman d’ensemble, alors qu’il est connu que le filtre
particulaire converge vers le filtre baye´sien optimal quand le nombre de particules tend vers l’in-
fini. Nous de´montrons dans cette the`se que, quand le nombre d’e´le´ments tend vers l’infini, dans le
cas ou` la fonction du mode`le dynamique est continue et localement lipschitzienne avec un accrois-
sement au plus polynomial a` l’infini, les e´le´ments du filtre de Kalman d’ensemble convergent vers
les e´le´ments inde´pendants et identiquement distribue´s selon une loi qui diffe`re de la loi a poste-
riori du filtre baye´sien optimal dans le cas ge´ne´ral. Dans le cas du mode`le line´aire gaussien, cette
loi asymptotique n’est autre que la loi a posteriori du filtre de Kalman. Nous pre´sentons aussi
des re´sultats de simulations du filtre de Kalman d’ensemble et du filtre particulaire sur un mode`le
line´aire gaussien simple et sur le mode`le de Lorenz afin de comparer la performance des deux
filtres a` l’asymptotique et aussi dans le cas ou` le nombre d’e´le´ments d’ensemble est faible.
Mots-cle´s : assimilation de donne´es, filtre de Kalman d’ensemble, filtre particulaire, convergence
du filtre de Kalman d’ensemble, syste`me d’e´le´ments en interaction de champs moyen.
Abstract
This thesis is concerned with the data assimilation methods which combine the dynamical model
with the observations. We present the well-known methods : statistical interpolation, variational
data assimilation methods and sequential data assimilation methods. We particularly interested in
the Ensemble Kalman Filter (EnKF) which is more and more used in the oceanographic applica-
tions. The Ensemble Kalman Filter has been initially proposed as approximation of the Kalman
filter in the case of linear Gaussian model of huge dimension, it has been then extended for the
nonlinear Gaussian models. Very little is known about its asymptotic behaviour, whereas the par-
ticle filters have a well understood convergence to the Bayesian filter. We prove the convergence
of the EnKF, as the number of ensemble elements increases to infinity. In the linear case, the limit
of the empirical distribution of the ensemble elements is the usual (Gaussian distribution associa-
ted with the) Kalman filter. In the more general case where the state equation is locally Lipschitz
continuous with at most polynomial growth at infinity, this limit differs from the usual Bayesian
filter. We present the simulation results on a simple linear Gaussian model and on the Lorenz
model, where we compare the performance of the EnKF et the particle filter, as the number of
ensemble elements is small and as it increases to infinity.
Keywords : data assimilation, Ensemble Kalman Filter, particle filter, convergence of the En-
semble Kalman Filter, particle system with mean-field interactions.
