Abstract. This is a survey article on domain constants related to uniform perfectness. We gather comparison theorems for various domain constants, most of which are, more or less, known or elementary, but not stated quantitatively in literature, and some are new or improved results. Among these theorems, our main result is a comparison of the modulus and the injectivity radius of a hyperbolic Riemann surface. Its proof relies upon a comparison of extremal and hyperbolic lengths, which seems to be interesting in itself. And we include a lower estimate of the Hausdor dimension of a compact set in the Riemann sphere by the modulus of its complement. We also discuss the variance of these domain constants under conformal, quasiconformal or M obius maps. In [4], it was rst recognized that the similar property as (1.1) is also valid for a wider class of domains, i.e. hyperbolic domains of bounded geometry. While the simple connectedness of a plane domain is characterized by the connectedness of 1991 Mathematics Subject Classication. Primary 30F45, Secondary 30C55, 31A15.
In [4] , it was rst recognized that the similar property as (1.1) is also valid for a wider class of domains, i.e. hyperbolic domains of bounded geometry. While the simple connectedness of a plane domain is characterized by the connectedness of its complement, Pommerenke had an insight into the fact that the above class of domains is also characterized by a w ay of condensation of its boundary points, and such a set was called a uniformly perfect set by him. Independently, T ukia and V ais al a introduced in [55] an equivalent notion for subsets of metric spaces, under the name homogeneously dense sets. Pommerenke thoroughy i n vestigated uniformly perfect sets in [45] and [46] , and found so many equivalent denitions for uniform perfectness. Moreover he and other authors observed that the limit set of any non-elementary nitely generated Kleinian group and the Julia set of any rational map with degree greater than one are uniformly perfect ( [46] and [31] , [20] , respectively. See also [52] and [51] ). After the works of Pommerenke, many authors persued investigations of uniform perfectness or equivalent notions. Osgood [43] found a relationship to BMO (see also Gotoh [13] ). Ancona provided in his paper [2] several potential-theoretic conditions that is equivalent to uniform perfectness ones. This result is recently applied to perturbations of Green's function by Aikawa (e.g., [1] ). Gonz alez [12] gave another characterizations of uniform perfectness in terms of Green's functions and fundamental domains of the Fuchsian group uniformizing the domain. And Fern andez and Rodr guez pointed out that plane hyperbolic domains of bounded geometry satisfy the isoperimetric inequality in the hyperbolic sense, thus the bottoms of spectra of Laplace-Beltrami operators on them are always positive and the critical exponents of convergence of these surfaces are less than 1 ([8] and [9] ). Recently, J arvi and Vuorinen [21] made a great contribution to the case of higher dimensions. Also, Ma, Maitani and Minda [28] has discovered an interesting characterization of the uniform perfectness in terms of two-point comparisons between hyperbolic and Euclidean geometry. For more investigations, we refer to [11] , [16] , [27] , [29] , [30] , [59] , [60] , and so on.
These facts tell the universality and richness of the notion of uniform perfectness (or equivalently, boundedness of geometry, or modulatedness). But, in spite of many studies, explicit comparisons have not been completely made for those domain constants relating to uniform perfectness (or, modulatedness), at least in literature with some exceptions ( [13] , [16] , [30] , [38] , [60] , etc.).
In this article, we try to gather explicit estimates for domain constants, some are known or elementary, some are less but well-known in a quite dierent context, and some are new. It is meaningful to know the amount of uniform perfectness for a plane compact set because some important quantity (for instance, capacity, Hausdor dimension, and so on) is estimated by it. We also refer to invariance or quasi-invariance of those constants under M obius, conformal, or quasiconformal mappings.
This article is organized as follows. Section 2 is devoted to give a precise denition for various domain constants related to uniform perfectness, and to present explicit estimates for these constants. Especially, w e describe injectivity radius and modulus of a given Riemann surface in terms of hyperbolic and extremal lengths, respectively, and from this we deduce a comparison theorem (Theorem 2.3) for the injectivity radius and the modulus as an immediate corollary of the results in sections 5 and 6.
We discuss in Section 3 the invariance (or, variance) of those domain constants under some class of functions (M obius, conformal, or quasiconformal mappings). In Section 4, as a special case, we observe the geometry of round annuli, which i s fundamental for estimation of the domain constants and gives examples with exactly computable domain constants.
Recently, Riemann surfaces are studied by using extremal lengths of (homotopy class of) simple closed curves, as well as hyperbolic lengths (see, for instance, [6] , [10] , [23] , [26] , [39] , and [53] ). We establish, in Section 5, a comparison theorem for hyperbolic and extremal lengths, which seems to be useful in itself for the geometry of Riemann surfaces as above. We make essential use of the collar lemma there.
In Section 6, we explain that integrable holomorphic quadratic dierentials are also (hyperbolically) bounded for modulated Riemann surfaces, and as a corollary of this observation we obtain a quite dierent estimate (Corollary 6.3) from the one obtained by the collar lemma. The ideas in this section are heavily indebted to Matsuzaki [33] .
The nal section 7 is used to present another characterization of the uniform perfectness in terms of the Hausdor contents, from which w e can deduce a lower estimate of the Hausdor dimension with a bound depending only on the uniform perfectness. This result is essentially due to J arvi and Vuorinen [21] .
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Theorem 2.1 (Jenkins and Strebel, cf. [22] and [49] informations, see [14] , [36] and [13] ). By denition, the Hahn metric is conformally invariant, and since G R on G R by the Schwarz-Pick lemma, it follows that R R : Noting that R = R i s a ( w ell-dened) continuous function on R and is not greater than 1, we set
The function R = R is known to be comparable to R :
Theorem 2.4 (Gotoh [13] ). has been noted essentially by [48] , [24] , [58] , [25] (see also [50] ). Later, Minda and Ma improved the estimate as the following. Nevertheless, some kind of reverse inequality holds. In fact, as a corollary of the proof of Theorem 3.12 in [19] , we obtain the following inequality. E D = supfE > 0; fz 2 @D; Er<jz0aj < r g 6 = ; for all a 2 @Dand 0 < r < diam@Dg:
Then the following remarkable result was proved by P ommerenke. As a corollary, w e obtain the following result. We should note that, by Wiener's criterion, the assertion F C > 0 implies the regularity of C in the sense of Dirichlet (cf. Tsuji [54] Theorem 2.12 (Minda [36] ). For any proper subdomain D of C; we have
Now w e i n troduce a domain constant
Then, it is obvious that C D 1; and that 1 4 C D if moreover D is simply connected. More strongly, Hilditch and Harmelin-Minda [16] proved the following theorem, independently.
Theorem 2.13 ( [16] . See also [35] and [37] ). It is always true that C D Remarks. In the non-simply connected case, by utilizing Minda's estimate (2.7), we have an inequality 1 4 tanh(= we state an important result rst shown by Beardon-Pommerenke [4] . The following form of the theorem appeared in Yamashita' paper [60] . Furthermore, if 1 6 2 D; we can add the following conditions to the above list. The rst part directly follows from the quasi-invariance of moduli of annuli. The second part, seeming to be less trivial than the rst, is obtained by (2.2) and the next Proposition 3.2 (Wolpert [56] ). The hyperbolic length of a closed g e odesic is quasiinvariant. More p r esicely, let f : R ! R 0 be a K-quasiconformal homeomophism and a closed curve in R; then we have an inequality:
For convenience of the reader, we shall give a proof of this proposition in Section 4. In particular, we know that the modulatedness of a hyperbolic Riemann surface is quasiconformally invariant. On the other hand, the constants N D ; M D and C D for a plane domain D are not conformally invariant, but some kind of estimate can be deduced. Harmelin, Ma and Minda ([16] , [30] ) systematically investigated the conformal variance of the constants N D and C D and other important ones. We notify the reader that they use the term "quasi-invariance" in a dierent meaning from here.
As for the constant N D ; the following absolute estimate is obtained. In fact, since K D is conformally invariant, Corollary 2.14 yields that
This estimate follows also from the Koebe one-quarter theorem directly. On the other hand, Ma and Minda [30] showed that the above constant 4 can be replaced by a smaller one: j1 + i coth Of course, a more direct method may give a better estimate, which the author does not know unfortunately.
4. Geometry of annuli. Here, we state standard facts about the geometry of annuli with some proofs. Let A = A r be the round annuli fz 2 C; r < jzj < 1g (0 < r < 1): A holomorphic universal cover p : H ! A is concretely given by p(z) = exp i log 1=r log z ! ; (z 2 H);
where we take the principal branch of log z;that is, Im log z = arg z 2 (0; ): As is easily observed, the covering transformation group of p : H ! A is the innite cyclic group generated by g : z 7 ! e`z;wherè Here, we prepare an elementary lemma for later use. As an application, we give here a proof of Proposition 3.2 (due to Wolpert [56] ). which is the case that the equality occurs in the left-hand side of (2.7).
5. Hyperbolic vs. extremal length. In this section, we shall give several estimates between the hyperbolic and extremal lengths, from which w e can derive some comparisons between the constants I R and M R : In our proof, the collar lemma plays a signicant role. We s a y that a simple closed geodesic in R has a collar of width ! > 0 around it if the !=2-neighborhood fq 2 R; dist R (q;) < ! = 2g of is homeomorphic to an annulus, where dist R (q;) i s the hyperbolic distance of q from : The following form of the collar lemma ts our present aim, for which the reader may consult the book [5] . See also [15] for a short proof. Further, this ! is best possible.
With the aid of the collar lemma, now w e can show the following which is equivalent to the right-hand side inequality of (5.2).
Next, we show the left-hand side inequality:
However this is a known result, we shall give a dierent proof from Maskit's one [32] (using the lengtharea method) and from Matsuzaki's one [33] (using the Poincar e theta series). Let 6. An application to quadratic differentials. In this section, we consider complex Banach spaces of integrable and (hyperbolically) bounded holomorphic quadratic dierentials on a hyperbolic Riemann surface. [57] , but this estimate is not so sharp when I R is not small. It is easy to see that H (E) is a non-increasing function of and that if H (E) assumes a positive nite value for some = 0 then H (E) = 0 i f > 0 and H (E) = + 1 if < 0 : The critical point 0 = inff > 0; H (E) = 0 g is called the Hausdor dimension of E and denoted by H-dimE:We note here that 0 0 n and H 0 (E) m a y assume the value 0 or 1: For more detailed exposition of the Hausdor measures and the Hausdor dimenstion, we refer to [7] . For the Hausdor contents, see, for example, [42] .
J arvi and Vuorinen [21] gave a denition of uniform perfectness for the closed subsets of b R n = R n [ f1g; and showed that a uniformly perfect set E in R n has positive Hausdor dimension and its lower bound depends only on the modulus of R n n E and (possibly) n: (The modulus of an open set in R n can be dened by a similar way a s M D in two-dimensional case, and E is uniformly perfect if and only if the modulus of R n n E is nite, by their denition.)
We present here an explicit lower bound for the Hausdor dimension of uniformly perfect sets, simultaneously give another characterization of uniform perfectness in terms of the Hausdor contents. The proof is essentially due to J arvi and Vuorinen [21] , while no explicit bounds are given by them. hence E is uniformly perfect.
As an immedeate consequence of this, we h a ve the following. Proof of Theorem 7.1. Let be an arbitrary number satisfying that 0 < < 0 and the number satisfying that = log 2 log(2 exp +1) ; then we h a ve > M D : Fix a 2 E and 0 < r < Here we show the next result, which seems to be classical, at least one can nd a similar or more general statement in the paper [40] of Moran. For an ultimate result, we refer the reader to Hata [17] . Proof of Theorem 7.1 (continued). We n o w return to the proof of Proposition 7.1. By Proposition 7.4, we know that 3 (K) r =18: Since K E\B(a; r) b y construction, we have 3 (E \B(a; r)) r =18 for any < 0 : Since, for a compact set F; 3 (F )
is continuous with respect to from the left [42] , we see that the former part is valid.
Next we shall show the latter part. Suppose that a 2 E and 0 < r < ; it follows that 3 (B(a; cr)) (2cr) < A r 3 (E \ B(a; r)); in particular, E \ B(a; r) n B(a; cr) 6 = ;: For 1 2 diamE r < diamE;we h a ve E \ B(a; r) n B(a; cr=2) E \ B(a; r=2) n B(a; cr=2) 6 = ;: Thus we conclude that E D Remark. Theorem 7.2 can easily be generalized to higher dimensional case with the exactly same bound as (7.1), thus independent of the dimension. Compare with the corresponding statement in [21] .
