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The problem of collecting m copies of a set of n objects by random 
selection is studied. Previous efforts on this problem have assumed that 
the probability of selecting a particular object of the set at any trial is l/n. 
In this paper it is assumed that the probability of selecting the ith object 
at any trial is given by 
The mean and the variance of the number of trials necessary to complete 
the collection are computed along with their asymptotic behavior as 
12 --*m. 
I. INTRODUCTION 
In this paper we consider the problem of collecting m copies of a set of it 
distinct objects by random selection with replacement. Two questions relating 
to this problem have already been answered. The first is: What is the expected 
number of trials necessary to complete one set assuming that the probability 
of selecting a given object on any trial is l/n ? Feller [l] calls this the waiting 
time problem. Another name is the coupon collector’s problem. If X is the 
number of trials necessary to complete the collection, the expectation E(X) 
is easily computed to be 
E(X) = n (1 + * + *** + ;j . 
(See Feller [l, p. 2111.) As n -+ 03, we find that 
E(X) - n log n. 
* This paper is based on the author’s doctoral dissertation, submitted to the Mathe- 
matics Department at the Massachusetts Institute of Technology, and was carried out 
under the direction of Professor Norman Levinson. 
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The variance is 
Var(X)=R[n-1 i-E2$+y+.*.+(;;l-iji) 
and for n ---f 03 we find that 
Var (X) -y$. (1-O) 
(See Feller [I, problem 24, p. 2241.) 
The second question recently answered by Newman and Shepp [2] is: 
What is the expected number of trials necessary to complete m sets under 
the same conditions of selection as above? They call this the “Double 
Dixie Cup” problem referring to the childhood occupation of collecting sets 
of baseball players, movie stars, etc., which appeared on the covers of dixie 
cups. This is the case where m children are buying dixie cups and trading 
their duplicates. The expected number E,(n) is computed to be 
E,(n) = n jm [ 1 - (1 - &Jr) e-t)n] dt 
0 
(1.1) 
where ,S,Jt) is the first m terms of the series expansion of et, i.e., 
t2 p-1 
&n(t) = 1 + t + z + *-' + (m _ l)! * (14 
Also in [2] it is shown that as n + m 
E,(n) = n[log n + (m - 1) log log n + c, + o(l)] (1.3) 
where C, is a constant which depends only on m. Thus each object of the 
first set collected “costs” log n whereas each of those of the remaining 
(m - 1) sets “costs” log log n. 
Polya [3] considers the problem when each trial yields K distinct objects 
of the set of n objects, but otherwise the question is the same as the first 
question mentioned above. 
The above three questions have in common that they assume a probability 
of l/n. We shall drop this assumption and instead assume that the probability 
of selecting the ith object on any trial is 
where f(u) is some function satisfying the following assumptions. 
(Al) J;fc~) du = 1. 
NUMBER OF TRIALS NECESSARY TO COMPLETE A SET 33 
(A2) minf(u) = 8 > 0; maxf(u) = A < 03. 
(A3) f(a) is a function of bounded variation on [0, 11. 
(A4) f(u) = 6 only on the finite set of points {q, .a*, Us}. 
(A5) There exists a set of pairwise disjoint open intervals {N,, **., NA} 
such that ui EN, C [0, I] and given h > 0, there is an 7 ;> 0 such that 
f(u) 2 f(q) + 7 when j u - ui j 2 h and u E Ni, i = 1, “‘, h. 
(A6) f(u) =f(q) + ci 1 u - ui lyi (1 + $(u)) when u E Nj, where ci > 0, 
vi > 1 and #Q(U) = O(] zl - ui lpi), pi > 0, i = 1, .*., A. 
Assumptions (AS) and (A6) are satisfied if f(u) is differentiable at ui and 
ffyi)(u) is the first nonvanishing derivative at ui. Assuming that f(u) satisfies 
assumption (Al), we shall obtain the following results: 
1. The expectation (depending on m, n, and f) is 
E&J) = n j," (1 - Q (1 - e-q%(%t)~) dt 
where 
and S,Jt) is defined in (1.2). 
2. The variance is 
Var (X) = 2n2 jr t [ 1 - fi (I - e-‘““S,(q,t))] dt - &(n, f) -- [&(%f)]2. 
?%=I 
3. If f(u) satisfies further (A2)-(A6), the asymptotic behavior of E,(n,f) 
as n + 03 is 
EJn, f) = P [log Kn + (m - 1 - +) log log Kn + y 
+ (m - 1 - +) log $ + 0 ((log n)-fi + ‘*)I 
where 6 =f(u,) = .*. = f(un), y is Euler’s constant, K is a constant, 
v = max (Q, ..., VA), and p = min,,+” 2 (l/vi - l/v). (The vi are defined in 
(W*) 
4. If f(u) satisfies (A2)-(A6), or (A2), (A3), and f(u) = 6 > 0 on a set of 
intervals of length K > 0, then the asymptotic behavior of the variance as 
n-+mis 
Var (X) = $ [$ + 0 (l”lgF$z “)I . 
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5. As rz -+ 03, if f(u) satisfies (Al)-(A3) and f(u) = 8 on a set of intervals 
of total length yr > 0, then 
J%a(%f) = p [l% f+ + ( m-l)lOglOgK1~~~+((m-l)lOg~+o(l)] 
where K1 is a constant, and 6 and y are the same as in result 3. 
Thus, the asymptotic behavior of the mean or the variance is determined 
by the value and behavior of f(u) at its minimum. The behavior of f(u) at 
points other than the minima has only second order effects. Intuitively, these 
results seem reasonable since one might expect that the number of trials 
necessary to complete the set is most affected by the object which is hardest 
to obtain, i.e., the one with the least probability of being selected on any 
trial. 
It is interesting to compare our results with previous results. For instance 
result 1 reduces to (1.1) iff= 1, i.e., 
s ki” P, = au = l/K (k-1)/n 
There is no similar result with which to compare result 2 and result 3 is not 
applicable for f = 1 because of (A4). However, with f = 1, result 4 reduces 
to (1.0) and result 5 reduces to (1.3). 
Note that (A5) excludes the possibility of a minimum at one or both of the 
end points, There is no difficulty in treating this case, but its treatment adds 
nothing interesting. The only difference in result 3 is that the constant K is 
changed. 
Finally, it is entertaining to apply Chebysev’s inequality to our results. 
From 3 and 5 we have 
and 
p = E,(n,f) = $ [log n + cm - 1 - f, log log It + O(l)] 
u2 = Var (X) = $J [$ + 0 (lo~~o~~ “)] 
which imply that for e > 0 and rz large, 
pr [I ; - l I ’ (log& 3 < 6 (l&ye 
or again 
Thus the above probabilities + 0 as n -+ 00. 
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II. COMPUTATION OF THE MEAN AND THE VARIANCE 
Let ri be the probability of failure of obtaining m sets up to and including 
the ith trial. Then the expected number is 
If we represent the n distinct objects by xi, *.., x,,, then rf is simply 
(prxr + ... + p,x,)i expanded and evaluated at xi = x2 = 9.. = x, = 1 
after all terms which have all exponents larger than m - 1 have been removed. 
The reason is that ri is equal to the sum of the probabilities of all possible 
ways of failure, and failure occurs when one of the objects appears less than 
m times. 
Consider m fixed and introduce the following notation used in [2]. If 
P(x1, “*, x,) is a polynomial or power series, we define for this section 
to be the polynomial resulting when all terms with all exponents >_ m have 
been removed. Following [2], let 
The expression 
F(x,, a-*, xn) = exp (x1 + **a + xn) - (8 - S,(x,)) *** (8” -- 8,(x,)) 
has no terms with all exponents 2 m. However, F does have all terms of 
exp (x1 + *.. + x,J which ha ve at least one exponent < m. Therefore 
F = (exp (x1 + .*a + x,)} = f$ ‘(” $- ‘ii ’ xfl)i} . 
i=O 
Replacing Xi by qix, where qi = np,, we have. 
However, &(n,f) is 
= z -s?lXl + *-* + !wn)i> 
i-0 ni 
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evaluated at x1 = x2 = ... = x, = 1 (or Em(n,f) = &(n,f, 1)). Using 
it follows that 
i! a 
- = n 
I+ s 
e+Vdt 
0 
s 
co 
=?Z e-ntF(qlxlt, **a, qnxnt) dt 
0 
m 
=?I. 
s e-Y-p (wit + *a* + qnxnt) 0 
- (e*l’~’ - S,(q,x,t)) *** (eQznt - Sm(qnxnt))] dt. 
Setting x1 = x2 = ... = x, = 1, gives us 
E,(n,f) = n 1: [ 1 - fi (1 - e-Bi’Sm(q,j))] dt. (2-l) 
i=I 
Now let si be the probability of success occurring on exactly on the ith 
trial. Since ri is the probability of failure of obtaining m sets up to and 
including the ith trial, then 
St = 1 - ri - (1 - r&l) = ?-iM1 - r<. 
Letting p = I&(n,f), the variance is 
Now 
Var (X) = E(X2) - $. 
E(X2) = 2 k”s, = 2 k”(r,-, - Tk) 
k=l k=l 
= 2 (k + 1)’ rk - 2 k2r, 
=ro+fJ(k2+2k+l)rk-k2rx] 
k=l 
P-2) 
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m 
= 
23 2k + 1) y,c k=O 
= 2 (2k + 1) {(PA + .-. + P,P,)~}~=, 
k=O 
= 2 (2k + 1) Gwl + **- + %%)“1s=1 n cD e-ntt”(ft 
k=O k! s 0 
Since {P(q, -, x,J> is defined to be the polynomial resulting when all 
terms with all exponents 2 m have been removed, it follows that if 
~l(% -**, -4, ..‘, ~?z@l, “*? x,) are polynomials (or power series), then 
P&l, ***9 4 + *** + ~,(Xl, **-, %a>> = P&l, -*‘, %a>> + *** + (~,(Xl, ***, xn>>. 
Applying this to ((x1 + -*. + xn) exp (x1 + ... + x,)}, we obtain 
and if any term has a factor of xi” where p 2 m and j # k, it must have 
come from 
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or ifj = k, it must have come from 
m  t 
x,(ezk - S,n-l(xk)) = xk 2 $f 
km-1 2. 
Consider the product 
xk(erl - &(x1)) -a- (exk - S,-,(x,)) --* (e”” - S,(x,)). (2.6) 
It contains only terms where all the exponents are 2 m. In fact it is easily 
checked that a term which has all exponents 2 m is a term of (2.5) if and 
only if it is a term of (2.6). Therefore it follows that 
- xk(ezl - S,(x,)) a** (esk - Sm.-,(x,)) *a* (8” - %&c,)). 
Using this in (2.4) yields 
x (1 - (1 - e+XS,(x,)) *se (1 - e-*AS,-r(x,)) *** (1 - e-%5’,&,)))]. (2.7) 
Now 
1 - e-ZS,-,(x) = 1 - e+ [I + x + a** + (Lm: 2)r] 
= 1 - e-x 
[ 
1 + **. + (m*rll)l + (z2ri;! 
I 
-- 
= 1 - e-z&&c) + (Ezra;! 
and since 
it follows that 
or 
e-zxm-l 
(m - I)! 
= & (1 - e-*&(x)) 
l- e-3CSm.Jx) = 1 - e-ZS,(x) + g (1 - e-+,(x)). w3) 
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Combining (2.8) and (2.7) yields 
39 
X (1 - fi (1 - eTS,(xj)) - &Q (1 - e+jS,(~j)))] . (2.9) 
Ll 3 
Let 
J = xk -$ fi (1 - e+S,(xJ) 
k j=l 
and 
Then dx, = q#dt and J becomes 
J = qkt --& [(l - eT!$&,)) *** (1 - e-“ktSm(q,t)) *a* (1 - e-%S,(x,))] 
= t $ [(I - eT!3,(xl)) se- (1 - emgtSm(qkt)) *** (1 - e~z5Sm(xn))]. 
Summing over k yields 
&4& 1 - e-“‘S,(x,)) = t gl $ [l - eT!$&,)) 
and using the product rule for differentiation it follows that 
Combining (2.10) and (2.9) and using the fact that 
$Chzn 
we obtain 
= en5 
[ 
n - n fi (1 - e-“jtSm(q,t)) 
i-1 
- $- $ (1 - e~“j”S,(~~t))] . 
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Then (2.3) becomes 
E(X2) = 2n 1; t [n (1 - fi (1 - e-Qq&,t))) 
k=l 
t f (1 - fi (1 - e-""ts,(q&,)] dt + P. 
k=l 
Integration by parts on the second term yields 
E(X2) = 2n2 1: t [l - fi (1 - emgktSm(qkt))] dt + p 
k=l 
+ 2~ [l - $J (1 - e-a%&k~N]~ 
- 2n 1,” [I - n (I - e-Q%n(~kt))] fit* 
The second term evaluates to 0 and the third term is simply - 2~. Hence 
E(X2) is 
E(X2) = 2n2 1; t [1 - fi (1 - e-Q”tSm(qkt))] dt - ,u 
k=l 
and combining this with (2.2) we conclude that 
Var(X)=2n2/rt [l-2 (1 - ~““~&(p~t))] dt - p - p2. (2.11) 
III. THE ASYMPTOTIC BEHAVIOR OF THE MEAN 
In this section we compute an expression for the asymptotic behavior of 
the mean as n -+ (~3. In Section II it was proved that 
4&J> = n fr [l - g (1 - e-qKt&(q$N] dt (3.1) 
where 
s 
kin 
qk = n (,-,,/,f(U) du =f@kh y <ok<; (3.2) 
i.e., qk is the mean value off over the interval [(k - 1)/n, R/n]. Written in a 
more suggestive form, (3.1) becomes 
E,(n,f) = n fin (1 - exp In 2 L log [l - e-f’“k’tSm(f(wlc) t)]\) dt. (3.3) 
0 k=l n 
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Let 
&(n,f) = n f, (1 - exp [ n J: log [ 1 - e-f(“)tSm( f(u) t)] du 1) dt. 
Then we shall prove the following lemma. 
(3.4) 
LEMMA 1. Iff(u) satisfies (Al)-(A3), then 
E,(n,f) - E&,f) = o(?w4q 
as n --f m. (S/4/! = [minf(u)]/[4 maxf(u)] > 0.) 
PROOF. Combining (3.4) and (3.3) we have 
E,(n,f) - Em(n,f) = n 1: (exp [n 11 log [l - e--jcuJt&(f(u) t)] &I 
With 
and 
- exp n2Llog[* -emftVkjtS 
1 k=l n 
m(.fhJ 4 1) dt. 
P(u, t) = log [ 1 - e-fcu) tS,( f(u) t)] 
(3.5) 
(3.6) 
w 4 = s1 sfil,,,, [p(uk, t) - p(U, t)] dt 
we can write (3.5) as 
E,(n,f) - IJm(n,f) = n 1: exp [n 11 P(u, t) du] (1 - en+‘t+)) dt. 
Since 
1 - e-tS,(t) = jl e-* (mur;)! du, 
(3.7) 
(3.8) 
(3.9) 
it follows that (1 
that 
imply that 
- e-tSm(t)) is strictly increasing with t. This and the fact 
P(u, t) 5 log (1 - e-A”S,(At)) 
I log (1 - eeAt) 
P(u, t) I - e-At. (3.10) 
or 
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From (3.6) and (3.9) we obtain 
or 
f 
f(Vk) t 
[e-wwm-l/(m - l)!] de, 
fh, t) - qu, t) = log ;(u)t 
s 
[e-wwm-l/(m - l)!] dw o 
[e+~~-~/(rn - l)!] dw 
wz* t) - w4 t) = 1% 1 + * (3.11) 
If m - 1 < w, then e+‘wm-l/(m - l)! is decreasing in w. Thus if St > m - 1 
s f(vr)t ,(u)t [e-“wm-l/(m - l)!] de, 1 
1 - e-f(“)tSm(f(u) t) 
I; e-dt(W+lt If@) -.f(wk) I 
(m - l)! (1 - e-dts,(8t))’ 
(3.12) 
Since (1 - Prt&(&)) -+ 1 as t --t 03 (6 > 0), it follows that the right hand 
side of (3.12)-+0 as t + 0~. Therefore, there exists a number T < 03 such 
that for t 2 T 
s f(qJ t P@Y(m - lY1 dw f(~)t 
(1 - e-f(u)tS,(f(u) t)) < 1; - 2’ 
ForOIxI&, 
and 
Hence for t 2 T 
or 
I J-Y%, t) - @4 t) I I g 
e-dt(6t)m-1t (f(u) - f(wk) ( 
(m - l)! (1 - e-dtS,(8t)) 
I fYwk, t) - %4 t) I I JWdttm If@) -fhJ I. 
Note that Kl is independent of k. Using this in (3.7) yields 
(3.14) 
IN4 fl) 1 5 Kle-dttm 2 s:Ll,,. I .fW - .fW I du. (3.15) 
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Sincef(u) is a function of bounded variation, it can be written as 
fW =.m + P(U) - 44 (3.16) 
where p(u) and n(u) are monotone increasing functions and p(O) = n(0) = 0. 
Also p(l) + n(1) = V(f) (the total variation off(u)). From (3.2) and (3.16) 
we obtain 
Then 
, k-l),n [I Pt”) - ?k 1 + 1 n(u) - *k I] du. 
Since p(u) and n(u) are monotone increasing, it follows that 
I + V(f). (3.17) 
This and (3.15) imply that [ q!~(t, n) [ is bounded for t 2 T as n + 03 and 
hence there is a constant Ks such that 
( 1 - P+(~*-) ( I K&(t, n) for t 2 T. (3.18) 
Combining (3.8), (3.10), (3.18) and taking n large enough so that 
(log n)/2A 2 T we obtain 
where’ 
1 E,(n,f) - en(%f) I s 4 + 4 (3.19) 
II = 71 I 
(log n)/%‘I 
e-ns-Ar & 
” 
(3.20) 
1 II is obtained by going back to (3.9, choosing the largest term, and then using 
(3.10). 
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and 
.z 
I, = K,n” 
! ,,og n)/2“j 1 a n, 1 dts 
Combining (3.15) and (3.17) yields 
which implies that 
I, I K,K,nlfYf) /no, n,,2A e-*VW 
or 
m I K,K,V(‘(f) n1-(n/4A) 
I 
@tPtmdt 
0 
I2 = O(f$-(gi4A)) as n+c=J. (3.23) 
(3.21) 
(3.22) 
Since exp (- ne--At) is monotone increasing in t, it follows that 
I, 5 n exp (- n1’2) 1%) 
which is easily O(nl-(6/4A)). Using this and (3.23) in (3.19) yields 
1 E,(n,f) - Em(n,f) ( = 0(n1-(a/4A)) 
which concludes the proof of lemma 1. 
Now we need to determine the behavior of gm(n,j) as n + 00. Integration 
by parts in (3.4) yields 
l?,Jn,f) = n (1 - exp in J1 log [l - e-fu‘)tSm(f(U) t)] du!) t 1, 
0 
log [l - e-f(et)tS,(f(u) t)] dr/ 
s 
1 
n 
e-f(“)t[f(u) t]” du 
o (m - l)! (1 - e-~Wsm(f(U) t)) &a 1 (3.24) 
Since 
I 5 
1 
exp n 
0 
log [l - e-j@)tS,(f(u) t)] du 1 = 0 (exp [ - ne-‘~~~~)tl)m-l]) 
as t + 00 and is equal to 1 at t = 0, the first term of (3.24) vanishes leaving 
Em(n,f) = n2 lr (exp 1 n s: log [l - e-jc”JtSm(f(U) t)] du 1 
-s 
1 e-f(“)t[f(u) t]” dzl 
o (m - l)! (1 - e-f(“)tS,(f(u) t)) 1 dt’ 
(3.25) 
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Let 
Then 
y=- l 
s 
log (1 - e-~?S&+) t)) du. (3.26) 
0 
dr 
s 
1 e-f(u)t[f(u) t]“-“f(u) 
z=- o (1 - e-f(U)tSn(f(U) t)) (m - I)! d” 
(3.27) 
which is negative. Therefore, y is a strictly decreasing function of t which 
implies that its inverse t(y) exists and is also strictly decreasing. Substituting 
(3.26) and (3.27) in (3.25), we obtain 
E&J) = n2 j, PQJ t[y) dy. 
Now let 
where 
J1 = n2 jl”” n eenv t(y) dy (3.29) 
and 
Jz = n2 jI1og 72 ear t(r) dy. 
J2 is easily estimated. With 
1 
u =y-logn 
it follows that 
and since t(y) is monotone decreasing, then 
12 I n2c+log n t (&) jr e-nu du 
or 
J2 = 0 (wnllw (&) , 
(3.28) 
(3.30) 
(3.31) 
An estimate of t(l) o n as n -+ 00 will be obtained later. In J1, as n -+m, g ) 
y -+ 0 but t(y) -+ 00. We shall replace t(y) in J1 by an asymptotic formula for 
f(y) as y -+ 0. First, we need to assume further that f(u) satisfies (A4)-(A6) 
in order to use the following theorem due to Beppo Levi [4]. 
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THEOREM (Beppo Levi). Consider the integral 
where 4(x) has a positive absolute maximum at x = x0 where a < x0 < b and 
g(x,,) # 0. Further, assume that 
1. g(x) and +(x) are integrable. 
2. g(x) is bounded. 
3. g(x) is continuous at x = x0. 
4. I f  h > 0, there is a positive cy such that 1 d(x) / < $(x0) - (Y when 
/ x - x0 / 2 h. 
5. In some neighborhood of x,,, d(x) can be expressed in the form 
w = WJ - c I x - x0 Iv (1 + W) 
where c and v are constants, c > 0, v  > 1 and 
e(x) = O(l x - x0 I”) where 
and 
P>O 
g(x) = g(xo) + O(l x - x0 I”) as x -+ x0. 
Then as n-+a 
I, = 2v-lF (+) [~]“‘g(s,) [+(xo)p (1 + O(n--(PIY)--E)} 
for some E > 0. 
By expanding the log in (3.26), we obtain 
Y =I1 e-f(u)tSm( f(u) t) du + 0(e-zatt2(m-1)) 
0 
as t 4 * and from the definition of SV‘(t) it follows that 
p-1 
I 
1 
‘=(m - l)! 
e-f(ujt[ f(u)]+1 du + O(e-dtt”-2). (3.32) 
o 
We shall obtain an estimate for y as t --f 03 using Levi’s theorem. Let 
where 
and 
p-l 
s 
%2 
~6 = (m _ l)! 21‘1 e-f(u)tLfWl”-l du 
Ull - -0 
UL2 = 1 
uil = 1.u.b. NiwI i = 2, -*, h 
ui2 = 1.u.b. Ni i = 1, a.*, X - 1. 
(3.33) 
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Since the i’Vi are pairwise disjoint, the set of intervals {(u,, ~31 is also pair- 
wise disjoint. This and (3.32) imply that 
y = iys + O(e-attm-2) as t--t,=. 
i=l 
It also follows that 
and thusf(u) has exactly one absolute minimum on the interval (Q, ups), 
Now let u = x, ui = x,,, t = n, [f(u)]+l = g(x) and e-ft”) = 4(x) in 
Levi’s theorem. Clearly, by the above construction e-ft”) has a positive 
maximum at ui and ui is interior to the interval of integration. Also it follows 
by (A2) that 
[f(z&)]“-1 = w-1 > 0. 
The other conditions of Levi’s theorem are satisfied as follows. 
1. [f(~)]+l and e-f(u) are integrable by (Al). 
2. [f(U)]--1 5 P-1 < a. 
3. [f(u)]+l is continuous at ui by (A6). 
4. By (A5), if h > 0, there is an 71 > 0 such that 
+(x) = e+t”) 2 e-8-q < +(x0) - +(x0) (1 - e-Q> 
and with 01 = +(x0) (1 - e-n) we have d(x) I #(~a) - ~11 satisfying condi- 
tion (4). 
5. BY Wh 
where 
y%(x) = e- f(u) = evg exp [- Cd 1 U - U( Iyi (1 + #i(U))] 
Then 
t/hi(U) = O( 1 u - ut IPi), qi > 0. 
4(x> = 4(x0) - d&J (1 - exp [- ci 1 u - ui J yi (1 + &(u))]) 
= +txO) - d(xO) lIci ) u - ui Iyi (1 + $j(U)) - “‘] 
= g.qJ - +(x0) ci 1 u - UC ]“i 
x 
[ 
* + (cl+) _ ci I u - ui I’” (1 + vw)” 
2! 
+ +**] . 
With & = #(x,,) ci and 
O(X) = #i(U) - ci ’ ’ G ” I”* (1 + #i(U))” + sm. 
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we obtain 
K4 = cb(%) - f, 1 2 - x() /“t (I + e(x)). 
Clearly E, 1~ 0, V< > 1 and 0(,x) = O(l u - U, I”i) where pi = min (qi, Vi). 
Also 
A+) = u(41m-’ = [f(h) + ci j u - ui /Q (1 + +qU))]m-l 
= [.f(u,)]m-’ + O(l u - us p> 
= g(q) + O(l x - xg I”“). 
Thus condition (5) is satisfied. 
Applying Levi’s theorem to (3.33), we have 
yi = (natm-‘l)! 2v;1r p-j [$]liVi s-le-“t(l + qt-(h)-y} (3.35) 
as t + 03 where 
With 
pi = min (qi, vi) 
Ci = ee8ct. 
p-1 wll~i) 
v&n - l)! 
it follows from (3.35) that 
yi = Kit”-l-lllyt)e-dt (1 + O(t--(Ptlvz)-6)). 
Let S be the set of positive integers 5 h such that for i E S, 
vi = v = max (vl, ..‘, v~). 
Dividing by tTE-l-‘1’TJe-8t and using (3.34) we obtain 
where 
or with 
y=t m-l-(l/v)e-dt [z K + W-f‘)] 
ies 
1 
lJ=n& -2 ( 
>o 
Vi V ) 
(3.36) 
(3.37) 
(3.38) 
(3.39) 
(3.40) K=zK, 
is.9 
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(3.38) becomes 
Then 
y = Kp-l-w~)e-~t[* + o(p)]. (3.41) 
logy = log K + (m - 1 - J-) log t - 6t + o(t--q 
as t -+ ~0. Clearly, as t + 03, y --+ O so that 
t = $ [log $ + log K + (m - 1 - +) log t + O(P)] 
as y -+ 0. It is easily checked that as t -+ m, logy < - $6~ Hence 
(3.42) t(y) = 0 (log +) as y 3 0. 
Iterating 
t+log$+( m - 1 - J-1 log $ + O(t-fl) 
+ (m - 1 - +) log [log $ + (m - 1 - +) log t + O(t-@)]I 
or 
t=~[log~+(m-l-~)log+-+(m-l-J-)loglog~ 
+ O(t-p) + (m - 1 - +-) log (1 + [m - ’ - \A:?$$ ’ + o(t-p) )] . 
By (3.42) this becomes 
t=+[log$+( m-l -$)log+-+(m-1 -+-)lOglOg$ 
+ 0 ((log $)J + 0 (lo~;~l;!$)] . (3.43) 
Combining (3.28), (3.31), (3.42), and (3.43), there results 
E&z,f) = ?I22 ,yogn e+y + log 5 + [ y ( 712 - 1 - $ 1 
log + 
+ (m - 1 - J-1 log log $ + 0 ((log $,“) 
+ O ( 
1% 1% ( 1 /Y) 
1% WY) )I dy + ne-+l”g n O(log log n) (3.44) 
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as FZ -+ m. With u = ny, (3.44) becomes 
E&J) = $ j;““” n e-u [logKn+log$+(m- 1 -$)log$ 
t (111 - 1 - +, log log E + 0 ((log t)-@ + lo;;$y’)] du 
Now 
+ necn/log n O(log log n). (3.45) 
I 
Vlog * 1 m 
e-% log - du = 
0 II I 0 
e-” log i du + Irn 
n/log n 
ecu log udu 
or 
s 
n/log n 
e-u log i du = y + O(~Z-~/~~). (3.46) 
0 
Also 
s 
n/log 12 
0 
e-u log log F da 
= log log Kn 
s 
n/log n n/log n 
e-u du + 
s 
.F log 1 log (‘/‘) + ____ 
log Kn 
& 
0 0 
= (log log Kn) (1 - e-nl1og “) + /l”” 71 + [zroi 11 + Jr::: n 
= log log Kn + O(,-d/4‘4) + II + I* + I3. 
II, Ia, and I9 are easily estimated. 
I1 = 0 (r’log ’ log (1 + w) d”) = 0 ( /;‘log n !!@$ du) 
= 0 (& (u logi + u) l;‘log.j 
I, = 0 1 + w) 1 du) 
= 0 (I log (1 - e) 1 /z:oi n e-” du) 
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= 0 (I log log Kn / (; - e-nilcqj 
= 0 ($ log log ?z) . 
Thus 
s 
n/log It 
e-u log log F du=loglogKfi+O(+). (3.47) 
0 
The last term of (3.45) to be estimated is 
= 0 ((log +/a)+ + lo;;$a) 1 n”a e- du + 0( 1) j-m e+ du 
0 ?$I2 
= O ( (lo&r + (qgy)) * (3.48) 
Using (3.46), (3.47), and (3.48) in (3.45) and the fact that for constant terms, 
the error made by setting the upper limit to 00 is O(n-d/JA), we obtain 
E,(n, f) = + [log IZ + log K + y + (m - 1 - +, log $ 
+(-I-+dogK~+O( (lo;n)u j logkn log n )I 
and this, combined with Lemma 1, yields 
E,(n,f) = $ [log Kn + (m - 1 - t) log log Kn + y 
+ (m - 1 - +) log +- + 0 ((log n)-” + *)I (3.49) 
as tl -+ 00. We have proved the following theorem. 
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THEOREM 1. lfff(u) satisfies (Al)-(A6), the asymptotic behavior ofl$(n, f) 
as n ---f 03 is given by (3.49) ulhere K is given by (3.40) and y  is Euler’s con- 
stant. 
We obtain one more result. Let f(u) = 6 on a set of intervals of length 
yr > 0. From (3.32) we have 
p- 1 
__- y  = (m _ l)! . 1 e-f(u)t[f(u)]m-1 du + 0(e-%m-2). 
i 
Let S, be the union of the set of intervals wheref(u) = 6. Then 
e-f(u)t[f(u)]m-ldu + O(e-sttm-2) 
or 
p-l 
rf]“-’ du + O(t-I)] . 
(3.50) 
We want to show that 
s I-S, e- (f(u)-d)t & = o(l) as t-+=J. (3.51) 
Given c > 0 there is an h > 0 such that 
on a set of intervals of length at least 
1-&. 
Then 
s 1-s, e- 
(f(u)--b)t du < ; + (1 _ y1 - f e-ht 
and with t large enough we obtain 
i I-S, e- 
(f(uW)t d,, 5 t. 
Since E is arbitrary, this implies (3.51). It follows that 
y = KItm-le-st[l + o(l)] as t 4 m 
where 
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Solving for t yields 
t=+[log5 $(m-l)logt+o(l)] 
and the same process as above leads to 
E,(n, f) = : [log K,n + (m - 1) log log K,n + y 
+ (m - 1) log f + o(l)] as n -+ m. (3.52) 
THEOREM 2. Iff(u) satisfies (Al)-(A3) andf(u) = 6 on a set of intervals 
of length y1 > 0, then the asymptotic behavior of E,(n, f) is given by (3.52) 
where 
Kl =yl@*$ 
IV. THE ASYMPTOTIC BEHAVIOR OF THE VARIANCE 
It was shown in Section II that 
E(X’) = 2n2 ,: t [l - fi (1 - e-““‘5’,&t))] dt - p 
k=l 
(4.1) 
which suggests that a lemma similar to Lemma 1 might be true. Let 
E(Xa) + p = 2na /, t (1 - exp In 1: log [l - e-f’U)t&(f(u) t)] du/) dt. 
We shall prove the following lemma. 
(4.2) 
LEMMA 2. Iff(u) satisfies (Al)-(A3), then 
E(X2) = II? + O(n2--6/4A). 
PROOF. From (4.1) and (4.2) we obtain 
E(X2) - B(X2) = 2n2 1: t (exp In s,’ log [l - e-f’U)t$Jf(u) t)] du 1 
log [l - e”‘UE’tS, Wd 011) dt- (4.3) 
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With P(u, t) and +(t, n) defined by (3.6) and (3.7), (4.3) becomes 
E(X2) - IT(F) = 2n2 J: t exp [n 1’ P(u, t) du] (1 - en+(t,n)) dt 
‘0 
and using (3.18) and (3.10) it follows that 
/ E(X2) - E(X2 1 I L, + L, 
where 
s 
(log n)/2A 
L, = 2n2 te-ne-Af & 
0 
and 
I 
m  
L, = 2K,n3 (log n),2A t I w 4 I d4 
log 71 
2A 2 T. 
Using (3.22) in L, yields 
L, I 2KlK2n2 V( f) j y”,., n,,2A e-attm+L dt 
< 2KlK,n2-d~4AV(f) Jr e-dt12tm+l dt 
or 
L, is easily estimated as 
L, = O(?Pal*A). 
L, 5 n2ewn”’ 
logn a 
f-1 A 
(4.4) 
(4.5) 
(4.6) 
and combining (4.6), (4.9, and (4.4) we obtain 
IE(X2) - 2(X2 / = O(nzmdlaA) 
which concludes the proof of Lemma 2. 
It remains to determine the asymptotic behavior of 
E(X2) + p = 2n2 Jrn t (1 - exp In s,’ log [l - e-ftubtS,(f(u) t)] du!) dt. 
0 
However, it turns out that it is easier to estimate 
EV2) - &An7 f))” 
with more accuracy. 
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Integrating by parts yields 
27(X2) 4 p = 2n2 (1 - exp [fi 1: log [l - e-f(u)tS,,(f(u) t)] C&L/) 5 I, 
--2nZSr [i-exp[nSl log [l - e-f(zl)tS,(j(u) t)] &I) $- 
or 
’ n I 
e-f(u)t[f(u) t]“-if(u) 
1 (m - l)! (1 - e-f(u)tS,(f(u) t)) d” I d2 
II? + p = n3 [,” exp 1 n 11 log [l - e-f’U)“S,,,(f(u) t)] du 1 
Again, define y as 
s 
1 
* t2 
e-f@jt[f(u) t]+y(u) du 
0 m - I)! (1 - e+‘@“S,(f(u) t)) 
dt 
’ (4.7) 
y=- l s log (1 - e-f@btS,( f(u) t)) du. 0 
Then (4.7) becomes 
or 
E(X2) + p = n3 1,” e-‘Q@(y) dy 
$(X2) + p = n3 /l’log 12 e-T2(y) dy + n3 /llog n e-@@(y) dy = I3 + I,. 
With u = y - (l/log n), 
(4.8) 
and since t is a strictly decreasing function of its argument, we obtain 
1 I4 < n2e-nllOg~t2 - . ( 1 log 7  
Then using (3.42), it follows that 
I4 = n2rn110g nO((log log n)“) = O(~Z~-~/*~). 
In (4.8), this yields 
l?(J?) + p = n3 /l”” n e-+vt2(y) dy + O(TZ~-~/~~). (4.9) 
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A similar relation holds for ,!&Ja,j), i.e., by combining (3.28), (3.31), and 
(3.42) it follows that 
E,(n,f) = n2 j:‘log ” e-T(y) dy + O(necnllog n log log n). (4.10) 
Using Lemma 1, Lemma 2, (4.9), (4.10), and Theorem 1, we obtain 
Var (X) = E(X2) - [Em(n,f)12 
s 
l/log n 
= a3 
0 
e-W(y) dy - [nz j”‘” 12 e-“yJt(y) dy + O(T.F~~~)]~ 
0 
or 
+ O(?v/‘y 
Var (X) = n3 ~~‘rog n P"t2(y) dy - [aa /:‘rog n e-Wt(y) &]a 
+ 0(,1-S/~ n log n) + O(?.+--8/q + O(fM4-J) 
s 
l/log 7% 
= n3 
0 
e+yt2(y) dy - [n2 j~‘log n e+%(y) dy]’ 
+ (n2-s/4A log n). 
With u = ny, this becomes 
Var (X) = n2 [ /I’rog 12 e-uts (G) du 
(1 
n/log n 
0 $ du 1 2 - e-ut + O(n-“i” 1 08 
0 
41 * (4.11) 
From (3.42) we have 
t = + [I’% + + log K + (m - 1 - ;) log t + O(P)] (4.12) 
where we have additionally assumed (A4)-(A6). Note that with u = ny, 
t has the form 
t # = a + b(u) 
( 1 
(4.13) 
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where a is a constant depending on n and is O(log u). Then 
s 
n/log n 
0 
e-v (;) du - [,:,1.,. e-2 (+) du]I 
= s”““” n e-u(u2 + 2ab(u) + b2(u)) du - [/“‘“” n e-“(a + b(u)) du]’ 
0 0 
s 
njl0g ?I 
zzz a2( 1 - e-mx “) + 2a ePb(u) du 
0 
n/log n 
+. so 
e-U)+(u) du - $(I - e-n/log n)7- 
- 241 - e-“/l% “) jI’log n e-‘$(u) du 
[I 
n/log n 
I 
2 
- e+‘b(u) du . 
0 
The integral 
s 
n/log n 
e-“b(u) du = O(log log Kn) 
0 
by (3.46). Hence 
s 
n/log 72 
0 
e-ut2 (x) - [IT’ e-ut (5) du12 
n/log n n/log n 
= 
s e-“b2w d” - 0 [s 
e-ub(u) du 2 + O(e-nllog n log2 n). (4.14) 
0 1 
Thus in computing the variance, we only need to consider the nonconstant 
terms of t. From (4.12) we have 
t (X) = [log Kn + logi + (m - 1 - +) log t + O(t-p)] * 
Then 
(4.15) 
= log $ + log log F + log (1 + [m - l -f$$; + ow) ) 
=log~+loglogKn+log(l +W) 
+ log (1 + 
[m - 1 - (l/V)] log t + O(P) 
1% ww4 b 
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Then the b(u) term of (4.13) is 
h(u) = + [log ; + (m - ’ - f) log (1 + k$!& 
+ (WI - 1 - ;j log (1 + LYC! -(W(WO!?) + qq] . 
(4.16) 
In (4.14) we have 0 I ?I I n/log n or 0 I y I l/log n. Using (3.41), this 
implies that t > 1 or log t > 0. Hence 
J1 = (m - 1 - f, log (1 + - [m - 1 - (l/V)] log t + O(t+) 
1% VW4 1 
) o 
which yields 
By (3.42), we obtain 
o<Jl=q&q). 
O < Jl = O ( 1% 1% (n/4 log (n/fL) 1 * 
Now log log (n/u)/log (n/u) has a maximum at u = ne-e and is increasing 
for 0 5 u < neme. However, in (4.14) u < n/log n < ne-e which implies that 
O < J1 = O ( 
log log log n 
log log n 1 ’ (4.17) 
Then (4.16) becomes 
b(u) = $ [log ; + (m - 1 - ;, log (1 + W) + 0 (lolg$$ “)] 
for 0 < u I n/log n. 
(4.18) 
To evaluate (4.14) we will need to evaluate or estimate the following 
integrals. 
s 
n/log a I, = e-u log -!- du 
0 11 
1, = 1:“” n e-u (log -l-)” du 
I, = 
I 
n/log n 
0 
e-” log (1 + w) du 
n/log n 
I, = 
0 
ecu log (1 + w) log i du 
n/log n 
I, = 
s * 0 
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We note for reference that 
and2 
s 
m 
e-u log i du = y (Euler’s constant) 
0 
(4.19) 
S~e-U(log~)‘du=y2+~ (4.20) 
ZI was estimated in (3.46) where we obtained 
1, = y + O(n-d/PA). (4.21) 
From (4.20) it follows that 
and 
I, = y2 + F - jr,log n e-u (log i)” du (4.22) 
or 
f 
m 
n,,og n e-” (log i)” du < e-n/2 log n jr e-u/2 (log u)2 du 
s 
m 
n,,og n e-” (log i)” du = O(e-n/2 log “) = 0(&W). 
Then (4.22) yields 
I2 = y2 + ;+ O(n-d/y. (4.23) 
1s was estimated in (3.47) where we found that 
z2 = 0 c’q$) . (4.24) 
To estimate Z4, we can use the same procedure used in deriving (4.24). Let 
Then 
Z4 = j; ,a + jr;;: n = JI + J2. 
Jl=jyn e+ log (1 + w) log i du 
= 0 (&Jye-u (log+)‘du) 
* This integral can be evaluated by observing that it is equal to P”(1) and using the 
infinite product expansion for the gamma function. 
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= 0 (1 log (!!!i%!!?!?) 1 log (&) /n”og n e-u&) 
log n 
= 0 (( Iog (lo~K~~o~o~ J / log n ($ - ecnllog n)) 
= 0 (% log log ?I) . 
Thus 
1 = 0 log n 1% 1% n 
4 
( 1 
. 
n 
I5 can be estimated in a very similar way. Thus 
i 
l/log n 
0 
ecu log 1 + w)]’ du 
1 ( 
?zz 0 &&~e-qog+) ( 
= O((log n)-2). 
Also 
.c log 12 I/log n e+ [log (1 + w,1” du 
= 0 log 
it i loglogn 1 - ___ 2 mn log Kn )I s e-udu l/b n 1 
= 0 ((k&b?,, (- + + &OP)) 
=o(p$$)'! 
and 
= 0 (I log (1 - log n - log log n 2 1 ) 1 (, - eAn/logn)) 
= 0 (; (log Iog I&)2) 
(4.25) 
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yielding 
(4.26) 
Combining (4.21), (4.23), (4.24), (4.25) (4.26), (4.18), (4.14), and (4.11) we 
conclude that 
Var (X) = $ [y2 + {i + 0(+/4A) + 0 ((10~o~P,n)2) + 0 (c”l”bp”n” “)“) 
+ O ( 
log log log n 
log log n 1 
- y2 + O(n-*I*) 
or 
(4.27) 
Thus we have proved the following theorem. 
THEOREM 3. Iff(tt) satisjies (Al)-(A6), then 
Var (X) = n2 [-$- + 0 (log$$~‘)] 
as n--+03. 
Note that in proving this theorem, we could have allowed f(u) = 6 on a 
set of intervals of length y1 > 0. The final result is the same. 
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