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© 2010 Elsevier Inc. All rights reserved.
0. Introduction
Throughout this paper, D denotes an integral domain with quotient ﬁeld K , S is a saturated mul-
tiplicative subset of D , X is an indeterminate over D , Γ is a nonzero torsion-free (additive) grading
monoid, D[Γ ] is the semigroup ring of Γ over D , Γ ∗ = Γ − {0}, and D(S,Γ ) is the smallest sub-
ring of DS [Γ ] that contains D + DS [Γ ∗]; so if D + DS [Γ ∗] is closed under multiplication, then
DS [Γ ] = D + DS [Γ ∗]. (Relevant deﬁnitions and notations are reviewed in the sequel.) In [AAZ2, The-
orem 2.5], the authors showed that D + XDS [X] is a PvMD if and only if D is a PvMD and S is
a t-splitting set of D . This type of integral domains was ﬁrst studied by Costa et al. [CMZ], where
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exists for each 0 = d ∈ D . Later, Zafrullah proved that D + XDS [X] is a GCD-domain if and only if D
is a GCD-domain and S is a splitting set of D [Z2, Corollary 1.5]. Also, Anderson et al. showed that
D+DS [X] is a GGCD-domain if and only if D is a GGCD-domain and S is a d-splitting set of D [AAZ2,
Theorem 3.3]. Obviously, if N0 is the set of nonnegative integers, then N0 is a torsion-free additive
grading monoid with N0 ∩ −N0 = {0} and D + XDS [X] = D(S,N0) .
In this paper, we study when D(S,Γ ) is a PvMD, a GCD-domain or a GGCD-domain. Recall that
D[Γ ] is a PvMD (resp., GCD-domain, GGCD-domain) if and only if D is a PvMD (resp., GCD-domain,
GGCD-domain) and Γ is a PvMS (resp., GCD-semigroup, GGCD-semigroup) [AA, Proposition 6.5] (resp.,
[G1, Theorems 14.1 and 14.5], [AA, Proposition 6.8]). Clearly, if DS = D , then D(S,Γ ) = D[Γ ]. Also, if
Γ ∩ −Γ = {0}, then D(S,Γ ) = DS [Γ ]. Hence we assume that D  DS and Γ ∩ −Γ = {0}, and thus
D[Γ ]  D(S,Γ ) = { f ∈ DS [Γ ] | f (0) ∈ D}  DS [Γ ], when we study the ring D(S,Γ ) . Examples of Γ
with Γ ∩−Γ = {0} include subsemigroups of the additive semigroup R0 of nonnegative real numbers.
In Section 1, we review some properties of (t-, d-) splitting sets of an integral domain. Suppose that
D  DS and Γ ∩ −Γ = {0}. In Section 2, we show that D(S,Γ ) is a PvMD if and only if D is a PvMD,
Γ is a valuation semigroup and S is a t-splitting set of D . In Section 3, we prove that if D(S,Γ ) is
integrally closed, then Cl(D(S,Γ )) = Cl(D). As a corollary, we have that D(S,Γ ) is a GCD-domain (resp.,
GGCD-domain) if and only if D is a GCD-domain (resp., GGCD-domain), Γ is a valuation semigroup
and S is a splitting (resp., d-splitting) set of D . Finally, we give some examples of torsion-free grading
valuation semigroups Γ with Γ ∩ −Γ = {0}.
We ﬁrst review some deﬁnitions and notations. Let F(D) (resp., f(D)) be the set of all nonzero
(resp., nonzero ﬁnitely generated) fractional ideals of D . A star-operation on D is a mapping I → I∗
of F(D) into F(D) such that the following three properties hold for all 0 = u ∈ K and all I, J ∈ F(D):
(1) (u)∗ = (u) and (uI)∗ = uI∗;
(2) I ⊆ I∗ and if I ⊆ J , then I∗ ⊆ J∗;
(3) (I∗)∗ = I∗ .
The simplest example of a star-operation is the d-operation. Other well-known examples are the v-
and t-operations. The d-operation is just the identity map on F(D), i.e., Id = I for all I ∈ F(D). The v-
operation is deﬁned by I v = (I−1)−1, where I−1 = {a ∈ K | aI ⊆ D}, and the t-operation is deﬁned by
It =⋃{ J v | J ∈ f(D) and J ⊆ I}. Clearly, if I ∈ f(D), then I v = It . It is known that I v is the intersection
of all principal fractional ideals of D containing I [G2, Theorem 34.1]. An I ∈ F(D) is said to be a v-
ideal (resp., t-ideal) if I v = I (resp., It = I). A t-ideal I of D is called a maximal t-ideal if I is maximal
among proper integral t-ideals of D . Let t-Max(D) be the set of maximal t-ideals of D . It is known
that t-Max(D) = ∅ if D is not a ﬁeld; a prime ideal minimal over a t-ideal is a t-ideal; a maximal t-
ideal is a prime ideal; and each proper integral t-ideal is contained in a maximal t-ideal. An I ∈ F(D)
is said to be t-invertible if (I I−1)t = D; equivalently, I I−1  M for all M ∈ t-Max(D). It is known that
I is t-invertible if and only if I v = J v for some J ∈ f(D) and J D P is principal for each P ∈ t-Max(D)
[K, Corollary 2.7].
The (t-)class group of D is an abelian group Cl(D) = T (D)/Prin(D), where T (D) is the group of t-
invertible fractional t-ideals of D under the t-multiplication I ∗ J = (I J )t and Prin(D) is the subgroup
of T (D) of principal fractional ideals of D . Let Inv(D) be the abelian group of invertible fractional
ideals of D . Clearly, Inv(D) is a subgroup of T (D) and Prin(D) ⊆ Inv(D); thus the Picard group Pic(D) =
Inv(D)/Prin(D) is a subgroup of Cl(D). We say that D is a Prüfer v-multiplication domain (PvMD) if
each nonzero ﬁnitely generated ideal of D is t-invertible; equivalently, if DP is a valuation domain for
each P ∈ t-Max(D) [G3, Theorem 5]. We say that D is a GCD-domain (resp., generalized GCD-domain
(GGCD-domain)) if aD ∩ bD is principal (resp., invertible) for all 0 = a,b ∈ D . Hence GCD-domain ⇒
GGCD-domain ⇒ PvMD. It is well known that D is a GCD-domain (resp., GGCD-domain) if and only
if D is a PvMD and Cl(D) = 0 (resp., Cl(D) = Pic(D)) [BZ, Corollary 1.5] (resp., [BZ, Corollary 2.3]).
In this paper, we mean by a torsion-free grading monoid a commutative, cancellative monoid,
written additively, with the property that nα = nβ for α,β ∈ Γ and n a positive integer implies
α = β . Let Γ be a nonzero torsion-free grading monoid, and let D[Γ ] be the semigroup ring of Γ
over D . It is well known that Γ admits a total order < compatible with its semigroup operation
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then we may assume that α  0 for all α ∈ Γ [G1, Corollary 3.3]. Hence each f ∈ D[Γ ] is uniquely
expressible in the form f = a1Xα1 + · · · + ak Xαk , where ai ∈ D and αi ∈ Γ with α1 < · · · < αk . Let S
be a multiplicative subset of D , and let D(S,Γ ) = { f ∈ DS [Γ ] | f (0) ∈ D}; then D(S,Γ ) is a subring of
DS [Γ ]. Let Γ ∗ = Γ − {0} and DS [Γ ∗] = { f ∈ DS [Γ ] | f (0) = 0}. Then Γ ∗ is the maximal ideal of Γ ,
DS [Γ ∗] is a prime ideal of DS [Γ ], and D(S,Γ ) = D + DS [Γ ∗]. As in the integral domain case, we can
deﬁne the d-, v-, t-operations on Γ , t-ideals, v-ideals, the t-invertibility, valuation semigroup, Prüfer
v-multiplication semigroup (PvMS), GCD-semigroup, GGCD-semigroup, and the (t-)class group for Γ .
The notation and terminology used in this paper are standard as in [G1] and [G2]. The readers
can refer to [G2] for the v- and t-operations on integral domains, to [G1] or [H] for the v- and
t-operations on semigroups, and to [A] for the (t-)class group of integral domains.
1. Splitting set and its generalizations
Let D be an integral domain with quotient ﬁeld K , and let S be a multiplicative subset of D .
We say that 0 = d ∈ D is t-split by S if (d) = (AB)t for some integral ideals A and B of D , where
At ∩ sD = sAt (equivalently, (A, s)t = D) for all s ∈ S and Bt ∩ S = ∅. Note that (AB)t = (At B)t =
(At Bt)t ; so we may assume that A and B are t-ideals. A multiplicative set S is called a t-splitting set
if each 0 = d ∈ D is t-split by S . The notion of t-splitting sets was ﬁrst introduced by Anderson et al.
[AAZ2], where the authors showed that D + XDS [X] is a PvMD if and only if D is a PvMD and S is
a t-splitting set of D . Let S be the saturation of S in D; then DS = DS . Hence the next lemma shows
that S is a t-splitting set if and only if S is a t-splitting set.
Lemma 1.1. (See [AAZ2, Corollary 2.3].) A multiplicative subset S of D is a t-splitting set if and only if dDS ∩ D
is a t-invertible t-ideal for each 0 = d ∈ D.
Let N(S) = {0 = x ∈ D | (x, s)v = D for all s ∈ S}; then N(S), called the m-complement of S , is a
saturated multiplicative subset of D . We say that a saturated multiplicative set S is a splitting set if for
each 0 = d ∈ D , we can write d = sa for some s ∈ S and a ∈ N(S). Clearly, if S is a splitting set, then
N(S) is also a splitting set and N(N(S)) = S . The concept of splitting sets was introduced by Gilmer
and Parker [GP], where they proved that if S is a splitting set generated by prime elements, then D is
a UFD if DS is a UFD. This is a generalization of the Nagata theorem that if S is generated by prime
elements of a Noetherian domain D , then D is a UFD if (and only if) DS is a UFD [N, Lemma 2]. The
next lemma is a nice characterization of splitting sets.
Lemma 1.2. (See [AAZ1, Theorem 2.2].) A saturated multiplicative subset S of D is a splitting set if and only if
dDS ∩ D is principal for each 0 = d ∈ D.
We say that 0 = y ∈ D is d-split by S if there are integral ideals A and B of D such that (y) = AB ,
where A∩ sD = sA for all s ∈ S and B ∩ S = ∅. Note that A and B are invertible. A multiplicative set S
is called a d-splitting set if each 0 = y ∈ D is d-split by S . The next lemma shows that S is d-splitting
if and only if the saturation S of S is d-splitting.
Lemma 1.3. (See [AAZ2, Proposition 3.1].) A multiplicative subset S of D is a d-splitting set if and only if
yDS ∩ D is invertible for all 0 = y ∈ D.
Obviously, a nonzero principal ideal is invertible and an invertible ideal is t-invertible; thus split-
ting set ⇒ d-splitting set ⇒ t-splitting set. However, none of the reverse implications hold.
Example 1.4. (1) If P is a nonprincipal prime ideal of a Dedekind domain D , then S = D − P is a
d-splitting set that is not a splitting set [AAZ2, Section 3].
(2) Let D be a PvMD but not a GGCD-domain (see, for example, [AR, Proposition 4.4 and Ex-
ample 4.7]). Then D − {0} is a t-splitting set in D[X] [CDZ, Corollary 2.9]. However, D − {0} is not
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(a+ bX)K [X] ∩ D[X] = (a+ bX)(a,b)−1[X] is invertible. Hence (a,b)−1, and thus (a,b)v , is invertible.
Thus D is a GGCD-domain, a contradiction.
Let D∗ = D − {0}; then N(D∗) = U (D), the set of units in D . Hence D∗ is a splitting set of D .
Note that a t-splitting set of D is splitting if Cl(D) = 0 [C, Section 1] and d-splitting if Cl(D) = Pic(D)
[AAZ2, Remark 3.4]. For more on (d-, t-) splitting sets, see [AAZ1,AAZ2], or Zafrullah’s interesting
survey article [Z3].
2. Prüfer v-multiplication domains
Let D be an integral domain with quotient ﬁeld K , S be a multiplicative subset of D with D  DS ,
Γ be a nonzero torsion-free (additive) grading monoid with Γ ∩ −Γ = {0}, and Γ ∗ = Γ − {0}. Let
D[Γ ] be the semigroup ring of Γ over D , and let D(S,Γ ) = D + DS [Γ ∗]; so D(S,Γ ) = { f ∈ DS [Γ ] |
f (0) ∈ D}, D(S,Γ ) is a subring of DS [Γ ] such that D[Γ ]  D(S,Γ )  DS [Γ ], and D(S,Γ ) ∩ K = D .
In this section, we show that D(S,Γ ) is a PvMD if and only if D is a PvMD, Γ is a valuation
semigroup and S is a t-splitting set of D (Theorem 2.8). We ﬁrst need some lemmas (Lemmas 2.1–
2.7).
Lemma 2.1. If A is a nonzero ﬁnitely generated fractional ideal of D, then (AD(S,Γ ))−1 = A−1D(S,Γ ) .
Proof. Let A = (a1,a2, . . . ,an). Then A−1 =⋂ni=1 1ai D , and hence A−1D(S,Γ ) = (
⋂n
i=1 1ai D)D
(S,Γ ) ⊆
⋂n
i=1 1ai D
(S,Γ ) = (AD(S,Γ ))−1. Conversely, let f ∈ (AD(S,Γ ))−1. Since (AD(S,Γ ))−1 =⋂ni=1 1ai D(S,Γ ) , we
can write f = f0 +∑mj=1 f j Xα j , where 0 < α1 < · · · < αm,ai f0 ∈ D and ai f j ∈ DS for all 1  i  n
and 1 j m. Hence f0A ⊆ D and f j ADS ⊆ DS , and thus f0 ∈ A−1 and f j ∈ (ADS )−1 = A−1DS [Z1,
Lemma 4] for j = 1, . . . ,m. Therefore f = f0 +∑mj=1 f j Xα j ∈ A−1D(S,Γ ) . 
Lemma 2.2.
(1) If A is a v-ideal of ﬁnite type of D, then (AD(S,Γ ))−1 = A−1D(S,Γ ) .
(2) If A is a t-invertible fractional ideal of D, then (AD(S,Γ ))v = Av D(S,Γ ) .
Proof. (1) Let B be a nonzero ﬁnitely generated ideal of D such that A = Bv . Then A−1 = B−1
and BD(S,Γ ) ⊆ AD(S,Γ ); so (AD(S,Γ ))−1 ⊆ (BD(S,Γ ))−1 = B−1D(S,Γ ) = A−1D(S,Γ ) by Lemma 2.1. For
the reverse, let f ∈ A−1D(S,Γ ) . Then f = f0 +∑ni=1 f i Xαi for some f0 ∈ A−1 and f i ∈ A−1DS =
(ADS )−1 [Z1, Lemma 4] for i = 1, . . . ,n. Hence f0A ⊆ D and f i ADS ⊆ DS , and thus f AD(S,Γ ) =
( f0 +∑ni=1 f i Xαi )AD(S,Γ ) ⊆ f0AD(S,Γ ) + (
∑n
i=1 f i Xαi )AD(S,Γ ) ⊆ D(S,Γ ); so f ∈ (AD(S,Γ ))−1. There-
fore A−1D(S,Γ ) ⊆ (AD(S,Γ ))−1.
(2) Since A is t-invertible, there exists a ﬁnitely generated ideal B of D such that B ⊆ A and Av =
Bv . Note that B is t-invertible and B−1 is of ﬁnite type. Hence Av D(S,Γ ) = Bv D(S,Γ ) = (BD(S,Γ ))v =
(Bv D(S,Γ ))v by (1) and Lemma 2.1. Also, (BD(S,Γ ))v ⊆ (AD(S,Γ ))v ⊆ (Bv D(S,Γ ))v . Thus (AD(S,Γ ))v =
Av D(S,Γ ) . 
Lemma 2.3. Let A be a nonzero fractional ideal of D.
(1) If (AD(S,Γ ))v = D(S,Γ ) , then Av = D.
(2) If (AD(S,Γ ))t = D(S,Γ ) , then At = D.
Proof. (1) Note that A ⊆ D(S,Γ ) and D(S,Γ ) ∩ K = D; so A ⊆ D , and hence Av ⊆ D . Let d ∈ K such
that A ⊆ dD . Then AD(S,Γ ) ⊆ dD(S,Γ ) , and hence D(S,Γ ) = (AD(S,Γ ))v ⊆ (dD(S,Γ ))v = dD(S,Γ ); so
1 ∈ dD(S,Γ ) ∩ D = dD . Thus D ⊆ Av .
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Bv = D(S,Γ ) . Let I be a ﬁnitely generated subideal of A such that B ⊆ I D(S,Γ ); hence D(S,Γ ) = Bv ⊆
(I D(S,Γ ))v ⊆ (AD(S,Γ ))t = D(S,Γ ) . Thus (I D(S,Γ ))v = D(S,Γ ) , and by (1) we have D = I v ⊆ At ⊆ D or
At = D . 
Lemma 2.4. Let A be a nonzero fractional ideal of D. Then A is a t-invertible t-ideal of D if and only if AD(S,Γ )
is a t-invertible t-ideal of D(S,Γ ) .
Proof. (⇒) First, we note that (AD(S,Γ ))v = Av D(S,Γ ) = AD(S,Γ ) by Lemma 2.2. Thus (AD(S,Γ ))t =
AD(S,Γ ) . Next, let B be a ﬁnitely generated ideal of D such that A−1 = Bv . Then
((AD(S,Γ ))(BD(S,Γ )))−1 = ((AB)D(S,Γ ))−1 = (AB)−1D(S,Γ ) = D(S,Γ ) (cf. Lemma 2.2), and hence
((AD(S,Γ ))(BD(S,Γ )))t = ((AD(S,Γ ))(BD(S,Γ )))v = D(S,Γ ) . Thus AD(S,Γ ) is a t-invertible t-ideal.
(⇐) Let B ⊆ A be a nonzero ﬁnitely generated ideal of D . Then (AD(S,Γ ))−1 ⊆ (BD(S,Γ ))−1 =
B−1D(S,Γ ) by Lemma 2.2, and hence Bv D(S,Γ ) ⊆ (B−1D(S,Γ ))−1 ⊆ (AD(S,Γ ))v = AD(S,Γ ) . Hence
Bv ⊆ A, and thus A is a t-ideal of D . On the other hand, since AD(S,Γ ) is t-invertible, AD(S,Γ ) is
of ﬁnite type, and hence there exists a ﬁnitely generated ideal C ⊆ A such that AD(S,Γ ) = (CD(S,Γ ))v
and AC−1 ⊆ D . So D(S,Γ ) = ((AD(S,Γ ))(CD(S,Γ ))−1)t = ((AD(S,Γ ))(C−1D(S,Γ )))t = ((AC−1)D(S,Γ ))t ⊆
((AC−1)t D(S,Γ ))t ⊆ D(S,Γ ) or ((AC−1)t D(S,Γ ))t = D(S,Γ ) . Thus (AC−1)t = D by Lemma 2.3, and there-
fore A is t-invertible. 
Lemma 2.5. If A is an ideal of D(S,Γ ) such that A ∩ S = ∅, then A = (A ∩ D)D(S,Γ ) .
Proof. Clearly, A ∩ D is a nonzero ideal of D and (A ∩ D) ∩ S = ∅. Choose s ∈ (A ∩ D) ∩ S; then
aXβ
s′ = s aX
β
ss′ ∈ A for any a ∈ D , s′ ∈ S and 0 = β ∈ Γ . Thus A = { f ∈ D(S,Γ ) | f (0) ∈ A ∩ D} = (A ∩
D)D(S,Γ ) . 
Lemma 2.6. The following statements are equivalent for 0 = d ∈ D.
(1) d is t-split by S.
(2) (d, Xα) is t-invertible in D(S,Γ ) for all 0 = α ∈ Γ .
(3) There exists a nonzero α ∈ Γ such that (d, Xα) is t-invertible in D(S,Γ ) .
Proof. (1) ⇒ (2): Assume that d is t-split by S . Then (d) = (AB)t for some t-invertible t-ideals A and
B of D with A∩ sD = sA for all s ∈ S and B ∩ S = ∅; clearly, A = dDS ∩ D and B = dA−1 or A = dB−1.
Also, BD(S,Γ ) is a t-invertible t-ideal of D(S,Γ ) by Lemma 2.4.
We claim that (d, Xα)t = BD(S,Γ ) for any 0 = α ∈ Γ ; hence (d, Xα) is t-invertible. Note that d ∈ B
and B ∩ S = ∅; hence (d, Xα) ⊆ BD(S,Γ ) and B−1 ⊆ DS . For the converse, let u ∈ (d, Xα)−1. Then
du ∈ D(S,Γ ) ⊆ K [Γ ], and hence u ∈ K [Γ ]. Let u = a0 + a1Xα1 + · · · + an Xαn , where 0 < α1 < · · · < αn .
Since uXα ∈ D(S,Γ ) ⊆ DS [Γ ], we have u ∈ DS [Γ ]. Also, du ∈ D(S,Γ ) implies da0 ∈ D; so da0 ∈ dDS ∩
D = dB−1 or a0 ∈ B−1. Hence u ∈ B−1 + DS [Γ ∗] = B−1D(S,Γ ) = (BD(S,Γ ))−1 by Lemma 2.2, and thus
(d, Xα)−1 ⊆ (BD(S,Γ ))−1. Therefore BD(S,Γ ) = (BD(S,Γ ))v ⊆ (d, Xα)v .
(2) ⇒ (3): Clear.
(3) ⇒ (1): Suppose that (d, Xα) is t-invertible in D(S,Γ ) for some 0 = α ∈ Γ . Then (d, Xα)t D S [Γ ] =
((d, Xα)t D(S,Γ ))S = (((d, Xα)D(S,Γ ))S )t = ((d, Xα)DS [Γ ])t = DS [Γ ], where the second equality is by
[K, Lemma 3.4] and the fourth equality holds because d ∈ DS ; so (d, Xα)t ∩ S = ∅. Let B = (d, Xα)t ∩D .
Then (d, Xα)t = BD(S,Γ ) by Lemma 2.5, and hence B is a t-invertible t-ideal of D by Lemma 2.4.
We claim that dDS ∩ D = dB−1. Hence dDS ∩ D is a t-invertible t-ideal of D , and thus d is t-
split by S . Let 0 = d rs ∈ dDS ∩ D , where r ∈ D and s ∈ S . Then rs (d, Xα)t = (d rs , Xα rs )t ⊆ D(S,Γ ) , and
hence rs B ⊆ D; so rs ∈ B−1 or d rs ∈ dB−1. Thus dDS ∩ D ⊆ dB−1. For the reverse, note that d ∈ B; so
dB−1 ⊆ D . Also, for s ∈ S ∩ B , we have sB−1 ⊆ D; so B−1 ⊆ DS , and hence dB−1 ⊆ dDS ∩ D . Thus
dDS ∩ D = dB−1. 
G.W. Chang et al. / Journal of Algebra 323 (2010) 3124–3133 3129A graded integral domain R is called a graded PvMD if each nonzero ﬁnitely generated homoge-
neous ideal is t-invertible. It is known that R is a graded PvMD if and only if R is a PvMD [AA,
Theorem 6.4]. Also, D is a PvMD if and only if DP is a valuation domain for each maximal t-ideal P
of D .
Lemma 2.7. A graded integral domain R is a PvMD if and only if RQ is a valuation domain for each homoge-
neous maximal t-ideal Q of R.
Proof. (⇒) This is well known.
(⇐) Let I be a nonzero ﬁnitely generated homogeneous ideal of R , and let Q be a maximal t-ideal
of R . If Q is not homogeneous, then I R Q = RQ [AC, Lemma 1.2]. Next, if Q is homogeneous, then
I R Q is principal since RQ is a valuation domain. Therefore I is t-invertible [K, Corollary 2.7]. Hence
R is a graded PvMD, and thus R is a PvMD. 
We are now ready to prove the main result of this section.
Theorem 2.8. The following statements are equivalent.
(1) D(S,Γ ) is a PvMD.
(2) D is a PvMD, Γ is a valuation semigroup and S is a t-splitting set of D.
(3) D is a PvMD, Γ is a valuation semigroup and (d, Xα) is t-invertible in D(S,Γ ) for each 0 = d ∈ D and
0 = α ∈ Γ .
Proof. (1) ⇒ (3): Assume that D(S,Γ ) is a PvMD. Clearly, (d, Xα) is t-invertible. Let A be a nonzero
ﬁnitely generated ideal of D . Then (AD(S,Γ ))−1 is t-invertible, and since A−1D(S,Γ ) = (AD(S,Γ ))−1 by
Lemma 2.1, A−1 is a t-invertible t-ideal of D by Lemma 2.4. Thus Av = (A−1)−1, and hence A, is
t-invertible. Therefore D is a PvMD.
Next, note that DS [Γ ] = (D(S,Γ ))S ; hence Γ is a PvMS. So if we show that Γ ∗ is a t-ideal, then
Γ is a valuation semigroup. Let Q 0 be the prime ideal of DS [Γ ] generated by {Xα | 0 = α ∈ Γ }, i.e.,
Q 0 = DS [Γ ∗], and let Q = Q 0 ∩ D(S,Γ ) . Then Q is a prime ideal and Q = Q 0 = Q S . Also, 1s Q ⊆
1
s Q 0 ⊆ D(S,Γ ) for every s ∈ S; so D(S,Γ )  Q −1, and hence Q v  D(S,Γ ) . Since D(S,Γ ) is a PvMD,
Qt = Q , and thus Q S = Q 0 is a t-ideal of DS [Γ ]. This shows that Γ ∗ is a t-ideal of Γ .
(3) ⇒ (2): Lemma 2.6.
(2) ⇒ (1): Let Q be a homogeneous maximal t-ideal of D(S,Γ ) . By Lemma 2.7, we only have
to show that (D(S,Γ ))Q is a valuation domain. Let A = DS [Γ ∗]; then A is an ideal of D(S,Γ ) and
A  sD(S,Γ )  D(S,Γ ) for some s ∈ S (cf. Lemma 2.5). Note that if Q ∩ D = (0), then, since Q is
homogeneous, Q ⊆ A  sD(S,Γ ) , which is contrary to the fact that Q is a maximal t-ideal (note that
sD(S,Γ ) is a t-ideal). Thus Q ∩ D = (0).
Let P = Q ∩ D . Let I be a nonzero ﬁnitely generated subideal of P . Then I is t-invertible, and
hence It D(S,Γ ) = (I D(S,Γ ))t ⊆ Q by Lemma 2.2. Hence It ⊆ Q ∩ D = P . Thus P is a t-ideal and DP is
a valuation domain.
Case 1. P ∩ S = ∅.
By Lemma 2.5, Q = P D(S,Γ ) . Note that the maximal ideal Γ ∗ of Γ is a t-ideal since Γ is a
valuation semigroup. Hence K [Γ ∗] is a maximal t-ideal of K [Γ ] [EIK, Corollary 2.4], and since K [Γ ]
is a PvMD, K [Γ ]K [Γ ∗] is a valuation domain. Also, note that K [Γ ]/K [Γ ∗] = K and DP is a valuation
domain with quotient ﬁeld K . Let ϕ : K [Γ ] → K = K [Γ ]/K [Γ ∗] be the canonical ring epimorphism,
and consider the pullback R given by
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K [Γ ] ϕ K = K [Γ ]/K [Γ ∗].
Then R is a PvMD [FG, Theorem 4.1]. Finally, note that R = { f ∈ K [Γ ] | f (0) ∈ DP } = DP + K [Γ ∗]
and DS(D−P ) = K [AAZ2, Lemma 4.2]; hence (P DP )R is a t-ideal of R [FG, Corollary 1.9] and
(D(S,Γ ))P D(S,Γ ) = R(P DP )R . Thus (D(S,Γ ))P D(S,Γ ) is a valuation domain.
Case 2. P ∩ S = ∅.
Suppose that Q ∩ D[Γ ] is not a t-ideal. Since D[Γ ] is a PvMD, (Q ∩ D[Γ ])t = D[Γ ]. For f ∈
D[Γ ], let A f be the fractional ideal of D generated by the coeﬃcients of f . Let A =∑{A f | f ∈
Q ∩ D[Γ ]}; then A is an ideal of D and Q ∩ D[Γ ] ⊆ A[Γ ]. Hence (A[Γ ])t = D[Γ ], and so there exist
some f1, . . . , fm ∈ Q ∩ D[Γ ] such that deg f1  deg f2  · · ·  deg fm and (A f1 + · · · + A fm )v = D .
Let βi = deg f i and for some 0 = β ∈ Γ , let g = f1 + f2Xβ1+β2+β + · · · + fm Xβ1+β2+···+βm+(m−1)β .
Then g ∈ Q ∩ D[Γ ] and (Ag)v = D . For convenience, let g = a0 + a1Xα1 + · · · + an Xαn . Note that
since Q is homogeneous, ai Xαi ∈ Q . If Xαi ∈ Q , then, since S is t-splitting, (d, Xαi )t ∩ S = ∅ for any
0 = d ∈ P by the proof of Lemma 2.6, a contradiction. Hence ai ∈ Q for i = 0,1, . . . ,n, and thus Q ⊇
((a0,a1, . . . ,an)D(S,Γ ))v = ((a0,a1, . . . ,an)−1D(S,Γ ))−1 = D(S,Γ ) by Lemma 2.1, a contradiction. Thus
Q ∩ D[Γ ] is a t-ideal, and hence D[Γ ]Q ∩D[Γ ] is a valuation domain. Thus (D(S,Γ ))Q is a valuation
domain [G2, Theorem 17.6]. 
Let N0 (resp., Q0, R0) be the additive semigroup of nonnegative integers (resp., rational numbers,
real numbers). Clearly, N0, Q0 and R0 are torsion-free grading monoids with N0 ∩−N0 = Q0 ∩−Q0 =
R0 ∩ −R0 = {0}. Also, note that if a,b ∈ Γ with a b (where Γ = N0, Q0 or R0), then b− a ∈ Γ , and
hence b ∈ a + Γ . This means that Γ is a valuation semigroup. Thus by Theorem 2.8, we have
Corollary 2.9. (Cf. [AAZ2, Theorem 2.5].) Let Γ = N0 , Q0 or R0 . Then D(S,Γ ) is a PvMD if and only if D is a
PvMD and S is a t-splitting set of D.
3. GCD- and GGCD-domains
Let D be an integral domain with quotient ﬁeld K , S be a multiplicative subset of D with D  DS ,
Γ be a nonzero torsion-free grading monoid with Γ ∩ −Γ = {0}, Γ ∗ = Γ − {0}, and D(S,Γ ) = { f ∈
DS [Γ ] | f (0) ∈ D} = D + DS [Γ ∗].
In this section, we study when D(S,Γ ) is a GCD-domain or a GGCD-domain.
Lemma 3.1. If A is a homogeneous (integral) t-invertible t-ideal of D(S,Γ ) such that A ∩ D = (0), then A =
(A ∩ D)D(S,Γ ) .
Proof. Let I = A∩D and J = {a ∈ DS | aXα ∈ A for some α ∈ Γ ∗}. Clearly, I is an ideal of D and I ⊆ J .
Also, J is an ideal of DS . (For if a,b ∈ J , then there exist some α,β ∈ Γ ∗ such that aXα,bXβ ∈ A.
Hence (a − b)Xα+β = (aXα)Xβ − (bXβ)Xα ∈ A; so a − b ∈ J . Next, if c ∈ DS , then cXβ ∈ D(S,Γ ) , and
hence caXα+β = (aXα)(cXβ) ∈ A; so ca ∈ J .)
Claim 1. A = I + J v [Γ ∗].
Since A is homogeneous, A ⊆ I + J [Γ ∗] ⊆ I + J v [Γ ∗]. For the converse, note that A = Av =⋂{ fg D(S,Γ ) | f , g ∈ D(S,Γ ) with A ⊆ fg D(S,Γ )} and I ⊆ A; so it suﬃces to show that J v [Γ ∗] ⊆ fg D(S,Γ )
for any f , g ∈ D(S,Γ ) with A ⊆ fg D(S,Γ ) . Let 0 = d ∈ I; then, since I ⊆ A, we have d = fg h1 for some
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α ∈ Γ ∗ such that aXα ∈ A, and hence aXα ∈ dg D(S,Γ ) . Therefore g(aXα) ∈ dD(S,Γ ) ⊆ dDS [Γ ], and
thus gaDS [Γ ] ⊆ dDS [Γ ]. Since a is arbitrary, we have g J [Γ ] ⊆ dDS [Γ ]; hence g J v [Γ ] = (g J [Γ ])v ⊆
dDS [Γ ]. Note that DS [Γ ∗] ⊆ D(S,Γ ); hence g J v [Γ ∗] ⊆ dDS [Γ ∗] ⊆ dD(S,Γ ) . Thus J v [Γ ∗] ⊆ dg D(S,Γ ) .
Claim 2. (I S + J v [Γ ∗])v = J v [Γ ].
It suﬃces to show that J−1[Γ ] = (I S + J v [Γ ∗])−1. Since I S + J v [Γ ∗] ⊆ J v [Γ ], we have J−1[Γ ] =
( J v [Γ ])−1 ⊆ (I S + J v [Γ ∗])−1. For the converse, note that if u ∈ (I S + J v [Γ ∗])−1, then uI S ⊆ DS [Γ ],
and hence u ∈ K [Γ ]. Also, since u J v [Γ ∗] ⊆ DS [Γ ], we have u J v ⊆ DS [Γ ], and thus u ∈ J−1[Γ ].
Claim 3. A = I D(S,Γ ) .
By Claim 1, it suﬃces to show that I S = J v . Since A is a t-invertible t-ideal, (AS )v = AS [K,
Lemma 3.4]. Hence I S + J v [Γ ] = J v [Γ ] by Claim 2, and thus I S = J v . 
Lemma 3.2. D(S,Γ ) is integrally closed if and only if D and Γ are integrally closed.
Proof. It is known that DS [Γ ] is integrally closed if and only if DS and Γ are integrally closed
[G1, Corollary 12.11]. Note that D(S,Γ ) ∩ K = D and (D(S,Γ ))S = DS [Γ ]; hence if D(S,Γ ) is integrally
closed, then D and Γ are integrally closed. Conversely, if D and Γ are integrally closed, then DS
is integrally closed, and hence DS [Γ ] is integrally closed. If f ∈ DS [Γ ] is integral over D(S,Γ ) , then,
since DS [Γ ∗] ⊆ D(S,Γ ) , f (0) is integral over D; so f (0) ∈ D , and hence f ∈ D(S,Γ ) . Therefore D(S,Γ )
is integrally closed. 
Let R be a graded integral domain. Let HT (R) denote the group of homogeneous t-invertible
fractional t-ideals of R , and let HPrin(R) be its subgroup of principal fractional ideals. Then the factor
group HCl(R) = HT (R)/HPrin(R) is a subgroup of Cl(R) [EIK, Section 1].
Theorem 3.3. If D(S,Γ ) is integrally closed, then Cl(D(S,Γ )) = Cl(D).
Proof. Note that if I is a t-invertible fractional t-ideal of D , then I D(S,Γ ) is a homogeneous t-
invertible t-ideal of D(S,Γ ) by Lemma 2.4. Hence the map ϕ : Cl(D) → HCl(D(S,Γ )) given by [I] →
[I D(S,Γ )] is well-deﬁned. Note also that Cl(D(S,Γ )) = HCl(D(S,Γ )) because D(S,Γ ) is integrally closed
[EIK, Theorem 1.1]. Thus it suﬃces to show that ϕ is an isomorphism.
Let I and J be t-invertible t-ideals of D . Then (I J )t D(S,Γ ) = ((I J )D(S,Γ ))t = ((I D(S,Γ ))( J D(S,Γ )))t
by Lemma 2.2; hence ϕ([I] + [ J ]) = ϕ([(I J )t]) = ϕ([I]) + ϕ([ J ]). Thus ϕ is a group homomorphism.
Next, if I D(S,Γ ) = f D(S,Γ ) for some f ∈ K [Γ ], then, since I = (0), we have f ∈ K ; so I = f D . This
means that ϕ is one-to-one. Finally, let A be a homogeneous t-invertible t-ideal of D(S,Γ ) . Without
loss of generality, we may assume that A ⊆ D(S,Γ ); so A = ( a1s1 Xα1 , . . . , ansn Xαn )v for some si ∈ S,ai ∈
D , and αi ∈ Γ with α1 < · · · < αn . Then there exists a nonzero fractional ideal (b1Xβ1 , . . . ,bmXβm ) of
D(S,Γ ) such that D(S,Γ ) = (( a1s1 Xα1 , . . . , ansn Xαn )(b1Xβ1 , . . . ,bmXβm ))t , and since DS [Γ ∗] is a t-ideal of
D(S,Γ ) , ({Xαi Xβ j })  DS [Γ ∗] (which is equivalent to the fact that 〈{αi}〉 + 〈{β j}〉 = Γ ). So there are
αi and β j such that αi + β j = 0. For convenience, let i = 1. Let s = s1 · · · sn and sˆi = ssi . Then Xβ j A =
1
s (a1 sˆ1,a2 sˆ2X
α2+β j , . . . ,ansˆn Xαn+β j )v ⊆ D(S,Γ ) . So if we set B = (a1 sˆ1,a2 sˆ2Xα2+β j , . . . ,ansˆn Xαn+β j )v ,
then B is a homogeneous t-invertible t-ideal of D(S,Γ ) such that B∩D = (0). Hence B = (B∩D)D(S,Γ )
by Lemma 2.5 and B ∩ D is t-invertible t-ideal of D by Lemma 2.4. Hence ϕ([B ∩ D]) = [A]. Thus ϕ
is onto. 
Corollary 3.4. If D(S,Γ ) is a PvMD, then Cl(D(S,Γ )) = Cl(D).
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Cl(D). 
Corollary 3.5. D(S,Γ ) is a GCD-domain if and only if D is a GCD-domain, Γ is a valuation semigroup and S is
a splitting set of D.
Proof. Recall that R is a GCD-domain if and only if R is a PvMD and Cl(R) = 0 [BZ, Corollary 1.5].
Also, note that a t-splitting set of a GCD-domain is a splitting set. Thus the result is an immediate
consequence of Theorem 2.8 and Corollary 3.4. 
Corollary 3.6. D(S,Γ ) is a GGCD-domain if and only if D is a GGCD-domain, Γ is a valuation semigroup and
S is a d-splitting set of D.
Proof. Note that R is a GGCD-domain if and only if R is a PvMD and Cl(R) = Pic(R) [BZ, Corollary 2.3]
and that a t-splitting set of a GGCD-domain is a d-splitting set. Note also that if D(S,Γ ) is integrally
closed, then Pic(D(S,Γ )) = Pic(D) [AA, Theorem 5.5]. Hence the result is an immediate consequence of
Theorem 2.8 and Corollary 3.4. 
As we noted before Corollary 2.9, N0, Q0 and R0 are torsion-free grading valuation semigroups
such that N0 ∩ −N0 = Q0 ∩ −Q0 = R0 ∩ −R0 = {0}. Therefore by Corollaries 3.5 and 3.6, we have
Corollary 3.7. (Cf. [AAZ2, Corollary 2.6] (resp., [AAZ2, Theorem 3.3]).) Let Γ = N0 , Q0 or R0 . Then D(S,Γ ) is a
GCD-domain (resp., GGCD-domain) if and only if D is a GCD-domain (resp., GGCD-domain) and S is a splitting
(resp., d-splitting) set of D.
As we noted at the end of Section 1, D − {0} is a splitting set of D . Hence by Corollaries 2.9 and
3.7, we have
Corollary 3.8. Let Γ = N0,Q0 or R0 . Then D + K [Γ ∗] is a PvMD (resp., GCD-domain, GGCD-domain) if and
only if D is a PvMD (resp., GCD-domain, GGCD-domain).
We end this paper with examples of torsion-free grading valuation monoids Γ with Γ ∩−Γ = {0}.
Example 3.9. (1) Let T be an (additive) valuation semigroup (see [H, Chapter 15] for more on valuation
semigroups). Let H be the group of units in T , and let Γ1 = T /H be the factor semigroup [G1, Section
4] (or [H, Section 1.6]).
(2) Let D be a valuation domain, and let U be the group of units in D . Let D∗ = D − {0}, and for
any a,b ∈ D∗ , deﬁne aU + bU = abU . Then D∗/U is a subsemigroup of the group G(D) = K ∗/U of
divisibility. Let Γ2 = D∗/U .
Then for i = 1,2, Γi is a torsion-free grading valuation monoid with Γi ∩ −Γi = {0}.
Proof. (1) Let a + H,b + H ∈ Γ1, where a,b ∈ T . Since T is a valuation semigroup, a = b + α or
b = a+β for some α,β ∈ T , and hence a+ H = (b+ H)+ (α + H) or b+ H = (a+ H)+ (β + H). Thus
Γ1 is a valuation semigroup. Next, assume that n(a + H) = n(b + H). Then n(a − b),n(b − a) ∈ H ⊆ T ,
and since T is integrally closed, we have a− b,b − a ∈ T . Hence a− b ∈ H , or a+ H = b + H . Thus Γ1
is torsion-free. Finally, if a + H ∈ Γ1 ∩ −Γ1, then a + H = −c + H for some c ∈ T . Clearly, −c ∈ T ; so
c ∈ H , and hence a + H = H . Thus Γ1 ∩ −Γ1 = {0}.
(2) Note that D∗ is a valuation semigroup under the multiplication of D [H, Chapter 15]. Thus by
(1), Γ2 is a torsion-free grading valuation monoid with Γ2 ∩ −Γ2 = {0}. 
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