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INTRODUCTION 
Purpose of This Investigation 
The availability of pure rare earth metals at the 
Ames Laboratory has resulted in an extensive and intensive 
program of research aimed at the achievement of a better 
understanding of the fundamental properties of these metals. 
A summary of the experimental results up to I960, based 
primarily on work done on polycrystalline materials at the 
Ames Laboratory, has been given by Spedding and Daane (65) .  
Subsequently, a large amount of work has been done at the 
Ames Laboratory on the growth of single crystals of these 
metals and the measurement of the physical properties of 
these single crystals. The purpose of the present 
investigation has been to further this program of research 
by studying the low temperature thermoelectric properties 
of single crystals of the heavy rare earth metals. 
The electronic structures of the heavy rare earth 
metals can be described by the following simple model: 
three electrons occupy the conduction bands with sd 
character; the f electrons, which going from Gd on, increase 
in number by one for each of the rare earth metals in this 
study, occupy bound states and thus have negligible direct 
interactions with the 4f electrons on neighboring sites. It 
2 
is therefore possible to consider two groups of properties: 
(a) the properties attributed to the nature of the conduction 
electrons, which change very little throughout the series; 
these include cohesion, crystal structure, inter-atomic 
distances (atomic volume); (b) the properties attributed to 
the internal 4f shells; these vary with the filling of the 
4f shell and include the magnetic properties. The sd 
electrons are coupled to the f electrons by an interaction 
of the form 
-  r  Sc  '  Z sL (1)  
° i fi 
where s^ is the spin of the conduction electron and is 
the spin of the i th f electron of a given ion. Consequent­
ly, there is a correlation between these two groups of 
properties which leads to anomalous behavior in most of the 
physical properties of these metals at the magnetic 
transition temperatures. 
The study of the thermopower of the heavy rare earth 
single crystals confirms the anomalous behavior noted above. 
The thermopower measurements also provide quantitative data 
on the Peltier and Thomson coefficients for these metals. 
Since the theory of thermoelectricity is not yet on 
a firm quantitative foundation, it is hoped that the results 
of this work will shed some light on this phenomenon and also 
3 
provide a better understanding of metals in terms of their 
electronic structure. The accumulation of sufficient single 
crystal data may suggest new, more precise theoretical 
explanations. 
Thermoelectric Effects 
Thermoelectricity has a curious history. Although 
the principal thermoelectric effects have been well known 
for over a hundred years, very little utilization of them 
was made, except for temperature measurement, until just 
recently. 
In 1822 Seebeck reported on a phenomenon which now 
bears his name. He found that currents are caused to flow 
in a closed circuit made up of two or more unlike conductors 
whose junctions are at different temperatures. If the 
circuit is broken into at any point an emf called the Seebeck 
or thermal emf exists between the ends. When the tempera­
ture of one junction is held constant the Seebeck emf is 
found to be a function of the temperature of the other 
junction. At the time Seebeck tried to associate the 
effects of thermoelectric current with magnetism. An 
interesting account of Seebeck*s early work is given by 
loffe (33»  p. 288) .  
In 1834 Peltier (59) found that if a current is 
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passed through a single junction of two dissimilar conductors 
the temperature of the junction is changed by an amount 
which is not due entirely to the Joule effect. This addi­
tional temperature change is the Peltier effect. Allowing 
for the Joule heat, the heat which must be either liberated 
or absorbed to restore the junction to its original tempera­
ture is called the Peltier heat. 
A third important thermoelectric effect was 
discovered by Thomson in 1852 (68). He found that when a 
current is sent through a single wire whose ends are main­
tained at different temperatures, the temperature distribu­
tion in the wire iÈ altered by an amount which cannot be 
accounted for entirely by the Joule effect. This additional 
change in the temperature distribution is called the Thomson 
effect. Allowing for the Joule heat, the heat which must be 
either liberated or absorbed along the wire in order to 
maintain the original temperature distribution is called 
the Thomson heat. 
Recently, primarily due to the possibility of 
efficient thermoelectric conversion of heat to electrical 
energy, or vice versa, using the Peltier effect, considerable 
interest has been renewed in thermoelectric phenomena. This 
work has almost exclusively dealt with semiconductors, see 
loffe (34). Considerable work has also been done on the 
thermoelectric, power of metals recently, but this has been 
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done using the thermoelectric power as an investigational 
tool, see MacDonald (4^). 
Although thermoelectricity is not completely under­
stood theoretically, there are some things that can be said 
in general about the theory of the thermopower of metals. 
Macroscopic Transport Coefficients 
As a result of the linearity of the Boltzmann 
integral equation one can write, whether a simple solution 
exists or not, that the electrical and thermal currents are 
linear functions of the gradient of electric field and 
temperature, i.e., 
J — Ijgg E ^ET ^ T ( 2 ) 
U = E + LrpT V T (3) 
where all of the coefficients are, properly speaking, 
tensors (76, p. 270). 
The coefficients are not observed directly, but 
rather the apparatus is set up so as to measure the following 
properties: 
Electrical conductivity, g: The sample is kept at a constant 
temperature so that V T = 0 while an electric field is 
6 
applied, then a = Lgg. 
Thermal conductivity. Sî The sample is electrically insu-
lated so that J = 0. A thermal gradient is maintained. 
However, an electrical field is necessary to stop the 
current flow in the presence of V T so that K = 
- (Lwim - . Thus, the primary thermal conductivity 
EE 
coefficient, Lrp^, has a correction term. 
Seebeck coefficient. The sample is electrically 
insulated so that J = 0, then the absolute therraopower 
(known also as the absolute Seebeck coefficient or thermo-
electric power) of the metal is given by S = E/ VT (3a) 
rlT 
where S = - (3b). Thus, we see that both c and K are 
^EE 
primarily first order effects, whereas S is a second order 
effect. 
It is difficult to measure S directly because there 
must be a similar temperature gradient in the measuring 
circuit. In order to observe thermoelectricity it is 
necessary to have a circuit composed of two different metals. 
Consider a circuit of two metals X and A, whose junctions 
are kept at temperature T^ and T2, and we break into A at 
some intermediate temperature T^, see Figure 1. The voltage 
across the gap will then be an integral around the circuit, 
i.e.. 
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V XA 
E*d.r ~ — S -^dr 
?! 
S^dT + 
T 0 
I ^ 
To 
S^dT 
T, 
P^2 
(Sx_SA)dT 
T, 
/2 
SXA&T. 
(4) 
showing that we can only measure the differences of the 
thermopower of two metals. 
Define the absolute thermoelectric force of a metal: 
V (T) S(T)dT (5) 
0 
then the emf in the circuit is just the difference of the 
differences of the thermoelectric forces of the two metals at 
the temperatures of the two junctions. Hence the electric 
field arises in the bulk metal, not really at the junctions. 
It is the difference in S between two metals which gives 
Figure 1. Seebeck Effect 
(a) Sign convention 
(b) Measuring circuit 
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A = COPPER 
C = CONSTANTA N 
SAMPLE (X) 
A 
XA 
- ^açVXA 
X A "  E ,  -  E g  
10 
the Seebeck effect. 
Peltier coefficient. ]%: Consider again.the condition that 
= 0. According to Equations 2 and 3 there will still 
be a thermal current associated with the electric field, and 
hence proportional to the electric current: 
0 = ^ J s "J (6) 
To observe this effect we need a circuit of two different 
metals as in Figure la, but this time we drive a current 
through the circuit, keeping the whole system at a constant 
temperature. The heat current in A will then not be the 
same as in X; the differences must be introduced at one 
junction and removed at the other. That is, as the current 
passes through the junction, heat may either be given out or 
absorbed in the junction region, depending on the direction 
of the current flow. Note that this is a reversible effect 
as compared to the irreversible effect of Joule heatings 
The magnitude and sign of the Peltier heat do not depend in 
any way on the actual nature of the contact, but are purely 
a function of the two different bulk materials which form 
the junction with each making its own characteristic contri­
bution to the Peltier heat. The Peltier effect thus looks 
like the conjugate of the Seebeck effect. 
11 
Thomson coefficient, tit Consider a sample in which an 
electric current flows under a temperature gradient. Then in 
addition to the Joule heating, heat is evolved or absorbed 
throughout the conductor, depending on the relative direction 
of J and VT. This heat is directly proportional in 
magnitude to the product (J • VT), and dependent in magni­
tude on the temperature of the conductor. To find the 
Thomson heat, one must consider a volume of material which 
receives energy at a rate E • J from an external emf source, 
—A 
while V• U is the loss of energy by transport. The rate of 
increase of energy per unit volume is 
Q = E • J + V. U . (7) 
Now one substitutes for TJ from Equation 3» Then the 
coefficient of the term proportional to (J • T) is called 
the Thomson coefficient. It can be measured directly by 
observing the change in temperature of a wire whenithe 
current is reversed. 
Kelvin relations; These are a consequence of the Onsager 
reciprocal relations of irreversible thermodynamics. 
Domenicali (21) gives a very detailed treatment of the 
irreversible thermodynamics of thermoelectricity using the 
Onsager reciprocal relations. The essential feature is that 
the coefficients in Equations 2 and 3 are not independent but 
12 
are related, see Zeraansky (75» PP« 302-308), by the equations 
A vital feature of these relations is that they relate the 
essentially calorimetric quantity (n) uniquely to the 
therraopower (S) which, in general, can be measured with 
relative ease and considerable accuracy. More generally, 
the Kelvin relations show one how to derive complete 
knowledge of all the thermoelectric properties of a 
conductor from a knowledge of S, which is a well defined 
property of a given solid at a given temperature. 
thermoelectric power of a single conductor directly by 
starting from measurements of the Thomson heat of the 
conductor, 
TT TS , (8)  
(9) 
It is always possible to derive the absolute 
T 
S(T) - S(0) (10) 
0 
By using the third law of thermodynamics it can be argued 
that S(0) =0 and hence 
13 
T 
S(T) T dT (11) 
V 
0 
In this way an absolute thermoelectric scale can be con­
structed up to high temperatures. There is, however, a 
further very useful fact. It is found empirically that a 
superconductor below its transition temperature shows no 
thermoelectric effects at all so that one can determine S 
directly by using a circuit made up of a material X and a 
superconductor. 
Seebeck Coefficient as an Investigational Tool 
The most sensitive electronic transport property of 
a metal is its thermopower (76, p. 397)» which, as we saw 
above, governs all the various thermoelectric phenomena. 
The parameter S as a function of temperature is defined in 
Equations 3a and 3b. Evaluating the linear coefficients 
involved in 3b, one finds that (53» P» 310) 
S LeT 
(12) 
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where L = Lorenz number - ^  (k/e) 
This equation is valid for both pure metals and for alloys 
at temperatures above the Debye temperature, Ôq, and at lower 
temperatures provided that the residual resistance is large 
compared to the ideal resistance of the atoms. It is not 
valid for pure metals if T < 8^. The formula is correct 
only to the first order in kT/Ep and thus, deviation may be 
expected at very high temperatures. One would expect that, 
except in extreme cases, this formula would generally be a 
fair approximation for diffusion thermoelectricity. 
Now when the Fermi surface is not spherical, but X 
is nearly constant on the Permi surface, we can write 
(76, p. 397) 
g • F In a (Ell _ fd In X(E) ^  d In S(E) dE _J I dE dE 
E=Et E=Et 
(13) 
or when electron scattering can be adequately described by 
a relaxation time, 2^, then (73» P* 205) 
fd In a(ET| ^ Id In n(E) d In v^(E) ^  d lnT(ET| 
L dE J L dE dE dE J 
E=Ep E=Ep 
(14) 
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where X(E) = electron mean free path 
r(E) = area of the Ferrai surface 
n{E) = density of electron states 
V{E) = average electron velocity 
f(E) = electron relaxation time. 
Of the three transport coefficients a, K, S, the 
thermopower is the only one which involves the electronic 
charge, e, to the first power. One defines this intrinsic 
sign of S such that e is the conventional charge on an 
electron, that is, a negative quantity. The quantity ~ 
describes how the conductivity would change if the electron 
density were altered at the Fermi level, as well as how the 
conductivity would change with the mean free path of each 
electron if its momentum were to change. This is a rather 
hypothetical quantity since the only practical ways of 
changing n, change other parameters as well (lattice constant, 
band structures). Furthermore, because of X = X(E) (i.e. 
tr' (E)) which is often not understood, it is difficult 
to extract information about the electronic structure from S. 
In Equation I3, one normally expects the first term 
to be positive since the more energetic electrons would be 
less easily scattered than the slow ones, and thus have 
longer paths. But, the second term would depend on the 
detailed geometry of the zone: for an electron surface 
16 
ÉZ > 0, for a hole surface ~ <0. Thus, neglecting the 
energy dependence of \ we can write 
electron 
hole ) surfaces . 
Estimate of Magnitude of Seebeck Coefficient 
As a first approximation, one might assume that 
at low temperatures, X is constant, and that the Fermi 
surface is undistorted so that I is proportional to E. 
Then, using Equation 13» we find that 
s = ^ ^  
At high temperatures, the use of a relaxation time is 
justified. Therefore, we can apply Equation 14 to find S. 
X/2 2 3/2 
For free electrons n c<E , v «=*,£, and ^  E which 
yields the result 
(16) 
Thus, over the whole temperature range, the diffusion thermo-
power of a perfect metal should fall, more or less, linearly 
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to zero, from high to low temperatures, the slope decreasing 
somewhat as one approaches T = 0. 
Now for free electrons and Fermi statistics, one can 
show that the specific heat per electron is given by (53» P« 
179; 73. p. 147) 
Oel = 4^ (") 
thus, 
¥ = Te 
where is the specific heat of the system of charge 
carriers, N is the number of conducting particles, and e is 
the charge (in magnitude and sign) of an electron. Using 
intuitive notions about the electronic specific heat of 
various systems, one may readily get an idea of the thermo­
electric properties of these systems. The natural unit of 
Cy/N is k, thus the natural unit of S is k/e = 86 p.V/^K. 
For a classical system of charge carries, C^/N o( k, giving 
S CH 100 |iV/°K. Because of degeneracy in a metal, the 
specific heat is reduced by a factor kT/Ep ( ^  100 for 
reasonably typical values). In an intrinsic semiconductor 
in the excitation region the number of electrons excited 
into the conduction band, N, is proportional to 
where E is the excitation energy per electron. The specific 
18 
heat per particles is thus E/T, This can give rather large 
values for S since the multiplication factor is E/kT (<^10 
for reasonably typical values). Note that — ^  —> » as size 
a dE 
of Fermi surface goes to zero (i.e. a —> 0). This explains 
the very large S*s in semiconductors. 
Further Remarks about the Seebeck Coefficient 
For several groups of carriers which are assumed to 
be independent such as in the simple 2-band model which is 
thought to represent the rare earth conduction electrons, 
we have 
c = 2 Gi ; = conductivity of group i alone, 
then, 
1 da 1 d(f^i) 
(19)  
c dE Tff 4 d E 
i 
hence, 
ToiSi 
S = = thermopower of group i alone (20) 
The result can be readily understood from simple circuit 
theorems (4^, p. 114; 24). 
Consider now one group of carriers with several 
19 
independent scattering mechanisms. As a first approximation, 
one usually writes that p = Zp,. However, it is not true 
i 
that S = ZSi. Instead one finds (45, p. 106; 24) that in 
i 
general 
^ i rd/K.) • (2i; 
i 
In applying this result to a single conductor with 
several scattering mechanisms, one must assume that: 
1. there is a single homogeneous group of charge carriers, 
2. electron scattering mechanisms are entirely independent, 
3. the transport of heat is entirely by the charge carrier 
(good assumption), 
4. the band structure and Fermi surface are unaffected by 
the individual scattering mechanisms. 
Hence, the size of the contributions due to the i various 
mechanisms will depend on the relative amount of scattering 
due to each mechanism. This contrasts with the electrical 
and thermal resistivities, which depend on the absolute 
concentration of impurities present. 
If ITi can be defined for each mechanism then the 
Wiedemann-Franz law holds and we can write 
T 
2 o 
L = TT - (k/e) (22) 
20 
SiTinS I Si 
® = VtT" '"3) 
i 
which is very well obeyed in dilute alloys. In the impurity 
region, one cannot speak of S of host metal, no matter how 
pure. One can only define Sj^ for electron scattering by 
impurity i in the particular metal. The above equation for 
S enables one to determine S^CT) for any host, see Gold at 
ai. (24). 
Phonon-Drag Effect 
Everything that has been said so far has assumed 
that the phonon system is in equilibrium and unaffected by 
the passage of heat and electricity through the crystal. 
This is not exactly true, for any thermal gradient gives 
rise to the transport of heat by phonons, while an electric 
current, though carried by the electrons, cannot fail to 
transfer some of its momentum to the lattice vibrations, and 
drag them along with it. 
We may refer to S as discussed so far as 'diffusion' 
thermopower, Sg. If electrons collide with static imperfec­
tions, collisions tend to restore the electron distribution 
function to its equilibrium value. That is, S arises 
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primarily from the thermal energy of the electrons them­
selves. When electron-phonon collisions become important, 
these tend to produce in the electron distribution some 
features of the phonon distribution. If VT = 0, the phonon 
distribution is in equilibrium at T and electron-phonon 
collisions tend to restore the electrons to thermodynamic 
equilibrium at T (similar to impurities). If f 0, the 
phonons are not in thermodynamic equilibrium, and one has a 
phonon heat current. Asymmetry due to ^  T ^  0 is communi­
cated to electrons in some degree by phonon-electron 
collisions, giving phonon drag thermopower. As a first 
approximation, it is assumed that phonon-drag and electron 
diffusion thermopowers can be treated independently. We 
now consider only the phonon-drag thermopower. 
Assume the phonons are a gas with energy density 
U(T) and that the interactions are isotropic. The phonon 
gas will exert a pressure, P, on the conduction electrons 
with which they collide, given by 
P = 1/3 U(T) . (24) 
If a temperature gradient is present ( VT f O), then this 
will give rise to a pressure gradient, or net directed force 
per unit volume, P, on the electrons given by 
F = - ^  p = 
22 
- 1/3 ïfT = - 1/3 Cg (25) 
where Cg is the lattice specific heat per unit volume. We 
next assume that phonons interact only with electrons (as is 
the case at low temperatures). This force on the conduction 
electrons by itself would give rise to an electric current 
proportional to (but in the opposite direction to) the 
temperature gradient, V T. If no current is permitted to 
flow, an electric field, E, acting on the electrons will be 
required to balance the force, F. If we have N conduction 
electrons per unit volume, then 
NeE + F = 0 (26) 
Sph = E/VT = Cg/3Ne (2?) 
where is the thermopower due specifically to phonon-drag. 
On the basis of what we know about Cg, one would expect that 
Sph is proportional to as T approaches 0°K. Furthermore, 
Sph is (;^) for and its magnitude generally has 
a peak, which can be greater than or equal to Sg for metals, 
at temperatures around ©j/lO to 9d/5- The peak will become 
less pronounced the further the metal departs from over-all 
ideality since Spj^ will be reduced in magnitude when lattice 
23 
defects, impurities, etc. also scatter phonons. The reduc­
tion factor is . ^  P ^  i where is the phonon-electron 
( Tpe+ tp; 
relaxation time and t'p is the relaxation time for all other 
phonon processes. Thus, at high temperatures (T ^  8^) we 
get 
pp ^pp 
V ^  3 Ne Tpe+rpp Xpe+Jpp 
where Ypp is phonon-phonon relaxation time. At high 
temperatures in normal metals, X is constant and much 
pe 
larger than so that we have 
PP 
S^h - k/e ^  . (29) 
pe 
Now Xpp o< 1/T which says that decays at high tempera­
tures as 1/T. 
Equation 2H- assumes effectively that the change in 
electron momentum is just equal to that lost by the 
original phonon, i.e., 
k - k' ± 1 = 0 (30) 
which is called a normal electron-phonon collision. This is 
generally true below 5 or 10°K in metals. However, above 
24 
this temperature there are, more generally, collisions in 
which an electron-phonon Umklapp process has occurred, i.e., 
k - iL* ± 1 = g (31) 
where g is one of the vectors of the reciprocal lattice. 
Physically, this means that a Bragg reflection is involved 
in the collision. Hence, a large additional change of 
momentum takes place, characterized by the vector g. With 
a U-process there can be a very large change in electron 
momentum which gives a still larger There will also be 
a momentum reversal in a U-process (Bragg reflection) giving 
a change of sign of However, the frequency of U-
processes depends sensitively on temperature, generally 
falling off very rapidly at very low temperatures. It also 
depends on how close the Fermi surface comes to the 
Brillouin zone, and this, in turn, depends on how distorted 
the Fermi surface is from the ideal sphere corresponding to 
perfectly free electrons. Thus, in general, one expects to 
find here a factor involving something like e ^ , where 
AE very roughly represents the energy-separation between 
Fermi surface and the nearest Brillouin zone boundary. 
Experimentally, U and N-processes appear to very nearly 
cancel out in most metals at high temperatures so that 
25 
Spj^ ^  0. This last conclusion has recently been subject 
to some dispute and there might actually be a phonon 
contribution to S even at high temperatures (?)• 
Magnon Drag Effect 
In the heavy rare earth metals, one finds a variety 
of ordered spin arrays including ferromagnetic, antiferro-
magnetic, canted, and spiral arrays (54, 74). The low-
lying energy states of these spin systems, coupled by 
exchange interactions, are wavelike. The waves are called 
spin waves; the energy of a spin wave is called a magnon. 
When electron-magnon collisions become important, 
these tend to produce in the electron distribution some 
features of the magnon distribution. This phenomenon has 
been studied by Bailyn (3) and more recently by Gurevich 
and Nedlin (29). 
The analogy between magnons and phonons is not 
exact because the magnon-electron processes involve spin 
flips while the phonon-electron processes do not. Further­
more, for the former, the single electron energies depend 
on spin. The total spin of the system is conserved in the 
magnon-electron processes. Thus, an electron with a 
magnetic moment opposite to the magnetization can reverse 
its moment only by emitting a magnon, while the inverse 
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transition (of electron with moment parallel to the 
magnetization) is possible only by absorption of a magnon. 
Asymmetry due to the magnetization of the metal is communi­
cated to the electrons in some degree by the magnon-electron 
collisions, giving magnon drag thermopower. 
Bailyn develops the analogy between phonons and 
magnons and finds an expression for S^ag which is identical 
with that for Sp^ and which will also yield anomalous signs 
for the Umklapp processes. Thus, to distinguish magnon drag 
from phonon drag will, in general, be difficult. He 
indicates, however, that could actually play a role in 
the thermopower of some substances. 
Gurevich considers the thermopower of ferromagnetic 
metals at temperatures considerably above 1°K but much 
below the Curie point for the case when electron scattering 
on spin waves and defects is important. He shows that when 
scattering on defects predominates, scattering of electrons 
on spin waves give rise, even in the zeroeth approximation 
in degeneracy, to a thermopower which is inversely propor­
tional to the defect concentration and can exceed the usual 
first approximation thermopower, S = k/e ^  . These two 
contributions to the thermopower are shown to have the same 
temperature dependencies. 
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Anisotropy Effect 
The samples in this study are non-cubic, single 
crystals and so there can be anisotropy in the thermopower. 
In this case, the thermopower is a second rank tensor. Now 
any such tensor can be diagonalized and so it will suffice 
to determine the three diagonal elements of it. In a 
hexagonal crystal. Boas and Mackenzie (8) showed that there 
would be no anisotropy in the basal plane for any property 
which represents a linear relationship between two vectors. 
The thermopower is such a property. It relates the electric 
field vector with the applied temperature gradient vector. 
Thus, one expects it to be isotropic in the basal plane. 
This treatment has not considered the magnetic contribution 
to the anisotropy, however, and for the rare earths this is 
a most important effect. 
If there is no anisotropy in the basal plane, then 
the Thomson-Voigt law for a uniaxial crystal with isotropic 
thermal conductivity says that the thermopower should obey 
the relationship (69, p. 53^) 
S ^  ~ sin^ (*) + cos^4» (32) 
where is along the principal axis and (p is the angle 
between the principal axis and the arbitrary direction of 
28 
measurement. If, as might be expected in a uniaxial crystal, 
the thermal conductivity is anisotropic, then the experimental 
conditions are such that the directions of temperature 
gradient and thermopower measurement (along the sample) no 
longer necessarily coincide. Under these conditions a 
correction term (42) must be included in Equation J2 which 
relates the anisotropy of the thermal conductivity to the 
crystal orientation. The Thomson-Voigt law then becomes 
{ 1 / K ^ ) S ^  =  ( l /Kj^)Sj_ s i n ^ c j j  + (1/K„ ) S , ,  c o s ^ 4 >  ( 3 3 )  
or 
9 O (SIX-SJ_ ) (K-L) COS^4> SIN^4> 
S (k = S I sin <j> + Sii cos^4A , , 
^ -L K cos^<P + sinZ* 
(34) 
KLI 
where K - describes the anisotropy of the thermal 
conductivity. 
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MEASUEEMENT OF THE SEEBECK COEFFICIENT 
Preparation of Single Crystals 
All of the metals studied in the investigation 
crystallize in the hexagonal close-packed structure. In 
order that their Seebeck coefficients might be investigated 
in the principal crystalline directions, it was necessary to 
prepare single crystals oriented along the c-axis (^0001^ 
direction), along the a-axis ((1120) direction), and in a 
direction halfway between two a-axes in the basal plane 
which is called the b-axis ((LOIQ) direction). 
The distilled metal from which the single crystals 
were grown was prepared at the Ames Laboratory by use of ion 
exchange process for the separation of the rare earth 
compounds (66) and a reduction process for the preparation 
of the very pure metal from the fluoride (64). 
Single crystals were grown from the pure metal by 
means of a strain-anneal method which has been described 
by Nigh (55)* It was found that for all of the metals 
studied the probability for large grain growth was greatest 
if the following techniques were used: the arc-melted 
button was annealed in a temperature gradient of about 
25°C/cm starting at a temperature of 200°C below the 
melting temperature or transition temperature, whichever 
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is lower, and then raising the temperature in three 
successive steps of 50 degrees every 8-10 hours. Finally, 
the button was annealed for about 8-10 more hours at the 
highest temperature in the constant temperature zone before 
it was slowly cooled down over a 3 - ^ hour period. The 
grain boundaries were clearly visible due to the thermal 
etching. The grain growth wasn't always enough to produce 
usable single crystals. Also, the single crystals that 
were produced didn't always have a favorable orientation 
for obtaining the desired sample dimensions. In these 
cases, the button was re-arcmelted and annealed again. 
The crystals thus obtained were mounted on a 
goniometer and oriented by back reflection Laue x-ray 
methods as described by Greninger (26). Rectangular 
parallelepiped samples were laid out on the crystal using 
a system of parallel and perpendicular surfaces and a 
height gauge equipped with a scribing tool. The crystal 
and the accompanying alignment goniometer were then 
carefully transferred to an electrical discharge machine 
which cut the sample out of the crystal by the strain free 
process of spark erosion. 
Three samples with long dimensions parallel to the 
a, b, and c-axes, respectively, were prepared for each of 
the heavy rare earth metals. For Y, b and c-axis samples 
only were obtained. The accuracy of alignment of each 
sample along a crystalline axis was within +0.5 degrees. 
After each sample was cut out, it was either chemically 
etched or electropolished to remove any surface strain and 
also to check for grain boundaries which would mean that the 
sample wasn't a single crystal. The dimensions of each 
sample are given in Table 1. 
I 
Table 1. Sample dimensions 
Metal Axis Length (mm) Cross-section (mm) 
Gd a lli.52 1.99 X 2.05 
b 17.08 2.12 X 2.16 
c 22.15 1.80 X 1.95 
Tb a 12.23 1.97 X 2.26 
b 13.33 1.99 X 1.98 
c 13.13 2.24 X 2.19 
Dy a 12.39 2.11 X 2.18 
b 14.23 2.25 X 1.96 
c 12.88 2.24 X 2.25 
Ho a 15.02 1.55 X 1.86 
b 14.42 1.28 X 1.62 
c 9.68 .90 X 1.00 
Er a 12.20 2.19 X 2.46 
b 12.07 2.10 X 2.17 
c 10.96 1.82 X 2.00 
Y b 18.65 1.70 X 1.83 
c 10.36 2.18 X 2.22 
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Purity of Samples 
It would be extremely advantageous to have "pure" 
samples for thermopower measurements. As several investi­
gations (24, 58) have pointed out, very small amounts of 
impurities cause large changes in the thermopower at low 
(<25°K) temperatures. Changes in order of magnitude and 
even sign are noted in the thermopower when small amounts 
of iron are added to the parent metal. Large amounts of 
oxygen as an impurity are thought to lower the magnetic Curie 
temperature. 
The metals used in this investigation are of the 
highest purity available at the present time. Even so, this 
purity doesn't exceed 99*9# and sometimes may be less than 
Each time a button of metal was re-arcmelted, more 
impurities would be added, particularly oxygen. Thus, the 
metal would be returned for reprocessing after it had been 
re-arcmelted so that the impurity level didn't build up too 
high. Small pieces of most of the metals were analyzed 
spectrographically and by vacuum fusion for impurities, see 
Table 2. As an additional indication of the purity of the 
samples used, the residual resistivities and the resistivity 
ratios are given. The resistivity measured at 4.2°K was 
assumed to be the residual value and the ratio is that of 
the resistivity at 300°K over the residual value. These were 
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Table 2. Sample impurities, residual resistivities and 
resistivity ratios 
The impurities are given in percent, the residual resistivity 
is the resistivity at 4.20K and the resistivity ratio is that 
of the resistivity at 300°% divided by the resistivity at 
4.20K. 
Gd 
a-axis: Ca, .0020; Al, ^ .0008; Cr, <.0010; 
Fe, .0060; Ni, .0050; Cu, .0020; Mg, .0010; 
Ta, .0350; Si, ^  .0010; Sm, <.0200; 
Eu, <.0010; Y, <.0020; Tb, <.0100; Co, Mn, 
Ti, V, W, not detected; O2» .2000; H2, .0003; 
N2, .0020. , 
%.2 ~ 6.1 X 10~" ohm-cm 
B300/R4.2 = 22 .2  
b-axis: Ca, ^ .0020; Al, .0008; Cr, <.0010; Fe, .OO6O; 
Ni, .OO5O; Cu, .0020; Mg, rJ .0005; Ta, .0475; 
Si, r\j .0010; Sm, <.0200; Eu, <.0010; 
Y, <.0020; Tb, <.0100; Co, Mn, Ti, V, W, not 
detected; O2, .2000; H2, .0004; N2, .0018. 
®4.2 ~ 6.3 X 10-6 ohm-cm 
^300^^4.2 ~ 21.6 
c-axisî Ca, ^.0020; Al, .OO3O; Cr, <.0010; 
Fe, .0060; Ni, .O5OO; Cu, .0020; Mg, ^  .0005; 
Ta, .1100; Si, r\j .0010; Sm, <.0200; 
Eu, <.0010; Y, <.0020; Tb, «.0100; Co, Mn, 
Ti, V, W, not detected; O2» .I6OO; H2, <.0001; 
N2, .0186. 
2 ~ 2.7 X 10~6 ohm-cm 
B300/B4.2 ^ 
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Table 2. (Continued) 
Tb 
a-axisi 
b-axis! 
c-axis; 
Ca, .0120; Al, .0080; Cr, <.0057; Ou, <.0020; 
Fe, .0110; Ni, r<J .0900; Zr, <.0115; Si, .0065; 
Ta, .4000; Mg, .0090; Th, ^  .0100; 
Sra, ^ .0500; Y, <.0500; Dy, <.0200; 
Gd, <.0100; Co, faint trace; Mn, Ti, V, W, not 
detected. 
R 4.2 = 4.4 X 10 
- 6  ohm-cm 
%300/B4.2 = 24.8 
Ca, 
Fe, 
Ta, 
Sm, 
Gd, 
Cr, <.0057; Cu, .0040; 
Zr, <.0115; Si, .0015; 
^ .0100; 
.0500; Y, <.0500; Dy, <.0200; -
<.0100; Co, faint trace; Mn, Ti, V, W, not 
.0025 
.0065 
.2800 
Al, .0080; 
Ni, .0325; 
Mg, <.0015; Th, 
detected; O2, .O85O; H2, .0005; ^2, .0018. 
%.2 ~ 4.1 X 10-6 ohm-cm 
R300/B4.2 ^ 29.3 
Ca, .0055; Al, .0045; Cr, <.0057; Cu, .0075; 
Fe, .0065; Ni, <.0020; Zr, .O23O; Si, .0040; 
Ta, .5800; Mg, .0021; Th, .0100; 
Sra, .O5OO; Y, <.0500; Dy, <.0200; 
Gd, <.0100; Co, faint trace; Mn, Ti, V, W, 
not detected; O2, .1000; H2, .0012; 
N2, .0104. X 
R4.2 ~ 4.0 X 10"" ohm-cm 
®300/Ï^4.2 = 23.6 
Dy 
a-axis: R^^2 ~ 10 X 10~6 ohm-cm 
B300/B4.2 = 10.8  
b-axis: \-6 R^^2 ~ 7 X 10" ohm-cm 
B300/B4.2 ~ 14^9 
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Table 2. (Continued) 
OR 
c-axis: Si, /\j .0015; Pe, .0600; Ta, rv .O3OO; 
Mg, ru .0010; Ni, .0100; Ca, r\J .0010; 
Dr, .OO5O; Al, .OO3O; Er, <.0050; Gd, <.0200; 
Ho, <.0100; Tb, <.1000; Y, <.0010; Cu, Pb, W, 
Yb, Zr, faint trace; B, Ce, Co, Eu, Hd, Pr, Sm, 
Tm, not detected; O2» .0937; Ho» .OOO3; 
N2, .0011. 
H21..2 = 6.5 X 10~" ohm-cm 
R300/B4.2 ~ LL'O 
Ho 
a-axis: Er, <.0100; Dy, <.0500; Y, <.0050; Ca, <.0300; 
Pe, r\j .0100; Mg, <.0050; Ta, /V .O5OO; 
Si, <.0050; B, Cu, Ni, faint trace; Al, Co, Pb, 
W, not detected. 
EZ|,,2 ~ 3*0 X 10"^ ohm-cm 
8300/84,2 ~ 
b-axis: Ca, <.0300; Pe, .0075; Ta, <.0500; Mg, <.0050; 
Si, <.0050; Tm, <.0500; Er, <.0500; Dy, <.0150; 
Yb, <.0050; Y, <.0200; Al, B, Na, Pb, faint 
trace; O2, .OO58; H2, .0011. 
%.2 ~ 2.8 X 10"^ ohm-cm 
B300/B4.2 " 34.5 
c-axis: Y, <.0100; Dy, <.0400; Er, .O6OO; Tm, .0200; 
Ca, <.0300; Cr, <.0050; Mg, <.0050; Pe, .OO5O; 
Al, B, Mg, Nd, Ni, Pb, Pr, Se, Si, Sm, Ta, Yb, 
Tb, W, not detected; Cu, very weak. 
84.2 " 4^7 X 10"^ ohm-cm 
B300/B4.2 " 11-7 
Table 2. (Continued) 
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Er 
a-axis : 
b-axis: 
c-axis: 
Y 
b-axis; 
Pe, .0100; Ta, .0500; Si, <.0050; Mg, <.0200; 
Ca, <.0200; Cr, .0175; Tm, <.0010; Y, «.OO5O; 
Yb, <.0010; Dy, <.0100; Ho, <.0100; W, faint 
trace; Ou, Ni, very weak; Mn, Co, V, Ti, not 
detected; O2, .O23O; H2, .0025; ^2, .0009» 
B^^2 ~ 5*9 X 10-6 ohm-cm 
B300/B4.2 
Pe, .0150; Ta, .O5OO; Si, <.0050; Mg, <.0200; 
Ca, <.0200; Cr, .OI5O; Tm, <.0010; 
Y, «.OO5O; Yb, <.0010; Dy, <.0100; 
Ho, <.0100; W, faint trace; Cu, Ni, very weak; 
Mn, Co, V, Ti, not detected; O2» .0235; 
Hg, .0017; Ng, .0011. 
\ . 2  ~  ^'7 X 10-6 ohm-cm 
B300/B4.2 " 14.8 
Pe, .0900; Ta, <.0500; Si, <.0050; Mg, .0200; 
Ca, .0200; Cr, .0200; Tm, <.0010; Y, .OI3O; 
Yb, <.0010; Dy, <.0100; Ho, <.0100; W, faint 
trace; Cu, Ni, very weak; Mn, Co, V, Ti, not 
detected; O2, .0280; Hg, .0014; N2, .0008. 
2 ~ 5'2 X 10-6 ohm-cm 
Ca, .0090; Mg, .OO7O; Pe, .0200; Cu, .OI5O; 
Ni, .0400; Ti, <.0020; Ta, <.0400; Cr, .0025; 
Sm, <.0100; Gd, < .0100; Tb, <.0100; 
Dy, <.0050; Er, <.0500; Yb, weak; Zr, very 
weak; Eu, faint trace. 
E^^2 ~ 4.8 X 10~6 ohm-cm 
B300/B4.2 " 14.6 
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Table 2. (Continued) 
Y 
c-axis: ^2^, 2 ~ * 10"^ ohm-cm 
8300/84,2 15.4 
measured on each sample by the standard four probe method. 
Method of Seebeck Coefficient Measurement 
Consider Figure la. If a small temperature 
difference, AT = T2 - T^, is applied to the couple, then 
the derivative dVy./dT = AZM for « 1 defines the 
AA AT T 
Seebeck coefficient, S^, of the thermocouple concerned 
(Equation 3a). If the observed potential difference, V^, 
has the polarity shown, then one says that the absolute 
Seebeck coefficient, S^, of the sample, X, is positive with 
I 
respect to the reference metal, A. That is, S^ is larger 
than so that S^ - S>0. By convention S^ = 
% - S^ is used to designate the Seebeck coefficient of 
material X relative to A. In the experiment, the quantity 
which is measured is S^. Thus, in order to determine what 
the absolute Seebeck coefficient of the sample (X) is, one 
has to first know the absolute Seebeck coefficient of the 
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reference conductor (A). The absolute Seebeck coefficient 
of a single conductor can be determined in two ways (see 
earlier discussion, p. 12): (a) from measurements of its 
Thomson heat or (b) by making use of the fact that the 
absolute Seebeck coefficient of a superconductor below its 
transition temperature is zero. 
Lead has been chosen for a number of reasons as the 
metal for which an absolute scale of thermoelectricity has 
been derived up to quite high temperatures (^OO^K) from the 
Thomson heat. This was done by Borelius and his co-workers 
(10). More recently, the accuracy of this absolute thermo­
electric scale of lead was improved below ZO^K by measuring 
it against the superconductor Nb^S^ whose T^ is IS^K. This 
work was done by Christian al» (14). The complete curve 
is given by the squares in Figure 2. It was inconvenient 
to use lead as the reference conductor in the apparatus, 
therefore, copper was used. To find the absolute Seebeck 
coefficient of the copper wires used as the reference materi­
al, a rod of 99*999# pure lead, obtained from the American 
Smelting and Refining Corporation, was used as the sample 
and the relative Seebeck coefficient between lead and 
copper, Sp^ was measured. The results are shown by the 
open circles in Figure 2. Then, using the now well-
established absolute Seebeck coefficient data of Christian 
si ai» (14) for lead, the absolute Seebeck coefficient of 
Figure 2. Curves used to determine the absolute Seebeck coefficient 
LU 
O 
O -2 
LU 
COPPER 
LEAD 
LEAD vs COPPER FROM THIS STUDY 
LEAD vs COPPER FROM BORELIUS' STUDY 
20 40 60 80 100 120 140 160 
TEMPERATURE, °K 
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the copper wires used in this study was determined. This 
curve is shown by the triangles in Figure 2. 
In the thermoelectric circuit shown in Figure lb, 
two copper-constantan thermocouples, A and C respectively, 
are attached to the ends of a sample of material X under 
investigation. The sample ends are at temperatures T^ and 
Tg, respectively. The potential difference between the two 
copper wires (A), is given by Equation 4, i.e., 
^XA ^XA^'^2"'^1^ ®XA (35) 
and the potential difference between the two copper-
constantan thermocouples is given by 
^AC ^ SAcfTg-T^) + E^Q = - EG (36) 
where is the relative Seebeck coefficient between the 
sample and copper» is the sensitivity, of the 
copper-constantan thermocouple at the temperature which is 
the average of that at the ends of the sample; T^ is the 
temperature of the cooler end; Tg is the temperature of 
the warmer end; e^ and e^g are extraneous voltages caused 
by inhomogeneities in the wires and/or thermals in the 
measuring circuit. 
By careful construction of the experimental 
equipment e^ and e^g can be made small enough to be 
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negligible. Eliminating AT = Tg - between Eq. 35 and 
Eq. 36 and solving for S^, we obtain 
^XA ~ V^C * (37) 
S^Q, the sensitivity of the copper-constantan thermocouple 
at the average temperature of the sample, was read from a 
curve constructed from a table published by Powell ei ai» 
( 6 0 ) .  
Thus by measuring and at various tempera­
tures between that of liquid helium and room temperature, 
and knowing for the same temperature region, can 
be obtained as a function of temperature. Furthermore, the 
absolute Seebeck coefficient for the copper wires, S^, has 
been determined and so the absolute Seebeck coefficient 
of the sample, S^, as a function of temperature was then 
obtained. This method of measurement is outlined by 
R. W. Ure, Jr. (32). 
Apparatus and Procedures for the Measurements 
The dewar system used during this investigation is 
shown in Figure 3« An enlarged sketch of the sample chamber 
is shown in Figure 4. This system is similar to the one 
used by Born (11). For sample temperatures from 4.2 to 30°%; 
Figure 3* Experimental dewar system for Seebeck 
coefficient measurements 
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VACUUM-TIGHT 
OUTLET FOR 
THERMOCOUPLE 
WIRES 
TRANSFER TUBE 
OPENING 
ST. ST TUBING 
GLASS DEWARS 
vM/iV/i 
VACUUM-TIGHT 
CONNECTOR FOR 
HEATER WIRES 
VACUUM LINE 
VAPOR DISCHARGE 
LINE 
VACUUM LINE 
SAMPLE CHAMBER 
Figure 4. Sample chamber for Seebeck coefficient 
measurements 
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liquid helium was used in the inner dewar with liquid 
nitrogen in the outer dewar as a radiation shield. For 
sample temperatures from 20.4 to 90OK, liquid hydrogen was 
used in the inner dewar with liquid nitrogen in the outer 
dewar. For sample temperatures above 80°K, only the inner 
dewar was used and, in this case, it was filled with liquid 
nitrogen. In all cases, temperatures above bath tempera­
tures were reached by mounting the sample in a heat leak 
chamber (see Figure 4). 
The sample was mounted in the inner copper chamber 
which acts as a heat sink and also as an isothermal chamber 
surrounding the sample to minimize radiation losses. The 
front half of this chamber is a removable door so that the 
samples can be changed. This door was carefully made to 
insure a good fit. It was held in place by a spring under 
tension around the outside. The lips of the door were 
smeared with vacuum grease to insure a goqd thermal contact. 
The inner chamber was attached to the outer chamber by means 
of a short stainless steel tubing which provides a high 
resistance heat leak between the two chambers; the tempera­
ture of the outer chamber being that of the liquid used for 
the bath. The space between the two chambers was pumped on 
continuously to the best vacuum obtainable, which normally 
was at least 5 x 10"^ torr. A non-inductively wound heater 
made from No. 35 cotton-covered manganin wire whose room 
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temperature resistance was about 125 fî was wrapped around 
the bottom of the inner chamber. Thus, by applying an 
appropriate amount of current to this heater, the sample 
could be maintained at any temperature above that of the 
liquid surrounding the outer chamber. An automatic 
temperature control system, which maintained the temperature 
of the inner chamber constant within + 0.05°K, was incor­
porated. Either a carbon resistor (Allen-Bradley, 0.1 w, 
22 0 at room temperature) mounted on the bottom of the 
sample chamber or a copper resistor (non-inductively wound 
from No. 40 Nyclad copper wire, 115 at room temperature) 
located underneath the heater winding directly on the sample 
chamber, depending on the temperature to be controlled, 
was used as a sensing unit. The carbon or copper sensing 
unit is one arm of a Wheatstone bridge circuit. Another 
arm was provided by an adjustable resistor while the 
remaining two were fixed resistors of the low temperature 
coefficient variety. Then, the desired sample temperature 
was merely "dialed in" by means of the previously 
calibrated adjustable resistor. The out-of-balance voltage 
from the bridge was then amplified and used to switch a relay 
on and off. This relay was connected, in series, with the 
heater windings and the variable current source. Thus, the 
heater current would be turned on or off to maintain bridge 
balance and hold the desired sample temperature. Using this 
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arrangement, it was possible to take data every three tenths 
of a degree, if necessary. 
The temperature gradient along the sample was 
maintained by using another smaller heater. This heater 
consists of a non-inductively wound cotton-covered mahganin 
wire (No. 35) total resistance of about 160 0 at room 
temperature) on a hollowed out copper cap. All the thermo­
couple wires and the current leads from the sample heater 
are taken out from the inner chamber through a copper elbow 
(not shown) and are thermally grounded through contact with 
the elbow and with a heat station soldered onto the lid of 
the outer chamber (not shown). These were fastened down 
with GE adhesive (No. 703I). The heater wires and sensing 
unit wires emerged from the dewar system though a vacuum 
tight amphenol connector. The thermocouple wires emerged 
through a Conax thermocouple gland. This gland, using a 
teflon sealant, provided an absolute vacuum seal which did 
not subject the thermocouple wires to sharp temperature 
gradients. In addition, these wires were brought up to the 
top from the sample chamber inside a pyrex tube to further 
reduce thermal gradients caused by contact with the stain­
less steel support tube. The minimizing of temperature 
gradients along the thermocouple wires is very important 
I 
since sharp temperature gradients can cause undesirable 
thermal emfs if the wires are very inhomogenous in chemical 
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composition (this should be a problem only with the 
constantan wires). 
As a result of the small size of the samples used, 
it was impractical to use a clamp system for mounting the 
samples and for holding the thermocouples as described by 
Born (11). Furthermore, it would be very undesirable to 
put much force on a single crystal for fear of possible 
damage to the single crystal. Following a method which was 
outlined by R. W. Ure, Jr. (32, p. 3II), the samples were 
soldered into the heat leak chamber at one end and the other 
end was soldered to the small heater used to provide the 
temperature gradient along the sample (see Figure 4). The 
rare earth metals have a large affinity for oxygen and 
therefore oxidize very easily. Consequently, it was found 
to be impossible to solder to them, using ordinary methods. 
However, by using an ultrasonic soldering gun (Electromation) 
it was possible to tin the ends of the samples. Pure 
indium was used both to tin the ends of the sample and to 
solder it into the sample chamber. The copper-constantan 
thermocouples were formed by fusing the wires together with 
a flame using a borax solution for flux. The thermocouples 
were then embedded into the solder joint on each end of the 
sample. 
By soldering the sample to the apparatus and by 
embedding the thermocouples in the solder joints, several 
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possible errors are eliminated: (a) The thermocouple gives 
the correct temperature at the junction the reference 
conductor makes with the sample. (b) The surface layers 
are eliminated (these can drastically change the thermal 
emf). (c) Thermal contact resistance is reduced and thus 
the temperature drop at the interface is eliminated. 
The usual method of operation of the heat leak 
chamber was to cool the sample to the bath temperature or 
some point above it by putting helium exchange gas into the 
outer chamber (and hence into the inner chamber since they 
are at the same pressure). When the desired cooling had 
taken place the chambers were evacuated and heat was 
applied in the appropriate amounts to reach the desired 
temperatures. Steady state conditions for both the sample 
temperature and the temperature gradient along the sample 
were established such that the rate of change of temperature 
was essentially zero for the time needed to make the neces­
sary measurements. The temperature drop along the sample 
was maintained between 2 and 3°K except when starting out 
from liquid helium temperatures where the upper heater not 
only supplied the temperature drop but also raised the 
overall temperature of the sample and so had to be increased 
gradually from 0 to in order to get several data points 
in this range. The size of the temperature drop is not 
critical, but this proved to be a convenient range. The 
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smaller the temperature drop, the less smeared out would 
be the change in S at the magnetic transitions. The data 
was taken in the following order: (a) from 80 to 300°K, 
(b) from 20 to 90°K, and (c) from 4.2 to 30OK. The regions 
of overlapping temperatures were needed to insure that the 
data matched from one part of the run to the next. 
Theoretically, it would be possible to take data for both 
increasing and decreasing temperatures with this heat leak 
system. However, for decreasing temperatures when one gets 
close to the bath temperature, the time to change temper­
atures becomes exponentially large. Hence, it is practical 
to take data for decreasing temperatures only around room 
temperature. When a steady state was reached (this took 
anywhere from a minute to an hour depending on the sample 
temperature) four voltages were measured: (a) the Seebeck 
voltage, V^-^, (b) the voltage difference between the 
thermocouples, V^Q, (C) the thermocouple voltage on the hot 
end of the sample, and (d) the thermocouple voltage on the 
cold end of the sample. These are all of the measurements 
needed to determine from Equation 37* 
The voltages and were measured with a 
thermofree Rubicon (model 2771) microvolt double potenti­
ometer, connected to a Leeds and Northrup galvanometer 
(model 2284-B) combined with a Leeds and Northrup lamp 
and scale reading device (model 2100) for the null detector. 
53 
With this equipment, it was possible to measure voltages to 
+ 0.01 uV although these are accurate to only + 0.025 pV 
according to the manufacturer. This potentiometer is so 
constructed that the calibration can be checked internally. 
The thermocouple voltages were measured with a Rubicon 
(model 2780) precision potentiometer connected to a Leeds 
and Northrup (model 2430) galvanometer. With this setup, 
it was possible to measure voltages to + 0.1 pV, although 
the accuracy of these is about + 1 uV according to the 
manufacturer. The copper-constantan thermocouples were 
calibrated by the usual method, using connections from a 
calibration given by Powell âJL* (60). During each liquid 
helium run, the 4.2°K calibration was redetermined. 
Since the two thermocouples were soldered to the 
sample, one on either end, they were in direct electrical 
contact through the sample, and thus a difference thermo­
couple of the ordinary kind couldn't be constructed. In 
trying to determine when the sample temperature and 
temperature gradient along the sample were steady, it was 
desirable to know the difference voltage, V^Q, instan­
taneously without making separate readings of the two 
thermocouples. Furthermore, the difference voltage must 
be known to a greater accuracy than what is required for the 
independent thermocouple voltages. The thermocouple differ­
ence voltages, due to the thermal gradient were measured 
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with a 94-cps switching circuit due to Dauphinee (19) shown 
in Figure 5* This circuit switches a capacitor, first 
across one thermocouple alone, then, across the second in 
series with the Hubicon microvolt potentiometer. In practice, 
two such choppers are used, 180 degrees out of phase, to 
double the sensitivity. A simultaneous difference voltage 
is thus read without a physical connection between the 
thermocouples. The capacitors used were 100 microfarad 
Mylar dielectric capacitors and the choppers were dpdt 
break-before-make 94 cps magnetic choppers. The capacitors 
and choppers were mounted in a shielded and grounded 
isothermal enclosure in order to reduce pick up of outside 
signals and thermal emfs. All solder joints were made with 
Leeds and Northrup low-thermal solder. All four thermocouple 
leads were continuous from the sample to an ice-water bath 
where the junctions were made for the hook up wires to the 
various measuring devices. This eliminated thermals at the 
junctions since they were all at the same temperatures. All 
hook up wires were made of copper. 
By careful construction, the extraneous voltages e^ 
and e^g were virtually eliminated in the sample circuit. 
The potentiometer, which is supposed to be thermofree, had 
a galvanometer, reversing switch which eliminated any 
extraneous voltages in the galvanometer circuit. A check 
on the elimination of e^ and e^Q was made at the beginning 
Figure 5» Dauphinee isolating potential comparator circuit 
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of every run. With the sample at the temperature of the 
liquid surrounding the outer chamber, and with helium 
exchange gas in the sample chamber, e^-^ and e^Q were 
measured. Usually, they were less than 0.1 nV, although 
sometimes reached values as high as 0.25 nV. Voltages 
of this magnitude can be attributed to the fact that it is 
nearly impossible to construct two identical thermocouples. 
Two thermocouples from adjoining pieces of wire may read, 
say, 6000.0 and 6000.2 nV for the same temperature. The 
difference thermocouple voltage is then 0.2 laV. Furthermore, 
thermocouples are very susceptible to drift and non-
reproducibility effects, particularly at low temperatures 
where their sensitivity drops off. These all combine to 
give the small values of and that were measured and 
so these are attributed to slight variations in and 
hence it is assumed that e^^ and e^Q are essentially zero. 
The axial field applied to the gadolinium and 
terbium samples was furnished by a solenoid which fit 
around the inner glass dewar but was immersed in the liquid 
nitrogen bath inside the outer glass dewar. The power for 
the solenoid was furnished by a current regulated power • 
supply (Lambda model LE 104-PM) which would put out up to 
25 amps at 36 volts. The current through the solenoid was 
read off the power supply meter and was accurate to + 1/2 
amp. The solenoid was calibrated by using an axial hall 
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probe and a Bell incremental gaussraeter. At its center, the 
field produced was about 85 Oe/amp. The resistance of the 
solenoid at liquid nitrogen temperature was about 1.6 ohms. 
A maximum solenoid current of 15 amps was possible before 
heating effects made the resistance too high. The magnetic 
field was accurate to within 5^* 
In taking the magnetic data, the field was turned on 
only long enough to get the necessary data. Then the sample 
was heated up to obtain the next temperature point with the 
field off. In each case, the Seebeck coefficient was 
determined at the steady state temperature once before the 
field was turned on, once with the field on, and once more 
with the field off. The results before and after the field 
was turned on usually agreed within experimental error. 
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RESULTS 
Experimental Results 
The Seebeck coefficient of single crystals of yttrium 
and of the heavy rare earth metals gadolinium, terbium, 
dysprosium, holmium, and erbium are plotted versus tempera­
ture in Figures 6 through 11 respectively. The temperature 
range covered was approximately 7 to 300°K except for 
gadolinium where the upper limit was extended to 355°K 
because of its high magnetic transition temperature, 293°K. 
In addition, the graph for gadolinium shows the curve of 
S T (where T goes from 35 to 235°K) for the c-axis 
crystal with a 1000 Oe longitudinal field applied. The 
graph also shows the results of a measurement of the 
Seebeck coefficient on a crystal whose orientation is not 
along one of the principal crystallographic directions. The 
values calculated for this orientation using the Thomson-
Voigt Law (Equation 32) are also shown. The graph for 
terbium includes a curve showing the effect of a 1275 Oe 
longitudinal field on S T (where T goes from JO to 
195°K) for the b-axis crystal. In this case, it was found 
that the sample didn't relax to the original state after the 
field was once applied, that is, S showed a hysteresis. If 
the sample wasn't magnetically annealed between data points. 
Figure 6. Absolute Seebeck coefficient of yttrium single crystals 
versus temperature 
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Figure ?. Absolute Seebeck coefficient of gadolinium single crystals 
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Figure 8. Absolute Seebeck coefficient of terbium single crystals 
versus temperature 
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Figure 9* Absolute Seebeck coefficient of dysprosium single crystals 
versus temperature 
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Figure 10. Absolute Seebeck coefficient of holmium single crystals 
versus temperature 
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Figure 11. Absolute Seebeck coefficient of erbium single crystals 
versus temperature 
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the only reproducible points were those with the full field 
on. The effect of a longitudinal field on the a-axis sample 
was negligible. The data are tabulated in the appendix. 
The results exhibit a very pronounced anisotropy. 
The influence of the various types of magnetic ordering 
occurring in the heavy rare earth metals, see Figure 12, 
appears to be responsible for the complexity of the heavy 
rare earth curves of S T as compared to those for 
yttrium which is a non-magnetic metal whose conduction 
electrons have a configuration similar to that of heavy rare 
earth metals. Furthermore, yttrium crystallizes in a 
hexagonal close-packed structure, as do the other rare earth 
metals in this study, and its lattice constants are 
practically indistinguishable from those of gadolinium. 
For all of the metals measured, except yttrium, the 
c-axis curve lies below the basal plane curve in the 
paramagnetic region. Above the magnetic order-disorder 
temperature, the absolute Seebeck coefficient increases 
almost linearly in all of the metals, except possibly 
dysprosium, and appears to become positive at higher 
temperatures (above 300°K). At low temperatures, the 
Seebeck coefficient for all of the metals appears to be 
negative as the temperature approaches absolute zero. For 
all of the metals, the magnetic order-disorder temperature 
is marked by a change in slope of the S T curve. For 
Figure 12. The magnetic structures of terbium, dysprosium, holmium, 
and erbium 
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terbium, dysprosium, and erbium, the c-axis S becomes less 
negative with decreasing temperatures immediately below 
the Néel temperature; in holmium, S becomes more negative. 
In terbium, dysprosium, and holmium, the c-axis S becomes 
positive at the Curie temperature. The magnetic transition 
from antiferro- to ferromagnetism is obvious only in the 
case of dysprosium. Only dysprosium and terbium, which 
are the only classical ferromagnets at low temperatures 
(in gadolinium the easy direction of magnetization doesn't 
remain fixed (56)), show an anisotropy in the basal plane. 
For related physical properties, see Tables 3 through 7» 
Errors 
A quantitative estimate of the accuracy of these 
measurements is difficult to make. The lack of scatter in 
most of the curves is good evidence that the measurements 
are internally consistant. It may be noted particularly 
that in those regions of the basal plane where the 
measurements should be isotropic, the a and b-axis curves 
were so reproducible that only one curve was drawn to 
minimize confusion. In the case of gadolinium and erbium, 
the basal plane was isotropic for the whole temperature 
range covered; in these metals, the a and b-axis curves 
agreed to within + 0.05 nV/°K. Holmium was the first metal 
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Table 3» Related physical properties of gadolinium 
Observer Property Observed 
Griffel 
^ ai. (27) 
Barson 
gl. (4) 
Nigh 
si âi' (56) 
Nigh 
et al. (56) 
Darnell (I6) 
Marotta and 
Tauer ($0) 
Arajs and 
Colvin (1) 
Specific 
heat 
Thermal 
expansion 
coefficient 
Magnetic 
moment 
Electrical 
resistivity 
Lattice 
parameters 
Hall 
voltage 
Thermal 
conductivity 
X type anomaly at 291.8°K, 
©0 = 1520K 
a is negative from 301°% to 
233°K with a peak at 280°K 
Tc"293.20K, small anisotropy 
below Tq, easy direction of 
magnetization varies with T, 
M^aT^ up to 50 
b-axis p changes slope at 
293.20K, c-axis p has a peak 
at 2920K with a shallow dip 
at 3400K 
c-axis has anomalous expan­
sion below 298OK, a-axis has 
normal thermal contraction 
Negative with a large peak 
centered around 2$0'^K 
Peak at 16.5°K with changes 
in slope occurring at 23OOK 
and 270OK 
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Table 4. Related physical properties of terbium 
Observer Property Observed 
Jennings 
St ai. (35) 
Rodine (62) 
Hegland 
Si âi. (31) 
Hegland 
âi« 
Koehler 
âl. (41) 
Darnell (17) 
Specific 
heat 
Thermal 
expansion 
coefficient 
Magnetic 
moment 
Electrical 
resistivity 
Neutron 
diffraction 
Lattice 
parameters 
X type anomaly at 227.7°K, 
small anomalous region around 
220OK which exhibits thermal 
hysteresis, 8g = 155°K 
Basal plane a is positive with 
sharp peak at 220OK, c-axis o 
is negative from 25OOK to 
15OOK with sharp peak at 225°K 
Tn = 229°K, Tc = 2210K, b-axis 
is easy axis of magnetization, 
MgaT5/2 up to 6OOK 
Basal plane p changes slope 
at 2210K and 2290K, c-axis p 
has a slope change at 2210K 
with a peak at 226oK and a 
shallow dip at 275°K 
Ferromagnetic along b-axis 
from 0 to 2240K, helical 
between 224 and 23OOK 
c-axis has anomalous expansion 
below 23OOK with slight dis­
continuity at 220OK, small 
crystal distortion at 220OK 
which increases with decreas­
ing T, above 220OK b/a = 
1.732, at 770K b/a = 1.746 
Arajs and 
Colv i n  ( 2 )  
Thermal 
conductivity 
Peak at 23°K with a change 
in slope at 2250K 
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Table 5» Related physical properties of dysprosium 
Observer Property Observed 
Griffel 
^ âl- (28) 
Barson 
ai» (4) 
Behrendt 
^ âi» (6) 
Jew (36) 
Wilkinson 
et al. (72) 
Darnell and 
Moore (18) 
Darnell (I6) 
Specific 
heat 
Thermal 
expansion 
coefficient 
Magnetic 
moment 
Electrical 
resistivity 
Neutron 
diffraction 
Lattice 
parameters 
Volkenshtein Hall 
and Fedorov (70 ) voltage 
Colvin and 
Arajs (15) 
Thermal 
conductivity 
X type anomaly at 17^°K with 
a smaller peak at 83»5°K 
which exhibits thermal 
hysteresis, Gg = 158 
o. is negative from I8OOK to 
HOOK with sharp peak at 
I6OOK, no data below lOQOK 
Tn = 178.50K, Tc = 85°K, 
a-axis is easy axis of mag­
netization below IIQOK, MgaT^ 
up to 90OK 
Both b-axis and c-axis pi have 
a step function at 88.40K, b-
axis p changes slope at 
179.6°K, c-axis p peaks at 
165.5°K, has a minimum at 
I8OOK, is constant to ZIQOK, 
then increases linearly with T 
Ferromagnetic along a-axis 
from 0 to 860K, helical 
between 86 and 179°% 
c-axis has anomalous expan­
sion below I790K with a 
large discontinuity at 86OK, 
large crystal distortion at 
86OK, above 860K b/a = .1.732, 
below 860K b/a = 1.720 
decreasing to 1.715 at 30°K, 
volume change at 860K is zero 
Large positive peak at SO^K 
with large negative peak at 
175°K, zero field change from 
positive to negative is at 80°K 
Peakat25°K, abrupt d.ecrease at 
85°K, above I8OOK there is a 
large increase with increasing T 
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Table 6. Related physical properties of holmium 
Observer Property Observed 
Gerstein 
al. (23) 
Rodine (62) 
Strandburg 
£i. ai- (67) 
Strandburg 
si ai* (67) 
Koehler 
âi  a i»  (40)  
Specific 
heat 
Thermal 
expansion 
coefficient 
Magnetic 
moment 
Electrical 
resistivity 
Neutron 
diffraction 
Darnell (I6) Lattice 
parameters 
Large X type anomaly at 132°K 
with smaller peak near 20oK 
which exhibits thermal 
hysteresis, ©Q = I610K 
Basal plane a is positive with 
a sharp peak at 20OK and broad 
peak at lOO^K, c-axis a is 
negative below 139°K with a 
broad dip between 120 and 98°K, 
no data taken below 77°% 
Tn = I320K, Tc = 20OK, b-axis 
is the easy axis of magnetiza­
tion below 8OOK, MgaT3/2 up to 
30 OK 
Both a and c axis p exhibit a 
small change of slope at 20OK, 
b-axis p has a large change of 
slope at I320K, c-axis p has a 
peak at 120OK and a minimum at 
1320K, is constant to 1500K, 
then rises linearly with T 
Conical ferromagnet from 0 to 
20OK with moment deviating 
from the cone surface in such 
a manner that b is the easy 
axis, helical between 20OK 
and I33OK 
c-axis has anomalous expansion 
below I320K with a slight 
discontinuity at 20OK, a-axis 
has normal thermal contraction 
below I320K 
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Table ?• Related physical properties of erbium 
Observer Property Observed 
Skochdopole 
âi al» (63)  
Specific 
heat 
Large broad peak at 84°K with 
smaller one sitting on side 
of larger one at 53*5°K, spike 
peak at 19.9°K which exhibits 
thermal hysteresis, ©p = 163°K 
Barson 
ai al' ik) 
Thermal 
expansion 
No data below 3OOOK 
Green 
si âl- (25) 
Magnetic 
moment 
Tn = 85°K, Tc = I9.6OK, 
c-axis is easy axis of mag­
netization, MgaT2 up to 3OOK 
Green 
si al. (25) 
Electrical 
resistivity 
c-axis p has abrupt increase 
at 20.4^K with a large peak 
at 53*5°^ and a minimum at 
85°K, a-axis p has a change 
of slope at 85°K 
Cable 
£i al. (13)  
Neutron 
diffraction 
Conical ferromagnetic from 0 
to 20OK, antiphase domain from 
20OK to 53°K, sinusoidal vari­
ation along c-axis from 53 to 
850K 
Darnell (17)  Lattice 
parameters 
c-axis contracts normally down 
to 8OOK, expands slightly 
between 80 and 520K, expands 
anomalously below 520K with a 
large discontinuity at 20OK, 
c-axis changes are reflected 
inversely in the a-axis 
Volkenshtein 
and Fedorov 
(70) 
Hall 
voltage 
Negative from 0 to 300°K with 
a sharp maximum at 20OK 
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measured and, although the basal plane appears to be 
isotropic, there was some scatter; also fewer data were 
obtained than in the rest of the metals because of lack of 
experience in running the experimental apparatus. 
Systematic errors are difficult to evaluate. They 
result from various sources: 
1. Lack of reproducibility of thermocouples used to 
measure temperatures and temperature differences. 
2. Deviation of of the thermocouple used from the curve 
of Powell si ai. (60). 
3 .  A thermocouple's inherent shortcoming of measuring its 
own temperature rather than that of the sample to which 
it is attached. 
4. Errors in the Seebeck coefficient of the copper reference 
conductor. 
5» Errors in the measurement of the Seebeck voltages. 
6. Errors caused by non steady-state conditions. 
As mentioned before, the thermocouple curve was constructed 
by correcting the curve of Powell si ai* (60) using liquid 
helium, hydrogen, and nitrogen points for standards. With 
each run, these calibration-joints were rechecked, particu­
larly the helium one. The error ranged from about 10^ at 
5°K to 2% at 20°K to .3^ at 77°K with negligible error at 
300°K. Since the voltage obtained from the thermocouples 
used in this study differed, at the most, from those of 
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Powell £i âl» (60) by 20 pV at 4.2°K, it was assumed that 
their values for S^Q could be used with the resultant error 
being negligible. 
The third source of error is the one most likely 
to cause trouble, and, of course, is the hardest to detect 
and eliminate. This error is minimized by soldering the 
thermocouples directly to the ends of the sample. The 
resulting error is hard to determine. However, a comparison 
of the relative Seebeck coefficient between lead and copper 
as measured by Borelius (9) and in the present study 
(closed and open circles, respectively, in Figure 2) at 
least indicate that the resulting error was not great since 
they almost agree within their respective experimental 
errors. Any differences can be attributed to the treatment 
and purity of the copper. 
The fourth source of error could be significant, 
particularly at low temperatures. As the Seebeck 
coefficients were all measured against copper, and the 
absolute Seebeck coefficient of copper subtracted as a 
correction, it is quite likely that the measured values at 
the very low temperatures (below 20°K) could be altered 
significantly. Furthermore, the absolute Seebeck coefficient 
of copper was determined by measuring it against lead. 
Thus, another subtraction process is involved. The curve 
obtained for the Seebeck coefficient of copper (triangles in 
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Figure 2) appears to be very representative of those for 
other copper samples at low temperatures and to agree 
exactly at high temperatures (within + 0.1 nV/°K at 300°K), 
see Gold ai* (24). 
The fifth source of error most likely resulted from 
thermal and extraneous emfs in the circuit and/or insensi­
tive measuring instruments. As indicated previously, 
everything possible was done to eliminate this type of 
error. The measuring instruments were plenty sensitive for 
measuring the voltages involved and it appeared as though 
the extraneous voltages were also held to a minimum. 
The last source of error would ordinarily be 
considered as random errors and are such throughout most of 
the temperature range covered. Above 20°K, it was possible 
to wait for everything to come to a steady state before 
any measurements were made. The voltages Vxa and V^q were 
measured every five minutes and when no change from the 
last reading was found, the measurements were recorded. 
Below 20OK the situation was much more difficult. When 
starting out from 4.20K, the heat generated in the sample 
heater mostly raised the average sample temperature without 
creating a sufficient temperature drop to get a data point 
until the average sample temperature was between 6 and 7°K. 
Furthermore, true steady state couldn't be established since 
the temperature difference along the sample was always 
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getting larger at the same time the average sample tempera­
ture was increasing and data was being taken. Suitable 
operating conditions could be approached by increasing the 
current through the sample heater 1 milliamp at a time, 
taking data after every increase, until the desired gradient 
was reached. Then the sample chamber heater was used to 
increase the average sample temperature the rest of the 
way. Lack of scatter in the data is evidence that errors 
resulting from this effect are negligible. 
In summary, above 20°K, the relative accuracy of 
the measurements is estimated to be within + 0.05°K |iV/°K 
for the Seebeck coefficient and within + 0.05°K for the 
temperature. The absolute accuracy of the Seebeck coef­
ficient measurements is estimated to be within + 0.1 |jV/°K, 
and that of the temperature to be within + 0.5°K. Below 
20°K, the data is somewhat less accurate because of 
systematic errors and the loss of sensitivity of the 
thermocouples. The error in the residual resistivity is 
estimated to be + 0.1 ohm-cm and that of the resistivity 
ratio is + 0.4. The probable error in the applied magnetic 
field is ± 50 Oe. 
Because thermoelectric effects depend strongly on 
the relative concentrations of impurities in the metal 
(24, 45, 58)> particularly at very low temperatures, the 
reported curves of S xs.. T must be viewed with caution. 
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However, it is expected that most of the features reported 
here will be close to those of the very pure metals. 
86 
DISCUSSION 
A large amount of work both experimental and 
theoretical has been done on the Seebeck coefficient of 
solids (33, 45). The theory has been reasonably successful 
in explaining the results that are obtained for semiconduc­
tors. However, with metals, the theory hasn't been nearly 
so successful. Consider the case of the noble metals (Cu, 
Ag, Au) whose Fermi surfaces are now known fairly well, yet 
their positive Seebeck coefficient still remains a mystery. 
The effect of various magnetic structures (not 
considering magnetic impurities) on the Seebeck coefficient 
has not received very much attention either experimentally 
or theoretically, even though anomalous behaviour of S near 
the ferromagnetic Curie point has been known for a long 
time (5» 30> 43) and more recently near the Neel tempera­
ture (12, 49, 71). The effects of s-d interactions on the 
Seebeck coefficient of ferromagnets (which can be extended 
to s-f interactions and hence apply to the rare earth metals) 
have been worked out by Rezanov (6I) and more recently by 
Kasuya (38). Rezanov gives an equation which is the sum of 
a linear and quadratic term in temperature and which 
describes the Seebeck coefficient below the magnetic order-
disorder temperature (To_a) by a smooth parabolic curve 
peaking at about .6 (T/Tq_j^) (12). Kasuya derives some 
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equations for S using both a molecular field and a spin 
wave approximation. Using these equations, he predicts 
the Seebeck coefficient for gadolinium. The agreement with 
V 
the results of this study is qualitatively reasonable for 
the spin wave approximation, particularly if one ascribes 
the low temperature maximum to phonon drag which Kasuya 
didn't take into account (see also 12). However, Kasuya 
finds that S^^^ for an antiferromagnet is zero. 
The role of magnon-electron scattering (i.e. magnon 
drag) has been neglected until just recently (3, 29). A 
theory of the Seebeck coefficient applicable to the heavy 
rare earth metals possessing certain magnetic structures, 
see Figure 12, which not only can cause energy gaps in the 
spin wave spectra at low temperature (48) but also can 
modify the Fermi surface in the antiferromagnetic region 
(46, 57)» has not yet been developed. Consequently, a 
quantitative detailed analysis of the data is not possible 
at this time. However, some qualitative statements can 
be made. 
The Seebeck coefficient of a magnetic material is 
believed to arise from three main sources: (a) diffusion of 
electrons, (b) phonon drag, (c) magnon drag. The contribu­
tion of the magnons is in agreement with the large Lorenz 
numbers found for dysprosium (I5) and gadolinium (1). As a 
first approximation for the Seebeck coefficient of these 
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metals, it will be assumed that, physically, the directed 
momentum transfer from the phonons to the conduction 
electrons, giving rise to Sp^, is independent of and does 
not affect the directed momentum transfer from the magnons 
to the conduction electrons, giving rise to In turn 
both of these are assumed to be independent of and not 
affecting the diffusion of electrons due to the thermal 
gradient which gives rise to Sg. That is, as a first 
approximation for the Seebeck coefficient, these three 
sources are additive so that 
^ ^e ^ph ^mag (38) 
One then has the interesting result that the Seebeck 
coefficient is extensive (i.e. simply additive) for separate 
sources of thermoelectricity, but in terms of scattering 
for a given source of thermoelectricity, it is intensive. 
That is, it depends, in a single band, on the relative 
amounts of scattering as gauged by the thermal resistivities, 
l/Ki, of the individual mechanism (see Equation 21). 
These metals have three conduction electrons which 
occupy overlapping 6s (5s for Y) and 5d (A-d for Y) bands at 
the Fermi energy. Hall coefficient measurements (39) suggest 
that the s band was nearly full (i.e. 0.01 hole) and the d 
band contained slightly more than one electron. Hence, 
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there is the possibility of two independent groups of charge 
carriers being involved. In this case, one must make use 
of Equation 20 for determining the total S of these metals. 
In the discussion of the Seebeck coefficient, it is 
convenient to distinguish three temperature ranges: (a) a 
very low temperature range which might be called the 
residual resistance region, (b) an intermediate temperature 
range where phonon drag and magnon drag effects are 
important, (c) high temperature region. 
In the residual resistance range, the diffusion 
thermopower, Sg, which is governed by impurity scattering, 
dominates. From ordinary electron transport theory, we 
expect that Sg would be negative and proportional to the 
absolute temperature (Equation 15)» In this region, 
goes to zero faster than and is very small, 
except possibly in gadolinium, because of the energy gap in 
the spin wave spectrum (48) and it should be possible to 
separate Sg from and in most cases. The tempera­
ture range in which this is true is hard to specify because 
one must be sure that only electron-impurity scattering 
is the prime mover for S since phonon drag could give a 
rather large effect (depending on the Debye 6 of the 
metal). For 1°K and below, impurity scattering must 
dominate. This is far below the range investigated in 
this study. 
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In the intermediate temperature range, one would 
expect the magnitude of either or to be larger 
than Sg. However, according to Bailyn ( 3 )  it would, in 
general, be difficult to distinguish between Sp^ and 
The Debye 0 for the metals studied ranged from 152°K for 
gadolinium to 163'^K for erbium. Consequently, the phonon 
drag maxima should lie between 16®K and 32°K which is in 
generally good agreement with thermal conductivity data 
(1, 2, 15)» Phonon drag is thought to be observed in all 
of the crystals measured. The most obvious case is 
gadolinium, see Figure 13 which shows a plot of S/T versus 
2 T . Here, the c-axis low temperature data points fall on a 
straight line as required for phonon drag. For the other 
crystals in this study, the first three points could 
usually be fitted to a straight line, as in the gadolinium 
basal plane shown. 
In the high temperature region, the has 
vanished since the spin waves don't exist beyond the order-
disorder temperature. The sign of Sp^ is a delicate 
balance between the contribution from electron-phonon N-
processes and electron-phonon U-processes. If — 0, 
then the only contribution is from Sg which again should 
be proportional to T and negative (see Equation I6). The 
reversible aspects of thermoelectricity allow for the 
possibility of different types of interactions to show 
Figure 13* Phonon drag in gadolinium single crystals 
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themselves up much more dramatically than in the irrevers­
ible processes such as electrical and thermal resistivity. 
Hence, changes in sign can occur in S which are indicative 
of some particular change in the dominant scattering 
mechanisms (^5> P* 102). The Seebeck coefficient of all 
the metals in this study, except possibly dysprosium, 
appear to become positive at high temperatures. The data 
don't go high enough in temperature to warrant any 
conclusions from them. 
To quote MacDonald (4^, p. 8 3 ) »  one might look at 
thermoelectricity from the following general viewpoint: 
The thermopower must always reflect primarily the 
existence of some kind of entropy gradient in the 
conductor which can contribute to electron 
phenomena (one can think of the Seebeck coefficient 
of a conductor as a 'transport entropy' of electric 
charge). If one considers electrons alone, then 
this naturally tends to involve one in the specific 
heat of the conduction electrons themselves as 
indicated by the theory for Sg. . . .If, however, 
there is some other source of an entropy gradient 
which can itself contribute directly to the 
electron transport phenomena under a temperature 
gradient, then the conduction electrons may be 
able to 'tap' this entropy gradient to provide 
an enhanced thermopower. 
For phonons this was reflected by the appearance of the 
i 
lattice specific heat in the expression for 
This suggests that the analogy be carried one 
step further and that for magnons is proportional 
to the magnon specific heat. This could give an indication 
of the temperature dependence of S^ag at low temperatures. 
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One also needs to include the amount of coupling between 
the electrons and magnons at different temperatures to get 
the complete picture. For a magnon spectrum which is 
quadratic (tl id a k ), the magnon specific heat is given by 
Cmag 0. Thus, for the ferromagnetic regions of terbium 
and dysprosium should be proportional to t3/2. For a 
magnon spectrum which is linear (tl cu a k), the magnon 
specific heat is given by o. T^. This applies to 
gadolinium, holmium, erbium, and the antiferromagnetic 
regions of terbium and dysprosium. For magnetically 
anisotropic materials (Tb, Dy, Ho, Er), there is an addi­
tional multiplicative factor, where A represents the 
minimum energy required to excite a spin wave (i.e. the 
energy gap). For terbium and dysprosium A/k is about 20°K, 
while for holmium the energy gap appears to be relatively 
small (48). 
One of the more striking results of this study is 
the fact that the ferro-antiferromagnetic transition is 
obvious only in dysprosium. In terbium and holmium there 
isn't any hint of its existence. In erbium it appears as 
though something is happening between 25 and 30°K, but it 
isn't anything drastic like what happens in dysprosium. 
Furthermorej the ferro-antiferromagnetic transition 
temperature of erbium, according to magnetic measurements 
and neutron diffraction measurements, should be at 20°K. 
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The magnetic transition at 53°K in erbium is much more 
obvious than the ferro-antiferromagnetic one. 
and Elliott and Wedgwood (22) that in the antiferromagnetic 
state, there are extra planes of energy discontinuity 
introduced perpendicular to the c-axis into the brillouin 
zone structure as a result of the incommensurate periodic 
arrangement of magnetic moments along the c-axis as 
compared with the ionic lattice. Hence, new energy gaps 
appear and their magnitude is a maximum at where the 
antiferromagnetic order is a maximum and decrease with 
increasing temperature. Looking at the S T curves for 
polycrystalline dysprosium, one could attribute the step 
function in the curve at to the onset of this energy 
gap (46). 
the component of the Fermi surface vector I in the c 
direction is greatly decreased, while leaving the components 
i 
in the plane normal to the c-axis comparatively unaffected 
(46, 47, 52). The Seebeck coefficient is given by the 
general expression (see Equation 12); 
It has been suggested by Mackintosh (47), Miwa (51) 
The important feature of this energy gap is that 
(39) 
E=Ep 
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where 
where X is the mean free path of an electron on a surface 
area d£, and 0 is the angle between the electric field and 
df. Since the superlattice planes have little effect on 
the conductivity in the basal plane, as can be seen from 
Equation 40, the magnetic transitions should not be 
reflected in abrupt changes in the basal plane conductivity. 
On the basis of a calculation using the equation for j 
from Elliott and Wedgwood (22), one would thus expect to 
see an effect from the energy gap only in the c-axis data 
and not at all in the basal plane (see the appendix for 
the calculation). However, there is a step function in the 
basal plane thermopower whose magnitude is about two-thirds 
of the one in the c direction. Furthermore, there is also 
one in the basal plane conductivity (36). It is hard to 
explain why the step function doesn't appear in the other 
metals measured which have antiferromagnetic states if it is 
due to the onset of the energy gaps. 
The antiferro-ferromagnetic transition which occurs 
in terbium, dysprosium, holmium, and erbium is shown by 
Darnell (I6, 17, 18) to be accompanied by a discontinuity 
.2 'v n .2 
~ Xoos^SdE (M) 
P.s. F.s. 
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in the c-axis lattice parameter. In dysprosium, however, 
the observed discontinuity, Ac, is much larger than 
predicted. This occurs because dysprosium is shown to 
undergo a sizeable spontaneous structure change from the 
hexagonal close-packed to orthorhombic. In terbium the 
observed change in c is small and the resulting orthorhombic 
distortion at is small because the sublattice magnetiza­
tion is small. However, the orthorhombic distortion 
increases as the sublattice magnetization increases with 
decreasing temperature. Consequently, in terbium, there 
isn't any spontaneous structure change, only a gradual one. 
In holmium and erbium no orthorhombic distortion is observed 
in the ferromagnetic state since the helical structure is 
retained in the basal plane. 
It is thought that the reason only dysprosium shows 
the antiferro-ferromagnetic transition is because it is the 
I 
only one which undergoes a sizeable spontaneous structure 
change at Tg and it is not caused by the abrupt appearance 
of the magnetic superlattice energy gaps which are also 
known to appear in terbium, holmium, and erbium. Further 
evidence for this conclusion comes from examining the a-y 
structure change in Armco iron (44). This structure change 
occurs at a temperature which is greater than the Curie 
temperature. The structure change is accompanied by a step 
discontinuity in the electrical resistivity, thermal 
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conductivity, lattice parameters, and thermopower just like 
in the case of dysprosium. 
Alternatively, the discontinuous change in the 
Seebeck coefficient of dysprosium at the ferro-antiferro-
magnetic transition could arise because of the abrupt 
change in the magnon dispersion relationships which must 
accompany this magnetic structure change. It is believed 
that the crystal structure change is the more plausible 
cause. 
It would seem plausible that the structure change 
would be accompanied by a distortion of the Fermi surface. 
In regard to what was said previously, this could lead to a 
positive Seebeck coefficient because of the greater 
frequency of Umklapp processes. This might explain why the 
c-axis thermopower of terbium and dysprosium becomes 
positive at and below. 
On the other hand, recent work done on the Hall 
effect in these metals offers an alternative explanation. 
The Hall effect in polycrystalline dysprosium and erbium 
was measured by Volkenshtein and Fedorov (70) and in poly­
crystalline gadolinium by Marotta and Tauer (50)* Both the 
Hall voltage and the Seebeck coefficient depend singularly 
on the sign of the majority charge carriers. Hence, for 
an ideal metal, one would expect that they would both have 
a negative sign. In both gadolinium and erbium the Hall 
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voltage was negative over the temperature range from 0 to 
300°K. Similarly, S was negative over the same temperature 
range. In the case of dysprosium, the Hall voltage was 
positive up to (extrapolating to zero field), and beyond 
this temperature, it was negative. A similar behavior was 
noted in the Seebeck coefficient. 
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SUMMARY 
The Seebeck coefficients of the heavy rare earth 
metals, gadolinium, terbium, dysprosium, holmium, and 
erbium have been measured along the three crystallographic 
directions ^112C^ , ^1010^ , ^0001^ over the temperature 
range 7 to 300°K. The ^lOK^and ^000]^ directions of 
yttrium were also measured. In the case of gadolinium and 
terbium a 1000 Oe field was applied along the ^000]^ and 
^1010^ directions respectively. The field caused no 
marked change. 
The Seebeck coefficients of the metals measured are 
negative throughout most of the temperature range covered. 
A significant anisotropy between the c-axis and basal plane 
was found for all of the metals except yttrium. The 
magnetic order-disorder temperatures are marked by changes 
in slope in S T curves. The ferro-antiferromagnetic 
transition was evident only in the case of dysprosium and 
appeared as a nearly discontinuous step in the curve. An , 
attempt was made to correlate the step function in 
dysprosium with the change in structure which dysprosium 
undergoes at this same temperature. There was also shown 
to be a correlation between the sign of the Seebeck coeffi-
I 
cient and the Hall voltage for Gd, Dy, and Er. 
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APPENDIX A: CALCULATION OP THE EFFECT OF 
ENERGY GAPS ON THE SEEBECK COEFFICIENT 
Below is presented a calculation of the Seebeck 
coefficient for an anisotropic metal based on Elliott and 
Wedgwood's (E & W) calculation of the electrical conductivity 
of the rare earth metals (22). Acknowledgement is given to 
Dr. A. R. Mackintosh for outlining this calculation. 
Refer to Equations 39 and 40 of the main text. 
Equation can be rewritten as 
^ij " ^  °ij (40a) 
where 
F.S. 
Let the Seebeck coefficient along the c-axis be 
designated by S^, and that along the basal plane S^, then 
S^ = S^^ and S^ = S^^ (or Sgg). 
Consider the effect of the introduction of a new 
zone boundary on the Fermi surface which is taken to be 
originally spherical, i.e., 
E(k) = . (41) 
2m 
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The original conductivities are (E & W, Equation 14) 
thus, 
• (43) 
3TTni 
I 
If the new zone boundary cuts the Fermi surface into two 
parts then we have case A and (E & W, Equation 22) 
^zz " OZZ°(l-6) (44) 
so that Cgg = C22°(l-5) (45) 
• fit 
I 2mEp) 
For a spherical Fermi surface ^F ~ 1 ^2 J » hence 
2 
°zz° = -
ail 3/2 3/2 3/2 
3TO1 1^2] Ep = const E (47) 
r,_i/2 -, 
and c^^ = const Ep I 1 - k lA (^( E„ ] (48) 
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d In c 
zz 
dE 
3/^ f ^  
1/2 -5/2 
& 
- ' E =  Ep 2ET 1 - 6  
3 1 
2Ep 1-6 
(49) 
Now for the transverse case (E & W, Equation 26) 
a  = a  ° (1  +  0(A/Ep)2)  
XX XX F 
(50) 
so c _ _  =  c _ ° ( l  +  0 ( A / E p ) 2 )  .  XX XX 
(51) 
For a spherical Fermi surface using Equation 4-3, we follow 
the same procedure as above and neglect second order terras 
to get 
d In c 
dE 
—' E=ET 2Er 
(52) 
Now consider again. 
fiillill = ilifLZ] + p 1" °i71 L de J L de j  l  de J 
E=En E=En 
(53) 
E=Er 
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Now • - MM 
according to E & W, Equation 2, 
1 1 ^ 1 ^ 1 , , 
r  = +  ^  + '55)  
where is due to residual impurity scattering and is 
taken to be independent of T, is due to phonon scatter­
ing and is given by a Gruneisen function which may be taken 
proportional to T except at very low temperatures, is 
due to spin disorder scattering resulting from the inter­
action between conduction electron and magnetic ions, see 
Equation 1. Thus 
pl/-Cs) dd/Xi) d(l/rTl 
= - ^  ^ + — + . (36) L dE dE dE J 
We neglect the energy dependence of and 'iTp, thus dropping 
the last two terms which do not contribute significantly to 
the magnetic effects. 
Kasuya (37) and De Gennes and Friedel (20) have 
shown that 1/^g may be approximated by 
d Inr 
dE 
Ill 
— = — ^  s(s+i)- 1 -
S(S+1J ^ 
(57) 
= const kp = const 
Therefore 
dXl/lCsf 
dE 
E=E^ 
f2m 
= const/"? 
bj  
1/2 -1/2 
E  (58) 
E=E. 
'F 
1 1 
2Ep % (59) 
and 
-r 
d(i/r g) 
dE 2Ep z; 
( 6 0 )  
E-Ep 
Finally, combining the above results one finds that 
S = LeT [- In ^  . d In Tr dE dE ( 6 1 )  E=Er 
Mp_ _ 
2Ep[l-6 Tg 
( 6 2 )  
also 
(63) 
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]TT 1 A 
where & = f Sf  ËJ 
A = the energy gap at the new zone "boundaries . 
Thus the new energy gaps affect only the c-axis Seebeck 
coefficient and not the basal plane Seebeck coefficient. 
To carry this just a little further, one can write, 
according to the classical theory of conductivity, 
= ±1 
Ys p 
where p is the total resistivity and is the resistivity 
caused by the magnetic disorder scattering of the electrons, 
which falls to zero at low temperatures. Then 
z 
This is obviously a crude calculation which greatly 
oversimplifies the problem. For instance, it is obviously 
true that p /p <1, thus in order for S to be positive, 
s z 
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which occurs in certain regions, 1 < 6, however, in the 
regions where is positive 0=0 since à - 0, Further­
more, 5 must always be a positive number which depends 
directly on the magnitude of the energy gap, A. Thus 
(3/1-6) is positive when 0 < Ô < 1. Now (3/1-6) increases 
as 6 increases from 0 toward 1 just below the magnetic 
order-disorder temperature, Tjj, as the energy gap opens up. 
In this same region (p^/p) becomes larger as the temperature 
is lowered through Tjj. Note, however, that the coefficient 
LeT/2Ep is negative and so the above predicts that will 
become less negative below and that will become more 
negative below T^. This is just the opposite of what really 
happens. 
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APPENDIX B: TABULATION OF SEEBECK COEFFICIENT DATA 
On the following pages are tables of the experimental 
points taken during this investigation. Only temperature and 
absolute Seebeck coefficient are given. All raw data from 
which the calculations were made are on file in the Low 
Temperature Laboratory, Institute for Atomic Research, 
Iowa State University of Science and Technology at Ames, 
Iowa. 
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Table 8. Seebeck coefficient of gadolinium a-axis 
Temp 5% Temp Sx 
OK UV/OK OK MV/OK 
7.1 -0.52 119.4 -5*60 
8.2 
-0.95 126.8 -5* 68 
9.6 -1.33 134.3 -5*75 
10.9 -1.65 141.8 -5*89 
12.3 -2.07 149.3 -5*99 
13.6 
-2.40 156.9 -6.09 
15.2 
-2,11 164.4 -6.17 
16.6 
-3.04 172.2 -6.25 
18.0 
-3.25 179.6 -6.29 
19.6 
-3.39 187*4 -6.29 
21.3 
-3.52 195*0 —6.26 
22.7 — 3 • 62 202.7 -6.22 
23.9 -3.67 210.4 -6.15 
24.4 
-3.65 218.3 —6.00 
25.5 -3.76 226.2 -5*74 
26.6 
-3.77 233.8 -5*37 
27.7 -3.85 241.6 -5*03 
29.0 
-3.87 . 249.4 -4.66 
34.8 -4.16 257*6 -4.25 
40.4 -4.46 265*2 
-3*85 
46.5 
-4.79 273*3 -3*46 
52.5 -5.12 281.2 -3*01 
60.7 ~5*45 286.4 -2.69 
67.3 -5* 63 291.4 -2.38 
73.4 -5*68 297*0 -2.20 
78.8 -5» 68 302.2 -2.05 
84.4 
-5.70 310.0 -1.89 
89.4 
-5*69 318.2 -1*75 
94.8 -5*68 326.1 —1.66 
99.4 -5*62 334.0 -1*57 
104.2 
-5 * 64 341.6 -1.45 
111.8 
-5*57 349.5 -1.32 
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Table 9» Seebeck coefficient of gadolinium b-axis 
Temp Temp 
^x 
OK MV /ok OR MV/OK 
7.1 —0 «82 126.6 -5.70 
8.4 -1.20 134.1 -5.78 
8.6 -1.26 141.7 -5.88 
10.3 -1.73 149.2 —6.00 
11.6 — 2.04 156.7 —6.10 
12.8 -2.39 164.3 -6.20 
15.5 -2.96 172.1 -6.26 
16.2 — 3.06 179.5 —6.31 
18.7 -3.36 187.3 —6.31 
22.3 -3.62 194.8 -6.28 
24.0 -3 • 68 202.6 -6.20 
26.0 
-3.75 210.4 —6 « 10 
28.6 -3.80 218.2 -5.95 
29.9 -3.92 226.1 ' -5.70 
32.9 -4.10 233.8 -5.39 
34.3 -4.12 241.8 -5.01 
39.6 —4.36 249.7 -4.67 
45.8 —4.7 6 257.5 -4.29 
52.0 -5.06 265.4 -3.89 
60.4 
-5.41 273.6 -3.45 
67.2 -5.62 281.3 —3.00 
73.2 -5 • 68 286.5 -2.71 
78.9 -5.69 291.8 -2.36 
84.1 -5.70 297.0 -2.20 
89.2 -5.69 302.3 -2.04 
94.1 -5.63 310.4 —1.88 
99.0 -5.61 3I8.O -1.76 
103.9 -5.59 326.2 -1.65 
111.6 
-5.58 334.0 -1.54 
119.2 
-5*63 342.1 -1.42 
349.6 -1.34 
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Table 10. Seebeck coefficient of gadolinium c-axis 
Temp Sx Temp Sx 
OK MV/OK OK MV/OR 
6.3 -0.41 141.8 
-3.37 
6.9 -0.66 149.2 -3.47 
8.4 -1.07 156.8 
-3.53 
9.6 -1.63 164.2 -3.56 
11.4 
-2.53 171.8 -3.54 
12.9 
-3.71 179.5 -3.42 
14.3 -4.59 187.2 -3.26 
16.0 
-5.28 190.8 
-3.13 
17.8 
-5.87 194.7 -3.01 
19.3 -6.17 198.4 -2.82 
21.2 
—6.43 202.5 -2.61 
22.6 
-6.63 206.2 -2.48 
24.2 
-6.75 210.3 -2.30 
25.4 -6.71 214.0 -2.05 
27.2 
-6.59 218.4 -1.80 
28.8 
-6.50 221.0 -1.60 
34.7 
-5.54 226.2 -1.30 
40.1 
-4.86 234.0 -0.94 
45.8 —4.26 241.7 -0.63 
51.9 
-3.75 249.6 -0.36 
60.0 
-3.31 257.6 -0.18 
66.8 
-3.03 265.4 -0.11 
72.8 —2.86 273.4 -0.13 
78.3 -2.73 281.4 -0.30 
83.8 -2.68 289.2 -0.58 
89.0 
-2.67 292.9 -0.75 
94.3 -2.67 297.1 -0.82 
99.2 -2.70 305.2 -0.89 
104.2 
-2.69 313.0 -0.92 
111.6 
-2.78 321.2 -0.91 
119.2 
-2.96 328.7 -0.89 
126.8 
-3.09 336.6 -0.88 
134.3 -3.24 344.9 -0.84 
352.6 -0.83 
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Table 11. Seebeck coefficient of gadolinium which was 17° 
from a-axis in a-c plane 
Temp 
^x 
Temp Sx 
OK MV/OK OK MV/OK 
6.0 
-0.51 119.3 -5.38 
8.0 
-0.94 127.0 -5.44 
9.1 -1.19 134.3 -5.54 
10.7 —1 « 64 141.8 -5.65 
12.0 — 2.04 149.6 • -5.74 
13.4 
-2.40 156.9 -5.81 
14.8 
-2.73 164.4 -5.91 
16.2 
-3.05 172.2 -5.97 
18.0 
-3.35 179.6 -6.00 
19.7 -3.50 187.4 —6.00 
21.4 
-3.36 195.0 -5.94 
22.9 
-3.77 202.9 -5.85 
25.5 -3.87 210.5 -5.71 
26.4 
-3.92 218.5 -5.54 
27.3 -3.96 226.2 -5.28 
28.8 -4.02 234.0 -4.97 
34.2 -4.19 241.7 —4.61 
40.4 
—4.45 249.6 -4.27 
46.1 
—4 » 69 257.6 -3.87 
51.9 —4 « 94 265.5 
-3.53 
60.3 -5.22 273.4 -3.14 
67.0 
-5.34 281.3 -2.77 
73-1 -5.40 286.6 
-2.53 
78.8 
-5.38 291.7 — 2.26 
84.1 
-5.38 297.0 -2.07 
89.0 
-5.34 302.4 -1.96 
89.3 
-5.39 310.3 -1.81 
94.2 
-5.31 318.3 —1.68 
99.0 
-5.29 326.1 -1.59 
104.2 
-5.33 334.0 -1.51 
111.7 
-5.34 341.7 -1.39 
349.6 -1.29 
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Table 12. Seebeck coefficients of gadolinium c-axis with 
axial field of 1100 Oe 
Temp 
^x Temp ^x 
UV/OK OK UV/OK 
34.4 -5.67 126.8 -3.27 
40.6 —4.94 134.4 
-3.31 
46.3 -4.36 141.9 
-3.36 
52.5 -3.82 149.2 -3.38 
60.6 
-3.44 157.0 
-3.39 
67.2 -3.21 164.3 -3.40 
73.4 —3.06 171.9 -3.32 
78.8 -2.98 179.5 -3.19 
84.3 -2.96 187.3 -2.97 
89.4 -2.95 194.8 -2.75 
93-1 -2.96 202.6 — 2.48 
98.2 -2.98 210.4 -2.13 
104.2 
-3.03 218.2 -1.76 
111.8 
-3.11 226.1 -1.33 
119.3 -3.19 234.0 -0.96 
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Table 13* Calculated Seebeck coefficients for crystal which 
is 17° from a-axis in a-c plane 
Temp Sx Temp 5% 
OK UV/OR HV/OK 
10 -1.51 180 -6.03 
20 
-3.70 190 —6.01 
30 -4.15 200 -5.95 
40 -4.46 210 -5.81 
50 -4.89 220 -5.58 
60 
-5.25 230 -5.18 
70 -5.44 240 -4.72 
80 
-5.44 250 -4.25 
90 
-5.43 260 -3.79 
100 
-5.38 270 -3.32 
110 
-5.34 280 — 2.84 
120 
-5.37 290 -2.32 
130 -5.48 300 -2.01 
140 -5 » 64 310 -1.81 
150 
-5.79 320 -1.67 
160 
-5.91 330 -1.56 
170 -6.01 340 -1.41 
3^0 -1.28 
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Table 14. Seebeck coefficient of terbium a-axis 
Temp Sx Temp Sx 
OK MV/OK OK UV/OK 
6.8 -0.29 98.9 -3.26 
7.6 -0.41 104.2 
-3.53 
8.9 —0 • 60 111.7 -3.91 
10.2 -0.91 119.3 -4.37 
11.6 -1.22 126.7 
-4.79 
13.2 -1.62 134.2 -5.16 
14.8 
-1.87 141.6 -5.49 
15.8 -2.07 149.2 -5.74 
17.5 -2.34 157.0 -5.91 
19.2 -2.52 164.4 -6.03 
20.6 
-2.63 172.1 
-5.95 
21.9 
-2.79 179.6 -5.83 
23.2 -2.79 187.4 -5.54 
24.6 -2.81 194.9 -5.20 
26.0 -2.81 202.7 
-4.73 
27.5 -2.78 207.9 -4.39 
29.4 -2.77 213.2 -3.99 
31.8 -2.66 216.8 -3.71 
34.7 -2.51 221.0 -3.30 
38.4 -2.34 226.2 - 2.69 
41.0 -2.21 229.3 -2.35 
46.3 -1.99 234.1 -2.02 
52.4 —1.86 241.6 —1.80 
60.3 1 -1.84 249.8 -1.57 
67.0 
-1.93 257.4 -1.46 
72.8 -2.08 265.2 -1.31 
78.7 -2.28 273.4 -1.20 
86.7 -2.65 281.2 -1.09 
89.2 
-2.79 289.0 -1.00 
94.1 -3.01 297.1 -0.91 
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Table 15* Seebeck coefficient of terbium b-axis with 1273 
Oe axial field 
Temp Sx Temp ^x 
OR UV /OK OK MV/°K 
30.8 -1.98 104.6 
-3.19 
37.2 -1 .77 111.8 -3.60 
42.2 -1 .37 119.4 -4 .08 
47.2 -1 .43 126.8 -4 .33 
32.0 -1 .37 134.3 -3 .01 
60.4 —1 .36 141.7 
-3.36 
67.0 -1 .43 149.3 -3 .63 
72.8 -1.38 136.9 -3.81 
78.7 -1 .77 164.4 -3 .98 
84.2 -2 .03 172.2 -3 .97 
89.3 -2.33 179.8 -3 .87 
94.3 -2 .61 187.4 -3.62 
99.3 -2.93 193.1 -3 .30 
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Table l6. Seebeck coefficient of terbium b-axis 
Temp Sx Temp Sx 
°K UV/OK OK UV/OK 
6.8 -0.28 104.4 
-3.61 
7.4 —0.38 111.9 
-4.09 
8.8 
—0.63 119.4 
-4.57 
10.1 
-0.85 127.1 
-5.02 
11.6 -1.11 134.5 -5.41 
13.0 
-1.39 142.0 
-5.76 
14.4 -1.64 149.5 
-5.97 
15.8 —1.86 157.2 -6.16 
17.3 -2.03 164.5 -6.22 
18.9 -2.11 172.3 -6.07 
20.0 
-2.16 179.8 -5.91 
21.7 -2.21 187.6 -5.66 
22.6 
-2.21 195.2 
-5.30 
24.6 
-2.23 202.8 
-4.83 
26.0 
-2.21 208.2 
-4.48 
27.4 -2.19 213.4 -4.08 
28.9 -2.14 217.6 
-3.73 
33.0 -2.02 221.2 
-3.33 
36.1 -1.90 226.4 
-2.76 
40.5 -1.71 230.0 
-2.33 
46.0 
-1.54 234.2 -2.05 
52.0 
-1.47 241.8 
-1.79 
60.2 
-1.54 249.6 
-1.57 
67.0 
-1.69 247.3 -1.45 
72.9 —1.84 265.4 -1.34 
78.6 -2.06 273.4 -1.21 
84.0 
-2.34 281.2 -1.11 
89.4 -2.65 289.1 -1.01 
94.4 — 2.94 297.0 -0.91 
99.4 -3.27 
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Table 17* Seebeck coefficient of terbium c-axis 
Temp Sx Temp ^x 
OK HV/OK OK MV/OK 
6.2 -0.25 104.0 1.39 
6.8 -0.34 111.5 1.07 
8.0 
-0.54 119.1 0.76 
9.6 -0.78 126.5 0.53 
10.8 
-1.07 134.1 0.34 
12.3 -1.32 141.7 0.21 
13-7 -1.49 149.3 0.16 
15.6 
-1.77 157.9 0.16 
17.2 -1.89 164.2 0.26 
19.1 
-1.76 172.0 0.40 
20.6 
-1.63 179.4 0.58 
21.8 
-1.57 187.0 0.76 
23.1 
-1.39 194.8 0.88 
2k. 5 -1.08 202.6 0.87 
25.7 -0.92 207.7 0.77 
28.0 
-0.53 212.9 0.56 
29.0 -0.40 217.7 0.26 
34.7 0.53 220.8 0.04 
40.2 1.32 226.0 —0.46 
45.8.  1.92 230.0 —1.06 
51.5 2.34 233.6 -1.22 
60.0 2.62 241.7 -1.40 
66.6 2.63 249.4 -1.45 
72.5 2.53 257.4 -1.45 
78.2 2.40 265.3 -1.43 
83.6 2.22 273.2 -1.37 
88.8 2.01 281.1 
-1.34 
93.9 1.78 289.1 -1.29 
98.9 1.60 297.0 -1.25 
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Table 18. Seebeck coefficient of dysprosium c-axis 
Temp 
^x Temp ^x 
°K mv/OK OK MV/OK 
6.6 -0.65 87.0 
-0.33 
9.9 -0.99 87.4 —0.69 
12.8 -1.11 87.8 -0.83 
15.7 -0.89 87.9 -1.22 
18.2 -0.58 88.4 
-1.54 
20.6 -0.10 89.0 
-1.77 
21.4 0.16 89.5 -2.02 
23.3 0.50 91.1 -2,17 
25.2 0.81 92.6 -2.28 
25.9 0.96 94.4 
-2.34 
29.2 1.39 96.2 -2.49 
31.6 1 1.60 100.6 
-2.70 
34.0 1.83 104i9 -2.87 
35.7 1.96 109.2 -2.99 
38.7 2.12 113.3 -3.09 
41.6 2.26 117.5 -3.15 
44.0 2.32 122.0 
-3.21 
49.0 2.33 126.5 -3.22 
53.0 2.27 130.4 
-3.17 
56.6 2.16 134.7 -3.10 
62.8 1.89 138.8 -3.01 
68.3 1.58 143.2 -2.88 
73.4 1.25 147.5 -2.73 
78.2 0.93 151.8 -2.56 
79.4 0.87 156.0 -2.41 
80.4 0.78 160.2 -2.25 
81.2 0.79 164.4 -2.14 
82.0 0.73 168.6 -2.09 
82.7 0.65 170.4 -2.09 
84.1 0.59 172.1 -2.14 
84.4 0.53 173.8 -2.24 
85*4 0.46 175.6 -2.40 
85.8 0.43 177.4 -2.73 
86.4 0.39 178.2 -2.93 
86.9 0.01 179.2 -3.15 
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Table 18. (Continued) 
Temp Sx Temp 
OK UV/OK OK MV/OK 
180.0 
-3.27 203.4 
-3.53 
180.8 
-3.31 207.6 -3.53 
181.9 
-3.36 216.2 -3.53 
182.5 
-3.38 225.2 -3.50 
183.4 
-3.39 234.0 -3.48 
185.3 -3.43 243.1 -3.43 
187.0 
-3.47 251.9 — 3.40 
188.8 
-3.48 261.2 -3.24 
190.5 
-3.47 270.4 -3.14 
194.8 -3 .50 279.1 -3.07 
199.0 
-3.53 288.6 -3 .02 
297.6 -3.04 
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Table 19• Seebeck coefficient of dysprosium a-axis 
Temp Sx Temp Sx 
OK MV/OK OK HV/OR 
6.4 -0.36 89.6 -4.24 
8.6 -0.50 91.2 -4.32 
11.6 -0.90 95.6 -4.55 
13.9 -1.32 102.4 -4.87 
17.6 -1.74 108.9 -5.14 
21.6 
-1.79 115.2 -5.35 
24.5 -1.73 121.4 -5.51 
28.6 -1.58 127.7 -5.60 
31.7 -1.43 134.1 -5.63 
33.9 -1.32 140.4 -5.56 
36.0 -1.23 147.1 -5.34 
39.2 -1.10 153.4 -5.04 
43.0 -1.01 159.8 -4.55 
48.2 -0.98 164.2 -4.16 
53.2 -1.07 168.4 -3.69 
60.2 -1.26 170.6 -3.44 
65.8 -1.51 172.8 -3.16 
70.9 -1.78 174.6 -2.94 
75.6 -2.12 176.7 — 2.66 
79.9 — 2.36 178.0 -2.49 
80.8 -2.41 179.7 -2.40 
81.6 -2.46 181.4 -2.35 
82.5 
-2.53 186.0 -2.24 
84.3 -2.61 190.4 -2.18 
85.1 — 2. 69 199.0 -2.07 
85.5 -2.71 207.8 -1.95 
86.1 
-2.77 217.0 -1.83 
86.4 
-2.83 225.6 -1.72 
86.8 
-2.97 234.5 -1.63 
86.9 -3.24 243.4 -1.49 
87.3 
-3.35 252.6 -1.38 
87.8 
-3.58 261.5 -1.30 
87.9 -3.76 270.6 -1.26 
88.3 -3.85 279.5 -1.22 
88.8 -4.07 288.5 -1.16 
89.5 -4.17 297.6 -1.14 
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Table 20. Seebeck coefficient of dysprosium b-axis 
Temp Sx Temp Sx 
°K UV/OK OK MV/OK 
7.1 -0.33 91.2 -4.37 
9.4 -0.62 93.7 -4.48 
11.7 -0.98 98.9 -4.74 
13.9 -1.40 103.6 —4.96 
17.3 -1.77 111.1 -5.28 
21.8 
-1.73 118.7 -5.56 
24.1 -1.65 126.1 -5.76 
25.6 -1.56 128.7 
-5.83 
29.8 -1.31 133.6 -5.84 
32.5 -1.18 141.2 -5.76 
35.7 -1.04 148.6 -5.55 
37.6 -0.97 156.2 -5.08 
39.5 -0.91 163.8 -4.46 
44.9 -0.81 171.5 -3.56 
51.4 -0.84 171.6 
-3.52 
59.6 -1.11 176.5 -2.88 
66.3 -1.41 177.8 -2 .70 
7j^2 -1.92 179.0 
-2.55 
79.1 -2.16 180.5 -2.45 
79.8 -2.20 180.6 -2.43 
80.8 
-2.27 181.6 -2.39 
82.0 
-2.34 181.6 -2.42 
83.0 
-2.43 186.5 
-2.33 
83.3 —2.46 186.6 -2.31 
85.4 -2.60 194.2 -2.19 
86.2 
-2.70 204.4 -2.01 
86.6 
-2.75 214.6 —1.84 
87.0 
-2.79 225.1 -1.72 
87.5 -3.07 234.5 -1.59 
88.0 
-3.36 246.5 -1.45 
88.4 
-3.65 256.8 -1.35 
88.8 
-3.90 267.0 -1.29 
89.3 -4.21 278.3 -1.21 
89.6 -4.25 288.6 -1.19 
89.8 -4.29 299.0 -1.16 
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Table 21. Seebeck coefficient of holmium a-axis 
Temp Temp 
^x 
OK UV/OK °K UV/OK 
4.5 -0.50 107.0 -7.36 
4.8 -0.81 111.4 
-7.33 
5.3 -1.17 115.6 -6.99 
6.3 -1.87 119.9 —6. l4 
7.6 -2.74 124.1 -5.66 
9.4 
-3.87 128.4 -4.79 
12.1 
-4.99 132.6 —4.18 
13.9 -5.41 136.8 -3.99 
15.9 
-5.53 141.0 -3.83 
21.1 
-4.53 145.3 -3.70 
23.1 -4.07 153.8 -3.44 
25.9 -3.61 162.5 -3.17 
26.6 
-3.45 171.3 -2.94 
30.8 -2.91 179.7 -2.65 
33.7 -2.76 188.5 -2.35 
40.2 -2.45 197.2 -2.06 
48.6 — 2.46 206.4 -1.74 
56.1 -2.71 215.4 -1.35 
62.5 -3.01 223.8 -0.93 
73.2 
-3.75 232.7 -0.53 
78.1 —4.18 242.1 -0.35 
85.9 -5.02 251.2 0.06 
90.2 
-5.72 260.1 0.35 
94.6 
-6.43 269.1 0.87 
98.6 -6.98 280.9 1.33 
103.0 
-7.34 291.7 1.95 
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Table 22. Seebeck coefficient of holmium b-axis 
Temp Temp 
^x 
OK HV/OK OK mv/OK 
6.0 -1.07 78.5 -4.02 
6.1 -1.21 83.9 -4.56 
6.4 
-1*37 88.3 -5.23 
6.9 -1.62 92.2 
-5.85 
7.7 -2.35 96.7 -6.50 
8.2 —2.66 100.8 -6.94 
9.2 - 3 • 40 105.2 -7.18 
9.9 -3.71 109.8 -7.19 
11.5 —4.67 113.8 
-7.05 
12.5 -5.10 118.2 -6.52 
13.9 -5.28 122.5 -5.78 
15.0 
-5.50 126.8 -4.99 
16.4 
-5.54 130.8 -4.22 
21.5 -4.28 134.9 -3.96 
24.1 
-3.71 145.9 -3.57 
27.0 
-3.24 162.6 -3.10 
30.4 -2.81 180.4 -2.58 
33.6 -2.57 197.8 -2.02 
40.3 -2.30 215.8 -1.47 
48.2 -2.28 233.8 -0.72 
56.2 -2.50 246.8 rO.52 
62.9 
-2.79 260.5 0.36 
68.5 
-3.17 271.2 0.79 
292.0 1.60 
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Table 2 3 .  Seebeck coefficient of holraium c-axis 
Temp Temp 
OK mv/OK ok UV/OK 
5.7 0.10 98.9 -10.09 
6.6 0.30 103.1 -10.26 
7.0 0.47 107.3 -10.16 
8.1 0.66 111.7 -9.72 
8.6 0.92 115.7 -9.03 
9.9 1.17 120.2 -8.03 
11.0 1.36 124.3. -7.14 
12.1 1.42 128.4 -6.64 
13.1 1.34 132.7 —6.58 
15.2 1.15 136.6 -6.56 
21.0 -0.50 141.3 -6.54 
25.0 -0.99 145.7 -6.47 
27.7 -1.96 153.8 -6.45 
27.9 -2.02 162.8 -6.36 
31.9 -2.89 171.4 — 6.20 
34.8 -3.32 180.0 -6.04 
40.1 -4.08 188.4 
-5.94 
44.7 -4.78 197.5 -5.62 
53.6 -5.61 206.4 -5.49 
60.8 — 6.20 215.4 -5.16 
66.4 
-6.65 224.2 -4.93 
71.4 -7.08 233.2 -4.69 
76.8 -7.47 242.0 -4.35 
82.0 -7.90 251.7 -4.11 
85.4 -8.29 260.4 -3.85 
89.7 -8.94 269.3 -3.53 
93.9 -9.56 281.0 -3.05 
292.1 -2.52 
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Table 24. Seebeck coefficient of erbium a-axis 
Temp Temp Sx 
OK MV/°K OK MV/OK 
6.2 —0 « 26 75.4 —4.26 
7.0 -0.49 78.1 -4 .04 
8.2 -0 .89 80.9 -3.82 
9.7  -1.43 83.6 -3.56 
11.0 -1.90 86.2 
-3.44 
12.4 -2 .35 88.8 
-3.33 
13.8 -2.73 93.8 -3.28 
15.3 -3 .07 98.8 -3.20 
16.9 
-3.32 103.8 -3 .13 
18.8 
-3.47 111.3 -3.01 
22.6 
-3 .73 118.8 -2.87 
25.0 
-3.74 126.4 -2 .74 
26.6 , - 3 . 5 4  133.7 -2.59 
28.6 
-3.39 141.2 -2 .44 
29.3 — 3 .40 148.8 -2.29 
31.4 -3.52 156.4 -2.13 
34.1 — 3.62 164.0 -1.98 
36.0 
-3.76 171.9 -1.81 
38.4  
-3.93 179.4 -1 .66 
40.0 
-3.93 187.1 -1.50 
43.0 —4.08 194.7 -1 .34 
45.7 -4.25 202.2 -1.18 
47.8 -4 .45 210.0 -1.03 
50.0 -4 .75 218.1 -0 .87 
51.8 -5 .09 225.9 -0.76 
53.5 -5.25 233.6 -0.63 
55.1 -5.23 241.4 -0.50 
56.8 -5.22 249.4 -0.36 
58.3 -5 .17 257.1 —0.24 
59.9 -5 .13 264.9 -0 .12 
63.3 —4.98 273.0 -0 .02 
69.6 —4.67 280.9 0 .11 
72.6 —4.49 •  288.8 0 .23 
296.8 0.32 
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Table 25* Seebeck coefficient of erbium b-axis 
Temp Temp 
°K pV/OK OK |iV/OK 
6.2 -0 .35 
7.2 -0.65 
8.4 -1.09 
9.8 -1.56 
11.2 — 2.04 
12.7 -2.51 
14.2 -2.89 
15.8 
-3.17 
17.6 -3 .39 
19.2 -3 .54 
20.7 
-3.67 
22.2 
-3.75 
23.8 -3 .79 
24.7 -3 .76 
25.2 -3 .73 
28.2 
-3.42 
29.8 
-3.45 
31.8 
-3.50 
34.4 -3 .67 
36.6 -3.82 
38.8 -3 .96 
40.2 
-3-97 
40.5 
-3 .97 
41.9 —4.03 
44.8 —4.18 
48.0 
-4.45 
49.8 -4.72 
51.9 -5.09 
53.6 -5.21 
55.4 -5.22 
56.9 -5.20 
59.3 -5.13 
63.6 
—4.94 
70.0 -4.66 
75.7 -4.25 
78.4 -4.05 
81.0 
-3.81 
83.8 
-3.57 
86.2 -3.40 
89.2 -3 .35 
94.1 -3 .29 
99.0 -3.22 
103.9 -3 .13 
111.4 -3.01 
118.8 -2.88 
126.4 -2 .73 
133.6 -2.57 
141.2 -2.40 
148.6 -2 .26 
156.2 -2 .12 
164.0 -1.96 
171.6 -1.81 
179.2 —1.64 
186.9 -1.49 
194.6 
-1.33 
202.6 
-1.15 
210.4 -1.01 
218.2 -0.88 
226.0 -0.74 
233.6 -0.60 
241.6 -0.47 
249.5 -0.36 
257.1 -0.25 
265.0 -0.14 
273.4 -0.02 
281.2 0.09 
289.1 0.18 
297.0 0.29 
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Table 26. Seebeck coefficient of erbium c-axis 
Temp 
OR 
^x 
pV/OK 
Temp 
°K 
^x 
UV/OK 
5.7 
6.9 
8.3 
9.5 
11.2 
-0.22 
-0.40 
—0.60 
-0.78 
-1.04 
54.1 
56.2 
57.0 
57.6 
60.0 
-3.50 
-3.62 
-3.70 
-3.71 
—3.88 
12.6 
14.2 
15.8 
18.1 
20.2 
-1.33 
-1.69 
-2.02 
-2.40 
-3.06 
63.4 
69.6 
75.4 
78.2 
80.9 
—4.06 
—4.24 
—4.40 
-4.52 
-4.66 
22.5 
23.1 
24.4 
25.4 
27.8 
-3.51 
-3.58 
-3.70 
-3.79 
-3.69 
83.5 
86.2 
88.9 
93.8 
98.8 
—4.82 
—4.98 
-5.03 
-5.06 
-5.07 
28.0 
29.8 
31.2 
33.0 
33.8 
-3.72 
— 3 » 18 
-2.92 
-2.79 
-2.74 
103.8 
111.2 
118.9 
126.4 
134.0 
-5.05 
-5.02 
-4.98 
-4.90 
—4.81 
35.2 
36.6 
38.5 
40.4 
42.8 
-2.66 
-2.53 
— 2.44 
-2 « 36 
— 2.24 
141.3 
148.9 
156.5 
163.9 
171.7 
—4.69 
-4.57 
—4.43 
—4.30 
-4.15 
45.3 
47.0 
48.0 
48.9 
49.9 
— 2.04 
-1.91 
-1.80 
-1.79 
-1.90 
179.4 
187.1 
194.7 
202.6 
210.4 
-3.99 
-3.84 
-3.70 
-3.50 
-3.33 
50.2 
51.1 
52.0 
52.8 
53.6 
-1.96 
-2.29 
-2.82 
-3.17 
-3*46 
219.2 
225.9 
233.8 
241.8 
249.6 
-3.15 
-3.02 
-2.86 
-2.66 
-2.50 
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Table 26. (Continued) 
Temp Temp 
°K MV/OK OK mv/OK 
257.4 -2.33 281.3 -1.80 
265.4 -2 .15 289.0 -1 .65 
273.6 -2.00 297.0 -1 .45 
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Table 2?. Seebeck coefficient of yttrium b-axis 
Temp 
^x Temp ^x 
OK UV/OK OK MV/OK 
6.8 -0.24 96.2 
—4.43 
9.7 -0.19 104.8 -4.31 
12.5 -0.24 113.0 -4.13 
15.1 -0.30 121.2 
-3.92 
19.4 —0.36 129.8 
-3.70 
21.0 —0.38 138.2 -3.48 
22.2 -0.41 146.8 
-3.24 
24.0 -0.51 155.2 -3.02 
24.2 -0.65 163.8 -2.80 
30.2 -1.14 172.4 
-2.55 
32.4 -1.41 182.2 -2.32 
36.2 -1.81 190.2 -2.13 
39.2 -2.27 199.0 -1.94 
42.5 -2.62 208.1 
-1.73 
48.4 -3.20 216.8 -1.54 
52.7 -3.54 225.8 -1.37 
58.4 
-3.91 234.8 -1.18 
65.3 -4.21 243.8 -1.03 
73.3 —4.42 252.4 -0.91 
79.3 —4.54 261.8 -0.74 
81.0 
-4.52 270.8 -0.61 
83.0 -4.52 279.6 -0.56 
87.4 -4.49 288.9 -0.46 
91.7 -4.48 297.8 -0.35 
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Table 28. Seebeck coefficient of yttrium c-axis 
Temp 
^x 
Temp 
^x 
OK HV/OK OK MV/OK 
6.2 -0.44 96.2 -4.85 
8.2 —0 • 46 104.8 -4.93 
10.2 -0.47 113.2 -4.99 
13.0 -0.52 121.6 -5.00 
15.6 -0.47 130.0 -4.92 
19.4 —0 « 30 138.6 —4.82 
21.8 —0.24 147.1 -4.64 
23.0 -0.21 155.7 -4.48 
23.6 -0.25 l6b.2 —4.29 
26.5 -0.35 172.9 -4.05 
27.1 -0.37 181.6 -3.81 
32.2 -0.85 190.4 
-3.53 
35.5 -1.21 199.2 -3.23 
38.1 -1.47 208.2 -2.94 
42.3 -1.92 217.1 — 2.62 
48.2 -2.50 225.8 
-2.33 
52.6 — 2.88 234.8 -2.01 
58.3 
-3.37 243.8 -1.65 
65.2 -3.81 252.6 
-1.33 
73.3 -4.23 261.8 -0.97 
82.7 —4.61 270.4 -0.58 
87.5 -4.68 279.8 -0.22 
91.6 
-4.7 6 288.8 0.20 
297.8 0.59 
