Thus, a psychological test is a sample of behaviour taken under standardised and highly regimented situations. For example, in the case of a paper and pencil intelligence or personality test, there is usually a set of instructions that have to be followed for every administration of the test, a set of instructions to be followed by the examiner regarding scoring and interpretation, and a set of guidelines covering the use of test results. It is important to follow the instructions exactly, whether in the administration, scoring, or interpretation phase. Any deviation from the standard pattern may cause a change in the test-taker's behaviour that might not otherwise have occurred.
Apart from the aspect of standardisation, which is intended to ensure that everyone is treated in the same way, the definition given above also emphasises the fact that any test is just a sample of behaviour. If you grasp that simple fact, you will understand much about testing. The whole point of sampling in any field is to select manageable subsets of elements and draw conclusions about the whole set from the sample. Thus, a quality control inspector may take a fistful of components from a bin at the end of a production line and make inferences about the quality of the whole production process by looking at the components in his or her hand. The assumption underlying the sampling technique is that the characteristics of the whole set will be reflected in the sample. In a highly automated production line situation, where components are manufactured by machines, the sampling process is relatively straightforward. For many aspects of human behaviour, however, obtaining a representative sample of behaviour is usually very difficult. Constructs such as personality, intelligence, motivation, interests, values, and knowledge cannot be observed directly and are extremely complex in their own right. Yet it is mostly constructs such as these that form the subject of educational and psychological testing.
Given the difficulty of the subject matter, it should come as no surprise to learn that an elaborate technology has been built around the practice of testing to ensure that the behaviour sampled reflects the constructs in which we are interested and that the testing instruments themselves are up to the task of accurately sampling this behaviour. The branch of science concerned with the development of educational and psychological tests is known as psychometrics. As the term implies, the main task of psychometrics is to measure psychological entities, such as what we know, how we feel, and what we think. The full range of techniques used by psychometricians to measure these complex processes requires a sound grasp of some maths processes and of statistics. We do not need to worry about the more difficult techniques here. However, some of the basic concepts of psychometrics are straightforward and absolutely essential for an understanding of the principles of testing.
Key technical concepts in educational and psychological testing.
As stated above, the area of educational and psychological testing has become highly technical and specialised with its own terminology and techniques. The two most important terms are reliability and validity. There is usually no point in administering a test that has low reliability and validity. In order to explain the concepts of reliability and validity, however, we need to backtrack a little and introduce a statistic that is used to assess both reliability and validity and is also used in many other applications of testing. That statistic is the correlation coefficient.
Correlation Coefficients
The psychometric properties of tests are often evaluated in terms of correlation coefficients. A correlation coefficient can take values from +1.00 to -1.00. A correlation of 1.00 between any two tests means that they are perfectly related. If you knew how well a person performed on one test relative to the rest of the group taking the test, you would know exactly how well they performed on the other test. For example, if a person topped the group on the first test, a correlation of +1.00 necessarily implies that the person tops the group on the other test. Conversely, if the person was at the bottom of the first test, he or she would be at the bottom of the other test as well. You would not know the person's score, a correlation does not tell you information about actual scores, but you would know the ranking of the person on the second test. Conversely, a correlation of -1.00 also indicates a perfect relationship but this time in an inverse manner. Thus, if a person came top of the group on one test that same person would necessarily be at the bottom of the group on the other test. The actual index of correlation is usually somewhere between these perfect extremes. The closer the index is to +1.00 or -1.00, the stronger the relationship between the tests. The closer to zero, the weaker the relationship until, at 0.0, there is no relationship at all between the test scores, or between that test and some criterion measure.
Apart from its role in assessing reliability and validity, which we will get to shortly, the correlation coefficient is extremely important in virtually all areas of psychological testing. Its popularity stems from the fact that the sample of behaviour obtained by administering a psychological test is often not the behaviour that we want to measure but is strongly related to it. Thus, the selection tests that job applicants are required to undertake usually contain tasks and questions that may not be encountered anywhere in the job itself. What is known about the selection tests is that performance on the tests is correlated with actual job performance. Someone who obtains a high score on the test is likely to do well on the job. Conversely, someone who does poorly on the test is likely to be a poor performer in the workplace. In order to be able to make these decisions, there must have been a time when test scores and performance measures were available for a group of employees, so that the correlation between the two could be calculated. From that time onwards, the behaviour sampled by the test was used as a predictor of actual job performance. This situation has many parallels in educational, organizational, and clinical settings. Tests are used so widely because they sample behaviour that is related to behaviour in other settings. It is the correlation coefficient that is used to indicate the strength of this relationship.
Reliability
The reliability of a psychological test is often defined as the extent to which the scores on the test are free from error. That is, test reliability indicates the extent to which individual differences in test scores are attributable to "true" differences in the characteristics under consideration and the extent to which they are attributable to chance errors. For example, if the petrol gauge in your car gave wildly different readings each time you looked at it within a short space of time, you would begin to suspect that it was somewhat unreliable. The differences you are observing are not "true" differences. That is, the tank is not full one minute and half-full the next; these are "error" readings from the petrol gauge and we would say that it is unreliable. Reliability is usually, but not always, synonymous with consistency: the consistency of scores obtained by the same persons when reexamined with the same test on different occasions, or with different sets of equivalent items (Anastasi & Urbina, 1997) . The following treatment of reliability theory aims, within the space of a page or so, to give you a basic understanding of its importance in test theory. For a more detailed treatment of this and other technical terms refer to a standard text such as Anastasi and Urbina (1997) or Murphy and Davidshofer (1988) .
Reliability is usually assessed by examining aspects of the consistency of scores yielded by a test. Whilst this approach sometimes gives misleading results it has been adopted by most test constructors. Consistency measures of reliability fall into four kinds: parallel forms, testretest, internal consistency, and inter-rater reliability. 1. Parallel Form Reliability. If two equivalent forms of a test exist, then it is possible to administer both forms to the same group of people and look at the correlation between them. If the correlation is very high, then both forms may be regarded as reliable. One has to exercise great care to ensure that the two forms are truly parallel with questions expressed in the same form, covering the same content, and containing items that cover the same range and level of difficulty. If one of the versions is less reliable than the other, the correlation between the two of them will be depressed. If the two forms are administered close together, there may also be learning effects that transfer from one test to the next. Another major problem for this kind of reliability is that the effort involved in constructing a single version of a test is often very large indeed and few test producers have the resources to develop parallel forms. Examples of tests with parallel forms include the AL/AQ and ML/MQ tests of intelligence developed by the Australian Council for Educational Research (ACER). AL and ML both measure linguistic reasoning whereas AQ and MQ both measure quantitative reasoning. The AL and ML forms are parallel, as are the AQ and MQ. 2. Test-retest reliability does not require the existence of two versions of a test. Instead, a single test is re-administered to the same group of people after a short interval. Often this type of reliability is called a stability index because it reflects the extent to which individuals held their positions in the group over the two testing periods. High reliability does not mean that people obtain the same score but that they tend to maintain their position within the group. Once again, reliability is assessed by looking at the correlation between test and retest scores. Six weeks is often regarded as a satisfactory interval for establishing testretest reliability. Much shorter than six weeks and there is the risk that respondents will remember answers given on the first occasion and that practice effects will occur. Much longer than six weeks and there is the risk that life experiences may have changed the scores on underlying traits in the intervening period. Six months is usually regarded as about the outer limit for test-retest correlations. This form of reliability is suitable for sensory discrimination and motor tests but a large number of educational and psychological tests cannot be administered twice over the short periods of time demanded by test-retest reliability. 3. Internal consistency reliability is a type of reliability that has some similarities to parallel form reliability. The simplest form of internal consistency reliability is called split-half reliability. Split-half reliability is obtained by dividing the items of a test into two equivalent halves. For example, the first half may consist of the odd numbered items and the second half of the even numbered items. The correlation between the scores from each half is taken as an index of reliability. An alternative method of estimating reliability from internal consistency uses the mean of all the possible split-half reliability coefficients that could result from different divisions of the test. Coefficient alpha is an example of such a coefficient and is probably the most widely used index of reliability. 4. Inter-rater reliability is relevant where interviews, observations, or openended questions are used. For example, the author has been involved in research with people with an intellectual disability (PWID). We have been assessing their stress, anxiety, and depression levels. Many PWID cannot complete normal paper and pencil tests so we have used psychologists to conduct interviews with these people and make ratings of stress, anxiety, and depression. It was important to ensure that the psychologists were being consistent in their ratings. We were able to establish this by having three psychologists each interview and rate a small group of PWID. The inter-rater reliability was .87, which is close to the recommended minimum .90. Had the index of agreement been much lower, we would have had to abandon this method of assessment. Similarly, where people are being observed or where open-ended questions are used, an inter-rater reliability check should be conducted. This begins with the construction of an unambiguous coding system for every type of response. At least two raters then independently use the coding system to score a sample of responses and check that there is a high level of agreement.
If correlation indices are used to measure reliability, the index should be above .90 for inter-rater reliability. Apart from inter-rater reliability, there is no set figure for an acceptable level of reliability, although indices below .70 are generally regarded as unacceptable. Many sources indicate a lower bound of .60 for non-professionally developed tests and .80 for professionally developed tests.
Speeded tests -that is, tests which are designed so that most people cannot complete them within the specified time frame -present special problems for estimating reliability. Essentially, measures of internal consistency cannot be used unless one divides the test into sections and administers each section separately. Test-retest or alternate form estimates of reliability are used with speeded tests.
Standard error of measurement
The reliability coefficient is a helpful statistic when a judgement has to be made about the usefulness of a particular test. If the reliability is too low, say below .60, the test is probably not suitable for general use. The value of the reliability coefficient, however, is not confined to the situation where a choice has to be made between tests. Having made the choice, the reliability coefficient of the test chosen can also be used to give some indication of the confidence one can have in the score obtained for any individual. Because the reliability coefficient tells us the extent to which the scores on a test are free from error that is due to imperfect reliability, if you know the reliability of a test it is possible to set a band of tolerance around a given score and make estimates as to the likely error component. The reliability coefficient plays a part in this through the following formula:
where SEM = standard error of measurement SD t = standard deviation of test scores* r tt = reliability coefficient for the test * The standard deviation (SD) is a measure of how the scores are distributed around the mean or average score on the test. A small SD is an indication that most people have scored close to the mean, a large SD indicates that scores are spread more or less evenly across the whole range. The actual formula for calculating the SD is given below:
where χ is the mean of the scores.
The SEM can be treated in the same way as other standard error estimates: if you take a band plus or minus one SEM on either side of the obtained score, you can be about 68% sure that the true score lies somewhere within this band. Extend that band to include plus or minus 1.96 SEM's, and you can be 95% sure that the true score lies within this band. Thus, upper boundary = score + 1.96 x SEM lower boundary = score -1.96 x SEM A test with low reliability will have a large SEM, a reliable test, on the other hand, will have a narrow band. An illustration of a test report used by the author that includes SEM's is shown in Figure 15 Figure 15 .1 are very often administered as part of a job selection process. An educator or a supervisor looking at this chart can see what the person actually scored on the Comprehension, Maths, and Vocabulary tests and is also reminded that there is some error in the estimates. The size of the SEM bands gives a direct indication of how much faith we can have in the accuracy of the score. In this figure, the Comprehension test is quite reliable and has a rather narrow SEM. The SEM bands for the Maths and Vocabulary tests are somewhat broader, reflecting a lower reliability estimate for these tests.
The SEM statistic is much used in psychological and educational measurement for the interpretation of individual scores. Most published tests have SEM's listed in the test manuals. Unfortunately, many people still do not know how to interpret them.
Validity
Validity is another important psychometric characteristic of a test and it is often defined by the question: "Does the test actually measure what it is intended to measure?". There are four broad means of establishing a test's validity: content-related validation, face validity, construct-related, and criterion-related. Let's look at each of these in turn. The basis of test construction is that the SB consists of a number of sub-scales, which are like mini-tests assessing different areas of performance, e.g., vocabulary, spatial ability, comprehension, and so on. Within each sub-scale, items are grouped according to age bands: a group of items that the typical two-year old can solve, followed by a group that the typical three-year old can solve, and so on, right through to adult level. In this way, the items become increasingly more difficult. The SB is administered on an individual basis with different starting and finishing points for each person. A person will complete an initial test that determines on which level he or she will start. If the person gets these items right and the items right on the next level as well, it is assumed that all of the earlier items would also have been correct and credit is awarded for them. The person then moves through the higher levels of the sub-scale until failing the majority of items at two consecutive levels. It is then assumed that all subsequent items would also be failed and the test is discontinued. Clearly, it is most important that the test constructors have not mixed up the ordering of items. If they have, then the test is invalid. In the case of the Stanford-Binet, the first edition of the test appeared in 1904 and there is an enormous bank of data that can be used to justify the ordering of items. b) Factor analysis. In general, this highly mathematical approach involves calculating the correlations among a set of tests and looking for patterns that suggest some tests "go together", so to speak. If such patterns do exist, the tests that "go together" will define a factor and the statistical packages used to conduct factor analyses will show the correlations of each test with its factor. The correlation of each test with its relevant factor is referred to as the factorial validity of a test. Factor analysis can also be applied at the item level where observations of high intercorrelations among sets of items indicate that they are measuring something in common, hopefully what they were intended to measure. Factor analysis is also discussed in the chapter on intelligence, including an example of its application in that field. A brief example follows here.
The example comes from research the author conducted with a colleague on the structure of learning styles among adult learners (Fogarty & Taylor, 1997 It is quite apparent from Table 15 .1 that the four sub-scales measuring a deep approach to learning tend to correlate among themselves and not to correlate with the remaining three sub-scales, which measure a shallow approach to learning. The three sub-scales measuring a shallow approach show the same tendency to correlate among themselves. Patterns of correlations like this suggest that these seven sub-scales are measuring two unrelated constructs, which we can call factors. A factor analysis will tell us whether or not this is the case and just how well each test measures the underlying construct it was intended to measure. Table 15 .2 shows part of the output from a factor analysis of the correlation matrix in Table 15 .1. The mathematics used to generate the figures shown in Table 15 .2 need not concern us. What is apparent is that the first four sub-scales of the ASI are related to Factor 1 (Deep) and the last three sub-scales relate to Factor 2 (Shallow). This is what Entwistle intended. On the basis of this study, we can say that there is support for the factorial validity of each of the sub-scales of the ASI. c) Convergent and discriminant validity. Support for the validity of a test can also be obtained by showing that it correlates highly with variables with which it should be correlated and also by showing that it has no relationship with variables with which it is not expected to have a relationship. The former is called convergent validity, the latter, discriminant validity. In the example reported immediately above, if there was another well-validated measure of deep and shallow processing, it would be possible to test whether the ASI measure of deep processing has convergent validity by examining its correlation with its counterpart. The correlation should be high. Its discriminant validity could be ascertained by checking to see that the correlation between the ASI measure of deep processing is uncorrelated with the measure of shallow processing from the second test (Entwistle argues that deep and shallow constructs are uncorrelated). The same checks could be applied to the ASI measure of shallow processing.
d) Known groups validity. This aspect of validity is demonstrated by
showing that test scores differentiate, in a predictable manner, between groups of test-takers known to differ on the characteristic being measured. Known groups validity is similar in some respects to concurrent validity. Thus, a test of honesty might be expected to discriminate among criminals (low scores), politicians (moderate scores), and clergy (high scores). Similarly, a test of mental toughness might be expected to differentiate among athletes of various levels. A test developed to measure sex-role perceptions should demonstrate different average scores for groups of males and females. Failure to find expected differences would raise doubts about either the construct of sex-role perception, the construct validity of the test, or both.
Which type of validity is most important?
Apart from face validity, it is a mistake to think that one type of validity is more important than another. It depends on the purpose of the test. If the purpose is to select good employees, predictive validity is allimportant. If the purpose is to assess performance in a course or training programme, content validity is very important. If the purpose is to develop models of how different constructs relate to each other, construct validity is paramount. In some situations, it will be necessary to demonstrate that all forms of validity are satisfied.
By way of illustration, the author was once involved in the development of a selection test for sales personnel. The early stages of the project required a thorough search of the literature to determine just what aspects of ability, personality, and interests were related to success in sales. When these were determined, the test construction process began. One of the early decisions made by management regarding the test was that it had to "look the part". That is, it had to have face validity, not just in relation to the seeming appropriateness of the questions but also in relation to things like the physical appearance of the test. A second consideration for the test developers was that the questions had to sample various content domains. There was a need for questions on numeracy and literacy skills, some questions on various aspects of personality, such as extraversion and persistence, and quite a range of questions tapping demographic characteristics such as age, previous employment, and so forth. These were issues of content validity. When a draft set of questions had been developed, they were trialled on a group of salespersons that included both high performers and low performers. The aim was to establish the concurrent validity and also the known-groups validity of the test by showing that it discriminated between these two groups. The trial also resulted in valuable feedback about the acceptability of the test (face validity). Finally, the test was included in the selection process, allowing the accumulation of a large dataset that included scores on both the test and later sales performance. The predictive validity could then be established.
In the process of validating this selection test, some of these stages were revisited a number of times during the early years of its operation. The validation process should not stop once the test has been implemented. Circumstances do change and it will be necessary to keep checking all aspects of reliability and validity throughout the lifespan of the test. Test validation is most intensive in the construction and implementation phases, but it is an ongoing activity.
Relationship between reliability and validity
Reliability and validity should not thought of as just desirable features of a test, they are both essential. The relationship between the two is best depicted in diagrammatic form. Figure 15 .2 shows the relationship using the analogy of a target board. It is similar to a rifle that has its sights mis-aligned. The high degree of reliability is shown by the consistency of the strikes. The lack of validity is shown by the fact that the missiles are missing their target, the bullseye. For example, a job satisfaction test given to unskilled workers may measure literacy skills rather than job satisfaction if the test is written in complex language. In psychometric terms, the test is not measuring what it was intended to measure. Example (c) is what a valid and reliable test would look like: the missiles hit the mark and they hit it consistently.
Different Types of Tests and Their Applications
Most psychological tests can be sorted into three general categories (Murphy & Davidshofer, 1988) : a) Performance tests in which the test-taker performs some specific task, such as writing an essay, answering multiple choice items, or mentally rotating images presented on a computer screen; b) Behaviour observation tests that involve observations of a person's behaviour within a particular context; c) Self-report measures, in which the test-taker describes his or her feelings, attitudes, beliefs, interests, and the like. The following paragraphs will expand upon each of these categories.
Tests of performance
One of the most familiar testing situations is one in which participants are given some well-defined task and asked to do their best within a given time frame. The score is usually the number of items that the participant has scored correctly in that time. Cronbach (1970) referred to this as a "test of maximal performance". To illustrate the nature of a test of maximal performance, Ackerman and Heggestad (1997) gave some rather delightful examples of instructions to early examinees around the turn of the century. For example, they cited the description of test procedures given by Binet & Simon (1911 -1915 Both sets of instructions, contrasting though they may be, make it very clear that in these intelligence-testing situations, the individual is expected to demonstrate maximal performance.
Behaviour observations
Some psychological tests involve observing the examinee's behaviour and responses in a particular context (Murphy & Davidshofer, 1988) . Tests of this type usually involve an examiner noting the typical behaviour of the individual in a particular situation. Teachers may make assessment of the social skills of children in classrooms by observing how they behave to other children. Employers in job situations may set up typical job simulations and observe how job applicants handle the work in those situations. Many training situations involve highly structured observations by trainers of trainees undergoing particular tasks. Trainee teachers are subjected to regular inspections in a classroom. These situations are a lot less standardised than those described earlier but provided that the instructors are using a checklist of behaviours and recording the student's behaviour using some standardised format, then it is a testing situation. Reliability is usually assessed by checking inter-rater agreement.
Self reports
The final class of test includes a variety of measures that require the examinee to report or describe his/her feelings, attitudes, beliefs, values, opinions, or physical or mental state (Murphy & Davidshofer, 1988) . Many personality inventories take this form. It is a very efficient form of data collection and large numbers of respondents can be tested at the same time. Self-report techniques do have a number of drawbacks, which will be dealt with later in this chapter.
Interpretation of test scores
Whatever the form of test, the result will be a score or rating of some kind. The score or rating can provide two types of information. One type is the relative standing of the individual in relation to his or her peers. Such measures are called norm-referenced. A second type of measure that can be obtained from tests of maximal performance reflects the degree to which the individual has mastered the skills that characterise the domain being tested. Such scores are called criterion-referenced. Other names used for this type of reference framework include content-, domain-, and objective-referenced. Anastasi and Urbina (1997) commented that this form of test score interpretation is best suited for basic skills where instructional objectives can be arranged in an ordinal hierarchy, the acquisition of more elementary skills being a prerequisite for the acquisition of higher level skills (p. 77). Beyond the basic skill level it is extremely difficult to arrange skills in such an ordered sequence and normreferenced testing, or a combination of norm-referenced and criterionreferenced testing, is more appropriate.
Criterion-referenced testing

Norm-referenced testing
A much more common form of norms employs a quantitative approach to show the position of an examinee in relation to his or her peer group. The crudest of these simply indicate whether someone is above or below average. For example, an individual may be described as above average on a test of intelligence, or neuroticism, or self-confidence, or whatever it is that is being measured. A more elaborate and quite common scheme uses five intervals corresponding to the top 10%, the next 20%, the middle 40%, the next 20%, and the bottom 10% of the population. University grading systems often use schemes like this.
Percentile scores represent an improvement on the five-fold classification scheme. Percentile scores use a scale numbering from 1 to 100 to tell us where an individual is located on a test. Thus, a percentile score of 45 indicates that 45% of the population obtained this same score or a lower score. A percentile score of 99 means that 99% of the population were equal to or below this score. Percentiles are easy to understand and are found in nearly all test manuals. Unfortunately, they are somewhat distorted near the ends of the distribution. That is, a small difference in raw scores in the middle of the distribution can lead to a big difference in percentile scores whereas the same difference towards the tails of the distribution may result in only one or two percentile points difference.
To overcome this problem, psychologists and educators frequently use norms that are based on the normal frequency distribution. There are four main types of norms based on this distribution: z scores, quotients, stens, and stanines (see Anastasi & Urbina, 1997, pp. 61-66) . Z scores report an individual's scores in terms of how many standard deviations the score is from the mean. The formula is easy enough: simply subtract the mean from the score and divide the result by the standard deviation. In virtually all cases, this will result in a z-score that ranges somewhere between -3.00 and +3.00. Z scores are not often used because they can be negative as well as positive and many people do not like dealing with negative test scores! To overcome this problem, some test manuals use quotients. A quotient is a standard score with the mean set at 100 and the standard deviation set at 15. IQ scores are always reported in this form. A raw score is obtained on the test and then converted to an IQ score on the basis of tables given in the test manual. The term "IQ" comes from Intelligence Quotient and is a leftover from earlier times when intelligence was assessed by forming a ratio between mental age and chronological age. The ratio is no longer used but IQ has come to stand for scores on tests of general intelligence. T scores are similar to IQ scores, but are based on distribution with a mean of 50 and a standard deviation of 10. Sten (standard ten) scores are based on a distribution that has a mean of 5.5 and a standard deviation of 2, with 10 discrete scores being possible. The decimal point has made sten scores somewhat unpopular. Stanines (standard nine) scores are based on a distribution with a mean of 5 and a standard deviation of 2, with nine discrete scores being possible. They can be obtained from z scores by multiplying the z score by 2 and adding 5. Stanine scores are used in many test settings. Both stens and stanines operate by banding together scores in a specific region of the distribution and using the same number to represent all scores falling within that band.
Constructing and validating a test
This final section on technical matters will attempt to bring together much of what has already been discussed by tracing the development of a test in which the author has been involved. The description will cover all aspects of the development process, from the rationale right through to the point where publication of a test manual is possible.
Overview of test development process
Test construction involves first deciding the broad domain to be covered by the test. Once it is clear what has to be covered by the test, the process of item construction begins. The idea is to develop as many items as possible because some of them will not pass the various filters. The first filter is normally a group of experts who will make judgements about the face and content validity of the items. Some will be discarded at this point. Surviving items are generally tested with a representative sample drawn from the population for whom the test is intended. This testing will make it clear whether there are any major problems with intelligibility, clarity, and appropriateness of items. If the test is one of maximal performance , pretesting will help to ascertain whether the items are too easy or too difficult for the intended population. Figure 15 .3 shows examples of tests that are a) too easy, b) too difficult, and c) of an appropriate difficulty level. Figure 15 .3 shows what are often referred to as item-person maps. The dotted line in the middle represents a difficulty continuum with low difficulty and low ability at the bottom of the line. The "People" line represents the ability range of the people taking the test whilst the "Items" line represents the range of difficulty of the items. Item difficulty can be something as simple as the proportion of people who made an error on the item (typically this is not how it is measured but it will do for our purposes). The item-person map shown in example (a) indicates that the items are too easy for this population. In example (b) they are too hard. There would not be any point in giving either of these tests to the populations sampled here. In example (a) everyone would get all the items right and in example (b) everyone would get every item wrong. Example (c) shows the type of itemperson correspondence test constructors are trying to achieve.
Item-person maps can also be constructed for self-report tests where there are no right or wrong answers but where people have to judge the extent to which they agree or disagree with statements posed in the items (e.g., Tenenbaum & Fogarty, 1998) . It is just as important in these situations to ensure that some of the respondents agree with the statements and some disagree. If all respondents find it too easy to agree with the statements (or to disagree), everyone will end up with almost the same score, and that is a highly undesirable situation in testing. After all, one of the aims of any test is to discriminate among individuals. This is not possible if everyone has close to the same score. A technique known as Rasch analysis is particularly useful for making these kinds of analyses (Tenenbaum & Fogarty, 1998) .
If the test for students passes these preliminary filters, it is time to use it with a larger sample. The reliability of the test can then be assessed. Some further item changes may be required after these analyses. The final stages of test validation will involve checking relationships between scores on the test and external measures (concurrent and possibly predictive validity) and also checking whether the test appears to be measuring the constructs it was intended to measure (construct validity).
An example of test development and validation
To clarify the process of test development further, consider the steps involved in the validation of a test intended to measure stress in people with an intellectual handicap (Bramston & Bostock, 1994; Bramston & Fogarty, 1995; Fogarty & Bramston, 1997 ).
1. Initial item construction. Original items for this test were derived from 89 adults with mild intellectual disabilities who took part in one of 22 brainstorming groups set up across two Australian states. Participants discussed what aspects of their day-to-day lives upset, bothered, worried, and stressed them. Twenty-four people who worked closely with people with intellectual disabilities completed similar brainstorming exercises and their responses were added to the pool of ideas. After duplications were removed, 60 stressors remained that were then worded into interview questions. The test was then tested widely among adults with mild intellectual disabilities and reviewed for content and clarity of item wording by a panel of 6 people consisting of academics (2), teachers in the disabilities field (2), and parents of adults with intellectual disabilities (2). Based on their responses and the trials, the items were revised and the test reduced to 31 items. 2. Test administration. The resulting Lifestress Inventory is a self-report test administered by interview. Respondents are asked to acknowledge if any of the stressful events listed in the test had occurred in the last fortnight (e.g., "Have you argued with anyone recently?"). To counter any tendency towards acquiescence, the stressful option was "yes" for half the items and "no" for the remainder. If the stressful option was indicated by the response, the respondent was asked to rate how stressful the event currently was by pointing to a spot on a 4-point Likert test. The rating test clearly set out the numbers "1-4", written descriptors from "not stressful" to "a great deal of stress", and graphic representations of each point using buckets with varying amounts of water in them. Normally the graphic representation would not be necessary, but with this population, extra care was taken to ensure that they understood what was required of them. The interviews were conducted by one of two interviewers, both aged in their late 30's, one male and one female. Both were experienced clinicians and familiar with the test. It had already been established that the inter-rater reliability for trained interviewers was .87. Respondents were helped to feel at ease and then asked if they would simply say whether certain events or issues had occurred in their life within the last two weeks. The interviewers were required to verify subject responses with the prompt "Tell me more about that", so that unreliable responses could be detected and scored accordingly. The interviews generally took about 15 minutes each. 3. Validation of test structure and cross-validation. The next stage (Bramston & Fogarty, 1995; Fogarty & Bramston, 1997) involved the analysis of the data, including a factor analysis that identified three subtests of the Lifestress Inventory: general worry, interpersonal concerns, and concerns with coping. Another study was then conducted to refine weak items and to confirm the construct validity. 4. Further validation and refinement of test. The next part of the validation work consisted of yet another administration of the test to a different sample, this time a clinical psychologist also interviewed respondents and ratings of stress were collected from their work supervisors for the purposes of concurrent validation. 5. Production of test manual. The last stage involves the production of a test manual that will contain a complete description of the test, psychometric data relating to reliability and validity, and tables showing typical scores for males and females and different age groups. In other words, norms will be constructed so that it is possible to tell whether a particular score is high or low in relation to the general population of people with an intellectual disability.
If the above process seems rather exhaustive, it is a reminder that it is an extremely painstaking process to put together a test that is reliable and valid. Such projects should not be undertaken lightly.
PART B: APPLICATIONS OF TESTING
It is not possible to describe the full range of testing applications in one book, let alone in a chapter, but it is relatively easy to identify the main types of test in current use and to describe some of the purposes for which they are used. The three main types of test to be considered here are tests of intelligence, tests of achievement, and tests of personality.
Tests of intelligence
Modern intelligence tests can be classified into two categories. The first category contains what are called individual tests of intelligence. The best known of these are the Stanford Binet, now up to its fourth edition, and the Wechsler Adult Intelligence Scale (WAIS-III), the fourth version of which has just been released in Australia. Both of these take anything up to 2 hours to administer, although the time taken is typically less. Test items cover a range of abilities employing both verbal and non-verbal item types. Test takers may be asked to give the meanings of words, to complete a series of numbers, to recall a list of numbers, and so on. Both tests yield overall estimates of intelligence (IQ) and estimates of a range of specific abilities. Because they are administered in an interview situation, both tests are capable of yielding a lot of clinical information as well. The Fourth Edition of the Stanford Binet can be used with both adults and children. The WAIS-III is similar in format and style to the Stanford Binet but comes in different versions: a) an adult version (WAIS-III); b) a children's version (WISC-III); and c) a preschool version (WPPSI). Both the Stanford Binet and the Wechsler tests are updated from time to time, with new revisions subjected to thorough validation procedures. There are other individual tests of intelligence, some that are arguably more reliable and more valid for certain purposes, but none that would match the Stanford Binet or the Wechsler tests in terms of popularity.
The second category consists of the group tests of intelligence. These tests were first developed to handle the very large number of soldiers recruited into the US army during the First World War. Results helped with placement and classification decisions. Most group tests of intelligence now yield scores on a broad range of abilities, such as vocabulary, numerical ability, spatial ability, memory, reasoning, and many others. Testing has become a very commercialised enterprise and major test publishers offer a variety of group tests of intelligence. Examples of some ones include the Differential Aptitude Test (DAT: Bennett, Seashore, & Wesman, 1989 ) and the Australian Council of Educational Research (ACER) Advanced Tests AL-AQ and BL-BQ (ACER, 1982) . Such tests can be administered to many people at the same time, scoring is generally easy, and norm tables can be compiled without any great difficulty. For this reason, there tends to be many more group tests than individual tests. Some group tests of intelligence have also been developed for special populations, such as those with language difficulties or hearing or sight impairment.
Applications of tests of intelligence
Intelligence tests, whether group or individual, have been in widespread use since the start of this century. They were developed initially for use in educational settings but quickly found their way into occupational and clinical settings.
Tests of intelligence in clinical settings
Tests of intelligence are routinely used in clinical settings. Level of intellectual functioning provides insights into general level of health. The fact is that a lot of the problems that are referred to a psychologist or psychiatrist either have their origins in intellectual weaknesses or can be better understood following a diagnosis of the individual's intellectual strengths and weaknesses. Invariably, the tests used are individual tests, such as the Stanford Binet or one of the Wechlser tests. A major use of intelligence tests in clinical settings is in neuropsychological assessment, where the aim is to assess possible brain damage as a consequence of trauma, usually caused by a car accident.
Tests of intelligence in educational settings
Intelligence tests were originally developed to measure learning potential, something that they still do very well. The author has for many years used measures of numerical ability, verbal comprehension, vocabulary, and abstract reasoning to predict educational achievement. There is no doubt that tests such as these give a fairly accurate indication of success in various subject areas. That is, they have good predictive validity. Used in conjunction with measures of actual academic performance, intelligence tests can help guide people towards appropriate career choices. Although not as popular as they were in the 1950's and 1960's when most school children underwent IQ testing, intelligence tests are still very much part of the educational environment. They are used as the basis for awarding scholarships, for gaining entrance to some prestigious courses (especially in the United States), and they are widely used for diagnostic assessment where learning difficulties are suspected.
Tests of intelligence in occupational settings
The role of intelligence testing in occupational psychology was summarised in a review by Hunter (1986) who pointed out that although intelligence testing has not been as successful in the occupational field as the educational field, it nevertheless predicts a reliable proportion of job performance, and it does so better than alternative measures, such as interviews or personality assessment. The relationship between intelligence and job performance, however, depends very much on the individual's familiarity with the job. In the early stages when there is a lot of learning occurring, tests of intelligence predict performance quite well, probably because performance is closely linked with the ability to learn rapidly. Once the individual has settled into the job, however, the strength of the relationship between intelligence and job performance starts to decrease. In jobs which impose variable demands and where learning is constantly occurring, intelligence tests will prove more useful for predicting performance.
Furthermore, there are many occupational settings where the tasks are quite complex and in these situations intelligence tests can be useful. Indeed, with the increasing complexity of modern day work situations, it is possible that the predictive validity of intelligence tests will increase in occupational settings. The introduction of automation is a familiar scene everywhere in the workplace. Tasks that were once performed by manual labour are now being completed by a machine. As this happens, the job requirements are shifting from physical strength and motor coordination to cognitive dexterity. In Reich's (1991) terms, we are moving from a world of doers to a world of symbol analysts. The new technologies devalue experience and increase the value of the ability to learn (Hunt, 1995) , precisely the sort of thing that is predicted by tests of intelligence. However, the trend is not completely in the direction of greater complexity. Some jobs that formerly required cognitive skills no longer do so because a machine (e.g., a calculator) now takes care of the cognitive work. Time will tell whether intelligence becomes more or less important in the workforce of the future. For a thorough analysis of this issue, see Hunt (1995) .
Tests of achievement
For most people, the most commonly experienced tests are the ones that we sit as students in educational institutions or as adults seeking professional or trade qualifications. These so-called achievement tests are designed to measure the effects of a specific programme of instruction or training (Anastasi & Urbina, 1997) . They usually take the form of either free-response questions such as essays, or objective questions such as the popular multiple choice format. A problem with many achievement tests is that are never standardised or validated in the manner suggested in this chapter. It is not hard to see why: most people who construct achievement tests have neither the time nor the expertise to undertake the necessary analyses. Free-response format tests, for example, should really be checked for inter-rater reliability to make sure that different subject matter experts rate the answers in the same way. For reasons mentioned above, this rarely happens. Multiple choice tests are a different story: software is readily available to score these tests and at the same time give valuable feedback about questions that are unreliable and therefore decreasing the reliabilility of the whole test. If a test is unreliable, it cannot be valid. Unfortunately, it is probable that many constructors of achievement tests do not even use test specifications when selecting questions for inclusion. At the very least, the specifications should take account of the objectives, the content areas covered, and topic weightings.
Having said this, there are excellent examples of achievement tests that are properly standardised and validated. The Progressive Achievement Tests (PAT) published by ACER are widely used in Australia to measure a student's level of attainment in key academic areas such as vocabulary, comprehension, and mathematics. Test norms are available, so it is possible to see how a student compares with other students throughout Australia. Tests like this can be extremely helpful for designing curricula and making decisions about which students can be directed to extension classes and which ones might benefit from supplementary work.
Personality Tests
In terms of widespread usage, the assessment of personality ranks second only to intelligence and achievement testing. There are two basic forms of personality testing: self-report measures and projective techniques such as the Rorschach and the Thematic Apperception Test. The Rorschach, better known to most people as the inkblot test, is one of the earliest forms of personality assessment, having first made its appearance in 1921. The test presents a series of 10 stimulus cards to the test taker, who is required to state what he or she can see in the card. The theory upon which the test is based claims that the way a person perceives and interprets the test material reflects fundamental aspects of his or her psychological functioning, including personality. The Thematic Apperception Test (TAT) also makes use of pictures, but employs them in a different way. A series of 19 pictures and one blank card is shown to the test taker who is asked to make up a story about each picture. In the case of the blank card, the task is to imagine a picture on the card and then tell a story about it. The rationale underlying the use of the TAT is much the same as that for the Rorshach; there is an expectation that people will project much of themselves into the stories they tell. However, although projective techniques are powerful tools for personality assessment they are not used by many practitioners. They take a lot of time to administer and a lot of training before reaching a reasonable degree of proficiency. Self-report methods of personality assessment have proven to be much more popular.
As the term implies, self-report tests rely upon the test-taker responding to a set of standard statements by indicating whether they agree or disagree with the statements (if the answer is a simple yes-no) or choosing a number to indicate the extent of their agreement or disagreement with the item. There are so many self-report forms around these days that it is extremely unlikely that the reader has not encountered this form of test before.
In the development of self-report personality inventories, several approaches have been followed in formulating, assembling, selecting, and grouping items. Among the major procedures in current use are those based on a) content validation, b) empirical criterion keying, and c) factor analysis. a) Content-related validation. These personality inventories are generally formed from lists of known problems which the individual can then tick as affecting them or not affecting them. This is the technique used in the development of the Lifestress Inventory described earlier in this chapter. b) Empirical criterion keying. This method builds upon the previous method but takes a more statistical approach, looking for items that separate "normal" from "abnormal" response patterns. In a purely hypothetical example, if it became known that schizophrenics showed a fear of clocks, an item assessing attitude to clocks could be included in a test designed to detect schizophrenia. It is not important that we have no idea why clocks might inspire fear in this group. The important thing is that people with the disorder have the fear whilst others don't, so empirical criterion keying would suggest that such an item could be included. The best known example of a personality test developed through the use of empirical criterion keying is the Minnesota Multiphasic Personality Inventory (MMPI). The MMPI is a very large self-administered test, comprising numerous sub-scales. The sub-scales were developed empirically by criterion keying of items, the criterion being traditional psychiatric diagnosis. The latest revision of the MMPI has resulted in it being separated into two forms, the MMPI-2 and the MMPI-A (for use with adolescents 5. Conscientiousness (C): indicates a person's ability to control impulses and desires. High C is associated with strong will and high need for achievement, while low C is associated with a more lackadaisical approach to life.
Applications of personality testing
The two traditional areas for the application of personality tests have been clinical settings and occupational settings. Recently, personality tests have become popular in the new field of sport psychology, where they are used to gain insights into factors that affect performance.
Personality testing in clinical settings
Personality testing has a long history in clinical settings, where it has obvious relevance to the analysis of personality disorders. Perhaps the most common use of personality tests stems from the profile that can be obtained following their administration. A profile is a line linking an individual's scores on various parts of a test. Figure 15 .1 shows a profile on an ability test. Similar profiles can be constructed for personality tests. The resulting pattern can be inspected for signs of abnormality. A single high or low score on its own may not indicate any problems but a combination of test scores may well be indicative of particular syndromes, such as schizophrenia.
These forms of profile analysis have not lived up to expectations for two main reasons. Firstly, variations among subtest scores could arise from a variety of circumstances, only some of them pathological. Secondly, the diagnostic categories that provided the criteria for profile analysis are themselves subject to debate. For example, what does it mean to say that a particular pattern indicates schizophrenia when schizophrenia itself is not a clearly defined condition? Profile analysis may tell us something about group characteristics but it is prone to error when applied to individual cases. A more fruitful approach is to treat the pattern information as a source of hypotheses that can be tested against the wealth of other data collected in individualized testing.
Personality testing in occupational settings
Personality testing also has a very strong tradition in job selection testing where the 16 PF and more recently the Five Factor Inventory, a measure of the big five personality factors (NEO-FFI: Costa & McCrae, 1991) , have proved very popular. This popularity continues despite evidence that personality tests do not predict job performance very well, even for sales positions (Hunter, 1986) . Robertson and Smith (1989) report a validity coefficient as low as .15 in personnel selection testing. In contrast, the coefficient for ability tests ranges between .25 and .45.
The use of personality testing in occupational settings is not confined to selection testing, it has also proved very popular as an aid in training courses. The Myers Briggs Type Indicator (MBTI) is one of the best known personality tests because it is used so often in workshops on career decision making, team building, conflict resolution, time management, relationship counselling, and a number of other applications. The MBTI is based on the theory of psychological types proposed by Carl Jung. Psychological types represent combinations of two or more traits or attributes that are stable and shape the way individuals think and behave. The MBTI classifies people into 16 types and one of the reasons for its success lies in the fact that all types are seen as being valuable with each having particular strengths and weaknesses. There are many clones of the MBTI that also seek to describe people in terms of types. They are frequently used in management courses. Such type indicators can be extremely valuable in workshop settings where they serve as a basis for discussion of the different perspectives individuals may have on work situations, home life, and so on. For career selection purposes, there are as yet no data to support claims that knowledge of type (or personality) is a useful in predicting job performance.
Personality testing in sport settings
The latest field of psychology to embrace personality testing in a big way is sport psychology. Much of the testing centres around what is now known as "sport personology" -the study of personality characteristics as determinants of sporting success. As in occupational testing, the findings so far have not been very promising.When the personality profiles of elite athletes are compared with those of novice athletes, there are differences. Elite athletes are more aggressive, more focussed, less anxious, and so on, but individual differences on these traits do not predict who is going to be an elite athlete. That is to say, the tests of personality have concurrent validity but poor predictive validity. Talent identification programmes have grappled unsuccessfully with this problem for years. Perhaps more situation-specific personality tests will help to improve the predictive validity of personality tests in both occupational and sports settings. There is no doubt that serious attempts are now being made to develop personality tests that are suited to sports situations. Ostrow (1990, p. 8) has included a graph which shows a quite steady increase in the number of sports-specific tests since 1975. The proportion is now close to 45%. As one might expect, given the nature of sport, these new tests are primarily in the areas of anxiety, motivation, mental skills, and specific sporting factors such as team cohesion (Fogarty, 1995) .
Tests of vocational and career interests
Another category of test that has proved to be very popular in educational and occupational settings is the career interest inventory. The best known of these are the tests based on Holland's model of career decision making. The Self-Directed Search (SDS) is the most popular of these tests and has an Australian version which is in widespread use in this country. Holland (1985) believed that the most productive approach to career decision making involved an investigation of the individual's personality type. He proposed a six-category typology: Realistic (R), Investigative (I), Artistic (A), Social (S), Enterprising (E), and Conventional (C). He believed that this six-category system could be used to not only describe the major types of people but also to describe the work environments they are likely to encounter in Western society. Holland's assumption was that people seek environments that allow them to express their interests, and by knowing something about their general orientation we are in a better position to judge where they will be happiest working. Holland's tests, or derivatives of them, are widely used in educational and occupational settings to assist with career decision making.
Miscellaneous tests
There are many more test types than can be described here, some of them adapted to particular situations. Areas not covered in this chapter include stress (e.g., Osipow and Spokane, 1987) , values (e.g., Schwartz & Bilsky, 1987) , decision styles (e.g., Driver, Brousseau, & Hunsaker, 1990) , learning styles , and perhaps it is better to stop here because the list could go on and on. The reader is referred to a text devoted exclusively to psychological testing, such as Anastasi and Urbina (1997) , for an overview of virtually the whole testing domain. For information on tests available here in Australia, the best place to approach is the Australian Council for Educational Research (ACER), which has a number of test catalogues containing descriptions of individual tests, including details of what qualifications you need to administer the tests and suitable areas of application.
Computerised testing
It would be a mistake to conclude this chapter leaving the reader with the impression that tests are available only in paper-and-pencil format. Testing was one of the earliest areas within psychology to benefit from computer applications with standardised, objective-type personality tests being particularly well-suited to automation (Bartram & Bayliss, 1984) . Initially, interest focussed on automated scoring but later expanded to include the computerised administration of existing pencil-and-paper tests. Currently, almost every facet of personality testing has been computerised, from test design and development, through item generation and analysis, to test interpretation and report generation. In a typical computerised test presentation, individual questions or stimuli are presented on a video display unit (VDU) attached to the computer, a set of limited responses is offered, and test-takers record their selected response via a keyboard or some other interface. The advantages of this form of administration over conventional administration are well-documented in several reviews (e.g., Bartram & Bayliss, 1984) .
The move from paper-and-pencil tests to computer-based formats, however, represents a major shift in the way tests are administered and it is important that research is conducted to check the equivalence of the two methods. Work has already started in this area, especially on the equivalence of paper-and-pencil versus computerised presentation. Reviews of these studies report conflicting findings, with many uncontrolled variables influencing the outcomes (e.g., Burke & Normand, 1987; Webster & Compeau, 1996) . The author's own experience with this form of testing is that it does not appear to make a noticeable difference and that test manuals developed on the basis of paper-and-pencil tests are still applicable to computerised versions of tests (Fogarty, 1998) .
One of the major benefits of computerised assessment is undoubtedly the increased efficiency of administration made possible by software that adapts the presentation of items for each user. Thus, when assessing abilities there is no need to present a whole lot of easy items to a very capable person. It is a waste of time. Similarly, there is no need to present a lot of difficult items to a person who has no chance of solving them. In a traditional paper-and-pencil test, everyone is given the same instructions, the same items, and the same time in which to complete the test. In an adaptive, computerised test situation, the algorithms built into the software can quickly estimate a person's level of cognitive functioning on the ability being measured, rather than the person's total score. Such an estimation is possible because the difficulty level of each item is known beforehand and the test can draw upon a large bank of items covering all possible ability levels. A typical test scenario is presented in Figure 15 .4. If you can imagine that the higher items are more difficult you can see that each time the person is correct, a more difficult item is selected. When the item is incorrect, the computer selects an item from an easier level. In the oversimplified representation shown in Figure 15 .4, the person's ability level is somewhere near to the levels assessed by items 3, 5, and 7. Above that level, the items are incorrect. Below that level and the items are correct. In actual practice, it is not quite this easy, but the principle is clear. At some point, performance will alternate between success and failure. The test is then ended and the level at which this occurred is reported as the ability estimate for that individual. Adaptive tests are not new in psychology and education, many individually administered tests are adaptive (e.g., the Stanford Binet), but computers allow whole groups of people to be tested simultaneously. In some cases, testing time is halved because fewer items have to be presented. Adaptive computer testing can be used with other types of test (e.g., personality), but so far their application has mostly been with intelligence and achievement tests.
Apart from test administration, computers are increasingly being used to write test reports on the basis of scores collected during a computerised administration of the test or entered by the test administrator. There is a real question mark hanging over the issue of the lack of flexibility of reports written by a computer. Such reports are based on test scores only and omit the large amount of data that can be collected in a face-to-face testing situation. When using tests of maximal performance, for example, a clinician can report the amount of effort put into the test, a computer cannot. In personality testing, many signs of abnormality may be evident in the person's bearing and manner, things that are not available to the computer that generates the report. It may be some time before there is good research data on the validity of computer generated reports. Certainly they should be supplemented by other reports from the training officer, psychologist, or whoever arranged the test.
PART C: LIMITATIONS OF TESTING AND CONTROVERSIES
Up to this point, the chapter has emphasised the positive aspects of testing but there are negative aspects that should also be mentioned before closing. The chief limitation of testing is implied in the definition mentioned at the outset of the chapter: tests provide samples of behaviour. As such, they should never be interpreted as yielding completely accurate descriptions of people. They are accurate up to a point. The degree of accuracy is reflected in the psychometric properties discussed in the first section of this chapter. Even a test with excellent psychometric properties, however, will yield trustworthy data only if the individuals undertaking the test understand what is required of them and are motivated to answer the questions properly.
The fallibility of test results has resulted in some strong criticisms of the practice of psychological testing. There are two main areas of controversy, the first has to do with test users, the second with the tests themselves.
Problems relating to test users
Most examples of test misuse relate to test users. Problems relating to test users can be summed up under the following headings (Anastasi & Urbina, 1997) :
• User qualifications and professional competence. The introduction to the technical aspects of testing at the start of this chapter has probably left some readers wondering how much training is required before one can be considered competent to administer tests. The answer is that the amount of training depends on the type of test with some tests such as the MMPI requiring a high level of training and others, such as tests of decision styles, requiring less training. Virtually all forms of testing, however, require a basic knowledge of psychometrics. Following reports by a special panel of the U.S. National Academy of Sciences set up to investigate testing practice (Wigdor & Garner, 1982a , 1982b • It is unfortunate that so many tests are constructed that do not meet the rigorous guidelines discussed above. The problem is worse in some areas than in others. New fields of education and psychology tend to suffer from a rash of poorly constructed tests. The field of sport psychology is an excellent example of over-zealous test development. Fogarty (1995) reviewed the situation in this field and reported a large number of tests developed for the purpose of a single study but then used in applied settings without any evidence of reliability or validity. Many of these tests are not worth administering.
• Fortunately, most fields of education and psychology are well developed and offer a variety of tests for which there is abundant psychometric information. Sources such as the Buros Mental Measurements Yearbook (MMY) offer critical reviews of nearly all commercially available psychological, educational, and vocational tests published in English. Test manuals that accompany commercial tests also contain a lot of valuable psychometric information that can be used to help evaluate a test. In fact, one could almost say that if a test does not have a manual, it may not be a good idea to use that test. Look for one that has the important psychometric information described above and one that, hopefully, is reviewed positively in publications such as the MMY.
• Various forms of bias can occur in tests, especially tests of ability and achievement, such that the tests tend to favour one group over another. The debate on bias has been most bitter in the U.S. where it has been known for many years that significant black-white differences exist on tests of intelligence. If such tests are used to select employees, obviously white applicants are going to have a better chance of success. However, the debates on bias in the 1970's made it clear that bias does not exist simply because one group scores better than another on the selection test. Job performance differences must also be taken into account. Bias exists if it can be shown that the equation used to predict job performance on the basis of test results is different in certain important ways for the two groups. The issues surrounding the debate are too technical to introduce here, suffice it to note that a great deal of research has failed to show evidence of bias. It seems that where tests predict such outcomes as job performance or academic achievement, they do so equally well for most cultural minorities. The emphasis has now switched from looking at the relationship between test scores and job performance, which seems to be the same for all groups, to looking at other criteria that might lead to more members of the lower-scoring group being selected.
Conclusion
There is no doubt that despite the criticism testing may have attracted from some quarters, it is here to stay. If anything, its popularity appears to be growing as the search for information continues to drive our society. It is to be expected that people will seek to know more about themselves and about each other. If testing is to become as safe and dependable as we would like it to be in the fields of clinical psychology, organizational psychology, and education then the tests themselves must be valid and reliable and test users must be well-trained in the principles and ethics of testing. The first of these considerations can be handled by ensuring that tests are evaluated and that psychometric data are published in independent sources such as the Buros Mental Measurements Yearbooks, as well as the test manuals. The World Wide Web will play an important role in disseminating this information. Much information on tests can already be obtained from this source. Professional bodies, test publishers, and legislators need to ensure that people are competent to use whatever tests they employ in their work. Potential users will require sources of objective guidance on what to buy, training will be available from a number of sources (not just the test distributors), and the interests of test-takers will be protected.
Tests have been criticised from various quarters over the past few decades, and such criticism has led to improved testing practices. The criticism has not, however, uncovered any basic weaknesses in theory or methodology. Indeed, one of the main reasons tests are criticised is simply because they can be criticised -they are open to review. Psychological tests do not provide a basis for making completely accurate decisions about individuals. In reality, there is no method which guarantees complete accuracy. However, a special panel of the National Academy of Sciences in the United States concluded that psychological tests generally represent the best, fairest, and most economical method of obtaining information which is necessary to make sensible decisions about individuals (Wigdor & Garner, 1982a , 1982b 6. If I said that someone had a stanine score of 3 on a test, I would be using relative norms to assess performance rather than some external criterion. 7. Convergent discrimination refers to the extent to which a test correlates with other variables with which it could be expected to correlate. 8. A percentile score of 23 means that a person has scored exactly 23 on a test that is marked out of 100. 9. IQ scores are based on a distribution that has a mean of 100 and a standard deviation of 15. 10. Item-person maps are useful for judging whether the items in a test are suitable in difficulty level for a particular test population. 11. The Stanford Binet is a group test of intelligence. 12. Individual tests are easier to administer and score. 13. Neuropsychological tests are designed to assess brain damage. 14. Holland's model of career interests is based on four basic personality types: Realistic, Social, Investigative, and Enterprising. 15. Cattell's 16 Personality Factors model of personality is based partly on factor analysis. 16. The so-called big five personality factors are neuroticism, extraversion, openness, agreeableness, and conscientiousness. 17. Profile analysis is a technique for looking at patterns of correlations among test scores. 18. The biggest problem with the use of tests of intelligence in occupational selection is that they are biased against minority groups. 19. Research findings indicate that people respond quite differently to tests that are presented by computer. 20. The tendency to respond in a socially desirable way can be a problem with self-report inventories.
Comments on review questions and activities
1. One would have to question the reliability of measures of intelligence in early childhood. Even if you considered the measure to be both reliable and valid, it is not likely that measures taken so far apart, especially when the first measure was taken during early childhood, will be strongly related. Although many parents take delight in seeing signs of great intelligence in their very young children, the effects of schooling, motivation, and opportunity will combine with innate potential to determine eventual learning achievements. The length of time itself is not the major consideration: measures of intelligence taken in early adulthood will still be strongly related to measures of learning taken in mid-adulthood. Rather, the enormous changes in intellectual development between childhood and adulthood will weaken the relationship. answers in a test and may respond according to how they want to appear rather than how they actually think or feel.
