Motivation and Background
Machine Translation has widespread commercial, military and political applications. For example, increasingly, the Web is accessed by non-English speakers, reading non-English pages. The ability to find relevant information clearly should not be bounded by our language-speaking capabilities. Furthermore, we may not have sufficient linguists in some language of interest to cope with the sheer volume of documents that we would like translated. Enter automatic translation. Machine translation poses a number of interesting machine learning challenges: data sets are typically very large, as are the associated models; the training material used is often noisy and plagued with sparse statistics; the search space of possible translations is sufficiently large that exhaustive search is not possible. Advances in machine learning, such as maximum-margin methods, frequently appear in translation research. SMT systems are now sufficiently mature that they can be deployed in production systems. A good example of this is Google's online Arabic-English translation, which is based upon SMT techniques.
Structure of the Learning System Modelling
Formally, translation can be described as finding the most likely target sentence e * for some source sentence f : e * = argmax e P( f | e)P(e) (e conventionally stands for English and f for French, but any language pairs can be substituted.)
This approach has three major aspects:
• A translation model (P( f | e)), which specifies the set of possible translations for some target sentence. The translation model also assigns probabilities to these translations, representing their relative correctness.
• A language model (P(e)), which models the fluency of the proposed target sentence. They assign distributions over strings, with higher probabilities being assigned to sentences which are more representative of natural language. Language models are usually smoothed n-gram models, typically conditioning on two (or more) previous words when predicting the probability of the current word.
• A search process (the argmax operation), which is concerned with navigating through the space of possible target translations. This is called decoding. Decoding for SMT is NP-hard, so most approaches use a beam-search.
This is called the Source-Channel approach to translation [1] . Most modern SMT systems instead use a log-linear model, as it is more flexible and allows for various aspects of translation to be balanced together [4] :
Here, feature functions f i (e, f ) capture some aspect of translation and each feature function has an associated weight λ i . When we have the two feature functions P( f | e) and P(e) we have the Source-Channel model. The weights are scaling factors (balancing the contributions that each feature function makes) and are optimised with respect to some loss function which evaluates translation quality. Frequently, this is in terms of the BLEU evaluation metric [5] . Typically, the error surface is non-convex and the loss function is non-differentiable, so search techniques which do not use first-order derivatives must be employed. It is worth noting that machine translation evaluation is a complex problem and that methods such as BLEU are not without criticism. 
farming district . SMT systems usually decompose entire sentences into a sequence of strings called phrases [3] . The modelling task then becomes one of determining how to break a source sentence into a sequence of contiguous phrases and how to specify which source phrase should be associated with each target phrase. Figure 1 shows an example English-French sentence pair. Figure 2 shows that sentence pair decomposed into phrase-pairs. Phrase-based systems represented an advance over previous word-based models, since phrase-based translation can capture local (within a phrase) word order. Furthermore, phrase-based translation approaches need to make fewer decisions than word-based models. This means there are fewer errors to make.
A major aspect of any SMT approach is dealing with phrasal reordering. Typically, the translation of each source phrase need not follow the same temporal order in the target sentence. Simple approaches model the absolute distance a target phrase can 'move' from the originating target phrase. More sophisticated reordering models condition this movement upon aspects of the phrase pair.
Our description of SMT is in terms of a string-to-string model. There are numerous other SMT approaches, for example those which use notions of syntax [2] . These models are now showing promising results, but are significantly more complex to describe. 
Estimation
The translation model of a SMT system is estimated using parallel corpora. Because the search space is so large and that parallel corpora is not aligned at the word-level, the estimation process is based upon a large-scale application of ExpectationMaximisation, along with heuristics. This consists of the following steps:
• Determine how each source word translates to zero or more target words.
The IBM models are used for this task, which are based upon the ExpectationMaximisation algorithm for parameter estimation [1] .
• Repeat this process, but instead determine how each target word translates to zero or more source words.
• Harmonise the previous two steps, creating a set of word alignments for each sentence pair. This process is designed to use the two directions as alternative views on how words should be translated. Figure 3 shows the sentence pair aligned at the word level.
• Heuristically determine which sequence of source words translates to a sequence of target words. This produces a set of phrase-pairs: a snippet of text in the source sentence and the associated snippet of text in the target sentence.
• Relative frequency estimators can then be used to characterise how each source phrase translates to a given target phrase.
Parallel corpora varies in size tremendously; for language pairs such as Arabic to English, we have on the order of 10 million sentence pairs. Most other language pairs (for example, Finnish to Irish) will have far smaller parallel corpora available. Parallel corpora exists for all European languages and for many other pairs, such as Mandarin to English.
The language model is instead estimated from monolingual corpora, typically using relative frequency estimates, which are then smoothed . For languages such as English, typically billions (and more) words are used. Deploying such large models can pose significant engineering challenges. This is because the language model can easily be so large that it will not fit into the memory of conventional machines. Also, the language model can be queried millions of times when translating sentences, which precludes storing it on disk.
Programs and Data
All of the code and data necessary to begin work on SMT is available either as public source, or for a small payment (in the case of corpora from the LDC):
• The standard software to estimate word-based translation models is Giza++:
http://www.fjoch.com/GIZA++.html
• Converting word-based to phrase-based models and decoding can be achieved using the Moses decoder and associated sets of scripts:
http://www.statmt.org/jhuws/?n=Moses.HomePage
• Translation performance can be evaluated using BLEU:
http://www.nist.gov/speech/tests/mt/resources/scoring.htm
• The SRILM is the standard toolkit for building and using language models:
http://www.speech.sri.com/projects/srilm/
• Europarl is a set of parallel corpora, dealing with European languages:
http://www.statmt.org/europarl/
• The Linguistics Data Consortium (LCD) maintain corpora of various kinds, including large volumes of monolingual data which can be used to train language models:
http://www.ldc.upenn.edu/
