We present a description of the moduli space of holomorphic vector bundles over Riemann curves as a double coset space which is differ from the standard loop group construction. Our approach is based on equivalent definitions of holomorphic bundles, based on the transition maps or on the first order differential operators. Using this approach we present two independent derivations of the Hitchin integrable systems. We define a "superfree" upstairs systems from which Hitchin systems are obtained by three step hamiltonian reductions. A special attention is being given on the Schottky parameterization of curves.
Introduction
The moduli space of holomorphic vector bundles over Riemann surfaces are popular subject in algebraic geometry and number theory. In mathematical physics they were investigated due to relations with the Yang-Mills theory [1] and the Wess-Zumino-Witten theory [2, 3] . The conformal blocks in the WZW theory satisfy the Ward identities which take a form of differential equations on the moduli space [4, 5] . In this approach the moduli space is described as a double coset space of a loop group defined on a small circle on a Riemann surface [6] .
The main goal of the paper is an alternative description of the moduli space and the Hitchin integrable systems [7] based on this construction. We start with a special group valued field on a Riemann surface which is defined as a map from a holomorphic basis in a vector bundle to a C ∞ basis. This field is an analogous of the tetrade field in the General Relativity and we call it the Generalized Tetrade Field (GTF). The holomorphic structures can be extracted from GTF. They are described via the holomorphic transition maps, or by means of the operators d ′′ . The former are invariant under the action of the global C ∞ transformations, while the later under the action of the local holomorphic transformations. It allows to define the moduli space as a double coset space of GTF with respect to the actions of the local holomorphic transformations and the global C ∞ transformations.
We introduce a cotangent bundle to GTF and invariant symplectic structure on it. The cotangent bundle to the moduli of holomorphic bundles can be obtained by the symplectic factorizations over the action of two types of commuting gauge transformations. This cotangent bundle is a phase space of the Hitchin integrable systems [7] . The tetrade fields in their turns are sections of the principle bundle over the Riemann surface, which satisfy some constraints equations. We interpret them as moment constraints in a big "superfree system" with a special gauge symmetry. This space is a cotangent bundle to the principle bundle. Thus the Hitchin systems are obtained by the three step symplectic reductions from this space.
We investigate specially our reductions in terms of Schottky parameterization, which is a particular case of the general construction. This parameterization was used to derived the Knizhnik-Zamolodchikov-Bernard equations on the higher genus curves [3, 8, 9] . On the other hand the quantum second order Hitchin Hamiltonians coincide with them on the critical level.
Moduli of holomorphic vector bundles
Let Σ = Σ g be a nondegenerate Riemann curve of genus g with g > 1 . We will consider in this section a set of stable holomorphic structures on complex vector bundles over Σ [1] . To define them we proceed in two ways based on theĈech and the Dolbeault cohomologies. Eventually, we come to the moduli space L of stable holomorphic bundles over Σ g and represent them as a double coset space (Proposition 2.3).
1. Consider a vector bundle V over Σ g . To be more concrete we assume that the structure group of V is GL(N, C). Let U a , a = 1, . . . be a covering of Σ g by open subsets. We consider two bases in V the holomorphic {e hol } basis and the smooth
Let h be the transition map between them h a = h(z a ,z a ). Then locally in U a we have
We can consider h a as the sections Ω 0 C ∞ (U a , P ) of the adjoint bundle P =Aut V . We call the field h a generalized tetrade field (GTF). It follows from the definitions of the bases that there exists a global section for
where z b = z b (z a ) are holomorphic functions defining a complex structure on Σ g . On the other hand the transformations of e hol are holomorphic maps
hol (U ab , Aut V ), (∂g ab = 0,∂ = ∂z a ). These matrix functions define the holomorphic structure in the vector bundle V .
We can describe the same holomorphic structure working with the smooth basis e C ∞ in V . LetĀ
Then the basis e C ∞ is annihilated by the operator d
The GTF transformations h in (2.1) by no means free. Let R Σ be the subset of sections in P which satisfies the following conditions
Proposition 2.1 Conditions (2.1) and (2.5) are equivalent.
Proof. Since e
Then the holomorphicity of g ab implies (2.5) . If h ∈ R Σ , then (2.6) defines the transition map for some holomorphic basis e hol . The basis e hol h satisfies (2.2) and therefore can be taken as e C ∞ . P
Consider the group
It transforms local basses of V over U a . The group acts on itself by the left and right multiplications.
There are two subgroups of
We can consider the GTF (2.5) as a subset in G Σ . We have the following evident statement In other words
Consider the space of holomorphic structures on the bundles V and P . Since g > 1 there is an open subset of stable holomorphic structures. The holomorphic structures can be defined in two ways. In the first type of the construction, which we call the D-type, the holomorphic structures are defined by the covariant operators. For V they are d
. It means thatĀ satisfies (2.5). The holomorphic structure is consistent with the complex structure on Σ g such that for any section 
They preserve the subset L
It is a smooth complex manifold with tangent space atĀ is isomorphic to
The left action of the gauge transformations G 
The main statement of this section follows immediately from (2.12)
The moduli space L of stable holomorphic structures on P can be represented as the double coset space
(2.14)
3. An alternative description of the holomorphic structures in terms of theĈech cohomologies, which we call the C-type construction is based on the transition maps (2.3), (2.6). The collection of transition maps
(2.15) defines the holomorphic structures on V or P depending on the choice of the representations. Again we choose the open subset of stable holomorphic structures
The space L Ch Σ has a transparent description in terms of graphs. Consider the skeleton of the covering {U a , a = 1, . . .}. It is an oriented graph, whose vertices are some fixed inner points in U a and edges L ab connect those V a and V b for which U ab = ∅. We choose an orientation of the graph, saying that a > b on the edge L ab and put the holomorphic function z b (z a ) which defines the holomorphic map from U a to U b . Then the space L Ch Σ can be defined by the following data. To each edge L ab , a > b we attach a matrix valued function g ab ∈ GL(N, C) along with z b (z a ). The gauge fields f a are living on the vertices V a and the gauge transformation is (2.16).
The moduli space of stable holomorphic bundles is defined as the factor space under this action
The tangent space to the moduli space in this approach is
we obtain the same moduli space L of stable holomorphic structures on P due to the equivalence of the Dolbeault and thê Cech cohomologies.
In this construction the right action of G
Taking into account (2.17) we come to the same construction of the moduli space as the double coset space (2.14).
4.
We fit the components of our construction in the exact bicomplex
Here ∂ C are theĈech differentials, i are the augmentations. The right arrows from Ω 0 C ∞ ( * , P ) to Ω (0,1) The gauge transformations also can be incorporated in the exact bicomplex G:
. The actions of the gauge group (see (2.11) and (2.16))
More generally, M is the bigraded G module. The action of G is consistent with the both differential ∂ C and∂. The differentiations take into account the bigradings of M and G. The actions (2.19), (2.20) are particular cases of these actions .
3
The Schottky specialization.
We apply the general scheme to the particular covering of Σ g based on the Schottky parameterization. Consider the Riemann sphere with 2g circles A a , A ′ a , a = 1, . . . g. Each circle lies in the external part of others. Let γ a be g projective maps A ′ a = γ a A a , γ a ∈ P SL(2). The Schottky group Γ is a free group generated by γ a , a = 1 . . . g. The exterior part of all the circlesΣ = P 1 / ∪ 2g b=1 D b is the fundamental domain of Γ. The surface Σ is obtained fromΣ by the pairwise gluing of the circles A ′ a = γ a A a and A a . We have only one nonsimpliconnected 2d cell U a ∼Σ with selfintersections U aa ′ = vicinity A a = vicinity A ′ a . We choose g local coordinates z a , a = 1, . . . , g, which define the parameterizations of the internal disks of A a circles. In this case the holomorphic maps can be written as
In the definition of G C ∞ Σ (2.9) "the periodicity conditions" take the form
The gauge group G hol Σ acts as a global holomorphic transformation onΣ. In the local coordinates we have
In local coordinates g a have the form of Laurent polynomials.
Thus in this parameterization the set of holomorphic structures on the vector bundles L Ch Σ can be identified with the collection of the loop groups L(GL a (N, C)). But in fact, taking into account the adjoint action of the gauge group (3.2), one concludes that the precise form of components is the semidirect product
where the subgroups {P SL(2) a }, a = 1 . . . g are responsible for the complex structure on Σ. To define the stable bundles one should choose an open subset in L a (GL(N, C)).
Consider the bundles over genus g = 1 curves. Though the bundles are unstable this case can be completely described in the wellknown terms. The Schottky parameterization means the realization of elliptic curve as an annulus. Let γ(z) = qz, q = exp(2πiτ ). The holomorphic bundles are defined by the loop group extended by the shift operator
The gauge action (3.2)
transforms g(z) to a z independent diagonal form, up to the action of the complex affine Weyl groupŴ . Let W be the A N −1 Weyl group (the permutations of the Cartan elements). ThenŴ = (ZR ∨ τ + ZR ∨ ) >¡ W (R ∨ is the dual root system). The moduli space L in this case is the Weyl alcove. The comparison of two description of holomorphic structures on elliptic curves (3.4) and (2.10) was carried out in [11, 12] in terms of two loop current algebras and invariants of their coadjoint actions.
In general case (g > 1) the gauge transform (3.2) allows to choose g a as constant matrices. They are defined up to the common conjugation by a GL(N, C) matrix. Thus the moduli space of holomorphic bundles in the (3.3) description are defined as the quotient
Since the center of GL(N, C) acts trivially we obtain dim L = N 2 (g − 1) + 1 (see (2.13)).
Symplectic geometry in the double coset picture
Here we consider the Hitchin integrable systems which are defined on the cotangent bundle T * L to the moduli of stable holomorphic bundles L. As it was done in the original work [7] this space is derived as a symplectic quotient of T * L D Σ under the gauge action of G C ∞ Σ . We will come to the same systems by the three step symplectic reductions from some big upstairs space. The main object of this section is the commutative diagram (4.10), which describes these reductions and intermediate spaces. 
The field φ is called the Higgs field and the bundle T * L D Σ is the Higgs bundle. We can consider the Higgs field as a form
where K is the canonical bundle on Σ. Locally on
The symplectic form on it is
The action of the gauge group G 
The symplectic quotient µ
is identified with the cotangent bundle to the moduli space T * L. The Hitchin commuting integrals are constructed by means of (1 − j, 1) holomorphic differentials ν j,k , k = 1, . . .:
Since the space of these differentials H 0 (Σ, K ⊗ T j ) (K is the canonical class, T j is (−j, 0) forms) has dimension (2j − 1)(g − 1) for j > 1 and g for j = 1 we have N 2 (g − 1) + 1 independent commuting integrals, providing the complete integrability of the Hamiltonian systems (4.2),(4.3). The integrals (4.3) define the Hitchin map
2. The same system can be derived starting from the cotangent bundle T * L Ch Σ to the holomorphic structures on P defined in the C-type description (2.15). Now 
3)). Its counterpart in the dual space is
The symplectic structure is defined by the form
Here the sum is taken over the edges of the oriented graph obtained from the fat graph after the identifications of fields (4.5). In other words we consider only the edge Γ b a with the fields g ab , η ab and forget about the edge Γ a b . Since η ab and g ab are holomorphic in U ab , the definition is independent on a choice of the path Γ b a within U ab . The symplectic form is invariant under the gauge transformations (2.16) supplemented by
The set of invariant commuting integrals on The moment map is
According to (2.20) the Hamiltonian generating the gauge transformations is
where Γ a is an oriented contour around U a . The moment equation µ G hol Σ = 0 can be read off from F ǫ hol . It means that η ab is a boundary value of some holomorpfic form defined on
The reduced system is again the cotangent bundle to the moduli space of holomorphic bundles
which has dimension 2N 2 (g − 1) + 2.
3.
To get the cotangent bundle T * L via the symplectic reduction we can start from T * R Σ using the double coset representation (2.14). Then
obtained on the intermediate stages of the two step reduction under the actions of
Since these groups act from different sides on R Σ their actions commute and the result of the reduction procedure is independent on their order. But the space R Σ , as we already have remarked, is not free -its elements satisfy (2.5). We will represent the constraints (2.5) as moment constraints and consider the "superfree" space -cotangent bundle to the group G Σ (2.7). More exactly we will consider (Theorem 4.1) the three step symplectic reductions which result in the following commutative "tadpole" diagram
To begin with we define the initial data on T * G Σ and the gauge group G A Σ . To construct T * G Σ we consider three dual elements
Cotangent bundle T * G Σ is the set of fields (Ψ, η, ξ, h). We endow it with the symplectic structure. Consider the same fat graph with edges Γ In other words, the variation of contours is compensated by the variation of the field Ψ. The form ω Σ (4.11) is invariant under the actions of G hol Σ : 13) and G
We extend these group transformations by the following affine action of the group
a∂ h a leaving the other fields untouched. This action commutes with G .15)). On the Lie algebra level we have Proof. From (4.16)
Then direct calculations show that the sum under the integral in front of ǫ A ab vanishes. Therefore ω Σ is invariant under these transformations. P More generally, the dual fields (Ψ a , η ab , η ba , ξ ab , ξ ba ) can be incorporated in a general pattern of two exact G bimoduli:
We remind that
We will see that after the symplectic reductions these fields will obey some special constraints. Now we have all initial data to start from the top of the diagram (4.10) -the fields, the symplectic form ω Σ (4.11) and the gauge groups actions (4.13),(4.14),(4.15).
Theorem 4.1 There exist two ways of symplectic reductions represented by the commutative diagram (4.10) which leads from T * G Σ to the cotangent bundle to the moduli space T * L.
To prove Theorem we shall go down along the diagram.
Consider first the action of G
A Σ (4.16). Let T * R Σ = {Ψ, η, h} and h is GTF with symplectic form
Proof. It follows from (4.11),(4.15) that the Hamiltonian of G A Σ action is
In fact the one-form
{tr(∂ǫ
can be obtain from ω Σ (4.11) by the action of the vector field generated by G 
where T * L D Σ is defined by (4.1) with the symplectic structure (4.2).
Proof. From (4.13) and (4.17) we read off the hamiltonian of the gauge fields
On U a we can put Ψ a =∂(Φ a +H a ), whereΦ a ∈ Ω
(1,0)
C ∞ (U a , (EndV ) * and H a is an arbitrary element from Ω
Resolving the moment constraint µ G hol
By means of the Stokes theorem ω Σ (4.17) can be transformed to the form
Let
Remind that H a = H a (z a ) is an arbitrary holomorphic function on U a . We will choose it in a such way that φ a becomes a global section in Ω In fact, since g ab = h a h
where the second term is holomorphic. Consider the integral I a over the contour
Due to the Sokhotsky-Plejel theorem [13] I a is holomorphic inside and outside Γ a . It has a jumpΦ a − g abΦb g −1 ab on the contour. Let
ab I a g ab outside U a . Therefore the functions H a and g ab H b g 
can now move down along the left side of diagram (4.11) as it was described in 1. and obtain eventually T * L. It will be instructive to look on relations between two type of dual fields η (4.18) and φ (4.19) that arise after these two consecutive reductions. On the first step we found that η are boundary valued forms
Moreover, it follows from (4.20) that
The second reduction gives∂φ + [Ā, φ] = 0 (see 1.). It is equivalent to∂η = 0, due to (4.22).
6. Now look on the right side of the diagram.
where T * L Ch Σ is the cotangent bundle (4.4) with ω Ch (4.6).
Proof. The gauge action of G C ∞ Σ (4.14) on T * R Σ defines the Hamiltonian (see (4.17))
Consider the zero level of the moment map
From the first terms in (4.24) we obtain 
. It gives the following form of constraints (h
which is just the twisting property of η (4.5). Furthermore, the symplectic form ω Σ (4.17) due to vanishing the field Ψ now is
Taking into account that
and the moment constraint (4.25) we can rewrite ω Σ as
It is just ω C (4.6) in the C-type description of holomorphic bundles. We have the same field content and the same symplectic structure as in
The last step on the right side of diagram was described in 2. Its completes the proof of Theorem.
5 Schottky description of Hitchin systems 1. Now consider the last step in the diagram (4.10) in the Schottky parameterization. Since in this case we have only one topologically nontrivial cellΣ the symplectic reduction is differ from the described in 4.2 for the standard covering. In this case the holomorphic fields η a , g a = g a (z a ), a = 1, . . . , g live in vicinities V a of A a -cycles, and z a are local parameters in the internal disks. (see (3.1)). The phase space is
In other words in accordance with (3.3) which is twisting property (4.5) in the Schottky picture.
2. The solutions of the moment equations are known in a few degenerate cases [10] . We will consider here as an example of the above construction holomorphic bundles over elliptic curves with a marked point.
Define the elliptic curve as the quotient Σ τ = C * /q Z , q = exp 2πiτ.
In this case T * L Ch Σ ∼ (η(z), g(z); p, s) where s ∈ GL(N, C) is a group element in the marked point z = 1 and p ∈ Lie * (GL (N, C) ). In addition to (5.2) p → f (z)pf −1 (1), s → f (1)s.
The one form η(z) has a pole in the singular point z = 1. The symplectic form (5.1) on these objects is ω Ch = D Here E 2 (τ ) is the normalized Eisenstein series.
