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Abstract
We prove W1,p estimates for elliptic equations in divergence form under the assumption that for each
point and for each sufficiently small scale there is a coordinate system so that the coefficients have small
oscillation in (n−1) directions. We assume the boundary to be δ-Reifenberg flat and the coefficients having
small oscillation in the flat direction of the boundary.
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1. Introduction
Let us assume 1 < p < ∞ is fixed and Ω is a bounded open domain in Rn, n  2, with
non-smooth boundary ∂Ω . We will then suppose
f = (f1, . . . , fn) ∈ Lp
(
Ω,Rn
)
is a given vector-valued function. The problem under consideration is
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L[u] = −div(A∇u) = −Di(aijDju) = Difi = div f in Ω,
u = 0 on ∂Ω. (1.1)
Here the unknown is u = u(x), the standard notations
Diu = uxi , Dj = uxj (i, j = 1, . . . , n)
are used and the usual summation conventions over repeated indices are summed. The given
(n× n)-matrix of the principal coefficients
A = {aij } :Rn →Mn×n
is assumed to be symmetric, uniformly bounded and uniformly elliptic. In other words,
A(x)ξ · ξ = aij ξiξj  γ |ξ |2 (1.2)
and
‖A‖L∞(Rn)  λ (1.3)
for almost all x ∈Rn, for every ξ ∈Rn and for some positive constants γ , λ.
In this paper we are concerned with the weakening of smoothness assumptions on both the
matrix A of the coefficients and the boundary ∂Ω of the domain for the W 1,p0 (Ω)-solvability of
the problem (1.1). More precisely, we want to answer what are both the weakest condition on A
besides (1.2)–(1.3) and the lowest level of regularity assumption on ∂Ω under which we have
that
f ∈ Lp(Ω,Rn) ⇒ ∇u ∈ Lp(Ω,Rn) (1.4)
for all 1 <p < ∞.
The classical case p = 2 suggests the following definition and lemma.
Definition 1.1. We say that u ∈ H 10 (Ω) is a weak solution of (1.1) if we have the following weak
integral formulation.
∫
Ω
A∇u · ∇ϕ dx = −
∫
Ω
f · ∇ϕ dx
for all ϕ ∈ H 10 (Ω).
Lemma 1.2. Assume Ω is bounded. Suppose A satisfies (1.2)–(1.3). Then the Dirichlet prob-
lem (1.1) has a unique weak solution u ∈ H 10 (Ω) with the estimate
‖∇u‖L2(Ω,Rn)  c‖f‖L2(Ω,Rn)
for some universal constant c = c(γ,λ,n, |Ω|).
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to 2. Instead this regularity holds in the full range 1 <p < ∞. Needless to say, such a regularity
requires some additional assumption on A to (1.2)–(1.3) and some extra geometric assumption
on ∂Ω beside the boundedness. In the case of continuous coefficients and smooth domains, such
a W 1,p regularity as (1.4) is valid as we have seen in [23,27]. However, in the case of either
discontinuous coefficients or non-smooth domains, this regularity in general cannot hold true,
see [20,15], respectively.
The weakening of smoothness assumption on the discontinuous coefficients in a smooth do-
main have been shifted to the class VMO for the W 1,p regularity, see [2,10], and later we
extended their results to the class of small BMO functions in a non-smooth domain in [3,4].
Both [3,4] proved the global W 1,p regularity for a class of linear elliptic equations. In [3,4] the
maximal function operator is mainly used for the Dirichlet boundary condition and the conormal
derivative boundary condition, respectively. Both of the papers emphasize the issue that the Lp
norm is hard to estimate by any other classical methods including singular integral operators,
and the estimates and the integral kernels seem difficult to compute. Recall that the class VMO
consists of BMO functions whose integral oscillation over balls shrinking to a point converge
uniformly to zero, see [16,25] for a precise definition. The main point in those papers [3,4] is
that the boundary ∂Ω of the domain can be rough, namely, it can be Reifenberg flat, see Def-
inition 2.1. This is a geometric condition exhibiting a very low level of regularity, prescribing
that at all scales the boundary can be trapped between two hyperplanes, depending on the scale
chosen.
The main point here is that the matrix A can be merely measurable with respect to one variable
and of small BMO with respect to the other variables, see Definition 2.1 for a precise definition.
The class of functions satisfying the conditions (2.5)–(2.7) in Definition 2.1 is a much larger
class than the one satisfying the small BMO condition with respect to all the variables, which
is previously used in [3–5]. In fact, the class under consideration in this paper contains all the
measurable functions depending only on one variable.
In what concerns divergence and non-divergence form elliptic and parabolic operators whose
coefficients are measurable in one variable and VMO with respect to the others, we would like
to mention a series of recent works [11,12,17–19] where D. Hong, D. Kim and N.V. Krylov
obtained similar results. In all these papers the coefficients of the leading part are allowed to
have big jumps under the fixed direction condition while the relevant domains are restricted to
Lipschitz category. However in this paper we allow the coefficients to have big jumps along any
Reifenberg flat sets in any directions that could depend on points and scales. The Reifenberg sets
are beyond Lipschitz category. In particular the boundary of a Reifenberg set might have a fractal
boundary.
E. Acerbi and G. Mingione in [1] introduced so-called maximal function free technique. This
very influential approach has a merit in that it can completely avoid the use of any maximal
function theory and it is suitable to the situations in which a scaling in time and space differs
such as p-Laplacian parabolic equations and systems as it was shown in [1]. Needless to say, the
approach in [1] can be applied to obtain the same result reported here, as one can combine an
appropriate perturbation theory as in Lemma 5.2 and Lemma 5.8 with the technique used in [6].
On the other hand according to [1,6] the proof of (1.4) started first with smooth coefficients and
regular boundaries for a priori estimate. Then the removal of the a priori regularity assumption
was made via an approximation procedure. In the present situation since we treat with merely
measurable coefficients and very rough boundaries, a very careful approximation argument is
required in order to justify assumed a priori estimate and reach the general case. This process
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situation. In [8] Caffarelli and Peral introduced a method of approximation to obtain interior
gradient estimates for nonlinear elliptic equations. This method is based on a maximal function
operator and the Calderón–Zygmund decomposition, for a general philosophy of this method see
Chapter 7 of [7]. The idea in this method is to estimate the level sets of the Hardy–Littlewood
maximal function of the gradient of solutions and obtain the required decay of their measures.
This argument provides a great influence on how to get higher integrability results for the gradient
of weak solutions of nonlinear problems. In fact, this approach and methods presented in [7,8]
have been deployed and adjusted successfully to different settings for such gradient estimates in
very recent papers, see [21,22,26].
Motivated from this method of approximation in [7,8] our method in this paper is based on a
scaling argument in L2 estimates, maximal functions and a Vitali type covering lemma. Though
this approach is not new, as we have used in [3–5], the idea of using only scaling for L2 estimates
allows us to avoid the use of the related integral kernels. As a consequence we are able to greatly
improve in this paper known results regarding weakening coefficients for an optimal W 1,p(Ω)
regularity in this literature.
The plan of the paper is as follows. In Section 2 we introduce some notations, describe the
main assumptions on ∂Ω and A, and state the main result. In Section 3 we record some real
analysis results which will serve to prove the main result. In Section 4 we will discuss on Lips-
chitz regularity for the limiting problems. Section 5 is devoted to obtaining possibly an optimal
W
1,p
0 (Ω) regularity for the Dirichlet problem (1.1).
2. Preliminaries and main results
Let us start with some standard notations. The open ball in Rn−1 with center y′ and radius
r > 0 is denoted by
B ′r
(
y′
)= {x′ ∈Rn−1: ∣∣x′ − y′∣∣< r}. (2.1)
The elliptic cylinder Qr(y) ⊂Rn with center y = (y′, yn) ∈Rn and size r > 0 is
Qr(y) = B ′r
(
y′
)× (yn − r, yn + r). (2.2)
If the center is the origin 0 = (0′,0), for simplicity, we do not specify it, as we denote Qr(0) =
B ′r (0′) × (−r, r) by Qr = B ′r × (−r, r). The integral average of an integrable function f on a
bounded subset U of Rn is denoted by
f U = −
∫
U
f (x)dx = 1|U |
∫
U
f (x)dx. (2.3)
For each xn ∈ R and for each bounded subset E′ of Rn−1 the integral average of f (·, xn) on E′
is denoted by
f E′(xn) = −
∫
′
f
(
x′, xn
)
dx′ = 1|E′|
∫
′
f
(
x′, xn
)
dx′. (2.4)E E
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in one variable and of small BMO in the other variables with the assumption that one variable
direction is perpendicular to the boundary at the points that are close to the boundary, while the
geometric assumption on the boundary is the Reifenberg flatness of a bounded set, which was
previously used in [3–5]. More precisely, we have the following definition.
Definition 2.1. Let Ω be a bounded domain and L = div(A∇) be a uniformly elliptic operator.
Then we say that (Ω,L) is (δ,R)-vanishing of codimension 1 if for every point x0 ∈ Ω and for
every number r ∈ (0,3R] with
dist(x0, ∂Ω) = min
x1∈∂Ω
dist(x0, x1) >
√
2r,
there exists a coordinate system depending on x0 and r , whose variables we still denote by
x = (x′, xn) = (x1, . . . , xn−1, xn), so that in this new coordinate system
√√√√ −
∫
Q√2r
∣∣A(x′, xn)−AB ′√
2r
(xn)
∣∣2 dx  δ, (2.5)
while, for every point x0 ∈ Ω and for every number r ∈ (0,R] with
dist(x0, ∂Ω) = min
x1∈∂Ω
dist(x0, x1)
√
2r,
there exists a coordinate system depending on x0 and r , whose variables we still denote by
x = (x′, xn) = (x1, . . . , xn−1, xn), so that in this new coordinate system
Q3r ∩ {x: xn > 6δr} ⊂ Q3r ∩Ω ⊂ Q3r ∩ {x: xn > 0}, (2.6)
and √√√√ −∫
Q3r
∣∣A(x′, xn)−AB ′3r (xn)∣∣2 dx  δ. (2.7)
We first remark that here and in the sequel δ > 0 is a sufficiently small universal constant,
depending only on known data such as the dimension n, given geometric structure on the domain
Ω and basic structural conditions on the coefficients A. This number will be determined later.
We should point out that this number is invariant under scaling and normalization for the prob-
lem (1.1). On the other hand, the number R can be any other constant like 1 or any other constant
by scaling the problem (1.1). We also remark that if (Ω,L) is (δ,R)-vanishing of codimension 1,
then Ω is (δ,R)-Reifenberg flat. For a precise definition of (δ,R)-Reifenberg flatness condition
see [3–5]. We also remark that the selection of the number
√
2 in the above definition is artificial
for our purpose. It comes from the reason that we need to take a size ρ of an elliptic cube Qρ
so that Qρ is large enough to contain the rotation of Qr in any direction. We also remark that
we have selected the number 3 in (2.6) and (2.7) from the reason that we need to take a size ρ
of an elliptic cube Qρ in the new coordinate system so that Qρ is large enough to contain the
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(2.6) is so-called δ-Reifenberg flatness condition. A δ-Reifenberg flat set was first introduced by
E. Reifenberg in the paper [24]. This set is locally a topological disk if δ is sufficiently small,
see [9,14,24]. A δ-Reifenberg flat domain might have fractal boundary which is like a coast-
line, a crystal grain boundary, or, atomic clusters. We remark that an interior 
-neighborhood
of a δ-Reifenberg flat domain is a Lipschitz domain for small 
 > 0 provided δ > 0 is so small
that the domain is a W 1,p extension domain, see [5]. On the other hand a Lipschitz domain is
δ-Reifenberg flat provided its Lipschitz constants are small enough, see [29].
Our aim in the present paper is to investigate the solvability of the problem (1.1) in W 1,p0 (Ω)
space for 1 < p < ∞ under the assumption that (Ω,L) is (δ,R)-vanishing of codimension 1.
More precisely, we state the main result in this paper as follows.
Theorem 2.2. Given p ∈ (1,∞), there exists a small positive constant δ = δ(γ,λ,n, |Ω|) and a
positive constant c = (γ,λ,n, |Ω|) such that if (Ω,L) is (δ,R)-vanishing of codimension 1 and
f ∈ Lp(Ω,Rn),
the unique weak solution u ∈ H 10 (Ω) of (1.1) satisfies
∇u ∈ Lp(Ω,Rn)
with the estimate ∫
Ω
|∇u|p dx  c
∫
Ω
|f|p dx. (2.8)
Comparing with our previous works [3,4], the improvement here is to allow the matrix A of
principal coefficients to be merely measurable in one variable. As a result we can cover much
larger class than the one used in [3,4] regarding such equations with discontinuous coefficients
in non-smooth domains. We point out that the main approach in [3,4] was the use of maximal
function operator and C0,1 estimates for a limiting equation having constant coefficients on the
scale chosen. Here we will revisit this approach to find an appropriate version for a counterpart
equation with measurable coefficients in one variable. It seems that the technique, which we will
develop here, would be applicable to find optimal W 1,p regularity for nonlinear equations with
measurable nonlinearity in non-smooth domains. This project will be in our challengeable area
for a future research.
3. Preliminary tools
In this short section we introduce analytic and geometric tools which will be used in the
following sections.
Definition 3.1. Given a function f defined on Rn, the Hardy–Littlewood maximal functionMf
of f is a function such that
(Mf )(y) = sup
B
−
∫ ∣∣f (x)∣∣dx,
B
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only in a bounded domain U ⊂Rn, we define its restricted maximal function as follows
MUf =M(f χU),
where χ is the standard characteristic function on U .
The following properties are central to the utility of the Hardy–Littlewood maximal operator.
Lemma 3.2. (See [7,28].) Let f ∈ Lp(Rn) for 1 <p ∞. ThenMf ∈ Lp(Rn) with
1
c
‖f ‖Lp(Rn)  ‖Mf ‖Lp(Rn)  c‖f ‖Lp(Rn) (3.1)
for some universal constant c > 0. Moreover, if f ∈ L1(Rn), there exists a universal constant
c > 0 such that for all t > 0,
∣∣{y ∈Rn: (Mf )(y) > t}∣∣ c1
t
∫ ∣∣f (x)∣∣dx. (3.2)
We will use the following standard lemma in classical measure theory. We refer to Lemma 7.3
in [7].
Lemma 3.3. (See [7].) Assume that f is a nonnegative and measurable function in Rn. Assume
further that f has a compact support in a bounded subset U of Rn. Let η > 0 and m > 1 be
constants. Then for 0 <p < ∞ we have
f ∈ Lp(U) ⇔ S =
∑
k1
mkp
∣∣{x ∈ U : f (x) > ηmk}∣∣< ∞
and
1
c
S  ‖f ‖pLp(U)  c
(|U | + S),
where c > 0 is a constant depending only on η, m, and p.
We will use the following version of the Vitali covering lemma result in our proof of Theo-
rem 2.2.
Lemma 3.4. (See [3].) Let Ω be a bounded, (δ,1)-Reifenberg flat set for some small δ > 0.
Assume that C and D are measurable sets, C ⊂ D ⊂ Ω , and that there exists a small 
 > 0 such
that
|C| < 
|B1| (3.3)
and
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∣∣Br(y)∣∣, Br(y)∩Ω ⊂ D. (3.4)
Then
|C| [10/(1 − δ)]n
|D|.
4. Lipschitz regularity for limiting equations
Through this section we use i, j, k to denote indices with i  i, j, k  n − 1, n 2, and the
standard notations
∂iv = vxi , ∂j v = vxj , ∂kv = vxk ,
∂ij = vxixj , ∂ijk = vxixj xk , ∂nv = vxn,
are used. As usual, the summation notation is used here. Given a uniformly elliptic differential
operator
L[v] = −∂i
(
aij (xn)∂j v
)− ∂i(ain(xn)∂nv)− ∂n(ann(xn)∂nv)− ∂n(anj (xn)∂j v) (4.1)
with one variable, say, xn, dependent coefficients satisfying (1.1) and (1.2), we consider its lim-
iting differential operator
L+[v] = −∂i
(
aij (xn)∂j v
)− ∂i(ain(xn)∂nv)− ∂n(ann(xn)∂nv). (4.2)
Now we will assert that L+ is also a uniformly elliptic operator as is L. To do this, let us fix
any ς = (ς ′, ςn) = (ς1, . . . , ςn−1, ςn) ∈ Rn. We use the fact that ainςiςn = ∑n−1i=1 ainςiςn =∑n−1
j=1 anjςnςj = anjςnςj , and then substitute ξ = (ς1, . . . , ςn−1, 12ςn) in (1.2), to find that
aij ςiςj + ainςiςn + 14ann|ςn|
2 = aij ςiςj + ainςi ςn2 + anj
ςn
2
ςj + ann ςn2
ςn
2
 λ
(∣∣ς ′∣∣2 + 1
4
|ςn|2
)
,
by which and (1.3) imply that
aij ςiςj + ainςiςn + annςnςn = aij ςiςj + ainςiςn + 14ann|ςn|
2 + 3
4
ann|ςn|2
 λ
(∣∣ς ′∣∣2 + 1
4
|ςn|2
)
+ 3
4
ann|ςn|2
 λ
(∣∣ς ′∣∣2 + 1
4
|ςn|2
)
+ 3
4
λ|ςn|2
= λ(∣∣ς ′∣∣2 + |ςn|2)= λ|ς |2,
which yields the assertion.
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γ and λ.
We start with the following standard L∞-estimate.
Lemma 4.1. Let ρ be a positive number and f = f (xn) ∈ L∞(−2,2). Then any weak solution
v ∈ H 1(B ′ρ × (−2,2)) of
L+[v] = ∂nf (xn)
is locally bounded with the estimate
‖v‖L∞(B ′ρ
2
×(−1,1))  c
(‖v‖L2(B ′ρ×(−2,2)) + ‖f ‖L∞(−2,2)).
The C∞-regularity in the x′-variable follows from the observation that the linear opera-
tor (4.2) is involved in only the xn-variable.
Lemma 4.2. Given ρ > 0 and f (xn) ∈ L∞(−2,2), let v ∈ H 1(B ′ρ × (−2,2)) be a weak solution
of
L+[v] = ∂nf (xn). (4.3)
Then, for any multi-index α = (α1, . . . , αn) with αn = 0,
∂αv ∈ L∞(B ′ρ
2
(
0′
)× (−1,1))
with the estimate
∥∥∂αv∥∥
L∞(B ′ρ
2
×(−1,1))  c‖∇v‖L2(B ′ρ×(−2,2))
for some universal constant c = c(α) > 0.
Now we will prove the following local Lipschitz regularity.
Lemma 4.3. There is a constant ρ > 1 so that if f (xn) ∈ L∞(−2,2), any weak solution v ∈
H 1(B ′ρ × (−2,2)) of
L+[v] = ∂nf (xn)
is locally Lipschitz continuous in B ′ρ
4
× (−1,1).
Proof. It suffices to show that
v
(
x′, xn
)− v(0′,0) c(∣∣x′∣∣+ |xn|) (4.4)
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4
× (−1,1). The general case follows by considering −v(·) and
v(· − x0) for x0 ∈ B ′ρ
4
× (−1,1). By Lemma 4.1, we have
‖v‖L∞(B ′ρ
2
×(−1,1))  c
(‖v‖L2(B ′ρ×(−2,2)) + ‖f ‖L∞(−2,2)).
But then, by multiplying the PDE (4.3) by a small constant, one can assume that
‖v‖L2(B ′ρ×(−2,2)) + ‖f ‖L∞(−2,2)  1,
and thus
‖v‖L∞(B ′ρ
2
×(−1,1))  c. (4.5)
We invoke Lemma 4.2 to estimate
∥∥|∂iv| + |∂ij v|∥∥(L∞(B ′ρ
2
×(−1,1)))  c. (4.6)
In view of (4.5) and (4.6) we have ‖v(·,0)‖(C1,1(B ′ρ
2
))  c. Define v˜ and f˜ on B ′ρ
2
× (−1,1) by
v˜
(
x′, xn
)= v(x′, xn)− v(0′,0)− ∂iv(0′,0)xi‖v‖L∞(B ′ρ
2
×(−1,1)) + ‖v(·,0)‖C1,1(B ′ρ
2
)
(4.7)
and
f˜ (xn) = f (xn)‖v‖L∞(B ′ρ
2
×(−1,1)) + ‖v(·,0)‖C1,1(B ′ρ
2
)
. (4.8)
Then we find that for x′ ∈ B ′ρ
2
,
∣∣v˜(x′,0)∣∣ ∣∣x′∣∣2, ‖v˜‖L∞(B ′ρ
2
×(0,1))  1, L+[v˜] = ∂nf˜ (xn). (4.9)
Now we let z = z(xn) be the solution of
−(ann(xn)z′)′ = f˜ ′(xn) in (0,1), z(0) = 0, z(1) = 1, (4.10)
and ω = ω(xn) be the solution of
−(ann(xn)ω′)′ = 1 in (0,1), ω(0) = 0, ω(1) = 0, (4.11)
respectively. Then we have
ω 0, ‖z‖Lip(0,1) + ‖ω‖Lip(0,1)  c. (4.12)
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∣∣ω(xn)∣∣+ ∣∣z(xn)∣∣ cxn. (4.13)
We next set
p
(
x′, xn
)= ∣∣x′∣∣2 + z(xn)+ 2λω(xn) for x = (x′, xn) ∈ B ′ρ
2
× (0,1). (4.14)
Then it follows from (4.2) and (4.9)–(4.14) that
L+[v˜ − p] = ∂nf˜ (xn)+ aij (xn)∂ij
(∣∣x′∣∣2 + z(xn)+ 2λω(xn))
+ ain(xn)∂in
(∣∣x′∣∣2 + z(xn)+ 2λω(xn))
+ ∂n
(
ann(xn)∂n
[∣∣x′∣∣2 + z(xn)+ 2λω(xn)])
 f˜ ′ + 2λ+ (annz′)′ + 2λ(annω′)′
= f˜ ′ + 2λ− f˜ ′ − 2λ
= 0, (4.15)
and thus v˜−p is a subsolution for L+ in x′ ∈ B ′ρ
2
× (0,1). Now for x′ ∈ B ′ρ
2
, it also follows from
(4.9)–(4.14) that
v˜
(
x′,0
)

∣∣x′∣∣2 = p(x′,0) and v˜(x′,1) 1 ∣∣x′∣∣2 + 1 = p(x′,1). (4.16)
For (x′, xn) ∈ {|x′| = ρ2 } × (0,1), it also follows from (4.9)–(4.14) that
p(x) = ρ
2
4
+ z(xn)+ 2λω(xn)
 ρ
2
4
− ‖z‖L∞(0,1)
 1
 v˜(x), (4.17)
provided ρ is selected large enough. Hence by (4.16) and (4.17), we see that
v˜ − p  0 on ∂[B ′ρ
2
× (0,1)].
Recalling (4.15), we use the maximum principle for v˜ − p in B ′ρ
2
× (0,1) and the Lipschitz
regularity (4.13) for z and ω, to discover that
v˜
(
x′, xn
)

∣∣x′∣∣2 + z(xn)+ 2λω(xn) c(∣∣x′∣∣2 + xn)
for all (x′, xn) ∈ B ′ρ
4
× (0,1). Now (4.4) follows directly from (4.7). 
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of
L+[v] = ∂nf (xn)+ g(xn)
is locally Lipschitz continuous.
Proof. We define f˜ on (−2,2) by
f˜ (xn) = f (xn)+ g(0)xn +
xn∫
0
g(s) ds.
Then f˜ ∈ L∞(−2,2) with ∂nf˜ (xn) = ∂nf (xn) + g(xn). Then we apply Lemma 4.3 to deduce
the conclusion. 
Lemma 4.5. Let v ∈ H 1(Q+1 ) be a weak solution of
{
L+[v] = 1 in Q+1 ,
v = 0 on T1 = Q1 ∩ {xn = 0}.
Then v is locally Lipschitz continuous up to the flat boundary T1.
Proof. We define a˜ij by even extension of aij from (0,1) to (−1,1), a˜in by odd extension of
ain from (0,1) to (−1,1), a˜nn by even extension of ann from (0,1) to (−1,1), and g˜ by odd
extension of 1 from (0,1) to (−1,1), respectively. We also define v˜ by odd extension of v from
Q+1 to Q1. Then we consider a uniformly elliptic operator L˜+ on Q1 by
L˜+ =
{
L+ if xn > 0,
−∂i(a˜ij ∂j )− ∂i(a˜in∂n)− ∂n(a˜nn∂n) if xn  0.
By a direct computation, we find that v ∈ H 1(Q1) be a weak solution of
L˜+[v˜] = g˜.
Then we apply Corollary 4.4 when f = 0 and g˜ = g, to finish the proof. 
Lemma 4.6. Given g(x) = g(x′, xn) ∈ L∞(Q2) with ∂ij g ∈ L∞(Q2), any weak solution v ∈
H 1(Q2) of
L+[v] = g
is locally Lipschitz continuous with the estimate, as
‖∇v‖L∞(Q1)  c
(‖g‖L∞(Q2) + ‖∂ij g‖L∞(Q2) + ‖∇v‖L2(Q2)).
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L+[∂ij v] = ∂ij g.
Then from our assumption on g and by DeGiorgi’s theorem, we see that ∂ij v is locally Hölder
continuous with some exponent 0 < β < 1. We only have to show that v is Lipschitz continuous
at 0 in the xn-direction. To do this, we define w and g˜ on Q2 by
w
(
x′, xn
)= v(x′, xn)− v(x′,0), g˜(x′, xn)= g(x′, xn)+ aij (xn)∂ij v(x′,0)
so that
w
(
x′,0
)= 0, L+[w] = g˜.
Now let w˜ ∈ H 1(Q+1 ) be the weak solution of
⎧⎨
⎩
L+[w˜] = max
Q+1
g˜ in Q+1 ,
w˜ = w on ∂Q+1 .
Then we have that
L+[w − w˜] = g˜ − max
Q+1
g˜  0, w − w˜ = 0 on ∂Q+1 .
Thus by maximum principle and Lemma 4.5, we deduce that for x = (x′, xn) ∈ Q+1 ,
v
(
x′, xn
)− v(x′,0)= w(x′, xn) cxn.
The symmetry argument completes the proof. 
We are now all set to prove a local Lipschitz regularity for the limiting problem, as follows.
Lemma 4.7. Let v ∈ H 1(Q2) be a weak solution of
L[v] = 0. (4.18)
Then v is locally Lipschitz continuous with the estimate
‖∇v‖2L∞(Q1)  c −
∫
Q2
|∇v|2 dx.
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L+[v] = ∂n
(
anj (xn)∂j v
(
x′, xn
))
. (4.19)
We then define v˜ on Q2 by
v˜(x) = −
xn∫
0
ank(s)
ann(s)
∂kv
(
x′, s
)
ds. (4.20)
It is clear from Lemma 4.2 and (4.20) that v˜ is locally Lipschitz continuous, as
‖∇v˜‖L∞(Q1)  c
(‖∂iv‖L∞(Q2) + ‖∂ij v‖L∞(Q2) + ‖∇v‖L2(Q2)). (4.21)
One can also check from a direct calculation that
L+[v˜] = −g + ∂n(anj ∂j v), (4.22)
where
g
(
x′, xn
)= −
xn∫
0
aij
ank(s)
ann(s)
∂ijkv
(
x′, s
)
ds − ain ank(xn)
ann(xn)
∂ij v
(
x′, xn
)
.
Therefore, (4.19) and (4.22) imply that v − v˜ ∈ H 1(Q2) is a weak solution of
L+[v − v˜] = g,
for some bounded function g with ∂ij g ∈ L∞(Q1). Now the lemma follows from Lemma 4.6
and (4.21). 
5. Global W 1,p regularity
As mentioned earlier, our purpose here is to essentially establish the global W 1,p regularity for
the problem (1.1) under the assumption that (Ω,L) is (δ,R)-vanishing of codimension of 1. That
is, with this mild assumption we will prove that the unique weak solution u ∈ H 10 (Ω) of (1.1)
actually belongs to W 1,p0 (Ω) with
‖∇u‖Lp(Ω,Rn)  c‖f‖Lp(Ω,Rn), p > 1. (5.1)
The case p = 2 is classical as in Lemma 1.2 while the case 1 < p < 2 is recovered by a duality,
and so from now on we suppose that p is a fixed constant with p > 2. In this section we also
employ the letter c to denote a universal constant depending usually on n, γ , λ and the geometric
structure on ∂Ω .
Let us first turn our attention to interior W 1,p-estimates. For the sake of simplicity let us
assume Q6 ⊂ Ω and consider the following limiting equation with xn-dependent coefficients
AB ′ = AB ′ (xn).6 6
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which means, as usual,
∫
Q4
AB ′6∇v · ∇ϕ dx = 0 (5.3)
for all ϕ ∈ H 10 (Q4). We start with interior W 1,∞-regularity for the limiting equation (5.2), which
was proved in the preceding section, see Lemma 4.7.
Lemma 5.1. Assume that A satisfies (1.2) and (1.3). Then for any weak solution v of (5.2), we
have
‖∇v‖2L∞(Q3)  c −
∫
Q4
|∇v|2 dx.
The following approximation lemma will be very useful.
Lemma 5.2. Given 0 < γ  λ < +∞, there exist universal constants c0, σ0 depending on γ , λ,
n so that for any A = {aij } with
γ |ξ |2  aij (x)ξiξj  λ|ξ |2 for any x ∈ Q6, for any ξ ∈Rn, (5.4)
and any weak solution u ∈ H 1(Q6) of
L1[u] = −div(A∇u) = div f
with
−
∫
Q6
|∇u|2 dx  1, −
∫
Q6
|f|2 dx  1, (5.5)
and any B = {bij } with
γ |ξ |2  bij (x)ξiξj  λ|ξ |2 for any x ∈ Q4, for any ξ ∈Rn, (5.6)
there exists a weak solution v ∈ H 1(Q4) of
L2[v] = −div(B∇v) = 0
such that
−
∫
Q4
∣∣∇(u− v)∣∣2 dx  c0
(
−
∫
Q6
|f|2 dx +
(
−
∫
Q6
|A−B|2 dx
)σ0)
. (5.7)
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{
L1[w] = 0 in Q6,
w = u on ∂Q6. (5.8)
Then it follows from standard L2-estimates that
−
∫
Q6
∣∣∇(u−w)∣∣2 dx  c −∫
Q6
|f|2 dx. (5.9)
Since Q5 is compactly embedded in Q6, we apply reverse Hölder’s inequality to (5.8) (see Chap-
ter 5 of [13]) and use (5.5) to find that
−
∫
Q5
|∇w|2+
0 dx  c (5.10)
for some small constant 
0 = 
0(γ,λ,n) > 0. Now let v ∈ H 1(Q5) be the weak solution of
{
L2[v] = 0 in Q4,
v = w on ∂Q4. (5.11)
Then it follows from (5.8) and (5.11) that
{
L2[v −w] = div
(
(B −A)∇w) in Q4,
v −w = 0 on ∂Q4.
(5.12)
Using Hölder’s inequality, (5.4), (5.6), (5.10) and (5.12), we can estimate, as follows
−
∫
Q4
∣∣∇(w − v)∣∣2 dx  c −∫
Q4
∣∣(A−B)∇w∣∣2 dx
 c
(
−
∫
Q4
|A−B| 4
0 +2 dx
) 
0
2+
0
 c
(
−
∫
Q6
|A−B|2 dx
) 
0
2+
0
for some small constant σ0 = 
02+
0 > 0. Finally, the estimate (5.7) follows from the above esti-
mate and (5.9). This finishes the proof. 
Based on Lemma 5.2 and our regularity assumptions on the coefficients matrix A, we have
the following property. This property will be necessary for the purpose of applying Lemma 3.4.
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 < 1 fixed, there exists a small
δ = δ(
) > 0 such that if u ∈ H 1(Ω) is a weak solution of
−div(A∇u) = div f
in Ω ⊃ Q11, with
−
∫
Q6
|A−AB ′6 |2 dx  δ2, (5.13)
and
B1 ∩
{
x ∈ Ω: M(|∇u|2) 1}∩ {x ∈ Ω: M(|f|2) δ2} = ∅, (5.14)
then we have
∣∣{x ∈ Ω: M(|∇u|2)>m2}∩B1∣∣< 
|B1|. (5.15)
Proof. The proof is similar to that of Lemma 3.7 in [3]. Here we sketch it for the purpose of
completeness since we allow A to be merely measurable, which is much weaker than A was
in [3].
We first take a point x1 ∈ B1 from the condition (5.14) so that
−
∫
Br(x1)
|∇u|2 dx  1 and −
∫
Br(x1)
|f|2 dx  δ2, ∀r > 0. (5.16)
We next observe that
B6 ⊂ Q6 ⊂ B1+6√2(x1) ⊂ B11 ⊂ Q11 ⊂ Ω.
Then (5.16) implies that
−
∫
Q6
|∇u|2 dx  2n, −
∫
Q6
|f|2 dx  2nδ2. (5.17)
Consider now the functions
u˜ = u√
2n
, f˜ = f√
2n
. (5.18)
Then we are under the hypotheses of Lemma 5.2, which says that there exists a weak solution
v˜ ∈ H 1(Q4) of
−div(AB ′6∇v˜) = 0 in Q4 (5.19)
such that
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∫
Q4
∣∣∇(u˜− v˜)∣∣2 dx  c( −∫
Q6
|f˜|2 dx +
(
−
∫
Q6
|A−AB ′6 |2 dx
)σ)
for some small universal constant σ > 0. But then (5.13) and (5.17)–(5.18) imply that
−
∫
Q4
∣∣∇(u˜− v˜)∣∣2 dx  c(δ2 + δσ ) cδσ . (5.20)
Now according to Lemma 5.1, (5.17)–(5.18), (5.19) and (5.20), we have that for some univer-
sal constant n0 > 0,
‖∇v˜‖2L∞(Q3)  n20. (5.21)
Then one can show that
{
x ∈ B1: M
(|∇u˜|2)> n21}⊂ {x ∈ B1: MQ4(∣∣∇(u˜− v˜)∣∣2)> n20}, (5.22)
for
n21 = max
{
4n20,2
n
}
. (5.23)
Now we write
m2 = 2nn21
and use (5.20)–(5.23) and (1,1) weak-type inequality, see (3.2) in Lemma 3.2, to deduce that
∣∣{x ∈ B1: M(|∇u|2)>m2}∣∣= ∣∣{x ∈ B1: M(|∇u˜|2)> n21}∣∣

∣∣{x ∈ B1: MQ4(∣∣∇(u˜− v˜)∣∣2)> n20}∣∣
< c
∫
Q4
∣∣∇(u˜− v˜)∣∣2 dx
 cδσ |Q4|
= 
|B1|,
by taking δ satisfying the last identity above. This completes the proof. 
Now we discuss the estimates up to the boundary. Based on our assumption that (Ω,L) is
(δ,R)-vanishing of codimension 1, we suppose
Q6 ∩ {xn > 12δ} ⊂ Ω6 = Q6 ∩Ω ⊂ Q+6 = Q6 ∩ {xn > 0} (5.24)
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−
∫
Ω6
|A−AB ′6 |2 dx  δ2. (5.25)
We next consider a normalized problem
{−div(A∇u) = div f in Ω6 = Q6 ∩Ω,
u = 0 on ∂wΩ6 = Q6 ∩ ∂Ω. (5.26)
As usual, a weak solution u ∈ H 1(Ω6) of (5.26) means that the zero extension u¯ from Ω6 to Q6
belongs to H 1(Q6) and
∫
Ω6
A∇u · ∇ϕ dx = −
∫
Ω6
f∇ϕ dx (5.27)
for all ϕ ∈ H 10 (Ω6). We will first show that a weak solution of the homogeneous problem of
(5.26) belongs to a higher Sobolev space than assumed a priori under the assumption that (Ω,L)
is (δ,R)-vanishing of codimension 1. To do this, we recall and record Proposition 1.1, p. 122,
in [13]. There is a slight difference between an n-cube there and an elliptic cylinder here, but we
still have the same conclusion.
Lemma 5.4. Let Q be an n-cube. Suppose
−
∫
Qρ(x0)
|g|q dx  c
(
−
∫
Q2ρ(x0)
|g|dx
)q
+ −
∫
Q2ρ(x0)
|f |q dx + θ −
∫
Q2ρ(x0)
|g|q dx (5.28)
for each x0 ∈ Q and each ρ < min{ 12 dist(x0, ∂Q),ρ0}, where ρ0, θ are constants with ρ0 > 0,
0  θ < 1. Then g ∈ Lploc(Q) for p ∈ [q, q + 
). Here c = c(q,n, θ) and 
 = 
(q,n, θ) are
positive constants.
Theorem 5.5. Let w ∈ H 1(Ω6) be a weak solution of
{−div(A∇w) = 0 in Ω6,
w = 0 on ∂wΩ6
with (5.24)–(5.25) and
−
∫
Ω6
|∇w|2 dx  1. (5.29)
Then |∇w| 2+
1  c for some small universal constant 
1 > 0.L (Ω5)
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Qr(x0) ⊂ Q6 with Q2r (x0) ⊂ Q6. Then we will assert that
−
∫
Qr(x0)
|∇w¯|2 dx  C
(
−
∫
Q 3r
2
(x0)
|∇w¯| 2nn+2 dx
) n+2
n
. (5.30)
We consider two cases, Q 3r
2
(x0) ⊂ Ω6 and Q 3r
2
(x0) ⊂ Ω6. We first consider the case
Q 3r
2
(x0) ⊂ Ω6. It follows from Cacciopoli inequality and Sobolev–Poincaré inequality that
−
∫
Qr(x0)
|∇w|2 dx  c 1
r2
−
∫
Q 3r
2
(x0)
|w −wQ 3r
2
(x0)|2 dx
 c
(
−
∫
Q 3r
2
(x0)
|∇w| 2nn+2 dx
) n+2
n
,
which shows (5.30) for the case Q 3r
2
(x0) ⊂ Ω6. For the case Q 3r
2
(x0) ⊂ Ω6, it follows from the
standard energy estimate that
−
∫
Qr(x0)∩Ω6
|∇w|2 dx  c 1
r2
−
∫
Qr(x0)∩Ω6
|w|2 dx. (5.31)
Now if Qr(x0) ⊂ Q6 \Ω6, then since w¯ is extended by zero from Ω6 to Q6, we see that
∫
Qr(x0)
|∇w¯|2 dx = 0,
and hence (5.30) is true. On the other hand, if Qr(x0) ⊂ Q6 \ Ω6, then there exists a boundary
point in Q 3r
2
(x0)∩ ∂wΩ6 such that
|Q2r (x0)∩ [Q6 \Ω6]|
|Q2r (x0)|  c0
for some universal constant c0 > 0 from the Reifenberg flatness condition. Thus, it follows from
the Poincaré inequality that
−
∫
Q2r (x0)
|w¯|2 dx  cr2
(
−
∫
Q2r (x0)
|∇w¯| 2nn+2 dx
) n+2
n
.
Then this estimate and (5.31) imply
2668 S.-S. Byun, L. Wang / Advances in Mathematics 225 (2010) 2648–2673−
∫
Qr(x0)
|∇w¯|2 dx  c
(
−
∫
Q2r (x0)
|∇w¯| 2nn+2 dx
) n+2
n
,
which shows (5.30) for the case Q 3r
2
(x0) ⊂ Ω6.
Now we take g = |∇w¯| 2nn+2 and q = n+2
n
in (5.28) in Lemma 5.4 and use the claim (5.30),
to obtain |∇w¯| 2nn+2 ∈ Ln+2n +
0(Q5) for some positive 
0 = 
0(n, γ,λ), which implies |∇w| ∈
L2+
1(Ω5) for some 
1 = 
1(n, γ,λ). Now the conclusion follows from (5.29). This completes
the proof. 
We need the following W 1,∞ regularity up to the flat boundary for the limiting problem cor-
responding to (5.26).
Lemma 5.6. Let V ∈ H 1(Q+6 ) be a weak solution of
{−div(AB ′6(xn)∇V )= 0 in Q+6 ,
V = 0 on T6 = Q6 ∩ {xn = 0}.
Then |V (x)| cxn for all x = (x′, xn) ∈ Q+5 and for some
c c0
√√√√√ −
∫
Q+6
|∇V |2 dx.
Proof. This follows from the trick of reflection and the interior Lipschitz estimate, see
Lemma 5.1. 
Lemma 5.7. Let w ∈ H 1(Ω6) be a weak solution of
{−div(AB ′6(xn)∇w)= 0 in Ω6,
w = 0 on ∂wΩ6
with (5.24)–(5.25) and
−
∫
Ω6
|∇w|2 dx  1. (5.32)
Then |w(x)| c|xn| for all x ∈ Ω5.
Proof. Let h ∈ H 1(Q+6 ) be the weak solution of
{−div(AB ′6(xn)∇h)= 0 in Q+6 ,
h = w¯+ on ∂Q+,6
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from (5.24) that h = 0 on T6. By the maximal principle, we find that h  w¯ and h  0 in Q+6 .
Additionally, we also see from (5.32) that
−
∫
Q+5
|∇h|2 dx  c.
Hence w¯(x) h(x) cxn for x ∈ Q+5 by Lemma 5.6. Similarly, one can show that −w¯(x) cxn
for x ∈ Q+5 by symmetry. This completes the proof. 
Now we are ready to prove the following approximation lemma near the boundary.
Lemma 5.8. For 0 < 
 < 1 fixed, there exists a small δ = δ(
) > 0 such that if u ∈ H 10 (Ω6) is a
weak solution of (5.26) with (5.24)–(5.25) and
−
∫
Ω6
|∇u|2 dx  1, −
∫
Ω6
|f|2 dx  δ2, (5.33)
then there exists a weak solution V ∈ H 1(Q+4 ) of
{−div(AB ′6(xn)∇V )= 0 in Q+4 ,
V = 0 on T4
such that
−
∫
Ω4
∣∣∇(u− V )∣∣2 dx  
2.
Proof. Let w ∈ H 1(Ω6) be a weak solution of
{−div(A∇w) = 0 in Ω6,
w = u on ∂Ω6.
Then we see from the standard L2-estimate and (5.33) that
−
∫
Ω6
∣∣∇(u−w)∣∣2 dx  c −∫
Ω6
|f|2 dx  cδ2. (5.34)
Now according to Theorem 5.5, we see that ∇w is in L2+
1(Ω5) with uniform bound for some
small universal constant 
1 > 0. We next let v ∈ H 1(Ω5) be the weak solution of
{−div(AB ′6(xn)∇v)= 0 in Ω5, (5.35)
v = w on ∂Ω5.
2670 S.-S. Byun, L. Wang / Advances in Mathematics 225 (2010) 2648–2673Then as we have seen in the proof of Lemma 5.2, we find that
−
∫
Ω5
∣∣∇(w − v)∣∣2 dx  c(δ2 + δ 2
12+
1 ). (5.36)
Now we select a smooth cut-off function φ = φ(xn), xn  0, such that
φ = 1 if xn  13δ, φ = 0 if xn  12δ,
∣∣φ′∣∣ 2
δ
. (5.37)
Recalling the definition of ∂wΩ5 in (5.26), we observe that v = w = u = 0 on ∂wΩ5. So in view
of Lemma 5.7,
∣∣v(x)∣∣ c|xn|, ∀x ∈ Ω5. (5.38)
We also recall from Theorem 5.5 that for some universal constant 
1 > 0,
−
∫
Ω4
|∇v|2+
1 dx  c. (5.39)
We next recall (5.35) and (5.37) to compute in the weak sense on Ω5, as follows
−∂i
(
aij B ′6∂j (φv)
)= −∂i(aij B ′6(∂jφv + φ∂jv))
= −∂i
(
φ′ainB ′6v
)− ∂i((φ − 1)aij B ′6∂j v) (5.40)
= −∂ifi − ∂igi,
where
fi(x) = φ′(xn)ainB ′6(xn)v(x), gi(x) =
(
φ(xn)− 1
)
aij B ′6(xn)∂j v(x). (5.41)
Then it follows from (5.24), (5.37), (5.38) and (5.41) that
∫
Ω4
|fi |2 dx  c
∫
{0<xn<13δ}∩Q4
(
1
δ
|xn|
)2
dx  cδ. (5.42)
It also follows from (5.24), (5.37), (5.39), (5.41) and Hölder’s inequality that∫
Ω4
|gi |2 dx  c
∫
{0<xn<13δ}∩Q4
|∇v|2 dx  cδ

1
2+
1 . (5.43)
Now we let V ∈ H 1(Q+4 ) be the weak solution of{−∂i(aij B ′6(xn)∂jV )= 0 in Q+4 ,
V = φv on ∂Q+. (5.44)4
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−
∫
Ω4
∣∣∇(v − V )∣∣2 dx  c(δ + δ 
12+
1 ). (5.45)
Therefore, it follows from (5.34), (5.36) and (5.45) that
−
∫
Ω4
∣∣∇(u− V )∣∣2 dx  cδ 
12+
1 , (5.46)
since we may assume 
0 and δ > 0 are sufficiently small. Now the conclusion directly comes
from this estimate (5.46) and by taking δ > 0 so that
cδ

1
2+
1 = 
2.
This completes the proof. 
With making use of Lemma 5.8 and in the same spirit as in Lemma 5.3 one can show the
following property near the boundary.
Lemma 5.9. There is a universal constant m> 1 so that for 0 < 
 < 1 fixed, there exists a small
δ = δ(
) > 0 such that if u ∈ H 10 (Ω) is a weak solution of (1.1) with (5.24)–(5.25) and
B1 ∩
{
x ∈ Ω: M(|∇u|2) 1}∩ {x ∈ Ω: M(|f|2) δ2} = ∅,
then we have
∣∣{x ∈ Ω: M(|∇u|2)>m2}∩B1∣∣< 
|B1|.
Now we are well prepared to prove the main result, Theorem 2.2. The proof is similar to that
in [3–5] using the Vitali type covering lemma, see Lemma 3.4, maximal function operator, see
Lemma 3.2, and classical measure theory, see Lemma 3.3. Here we just sketch the proof for the
sake of completeness.
Proof of Theorem 2.2. We first take fix 
 > 0 and take δ and m as given in Lemma 5.3 and
Lemma 5.9. We then let u ∈ H 10 (Ω) be a weak solution (1.1) under the assumptions as in Theo-
rem 2.2. To apply Lemma 3.4, we write
C = {x ∈ Ω: M(|∇u|2)>m2}
and
D = {x ∈ Ω: M(|∇u|2)> 1}∪ {x ∈ Ω: M(|f|2)> δ2}.
Clearly, C ⊂ D ⊂ Ω and |C| < 
|B1| by a proper normalization of the problem (1.1). With a right
scaling version of the properties as were established in Lemma 5.3 and Lemma 5.9, the condition
2672 S.-S. Byun, L. Wang / Advances in Mathematics 225 (2010) 2648–2673(3.4) in Lemma 3.4 can be directly claimed by an argument by contradiction, see Lemma 4.9
in [3]. As a consequence of Lemma 3.4 and its iteration argument, we have the power decay of
the distribution functions of maximal functionM(|∇u|2), as follows
∣∣{x ∈ Ω: M(|∇u|2)>m2k}∣∣ 
k1 ∣∣{x ∈ Ω: M(|∇u|2)> 1}∣∣
+
k∑
i=1

i1
∣∣{x ∈ Ω: M(|f|2)> δ2m2(k−i)}∣∣,
where 
1 = [10/(1 − δ)]n
. Thus using (3.1) in Lemma 3.2 and Lemma 3.3 we deduce
‖∇u‖pLp(Ω,Rn)  c
(
|Ω| +
∞∑
k=1
mpk
∣∣{x ∈ Ω: M(|∇u|2)>m2k}∣∣
)
 c
(
|Ω| +
∞∑
k=1
(
mp
1
)k(1 + ‖f‖p
Lp(Ω,Rn)
))
.
Now the proof is completed by selecting δ so small that mp
1 < 1. 
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