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Abstract 
Karaoke singing is an enjoyable pastime around the world. But the lyric sub-
titles in music videos must be aligned manually. Thus, the objective of this 
work is to find time alignments of Cantonese lyrics sentence by sentence to the 
recording automatically in order to reduce the labor work. 
We proposed a system to solve the problem. In the system, a vocal sig-
nal enhancement algorithm is proposed to extract the vocal signal from the 
CD recordings in order to detect the onsets of the singing characters more 
accurately. Also, the proposed lyric features are designed specifically for the 
Cantonese lyric alignment problem. Then we use a dynamic time warping 
algorithm to align the lyrics by using those features. 
Thorough evaluations were carried out on each part of the proposed system. 
Results show that the vocal signal enhancement algorithm is better than the 
center channel extractor of a commercial available product Adobe®Audition. 
Onset detection has great sensitivity. The performance of the singing voice 
detection is satisfactory (about 80% accuracy), so the non-vocal onsets are 
effectively pruned. The proposed features (time distance and relative pitch 
features) are quite useful to solve the problem. The dynamic time warping 
algorithm is very robust for the alignment problem. Finally, the system was 
evaluated with 70 twenty-second music segments. The system aligns correctly 








種歌唱聲信號增強(Vocal Signal Enhancement)的演算法，這個演算法可 
以從流行音樂中提取近似原歌唱聲的信號，以至於在偵測歌唱事件發生 
時間方面更爲準確；我們也設計了一些專爲解決廣東話歌詞對準問題的 
特徵，從而利用動態時間扭曲(Dynamic Time Warping)演算法去解決歌詞 




外，歌唱聲偵查(Singing Voice Detection)的表現也令人滿意（大約80%的 
準確性）以至於能夠刪減那些非歌唱聲的事件發生時間；我們所提出的 
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Listening to popular music is an enjoyable pastime for many people around 
the world. The needs for various tools to manage popular music recordings 
such as song databases, content searching, copyright management and even 
lyric displaying are in increasing demand. For example, karaoke and music 
videos are some of the commercial products of the music industry, however, 
the lyric subtitles in those media are still manually entered and aligned. The 
effort of manually aligning the lyrics on the accurate timings is quite expensive, 
thus the aim of this work is to align the lyric subtitles automatically on the 
Cantonese popular music to lower the labor cost. 
To align the lyrics on the accurate timings, the singing parts of the popular 
music need to be detected first. The singing part of the commercial popular 
music defines as vocal segment. It consists of the singing voice and other mu-
sical instruments such as guitar, keyboard and bass guitar. The non-vocal 
segment defines that the segment consists musical instruments only. Since the 
vocal segment consists of both singing voice and musical instruments, it is 
rather hard to determine whether the segment is vocal or not. Furthermore, 
the traditional automatic speech recognition system cannot be applied directly 
because the "background noise" from musical instruments is relatively tremen-
dous high and the behaviour of singing is very different from that of speech, for 
example the voiced/unvoiced ratio [24] is increased significantly from speech to 
1 
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singing and the pace of singing is not steady. Therefore, processing commercial 
popular music signals is really a challenging task. 
Given the CD recording of the commercial product and the Cantonese 
lyrics of the corresponding song, our proposed system aligns the lyrics of each 
sentence for a section. A sentence ^ defines one input line of the Cantonese 
lyrics as shown in figure 1.1. Wang et al. [40] defines the five different structural 
elements of the popular music as sections: 
Intro (I) is the opening part that leads to a verse section 
Verse ( V ) is the singing part that leads to a chorus section 
Chorus(C) is the main theme of the singing part that is repeated more than 
other sections. 
Bridge (B) is a short section of music to modulate a different key or introduce 
a new chord progression 
Outro(O) is a section which brings to the end of the song 
Typically, a section consists 4-10 sentences. In other words, our system 
finds the start time and the end time of each lyric sentence. Since our sys-
tem is designed to operate at the commercial popular music rather than the 
synthesized audio or pure singing audio signals, our proposed system is highly 
practical. 
The flow of our system is described as follows: 
1. Our proposed vocal signal enhancement algorithm is used to enhance the 
recording to be similar to the pure vocal signal (the signal just has the 
singing voice). 
2. the start times/onsets of the singing characters are detected by a onset 
detection method. 
^ "line" in [40]=sentence in this thesis 
Chapter 1 Introduction 3 
I 離(hei4)不(batl)開(hoil)灰(fUil)色(sikl)的(dikl) 都 ( d o u l ) 市 ( s i 5 ) 中 ( z m i ^ 
cannot leave gray(ly) city area 
人(jan4)沉(cam4)迷(mai4)藍(laam4)調(diu6)的(dikl)晚(maan5)空(hungl) 
human addict blues(ly) night sky 
無(mou4)知(zi 1)的(dikl)聲(singl)音(jaml)飄(piul)滿(mun5)風(fungi) 
ignorance sound float in the wind 
如( jyu4)平(ping4)衡(hang4) 麻(maa4)木(muk6)的(dikl)冷(丨aangS)冬(dungl) 
like balance numb cold winter 
Figure 1.1: An example of the Cantonese lyrics in one section (Verse). A sen-
tence defines as one input line (the rectangle box). The pronunciation, denoted 
by the transcription system of Linguistic Society of Hong Kong (LSHK) [29], 
is in the bracket next to each Chinese character. The meanings of the words 
are below each Cantonese line. 
3. the non-vocal onsets are pruned by a singing voice detection classifier 
which classifies an onset whether is vocal or not. 
4. The proposed features are extracted from the lyrics and the audio signal. 
The features extracted from the lyrics call lyric features while the features 
extracted from the audio signal call signal features. 
5. The start time and the end time of each lyric sentence are obtained by 
the dynamic time warping algorithm which is a popular alignment algo-
rithm to align an input sequence to a reference sequence. The reference 
sequence in our system is the lyric features while the input sequence in 
our system is the signal features. 
After applying the Cantonese lyrics and the song to our system, the start 
time and the end time of each lyric sentence are found. So the lyrics subtitles 
can be generated automatically on the music videos. 
A list of contributions of this work is described as follows: 
• we proposed a vocal signal enhancement algorithm to extract the vocal 
signal from the CD recordings. 
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• we proposed lyric features which are specifically designed for the ad-
dressed problem. 
• we integrated and modified some existing techniques such as onset detec-
tion, singing voice detection, pitch detection and dynamic time warping 
algorithm to tackle the addressed problem effectively. 
• we implemented a system to align the Cantonese lyrics on popular music. 
• we evaluated the individual parts of the system thoroughly in order to 
tune the system finely. 
• the overall performance of the system was satisfactory (about 80% accu-
racy). 
The thesis is organized as follows. In chapter 2, a literature review on 
the addressed problem and some related systems are presented. In chapter 3， 
the background of our research is discussed first. That includes the industrial 
audio mixing practices and Cantonese lyric writer practices which devise the 
techniques to solve the problem. Next, it gives an overview of our proposed 
system whereas chapter 4 to chapter 8 show the details of the system. In 
chapter 4，the vocal signal enhancement is proposed to extract the vocal signal 
from the CD recordings. Chapter 5 describes the onset detection method in 
detail to find the start times of the singing characters. In chapter 6，the singing 
voice detection system is introduced to prune the non-vocal onsets. The lyric 
features including time distances and relative pitch features are introduced in 
chapter 7 in order to apply the features to the time alignment module which 
is described in chapter 8 for aligning the lyrics. Finally, a conclusion is given 
in chapter 9. 
Chapter 2 
Literature Review 
Before a system called LyricAlly [40]，there was no closely related system on the 
lyric alignment problem. Wang et al. proposed "LyricAlly" to align the textual 
lyrics on the musical signals for a specific structure of the western popular 
music. On the other hand, various systems were proposed to operate on the 
popular music recently such as singing voice detection system and singing 
transcription system. The singing voice detection system is also related to our 
work because the non-vocal pruning module of our system is made use of the 
singing voice detection methods to prune the non-vocal onsets. And also, our 
proposed system recognizes the pitches to extract the lyric features for lyric 
alignment, thus transcribing the pitches of the singing voice from the audio is 
important. 
2.1 LyricAlly 
LyricAlly [40] makes use of top-down and bottom-up approaches to align the 
textual lyrics. For the top-down approach, LyricAlly finds the beat of the 
music in the measure and bar level and searches the rough starting point and 
ending point of each section. Wang et al. defines the five different structural 
elements of the popular music as sections, they are Intro(I), Verse(V), Cho-
rus(C), Bridge(B) and Outro(O). LyricAlly also extracts the textual section 
5 
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from the lyrics. For the bottom-up direction, Lyric Ally detects the presence of 
vocals in the song by using the singing voice detection technique and computes 
the estimated duration of each line of the lyrics by analyzing the duration of 
each phoneme. Lastly, LyricAlly combines all the information to align each 
line of the lyrics on the song by grouping or partitioning the detected vocal 
segments to match the estimated duration of each line. The current version 
of LyricAlly is limited to the songs with a specific structure "V-C-V-C-B-0" 
which covers 40% of the popular music by observation, and, the section and 
vocal detectors are not yet good enough to tackle real life popular music. They 
tried to analyze the bottleneck of the system. Failure of the rhythm tracker 
causes the rounding error to the nearest bar. Failure of the section detector 
affects the estimation of the starting point of each section. Failure of the vocal 
detector mismatches both the starting point and duration of the line. Failure 
of the textual duration estimation of each line degrades the performance of the 
duration estimation. Furthermore, they tried to rank the importance of the 
modules and weight the starting point estimation five times more important 
than the duration estimation. Result shows that the ranking depends on the 
section detection, the vocal detection, the textual processing and the rhythm 
tracking in decreasing order of criticality. 
2.2 Singing Voice Detection 
The related work of speech/music discrimination [42] [8] and singing voice 
detection [4] [26] [23] [28] has been proposed. In speech/music discrimination, 
Williams and Ellis [42] proposed to use posterior probability features (PPF) 
to distinguish the music and speech signal. However, the input waves of the 
system are pre-segmented either for music or speech and the task of the sys-
tem is to decide whether the segment is music or speech. In [8], Chou and 
Gu used harmonic coefficients, 4Hz modulation energy, delta MFCC and delta 
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log energy with GMM-based classifier to detect singing voice and discriminate 
speech and music. In the work of Adam and Ellis [4], they tried to estimate 
the music and the vocal segments for the popular music by using PPF with 
GMM-based classifier. Namunu et al. [26] proposed twice-iterated composite 
Fourier transform (TICFT) to detect the singing voice. Tat-Wan et al. [23 
make use of the perceptual linear predictive coding (PLP) and the generalized 
likelihood ratio (GLR) distance to detect the singing voice boundaries, ICA-
FX to reduce the dimension of the features and Support Vector Machine to 
classify whether the segment is vocal or not. In [28], Tin et al. proposed to 
use the combination of harmonic content attenuation log frequency power co-
efficients (HA-LFPC) with HMM to do the classification. The system assumes 
that the key of the song is known. 
The onset detection method in our proposed system introduces some non-
vocal onsets which is due to the fact that some lead musical instruments still 
remain in the estimated vocal signal. So, the singing voice detection is intro-
duced in chapter 6 to prune the non-vocal onsets. 
2.3 Singing Transcription System 
In [9], Clarisse et al. performed a series of experiments to identify the problems 
of using the state-of-the-art transcription systems and proposed to use an 
auditory model based pitch detector called AMPEX (Auditory Model based 
Pitch Extractor) to transcribe the singing voice. Experiments show that the 
systems perform better for the singing voice without lyrics rather than with 
lyrics. Another work, in [34], Matti and Klapuri use the YIN algorithm to 
extract the pitches and voicing and the HMM to model the note events (note 
transient, sustain and silence) and musicological model to track pitches of the 
singing. Note that in both systems, the transcribed audio is a pure singing 
voice signal for query-by-humming (QBH) system to search and retrieve the 
Chapter 2 Literature Review 8 
music from the database, thus they cannot be applied directly on the real-life 
popular music. 
The difficulty on transcribing the singing voice from the popular music 
is the complexity of the song which includes many voices such as the singing 
voice, the guitar and the drum. In this work, a study on comparing three pitch 
detection algorithms for transcribing the singing voice is discussed in chapter 
7. Fortunately, dynamic time warping algorithm is robust enough to eliminate 
the accuracies problem of the pitch detection algorithm. 
Singing transcription system is one of the systems in Music Information 
Retrieval (MIR). MIR is a multidisciplinary research topic. Researchers de-
velop content searching schemes, user interfaces and even network protocols to 
make anyone to access the vast store of music pieces. There are many different 
kinds of systems such as Query-by-Humming system [15] and Query-by-Note 
system [11]. For the alternative usage of our proposed system, people can use 
one lyric sentence to retrieve a music segment in the music database. 
Chapter 3 
Background and System 
Overview 
3.1 Background 
Given the CD recording and the Cantonese lyrics, our proposed system aligns 
the lyrics of each sentence, in other words, our system finds the start time and 
the end time of each lyric sentence (figure 3.1). Two major foundations for our 
work are the audio mixing practice of the music industry and the underling 
rules of Cantonese lyric writing. 
Lyrics CD Recordings 
一二三四-—I!!!!fi9!!!!!l! 
五六七八九 N M N t M i l l M 
Automatic Lyrics 
Alignment System 
Figure 3.1: Automatic lyric alignment system: problem definition block dia-
gram. The system aligns two sentences “一二三四” and “五六七 / V九” on 
the given CD recordings. 
9 
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3.1.1 Audio Mixing Practices of the popular music in-
dustry 
In practices of the popular music industry, the singing voice and the musical 
instruments are recorded separately into different tracks. Then, the music 
mixer adds different tracks together to become the final product. We call 
this action as mixing. The industry has a common practice to mix the vocal 
track and some leading musical instrument tracks at the center position. “ The 
center is obvious in that the most prominent music element (usually the lead 
vocal) is panned there, as well as the kick drum, bass guitar and even the snare 
drum:' [30] Mixing the track at the center position means that the signal is 
exactly the same for the left and right channels. Typically, there are only two 
channels in audio CD. Figure 3.2 shows an example of the recording setting. 
The singing voice and the drum signals are mixed at the center (Sc ⑴）while 
the guitar and the violin are mixed at non-center ( S g ’ ; � and s ^ , � ) . T h e left 
channel si(t) and the right channel Sr{t) signals are defined as the following: 
si{t) = Sc{t) + Sc^i{t) (3.1) 
and 
Sr{t) = Sc(t) + Sa,r(t) (3.2) 
where t is the time variable, Sc{t) is the center signal, Sc,i(t) and S g , � are the 
left channel and the right channel of non-center signal respectively. 
So, we perceive the signal Sc(t) at the center while Sc,i{t) and S g , � are not 
at the center. Typically, the singing voice belongs to the center signal Sc{t). 
Figure 3.3 shows an example of mixing guitar rhythm and vocal tracks. The 
guitar rhythm was recorded in stereo (have two different channels) and the 
vocal was recorded in mono. Then the guitar rhythm and the vocal are mixed 
to get the final recording. 
Based on the above practices, the vocal signal enhancement algorithm is 
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Sc.i� Sc(t) So(t) Se,r(t) 
# # 
Figure 3.2: Recording setting example: the singing voice and the drum signals 
are at the center while the guitar and the violin are the non-center signal 
proposed in chapter 4. The algorithm is to enhance the vocal part of the 
recording. 
Guitar rhythm Vocal Mxod 
" 。 “ " " + - |鋪應 | — " S I B • 一 ） 
r(0 MMMMMHI " '曙 - , ^ i n m n n i i 
Figure 3.3: Mixing of the guitar rhythm and vocal diagram, the guitar rhythm 
is the non-center signals {Sci{t) and s石�⑴）and the vocal is the center signal 
(Sait)) ‘ ‘ 
3.1.2 Cantonese lyric writer practice 
Another foundation is the Cantonese lyric writer practice. To understand the 
practice, it is necessary to know more about the characteristics of Cantonese. 
Cantonese is a tonal language. “ Tone is the use of pitch in language to dis-
tinguish words. All languages use intonation to express emphasis, emotion, 
or other such nuances, but not every language uses tone to distinguish mean-
ing. When this occurs, tones are equally important and essential as phonemes 
(discrete speech sounds, for example, /t/, or /d/), and they are referred to 
as tonemes. Languages that make use of tonemes are called tonal languages.” 
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41] There are nine different tones in Cantonese, for examples,三（saaml)i 
九 (gau 2 ) 2 四 ( s e i 3尸零 ( l i n g 4 ) 4 五(ngS)5 二 (肿广七 ( c a t l ) ? (baat3)« 
六（luk6)9，but there are only six relative pitches. The tone is denoted by 
the number in the transcription system of Linguistic Society of Hong Kong 
(LSHK) [29] e.g. 1 for "saaml". In [7], Marjorie summarized the permissible 
tonal pairing between the tones and the pitch as table 3.1. 
"Pi^h Tone number (LSHK) 
"ii igh rr2 
Mid 3，5 
Low 
Table 3.1: The permissible tonal pairing between the pitch and the tone. The 
high level pitch (highest pitch) matches the tone 1 and 2 of the Cantonese. 
The mid level pitch matches the tone 3 and 5. The low level pitch (lowest 
pitch) matches the tone 4 and 6. 
In [7], Marjorie shows that the Cantonese lyric writers write the lyrics to 
match the relative pitches of the song melody. For example, assuming the 
melody is "MI" "RE" in which the pitch of "MI" is higher than that of "RE", 
the Cantonese lyric writer can write “四(sei3) 二 (ji6)" because it follows the 
relative pitches of "MI" "RE" (the pitch of “四（sei3)” is higher than that of “二 
(ji6)"), but the lyrics sound like “醫(jil)io 四（sei3)” which has totally different 
meaning if the lyric writer write “二 (ji6)四(sei3)". Therefore, we made use 
of this characteristics as one of the lyric features (described in chapter 7) to 
align (introduced in chapter 8) the lyrics to the song. 
1 三:saaml; meaning: three 
2九:gau2; meaning: nine 
3四:sei3; meaning: four 
4零:ling4; meaning: zero 
5五:ng5; meaning: five 
6二:ji6; meaning: two 
7七:catl; meaning: seven 
8八:baat3; meaning: eight 
9六 :luk6; meaning: six 
醫:jil ; meaning: cure; heal; treat (disease) 
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On both practices, our proposed system enhances the vocal part of the 
original signal (chapter 4), finds the onsets of the singing events (chapter 5), 
prunes the non-vocal onsets (chapter 6), extracts the lyric features (chapter 7) 
and aligns the lyrics to the music (chapter 8). 
3.2 System Overview 
I 
Stereo Signals 
Vocal Signal Enhancement 
n 





• Non-Vocal Pruning 
P i P i i r l Pruned onset times 如木的吻冬 i 
毚S霍套 L y r i c s ~ • Lyrics Feature Extraction 一 
1 1 1 I 
R n f W ^ f f l Lyrics Features Signal Features la.^ iS^ jtW I I 
Dynamic Time Warping 
I 
Alignment Result 
Figure 3.4: The block diagram of our proposed system, it consists of five 
modules such as vocal signal enhancement, onset detection, non-vocal pruning, 
lyric feature extraction and dynamic time warping 
Figure 3.4 shows the block diagram of our proposed system. The proposed 
system is divided into four parts. They are preprocessing, event detections, 
feature extraction and time alignment. In the preprocessing step, the system 
enhances the original vocal signal to suppress the sounds of musical instruments 
by the fact that the vocal track is mixed at the center position (described in 
section 3.1.1). Next, the onset detection and the non-vocal pruning module 
are used to detect the start time of the events. The onset detection detects 
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the potential singing events but some of these potential singing events are not 
singing events so the non-vocal pruning module prunes the non-vocal events 
from the potential singing events. Many different features in the literature of 
the audio processing and the neural networks are used to classify each frame 
whether it is vocal or not. Then, the lyric feature extraction is used to find 
the time distance features and the relative pitch features of the input signal 
and the lyrics. The features extracted from the textual lyrics are the lyric 
features whereas the features extracted from the input signal are the signal 
features. The relative pitch features of the signal features can be obtained by 
three pitch detection algorithms such as the autocorrelation method [33], the 
Matti's algorithm [20] and the YIN algorithm [10] . Lastly, the signal features 
and the lyric features are applied on the dynamic time warping algorithm to 
align the lyric sentence by sentence. The dynamic time warping algorithm 
is a very famous method for aligning the syllables in the automatic speech 
recognition systems [35] [1 . 
Chapter 4 






Estimated Non-center Signal 
Center Estimation 
I 
Estimated Center Signal 
Bass and Drum Reduction 
Estimated Vocal Signal ； 
Figure 4.1: Vocal signal enhancement block diagram. The algorithm is divided 
into three parts, they are non-center estimation, center estimation and bass 
and drum reduction. 
As mentioned on section 3.1.1, the singing voice and other musical instru-
ments are recorded separately into different tracks. Then the song is mixed. 
One of the mixing practices in popular music industry is to mix the singing 
voice at the center position. By using this fact, a new method was proposed 
to enhance the vocal signal from the stereo recordings. Figure 4.1 shows the 
overall idea of enhancing the vocal signal. The "non-center estimation" and 
15 
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"center estimation" were used to extract the center-padded signal. The "bass 
and drum reduction" was used to enhance the vocal signal by reducing other 
center-padded musical instrument signals. 
4.1.1 Non-center Signal Estimation 
For the stereo signal, the left channel si{t) and the right channel Sr{t) signals 
have been defined as equation 3.1 and equation 3.2 in section 3.1.1 respectively: 
= + (4.1) 
and 
= + (4.2) 
where t is the time variable, Sc{t) is the center signal, Sc^i{t) and S g , � 
Mt) n 
• M” 
Figure 4.2: Non-center signal estimation block diagram. The output is simply 
the left channel subtracted by the right channel in time domain. 
Then by simple subtraction shown in figure 4.2，the estimated non-center 
signal Sc{t) is obtained: 
hit) = Sl{t) - Sr{t) = Sa,l{t) + (ScAt)) (4.3) 
Obviously, the center signal Sc{t) is eliminated by simple subtraction. In 
fact, it is a common method in many commercial software and hardware such 
as Goldwave[18] to obtain the reduce vocal channel for a simple karaoke system. 
Figure 4.3 shows the stereo signal (left and right channels) and the estimated 
non-center signal. 
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Figure 4.3: The graph shows (a) the left channel, (b) the right channel and 
(c) the estimated non-center signal 
4.1.2 Center Signal Estimation 
No matter doing any number of the additions and subtractions on the original 
signals si{t) and Sr{t) in the time domain, we cannot obtain the center sig-
nal Sc{t). Thus, non-linear spectral subtraction (NLSS) [39] is introduced to 
extract the center signal. The subtraction of the NLSS is operated in the mag-
nitude spectrum domain. In the literature, NLSS is used to reduce the noise 
for speech recognition [6] by subtracting the magnitude spectrum of the signal 
from the average magnitude spectrum of the signal. In this work, we used 
the concept of the NLSS in which the subtraction is done in the magnitude 
spectrum domain. For extracting the center signal, the system subtracts the 
magnitude spectrum of the original signal s{t) from the magnitude spectrum 
of the estimated non-center which is obtained in the previous section (section 
4.1.1). 
Figure 4.4 shows the flow of center signal estimation. The upper-left signal 
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Figure 4.4: Center signal estimation block diagram. The algorithm computes 
the sum of the spectral magnitudes of the left and the right channels first. 
Then the half of the summed magnitudes is subtracted by the -0 .5 times the 
spectral magnitude of the non-center signal. 
of figure 4.4 is the estimated non-center signal discussed in the previous section. 
And the lower part is the sum of two channels in frequency domain. 
By applying Fourier transform 莎 on the non-center signal (Equation 4.3) 
and the both channels of original signal, we get 
^ { m } = S,{w) = S,八 w) + {-S,,rH) (4.4) 
？ 
^ { S / W } = Si{w) = Sc{w) + Sc,i{w) (4.5) 
and 
^{Sr{t)} = Sr(w) = Sc{w) + S,,l(w) (4.6) 
where w is the frequency variable, Sc{w) is the spectrum of estimated non-
center signal, Si{w) and Sr(w) are the spectrums of the left and right channels 
respectively. 
Then by taking the absolute and approximation of both sides of Equation 
4.4, 4.5 and 4.6, become 
I勾⑷I 叫 + (4.7) 




丨+ 1 氏 ( 4 . 9 ) 
where is the magnitude spectrum of estimated non-center signal, 
and are the magnitude spectrums of left and right channels respectively. 
Next, we mix the spectrums of left and right channels as the following: 
I^MI = + {\s,,i{w)\ + (4.10) 
where is the magnitude spectrum of mixed signal. 
By the method of spectral subtraction, the estimated modulus of the center 
signal can be obtained by subtracting the mixed signal from the estimated non-
center signal in frequency domain: 
\Sc{w)\ =i|5H|-i|5aH| 
~ + \s-c,i{w)\ + - 1 ( 1 如 M l + \S,,rH\) 
= l ^ c H I 
(4.11) 
where is the magnitude spectrum of the estimated center signal. 
Then by applying the inverse Fourier transform with magnitude 
and original phase of the signal, we can obtain the estimated center signal 
Sc{t). 
Figure 4.5 shows the spectrogram of original, estimated non-center and 
estimated center signals. The figure shows that the content of the non-center 
signal has been eliminated from that of the original signal, thus, the estimated 
center signal is obtained. 
Chapter 4 Vocal Signal Enhancement 20 
dB 
(a) Original signal ^ 
J I 
0 5 10 15 20 g . 3 0 
(b) Estimated non-center 
g …4� 
I 2000 I - 5 0 
0 5 10 15 20 
-70 
(c) Estimated center 
0 5 10 15 20 
time(s) 
Figure 4.5: Demonstration of the spectrograms of (a) the original signal, (b) 
the estimated non-center signal and (c) the estimated center signal (spectro-
gram window 50ms and 88% overlap) 
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4.1.3 Bass and drum reduction 
In pop music, besides the vocal, the center signal Sc{t) consists of some other 
lead musical instruments such as the bass guitar and drum. These two instru-
ments usually are more the less stationary in a short period in the frequency 
domain while the vocal part is not. 
Therefore, we segment Sc(t) into N segments with period T. Within each 
segment i (typically 2s), the average spectrum )l can be computed by 
averaging the frequency components in that segment. Finally, we apply the 
method of spectral subtraction again to each segment i which is subtracted 
by the average spectrum |5i(i(;)|. Lastly, a highpass filter is used to filter the 
frequency components of the bass guitar. Then we obtain the estimated vocal 
signal Sy{t). 
Figure 4.6 shows the processes of bass and drum reduction. Obviously, the 
estimated vocal signal has a clearer spectrogram and some stationary compo-
nents (some horizontal straight stripes) are reduced. 
4.2 Experimental Results 
4.2.1 Experimental Setup 
To find the performance of our proposed vocal enhancement algorithm, 2 songs 
(4.1) were used to perform the experiments. The songs are Paradise and Fight 
for 20years. The album, artist, tempo and the duration of both songs are 
shown in table 4.1. Both songs are Cantonese songs. There were four tracks 
such as rhythm guitar, bass guitar, drum and vocal in each song. The rhythm 
guitar track was recorded as stereo and others were mono. Then we mixed the 
four tracks according to the procedure in section 3.1.1, i.e. the bass guitar, 
drum and vocal were mixed as the center signal and the rhythm guitar was 
not at the center (figure 4.7). All the four tracks of Fight for 20 years were 
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Figure 4.6: Demonstration of the spectrograms of (a) the estimated center 
signal, (b) the signal subtracted by the average spectrum and (c) the signal 
highpass filtered (spectrogram window 50ms and 88% overlap) 
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synthesized by the computer ( N V I D I A � D L S Synthesizer). All the tracks of 
Paradise except the drum were recorded by the microphone. Then the songs 
were applied on our proposed algorithm to extract the estimated vocal sig-
nal and on the center channel extractor of software Adobe�Audition [3] for 
comparison. The center channel extractor of Audition is used to extract the 
vocal/instrument but the company does not give the details of the algorithm. 
So, we would like to compare the proposed algorithm and commercial algo-
rithm. 
Song Paradise Fight for 20 years 
Album Second Floor(1992) Together(2003)^ 
Artist Beyond Beyond 
Tempo (bpm) 88 72 
Duration (mins: s ecs) 4:16 4:58 
Drum Track Synthesized Synthesized 
Vocal Track Recorded Synthesized 
Guitar Track Recorded Synthesized 
Bass Track Recorded Synthesized 
Table 4.1: Songs used in the vocal enhancement experiment. All parts except 
the drum track of song Paradise are recorded by microphone while all parts 
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Figure 4.7: Mixing of the guitar, bass, drum and vocal tracks diagram 
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4.2.2 Results and Discussion 
The vocal enhancement algorithm was applied on the songs {Fight for 20 years 
and Paradise) with window size 125ms and 88% overlapping window and the 
center channel extractor of Audition was also applied on the songs with all 
default parameters. 
The metric for evaluating the difference between a pure vocal signal Syit) 
and a given signal St{t) is to compute the absolute magnitude spectral differ-
ence between Sy[t) and St{t) normalized by the total magnitude spectral values 
of the pure vocal signal Sy{t) as follows: 
= (4.12) 
where Sv{w, t') is the short time Fourier transform of Sy{t) and Sy{t) is the 
pure vocal signal. 
St{w,t') = ^ { s t { t ) ] (4.13) 
where St�w, t') is the short time Fourier transform of St{t) and St{t) is the given 
signal for comparison. 
pvocal _ \ C4 14) 
where 五幻® i s the vocal estimated error, mean{.) is the average function, |.| is 
the absolute value function, is the magnitude spectrum of St(w,t') 
and |S"t;(u»，is the magnitude spectrum of the pure vocal signal Sv{w, t'). 
Table 4.2 shows the vocal estimated errors for Paradise and Fight for 20 
years. The signal before enhancement (s(t)), the center signal extracted by 
Adobe®Audition (Audition center signal) and the center signal extracted by 
the proposed vocal signal enhancement algorithm (VSEA center signal) were 
the signals St(t) for the evaluation. The vocal estimated errors of Paradise were 
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Song E”�cal of E 職 o f E 霞 o f 
the signal the center signal the center signal 
before extracted by extracted by 
enhancement A d o b e ® Audition proposed algorithm 
Fight for 20 years Im ^ L^ 
Paradise 2399.60 1032.50 177.81 
Table 4.2: Vocal estimated errors of the signal before enhancement, the center 
signal extracted by Adobe® Audition and the center signal extracted by the 
proposed algorithm for the songs Fight for 20 years and Paradise. The peaks 
of all three signals and the pure vocal signal were normalized to OdB in the 
time domain. 
larger than that of Fight for 20 years because the energy of the vocal track 
of Fight for 20 years was larger than that of Paradise i.e. the normalizing 
factor of Fight for 20years was larger than that of Paradise. Result showed 
that the vocal estimated errors of the Audition center signal and the VSEA 
center signal were better than that of the original signal ( s � ) • The Audition 
center signal and the VSEA center signal were rather similar to the pure vocal 
signal Sv{t) than the original signal. Moreover, the VSEA center signal was 
about 2 times and 6 times better than the Audition center signal for Fight for 
20 years and Paradise respectively. 
To give an intuitive explanation, we plotted the spectrograms of the mixed 
signals, the pure vocal signals, the Audition center signal and the VSEA center 
signal for Fight for 20 years (figure 4.8) and Paradise (figure 4.9). 
The mixed signals (figures 4.8 and 4.9 (a)) were rich in content because they 
were mixed with four different tracks (vocal, drum, guitar and bass). And also, 
the pure vocal tracks (figures 4.8 and 4.9 (b)) were used as the reference for 
comparing the estimated vocal signals. The vocal track of the song Fight for 
20 years has more uniform stripes compared with that of the song Paradise 
because the former track was synthesized by the computer while the latter one 
was recorded from human voice. 
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For the synthesized song (figure 4.8), the vocal energy of the Audition cen-
ter signal (figure 4.8 (c)) was very similar to the pure vocal track (figure 4.8 
(b)) but the energy of other musical instruments could not be reduced signif-
icantly. Comparing with the VSEA center signal (figure 4.8 (d)), the stripes 
of the vocal energy were somehow disconnected because the synthesized vocal 
track was rather uniform and the energy was reduced by the bass and drum 
reduction part of our proposed algorithm. On the other hand, our algorithm 
reduced the energy of other musical instruments significantly. Due to the uni-
formness of the synthesized vocal track, our proposed algorithm was only about 
2 times better than the center extractor of Adobe® Audition (table 4.2). For 
the recorded song (figure 4.9), the Audition center signal (figure 4.9 (c)) was 
still very rich in content of both vocal track and other tracks. Comparing with 
the VSEA center signal (figure 4.9 (d)), the proposed algorithm reduced the 
energy of the non-vocal tracks significantly. And the vocal track energy was 
better than the Audition center signal too. Thus, our proposed algorithm was 
6 times better than the center extractor of Adobe® Audition (table 4.2). 
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Figure 4.8: Fight for 20 years, the spectrograms of (a) the mixed signal, (b) the 
pure vocal signal, (c) the center signal extracted by Adobe(R)Audition and (d) 
the center signal extracted by our proposed algorithm (spectrogram window 
50ms and 88% overlap) 
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Figure 4.9: Paradise, the spectrograms of (a) the mixed signal, (b) the pure 
vocal signal, (c) the center signal extracted by Adobe@Audition) and (d) the 
center signal extracted by our proposed algorithm (spectrogram window 50ms 




Onset Detection or Event Detection is to detect the start time of each event. 
For music transcription, onset detection detects the start time of each note 
played by the performer. For this system, the start time of each singing char-
acter located in the signal is found by analyzing the enhanced vocal signal 
Sv{t). We used the onset detection method of Scheirer [37] and Klapuri [21 
and modified the post-processing according to the usage of detecting singing 
events. 
Scheirer presented an algorithm [37] to find the onsets of notes for mu-
sic transcription problem. The algorithm is divided in several parts. First, 
the signal is filtered with six different frequency bands. Then, the amplitude 
envelopes are extracted for all frequency bands. Since human perceives an 
event occurred by detecting some instant changes of the signal, the first order 
difference function is applied to all the amplitude envelopes. Then, the maxi-
mum increasing slopes of amplitude envelopes are extracted as the onsets. In 
the algorithm of Kalpuri [21], he modified the algorithm of Scheirer. He uses 
the relative first order difference function instead of the first order difference 
function for detecting the onsets. 
The onset detection algorithm presented here is similar to the algorithm 
29 
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Figure 5.1: Onset detection block diagram. The algorithm is divided into 
three parts, they are envelope extraction, relative difference function and post 
processing. 
presented by Scheirer and Klapuri but some modifications and post-processing 
are introduced. The algorithm is divided into three parts as shown in figure 
5.1. First, the amplitude envelope of the signal is extracted. Then, a relative 
difference function [21] is used as a cue to detect the onset times. Lastly, 
simple peak picking operation, thresholding and omitting window operation 
are introduced in the post-processing module to extract the onsets. 
5.1.1 Envelope Extraction 
Amplitude envelope is one of the cues to detect changes for human auditory 
system. The signal is first rectified (by taking the absolute value), then the 
envelope is calculated by averaging the value with an onset window size 
as the following: 
= E 丨 s ⑴丨 （5-1) 
t=tj 
Figure 5.2 shows the original wave and the result of the envelope extraction. 
The amplitude envelope is normalized by the maximum value of the envelope. 
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Figure 5.2: (a) Original wave and (b) the corresponding amplitude envelope. 
The vertical lines are the manually input onsets 
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Figure 5.3: (a) Original amplitude envelope, (b) first order difference function 
and (c) relative difference function. The vertical lines are the manually input 
onsets. The peak of the relative difference function has faster response than 
that of the first order difference function. 
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5.1.2 Relative Difference Function 
Scheirer uses the first order difference function 5Ej to detect the changes for 
the envelope. 
^Ej =均+ 1 - Ej (5.2) 
However, there are two problems that are described in Klapuri's master 
thesis [21]. First, the amplitude may need some time to increase to its maxi-
mum point but this point is too late from the start time of the event (shown in 
figure 5.3). Second, the signal may not always increase monotonically, so there 
are several local maximum values exist at the same event (shown in figure 5.3). 
So Klapuri proposed a method called first order relative difference function 
5Ej to handle these problems. It is calculated by AEj divided by its original 
envelope value Ej. By simple mathematical manipulation, it is the same as the 
first order difference of the logarithm of the amplitude envelope = 
—j广)))• The first order relative difference function is defined as following: 
6Ej = log Ej+i - log Ej (5.3) 
As shown in figure 5.3，the peak value is much closer the start time of the 
event and the global maximum can be clearly distinguished from other local 
maxima. So, the benefit of using the relative difference function is significant. 
For our system, just the positive value of the difference function is ac-
counted for because the start time is just caused by the positive changes. 
5.1.3 Post-Processing 
Next, there are three more steps applying on the relative difference signal for 
extracting the onsets. First, a simple peak picking operation is applied to the 
relative difference signal. The peak picking operation picks all points that are 
larger than its neighbors as shown in figure 5.4. 
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(a) Original amplitude envelope 
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Figure 5.4: Demonstration of peak picking operation (circle) and thresholding 
(horizontal line) in post processing. The figure shows (a) the original amplitude 
envelope and (b) the relative difference function and the operations in post 
processing. The algorithm finds the peaks first. Then the peaks below the 
threshold are pruned. 
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Figure 5.5: Demonstration of omitting window operation. Within the omitting 
window (the region between two vertical lines), the lower value onset (cross) 
is pruned. 
After applying the peak picking operation, all the points greater than a 
threshold e抓兆t ^re considered as potential onsets as shown in figure 5.4. Lastly, 
if the potential onsets are too close with each other, the lower value onset(s) 
will be pruned because in reality the singer cannot sing too fast. The omitted 
window size li；薩亡 is used to prune the onsets as shown in figure 5.5. Then 
EventTimek is the time of onset k. 
5.2 Experimental Results 
5.2.1 Experimental Setup 
To evaluate the accuracy of the onset detection, experiments were performed 
on 14 different songs in 7 different albums as shown in table 5.1. All the 
albums are sung by different singers. The tempos of the songs vary from 
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56 to 160. Before performing the experiments, the songs were re-sampled 
from 44,100Hz to 8,000Hz by the software Goldwave [18]. The wave format is 
8,000Hz Sampling rate, 16-bit and stereo. 
There were 70 segments with 20 seconds long totally 1400 seconds test-
ing the onset detection algorithm. All the onset events were first manually 
extracted. In total, there were 2670 singing onsets. Each onset is a singing 
character or a singing event. 
Album Singer Tempo (Song 1) Tempo(Song 2) 
Real Feeling (1992) Jacky Cheung ^ 94 
Beyond Life (1996) Beyond 69 76 
Can't Relax (1996) Sammi Cheng 56 88 
Hacken Best 17 (1997) Hacken Lee 74 68 
Bliss (1999) Eason Chan 70 92 
Being (2004) Paul Wong 91 160 
Picassa's Horse (2004) Steve Wong 106 
Table 5.1: Albums used in our experiment. The tempos of the songs are 
varying from 56 to 160. There are 70 testing 20-second segments and 2670 
singing characters in total. 
5.2.2 Results and Discussion 
The onset detection algorithm was applied on all 70 segments with 75% window 
overlapping and three variables such as onset threshold onset window 
size and omitting window size w�減,The following score function 
was used to evaluate the algorithm: 
FN FP 
= 1.0 0 . 6 5 — " " — 一 0.1 ^ (5.4) 
TP + FN TP + FN 
where TP (true positive) is the number of true onsets that the algorithm can 
detect, FN (false negative) is the number of true onsets that the algorithm 
failed to detect and FP (false positive) is the number of false onsets that the 
algorithm found. 
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The coefficients 0.65 and 0.1 of the score function Q^ are derived in chapter 
8.2.2. The term t^fn the missing rate and the term tJ^fn the false 
alarm rate. The coefficients 0.65 and 0.1 are the weights which control the 
effect of the missing rate and the false alarm ratio on the overall performance 
of our proposed system. So the higher the value of Q® the better is the result. 
For the evaluation, we only consider the onsets that were within 100ms of true 
onsets as correct (TP). 
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Figure 5.6: Onset detection result with different omitting window size w謹 t : 
(a)50ms, (b) 100ms, (c) 150ms and (d)200ms 
Figure 5.6 shows the onset detection result against onset threshold e卯set, 
onset window size and omitting window size w�饥让.The omitting window 
sizes with 100ms and 150ms (figures 5.6(b) and (c)) were better than that 
with 50ms and 200ms (figures 5.6(a) and (d)). In general, the time between 
two consecutive singing characters is between 100ms and 150ms, thus it is 
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effective to use the omitting window size either 100ms and 150ms for pruning 
onsets that are too close. 
From figures 5.6(b) and (c), the best onset window size (curve with circle) 
was 50ms. This result pretty much matched the same energy integration as 
human perception [37], thus the experiment showed that the effective energy 
integration window was 50ms. 
Table 5.7 shows the detailed result of the score with onset window size 
50ms and omitting window size 150ms. The best threshold was within 0 and 
0.1 and all the standard deviations of threshold 0.0-1.0 were about 0.07 which 
was small. Thus when the threshold is within 0 and 0.1，the result was similar. 
Table 5.8 shows the detailed result of the false alarm rate with onset window 
size 50ms and omitting window size 150ms. The result showed the false alarm 
rate was around 50%-60% for small threshold values i.e. in 100 detected onsets, 
50-60 detected onsets were wrong because the vocal enhancement method could 
not remove all the non-vocal instruments, thus there were many non-vocal 
onsets. In order to resolve the problem, non-vocal pruning will be introduced 
in the next chapter to handle this issue. 
In conclusion, our experimental results showed that the best omitting win-
dow size was 150ms. And also, onset window size 50ms and threshold 0.05 
produced the best score for omitting window size 150ms. 
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Non-vocal Pruning 
After applying onset detection, most onset times of singing words are extracted. 
However, there are some extracted onset times which are in fact not vocal. So, 
pruning non-vocal onsets are necessary in order to enhance the performance 
of the system. For pruning non-vocal onsets, we need a classifier to determine 
whether the onset is vocal or not. 
In the following sections, six different types of features are chosen for 
vocal classification. They are spectrum flux [25], harmonic coefficient [8], 
zero crossing rate [36] [8]’ amplitude envelope, Mel-frequency cepstral coeffi-
cients(MFCC) [8], and 4-Hz modulation energy [32] [36]. We combined the 
features in the literature with a multiple-layer perceptron (MLP) neural net-
work [2] to classify whether a segment is vocal or not. 
6.1 Method 
6.1.1 Vocal Feature Selection 
Spectrum Flux 
Spectrum flux[25] is to measure the change of the spectrums between two con-
secutive frames. Spectrum flux SF is defined as the 2-norm of their spectrum 
difference: 
39 
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= (6.1) 
where SFi is the spectrum flux value of i仇 frame, \Xi\ is the magnitude spec-
trum of 严 frame. 
Besides the original spectrum flux, the variance of the spectrum flux vSF 
is also used as another feature for our system: 
i+bws/2 
顺 [ 弼 - 爾 (6.2) 
j=ii 一 bws/2 
i-^bws/2 
两 = “ [ ( 鄉 （ 6 . 3 ) 
j=i—bws/2 
where vSFi is variance of spectrum flux, bws is the segment length and SFi is 
the mean SF of the segment. 
Harmonic Coefficient 
For the voicing part of speech, the harmonics, the energy of integer multiple 
of the fundamental frequency, are very rich. In [8], Chou shows that harmonic 
coefficients can capture this phenomenon. 
Given an N-length discrete signal s(t), the temporal autocorrelation can be 
shown as the following: 
R^{n) = (6.4) 
V E t o " " ' SHk + n) 
where s(t) is the zero-mean version of s(t). 
The spectral autocorrelation is defined as following: 
炉⑷= i d ^ (e.5) 
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where UJN =普，\S(U)\ is the magnitude spectrum of x(t) and \S(lu)\ is the 
zero-mean version of 
Then combining the two versions of autocorrelation: 
= + (6.6) 
Harmonic coefficient HC defined as below: 
HC = max R(n) (6.7) 
n 
Figure 6.1 shows the result of computing harmonic coefficients. Typically, 
vocal segments with a voicing part are relatively high in harmonic coefficients 
because the harmonic content is rich in the voicing part. 
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Figure 6.1: Demonstration of harmonic coefficients. The graph shows (a) the 
original signal and (b) the corresponding harmonic coefficients. The vocal 
segments were manually obtained. 
Zero crossing rate 
The zero crossing rate [36] is a traditional feature in speech recognition area. 
In our system, three variations of zero crossing rate are used as our features 
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such as the delta zero crossing rate, variance of delta zero crossing rate and 
high zero crossing rate ratio [25 . 
First, the zero crossing rate zcri is defined as following: 
1 ti+ws-2 , \ 
• i = w— sgn(s(t)) - sgn{s(t + 1)) ) (6.8) 
z * • 帥 V ) 
where ws is the segment size and sgn(.) is the sign of the function. 
Delta zero crossing rate dzcTi, variance of the delta zero crossing rate vdzcri 
and high zero crossing rate ratio hzcrri are defined as the followings: 
dzCTi = ZCTi+i — ZCTi (6.9) 
1 i+bws/2 
vdzcTi = ^― {dzcrj - dzcViY (6.10) 
j=i—bws/2 
1 i+bws/2 
dzcTi =-—— y^ dzcTj (6.11) 
bws ^ J 
j=i—bws/2 
1 i+bws/2 
hzcrri = ^ * ^ {sgn[zcrj - 1.5： )^ + l) (6.12) 
j=i—bws/2 
1 i+bws/2 
a � j (6.13) 
j=i—bws/2 
where bws is the segment size, dzcri is the mean of dzcr in the segment and 
Y^i is the mean of zcr in the segment. 
Amplitude envelope 
The log amplitude envelope is discussed in the section 5.1.1. Besides log am-
plitude envelope, our system uses the first and second order difference of the 
amplitude envelope as features. The first order difference dEi and the second 
order difference ddEi are as the followings: 
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dEi = - \og{Ei) (6.14) 
ddEi = dEi+i — dEi (6.15) 
Figure 6.2 shows the amplitude envelope features. Obviously, vocal seg-
ments are non-silence, thus the amplitude envelope can differentiate silence 
and non-silence segments effectively. 
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Figure 6.2: An example of amplitude envelope features. The graph shows (a) 
the original signal, (b) the log envelope, (c) the first order difference of the log 
envelope and (d) the second order difference of the log envelope. The vocal 
segments were manually obtained. 
Mel-frequency cepstral coefficients 
Mel-frequency cepstral coefficients (MFCC)[8][16] are one of the common fea-
tures in speech recognition area. For computing MFCC, short-time discrete 
fourier transform is first applied on the signal to obtain the magnitude spec-
trum. After that, the mel-frequency filter bank is used to warp the frequency 
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to mel-scale frequency as the following: 
Mel(f) = 1127 * ln(l + / /700) (6.16) 
where f is the frequency value. Then the magnitude spectrum is uniformly 
divided into 20-40 channels and the log energy of each channel is obtained. 
Lastly, discrete cosine transform (DCT) is applied on the log energies. Then 
the first Nmfcc coefficients (excluding the zero coefficient) are chosen to be mel-
frequency cepstral coefficients. In our system, MFCC and the first difference 
of MFCC are used as the features. 
4-Hz modulation energy 
4-Hz modulation energy [32] is a characteristic energy measure of speech signal. 
In [8], Chou stated that the 4-Hz modulation energy is effective for singing 
detection. So it is one of the features in our system. For computing the 4-
Hz modulation energy, energies of 40 perceptual channels of mel-frequency 
are first extracted which is similar to the algorithm in MFCC. Then, discrete 
fourier transform with 1-Hz frequency resolution is applied on each channel. 
Then the summation of the channel energies of the 4-Hz is extracted to be 
the 4-Hz modulation energy feature. Figure 6.3 shows the 4-Hz modulation 
energy. It shows that the 4-Hz modulation energy is relatively higher in the 
vocal segments. 
6.1.2 Feed-forward neural network 
Neural networks simulate the human brain which consists of neurons in the 
order of IQU [43]. A neuron does very simple operations. It fires a pulse to 
other neurons when the collective influence from other input neurons is greater 
than a threshold. 
Neural networks have been used in many aspects for dozen years. It is a 
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Figure 6.3: An example of 4-Hz modulation energy. The graph shows (a) the 
original signal and (b) the corresponding 4-Hz modulation energy. The vocal 
segments were manually obtained. 
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classifier system in many different fields such as medical, financial, face recog-
nition etc. It is regarded as a parameterized nonlinear mapping from input 
variables to output variables. The parameters are the weights of the network. 
The nonlinearity is come from the nonlinear activation function of the nodes 
such as sigmoid function. 
In this work, a feed-forward neural network is used. The information 
(pulses) flows from the input to the output without loop back. And also, 
it is a class of supervised learning networks in which the samples with tar-
get outputs are used to train the network and the training method uses the 
error to time the network parameters (weights). Figure 6.4 shows a typical 
multiple-layer feed-forward networks. 
In our system, the network is used to predict whether a frame is vocal or 
non-vocal, thus it is a 2-class classification system. In [5], Bishop states that 
n output nodes can be used for n-class classification systems. For training the 
classifier, each output node corresponds to each class, for example of 2-class 
classification system, there are two output nodes. The first node is 1 and 
another one is 0 for class 1 samples, the second node is 1 and another one 
is 0 for class 2 samples. After training, the predicted class of a new input is 
class 1 if the value of the first output node is larger than that of the second 
output node by feeding this input into the network, otherwise, the predicted 
class is class 2. So, in our system, there are two output nodes, one is vocal 
and another is non-vocal. 
6.2 Experimental Results 
6.2.1 Experimental Setup 
To evaluate the non-vocal pruning classifier, we need to train the neural net-
work classifier by the cross-validation training method. So, there are three sets 
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Figure 6.4: General architecture of the multiple-layer feed-forward networks 
of data. They are the training set, test set and validation set. The training 
set is used to train the weights of the network while the validation set pro-
vides the stopping criteria of the training process. During the training, the 
errors of the training set and the validation set decrease. However, the error 
of the validation set would increase at a point, the training process is stopped 
at this point. The usage of the cross-validation is to avoid overfitting. First, 
we marked all the vocal and non-vocal segments manually on the 70 segments 
which are introduced in section 5.2. The training set, test set and validation 
set contained 25 segments, 20 segments and 10 segments respectively. All the 
three sets were disjointed in the song level i.e. a song could only be either in 
the training set, test set or validation set. And also, within the set, number of 
vocal segments and number of non-vocal segments were the same in order to 
train the neural network fairly. 
In [5], Bishop outlines a simple proof of the universality property/universal 
function approximator [19] of two-layer feedforward networks (1 hidden layer) 
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i.e. two-layer feedforward networks can approximate any function, thus just 
two-layer feedforward networks were used in our experiments. And also, previ-
ous studies find that the convergence of training algorithms is faster with the 
'tarih' activation functions [5]. So 'tanh' was used as the activation functions 
of the hidden nodes of the networks in the experiments. And the activation 
function of the output nodes was sigmoid function. 
And also, there are 24 input nodes in the network. The experiments were 
performed with the networks with different numbers of the hidden nodes. For 
each number of hidden nodes, the neural network classifiers were trained and 
tested 50 times in order to obtain more accurate result since the weights of 
the networks were chosen randomly before training. All the experiments were 
conducted by using Matlab®. 
6.2.2 Results and Discussion 
Figure 6.5 shows the classification accuracy between using the original signals 
and the vocal enhanced signals as the inputs of the neural networks. The 
experiment was performed on the test set only. Result showed that the classi-
fication accuracy using the vocal enhanced signals was (about 3%) better than 
that using the original signals. Since the vocal enhancement algorithm reduced 
the non-vocal signals significantly and maintained the level of vocal signals, 
the vocal enhancement algorithm was effectively acted as the preprocessing 
step before applying on the classifiers. 
Figure 6.6 shows the vocal, non-vocal, mean, minimum, maximum accura-
cies and standard deviation of the classifiers against number of hidden nodes. 
Vocal accuracy defines the percentage of vocal segments that the algorithm 
found correctly, non-vocal accuracy defines the percentage of correctly found 
non-vocal segments, mean accuracy means the percentage of correctly classified 
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Figure 6.5: Performance comparison of the vocal network classifiers between 
using original signals and vocal enhanced signals as the inputs 
segments, minimum and maximum accuracies were the minimum and maxi-
mum accuracies of the mean accuracies in 50 runs, respectively and the stan-
dard deviation represents the deviation of the mean accuracy. This experiment 
was also tested on the test set only. Result showed that different numbers of 
hidden nodes acted similarly, whereas classifier with 9 hidden nodes performed 
the best no matter the vocal, non-vocal and mean accuracies. The networks 
classified vocal segments better than non-vocal segments because the varia-
tion between non-vocal segments (silence, guitar, bass, drum, etc.) is larger 
than that between vocal segments. The standard deviation was small (within 
0.6%), it showed that no matter the initial states of the networks the trained 
networks performed likely within each network architecture. 
Furthermore, the result of our experiment (about 80%) was similar to the 
related systems of Namunu (84%) [26], Tat-Wan (73% of non-vocal, 80% of 
vocal) and Tin (86%) [28]. The works of Namunu and Tin are outperformed 
others because their systems use much information such as the key, the beat 
and the different models of the songs to perform prediction but our system 
Chapter 6 Non-vocal Pruning 50 
did not use any further information because this information (beat, key and 
the model of the song), is not trivial to obtain automatically. Our system and 
Tat-Wan，s system can be viewed as bottom-up approach whereas the works of 
Namunii and Tin are top-down approach. 
To conclude, vocal enhancement algorithm was effective to help the vocal-
non-vocal classification system and our system with 9 hidden nodes networks 
performed the best (75% of non-vocal, 81% of vocal) within all architectures. 
Classfication accuracy details with vocal enhancement 
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Figure 6.6: Performance details (vocal, non-vocal, mean, minimum, maximum 
and standard deviations (a)) of the neural network classifier. Vocal accuracy 
defines the percentage of vocal segments that the algorithm found correctly, 
non-vocal accuracy defines the percentage of correctly found non-vocal seg-
ments, mean accuracy means the percentage of correctly classified segments, 
minimum and maximum accuracies were the minimum and maximum accura-
cies of the mean accuracies in 50 runs, respectively and the standard deviation 
represents the deviation of the mean accuracy. This experiment was also tested 
on the test set only. 
Chapter 7 
Lyric Feature Extraction 
In this chapter, we proposed the features which are used for the Dynamic 
Time Warping (DTW) algorithm described in the next chapter (chapter 8). 
The D T W algorithm uses the feature sequences to align the lyrics into the 
correct timings. The features are relative pitch features and time distance 
features. These features will be described soon. 
Figure 7.1 shows the inputs and outputs of lyric feature extraction module. 
The inputs are manual input lyrics, the event times which are obtained from 
the non-vocal pruning module described in chapter 6, and the vocal enhanced 
signal which is extracted by the vocal signal enhancement algorithm described 
in chapter 4. The outputs of the module are lyrics features and signal features. 
The lyric features are the features extracted from the manual input lyrics while 
the signal features are extracted from the vocal enhanced signal and the event 
times. Then, the DTW algorithm aligns the signal feature vector to the lyric 
feature vector. 
This chapter is divided into two parts. The rationales of choosing the 
algorithm of extracting the proposed features are discussed first. Then, several 
pitch extraction algorithms which are used to extract the signal relative pitch 
feature will be described. After that, the evaluations of each pitch extraction 
algorithms are presented. 
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I I I 
Lyrics Event times Signal 
^ i 
Lyrics Feature Extraction 
I 1 
Lyrics Features Signal Features 
Figure 7.1: Input output diagram of lyric feature extraction module. The lyric 
features and the signal features are extracted by the lyrics feature extraction 
module. 
7.1 Features 
7.1.1 Relative Pitch Feature 
As described in chapter 3.1.2，the Cantonese song writers need to write the 
Cantonese lyrics related to the melody, the relative pitch feature of a Cantonese 
word is a significant measure for matching in the right pitch of the melody. 
Figure 7.2 shows the idea of the relative pitch matching of a Cantonese song. 
In our system, we follow the permissible tonal pairing suggestion by Marjorie 
7] and map the high, mid and low pitches to the lyric pitch LP according to 
the following table: 
—Pitch Tone number (LSHK) Lyric Pitch {LPY 
"High 172 3 
Mid 3’ 5 2 
Low 1 
Table 7.1: The permissible tonal pairing between the pitch and the tone. The 
high level pitch (highest pitch) matches the tone 1 and 2 of the Cantonese. 
The mid level pitch matches the tone 3 and 5. The low level pitch (lowest 
pitch) matches the tone 4 and 6. 
For calculating the relative pitch feature of the reference feature vector 
(Lyric Features), we can assign the pitch class to get the lyric pitch LPi (larger 
number, higher pitch) for each manual input lyric character I according to 
table 7.1. Then the relative pitch feature of lyric features LRPi is calculated 
by applying a simple first order difference function except for the starting 
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Figure 7.2: The idea, of relative pitch matching of the melody. Each lyric 
character is denoted by the circle. The graph shows that the lyric pitch is 
higher when the melodic pitch is higher. 
character of each sentence. 
0, if starting word � 
LRPi = ^ (7.1) 
LPi — LPi 一 otherwise 
V 
Figure 7.3 shows the block diagram of calculating the relative pitch feature 
of the signal features. First, the pitch extraction process is to extract the 
flllidaiiieiital frequency of each event of the signal. Several pitch extraction 
algorithms will be presented in section 7.2. Therefore, all tlie pitclieS {fqk) of 
each event time are recognized. Then the frequencies are converted into MIDI 
numbers by the following equation: 
MIDIk = 69 + 12 * log2(/(7fc/440) (7.2) 
where MIDIk is the MIDI number of event k, 69 is the MIDI number of A4 
note and 440 is the fundamental frequency of A4 note. 
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Figure 7.3: Block diagram of calculating the relative pitch feature of the signal 
features. Pitch Recognition Algorithm is applied to extract the pitches from 
the signal according to the event times first. Then the frequencies are converted 
to MIDI number. Lastly, the first order difference is applied to get the relative 
pitch feature. 
Lastly, the first order difference is applied to the MIDI numbers to get the 
relative pitch feature of the signal: 
f 0’ if evk - evk-i > eh爪e 
SRPk = { (7.3) 
[MIDIk- MIDIk-u otherwise 
where SRPk and eVk are the relative signal pitch feature of event k and esti-
mated event time /c, respectively, e*證 is the time threshold to separate the 
sentences. In this work, we chose 500ms as the time threshold. 
7.1.2 Time Distance Feature 
The time distance feature is another metric for the DTW algorithm. The 
rationale of using time distance feature is that the time distance between the 
last character of a sentence and the first character of the following sentence 
is generally longer than the time distance of the characters within a sentence. 
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For example, considering two consecutive sentences 有i 轉2 機3 and 望4 往5 
事6，generally the time distance between 機 and 望 is longer than that between 
聿專 and 機.Therefore, the time distance feature is also an important measure 
for the DTW algorithm for time alignment. 
The time distance feature of the lyric feature and signal feature can be 
obtained directly by the following equations: 
( 
4, if starting word 
LDi= I 6 (7.4) 
1， otherwise 
v 
where LDi is the time distance feature of the I仇 character of the lyrics. The 
number 4 is chosen because the maximum difference between two relative 
pitches is also 4 (the relative pitch can be -2, -1, 0, 1 and 2). 
肌 = < [ 4 ， ( 7 5 ) 
I 1， otherwise 
where SDk and evk are the time distance feature of event k and estimated event 
time k, respectively. And e,謝 jg the threshold to separate the sentences. 
Finally, the relative pitch and the distance features are grouped together 
to become the lyric features(L) and the signal features(5). 
Li = {LRPuLDi) (7.6) 
S k = { S R P k , S D , ) ( 7 . 7 ) 
ijau5; meaning: have, own, possess; exist 
2zyun2; meaning: shift, move, turn 
3 g e i l ; m e a n i n g : m a c h i n e ; m o m e n t , c h a n c e 
4mong6; meaning: look at or forward; hope, expect 
®wong5; meaning: go, depart; past, formerly 
®si6; meaning: affair, matter, business; to serve; accident, incident 
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7.2 Pitch Extraction 
Figure 7.4 shows two steps to extract the pitch from the signal and the event 
times. First, a fundamental frequency (fO) detection algorithm is applied to ob-
tain the preliminary results. “ The fundamental frequency of a periodic signal is 
the inverse of the pitch period length. The pitch period is, in turn, the smallest 
repeating unit of a signal. One pitch period thus describes the periodic signal 
completely.” [41] Several fO detection algorithms, autocorrelation method [33], 
Matti's algorithm [20] and YIN algorithm [10], will be introduced soon. These 
algorithms were compared in our experiments and the best one among three of 
them will be used in our system. Then, a simple post-processing algorithm is 
used to produce the final fO frequencies. In this section, three fO detection al-
gorithms are presented first. Next, the post-processing method is introduced. 
Finally, results and discussion of all three algorithms are presented. 
I I 
Event times Signal 
_ _ ± i 
fO Detection Algorithm 
1 





Figure 7.4: Block diagram of pitch extraction module 
7.2.1 fO Detection Algorithms 
Autocorrelation Method 
Figure 7.5 shows the flow diagram of the autocorrelation method [12] [33]. Au-
tocorrelation is a time domain method for detecting the fundamental frequency. 
It is a common method in speech processing area to identify the period of given 
signal. 













Figure 7.5: Block diagram of Autocorrelation Method 
Before applying the autocorrelation function on the signal, windowing and 
clipping are two important pre-processing methods to enhance the perfor-
mance. In autocorrelation analysis, the whole signal is segmented into many 
small slices in order to apply the analysis at a time instant. A windowing func-
tion is applied to weight samples in every slice. Figure 7.6 shows a standard 
windowing function called the banning window. Many windowing functions 
have the same shape as the banning window. It weights the middle of the slice 
more important than the sides. 
x{n) = x{n) * w{n) (7.8) 
where 5(n) , x{n) and w{n) are the weighted slice, the slice signal and the 
windowing function respectively. 
There are three types of clipping as mentioned in [33]. They are com-
pressed center clipping, center clipping and 3-level clipping. The compress 
center clipper, center clipper and 3-level clipper are defined as the following: 
‘x{n) - ed� x{n) > e鄉 
y(n) = clc[x{n)] = 0， \x{n)\ < e� " ” （7.9) 
x{n) + ec“p，x{n) < 一e�彻 
V 
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Figure 7.6: Manning window with size 800 
x(n), x(n) > e鄉 
y(n) = clplx(n)] = 0, \x{n)\ < e也p (7.10) 
x(n), x(n) < -ec“p 
N 
1, x(n) > ec“p 
y(n) = sgnlx{n)] = 0, \x{n)\ < eC“P (7.11) 
—1，5(n) < - e 却 
V 
where clc[x], clp[x], sgn[x], are the compress center clipper, center clipper, 
3-level clipper and the clipping threshold level. 
Next, the autocorrelation function can be applied on the pre-processed 
signal y(r). An estimate of the autocorrelation of an N-length discrete signal 
y{r) is given by: 
1 N-T-1 
ryy{r) = - m y ( k + T) (7.12) 
k=0 
where r is the lag and y{t) is a time domain function. 
Figure 7.7 shows the signal and its autocorrelated result. Obviously, the 
zero lag ryy(O) gives the energy of the signal. When r goes from 0 to •/V — 1，it 
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finds the correlation between the signal and the time lag signal itself. When 
丁 is zero, it gives the maximum value. When r goes up from zero, the value 
of ryy{n) becomes lower. If the signal is periodic with a time lag P, the value 
of 7-yy(T) becomes maximum again because of the P-lag signal the same as the 
original signal. Therefore, the autocorrelation method can be used to find the 
periodicity of a signal. 
Lastly, a simple peak picking algorithm is used to pick all the peaks in 
ryy(r). The best several peaks are used to calculate the best time lag P. So 
j p j ^ is the frequency of the signal where Fs is the sampling frequency of the 
signal. 
(a) Original signal y(n) 
0 . 2 - -
I 0 h h m M/| H w M M /wi k 
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time(ms) 
(b) Autocorrelation 
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-0.5 - -
-1 1 1 1 1 1 I 1 1 I 
0 5 10 15 20 25 30 35 40 45 50 
time lag(ms) 
Figure 7.7: Demonstration of autocorrelation. The graph shows (a) the original 
signal y(n) and (b) the autocorrelation of the signal. Then the algorithm finds 
the peaks (circles) and the period (P) of the signal. 
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Figure 7.8: Block diagram of Matti's algorithm. The algorithm is divided into 
three main parts. They are the simulations of human perception (equal loud-
ness curve and pre-whitening), two-channel autocorrelations (lowpass IkHz 
and highpass IkHz with rectify and lowpassed) and the peak picking opera-
tion. 
Matti ' s Algorithm 
The diagram of Matti's algorithm [20] is shown in figure 7.8. It is a simpli-
fied version of the unitary multi-channel pitch analysis model (Meddis-O'Mard 
method) [27]. Meddis-O'Mard method is make use of auditory model to simu-
late the human perception. First, the signal is band-passed into 32-120 chan-
nels by using the gammatoiie filter [31] which is used to simulate the frequency 
response of human perception. Then the channels are half-wave rectified and 
computed by using IkHz lowpass filter. After that, the autocorrelation func-
tion is applied on each channel. Lastly, the sum of autocorrelations of all 
channels is used to detect the periodicity. 
In figure 7.8, the first two blocks are used to simulate the equal-loudness 
response and the hair cell models. Since it is not feasible to apply different 
filters for different loudness, the average of equal-loudness curves is used to 
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simulate the equal-loudness response shown in figure 7.9(a). And a simulated 
equal loudness curve 7.9(b) which is proposed in [17] is used in this work. The 
frequency-warped version of linear prediction [22] of order 12 is used in the 
second block (Pre-whitening) to simulate the Bark scale. 
Then, the signal is divided into two bands (frequency below IkHz and above 
IkHz). The high frequency channel is half-wave rectified and filtered by IkHz 
lowpass filter. Lastly, The simple peak picking method which is the same as 
the method in autocorrelation method in previous section is applied to the 
summation of the autocorrelations of two channels to obtain the period of the 
signal. 
(a) Equal loudness curve (b) Simulated equal loudness curve 
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Figure 7.9: (a) Equal loudness curve and (b) Simulated equal loudness curve 
by Matlab® 
Y I N Algorithm 
YIN algorithm [10] is originally introduced by Cheveigne and Kawahara. And 
it is used to extract pitch and voicing in Ryynanen's Singing Transcription 
system [34]. There are four steps of YIN algorithm shown in figure 7.10. 
First, the squared difference function c/((r) (figure 7.11) is computed by the 
following formula: 
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x(n) 
1 
Squared difference function 
，r 







Figure 7.10: Block diagram of YIN algorithm. 
t+N-l 
dt{r) = ix{k)-x{k-^T)Y (7.13) 
k=t 
where df(T) is the squared difference function at time t, r is the lag, x[t) is a 
time domain function and N is the window size. 
Next, a difference function is normalized (figure 7.11) according to the 
function below: 
f 
~ 1, r = 0 , � 
dt(r) = (7.14) 
必(t)/[(1/t) 而(幻]，otherwise 
\ 
Third, an absolute threshold e^^^ is applied to ignore all values that are 
larger than it. Then, the algorithm finds the local minimum of dt(r) with the 
smallest value of r. If the local minimum is not exist, the global minimum of 
dtir) is used. So the time lag f is found (figure 7.11). 
Last, parabolic interpolation is applied on the three values of dt{T) at points 
f — 1, f and r + 1. So the minimum point f of the interpolation is found to 
be the optimum time lag and the fundamental frequency is calculated by 1/ f . 
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(a) Original signal x(n) 
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Figure 7.11: (a) The original signal x(n), (b) the squared difference function 
and (c) the normalized squared difference function. Absolute thresholding 
gY/TV (horizontal line) and the minimum of all the local minimums is the time 
lag T. Then parabolic interpolation is applied on the values of dt(r) at points 
f — 1, f and f + 1. The minimum point f of the interpolation is optimum time 
lag. The fO frequency is 1 / f . 
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7.2.2 Post-Processing 
Sometimes, there are frequencies which are detected by the fO detection al-
gorithms with octave errors. “ ] n octave is the interval between one musical 
note and another with half or double frequency.” [41] Therefore, a simple post-
processing method is proposed to overcome this problem. In pop music, the 
pitches of the melodies seldom change significantly for more than an octave 
for example the melody is changed from A4 (440Hz) to A5 (880Hz). So, if the 
pitch difference between two consecutive pitches is more than or equal to an 
octave, the detected pitch of the latter one needs to be modified to the pitch 
with an octave to the direction of the former one so that the pitch difference 
is below an half octave. Then the octave error of the fO Detection Algorithms 
can be solved. 
7.2.3 Experimental Results 
Experimental Setup 
To evaluate the performance of the fO detection algorithms, three experiments 
were performed in order to compare the effectiveness of different clipping meth-
ods, compare the correctness of autocorrelation, Matti's algorithm and YIN 
algorithm and the accuracies of our improved versions of fO detection algo-
rithms. 
The 70 segments (Table 5.1, page 35), described in section 5.2，were used 
to evaluate the fO detection algorithms. As described before, all the onsets 
were manually extracted as the reference onsets. Also, all the pitches of all the 
onsets were found manually. In total, there were 2670 pitches as reference. 
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Results and Discussion 
To compare the effectiveness of different clipping methods, the man-
ually input onsets and the vocal enhanced signal were applied on the autocor-
relation method. Autocorrelation methods with no clipping, the compress cen-
ter clipper, the center clipper and 3-level clipper were tested against different 
clipping thresholds and window size. 
Figure 7.12 shows the comparison between different clipping methods against 
window size. Autocorrelations with clipping methods, the maximum accura-
cies within all clipping thresholds were used to plot the graph, for example, 
the maximum accuracy of window size 100ms and compress center clipper was 
50% within all clipping thresholds (0.1-0.7). Furthermore, the correct recog-
nized pitch defines the detected pitch within 3 semitones. The accuracies were 
not high because of the noisy music background (different musical instruments 
background) and the instability of the singing pitch of human voice (figure 
7.13). Autocorrelations with clipping methods (points with cross, square and 
diamond) had a slightly improvement compared with no clipping (points with 
circle). The improvements were ranged from 1% to 5%. But there were no 
significant differences between all the clippers. In conclusion, clipping methods 
improved the performance of autocorrelation method slightly. 
To compare the performance between the 3 kinds of fO detection 
algorithms, different window sizes (50ms-200ms) were used to evaluate the 
algorithms, note that only one window was applied on each onset to find the 
pitch of such onset. 
Figure 7.14 shows the performance comparison between the autocorrelation 
method, the Matti's algorithm and the YIN algorithm. For the autocorrela-
tion method and the Matti's algorithm, the maximum accuracy of different 
clipping methods (compress center clipper, center clipper and 3-level clipper) 
and different clipping thresholds (e却，0.0-0.7) was shown for each window 
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Figure 7.12: Pitch detection performance comparison between different clip-
ping methods (no clipping (circle), compress center clipper (cross), center clip-
per (square) and 3-level clipper (diamond)) with the autocorrelation method 
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Figure 7.13: Instability of human singing. The graph shows the frequency 
contents of human singing are much varying against time. 
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size, whereas the maximum accuracy of different absolute thresholds (e^…， 
0.0-0.5) was shown for the YIN algorithm. And also, since the YIN algorithm 
does not need windowing, the squared difference function is computed through 
two window size instead of one that in the autocorrelation, thus the maximum 
window size used to test the YIN algorithm was 150ms in which 300ms of 
signal was used to find the pitch. The YIN algorithm was the best algorithm 
within all three algorithms and the autocorrelation method was better than 
Matti's algorithm. 
60, , , 
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50 • , 
T j^r 
i z Z • 
U 一 W ' ' 
40 -
gg ~ 0 ~ autocorrelation 
•••.•••- Matti's algorithm 
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3Q I I 
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window size (ms) 
Figure 7.14: Pitch detection performance comparison between different pitch 
detection algorithms. For each window size of the autocorrelation and the 
Matti's algorithm, the maximum accuracy within all clipping methods (com-
press center clipper, center clipper and 3-level clipper) and clipping thresholds 
(e'^ '^P, 0.0-0.7) was used to plot the points (circle and cross). For each window 
size of the YIN algorithm, the maximum accuracy within all absolute thresh-
olds (e^^^, 0.0-0.5) was used (square points). Since the YIN algorithm does 
not need windowing, the squared difference function is computed through two 
window size instead of one that in the autocorrelation, thus the maximum win-
dow size used to test the YIN algorithm was 150ms in which 300ms of signal 
was used to find the pitch. 
To improve the performance of the algorithms, 5 consecutive windows 
(80% overlapping) were used instead of 1 window for extracting the pitch. The 
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pitch with best voicing value within 5 consecutive windows was chosen as the 
recognized pitch. 
Figure 7.15 shows the performance of the original algorithms and the im-
proved versions of the algorithms. The algorithms were improved from 4% 
to 11%. The improved algorithms tolerated some errors of the instability of 
human singing. 
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Figure 7.15: Pitch detection performance comparison between (a) original al-
gorithms and (b) improved algorithms. Again, for each window size of the 
autocorrelation and the Matti's algorithm, the maximum accuracy within all 
clipping methods (compress center clipper, center clipper and 3-level clipper) 
and clipping thresholds (e^i访,0.0-0.7) was used to plot the points (circle and 
cross). For each window size of the YIN algorithm, the maximum accuracy 
within all absolute thresholds (e^^^, 0.0-0.5) was used (square points) 
To conclude, the clipping methods were effective to improve the autocor-
relation method, the YIN algorithm was the best algorithm among the auto-
correlation, the Matti's algorithm and the YIN algorithm and the improved 
algorithms (using 5 consecutive windows) boosted the performance. In next 
chapter, we will show that the DTW algorithm can align the lyrics robustly, 
so the accuracy of the YIN algorithm is enough for the system. 
Chapter 8 
Lyrics Alignment 
8.1 Dynamic Time Warping 
Dynamic Time Warping (DTW) has been used widely in the area of automatic 
speech recognition [35] [1]. The DTW algorithm is a robust algorithm for align-
ing two sequences by evaluating the error function. In this work, the DTW 
algorithm is used to align the lyric features to the signal features in order to 
find the optimum time alignments of the provided lyrics. 
In the previous chapter, there are two feature sequences proposed. They 
are the lyric feature sequence (L, equation 7.6) and the signal feature sequence 
(5, equation 7.7). The lyric features are automatically computed from the 
manually input lyrics and the signal features are obtained automatically by our 
proposed algorithm as described in previous chapters. So, the DTW algorithm 
can be applied to these two feature sequences to find the alignment. Figure 
8.1 shows the idea of the alignments from the DTW algorithm. 
In DTW, the error matrix(五彻）between two sequence is computed first. 
Eff = Distance[Li, Sj) (8.1) 
where Distance{vi,v2) is the distance metric of between two vectors and L 
and S are the lyric features and signal features, respectively. In this work, the 
distance metric is chosen to be the city block distance: 
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(a) fO frequencies of the signal 
I 二 广\ , v — — 
i � / V 
1 0 0 - 1 I I 1 I I ！ ！ i I _ 
0 10 20 30 40 50 60 70 80 90 100 
onset index 
(b) relative pitch feature of the signal 
� 10 I 1 1 1 1 1 1 ！ 1 1 1~ 
\ \\ t\ XW ：捕 r T //11 
' 0 5 10 15 20 25 
lyrics index 
Figure 8.1: (a) Detected fO frequencies of the signal, (b) relative pitch features 
of the signal and (c) relative pitch features of the lyrics. The fO frequencies 
of the signal are detected by the fO detection algorithm described in chapter 
7. The relative pitch features of the signal are computed by equation 7.2 
and equation 7.3. The relative pitch features of the lyrics are obtained by 
the permissible tonal pairing in table 7.1 and the equation 7.1. The DTW 
algorithm aligns the relative pitch features of the lyrics to that of the signal 
as shown by the lines. Although there are spurious onsets (onset indexes 
34-56 and 81-95)，the DTW algorithm aligns the lyrics robustly for all three 
sentences. 
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N 
Distance{vuv2) = 迅⑷—込 Wl) (8.2) 
i=l 
where N is the dimension of the vector v and v{i) denotes the i力紅 dimension 
value of vector v. 
Then the accumulated error matrix {EA^^^) is calculated by: 
E A i y = (8.3) 
And 
EAff = min{ EA^]"一! E f ” w—, 
+ Eff + (8.4) 
EAf_h + Eff + V^w—) 
where w ^ � is the weighting factor against the feature vectors. 
The accumulated error matrix is obtained from the minimum of three di-
rections such as left, bottom and bottom-left. Lastly, we backtrack the accu-
mulated error matrix (五A"細）from the end to the starting point to find the 
path which follow the chosen direction of the minimum value (gray boxes in 
figure 8.2). And we would choose the first hit (for example 7.64 in figure 8.2) 
of the lyric matching in the backtracked path as the time alignments (darker 
gray boxes in figure 8.2). 
Lyrics/Onset 1300 2500 3000 3500 
如 1 7.64 8.22 14.81 21.10 
平 2 9.28 14.23 8.81 9.10 
衡 3 10.92 15.86 9.40 9.10 
Figure 8.2: Backtracked DTW path. The path is shown with the gray boxes. 
The boxes with darker gray are the alignments of the characters. 
ijyu4; meaning: if, supposing; as if; like 
2peng4; meaning: flat, level, even; peaceful 
3hang4; meaning: measure, weigh, judge, consider 
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8.2 Experimental Results 
8.2.1 Experimental Setup 
To evaluate the lyric alignment accuracy of dynamic time warping (DTW), 
three experiments were performed in order to evaluate the benchmark perfor-
mance by providing perfect onsets and pitches, the robustness of the DTW 
algorithm by adding different kinds of noises and the overall performance of 
the system. The 70 segments (table 5.1，page 35)，introduced in section 5.2, 
were used to test the lyric alignment module. 
The lyrics were entered sentence by sentence manually and then the lyrics 
were translated to the Cantonese tones automatically (figure 8.3) from the 
web site "A Chinese Talking Syllabary of the Cantonese Dialect" [14] which 
is hosted by the Chinese University of Hong Kong, thus the lyric pitches LP 
were obtained by the table 7.1 described in section 7.1 and the lyric features 
were computed by the equation 7.6. 
Before discussing the results, two metrics of accuracy are defined as follow-
ing. A sentence defines a group of words which is segmented by the distance 
feature equal to 4 (a line of figure 8.3(left)). A sentence is displayed as the 
caption at the same period of time. Assume {Sf, Sf) is the time range of actual 
, A 八 
duration in the songs of i仇 sentence. {S-, Sf) is the estimated time range of 
i认 sentence by the system. 
Two types of accuracy are defined to evaluate the system. The first type 
is "In-Range Accuracy": 
= • ， 思 ； ^ y ^ ” ) ) X 100% (8.5) 
where A f is "In-Range Accuracy" of sentence and Range(x, y) = y - x. 
The rationale of the "In-Range Accuracy" is that the particular lyrics must be 
displayed when the singer sings the lyrics. 
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(a) 
離 (hei4)不 (batl)開 (hoil)灰 (Ml)色 (sikl)的 (dikl) 都 (doul)市 (s i5)中 (zungl) 
cannot leave gray(ly) city area 
人Gan4)沉(cam4)迷(mai4)藍(laain4)調(diu6)的(dikl)晚(niaan5)空(hungl) 
human addict blues(ly) night sky 
無(moii4)知(zil)的(dikl)聲(singl)音(jaml)飄(piul)滿(mun5)風(fimgl) 
ignorance sound float in the wind 
如(jyu4)平(ping4)衡(hang4) 麻(maa4)木(niuk6)的(dikl)冷(laang5)冬(dungl) 
like balance numb cold winter 
(b) 
離⑴不 ( 3 )開⑶灰 ( 3 )色⑶的 ( 3 )都 ( 3 )市 ( 2 )中 ( 3 ) 
人 ⑴ 沉 ⑴ 迷 ⑴ 藍 ⑴ 調 ⑴ 的 ( 3 ) 晚 ( 2 ) 空 ( 3 ) 
無 ( 1 )知⑶的⑶聲 ( 3 )音 ( 3 )飄 ( 3 )滿 ( 2 )風⑶ 
如 ⑴ 平 ⑴ 衡 ( 1 ) 麻 ⑴ 木 ⑴ 的 ( 3 ) 冷 ⑵ 冬 ⑶ 
Figure 8.3: Cantonese lyrics translated to (a) the tones and (b) the lyric 
pitches, (a) The pronunciation, denoted by the transcription system of Lin-
guistic Society of Hong Kong (LSHK) [29], is in the bracket next to each 
Chinese character. The meanings of the words are below each Cantonese line, 
(b) The lyric pitches (in the bracket) are obtained by the mapping table 7.1. 
Chapter 8 Lyrics Alignment 74 
The second type of accuracy is "Duration Accuracy": 
A ? = 丑 卿 軌 • 神 ) X 100% (8.6) 
Range{(S!,St)[J{St,St)) 
where A f is "Duration Accuracy" of sentence and Range{x,y) 二 y —工. 
The rationale of the "Duration Accuracy" is that the duration of particular 
lyrics displayed must be the same as the duration of the lyrics the singer sung. 
Figures 8.4 shows the graphical explanation of both accuracies. The nu-
merators of both accuracies, intercept regions, are the same (figure 8.4(a)). 
The difference between both accuracies is the denominators. The denomina-
tor of “In-Range Accuracy" is the actual interval (figure 8.4(b)). The rationale 
is how much time ranges of the estimated time are correct during the singer 
singing that sentence. On the other hand, the denominator of "Duration Ac-
curacy" is the union region (figure 8.4(c)). This accuracy shows how much 
the system estimates the time duration of the actual time range correctly. 
Using "In-Range Accuracy" is enough to evaluate the lyric displaying system 
for moderate precision while using the "Duration Accuracy" can evaluate the 
system precisely. 
8.2.2 Results and Discussion 
Benchmark performance 
To evaluate the benchmark performance of the system, the manually found 
onsets and pitches were provided. According to equation 7.7’ the system com-
puted the benchmark signal features S from all these onsets and pitches. The 
lyric features L and the benchmark signal features S were applied on the dy-
namic time warping algorithm which has been described in this chapter. 
Table 8.1 shows the benchmark performance of the system. The aver-
age of “In-Range Accuracy" was about 94%, the system could not align per-
fectly (100%) because the pitches of the lyric features were obtained from the 
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Figure 8.4: Graphical explanation of In-Range Accuracy A^ and Duration 
Accuracy Ad- (a) The numerators of both accuracies are the duration of the 
intersect region of the actual interval and the estimated interval. On the other 
hand, (b) the denominator of the In-Range Accuracy is the duration of the 
actual interval while (c) that of the Duration Accuracy is the duration of the 
union interval of the actual interval and the estimated interval. 
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tones of Cantonese while that of the signal features were the actual music notes 
of the songs, thus there were some ambiguity of matching the Cantonese tones 
with the melodies of the songs. For example, the Cantonese tones 1 and 2 can 
be matched the melodies with MIDI numbers 48 and 49 but the tones can be 
also matched with the MIDI numbers 50 and 51. The average of "Duration 
Accuracy" was about 75%, the "Duration Accuracy" was not so good because 
the system did not have any mechanism to find the end time of each sentence. 
The system just used the start time of the next sentence as the end time of 
the current sentence, thus "Duration Accuracy" much lower than "In-Range 
Accuracy" was expected. In real application, the system is acceptable if it can 
align the lyrics about 80% in “In-Range Accuracy". 
In-Range Accuracy Duration Accuracy 
mean 94.30 75.38 
min 67.09 49.56 
max 99.75 93.51 
standard deviation 7.43 9.28 
Table 8.1: Alignment accuracy of the benchmark performance 
Robustness of the D T W algorithm 
To evaluate the robustness of the DTW algorithm, three kinds of noises were 
added to the benchmark signal feature, the noises were "semitone noise"，"ex-
tra onset noise" and "pruning onset noise". 
The "semitone noise" defines adding some semitone errors probabilisti-
cally to the benchmark signal feature. For example, the MIDI number of the 
first onset is 69 originally, then 士1，土2 or 士3 semitone(s) error is added proba-
bilistically, thus the MIDI number becomes either 66, 67, 68, 70，71 or 72. The 
"semitone noise" was used to simulate the pitch detection error and observe 
the behaviour of the D T W algorithm. 
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The experiments were performed with different probability to add the 
"semitone noise" from 0.05 to 0.5. For example, if the probability is 0.5, 
there is 50% chance adding 土1，土2 or 土3 semitone(s) to an onset. For each 
probability value, we tested the DTW algorithm 50 times to find the average 
performance of each song in order to get a more accurate result. 
Figure 8.5 shows the "In-Range Accuracy" and the Duration Accuracy after 
adding the "semitone noise". The DTW algorithm aligned the lyrics robustly. 
The result was similar to the benchmark performance of the system, thus the 
DTW algorithm could tolerate the errors which were introduced in the pitch 
detection module of the system. 
(a) (b) 
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Figure 8.5: Alignment accuracy (a)In-Range Accuracy A^ and (b)Duration 
Accuracy of adding semitone noise 
The "spurious onset noise" defines adding spurious onsets to the bench-
mark signal features. For example, there were 40 onsets originally in the 
benchmark signal features, 4 spurious onsets (10% noise ratio) are added ran-
domly while the pitches of these spurious onsets are chosen as the same as the 
previous onsets e.g. an spurious onset is added between the 3”"^  and onsets, 
the pitch of it is the same as that of 3� " one . The "spurious onset noise" was 
used to simulate the false alarm errors which were introduced in the onset 
detection algorithm. 
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Similar to the previous experiments, the experiments were performed with 
different noise ratio from 0.05 to 0.5. For example, if the probability is 0.1 and 
the number of onsets is 40, 40 * 0.1=4 spurious onsets would be added. For 
each noise ratio, we also tested the DTW algorithm 50 times. 
Figure 8.6 shows the "In-Range Accuracy" and the Duration Accuracy 
after adding the spurious onsets. The DTW algorithm could align the lyrics 
robustly even the noise ratio was 1 i.e. 20 spurious onsets with 40 onsets 
originally. The accuracy dropped from 93% to 88%, 5% dropped after 50% 
spurious onsets, thus the DTW algorithm could compensate the false alarm 
errors which were introduced from the onset detection algorithm of the system. 
Furthermore, the coefficient 0.1 of the score function (equation 8.7): 
FN FP 
� . 0 - 0 . 6 5 ^ ? T ^ - O . l ^ ^ T ^ (8.7) 
The score function was used to evaluate the onset detection algorithm. The 
coefficient was chosen as 0.1 because the "In-Range Accuracy" was dropped 
5% when 50% spurious onsets were added. 
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Figure 8.6: Alignment accuracy (a)In-Range Accuracy A^ and (b)Duration 
Accuracy A ^ of adding spurious onset noise 
T h e "pruning onset noise" defines pruning the onsets from the bench-
mark signal features. For example, there were 40 onsets originally in the 
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benchmark signal features, 4 onsets (10% noise ratio) are deleted from the 
benchmark signal features randomly. The "pruning onset noise" was used to 
simulate the missing onset errors from the onset detection algorithm. 
The same as all the previous experiments, the experiments were performed 
with different noise ratio from 0.05 to 0.5. We also tested the DTW algorithm 
50 times for each noise ratio. 
Figure 8.7 shows the "In-Range Accuracy" and the Duration Accuracy 
after pruning the onsets. The DTW algorithm could align the lyrics robustly 
(about 80% accuracy) if the noise ratio was not too large (< 0.25), but the 
alignments were bad when the noise ratio was larger than 0.25. The accuracy 
dropped from 91% to 58%, 33% dropped after pruning 50% onsets, thus 0.65 
was chosen as one of the coefficients of the score function ((equation 8.7)) for 
evaluating the onset detection algorithm. 
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Figure 8.7: Alignment accuracy (a)In-Range Accuracy A^ and (b)Duration 
Accuracy A ^ of pruning onset noise 
To conclude, the D T W algorithm could align the lyrics robustly even if the 
pitch detection module had some semitone errors, the onset detection module 
had some false alarm errors and not too many missing onset errors. 
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Overall Performance 
All 70 segments were applied on the proposed system. The system first en-
hanced the vocal signal by applying the vocal enhancement algorithm. Next, 
the potential onsets were detected by the onset detection algorithm. By using 
the non-vocal pruning module, some non-vocal onsets were pruned from the 
lists of the potential onsets. Lastly, the signal features S were obtained from 
the lyric feature extraction module. Applying the signal features S (automati-
cally computed by the system) and lyric features (automatically computed by 
the manually input lyrics) on the DTW algorithm, the overall alignment result 
was obtained. 
Table 8.2 and table 8.3 show the overall alignment result of our system 
without and with non-vocal pruning module respectively. The "In-Range Ac-
curacy" of the system without non-vocal pruning module was about 73% (table 
8.2) while that of the system with non-vocal pruning module was about 80% 
(table 8.3). The accuracy was increased around 7%. Thus the non-vocal prun-
ing module was effective to boost the performance of the system. We also found 
that the system could not align the fast beat songs well (e.g. the 2”" song of 
the row of table 5.1) because the time distance between two consecutive 
sentences were very short which violated the assumption of our time distance 
feature and relative pitch matching criteria (mentioned in section 3.1.2) may 
be loss for fast-pace songs [7]. But in general, most of the songs are not that 
fast (160bpm). If the accuracy of the fast song was discarded, the average 
accuracy increased from 80.24% to 81.09%. 
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In-Range Accuracy Duration Accuracy 
mean 
min 33.15 17.86 
max 100.00 81.23 
standard deviation 17.28 15.68 
Table 8.2: Alignment accuracy of the overall performance in which the system 
did not apply the non-vocal pruning module 
In-Range Accuracy Duration Accuracy 
mean 80.24 58.26 
min 40.51 22.70 
max 100.00 81.68 
standard deviation 14.78 14.57 
Table 8.3: Alignment accuracy of the overall performance 
Chapter 9 
Conclusion and Future Work 
9.1 Conclusion 
We built a system to align the Cantonese lyrics on popular music. Firstly, our 
proposed system enhances the vocal part in the recording to estimate the pure 
vocal signal by our proposed vocal signal enhancement algorithm. Then the 
start times/onsets of the singing characters are detected by the onset detection 
method. Since many non-vocal onsets are detected, they are pruned by the 
singing voice detection classifier which classifies an onset whether is vocal or 
not. After that, the proposed features are extracted from the lyrics and the 
audio signal. Lastly, the start time and the end time of each lyric sentence are 
obtained by the dynamic time warping algorithm. 
Analysis of individual modules was performed adequately to find the bot-
tlenecks of the system. We showed that the performance of the vocal signal 
enhancement algorithm was better than the center channel extractor of a com-
mercial product Adobe® Audition. Onset detection had a great sensitivity but 
also produced many non-vocal onsets (false alarms), thus non-vocal pruning 
module was introduced to tackle this problem. The performance of the singing 
voice detector in the non-vocal pruning module was satisfactory (about 80% 
accuracy). And result showed that the non-vocal pruning module was effec-
tive to boost the performance of the system and the proposed features (time 
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distance and relative pitch feature) were quite effective to align the lyrics. 
The performance of the fO detection algorithms (Autocorrelation, Matti's al-
gorithm and YIN algorithm) was compared and result showed that the YIN 
algorithm was slightly better than others, thus we used the YIN algorithm in 
the system. To evaluate the DTW algorithm and find the critical issue af-
fecting the overall system performance, simulations of different kinds of noises 
such as missing singing events, incorrect onsets and incorrect pitches were car-
ried out. The missing singing events was the critical issue (10% miss deducted 
6.5% performance), the effect of the incorrect onsets was smaller (10% false 
alarms deducted 1% performance) and the incorrect pitches had smallest effect 
(nearly no performance deduction for 50% of the incorrect pitches), thus we 
concluded that the DTW algorithm was robust to tackle the addressed prob-
lem. Lastly, the overall performance of the system was also measured. The 
system was able to align the lyrics with a good result (about 80% accuracy). 
The accuracy measured the time of displayed lyrics matched the sung lyrics. 
The proposed system can be applied on aligning the lyrics to any tonal 
languages such as Mandarin if the lyric writers have to write lyrics to match 
the relative pitches of melodies. But the proposed system is limited to one 
human singing voice, thus the system cannot work with duets. Also, the input 
lyrics are assumed to be segmented line by line thus the system cannot work 
with unsegmented lyrics. Some Cantonese characters can be pronounced with 
different pitches which depend on their meanings, but the proposed system 
does not encounter this type of Cantonese characters. If the songs with English 
lyrics, the system cannot determine the relative pitches of these lyrics. 
9.2 Future Work 
There are several directions for improving the system. Our system was limited 
to short segment (about 20 seconds), but the duration is as long as a section 
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[40]. The section is the five different structural elements of the popular music 
as described in chapter 1. They are Intro (I), Verse (V), Chorus (C), Bridge(B) 
and Outro(O). The section detection method in [40] could be used to apply to 
the song and the lyrics. So, the song and the lyrics are divided into different 
sections. Since the duration of the section is as long as the short segment, 
the proposed system can be used to align the lyrics to each section and the 
lyrics of the whole can be aligned. Thus, the short segment limitation can be 
overcome. 
Our system aligned the lyrics sentence by sentence accurately. And it 
is extensible to align the lyrics character by character rather than sentence 
by sentence but with semi-automatic method. The procedure is described as 
follows. First, our system aligns the lyrics sentence by sentence. Then the user 
tune the boundaries of each sentence manually. Lastly, the DTW algorithm 
can be applied to each tuned sentence with our proposed lyric features to align 
each character. 
To improve the system, it is possible to apply the beat detector so that 
the time distance features can be adapted to the speed of the song. And 
also, the singing voice detection can be improved by using more high-level 
information such as the key of the song and the beat of the song. Those 
high-level information can be obtained automatically by some existing systems 
such as the beat detection system [13] and the key detection system [38 . 
Moreover, the alignment result and the result of the singing voice detection 
can be combined to estimate the end time of each sentence. 
Besides the research value, this work also has the commercial value. Since 
it automates the effort to align the lyrics manually, this work can be combined 
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s{t) Original Signal 
S{w) Frequency Domain of Original Signal 
si{t) Left Channel of Original Signal 
Sr{t) Right Channel of Original Signal 
Sc{t) Center Signal 
Sc,i{t) Left Channel of Non-center Signal 
Sc,r{t) Right Channel of Non-center Signal 
Sc{t) Estimated Non-center Signal 
Sc(w) Frequency Domain of Estimated Non-center Signal 
Sc{t) Estimated Center Signal 
Sc{w) Frequency Domain of Estimated Center Signal 
|5| . . … M o d u l u s of S 
Sy{t) Estimated Vocal Signal 
j^ yocai Vocal Estimated Error 
Ej Amplitude Envelope 
u；卿ef Onset Window Size 
切omit Omitting Window Size 
ABj First Order Difference of Ej 
5Ej Relative Difference Function of Ej 
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o^nset Threshold for detecting the onsets 
EventTimek Estimated event time 
Qs Cost Function for onset evaluation 
SFi Spectrum flux of i仇 frame 
vSFi Spectrum flux variance of i仇 segment 
RT(n) Temporal Autocorrelation 
R^{n) Spectral Autocorrelation 
R{n) Combination of Temporal and Spectral Autocorrelation 
HC Harmonic coefficient 
zcri Zero crossing rate of i认 frame 
dzcTi Delta zero crossing rate of i认 frame 
vdzcTi Variance of delta zero crossing rate 
hzcrri High zero crossing rate ratio 
dEi Delta amplitude envelope 
ddEi Second order difference of amplitude envelope 
Nmfcc Number of coefficients of MFCC 
LPi Lyric Pitch of lyrics character I 
LRPi Relative Lyric Pitch of lyric character / 
LDi Lyric Time Distance of lyric character I 
Li Lyric Feature of lyric character I 
fqi^ Frequency recognized of event k 
MIDIk MIDI number of event k 
SRPk Relative Signal Pitch of event k 
SDk Signal Time Distance of event k 
Sk Signal Feature of event k 
e亡《爪e Time distance threshold of feature extraction module 
clc[x] Compress center clipper 
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clp[x] Center clipper 
sgn[x] 3-level clipper 
e却 clipping threshold 
Tyyir) autocorrelation function with time lag r 
T time lag r 
P Period of the signal 
Fs Sampling frequency 
dt(j ) Squared difference function 
dt{r) Normalized squared difference function 
eYiN ……Threshold for YIN algorithm 
f Best time lag found in 
f Optimum time lag using parabolic interpolation 
E — ……Error matrix of DTW 
EA'''^^ Accumulated error matrix of DTW 
yjdtw the weighting factor of DTW 
(5f, Sf) the time range of actual duration in the songs of i仇 sentence 
, Sf) the estimated time range of i仇 sentence by the system 
A^ In-Range Accuracy of i仇 sentence 
A^ Duration-Range Accuracy of sentence 
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