It has become standard to evaluate newly devised database search methods in terms of sensitivity and selectivity and to compare them with existing methods. This involves the construction of a suitable evaluation scenario, the execution of the methods, the assessment of their performances, and the presentation of the results. Each of these four phases and their smooth connection usually imposes formidable work. To relieve the evaluator of this burden, a system has been designed with which evaluations can be effected rapidly. It is implemented in the programming language Python whose object-oriented features are used to offer a great flexibility in changing the evaluation design. A graphical user interface is provided which offers the usual amenities such as radio-and checkbuttons or file browsing facilities.
INTRODUCTION
Scientific results that are to be published usually have to fulfil two demands: they have to be interesting and they have to be useful. In the ongoing development of database search methods, usefulness is of paramount importance, since such methods rarely give rise to new biological ideas, but rather are consequences of biological insights that were gained before. For example, the observation that different sites in a protein show different degrees of conservation led to the development of profile-based methods [1] [2] [3] which by processing multiple sequences of a protein family incorporate information about varying site conservations. Indeed, profilebased methods outperform single sequence methods in terms of sensitivity and selectivity. 4 Besides the quality increase of search results, an improvement in speed can justify a new method. One such method is BLAST 5 which approximates a full Smith-Waterman database search. 6 To show that a new method is faster than existing ones is an easy task. However, it has to be ensured that the method yields comparable search results. In fact, slower or less space-efficient methods are expected to outperform the more efficient methods in terms of sensitivity and selectivity.
The evaluation of database search methods can become extremely laborious. Databases have to be processed, training and test entities have to be selected, data structures and files have to be generated, methods have to be run, their outputs have to be parsed, their performances have to be evaluated, and these evaluations have to be combined and presented in tables and figures. The situation is aggravated by different data with possibly different annotational structure, by diverse selections of training and test data, by various methods with their varying interfaces, by the use of many performance measures, and by countless ways of combining the results in meaningful figures.
The Phase4 evaluation system 7 is an answer to the above problems. It is a tool with which evaluations can be effected extremely rapidly. It reflects the logical structure of the framework in which evaluations are usually accomplished. Source databases are automatically split into test and training sets according to predefined construction settings, and methods are executed, their performances evaluated and presented in selected tables and diagrams.
The rest of this paper is divided into three parts: the first part is a description of the usual framework of evaluation, reviewing the construction of database search scenarios, the execution of methods, common performance measures, and a variety of options for the graphical presentation and statistical interpretation of the evaluation results; the second part introduces Phase4 and shows how it reflects the framework described in the first part; the third part shows some examples.
THE USUAL FRAMEWORK OF EVALUATION
The usual framework of evaluating database search methods is the following:
• Step 1: construction. Choose a database of sequences with known relationships and divide it into training and test sets, where each test set is associated with a training set of homologous sequences.
• Step 2: execution. For each training set, use its sequences as queries (or the full training set or a model derived from it as one query in multiple sequence methods) in a search against the database.
• Step 3: evaluation. Split the reported scores into the ones for homologues and the ones for non-homologues and calculate a number that describes the separation of homologues and nonhomologues.
• Step 4: report. Present these numbers in tables and figures, possibly with an assessment of the statistical significance of observed differences.
Step 1 poses heavy design problems, as will be discussed later.
Step 2 executes the methods under consideration, which not only means accomplishing the actual search, but also preliminary steps such as building a profile or profile hidden Markov model (HMM).
Step 3 needs to be thought about carefully, if meaningful results are sought. Which measure should be applied in this step to assess sensitivity and selectivity of the search method depends on step 1, because the evaluation is designed in view of later applications. For example, if a method will be used for the detection of distantly related sequences, there must be such sequences in the test database that do not have close relatives in the query. Accordingly, the performance assessment should focus on these distantly related sequences and not on the ability to find close relatives.
Step 4 is important to allow a (visual) comparison of the methods by the intended audience. The following sections cover the construction, execution, evaluation and report steps in detail.
Construction
In the evaluation of database search methods, we face the problem that database search methods and the knowledge of common ancestry, ie homology, of proteins are not independent. Homology is usually assessed on the basis of sequence similarity that has been reported as being significant by one search method or another. A new method might find very distant relationships that cannot be detected by existing methods. If there is no possibility of judging the validity of these relationships besides corresponding annotations that are based on the existing methods, one can only interpret them as false positives. The dependence of data and methods creates a 'chicken and egg' problem 8 in which the superiority of a method can stay unappreciated because it is compared with less successful methods. The only way to circumvent this problem is to avoid the dependence and to use a database of known homologies that is not based on sequence comparison.
The SCOP database (structural classification of proteins) 9 ,10 is such a database and has been used several times in the comparison of database search methods. 4, 8, 11, 12 The SCOP database classifies protein domains according to the categories class, fold, superfamily and 8, 9 but recent publications have concentrated on multiple sequences. 13, 14 A database such as SCOP can be divided into training and test sets in various ways, depending on the application one has in mind. One such application could be the search for distantly related sequences, another the search for closely related sequences. The first can be paraphrased into 'searching for unknown families (from an already known superfamily)', the second into 'searching for sequences from families we know already'. The training sequences can again be used in different ways. For example, one model might be built from all training sequences, or a number of models, each representing a different subset of the training sequences, with which the database is searched separately.
Execution
After the construction of one or several evaluation scenarios, such as the detection of distantly related families with one model, the methods to be evaluated have to be executed. The execution has to be effected for every query that is derived from the training sets. If a certain method is run several times with different parameters or in different evaluation scenarios or with different queries such as domain HMMs instead of local HMMs, one has to take care to save the outputs such that they can easily be assigned to the methods and parameters that produced them. Also, if many runs have to be accomplished or the execution of the methods is time consuming, it can be desirable to distribute the executions with the help of a queuing system. In principle, a clean organisation is not impossible to achieve, but the execution step readily lends itself to complete chaos.
Evaluation
Sensitivity and selectivity are crucial properties of database search methods. Intuitively, the sensitivity is high if distantly related sequences are assigned high scores, so that they appear as strong candidates for homology in the output of the program. Likewise, the selectivity is high if unrelated sequences are assigned low scores, so that they cannot get a misleadingly high rank in the output. Given a certain score threshold, the database can be divided into two parts: one comprising sequences with high scores, thus putative homologues, and one comprising sequences with low scores, thus putatively being unrelated to the query sequence. Usually, this classification is imperfect, leading to sequences that are falsely classified as homologues and to sequences that are falsely classified as nonhomologues. The former are called false positives, the latter false negatives. The lower the number of false positives, the better the selectivity of the method, and the lower the number of false negatives, the better its sensitivity.
While this notion of sensitivity and selectivity can be grasped easily, we need to formalise it in order to apply it in the evaluation of database search methods. Various such formalisations have been devised, the most widespread of which are presented in the following paragraphs. All of them are based on the important assumption that the relationships between query and database sequences are clarified, ie that it is known which sequences are homologous and which are not. Which of these formalisations is to be preferred depends on the evaluation scenario and the demands of the biological application, which is discussed as well.
The choice of an evaluation scenario is driven by the intended application False positives and false negatives are misclassified nonhomologues and homologues, respectively
Equivalence numbers For a given query, one searches the database of test sequences by the method to be evaluated. From the complete knowledge of homologies, the output can be divided into scores of homologous sequences and scores of non-homologous sequences, thus yielding two empirical score distributions. These two distributions usually overlap, so that the choice of a certain score threshold, down to which sequences are accepted as putative homologues, results in a certain number of false positives and false negatives. It can be considered natural to balance these two errors, which is done in the calculation of the equivalence number. 15 The equivalence number is the number of false positives resulting from a score threshold where this number equals the number of false negatives. From all possible thresholds, the one is chosen that gives this equality. Notice that in the actual application, ie searching databases to find unknown homologues, a balancing threshold cannot be determined in this way, because it presumes a complete knowledge about the homologies in the database, which would contradict the search aim.
False positive counts and rates of false positives Search problems can be difficult to various degrees. Finding members of the same protein family is usually easy compared with finding members of the same superfamily that do not belong to the same family. Searching for such distantly related sequences very often results in outputs in which these distant homologues are listed far from the beginning. In such a case, it is not possible to balance sensitivity and selectivity by equivalence numbers as described above, because even the best positive scores can be exceeded by many negatives. As an alternative, one can count the number of negatives that have to be scanned, starting from the highest scoring sequences, until a certain homologue occurs. This is the false positive count (FPC) for this homologue. Dividing the FPC by the overall number of non-homologues in the database, one gets the rate of false positives (RFP) for this homologue. 13 Given several distant homologues to be found, one can look at the minimum, the median or the maximum RFP, depending on the point of view with which the evaluation is designed. For example, one could argue that it is sufficient to find one member of a distantly related family, because once such a sequence is known, the remaining members can be found quite easily. Then it would be sensible to compare the minimum RFPs of different search methods. Demanding that all sequences are found, on the other hand, is a much stronger criterion and would require the calculation of maximum RFPs. Since both minimum and maximum RFPs can be quite unrobust measures, it might be more appropriate to use the median RFP which gives a good impression of the search method's overall performance. However, one should keep in mind that the resulting numbers are often too high to reflect a practical application that yields useful results. On the other hand, if one method outperforms another in a stringent evaluation scenario, it can be expected to be at least slightly better under relaxed conditons.
True positive counts
The true positive count (TPC) for a given number of negatives is the number of positives that score equally well or better than these negatives. For example, TPC 50 is the number of positives that can be found before the 51st best-scoring negative. False positive counts and true positive counts are complementary views, the first from the number of true positives one wishes to find, the second from the number of false positives one is ready to accept. If methods are compared with respect to an application where a certain number of false positives is not to be exceeded, TPCs would be the measure of choice. Then it might also be sensible to choose other limits. For example, if
Equivalence numbers balance false positives and false negatives
The false positive count of a homologue is the number of higher scoring nonhomologues reported hits will be processed without undergoing a manual check, a single false positive can be unacceptable already, thus rendering a TPC 0 measure the most appropriate.
Receiver operating characteristic
The receiver operating characteristic (ROC) is a widely used technique for evaluating the performance of clinical tests and treatments. 16 The analysis involves the construction of a ROC plot as described below. Gribskov and Robinson 17 introduce the ROC 50 measure which is the area under a ROC curve up to 50 false positives, normalised such that the area under the whole curve is 1. (In Phase4 the ROC measure is given unnormalised and for each test family individually. Thus, it is the sum of all true positive counts up to TPC 50 .) Fifty is thought to be the number of sequences the biologist is ready to browse through. By taking the area it is taken into account how early the true positives show up in the accepted range of false positives. The ROC measure serves as a condensed view of a ROC plot section.
Report
Equivalence numbers, FPCs, TPCs and ROC measures are specific for single searches. For each test family, one such number arises. Although these numbers can be given in tabular form, they are usually easier to interpret if presented in graphical form. Several authors have come up with such presentations which have in common that they allow an easy visual comparison of the search performances of the methods analysed. If it is apparent that one method is better than another in terms of a chosen performance measure, the question arises whether this difference is statistically significant. It can be answered with an appropriate statistical test, one such test being the Wilcoxon signed rank test. The various possibilities of presenting evaluation results in graphs and the assesment of statistical significance of observed performance differences are detailed in the following paragraphs.
Receiver operating characteristic (ROC) plots The positive fraction, which is the number of true positives divided by the total number of positives, is plotted on the y-axis versus the negative fraction, which is the number of false positives divided by the total number of negatives. The greater the area under such a curve, ie the earlier and higher it rises, the greater the sensitivity and selectivity of the analysed method.
Coverage versus error plots
Coverage versus error plots were introduced in Brenner et al. 8 They are essentially the same as ROC plots, with the axes being swapped. Coverage is again the positive fraction, whereas errors are errors per query, which is the number of false positives divided by the number of queries. Unfortunately, the term is misleading, since a division by the number of database sequences (targets) should be performed, but in the evaluation setting of Brenner et al., 8 these two numbers are the same. As an alternative, the error can be defined as the total number of mis-classified sequences, ie the number of false positives plus the number of false negatives. 12 
Performance figures
Performance figures were introduced in Jaakkola et al. 13 For certain RFPs, such as med-RFPs or whatever percentile of the RFP distribution one is interested in, the number of test cases (queries) in which the method performed equally well or better than a cut-off on the x-axis (ie had an equal or smaller RFP) is plotted on the y-axis. Thus, performance figures are empirical distribution functions on performance measures. The earlier and higher such a curve rises, the better the method's sensitivity and selectivity (performance). If the plots of two methods intersect, it has to be discussed whether the advantage of the one method ROC and coverage versus error plots show moving ratios of sensitivity and selectivity Evaluation measures can be summarised in tables and figures over the other occurs in a realistic interval of errors.
Correlation plots
Two methods can show similar performance figures, although the chosen measure, such as minimum false positive counts, can be drastically different in single cases. Such a behaviour, in which two methods perform similarly on average, but differently in detail, would be a justification of accepting both methods as useful alternatives in database searching. It can be revealed by correlation plots, 18 in which for each test case the performance value of one method is plotted against the respective value of the other method, resulting in as many dots as there are test cases.
Unique plots
Correlation plots are suitable to visualise the fact that two methods show different performances in single cases. If one method is much better than another in many cases, it is at least a good alternative, and probably both methods should be used. For more than two methods, however, a correlation plot can hardly be produced (although three dimensions are at least imaginable), so I have devised socalled unique plots. For a certain performance measure, and for given thresholds on the x-axis, the number of cases is plotted in which a method alone (uniquely) shows a performance better than or equal to the threshold.
Wilcoxon signed rank test
If two methods show differences in their performance measures, it is desirable to decide whether these differences are significant. A number of statistical tests exist, most of which assume properties of the underlying distributions that are rarely given by the performance measures as described in the section above on 'Evaluation'. An appropriate test is the Wilcoxon signed rank test. It takes a number of pairs (performance measures for test families in our case), calculates the pairwise differences, discards differences of zero (because they are meaningless), orders the remaining differences according to their absolute value, assigns possibly tied ranks to the sorted absolute differences, and signs these ranks according to the signs of the corresponding differences (hence the name signed rank test). The signed ranks are summed up and, given a certain significance level (eg 0.05), it is decided whether the sum significantly deviates from the expected value of zero. If so, it can be said that the null hypothesis that one method is not better than the other can be rejected at the given significance level, meaning that the first method performs significantly better. One should keep in mind, however, that the case that the hypothesis cannot be rejected only means that it is not in contradiction with the data. If one is nevertheless convinced that a method should outperform another, one should resort to a larger test database or a different evaluation scenario to produce a more significant difference.
THE Phase4 SYSTEM
The SCOP database in its different forms, the various performance measures, and the different ways of presenting the results have been used in a number of papers and have become accepted standards (cf. the references above). Nonetheless, the scientist who wishes to repeat such evaluations is confronted with formidable work. The previous sections reviewed in detail the steps involved in such an evaluation, so that the complex nature of the task can be fully appreciated. For each evaluation, the scientist is confronted with decisions concerning different data, such as another SCOP release or even a database with a completely different annotational structure, by alternative selections of training and test data, such as the detection of close homologues instead of distant homologues, by additional methods with their varying interfaces, by the use of alternative performance measures such as false positive counts instead of equivalence numbers, and by countless ways of combining the results in Evaluating database search methods is a laborious matter meaningful figures. Many design decisions are too committing to allow for an easy change. An evaluation can become extremely laborious and annoying, especially if something goes wrong in between and the whole process has to be started from scratch. Relying on intermediate results bears the danger of making mistakes that stay undetected.
The Phase4 evaluation system is an answer to the above problems. It is a tool with which evaluations can be effected extremely quickly. It reflects the logical structure of the common evaluation framework as described above by a division into four phases (hence the name): a construction, an execution, an evaluation and a report phase. These phases are described in the following sections.
Phase 1: construction
The construction phase is the most difficult one. Two major problems arise. First, it should offer the possibility to use different kinds of databases as a data source. This comprises, for example, SCOP in different releases or the GPCR database that was used in Müller et al.
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Other sources, though not yet included in Phase4, are conceivable, such as the PROSITE collection. 20 Second, it should be feasible to create different evaluation scenarios without too much effort. Several authors have based their evaluation on the detection of homologous pairs (eg Park et al. 4, 11 ). More recent publications concentrate on the discovery of distantly related families of sequences. 13, 14 Another possibility is to halve each family of a given superfamily, the first half constituting the training set, and the second the test set. This is a situation in which close homologues of a diverse query are to be detected. In general, the evaluation scenario has to reflect the circumstances of the method's use as a tool for the biologist. The training and test sets have to be realistic concerning, for example, sequence lengths, amino acid composition, degree of divergence or domain structure.
It is desirable to combine the abundance of data sources and evaluation scenarios in a single tool. The modular structure of Phase4 makes this feasible. The different data sources are taken account of by an abstract database interface. The implementation of this interface, eg for the SCOP database, parses a given file and constructs a hierarchical data structure in which, for example, families and superfamilies can easily be accessed through the interface. If one wants to use new data sources that have the same structure as the ones already used, such as a new SCOP release, nothing in the implementation has to be changed. For different databases, only the interface, in addition to the parsing of the database, has to be implemented.
To allow for various evaluation scenarios, the so-called Builder design pattern is used. (Design patterns are recurring patterns of object-oriented software design. For an excellent book on design patterns, an introduction to which is far beyond the scope of this paper, see Gamma et al. 21 ) In general, the Builder pattern can be applied when the algorithm for creating a complex object should be independent of the parts that make up the object and how they are assembled. In the context of evaluation scenarios, 'searching for distant homologues' is independent of how queries are built from the training sequences. In general, the creation process is directed by a director which iterates over the objects in the structure to be created and delegates their creation to a builder. The various directors in Phase4 control the dissection of given groups of sequences, for example superfamilies, into training and test sets. The builders are responsible for constructing descriptors of the training and test sets, which again can be done in several ways. For example, one director splits off one family from a given superfamily as test sequences and keeps the rest of the superfamily as training sequences ('distant family' scenario). The director calls the builder it was instantiated with. The builder could Phase4 is easy, fast and comprehensive Data sources can be very different A large variety of evaluation scenarios exists, each one mirroring a different application construct one descriptor for all training sequences, eg a multiple alignment and a hidden Markov model for the use of hmmsearch. 22 Other builders could construct one descriptor for each sequence of the training set, eg just the sequences themselves for the use of BLAST. Constraints such as the required minimum or maximum size of a test family or the number of families in the remainder of the superfamily are controlled by construction constraint objects any of which can be used to instantiate a builder. New evaluation scenarios can be added by either implementing new directors or new builders. This is independent of the implementation of data sources, since only the abstract interface of the latter is used. The whole construction process is logged and a log file written at the end. The training and test data are written to standardised directories and files which are defined by special construction settings.
Phase 2: execution
After the construction of the evaluation scenario, ie the set of training and test descriptors, the database search methods to be evaluated have to be run. At the end of the construction phase, a log file was created which is now used to determine the queries to the methods. The methods are defined in a method module and are responsible for executing the respective commands with the correct syntax of command line parameters. To adapt the input-output conventions of some methods, such as SSEARCH, 23 they are wrapped by small Python programs. The methods, with the queries determined by the log file, can be run against any given database which often will be the one used in the construction phase. With an abstraction of 'calling the method', it is easy to use distributed systems, eg with the Load Sharing Facility (LSF) 24 or Sun Grid Engine, 25 or to let the methods run on the local computer. New methods can easily be added to the method module. Analogous to the construction phase, the outputs are written to standardised directories and files which are defined by special execution settings.
Phase 3: evaluation
Though we have been talking about evaluating methods, evaluation here means applying one or several of the performance measures as discussed above. For each method that was run in the execution phase, its output is now read and filtered to extract the database identifiers with their associated scores. Since the outputs of the various methods differ, a filter module offers such a filter for each of them. From the log file that was created in the construction phase, the sequence test sets are known. Thus, the filtered outputs can now be analysed and the desired performance measures such as minimum false positive counts or equivalence numbers be calculated. The performance measures are defined in a separate module and can easily be extended. The results of the evaluation phase are written to standardised directories and files which are defined by special evaluation settings.
Phase 4: report
After the methods' performances have been assessed in the evaluation phase, the measurements have to be presented in a suitable form. While the numbers themselves contain the most possible information, a comparison is difficult, especially when there are many test cases and thus many performance numbers. It has become common to create diagrams that give an easy visual interpretation of the evaluation results. Such diagrams, such as coverage versus error plots, are discussed above. The report phase reads the results of the evaluation phase and draws the desired diagrams with the program gnuplot. 26 In addition to diagrams, the report phase offers simple ASCII or Latex tables which are automatically divided into sections on the level of superfamilies. It has proved useful to restrict the generation of diagrams and tables to certain subsets of the source 
EXAMPLES
To demonstrate the versatility of Phase4, several evaluations were carried out. From the pdb90d_1.37 version of the SCOP database, I selected all superfamilies that comprised at least two families. From these superfamilies, families were chosen to be test families if both the family itself and the remainder of the superfamily contained at least five sequences each. The remainder of the superfamily (the training set) was further restricted to have not more than 50 sequences for efficiency reasons. The procedure resulted in a set of 43 test families with associated training sets. The parsing of the SCOP database and the split into test and training sets on the basis of the above constraints was accomplished automatically by Phase4. On the constructed evaluation setting, two methods in two variants each were executed: hmmsearch with local and domain HMMs and BLASTP2 27 with the BLOSUM50 and BLOSUM62 score matrices. The BLAST runs were used in the context of a family pairwise search. 
DISCUSSION
The author has presented a software system for the automatic evaluation of database search methods: Phase4. With this system, the sensitivity and selectivity of database search methods can be evaluated extremely quickly. It offers a large variety of evaluation scenarios, methods, performance measures and visualisations and can be extended easily. Phase4 has already been used in Müller et al., 19 Spang et al., 30 Rehmsmeier and Vingron 14 and a previous version of it in Spang et al. 31 Future versions will cover run-time measurements and the evaluation of multiple alignment methods.
