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ABSTRACT
In this paper we compare the value of diﬀerent molecular modeling techniques for the prediction of vibrational
modes, especially in the mid- and far-infrared region. There is a wide range of diﬀerent levels of theory available
for molecular modelling—the choice depending on the kind of system to be investigated. For our calculations
we use diﬀerent theoretical approaches such as Hartree-Fock and Density functional theory. We also compare
the performances of two available electronic structure programs—Gamess-US and Gaussian03. As examples,
we use two diﬀerent retinoids—all-trans retinal and all-trans retinoic acid—derivatives of Vitamin A.
Keywords: Vibrational spectroscopy, ab initio molecular modelling, density functional theory, computational
chemistry, electronic structure programs, biomolecules, retinoids
1. INTRODUCTION
Being able to distinguish between diﬀerent isomers of a particular molecule is very important in various ﬁelds of
science such as biology, medicine and also pharmaceutical industry. For example, retinoids, a class of chemical
compounds that are related to vitamin A, play an important role in vision, bone growth, in the treatment of
skin lesions and acne, and as chemotherapy for certain types of leukemia. Many diﬀerent geometric isomers of
retinol, retinal and retinoic acid are possible as a result of either a trans or cis conﬁguration of the four C=C
double bonds found in the polyene chain. The far- and mid-infrared spectral regions are very important for the
investigation of biologically important molecules, since rotational and vibrational transitions of such molecules
lie in these ranges. An a priori knowledge of the expected spectra enables the comparison of theoretical and
experimental data and allows for improved experimentation through the interpretation of data.
Molecular modelling techniques have long been versatile tools in vibrational spectroscopy of biomolecules.1, 2
In a previous study3 we investigated the use of ab initio molecular orbital calculations of frequencies in the
far-infrared region for the identiﬁcation of biomolecules. However, the assignment of distinct vibrational modes
using those calculations remains diﬃcult, mainly because the agreement between theoretical and experimental
data, especially in the far-Infrared region, is often not very consistent. There is a wide range of molecular
modelling and quantum chemistry techniques available. Ab initio molecular orbital theory, which does not
depend on experimental input data, uses Schro¨dinger’s equation to directly and quantitatively predict chemical
phenomena requiring as input only the masses and charges of electrons and nuclei. Commonly, molecular
orbitals, expressed as linear combinations of a ﬁnite set of one-electron basis functions, are used to approximate
a full wavefunction. Density functional theory (DFT) on the other hand uses the electron density as its
functional and therefore takes electron correlation into account. Typical electronic structure programs for
such calculations are Gamess-US4 and Gaussian03.5 In this paper we investigate the inﬂuence of diﬀerent
theoretical approaches on the reliability of calculated vibrational frequencies.
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2. COMPUTATIONAL CHEMISTRY–AB INITIO MOLECULAR ORBITAL THEORY
Computational chemistry uses mathematical descriptions of chemistry incorporated into eﬃcient computer
programs to calculate the structures and properties of molecules. The basis of electronic structure methods
is the assumption that all chemistry can be described in terms of the interactions between electronic charges
within molecules. The quantum mechanical description of chemical bonds is given by a space- and time-
dependent probability distribution: the molecular wavefunction. The molecular wavefunction is deﬁned by
the Schro¨dinger equation.6 In principle, it is possible to solve the Schro¨dinger equation, in either its time-
dependent form or time-independent, but in practice this is only possible for very small systems. Therefore, a
great number of approximate methods try to achieve the best trade-oﬀ between accuracy and computational
cost. Ab initio techniques are the most accurate, do not depend on experimental data and are broadly
useful for studying systems composed of tens of atoms; however, they are computationally expensive. Semi-
empirical methods are not as accurate, as they employ extensive approximations and require experimental
input parameters, but are not so computationally demanding and are useful for moderate sized systems. Very
large systems, containing thousands of atoms, can be studied with molecular mechanics methods based on
classical physics. They are computationally fast but require experimental inputs and have limited accuracy.
Recently hybrid methods combining high-level quantum mechanical calculations on a small part of the system
with lower-level methods on the remainder have been used.7
In general, the choice of an appropriate quantum mechanical model is always a compromise. The most
sophisticated approach available is certainly expected to yield the most accurate results. On the other hand,
the usage of a particular model will most likely be restricted by the size of the system. Quantum mechanical
models can broadly be classiﬁed in two dimensions, one referring to the level of treatment of electron correlation
and the other to the size of the basis set expansion.
2.1. Ab Initio Methods
In our previous paper3 we have described the basic principle of ab initio molecular orbital theory based on the
approximate solution of Schro¨dinger’s equation. To completely describe the quantum mechanical behaviour
of electrons in a system it is necessary to calculate the many-electron wavefunction for this particular system.
This may be obtained from the time-independent Schro¨dinger equation in principle, but in practice each
electron is inﬂuenced by the behaviour of all the other electrons in the system.8 To solve the Schro¨dinger
equation directly for all these electrons it would be required to solve a great number of diﬀerential equations
simultaneously, depending on the size of the system. Molecular orbital theory is an approach to molecular
quantum mechanics which uses one-electron functions or orbitals to approximate a full wavefunction. A
molecular orbital is a function of the cartesian coordinates x, y and z of a single electron, its square being the
probability distribution of the electron in space. The complete wavefunction for a single electron is described
by the product of a molecular orbital and a spin function.
Hartree-Fock (HF) analysis is the simplest type of ab initio electronic structure calculation, which describes
each electron in a molecule as moving in the average electric ﬁeld generated by the other electrons and
nuclei.9 As a single-particle theory, HF theory systematically overestimates molecular energies because it
neglects the correlated motion of electrons resulting from Coulomb interactions. Although there is no exact
analytical solution to the time-independent molecular Schro¨dinger equation for systems containing more than
one electron, approximate solutions can be obtained using standard numerical techniques. The approach of all
ab initio techniques is to build the total wavefunction from a “basis” set of mathematical functions capable of
reproducing critical properties of the system.6 In the simplest of HF models, the number of basis functions
needed to describe each atom will be as small as possible, but large enough to accommodate all electrons and
still maintain spherical symmetry. This also means that the molecular orbitals will have only limited ﬂexibility.
Hence, the larger the basis set the higher the number of adjustable coeﬃcients in the variational procedure,
which leads to a more improved description of the molecular orbital. The Hartree-Fock limit represents the
best that can be achieved with a single-electron conﬁguration.
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2.2. Density Functional Methods
As mentioned above, traditional methods in electronic structure theory such as Hartree-Fock (HF) theory are
based on the complicated many-electron wavefunction and neglect the correlation between the electrons of the
system. In density functional theory (DFT), the electron correlation is modelled as a functional10 of the electron
density. Here, the ground-state of the system is considered to be deﬁned by that electron density distribution,
which minimizes the total energy of the system. While the many-body wavefunction is dependent on 3N
variables, three spatial variables for each of the N electrons, the density is only a function of three variables,
which are needed to deﬁne the charge density at a particular point. Also, the ground-state electron density
uniquely determines all other ground state properties of the system, particularly the ground-state energy.8 The
most common implementation of density functional theory is through the Kohn-Sham method. This method
partitions the electronic energy via the Kohn-Sham equations8, 11 into kinetic energy, potential energy, and
the electron-electron repulsion term; all of which represent the classical energy of the electron distribution.
The last partition of these equations is the electron correlation term. This term represents both the quantum
mechanical exchange energy, which accounts for electron spin,12 and the dynamic correlation energy due to
the concerted motion of individual electrons. Pure DFT methods calculate the electron correlation term by
pairing an exchange functional with a correlation functional and are therefore designated by the choice of
combination.6 There are three general categories of DFT: local density approximations (LDA), generalized
gradient approximations (GGA), and “hybrid” combinations of DFT and Hartree-Fock terms. An example of
the latter is B3LYP, which combines Hartree-Fock self-interaction corrections with density functional exchange
and correlation. B3 denotes Becke’s three-parameter hybrid functional,13 while “LYP” is a gradient-corrected
correlation functional developed by Lee, Yang and Parr.14 Density functional methods have the advantage
of avoiding the computational expense of other post-HF methods by approximating the eﬀects of electron
correlation. Given its demonstrated accuracy for predicting molecular energies and activation barriers, the
enormous amount of time saved by using DFT makes it an attractive method for studying the ground state
properties and reactions of larger energetic molecules.6
2.3. Basis Sets
In general, a basis set is a range of mathematical functions used to solve a diﬀerential equation. In quantum
chemical calculations, the term “basis set” is used to describe a collection of a ﬁnite set of one-electron functions
(Gaussians) representing atomic orbitals, which are optimized to reproduce the desired chemical properties of
a system.6 Initially, the atomic orbitals used were Slater-type orbitals (STOs), which correspond to a set of
functions that decay exponentially with distance from the nuclei. Later, it was realized that these Slater-type
orbitals could in turn be approximated as linear combinations of Gaussian orbitals instead. Today, there are
hundreds of basis sets composed of Gaussian-type orbitals (GTOs). The choice of basis set determines the level
of accuracy and depends on two components: (a) the size of the basis set and (b) the treatment of electron
correlation. In general the choice of basis set will always be a compromise. The simplest level of ab initio
molecular orbital theory involves the use of minimal basis sets, which are typically composed of the minimum
number of basis functions required to represent all of the electrons on each atom. The largest basis sets can
contain literally dozens to hundreds of basis functions on each atom. The number of basis set functions per
atom is dependent on the kinds of atoms involved in the calculation.
An example of a minimal basis set is the STO-XG basis set. It consists of expansions of Slater-type atomic
orbitals in terms of X gaussian functions. In these basis sets, the same number of Gaussian primitives comprise
core and valence orbitals. Typically, minimal basis sets such as STO-3G and STO-6G give rough results that
are insuﬃcient for research-quality publication, but are much cheaper than their larger counterparts. But since
it is usually the valence electrons which principally take part in molecular bonding, it is common to represent
valence orbitals by more than one basis function. This can be realized by using split-valence basis sets such as
the Pople split valence sets 6-21G and 6-31G. In the case of 6-31G, the “6” represents the number primitive
Gaussians comprising each core atomic orbital basis function. The “3” and “1” indicate that the valence
orbitals are composed of two basis functions each, where the ﬁrst one is composed of a linear combination of
three primitive Gaussian functions and the second of one primitive Gaussian function.9
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There are other important additions to the above mentioned basis sets available such as polarization basis
functions and diﬀuse basis functions. Polarization basis functions take the inﬂuence of the nuclei in an molecule
on each other into account, which will distort or polarize the electron density near the nuclei. Orbitals that
have more ﬂexible shapes in a molecule than the s, p, d, etc. shapes in the free atoms are needed. This is
accomplished by adding a p-shaped orbital to a s-shaped orbital (or equivalently a d-orbital to a p-orbital),
which will “shift” the resulting orbital sideways, polarize it and thus allow for small displacements of the center
of electronic charge away from the nuclear positions. The polarization function 6-31G* (or 6-31G(d)) adds a
set of d functions to the atoms in the ﬁrst and second rows (Li - Cl) and 6-31G** (or 6-31G(d,p)) adds a set
of d functions to the atoms in the ﬁrst and second rows (Li- Cl) and a set of p functions to hydrogen. Diﬀuse
basis functions are a useful addition in cases of excited states and in anions where the electronic density is
more spread out over the molecule.
2.4. Sources of Error
As discussed above, Hartree-Fock theory is a single-particle approximation and therefore cannot adequately
treat the correlated motion of electrons that occurs due to Coulombic electron-electron interactions. Neglect of
electron correlation is believed to result in systematic HF errors, such as underestimated bond lengths and over-
estimated vibrational frequencies.6 Many types of calculations begin with a HF calculation and subsequently
correct for the electronic correlation. Examples of these methods are conﬁguration-interaction (CI) methods,
Møller-Plesset (MP) perturbation theory. But each of these techniques should be considered carefully since
most of them violate at least one of the fundamental criteria that deﬁne the ab initio methodology. For exam-
ple, truncated CI calculations (i.e., anything less than full conﬁguration interaction) are not size-consistent,
so comparative CI studies should include added corrections.15 At the same time, MP perturbation theory is
not a variational technique, and as such does not provide an upper bound to the true molecular energy. The
problem in density functional theory is that the exact functional dependence of the electron correlation term
upon the electron density is unknown and must be approximated by assuming that it has certain properties
(e.g., it behaves like a uniform electron gas). Excited-state DFT calculations, which require the application of
linear response theory, have so far been limited to atomic systems. Another source of error is that molecular
vibration calculations in electronic structure programs do not automatically take anharmonicity into account.
This typically leads to an over estimation of the frequencies. However, this overestimation seems to be rela-
tively uniform and therefore generic frequency scaling factors can be applied.16 For far-IR calculations, this
does not seem to be applicable. Not only do the calculated modes appear to be shifted, there are also modes
additional to the ones experimentally detected. This could be due to molecular rotations and translations that
are located in the millimeter wave region. Further studies are needed to investigate these ﬁndings.
In general, ab initio molecular orbital studies on complex systems should begin with calculations using
small basis sets. This obtains a timely qualitative assessment of molecular properties, and determines the
computational cost of the higher-order calculations. However, minimal basis sets like STO-3G should only
be used when the size of the molecule is beyond the scope of available computer resources for even small
split-valence sets like 3-21G.6 Since larger basis sets contain more adjustable parameters and are thus better
able to approximate true molecular wavefunctions, quantitative accuracy improves with the size of basis sets.
Polarization functions improve the accuracy of fundamental basis sets (e.g., changing 6-31G to 6-31G(d)),
although the ultimate gain is limited.17 Diﬀuse functions (e.g., changing 6-31G to 6-31G+) will improve
results under certain circumstances.
2.5. Electronic Structure Programs
To perform an ab initio molecular orbital calculations, a graphic interface is need in which the particular
molecule can be build. There is a wide range of electronic structure programs available, some of which are
free of charge (e.g. Molden18) and some require a purchasable licence (e.g. GaussView19). Through building a
particular molecule in one of these programs, a matrix containing all information about bond lengths and bond
angles within that molecule is produced. This matrix can then be used as the input for the desired calculations
performed by electronic structure programs. Typical engines used for this are Gamess4, 20 (Generalized Atomic
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and Molecular Electronic Structure System) and Gaussian.5, 19 Gamess is available in two diﬀerent versions,
Gamess-UK,20 which is only freely available to U.K. academics, and Gamess-US,4 which is available on the
internet as freeware to both academic and industrial users all over the world. A licence for Gaussian, here
Gaussian03,5 is available to academic and commercial users. Both programs can predict the energies, molecular
structures, and vibrational frequencies of molecular systems, along with numerous molecular properties derived
from these basic computation types and they are both available as unix or windows versions. For details we
would like to refer to the individual manuals. To perform calculations in Gamess-US it is necessary for the
user to write a Fortran based input code, including all desired speciﬁcations. If one acquires Gaussian03 in
combination with GaussView,19 the two programs are linked with each other, using a “button-click” interface
to allow the user to select all speciﬁcations for the calculation after building the molecule. The program then
creates its own input code based on these parameters.
3. THE RETINOIDS
Retinoids are chemical derivatives of the dietary supplement vitamin A, formed through oxidation reactions.
Retinal or retinaldehyde is fundamental in the transduction of light into visual signals in the photoreceptor
level of the retina. For further information we refer to our previous work3 where we have described the
function of the retinal and its isomers in great detail. Retinoic acid is a carotenoid organic compound that is
a component of visual pigments. It causes cell diﬀerentiation, and plays a part in the growth and development
of embryos. Medicinally, it is used in tretinoin creams for the treatment of acne and other skin disorders.
It is also a component of many commercial products that are advertised as being able to slow skin aging or
remove wrinkles.21 In addition, it is also used to treat at least one form of leukemia by causing the blood cells
to diﬀerentiate, mature and die.22 Similar to retinal, retinoic acid occurs in diﬀerent isomeric form, which
all have diﬀerent properties and applications. In paper we focus on the all-trans isomers of both retinal and
retinoic acid (see Figure 1).
Figure 1. All-trans retinal and all-trans retinoic acid isomers visualized in GaussView19
4. RESULTS AND DISCUSSION
We used the two electronic structure programs Gamess-US and Gaussian03 to optimize the geometries of 3
diﬀerent molecules and to calculate their vibrational frequencies. All three molecules where built in GaussView
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and the same input matrices where used for the calculations in these electronic structure programs. With both
programs we performed calculations using both unrestricted HF theory and DFT. Using Gamess-US we found
the best approach to be to start with a small basis set (STO-3G) and a higher gradient convergence tolerance
and then further optimize the geometry using a smaller convergence tolerance and higher level basis sets (6-31G,
6-31G* and 6-31G**) to achieve geometry convergence and to locate a reliable energy minimum. The frequency
calculations of the optimized structure where then performed using the basis set of the last optimization (6-31G
in the case of DFT and 6-31G** in the case of HF). For Gaussian03 we found , in agreement with previous
studies, it not necessary to perform many optimization steps based on the experiences of previous studies,1, 23
but only carried out one combined optimization and frequency calculation for each molecule and theory (6-31G
in the case of DFT and 6-31G** in the case of HF). The experimental data of the all-trans retinal and all-trans
retinoic acid molecules in the far-infrared region (10-110 cm−1) was obtained using an Infrared Spectrometer
of the type Bruker IFS120HR ﬁtted with a LHe cooled silcon Bolometer detector, where the samples were run
as pressed dry powder on polyethylene (PE) plates. For the mid-infrared region (400-1900 cm−1) we used a
Perkin Elmer BX-1 Fourier-Transform Infrared Spectrometer with a 1mW helium-neon unit and to measure
the vibrational frequencies of both of these molecules pressed into KBr discs.
Our results show that the experimental data in the mid-infrared region agrees very well with the calculated
data overall (see Figures 2(a) and 3(a)). From Figure 2(a) it can be seen that the calculated data in the
mid-IR region using the density functional approach (B3LYP), even with a smaller basis set (6-31G), agrees
even better with the experimental data than the results of our Hartree-Fock calculation with a larger basis set
(6-31G**). Using the same basis set together with B3LYP the calculations would be computationally much
more expensive. It should be noted that we achieved a great improvement in the results of our HF calculations
using the basis set 6-31G** as compared to 6-31G* and 6-31G, which is therefore not demonstrated here.
The results of the two electronic structure programs (see Figure 2(b)) show a very good agreement between
the experimental data and the B3LYP calculations of both Gamess-US and Gaussian03. When comparing
the graphs in detail we found that there seems to be slightly better agreement between the IR data and the
results acquired from Gamess-US. This could be explained by the extended optimization steps involved in
the calculations, but since it is such a minor improvement, the computational time Gaussian03 saves might
outweigh this in comparison. Figure 3(a) and (b) conﬁrm these ﬁndings. As can be seen from Figure 4(a)
and (b), our far-IR calculations and our experimental data do not agree as well as it was observed in the
mid-infrared region. Graph (a) shows a slight agreement between the experimental data and the Hartree-Fock
approach, but this is not conﬁrmed by graph (b). These ﬁndings could be due to the fact that spectral features
in the far-IR region are usually due to intermolecular vibrations as opposed to intramolecular vibrations in
the mid-infrared region. In our calculations we only considered one isolated molecule, hence there are no
intermolecular vibrations possible.
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Figure 2. Calculated vibrational spectra of all-trans retinal in comparison to our own experimental infrared data
covering the mid-IR region of approximately 1000-1900 cm−1. It should be noted that we already achieved a great
and successive improvement of the HF calculations by changing the basis set from 6-31G to 6-31G* and ﬁnally to
6-31G**, thus we do not include these results here.The intensities are shown in arbitrary units, with the intensities
of the experimental data ﬁtted to the calculated results and the individual traces were shifted vertically for better
presentation. (a) Shows the results of diﬀerent levels of theory(Hartree-Fock and B3LYP) using the electronic structure
package Gamess-US4 and (b) shows the results of B3LYP calculations using both electronic structure packages (Gamess-
US4 and Gaussian035).
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Figure 3. Calculated vibrational spectra of all-trans retinoic acid in comparison to our own experimental infrared
data covering the mid-IR region of approximately 400-1200 cm−1. It should be noted that we already achieved a great
and successive improvement of the HF calculations by changing the basis set from 6-31G to 6-31G* and ﬁnally to
6-31G**, thus we do not include these results here.The intensities are shown in arbitrary units, with the intensities
of the experimental data ﬁtted to the calculated results and the individual traces were shifted vertically for better
presentation. (a) Shows the results of diﬀerent levels of theory(Hartree-Fock and B3LYP) using the electronic structure
package Gamess-US4 and (b) shows the results of B3LYP calculations using both electronic structure packages (Gamess-
US4 and Gaussian035).
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Figure 4. Calculated low-frequency vibrational spectra using the electronic structure packages Gamess-US and Gaus-
sian03 and diﬀerent levels of theory (Hartree-Fock and B3LYP), covering the far-IR region of approximately 10-110
cm−1. It should be noted that we already achieved a great and successive improvement of the HF calculations by
changing the basis set from 6-31G to 6-31G* and ﬁnally to 6-31G**, thus we do not include these results here.The
intensities are shown in arbitrary units, with the intensities of the experimental data ﬁtted to the calculated results
and the individual traces were shifted vertically for better presentation. (a) Shows the calculated spectra of all-trans
retinal in comparison to experimental infrared data reported in Walther et al23 and (b) Shows the calculated spectra
of all-trans retinoic acid in comparison to experimental infrared data reported here.
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5. CONCLUSION
We have performed ab initio molecular orbital calculations using the Hartree-Fock approach and density
functional theory, applying a range of diﬀerent basis sets. We then compared the results to experimental
infrared data. Additionally, we investigated the advantages and disadvantages of the two electronic structure
programs Gamess-US and Gaussian03. We found that the theoretical vibrational modes in the mid-infrared
region agree well with the experimental data. The density functional B3LYP approach (6-31G) was shown
to produced more accurate results than Hartree-Fock theory, even when using a higher level basis set (6-
31G**). As for the electronic structure programs, it seemed that in our particular examples Gamess-US4
provided slightly more accurate results, whereas Gaussian035 was found to be more user friendly, especially in
combination with the visualization program GaussView,19 and delivered considerably faster results. Further
studies on a wide range of molecules are needed to conﬁrm these ﬁndings. The calculated vibrational modes
in the far-IR region however did not seem to coincide very well with the experimental data overall. This
could be due to a variety of reasons, such as anharmonic vibrations, intermolecular vibrations and temperature
dependency, all of which were not taken into account by the theoretical approaches and need to be investigated
through further studies. Future work could also include the investigation of the inﬂuence of the choice of
electronic structure program on the optimized molecule and its minimum energy, i.e. do the many steps in the
optimization process in Gamess lead to a diﬀerent optimized molecule than the combined optimization and
frequency calculation method in Gaussian, and which of these structures is more realistic?
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