Attenuation of virus production at high multiplicities of infection in Aureococcus anophagefferens  by Brown, Christopher M. & Bidle, Kay D.
Attenuation of virus production at high multiplicities of infection
in Aureococcus anophagefferens
Christopher M. Brown1, Kay D. Bidle n
Institute of Marine and Coastal Sciences, Rutgers University, 71 Dudley Road, New Brunswick, NJ 08901, USA
a r t i c l e i n f o
Article history:
Received 12 May 2014
Returned to author for revisions
7 July 2014
Accepted 8 July 2014
Available online 4 August 2014
Keywords:
Virus
Phytoplankton
Bloom
Infection
Burst size
Adsorption
Nucleotide
MOI
a b s t r a c t
Infection dynamics (saturation kinetics, infection efﬁciency, adsorption and burst size) for the
Aureococcus anophagefferens-Brown Tide virus (AaV) system were investigated using susceptible and
resistant strains. Adsorption assays revealed that virus afﬁnity to the cell surface is a key determinant of
infectivity. Saturation of infection occurred at a multiplicity of infection (MOI) of 8 viruses per host and
resulted in 90–95% of infected cells, with burst sizes ranging from 164 to 191. Insight from the AaV
genome implicates recycling of host nucleotides rather than de novo synthesis as a constraint on viral
replication. Viral yields and mean burst sizes were signiﬁcantly diminished with increasing MOI. This
phenomenon, which was reminiscent of phage-induced ‘lysis from without’, appeared to be caused by
viral contact and was unrelated to bacteria, signaling/toxic compounds, or defective interfering viruses.
We posit that high-MOI effects attenuate viral proliferation in natural systems providing a negative
feedback on virus-induced bloom collapse.
& 2014 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY-NC-SA
license (http://creativecommons.org/licenses/by-nc-sa/3.0/).
Introduction
Aureococcus anophagefferens [Pelagophyceae (DeYoe et al.,
1997)] is a picoplanktonic (2 mm) alga that periodically blooms,
causing “brown tide” in mid-Atlantic US coastal and estuarine
waters (Sieburth et al., 1988). While not recognized as a toxin
producing alga, A. anophagefferens is classiﬁed as a harmful algal
bloom (HAB) species with cell densities exceeding 1.7106 mL1,
sufﬁcient to effectively attenuate light reaching seagrass and other
photosynthetic organisms (reviewed in Bricelj and Lonsdale, 1997),
leading to widespread shellﬁsh mortality (Bricelj et al., 2001).
Phytoplankton viruses are abundant in marine pelagic environ-
ments and are potential drivers of bloom collapse (Bratbak et al.,
1990; Cosper et al., 1990). Viruses have the potential to impact
community structure (Bratbak et al., 1993) and to augment
nutrient proﬁles through the release of dissolved and particulate
organic matter (Gobler et al., 1997; Wilhelm and Suttle, 1999;
reviewed in Wommack and Colwell, 2000). Visibly infected cells
containing intracellular virus-like particles (Sieburth et al., 1988)
occur with high frequency in natural A. anophagefferens popula-
tions as cell concentrations increase, and also after the peak of the
bloom as cell numbers decline (Gastrich et al., 2004). Virus-like
particles have been successfully isolated from blooms and demon-
strated to lyse A. anophagefferens cultures (Milligan and Cosper,
1997; Gastrich et al., 2002; Rowe et al., 2008). These studies
implicate viruses as a major cause of mortality of A. anophagefferens,
opening the possibility for deploying viruses to control brown tide.
Currently little is known about critical ﬁrst order constraints that
regulate host-virus interactions, ultimately limiting our ability to
predict the impact of viruses on their phytoplankton hosts and on
aquatic ecosystems. Abiotic parameters (light, temperature, nutri-
ents, etc.), genetic diversity, and burst size, along with contact,
adsorption and decay rates are now recognized as key parameters
that require empirical validation in laboratory studies, if we are to
constrain in situ estimates.
Abiotic parameters such as light, temperature and nutrients
(Allen and Hutchison, 1976; Murray and Jackson, 1992; Brown
et al., 2007; Gobler, et al., 2007) can set the stage for productive
viral infection and bloom collapse, much as they do for bloom
initiation. Replete nutrients and temperature and light levels that
are optimal for phytoplankton growth are likely ideal for viral
propagation, but may be atypical of ﬁeld conditions. Low light
levels, for example, typical of these dense blooms, can cause lysis
of Aureococcus to be delayed compared to controls at growth-
saturating irradiance (Gobler et al., 2007).
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Genetic diversity of both the host and the virus clearly
inﬂuence the progression and outcome of infection. In both phage
(viruses of bacteria; Ackermann and DuBow, 1987) and viruses
infecting eukaryotic algae (Waters and Chan, 1982; Iyer et al.,
2006; Allen et al., 2007; Gobler et al., 2007), host range is generally
considered a genetic barrier that is not crossed without mutation
or gain/loss of genes. While the mechanisms of resistance are
largely unknown in phytoplankton host-virus systems, they likely
operate at various stages, from adsorption and penetration of the
cell, to the subcellular control of replication and coordinated gene
expression, to lysis. Adsorption of virus particles to the cell surface
is the initial event in an infection, and the interaction of speciﬁc
receptors and ligands is thus a primary determinant of host range.
Acquired immunity and lack of infectivity due to physiological
state (Bratbak et al., 1998; Thyrhaug et al., 2002) or life stage
(Frada et al., 2008) highlight the plasticity of biological systems
while complicating interpretations of host range (Thyrhaug et al.,
2003).
Burst size (new viruses per infected host), along with contact,
adsorption and decay rates, (Murray and Jackson, 1992; Mann,
2003) can critically limit the propagation rate of an infection.
In lytic infections, the upper limit of burst size is itself constrained
by inherent stoichiometric properties of the host and the virus.
Nucleic acids are a disproportionately large constituent of a virus,
and there is a strong correlation between the quota of nucleotides
in the host cell and the total number of nucleotides released in
viral burst (Brown, et al., 2006). This situation presents a trade-off
between a larger viral genome, and its associated beneﬁcial
genetic capabilities, and a larger burst size, which can lead to
higher contact rates and, theoretically, to a lower phytoplankton
density threshold (Mann, 2003).
There is no clear advantage to a larger viral yield when the host
population is sufﬁciently dense to ensure the high contact rates
required for propagation of an infection. Multiplicity of infection
(MOI), the ratio of infectious viruses to host cells, may in fact
negatively impact infection dynamics. In certain bacteria/phage
system, high MOI (4100 phage per cell), leads to ‘lysis from
without’ (LO), in which phage cause the rapid lysis of host bacteria
with a tailplate-associated lysozyme enzyme that hydrolyzes the
peptidoglycan layer of bacterial membranes (Delbrück, 1940;
Arisaka et al., 2003). Cell mortality results from numerous punc-
tures rather than from ensuing infection. To our knowledge, LO-
like phenomena have not been observed in other eukaryotic host-
virus systems.
Another potential negative feedback of high virus:host ratios is
the production of defective interfering virus particles (DIPs),
viruses that are able to adsorb to and infect cells, but are unable
to complete their replication cycle unless co-infected with normal
virus (von Magnus, 1954). DIPs may arise spontaneously during
virus production, increasing in quantity during passages at high
MOI that encourage multiple virus attachments. Models of defec-
tive interference (Kirkwood and Bangham, 1991; Thompson et al.,
2009) predict diminished virus production under select condi-
tions, and in some instances no virus progeny are detected
(Faulkner et al., 1979; Cave et al., 1985). Defective viruses can thus
diminish the yield of both defective and normal virus (Khan and
Lazzarini, 1977; Faulkner et al., 1979; Cave et al., 1985).
Here, we describe the interaction between three strains of A.
anophagefferens, originally isolated from the south shore of Long
Island, NY (Gobler et al., 2007) and their lytic brown tide virus
(AaV), and elucidate the ﬁrst order constraints on how host:virus
interactions regulate virus production and propagation in the
surrounding environment. We speciﬁcally investigate possible
control mechanisms on, and ecological relevance of, burst size,
MOI and adsorption rates and resistance in the A. anophagefferens-
AaV system. Furthermore, we report on a high MOI phenomenon
that has not been observed for a eukaryotic aquatic virus, whereby
higher concentrations of virus lead to simultaneous host cell death
and lower yields of new virus.
Results and discussion
Aureococcus anophagefferens-AaV infection dynamics
The pattern of infectivity for A. anophagefferens with the AaV
isolate used in these experiments was consistent with previously
reported data for viral concentrates from the south shore of Long
Island, NY (Gobler et al., 2007). CCMP 1848 was largely resistant to
infection (Fig. 1A), with only very small declines in cell abundance
and low levels of virus production over the time course. In
contrast, CCMP 1851 and CCMP 1984 were both susceptible to
AaV, showing sharp declines in cell concentrations after two cycles
of infection (Fig. 1B and C). The ﬁrst lytic event occurred approxi-
mately 24 h post-infection, followed by a second at 48 h. Lysis in
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Fig. 1. Infection dynamics of A. anophagefferens (A) CCMP 1848, (B) CCMP 1851 and
(C) CCMP 1984 with AaV. Cell numbers (solid lines, left axis and virus concentration
(dashed line, right axis)) were measured by ﬂow cytometry. An MOI of ca. 5–6
viruses per host cell was used in each infection, based on ﬂow cytometry counts of
total intact viruses rather than on infective particles. The patterns shown for
control (closed triangles) and infected cultures (open triangles) are representative
of a minimum of three replicate experiments.
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two infection cycles indicated that cells at t¼0 were not saturated
by virus at MOI of 5–6.
A distinct subpopulation of uninfected cells was consistently
detected by ﬂow cytometry prior to lysis and persisted beyond the
end of the ﬁrst lytic cycle. These cells fell within a gate for intact,
uninfected cells in control cultures and were distinguishable from
lysing cells by their strong 692 nm emission (chl) and lower
forward scatter (Fig. 2A and B). Cells within this population were
predominantly negative for SYTOX Green live/dead stain (data not
shown) indicative of having intact cell membranes. Populations of
lysing cells, meanwhile, were 495% SYTOX Green positive. For-
ward scatter (Brussaard et al., 1999) and SYTOX staining (Brussaard
et al., 2001) were previously found to be reliable indicators of
infection in Micromonas pusilla.
We also identiﬁed a population of chlorophyll-pigmented
particles by ﬂow cytometry (692 nm emission) in lysing cultures.
The size of these particles was estimated with calibration beads to
be 0.5–1 mm in diameter (Fig. 2B). Vortexing samples for 10 s
resulted in a sharp reduction in the number of these particles, but
not of cell populations, suggesting that were more fragile than
cells and leading us to infer that they were free chloroplasts and
thylakoid debris.
By infecting susceptible strains CCMP 1984 and CCMP 1851 at a
range of MOI (from 3 to 50 viruses per cell) and subsequently
following cell and virus concentrations (Fig. 3A and B; Fig. 4A and
B), we determined a saturating MOI of 8 viruses per host for both
CCMP 1984 (Fig. 3C) and CCMP 1851 (Fig. 4C), at which the
percentage of infected cells plateaued. The maximum proportion
of infected cells was typically 90–95% of the host cells present at
t¼0. Lower infection efﬁciencies (65% of host cells) observed in
some experiments (data not shown) were not related to strain or
to growth rate at the time of infection, indicating that other
aspects of cell physiology contribute to susceptibility.
Adsorption as basis for resistance versus sensitivity
Adsorption coefﬁcients (Cd denotes the empirically derived con-
stant, while cd is theoretical; see Methods and Materials) are
constants that describe the afﬁnity of AaV and A. anophagefferens.
We performed classic adsorption assays to test whether suscept-
ibility to infection corresponds to adsorption. A Cd value of 5.8
1010þ/1.61010 mL min1 (mean þ/SD, n¼4) was empiri-
cally determined from the decline in the number of viruses
remaining in the media at distinct time points following infection.
This Cd value was stable across cell concentrations and MOIs in
sensitive strain CCMP 1984, and quite consistent (within 5%) among
different AaV lysates and experiments. Adsorption assays suggested
that AaV has a lower afﬁnity (4.71011þ/3.61010 mL min1,
n¼4) for resistant strain CCMP 1848 (Fig. 5), thereby directly
implicating this mechanistic feature in the resistance phenotype.
Consequently, surface molecular properties of host and virus
are likely an early determinant of susceptibility to AaV, the
elucidation of which would be informative for understanding
resistance and susceptibility in A. anophagefferens/AaV and in
related systems. Subsampling for TEM would also be invaluable
as validation of adsorption data. The genomes of AaV
(Moniruzzaman et al., 2014) and the Emiliania huxleyi virus
EhV86 (Wilson et al., 2005) encode lectin-containing proteins. In
light of the high afﬁnity between lectins and carbohydrate
moieties, the presence of two C-type lectin domain-containing
proteins in the mature EhV86 virion (Allen et al., 2008) makes
these proteins strong candidates as mediators of adsorption and
host range determinants. In direct support of this, one of these
EhV proteins (ehv149) was detected in a proteomic analysis of
puriﬁed 2 h post-EhV86-infected, host lipid raft fractions (Rose et
al., 2014).
Efﬁciency – frequency of collisions leading to infection
A theoretical adsorption coefﬁcient (cd; Eq. (4), Methods and
Materials) of 1.75109 mL min1 for the A. anophagefferens-AaV
system, was determined using a value of 1 for the frequency of
collisions leading to adsorption (f). Notably cd was 3-fold higher
than the empirically determined Cd of 5.81010 mL min1. By
equating our theoretical and empirical estimates and solving for f
(Eq. (4)), we calculated that approximately one in three contacts
resulted in adsorption. This could indicate a high proportion of
viruses impaired in their ability to attach and infect. A low
frequency of successful collisions may also account for the
observed high (8:1) virus:host threshold ratios for saturation of
host cells in this study. Very low values for fraction of infectious
particles have also been reported for other algal host-virus
systems, [20% for Micromonas pusilla virus MpV-SP1 (Cottrell and
Suttle, 1995) and 30% for Paramecium bursaria Chlorella virus
PBCV-1 (Van Etten et al., 1983)].
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Fig. 2. Flow cytometry analysis of chlorophyll ﬂuorescence (692 nm) and forward scatter for uninfected, control A. anophagefferens CCMP 1984 cells (A) compared to 25 h
post-infection with AaV (B). Infected/lysing cells were predominantly SYTOX Green positive, indicating compromised cell membranes, while intact cells were SYTOX Green
negative (not shown in above cytograms). The above plots are also representative of CCMP 1851, while infected CCMP 1848 cultures were similar to uninfected controls.
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One possible mechanism for low infection efﬁciency is the
presence of cellular material produced during prior lysis, some of
which is capable of speciﬁc, high afﬁnity interactions with viruses
(Sagik, 1954). Alternatively, excess virions may be produced during
infection, some of which have a high afﬁnity for surface receptors
on host cells, and therefore compete for those receptors, resulting
in a lower frequency of contacts leading to adsorption (Thyrhaug
et al., 2003).
Unlike the adsorption coefﬁcient (Cd), adsorption rates (k)
predictably varied with cell density, since cd¼k/cell concentration
(Murray and Jackson, 1992). Adsorption rates were similar for
MOIs of 10 and 30 at a given host concentration (Fig. 5), but were
lower when MOIs were held constant and cell concentrations were
varied accordingly. This is an important distinction when discuss-
ing infection dynamics. Contact rates are not solely driven by MOI
per se, but also by virus and host cell densities. During blooms,
A. anophagefferens can achieve densities exceeding 106 mL1,
making the cell densities used in this study ecologically relevant
to natural bloom-bust scenarios.
Burst size and conservation of nucleotides
Burst sizes for marine microbes are sometimes estimated from the
concentration of visibly infected cells (Proctor and Fuhrman, 1990) or
from the number of new viruses divided by the decrease in cell
abundance during lysis (Bratbak et al., 1998). The accurate determina-
tion of A. anophagefferens cell abundance during AaV infection and
lysis is complicated by the fact that many cells release viruses and do
not immediately vanish, instead persisting as chlorophyll-containing
entities of approximately the same size as intact cells. Nonetheless,
ﬂow cytometry can more accurately distinguish subpopulations
(Fig. 2) where Coulter counter or microscopy counts fail to provide
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Fig. 3. Time course of A. anophagefferens CCMP 1984 cell abundance (A) after
infection with AaV at a range of virus:host ratios and corresponding virus
concentrations after one 30 h lytic cycle (B). Numbers in legend correspond to
virus:host ratios (MOI), with closed triangles representing no virus added.
(C) Proportion of A. anophagefferens CCMP 1984 cells infected at t¼0 (solid lines)
and viral yield (asterisks, right axes) plotted against virus:host ratio. The patterns
are representative of three replicate experiments.
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Fig. 4. Time course of A. anophagefferens CCMP 1851 cells cell abundance (A) after
infection with AaV at a range of virus:host ratios and corresponding virus
concentrations after one 30 h lytic cycle (B). Numbers in legend correspond to
virus:host ratios (MOI), with closed triangles representing no virus added.
(C) Proportion of cells infected (solid line, left axis) and viral yield (asterisks, right
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sufﬁcient resolution of these subpopulation dynamics. Estimates of
the number and proportion of cells infected at the start of infections
(see Methods and Materials) gave reproducible estimates of average
burst size (viruses produced per infected host). Based on at least
8 independent replicate cultures, AaV had a burst of 164.1þ/9.2 in
CCMP 1851 and 191.5þ/26.2 (meanþ/SD) in CCMP 1984 (Fig. 6).
Various factors have been suggested to constrain the burst size.
The host cellular phosphate quota, a large fraction of which is tied
up in the genome, correlates reasonably well with virus produc-
tion (Raven et al., 2005; Wilson, et al., 1996). The number of
nucleotides available for viral replication (Brown et al., 2006) may,
however, give a more accurate prediction of the burst size. The
respective genome sizes of A. anophagefferens (Gobler et al., 2011)
and the recently sequenced AaV (Moniruzzaman et al., 2014)
are approximately 56 Mbp and 371 kbp, respectively. A simple
ratio of the two values gives a predicted burst of 151, based on
a conservation of nucleotides (Brown et al., 2006), assuming
genomic nucleotides are the primary source of new viral DNA.
A contribution from de novo nucleotide synthesis and/or a con-
version of ribonucleotides could augment the recycling of DNA
derived nucleotides to narrow the gap between predicted and
observed viral burst.
Recent genomic data (Moniruzzaman et al., 2014) shows that
AaV encodes six nucleotide synthesis-related enzymes (Table 1),
most of which are widespread in virus and phage genomes.
Ribonucleotide reductase (RNR; one or both subunits), thymidy-
late synthase (TS) (Weynberg et al., 2011; deWind et al., 1993;
Gammon et al., 2010; Sullivan et al., 2005), deoxyuridine 50
triphosphate nucleotidohydrolase (dUTPase) (Zhang et al., 2005)
and deoxycytidylate deaminase (dCD) (Weynberg et al., 2011) are
particularly prevalent among taxonomically disparate viruses.
Ribonucleotide reductase (RNR) catalyzes the conversion of
ribonucleotide diphosphates to deoxyribonucleotides dUDP, dCDP,
dGDP and dADP (but not dTDP), a necessary link between these
pools if the virus is to salvage nucleotides or tap RNA resources
(Fig. 7). In mammalian cells, RNR is a heavily regulated enzyme,
and levels of the small subunit of RNR ﬂuctuate with the cell
cycle (Gammon et al., 2010). If RNR is also tightly controlled in
A. anophagefferens, this might otherwise preclude reliance by the
virus on the host RNR. Other AaV-encoded enzymes might also
serve to side-step or augment host pathways. Deoxythymidine
diphosphate (dTDP), meanwhile, is generated from dTMP, which is
in turn derived from either dUMP by the action of thymidylate
synthase (TS) or from thymidine by thymidine kinase (TK). Inter-
estingly, among T7 phage, RNR genes are present only in marine
strains, possibly reﬂecting a need for enhanced nucleotide salva-
ging in marine environments (Sullivan, et al., 2005).
Taken alone, the presence of RNR and TS in AaV could suggest
augmented nucleotide synthesis and salvage. However, the pre-
sence of viral deoxycytidylate deaminase (dCD) and deoxyuridine
50 triphosphate nucleotidohydrolase (dUTPase) genes hints at a
more elaborate salvage strategy. The low GþC content of AaV
(28.7%) (Moniruzzaman et al., 2014) relative to the A. anophagef-
ferens host (69.5%) (Gobler et al., 2011) means that any recycling/
salvage scenario would require extensive conversion of C to T and
G to A. An AaV-encoded dCD could catalyze the conversion of
dCMP to dUMP, the substrate for thymidylate synthase (TS). An
AaV-encoded TS would accelerate conversion of the dUMP pool to
dTMP. Moving dUMP directly into the dTMP pathway would lower
the probability of energetically wasteful phosphorylation of dUMP
to dUDP and dUTP. The AaV-encoded dUTPase would further stem
such losses by converting dUTP to dUMP. The combined action of
TS and dUTPase to lower the deoxyuridine pools would also
ln
 (p
ro
po
rti
on
 u
na
ds
or
be
d)
 
Time post-infection (h) 
-0.3 
-0.2 
-0.1 
0 
0.1 
0  60  120  180  240  300 
 dC ,t nei ciffeoc noit pr osd
A
ni
m L
m(
1-
01 x 
01-
)
-4
-2
0
2
4
6
8
CCMP
1984
CCMP
1848
BA
-6
Fig. 5. (A) Adsorption of AaV to sensitive host A. anophagefferens strain CCMP 1984
at MOIs of 10 (closed triangles) or 30 (closed circles). Open symbols indicate same
MOI at 3-fold lower cell density. (B) Comparison of adsorption coefﬁcients for
sensitive strain CCMP 1984 and resistant strain CCMP 1848. Error bars show one
standard deviation (n¼4).
B
ur
st
 si
ze
 (v
iru
se
s/
ce
ll 
) 
CCMP 1851 CCMP 1984 
0 
50 
100 
150 
200 
Fig. 6. Mean burst size (viruses produced per infected host cell) for AaV during
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at MOIs of 7–9 (shaded bars) and 15–30 (open bars) viruses per cell. Error bars
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Table 1
Nucleotide synthesis-related genes encoded by AaV.
Enzyme E.C.a AaV geneb Function
Ribonucleotide reductase large (alpha) subunit (RNR) 1.17.4.1 AaV_109 Convert ribonucleotides to deoxyribonucleotides;
Rate limiting step in dNTP synthesis in mammals
RNR small subunit 1.17.4.1 AaV_132 As above
Thymidylate synthase (TS) 2.1.1.45 AaV_054 Convert dUMP to dTMP
Deoxycytidylate deaminase (dCD) 3.5.4.12 AaV_094 Convert dCMP to dUMP
Deoxyuridine 50 triphosphate nucleotidohydrolase (dUTPase) 3.6.1.23 AaV_318 Convert dUTP to dUMP
Cytosine deaminase 3.5.4.1 AaV_093 Convert cytosine to uracil
a Enzyme Commission numbers; http://www.genome.jp/kegg-bin/show_pathway?map00240.
b As reported by Moniruzzaman et al., 2014.
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minimize the misincorporation of uridine into DNA (Zhang et al.,
2005) (Fig. 7). At the same time cytosine deaminase could add
to uracil pools by removing ammonium from cytosine (Fig. 7),
a reaction that could be beneﬁcial in a nucleotide recycling/salvage
scenario. To date, evidence of a pathway from uracil to uridine or
UMP is lacking, as is evidence for purine salvage. Further annota-
tion of viral and host genomes may complete this picture.
Ostreococcus tauri virus Otv2 encodes a similar suite of
enzymes (RNR, TS, dCD, dUTPase) and like AaV, has a low GþC
content relative to its host. Poxviruses that encode TK and a RNR
small subunit tend to have low GþC contents relative to those that
do not encode these proteins, suggesting that virally-encoded
genes can inﬂuence the base composition of the virus (Gammon
et al., 2010). As a chimera with evolutionary ties between
Phycodnaviridae and Mimiviridae, AaV has acquired genetic mate-
rial from a variety of disparate sources (Moniruzzaman et al.,
2014). A capacity for GþC to AþT nucleotide conversions might be
both necessary and enabling for such genome expansions.
Notably, comparative viral metagenomics (Enav et al., 2014)
also supports the hypothesis that natural marine virus populations
can shift host metabolism toward purine and pyrimidine synthesis
through both recycling of host nucleotides and, with viral enrich-
ment of pentose phosphate reactions for de novo synthesis. By
examining metagenomic microbial reads from the Global Ocean
Survey (GOS) dataset for enriched viral auxiliary genes and
mapping them onto a “global metabolism network” (which
comprises all KEGG metabolic pathways), this study revealed that
purine and pyrimidine metabolism pathways are among the most
viral-enriched pathways, with sequential reactions having a high
proportion of enriched genes. As AaV does not carry any pentose
phosphate enzyme encoding sequences, recycling and salvage
appears to be the central strategy in this system.
Diminishing returns in viral production
Viral yields from the infection of sensitive cultures CCMP 1984
(Fig. 3B and C) and CCMP 1851 (Fig. 4B and C) at MOIs between
8 and 50 diminished with increasing MOI, despite an 85% decline
in cell concentration after one lytic cycle (24–30 h post-infection).
This translated to signiﬁcantly lower average burst sizes at high
multiplicities (Fig. 6). The effect of MOI on viral yield was
particularly strong at MOI of 30 or higher.
Rapid cell death in the presence of high virus concentrations
is reminiscent of bacteriophage ‘lysis from without’ (LO), which
is classically caused by multiple punctures of cell membranes
by lysozyme, a bactericidal enzyme, during adsorption and
thereby precluding production of new phage. Similarly, lower viral
yields in high MOI AaV infections could be attributed to a subset of
unproductive infections rather than to a smaller burst from
productive infections. Without further work toward a mechanism,
we can only speculate on the cause of early lysis. Flow cytometric
detection of free chloroplasts and thylakoids, a dynamic in situ
indicator of cell breakage (Fig. 8), suggested that lysis was
accelerated in a subset of cells under the high MOI conditions. At
21 h post-infection, prior to the appearance of viruses and the lysis
of the cultures, the concentration of free chloroplasts/thylakoids
was much higher in MOI 50 infections than in lower MOI
infections. In some high MOI infections, free chloroplasts/thyla-
koids were seen as early as 4 h post-infection (data not shown).
AaV infection of resistant strain CCMP 1848 at a MOI of 5
(Fig. 1A) 8 and 30 (Fig. 9) showed that this strain was partially
susceptible to lysis by AaV. A more pronounced impact on cell
number decline was observed at MOI of 30 than at MOI of 8, but
this strain did not show the sharp declines seen for similar MOI
infections of susceptible strains. These results, taken together with
the aforementioned adsorption assays, demonstrate that the
apparent LO-like phenomenon, whereby A. anophagefferens cells,
when challenged with AaV at high MOI (48) lyse before produ-
cing new AaVs, is dependent on viral contact. The recent
sequenced AaV genome (Moniruzzaman et al., 2014) again pro-
vided additional insight into the inherent genetic and biochemical
potential of AaVs, which undoubtedly inﬂuence its infection
strategy and host-virus dynamics. Notable genes that could
inﬂuence the AaV interactions with host cell membranes and the
progression of host cell lysis are: class 3 lipase (AaV_111); small
conductance mechanosensitive ion channel (AaV_043); putative
laminin G domain-containing proteins (AaV_024 and AaV_386);
putative pectate lyases (AaV_003, AaV_038, and AaV_375); and a
putative potassium ion channel protein (AaV_153). These may
stimulate rapid lysis of host via disruption/lysis of host membrane
Fig. 7. Predicted biochemical pathways for nucleotide synthesis and recycling by AaV. Pathways shown are a subset of possible reactions. Enzymes encoded by AaV are
indicated red arrows (1 – ribonucleotide reductase; 2 - deoxycytidylate deaminase; 3 – thymidylate synthase; 4 – deoxyuridine 50 triphosphate nucleotidohydrolase
(dUTPase); 5 – cytosine deaminase; 6 – adenylate kinase; 7 - DNA polymerase. Numbers 8–13 are other host pathways that are required for complete nucleotide recycling
and AaV DNA synthesis. Dotted lines represent pathways for which genome annotation has not yet found coding sequences.
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and support structures. To date, nothing is known about the
dynamics of expression or functionality of these genes. Likewise,
the composition of the AaV mature virion proteome is currently
unknown; further proteomic analysis of puriﬁed mature virions
will identify which of these gene products are packaged into AaVs
and thereby further inform hypotheses as to the potential lytic
mechanisms.
To our knowledge, the only thing known about mechanistic
interactions between the large dsDNA-containing Phycodnaviridae
and the membranes of their eukaryotic algal hosts is in P. bursaria
chlorella virus 1 (PBCV-1), which infects eukaryotic chlorella-like
green algae. The 330-kb genome of PBCV-1 encodes for a functional
potassium ion-selective channel protein (Kcv), which when incorpo-
rated into the host plasma membrane, causes a rapid and sustained
depolarization (Neupärtl et al., 2008) and leads to the inhibition of
secondary active transporters and solute uptake (Agarkova et al.,
2008). It has been postulated that loss of Kþ and associated water
ﬂuxes from the host lower the pressure barrier to aid ejection of DNA
from the virus particles into the host. This virus-induced host
membrane depolarization is also involved in this mutual exclusion
mechanism preventing co-infection by multiple viruses (Greiner et al.,
2009). PBCV-1 also encodes a β-1,3-glucanase (A94L), the recombinant
protein of which cleaves the β-1,3-glucose polymer, laminarin (Sun et
al., 2000). As such, it was hypothesized that the A94L-encoded β-1,3-
glucanase might be involved in degrading the host cell wall either
during virus release and/or is packaged in the virion particle and
involved in virus entry. However, a94l appears to be an early gene,
with both a94l mRNA and A94L proteins being expressed 15min after
PBCV-1 infection and disappearing between 60 and 120min post-
infection.
Effects of MOI on viral yield were not found for Phaeocystis
pouchetii- PpV-01 (Bratbak et al., 1998; Thyrhaug et al., 2003), nor
for Pyramimonas orientalis-PoV-01B (Thyrhaug et al., 2003). Emi-
liania huxleyi cells infected with EhV-99B1 at high (100:1) MOI
ratios did generate lower virus yields after 5 days than when
infected with a 10:1 ratio (Thyrhaug et al., 2003), but since the 5-
day time-point encompassed two lytic cycles, the EhV burst size
could not be determined from viral yields. More importantly, high
MOI infections did not sharply reduce E. huxleyi host abundances,
leading the authors to suggest a protective or immunizing effect of
high virus titers on the cells.
We investigated potential mechanisms for the rapid decline in
A. anophagefferens cell density in the absence of AaV production. In
a test for small toxic or signaling compounds, growth of mock-
infected control cells, in which AaV lysates was either ﬁltered
through a 0.02 mm pore or heat inactivated prior to addition, was
equal to that for uninfected controls that received media only
(Fig. 10B). This indicated that toxins and/or chemical signals in cell
lysates from prior viral infections did not cause or trigger death.
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Algicidal bacterial infection was also considered, since algicidal
bacteria have indeed been found in A. anophagefferens cultures
(Frazier et al., 2007). The removal of 495% of bacteria from lysates
prior to the start of infections by ﬁltration through a 0.45 mm pore
ﬁlter curtailed the impact of newly introduced bacteria. Further, if
bacteria were responsible for lysing cells of the AaV sensitive
strains, one might expect a similar susceptibility of the AaV
resistant strain, CCMP 1848. CCMP 1848 cultures showed only
modest declines, but did not collapse at MOIs of 8 or 30 (Fig. 9),
indicating that for the three strains tested, the extent of lysis
corresponded to their susceptibility to viral infection, and not to
broadly toxic or algicidal properties of the AaV lysates.
Finally, we excluded defective interfering viral particles (DIPs)
as a cause for unproductive lysis. To our knowledge, the relevance
of ‘so called’ von Magnus phenomena (von Magnus, 1954;
Kirkwood and Bangham, 1991; Thompson et al., 2009) has not
been tested in phytoplankton infections. Since DIPs may arise
spontaneously during passages at high MOI that encourage multi-
ple virus attachments,‘cured’ lysates lacking defective virus parti-
cles should be free of DIPs. In preparing cured lysates, we reasoned
that at relatively low virus:host ratios, co-infection with more than
one virus is rare so defective viruses are unable to complete an
infection on their own and cannot propagate. Both cured and
uncured lysates displayed infection dynamics and burst sizes
similar to those presented in Fig. 3, including a high MOI effect
in the second lytic cycle. We concluded that DIPs were not the
cause of unproductive infections at high MOI.
MOI effects over multiple lytic cycles
In order to place our experimental results from high virus:host
ratios into a relevant ecological context, we established infections
of CCMP 1851 at a wide range of virus:host ratios (14.9 down to
0.37) and subsequently tracked host and virus concentrations over
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two complete lytic cycles. In turn, cell and virus concentrations
measured at the end of the ﬁrst lytic cycle were used to determine
the new MOI at the start of a second lytic cycle (Fig. 11). The point
of these experiments was to determine whether infections with
very low MOI, in which only a small proportion of cells were
infected, could, in a second lytic cycle, generate virus:host ratios
unfavorable for subsequent productive infections.
Cell densities in cultures infected at 14.9 and 7.5 viruses cell1
declined by 80% in the ﬁrst lytic cycle. The higher MOI (14.9)
generated a lower yield of virus (Fig. 11A and B) consistent with
our ﬁndings for CCMP 1984. A MOI of 3.7 infected 60% of the
cells (Fig. 11C) leaving a signiﬁcant number of uninfected cells after the
ﬁrst lysis. The corresponding MOI in this culture, entering the second
lytic cycle, was 125 viruses cell1. The second infection cycle lysed
97% of the remaining cells, yet yielded no detectable new viruses.
Similarly, at a MOI of 2.2 (Fig. 11D), fewer than 30% of cells were
infected in the ﬁrst lytic cycle. This ﬁrst round of lysis resulted in aMOI
of 34.6 at the start of the second lytic cycle, which caused a 97%
decline in the cell concentration and was also unproductive with
respect to viral yield. The lack of a second productive burst of AaV,
concomitant with the complete lysis of remaining host cells was a
predictable outcome, in light of the aforementioned observations of
unproductive lysis from high MOI infections.
The lowest MOI infections, 0.75 and 0.37 (Fig. 11E and F), caused no
discernable decline in cell numbers after one lytic cycle, but yielded
sufﬁciently high virus concentrations to impact host cells in the
second lytic cycle, at which point MOI values were 2.6 and 1.5,
respectively. Since these multiplicities at the end of the second lysis
would be expected to infect less than 30% of the cultures, complete
lysis of the cultures required a third lytic cycle (not shown, as the
experiment was terminated after the second lysis).
Small changes in A. anophagefferens and AaV abundances resulting
from early lytic events clearly alter the resulting MOI, setting the stage
for strong MOI-driven effects in subsequent lytic cycles. MOI effects
are relevant in scenarios where virus titers start very low and build
over time, a propagation scenario typical of natural systems. We
therefore posit that cell death, accompanied by decreased production
of infectious virus, could create a patchwork of dead zones during
infection propagation, effectively dampening what might otherwise
become a more uniform bloom collapse.
The demise of phytoplankton blooms by viral infection and the
constraints/feedbacks that phytoplankton place on viral propaga-
tion are two sides of the same coin. Viruses can set thresholds on
phytoplankton densities (Mann, 2003), above which contact rates
rapidly increase and lead to trimming or abrupt decline of
phytoplankton populations. Viral pressure is in turn constrained
by inherent properties and subcellular responses of the host,
ultimately placing complex and dynamic feedbacks on the out-
come of infections and viral propagation that serve to create an
ecological mosaic. Much work still lies ahead in understanding
these processes, which occur on the order of angstroms but play
out on vast geographical scales.
Materials and methods
Strains and cultivation
A. anophagefferens virus (AaV) (Rowe et al., 2008), kindly
provided by S. Wilhelm, was used in all infections. A. anophagef-
ferens (Pelagophyceae), CCMP 1848, CCMP 1851 and CCMP 1984,
were obtained from the Provasoli-Guillard culture collection (West
Boothbay Harbor, Maine). CCMP 1984 and CCMP 1851 were
previously shown to be susceptible to infection by viral concen-
trates from the south shore of Long Island, New York (Gobler et al.,
2007), while CCMP 1848 was resistant to infection and served as a
control in the current work. A. anophagefferens was cultured in a
modiﬁed F/2 media using ﬁltered (0.45 mm pore), autoclaved
coastal New Jersey seawater diluted 10%, to approximately
28 PSU, with MilliQ H2O and supplemented with 10 nM Nickel
(NiSO4 6H2O) and 10 nM Selenium (H2SeO3). Conditions for all
experiments were 18 1C, 120 mmol photons m2 s1, under a
14:10 light dark regimen. Mid-exponential phase cultures were
infected within ﬁve hours from the start of the light period.
Enumeration of cells, viruses, bacteria and free chloroplasts
Cells, viruses and bacteria were enumerated using a InFlux
Model 209S Mariner ﬂow cytometer and high-speed cell sorter
(BD Biosciences, San Jose, CA) equipped with a 488 nm Argon laser
(Rutgers Microbial Flow Sort Lab; http://marine.rutgers.edu/main/
IMCS-Facilities/ﬂowsort.html). A. anophagefferens cells were iden-
tiﬁed and gated based on their forward scatter and their 692 nm
chlorophyll emission. Infected and uninfected cells were distin-
guished by their forward scatter and 692 nm emission, as well as
by staining with 5 mM SYTOX Green 30 min prior to ﬂow cytome-
try (Brussaard et al., 2001). SYTOX Green is a polar, DNA inter-
colating stain that is diagnostic of a loss in membrane integrity.
Free chloroplasts and thylakoids were identiﬁed by their low
forward scatter relative to intact phytoplankton cells and their
strong chlorophyll emission at 692 nm, with the size of these
pigmented particles being estimated by comparisons to calibration
bead standards.
Virus concentrations were measured by a modiﬁcation of
Brussaard (2004). Brieﬂy, 40 mL of viral sample was ﬁxed for
15 min at 4 1C with 0.5% glutaraldehyde. Samples were diluted
50-fold (2 mL ﬁnal) in 0.22 mm freshly ﬁltered TE containing SYBR
Gold (Invitrogen) diluted 20,000-fold from the commercial stock.
After 15 min at room temperature in the dark, viruses were
counted by ﬂow cytometry according to their forward scatter
and 520 nm emission signals, using excitation at 488 nm. Bacteria
were identiﬁed by their forward and side scatter, 520 nm DNA
ﬂuorescence and lack of chlorophyll emission (692 nm) (Robertson
and Button, 1989; Marie et al., 1999).
Viral lysates were harvested by ﬁltering through Whatman GF/
F ﬁlters followed by 0.45 mm Millex HV PVDF syringe ﬁlters to
remove cellular debris and 495% of bacteria. Heat-inactivated
viral stocks for controls were prepared by immersing a 10 mL
aliquot of ﬁltered lysate in a water bath at 490C thrice for 1 min,
separated by 1 min intervals (Gobler et al., 2007). Based on ﬂow
cytometry counts, infections were initiated at a range of multi-
plicities of virus to host. In the present work, multiplicity of
infection, or MOI, indicates the ratio of intact, DNA-containing
virus particles to host cells, rather than the MOI sensu stricto,
which is the ratio of infectious or plaque forming units to hosts. In
the absence of a plaque assay for our cells, we were not able to
determine the titer of infectious particles.
Burst size and proportion of cells infected
Using the speciﬁc growth rate equation:
mcontrol ¼ lnðCuninfectedat T lysis=Cuninfectedat t ¼ 0Þ=T lysis ð1Þ
and assuming a similar growth rate (m) for uninfected cells and
cells in control cultures, we solved for the concentration of
uninfected cells at the start of the infection (Cuninfected at t¼0).
Subtracting this from the total cell concentration at t¼0 gave
the concentration, and thence the proportion, of cells infected at
t¼0. This value was useful for understanding infection dynamics.
The concentration of new viruses immediately following lysis,
normalized to the number of infected cells allowed us to estimate
the average burst size for AaV.
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Adsorption assays
AaV adsorption to A. anophagefferens was determined empiri-
cally using cultures infected at two different MOIs and host cell
concentrations. Samples were ﬁxed with glutaraldehyde for virus
counts at 1, 2 and 4 h post-infection. Adsorption coefﬁcients (Cd)
were determined by plotting the natural logarithm of the fraction
of free (i.e., unadsorbed) viruses against the sampling time. Cd, in
units of mL min1, is calculated as:
Cd ¼ a=N ð2Þ
where N is the cell concentration, and a is the slope of the
regression line of the natural logarithm of the remaining fraction
of free viruses plotted against sampling time (Cottrell and Suttle,
1995). Our analysis included a correction factor for virus adsorp-
tion to culture tubes in cell-free controls. To determine a theore-
tical adsorption constant, a diffusion constant (Dv) was ﬁrst
calculated as:
kBT=3πmDv ð3Þ
where kB is the Boltzmann constant; T is temperature (Kelvin), m is
viscosity; and Dv is viral diameter (Murray and Jackson, 1992). At
291 K (18 1C), assuming a viral diameter of 140 nm (Rowe et al.,
2008), Dv¼2.26108 cm2 s1. Dv was used to calculate a theo-
retical adsorption coefﬁcient, as
cd ¼ 4πRDvf ð4Þ
where R is the cell radius, Dv is the diffusion constant, and f is the
frequency of collisions resulting in adsorption (Mann, 2003).
Curing lysates of potential defective interfering particles (DIPs)
To test for the presence of DIPs, lysates from high MOI
experiments were passed through CCMP 1984 host cells at a low
MOI of 2 in order to minimize the probability of infections with
more than one virus. Infections were stopped and lysates har-
vested after 30 h, prior to the completion of a second lytic cycle,
thus depleting cultures of possible defective particles. ‘Curing’ was
repeated thrice in succession, after which the respective infection
dynamics of the original and the ‘cured’ AaV lysates on CCMP 1984
were compared in experiments on parallel identical cultures.
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