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Abstract
A conventional wisdom in statistical learning is that large models require strong
regularization to prevent overfitting. This rule has been recently challenged by deep
neural networks: despite being expressive enough to fit any training set perfectly,
they still generalize well. Here we show that the same is true for linear regression in
the under-determined n p situation, provided that one uses the minimum-norm
estimator. The case of linear model with least squares loss allows full and exact
mathematical analysis. We prove that augmenting a model with many random
covariates with small constant variance and using minimum-norm estimator is
asymptotically equivalent to adding the ridge penalty. Using toy example simula-
tions as well as real-life high-dimensional data sets, we demonstrate that explicit
ridge penalty often fails to provide any improvement over this implicit ridge regu-
larization. In this regime, minimum-norm estimator achieves zero training error
but nevertheless has low expected error.
1 Introduction
In recent years, there has been increasing interest in prediction problems in which the sample size n
is much smaller than the dimensionality of the data p. This situation is known as n p and often
arises in computational chemistry and biology, e.g. in chemometrics, brain imaging, or genomics
[HTF09]. The standard approach to such problems is “to bet on sparsity” [HTW15] and to use linear
models with regularization performing feature selection, such as the lasso [Tib96], the elastic net
[ZH05], or the Dantzig selector [CT07].
In this paper we discuss ordinary least squares (OLS) linear regression with the loss function
L = ‖y −Xβ‖2
and, assuming n > p, the unique solution minimizing this loss function
βˆOLS = (X
>X)−1X>y.
This estimator is unbiased and has small variance when n  p. As p grows for a fixed n, X>X
becomes poorly conditioned, increasing the variance and leading to overfitting. The expected error
can be decreased by shrinkage as provided e.g. by the ridge estimator [HK70], a special case of
Tikhonov regularization [Tik63],
βˆλ = (X
>X + λI)−1X>y,
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a b liver.toxicity dataset. n = 64, p = 3116
Figure 1: Cross-validation for various ridge regularization parameters on the liver.toxicity dataset. a.Using
p = 50 highest-variance predictors. b. Using all p = 3116 predictors. Lines correspond to 9 dependent variables.
Dots show minimum values.
which minimizes the loss function with an added `2 penalty
Lλ = ‖y −Xβ‖2 + λ‖β‖2.
The closer p is to n, the stronger the overfitting and the more important it is to use regularization. It
seems intuitive that when p becomes larger than n and in particular when it becomes much larger than
n (i.e. X matrix becomes fat), regularization becomes indispensable and small values of λ ≈ 0 will
yield hopeless overfitting. A popular recent textbook [JWHT13], for example, claims that “though
it is possible to perfectly fit the training data [with least squares] in the high-dimensional [n < p]
setting, the resulting linear model will perform extremely poorly on an independent test set, and
therefore does not constitute a useful model.” Here we show that this intuition is wrong.
Specifically, we will demonstrate the following: (i) when n p, the λ→ 0 limit corresponds to the
minimum-norm OLS solution and often works well; (ii) additional ridge regularization often does
not have any positive effect; (iii) this happens because the minimum-norm requirement effectively
performs shrinkage similar to the ridge penalty.
Our results provide a simple counter-example to the common understanding that large models with
little regularization do not generalize well. This has been pointed out as a puzzling property of
deep neural networks [ZBH+16]. We demonstrate the same effect in linear regression where a full
mathematical analysis is available.
The code can be found at github.com/dkobak/high-dim-ridge.
2 Results
2.1 A case study of ridge regression in high dimensions
We use the liver.toxicity dataset [BWG07] from the R package mixOmics [RGSLC17] to
demonstrate the phenomenon. This dataset contains microarray expression levels of p = 3116 genes
and 10 clinical chemistry measurements in liver tissue of n = 64 rats. We centered and standardized
all the variables before the analysis.
We used glmnet library [FHT10] to predict each chemical measurement from the gene expression
data using ridge regression. Glmnet performed 10-fold cross-validation (CV) for various values
of regularization parameter λ (this library centers predictors in each training set and uses the same
transformation on the test set; this means that the intercept is not penalized). We ran CV separately
for each of the 10 dependent variables and excluded one of them that had mean squared error (MSE)
above 1 for all values of λ. Figure 1a shows CV estimates of MSE when we used only p = 50
predictors with the highest variance: in each case there is a clear minimum and smaller values of λ
yield much higher MSE. The curves have a similar shape when p & n, e.g. p = 75.
2
However, when we use all p  n predictors, the curves change dramatically (Figure 1b): all of
them have asymptotes on the left when λ approaches 0. For five dependent variables out of nine, the
smallest value of λ yielded the lowest MSE. The remaining four had a minimum in the middle of the
λ range, but the limiting MSE value at λ → 0 was not much worse than the minimal one. This is
counter-intuitive: despite having more predictors than samples, tiny values of λ ≈ 0 provide optimal
or near-optimal estimator. The exact shape of the CV curves depends on the random split into folds
(as well as on the number of folds), but qualitatively they stay the same.
We observed the same effect in various other genomics datasets with n p. Therefore we believe it
is a general phenomenon and not a peculiarity of this particular dataset.
2.2 Minimum-norm OLS estimator
When n < p, the limiting value of the ridge estimator at λ→ 0 is the minimum-norm OLS estimator.
We can show this using singular value decomposition (SVD) of the predictor matrix X = USV>:
βˆ0 = lim
λ→0
βˆλ = lim
λ→0
(X>X + λI)−1X>y = lim
λ→0
V
S
S2 + λ
U>y = VS−1U>y = X+y, (1)
where X+ = X>(XX>)−1 denotes pseudo-inverse of X and operations on the diagonal matrix S
are assumed to be element-wise and applied only to the diagonal. This estimator gives one possible
solution to the OLS problem. As any other solution, it provides a perfect fit on the training set:
‖y −Xβˆ0‖2 = ‖y −XX+y‖2 = ‖y − y‖2 = 0.
The βˆ0 solution is the one with minimum `2 norm:
βˆ0 = argmin
{
‖β‖2
∣∣∣ ‖y −Xβ‖2 = 0}.
Indeed, any other solution can be written as a sum of βˆ0 and a vector from the (p− n)-dimensional
subspace orthogonal to the column space of V. Any such vector provides a valid OLS solution but
increases its norm compared to βˆ0 alone.
This allows us to rephrase the observations made in the previous section as follows: when n p, the
minimum-norm OLS estimator appears to be either better or almost as good as any ridge estimator.
2.3 Toy model
We can qualitatively replicate this empirically observed phenomenon with a simple toy model where
all p predictors are positively (but weakly) correlated to each other and to the response.
Let y ∼ N (0, 1), and let xi = ρy +
√
1− ρ2ui for i = 1 . . . p, where all ui ∼ N (0, 1). Then all
xi ∼ N (0, 1), the correlation between each predictor and the response is corr(xi, y) = ρ and the
correlation between each pair of predictors is corr(xi, xj) = ρ2. We fix ρ = 0.25.
Using this model, we generated a large test set with ntest = 10000 and many (Nrep = 100) training
sets with n = 64 each, as in the liver.toxicity dataset analyzed above. On each training set we
computed βˆλ for various values of λ and then found MSE of βˆλ using the test set. Then we averaged
MSEs across Nrep training sets to get an estimate of the expected MSE. Figure 2 shows the result for
p ∈ {50, 75, 150, 1000}. It matches well to what we observed in real data (Figure 1): when n > p or
n . p, the MSE has a clear minimum for some positive value of λ. But when n p, the minimum
MSE is achieved by the λ = 0 minimum-norm OLS estimator.
Figure 2e shows the expected MSE of the OLS estimators for p ∈ [2, 150], with minimum-norm OLS
estimators whenever p > n. For small p, OLS is under-fitting and additional predictors decrease the
MSE. As p increases, OLS begins to over-fit (around p ≈ 30) and additional predictors increase the
MSE. Near p ≈ n = 64 the expected MSE becomes very large, but as p increases even further, the
MSE quickly decreases and soon becomes better than MSE at any p < n value.
2.4 Implicit ridge regularization provided by random predictors
Consider now a regression problem with n < p and a unique OLS solution. What happens if we
augment the model with q randomly generated predictors such that p+ q becomes larger than n, and
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Figure 2: a–d. Expected MSE of ridge estimators using a toy model with weakly correlated predictors that
are all weakly correlated with the response. On all subplots n = 64. Subplots correspond to the number of
predictors p taking values 50, 75, 150, and 1000. e. Expected MSE of OLS estimators (minimum-norm OLS
estimator when p > n) using the same toy model with p ∈ [2, 150] and n = 64. Note that y-axis is shown on
the logarithmic scale (with the range chosen to cover all values apart from p = 64 which has much higher value).
use the minimum-norm OLS estimator βˆ0? Each additional predictor can only decrease the norm of
βˆ0, shrinking it towards zero. Here we prove that this procedure is asymptotically equivalent to the
ridge shrinkage.
Theorem 1. Let βˆλ be a ridge estimator of β ∈ Rp in a linear model y = x>β + ε, given some
training data (X,y) and some value of λ. We construct a new estimator βˆq by augmenting X with
q columns Xq with i.i.d. elements, randomly generated with mean 0 and variance λ/q, fitting the
model by minimum-norm OLS, and taking only the first p elements. Then
βˆq
a.s.−−−→
q→∞ βˆλ.
In addition, for any given x, let yˆλ = x>βˆλ be the response predicted by the ridge estimator, and
yˆaugm be the response predicted by the augmented model including the additional q parameters using
x extended with q random elements (as above). Then:
yˆaugm
a.s.−−−→
q→∞ yˆλ.
Proof. Let us write Xaugm = [X Xq]. The minimum-norm OLS estimator can be written as
βˆaugm = X
+
augmy = X
>
augm(XaugmX
>
augm)
−1y.
By the strong law of large numbers,
XaugmX
>
augm = XX
> + XqX>q → XX> + λIn.
The first p components are
βˆq = X
>(XaugmX>augm)
−1y→ X>(XX> + λIn)−1y.
Note that (X>X + λIp)X> = X>(XX> + λIn). Multiplying this equality by (X>X + λIp)−1
on the left and (XX> + λIn)−1 on the right, we obtain the following standard identity:
X>(XX> + λIn)−1 = (X>X + λIp)−1X>.
Finally:
βˆq → (X>X + λIp)−1X>y = βˆλ.
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Figure 3: Expected MSE using different regularization strategies in the toy model with p = 50weakly correlated
predictors that are all weakly correlated with the response. On all subplots n = 64. a. Ridge penalty (same plot
as in Figure 2a). Dashed line shows optimal λbest. b. Adding up to q = 1000 random predictors with variance
λbest/q. Solid line corresponds to βˆ truncated to p predictors; dashed line corresponds to the full βˆ. Horizontal
dashed line shows the MSE of ridge estimator with λbest. c–e. Adding up to q = 1000 random predictors with
variances 10, 1, and 0.1 respectively. On all subplots, big dot denotes minimal MSE and small dot on the left
denotes the MSE of the OLS estimator.
To prove the second statement of the Theorem, let us write xaugm =
[
x
xq
]
. The predicted value using
the augmented model is:
yˆaugm = x
>
augmβˆaugm = x
>
augmX
>
augm(XaugmX
>
augm)
−1y
=
[
x
xq
]>
[X Xq]
>
(XX> + XqX>q )
−1y
= x>X>(XX> + XqX>q )
−1y + x>q X
>
q (XX
> + XqX>q )
−1y
→ x>βˆλ + 01×n(XX> + λIn)−1y
= x>βˆλ = yˆλ.
Note that the Theorem requires the random predictors to be independent from each other, but does
not require them to be independent from the existing predictors or from the response variable.
From the first statement of the Theorem it follows that the expected MSE of the truncated estimator
βˆq converges to the expected MSE of the ridge estimator βˆλ. From the second statement it follows
that the expected MSE of the augmented estimator on the augmented data also converges to the
expected MSE of the ridge estimator. In the next section we will confirm this experimentally.
2.5 Adding random predictors to the toy model
Here we extend the simulation from Section 2.3 to demonstrate the regularization effect of adding
random predictors. We consider the same toy model as above with n = 64 and p = 50. Figure 3a
shows the expected MSE of ridge estimators with different λ (it is identical to Figure 2a). The optimal
lambda happens to be λbest = 39.8. Above we proved that extending the model with q →∞ random
predictors with variances λbest/q, using the minimum-norm OLS estimator, and truncating it at p
dimensions is equivalent to the ridge estimator with λbest. Figure 3b demonstrates that this is indeed
the case; in fact, q ≈ 200 already gets very close to the limiting performance.
As demonstrated in the proof, it is not necessary to truncate the minimum-norm estimator. The dashed
line on Figure 3b shows the expected MSE if we use the full (p+ q)-dimensional vector of regression
coefficients (and add q random predictors to the test set as well). In agreement with the theoretical
prediction, it converges slightly slower but to the same asymptotic value.
Note that adding zero random predictors is equivalent to using a ridge penalty with λ→ 0, so the
MSE curves on subplots Figure 3a and Figure 3b start at the same value (marked with small dots).
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As the total number of predictors p+ q approaches n, MSE of the extended model increases. When
p+ q becomes larger than n, minimum-norm shrinkage kicks in and MSE starts to decrease. As q
grows even further, MSE approaches the limiting value.
What if one does not know the value of λbest and adds random predictors with some fixed arbitrary
variance? Figures 3c–e show what happens when variance is set to 10, 1, and 0.1. In each case the
MSE curve has a minimum at a particular q value, with smaller variances yielding smaller MSE
values at the minimum. This means that adding random predictors with some fixed small variance can
be used as a bizarre but viable regularization strategy similar to ridge regression, and cross-validation
can be used to select the optimal number of random predictors.
When using random predictors as a regularization tool, one would truncate βˆ at p dimensions (solid
lines in Figures 3c–e). The MSE values of non-truncated βˆ (dashed lines) are interesting because
they correspond to the real-life n p situations such as liver.toxicity dataset discussed above.
Perhaps a small subset of predictors is actually predicting the dependent variable, while the large
pool of remaining predictors is pure noise. If so, and if the variance of this noise is small enough
(like in Figure 3e), then the resulting MSE of the minimum-norm OLS estimator can be very good.
2.6 Principal components of the predictors
The theorem above applies only when the random predictors are independent, which is unrealistic
for real data. Also, in the toy model of Section 2.3 all predictors are correlated with each other;
none of them is pure noise. To understand what happens in this situation, let us assume that the
data come from a distribution with covariance matrix Σ. We can diagonalize Σ with an orthogonal
linear transformation A and replace predictors x with linearly transformed and uncorrelated u = Ax.
This can be seen as a population principal component analysis (PCA). Then the original model
y = β>x + ε can be written as y = γ>u + ε. Importantly, ‖γ‖ = ‖β‖ and thus the ridge
penalty has the same effect in both parametrizations: γˆλ = Aβˆλ (including λ = 0 corresponding to
minimum-norm OLS).
The heuristic behind principal components regression and ridge regression is that leading principal
components (PCs) of x are often more predictive of y than smaller PCs; this justifies penalizing
the latter ones. Applying the same heuristic to the population PCs here, we can expect that the
leading components with large variances can predict y, whereas the trailing q components with small
variances play the role of random predictors performing ridge-like shrinkage. If q is sufficiently large
and the variances of these components are sufficiently constant and sufficiently small, then we can
expect this shrinkage to be effective, according to Theorem 1 and the simulations in Section 2.5.
2.7 Over-shrinkage in high dimensions
Let us take another look at Figure 3d showing the expected MSE of a minimum-norm OLS estimator
βˆ0(q) in the toy model with p = 50 actual predictors and q random ones, all with unit variance (dashed
line). As we argued above, q controls shrinkage strength and there is some optimal qbest ≈ 150 value
yielding minimum expected MSE. If q < qbest then shrinkage is too weak and if q > qbest then
shrinkage is too strong. What will happen if we fix some particular q and then assess the MSE of
ridge estimators βˆλ(q)?
If q < qbest, then some additional ridge regularization with λ > 0 will be beneficial. But if q > qbest
then no additional ridge penalty can improve expected MSE because shrinkage is already too strong.
In this situation the expected MSE as a function of log(λ) will have asymptote when λ → 0 with
a minimal value provided by the minimum-norm OLS estimator with λ = 0. This is what we saw
above in Figure 2d and Figure 1b.
Can such an over-shrinkage be “un-done”? We estimate the MSE of ridge estimators βˆλ in the same
situation as in Figure 2d (toy model with p = 1000 correlated predictors), but this time allowing
for negative values of λ. Values of λ ∈ (−s2min, 0), where smin is the smallest singular value of
X, correspond to the same loss function as with λ ≥ 0 and the ridge estimator has the same form.
Figure 4 shows that the minimum MSE in fact occurs at some negative value λbest < 0 and seems
to increase monotonically from that point on. Incidentally, this provides additional evidence that
6
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Figure 4: Expected MSE of ridge estimators using the toy model with p = 1000 weakly correlated predictors
that are all weakly correlated with the response. Same as Figure 2d, but including estimators with negative λ.
The estimator diverges when λ→ −s2min, where smin is the smallest singular value of X.
minimum-norm OLS estimator with λ = 0 in this example has smaller MSE than any ridge estimator
with λ > 0. It remains to be seen how helpful a negative ridge term can be in practical applications.
3 Discussion
We have demonstrated that the minimum-norm OLS estimator tends to work well in the n  p
situation and that a ridge penalty often fails to provide a noticeable improvement, or even any
improvement at all. This is because the large pool of low-variance predictors can perform sufficient
shrinkage on its own. This phenomenon goes against the conventional wisdom (see Introduction) and
to the best of our knowledge has never been discussed before in the context of ridge regression.
It is important to stress that the minimum-norm OLS estimator βˆ0 = X
+y is not an exotic concept. It
is given by exactly the same formula as the standard OLS estimator when the latter is written in terms
of the pseudoinverse of the design matrix: βˆOLS = X
+y. When dealing with an under-determined
problem, statistical software will often output the minimum-norm OLS estimator by default.
In their seminal paper on ridge regression [HK70], Hoerl and Kennard proved that there always
exists some λ > 0 that yields a lower MSE than λ = 0. However, their discussion is based on the
assumption that X>X is full rank, i.e. n > p. It does not hold when n < p and here we argue that
n p case can lead to qualitatively different behaviour.
Minimum-norm estimators in other statistical methods
Several statistical learning methods use optimization problems similar to the minimum-norm OLS:
min‖β‖2 subject to y = Xβ.
One is the linear support vector machine classifier for linearly separable data, known to be maximum
margin classifier (here yi ∈ {−1, 1}) [Vap96]:
min‖β‖2 subject to yi(β>xi + β0) ≥ 1 for ∀i.
Another is basis pursuit [CDS01]:
min‖β‖1 subject to y = Xβ.
Both of them are more well-known and more widely applied in “soft” versions where the constraint
is relaxed to hold only approximately. In case of support vector classifiers, this corresponds to the
“soft-margin” version applicable to non-separable datasets. In case of basis pursuit, this corresponds to
basis pursuit denoising [CDS01], which is equivalent to lasso [Tib96]. The Dantzig selector [CT07]
also minimizes ‖β‖1 subject to y ≈ Xβ, but uses `∞-norm approximation instead of the `2-norm.
In contrast, our manuscript considers the “hard” case where constraint y = Xβ is satisfied exactly.
In the classification literature, it has been a common understanding that maximum margin linear
classifier is a good choice for linearly separable problems (i.e. when n < p). When using hinge
loss, maximum margin is equivalent to minimum norm, so from this point of view good performance
of the minimum-norm OLS estimator is not unreasonable. However, when using quadratic loss as
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we do in this manuscript, minimum norm (for a binary y) is not equivalent to maximum margin;
and for a continuous y there is no “margin” at all. Still, the intuition remains the same: minimum
norm requirement performs regularization. Using fully tractable quadratic loss in a regression setting
allowed us to explore the conditions under which such regularization can be effective. As we saw,
n < p is not enough but n p often suffices.
Augmenting the samples vs. augmenting the predictors
It is well-known that ridge estimator can be obtained as OLS estimator on the augmented data:
Lλ = ‖y −Xβ‖2 + λ‖β‖2 =
∥∥∥∥ [ y0p×1
]
−
[
X√
λIp×p
]
β
∥∥∥∥2.
For this standard trick both X and y are augmented with p additional rows (“pseudo-samples”),
whereas in this manuscript we consider augmenting X alone with q additional columns (“random
predictors”). It is a very different procedure.
At the same time, from the above formula and from the proof of Theorem 1, we can see that if y
is augmented with q additional zeros and X is augmented with q additional rows with all elements
having zero mean and variance λ/q, then the resulting estimator will converge to βˆλ when q →∞.
This means that augmenting X with q random samples and using OLS is very similar to augmenting
it with q random predictors and using minimum-norm OLS.
More generally, it is known that corrupting X with noise in various ways (e.g. additive noise [Bis95]
or multiplicative noise [SHK+14]) can be equivalent to adding the ridge penalty. Augmenting X
with random predictors can also be seen as a way to corrupt X with noise.
Minimum-norm estimator with kernel trick
Minimum-norm OLS estimator can be easily “kernelized”. Indeed, if xtest is some test point, then
yˆtest = x
>
testβˆ0 = x
>
testX
>(XX>)−1y = k>K−1y,
where K = XX> is a n× n matrix of scalar products between all training points and k = Xxtest
is a vector of scalar products between all training points and the test point. Kernel trick consists
of replacing all scalar products with arbitrary kernel functions. As an example, Gaussian kernel
corresponds to the effective dimensionality p =∞ and so trivially n p for any n. How exactly
our results extend to such p =∞ situations is an interesting question beyond the scope of this paper.
[ZBH+16] showed that this method (with Gaussian kernel) can achieve impressive accuracy on
MNIST and CIFAR10 data without any explicit regularization.
Minimum-norm estimator via gradient descent
When n < p, if gradient descent is initialized at β = 0 then it will converge to the minimum-
norm OLS solution [ZBH+16, WRS+17] (see also [SHS17, PKL+17] for the case of logistic loss).
Indeed, each update step is proportional to ∇βL = X>(y −Xβ) and so lies in the row space of
X, meaning that the final solution also has to lie in the row space of X and hence must be equal to
βˆ0 = X
+y = X>(XX>)−1y. If initial value of β is not exactly 0 but sufficiently close, then the
gradient descent limit will be close enough to βˆ0 to work well.
Zhang et al. hypothesized that this property of gradient descent can shed some light on the remarkable
generalization capabilities of deep neural networks. They are usually trained on data with sample size
n exceeding input dimensionality d (e.g. MNIST dataset has n = 60000 and d = 28× 28 = 784)
but the number of model parameters p greatly exceeds n, meaning that such a network is capable of
perfectly fitting any training data [ZBH+16]. Nevertheless, test-set performance can be very high.
Moreover, increasing network size p can improve test-set performance even after p is large enough to
ensure zero training error [Ney17], which is qualitatively similar to what we observed here.
Our work focused on why the minimum-norm OLS estimator performs well. We confirmed its
generalization ability and clarified the situations in which it can be expected. We hope this will help
understanding the case of highly nonlinear under-determined models such as deep neural networks.
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