In this paper, the problem of stochastic stability for a class of time-delay Hopfield neural networks with Markovian jump parameters is investigated. The jumping parameters are modeled as a continuous-time, discrete-state Markov process. Without assuming the boundedness, monotonicity and differentiability of the activation functions, some results for delay-dependent stochastic stability criteria for the Markovian jumping Hopfield neural networks (MJDHNNs) with time-delay are developed. We establish that the sufficient conditions can be essentially solved in terms of linear matrix inequalities.
Introduction
Hopfield neural networks [1, 2] have been extensively studied in past years and found many applications in different areas such as pattern recognition, associative memory, and combinatorial optimization. Many essential features of these networks, such as qualitative properties of stability, oscillation, and convergence issues have been investigated by many authors (e.g., [3] [4] [5] [6] [7] ). Such applications rely on the existence of an equilibrium point or a unique equilibrium point, and its stability. Therefore, the study on stability of Hopfield neural networks has caught many researchers' attention. Hopfield neural networks with time delays have been extensively investigated over the years, and various sufficient conditions for the stability of the equilibrium point of this class of neural networks have been presented in [8] [9] [10] [11] [12] .
Markovian jump systems introduced by [13] , are the hybrid systems with two components in the state. The first one refers to the mode which is described by a continuous-time finite-state Markovian process, and the second one refers to the state which is represented by a system of differential equations. The jump systems have the advantage of modeling the dynamic systems subject to abrupt variation in their structures, such as component failures or repairs, sudden environmental disturbance, changing subsystem interconnections, operating in different point of a nonlinear plant [14] . For the last three decades, many researchers have made a lot of progress in Markovian jump control theory, see [15] [16] [17] [18] and references therein. The problem of stochastic robust stability (SRST) for uncertain delayed neural networks with Markovian jumping parameters is investigated via linear matrix inequality (LMI) technique in [19] . To the best of our knowledge, only few works have been done on the stochastic stability analysis for neural networks with Markovian jumping parameters. However, the stochastic stability analysis for Hopfield neural networks with Markovian jump parameters has never been tackled.
The purpose of this paper is to address our stochastic asymptotic stability condition for a class of MJDHNNs which includes delayed Hopfield neural networks, BAM neural networks as its special cases. The derived conditions are expressed in terms of linear matrix inequalities (LMIs), which can be checked numerically very efficiently by resorting to recently developed standard algorithms such as interiorpoint methods [25] . By using a less conservative fact, our results expand and improve those established in the earlier references and are less restrictive.
Notations and facts.
In the sequel, we denote A T and A −1 the transpose and the inverse of any square matrix A. We use A > 0 (A < 0) to denote a positive-(negative-) definite matrix A; and I is used to denote the n × n identity matrix. Let R denote the set of real numbers, R n denotes the n-dimensional Euclidean space and R n×m the set of all n × m real matrices. diag[·] denotes a block diagonal matrix. The symbol " " within a matrix represents the symmetric term of the matrix. The mathematical expectation operator with respect to the given probability measure P is denoted by E{·}.
Fact 1 (Schur complement). Given constant matrices
Fact 2. For any real matrices Σ 1 , Σ 2 , Σ 3 with appropriate dimensions and Σ T 3 Σ 3 I, it follows that 
Problem statement
Consider the following continuous time-delayed Hopfield neural networks:
where 
for all
The initial conditions associated with system (1) are of the form
where φ 0 are continuous functions defined on
T be the equilibrium of the system (1), and set y(t) = x(t)− x * . Then it is easy to follow from (1) thaṫ
where
is the state vector of the transformed system, and
. . , n, and f q (0) = 0, for q = 1, 2, . . . , n. Note that since each function s q (·) satisfies the hypothe-
Suppose (H 1 ) holds, then it is clear the conditions of Lemma 2 in [11] hold for the functions s q (·). Therefore, similarly to the proof of Theorem 1 in [11] , we can obtain that the equilibrium point of the system (1) is exist and unique. It can be seen that the asymptotic stability of x * of the system (1) is equivalent to that of the trivial solution of system (4).
Given a probability space (Ω, Υ, P) where Ω is the sample space, Υ is the algebra of events and P is the probability measure defined on Υ. Let S = {1, 2, . . . , N} and the random form process {η t , t ∈ [0, +∞)} be a homogeneous, finite-state Markovian process with right continuous trajectories with generator Λ = (π ij ) and transition probability from mode i at time t to mode j at time t + δ, i, j ∈ S,
with transition probability rates π ij 0 for i, j ∈ S, i = j , and π ii = − N j =1,j =i π ij , where δ > 0 and lim δ→0 o(δ)/δ = 0. Note that the set S comprises the various operational modes of the system under study.
In this paper, we consider the delayed Hopfield neural networks with Markovian jumping parameters described by the following nonlinear differential equations:
Suppose the activation functions s q (·) (q = 1, 2, . . . , n) also satisfy (H 1 ). Similar to the above analysis, we can obtaiṅ
According to the above analysis, the trivial solution of system (8) exist. Now we will present the main result for MJDHNN (7) or (8) . To this end, we can rewrite (8) asẏ
by substituting this into (9), we obtaiṅ
Evidently, the solution of (10) is equivalent to that of (8).
Definition 1.
The MJDHNN (7) is said to be stochastically asymptotically stable, if for all finite initial state φ 0 and mode η 0 , the following relation holds:
In the sequel, for simplicity, while η t = i, the matrices C(η t ), W (η t ) are represented by C i , W i .
Main results
In this section, some sufficient conditions of stochastic asymptotic stability for MJDHNN (7) or (8) 
Proof. For mode i ∈ S, let us construct the following Lyapunov functional:
According to the Itô's rule, the weak infinitesimal operator [·] of the process {y(t), η t , t 0} for system (10) at the point {t, y(t), η t } is given by [14, 26] [
Using (10) in (14)- (15), manipulating the terms, applying the argument of completing the squares and over-bounding the result, we get
From Fact 2, it follows that 2y
T (t)P i W i G y(t − τ ) y(t) y T (t) P W i R
In the addition, by Fact 3, it can follow that −2y
Substituting (17) and (18) into (16), we obtain
Using Fact 2, we have
Therefore, we get
Using (10) in (15) and (24), manipulating the terms, applying the argument of completing the squares and over-bounding the result, we get
Similar to the proof of Theorem 1, we can obtain that
By Schur complement, LMIs (22)- (23) The condition in Theorem 2 possesses some adjustable parameters. This may lead to some difficulty. To make the criteria more testable, we let U = R = I and Q i = I , ∀i ∈ S in Theorem 2, then we obtain the following corollary. 
Furthermore, for the system (10) with L = I and C i = I (i ∈ S), we get 
Remark 1. For using the less conservative Fact 3, our results obviously improve those established in the earlier references. Most of the previous works [3, 4] assume that the activation functions are differentiable, here note in our Theorems 1 and 2, we only require that the activation functions satisfy the hypothesis (H 1 ). In addition, our conditions are without requirement of symmetry of the weight matrices, which are milder than the restrictions in [9] .
Remark 2. When the system (7) neglects Markovian jumping parameters, then the system (7) becomes the model (1) analyzed by [3, 4, 9, 10] . Among some researches on several kinds of neural networks [3, 4, 9, 10, [20] [21] [22] [23] [24] , in order to obtain the existence and uniqueness, and stability of the equilibrium point, the authors assumed that the signal propagation functions s i (·) were assumed to be bounded, which might greatly restrict the application domain of the neural network. Clearly, our results in this paper contain those given in [3, 4, 9, 10] , and the conditions are less restrictive than those in [3, 4, 9, 10] .
A numerical example
In this section, we present a numerical example to illustrate our results.
Example 1.
We consider the MJDHNN (7) Suppose the activation function is described by s q (u) = tanh(u) = e u −e −u e u +e −u , q = 1, 2. Then we have L = I, and s q (u) satisfy (H 1 ). Let τ = 0.6 in Theorem 1 above, then using the MATLAB LMI toolbox, we can obtain the following feasible solution for LMIs (12) and (13) P (1) 
Then the conditions of Theorem 1 are satisfied. Therefore, MJDHNN (7) is stochastic asymptotically stable.
Conclusions
Without assuming the boundedness, monotonicity and differentiability of the activation functions, some sufficient conditions for delay-dependent stochastic asymptotic stability of delayed Hopfield neural networks with Markovian jump parameters have been obtained. The network model considered here is general and includes delayed Hopfield-type neural networks, BAM neural networks as its special cases. Some of our results are improvements on previous works established by other researchers and less conservative.
