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Abstract
We present and analyze a model of opinion formation on an arbitrary network whose dynamics comes
from a global energy function. We study the global and local minimizers of this energy, which we
call stable opinion configurations, and describe the global minimizers under certain assumptions on the
friendship graph. We show a surprising result that the number of stable configurations is not necessarily
monotone in the strength of connection in the social network, i.e. the model sometimes supports more
stable configurations when the interpersonal connections are made stronger.
1 Introduction
1.1 Social Network Models
Over the last couple of decades, there has been a large degree of interest in models of general dynamical
systems defined on networks [Str01, NBW11, NG04, JGN01] and in particular models of social or biological
dynamics on networks [WS98,NG04,CFL09]. Of course a wide variety of models and potential applications
exist, but one simple context is the study of opinion formation on a network. The classical voter model [HL75,
HL78, DL94, Lig99] and its generalizations [SAR08] were one of the first models considered for opinion
formation, but a variety of more complicated models exist [SWS00,KLB09,YAO+11,Alt12,KSL+10,GS13,
AJGA14,DPLM14,DGM14,BRG16].
In this paper, we consider a relatively simple dynamical model of social opinion formation whose dynamics
are given by a single global potential function. In our model, there are n agents, each of which holds an
opinion represented by a scalar quantity. In the absence of any interaction with the other individuals, each
agent will relax to one of two opinions, each of which is the negative of each other — more specifically, each
individual relaxes in a symmetric double well potential. We then add on a coupling between all of the agents,
but we allow for the coupling terms to be both positive and negative. Thus we allow for both “friends” and
“enemies” in this network, with the idea that one’s opinions move towards those of one’s friends, and away
from those of one’s enemies.
In our model, all of the dynamics can be represented as a gradient flow in a potential; therefore, while our
model might have multiple stable configurations, we can compare them energetically and determine which
is the “most stable” configuration, i.e. the one which globally minimizes the potential. In this sense, our
model is quite reminiscent of both [ACTA17] and [BFG07a, BFG07b]; in fact the latter two papers are a
study of our model with only friendly connections in certain graph topologies.
The main results of this paper are twofold. In Section 2 we describe the global mimimizers of the
energy functional whenever the graph topology is “balanced” — a condition on the graph which can best
be summarized as “the enemy of my enemy is my friend”. In Section 3 we show that the dependence of the
global system on the strength of the coupling can be quite complicated, and we show that increasing the
coupling strength can both increase and decrease the number of minima.
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1.2 Description of Model
Definition 1.1 Let G = (V,E,Γ) be an undirected weighted graph; here V = {1, 2, . . . , n} are the vertices of
the graph, E ⊆ V × V are the edges, and γij = γji is the weight on the edge joining the vertices i, j. When
necessary, we will denote by Gn as the set of all such graphs with n vertices.
Definition 1.2 Given a graph G ∈ Gn, a function W : R → R, and a parameter κ ∈ [0,∞) we define the
energy
EW,G,κ(x) :=
n∑
i=1
W (xi) +
κ
2
n∑
i,j=1
γij(xi − xj)2. (1.1)
The model we consider is the gradient flow for this energy, namely
dxi
dt
= − ∂
∂xi
EW,G,κ(x) = κ(L(G)x)i −W ′(xi), (1.2)
where L(G) is the graph Laplacian whose components are given by
(L(G))ij =
{
γij , i 6= j,
−∑k 6=i γik, i = j. (1.3)
Since we consider the gradient flow, the attracting fixed points of (1.2) are exactly the local minima
of (1.1). These minima are the main object of study in the current paper.
The functions W correspond to the dynamics of an individual’s opinion when uncoupled from others,
and the γij encode the strength of interaction between individuals. By setting κ = 0, we can turn off the
interaction, and we see that each individual independently moves to a local minimum of the function W .
Setting κ large makes the interactions between individuals dominate. We stress here that we do not assume
γij ≥ 0, which would lead to only a friendly attracting force between individuals — we let γij < 0, so that
individuals who are enemies will have opinions that repel. We will colloquially refer to W as the “individual
potential” and the γij as the “interaction strengths”.
Now we define the set W of allowable potentials:
Definition 1.3 Let W be the set of functions W : R→ R such that W are in C2(R) and even, that there is
some m with W ′(±m) = 0, W ′(x) > 0 if x ∈ (−m, 0) ∪ (m,∞) and W ′(x) < 0 if x ∈ (−∞,−m) ∪ (0,m),
and finally
lim
x→±∞
W (x)
x2
=∞.
One can easily check that W (x) = 14 (1−x2)2 is in the class W with m = 1, and we will refer to this in some
cases as the “classical potential”. Since the interaction energy grows quadratically, we choose the potential
W to be coercive enough so that the set of minima of (1.1) are bounded; in fact, one can obtain bounds on
their locations by knowing W and the magnitudes of the γij (we discuss this further below).
It is not hard to see that if we choose κ = 0, then there are 2n minima, each with energy 0, at the points
(±m,±m, . . . ,±m); in this case these are all also global minima. As we increase κ, we can expect several
things to occur: for some range of κ near zero, minima might move but will persist, but of course only some
of them will remain global minima. We also expect that minima can disappear under bifurcations (and in
fact it is shown in [BFG07a] that all bifurcations cause minima to disappear under certain conditions.
Example 1.4 Consider the graph on three vertices with edge weights 1, 1, and −2, where W (x) = 14 (1−x2)2,
so that our entire energy function is
3∑
i=1
1
4
(1− x2i )2 +
κ
2
(x1 − x2)2 + κ
2
(x1 − x3)2 − κ(x2 − x3)2.
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Figure 1: Plots of the potential W as well as the number number of minima mW,G. We can explicitly compute
the points of discontinuity to be κ = 1/6, ϕ/6, 1/3 with x = (0, 0, 0), x = ±(0, ϕ,−ϕ), and x = ±(1, 1, 1)
respectively. Here we use ϕ for the golden ratio, i.e. the larger root of x2 − x− 1.
In Figures 1, 2 below we give two plots showing how the minima evolve as κ increases from zero to infinity.
Figure 2: This plot is of all the orbits of each fixed point in the domain of the energy function EW,G over
varying values of κ (the handle of the pitchforks extend out to infinity). The points x plotted black are
stable, while grey marks are the unstable fixed points. The pitchfork bifurcation happens at κ = ϕ/6.
We now discuss the nature of the bifurcations in this example. First consider the first bifurcation at
x0 = (0, 0, 0) and κ0 = 1/6 and set y = x− x0 and µ = κ− κ0. We can rewrite our system as
y˙ =
1
3
 4 1 −21 1 1
−2 1 4
y + 2µ
 1 1 −21 −2 1
−2 1 1
y − y3.
The eigenvalues of the left most matrix are 0, 1, and 2. Let V be the matrix whose rows are the corresponding
3
eigenvectors and make the change of variables w = V y. Then our system becomes
w˙ =
0 0 00 1 0
0 0 2
w + 6µ
−1 0 00 0 0
0 0 1
w − V (V >w)3.
From basic bifurcation theory we know that we have a center manifold which is locally represented by two
functions w2(w1, µ) and w3(w1, µ) which vanish along with their first partial derivatives at (w1, µ) = (0, 0).
Substituting these functions into the last two equations and using the first shows that
w2(w1, µ) = O(cubic terms) and w3(w1, µ) = O(cubic terms) hence w˙1 = −6µw1 − 1
2
w31 +O(sextic terms).
This last equation however is locally topologically equivalent to
w˙1 = −µw1 − w31
which represents a pitchfork bifurcation. See [Wig03].
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Figure 3: The phase portrait of w˙1 = −µw1 − w31.
Note that this equation only governs the dynamics on the center manifold and that the the system is
unstable in the directions corresponding to the other variables w2 and w3 since their corresponding eigenvalues
are positive. Therefore when µ < 0, namely, κ < κ0 = 1/6 we have three fixed points two of which are 2-
saddles and one of which is a maximum w1 = 0 which corresponds to x = (0, 0, 0). When µ > 0, namely,
κ > κ0 = 1/6 we have only one fixed point, x = (0, 0, 0), which is a 2-saddle.
A similar calculation can be used to understand the two other bifurcations. The Jacobian of the bifurcation
at x = (0,−ϕ,ϕ) and κ = ϕ/6 has eigenvalues 0, −3−√5, and −3−2√5. Similar to before this implies that
we have to unstable directions and the interesting dynamics occur on a two dimensional center manifold. It
is easy to see from Figure 2 that this is a pitch fork bifurcation and therefore conclude that this bifurcation
consists of two minima colliding with a 1− saddle to form a single minimum. In the same way the Jacobian
for the bifurcation at x = (1, 1, 1) and κ = 1/3 has eigenvalues 0, −2, and −4. Thus there are two stable
directions. One can show again by a normal form argument that this a pitch fork bifurcation and conclude
that it consists of a minima and two 1-saddles colliding to form a single 1-saddle.
2 Balanced graphs and global minima
Definition 2.1 A graph G is said to be balanced if every cycle contains an even number of negative edges.
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One way of describing this type of graph colloquially is the phrase “the enemy of my enemy is my
friend”. For example, if the graph contains a triangle, then by the definition above, the three vertices in this
triangle must all be friends, or exactly two of the pairs must be enemies. A major result of Cartwright and
Harary [CH56,CH68] is that all balanced graphs have a type of signed bipartite structure, namely:
Theorem 2.2 (Cartwright-Harary) A graph G is balanced if and only if V can be decomposed into two
mutually exclusive subsets V1 and V2 such that γij ≥ 0 if i and j belong to the same subset and γij ≤ 0 if i
and j belong to different subsets.
Theorem 2.3 Suppose that G is a balanced graph, κ > 0, and x is a global minimum of EG,κ. Then xi 6= 0
for all i and xi and xj have the same sign if and only if i and j belong to the same clique.
Proof. Notice that E(0) = nW (0) and E(±m1) = 0, so that 0 is never a global minimum. Thus fix
x 6= 0, and wlog assume x1 > 0 and 1 ∈ V1. Define x˜ by
x˜i =
{
|xi| if i ∈ V1,
−|xi| if i ∈ V2.
We first show that γij x˜ix˜j ≥ 0 for all i and j. If i and j belong to the same clique, then by Theorem 2.2,
γij ≥ 0 and x˜i and x˜j have the same sign. However, if i and j belong to different cliques, then γij ≤ 0 and
x˜i and x˜j have different signs. Since W is even, the transformation x 7→ x˜ does not change the W terms
in (1.1) and can only make the quadratic terms more negative, so EG,κ(x˜) ≤ EG,κ(x).
Now let us suppose that x is a global minimum and xi = 0 for some i. Reusing the argument above gives
us sign-definiteness of γij x˜j : if i ∈ V1, then γij x˜j ≥ 0 for all j, and if i ∈ V2, then γij x˜j ≤ 0 for all j. We
compute ∑
j 6=i
γij x˜j =
1
2κ
(W ′(x˜i)− (∇E(x˜))i) = 0,
but since all γij x˜j have the same sign, this implies γij x˜j = 0 for all j. Therefore for every j either γij = 0
or xj = x˜j = 0. This implies that xj = 0 for every j that is a neighbor of i in the graph. Proceeding by
induction, this means that xj = 0 for any j path-connected to i. Since we assume that G is connected, this
implies that xj = 0 for all j, but we showed above that 0 is not a global minimum. This is a contradiction,
and thus we conclude that xi 6= 0 for all i whenever x is a global minimum.
Finally we show that if x 6= x˜ for any nonzero x, then EG,κ(x˜) < EG,κ(x). Let us first consider the
quantity γij(x˜ix˜j − xixj). Note that this is either exactly zero, or equal to 2γij x˜ix˜j > 0. (Moreover, this is
positive whenever exactly one of the xi, xj changes parity when x 7→ x˜.) We then note that
EG,κ(x)− EG,κ(x˜) = κ
2
n∑
i,j=1
γij(x˜ix˜j − xixj),
and since each term is nonnegative, as long as any one of these terms are positive, the sum is strictly positive.
Let us now pick i as a vertex where xi 6= x˜i. Since G is connected, there is a path from 1 to i, i.e. there
is a sequence of vertices n1, n2, ..., nk such that n1 = 1, nk = i, and γnjnj+1 6= 0 for ` = 1, . . . , k − 1. Since
x1 = x˜1 and xi 6= x˜i, there exists a ` such that xn` = x˜n` and xn`+1 6= x˜n`+1 , which implies
γn`n`+1(x˜n` x˜n`+1 − xn`xn`+1) = 2γn`n`+1 x˜n` x˜n`+1 > 0,
and therefore EG,κ(x˜) < EG,κ(x).

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3 Non-monotone potentials
3.1 Overview
It was shown in [BFG07a] that in the case where the underlying graph is a ring, and all of the connections
are friendly, that increasing the interaction can only decrease the number of minima, i.e. the number of
minima of (1.1) is a nonincreasing function of κ. In this section, we study pairs (W,G) that do not have
this monotonicity property. We will show that such pairs exist, and, in fact, we can construct pairs that ave
arbitrarily more minima for some positive κ than for κ = 0.
Definition 3.1 For any pair (W,G) define EG,W,κ(x) as above, and let mW,G(κ) to be its number of local
minima. We say that the pair (W,G) is monotone (resp. non-monotone) if the function mW,G is monotone
non-increasing (resp. ever increases as a function of κ).
We also define the quantities
C(G,W ) = sup
κ≥0
{m(W,G, κ)−m(W,G, 0)}, C(W ) = inf
G∈G
C(G,W ).
Clearly C(G,W ) > 0 iff the pair G,W is nonmonotone, and C(W ) is a measure of the “minimal nonmono-
tonicity” that comes from a particular one-dimensional potential.
3.2 Main Results
We have several results that we prove in this section. The main result, Theorem 3.8, shows that we can
construct a potential W such that the pair (G,W ) is always nonmonotone, and, in fact, we can get a uniform
bound on how many new minima are created as we increase the coupling. This theorem has a few corollaries
that allow us to bound the size of the coupling in the graph G that would lead to nonmonotonicites.
Definition 3.2 Ws denote the subset of W consisting of potentials that have s inflection points between
x = 0 and x = m. See Figure 4 for an example in W7 after mollification.
Definition 3.3 Define the functional ‖·‖ : RN×N → R by ‖M‖ = max1≤i≤n
∑
j 6=i |Mij |.
Remark 3.4 It is not hard to show that this quantity has the properties:
1. ‖L(G)‖ = 0 if and only if max1≤i≤n
∑
j 6=i |γij | = 0
2. ‖αL(G)‖ = |α|‖L(G)‖
3. ‖L1(G) + L2(G)‖ ≤ ‖L1(G)‖+ ‖L2(G)‖.
Thus ‖·‖ is a norm on the space of all zero-row-sum matrices (but is only a seminorm on matrices). In fact
it is comparable to the norm ‖·‖1→1.
Lemma 3.5 If λ is an eigenvalue of L(G), then |λ| ≤ 2 ‖L(G)‖.
Proof. Gershgorin’s theorem states that
λ ∈
N⋃
i=1
γii −∑
j 6=i
|γij |, γii +
∑
j 6=i
|γij |
 ,
and since
N⋃
i=1
γii −∑
j 6=i
|γij |, γii +
∑
j 6=i
|γij |
 ⊂
−2 max
1≤i≤n
∑
j 6=i
|γij |, 2 max
1≤i≤n
∑
j 6=i
|γij |
 ,
we have that |λ| ≤ 2 ‖L(G)‖. 
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Lemma 3.6 Fix 0 < ` < m < r and M > 0, and let W ∈ W be such that W ′′ ≥ M on [`, r]. Further let
G ∈ G and choose κ so that
κ‖L(G)‖ = M min{r −m,m− `}
2r
.
Then there exists continuous functions fp : [0, κ] → ([−r,−`] ∪ [`, r])n for p ∈ {−m,m}n satisfying the
following conditions:
1. fp(0) = p,
2. ∇E(fp(κ′), κ′) = 0 for all κ′ ∈ [0, κ],
3. ∇2E(fp(κ′), κ′) is positive definite for all κ′ ∈ [0, κ].
Remark 3.7 Essentially the lemma gives a lower bound on how long the local minima of E at κ = 0 evolve
in κ according to the implicit function theorem and therefore how long they exist and remain distinct.
Proof. By Lemma 3.5, all of the eigenvalues of L(G) are in the range [−2 ‖L(G)‖ , 2 ‖L(G)‖], and
by assumption, W ′′ ≥ M . From this it follows that ∇2E(x, κ) is positive definite on ([−r,−`] ∪ [`, r])n if
0 ≤ κ < M2‖L(G)‖ .
Fix p ∈ {−m,m}n. Then the implicit function theorem gives us a function fp : [0, κ)→ Up for some κ,
where Up is some deleted neighborhood of p ∈ Rn.
Now since for any i
κp :=
−W ′(fp(κ)i)
(L(G)fp(κ))i
=
|W ′(fp(κ)i)|
|(L(G)fp(κ))i| ≥
min{|W ′(`)|, |W ′(r)|}
2r
∑
j 6=i |γij |
≥ M min{r −m,m− `}
2r‖L(G)‖ > 0
we can extend our implicit function to fp : [0, κp] → ([−r,−`] ∪ [`, r])n. Now since p was arbitrary in
{−m,m}n, we obtain the desired result. 
Theorem 3.8 For any s ≥ 0 there exists a potential W ∈ W2s+1 such that C(W ) ≥ 2s.
Proof. We begin with the case s = 2. Fix 0 < `′ < r′ < ` < m < r and M > 0. Let E(κ,x) :=
EW,G,κ(x), for any κ and x. Choose W ∈ W5 satisfying W ′′ ≥M on [`′, r′] ∪ [`, r] and
W ′(`′) < −M(r + r
′) min{r −m,m− `}
2r
, W ′(`) < −M min{r −m,m− `}, (3.1)
W ′(r′) > −M(`− r
′) min{r −m,m− `}
2r
, W ′(r) > M min{r −m,m− `}. (3.2)
Fix G ∈ G and choose κ according to Lemma 3.6. We will show that E(κ,x) has a non-zero fixed point
x0 /∈ ([−r,−`] ∪ [`, r])n and therefore conclude that E(κ,x) has at least 2n + 2 fixed points, namely, each
fp(κ) and ±x0. This of course implies that supκ≥0{m(W,G, κ) −m(W,G, 0)} ≥ 2 which proves the result
for s = 2.
To find x0, choose a vertex i such that ‖L(G)‖ =
∑
j 6=i |γij | and let j denote a generic vertex not equal
to i. Define R to be the rectangular region consisting of all x ∈ Rn such that xi ∈ [`′, r′], xj ∈ [−r,−`] if
γij ≥ 0, and xj ∈ [`, r] if γij < 0. We will find our x0 in R. To do this we first note that
M(`− r′) min{r −m,m− `}
2r
≤ κ(L(G)x)i ≤ M(r + r
′) min{r −m,m− `}
2r
,
−M min{r −m,m− `} ≤ κ(L(G)x)j ≤M min{r −m,m− `},
for all x ∈ R and therefore conclude that
∇E(x, κ)i
∣∣∣∣
xi=`′
< 0 < ∇E(x, κ)i
∣∣∣∣
xi=r′
and ∇E(x, κ)j
∣∣∣∣
xj=`
< 0 < ∇E(x, κ)j
∣∣∣∣
xj=r
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for all x in the indicated faces of R. Therefore by the Poincare–Miranda theorem [Maw13] there exists a
critical point x0 in R. Finally since we have the same lower bound on W
′′ as in Lemma 3.6 we see that
∇2E(x, κ) is positive definite for all x ∈ R and therefore conclude that our x0 is in fact a local minimum.
The case s > 2 is solved in a similar way by choosing numbers 0 < `′1 < r
′
1 < · · · < `′s−1 < r′s−1 <
` < m < r and imposing the same restrictions to W ′ as in the s = 2 case for each pair `′t and r
′
t for
t ∈ {1, . . . , s − 1} restrictions on W ′ at these points. All of the resulting fixed points are distinct since the
ith component lies in the interval (`′t, r
′
t) which is disjoint from the others. 
3.3 Examples
Example 3.9 In this example we construct an explicit example of a potential whose existence is guaranteed
by Theorem 3.8 . We do this for s = 2 and therefore we construct a potential W ∈ W5 for which C(W ) ≥ 4.
For simplicity choose `′1 = 0 < r
′
1 = 1 = `
′
2 < r
′
2 < ` = 3 < m = 4 < r = 5 and M = 1. If we define
S(x) = 12x
2 − 1211x, then S(0) = 0 and S′′(x) = 1 = M and
S′(0) = −12
11
< −2
3
≤ −5 + r
′
10
= −M(r + r
′) min{r −m,m− `}
2r
,
S′(1) = − 1
11
> − 1
10
≥ −3− r
′
10
= −M(`− r
′) min{r −m,m− `}
2r
,
for r′ ∈ {1, 2}. If we further define T (x) = x2 − 4, then T (−2) = 0 and T ′′(x) = 2 ≥ 1 = M and
T ′(−1) = −2 < −1 = −M min{r −m,m− `}, T ′(1) = 2 > 1 = M min{r −m,m− `}.
Thus we can define our potential for non-negative arguments by
W (x) =

S(x) if 0 ≤ x < 1,
S(1) + S(x− 1) if 1 ≤ x < 2,
2S(1) +B(x− 4) if x ≥ 2,
(3.3)
and extend to negative values by symmetry. For simplicity of definition, this potential is not smooth; it is
not hard to see that we could mollify the corners without changing any of the arguments below.
By construction the intervals (−2,−1), (−1, 0), (0, 1), and (1, 2) each contribute at least one new fixed
point at κ = 110‖L(G)‖ which results in an increase of four fixed points as desired. We give a plot of our
potential in the figure below. Furthermore let us choose G to be the complete graph on three vertices with
unit edge weights. Then ‖L(G)‖ = 1 and we are guaranteed to have four new fixed points at κ = 110 . We
give a table of the number of minima of E for our potential and graph at certain values of κ below.
We see that we obtain over one hundred more new minima. Also we notice that m(W,G, κ) appears to
peak before we reach the value of κ used in the proof of Theorem 3.8.
We obtained numerical estimates for the number of minima at each value of κ by using a Monte Carlo
method evolving each point under our gradient flow until we determine that we are sufficiently close to a
minimum. Note that our number are therefore lower bounds for the actual values of m(W,G, κ).
Example 3.10 In this example we show that we may actually achieve way more minima than predicted by
our theorem. Let κ = 1,  = .01, and W be the classical W-potential on the set (−∞,−1)∪ (−1/4 + 2, 1/4−
2) ∪ (1,∞), decreasing and smooth on (1/4 − 2, 1), increasing and smooth on (−1,−1/4 + 2), and even.
Additionally, suppose that
W ′(x) =

 for x = −1/4,−1/2, and −3/4,
10 for x = −1/4 + ,−1/2 + ,−3/4 + , and −1 + ,
−10 for x = 1/4− , 1/2− , 3/4− , and 1− ,
− for x = 1/4, 1/2, and 3/4,.
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W(x) κ mW,G(κ)
0 8
0.02 63
0.04 98
0.06 98
0.08 97
0.1 90
0.12 77
0.14 65
0.16 65
0.18 56
0.2 50
Figure 4: A plot of the potential W defined in 3.3, and a table of the function mW,G for the potential W
and graph on three vertices with unit edge weights edge weights. The function mW,G appears to have a local
maximum around 0.05.
Now consider the graph with two nodes and edge of weight 1. Let L be the corresponding graph Laplacian.
Then the gradient of the energy is
∇EW,G,κ(x) =
(
W ′(x1) + x1 − x2
W ′(x2)− x1 + x2
)
Let f1(x1, x2) = W
′(x1)+x1−x2 and f2(x1, x2) = W ′(x2)−x1+x2. Consider the sets An = [−n/4,−n/4+]
and Bn = [n/4 + , n/4] for n = 1, 2, 3, 4. There are 16 cartesian products of the form Ai ×Bj.
Consider (x1, x2) ∈ Ai × Bj for some 1 ≤ i, j ≤ 4. Then certainly x1 − x2 ∈ [−2,−2/4 + 2] and
−x1 + x2 ∈ [2/4− 2, 2]. So we have that
f1(x1, x2) =
{
W ′(x1) + x1 − x2 ≤ −2/4 + 3 < 0 for x1 = −1/4,−1/2,−3/4, and −1,
W ′(x1) + x1 − x2 ≥ 10− 2 > 0 for x1 = −1/4 + ,−1/2 + ,−3/4 + , and −1 + ,
and
f2(x1, x2) =
{
W ′(x2)− x1 + x2 ≥ 2/4− 3 > 0 for x2 = 1/4, 1/2, 3/4, and 1,
W ′(x2)− x1 + x2 ≤ −10 + 2 < 0 for x2 = 1/4− , 1/2− , 3/4− , and −1 + .
Applying the Poincare–Miranda theorem we get 16 local extrema, one for each of the 16 sets, of the form
x1 < 0 < x2, by symmetry there are another 16 of the form x2 < 0 < x1. It is left to the reader that these
extrema happen in regions with a positive Hessian. There are an additional 2 local minima at (1, 1) and
(−1,−1), giving a total number of 34 minima at κ = 1.
Example 3.11 The main drivers in the increase in minima in the proofs above is due to the inflection points
in the potential, which gave rise to “shelves” that would separate out the different points. In this example,
we show that these shelves are useful but not necessary for nonmonotonicity.
Let κ = 0.1. Let W be a smooth, even function with only two inflection points so that W (x) = (|x| − 1)4
on (−∞,−1/2] ∪ [1/2,∞). Now consider the graph with two nodes and edge of weight 1. Let L be the
corresponding graph Laplacian. Then the gradient of the energy
∇EW,G,κ(x) =
(
W ′(x1)− .1x1 + .1x2
W ′(x2) + .1x1 − .1x2
)
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Let f1(x1, x2) = W
′(x1)− .1x1 + .1x2 and f2(x1, x2) = W ′(x2) + .1x1 − .1x2. We have that
f1(x1, x2) =
{
W ′(x1)− .1x1 + .1x2 < 0− .1− .1 < 0 for x1 = 1, x2 ∈ (−2,−1)
W ′(x1)− .1x1 + .1x2 > 4− .2− .2 > 0 for x1 = 2, x2 ∈ (−2,−1)
and
f2(x1, x2) =
{
W ′(x2) + .1x1 − .1x2 < −4 + .2 + .2 < 0 for x2 = −2, x1 ∈ (1, 2)
W ′(x2) + .1x1 − .1x2 > 0 + .1 + .1 > 0 for x2 = −1, x1 ∈ (1, 2).
By the Poincare–Miranda theorem we have an extrema in the square (−2,−1)× (1, 2), and by symmetry
a second extrema. Also we have
f1(x1, x2) =
{
W ′(x1)− .1x1 + .1x2 < −1/2− .05− .1 < 0 for x1 = 1/2, x2 ∈ (1, 2)
W ′(x1)− .1x1 + .1x2 > 0− .1 + .1 > 0 for x1 = 1, x2 ∈ (1, 2)
and
f2(x1, x2) =
{
W ′(x2) + .1x1 − .1x2 < 0 + .1− .1 = 0 for x2 = 1, x1 ∈ (1/2, 1)
W ′(x2) + .1x1 − .1x2 > 4 + .05− .1 > 0 for x2 = 2, x1 ∈ (1/2, 1).
By the Poincare–Miranda theorem we have a extrema in the square (1/2, 1) × (1, 2). By symmetry there
are three more extrema in (1, 2) × (1/2, 1), (−1,−1/2) × (−2,−1), and (−2,−1) × (−1,−1/2). It is left to
the reader that these extrema happen in regions with a positive Hessian. Thus we have a total of 6 minima
at κ = 0.1. Based on this example, one may conjecture that for any W-potential there exists a graph with
negative edge weights so that minima increase locally.
Example 3.12 This example gives an increase in minima with only 2 inflection points like the last example.
This example will not require negative edge weights. Let κ = 3/40 and  = 0.01. Let W be a smooth, even
function with only two inflection points so that W is the classical potential on (−∞,−1]∪ [1,∞), is smooth,
and has second derivative W ′′(x) > 0 on (−1,−1 + ) ∪ (1− , 1). Also suppose the following about W ′,
W ′(x) =

10 for x ∈ [−1 + ,−1/2− ],
1/10 for x ∈ [−1/2 + ,−],
−1/10 for x ∈ [, 1/2− ],
−10 for x ∈ [1/2 + , 1− ],
Now consider the graph with two nodes and edge of weight 1. Let L be the corresponding graph Laplacian.
Then the gradient of the energy
∇EW,G,κ(x) =
(
W ′(x1) + 340x1 − 340x2
W ′(x2)− 340x1 + 340x2
)
Let f1(x1, x2) = W
′(x1) + 340x1 − 340x2 and f2(x1, x2) = W ′(x2)− 340x1 + 340x2. We have that
f1(x1, x2) =
{
W ′(x1) + 340x1 − 340x2 < 0 + 340 (−1− ) < 0 for x1 = −1, x2 ∈ (, 1/2− )
W ′(x1) + 340x1 − 340x2 > 10 + 340 (−1 + − (1/2− )) > 0 for x1 = −1 + , x2 ∈ (, 1/2− )
and
f2(x1, x2) =
{
W ′(x2)− 340x1 + 340x2 < −1/10 + 340 (−(−1) + ) < 0 for x2 = , x1 ∈ (−1,−1 + )
W ′(x2)− 340x1 + 340x2 > −1/10 + 340 (−(−1 + ) + 1/2− ) > 0 for x2 = 1/2− , x1 ∈ (−1,−1 + )
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By the Poincare–Miranda theorem we have an extrema in the square (−1,−1 + )× (, 1/2− ), and by
symmetry a second extrema. Now for any point in the open set (−1,−1+ )× (, 1/2− ) there exists a δ > 0
so that
D2E ≥
(
δ 0
0 0
)
+
(
1 −1
−1 1
)
=
(
1 + δ −1
−1 1
)
which is positive.
Now we also have that
f1(x1, x2) =
{
W ′(x1) + 340x1 − 340x2 < 0 + 340 (−1− ) < 0 for x1 = −1, x2 ∈ (1− , 1)
W ′(x1) + 340x1 − 340x2 > 10 + 340 (−1 + − (1/2− )) > 0 for x1 = −1 + , x2 ∈ (1− , 1).
By the Poincare–Miranda theorem we have a extrema in the square (−1, 1 + ) × (1 − , 1). By symmetry
there is another extrema. Here the Hessian is easier to bound so it is left to the reader. There are 2 more
minima at (1, 1) and (−1,−1). Thus there are at least 6 minima at κ = 3/40. This example shows that
minima may increase locally on some W-potentials with graphs of all positive edge weights.
4 Conclusions
There were two directions explored in this paper: In Section 2 we considered the global mimima of the energy
functional whenever the graph topology is balanced, and in Section 3 we studied the nonmonotonicity of the
number of minima.
In Section 2 we only considered a particular class of graphs that had a natural structure that led to our
being able to describe the global minimum. Note also that the configuration which globally minimized the
energy was independent of the coupling strength κ (although of course its energy changes as κ changes). We
conjecture that this property is held (with some trivial exceptions) only by balanced graphs, i.e. if a graph
is not balanced, then the minimum-energy configuration changes as a function of κ.
The results of Section 3 are a bit technical, but they show a surprising fact, if we consider the thermaliza-
tion of such potentials. For example, we could add small white noise to any of these ODEs, and we know that
all of the (local) minima identified above now become metastable. An observer who could only observe the
nonequilibrium behavior of our potentials would not be able to detect the “shelves” in the one-dimensional
potentials, but these shelves play a huge role when these potentials are coupled together.
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