Abstract. In this paper we prove an upper bound on the "size" of the set of multiplicatively ψ-approximable points in R d for d > 1 in terms of f -dimensional Hausdorff measure. This upper bound exactly complements the known lower bound, providing a "zero-full" law which relates the Hausdorff measure to the convergence/divergence of a certain series in both the homogeneous and inhomogeneous settings. This zero-full law resolves a question posed by regarding the "log factor" discrepancy in the convergent/divergent sum conditions of their theorem. We further prove the analogous result for the multiplicative doubly metric setup.
Introduction and Statement of results
Let ψ : N → [0, ∞) be a monotonically decreasing function such that ψ(q) → 0 as q → ∞. Such a function will be referred to as an approximating function. Let θ := (θ 1 , . . . , θ d ) ∈ R d be fixed throughout and let W d ψ,θ denote the set of x = (x 1 , . . . , x d ) ∈ R d such that the inequality
is satisfied for infinitely many q ∈ N. Here and throughout · denotes the distance from a real number to the nearest integer. The set W d ψ,θ is a generalisation of the classical set of homogeneous multiplicatively ψ-approximable points, which is obtained by fixing θ = 0. A point x ∈ W d ψ,θ will be referred to as multiplicatively ψ-approximable. Multiplicative ψ-approximability is invariant under translation by integer vectors. Therefore throughout this note we will restrict our attention to the unit cube I d = [0, 1] d . Multiplicative Diophantine approximation is currently an active area of research; this is in part due to the work associated with the celebrated Littlewood conjecture (1930) , see [1, 10] . The Littlewood conjecture states that W 2 q →εq −1 ,0 = R 2 for all ε > 0.
A natural question is to determine the "size" of the set W d ψ,θ ∩I d in terms of Lebesgue measure, Hausdorff measure, and Hausdorff dimension, which are natural tools for this purpose. Gallagher [12] proved the following Lebesgue measure statement for the set of homogeneous multiplicatively ψ-approximable points W d ψ,0 . Here and throughout, for any s > 0, H s (X) stands for the s-dimensional Hausdorff measure of the set X. In the case s = d, the s-dimensional Hausdorff measure is comparable with the d-dimensional Lebesgue measure. For completeness, definitions of Hausdorff measure and dimension are provided below; for further details please refer to [11] . Theorem 1.1 (Gallagher 1962) . Let ψ be any approximating function. Then,
where H d is normalized so that H d (I d ) = 1 (we will use this convention throughout the paper).
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The monotonicity assumption on the approximating function is only needed for the divergence case, and there only when d = 1. For higher dimensions it can be removed, see [3] and references therein for further details.
The analogue of Gallagher's result for the inhomogeneous multiplicative set W d ψ,θ is surprisingly incomplete. A straightforward application of the first Borel-Cantelli lemma implies that, for any approximating function ψ,
However, the divergence counterpart of (1.1) is unknown. We attribute the following conjecture to Beresnevich, Haynes, and Velani [4, Conjecture 2.1] where the statement appeared for the first time for d = 2.
Conjecture (Beresnevich-Haynes-Velani). For any approximating function ψ,
The only known result towards this conjecture was very recently established in [4] . It only covers the d = 2 case and only for the situation when one of the coordinates of the inhomogeneous parameter is zero, i.e. when θ 1 = 0 or θ 2 = 0.
Naturally as a next step one would like to obtain the Hausdorff measure version of Gallagher's theorem or even of the conjectural inhomogeneous analogue. But it would be surprising to have any result of this kind when the Lebesgue inhomogeneous theory is so incomplete. Surprisingly, very recently-in 2015, Bersenevich-Velani [6] obtained a partial Hausdorff measure version of the inhomogeneous Gallagher's theorem. 
It is important to note that the above result used the monotonicity assumption on the approximating function for both the convergence and divergence cases. The assumption that s ∈ (d − 1, d) is natural as it can be readily verified that
• when
irrespective of the approximating function ψ.
• when s = d, the Beresnevich-Haynes-Velani conjecture is contradictory to (1.2) and thus we do not expect (1.2) to hold when s = d. The convergent sum condition in Theorem 1.2 carries an extra log factor when compared to the divergent sum condition. This means that there are some approximating functions ψ for which neither condition holds, such as the functions 
Obviously, both (I) and (II) are satisfied for the dimension function f (x) = x s whenever s ∈ (d − 1, d). They are also satisfied for more general functions such as f (x) = x s log α (x) log β log(x) (where α, β ∈ R), etc.
and a dimension function f satisfying (I) and (II). Then
= ∞ and ψ is monotonic.
Note: The methods needed to prove the divergence case are exactly the same as in [6] but since these are very short we include them for completeness.
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Proofs
For completeness we give below a very brief introduction to Hausdorff measures and dimension. For further details see [11] .
Let S ⊆ R d . Then for any ρ > 0, any finite or countable collection
where the infimum is taken over all possible ρ-covers {B i } of S. The Hausdorff f -measure of S is defined to be
The map
is a Borel measure. In the case that f (r) = r s (s ≥ 0), the measure H f is denoted H s and is called s-dimensional Hausdorff measure. For any set S ⊆ R d one can easily verify that there exists a unique critical value of s at which the function s → H s (S) "jumps" from infinity to zero.
The value taken by s at this discontinuity is referred to as the Hausdorff dimension of S is denoted by dim H S; i.e. dim H S := inf{s ≥ 0 : H s (S) = 0}.
The countable collection {B i } is called a fine cover of S if for every ρ > 0 it contains a subcollection that is a ρ-cover of S.
There are many benefits of a characterisation of W d ψ,θ using Hausdorff measure. As stated above, one such benefit is that such a characterisation implies a formula for the Hausdorff dimension of W d ψ,θ (see [2, §5 and §12.7] ). In particular, let τ be the lower order at infinity of 1/ψ, that is,
Then Theorem 1.3 (and in fact the weaker Theorem 1.2) implies that for any approximating function ψ with lower order at infinity τ , we have
Note that the limiting dimension lim
In fact, Theorem 1.2 reveals much more than just the Hausdorff dimension: it can readily be verified that
2.1. Proof of Theorem 1.3: the convergence case. We first state the Hausdorff measure version of the famous Borel-Cantelli lemma (see [7, Lemma 3 .10]) which will allow us to estimate the Hausdorff measure of certain sets via calculating the Hausdorff f -sum of a fine cover.
Lemma 2.1 (Hausdorff-Cantelli). Let {B i } ⊆ R d be a fine cover of a set S and let f be a dimension function such that
In what follows we will call the series (2.1) the f -dimensional cost of the collection {B i }. Note that if {B i } is only a cover and not a fine cover, then there is no necessary relation between the f -dimensional cost and f -dimensional Hausdorff measure.
The next lemma will be key in forming a fine cover of W
Then M (r) can be covered by a collection of d-dimensional hypercubes {B i } satisfying
The notation ≪ is used to indicate an inequality with an unspecified positive multiplicative constant. If a ≪ b and a ≫ b we write a ≍ b, and say that the quantities a and b are comparable.
Proof of Theorem 1.3: the convergence case modulo Lemma 2.2. We will assume that
It is easily verified that
Thus the collection 1
is a fine cover of W 
is also a fine cover of
By assumption, this series converges and thus by the Hausdorff-Cantelli lemma (Lemma 2.1), we have
Finally to complete the proof of the convergence case of Theorem 1.3 the only thing remains to show is to prove Lemma 2.2.
Proof of Lemma 2.2. Without loss of generality assume that
and for each k ∈ S let To complete the proof, we must show that the s-dimensional cost of the covering (2.4) is ≪ r s−d+1 . And indeed,
This completes the proof of Lemma 2.2.
Remark 2.3. We can see the factor which corresponds to the "log discrepancy" appear in the calculation on the fourth line, namely the factor (
The trick to getting rid of it is the change of variables ℓ = N − d − k, which makes the factor into part of a convergent series which is independent of N . Heuristically, the reason this trick works is that the asymptotic ( Lemma 2.4 (Slicing Lemma). Fix k, l ∈ N with l < k, and let g be a dimension function and let f (r) = r ℓ g(r) (note that f is necessarily a dimension function). Let A be a Borel subset of R k and suppose that the set
Let ψ be a decreasing function and let θ 1 ∈ R be fixed. Consider the set of inhomogeneous ψ-approximable real numbers
In [8] , Bugeaud proved the following zero-infinity law for W 1 ψ,θ1 . Theorem 2.5 (Bugeaud 2004) . Let ψ be an approximating function and let g be a dimension function. Then
As in [6] , we notice that
for any dimension function f . Now if f satisfies (II), then the function g defined by the equation
is a dimension function, and the divergence case of Theorem 2.5 implies that
ψ,θ1 ∩ I) = ∞. Now using the Slicing Lemma, we obtain that
Remarks on the doubly metric case
Recall that throughout this paper, so far, we have fixed the inhomogeneous parameter θ ∈ I d . If θ is not fixed and is allowed to vary then the resulting setup is slightly different than what has been discussed above. Such a setup is commonly known as doubly metric. Let ψ be an approximating function. Consider the doubly metric set
With the help of the first and second Borel-Cantelli lemmas, it is easy to show that for any function ψ : N → [0, ∞),
This theorem can be proven in the same manner as in [9, Chapter VII, §1-4]. It can be readily verified that the proof of the divergence case follows upon replacing the function δ q defined on p.123 in [9] with the appropriate multiplicative version and then redoing the calculations. The reason that the doubly metric case is easier to deal with than the singly metric case is the fact that the inhomogeneous variable offers an extra degree of freedom which, in this instance, makes calculations a lot easier than the situation when the inhomogeneous parameter is fixed. However, to the best of our knowledge nothing is known regarding the measure-theoretic properties of W 
Remark. It is reasonable to ask whether the monotonicity hypothesis is necessary in this theorem, or whether it can be removed as in (3.1) . Though the Slicing Lemma appears unlikely to yield such an improvement, perhaps it could be achieved via other doubly metric techniques.
Theorem 3.1 implies that for any approximating function ψ with lower order at infinity τ , we have
Note that the limiting dimension lim τ →∞ dim H W d ψ = 2d − 1 is never zero.
Proof of Theorem 3.1. The divergence case follows immediately upon combining Theorem 1.3 with the Slicing Lemma just as in the proof of Theorem 1.3. To prove the convergence case, we use an argument similar to the proof of Theorem 1.3. As before we assume that
and we assume without loss of generality that f (2r) ≍ f (r) for all r.
2 It is easily verified that
where Z q is as before. Thus the collection
is a fine cover of W d ψ ∩ I 2d . Now for each q, let {B q,i : i = 1, . . . , M q } be a covering of M (ψ(q)) by d-dimensional hypercubes as in Lemma 2.2. For each r > 0, let {A j (r) : j = 1, . . . , N (r)} be a covering of
2 If not, then let g(r) = inf n∈N n 2d f (r/n). Since every subset of R 2d of diameter r can be covered by ≍ n 2d sets of diameter r/n, we have H g (S) ≍ H f (S) for all S ⊆ R 2d and thus it suffices to prove the theorem for the function g.
is also a fine cover of W d ψ ∩ I 2d . Here A + B denotes the Minkowski sum of two sets A and B. The F -dimensional cost of this cover is
(by (1.3) and (2.2))
The calculation in the proof of Theorem 1.3 shows that this series converges and thus by the HausdorffCantelli lemma, we have
Final comments and open problems
Let m ≥ 1 and d ≥ 1 be integers. Let Ψ : Z m → [0, ∞) be a "multivariable approximating function", and fix θ ∈ I d . Consider the set
Naturally one would like to establish a coherent metric theory for this set. To the best of our knowledge nothing has been proven for this set except a zero-one law for the homogeneous set W md Ψ,0 which was proved in [3] . That is, H md (W md Ψ,0 ) ∈ {0, 1}. The main tool used in establishing this result was the "cross-fibering principle" which made it possible to lift Cassel's and Gallagher's zero-one laws to the higher-dimensional multiplicative setup. Beyond this result nothing is known. It can be verified that the set W converges. Here |q| denotes the sup norm of q. However, if (4.1) diverges, then the situation is less clear. As in Theorem 1.3, it is reasonable to expect some monotonicity assumption for the divergence case. We therefore make the following conjecture: is necessarily different from Ψ (since they have different domains) and it may happen that the series (4.2) diverges whereas the analogous series for ψ converges.
We also conjecture that in the doubly metric case, the monotonicity hypothesis on Ψ can be removed:
Conjecture 4.3. Let Ψ : Z m → [0, ∞) be any function, and let f be a dimension function such that (4.2) diverges and x → x −md+1 f (x) is monotonically increasing. Let F (x) = x md f (x) and
Again, the convergence case analogue can be proven using the techniques of this paper.
