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Diffusion with stochastic resetting has recently emerged as a powerful modeling tool with a myriad
of potential applications. Here, we study local time in this model, covering situations of free and
biased diffusion with, and without, the presence of an absorbing boundary. Given a Brownian
trajectory that evolved for t units of time, the local time is simply defined as the total time the
trajectory spent in a small vicinity of its initial position. However, as Brownian trajectories are
stochastic — the local time itself is a random variable which fluctuates round and about its mean
value. In the past, the statistics of these fluctuations has been quantified in detail; but not in the
presence of resetting which biases the particle to spend more time near its starting point. Here, we
extend past results to include the possibility of stochastic resetting with, and without, the presence
of an absorbing boundary and/or drift. We obtain exact results for the moments and distribution
of the local time and these reveal that its statistics usually admits a simple form in the long-time
limit. And yet, while fluctuations in the absence of stochastic resetting are typically non-Gaussian
— resetting gives rise to Gaussian fluctuations. The analytical findings presented herein are in
excellent agreement with numerical simulations.
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2I. INTRODUCTION
The local time of a particle is defined as the total time it spends in the vicinity of a distinguished point in space
[1–4]. As such, the local time provides interesting information with regard to the spatio-temporal properties of the
particle’s trajectory and is thus a useful measure with various applications. The local time can e.g., be used to
quantify the time a molecule spends in the vicinity of a region in space where it is more likely to undergo a chemical
reaction. Knowledge of the local time and its statistics can thus help improve our understanding of chemical reactions
and catalytic processes [5–9]. In the past, the local time has been studied in various different scenarios e.g., diffusion
in bounded domains [10], diffusion in a potential landscape [11], diffusion in a random potential landscape [12], and
diffusion on a graph [13]. The local time has also been studied for random processes other than simple diffusion
e.g., uniform empirical process [14] and Brownian excursions [15]. However, in all cases mentioned above authors
considered time evolution in the absence of stochastic resetting which recently attracted considerable attention [16–
40]. Consequently, very little is known about the local time of stochastic processes that undergo restart.
Restart is an emerging and overarching topic in physics which is currently being studied in relation to e.g., first-
passage and search theory [41–51], stochastic thermodynamics [52, 53], optimization theory [30, 54], quantum mechan-
ics [55, 56], and in connection with multiple different problems in statistical and biological physics [57–62]. Among
different models, a place of honor is reserved to diffusion with stochastic resetting as this played a central role in
shaping our understanding of restart phenomena [16]. In diffusion with stochastic resetting, one considers a Brownian
particle that is returned to its initial position at random time epochs. The system then exhibits non-trivial transient
dynamics: as time progresses, an inner core region near the resetting point relaxes to a steady state while an outer
region continues to be transient. The location of the boundary separating the two regions moves away from the origin
as a power law in time [26]. At very long times, the system will eventually reach a non-equilibrium steady state, but
fluctuations there were found to be highly non-Gaussian [16, 17]. Many other properties of diffusion with stochastic
resetting (dynamical, first-passage, etc.) have also been studied extensively. In comparison, much less is known about
observables (functionals) of Brownian trajectories with stochastic resetting as these are just starting to be studied.
In a recent paper [33], the authors examined large deviations of time-additive functions or observables of Markov
processes with resetting and showed how this could also be applied to Brownian motion as a special case. Using
renewal properties of the resetting dynamics, they derived a formula which links generating functions with and
without resetting; and then used this formula to, e.g., compute the large deviations in the area covered by an Ornstein-
Uhlenbeck trajectory with resetting. In a followup study [34], the authors focused on additive functionals of Brownian
motion with resetting. They derived a large deviation principle in the presence of resetting and identified the large
deviation rate function in terms of a variational formula involving the large deviation rate functions without resetting.
The power of this approach was demonstrated on three different Brownian functionals: the positive occupation time,
the area, and the absolute area. Here, we study a different time additive functional of Brownian motion with resetting:
the local time (Fig. 1).
Stochastic trajectories that are governed by resetting dynamics share a basic feature. By definition, upon resetting
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FIG. 1. Local time of diffusion with stochastic resetting: (a) Schematic diagram showing a sample trajectory of a Brownian
particle diffusing in an infinite domain under stochastic resetting with rate r. Time intervals in which the particle is found
within an infinitesimal vicinity of its starting position x0, were denoted {t1, t3, t5} and highlighted in green; (b) The local time
L(x0, t) that will be studied here is the total time the particle spent in the vicinity of the starting point x0 during an observation
time t. The time evolution of L(x0, t) is plotted for the trajectory in (a).
3the particle returns to its initial position (Fig. 1a). Thus, one observes a probability current directed at the resetting
location which naturally motivates us to study the local time of the particle near this attractor. Local time is
a quantitative measure of the total time spent by a particle at an infinitesimal vicinity of any arbitrary location
[4, 11, 12] and here we will be interested in the statistical properties of this observable (moments and distribution)
in the presence of resetting. In principle, these can always be determined by considering all the possible trajectories
that emanate from x0 and reset back to this point at a constant rate r. One successful method that allows one to do
this in practice is due to Feynman and Kac [4, 63, 64] and we will employ this methodology extensively in this paper.
The remainder of this paper is structured as follows. In Sec. II, we review the model of diffusion with stochastic
resetting and describe the setup we consider. In Sec. III, we provide an outline of the general Feynman-Kac formalism
which is used to compute local time statistics. In Sec. IV, we compute the local time statistics of simple diffusion
with, and without, stochastic resetting. Two case studies are analyzed: (i) unrestricted diffusion in 1D; and (ii)
diffusion on the semi-infinite line with an absorbing boundary at the origin. Results in this section extend those
that were previously reported in [12]. In Sec. V, we compute the local time statistics of drift-diffusion with, and
without, stochastic resetting. Thus, we consider a Brownian particle with a constant drift velocity λ. Once again,
two different case studies are analyzed: unrestricted diffusion and diffusion with an absorbing boundary at the origin.
In both Sec. IV and Sec. V alike, we give exact results for the moments and distribution function of the local time.
Asymptotic, long-time analysis of the local time and its statistics is also provided. Sec. VI concludes this work. For
clarity of the presentation some details have been reserved to the appendix.
II. THE MODEL
We consider a single Brownian particle undergoing diffusion in one dimension in the presence of an external potential
V (x). The motion of the particle is described by the overdamped Langevin equation
γ
dx
dτ
= F (x) + η(τ) , with F (x) = −V ′(x) , (1)
where the prime denotes differentiation with respect to the space variable x. Here γ is the damping coefficient and
η(τ) is a Gaussian white noise with the following statistical properties 〈η(τ)〉 = 0 and 〈η(τ)η(τ ′)〉 = 2Dδ(τ−τ ′) where
D is the diffusion coefficient. In what follows, we take γ to be unity for simplicity. In addition to the above dynamics,
the particle is intermittently stopped and then immediately brought to a fixed position xr. In this paper, we take this
point to be identical to the initial position of the particle. Thus, after each such resetting event the particle starts its
motion from x0. This procedure of resetting the particle’s position is performed at a constant rate r. The dynamics
of the particle then reads
x(t+ dt) =
 x0 with probability rdtx(t) + F (x)dt+ ηdt with probability 1− rdt . (2)
A schematic cartoon of a trajectory with resetting was shown in Fig. 1a. In the following sections, we compute
the probability distribution of the local time for two different cases: (i) F (x) = 0 and (ii) F (x) = λ, where λ is a
constant drift along the positive direction. In both (i) and (ii), we provide analysis with and without the presence of
an absorbing boundary.
III. LOCAL TIME STATISTICS: GENERAL FORMULATION
Let {x(τ); 0 ≤ τ ≤ t} represent the stochastic trajectory of the Brownian particle over the time interval [0, t] starting
from x0 at time zero. The local time density spent by the particle at position y during this time interval is given by
L(y, t) =
∫ t
0
dτ δ[x(τ)− y] . (3)
The appearance of the delta function in the above definition is understood in the following limiting sense
L(y, t) = lim
a→0
T2a(y)
2a
, where T2a(y) =
∫ t
0
dτ [Θ(x(τ)− y − a)−Θ(x(τ)− y + a)] , (4)
where Θ(x) is the Heaviside step function. In what follows, such regularization procedure should precede every use of
the delta function, but we will omit it for brevity. Clearly, T2a(y) measures the occupation time spent by the particle
4inside the box [y − a, y + a] till time t. In addition, note that by definition L(y, t)dy represents the total time spent
inside the domain [y− dy2 , y+ dy2 ] up to time t, and thus is normalized as
∫
dyL(y, t) = t. Given one sample trajectory
that started at x0, the local time L(x0, t) can be computed by summing over the times spent in x0’s vicinity (Fig.
1b). Here, we would like to compute the probability distribution Pr(L) of L(y, t) where the subscript r represents
the presence of resetting. Naturally, P0(L) denotes the probability distribution of L in absence of resetting i.e., when
r = 0.
Since in some of our setups we have an absorbing boundary at the origin, we would formulate the problem of
finding Pr(L) on the ensemble of paths or trajectories which survive till time t. In such cases, Pr(L) represents the
distribution of L(y, t) conditioned on survival. Hence, in what follows, the survival probability Qr(y, t) of a particle
which starts from y and is not absorbed till time t will play an important role. Detailed discussion of the survival
probability of diffusion with resetting and how to compute it is given in Appendix A.
To compute Pr(L), it will prove convenient to look at the moment generating function of L(y, t). This is given by
Qr(x, y, k, t) = 〈e−kL(y,t)〉 =
∫ ∞
0
dL e−kL(y,t) Pr(L) , (5)
where the average is taken over the trajectories which start at x and y is the position where the local time L is
calculated. The moment generating function Qr(x, y, k, t) of the local time conditioned on survival can also be
written as
Qr(x, y, k, t) = 〈e−kL(y,t)〉 = Gr(x, y, k, t)
Qr(x, t)
, (6)
where the function Gr(x, y, k, t) in the numerator is the moment generating function of the local time of surviving
trajectories. Note, however, that this is not normalized properly. Thus to obtain the moment generating function
Qr(x, y, k, t) which is conditioned on the survival, one needs to weight Gr(x, y, k, t) with respect to the survival
measure Qr(x, t). A bit more formally, let us introduce an indicator function Jt which takes the value one if the
particle has never visited the origin till time t and zero otherwise. If P (Lt, Jt = 1)dLt represents the joint probability
that local time is between Lt and Lt +dLt and Jt = 1. We thus have Gr(x, y, k, t) =
∫
dLt exp(−kLt)Pr(Lt, Jt=1). In
the k → 0 limit, we get Gr(x, y, k, t)|k→0 = Qr(x, t) which ensures normalisation of Qr(x, y, k, t) in the k → 0 limit in
Eq. (6).
We will now derive a backward master equation for Gr(x, y, k, t). Consider Gr(x, y, k, t + ∆t) up to time t + ∆t,
where ∆t is a small time increment and split the time interval [0, t+ ∆t] into two parts: [0,∆t] and [∆t, t+ ∆t]. In
the first interval ∆t, two events can happen: The particle may be reset to x0 with probability r∆t or diffuse to a
new position (x + dx) with probability (1 − r∆t) where dx is the stochastic displacement in time ∆t. Hence, in the
subsequent interval [∆t, t+ ∆t], the particle starts either from x0 (the former case) or from x+ dx (the latter case).
Taking into account all these possibilities, we have
Gr(x, y, k, t+ ∆t) = r∆tGr(x0, y, k, t) + (1− r∆t)e−kU(x)∆t〈Gr(x+ ∆x, y, k, t)〉∆x, with U(x) = δ(x− y) , (7)
where the expectation on the second term is taken on different noise realizations [33, 34]. We note that the term
exp(−kU(x)∆t) above is somewhat ambiguous since powers of a delta function are not well defined. However, here
we will only be interested in exp(−kU(x)∆t) in the limit ∆t → 0 and thus approximate it by expanding it to first
order in ∆t. Thus, no high powers of the delta function are involved and this gives the same result as working with a
regularized representation of the delta function as discussed above. Expanding all other terms in the above equation
to leading order in ∆t, and using 〈∆x〉 = F (x)∆t and 〈(∆x)2〉 = 2D∆t, Eq. (7) reduces to the following equation in
the limit ∆t→ 0
∂Gr(x, y, k, t)
∂t
= D
∂2Gr(x, y, k, t)
∂x2
+ F (x)
∂Gr(x, y, k, t)
∂x
− [k U(x) + r]Gr(x, y, k, t) + rGr(x0, y, k, t) , (8)
with the initial condition Gr(x, y, k, 0) = 1. In order to solve Eq. (8), it is natural to take the Laplace transform
G˜r(x, y, k, α) =
∫ ∞
0
dt e−αt Gr(x, y, k, t) , (9)
of both sides of Eq. (8) to get
D
∂2G˜r(x, y, k, α)
∂x2
+ F (x)
∂G˜r(x, y, k, α)
∂x
− [α+ k U(x) + r]G˜r(x, y, k, α) + rG˜r(x0, y, k, α) = −1 . (10)
5Eq. (10) is difficult to solve for an arbitrary force F (x). However, as has been shown in [33, 34], the solution
G˜r(x, y, k, α) in the presence of resetting can be written in terms of the solution G˜0(x, y, k, α) in the absence of
resetting as
G˜r(x, y, k, α) =
G˜0(x, y, k, α+ r)
1− rG˜0(x0, y, k, α+ r)
, (11)
where the function G˜0(x, y, k, α) satisfies the backward master equation
D
∂2G˜0(x, y, k, α)
∂x2
+ F (x)
∂G˜0(x, y, k, α)
∂x
− [α+ k U(x)]G˜0(x, y, k, α) = −1 , (12)
with appropriate boundary conditions. For example, in the case of an infinite domain the boundary conditions are
G˜0(x→ ±∞, y, k, α) = 1α . Indeed, if the initial position x→ ±∞, the particle will not be able to reach the location y
in finite time, which means that the local time L(y, t) = 0. Therefore, using the definition in Eq. (6) with r = 0, and
setting Q0(x → ±∞, t) = 1 since there are no absorbing boundaries, one has 〈e−kL(y,t)〉 = 1. The above boundary
condition then follows immediately. On the other hand, if there is an absorbing boundary at the origin, we use the
following boundary conditions: G˜0(x → +∞, y, k, α) = 1α and G˜0(0, y, k, α) = 0. The former condition follows from
the same argument as mentioned above. However the latter boundary condition has to be understood more carefully.
To see this first note that G0(x, y, k, t) (in Eq. (6) with r = 0) can be written formally in terms of the Brownian path
integral
G0(x, y, k, t) ∝
∫ ∞
0
dx˜
∫ x(t)=x˜
x(0)=x
D[x(τ)] exp
(
−
∫ t
0
dτ
[
1
4D
(
dx
dτ
+ F (x)
)2
+ k U(x(τ))
])
t∏
τ=0
θ[x(τ)] , (13)
where θ[x(τ)] = 1 for x(τ) > 0 and is zero otherwise. It is therefore clear from the definition above that G0(x →
0, y, k, t) = 0, since the probability weight of those trajectories which start at the absorbing boundary x = 0 and
survive till time t identically vanishes. Hence, the path integral also vanishes. Consequently, its Laplace transform
G˜0(0, y, k, α) = 0, which is our second boundary condition in the presence of an absorbing boundary at the origin.
Eq. (11) offers an interesting renewal interpretation [33, 34], which becomes evident once the right hand side is
expanded in series as G˜r(x, y, k, α) = G˜0(x, y, k, α+r)
∑
n=0 r
nG˜n0 (x0, y, k, α+r). The n-th term contains contributions
from those trajectories which have been reset n times during the time interval [0, t] and the time convolution of the
G0 propagators in between resetting events becomes a product in the Laplace domain.
After one gets G˜r(x, y, k, α), one can in principle obtain the moment generating function Gr(x, y, k, t) by performing
the inverse Laplace transform. However, this task is usually hard for finite time t and arbitrary F (x). Instead we
look at the moments of the local time 〈Ln(y, t)〉 which turn out to be easier to compute. These moments are related
directly to the derivatives of the generating function (with respect to k) as
〈Ln(y, t)〉 = 1
Qr(x, t)
∂n
∂(−k)nGr(x, y, k, t)
∣∣∣∣
k→0
≡ 〈l
n(y, t)〉
Qr(x, t)
, (14)
where we have defined the auxiliary moments as 〈ln(y, t)〉 ≡ ∂n∂(−k)nGr(x, y, k, t)|k→0. Now using Eq. (9), it is easy to
see that 〈ln(y, t)〉 is given by the inverse Laplace transform of the n-th derivative of G˜r(x, y, k, α) with respect to k
as follows
〈ln(y, t)〉 = Inverse Laplace transform
[
∂n
∂(−k)n G˜r(x, y, k, α)
∣∣∣∣
k→0
]
=
1
2pii
∫
B
dα eαt
∂n
∂(−k)n G˜r(x, y, k, α)
∣∣∣∣
k→0
, (15)
where we have used Cauchy’s inversion formula. Here, B represents the Bromwich contour on which the integral has
to be evaluated.
Throughout the rest of the paper we take the three following points in space: y (where the local time is calculated),
the resetting position x0 and the initial position x to be the same point which we henceforth denote by x0. In the
following, we present detailed calculations for the distribution and various moments of L(x0, t) in the absence, and
presence, of resetting and an absorbing boundary.
6IV. LOCAL TIME OF SIMPLE DIFFUSION
A. Infinite domain
We first consider the simple case of diffusion in an infinite domain in 1D, i.e., a line, without any external force acting
on the particle. As mentioned in the previous section, to get G˜r(x, x0, k, α) in presence of resetting, one first needs
to solve the problem without resetting i.e., Eq. (12) with boundary conditions G˜0(x → ±∞, x0, k, α) = 1α and then
finally set x = x0. Note that in this case Qr(x0, t) = 1. The problem in the absence of resetting was considered in [12],
where the authors found that the generating function at x0 = 0 is given by G˜0(0, 0, k, α) =
1√
α(
√
α+k/
√
4D)
. However,
it can be shown that for any non-zero x0 one still finds G˜0(x0, x0, k, α) =
1√
α(
√
α+k/
√
4D)
, which is independent of x0.
This happens because of the translational invariance of the problem. Substituting G˜0(x0, x0, k, α) in Eq. (11), we find
G˜r(x0, x0, k, α) =
1
α+ k
√
α+ r/
√
4D
, (16)
which is again independent of x0 because the resetting position was chosen to be identical to the initial position.
Using this expression in Eqs. (14) and (15), it is easy to see that the Laplace transform of the n-th moment 〈Ln(x0, t)〉
is given by∫ ∞
0
dt e−αt〈Ln(x0, t)〉 = ∂
n
∂(−k)n G˜r(x0, x0, k, α)
∣∣∣∣
k→0
=
n!
(4D)n/2
(α+ r)n/2
αn+1
, for n = 1, 2, 3, ... (17)
which can be inverted to provide 〈Ln(x0, t)〉 for n ≥ 1 and we find
〈Ln(x0, t)〉 = e
−rt
(4D)n/2
[
∂n
∂zn
zn/2ezt
]
z=r
−
{
0 for n = 2m
n!
(4D)n/2
(−1)mnΓ(n/2)
2pirn/2
e−rt U
(
n
2 + 1, 1− n2 , rt
)
for n = 2m+ 1 ,
m = 1, 2, 3, ... (18)
where Γ(x) is the Gamma function and U(a, b, x) is the Tricomi hypergeometric function [65, 66]. The first three
moments are given explicitly as follows:
〈L(x0, t)〉 =
√
t
4piD
e−rt +
1 + 2rt
4
√
rD
erf[
√
rt] , (19)
〈L2(x0, t)〉 = 1
2D
(
t+
rt2
2
)
, (20)
〈L3(x0, t)〉 =
6
(√
pi
(
8r3t3 + 36r2t2 + 18rt− 3) erf (√rt)+ 2e−rt√rt (4r2t2 + 16rt+ 3))
48
√
pi(4Dr)3/2
. (21)
We also compute the third cumulant given by C3 = 〈L3(x0, t)〉 − 3〈L(x0, t)〉〈L2(x0, t)〉 + 2〈L(x0, t)〉3 and this gives
C3 ∼ t√rD3 , which scales linearly with t at a large time as expected. It is easy to see that in the r → 0 limit the
above expressions correctly reproduce the results for free diffusion in the absence of resetting as reported in [12]. In
addition, we note that in the long time limit the mean local time scales as
〈L(x0, t)〉 ∼ 1
2
√
r
D
t . (22)
Thus, the empirical density obeys limt→∞
〈L(x0,t)〉
t =
1
2
√
r
D , which is equal to the probability density of finding the
particle at x = x0 in the steady state in the presence of resetting [16].
The full distribution of L(x0, t) can be also computed exactly. In order to do that, we first perform the inverse
Laplace transform of Eq. (16) with respect to k to find
F˜r(x0, x0, L, α) =
√
4D√
α+ r
exp
[
−
√
4D
αL√
α+ r
]
. (23)
Next, we perform the Laplace inversion with respect to α. However, since this calculation is lengthy and cumbersome,
we simply state the result here while leaving the details to Appendix B. Using the fact that Qr(x0, t) = 1 in the
7FIG. 2. The probability distribution Pr(L) of the local time for simple diffusion on a line in the absence of drift: (a) Solid blue
line is the exact formula from Eq. (24) and full red circles come from a simulation. Here, r = 0.6, D = 0.5 and t = 5. (b) The
Gaussian approximation from Eq. (26) (dashed green line) is in very good agreement with simulations (full red circles) and the
exact solution from Eq. (24) (solid blue line). Here, r = 0.7, D = 0.5 and t = 15.
absence of an absorbing boundary, we find
Pr(L) = e
−rt
√4D
pit
e−DL
2/t +
√
4D
∞∑
j=1
(
√
4D rL)j
j!Γ( j2 )
Hj
(
DL2
t
, t
) , (24)
where we have defined the functions Hj(m, t) (see Appendix B)
Hj(m, t) = t
j
2−1
(
Γ( j2 ) 1F1[ 1−j2 , 12 ,−m]
Γ( 1+j2 )
− 2√m 1F1[ 2− j
2
,
3
2
,−m]
)
, (25)
and 1F1[a, b, x] is the confluent hyper-geometric function which is different than the Tricomi hypergeometric function
defined earlier [65, 66]. Note that this result is similar to a result for the positive occupation time
∫∞
0
dyL(y, t) which
was studied in great detail in [34]. The exact result in Eq. (24) is in excellent agreement with the simulations as
shown in Fig. 2a. For r = 0, we observe that only the first term in Eq. (24) survives which correctly reproduces the
result P0(L) =
√
4D
pit e
−DL2/t reported earlier in [12].
For r > 0, we observe that in the long time limit one expects a large number of resetting events, typically of the
order of ∼ rt, to occur within the observation time t. On the other hand, the motion of the particle after a resetting
event is independent of its motion prior to the resetting event. As a result, the local times spent at x0 in between two
successive resetting events are also independent. This means that the total local time spent at x0 is basically a sum
of the local times spent in between resetting events i.e., L(x0, t) ≈ L1 +L2 + ...+Lbrtc. Since in our case the resetting
position and the position where we compute the local time are the same, the Li-s are also identically distributed.
Hence due to the central limit theorem, the distribution of L(x0, t) is asymptotically Gaussian
Pr(L) ' 1√
2piσ2r(t)
exp
(
− (L− 〈L(x0, t)〉)
2
2σ2r(t)
)
, (26)
where the mean 〈L(x0, t)〉 and the variance σ2r(t) ≡ 〈L2(x0, t)〉−〈L(x0, t)〉2 can be computed from the long time limit
of Eqs. (19) and (20) and are given explicitly by 〈L(x0, t)〉 = 12
√
r
D t and σ
2
r(t) =
t
4D − 116rD . This approximate form
is verified numerically in Fig. 2b. Notably, a similar Gaussian form for the distribution of the local time was also
observed in the absence of resetting for Brownian motion confined in a domain with reflecting boundaries [10].
B. Semi-infinite domain with an absorbing boundary at the origin
We now consider the case of an absorbing boundary at the origin. As before, the particle resets to its initial position
x0 which is also the place where we compute the local time. For a simpler presentation, we examine the cases with
and without resetting separately.
8FIG. 3. The long time asymptotics of the probability distribution of the local time from Eq. (30) (solid orange line) and results
from numerical simulations (symbols). Here, x0 = 1 and D = 0.5. Data collapse of the simulation results for t = 5 (red circles),
t = 10 (blue squares) and t = 100 (green triangles) verify that in the absence of resetting the probability distribution of the
local time is asymptotically independent of the observation time.
1. No Resetting: r = 0
We start from Eq. (12) with F (x) = 0. Since we have an absorbing boundary at x = 0, we solve this equation with
the following boundary conditions
G˜0(x→∞, x0, k, α) = 1
α
, G˜0(0, x0, k, α) = 0 . (27)
The solution is given by
G˜0(x0, x0, k, α) =
1
α
[
1− βD + k sinh(βx0)
βDeβx0 + k sinh(βx0)
]
, (28)
where β =
√
α
D . Performing the inverse Laplace transform with respect to k first, we get
F˜0(x0, x0, L, α) =
cosech(βx0)
β
(−1 + eβx0) exp [−βDL cosech(βx0)eβx0] . (29)
We still have to perform the inverse Laplace transform (ILT) with respect to α. However, this turns out to be difficult
for finite t. We instead examine the ILT in different limits. In the small t limit which corresponds to a large α
expansion, we find F˜0(x0, x0, L, α) ∼
√
4D
α e
−√4DαL. Inverting this we obtain the density of the local time at short
times P0(L) =
√
4D
pit e
−DL2/t [12]. It is important to note that this expression is identical to the expression for the local
time density in the infinite domain [12], because at short times the system is yet to experience the boundary at x = 0.
On the other hand, the large t limit corresponds to small values of α for which we find F˜0(x0, x0, L, α) ∼
√
D
α e
−DL/x0 .
Laplace inversion of this expression with respect to α gives
√
D
pite
−DL/x0 .
We now recall that the density of the local time is measured conditioned on survival till time t. The survival
probability for the case analyzed herein is a classical result from probability theory and is given by Q0(x0, t) =
erf( x0√
4Dt
) [4, 64, 67, 68]. In the long time limit, this survival probability decays as Q0(x0, t)|t→∞ ≈ x0√piDt . Hence,
the distribution of the local time density in this limit is given by
P0(L) =
1
Q0(x0, t)
[√
D
pit
e−DL/x0
]
=
D
x0
e−
DL
x0 , (30)
which turns out to be independent of the observation time. The result in Eq. (30) is numerically verified in Fig. 3.
92. With resetting: r > 0
We now consider the r > 0 case, where the moment generating function G˜r(x0, x0, k, α) of the local time is obtained
by substituting G˜0(x0, x0, k, α) from Eq. (28) into Eq. (11) to get
G˜r(x0, x0, k, α) =
1− exp
[
−
√
r+α
D x0
]
α+ r exp
[
−
√
r+α
D x0
]
+ k2
√
r+α
D
(
1− exp
[
−2
√
r+α
D x0
]) . (31)
In addition, we note that in this case the survival probability in Laplace space is given by [16] (also see Appendix A
for a derivation of this formula)
Q˜r(x0, α) =
1− exp
[
−
√
r+α
D x0
]
α+ r exp
[
−
√
r+α
D x0
] , (32)
which can be inverted by the Bromwich integral Qr(x0, t) = (1/2pii)
∫
B dα e
αtQ˜r(x0, α). At short times this integral
gets its dominant contributions from large α-s, where one can approximate
Q˜r(x0, α) ∼ 1
α
(
1− exp
[
−
√
α
D
x0
])
. (33)
Performing Laplace inversion of this expression immediately provides the survival probability
Qr(x0, t) ∼ erf
(
x0√
4Dt
)
, (34)
in the absence of resetting, as expected. To evaluate Q˜r(x0, α) for arbitrary t, one has to consider an appropriate
contour integral and then use Cauchy’s residue theorem. The appropriate contour in our case is drawn in Fig. 10.
Here we will only state the result while leaving the proof in Appendix C. After performing the contour integral, we
obtain
Qr(x0, t) =
(1− e−b√u0)
1− (b/2√u0) e−b
√
u0
e−ru0t + hr(b, t) , (35)
with hr(b, t) =
2e−rt
pi
∫ ∞
0
dv e−rtv
2 v3 sin(bv)
v4 + 2 + 2(1 + v2)[1− cos(bv)] , (36)
where u0(0 ≤ u0 ≤ 1) is a solution of the equation u0 = 1 − exp
(−√u0b) and b = √ rDx0. Evidently in the large t
limit, the first term in Eq. (35) dominates and the survival probability decays as Qr(x0, t) ' e−ru0t.
Let us now turn our attention back to G˜r(x0, x0, k, α) in Eq. (31). As in the previous case of unbounded diffusion
on a line, inverting the Laplace transform of G˜r is hard, whereas, computing the moments turns out to be easier.
Starting from Eq. (14) and using Eq. (15), we obtain
〈Ln(x0, t)〉 = 〈l
n(x0, t)〉
Qr(x0, t)
, with 〈ln(x0, t)〉 = n!
2pii
∫
B
dα eαt
Ar(n, α)
[gr(α)]n+1
, where (37)
Ar(n, α) = 1
2n
(
α+ r
D
)n (
1− exp
[
−2
√
r + α
D
x0
])n (
1− exp
[
−
√
r + α
D
x0
])
, and (38)
gr(α) = α+ r exp
[
−
√
r + α
D
x0
]
. (39)
As observed earlier, the function gr(α) has a zero at α0 = −r + ru0 where u0 satisfies u0 = 1 − exp
(−√u0b) with
b =
√
r
Dx0. Hence the integrand has an (n + 1)-th order pole at α0 in addition to a branch point at α = −r (see
Fig. 10). Once again the Bromwich integral can be performed by considering the same contour in Fig. 10 which was
used to invert Eq. (32). This provides two contributions: one from the pole (of multiple order) and the other one
from the branch cut (−∞,−r). Hence, one can write the following relation for 〈Ln(x0, t)〉
〈Ln(x0, t)〉 = Residue at α0 = −r(1− u0) + Contribution from the branch cut (−∞,−r)
Qr(x, t)
. (40)
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FIG. 4. The mean (a) and the second moment (b) of the local time of a Brownian particle in a semi-infinite domain with an
absorbing boundary at the origin. Solid lines come from Eqs. (41) and (42) and symbols come from numerical simulations.
Here, x0 = 1, D = 0.5, and plots are made for three different resetting rates: r = 0.6 (red), 2.7 (blue) and 6.2 (green). (c)
The Gaussian approximation from Eq. (47) (solid orange line) and results from a numerical simulation (full squares). Here,
x0 = 1, D = 0.5, r = 2.7 and t = 20.
which provides exact theoretical estimates for the moments. Though the explicit expressions of these terms can
quickly become cumbersome, they can be computed very easily with the aid of a computer. It is clear that the
contribution from the residue term decays as e−ru0t where the contribution from the integral along branch cut decays
faster than e−rt. Hence, in the long time limit the residue term dominates. From the same reason, the residue term
also provides the leading large t decay of the survival probability Qr(x0, t). Hence, in the large t limit, we have the
following expressions for the first and second moments and for the variance
〈L(x0, t)〉 ' f
′
1(α0) + tf1(α0)
I(b, u0) , (41)
〈L2(x0, t)〉 ' f
′′
2 (α0) + 2tf
′
2(α0) + t
2f2(α0)
I(b, u0) , (42)
σ2r(t) '
I(b, u0)f ′′2 (α0)− f ′1(α0)2 + 2t [I(b, u0)f ′2(α0)− f ′1(α0)f1(α0)]
I(b, u0)2 , (43)
where
I(b, u0) = (1− e
−b√u0)
1− (b/2√u0) e−b
√
u0
, (44)
and the functions f1(α) and f2(α) can be computed explicitly. These are given by
f1(α) =
1
2
√
α+ r
D
(
1 + e−
√
α+r
D x0
)(
1− e−
√
α+r
D x0
)2
[
1− (b/2√u0) e−b
√
u0 + α+r−ru02 e
−b√u0 x20
4Du0
(
1 + 1b√u0
)]2 , (45)
f2(α) =
1
4
α+ r
D
(
1 + e−
√
α+r
D x0
)2 (
1− e−
√
α+r
D x0
)3
[
1− (b/2√u0) e−b
√
u0 + α+r−ru02 e
−b√u0 x20
4Du0
(
1 + 1b√u0
)]3 , (46)
where u0 is a solution of the transcendental equation u0 = 1− exp
(−√u0b), with b = √ rDx0. The results in Eq. (41)
and Eq. (42) are numerically verified in panels (a) and (b) of Fig. 4. Exact expressions for higher moments can be
obtained in a similar fashion.
For large t, the distribution of L(x0, t) should be approximately Gaussian. The argument is similar to that brought
in the previous section. If a particle was able to survive for a long time t, it would typically experience a large number
(∼ rt) of reset events. Hence, the total local time spent at x0 is a sum of many independent and identically distributed
local times that were spent at x0 in between resetting events. The central limit theorem then gives
Pr(L) ' 1√
2piσ2r(t)
exp
(
− (L− 〈L(x0, t)〉)
2
2σ2r(t)
)
, (47)
where the mean 〈L(x0, t)〉 and variance σ2r(t) are given by Eqs. (41) and (43) respectively. The result in Eq. (47) is
numerically verified in Fig. 4c.
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V. LOCAL TIME OF DIFFUSION WITH DRIFT
In this section, we extend the problem of finding the distribution of the local time density to diffusion with a constant
drift along the positive direction. We consider the problem with and without resetting. Here, as before, the particle
resets to its initial position x0 which is also the place where we compute the local time. Once again, we first look at
the problem of finding the distribution of the local time density on an infinite domain. In the next section, we will
consider the problem on a semi-infinite domain with an absorbing boundary at x = 0.
A. Infinite domain
As noticed before, to compute the moment generating function G˜r(x, x0, k, α) with resetting, one first needs to solve
the problem without resetting (see Eq. (11)). To do this, we first note that Qr(x0, t) = 1 since there are no absorbing
boundaries. Then, we solve Eq. (12) with the following boundary conditions G˜0(|x| → ∞, x0, k, α) = 1α on the infinite
line and get the following expression for the generating function
G˜0(x0, x0, k, α) =
1
α
√
λ2 + 4Dα
k +
√
λ2 + 4Dα
, (48)
which is again independent of x0 since the system is translation invariant. Substituting the above expression for G˜0
in Eq. (11), we obtain
G˜r(x0, x0, k, α) =
√
λ2 + 4D(r + α)
α
√
λ2 + 4D(r + α) + k(r + α)
. (49)
Following the contour integral procedure as discussed in the previous section one can, in principle, perform the
inverse Laplace transforms with respect to k and α and express the result in terms of an integral over a branch cut
on the negative axis. However the expressions are not illuminating except for the r = 0 case, where we find
P0(L) =
dJλ(L,D|x0, t)
dL
, where (50)
Jλ(L,D|x0, t) = 1− e−λL − 1
2
[
eλL erfc
(
L
√
D
t
+ λ
√
t
4D
)
− e−λL erfc
(
−L
√
D
t
+ λ
√
t
4D
)]
. (51)
In particular, we observe that for large t the above distribution becomes
P0(L) ' λ e−λL , (52)
which is independent of time to leading order. This happens because the particle drifts away from its initial position.
As a result, trajectories hardly return to this position at the long time limit. Thus, most of the contribution to the
local time density comes from initial excursions of the trajectories around x0 and additional contributions to the local
time become diminishingly small as time progresses. The result in Eq. (52) is numerically verified in Fig. 5. It is
worth pointing out that in [12], the authors studied the local time density in a similar set up but in the presence of
the potential V (x) = λ|x|. It was shown that the local time density, even in this case, attains an exponential form
P0(L) = 2λe
−2λL in the long time limit [12].
There is an alternative way to derive Eq. (52) and explain why the distribution of the local time is exponential.
For this we start by looking at a biased random walk on a one dimensional lattice of lattice constant a and take
the continuum limit at the end. Assume that the random walker starts at the origin and that at every time step
∆t it jumps to the right with probability p = 1/2 +  and to the left with probability q = 1/2 − . We now ask
what is the probability that the particle returns to the origin k times in n steps. Let us denote this probability
by S(k, n). It can be shown that this probability can be expressed in terms of the probability G(x, n) to find the
particle at position x after n steps. Following [68], it is possible to show that the z-transform of S(k, n), defined as
S˜(k, z) =
∑∞
n=0 z
n S(k, n), can be expressed in terms of g˜(z) =
∑∞
n=0 z
n G(0, n), as
S˜(k, z) =
1
1− z
1
g˜(z)
[
1− 1
g˜(z)
]k
. (53)
Starting from the master equation for G(x, n), one can show that g˜(z) =
[
1− (1− 42)z2]−1/2 (see Appendix D for a
detailed derivation). Inserting this expression in the above equation for S˜(k, z) and performing the inverse z-transform
we obtain
S(k, n)|n→∞ = 2 ek ln(1−2) , (54)
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FIG. 5. The long time asymptotics of the probability distribution of the local time of a Brownian particle in the presence of
drift (λ = 1). Here, the solid orange line corresponds to the result from Eq. (52) and results from numerical simulations are
presented as symbols. Data collapse of the simulation results for x0 = 1, D = 0.5, t = 5 (red circles); x0 = 8, D = 0.3, t = 20
(blue squares) and x0 = 9, D = 0.6, t = 50 (green triangles) verify that in the absence of resetting the probability distribution
of the local time is asymptotically independent of the initial position x0, the diffusion coefficient D, and the observation time t.
which is independent of n in the large time limit. To make connection with the original problem of Brownian motion
we need to go to the continuum limit by taking the drift , the lattice constant a, and jump time duration ∆t to zero
while keeping D = a2/∆t and λ = 2a/∆t fixed (see Appendix D for more details). Identifying the local time density
as L = k∆t/a we find
S(k, n)|n→∞ → λ e−λLdL , (55)
which is exactly the result we have obtained through the generating function procedure earlier.
Coming back to the case with resetting (r > 0), we once again realize that in the large time limit the local time is a
sum of multiple independent and identically distributed contributions that are gathered in between resetting events.
The asymptotic distribution of Pr(L) should hence be Gaussian and could thus be fully determined by its first two
moments. These are given by
〈L(x0, t)〉 =
√
4Dt
pi
r
λ2 + 4Dr
e−
λ2+4Dr
4D t +
2Dr(1 + 2rt) + λ2(1 + rt)
(λ2 + 4Dr)3/2
erf
[√
(λ2 + 4Dr) t
4D
]
, (56)
and 〈L2(x0, t)〉 = 16D
2r3t(2 + rt) + 8Dr2t(3 + rt)λ2
(λ2 + 4Dr)3
+
2 + rt(4 + rt)− 2e−λ
2+4Dr
4D t
(λ2 + 4Dr)3
λ4, (57)
which in the large t limit gives us
〈L(x0, t)〉 ' rt√
λ2 + 4Dr
, (58)
σ2r ' 2rt
λ2 + 2Dr
(λ2 + 4Dr)2
+
λ4 − 4D2r2 − 4Drλ2
(λ2 + 4Dr)3
. (59)
The results in Eq. (56) and Eq. (57), as well as the asymptotically Gaussian form of the local time distribution, are
numerically verified in Fig. 6.
B. Semi-infinite domain with an absorbing boundary at the origin
In this section we study how the distributions obtained in section V A get modified in the presence of an absorbing
boundary at the origin x = 0. Due to the presence of the drive away from the origin a particle which starts at x0
will ultimately survive with a finite probability Q0(x0, t)|t→∞ = (1 − e−λx0/D) [69]. On the other hand, in presence
of resetting, the particle is brought back to the resetting position x0 intermittently. As a result, for any finite value
of the resetting rate r the survival probability decays exponentially with time (see Appendix A and in particular
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FIG. 6. The mean (a) and the second moment (b) of the local time of a Brownian particle in an infinite domain in the presence
of drift (λ = 1). Here, x0 = 1, D = 0.5, and plots are made for three different values of the resetting rate: r = 0.6 (orange),
2.7 (blue) and 6.2 (green). Solid lines come from Eqs. (56) and (57) and symbols come from numerical simulations. (c) The
Gaussian approximation for the distribution of the local time (solid red line) and results from a numerical simulation (empty
circles). Here, x0 = 1, D = 0.5, r = 2.7 and t = 20.
Eq. (A6) for more details)
Qr(x0, t) ∼ eα0t J (α0, b, Pe) ,
where J (α0, b, Pe) = 1− exp [−Pe(1 +Kr+α0)]
1− b22PeKr+α0 exp [−Pe(1 +Kr+α0)]
. (60)
Here, α0 is the solution of the transcendental equation α0 + re
−Pe(1+Kr+α0 ) = 0 with Kα =
√
1 + 4Dαλ2 and Pe =
λx0
2D
standing for the Pe´clet number. Here too, we find that in the long time limit the distribution of the local time density
is Gaussian with
〈Lt(x0)〉 ' g
′
1(α0) + tg1(α0)
J (α0, b, Pe) , (61)
〈L2t (x0)〉 '
g′′2 (α0) + 2tg
′
2(α0) + t
2g2(α0)
J (α0, b, Pe) , (62)
and σ2r(t) '
J (α0, b, Pe)g′′2 (α0)− g′1(α0)2 + 2t [J (α0, b, Pe)g′2(α0)− g′1(α0)g1(α0)]
J (α0, b, Pe)2 , (63)
where the functions g1(α) and g2(α) are given by
g1(α) =
α+ r√
λ2 + 4D(α+ r)
(
1− e−2PeKr+α) (1− e−Pe(1+Kr+α))[
1− b22PeKr+α0 e
−Pe(1+Kr+α0 ) + α−α02 e
−Pe(1+Kr+α0 ) b2D
λ2K2r+α0
(
1 + 1PeKr+α0
)]2 , (64)
g2(α) =
(α+ r)2
λ2 + 4D(α+ r)
(
1− e−2PeKr+α)2 (1− e−Pe(1+Kr+α))[
1− b22PeKr+α0 e
−Pe(1+Kr+α0 ) + α−α02 e
−Pe(1+Kr+α0 ) b2D
λ2K2r+α0
(
1 + 1PeKr+α0
)]3 , (65)
where α0 here is a solution of the transcendental equation α0 + re
−Pe(1+Kr+α0 ) = 0, with Kr+α0 =
√
1 + 4D(r+α0)λ2
along with the other definitions Pe = λx0/2D, and b =
√
r
Dx0. The results in Eq. (61) and Eq. (62), as well as the
asymptotically Gaussian form of the local time distribution, are numerically verified in Fig. 7. Note, however, that
in comparison to Eqs. (58) and (59) only the rates of growth get modified. Hence, it is more interesting to look at
the r = 0 case in detail. In this case, following the same arguments given in the previous sections, one expects that
in the large time limit the distribution of the local time will converge to a time independent exponential distribution.
In what follows, we provide a derivation that verifies this expectation.
We start by solving Eq. (12) with F (x) = λ > 0 and the following boundary conditions G˜0(x → ∞, x0, k, α) =
1
α , G˜0(0, x0, k, α) = 0. We obtain
G˜0(x0, x0, k, α) =
1
α
[
1− λKαe
−Pe + 2k sinh (PeKα)
λKαePeKα + 2k sinh (PeKα)
]
. (66)
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FIG. 7. The mean (a) and the second moment (b) of the local time of a Brownian particle in a semi-infinite domain in the
presence of drift (λ = 1). Solid lines come from Eqs. (61) and (62) and symbols come from numerical simulations. Here, x0 = 1,
D = 0.5, and plots were made for there different values of the resetting rate r = 0.6 (red), 2.7 (blue) and 6.2 (green). (c) The
Gaussian approximation for the distribution of the local time (solid magenta line) and results from a numerical simulation (full
squares). Here, x0 = 1, D = 0.5, r = 2.7 and t = 20.
Inverting Eq. (66) with respect to the conjugate variable k we obtain
F˜0(x0, x0, L, α) =
λKα
2α sinh (PeKα)
(
ePeKα − e−Pe) exp [− λLKα
2 sinh (PeKα)
ePeKα
]
. (67)
The large time asymptotics of the local time density function could be obtained by taking the α → 0 limit in
F˜0(x0, x0, L, α). In this limit, we have Kα → 1 and thus
F˜0(x0, x0, L, α→ 0) ∼ λ
α
exp
[−λLePecosech (Pe) /2] . (68)
Now performing the Laplace inversion with respect to α, and utilizing the large time asymptotic form of the survival
probability Q0(x0, t) ' (1− e−2Pe), we get the following asymptotic form for the local time density
P0(L) =
λ
(1− e−2Pe) exp
[
− λL
(1− e−2Pe)
]
. (69)
In Fig. 8, we verify this result numerically for three large observation times.
FIG. 8. The long time asymptotics of the probability distribution of the local time from Eq. (69) (solid orange line) and results
from simulations (symbols). Here, x0 = 1, λ = 1 and D = 0.5. Data collapse of the simulation results for t = 5 (red circles),
t = 10 (blue squares) and t = 100 (green triangles) verify that in the absence of resetting the probability distribution of the
local time is asymptotically independent of the observation time t.
VI. CONCLUSIONS
In this paper, we characterized the statistical properties of an additive Brownian functional — the local time. We
presented a general approach allowing for the computation of the local time of a Brownian particle that obeys
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overdamped Langevin dynamics and may also be subject to stochastic resetting. Then, we utilized this approach
to compute the local time of such a particle in various situations. Namely, we analysed the local time with and
without: resetting, an absorbing boundary, and drift. Out of these eight cases results were known only for the case
where resetting, an absorbing boundary, and drift were all absent. Here, we focused on the remaining seven cases and
presented a through analysis of each. Our findings can be summarized as follows.
In the absence of resetting—but in the presence of an absorbing boundary, drift, or both—we find that the local
time density tends to an asymptotic exponential form that is independent of the observation time. Specifically, when
drift and an absorbing boundary at the origin are both present, we find
P0(L) =
λ
(1− e−2Pe) exp
[
− λL
(1− e−2Pe)
]
, (70)
as t→∞. Here, λ = F (x) = −V ′(x) stands for the constant drift and Pe = λx02D is the Pe´clet number. To get some
intuitive understanding of Eq. (70) one should note that accumulation of local time can only come from consecutive
visits of the particle to its initial position. However, having multiple such visits in the presence of drift is exponentially
unlikely. Thus, even in the absence of an absorbing boundary, we find P0(L) = λ e
−λL (see Eq. (52)), and note that
this result can also be obtained by taking the limit x0 →∞ in Eq. (70) which amounts to effective elimination of the
absorbing boundary. Similarly, in the presence of an absorbing boundary, the particle runs the risk of being absorbed
every time it returns to x0 from far away. Thus, out of those trajectories that were not absorbed, finding a trajectory
that visited x0 a large number of times is once again exponentially unlikely. Consequently, even in the absence of
drift, we find P0(L) =
D
x0
e−
DL
x0 (see Eq. (30)), which can also be obtained directly by taking the limit λ → 0 in
Eq. (70). The compounded effect of drift and diffusion on the exponential decay rate, λ/(1 − e−2Pe), in Eq. (70)
is manifested by the appearance of the Pe´clet number. Indeed, note that as the drift increases, or as the diffusion
coefficient decreases, the Pe´clet number increases and vice versa. In other words, low values of Pe correspond to a
diffusion-controlled regime, whereas high values of Pe correspond to a drift-controlled regime. In that regard, one
can trivially observe that in the limit λ→∞ particles never return to their initial position and Eq. (70) gives a Dirac
delta function at zero as expected.
In stark contrast to the above, we find that the distribution of the local time density in the presence of resetting is
asymptotically Gaussian, i.e., admits
Pr(L) ' 1√
2piσ2r(t)
exp
(
− (L− 〈L(x0, t)〉)
2
2σ2r(t)
)
, (71)
as t→∞, where the mean 〈L(x0, t)〉 and variance σ2r(t) of the local time density depend on the details of the problem.
For example, in the absence of drift and an absorbing boundary we find 〈L(x0, t)〉 = 12
√
r
D t and σ
2
r(t) =
t
4D − 116rD .
Asymptotically exact expressions for the mean and variance were also given in cases where an absorbing boundary and
drift were present (see e.g., Eq. (61) and Eq. (63)). These expressions are more involved, but it is important to note
that we find that the mean and variance always grow linearly with the observation time. To intuitively understand
this, as well as the Gaussian form in Eq. (71), it is enough to realize that in the presence of resetting—the total local
time is a sum of many independent and identically distributed contributions that come from disjoint time intervals
that stand in between resetting events. As the latter are typically 1/r units of time long the local time accumulates
∼ rt such contributions over a long observation time t. Linear growth of the mean and variance follows immediately,
and Gaussian asymptotics follows from the central limit theorem.
This study was focused on characterizing the local time statistics at x0 — which we took to be the initial and
resetting position of the particle. However, the approach presented herein can also be extended to provide results for
the local time at an arbitrary position x. Understanding how the moments and distribution of the local time depend
on position, and in particular on the distance from x0, would then be of prime interest. Going forward, it would
also be interesting to study space-time correlations 〈L(x, t)L(x′, t′)〉 of the local time, and ultimately also its joint
distribution, i.e., the probability that L(x, t) = l and L(x′, t′) = l′. The local times of two adjacent points in space
should be positively correlated. Indeed, one expects that finding one of these local times to be higher than average
would increase the likelihood that the same could also be said for the other and vice versa. However, at this point it
not clear how this correlation decays with the distance between the two points. Similarly, the local time is expected
to display temporal correlations. If the local time at a given point in space is found to be higher than average it is
likely to stay that way for some time. However, at this point it not clear how this correlation decays with the time
separating two observations and how it depends on the time at which the first observation was made. Answering
these questions would significantly deepen our understanding of the local time and its behavior.
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Appendix A: Survival probability and the mean first passage time
In this paper, we have provided a comprehensive analysis of the local time statistics in the presence of an absorbing
boundary for diffusion with and without drift. Note that to compute the statistics in the presence of an absorbing
boundary, it is important to have a prior knowledge of the survival probability. This, in turn, also serves as a natural
platform to characterize the first passage properties of a Brownian particle in the presence of an absorbing boundary,
drift, and resetting. In this appendix, we provide a detailed discussion on the survival probability of diffusion with
stochastic resetting and explain how to compute them in various situations. We also explain how the mean first
passage time to the boundary can be obtained directly from this analysis.
To compute the survival probability, it is always advantageous to use the backward Fokker Planck approach where
one writes an evolution equation for the survival probability Qr(x, t) in terms of the initial variable. Utilizing the
scheme presented in [16, 17], we can write the following master equation for Qr(x, t) in the presence of a potential
V (x)
∂Qr(x, t)
∂t
= D
∂2Qr(x, t)
∂x2
+ F (x)
∂Qr(x, t)
∂x
− r[Qr(x, t)−Qr(x0, t)] . (A1)
where recall F (x) = −V ′(x), and resetting takes place at the location x0 [16]. The Laplace transform Q˜r(x, α) =∫∞
0
dt e−αtQr(x, t) then satisfies
D
∂2Q˜r(x, α)
∂x2
+ F (x)
∂Q˜r(x, α)
∂x
− (r + α)Q˜r(x, α) = −1− rQ˜r(x0, α) . (A2)
with the boundary conditions (i) Q˜r(0, α) = 0, and (ii) Q˜r(x → ∞, α) is bounded from above by 1/α [16, 17]. First
we recall that the result obtained for the survival probability in the absence of drift (i.e., F (x) = 0), which is given
by [16]
Q˜r(x0, α) =
1− e−
√
r+α
D x0
α+ re−
√
r+α
D x0
. (A3)
Although in [16], the authors inverted the expression for Q˜r(x0, α) to deduce the large t asymptotic behavior of
Qr(x0, t), it was not known at all times. In Appendix C, we explained how this can be done and provided an
expression for Qr(x0, t) that holds at all times (see Eq. (35)). From the survival probability one can immediately get
the first passage time density fr(t) = −∂Qr(x,t)∂t . However, it is worth emphasizing that the mean first passage time
can be computed directly from the Laplace transform Q˜r(x0, α) as well
Tr(x0) =
∫ ∞
0
dt tfr(t) = −
∫ ∞
0
dt t
∂Qr(x0, t)
∂t
= Q˜r(x0, 0) . (A4)
This immediately results in
Tr(x0) = 1
r
[
exp
(√ r
D
x0
)
− 1
]
, (A5)
where
√
r
D is an inverse length scale which measures the typical distance traveled by the particle between two resetting
events [16]. Interestingly, by carefully choosing an optimal resetting rate one can minimize the mean first passage
time in Eq. (A5). The condition for the minimum dTr/dr|r=r∗ = 0 yields the following equation z∗2 = 1− e−z
∗
, where
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(a) (b)
FIG. 9. (a) Variation of the root z∗ from Eq. (A8) as a function of the Pe´clet number. The solid line corresponds to the
asymptotic formula while the dashed line corresponds to the exact solution of z∗ as a function of Pe, as given by Eq. (A8).
Red circles indicate z∗ for different values of Pe obtained from the simulations. (b) Mean first passage time Tr of a Brownian
particle in the presence of a drift λ as a function of the resetting rate. We see an excellent match between the analytical result
given by Eq. (A7) (solid blue line) and simulation results (full red circles). Here: λ = 1, x0 = 1 and D = 0.5.
z∗ =
√
r∗
D x0. This transcendental equation has a unique non-zero solution z
∗ = 1.593... from which one finds the
optimal resetting rate r∗ = (z∗)2D/x20 [16]. It is noteworthy that a similar analysis can also be made in the case of
diffusion with drift.
To this end, we consider a particle that diffuses in the presence of a drift λ > 0 in the positive direction. As before,
we solve Eq. (A2) with the similar boundary conditions to obtain the following solution for the Laplace transform
Q˜r(x0, α)
Q˜r(x0, α) =
1− e−Pe(1+Kr+α)
α+ re−Pe(1+Kr+α)
, (A6)
where we recall that Pe = λx0/2D and Kα =
√
1 + 2Dαλ2 . It is possible to deduce the large t asymptotic behavior of
the survival probability using a complex inversion formula (as was done in Sec. IV B 2) and this is given by Eq. (60).
However, computation of the mean first passage time turns out rather simple since Tr(x) = Q˜r(x, 0) which yields
Tr(x0) = 1
r
[
exp
(λ+√λ2 + 4Dr
2D
x0
)
− 1
]
. (A7)
Note that lim
r→0
Tr(x0) ∼ 1r which diverges since the particle hardly experiences any resetting event, and in the absence
of resetting the particle eventually drifts away from the origin. On the other hand, in the limit r →∞, the mean first
passage time also diverges since the particle is localized around the resetting point. Evidently, this marks an existence
for an optimal resetting rate which can be computed by setting dTr/dr|r=r∗ = 0. Using the optimality condition in
Eq. (A7), we obtain the following equation for the optimal resetting rate
z∗2
2
√
Pe2 + z∗2
= 1− e−(Pe+
√
Pe2+z∗2) , (A8)
where recall z∗ =
√
r∗
D x0. Eq. (A8) asserts that the root z
∗ depends on the Pe´clet number. While for small Pe´clet
number, the limit is equivalent to the simple diffusion case, high Pe´clet number results in an approximate solution
for z∗ given by z∗2 = 2 + 2
√
Pe2 + 1. This is evident from Fig. 9a. The solution for the optimal resetting rate can
then easily be obtained by taking r∗ = Dz∗2/x20. We simulate this stochastic process and plot Tr as a function of the
resetting rate against the analytical formula given by Eq. (A7). We find an excellent agreement between the theory
and the simulation (see Fig. 9b).
Appendix B: Derivation of Eq. (24) in the main text
We start by recalling the auxiliary function in Eq. (23)
F˜r(x0, x0, L, α) =
1
a
√
α+ r
exp
[
− α
a
√
α+ r
T
]
. (B1)
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Let us first rewrite the above expression in the following manner
F˜r(x0, x0, L, α) =
1
a
√
α+ r
exp
[
−T
a
√
α+ r +
rT
a
1√
α+ r
]
. (B2)
To proceed further, we first analyze the following function which has the form as the above function
G˜(s+ r) = 1√
s+ r
exp[−m√s+ r] exp[ n√
s+ r
] . (B3)
Therefore, Laplace inverse of the function G˜(s+r) with respect to s can be written using the properties of the Laplace
transform
L−1
[
G˜(s+ r)
]
= e−rtG(t) , (B4)
which basically says it is enough to compute the Laplace inverse of the function G˜(s) = 1√
s
exp[−m√s] exp[ n√
s
], which
we do in the following. In fact, this can be seen as a product of two functions namely G˜1(s) = 1√s exp[−m
√
s] and
G˜2(s) = exp[ n√s ] so that the inverse Laplace transform of G˜(s) reads
G(t) = L−1
[
G˜(s)
]
=
∫ t
0
dt′ G1(t− t′) G2(t′) , (B5)
where G˜i(s) is the Laplace transform of Gi(t). We immediately note that G˜1(s) has a standard Laplace inversion
namely
G1(t) = L−1
[
G˜1(s)
]
=
1√
pit
exp
[
−m
2
4t
]
. (B6)
On the other hand, inverse Laplace transform of G˜2(s) can be written in terms of a complex inversion integral
G2(t) = L−1
[
G˜2(s)
]
=
1
2pii
∫ C+i∞
C−i∞
ds exp [st] exp
[
n√
s
]
, (B7)
where C is the contour line along which one performs the integral. We now make a change of variables s = n2p and
τ = n2t so that the integral becomes
G2(t) = n
2
2pii
∫ C+i∞
C−i∞
dp exp [pτ ] exp
[
1√
p
]
, (B8)
We can now expand the function e
1√
p in an infinite series so that the above integral admits the following form
G2(t) = n2
 1
2pii
∫
dp exp [pτ ] +
∞∑
j=1
1
2pii
∫
dp
epτ
j! pj/2

= n2
δ(τ) + ∞∑
j=1
τ
j
2−1
j! Γ(j/2)
 (B9)
= δ(t) +
∞∑
j=1
njt
j
2−1
j! Γ(j/2)
, (B10)
where we have used the fact δ(ax) = δ(x)/|a|. Using this in Eq. (B5), we find
G(t) =
∫ t
0
dt′
exp[− m24(t−t′) ]√
pi(t− t′) ×
δ(t′) + ∞∑
j=1
nj t′
j
2−1
j! Γ(j/2)
 (B11)
=
exp[−m24t ]√
pit
+
∞∑
j=1
nj
j! Γ(j/2)
∫ t
0
dt′
exp[− m24(t−t′) ]t′
j
2−1√
pi(t− t′)
 . (B12)
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The integral in the last expression can be computed in the following way. Let us first define this integral as
Hj(α˜, t) =
t
j
2−1√
pi
∫ 1
0
dz
exp[− α˜z ]√
z
(1− z)j/2−1 , (B13)
after taking α˜ = m2/4t. This integration can be done exactly and we find
Hj(α˜, t) = t
j/2−1
[
Γ(j/2)
Γ( 1+j2 )
1F1
(
1− j
2
,
1
2
,−α˜
)
− 2
√
α˜ 1F1
(
2− j
2
,
3
2
,−α˜
)]
, (B14)
where Γ(z) is the Gamma function. Substituting this expression in Eq. (B5), we obtain
G(t) = exp[−
m2
4t ]√
pit
+
∞∑
j=1
nj
j! Γ(j/2)
Hj
(
m2
4t
, t
)
, (B15)
which is identical to Eq. (24) in the main text. Therefore, Laplace inverse of the function G˜(s+ r) with respect to s
is given by
L−1
[
G˜(s+ r)
]
= e−rtG(t) . (B16)
Similarly, one can invert Eq. (B2) with respect to the conjugate variable α by identifying m and n suitably.
Appendix C: Derivation of Eq. (35)
We start by recalling the expression in Eq. (32) for the survival probability in Laplace space
Q˜r(x0, α) =
1− exp
[
−
√
r+α
D x0
]
α+ r exp
[
−
√
r+α
D x0
] , (C1)
Following the complex inversion formula and the residue theorem, inverse Laplace transform of Q˜r(x0, α) can be
formally written as
Qr(x0, t) =
1
2pii
∫
B
dα eαt Q˜r(x0, α) =
∑
Residues of eαtQ˜r(x0, α) at the poles of Q˜r(x0, α) , (C2)
where the integral is to be performed along a contour B as shown in Fig. 10. Note that Q˜r(x0, α) in Eq. (C1) has a
branch point at α = −r and a simple pole at α0 = −r(1−u0) with 0 ≤ u0 ≤ 1 satisfying u0 = 1− exp
(−√u0b) where
b =
√
r
Dx0. This can be easily seen by setting the denominator of Eq. (C1) equal to zero i.e., α0+r exp
[
−
√
r+α0
D x0
]
=
0. Note that the pole is in between −r and 0. Hence a natural choice for the branch cut is the line [−∞,−r] (see
Fig. 10). The integral along the contour can be decomposed in the following manner (see Fig. 10)
1
2pii
∫
B
dα eαt Q˜r(x0, α) =
1
2pii
[∫
ga
+
∫
ab
+
∫
bc
+
∫
cde
+
∫
ef
+
∫
fg
]
dα eαt Q˜r(x0, α) (C3)
Following the standard procedure of the complex inversion, one can immediately show that the integral along the
chords ‘ab’, ‘cde’, and ‘fg’ vanish to zero and the contribution comes from the segments ‘bc’ and ‘ef’ along the branch
cut which we evaluate in the following.
∫
bc
dα eαt Q˜r(x0, α) =
∫ −r
−∞
dα eαt
1− exp
[
−
√
r+α
D x0
]
α+ r exp
[
−
√
r+α
D x0
] (C4)
= −
∫ ∞
0
dze−(r+z)t
1− exp [−ib0
√
z]
z + r − r exp [−ib0
√
z]
(C5)
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FIG. 10. The contour B used to perform the inverse Laplace transform of the survival probability in Eq. (32). There are two
non-analytic points: A simple pole at α = α0 = −r(1− u0) with 0 < u0 < 1 and a branch point at α = −r. In our calculation,
we take the line (−∞,−r) along the real axis to be the branch cut.
where we have done the following change in variables α + r = zepii and introduced a new parameter b0 = x0/
√
D.
Similarly, we can write
∫
ef
dα eαt Q˜r(x0, α) =
∫ −∞
−r
dα eαt
1− exp
[
−
√
r+α
D x0
]
α+ r exp
[
−
√
r+α
D x0
] (C6)
=
∫ ∞
0
dze−(r+z)t
1− exp [ib0
√
z]
z + r − r exp [ib0
√
z]
(C7)
where we have taken α + r = ze−pii along the line ‘ef’. Using the method of complex inversion formula, the integral
along the line ‘ga’ then yields the required integral and thus we find
Qr(x0, t) =
1
2pii
∫
B
dα eαt Q˜r(x0, α) =
1
2pii
∫
ga
dα eαt Q˜r(x0, α) (C8)
Now using Eq. (C3) and Eq. (C2), we can write
Qr(x0, t) =
1
2pii
∫
ga
dα eαt Q˜r(x0, α) = Residue at α0 − 1
2pii
[∫
bc
+
∫
ef
]
dα eαt Q˜r(x0, α) (C9)
Since α0 is a simple pole, we can immediately compute the residue which after simplification gives
Residue at α0 = lim
α→α0
(α− α0)eαt Q˜r(x0, α) = (1− e
−b√u0)
1− (b/2√u0) e−b
√
u0
e−ru0t (C10)
Using the above result and substituting Eq. (C5) and Eq. (C7) in Eq. (C9), we finally arrive at
Qr(x0, t) =
(1− e−b√u0)
1− (b/2√u0) e−b
√
u0
e−ru0t + hr(b, t) (C11)
where
hr(b, t) =
1
2pii
∫ ∞
0
dz e−(r+z)t
2iz sin(b0
√
z)
(z + r)2 + r2 − 2r(z + r) cos(b0
√
z)
(C12)
=
2e−rt
pi
∫ ∞
0
dv e−rtv
2 v3 sin(bv)
v4 + 2 + 2(1 + v2)[1− cos(bv)] . (C13)
where to obtain the second line from the first in the above equation, we have made the following change of variable:
z = rv2. This concludes the derivation of Eq. (35).
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Appendix D: Detailed discussion on the probabilistic derivation of Eq. (55)
Consider the motion of a random walker on a one dimensional lattice. The walker moves to the right with probability
p1, and to the left with probability p2. For this motion, let us first define the following probabilities
• G(x, n): probability that a random walker is at x after n-steps, given that it had started from the origin in
1-dimension. In particular, we define the probability density at the origin to be g(n) ≡ G(0, n). Since any return
to the origin can occur only in even steps, g(n) is defined only when n is even.
• f(n): probability that the walker returns to the origin at n-th step for the first time, given that it had started
from the origin. This is the first passage probability of the walker to the origin.
• q(n): probability that the walker never returned to the origin till the n-th step, given that it had started from
the origin. This is the survival probability of the walker till n-th step.
• S(k, n): probability that the walker came back to the origin k-times in n-steps, given that it had started from
the origin.
Therefore, by definition, one can write
S(k, n) =
∑
m1
· · ·
∑
mk
∑
m′
f(m1) · · · f(mk) q(m′) δn,∑ki=1 mi+m′ . (D1)
It will be convenient to define the z-transforms in the following way
S˜(k, z) =
∞∑
m=0
S(k,m) zm , (D2)
f˜(z) =
∞∑
m=0
f(m) zm , (D3)
g˜(z) =
∞∑
m=0
g(m) zm . (D4)
Now using the definition (Eq. (D4)) in Eq. (D1), we obtain
S˜(k, z) =
[
f˜(z)
]k
q˜(z) . (D5)
On the other hand, the propagator satisfies a recursive relation [68]
g(2n) = δn.0 + f(2n) +
∑
m1
∑
m2
f(2m1)f(2m2)δn,m1+m2 +
∑
m1
∑
m2
∑
m3
f(2m1)f(2m2)f(2m3)δn,m1+m2+m3 + · · ·(D6)
from which, after performing a z-transformation, one can write g˜(z) = 1
1−f˜(z) . Also, the first passage probability f(n)
and the survival probability q(n) are related to each other by the relation f(n) = q(n− 1)− q(n). This implies that
the generating functions satisfy this simple relation: q˜(z) = 1−f˜(z)1−z . Using this relation in Eq. (D5), one arrives at the
following relation between S(k, n) and g(n) in z-space
S˜(k, z) =
1
1− z
1
g˜(z)
[
1− 1
g˜(z)
]k
. (D7)
We now assign the following probabilities to the random walker: p1 = 1/2 + , and p2 = 1/2 − . Utilizing this, one
can write the following master equation for the propagator
G(x, n) =
1
2
[G(x− 1, n− 1) +G(x+ 1, n− 1)] +  [G(x− 1, n− 1)−G(x+ 1, n− 1)] . (D8)
The Fourier transform G˜(p, n) ≡ ∑x eipxG(x, n) then satisfies G˜(p, n) = (cos p + 2i sin p)G˜(p, n − 1), with the
initial condition G˜(p, 0) =
∑
x e
ipxG(x, 0) =
∑
x e
ipxδx,0 = 1. One can apply the method of iterations to find the
solution to be G˜(p, n) = (cos p + 2i sin p)n. To compute G(x, n), one now needs to invert G˜(p, n) which gives us
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G(x, n) = 12pi
∫ pi
−pi dp e
−ixp (cos p+ 2i sin p)n. In particular, the z-transform g˜(z) =
∑∞
n=0 G(0, n)zn can be written
in an integral form
g˜(z) =
1
2pi
∫ pi
−pi
dp
1− (cos p+ 2i sin p)z (D9)
=
1
2pi
∫ pi
−pi
dp
∫ ∞
0
dt exp
(− [1− (cos p+ 2i sin p)z] t) (D10)
=
∫ ∞
0
dt e−t
1
2pi
∫ pi
−pi
dp ezt(cos p+2i sin p) (D11)
=
∫ ∞
0
dt e−tJ0(zt
√
1− 42) (D12)
=
1√
1− (1− 42)z2 , (D13)
where J0(x) is the Bessel function of first kind [65, 66]. To compute the p-integral in Eq. (D11), we introduce a new
set of parameters (A,B) such that A + B = zt, A − B = 2zt, and then identify the p-integral in Eq. (D11) as a
standard integral. This is given by 12pi
∫ pi
−pi dp e
(A+B) cos p+i(A−B) sin p = J0(2
√
AB). Next, we substitute g˜(z) from
Eq. (D13) in Eq. (D7) to obtain an expression for S˜(k, z). To derive back S(k, n), we now use the Cauchy inversion
formula which states
S(k, n) =
1
2pii
∮
dz
S˜(k, z)
zn+1
, (D14)
where the closed integration contour encircles the origin and does not include any singularities of S˜(k, z). By doing
a change of variable z = e−s, one can convert this integral into the standard inverse Laplace transform such that
S(k, n) ' 1
2pii
∫ i∞
−i∞
ds esn
√
1− (1− 42)e−2s
1− e−s
[
1−
√
1− (1− 42)e−2s
]k
. (D15)
In the large n limit, we find
S(k, n)n→∞ ' 1
2pii
∫ i∞
−i∞
2
s
(1− 2)k (D16)
' 2ek ln(1−2) ' 2e−2k , (D17)
which turns out to be independent of n. Now to make connection with our original problem on Brownian motion we
need to go to the continuum limit by taking the drift , the lattice constant a and the jump time duration ∆t to zero
keeping D = a2/∆t and λ = 2a/∆t fixed. Dividing both sides of Eq. (D8) by ∆t we find
G(x, n)−G(x, n− 1)
∆t
=
a2
2∆t
G(x− 1, n− 1) +G(x+ 1, n− 1)− 2G(x, n− 1)
a2
+
a
∆t
G(x− 1, n− 1)−G(x+ 1, n− 1)
a
. (D18)
Now we take the limits a → 0, ∆t → 0 and  → 0 while keeping λ = 2a/∆t, D = a2/2∆t fixed such that
Fokker-Planck equation for the propagator G(x, t) reads
∂G(x, t)
∂t
= lim
a→0
∆t→0
(
a2
2∆t
)
∂2xG(x, t)− lim
a,→0
∆t→0
(
2a
∆t
)
∂xG(x, t)
= D∂2xG(x, t)− λ∂xG(x, t) . (D19)
Note that this equation is exactly the Fokker-Planck equation for the probability density of a Brownian particle
moving in one dimension in presence of a constant drive λ in the positive x direction with the correct identification
of the parameters. The local time density, on the other hand, can be identified as L = k∆t/a in the continuum limit.
Hence from Eq. (D17), in the continuum limit we find,
S(k, n)n→∞ ' λ∆t
a
e−
λ∆t
a
La
∆t ' λe−λLdL , (D20)
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which becomes independent of k. In other words, this implies that the distribution of the local time density is given
by P (L) ' λe−λL as in Eq. (52), and independent of t.
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