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Abstract
We discuss an invertible version of Furstenberg’s ‘Ergodic CP Shift Systems’.
We show that the explicit regularity of these dynamical systems with respect to
magnification of measures, implies certain regularity with respect to translation
of measures; We show that the translation action on measures is non-singular,
and prove pointwise discrete and continuous ergodic theorems for the translation
action.
1 Introduction
CP Distributions were introduced by Furstenberg in [5] as a tool in his proof of dimen-
sion conservation for homogeneous fractals, though they also appear in slightly different
form in earlier work [3, 4]. CP distributions are probability measures Q defined on a
set of points of the form (µ, x), which are invariant with respect to an operation of
‘magnifying’ µ around a neighborhood of x. When the distribution is also ergodic
with respect to the magnifying operation, we say that it is an Ergodic CP Distribution
(ECPD).
CP distributions and their equivalents have played an important role in many recent
works on fractal geometry [5, 6, 7, 10, 11]. They often arise in explicit constructions,
like self-similar measures and random fractal constructions, but there are also many
examples in which CP distributions arise implicitly, for instance by a limiting pro-
cess in which we start with an arbitrary measure and ‘zoom in’ to a point, or as the
‘slice’ measures (conditional measures on affine subspaces) of higher-dimensional CP
distributions (see [5, 8]). Because an explicit description of the distribution is often not
available, it becomes important to better understand the properties of CP distributions
in general.
In this paper we discuss Extended ECPD which are an invertible version of ECPD
(see [8]). Our goal is to show that the explicit requirements of regularity with respect
This research was supported by ERC grant 306494.
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to the magnification operation on measures, which appear in the definition of Extended
ECPD, in fact imply certain regularity also with respect to a ‘translation and normal-
ization’ operation on measures. We exclude from our discussion Extended ECPD which
are trivial in the sense that typical measures are Dirac measures. Similar questions
were addressed by Host in [9], where he proves that a ‘non deterministic’ measure on
[0, 1) invariant and ergodic under the ×p map (which we think of as a magnification
map in this context) is conservative with respect to the action of translation by num-
bers whose base p representation is finite, and by Medynets and Solomyak [13] who
proved a second-order ergodic theorem for the action of translation by Rd on a different
class of ‘fractal dynamical systems’ (self-similar tiling systems).
Using similar methodology to Host’s, we prove that the translation and normaliza-
tion action on measures is conservative, and use this conservativity to define a modified
translation and normalization action which is non-singular. This in turn enables the
application of the ergodic theorem for non-singular transformations, which shows that
the discrete ergodic averages
1
ν[0, N)
N−1∑
n=0
ν[n, n+ 1) · f(t∗nν)
and the continuous ergodic averages
1
ν[0, T )
∫ T
0
f(t∗xν)dν(x)
(where t∗xν is the measure ν translated by x and then normalized) converge for typical
ν.
We now begin Subsection 1.1 in which we present some terminology we use through-
out the paper. We then define Extended ECPD in Subsection 1.2 , which will enable
us to give a complete presentation of our main results in Subsection 1.3. We will then
give the outline of the rest of the paper.
Acknowledgments This paper is an adaptation of the Master’s thesis of the author
submitted to the Hebrew University of Jerusalem. I would like to thank my advisor
Michael Hochman for providing me with interesting questions to work on, for many
helpful discussions and suggestions, and in general, for his substantial help in making
the work on this project a pleasant experience.
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List of Notation
M(R) Radon positive measures on R.
N Map normalizing elements of M(R).
M∗ Space of normalized measures.
P0[0, 1) Space of probability measures on [0, 1), and zero.
Λp The set {0, 1, . . . , p− 1}.
i,µ Sequences of the form i = (in)n∈Z and µ = (µn)n∈Z.
i−,µ− Sequences of the form i− = (in)n≤0 and µ− = (µn)n≤0.
XZ, X˜Z Spaces with points of the form (µ, i), (ν, i).
X, X˜ Spaces with points of the form (µ−, i−), (ν, i−).
Mp Zooming in map on Extended ECPS.
Sa, Tk Translation maps on X and X˜ .
Φ, θ Isomorphisms Φ : XZ → X˜Z and θ : X → X˜ .
νˆ,π˜M, µˆn Projections to the measure coordinate.
iˆn Projection to the symbolic coordinate.
tx Translation by x on R, or the induce map on M(R).
t∗x Translation and normalization map on M
∗.
σ,σ− Left shift, right shift.
Ej , E
−
j Sequences i or i− with in = j for all negative enough n.
Dpn, D Points of the form kp
−n, and the union of Dpn.
Gn, G Points of the form (. . . , 0, 0, in, . . . , i−1, i0), and the union
of Gn.
[i1, . . . , in)pn The interval [
∑n
j=1 ijp
−j,
∑n
j=1 ijp
−j + p−n).
1.1 Terminology
1. We denote sequences (xn)n∈Z by x, and sequences (xn)n≤0 by x−. We use x
l
j as
a shortened notation for the subsequence (xj , xj+1, . . . , xl).
2. For every space of the form XZ, σ will denote the left-shift operator, defined by
(σ(x))n = xn+1
and σ− will denote the right-shift operator on X
Z or XZ− defined by
(σ−(x))n = xn−1 or (σ−(x−))n = xn−1
3. All the spaces we discuss are separable metric spaces, and we always take the
Borel σ-algebra on these spaces, which we will denote by B.
4. Recall that if (X,B, µ) is a measure space, (Y,A) is a measurable space, and
ρ : X → Y is a measurable function, then the pushforward of µ by ρ is the
3
measure ν on Y defined by
∫
f(y)dν(y) =
∫
f ◦ ρ(x)dµ(x)
We will denote this measure by ρµ or dρµ.
If g : X → X is a non-negative measurable function, then the multiplication of
µ by g, is the measure ν on X , defined by
∫
f(x)dν(x) =
∫
f(x) · g(x)dµ(x)
We denote this measure by gdµ.
5. If (X,B, µ) is a probability space, A ⊆ B is a sub-σ-algebra, and B ∈ B, then
Pµ (B|A) is the function Eµ (1B|A).
For measurable functions Z1, . . . , Zd : (X,B)→ (Y,A), we define
Pµ
(
B|Zd1
)
= Pµ
(
B|σ(Z−11 A, . . . , Z
−1
d A)
)
6. We will usually denote measures on R by ν, and measures supported in [0, 1) by
µ. To avoid confusion, we call measures on a space of measures distributions,
and denote them by P,Q etc.
1.2 Extended ECPS
In the following we will define Extended ECPS (ergodic CP systems). Our notation and
definitions resemble Hochman’s [8], but are not identical. A comparison is presented
in Appendix C.
The measures we will perform our ‘zooming in’ on will be members of M(R), the
space of positive Radon measures on R endowed with the weak topology (this is a
metrizable, separable topology in which µn → µ if and only if for every f ∈ Cc(R),∫
fdµn →
∫
fdµ. For more details see [12]). The following terminology will be helpful
for the construction we will soon describe:
Definition 1.1. The restriction of ν ∈M(R) to a Borel set A ⊆ R will be the measure
1Adν ∈M(R).
Definition 1.2. ρ : R → R is an orientation preserving homothety if ρ(x) = ax + b
where a > 0, b ∈ R.
Definition 1.3. We say that ν1 and ν2 are similar, if there is an orientation preserving
homothety ρ and λ > 0 such that dν1 = λdρν2.
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Normalization of Measures. Normally when defining Extended ECPS, the
discussion is restricted to measures µ which give [0, 1) positive measure, and these
measures are assumed to be normalized so that µ[0, 1) = 1. The structure of Extended
ECPS then promises that ‘zooming in’ to µ gives rise to a new measure which also
gives [0, 1) positive mass, and hence this new measure can also be normalized so that
its restriction to [0, 1) is a probability measure. For our purposes here, however, it will
be useful to extend this normalization of measures also to measures µ with µ[0, 1) = 0,
since once we allow typical measures of Extended ECPS to be translated, it is no longer
guaranteed that the translated measure will be normalizable in the usual sense. We
thus define a normalizing map in the following way
Definition 1.4. For every Radon measure ν 6= 0 on R, we define
ψ(ν) = min{n ∈ N : ν[−(n− 1), n) > 0} (N = 1, 2, . . .)
For every ν ∈M(R) we define
Nν =
{
ν
ν[−(ψ(ν)−1),ψ(ν))
if ν 6= 0
0 if ν = 0
We note that if µ[0, 1) > 0, this normalization coincides with the standard normal-
ization described above. This normalization does not seem very natural, and indeed it
is not unique in the sense that different extensions of the standard normalization which
fulfill the conditions of Remark A.1 can be used to achieve the same results which we
describe below. However while we use this normalization for proving our results, they
can in fact be stated in a way which is independent of the normalization, as we will
discuss at the end of the introduction.
Having defined the normalizing map, we will now restrict our discussion to the
space of normalized measures M∗, which is just the image of M(R) under N .
Now fix p ∈ N \ {1}, and denote Λp = {0, 1, . . . , p− 1}. The interval [0, 1) can be
divided into p intervals of the form [ i
p
, i+1
p
). To simplify notation, for i ∈ Λp we will
write [i)p instead of [
i
p
, i+1
p
). Similarly, for any n ∈ N, [0, 1) can be divided into pn
intervals of equal length, and for (i1, i2, . . . , in) ∈ Λ
n
p we write
[i1, i2, . . . , in)pn =
[ n∑
k=1
ik
pk
,
n∑
k=1
ik
pk
+
1
pn
)
We also define ρi to be the orientation preserving homothety that takes [i)p to [0, 1),
i.e.
ρi(x) = px− i
We now consider the space M∗ × ΛZp obtained by adding indices to M
∗. On this
space we define the projection maps
νˆ(ν, i) = ν
5
iˆn(ν, i) = in
We can now define our ‘zooming in’ map
Definition 1.5. The ‘zooming in’ mapMp :M
∗×ΛZp →M
∗×ΛZp will be the (invertible)
map
Mp(ν, i) = (Nρi1ν,σ(i))
Note that the restriction of Nρi1ν to [0, 1) is a probability measure (or zero) which
is similar to the restriction of ν to [i1)(p). More generally, the measure component of
(Mp)
n(ν, i) will be a measure whose restriction to [0, 1) is a probability measure (or
zero) which is similar to the restriction of ν to [i1, i2, . . . , in)pn.
We can now define an Extended ECPS
Definition 1.6. A probability distribution Q˜Z on (M
∗ × ΛZp ,B) is called an adapted
distribution, if for every j ∈ Λp and Q˜Z almost every (ν, i),
PQ˜Z
(
iˆ1 = j|(νˆ, (ˆin)n≤0)
)
(ν, i) = ν[j)p
In other words, the probability of ‘zooming in’ to ν
∣∣
[j)p
is exactly ν[j)p. Summing
over j = 0, . . . , p − 1 shows that when Q˜Z is an adapted distributions, a.e. ν has
ν[0, 1) = 1.
Definition 1.7. A probability distribution Q˜Z on (M
∗×ΛZp ,B) is called an Extended
Ergodic CP Distribution (Extended ECPD) if it is invariant and ergodic with respect
to Mp, and it is adapted.
If Q˜Z is an Extended ECPD, (M
∗ × ΛZp ,Mp, Q˜Z) is called an Extended Ergodic CP
system (Extended ECPS).
Non-Deterministic Distributions It will be convenient to assume that the Ex-
tended ECPD we discuss are non-deterministic:
Definition 1.8. We say that a distribution Q˜Z on M
∗×ΛZp is deterministic, if for Q˜Z
almost every (ν, i),
PQ˜Z
(
iˆ1 = i1|(νˆ, (ˆin)n≤0)
)
(ν, i) = 1 (1.1)
Otherwise we say that the distribution is non-deterministic.
If an Extended ECPD is deterministic then it follows from the Mp invariance of Q˜Z
that a.e. measure ν is a Dirac measure supported on a point in [0, 1). We restrict our
discussion to the non-degenerate case of non-deterministic distributions.
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If Q˜Z is a non-deterministic Extended ECPD, then for every j ∈ Λp and almost
every (ν, i), the index sequence i isn’t in the set
Ej = {i : in = j for all negative enough n}
This again is due to Mp invariance. Thus we can consider non-deterministic Extended
ECPD to be defined only on the Mp invariant set
X˜Z = {(ν, i) : ν ∈M
∗, and ∀j ∈ Λp, i 6∈ Ej}
1.3 Results
As we discussed earlier, we are interested in the behavior of the measure component of
Extended ECPS under translations. We will now define this more precisely:
Definition 1.9. For every x ∈ R, let tx : R→ R be the map
tx(y) = y − x
txν will be the pushforward of ν by tx. We also define t
∗
xν = Ntxν.
The maps {t∗x}x∈R define a translation-normalization action of R on M
∗, and the
pushforward of an extended ECPD Q˜Z by the projection νˆ induces a distribution νˆQ˜Z
on M∗.
Definition 1.10. Let G be a group which acts measurably on a Borel probability space
(Ω,B, µ), where Ω is a separable metric space.
1. We say that the action of G on Ω is conservative with respect to µ, if for every
A ∈ B with µ(A) > 0, there is a g ∈ G \ {1G}, such that µ(A ∩ gA) > 0.
2. We say that the action of G on Ω is strictly singular with respect to µ, if for all
g ∈ G \ {1G}, gµ ⊥ µ.
3. We say that the action of G on Ω is recurrent with respect to µ, if for µ almost
every x ∈ Ω, there is a sequence (gn)n∈N ⊆ G \ {1G}, such that gnx→ x.
Conservativity implies recurrence, and if G is countable, then conservativity also
implies that the action of G on Ω isn’t strictly singular with respect to µ. However,
recurrence, or failing to be strictly singular, does not necessarily imply conservativity.
For example, the action of Q on (R,B, 1
2
(δ0+δ1)) by addition is recurrent, is not strictly
singular, and yet is not conservative.
We can now state our results.
Theorem 1.11. If Q˜Z is a non-deterministic ECPD, then the translation-normalization
action of Z on M∗ is conservative with respect to νˆQ˜Z.
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As conservativity implies recurrence, one can immediately conclude
Corollary 1.12. If Q˜Z is a non-deterministic ECPD, then for almost every ν, there
is a sequence kn ∈ Z such that t
∗
kn
ν → ν in the weak topology.
Using the fact that the translation action is conservative, we prove that
τ(ν) = min{n ∈ N : tnν[0, 1) > 0}
is finite for a.e. ν, and thus the map
t(ν) = t∗τ(ν)ν (1.2)
is well defined. In fact we show that this map is non-singular, and we can thus apply
the ergodic theorem for non-singular transformations to obtain discrete and continuous
Pointwise Ergodic Theorems for non-deterministic ECPD:
Theorem 1.13. If Q˜Z is a non-deterministic ECPD, then for every f ∈ L
1(M∗, νˆQ˜Z)
and νˆQ˜Z almost every ν we have
lim
N
1
ν([0, N))
N−1∑
n=0
ν[n, n + 1) · f(t∗nν) = EνˆQ˜Z(f |J)(ν)
where J is the σ algebra invariant under t.
Theorem 1.14. Let Q˜Z be a non-deterministic ECPD. For every bounded measurable
f :M∗ → C define F f =
∫ 1
0
f(t∗xν)dν(x), then for νˆQ˜Z almost every ν,
lim
1
ν[0, T )
∫ T
0
f(t∗xν)dν(x) = EνˆQ˜Z(F
f |J)(ν)
We note that we will prove slightly stronger versions of the theorems stated above,
since we will prove them for a factor X˜ of X˜Z (which we will define later) which is
larger than the factor M∗.
Independence of normalization extension. As mentioned above, our results
can be phrased so that they are independent of the way the normalization map is
extended to measures with µ[0, 1) = 0. The action of {t∗n}n∈Z is conservative if and
only if the action of {tn}n∈Z is conservative. Since the set of measures µ with µ[0, 1) = 1
is invariant under t, we see that Theorem 1.11 does not in fact depend on the extension
of the normalization to measures µ with µ[0, 1) = 0.
An equivalent phrasing for the discrete and continuous ergodic theorems, is to
remove the requirement that f will be defined only on M∗, and instead allow f to be
defined on all of M(R), but require that for all λ > 0 and µ ∈ M(R), f(µ) = f(λµ).
In this case f(t∗xν) = f(txν), and so again in this phrasing the results do not depend
on the extension of the normalization.
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Conservativity of typical measures A stronger property than the conservativity
of Q˜Z with respect to translations of measures in M
∗, is the conservativity of typical
ν with respect to the action of R on itself by translation. Indeed we provide an
example of an ECPD for which typical measures are strictly singular with respect to
the translation action of R on itself, although the ECPD itself is conservative with
respect to Z translations.
In general we show that conservativity of typical measures holds, with respect to
Z
[
1
p
]
translations, if and only if a property we call bilateral determinism holds. If
bilateral determinism doesn’t hold, then typical ν are strictly singular with respect to
Z
[
1
p
]
translations. In particular, for any Extended ECPD, either a.e. measure ν is
conservative, or a.e. measure is strictly singular.
Unlike deterministic ECPD, bilaterally deterministic ECPD are ‘non-trivial’. We
show this by showing that the bilaterally deterministic symbolic measures of [14] gener-
ate bilaterally deterministic ECPD. As it was shown in [14] that ‘Every transformation
is bilaterally deterministic’, we can deduce there is an abundance of bilaterally deter-
ministic ECPD.
For compactness we omit our results on conservativity of typical measures from this
paper. The details can be found in [2].
Outline of the Paper. In Section 2 we describe additional machinery needed for
proving conservativity and the ergodic theorems. We then prove conservativity in
Section 3 and the ergodic theorems in Section 4.
2 ECPS Chains
In this Section we introduce dynamical systems we call ECPS Chains, which are (in
a sense we will describe soon) equivalent to Extended ECPS. We will then use this
equivalence for the proofs of conservativity and the Ergodic Theorems in Sections 3
and 4. In this Section we only give an overview of how this equivalence is established,
and we leave the proofs of all Lemmas stated in this Section to Appendix A.
Let P0[0, 1) ⊆ M
∗ be the space of measures supported in [0, 1), which are either 0
or probability measures. Let R :M∗ → P0[0, 1) be the restriction of measures to [0, 1),
i.e., the map ν 7→ Rν where dRν = 1[0,1)dν.
For every µ ∈ P0[0, 1) and 0 ≤ i ≤ p− 1, we define a ‘zooming in’ operation
µi = RNρiµ
(note the resemblance to the definition of Mp). Define LS ⊆ (P0[0, 1)×Λp)
Z, the space
of ‘legal sequences’, to be
LS = {(µ, i) : µk+1 = µ
ik+1
k }
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For every n ∈ Z we define the projection maps
iˆn(µ, i) = in
µˆn(µ, i) = µn
We note this is an abuse of notation since iˆn is also defined on M
∗ × ΛZp , but this
should not cause any confusion.
Definition 2.1. A distribution QZ on LS is called adapted, if for every
j ∈ Λp and almost every (µ, i),
PQZ
(
iˆ1 = j|(µˆn, iˆn)n≤0
)
(µ, i) = µ0[j)p
We remark that if QZ is shift-invariant and adapted then for every k ∈ Z, l > 0
and (j1, . . . , jl) ∈ Λ
l
p,
PQZ
(
iˆk+1 = j1, . . . , iˆk+l = jl|(µˆn, iˆn)n≤k
)
(µ, i) = µk[j1, . . . , jl)pl (2.1)
For a proof see [5].
Definition 2.2. A distribution QZ on LS is called an Ergodic CP chain distribution
(Chain ECPD) if QZ is adapted, and invariant and ergodic with respect to the shift
operator σ. If this holds, (LS,B,σ, QZ) is called an Ergodic CP chain system (Chain
ECPS).
As in the case of Extended ECPD, it will be convenient to restrict ourselves to
Chain ECPD which are non-deterministic:
Definition 2.3. We say that a distribution QZ on LS is deterministic, if for QZ
almost every (µ, i),
PQZ
(
iˆ0 = i0|(µˆn, iˆn)n≤−1
)
(µ, i) = 1
Otherwise we say that QZ is non-deterministic.
We note that non-deterministic Chain ECPD are supported on the shift-invariant
set
XZ = {(µ, i) ∈ LS : ∀j, i 6∈ Ej}
An example of a Chain ECPD is given in Subsection 2.2.
In order to describe how one can pass from Chain ECPS to ECPS, we will need
to introduce some additional terminology. Let I denote the set of intervals of the
form [a, b) (where b > a). Every interval I = [a, b) ∈ I can be divided into p disjoint
intervals in I with diameter b−a
p
. For 0 ≤ j ≤ p − 1 we define Ij to be the j − th
interval. (For example, for I = [0, 1), Ij = [j)p).
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Definition 2.4. 1. We say that I− = (In)n≤0 ⊆ I is compatible with
i− = (in)n≤0 ⊆ Λ
Z
p if for every n < 0,
I in+1n = In+1
2. We say that I− is well based if I0 = [0, 1).
We note that for every sequence i−, there is a unique sequence I− which is well
based and compatible with i−.
Let us denote the projection of Ej onto the non-positive coordinates by E
−
j , i.e.
E−j = {i− : in = j for all negative enough n}
We note that if i− 6∈ E
−
0 ∪E
−
p−1, then the sequence of intervals I− which is well based
and compatible with i− satisfies ∪n≤0In = R.
Let H be the group of orientation-preserving homotheties on R. We note that for
every I, J ∈ I, there is a unique ρ ∈ H such that ρ(I) = J . We denote this homothety
by ρJI .
Now, for every point (µ, i) ∈ (P0[0, 1) × Λp)
Z we define a measure ν ∈ M∗ which
in fact depends only on the non-positive coordinates ν = ν(µ−, i−). This measure
‘preserves the information stored in the sequence µ−’.
For a given point (µ, i), we first pick the unique sequence I− ⊆ I which is well
based and compatible with i−, and then define for every n ≤ 0,
µ˜n = Nρ
In
I0
µn
Lemma 2.5. For every n < 0, there is a λ = λ(n) > 0 such that
µ˜n−1
∣∣
In
= λµ˜n
∣∣
In
Moreover there is an n0 such that for all n < n0, λ(n) = 1.
Since µ˜n is supported on In, it follows that for any Borel set A, µn(A) increases as
|n| increases (at least for n < n0), and therefore we can define a measure ν by
ν(A) = lim
n→−∞
µ˜n(A)
An example for the construction of ν is given in Subsection 2.2.
Define Φ : XZ → X˜Z by
Φ(µ, i) = (ν(µ−, i−), i)
then we have
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Lemma 2.6. Every non-deterministic Chain ECPS (XZ,B,σ, QZ) is measure-theoretically
isomorphic to the non-deterministic Extended ECPS (X˜Z,B,Mp,ΦQZ).
For our proofs later on, it will be useful to erase the non-positive coordinates in the
spaces we just discussed. Defined π− and π˜− on XZ and X˜Z respectively, by
π−(µ, i) = (µ−, i−)
π˜−(ν, i) = (ν, i−)
and set
X = π−XZ , X˜ = π˜−X˜Z
We note that if QZ is a non-deterministic chain ECPD, then Q = π−QZ is an
invariant and ergodic distribution on X with respect to the right-shift operator which
we denote by σ− .
The map
θ(µ−, i−) = (ν(µ−, i−), i−)
from X to X˜ is a bijection (the proof is the same as the proof of the previous Lemma)
and has the property
π˜−Φ = θπ− (2.2)
Finally, the map π˜M(ν, i−) = ν from X˜ to M
∗ satisfies
νˆ = π˜Mπ˜− (2.3)
The following diagram summarizes the relations between the spaces and distributions
described above (where Q˜ = π˜−Q˜Z) .
(XZ, QZ)
≃
Φ
//
pi−

(
X˜Z, Q˜Z
)
p˜i−

νˆ

(X,Q)
≃
θ
//
(
X˜, Q˜
)
p˜iM
(
M∗, νˆQ˜Z
)
We now define ‘translation maps’ on X and X˜ , which will enable us to prove our
assertions regarding the translation maps on M∗ through analogous claims on the
translation maps on X .
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2.1 Translation Maps
We begin by extending the definition of the translation maps {t∗k}k∈Z from Subsec-
tion 1.3 by defining maps sk on Λ
Z−
p , and then defining translation maps {Tk}k∈Z on
X˜ by
Tk(ν, i−) = (t
∗
kν, sk(i−))
We will then define analogous ‘translation maps’ on X .
Fix some sequence i− 6∈ E
−
0 ∪ E
−
p−1 . The sequence of intervals I− which is com-
patible with i− satisfies ∪In = R. Therefore, for a given k ∈ Z there is some n0 ≤ 0
such that [k, k + 1) ⊆ In0 . There are indices (jn0+1, jn0+2, . . . , j0) ∈ Λ
n0
p such that
[k, k + 1) = (. . . ((I
jn0+1
n0 )
jn0+2) . . .)j0
We now define
sk(i−)m =
{
im if m ≤ n0
jm if m > n0
which completes the definition of {Tk}k∈Z. We note that sk is defined so that the
sequences I− and J− which are well based and compatible with i− and sk(i−) respec-
tively, have the property that for all negative enough n, Jn = In − k. In fact sk(i−) is
the unique sequence which has this property. We conclude our discussion of translation
maps on X˜ with
Lemma 2.7. The maps {Tk}k∈Z define an action of Z on X˜.
We now define the analogue of translation maps on X . The group which will act
on X is not Z but rather a different group we will now describe. ΛZ−p is a group with
respect to the addition operation defined by
(i− + j−)m = im + jm mod p
and G = {i− : in = 0 for all negative enough n} is a subgroup, which is the union of
the groups
Gm = {i− : in = 0 for every n < m}
defined for all m ≤ 0. Returning to the definition of sk, we see that sk(i−) and i−
agree for every n ≤ n0, and therefore there is an a ∈ Gn0+1 such that sk(i−) = i− + a.
This fact gives the motivation for the following definition:
For every m ≤ 0 and a ∈ Gm, the map Sa : X → X will be defined by
Sa(µ−, i−) = (η−, j−)
where
j− = i− + a
for every n < m, ηn = µn, and ηm, ηm+1, . . . η0 are defined recursively by
ηm = η
jm
m−1, ηm+1 = η
jm+1
m , . . . η0 = η
j0
1
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In other words, η− is the unique sequence of measures with ηn = µn for all negative
enough n which satisfies (η−, j−) ∈ X .
The relation between the action of G on X and the action of Z on X˜ is given by
Lemma 2.8. For every (µ−, i−) ∈ X, the following holds
1. For every k ∈ Z, there is an a ∈ G such that
θSa(µ−, i−) = Tkθ(µ−, i−) (2.4)
2. For every a ∈ G, there is a k ∈ Z such that Equation 2.4 holds.
3. Assume that for a ∈ G, k ∈ Z, Equation 2.4 holds. Then a = 0 if and only if
k = 0.
This can be used to show
Lemma 2.9. The action of G on X is conservative with respect to a probability dis-
tribution Q on X, if and only if the action of Z on X˜ is conservative with respect to
θQ.
Also, the following holds
Lemma 2.10. If the action of Z on X˜ is conservative with respect to Q˜, then the
action of Z on M∗ is conservative with respect to π˜MQ˜.
The conclusion of this Section is that
Proposition 2.11. Let Q˜Z be a non-deterministicMp invariant and ergodic probability
distribution. If the action of G on X is conservative with respect to π−Φ
−1Q˜Z, then
the action of Z on M∗ is conservative with respect to νˆQ˜Z.
This follows immediately from our discussion up to now, since if the action of G on
X is conservative with respect to π−Φ
−1Q˜Z, then it follows from Lemma 2.9 that the
action of Z on X˜ is conservative with respect to
θπ−Φ
−1Q˜Z =
Eq.2.2 π˜−ΦΦ
−1Q˜Z = π˜−Q˜Z
Which, by Lemma 2.10 implies that the action of Z onM∗ is conservative with respect
to
π˜Mπ˜−Q˜Z =
Eq.2.3 νˆQ˜Z
Therefore, for the proof of Theorem 1.11 it is sufficient to prove
Proposition 2.12. Let Q be a non-deterministic ECPD on X. Then the action of G
on X is conservative with respect to Q.
The proof of this Proposition is the purpose of the next section.
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2.2 Example
The following is an example of a Chain ECPS, and the construction of an Extended
ECPS from it. We will also use this example in Section 4.
Chain ECPS. λC = (
1
2
δ0 +
1
2
δ2))
Z is a shift-invariant and ergodic measure on ΛZ3 .
Let µC be the standard Cantor measure on [0, 1) defined by the property that for every
n > 0 and every i1, i2, . . . , in ∈ Λ
n
3 ,
µC [i1, . . . , in)pn =
{
2−n if for all 1 ≤ j ≤ n, ij ∈ {0, 2}
0 otherwise
We note that for i = 0, 2, µiC = µC, and using this it can be shown that the map
(in)n∈Z 7→ (µn = µC , in)n∈Z
defines an isomorphism between (ΛZ3 ,σ, λC) and (X,σ, δµC × λC), and thus the Chain
distribution δµC × λC is shift invariant and ergodic. It is also adapted since
PδµC×λC
(
iˆ1 = j|(µˆn, iˆn)n≤0
)
(µ, i) = λC
(
{ˆi1 = j}
)
= µ0[j)p
Construction of Extended ECPS. Let (µ, i) be a ‘typical point’, i.e. a point
with µn = µC and in ∈ {0, 2} for every n ∈ Z. Let us examine the first stages of the
construction in the case where i0 = 0 and i−1 = 2. Let I− be the sequence of intervals
which is well based and compatible with i−.
Since I− is well based, I0 = [0, 1) and µ˜0 = µC .
Since i0 = 0, I−1 = [0, 3) and
µ˜−1 = Nρ
I−1
I0
µ−1 = µC + t−2µC
Since i−1 = 2, I−2 = [−6, 3)] and
µ˜−2 = (µC + t−2µC) + t6(µC + t−2µC)
Note that µ˜−2
∣∣
I−1
= µ˜−1
∣∣
I−1
and µ˜−1
∣∣
I0
= µ˜0
∣∣
I0
.
Continuing in this fashion we will obtain µ˜n which are sums of Cantor measures
translated by appropriate integers. We note that measures µ˜n constructed in this
fashion will always have µ˜n[1, 2) = 0. We will use this fact in Section 4.
3 Conservativity
In this Section we prove Proposition 2.12, which will conclude the proof of Theo-
rem 1.11, as we discussed in the previous Section. As mentioned above, our proof is
an adaptation of a proof of a Lemma from [9].
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3.1 Conservativity for Increasing Finite Groups of Transfor-
mations
We begin with a general discussion of conservativity for increasing finite groups of
transformations.
Let (Y,B, P ) be a probability space, and for any n ≥ 0, let Gn be finite groups of
measurable maps from Y to Y , such that Gn ⊆ Gn+1.
Additionally, assume that for every n, there is a measurable finite partition γ(n) =
{R
(n)
i }i≤Nn such that for every Id 6= T ∈ Gn and i ≤ Nn, T (R
(n)
i ) ∩ R
(n)
i = ∅.
Define measures Pn =
∑
T∈Gn
TP . Clearly for any A ∈ B, P (A) ≤ P0(A) ≤
P1(A) . . . and therefore we have Radon-Nikodym derivatives φn =
dP
dPn
which are non-
increasing P almost everywhere. Additionally 0 ≤ φn ≤ 1.
Finally, define An to be the σ algebra of sets invariant under all T ∈ Gn.
Lemma 3.1. 1. P is conservative under G if and only if φn −→ 0 P a.e.
2. EP (f |An)(y) =
∑
T∈Gn
f(Ty)φn(Ty), in particular for almost every y ∈ R
(n)
i ,
φn(y) = PP (R
(n)
i |An)(y).
Proof. 1. Note that for every n, φn > 0 P a.e. Define K = {x : ∀n, φn(x) > 0},
then P (K) = 1 and 1KdPn = φ
−1
n dP .
Suppose that φn doesn’t tend to zero P a.e., then there exists a C ⊆ K with
P (C) > 0, and ǫ > 0, such that for every n, φn > ǫ on C. Therefore for every n
P (C)
ǫ
≥
∫
C
φ−1n dP = Pn(C) =
∫ ∑
T∈Gn
1C(Tx)dP (x)
The sequence
∑
T∈Gn
1C(Tx) is therefore bounded a.e. , and since it only accepts
integer values, it follows easily that there is an n and B ⊆ C of positive measure
s.t. 1C(Tx) = 0 for every T ∈ G \Gn and x ∈ B.
For this n, there is an i ≤ Nn such that A = B ∩R
(n)
i has positive measure, and
since for every T ∈ Gn \ {1G}, R
(n)
i ∩ TR
(n)
i = ∅, we have ∀T 6= Id, A∩ TA = ∅,
and so the action of G isn’t conservative with respect to P .
Conversely, suppose there is a B of positive measure with
∀T 6= Id, P (B ∩ TB) = 0 (3.1)
Since P (K) = 1, B˜ = B ∩ K has positive measure while (3.1) still holds when
we replace B by B˜. The set A = B˜ \ ∪T 6=IdTB˜ is then a set of positive measure
contained in K with
∀T 6= Id A ∩ TA = ∅
For all n,
1 ≥ P (∪T∈GnTA) =
∑
T∈Gn
P (TA) = Pn(A) =
∫
A
φ−1n dP
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and therefore necessarily for P almost every x, φn(x) 6→ 0.
2. Ff =
∑
T∈Gn
f(Ty)φn(Ty) is clearly invariant under any T ∈ Gn and therefore
Ff ∈ L
1(An). Additionally, for any A ∈ An∫
1A(y)Ff(y)dP (y) =
∫
1A(y)
∑
T∈Gn
f(Ty)φn(Ty)dP (y) (3.2)
=
∫ ∑
T∈Gn
1A(Ty)f(Ty)φn(Ty)dP (y)
=
∫
1A(y)f(y)φn(y)dPn(y) =
∫
1A(y)f(y)dP (y)
which proves that indeed E(f |An) = Ff .
3.2 Proof of Proposition 2.12
We now use the general discussion from the previous Subsection, for the action of the
increasing groups Gn on X defined in Subsection 2.1 (Note that increasing here is in
the sense G−1 ⊆ G−2 ⊆ . . .). For every b = (. . . , 0, 0, bn, bn+1, . . . , b0) ∈ Gn we define
Rb = {i− : iˆn(i−), . . . , iˆ0(i−) = bn, . . . , b0}
and γ(n) = {Rb}b∈Gn This is a finite partition of X , and for every b ∈ Gn and a ∈
Gn \ {0},
SaRb ∩ Rb = ∅
Therefore, according to Lemma 3.1, for every n ≤ 0 and Q almost every (µ−, i−),
φn =
dQ
d
∑
a∈Gn
SaQ
is given by
φn(µ−, i−) = PQ(ˆin, . . . , iˆ0 = in, . . . , i0|An)(µ−, i−)
where An is the σ-algebra invariant under Gn. We note that An = (σ−)
−(|n|+1)B and
therefore we may also write
φn(µ−, i−) = PQ
(
iˆn, . . . , iˆ0 = in, . . . , i0|(µˆl, iˆl)l<n
)
(µ−, i−) (3.3)
=
0∏
j=n
PQ
(
iˆj = ij |ˆin, . . . , iˆj−1, (µˆl, iˆl)l<n
)
(µ−, i−)
(∗)
=
0∏
j=n
PQ
(
iˆj = ij |(µˆl, iˆl)l<j
)
(µ−, i−)
(∗∗)
=
0∏
j=n
φ0 ◦ σ
|j|
− (µ−, i−)
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Where (∗) follows from the fact that if µˆn−1 = µn−1 and (ˆin, . . . , iˆ0) = (in, . . . , i0)
then necessarily
µˆn = µ
in
n−1 = µn, µˆn+1 = µ
in+1
n = µn+1, etc.
and (∗∗) follows from the fact that Q is invariant under the right shift.
According to the Ergodic Theorem, for almost every (µ−, i−),
− lim
n→−∞
1
|n|
logφn(µ−, i−) = − lim
1
|n|
|n|∑
j=0
log φ0 ◦ σ
j
−(µ−, i−) =
∫
− log φ0dQ
We recall that 0 ≤ φ0 ≤ 1. Also note that there is a set of positive measure on which
φ0 < 1 since Q is non-deterministic. Thus −
∫
logφ0dQ > 0, and therefore the set of
points (µ−, i−) for which φn(µ−, i−)→ 0 is a null set. It now follows from Lemma 3.1
that the action of G is conservative with respect to Q, thus completing the proof of
Proposition 2.12.
4 Ergodic Theorems
To prove Ergodic theorems for the translation maps described in Section 3, we will
use Hurewicz’s Ergodic Theorem and the Chacon-Ornstein Lemma for non-singular
transformations. We give a brief summary of what we will need from the theory of
non-singular transformations, for reference and more details see [1].
4.1 Non-Singular Transformations
Let (X,B, µ) be a probability space, and T : X → X a measurable invertible transfor-
mation.
Definition 4.1. We say that T is non-singular if Tµ ∼ µ.
We note that T is non-singular if and only if T−1 is non-singular. A non singular-
transformation T induces an isometry UT : L
1(µ)→ L1(µ) through
UT (f) =
dT−1µ
dµ
· f ◦ T
We say that T is conservative if the Z action defined by {T n : n ∈ Z} is conservative
in the sense of Definition 1.10.
We can now state Hurewicz’s Ergodic Theorem:
Theorem 4.2 (Hurewicz). Let (X,B, µ) be a probability space, and T a conservative,
non-singular transformation. Then for every f, p ∈ L1(µ) with p > 0∑n
k=0 U
k
Tf(x)∑n
k=0U
k
T p(x)
→ Eµp(
f
p
|J)
for a.e. x ∈ X, where dµp = pdµ and J is the σ-algebra invariant under T .
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We will also use the Chacon-Ornstein Lemma
Lemma 4.3 (Chacon-Ornstein). For every f, p ∈ L1(µ) with p > 0
UnT f(x)∑n
k=0 U
k
Tp(x)
→ 0
for a.e. x ∈ X.
A simple calculation show that UnT is given by
UnT f = (f ◦ T
n)
(
dT−1µ
dµ
)(
dT−1µ
dµ
◦ T
)
. . .
(
dT−1µ
dµ
◦ T n−1
)
(4.1)
4.2 Proof of Ergodic Theorems
We now prove the Ergodic Theorems described in Subsection 1.3. Fix some non-
deterministic Extended ECPD Q˜Z. Q˜Z induces a distribution Q˜ = π˜−Q˜Z on X˜ , and a
distribution Q = θ−1Q˜ on X .
The translation maps {Tn}n∈Z are not necessarily non-singular with respect to Q˜ .
To see this, we first note that the adaptiveness of Q˜ implies that Q˜ and Q give the sets
Y˜ = {(ν, i−) : ν[0, 1) 6= 0}
Y = {(µ−, i−) : µ0 6= 0}
full measure. In Subsection 2.2 we described a chain distribution which gives the set
A = {(ν, i−) : ν[1, 2) = 0} full measure while
T1A ⊆ (Y˜ )
c
and so T1Q˜ ⊥ Q˜. Nonetheless, the set Y˜ and the map T1 induce a map T : Y˜ → Y˜
which is non-singular. To define T , we recall we defined
τ(ν) = min{n ∈ N : tnν[0, 1) > 0} = min{n ∈ N : Tn(ν, i−) ∈ Y˜ }
Lemma 4.4. For Q˜ almost every ν, the set {n ∈ N : tnν[0, 1) > 0} is non-empty.
Proof. Define
g(ν) = max{n ∈ Z : ν[n, n + 1) > 0}
Since almost every ν gives [0, 1) positive mass, it is sufficient to show that
π˜MQ˜({ν : g(ν) = 0}) = 0
Indeed, this must be the case as otherwise, since we know the action of Z on M∗ is
conservative with respect to π˜MQ˜, there is some k ∈ Z \ {0} with
π˜MQ˜({ν : g(ν) = 0} ∩ t
∗
k{ν : g(ν) = 0}) > 0
but t∗k{ν : g(ν) = 0} = {ν : g(ν) = −k} and therefore the intersection above is empty,
which gives a contradiction.
19
We now define
T (ν, i−) = Tτ(ν)(ν, i−)
Similarly, we define
τ−(ν) = min{n ∈ N : t−nν[0, 1) > 0} = min{n ∈ N : T−n(ν, i−) ∈ Y˜ }
For almost every ν, τ−(ν) <∞ and it can be verified that the inverse of T is given by
T−1(ν, i−) = T−τ−(ν)(ν, i−)
Our proof for the following lemma is a technical computation presented in Ap-
pendix B:
Lemma 4.5. T is a non-singular transformation and ϕ ≡ dT
−1Q˜
dQ˜
is given by
ϕ(ν, i−) = ν[τ(ν), τ(ν) + 1)
Note that φ only depends on the measure coordinate ν. Since {Tn : n ∈ Z} is
conservative, T is also conservative, and we can use the Hurewicz Ergodic Theorem.
To do so we will first calculate UnT f .
Define τn(ν) recursively by τ1 = τ and
τn(ν) = τn−1(ν) + τ(t
∗
τn−1(ν)
ν)
Note that if k ∈ N and k ≤ τn(ν), then ν[k, k+1) > 0 if and only if there is a 1 ≤ j ≤ n
such that k = τj(ν). To keep notation uncluttered, we write τn instead of τn(ν). Note
that
ϕ ◦ T n(ν, i−) = ϕ(t
∗
τn
ν) = t∗τnν[τ(t
∗
τn
ν), τ(t∗τnν) + 1) =
ν[τn+1, τn+1 + 1)
ν[τn, τn + 1)
and so (4.1) gives us
UnT f(ν, i−) = f ◦ T
n(ν, i−) · ν[τ1, τ1 + 1)
n−1∏
j=1
ν[τj+1, τj+1 + 1)
ν[τj , τj + 1)
= f ◦ T n(ν, i−) · ν[τn, τn + 1)
We apply the Hurewicz Theorem with p = 1. Note that
n−1∑
k=0
UkTp(x) =
n−1∑
k=0
ν[τk, τk + 1) = ν[0, τn−1 + 1)
so that according to the Hurewicz Theorem, for a.e. (ν, i−),
A˜fn(ν, i−) ≡
1
ν[0, τn−1 + 1)
n−1∑
k=0
f ◦ T k(ν, i−) · ν[τk, τk + 1)→ EQ˜(f |J)(ν, i−)
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Define
Afm(ν, i−) =
1
ν[0, m+ 1)
m∑
j=0
f ◦ Tj(ν, i−) · ν[j, j + 1)
which is well defined whenever m ≥ τ1. If τn ≤ m < τn+1 then A
f
m = A˜
f
n+1 and so for
a.e. (ν, i−),
Afm(ν, i−)→ EQ˜(f |J)(ν, i−)
Theorem 1.13 is just the special case in which f(ν, i−) = f(ν).
Continuous Ergodic theorem Let f = f(ν) be a bounded measurable function,
for a < b ∈ R define
Aba(f)(ν) =
1
ν[a, b)
∫ b
a
f(t∗xν)dν(x)
We will show that Ax0 converges a.e. (Theorem 1.14). We define F
f = A10 and note that
it too is bounded and measurable. We also note that if f = g Q˜ a.e., it is not necessarily
true that F f = F g Q˜ a.e. To see this we return to our example of a non-deterministic
ECPD from Subsection 2.2, and note that the set
B = {ν : ∀ǫ > 0, ν[0, ǫ), ν(1 − ǫ, ǫ) > 0}
has full measure, but for every x ∈ R \ Z, B + x ∩ B is a null set. Thus we can pick
f = 1 and g = 1B, and obtain F
f = 1 and F g = 0.
Nonetheless, we can still apply the ergodic theorem we just proved to F f , to obtain
AN0 (f)(ν) = A
F f
N (ν)→ EQ˜(F
f |J)(ν)
for a.e. ν. To extend this to any x ∈ R, note that if we take f = p = 1 in the
Chacon-Ornstein Lemma, we obtain
lim
n→∞
ν[τn, τn + 1)
ν[0, τn + 1)
→ 0
and therefore
lim
x→∞
ν[x, ⌈x⌉)
ν[0, ⌈x⌉)
→ 0
using this and the fact that for any 0 < x < N ,
AN0 (f)(ν) =
ν[0, x)
ν[0, N)
Ax0(f)(ν) +
ν[x,N)
ν[0, N)
ANx (f)(ν)
it is not difficult to see that Ax0 converges to the same limit as A
N
0 does.
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Appendices
A Proofs for Section 2
In this Section we give the proofs omitted in Section 2. We begin with Subsection A.1
in which we present some facts which will be very useful for most of the proofs of
Section 2. We then present the proofs themselves in Subsection A.2.
A.1 Preliminaries
Properties of N In Subsection 1.2 we defined for every ν ∈M(R) \ {0}
ψ(ν) = min{n ∈ N : ν[−(n− 1), n) > 0}
and then defined a normalization map on M(R) by
Nν =
{
ν
ν[−(ψ(ν)−1),ψ(ν))
if ν 6= 0
0 if ν = 0
This map has the following properties
Remark A.1. 1. For every µ, there is a λ(µ) > 0 such that Nµ = λµ. Moreover,
if
µ1
∣∣
[−(ψ(µ1)−1),ψ(µ1))
= µ2
∣∣
[−(ψ(µ1)−1),ψ(µ1))
then λ(µ1) = λ(µ2).
2. For every λ > 0, N(λµ) = Nµ. Moreover, if ρ : R→ R is a measurable function
then (for λ = λ(µ))
NρNµ = Nρλµ = Nλρµ = Nρµ
In the following we will discuss sequences of measures (µn)n>0, with the property
that there is an increasing sequence of intervals of the form In = [an, bn) with an, bn ∈ Z
such that µn is supported in In (in fact we will discuss sequences with non-positive
indexes, i.e. (µn)n≤0, (In)n≤0 etc. but of course this makes no difference). The following
Lemma will be useful
Lemma A.2. In the setup described above,
If for every n, there is an ηn > 0 such that ηnµn
∣∣
In
= µn+1
∣∣
In
, then for all large
enough n, Nµn
∣∣
In
= Nµn+1
∣∣
In
.
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Proof. If for every n, µn = 0, then the claim is trivial. Otherwise, there is an n0 ∈ N
such that µn0(In0) > 0. Denote m = ψ(µn0). There is now a large enough n1 such that
[−m+ 1, m) ⊆ In1 (A.1)
For all n ≥ n1 It follows from Remark A.1 that λ(ηnµn) = λ(µn+1) and
N(µn) = N(ηnµn) = λ(ηnµn)µn
and therefore
Nµn
∣∣
In
= λ(ηnµn)µn
∣∣
In
= λ(µn+1)µn+1
∣∣
In
= Nµn+1
∣∣
In
The following will enable us to interchange limits;
Remark A.3 (Interchanging limits). 1. If for all large enough n, µn
∣∣
In
= µn+1
∣∣
In
,
then the sequence λ(µn) is constant for all large enough n, from similar consider-
ations to those used in the previous proof. It follows that for every A, Nµn(A) is
an eventually increasing sequence, and thus the measure limNµn is well defined
and
limNµn = N limµn
2. µn converges to limµn in the weak topology, and therefore, If ρ is an invertible
continuous function whose inverse is also continuous, then lim ρµn = ρ limµn.
Properties of H. We recall that we denoted the set of orientation preserving
homotheties by H, and the intervals of the form [a, b) by I, and defined ρJI to be the
unique orientation preserving homothety which takes the interval I ∈ I to the interval
J ∈ I.
For any m ∈ Z ∪ {∞}, (In)n<m is compatible with (in)n<m if for every n < m,
In = I
in
n−1. If I0 = [0, 1) we say that the sequence is well based. We record the
following properties of H:
1. For I, J,K ∈ I, ρKJ ρ
J
I = ρ
K
I , since these are both homotheties in H which take I
to K, and therefore uniqueness implies that they are equal.
2. for ρ ∈ H, I ∈ I and i ∈ Λp, ρ(I
i) = (ρ(I))i. It follows that ρJI = ρ
Ji
Ii
, and that
for m ∈ Z ∪ {∞}, if (In)n<m is compatible with (in)n<m, then so is (ρIn)n<m.
24
A.2 Proofs
We now present the proofs of the Lemmas from Section 2. The proofs will use the
observations presented in the previous Subsection extensively. We will not give a
reference each time one of these observations is used.
Recall that we defined for every (µ, i) ∈ LS measures µ˜n obtained by choosing the
sequence of intervals I− which is well ordered and compatible with i−, and defining
µ˜n = Nρ
In
I0
µn.
Lemma 2.5. For every n < 0, there is a λ = λ(n) > 0 such that
µ˜n−1
∣∣
In
= λµ˜n
∣∣
In
Moreover there is an n0 such that for all n < n0, λ(n) = 1.
Proof. Note that since µn = µ
in
n−1, µn and ρinµn−1 = ρ
I0
I
in
0
µn−1 agree on I0 = [0, 1)
up to a multiplicative constant, and therefore if we pushforward both measures by
ρInI0 , they will agree on In up to a multiplicative constant. Note that ρ
In
I0
µn is, up to
normalization, equal to µ˜n, and since
ρInI0 ρ
I0
I
in
0
= ρIn
I
in
0
= ρ
I
in
n−1
I
in
0
= ρ
In−1
I0
it follows that ρInI0 ρ
I0
I
in
0
µn−1 = ρ
In−1
I0
µn−1, which is equal to µ˜n−1 up to normalization.
Thus we proved that µ˜n−1 and µ˜n agree on In up to a multiplicative constant.
The fact that for negative enough n, λ(n) = 1, follows from Lemma A.2.
The last Lemma enabled us to define a measure ν = ν(µ−, i−) by ν(A) = limn→−∞ µ˜n(A)
and Φ : XZ → X˜Z by
Φ(µ, i) = (ν(µ−, i−), i)
We then claimed
Lemma 2.6. Every non-deterministic Chain ECPS (XZ,B,σ, QZ) is measure-theoretically
isomorphic to the non-deterministic Extended ECPS (X˜Z,B,Mp,ΦQZ).
Recall that we defined Mp on X˜Z by
Mp(ν, i) = (Nρi1ν,σ(i))
Note that ρi1 = ρ
I0
I1
, where I0, I1 are members of the sequence of intervals I− which is
well based and compatible with i−.
Proof. Φ is a factor map. For every (µ, i) ∈ LS,
Φ ◦ σ(µ, i) = Φ((µn+1, in+1)n∈Z) = (ν((µn+1, in+1)n≤0), (in+1)n∈Z)
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while
Mp ◦ Φ(µ, i) = Mp(ν(µ−, i−), i)
= (Nρi1ν((µn, in)n≤0), (in+1)n∈Z))
therefore, we need to prove that
ν((µn+1, in+1)n≤0) = Nρi1ν((µn, in)n≤0)
Let (In)n≤1 be the sequence of intervals which is well based and compatible with
(in)n≤1. It follows that (In+1)n≤0 is still compatible with (in+1)n≤0. As homotheties
preserve compatibility, (Jn)n≤0 = (ρ
I0
I1
In+1)n≤0 is also compatible with (in+1)n≤0, and
it is also well based since ρI0I1I1 = I0. Therefore,
ν((µn+1, in+1)n≤0) = lim
n→−∞
NρJnJ0µn+1 (A.2)
Now, as J0 = [0, 1) = I0, and the homothety in H which takes In+1 to Jn = ρ
I0
I1
In+1 is
just ρI0I1 by definition,
ρJnJ0 = ρ
Jn
I0
= ρJnIn+1ρ
In+1
I0
= ρI0I1ρ
In+1
I0
and so, returning to Eq A.2 we obtain
ν((µn+1, in+1)n<0) = lim
n→−∞
NρI0I1ρ
In+1
I0
µn+1 = lim
n→−∞
NρI0I1Nρ
In+1
I0
µn+1
= lim
n→−∞
NρI0I1µ˜n+1 = N limn→−∞
ρI0I1µ˜n+1
= NρI0I1 limn→−∞
µ˜n+1 = Nρi1ν((µn, in)n≤0)
Φ is a bijection. An explicit formula for the inverse of Φ is given by
Φ−1(ν, i) = (NRρI0Inν
∣∣
In
, in)n∈Z
where I− is the sequence which is well based and compatible with i−. Thus Φ is a
bijection.
Recall that for k ∈ Z, we defined Tk : X˜ → X˜ by
Tk(ν, i−) = (Ntkν, sk(i−))
where sk(i−) is the unique sequence which agrees with i− on all but a finite number of
coordinates with the following property: The sequences of intervals I− and J− which
are well based and compatible with i− and sk(i−) respectively, satisfy Jn = In − k for
all negative enough n.
Lemma 2.7. The maps {Tk}k∈Z define an action of Z on X˜.
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Proof. We need to prove that for all l, k ∈ Z, NtlNtk = Ntl+k and slsk = sl+k. Since
the translation maps tk are members of H, it follows that for every ν ∈M
∗,
NtlNtkν = Ntltkν = Ntl+kν
If I−, J− and F − are well based and compatible with i−, sk(i−) and sl(sk(i−)) re-
spectively, then for all negative enough n, Jn = In − k and Fn = Jn − l and therefore
Fn = In − (l + k). Uniqueness now implies that
sl+k(i−) = sl(sk(i−))
Recall that we defined a group
G = {i− : in = 0 for all negative enough n}
and we defined ‘translation maps’ {Sa}a∈G on X by Sa(µ−, i−) = (η−, j−) where
j− = i− + a and η− is the unique sequence of measures with µn = ηn for all negative
enough n, which additionally satisfies (η−, j−) ∈ X .
Lemma 2.8. For every (µ−, i−) ∈ X, the following holds
1. For every k ∈ Z, there is an a ∈ G such that
θSa(µ−, i−) = Tkθ(µ−, i−) (2.4)
2. For every a ∈ G, there is a k ∈ Z such that Equation 2.4 holds.
3. Assume that for a ∈ G, k ∈ Z, Equation 2.4 holds. Then a = 0 if and only if
k = 0.
Proof. 1. For given k ∈ Z and (µ−, i−), as i− and sk(i−) disagree on a finite number
of coordinates, there is some a ∈ G such that sk(i−) = i−+ a. We claim that for
this a, equality holds in the measure coordinate as well, i.e.
θSa(µ−, i−) = Tkθ(µ−, i−) = (Ntkν(µ−, i−), sk(i−))
Let I− and J− be the sequences of intervals which are well based and compatible
with i− and sk(i−) = i− + a, then
Ntkν(µ−, i−) = Ntk( lim
n→−∞
NρInI0µn) = limn→−∞
NtkNρ
In
I0
µn
= lim
n→−∞
Ntkρ
In
I0
µn = lim
n→−∞
NρtkInI0 µn =
(∗) ν(Sa(µ−, i−))
where (∗) follows from the fact that for all negative enough n, Jn = tkIn and
the n-th measure coordinate of Sa(µ−, i−) is just µn, and so µˆn
(
Sa(µ−, i−)
)
=
NρtkInI0 µn .
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2. For given a ∈ G and (µ−, i−) ∈ X , it is sufficient to find a k ∈ Z such that
sk(i−) = i−+ a since by the proof of the former claim, there is a b ∈ G such that
θSb(µ−, i−) = Tkθ(µ−, i−) and in particular i−+ a = i−+ b which implies a = b.
To find such a k ∈ Z, let I− be the sequence well based and compatible with i−,
and define
j− = i− + a
There is some n ≤ 0 such that for all m < n , im = jm. Define a sequence J−,
by requiring that for all m < n, Jm = Im, and by recursively requiring that for
all m ≥ n,
Jm = J
jm
m−1
J− is compatible with j− but not well based. However, there is a k ∈ Z such
that tkJ0 = I0, and as homotheties preserve compatibility, (tkJl)l≤0 is well based
and compatible with j−. Since for all negative enough l, tkJl = tkIl, j− fulfills
the property that determines sk(i−) uniquely, and therefore
sk(i−) = j− = i− + a
3. This just follows from the fact that i−+a = i− if and only if a = 0, and similarly
sk(i−) = i− if and only if k = 0.
The following can now be easily shown
Lemma 2.9. The action of G on X is conservative with respect to a probability dis-
tribution Q on X, if and only if the action of Z on X˜ is conservative with respect to
θQ.
Proof. Assume that the action of Z on X˜ is conservative with respect to θQ. Let A ⊆ X
be a Borel set, with Q(A) > 0, we want to prove that Q(A ∩ (∪a∈G\{0}SaA)) > 0.
Q(A ∩ (∪a∈G\{0}SaA)) = θQ(θA ∩ (∪a∈G\{0}θSaA)) = θQ(θA ∩ (∪k∈Z\{0}TkθA)) > 0
Where θA∩ (∪k∈Z\{0}TkθA) has positive measure since we assumed the action of Z on
X˜ is conservative with respect to θQ. The other direction can be prove in exactly the
same way.
Lemma 2.10. If the action of Z on X˜ is conservative with respect to Q˜, then the
action of Z on M∗ is conservative with respect to π˜MQ˜.
Proof. If A ⊆M∗ is a Borel set with π˜MQ˜(A) > 0, then
Q˜({(ν, i−) ∈ X˜ : ν ∈ A}) = π˜MQ˜(A) > 0
and therefore the conservativity in the assumption implies that there is some k 6= 0
such that
0 < Q˜({(ν, i−) ∈ X˜ : ν ∈ A} ∩ Tk{(ν, i−) ∈ X˜ : ν ∈ A}) = π˜MQ˜(A ∩ t
∗
kA)
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B Proof of Lemma 4.5
Recall that we denote the pushforward of a measure P by f by fP or dfP , and the
multiplication of P by f by fdP .
It is sufficient to show that
dT−1Q˜
dQ˜
(ν, i−) = ν[τ(ν), τ(ν) + 1)
and then since dT
−1Q˜
dQ˜
> 0 it follows that T−1Q˜ ∼ Q˜.
As in the proof of conservativity, in our calculation of dT
−1Q˜
dQ˜
we use the ‘translation
maps’ {Sa}a∈G on X . This can be done since the set of full measure Y˜ can be divided
into a countable number of disjoint sets
Y˜a = {(ν, i−) : T
−1(ν, i−) = θ ◦ Sa ◦ θ
−1(ν, i−)}
Fix some a ∈ G, and pick an n ≤ 0 so that a ∈ Gn. We recall that, for Qn =∑
b∈Gn
SbQ and φn =
dQ
dQn
, φn is given by
φn(µ−, i−) =
Eq 3.3 PQ(ˆin, . . . , iˆ0 = in, . . . , i0|(µˆl, iˆl)l<n)(µ−, i−)
=Eq 2.1 µn−1[in, in+1, . . . , i0)p|n|+1
Since Qn is Sa invariant,
dSaQ
dQn
= φn ◦ S−a
Additionally, note that for all (µ−, i−) ∈ Y , φn(µ−, i−) > 0. Therefore
1Y dSaQ≪ 1Y dQn ∼ 1Y dQ = dQ
and so
1Y dSaQ =
dSaQ
dQn
(
dQ
dQn
)−1
1Y dQ =
φn ◦ S−a
φn
dQ (B.1)
This can be used to show that for every n ≤ 0 and a ∈ Gn,
1T−1Y˜adT
−1Q˜ = 1T−1Y˜a
φn ◦ θ
−1 ◦ T
φn ◦ θ−1
dQ˜ (B.2)
We leave this computation to the end of the proof. We now obtain dT
−1Q˜
dQ˜
through
dT−1Q˜ =
∑
a∈G
1T−1Y˜adT
−1Q˜ =
∑
a∈G
1T−1Y˜a
φn ◦ θ
−1 ◦ T
φn ◦ θ−1
dQ˜
=
φn ◦ θ
−1 ◦ T
φn ◦ θ−1
dQ˜
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We now compute φn◦θ
−1◦T
φn◦θ−1
. Let (ν, i−) = θ(µ−, i−) be some point in Y . and let I−
be the sequence of intervals which is well based and compatible with i−. Then
φn ◦ θ
−1(ν, i−) = µn−1[in, . . . , i0)p|n|+1 =
ν[0, 1)
ν(In−1)
=
1
ν(In−1)
We now apply the equation above to T (ν, i−) instead of (ν, i−). Since for T (ν, i−) the
compatible sequence J− satisfies Jn−1 = In−1 − τ (for τ = τ(ν)) we obtain
φ ◦ θ−1 ◦ T (ν, i−) =
t∗τν[0, 1)
t∗τν(In−1 − τ)
=
ν[τ, τ + 1)
ν(In−1)
Which shows that indeed dT
−1Q˜
dQ˜
(ν, i−) = ν[τ(ν), τ(ν) + 1).
We now go back to proving Equation B.2. For every f ∈ L1(Q˜) we have
∫
1T−1Y˜a · fdT
−1Q˜ =
∫
1Y˜α · (f ◦ T
−1)dQ˜
=
∫
1Y˜a · (f ◦ θ ◦ Sa ◦ θ
−1)dθQ =
∫
(1Y˜a ◦ θ) · (f ◦ θ ◦ Sa)dQ
=
∫
(1Y˜a ◦ θ ◦ S−a) · (f ◦ θ)dSaQ =
(∗)
∫
(1Y˜a ◦ θ ◦ S−a) · (f ◦ θ) · 1Y dSaQ
=(B.1)
∫
(1Y˜a ◦ θ ◦ S−a) · (f ◦ θ) · (
φn ◦ S−a
φn
)dQ
=
∫
(1Y˜a ◦ θ ◦ S−a ◦ θ
−1) · f · (
φn ◦ S−a ◦ θ
−1
φn ◦ θ−1
)dQ˜
=(∗∗)
∫
1T−1Y˜a · f · (
φn ◦ θ
−1 ◦ T
φn ◦ θ−1
)dQ˜
Equality (∗) follows from the fact that
1Y˜a ◦ θ ◦ S−a = 1Saθ−1Y˜a = 1θ−1T−1Y˜a (B.3)
and
θ−1T−1Y˜a ⊆ θ
−1T−1Y˜ ⊆ θ−1Y˜ ⊆ Y
and therefore
(1Y˜a ◦ θ ◦ S−a) · 1Y = 1Y˜a ◦ θ ◦ S−a
Equality (∗∗) follows from the fact that
1Y˜a ◦ θ ◦ S−a ◦ θ
−1 =(B.3) 1θ−1T−1Y˜a ◦ θ
−1 = 1T−1Y˜a
and from the fact that if (ν, i−) ∈ T
−1Y˜a then
θ−1 ◦ T (ν, i−) = S−a ◦ θ
−1(ν, i−)
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C Notation
We have attempted to use notation and definitions similar to [8], but have made certain
changes which are more convenient in our context. The main differences in definitions
being:
1. Our ‘basic interval’ is the unit interval [0, 1) and not (−1, 1).
2. We allowed the space of normalized measures M∗ and the space of probability
measures on the basic interval, to include measure with µ[0, 1) = 0. We therefore
also extended the definition of the normalization map so that it is well defined
for such measures. The reason for this is that the set {µ : µ[0, 1) > 0} isn’t
closed under translations, which is our subject here.
3. We define Extended ECPS in a semi-symbolic manner, replacing the spaceM∗×
(−1, 1) from [8] with (a subset of) M∗ × ΛZp .
The following table compares our notation with the notation of [8]:
This Paper [8] remarks
N or ∗ ∗ Map normalizing measures on R.
M∗ M∗ Space of normalized measures.
P0[0, 1) M
 Space of probability measures on the
‘basic interval’.
R  Restriction of a measure to the ‘basic
interval’.
X˜Z M
∗ × (−1, 1) Spaces on which Extended ECPS are
defined.
Mp Mb zooming in maps on Extended ECPS.
tx Tx Translation by x on R, or the induced
translation on M(R).
[i1, . . . , in)pn Dpn(x) (for appropriate x) the interval
[
∑n
j=1 ijp
−j,
∑n
j=1 ijp
−j + p−n).
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