Human subjects and an arti cial neural network, composed of an autoassociative memory and a perceptron, gender classi ed the same 160 frontal face images (80 male and 80 female). All 160 face images were presented under three conditions 1) full face image with the hair cropped 2) top portion only of the Condition 1 image 3) bottom portion only of the Condition 1 image. Predictions from simulations using Condition 1 stimuli for training and testing novel stimuli in Conditions 1, 2, and 3, were compared to human subject performance. Although the network showed a fair ability to generalize learning to new stimuli under the three conditions, performing from 66 to 78 percent correctly on novel faces, and predicted main e ects, a more detailed comparison with the human data was not as promising. As expected, human accuracy declined with decreased image area, but showed a surprising interaction between the sex of the face and the partial image conditions. The network failed to predict this interaction, or the likelihood of correct human classi cation for a particular face. This analysis on an item level raises concern about the psychological relevance of the model.
Introduction
When a model, such as an arti cial neural network, predicts human behavior on average, it is frequently judged successful. However, this success does not necessarily indicate psychological relevance. The model, although capable of producing overall results comparable to human subjects, may be functioning only partially, or not at all, like human beings. A ner grained analysis of model predictions and human performance can serve to examine these possibilities. Such an undertaking, in the domain of sex classi cation of faces, is the aim of this work.
Recent linear neural network simulations by Abdi, Valentin, Edelman, and O'Toole 3] using photographic image pixel-based input, preprocessed via eigen-decomposition, were able to sex-classify pictures of human faces with 90% accuracy. This result compares favorably to those attained with human subjects by Bruce and her colleagues of 96% accuracy 5], and measurement-based models, such as that of Brunelli and Poggio 7] , which was 90% accurate on faces in a training set and 79% accurate on novel faces. However, whereas the face images employed by Bruce et al. 5] had the hair concealed by a swimming cap and the Brunelli and Poggio coding did not include measurement of hair, the stimuli used by Abdi et al. 3] included the hair. To determine the role of hair shape and length in the performance of the Abdi et al. model, further simulations were run using the same face stimuli with the hair masked. Without the hair, the classi cation accuracy of the model declined to about 80%. However, this performance remained superior to that of an unsupervised classi er (k-means) used as a control measure, which resulted in only 56% accuracy. 1 Therefore, although the hair style is an important contributor to the model performance, the authors concluded that it is not the sole contributor. Other face characteristics contributing to the model performance, and the psychological relevance of the model, remained in question.
The purpose of this work was to investigate further the performance of the Abdi et al. model in regard to the above unresolved issues. First, to assess whether facial areas contribute di erently to the model's sex classi cation performance, we conducted additional simulations, masking rst the bottom and then the top of the face area, in addition to the hair. Second, we tested the ability of human subjects to classify the same stimuli as used in these simulations. To determine the psychological relevance of the model, we compared the predictions of the model to the results from human subjects, on both a global and an item level.
Previous simulations by Fleming and Cottrell 8] , using masking of bottom and top face areas, with a more computationally demanding nonlinear approach, were not strikingly accurate for sex classi cation under either masking condition, but showed better performance on the top portion of the face. When the top of the face was masked the model was 29% correct, and when the bottom of the face was masked the model was 55% correct. However, this relatively low performance could be attributed, at least partially, to the great variation of training stimuli, which included non-face images. One possible reason for the di erence found between top and bottom conditions is that the Fleming and Cottrell stimuli included the hair, and thus provided more variation in the lower portion of the image, particularly for female faces.
Previous studies of facial area contribution to sex classi cation by human subjects from photographic images have used several approaches: presenting features (or a combination of features) in isolation 6, 11] , masking features 5, 11] , and replacing features within a full image 6, 16] . In some cases, the studies have used individual photographic images, and in other cases, male and female prototypes have been created using various averaging techniques. These studies have produced varying results. Di erences obtained between tests of features in isolation and substitution of features have been attributed to the role of con guration in facial tasks 6, 11] . For example, although the nose alone provides little information, masking it diminishes the total amount of con gural information perceived. In general, these studies indicate that the isolated areas contributing the most to sex classi cation are: the eye region (particularly the eyebrows), and the face outline (particularly the jaw).
In what follows, we describe the simulations and the predictions obtained from them, followed by a human subject experiment using equivalent stimuli. The discussion of the experimental results compares them to the predictions derived from the model performance, from the highest level of statistical main e ects down to the lowest level of classi cation decisions for individual stimuli.
Simulations
These simulations were conducted to investigate the contribution of di erent facial areas to sex classi cation by a simple linear model, and to establish predictions for human performance. To approximate the experience human subjects bring to this task, the model was trained using full face images, and then tested on novel full face and partial images.
If, as suggested before, inclusion of the hair in the Fleming and Cottrell 8] simulations contributed to poorer performance when the top of the face was masked, masking the hair in these simulations should yield less di erence in accuracy between top and bottom areas. Masking of the hair may also modify the bias toward male classi cation observed by Abdi et al. 3] : The model, when tested with full face images including the hair, was more accurate in classifying males (about 95%) than females (about 88%). One possible explanation for this result is the larger variation in the female stimuli hair styles. Reducing this male-female distinction, by masking the hair, should greatly reduce this discrepancy for the model, if variation of hair style is indeed the primary cause of better model performance on male faces. On the other hand, if model performance remains superior for male faces, the contribution of other factors to this di erence should be investigated.
Most importantly, even if the model shows some ability, under varying conditions, to sex classify the novel stimuli correctly, it may not be a good predictor of human performance. In other words, the classi cation given to a particular face in a particular condition may have little, or no, power to predict human classi cation. Therefore, what is of particular interest is the individual face classi cations under each stimulus condition.
Model Description
The model is composed of a linear autoassociative memory and a classi er. The memory, which simulates the storage and retrieval of patterns, can be implemented in several ways. We present a conceptual background for two equivalent approaches: a neural network and principal component analysis. Likewise, the sex classi cation of a face retrieved from the memory can be simulated using di erent techniques. We decided to use a simple perceptron to perform this task. For those interested, some additional mathematical details are provided in an appendix.
Model Input
The input to the model, for both learning and testing, is digitized from black and white photographic images of faces. Each face image is transformed into a vector (i.e., a column of numbers) by rearranging the picture element (pixel) gray-level values into one column, as illustrated by the left side of Figure 1 . The vectors are then normalized so that the length of each face vector is unity. This normalization provides some computational convenience, and also serves to mitigate any di erences in overall illumination level.
Autoassociative Memory -Neural Network Perspective
In the neural network implementation of an autoassociative memory, the memory is composed of a set of units, which may be compared loosely to neurons, or clusters of neurons. Each unit can take on a numeric value or activation level. For this particular autoassociative memory, each unit corresponds to a speci c pixel position in a face image, with its activation level representing a gray-level intensity. All units have a weighted connection to all other units, including themselves, as illustrated by the right side of Figure 1 . The weights on these connections can be conveniently arranged in a matrix (i.e., a table of numbers) having a row and a column for each unit. For a face image consisting of 156 rows and 99 columns of pixels there are 15444 connected units, and therefore the weight matrix is 15444 15444.
There are two phases in the performance of an autoassociative memory: learning and testing. First, in the learning phase, the memory is presented with a pattern, such as a face image, and develops the connection weights that re ect the relationships between the pattern elements. More than one pattern can be \learned" and the same set of connection weights will re ect the unit relationships for each of the patterns. When the learning phase has established the connection weights, the memory is tested by determining how well it can reconstruct a learned pattern, or a degraded version of a learned pattern, or even a novel pattern.
The testing phase, illustrated in Figure 2 , is initiated by setting each memory unit to the value of an element in a memory cue or \key." The activation level of each unit is then calculated by summing the weighted values (i.e., unit value 2 3 1 4 Figure 1 . Application of an autoassociative memory to face image processing. 1) A face is digitized. For ease of illustration, this face is digitized into only 9 \macro-pixels". 2) The gray-level values of the pixels are rearranged to form a column vector. 3) Each unit of the memory is set to a pixel value. 4) All units are connected to all other units by weight values to form the memory. times connection weight) of all connected units. The unit activation levels resulting from this integration are interpreted as the response of the memory. The quality of this testing phase reconstruction depends upon the similarity of the memory key to the learned patterns, and also on the technique used to establish the connection weights.
Although there are several learning rules that can be used to establish the connection weights, the most well known are the Hebbian and the Widrow-Ho algorithms. We will discuss the Hebbian rule rst. In this learning algorithm the weight on a connection between two units is simply set to be proportional to the correlation between the values of the units (pixels in this case) in the patterns presented during learning. In other words, the connection weights represent the strength of the relationship between the values of the two units, or the ability of one unit to predict the value of the other.
Although Hebbian learning a ords a relatively straightforward interpretation, and computational convenience, it also has its drawbacks. As the number of patterns to be learned increases, the quality of test phase reconstruction may decrease due to interference or \cross-talk" between patterns. This decline of reconstruction quality occurs when the learned patterns contain similarities (they are not pairwise orthogonal or independent of each other; in other words, their cross-product is not 0.) In this case, which applies to face images, reconstruction performance can be improved by using Widrow-Ho learning to create the connection weights.
The Widrow-Ho learning rule creates connection weights through iterative errorcorrection cycles; each cycle composed of learning and testing. The test portion of a cycle is accomplished by the reconstruction process previously described. First, the di erence between the test response and the desired output is calculated. Connection weights are then modi ed by adding an adjustment proportional to the product of the amount of error and the activation level of their units. This procedure can be shown to be equivalent to using a Least Mean Square algorithm (see 2] for details.) The amount of correction applied is controlled by a small positive learning constant, which, when chosen correctly, makes the amount of error decrease over repeated cycles, until the response matches perfectly the target. This iterative procedure is performed for each of the patterns to be learned. Although Widrow-Ho learning is more suited than Hebbian learning to the demands of this particular model, such may not always be the case (see 14] for a detailed comparison of these two techniques in the face processing domain.) 2.1.3. Autoassociative Memory -Principal Component Analysis Approach An autoassociative memory can also be implemented by decomposing the statistical structure (i.e., eigen-decomposition) of the pattern cross-product matrix 4, 9] . This is commonly called the principal component analysis (pca) approach, rst applied to face images in a neural network framework by Abdi 1] , and used in these simulations. In pca, the weight matrix is decomposed as a sum of elementary constituents called \principal components" or eigenvectors (sometimes eigenfaces in the context of face models.) Each eigenvector of the pixel cross-product matrix can be considered as a kind of \feature" of, or way of describing, the faces. Unlike traditional face features (e.g., eyes, nose, and mouth), which are localized within the face, the eigenvector \features" span the entire face 13]. To each eigenvector is associated an eigenvalue, which gives the amount of pattern variance attributable to each eigenvector. The eigenvectors are typically ordered according to their eigenvalue: the one explaining the most variance being called the rst eigenvector, the one explaining the second most variance being called the second eigenvector, and so on. If the eigenvalues are all made equal to unity, the equivalent of full or \perfect" Widrow-Ho learning is achieved.
A pattern, such as a face image, can be reconstructed from a multiplication of the eigenvectors and eigenvalues of the cross-product matrix times the face vector. It has also been shown that a face can be approximately reconstructed by using only a subset of the eigenvectors, those with the largest eigenvalues 13]. Moreover, di erent ranges of eigenvectors have been found best suited for di erent face tasks: eigenvectors with large eigenvalues being optimal for general categorization tasks (in particular the second eigenvector for determining the sex of a face) and eigenvectors having small eigenvalues being optimal for face recognition 10].
Perceptron Classi er
The perceptron, rst proposed by Rosenblatt 12 ] to model perceptual activities, is a simple classi er. In neural network terms, its most basic version consists of one input layer of units (sometimes called the retina) with weighted connections to one output layer. To assign an input stimulus to one of only two categories, the output layer consists of a single unit. The activation of this unit, calculated as the sum of all weighted inputs, is transformed into a binary response (e.g., If the activation is greater than 0 the response is 1, otherwise the response is 0.) Each response represents one of the two categories. Connection weights are established so as to create linear decision boundaries, which separate the input vectors into categories.
An alternative, and equivalent, perspective considers the perceptron as determining the distance of a given stimulus from a prototype for each of the categories. A category prototype can be represented as a vector of the same dimension as the input layer vector by calculating the center of gravity (barycenter) of a set of representative stimuli. The Euclidean distance of an input vector to each of the prototype vectors is calculated. The closest prototype is taken as the classi cation of the stimulus.
In our model, the projections of both learned and novel faces on the eigenvectors of the learned faces provide the input for the sex classi cation decision. The face projection onto an eigenvector is a scalar indicating how much that eigenvector contributes to that face structure. Male and female prototypes are created by averaging the projections of all learned male and female faces respectively. Then, the projections of a test face onto the eigenvectors of the learned faces are calculated. Finally, the Euclidean distance of these projections from each of the two prototypes is computed, with the shortest distance determining the test face classi cation.
Method 2.2.1. Stimuli
The simulation stimuli were pictures of 160 faces (80 male and 80 female), digitized using 16 gray levels. These pictures contained no distinguishing characteristics, such as jewelry, glasses, or facial hair, and were aligned roughly at eye level. Each face was prepared under three conditions, as illustrated in Figure 3 : 1) full face image cropped at the top and sides, and further masked to cover hair, 2) the top portion only of Condition 1 stimuli, including forehead, eyes, and the upper part of the nose, 3) the bottom portion only of Condition 1 stimuli, including the jaw area from below the nose to the chin. An equal number of facial area pixels were retained for Conditions 2 and 3, and the remainder of the image was masked with random values. Thus, the retained facial area for the top and the bottom conditions remained positionally aligned with the full face image.
Stimulus
All 
Procedure
The simulations were all based on training the model with full face images, and testing the classi cation ability with novel images from all three stimulus conditions. To test the ability of the model to classify both learned and novel stimuli, a bootstrap technique was used as described below. The memory was trained with Condition 1 stimuli for 60 males and 60 females, and then tested on the images that had been learned, and also on the other 20 males and 20 females that had not been learned. This procedure was done four times, with a totally di erent group of 40 unlearned faces used for testing on each iteration. This set of four iterations was done once for each stimulus condition. Table 1 shows the proportion of correct sex classi cation obtained by the model under the three stimulus conditions, for both learned and novel faces. Because the stimulus condition for learning was Condition 1 (full face with hair cropped) classi cation of the learned faces in this condition was always perfect.
Results and Discussion
Several points can be noted from these results. The model always performs above chance level. Although the model always performs better for learned faces, it shows some ability to generalize learning by an overall classi cation accuracy for novel faces ranging from 66% to 78%. Male faces are better classi ed than female faces under all conditions. Because neither the learning nor testing stimuli included the hair, this superior classi cation of male faces cannot be attributed to the variance of the female hair styles, negating the prior conjecture based on full face stimuli with hair included. In fact, calculation of the variance for the face stimulus in Conditions 1, 2, and 3 shows greater variance for the female images under all these conditions. Overall classi cation accuracy of novel faces declines from stimulus Condition 1 (77.5%) to Condition 2 (69.4%), and also from Condition 2 to Condition 3 Although male faces yielded a close to linear decline from Condition 1 to 2 to 3, the accuracy for female faces dropped more substantially from Condition 1 to Condition 2, and hardly di ered at all between Conditions 2 and 3. To determine if there was a relationship between the model classi cation for the same face under di erent stimulus conditions, we calculated the correlations shown in Table 2 . These correlations between classi cation for the same novel faces, across the three simulated stimulus conditions, are highest for male images between the full face and top of face conditions, and lowest for female images between the top of face and bottom of face conditions. In summary, the speci c predictions of the model, to be tested against human subject performance, are as follows.
Male faces will be better classi ed than female faces under all conditions. The major decline in overall performance will be between the full face and the partial face conditions, and the classi cation accuracy in the top and the bottom conditions will be roughly equivalent. The pattern of classi cation accuracy will not be the same for male and female faces. Male faces will yield a close to linear decline from full face to top to bottom conditions, but the accuracy for female faces will drop more substantially from the full face to the top condition, and be roughly equivalent between the top and the bottom condition. The correlations between classi cation for the same novel faces will follow the pattern exhibited in Table 2 and be highest for male images between full face and top conditions, and lowest for female images between top and bottom conditions.
Experiment
The purpose of this experiment was to gather human data on accuracy in classifying the sex of whole or partial face images, for both male and female faces. These data were then compared to the predictions of the model. Because of our interest in determining if the model has the predictive power to sex classify the same stimuli, in a manner analogous to human subjects, the experiment was designed to support an item analysis of human performance on particular faces, under varying conditions of presentation.
Considering the high level of human expertise typically exhibited in this type of classi cation (e.g., 96% accuracy with no make-up and hair covered 5]), very high performance was expected from human subjects on full face classi cation, even with the hair masked. This condition serves mainly to ensure that the face stimuli used here are generally comparable to those used in other studies, and to provide a baseline for comparison with the model results. Dividing the face image into top and bottom portions roughly divides the features considered to be major contributors to sex classi cation (eyes and jaw), and also disrupts the total con guration. However, unlike presenting features in isolation, some con gural information is maintained for each part of the face. So, the stimuli for this experiment do not closely match any of the stimuli used in the human subject experiments mentioned in the introduction of this paper, but are somewhat of a combination. If the facial areas of eye and jaw are similarly salient for sex classi cation when viewed out of total context, as when viewed in the total face context, human subject accuracy under the top and bottom conditions should not be strikingly di erent. This is what the model has predicted. However, if human ability for this task is strongly based on the relation of certain areas to the total con guration of the face image, disruption may be greater under one of the conditions. 3.1. Method 3.1.1. Subjects Sixty University of Texas at Dallas undergraduate students (17 male and 43 female) participated in the experiment in exchange for a core psychology course research credit.
Stimuli
The experimental stimuli were the same faces, and parts of faces, used in the simulations (as illustrated in Figure 3) , with the exception that the images were displayed on a black background. The display did not include the random values that were added to provide the mask for the simulations.
Experimental Design
The experimental results were analyzed as a three factor mixed design: S 20 (A 3 ) B 80 (C 2 ). The between subjects factor A was the condition of the face stimuli with three levels. The within subjects factors were the face presented (B, a random factor with 80 levels) nested within the sex of the face (C, male or female). The dependent variable was the accuracy of the sex classi cation.
3.1.4. Procedure Subjects were randomly assigned to one of the three stimulus conditions. The assignments were blocked, with each subject in a group of three consecutively tested subjects assigned randomly to one of the three conditions. Upon arrival, subjects were given written directions for the experiment, explaining that they would see a face, or portion of a face, brie y displayed on the monitor, and then be asked to decide \male" or \female" by clicking the mouse on the appropriate screen area. There was no time pressure for this decision. The face stimuli were presented, and the subject responses recorded, by a matlab program on a Sun sparcstation lx running Unix Solaris. Images of the same 160 faces, formatted in the assigned condition, were brie y displayed against a black background in a random order to each subject. After one second had elapsed, the image was covered by a decision mask. When the subject had responded, the next face image was displayed.
Results and Discussion
A mixed anova 2 showed all main e ects and interactions to be signi cant at the = :01 level. This is not surprising considering the large numbers of degrees of freedom in this design. These e ects are presented and discussed below, grouped by major areas of interest.
Main E ects of Sex of Face and Stimulus Condition
The main e ect of sex of face, F 0 (1; 172) = 6:88, MS e = 1:6, p < :01, shows that, across the three conditions, subjects performed better when classifying male images (88% mean accuracy) than when classifying female images (82% mean accuracy). The proportion of variance explained by this e ect, however, is very small (.009). We shall return to discuss this proportion, in comparison with other proportions of variance, later on. The left panel of Figure 4 compares the subject accuracy by sex of image to the predictions of the model. Although model accuracy was lower for both sexes, the shape of the results was well predicted. Both human subjects and the model classi ed male faces better than female faces by about the same amount.
A second main e ect of particular interest is that of stimulus condition, F 0 (2; 253) = 61:83, MS e = :65, p < :01. As shown in the right panel of Figure 4 , mean sex classi cation accuracy declined as the amount of facial area presented at test decreased. However, although the proportion of the face image retained for Conditions 2 and 3 was the same, the task di culty increases more substantially when the bottom portion of the face is presented, as contrasted to the top portion. The right panel of Figure 4 compares the subject accuracy for the three stimulus conditions to the predictions of the model. Although the subject and model accuracy both decline across these conditions, it can be seen that the model predictions are not as good for this e ect as they were for the main e ect of sex of face. The model did not predict the sharper decline in accuracy between the top and the bottom condition shown by human subjects.
Interaction between Stimulus Condition and Sex of Face
Unexpectedly, the di erence in accuracy between stimulus conditions is not the same for male and female face images. Figure 5 shows this interaction between the stimulus condition and the sex of the face, F 0 (2; 134) = 26, MS e = 1:15, p < :01. The interaction is predominantly characterized by a strong decline in accuracy from the top of the face to the bottom of face for female images (94% and 59% respectively) as compared to a modest increase in accuracy for male faces (83% and 86% respectively). However, it should be noted that the proportion of total variance explained by this interaction is less than 5% (R 2 = :049). by the human data, particularly for female faces. Note that, in this one case, the model outperforms the human subjects.
Why was the classi cation of the bottom of a face more di cult for human subjects on female face stimuli than on male face stimuli? There are several possible explanations for this di culty. One, of course, is that the picture quality was simply poorer for the lower portion of the female faces. However, this seems unlikely when the performance of the model is considered. It may be that the jaw and mouth, seen in this partial context of half of a face, are not as good cues for female faces as for male faces. Most subjects assigned to Condition 3 mentioned upon completion that they thought the task di cult. See how well you do classifying the stimuli shown in Figure 7 . An intriguing conjecture is that the absence of any hair surrounding the jaw led subjects to adopt a male bias when they were uncertain of the sex. The model, having no \hair experience" whatsoever, could not be biased in this manner. Finally, we questioned if the sex of the subjects (predominantly female) could be contributing to this interaction. 3.2.3. E ect of Sex of Subjects As noted previously, most of the human subjects in this experiment were female (43 out of 60). The experimental design did not include the sex of the subjects as a factor, and no attempt was made to balance the number of male and female subjects assigned to each twenty subject condition (there were four male subjects in Condition 1, six in Condition 2, and seven in Condition 3). However, after the fact, we considered the possibility that the surprisingly poor accuracy found for female faces in Condition 3 could be related to the predominance of female subjects. To determine if this was the case, we compared the correct response frequency of male subjects for male and female faces to the correct response frequencies of female subjects. Chi-square tests did not show any di erence in accuracy between male and female subjects and sex of face over all conditions, 2 
Item E ect of the Faces
The data also revealed a main e ect of face nested in sex of face, F (158; 9006) = 12:22, MS e = :08, p < :0001, showing a strong item e ect. Classi cation performance varies depending upon the particular faces judged within one sex. Particular faces were also di erentially classi ed depending upon the condition of their presentation as shown by an interaction e ect between stimulus condition and face, F (316; 9006) = 6:51, MS e = :08, p < :0001. A correlation analysis of the scores given to the same faces under the three stimulus conditions (see Table 3 ) provides some additional information about the importance of di erent facial areas for sex classi cation. Note the di erence between the correlations for male and female faces. Correlations between the various stimulus conditions for male faces vary from r = :26 to r = :49. In contrast, the highest correlation, r = :62, is found between Conditions 1 (full face) and 2 (top of face) for Table 3 . Human subject classi cation correlations between three stimulus conditions for male and female faces. The upper right triangle shows correlations for the male faces, and the lower left triangle shows correlations for female faces.
female faces, and the lowest correlation, r = ?:07, is also found for female faces, and occurs between the top of the face and the bottom of the face. Therefore, although the classi cation given to a female full face with hair cropped is a fair predictor of the classi cation given to the top of the same face, the top of face classi cation shows no linear relationship to the classi cation given to the bottom of the face. A comparison of these correlations with those obtained from the simulations (see Table 2 ) shows a fair similarity of pattern for the male faces. However, for female faces, the model performance is de nitely contrary to that of the human subjects, with the exception of predicting no correlation between the classi cation of the top and bottom stimulus conditions. Figure 8 shows the proportion of variance explained by each e ect in the design. The total variance explained by the experimental e ects is only 42.3%. Although no one e ect accounts for a majority of this variance, it is informative to examine the contributions of these proportions. Summed together the e ects that include the face variable (Face, Condition Face) do account for a majority of the explained variance. This proportion lends support to the proposition that item e ects are considerable when using faces as stimuli, pointing out the necessity of replicating any experiment of this type with di erent face stimuli (or treating the face stimuli as a random factor.) It is possible that very di erent results would be obtained using di erent faces. Lesser amounts of variance are explained by the stimulus condition (7%) and the interaction of the condition and the sex of the face image (5%). The proportion of variance that can be ascribed to the sex of the face alone (less than 1%) is, in fact, very small. 
Proportion of Variance Explained

Item Analysis
The model may demonstrate some predictive power if it can indicate which faces are most likely to be classi ed correctly by human subjects, and which faces are most likely to be missed. To determine if this is the case, we compared the average number of human subjects correctly classifying the stimuli correctly classi ed by the model, to the average number of human subjects correctly classifying the stimuli misclassi ed by the model. Figure 9 illustrates this comparison. It can easily be seen that, for male faces, the model has no such predictive power. The best tendency for prediction occurs only for female faces in the full face and top of face conditions.
A nal analysis compared the classi cation decisions made for particular face images by the model to those made by the human subjects. Even though the model was 78% correct on the full face condition (Condition 1), compared to 94% correct for the human subjects, the classi cations assigned to particular faces by the model are not at all well correlated with the classi cations given by individual subjects. Figure 10 illustrates the item di erence for faces between the model predictions and human performance by comparing the predictive power of the model for each face to the predictive power of a particular subject for the same face under each stimulus condition. The selected subject is the one who scored closest to the mean score for that condition. Correlations of the classi cation given to each of the 160 faces by this \average" subject, and by the model, with the classi cations given by the other 19 subjects for these same faces in the same experimental condition, are shown in the gure in descending order of the simulation correlation. The vertical lines in the gure, which connect the model and \average" subject correlations with the same other subject, show the discrepancy between these two correlations.
For Condition 1, Figure 10 shows that the model correlation with the subjects never exceeded .20 and the average correlation was r = :12, p = :1377. Also, the correlation pattern predicted does not match the pattern of the \average subject" very well. For the most part, the model is not classifying the same faces in the same way as the human subjects. Note however, the \average" subject is not a very good predictor either. The correlation of classi cation by face of the selected subject in Condition 1, with the other subjects in the same condition, never exceeds .53 and has an average of r = :34, r 2 = :11. The \average" subject correlations with other Is there any way to improve the predictive power of this model, without sacri cing simplicity? It has been suggested to us that the lack of predictive power on an item level might be attributable to the classi cation approach. By using the perceptron, we are comparing novel stimuli to the averages of the learned male and female faces. This simulates the formation of a gender prototype by human subjects. If we consider classi cation by human subjects to be based on the similarity of the novel stimulus to learned examples, the psychological relevance of the model might be improved by using a nearest neighbor classi er. Therefore, we conducted some additional simulations using a very simplistic exemplar approach. In these preliminary simulations, the projection of a novel face was compared to the projections of all the learned faces, and classi ed according to the sex of the closest matching face.
Unfortunately, this alternate approach did not produce any predictive advantage. In fact, overall accuracy for novel stimuli declined substantially. For example, in the full face condition classi cation accuracy declined from 78% to 66%. This approach outperformed the perceptron in only one respect: It was amazingly accurate (99%) when tested with the top portion only of the learned faces. Thus, it appears that, at least in this model, the perceptron is substantially superior for classifying novel stimuli: The nearest neighbor approach does not yield the same ability to generalize learning. Of course, these preliminary results do not rule out the possibility of predictive improvement through the use of other measures of similarity, but only indicate that a more complex mechanism may be necessary.
Other avenues for further investigation lay in the representation of the faces. It is possible that the use of projections on all eigenvectors captured too much information, including details speci c to individual faces, which do not relate to this general categorization task. Therefore, simulations that use only eigenvectors with the highest eigenvalues, particularly the second eigenvector (see 10]), might produce better results. Di erential weighting of facial representation, such as face areas and/or eigenvectors should also be considered.
Conclusion
In summary, the human subject data did not support the predictions of the model. Although, the main e ect of male images classi ed better than female images was predicted, this e ect was not constant over all stimulus conditions for human subjects. An interaction between sex of face and stimulus condition showed better human subject performance for female faces than for male faces in Condition 2 (top of the face), but substantially poorer performance for female faces in Condition 3 (bottom of the face). In contrast, the model had predicted a close to linear decline across the three stimulus conditions for male faces, and for female faces a substantial drop between Conditions 1 and 2, and relative equivalency for Conditions 2 and 3. Also, the patterns of the correlations of classi cations given to the same faces across conditions were not the same for the model and the human subjects. However, the model did predict the lack of correlation between the top and the bottom of the face for female images.
The item analysis indicates that the model is not classifying the faces in the same way as human subjects. Correct model classi cation did not predict at all the likelihood of correct classi cation by subjects for male faces. For female faces there was some tendency shown for this predictive power in Conditions 1 and 2, but this did not extend to Condition 3. However, the classi cations given to a particular face are not well correlated between the human subjects either, showing that the human subjects are not performing in the same manner as each other.
What could account for the di erences between the sex classi cations made by the model and those of the human subjects, and also between the subjects themselves? One obvious explanation might be that the technique used in the model has very little, or perhaps no, commonality with the abilities and decision criteria of most human subjects. However, recall that the subjects themselves did not perform the task in a uniform manner either. The di erence in face experience is another possible cause for the model's failure to predict. Although the approach taken in the simulations attempted to give the model memory \experience" somewhat analogous to that of human beings, the experience given was, of course, not the same. Neither the amount, nor the sample, of face training provided to the model approaches the human experience. Moreover, the model never \experienced" hair. This might have contributed to the model classi cation accuracy surpassing that of the human subjects for the female faces in Condition 3. Without any \knowledge of hair," the absence of hair could not in uence the model toward a male classi cation, as might have occurred for the human subjects.
Perhaps a closer look at the human data can explain some of the problems of the model. The proportion of variance explained by the signi cant experimental e ects showed the strongest e ects were the item e ect of the faces and the interaction of the faces with the stimulus conditions. Whereas, the greatest contribution to the variance of results (almost 60%) was the interaction between the face stimuli and the subjects. In other words, not only do the stimuli show a strong item e ect, and the subjects exhibit di erences, but these two variables interact producing major subject di erences across the faces. Therefore, it seems unlikely that any one model, at least one that does not incorporate some intrinsic variability or maybe random components, could predict the human behavior.
Finally, the performance of the human subjects in Conditions 2 and 3, is of particular interest, and should be further investigated using di erent face stimuli. The results obtained from this experiment, using these particular faces, indicate that, for female face images only, the eye region, including eyes, brows, and forehead, is a better cue for sex classi cation than the mouth, chin, and jaw, when seen in a partial face context. Whereas, for male faces, the lower portion of the face is a slightly better cue than the eye region. The model, which simply used an analytical comparison of the statistical structure of the faces, did not show the large di erence for female faces between the top and the bottom condition, as shown by human subjects. Therefore, factors other than a simple application of statistical structure must contribute to the human behavior. Whether these factors are a consequence of the facial structure itself, the experience of the subjects, other biases, or some combination of all of these and more, remains open for further investigation.
Principal Component Analysis Approach
The actual calculation approach used for the model, and detailed below, is one described by Valentin, Abdi, Edelman, and O' Toole 15] . Due to the large size of the matrix of faces to be learned (I K), where I = 15; 444 is the number of pixels per face and K = 120 is the number of faces, it is not computationally feasible to obtain the eigenvectors of the cross-product matrix directly. For this reason, these eigenvectors and eigenvalues were obtained by singular value decomposition (svd). This decomposition transforms the matrix of the faces to be learned, X, In general, the projections, denoted P, of face vectors in X onto U can be calculated as:
However, to accomplish complete Widrow-Ho learning, which sphericizes the weight matrix (all non-zero eigenvalues are equal to one), the projections of the learned faces were calculated as: where N is the number of faces learned for each sex. The Euclidean distance of the projections of each test face from both the average of the learned male face projections and the learned female face projections was calculated as: The sex of the averaged projections that gave the smallest distance was chosen as the sex classi cation of the test face.
