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1 Algorithmische GrundlagenZunachst werden die theoretischen Grundlagen { beschrankt auf die Besonder-heiten eines parallelen konjugierten Gradientenverfahrens sowie der Vorkonditio-nierungsproblematik fur Systeme mit verteiltem Speicher { kurz skizziert. Fureine detailliertere Beschreibung, insbesondere zur Finite{Elemente{Substruktur-technik, sei der Leser auf [3] verwiesen.Ausgangspunkt sei ein System partieller Dierentialgleichungen 2. Ordnung ineinem d{dimensionalen beschrankten Gebiet 
. Dieses Gebiet wird in p sich nichtuberlappende Teilgebiete 
i(i = 1; :::; p) unterteilt. Fur jedes dieser Teilgebietewird desweiteren eine Unterteilung in nite Elemente durchgefuhrt.1.1 Ein paralleles CG{Verfahren (PPCGM) fur Systememit verteiltem SpeicherAnalog zu den p Teilgebieten 
i; (i = 1; 2; :::; p) seien die fur die Berechnungbenotigten Matrizen und Vektoren uber die p Prozessoren verteilt. Zwei Artenvon Vektoren werden nach ihrer Verteilung unterschieden, die uberlappenden(Typ I) und die addierenden (Typ II) Vektoren:Typ I : u;w; s werden in Prozessor Pi( 
i) alsui = Aiu;wi = Aiw; si = Ais gespeichertTyp II : r; v; f werden in Pi als ri; vi; f i gespeichert, wobeir = pXi=1ATi ri gilt (ri; vi analog)Die (NiN){Matrix Ai ist hierbei die Boolesche Superelementzusammenhangs-matrix des Teilgebietes 
i. Mit diesen Matrizen kann die SteigkeitsmtarixK ineine andere Form umgeschrieben werden:K = pXi=1ATi KiAi (1), wobei Ki die zu 
i gehorende Superelementsteigkeitsmatrix ist.Mit dieser Datenverteilung und obiger Notation kann folgender paralleler CG{Algorithmus angegeben werden: 1
Berechne parallel auf allen Prozessoren Pi:0. StartWahle einen Anfangswert fur u, z.B. u = ;ri = f  Kiuiw = C 1PATi risi = wi (wi = Aiw)i = wTi ri = 0 =PiIteration1. ~vi = Ki~sii = ~vTi ~si =P i = ~=2. ui = ~ui + ~siri = ~ri   ~vi3. w = C 1PATi ri4. i = wTi ri =Pi = =~5. si = wi + ~si6.   2  0 ? @ > nein >> gehe zu 1.# jaStopIm obigen Algorithmus markiert das Tilde{Symbol "~" die vorangegangene Ite-ration. Eine Summation (P) beinhaltet Summenbildung und Kommunikation.Im Fall C = I (also ohne Vorkonditionierung) ist ein Datenaustausch in derGroenordnung O(h (d 1)) fur die Koppelranddaten notwendig, um Schritt 3 zurealisieren.Durch den Vorkonditionierungsoperator C sollte sich also der Kommunikations-aufwand nicht wesentlich erhohen. Desweiteren zeigt sich fur zahlreiche Falle,da die notwendige Kommunikation auf eine Typumwandlung Typ II  ! Typ Ieines gewissen Vektors zuruckzufuhren ist. Ein Vorkonditionierungsoperator, derobige Bedingung erfullt, ist im Abschnitt 1.2 dargestellt.1.2 Vorkonditionierung im Distributed{Memory{FallEs sei C = V̂ V̂ T der Vorkonditionierungsoperator in obigem Algorithmus. Mitr = pXi=1Airi2
lat sich w wie folgt bestimmen:y = V̂ Tr und w = V̂ TyDie lokale Berechnung von yi = V̂ T ri verandert nicht die Typ II { Eigenschaftenvon y. Ebenso erhalt die Losung von wi = V̂ Tyi die Typ I {Eigenschaften desVektors w.Demzufolge benotigt ein Schritt des CG{Verfahrens mit hierarchischer Vorkondi-tionierung denselben Kommunikationsumfang wie ein Schritt ohne Vorkonditio-nierung.2 Objektorientierte Realisierung der PPCGM2.1 Struktur der Fortran{ImplementierungZum Vergleich sei hier noch einmal der prinzipielle Ablauf der originalen Fortran{Implementierung angegeben:Parallele CGM mit paralleler Vorkonditionierung:1. Vorbereitende Schritte zur Vorkonditionierung (Routine PRE-VOR), Cholesky{Zerlegung, Initialisieren der Grobgittermatrix,Erzeugen der Matrizen fur die Jacobi{Modikation2. Iteration(a) Anwendung der Vorkonditionierung (Routine PRLOES)i. tree up dod Aufsummieren der Crosspoints, das Ergebnisentsteht nur auf Prozessor 0ii. Grobgitterlosung auf Prozessor 0 (falls erwunscht)iii. tree down Ergebnis an alle Prozessoren verteileniv. KettAkk Behandlung der Randkettena(b) Bestimmung der neuen IteriertenIst Abbruchkriterium erfullt) fertig, sonst neue Iteration.aDieser Schritt kann auch vor der Verarbeitung der Crosspoints erfolgen.3
Der entsprechende Quelltextabschnitt sieht wie folgt aus (Routine PPCGM):CALL PREVOR(NK,NC,N,A,LA,C,LCC,CC,Kette,Iglob,V,IER)BE = 0D0ABBR = 0D0ITMAX=ITIT=0CALL AXMKLZ('0',N,A,LA,X,S)CALL VDminus(N,R,1,S,1,B,1)C *** STARTRESIDUUM AUF R1 IT=IT+1C ****** Start : Anwendung der VorkonditionierungCALL PRLOES(NK,NC,N,A,LA,C,LC,CC,LCC,Kette,Iglob,W,R,V)C ****** Ende der Vorkond. : W fertigRW = DSCAPR(N,W,R)CALL Cube_DoD(1,RW,RW,H,VDplus)IF ( IT .GT. 1 ) BE = RW / RWVIF ( RW .LE. ABBR ) GOTO 10RWV = RWIF ( RW .EQ. 0D0 ) GOTO 10IF ( IT .EQ. 1 ) ABBR = EPS*EPS * RWCALL VDaxpy(N,S,W,BE,S)CALL AXMKLZ('0',N,A,LA,S,W)SAS = DSCAPR(N,W,S)CALL Cube_DoD(1,SAS,SAS,H,VDplus)AL = -RW / SASCALL VDaxpy(N,X ,X ,AL,S)CALL VDaxpy(N,R ,R ,AL,W)IF ( IT .GE. ITMAX ) RETURNGOTO 110 ...
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Die Anwendung der Vorkonditionierung und die (eventuelle) Losung des Grob-gittersystems erfolgt in der Routine PRLOES (original, Ausschnitt):SUBROUTINE PRLOES(NKu,NCu,N,A,LA,C,LC,CC,LCC,Kette,+ Iglob,W,R,V)C ****** Initialisierungen ...C ...C ****** Crosspoint-Vektor fuellen:CALL VDcopy(NCrossG,V,1,0D0,0)DO 1 I=1,NCrossLIto =Iglob(I)1 V(Ito) = W(I)C ****** Crosspoints zur 0:CALL TreeUp_DoD(NCrossG,V,V,V(NCrossG+1),VDplus)C ****** Grobgitterloesung auf 0:IF (Ivar .NE.0 .AND. Ich.EQ.0 ) THENCALL RueVBZ(NCrossG,NCrossG,1,CC,LCC,V,V)CALL VorVBZ(NCrossG,NCrossG,1,CC,LCC,V,V)ENDIFC ****** Verarbeitung der Randketten :CALL KettAKK(1,W,Kette,V(NCrossG+1))C ****** Crosspoints an alle:ll=2*NCrossGCALL Tree_Down(ll,V)C ****** Crosspoints-Vektor zurueckschreiben:DO 2 I=1,NCrossLIto =Iglob(I)2 W(I)=V(Ito)C ...RETURNEND 5
Unter Verwendung von MPI{Kommunikatoren andert sich die Verarbeitung derRandketten (Routine KettAkk wird ersetzt):SUBROUTINE PRLOES(NKu,NCu,N,A,LA,C,LC,CC,LCC,Kette,+ Iglob,W,R,V,COMM,TYPES,NCOMM)C ****** Initialisierungen ...C ...C ****** Verarbeitung der Randketten:do 125 i=1,ncommcall mpi_pack_size(1, types(i), comm(i),+ isize, ierror)ipos=0call mpi_pack(w, 1, types(i), v, isize,+ ipos, comm(i), ierror)isize=iposih = ipos/8call mpi_allreduce(v, v(ih+1),ih,+ mpi_double_precision, mpi_sum,+ comm(i), ierror)ipos=0call mpi_unpack(v(ih+1), isize, ipos, w, 1,+ types(i), comm(i), ierror)125 continueC ****** Crosspoint-Kommunikation und Grobgitterloesung wie obenC ...RETURNENDTrotz gestiegener Ezienz bei der Verarbeitung der Randketten mittels MPI{Mechanismen greift diese Realisierung doch auf spezische Bibliotheksfunktiona-litaten zuruck und verhindert die Portierung auf Hardware, fur die MPI nichtverfugbar ist (siehe auch [2, 1]).2.2 Struktur der objektorientierten Realisierung2.2.1 Utility{KlassenBasis der folgenden Klassenhierarchie ist die GNU C++{Bibliothek AVec. Aus-gehend von den von der Bibliothek zur Verfugung gestellten Vektoren werden diefur das GC{Verfahren benotigten Vektoren und Matrizen abgeleitet. Ziel ist es,die formale Algorithmenbeschreibung annahernd in den Programmtext umzuset-zen und damit ein Unabhangigkeit von der konkreten Kommunikationsbibliotheksowie der zugrunde liegenden Hardware zu erzielen.6




AVec_TypeI AVec_TypeIIAbbildung 1: Klassenhierarchie der VektorenAbbildung 1 veranschaulicht die Klassenhierarchie.7
 Matrizen: Die Basisklasse Matrix stellt eine einfache quadratische Matrixzur Verfugung, woraus die Klassen der KLZ{Matrizen (Kompaktliste zei-lenweise) bzw. VBZ{Matrizen (variable Bandweite zeilenweise) abgeleitetwerden. Folgende Methoden werden bereitgestellt:{ Operationen zur Multiplikation mit Vektoren der AVec{Klasse{ Operationen fur Cholesky{Zerlegung, Dreiecksloser, usw...Abbildung 2 zeigt die Zusammenhange.
klz_matrix vbz_matrix
matrixAbbildung 2: Klassenhierarchie der Matrizen Loser: Drei Methoden werden innerhalb der Basisklasse fur Loser deniert:{ Init solver: Initialisierung von MaxIT (maximale Iterationsanzahl) undEPS (Maschinengenauigkeit){ convergence: Berechnung des Abbruchkriteriums{ get eps: Liefert die Maschinengenauigkeit (EPS)Konkrete Loser, wie PPCGM, werden von obiger Klasse abgeleitet. Vorkonditionierer: Zwei Methoden sind (vorerst) vorgesehen:{ prevor: Vorbereitung der Vorkonditionierung{ prloes: VorkonditionierungInsbesondere die Denition der Klassen fur die Typ I { bzw. Typ II{Vektoren istwesentlich fur die Formulierung des parallelen Algorithmus.2.2.2 Der CG{AlgorithmusDie im CG{Verfahren erforderliche Typumwandlung der Vektoren (Typ II )Typ I) kann mit den in Abschnitt 2.2.1 eingefuhrten Vektorklassen sehr einfachformuliert werden (Vergleiche 2.1):Tree up dodKettAkkTree down 9=; =̂ Type II) Typ I8
Problematisch bei obiger Vorgehensweise ist die Grobgitterlosung. Bei Berech-nung dieser in bisheriger Vorgehensweise, d.h. nur Prozessor 0 besitzt die zu-gehorige Matrix und lost das System, wurde die zusatzliche Ausfuhrung der Ty-pumwandlung einen unnotigen Kommunikationsschritt bedeuten. Der Crosspoint{Vektor mute im Anschlu erneut an alle Prozessoren verteilt werden.Ein Ausweg ist die Generierung des Grobgittersystems auf allen Prozessoren unddamit eine lokale Berechnung des Systems. Der rechnerische Mehraufwand be-dingt keine zusatzliche Zeit, da wahrend der Losung des Grobgittersystems aufProzessor 0 die anderen ohnehin untatig auf dessen Ergebnisse warten. Mit derDenition von Skalarproduktoperationen Typ I  Typ II kann schlielich der Al-gorithmus insbesondere unabhangig vom Kommunikationsmechanismus formu-liert werden. Damit ist vor allem die Formulierung unabhangig davon, ob dieursprungliche Variante (KettAkk) oder die MPI{Variante genutzt wird, welchein der Fortran{Implementierung zu umfangreichen Quelltextanderungen, auchstruktureller Art, fuhrte.Die veranderte Realisierung sieht wie folgt aus:Cube dodKettAkklokale Grobgitterlosungbzw. als C++{Programmfragment:v = w; // Zuweisung (Typumwandlung)if (/* Grobgitterloesung /*){ vc = cg.get_crosspoints ( v ); // Extrahieren der Crosspointscg.tsolve ( vc ); // Grobgitterloesung};Die Iteration im Loser ist dann von folgender Struktur:// ...do{ iteration++;vk->prloes(cc, w, r);rw = *w * *r;if (it > 1) be = rw / rwv;if (rw >= abbr){ rwv = rw;if (it == 1) abbr = get_eps() * get_eps() * rw;*s = *s * be + *w; 9
*w = *a * *s;sas = *w * *s;al = -rw / sas;*x += *s * al;*r += *w * al;}} while (!convergence(rw, abbr, iteration));// ...3 ZusammenfassungAufbauend auf verfugbare C++{Bibliotheken (als konkrete Implementierungs-basis diente die GNU C++{Bibliothek) lassen sich die fur numerische Methodenbenotigten Datenstrukturen und Algorithmen auf hinreichendemAbstraktionsni-veau formulieren. System{und kommunikationsspezische Details werden in denBasisklassen implementiert, so da die Struktur des Programmes der algorithmi-schen Beschreibung weitestgehend entspricht.Noch gerat C++ gegenuber Fortran in Sachen Ezienz ins Hintertreen { z.B.ist durch hauge Verwendung temporarer Objekte dieser Nachteil vorprogram-miert { , jedoch sind mit dem erst kurzlich verfugbar gewordenem Standard(existiert als Vorschlag, mit baldiger Ratizierung ist zu rechnen) nun auch lei-stungsfahigere Compiler zu erwarten, die in der Lage sein sollten, optimiertenProgrammcode zu generieren. Derzeit existieren mehrere hochoptimierte C++{Numerikbibliotheken, die bei der vorliegenden Implementierung zwar noch nichtberucksichtigt werden konnten, aber eine weitere Beschleunigung des Losungs-vorganges versprechen.Literatur[1] L. Grabowsky. MPI-basierte Koppelrandkommunikation und Einu der Par-titionierung im 3D-Fall. Preprint SFB393/97-17, TU Chemnitz, August 1997.[2] L. Grabowsky, T. Ermer, and J. Werner. Nutzung von MPI fur paralleleFEM-Systeme. Preprint SFB393/97-08, TU Chemnitz-Zwickau, Marz 1997.[3] G. Haase, U. Langer, and A. Meyer. Parallelisierung und Vorkonditionierungdes CG-Verfahrens durch Gebietszerlegung. In Proceedings of the GAMM-Seminar "Numerische Algorithmen auf Transputersystemen" held at Heidel-berg, 1991. Teubner Verlag, Stuttgart, 1991.10
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