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It is not down on any map; true places never are.
I will have no man in my boat - said Starbuck -
who is not afraid of a whale.
[. . . ] so that far from having lost his strength,
Ahab, to that one end, did now possess a thousand fold
more potency than ever he had sanely brought
to bear upon any one reasonable object.
Herman Melville, Moby Dick

Water is taught by thirst.
Land — by the Oceans passed.
Transport — by throe —
Peace — by its battles told —
Love, by Memorial Mold,
Birds, by the Snow
Emily Dickinson
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Introduction
The Standard Model (SM) of particle physics is the theoretical framework that
describes the interactions and dynamics of the subatomic world. The SM assumes
that matter is made of elementary, point-like and structureless particles characterised
by their quantum numbers. These elementary particles are classified in two types:
fermions and bosons. The bosons can be of two types: the ones that are responsible
of the fundamental interactions (electroweak or strong) and the Higgs boson which
has been recently discovered [1, 2]. The Higgs boson appears in the SM as the phys-
ical representation of the Brout-Englert-Higgs field which permeates the space and
is responsible for the generation of the masses of the fundamental particles. The
fermions are also divided in two types: the leptons and the quarks. The leptons, elec-
trons and neutrinos, only feel the electroweak and weak interaction respectively. The
quarks are the fermions that feel the electroweak interaction and the strong interac-
tion. The latter particles are not found in nature as free particles since they are bound
into composite particles, called hadrons, through the strong interaction.
Since quarks do not exist as free particles, quark masses are not observables
in contrast with the masses of fermions wich can be observed directly in nature.
Quark masses are not observables and have to be extracted from the measurement of
hadronic observables that depend on them since they are interpreted as effective cou-
plings of the underlying theory (the SM in this case). This is a similar situation as the
case of the determination of the strong interaction coupling constant, αs, which is not
measured directly but inferred through the measurement of cross sections, branching
ratios, event shapes distributions, etc,.
Due to the large coupling of the top quark with the Higgs boson, the top quark
plays a special role in the Electroweak sector of the SM. Moreover, many models
beyond the Standard Model predict deviations in the top-quark physics sector. Top-
quark mass measurements with high precision are crucial to test the validity of the
SM.
Since the discovery of the top quark in 1995 in pp¯ collisions at the Tevatron in
the CDF and D0 experiments [3, 4], high precision measurements of its properties
have been performed. At present, the CDF and D0 experiments are no longer opera-
tive. Another accelerator, the Large Hadron Collider (LHC), is operative at present. It
has been producing pp collisions at 7 TeV and 8 TeV during 2011 and 2012 respec-
tively and it will work at ∼ 13 TeV in the near future (2015). The ATLAS (A Toroidal
Large ApparatuS) and CMS (Compact Muon Solenoid) are the general purpose ex-
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periments placed at the LHC that are currently detecting and studying top quarks
produced through the pp interactions.
The most commonly used technique to determine the top quark mass consists in
direct measurements of the invariant mass of its decay products. The interpretation of
this measurement within a renormalization scheme (the pole mass) has an unknown
uncertainty which might be of the order ∼ 1 GeV [5, 6]. The achieved experimental
precision obtained so far is however better than 1 GeV (∼ 0.5%) (see, for example,
Ref. [7]). Therefore, alternative methods with similar experimental precision and in
which the mass is theoretically unambiguously defined become very relevant and im-
portant. The most well known alternative top-quark mass measurement is based on
its extraction from inclusive top-quark pair cross section measurements. The mass
extracted using this method is well defined in terms of the mass couplings that appear
in the SM Lagrangian, but the uncertainties are larger than for the direct measurement
since the sensitivity of the cross section on the top quark mass is limited.
The first part of this PhD describes the definition and study of a new method to de-
termine the top-quark mass using a well defined theoretical framework. These studies
are based on top-quark pair production in association with a hard jet using next-to-
leading order QCD calculations [8, 9, 10]. More precisely, this new method employs
the normalized differential t ¯t +1-jet cross section dependence on the top-quark mass
to infer it. The method is specially sensitive to the top-quark mass in regions of the
phase space where the invariant mass of the t ¯t + 1-jet system is small. Moreover,
due to the normalization of the measured quantity, some theoretical and experimental
uncertainties are reduced due to cancellations between numerator and denominator.
The defined method shares the rigorous interpretation of the mass with the top-quark
mass extraction from the inclusive top-quark pair production cross section. This work
has been performed by a close collaboration between experimental (from Valencia -
IFIC) and theoretical (from Berlin - DESY and Humboldt-Universita¨t) physicists. The
results of this work have been published in the European Physics Journal in March
2013 [11].
The second part of this thesis reports the first experimental top-quark pole mass
determination using the proposed method using data collected by the ATLAS collabo-
ration during 2011 in pp collisions at 7 TeV. To this end, t ¯t+1-jet events are identified
and the differential cross section is measured. A complete study of the systematic and
statistic uncertainties associated to the top-quark mass determination has been per-
formed. Two different types of systematic uncertainties have been carefully estimated:
the experimental systematic uncertainties (associated to the signal, background, de-
tector performance modeling) and the theoretical systematic uncertainties (due to the
choice of the parton distribution function that describes the internal structure of the
proton and the ones due to non calculated higher order terms in the t ¯t + 1-jet cross
section). The results were presented by the ATLAS collaboration in the Top2014 con-
ference [12] and a paper to be submitted to the Journal of High Energy Physics (JHEP)
is being prepared.
This thesis is organized as follows. The formalism and the matter content of the
Standard Model is introduced in Chapter 1. In Chapter 2, a short review of the most
important aspects related to the modeling of the interactions between hadrons at high
Contents 3
energies are presented. The LHC accelerator and the ATLAS detector are presented
in Chapter 4. Top-quark physics is introduced in Chapter 3. In this chapter, the impor-
tance of a precise top-quark mass measurement is discussed in detail and the new
method is presented and its theoretical properties largely discussed. The reconstruc-
tion of t ¯t +1-jet events with the ATLAS detector is shown in Chapter 5. In Chapter 6,
the top-quark mass is extracted from the measured differential cross section. Finally,
Chapters 7 and 8 contain the prospects for future improvements of this analysis and
the conclusions, respectively.
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1The Standard Model of Particle
Physics
According to present knowledge, matter is composed by fundamental bricks called
elementary particles, which are supposed to be indivisible objects. Their classification
and the way that they interact between them is, nowadays, understood within the
theoretical framework of the Standard Model of Particle Physics.
The chapter starts in Section 1.1 with a short description of the Standard Model
(SM) theory and of the classification of particles and interactions. In Section 1.2 the
gauge formalism of the SM theory is introduced very briefly. In Section 1.3, the Brout-
Englert-Higgs mechanism by which the elementary particles of the SM acquire their
masses is covered.
This chapter presents a short summary of the most important concepts of the
Standard Model related to the work presented in this thesis. A detailed review of
them is omitted since it is beyond the scope of this work. To avoid the repetition of
references in the text, some academic sources consulted during the writing of this part
are given in references [13, 14, 15].
1.1 The structure of the Standard Model
There are four fundamental interactions among elementary particles: the elec-
tromagnetic interactions, which are described by Quantum Electro-Dynamics (QED),
the weak interaction, the strong interaction which is described by Quantum Chromo-
dynamics (QCD) and, finally, the gravitational interactions. The Glashow-Weinberg-
Salam model [16, 17, 18] merges the QED theory with the theory that describes the
weak interactions in the so-called Electroweak Theory (EW). The combination of QCD
with Electroweak theory forms the Standard Model of the particle interactions. Gravity
is not included in the SM and its implementation represents one of the majors goals
in the field of particle physics.
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Thus, the SM is based on the fact that the elementary particles are the building
blocks of nature. These particles are structureless objects defined by a number of
intrinsic properties: mass, spin and their quantum numbers that describe the SM dy-
namics. The elementary particles are classified in two types according to the SM:
fermions (spin 12 , decribed by the Fermi-Dirac statistics) and bosons (integer spin, de-
scribed by the Bose-Einstein statistics). More formally, the Standard Model is a gauge
theory which describes the interactions between fermions bosons. These interactions
are mediated by the interaction or gauge bosons. These bosons arise from the re-
quirement of the local gauge invariance of the fermion fields. The interaction bosons
are manifestations of the symmetry group responsible of each interaction.
The SM is formulated as a quantum field theory in which the fermions and bosons
are represented by quantum fields. The whole information of these fields and their
interactions is encoded in the so-called SM Lagrangian, L , which is a scalar function
of the quantum fields. Similar to what it is done in classical mechanics, the equations
of movement are derived assuming that the action is stationary: δ∫ Ldt = 0. The in-
teraction between particles, and its physical representation as mediator bosons, arise
from the requirement of the local gauge invariance of the fermion fields. Gauge in-
variance means that the action remains invariant under transformations of the fields
in the space-time. These symmetric transformations can be global (for all the space)
or local.
The SM fermions.
Fermions are classified in two different groups: leptons and quarks.
Leptons can also be classified in two groups: the ones that carry electrical charge
and the others. The electron (e), muon (µ) and tau (τ) have electrical charge equal to
q = −1. The other group of leptons does not have electrical charge but does carry
weak isospin charge: the neutrinos (ν). The electrically charged leptons and the neu-
trinos are related to each other by their weak isospin charge. Following this descrip-
tion, the leptons are separated in three generations (three weak isospin doublets): 1st
generation (e,νe), 2nd generation (µ,νµ) and 3rd generation (τ,ντ).
There are six types (or flavors) of quarks: up, down, strange, charm, bottom and
top (u,d,s,c,b, t). Quarks are not found in nature as free particle since they are con-
fined through strong interaction into composite particles called hadrons. Ordinary and
stable matter is only composed by the up and down flavors, which are the building
blocks that compose the protons and neutrons (both of them are also hadrons). The
quarks are classified also in three families which separates them into doublets of weak
isospin: 1st generation (u,d), 2nd generation (c,s) and 3rd generation (b, t)
Since the second and third families are unstable the heaviest quarks (strange,
charm, bottom and top) the µ,τ and their neutrinos can only be found in nature when
high energy interactions are produced (accelerator experiments, processes involving
high energy cosmic radiation...).
Classification of all SM fermions and their properties are summarized in the Fig. 1.1.
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The SM bosons.
The photon (γ) mediates the interactions between electrically charged particles
(QED interactions). The W± and Z bosons mediate the weak force. Finally, eight
gluons (g) mediate the strong interaction.
The weak interaction mediator bosons and the fermions in the SM acquire mass
through the Brout-Englert-Higgs (BEH) [19, 20, 21, 22, 23, 24] mechanism which
causes a Spontaneous Electroweak Symmetry Breaking (EWSB) that keeps the in-
variance of the Lagrangian under the symmetry group, while the ground state of the
system (the vacuum state) no longer exhibits the invariance. The Higgs boson is the
physical state associated to the BEH field.
The general properties of the SM bosons are also found in Fig. 1.1.
Figure 1.1: Fundamental particles (and their properties) of the Standard Model. The
three firsts columns show the three different generations of fermions. The fourth column
is filled by the representation of the gauge bosons related to the weak interaction. In the
fifth column the photon, responsible of the electromagnetic interactions is shown. In the
sixth, the gluon is presented. Finally, in the bottom part, the Higgs boson, which appears
in the electroweak symmetry breaking processes, is listed. The listed properties are their
mass (m), electrical charge (Q) and spin (S) [25]. The possible color states for the quarks
and gluons are represented with color dots. The curly brackets indicate the participating
particles for the interactions and the couplings to the Higgs boson.
1.2 The gauge sector: Local SUC(3)⊗ SUL(2)⊗UY gauge
invariance
The SM theoretical formulation is based on the gauge symmetry group SUC(3)⊗
SUL(2)⊗UY of unitary gauge transformations. The strong interactions are described
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by the first group, SUC(3) (the 3× 3 unitary matrices with unit determinant group).
The gauge theory of the electroweak interactions appears in the SM represented by
the SUL(2)⊗UY . The first (the 2× 2 unitary matrices group) describes the weak
interactions, the second (the group of complex numbers with unit modulus) the weak
hypercharge.
1.2.1 The theory of the electroweak interactions
The electromagnetic and weak interactions are described by the SUL(2)⊗UY
gauge symmetry group. The SUL(2) only affects the left-handed fermions fL 1 and
is defined in the space of the weak isospin charge, T (its generators are; Ti = σi/2
where i= 1,2,3 and σi are the Pauli matrices). UY is defined in the space of the weak
hypercharge, Y , which is constructed from the electromagnetic charge and the third
component of the weak isospin.
The fermion fields, f , are divided in left-handed or right-handed, fL, fR:[
νl qu
l− qd
]
≡
(
νl
l−
)
L
,
(
qu
qd
)
L
, l−R ,(qu)R,(qd)R (1.1)
where ν refers to the neutrino, l to the lepton and q to he quark fields.
The SM electroweak Lagrangian is:
L = ∑
f=l,q
¯f iγµDµ f
− 1
4
W iµνW
µν
i −
1
4
BµνBµν
+ LGF +LFP (1.2)
The first line represent the fermion term and the fermion-gauge bosons interaction
terms of the Lagrangian where Dµ is the covariant derivative,
Dµ =
(
∂µ− ig~T · ~Wµ− ig′Y2 Bµ
)
(1.3)
and ~Wµ,Bµ are the gauge boson fields associated to the W±,Z and γ bosons. The
second line summarizes the gauge boson kinetic self-interaction terms, given by the
field tensors:
W iµν = ∂µW iν−∂νW iµ +gεi jkW jµ W kν ,
Bµν = ∂µBν−∂νBµ (1.4)
with εi jk being the Levi-Civita tensor. The associated physical gauge bosons W±µ ,Zµ
1The left-handed and right-handed neutrinos are defined using the chirality operator γ5 = iγ0γ1γ2γ3
as fL = 12 (1− γ5) f ; fR = 12 (1+ γ5) f
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and Aµ are obtained form the electroweak eigenstates by,
W±µ =
1√
2
(W 1µ ∓W 2µ ),
Zµ = cos θWW 3µ − sinθW Bµ,
Aµ = sin θWW 3µ + cosθW Bµ, (1.5)
where θW is the Weinberg angle and defines the rotation in the neutral sector. Iden-
tifying the interaction terms of Aµ with those of QED, we get the relation between the
various couplings:
g =
e
sinθW
, g
′
=
e
cosθW
Q = T3 + Y2 (1.6)
Finally, the last line in Eq. (1.2) shows the gauge fixing abd Faddeed-Popov terms
that are needed to quantize the gauge theory (which discussion is well far from the
score of this document).
1.2.2 The theory of the strong interactions
Strong interactions are described by a SU(3) color-symmetry group (non abelian).
The color is treated as the charge of the strong interaction. The QCD Lagrangian is:
L = ∑
f
q¯αf (iγµDµ)qαf
+ gsGµa ∑
f
q¯αf γµ
(λa
2
)
αβ
qβf
− 1
4
(∂µGνa−∂νGµa)
(
∂µGqν−∂νGµa
)
+
gs
2
f abc (∂µGνa−∂νGµa)GbµGcν−
g2s
4
f abc fadeGµbGνcGdµGeν (1.7)
where λa (a= 1, . . .8) are the generators of the fundamental representation of SUC(3),
Gµa are the gauge boson fields associated to the gluons, Dµ is the covariant derivative
Dµ ≡ ∂µ− igsGµ(x) = ∂µ− igs λa2 Gµa(x) and f abc are the structure constants1.
All the interactions are given in terms of the single universal coupling gs. The
strong coupling is then defined as αs = g
2
s
4pi in analogy with the electromagnetic con-
1The matrices generators for SUC(3) λa, are traceless and satisfy: [λa,λb] = 2i f abcλc with f abc the
SU(3)C structure constants which are real and totally antisymmetric:
f123 = 1, f458 = f678 =
√
3/2, f147 = f165 = f246 = f345 = f376 = f257 = 1/2
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Figure 1.2: Relation between the SU(N) group constants and the splitting functions
stant. The first and the second line in Eq. (1.7) represent the kinematic term of the
quarks and the interaction term between quarks and gluons, respectively. The third
line represents the free kinematic term of the gluon propagator and, in the last line,
the gluon self interactions are shown.
For SU(N), defining the color matrices as Ta = λa/2, the following relations can
be obtained:
TF ≡ δabTr(T aT b) = 12
CF ≡ δac ∑
A
T AabT
A
bc =
N2−1
2N
CA ≡ δCF ∑
A,B
f ABC f ABD = N (1.8)
These quantities, characteristic of the gauge group chosen to construct the La-
grangian, are directly related to the strength of the different couplings between gluons
and quarks. They are schematically shown in Figure 1.2 for SUC(3). This kinde of
diagrams used to represent the interactions are called Feynman diagrams: they are
pictorial representation of the mathematical expressions that describe the dynamics
of the particles within quantum field theories.
1.3 Spontaneous Symmetry Breaking
The electroweak and QCD Lagrangians only contain massless fields. This hap-
pens for the bosons and for the fermions. Adding mass terms will introduce a breaking
of the gauge symmetry. The way to deal with this feature in the SM (since the weak
interaction bosons (W± and Z) and the fermions are known experimentally to be mas-
sive) is the so-called Brout-Englert-Higgs Mechanism. The basic idea consists of
introducing a new term to the Lagrangian in such a way that it preserves the gauge
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symmetry but the vacuum state of the system does not. Actually, it preserves the
gauge symmetry in the UY (1) group. This new Lagrangian will have a degenerate
set of states of minimal energy. When one of these states is arbitrarily selected to
be the ground state, the symmetry is spontaneously broken. The BEH mechanism
introduces two new pieces to the SM Lagrangian.
ElectroWeak boson masses and Spontaneous Symmetry Breaking:
the BEH mechanism I
The first is associated to the generation of the mediator weak bosons mass, the
LSSB:
LSSB = (DµΦ)†(DµΦ)−V (Φ)
V (Φ) = −µ2ΦΦ† +λ(Φ†Φ)2, λ > 0 and µ2 < 0 (1.9)
constructed adding a new system Φ which is an SU(2)L doublet of complex scalar
fields with hypercharge Y = 1
Φ =
(φ+
φ0
)
(1.10)
This four components doublet of complex scalar fields has an infinite set of de-
generate states with minimum energy, |Φ|2 = Φ†Φ = − µ2λ ≡ v2 , being v the vaccum
expectation value. All these states keep the U(1) symmetry but not the SU(2)⊗U(1)
symmetry. Therefore, when, according to the BEH mechanism, a particular vacuum
is chosen, the symmetry is spontaneously broken.
As a consequence, three massless Goldstone bosons are generated, which are
absorbed to give mass to the weak bosons W± and Z. The remaining fourth compo-
nent of the complex doublet Φ manifest itself in the scalar particle called Higgs boson.
The acquired masses for the weak and Higgs bosons are:
MW =
gv
2
MZ =
v
√
g2 +g′2
2
=
MZ
cosθW
MH = v
√
2λ (1.11)
The value of vacuum expectation value can be estimated using the GF/
√
2 =
g2/(8M2W ) relation obtained from the effective V-A theory:
v =
1√
GF
√
2
≃ 246 GeV, (1.12)
where GF is the Fermi constant. Using this estimated value for v, the known value of
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fine structure constant and the estimation of the Weinberg angles (fro example from
muon and neutrino scattering), the mass of the W± and Z boson can be estimated at
first order:
MW =
√(
piα
GF
√
2
)
1
sinθw
≃ 78 GeV
MZ =
MW
cosθw
≃ 89 GeV (1.13)
Introducing calculations at high accuracy gives better agreement with experimen-
tally measured values [25].
The mass of the Higgs bosons is determined by the λ coefficient which is un-
known.
Fermion masses and Spontaneous Symmetry Breaking:
the BEH mechanism II
The second term introduced to the EW Lagrangian by the BEH mechanism is the
so-called Yukawa Lagrangian. It is a gauge invariant fermion-scalar coupling:
LYW = λe ¯lLΦeR +λuq¯L ˜ΦuR +λdq¯LΦdR +h.c (1.14)
where,
lL =
(
νL
eL
)
; qL =
(
uL
dL
)
; ˜Φ = iσ2Φ∗ =
( φ∗0
−φ−
)
(1.15)
Similarly to previous case, expanding the Lagrangian around the vacuum and
rotating the weak eigenstates to the mass eigenstates, a new set of mass terms is
obtained:
LYW =−
(
λe
v√
2
)
e¯′Le
′
R−
(
λu
v√
2
)
u¯′Lu
′
R−
(
λd
v√
2
)
¯d′Ld′R + . . . (1.16)
that corresponds to the mass terms of the massive fermions,
me = λe
v√
2
; mu = λu
v√
2
; md = λd
v√
2
; . . . (1.17)
being λ f the Yukawa coupling of the fermion f with the Higgs field.
If the LSSB and LYW are rewritten in terms of the physical scalar fields, they can
be understood as the free and interaction terms of the Higgs field,
LSSB +LYW → L f reeH +L intH + . . . (1.18)
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where,
L
f ree
H =
1
2
∂µH∂µH− 12M
2
HH
2 (1.19)
is the Higgs free Lagrangian and,
L intH = −
gM2H
4MW
H3− g
2M2H
32M2W
H4
− m f g
2MW
¯f H f
+ M2WW+µ W µ−
(
1+
g
MW
H +
g2
4M2W
H2
)
+
M2z ZµZµ
2
(
1+ g
MZ cosθw
H +
g2
4M2Z cos2 θw
H2
)
(1.20)
where the interaction terms which are proportional to the gauge couplings and to the
particle masses (including the Higgs mass). The first row in Eq. (1.20) shows the
Higgs self-couplings. The couplings with the fermions, the W± and the Z are shown
in the second, third and fourth rows respectively.
The Brout-Englert-Higgs mechanism explains why particles acquire masses through
their interaction with the Higgs field, but the value of their masses is undetermined by
the SM.
Recently, in the Large Hadron Collider experiments (LHC), a new state compatible
with the properties of the Higgs boson has been discovered [1, 2] with a measured
mass of MH = 125.03 GeV [26, 27]. With this mass value, the Higgs boson is the
second heaviest elementary particle discovered so far, after the top quark, which mea-
sured mass is mt ≃ 173 GeV [25]. In Chapter 3 the relation between the mass values
of these two particles (and the electroweak bosons) and their role in the EWSB sector
is discussed in more detail.
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2Quantum Chromodynamics for
hadron colliders
The QCD Lagrangian that explains the strong interactions between quarks and
gluons has been presented in the previous chapter. This Lagrangian presents two
features that are not present in QED or the Weak Lagrangians: confinement and
asymptotic freedom. The confinement is the property which make quarks and gluons
to be bounded into hadrons. The asymptotic freedom is the property of the strong
interaction which explains that at high energies (i.e. short distances) the constituents
of hadrons behave as quasi-free particles.
Understanding QCD is crucial to study the interactions that occur when two hadrons
collide as it happens in the Large Hadron Collider (presented in Chapter 4) where pp
collisions at high energy are produced and measured. These interactions occur be-
tween the constituent quarks and gluons (called partons) of the incident hadrons. To
understand the dynamics of the interactions, theoretical calculations of the partonic
cross sections must be performed with high precision. Moreover, a good knowledge
of the internal structure of the incident hadrons is needed to obtain good theoretical
predictions. The theoretical technique used to make predictions for high energy in-
teractions between hadrons is called perturbative QCD (pQCD) which is presented
in Section 2.1. In this section, concepts like the factorization of the cross section,
renormalization of couplings (αs, masses of the particles ...) and fields, infra-red safe
observables, parton distribution functions, etc, are discussed. In Section 2.2, the
Monte Carlo tools that are used by high-energy physicists to predict and to simulate
these interactions in a framework in which they could be compared with experimental
data are presented. Finally, in Section 2.3, the notion of jets is introduced.
More detailed reviews on the presented concepts can be found in Refs. [14, 28,
29, 30, 31] which have been used during the writing of this chapter.
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2.1 Theoretical description of hadronic collisions:
QCD improved parton model
High-energy interactions between colliding hadrons occur between their constituents:
quarks and gluons called constituent partons. The interactions are described by the
so called QCD improved parton model. In this model, the H1H2 → X cross section
calculation for two hadrons, H1 and H2, colliding at high energies and producing X as
final state is:
dσ =∑
a,b
∫
dx1dx2 fa/H1(x1,µF) fb/H2(x2,µF)dσˆab→X (sˆ,µF) (2.1)
where f j/H represents the parton distribution function (PDF) which qualitatively de-
scribes the probability of finding a parton j inside the hadron H1,2 carrying a mo-
mentum fraction between x and x+ dx. The factorized partonic cross section from
matrix elements is represented by dσˆab→X with sˆ = x1x2 · sH1H2 the squared center
of mass energy of the interaction between the incident partons. Since the coupling
constant, αs is small at high-energies, the partonic cross section can be calculated as
a perturbative expansion in terms of αs
The partonic cross section is model and process dependent. The PDF depend
only on the incoming hadrons and are process independent. To calculate the cross
section, both contributions are convoluted, by direct application of the factorization
theorem [32] at certain scale µF known as factorization scale.
A more detailed description of the perturbative QCD calculations and the factor-
ization and parton distribution functions can be found in the following sub-sections.
2.1.1 Higher order calculations in pQCD: UV and IR divergences
The parton level cross section dσˆab→X (sˆ,µF ,µR) is calculated perturbatively as
an expansion in αs. Schematically:
σˆ = σBorn(1+
αs
2pi
c1 +(
αs
2pi
)2c2 + ...) (2.2)
The leading-order (LO) approximation corresponds to the Born calculation of the
tree level diagrams. For example, Fig. 2.1 shows the LO partonic contributions to
the pp→ t ¯t +X cross section. Next-to-leading-order (NLO) corrections offer a better
description of the final state including extra radiation corrections, the so called real
corrections. This additional radiation also opens the possibility of having additional
initial state partonic channels.
2.1.1.1 Ultraviolet divergences and renormalization procedure
Gauge Quantum Field Theories are renormalizable [33], i.e. all the ultra violet
(UV) divergences can be reabsorbed through the redefinition of a finite numbers of
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Figure 2.1: Partonic leading-order contributions for the pp→ t ¯t cross section
fields and couplings of the theory. When computing NLO calculations, the application
of the Feynman rules lead to the so called loop integrals responsible for the UV diver-
gences. This kind of integrals are logarithmically divergent due to the behavior at high
energy. Two examples are shown in Fig. 2.2: the gluon self-energy in the left and the
quark self-energy in the right.
The usual strategy to deal with these divergences consist in:
• Regularization: localize and identify the divergence.
• Renormalization: absorb the divergent terms in a redefinition of the fields and
couplings.
Figure 2.2: Self-energy diagrams example. The first diagram corresponds to the gluon
self-energy and the second to the quark self-energy. The four momenta of the gluon and
quark, respectively, are represented by q and p.
The most common procedure to regularize the integrals is the dimensional regu-
larization which preserves the gauge symmetry of QCD. In this method the 4-dimensions
integrals are converted in d-dimensions integrals with d = 4+2ε and ε 6= 0.
A renormalization scale µR is introduced in order to keep the coupling constant
dimensionless in d-dimensions. The divergences will appear as a function of 1/ε.
They are isolated and separated to be reabsorbed by the coupling constants, but this
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separation procedure is ambiguous, as far as the definition of the finite contribution
can be split in different ways.
Therefore, a renormalization scheme to specify how the coupling constants will
absorb the divergences is needed. One scheme is the MS scheme (Minimal sub-
traction) which only subtracts the divergent 1/ε term. The most used scheme is the
MS scheme (Modified Minimal subtraction) in which 1/εˆ is subtracted, with 1/εˆ ≡
1/ε + γE − ln4pi1. After having chosen the renormalization scheme, the couplings
absorb the divergences and the dependence with the scale µR.
Renormalization group equation and the running of the couplings
Two degrees of freedom have been introduced during the application of the renor-
malization procedure: the choice of the renormalization scheme and the introduction
of a new scale µR. However, physical quantities can not depend on any of these arbi-
trary choices. This independence leads to the renormalization group equation for any
observable R(Q2/µ2R,αs(µR),m(µR)/Q):
0 = µ2R
d
dµ2R
R(Q2/µ2R,αs(µR),m(µR)/Q) =
=
(
µ2R
∂
∂µ2R
+β(αs) ∂∂αs − γ(αs)m
∂
∂m
)
R (2.3)
which defines two renormalization group coefficients: the β function and the anoma-
lous mass dimension γ. The first is
β(αs) = µ2R ∂αs∂µ2R
, β(αs) =−(β0α2s +β1α3s + . . .) (2.4)
where β j is referred to as the j+1-loop beta function coefficient. For the 1-loop case
and within the MS scheme: β0 = (33−2n f )/(12pi) where n f is the number of active
quark flavors in the calculation. The second is
γ(αs) =−µR 1
m
∂m
∂µR
, γ(αs) = γ0αs + γ1α2s + . . . (2.5)
where γ is known as the mass anomalous dimension and its first coefficients are
γ0 = 1/pi, γ1 = 1/(16pi2) [202/3−20n f /9].
The solutions of these equations lead to the running of the coupling constants:
they depend on the reference scale. For example, the running of αs solved at LO is,
αs(µ2R) =
αs(µ20)
1+β0αs(µ20) log(µ2R/µ20)
(2.6)
1Where γE is the Euler constant.
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In the case of the masses, solving the Eq. (2.5),
m(µ2R) = m(µ
2
0)exp

−
αs(µ2R)∫
αs(µ20)
γ(αs)
β(αs)dαs

 (2.7)
is obtained.
Since γ(αs)/β(αs)) is positive, quark masses in the MS scheme are smaller at
higher energies.
In both cases the result can be expressed in terms of the value at a reference scale
µ0 or in terms of the non-perturbative constant ΛQCD which is the scale where the
coupling diverges. Only for scales with µR ≫ Λ (αs ≪ 1) the perturbative expansion
is meaningful. ΛQCD depends on the renormalization scheme and on the number of
active flavors in the calculation.
Renormalization of the quark masses: pole and MS quark masses
Specifically for the quark mass renormalization, another option is possible and of-
ten used in perturbation theory: the pole mass (or on-shell mass) scheme. The full
quark propagator at LO is given by the Dyson summation of the leading-order quark
propagator without corrections plus all the gluon propagator one-loop self-energy con-
tributions, as it can be seen schematically in Fig. 2.3 (up and down respectively).
Figure 2.3: Dyson summation of the leading-order quark propagator. In the first row the
diagram contributing to the quark self-energy at leading order in QCD is shown. In the
second row, the result for summing to all orders in β0αs.
The full propagator is written in terms of the renormalized quark mass and self-
energy:
S(q) = 1
q−mR−ΣR (2.8)
where the self energy, in general, shifts the location of the pole of the propagator.
The pole mass renormalization scheme is chosen in such a way that the mass will
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be the pole of the propagator:
ΣR(q2 = mpole) = 0 (2.9)
Since mpole and m(µR) are both the renormalization of the same coupling, a rela-
tion between both can be obtained. At NLO this relation is:
mpole = m(m2)
[
1+ 4
3pi
αs(m
2)+O(α2s )
]
(2.10)
It should be noticed that:
a) the different mass schemes cannot be distinguished at LO;
b) physics are independent of the choice of the mass scheme.
2.1.1.2 Infrared divergences and infrared safe observables
Virtual corrections may introduce other kind of divergences: the infrared (IR) di-
vergences. They originate from soft or collinear configurations of the loop momentum
and, as it happens with the UV divergences, they can be regularized. The real correc-
tions to the Born diagrams (the LO diagrams) give emission of quarks and gluons in
the final state. Diagrams of this type, as well as the virtual diagrams, are schematically
shown in Fig. 2.4.
Figure 2.4: Gluon real emission (uppermost diagrams) and virtual (lowermost diagrams)
corrections to the final state X → g→ qq¯ at LO
Real and virtual corrections lead to divergent integrals ∼ ∫ 1
(kq+kg)2 , which are
divergent in two different regimes:
• collinear regime, when the final partons become collinear kq||kg and indistin-
guishable;
• soft regime, when the parton emission is soft Eg → 0.
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IR safe observables
The divergences in the virtual and real corrections have the same form. The di-
vergences from both corrections can be regularized to be cancelled with each other.
The theoretical foundation is provided by the Kinoshita-Lee-Nauenberg (KLN) theo-
rem [34, 35]. This theorem states that the divergences will cancel for properly defined
observables. This observables are called infrared safe observables and fulfill the fol-
lowing requirements:
ˆOn+1(...,ki, ...,k j, ...)
ki||k j−−−→ ˆOn(...,✓❙ki, ...,✓✓❙❙k j, ...,ki + k j, ...)
ˆOn+1(...,kso f t , ...)
kso f t→0−−−−→ ˆOn(...,✟✟❍❍kso f t , ...) (2.11)
which means that they are not sensitive to the collinear (first line) and soft (second
line) emissions.
For example, lets consider two observables which are calculated for quark-antiquark
pairs (qq¯+X ) final states and where the NLO corrections predicts an extra gluon in
the final state through real corrections, i.e. qq¯+g:
• the inclusive cross section σ(qq¯) is an IR safe observable since it contains all
the possible final states qq¯+ng with n = 0,1 . . . ;
• the number of final partons is not a IR safe observable since the emission of a
soft/collinear gluon modifies the final state multiplicity.
However, it is possible to define properly an IR safe observable that measures the
final state multiplicity by defining the final state in a way that a soft/collinear emission
does not modify the final state. Such observables are defined as a function of final
objects which are non-sensitive to soft/collinear emissions. These objects can be
obtained by clustering final state partons into the so-called jets. These are studied
more deeply in Section 2.3.
Full NLO calculations
Assuming that the UV-divergences have been removed by renormalization and an
IR safe observable has been defined, full NLO calculations can be performed. The soft
and collinear divergences that appear in the NLO corrections have universal behavior.
For the particular case of the cross section observable for a x→ n− partons process,
the calculation at NLO can be represented schematically as:
σNLO =
∫
n
(
dσB +dσV +
∫
1
dσA
)
+
∫
n+11
(
dσR−dσA) (2.12)
where dσB, dσV and dσR refer to the tree level contributions, virtual one-loop correc-
tions and the real emission terms respectively. The dσA correspond to the subtraction
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Figure 2.5: Initial state splitting. In the left, the emission of a gluon before the hard
process changes the momentum of the quark that participates into the hard interaction
and, the gluon, introduces a divergence in the integral in the collinear limit. In the right, the
virtual contribution in the incidental quark that will cancel the the previous divergences.
terms needed to cancel the infrared singularities numerically. Due to the universal be-
havior of the singularities, the counter-terms of any specific process can be calculated
using non process dependent algorithms. This way to deal with the IR divergences is
called subtraction method, i.e., the Catani-Seymour dipole subtraction method [36].
2.1.2 Factorization and parton distribution functions
High energy interactions between hadrons occur between their internal constituents
or partons: quarks and gluons. The hard interaction is calculated perturbatively thanks
to the behavior of the strong coupling constant at high energies (asymptotic freedom)
but the structure of the hadrons cannot be calculated perturbatively: it is derived from
data. The two pieces of the total cross section in Eq. (2.2) are evaluated separately
and independently, and finally factorized together to give the final result. In principle,
the structure of the hadron can be studied by Lattice QCD calculations, but the accu-
racy that they can reach at the moment is not competitive with the high accuracy that
hadron collider experiments demand.
In this context, the structure of the incident hadrons is modeled by the parton dis-
tribution functions (PDFs) which describe the possibility of finding a given parton with
a specific fraction of momentum of the incident hadron. Figure 2.5 shows two possi-
ble initial states of a parton that carries the fraction x of the total p momentum of the
hadron just before the hard interaction is produced. In the case that the hard interac-
tion occurs after some parton splitting (leftmost diagram of the figure), the momentum
entered in the hard process is lower than the initial fraction of hadron momentum that
the mentioned parton carry, x/z > x. The hard interaction cross section also gets con-
tributions from the virtual terms (rightmost diagram of the figure). Both contributions
present divergences of the same type of the divergences presented in Section 2.1.1.2
and similarly they are removed by dimensional regularization and factorization. In a
qualitative picture, the emissions that occur with k⊥ . µF are absorbed by the PDFs
and the emissions k⊥ & µF arise explicitly in the O(αs) term, where the µF is the
factorization scale.
The explicit dependence of the PDFs on µF is formally written in the Dokshitzer-
Gribov-Lipatov-Altarelli-Parisi (DGLAP) evolution equation [37, 38, 39] . A simplified
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version, where just one single quark flavor is included, reads:
d
d lnµ2F
(
q
g
)
=
αs(µ2F)
2pi
(
Pqq Pqg
Pgq Pgg
)
⊗
(
q
g
)
(2.13)
where represents the convolution
Pi j⊗q =
∫ 1
x
dzPi j(z)
q(x/z,µ2F )
z
(2.14)
of the so called splitting functions, Pi j(z), with the parton distributions functions of the
hadron H ( fq/H(x/z,µ2F ) = q(x/z,µ2F ) and fg/H(x/z,µ2F ) = g(x/z,µ2F )). The spliting
functions give the probability that a parton of type j converts into a parton type i
carrying fraction z of the momentum of parton j. These quantities are universal and
do not depend on the hard process. At first order and considering massless quarks,
they are:
Pqq(z) = CF
(
1+ z2
1− z
)
+
Pqg(z) = TF [z2 +(1− z)2] = Pq¯g
Pgq(z) = CF
[
1+(1− z)2
z
]
Pgg(z) = 2CA
[
z
(1− z)+ +
1− z
z
+ z(1− z)
]
+δ(1− z)11CA−4n f TF6
Pqq′ (Z) = Pqq¯(z) = 0 (2.15)
where the subscript plus represents the “plus” prescription 1.
The evolution of the PDFs with the scale is predicted perturbatively by the DGLAP
equation. It predicts that, even if the initial condition is pure quark (gluon), evolu-
tion generates some amount of gluon (quark) density. Moreover, it is predicted (for
example in Fig. 2.6) a depletion of the PDFs at large x and its increasing at low x,
specially for gluons. It is common to choose the µF value as the scale of the inter-
action Q2,mpolet , . . . to minimize the size of the higher order corrections similar to the
ones that appears in Eq. (2.2). The non-perturbative physics is characterized by the
dependence on x for a fixed Q20 which are evaluated by direct comparison with exper-
iments: Deep Inelastic Scattering (DIS), neutrino scattering with hadrons, differential
distribution of jet spectrum produced in hadron hadron collisions...
Different groups (MSTW, CTEQ, etc) (see, for example, Ref. [41]) provide PDFs
with their associated uncertainties. They have been exhaustively tested and contin-
1The “plus” prescription is defined as:
∫ 1
x
dz[g(z)]+ f (z) =
∫ 1
x
dzg(z) f (z)−
∫ 1
0
dzg(z) f (1) (2.16)
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Figure 2.6: The distribution of different partons species in the HERAPDF1.0
parametrization at a scale Q2 = 1.9GeV2 (leftmost plot) and Q2 = 10 GeV2 (rightmost
plot). Figure taken from Ref. [40].
uously updated and used as input by hadron hadron collider experiments to perform
their analysis. It is important to remark that the evolution equation presented here
has been written for the leading-order case with splitting functions at the same or-
der. NLO and NNLO corrections terms of Eq. (2.13) have also been calculated. The
improvement of the PDF by using these corrections can be seen in Fig. 2.7.
2.2 Monte Carlo Tools
In the previous section, fixed order calculations have been presented. NLO pre-
dictions may introduce large logarithmically enhanced corrections in some regions of
the phase space, where soft and collinear emissions spoil the perturbative behaviour.
This can be improved through the resummation of leading logarithmically enhanced
terms through the so called parton shower evolution (PS). Moreover, predictions of the
cross section including the final states with very high particle multiplicity are desired
in orded to compare with the experimental results. These predictions should allow to
incorporate experimental cuts, such as lepton acceptances, cuts on jets, etc... And
they have to be predicted at the level of hadronized particles.
Naively, the high energy quarks and gluons predicted as final states in the fixed-
order calculations evolve until they are bound into hadrons at low energies. This
evolution is summarized in the following points:
1. High energy quarks and gluons are produced by the hard interaction (predicted
using fixed-order calculations).
2. These highly accelerated quarks and gluons radiate (similar to the QED ra-
diation from accelerated electric charges) showering more quarks and gluons
until the energies are low enough. To explain the physics that happens at this
regime, the Parton Shower approach is used.
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Figure 2.7: Uncertainties on the evolution of the gluon distribution from a fixed (CTEQ61)
input at scale 2 GeV up to 100 GeV, for LO, NLO and NNLO evolution. The bands
correspond to the envelope of the results with three scale choices xµ = 1,2,1/2 and
what is plotted is the ratio to the result at a scale of 100 GeV, as obtained with NNLO
evolution using xµ = 1. Figure extracted from Ref. [? ]
3. Finally, these low-energy quarks and gluons are bound into hadrons. This pro-
cess of hadronization is usually approached from phenomenological models,
since the convergence of the perturbative expansions dependent on the αs
breaks down.
The way to calculate the fixed-order has been introduced in Section 2.1. In section
2.2.1 the principles that the Standard Monte Carlo programs (SMC) use to estimate
the PS in the regime of soft and collinear emissions starting from a LO prediction of the
hard interaction are briefly reviewed. Also in this section, some of the approaches de-
veloped to estimate how the hadronization processes happen are, briefly, presented.
In Section 2.2.2, the way to match NLO calculations with parton shower algorithms is
discussed.
2.2.1 Introduction to the Parton Shower algorithms in Standard Monte
Carlo programs
The SMC programs usually perform LO calculations of the process to study. They
implement the Parton Shower starting from the final state predicted using fixed LO
calculations. Once the LO prediction of the final state is calculated, each quark or
gluon in this final state can radiate softer quarks or gluons: the partons split. The
general equation for a parton splitting (Fig. 2.8) in the collinear and soft approximation
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is:
σn+1 ≃ σn d p
2
T
p2T
dz αs
2pi
Pi, jk(z) (2.17)
where Pi, jk(z) are the DGLAP splitting functions.
The squared transverse momentum p2T can be written as a function of the emis-
sion angle: p2T ≃ z2(1− z)2θ2 which in the soft and collinear limit fulfill the relation
dθ2
θ2 =
dp2T
p2T
.
Figure 2.8: The quark i splits in j and the emitted gluon k. For this particular splitting,
Pi, jk(z) =CF 1+z
2
1−z
The evolution of the partons from high energy to lower energies can be calculated
in a recursive way considering that the subsequent emissions are ordered in some
way (i.e. angle θ2, transverse momentum p2T ) making each new emission more and
more close to the collinear regime up to a predefined IR-cutoff (i.e. p2T > Q0) where
the perturbative expansion breaks down. The chosen variable to perform the ordering
is, in general, called the ordering variable t.
This evolution scheme only considers the real emissions of the partons (in the
collinear and soft emissions regime) but, actually, the logarithmic corrections must be
included in the parton shower. This is done through unitary constraints: the probability
to have a resolvable emission plus the probability of not having it is equal to 1. There-
fore the probability of going from the scale t0 to the lower scale t1 with no emission is
recursively given by:
dPno−emission(t0, t1) = limN→∞
N
∏
n=1
(
1−∑
jk
αs(tn)
2pi
dtn
tn
∫
Pi, jk(z)dz
)
= exp−
t0∫
t1
αs(t)
2pi
dt
t ∑jk
∫
Pi, jk(z)dz
≡ ∆i(t0, t1)
(2.18)
where ∆ is the so called Sudakov-Factor and it resums all the leading virtual contribu-
tions.
The probability to generate the first branching at any scale from a higher t is
independent from subsequent ones. Therefore, Eq. (2.18) can be written as a function
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Figure 2.9: Color assignments are required in the hadronization model: Lund string
model (leftmost plot), the cluster model (rightmost plot) etc. in order to form color singlet
structures from color connected partons. One widely-used model involves stretching a
colour ‘string’ across quarks and gluons, and breaking it up into hadrons (Lund model
implemented in PYTHIA). The second model breaks each gluon into a qq¯ pair and then
groups quarks and anti-quarks into colourless ‘clusters’, which then give the hadrons
(cluster model implemented in HERWIG).
of the Sudakov-factor:
dσn = dσ0
[
∆(t0)+∆(t)
αs
2pi
dt
t
P(z)
]
(2.19)
where ∆(t) = ∆(t, t ′)θ(t− t ′).
This equation explains the evolution of the parton shower produced by partons in
the final and initial states (FSR and ISR) of the hard interaction.
Soft singularities (z → 0) are also present in the DGLAP equations that contain
gluons in the final state of the branching. Wide angle soft gluons cannot resolve the
difference between a gluon and collinear quark and a gluon with the same quantum
numbers. This is known as the color coherence and it is sensitive to the choice of the
ordering variable.
SMC programs also have to estimate the evolution of the hadrons after the hard
interaction which modify the internal structure of the hadrons. This is usually called un-
derlying event (UE). These interactions, together with the FSR and ISR parton shower
lead to states populated by high multiplicity colored partons. SMC programs must
also estimate the QCD interactions between all these intermediate partons and also
interactions between other partons that are softer than the primary hard interaction
(called multiple interactions, MI). Finally, when showered partons reach to low energy
regimes, the perturbative behavior of the parton shower breaks down (the perturba-
tive expansion diverges at low energies). In this step, phenomenological models are
used to color-connect these low energy partons and hadronize them. The most com-
monly used hadronization models are the Lund String Model and the Cluster Model.
A pictorial scheme of how both hadronization models work can be seen in Fig. 2.9
These features of SMC programs (color coherence, UE, MI, hadronization, etc...)
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Figure 2.10: Schematic representation of a high energy hadron-hadron collision. Figure
taken from Ref. [31].
surpass the scope of this thesis and will not be discussed in much more detail. We
will just summarize the general features of two of the most known SMC programs,
PYTHIA [42] and HERWIG [43].
PYTHIA
In the last versions of PYTHIA(PYTHIA8, in C++) the parton shower are p⊥-ordered,
interleaved with multi-parton interactions and dipole-style recoil. The matrix element
for first emission in many processes is included and a large range of hard processes
too (at LO). The hadronization is performed by the Lund String Model which tends to
describe hadronization processes better than the cluster models.
HERWIG
Last versions (HERWIG++) are also implemented in C++ language. HERWIGperforms
the angular-ordered parton shower optimizing in this way the color coherence. It also
adds a quasi-collinear limit and recoil strategy based on colour flow. It include some
NLO processes automatically matched with the parton-shower algorithm (see next
section).
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Moreover, a general picture with the complete evolution of an hadronic interac-
tion simulated by SMC programs is shown in Fig. 2.10. In the central part of the
picture, we see the representation of both incident hadrons, with the three valence
quarks represented by three straight lines (all in green). The interacting partons of
both hadrons are represented by dark-blue lines. In the central part of the figure, the
partonic hard interaction is shown with maroon lines and a maroon bullet. Just above
of the hard interaction, the FSR radiation is shown, with red lines and bullets. And
juts below the hard interaction, the ISR interactions are shown using blue lines. The
magenta bullet represents the UE and MI processes. When, for all the processes sim-
ulated, the parton shower reaches low energies, the fragmentation process starts. It is
represented by light-green bullets which afterwards produce the hadrons (dark-green
bullets) which, afterwards, decay (small dark-green bullets).
2.2.2 Next-to-Leading order and Parton Showering
Next-to-leading order calculations are required for high precision measurements.
As it has been presented previously, they have to be matched with parton shower
algorithms to reduce the large corrections caused by the soft and collinear correc-
tions. Since the real corrections to the fixed order cross section includes also soft and
collinear emissions, a naive combination of NLO predictions with a parton shower can
not be performed without avoiding a double-counting for these emissions.
One possible solution is based on the inclusion of further real emissions and
avoids the double counting by a proper matching, i.e. the MLM matching algorithm [44,
45, 46]. Since the approach is based on LO predictions, it suffers from large uncer-
tainties under scale variations.
General methods to match NLO fixed order calculations with PS algorithms have
been developed, i.e., MC@NLO [47] and POWHEG [48]. In this chapter the POWHEG
method is described in more detail, as it is most often referenced in this thesis even
though both approaches are equivalent.
The POWHEG method can be summarized in three steps:
• It generates only the hardest emission including full tree level real matrix ele-
ment and virtual corrections (see next paragraphs for more details);
• the shower generates subsequent emissions, performing (N)LL resummation of
collinear and soft partons;
• the emissions performed by the PS are vetoed if harder than the first.
The POWHEG method to calculate the hardest emission is based on the following
redefinition of parton shower equation (Eq. (2.19)):
dσNLO = ¯B(Φn)dΦn
[
∆POW (Φn, pmin⊥ )+∆POW(Φn,k⊥)
R(Φn+1)
B(Φn)
]
dΦrad (2.20)
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where the ¯B(Φn) includes all the NLO cross section information with the integral over
the phase space of the extra emission done implicitly, in such a way that σNLO =∫
n
¯B(Φn)dΦn. The R(Φn+1) refers to the real correction terms and the complete
phase space is defined as dΦn+1 = dΦndΦrad . The factors associated to the soft
and collinear emissions in Eq. (2.18) and Eq. (2.19) have been exchanged with a
factor between the real corrections and the Born term:
αs
2pi
P(z)
t
←→ R(Φn+1)
B(Φn)
∆←→ ∆POW (2.21)
which are equivalent in the soft and collinear limit
lim
pT→0
R(Φn+1)
B(Φn)
=
αs
2pi
P(z)
p2T
(2.22)
where the transverse momentum, pT , is chosen as ordering variable.
The POWHEG-Sudakov factor , i.e. the probability of not emitting with transverse
momentum harder than pT is now related to the actual real corrections which keep
the LL accuracy of the parton shower programs. In the soft and collinear region
¯B ≃ B(1+O(αs)). Moreover, in the hard pT region, the NLO accuracy is preserved
since ∆POW ≃ 1. Events (with the hardest emission included) are generated accord-
ing to Eq. (2.20) and afterwards the parton shower of a SMC program is implemented
vetoing emissions harder than the generated by POWHEG.
The MC@NLO method follows similar ideas (actually MC@NLO was the first
method to be developed). This method first calculates the NLO matrix element correc-
tions to an n-body process using subtraction terms. Then the first shower emission of
an n-body topology populating an n+1 phase space is calculated analytically without
using Sudakov terms. In the next step, the shower expression is subtracted from the
n+ 1 ME and the rest of σNLO is considered as n-body. Finally, the shower is added
to both kind of events.
2.3 Jet physics
The concept of a “jet” has been introduced very naively in Section 2.1.1.2. When
quarks and gluons are present in the final state (partonic cross section) an infrared
safe prescription to define final objects, called jets, is needed. At parton level just
a few partons are present in the final state but when parton shower calculations are
performed, new quarks and gluons appear due to soft and collinear emissions. This
must not change the number of final number of jets. The same must occur when the
partons hadronize and they interact with the detector. Both theory and experimental
results are often presented in terms of jet cross section and thus jets provide the
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meeting point between the two.
The definition of a jet involves two steps:
• Jet algorithm: definition of the criteria and rules chosen to decide which parti-
cles (or partons) have to be combined. These rules may be based on distance
and energy parameters like the angular distance or the pT .
• Recombination scheme: combine the particles (or partons) chosen to group
inside the jet. One example is the E-scheme which simply adds the four mo-
mentum of the particles.
The historical approach to the jet algorithm definition in hadron hadron colliders is
based in the so called cone-algorithms. In a very naive picture they chose, in some
way, the hardest particles and iteratively join to them all the particles inside a cone
of radius R. They are not described in detail, as they are no longer used at ongoing
hadron-hadron colliders. The reason to not use them is that, to some extent, they all
suffer from infrared unsafety. The present approach to the definition of jet algorithms
for hadron colliders consists in the so called clustering algorithms. In this chapter,
the generalized kT algorithms are presented and discussed since they are the most
commonly used by LHC general purpose experiments.
Figure 2.11: The pictures refer to the application of a jet definition to a variety of pre-
dictions that differ just through soft/collinear branching should give identical jets in all
cases and with the real data reconstructed through the interaction of the hadrons with
the detector.
Generalized kT algorithm
This algorithm has been designed for hadron hadron collisions and DIS. It can be
applied to partons or particles which, in both cases, will be called pseudojets from now
on. It defines two distances: di j between each pair of pseudojets and diB between
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each pseudojet and the beam:
di j = min(p2pTi , p
2p
T j)
∆R2i j
R2
diB = p2pTi
(2.23)
where p is some integer value which specifically define the algorithm, R is a parameter
whose role is similar to the R used in cone algorithms and that is usually chosen to be
R . 1, and ∆Ri, j =
√
(ηi−η j)2 +(φi−φ j)2 1. The inclusive algorithm proceeds as
follows:
1 Searching of the smallest of the di j and diB for all possible i, j.
2a If the minimum is a distance di j then the i and j pseudojets are recombined into
a new pseudojet following the recombination scheme.
2b If the minimum is the distance diB, then the pseudojet i is removed from the list
of and the pseudojet is called a jet.
3 Repeat until no pseudojets remain
The usual choices of p are: p = 1 ( kT algorithm), p = 0 (Cambridge/Aachen C/A)
or p=−1 (anti-kT algorithm). The features of the kT and anti-kT algorithms are briefly
discussed in the following paragraphs.
kT algorithm: In the kT algorithm arbitrarily soft pseudojet can form jets. A minimum
cut-off pT,min is usually introduced. It defines what a jet is in “hard” physics. The R pa-
rameter can be seen as a cone radius. If ∆Ri, j < R then di j < diB and both pseudojets
will be recombined instead of forming separated jets. If a pseudojet is well separated
of all the rest of pseudojets, ∆Ri, j > R, then it will be classified as an independent jet.
The kT -jets can have very irregular edges because many of the soft pseudojets may
have an early recombination in patterns that are determined by random distribution of
these pseudojets in a detector environment. The irregular edges can complicate the
energy calibration of jets.
A very attractive feature of this algorithm is that it is possible to study, for every
jet, the clustering sequence from the pseudojets to the final jets. Studying the jet sub-
structure can be very interesting for high-pT physics where objects are very collimated
and can form jets with a rich substructure [49].
anti-kT algorithm: In this case, the recombination of pseudojets is performed around
high pT pseudojets and grow concentrically around them. Their jets have very conical
edges which make their energy calibration easier. This algorithm has been adopted as
the default algorithm for the LHC collaborations with R between 0.4 and 1 depending
on the experimental group and in the specific analysis.
1The η variable is the so-called pseudorapity defined as η = − ln [tan(θ/2)] where θ is the angle
between the pseudojet momentum p and the beam axis. The φ angle is defined as the azimuthal angle
in the transverse plane
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Figure 2.12: Regions of the y–− φ plane covered by jets in an illustrative (simulated)
hadron-collider event with the inclusive longitudinally-invariant kt algorithm (left) and the
anti-kt algorithm (right). The y denotes the rapidity, y = 12 ln E+pzE−pz , which is equivalent to
the pseudorapidity. The z direction is defined as the beam direction. Figure taken from
Ref. [49].
To study high-multiplicity final states in hadron hadron colliders, a good understand-
ing of jet-physics is needed. This, together with the theoretical calculations using the
pQCD approach, allows to understand and study the top-quark related physics.
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3Top-quark physics and a new
method to measure its mass
The top-quark is the heaviest elementary particle discovered so far. It is predicted
by the SM as the isospin partner of the b−quark and its mass has been measured
to be ∼ 35 times that the b−quark (the second heaviest quark). Due to the large
value of its mass, the top-quark presents the strongest coupling to the Higgs boson.
Therefore, top-quark physics measurements are crucial to better understand the elec-
troweak sector in the SM or in beyond Standard Model (BSM) theories. Specifically,
the measurement of the top-quark mass is of high physics relevance. In this chapter,
the current top-quark mass measurements are discussed and a new method based
on its extraction form the measurement of jet rates is proposed.
This chapter starts with a short introduction to the top-quark physics and its role
within the SM and BSM, in Section 3.1. In the following section, Section 3.2, current
top-quark mass measurement methods are discussed and the latest measured values
are presented. In Section 3.3 the basic requirements needed to define alternative
methods to measure the top-quark mass are listed. Finally, in Section 3.4, the new
method to measure the top quark mass from jet rates is presented and extensively
discussed. This observable was presented for first time in Ref. [11] and has been
used to extract the mpolet using ATLAS data, as it can be seen in Ref. [12] and with
more detail in Chapters 5 and 6 of this thesis.
3.1 The top quark
The top quark was discovered at Fermilab in 1995 [3, 4] by the Tevatron exper-
iments CDF and D0. Measurements of the top quark intrinsic properties have been
carried out by the Tevatron and the LHC collaborations. It is the weak isospin part-
ner of the b−quark with spin s = 1/2 since it is a fermion and has electric charge
Q = −2/3. Its mass (Yukawa coupling with the Higgs) and the matrix elements of
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the Cabibbo-Kobayashi-Maskawa(CKM) (Vtd ,Vts,Vtb) are free parameters within the
SM, although they are constrained (i.e, the unitarity of the CKM matrix constrains the
Vtd ,Vts,Vtb to be Vtd ,Vts ≪Vtb).
A summary of the measured top-quark properties until the summer of 2014 can be
seen in Fig. 3.1. Firstly, the top-quark mass measurements are listed. They are more
extensively discussed in Section 3.2. Secondly, the difference between the quark
and antiquark masses is listed. These results has been obtained by the Tevatron
experiments and the CMS experiment at the LHC. Following, the top-quark decay
width measured at Tevatron is listed. The top-quark EW couplings extracted from the
measured W helicity fractions in top decays are listed: F0 is the fraction of longitudinal
and F+(−) the fraction of right-handed (left-handed) W bosons. FV+A is the fraction
of V +A (vector plus axial couplings) current in top decays. Finally, the results for the
different decay modes are summarized. The measurement of the top-quark electric
charge is not in the table since current measurements are only able to exclude the
Qt =−4/3 at 95% CL which is predicted in some extension of the SM.
Figure 3.1: Review of the measured top-quark properties in 2014 as they appear in the
Particle Data Group book [25].
The top quark decays through the weak interaction by flavor changing processes.
The ratio of the branching ratios (BR) of the top-quark decays are related to the CKM
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matrix elements:
BR(t →Wb)
BR(t →Wq) =
|Vtb|2
Σq|Vtq|2 = |Vtb|
2 ∼ 1 (3.1)
being q = d,s,b and the predicted branching ratios: BR(t →Wd)≃ 0.0006%,
BR(t →Ws)≃ 0.17% and BR(t →Wb)≃ 99.9% [25].
Owing to its large mass, mt ∼ 173 GeV, the top-quark lifetime becomes extremely
short (∼ 0.5×10−24s), inhibiting top-quark bound states to be formed. As an impor-
tant consequence, top quarks offer the unique possibility to study the properties of a
quasi-free quark: due to their parity violating and fast decay it is possible to study the
top-quark polarization since the spin information is not diluted through the hadroniza-
tion. The top quark can be identified in an experiment through the identification of its
decay products. The b−quark produces a jet of particles and the W boson leaves its
signature through its decay products: at LO, the W boson decays always in a lepton
plus a neutrino (of the same flavor) or into two quarks (of different flavor) which pro-
duce two jets of particles. Thus top-quark pair events can be classified according to
the decay of the W bosons produced by the top quarks. This is shown in Figure 3.2.
Three main different topologies are usually differentiated:
Dileptonic channel: both bosons decay into lepton plus neutrino. This is t ¯t → b+
¯b+ l1 + ¯ν1 + ν2 + ¯l2. The signature of these events in the detector is: two jets
produced by the b−quarks, two high pT leptons of opposite sign and the pres-
ence of a large amount of missing ET due to the presence of non-detected
neutrinos. This channel is very clean but presents limited reconstruction effi-
ciency due to the presence of the two neutrinos.
Hadronic channel: both bosons decay into quarks that produce high pT jets. The
signature of these events are four jets produced by the light quarks from the W
boson and two jets produced by the b−quarks. There are no leptons to trigger
and it is not easily distinguishable from the large SM QCD multijet background.
Semileptonic channel: is a mix of both previous channels, where one of the W
bosons, produced from the decay of the top, decays leptonically and the other
hadronically. In this case, the presence of a high pT lepton allows to largely
suppress the multijet background.
The top quarks are predominantly produced in pairs at hadron colliders through
strong interactions. At the LHC, the energy of the collision was 7 and 8 TeV during
2011 and 2012 respectively which is ∼ 4 times the energy obtained at the Tevatron.
Moreover the LHC produces pp collisions while the Tevatron was colliding pp¯. There-
fore, at the LHC the t ¯t pairs are produced mainly through gluon fusion (gg→ t ¯t ∼ 90%)
while at the Tevatron the quark-antiquark annihilation (qq¯→ t ¯t ∼ 85%) was the dom-
inant production mechanism. The inclusive t ¯t cross section predicted for the LHC
working conditions has been calculated at next-to-next-to leading order (NNLO) in
QCD including resummation of next-to-next-to-leading logarithmic (NNLL) soft gluon
terms [50, 51, 52, 53, 54, 55]. The PDF and αS uncertainties were calculated follow-
ing the PDF4LHC prescription [56] for different sets of PDFs [41, 57, 58, 59, 60]. The
results of these calculations, for a top quark pole mass of mpolet = 172.5 GeV are:
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Figure 3.2: Graphical representation of the t ¯t decay channels as a function of the W
boson decay channels.
σt¯t = 177+10−11 pb (
√
s = 7 TeV)
σt¯t = 253+13−15 pb (
√
s = 8 TeV) (3.2)
The collected integrated luminosity at the general purpose experiments placed in
the LHC, i.e. CMS and ATLAS, is ∼ 5 fb−1 at 7 TeV and ∼ 20 fb−1 at 8 TeV (see
Chapter 4) that corresponds to ∼ 9 ·105 (7 TeV) and ∼ 5 ·106 (8 TeV) t ¯t events. With
these values, the LHC is the largest top factory of the world and the ATLAS and CMS
the machines that study its properties.
3.1.1 The special role of the top quark in the EWSB sector and in
Beyond Standard Model theories
Due to the large value of the top-quark mass, the top-quark Yukawa coupling λt
(see Eq. (1.16)) is very close to one,
λt =
√
2
v
mt ≃ 1 (3.3)
this means that the top-quark has the strongest coupling to the Higgs boson and
therefore the top quark represents an ideal laboratory for detailed tests of the Higgs
mechanism. The loop corrections to the Higgs boson propagator contains very large
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Figure 3.3: Cancellation of the Higgs boson quadratic mass renormalization between
fermionic top quark loop (upper diagram) and scalar stop squark Feynman (lowermost
diagram) diagrams in a supersymmetric extension of the Standard Model.
corrections specially due to the large top-quark mass, see Fig. 3.3 uppermost dia-
gram, which translate into corrections to the squared Higgs boson mass of:
M2H = M
2
H(LO)+∆M2H
∆M2H =−
3λ2t Λ2UV
8pi2 + . . . (3.4)
where λt is the yukawa coupling of the top quark and ΛUV is an ultraviolet momentum
cutoff which is interpreted as the energy scale at which new physics enters to alter
the high-energy behavior of the theory (assuming that there is new physics at such
scale). In the SM there is no symmetry which protects such a strong dependence of
the Higgs mass on a possible new scale. This is known as the hierachy problem of
the Higgs.
Many Beyond Standard Models (BSM) propose different alternatives to avoid these
fine tunings. In general, all these models expect deviations from the SM predictions in
the top-quark sector. One of the most well known extension of the SM is the Super-
symmetry. The supersymmetric models, called SUSY (see for example Ref. [61] for a
more complete review), postulate the invariance of the theory under the interchange
of fermions and bosons. According to this theory, each fermion should have a partner
boson, and each boson should have a partner fermion. Therefore the SUSY theories
predict a set of new particles, called superpartners. The scalar top superpartner (the
stop) helps to cancel the large divergences within the Higgs mass loop corrections
and naturally fix the large corrections:
M2H = M
2
H(LO)+∆M2H +∆M2H(stop)
∆M2H(stop) =
λ2stop
16pi2
[
Λ2UV −2mstop ln
ΛUV
mstop
+ . . .
]
(3.5)
where λstop is the SUSY Yukawa coupling of the top-quark superpartner and mstop is
its mass. This equation is schematized in Fig. 3.3 lowermost diagram, in which the
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loops generated by stop are shown.
On the other hand, the SM radiative corrections to the W mass are as follows:
MW = MLOW +∆rtop +∆rH
∆rtop ≃−3GFm
2
t
8
√
2pi2
1
tanθW
∆rH ≃ 11GF M
2
Z cosθW
24
√
2pi2
ln M
2
H
MZ
(3.6)
where GF is the Fermi’s constant, θW is the Weinberg angle, and mt , MH , MZ are the
top-quark, Higgs and Z boson masses respectively.
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Figure 3.4: Contours of 68% and 95% confidence level obtained from scans of fits with
fixed variable pairs MW vs. mt . The narrower blue and larger grey allowed regions
are the results of the fit including and excluding the MH measurements, respectively.
The horizontal bands indicate the 1 σ regions of the MW and mt measurements (world
averages).
Using the SM framework, the W−boson mass and other observable quantities
(the effective weak mixing angle -sin2 θe f f -, the widths of the electroweak bosons, the
strong coupling -αs, the branching ratio of the Z−boson into bottom quarks-...) can
be calculated and used to evaluate the compatible values of the parameters within
the SM (mass of the electroweak bosons, mass of the Higgs boson, mass of the top-
quark, etc...). An example of this is shown in Fig. 3.4. The fit shows the compatibility of
the measured Higgs, W and top-quark masses within the SM. This test of the validity
of the SM depends strongly in the precision of the measurement of these masses.
Measuring the top-quark mass with precision is crucial to perform these comparisons.
These quantities can be also calculated for different models (SM, the minimal
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supersymmetric model MSSM,...). This is done in Ref. [62, 63] (including two-loop
corrections for the precision observables [64, 65, 66, 67]) where MW was predicted
for different supersymmetric models and for the SM as a function of the MH and mt .
The masses of the Higgs and W bosons can be measured with a high precision,
therefore high accuracy top-quark mass measurements are crucial. The result of
these calculations are shown in Figure 3.5, including the latest MH measurements.
With present accuracy the predictions of the SM and the MSSM are compatible with
the measured values but the prospects to the increase of precision in the top-quark
mass measurements may do one of the theories incompatible with the measurements.
Figure 3.5: Prediction for MW in the minimal supersymmetric standard model (MSSM)
and the SM as a function of mt in comparison with the present experimental results
for MW and mt and the prospective accuracies (using the current central values) at the
Tevatron. The allowed region in the MSSM, corresponding to the light-shaded (green)
results from varying the SUSY parameters independently of each other in a random
parameter scan. The allowed region in the SM, corresponding to the medium-shaded
(red) results from varying the mass of the SM Higgs boson in the interval defined by the
measured value MH = 125.6±0.7 GeV. Figure produced using References Ref. [62, 63]
and updated to the experimental results up to June 2014.
The study of the stability of the Higgs potential is also related to the measurement
of the top-quark mass: loop QCD and Yukawa corrections to the relation between the
quartic coupling (λ) and the Higgs mass are also dependent on MW and mt [68, 69,
70, 71]. The condition of absolute stability of the electroweak vacuum, λ(ΛPlanck) ≥
0, when the SM is extrapolated up to the Planck scale ΛPlanck can be calculated at
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NNLO [71] and yields:
MH > 129.6 GeV+2.0
(
m
pole
t −173.34 GeV
)
−0.5 GeV αs(MZ)−0.1184
0.0007
±0.3 GeV
(3.7)
where ±0.3 GeV is an estimate of the unknown higher order terms. Note that the
“only” assumption made in this calculations is that there is no new physics until the
ΛPlanck.
The stability condition dependence with the top-quark and Higgs masses taken
from Ref. [70] is shown in Fig. 3.6. In the first figure two different top-quark mass
measurements are used as input: the first one is the value of the kinematic mt mea-
sured at the Tevatron, mt = 173.2 ± 0.9 GeV, for which the vacuum stability requires
indeed the Higgs boson to be MH ≥ 129 ± 1 GeV. However, this value of mt is not
unambiguously associated to any mas scheme and the theoretical uncertainty of this
measurement is not fully understood. The second top-quark mass value used as in-
put is the measurement of the top-quark pole mass extracted from the cross section
measurement, mpolet = 173.3±2.8 [70], for which the vacuum stability constraint be-
comes MH ≥ 129.8 ±5.6 GeV. Therefore, very precise measurements of the Higgs
and top-quark masses are needed to study the electroweak vacuum stability. The
meta stability region is defined in the MH −mpolet plane for which the lifetime of the
electroweak vacuum is longer than the age of the Universe.
Figure 3.6: Figure from Ref. [70]. The ellipses in the [MH ,mpolet ] plane with the inputs
MH = 125.6± 0.4 GeV and αs = 0.1187 are confronted with the areas in which the SM
vacuum is absolutely stable, metastable and unstable up to the Planck scale. Left: the
1σ ellipse when mpolet is identified with the one measured at the Tevatron and with the
mass mt = 171.2± 3.1 GeV extracted for the t ¯t production cross section [72] is added
to the 1σ ellipse when mpolet is identified with the Tevatron kinematical measurement.
Right: the 1σ ellipses for the lattest top-quark pole mass measurement in Tevatron and
the expectations for LHC and ILC.
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3.2 Current top-quark mass measurements
The top-quark mass values quoted in the Particle Data Group (PDG [25], see
Figure 3.1) are: Mt = 173.21± 0.51± 0.71 GeV, mt(mt) = 160+5−4 GeV and mpolet =
176.7+4.0−3.4 GeV. The first mass is a combination of direct measurements done by the
Tevatron and the LHC. The second and third one correspond to the top-quark MS
and pole mass scheme extracted form the total t ¯t cross section. The two different
approaches: direct measurements and top-quark mass extraction from cross section
measurements are presented in the following subsections.
3.2.1 Direct measurements
The summary of latest results produced by the ATLAS and CMS collaborations
for the direct measurements are presented in Figure 3.7. Combinations of the re-
sults obtained by different experiments are also quoted. To obtain most of the men-
tioned results, the mass is reconstructed from a kinematic fit of the decay products
to a t ¯t hypothesis. This is the case, for example, of the ATLAS most precise mea-
surement which is based in a three-dimensional technique [73] that measures at the
same time the kinematic top-quark mass, the hadronic W boson mass and the Rlb
quantity defined as the the ratio between the average transverse momentum of the
b−tagged jets (jets identified as generated by a b−quark) and the average transverse
momentum of the two jets of the W−boson hadronic decay. This measurement is
performed for t ¯t events decaying semileptonically. Measuring the W boson mass and
the Rlb, the dependence on the uncertainties related to the jet energy calibration are
largely reduced in comparison with other methods. The measured top-quark mass is
mt = 172.31± 1.35 GeV. The CMS most precise measurement [74] is performed in
a similar way, but implementing a two dimensional fit to the reconstructed top-quark
and W boson masses. The result in this case is mt = 172.04±0.78 GeV.
3.2.2 Top-quark mass extraction from inclusive cross section
measurements
The top-quark mass is also inferred from its dependence in the inclusive t ¯t cross
section. The most precise top-quark mass determination from the measurement of
cross sections is performed in Ref. [75] by comparing the measured cross section with
QCD calculations at next-to-next-to-leading order (NNLO). Moreover, in this work, it
has been proved that the measured cross section does not depend on the top-quark
mass used in the Monte Carlo for the acceptance and background corrections. The
measured top-quark mass is mpolet = 172.9+2.5−2.6 GeV.
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Figure 3.7: Upper figure: summary of the ATLAS direct mt measurements. The results
are compared with the 2013 ATLAS mt combination. The JSF, bJSF contributions are sta-
tistical in nature and apply to analysis performing in-situ (top quark pair base) jet energy
calibration procedures. Updated to September 2014. Lowermost figure: summary of di-
rect top-quark mass measurements by CMS. The combination of CMS measurements is
presented and compared with the combination of Tevatron measurements and with the
world combination. Updated to July 2014.
3.3 Precise top-quark mass determination methods 45
3.3 Precise top-quark mass determination methods
As stated at the beginning of Section 3.1 the quark masses are not observables
and they have to be studied as effective couplings of the underlying theory similarly to
αs: their values should be extracted from the measurement of hadronic observables
which depend on such couplings, i.e. extract the αs from the σt¯t measurement.
Most precise top-quark mass measurements at the moment are based on the
direct determination from the kinematic reconstruction of the invariant mass of their
decay products. In this case the top quark is studied in the same way as the free par-
ticles are, although the top-quark does not exists as a free particle (the top-quark is a
color triplet) and this kinematic mass does not correspond to a well-defined renormal-
ization scheme, leading to an uncertainty in its interpretation (the kinematic mass is
reconstructed using non colored final state objects). In this case, the measured mass
corresponds to the mass of the Monte Carlo used in the simulation, with a theoretical
uncertainty ∆mtheoryt :
m
pole
t = m
MC
t +∆m
theory
t (3.8)
which has not been unambiguously calculated although it is estimated to be of the
order of ∆mtheoryt ∼ O(1) GeV (see, for example,references [5] and [6]).
As it can be followed from the discussion in the section above, and from the Fig-
ures 3.4, 3.5 and 3.6, a precise measurement of a well defined top-quark mass is
crucial to understand the SM validity and to explore new theories. For that, a proper
observable has to be defined, measured and, finally, compared with theoretical calcu-
lations. The basic requirements needed to define such an observable can be summa-
rized in the following points:
• The observable ˆO should show a good sensitivity on the parameter to be mea-
sured (in this case the mass): ∆ ˆO/ ˆO↔ ∆mt/mt ;
• the observable has to be well defined (IR-safe) using a well defined mass
scheme;
• it has to be theoretically calculable with small theoretical uncertainties from non-
perturbative corrections;
• and, finally, it has to be experimentally accessible.
The most common mass schemes used in top-quark physics related calculations
are the MS scheme and the pole mass scheme (see Section 2.1.1.1) The physics
does not depend on the choice of the top-quark mass renormalization scheme even
though it is known that the definition of the top-quark pole mass is affected by non per-
turbative QCD corrections which have been estimated to be of the order of ΛQCD [76].
Moreover, in calculations at any fixed order in perturbation theory, a remaining residual
dependence on the renormalization scale appears. In the MS scheme the µR depen-
dence of the mass can be used to absorb certain logarithmically enhanced corrections
and to resum them to all orders that lead to improvement in some calculations. This
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happens, for example, in the calculation of the inclusive t ¯t cross section which shows
better convergence when the MS scheme is chosen.
An example of a QCD observable that can be used to determine the top-quark
mass is the inclusive t ¯t cross section. The extraction of the top-quark mass from its
dependence in top-quark pair production is done in an unambiguously defined mass
scheme. However, this observable show larger uncertainties on the mass determina-
tion as a consequence of the weak sensitivity of the cross section on the top-quark
mass: ∆σtt/σtt ∼ 4%∆m/m which means that with an accuracy of 4% on the cross
section measurement or the cross section calculation the determination of the mass
accurate to ∼ 1% (∼ 1,7 GeV).
Given the physical relevance of top-quark mass measurements it is important to
employ alternative methods with similar or even better accuracy than the methods
mentioned above. In the following sections we will present a novel method where the
pole top-quark mass is extracted from a measurement of the t ¯t+1-jet differential cross
section. This observable shares the rigorous interpretation of the mass extracted from
the inclusive t ¯t cross section, but its sensitivity is enhanced when looking at certain
phase space regions where the mass dependence is not diluted. This method has
been applied to real data taken by the ATLAS detector. The details of the experi-
mental procedure and the results can be found in Ref. [12] and, more extensively, in
Chapter 5.
3.4 Top-quark mass measurement from jet rates
In this chapter,a new method to measure the top-quark mass from the measure-
ment of jet rates at LHC is proposed. The dependence of QCD radiation processes
on the mass of the emitting quark is exploited. This can be seen, for example, in
e+e−→ Z0 → b¯bg topologies which are sensitive to the b−quark mass [77, 78, 79].
This sensitivity was exploited to determine the b−quark mass and the first measure-
ment of its running, m¯b(MZ) [80]. Two examples of leading order Feynman diagrams
for theis kind of proceses can be seen in Figure 3.8. The mass dependence can be
qualitatively described as:
σqq¯g ∝ A(αs,
√
s)+B(αs,
√
s,mq)
m2q
s
+ . . . (3.9)
where A,B... can be calculated using perturbation theory. The emission of gluons
does not only depend on the αs value but also on the mass of the emitting quark:
apart of reducing the available phase space for the gluon emission, it has the effect
of reducing the QCD radiation since in general the gluon emission from quarks get
suppressed for heavier quarks. It is important to notice that in lepton-lepton collisions
the interaction energy (√s) is fixed.
The method present in this chapter is based in similar measurements for t ¯t+1-jet
final states produced in pp collisions at the LHC. It exploits the fact that the jet rates
can be measured at different energies of interaction since at the LHC the energy
of the hard interaction is not fixed as it depends on the distribution of the energy
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Figure 3.8: Feynman diagrams for the real gluon emission corrections to e+e− → qq¯
which correspond to the Born (LO) Feynman diagrams of e+e−→ qq¯g
among the proton constituents. This allows to perform a scan of different regions of
the phase space to find a region where the mass dependence would be enhanced
through threshold effects.
In the next paragraphs the main features of the predictions at NLO for t ¯t + 1-jet
topologies are presented. The t ¯t + 1-jet calculations fulfill the basic requirements
needed to make good predictions: they are available at NLO and the loop-corrections
are small; the uncertainties associated to uncalculated higher orders are small; the
top-quark mass scheme is defined unambiguously. Moreover a large rate of t ¯t events
contains a hard-pT extra jet (∼ 30% - depending of the required minimum value re-
quired for the pT ).
The study of this new observable to measure the top-quark mass together with
the calculations of t ¯t + 1-jet topologies including NLO QCD corrections for the LHC
collider for 7 TeV collisions were presented in Ref. [11].
3.4.1 Next-to-leading order calculations of t ¯t +1-jet topologies
The calculations presented here and in Ref. [11] are based on the previous works
of Refs. [8, 9] where predictions for the Tevatron collider and the LHC collider work-
ing at 14 TeV were calculated A representative set of Feynman diagrams used for the
t ¯t+1-jet cross section calculation at NLO can be seen in Figure 3.11 and Figure 3.10.
The studies presented in the references mentioned above show that the NLO QCD
corrections lead to a significant reduction of the scale (renormalization/factorization)
uncertainty compared with the LO predictions and that the calculations show an ap-
parent convergence of the perturbative expansion. Moreover, the one-loop corrections
change the t ¯t + 1-jet cross section only in 10% range (depending on the pT require-
ment for the extra jet).
The theoretical calculations performed in Ref. [11] include NLO corrections and
use the pole mass scheme. Other schemes for the top-quark mass could have been
chosen, such as for instance the MS mass.
There is noprinciple telling us what is the most appropriate scale that should be
used in the calculations. The scale is, naively, chosen to avoid all the large logarithmi-
cally divergences. In the case of t ¯t production in hadron colliders, the usual choice is
related to the mpolet . For the case of t ¯t+1-jet calculations, as it is shown in Fig. 3.9, the
cross section calculation evaluated at NLO presents a plateau around µ = mpolet which
motivates to use it to calculate the central value of the cross section. The same proce-
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Figure 3.9: Scale dependence at LO (green) and NLO (red). The first plot shows
the cross section for t ¯t + 1-jet at the Tevatron, and the second the same for the LHC
(14 TeV collisions). See Ref. [81] for more detail.
Figure 3.10: Representative sets of LO diagrams for gg fusion and qq¯ annihilation in
hadronic t ¯t + 1-jet production. Figure take from Ref. [9].
dure is usually followed for t ¯t production calculations. Therefore, the renormalization
(µR) and factorization (µF ) scales have been set to µ = µR = µF = mpolet .
The theoretical uncertainty due to the missing higher order terms is evaluated fol-
lowing the usual prescription of varying the renormalization and factorization scales
up and down by a factor of two with respect to the central value, that is mpolet /2≤ µ≤
2mpolet . The variation of both scales independently (avoiding the extremal combina-
tions where µR/µF > is larger than 2 or smaller than 1/2) introduce remarkable small
variations (typically bellow 10%) according to studies performed in Ref. [10] for the
t ¯t +1-jet process at NLO.
In the study of Ref. [11] the top quarks enter the analysis as stable particles and
the extra jet is defined by merging the additional partons using the anti-kt jet recon-
struction algorithm [82, 83]. The radius parameter R of the anti-kt jet reconstruction
algorithm was set to 0.4. To render the cross section infrared safe the jet is required
to have a minimum transverse momentum of 50 GeV and a pseudorapidity |η|< 2.5.
These values are introduced ad-hoc and are considered acceptable to evaluate the
potential of the method and to guarantee the stability of the calculation. In fact, the
calculation is stable and shows good convergence for transverse momentum above
20 GeV. No further optimization studies were pursued in this respect.
The NLO calculation assumes the top quarks on-shell and considers that the pos-
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Figure 3.11: Representative sets of pentagon diagrams (virtual corrections) for gg fusion
and qq¯ annihilation in hadronic t ¯t + 1-jet production at NLO QCD. Figure from Ref. [9]
σt¯t+1-jet [pb]
pT ( jet) > 50GeV, |η( jet)|< 2.5
m
pole
t [GeV] LO NLO
160 66.727(5) 60.04(8)
165 57.615(4) 52.25(9)
170 49.910(3)+30−17 45.45(6)
+1
−6
172.5 46.508(3)+28−15 42.37(6)
+1
−6
175 45.372(3) 39.46(6)
180 37.800(2) 34.73(5)
Table 3.1: The t ¯t + 1-jet+ X cross section using LO and NLO calculations [8, 9] for
proton-proton collisions at 7 TeV and for different mpolet values. Jets are defined using
the anti-kt algorithm [82] with R=0.4 as implemented in the FASTJET package [83]. The
additional jet is required to have pT > 50 GeV and |η| < 2.5. The uncertainty due to
the limited statistics of the numerical calculation is indicated in parenthesis affecting the
last digit. The scale uncertainty is also shown for some top-quark mass values. The
CTEQ6.6 [84] (CT09MC1 [85]) PDF set has been used to obtain the NLO (LO) results.
The subscript denotes the shift of the cross section for µ = 2mpolet and, likewise, the
superscript for µ = mpolet /2. Table from Ref. [11]
sible effects due to the radiation from top-quark decays and virtual corrections in the
decay are small with respect tp the overall theoretical error. As a matter of fact, QCD
corrections in the decay do not affect the mass renormalization of the top-quark in
the order which is being worked out, as this is purely determined from the QCD self
energy corrections of the top propagator (included in the calculation). Furthermore
recent calculations in Ref. [86, 87] have computed NLO-QCD corrections to the total
top cross section assuming the top quarks off-shell and have found that for most of
inclusive enough quantities the results in the on-shell approximation are reliable and
off-shell effects turn out to be very small.
The cross sections evaluated for pp collisions at 7 TeV are given in Tab. 3.1. The
default PDF set used is the CTEQ6.6 [84] with its correspondent αs(Mz) = 0.118
value. Both, PDF and αs, are used consistently to evaluate the LO contributions
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σt¯t+1−jet (pb)
pT ( jet) > 25GeV, |η( jet)|< 2.5
m
pole
t [GeV] LO NLO
170 91.827(8)+53−31 77.7(1)
−1
−9
172.5 85.39(1)+50−29 72.43(6)
−2
−9
Table 3.2: Similar to Tab. 3.1 but for a pT cut of 25 GeV in difference to 50 GeV used in
Tab. 3.1. Table from Ref. [11]
entering the NLO predictions. This PDF set does not include a LO parton distribution
function. Instead, the CT09MC11 [85] has been used (and its correspondent αs value)
for the LO calculations. For all the masses, negative corrections of about 10% have
been found. The scale uncertainty is significantly reduced when comparing NLO and
LO calculations. For completeness, the same calculations have been performed with
a softer requirement for the pT of the additional jet. The results, for a pT cut of 25 GeV
instead of 50 GeV are shown in Tab. 3.2 for two top-quark mass values. In this case,
the NLO terms introduce a negative correction of about 17%.
The uncertainties originating from the PDFs have been estimated by comparing
the results obtained with two different PDF sets: the CTEQ6.6 and the MSTW2008nlo90cl [41].
For a top-quark mass of mpolet = 170 GeV a difference of about 10 percent between
both predictions:
σNLO, MSTW08t¯t+1-jet = 49.21 pb . (3.10)
These predictions have been performed with fixed-order calculations. The match-
ing of these NLO calculations with parton shower algorithms [10, 88] have been used
to simulate a more realistic scenario, closer to what is observed in the experiment.
The t ¯t + 1-jet cross section calculation have been repeated with two different calcu-
lations performed using POWHEG and matched with PYTHIA8.150 -NLO+PS-. The
results are shown in Tab. 3.3 for mpolet = 170 GeV. In this table, two different POWHEG
calculations are shown: the inclusive t ¯t @NLO+PS and the t ¯t + 1-jet @NLO+PS. In
the inclusive t ¯t production, the additional jet is included in NLO accuracy through the
real corrections. The addition of the parton shower to this calculation offers a reason-
ably good description of t ¯t +1-jet topologies. Tab. 3.3 shows that the results obtained
with both calculations (t ¯t and t ¯t + 1-jet) are in perfect agreement with the fixed order
calculations (Tables 3.1 and 3.2) when the parton shower is added. For complete-
ness, the predicted cross section before the addition of the parton shower is included
in the table.
To further investigate the reliability of the theoretical predictions, a set of differ-
ential distributions obtained within different approaches has been compared. This
is shown in Fig. 3.12. Distributions obtained with the same NLO calculations imple-
mented in POWHEG [10] and that includes the parton shower correction performed
by PYTHIA8 (NLO+PS accuracy) with those results obtained in the fixed order parton
1The choice of this PDF set was recommended by the CTEQ collaboration in a private communica-
tion with Pavel Nadolsky
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Figure 3.12: Comparison of different theoretical approaches to describe the t ¯t + 1-jet
production applied to various pT and η distributions. The red band corresponds to the
t ¯t + 1-jet NLO at fixed order including the scale uncertainty. The continuous-blue and
dotted-black line show the results obtained using POWHEG with t ¯t and t ¯t + 1-jet NLO
calculations, respectively, and matched with the PYTHIA8 parton shower. Figures from
Ref. [11].
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m
pole
t = 170 GeV
σt¯t+1-jet [pb]
t ¯t without additional PS 50.42(6)
NLO +PS by PYTHIA8 45.61(8)
t ¯t +1-jet without additional PS 48.8(2)
NLO +PS by PYTHIA8 45.1(1)
m
pole
t = 172.5 GeV
σt¯t+1-jet [pb]
t ¯t without additional PS 47.2(1)
NLO +PS by PYTHIA8 43.2(5)
t ¯t +1-jet without additional PS 44.9(5)
NLO +PS by PYTHIA8 43.0(5)
Table 3.3: The t ¯t + 1-jet + X cross section for proton-proton collisions at 7 TeV ob-
tained with POWHEG with and without a PYTHIA8 parton shower matching for mpolet =
170,172.5 GeV. The setup is the same as in Tab. 3.1. Table from Ref. [11]
level calculation (NLO accuracy) are compared. In general, a good agreement for all
the distributions is observed. Similar studies have been performed in Ref. [10] where
a broader study of phenomenological studies for LHC and Tevatron are presented.
Only at large transverse momentum minor differences are observed where the t ¯t
@NLO+PS slightly disagrees with the t ¯t +1-jet @NLO at fixed order and @NLO+PS
since the hard emission in t ¯t @NLO+PS is only treated at LO not including double real
emission processes: the additional jet activity beyond this first emissions is due to the
parton shower which prefers soft and collinear emissions. In the t ¯t + 1-jet NLO and
NLO+PS, the second real emission is already included in the hard matrix element.
This second real emission may cluster with the first emission in a jet or may cluster in
a second jet, contributing to reduce the transverse momentum at large pT . Moreover,
in this distribution, the value of αs plays a role in the spectrum of the pT since the
second jet (in the t ¯t @NLO+PS prediction) is entirely generated by the shower that
typically has a αs(pT ) factor associated to the emission. Instead, in the t ¯t+1-jet NLO
and NLO+PS predictions, the second parton emission is computed in the hard matrix
element wit a fixed choice of the scale µr = mt that results in a larger αs value and
thus an harder spectrum, for pT > mt . Some differences in the pt¯tT spectrum between
the fixed-order calculation and the two NLO+PS implementations are observed for low
values. This is expected and due to the fact that the parton shower approach resumes
logarithmically enhanced corrections to all orders. This effect does not appear in the
pT spectrum of the extra jet since a strong cut in the pT has been required.
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3.4.2 Theoretical definition and study of the R observable
The theoretical description of the t ¯t + 1-jet process at NLO accuracy in QCD is
well under control, with small corrections and with small uncertainties associated to
uncalculated higher orders. Moreover, these topologies are present in about ∼ 30%
of the inclusive t ¯t events.
The sensitivity on the top-quark mass for the ’inclusive’ t ¯t + 1-jet cross section is
similar to what has been observed for the inclusive top-quark pair production:
∆σt¯t+1-jet
σt¯t+1-jet
≈−5∆m
pole
t
m
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t
, (3.11)
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Figure 3.13: R (mpolet ,ρs) calculated at NLO accuracy for different masses m
pole
t =
160, 170 and 180 GeV. For mpolet = 170 GeV the scale and PDF uncertainties eval-
uated as discussed in the text are shown. The ratio with respect to the result for
m
pole
t = 170 GeV is shown in the lower plot. Figure from Ref. [11].
Therefore a measurement of the ’inclusive’ t ¯t +1-jet cross section would not lead
to any improvement compared with the methods that extract the top-quark mass from
the measurement of the t ¯t cross section. For that, the study of normalized differential
distributions is proposed: due to the normalization many theoretical and experimental
uncertainties cancel between the numerator and the denominator; looking into dif-
ferential distributions allows to exploit specific regions of the phase space where the
top-quark mass sensitivity is enhanced. For that the R distribution is defined as the
normalized t ¯t + 1-jet cross section in pp collisions with respect to the inverse of the
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invariant mass √st¯t j of the t ¯t +1-jet system:
R (mpolet ,ρs) =
1
σt¯t+1-jet
dσt¯t+1-jet
dρs
(mpolet ,ρs), (3.12)
where ρs is defined as
ρs =
2m0√
st¯t j
. (3.13)
with m0 an arbitrary constant of the order of the top-quark mass (m0 = 170 GeV from
now on).
Hereafter in the text the expression R will be used to refer to the observable and,
unless it would be explicitly specified another value, a pT > 50 GeV is required to
define the R observable.
The behavior and main features of R are shown in Fig. 3.13 where the R distribu-
tion evaluated at fixed NLO is shown for three different masses, mpolet = 160, 170 and
180 GeV. For the central mass, mpolet = 170 GeV, the scale uncertainties have been
evaluated, symmetrized and included in the figure (the black band). Furthermore,
two different PDFs sets have been used as input for the calculation (CTEQ6.6 and
MSTW2008NLO90cl). For large values of ρs (corresponding to the smallest values of√
st¯t j) the production of heavier top-quark masses is suppressed compared to lighter
masses. This region is where the sensitivity to the mass is largest. As the curves
are normalized to unit area the curves cross. This happens around ρs slightly below
ρs ∼ 0.6. In this interval the distribution loses sensitivity to the top-quark mass. For
large energies √st¯t j (ρs → 0) some sensitivity still remains but the mass dependence
becomes small.
To quantify the sensitivity to the top quark mass the following sensitivity, S , is
defined:
S(ρs) =
∑
∆=±5−10 GeV
|R (170 GeV,ρs)−R (170 GeV+∆,ρs)|
2|∆|R (170 GeV,ρs) . (3.14)
The result for S is shown in Fig. 3.14 and compared with the equivalent S defined
for t ¯t events (without the additional jet, where the definition ρ = 2m0/√st¯t is used).
At the y-axis drawn at the right side of the figure, the mpolet ×S is shown which is the
proportionality factor relating the relative change in the top-quark mass to the relative
change in R :
∣∣∣∣∆RR
∣∣∣∣≈ (mpolet S) ×
∣∣∣∣∣∆m
pole
t
m
pole
t
∣∣∣∣∣ . (3.15)
As can be seen in Fig. 3.14 values of mpolet × S up to 25 are reached around ρ
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Figure 3.14: The sensitivity S(ρs) of R with respect to the top-quark mass as defined in
Eq. (3.14). Figure from Ref. [11].
equal 0.8. In other words a one per cent change of the mass translates into a 25 per
cent change of the observable R in this region. The observable is thus more sensitive
than the inclusive cross section (∆σt ¯tσt ¯t ≈ −4×
∆mpolet
m
pole
t
). However small bin sizes are
needed to fully profit from this fact. Comparing with the t ¯t case, only in the extreme
threshold region a similar sensitivity —though lower— can be reached very near of the
threshold region. In this region, beyond perturbative corrections are required to resum
threshold effects and soft gluon emission. Moreover, this ρ region of the phase space
corresponds to a small window of the st¯t phase space: ∆ρ = (1.0−0.9)→∼ 40 GeV
which is ∼ 5 times smaller than the high sensitivity region for R . The sum of all these
arguments indicate that the R observable using t ¯t + 1-jet events is better suited to
measure the top-quark mass than its equivalent distribution in t ¯t final states.
Note that the evaluation of the sensitivity relies on the assumption of a nearly
linear top-quark mass dependence. To cross check this assumption two different step
sizes in Eq. (3.14) (5 and 10 GeV) are used in Fig. 3.14.
The differences between the various theoretical calculations including leading
order (LO) versus next-to-leading order (NLO) and the effect of adding the parton
shower was also investigated in Ref. [11] and more extensively here.
The size of the NLO corrections has been studied by comparing fixed order cal-
culations. As it has been discussed before, the NLO corrections to the t ¯t +1-jet cross
section are small, moreover, they become smaller when increasing the pT require-
ment of the additional jet. This is shown in Tables 3.1 and 3.2. For pT ≥ 25 GeV,
the NLO corrections are ∼ 17%, while for pT ≥ 50 GeV this factor reduces to ∼ 9%.
A similar study has been performed but using as target the R distribution instead of
the ’inclusive’ t ¯t+1-jet cross section. The difference in the value of the top-quark pole
mass needed by a LO calculation to reproduce the NLO distribution is calculated. This
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Figure 3.15: Uppermost plot: the top-quark mass mpolet as obtained from a t ¯t + 1-jet
@LO calculation fit to R calculated in NLO accuracy (black line). Lowermost plot: the
top-quark mass mpolet as obtained from a t ¯t @NLO+PS and t ¯t+1-jet @NLO+PS fit to R
calculated in NLO accuracy (dashed-red and blue lines correspondingly). In both figures,
the input value of mpolet = 170 GeV together with a variation of ±0.5 GeV is shown as
green band. Figures from Ref. [11]
is shown in Fig. 3.15 where the dependence of R with respect to the top-quark mass
was calculated by constructing a grid with fixed values for mpolet (160 GeV, 170 GeV
and 180 GeV) and assuming a linear dependence between them. Using this grid a fit
to the reference R distribution (t ¯t + 1-jet @NLO calculation with mpolet = 170 GeV) is
performed. It is found that using the LO calculation as our theoretical prediction, we
would measure a lower (∼ 0.5 GeV) top-quark pole mass in the most sensitive region.
The effect of adding the parton shower was studied in a similar way, by doing
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a fit to the reference R distribution but using two different calculations as underly-
ing theory (t ¯t + 1-jet @LO+PS versus t ¯t + 1-jet @NLO+PS). That was done using
the calculations detailed in section 3.4.1 (POWHEG matched with PYTHIA8). A differ-
ence of ∼ 0.3 GeV was computed when comparing t ¯t +1-jet @NLO versus t ¯t +1-jet
@NLO+PS to estimate the impact of incorporating the parton shower in the descrip-
tion. This difference is contained by the band that form the scale uncertainty which
was estimated to be of ∼ 0.6 GeV in the most sensitive interval of ρs. In this context
the predictions of t ¯t @NLO and t ¯t + 1-jet @LO were considered equivalent as the
hard emission in t ¯t @NLO is only treated at LO.
New studies have been performed after the publication of Ref. [11]. In this studies
three different calculations of the R observable are compared, all three including the
parton shower. In this case the reference R -distribution is computed using the t ¯t +
1-jet @NLO+PS calculation and mpolet =170 GeV. Three different calculations, for five
masses from mpolet = 170 to m
pole
t = 180 GeV separated by intervals of ∆m
pole
t =
2.5 GeV, were used to define the grid to fit to the mentioned reference R distribution.
Furthermore, three different choices of the pT requirement for the additional jet are
used. These calculations are the t ¯t+1-jet @NLO+PS itself and t ¯t @NLO+PS with two
different choices for the renormalization/factorization scales: the default fixed scale
µ = mt that we were using and a dynamic scale µ =
√
m2t + p2T,t . The latter is used
in ATLAS MC simulations. The results are presented in Fig. 3.16. A lower mass
value is needed in the t ¯t @NLO+PS calculation to reproduce the distribution from the
t ¯t +1-jet @NLO+PS calculation. This difference is smaller as the pT cut on the extra
jet increases. Finally, the difference is reduced when employing a dynamical scale in
the t ¯t @NLO+PS calculation.
3.5 Conclusions
High precision top-quark mass measurements are fundamental not only by its im-
portance as fundamental parameter but to test the validity of the SM. The most precise
methods are based on the direct determination from the kinematic reconstruction of
the invariant mass of top-quark decay products reach precisions of ∆mpolet ∼ 1 GeV
which are very similar to the uncertainty which is associated to its interpretation. Fur-
thermore, new observables are needed to measure the top-quark mass with high
experimental and theoretical precision.
A new observable is proposed, called R , based on the measurement of the nor-
malized and differential t ¯t + 1-jet cross section. The R observable is thus found to
fulfill the following requirements:
• it is infrared safe;
• the NLO corrections with respect to the LO calculation are relatively small;
• it has a good sensitivity on the mass as shown in Fig. 3.14 for LHC 7 TeV
conditions;
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Figure 3.16: Difference of the extracted mass values obtained when fitting the R -
distribution by the three theoretical approaches discussed in the text. This difference
is expressed as a function of the minimum pT required for the extra jet. The reference
calculation corresponds to t ¯t + 1-jet @NLO+PS and the value for mpolet is 170 GeV. The
black square points display this difference for the t ¯t + 1-jet @NLO +PS -the reference
distribution-; the red open circles show it for the t ¯t @NLO+PS when using a fixed scale
µ = mt and the blue points when the scale is dynamic µ =
√
m2t + p2T,t . The error bars
include the statistical and systematic uncertainties of the fit procedure as described in
Chapter 5.
• the theoretical errors are reasonably small, i.e., dependence on Parton Density
Function (PDF) and the renormalization and factorization scales;
A study of the experimental viability using public Monte Carlo tools was presented
in Ref. [11] showings that the impact on the top-quark mass measurement would be
∆mpolet ∼ 1 GeV. This estimation is not presented in this thesis since a more complete
study that includes the mpolet determination from the R distribution measured using
real data taken by the ATLAS experiment at LHC is presented in Chapter 5.
4The ATLAS detector at the Large
Hadron Collider (LHC)
The Large Hadron Collider (LHC) is the largest particle collider in the world. It
collides protons and ions at unprecedented energies of several TeV. It is placed in
Geneva (Switzerland) and it includes seven experiments studying the produced colli-
sions. One of them is the ATLAS (A Toroidal Large ApparatuS) detector, which is a
general purpose experiment designed to discover the Higgs, study top-quark physics
and other SM physics related studies and to perform searches of new physics beyond
the Standard Model.
In this chapter, the experimental apparatus used in this analysis is presented.
First, in Section 4.1 a brief description of the LHC, is done including a short overview of
the main detectors placed in the trajectory of the beams LHC and a short description
of the Worldwide LHC Computing Grid (WLCG). Finally, in Section 4.2 the ATLAS
detector is presented since the analysis presented in this thesis is based on the data
collected by this experiment during the year 2011.
4.1 Large Hadron Collider
The LHC is a particle accelerator which operates at CERN (European Laboratory
for Particle Physics) and collides protons (or Pb ions) at high energy. It is built in
the former tunnel of the LEP (Large Electron Positron) collider: a 27 km circumfer-
ence tunnel situated about 100 m underground between Switzerland and France(see
Figure 4.1). The LEP was to collide fundamental fermions (electrons and positrons)
reaching energies of
√
s = 209 GeV in the year 2000. The LHC collides protons at
unprecedented center-of-mass energies (7 TeV during 2011 and 8 TeV during 2012)
reaching integrated luminosities of 4.6 fb−1and 20.3 fb−1(during the 2011 and 2012
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respectively)1
Figure 4.1: Representation of the LHC ring with the main detectors and all its services.
Figure from the CERN public webpages [90].
To bend the several TeV proton (or Pb ions) beams around the circumference of
27 km a set of 1232 superconducting dipole magnets are used in the LHC ring. These
magnets uses twin bore magnets formed by two sets of coils and beam channels
within the same mechanic structure and cryostat, since the two beams are composed
by hadrons with the same electrical charge. To obtain the required accelerating power
the coils are made of niobidium-titanium (NbTi) which allows to reach the supercon-
ductivity regime when they are cooled down with super-fluid Helium to 1.9 K. Besides
the dipoles, a large number of quadrupolar (392) magnets for beam focusing and
beam corrections and sextupole, octupole and decapole magnets for compensating
the systematic non-linearities are needed. Besides the LHC magnets, all the CERN
accelerator complex is needed to produce, accelerate and contain the particles in the
final beams. This is shown in Fig. 4.2. The accelerator complex at CERN is a suc-
cession of machines that accelerate particles to increasingly higher energies. Each
machine boosts the energy of a beam of particles, before injecting the beam into the
next machine in the sequence. In the LHC, the last element in this chain, particle
1The luminosity L is an accelerator parameter that measures the number of interactions per cross
section and time. Assuming a Gaussian transverse particle bunch profile, the L is defined as:
L =
1
4pi
N1N2
σxσy
f Nb
where N1,2 are the number of particles in the two (1,2) colliding beams respectively, f is the bunch
crossing frequency, Nb is the number of bunches and σx,y are the Gaussian widths in the horizontal and
vertical plane of the bunch respectively. The integrated luminosity corresponds to the L integrated over
a period of time. The numbers quoted in the text correspond to the integrated luminosity recorded by
ATLAS considering only the good quality data [89].
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beams are accelerated up to the desired energy.
In the LHC ring, seven detectors are placed at different LHC collision points. They
are introduced in the next section.
Figure 4.2: The accelerator complex at CERN. Figure from the CERN public web-
pages [90].
4.1.1 The LHC experiments
The LHC has seven experiments [91] that use detectors to study the myriad of par-
ticles produced in the collisions. The biggest four detectors, Fig. 4.3, sit underground
in huge caverns in the LHC. They are:
• Compact Muon Solenoid (CMS) [92]: It is a general purpose experiment for
high luminosity designed and built to have a high performance for SM model
precision measurements as well as for the SM Higgs searches and BSM searches.
It has a high performance system to detect and measure muons, a high resolu-
tion method to detect and measure electrons and photons (an electromagnetic
calorimeter), a high quality central tracking system to give accurate momentum
measurements, and a ”hermetical” hadron calorimeter, designed to entirely sur-
round the collision and prevent particles from escaping without detection. It is
the heaviest detector at LHC (125000 tons) and it can generate a magnetic field
up to 4 T.
• ATLAS [93]: It is the other general purpose experiment for high luminosity. It
has the same discovery potential as CMS although the hardware and software
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Figure 4.3: The biggest LHC experiments. From left to right and from up to down: CMS,
ATLAS, ALICE and LHCb. Figure from the CERN public webpages [90].
are different. Is the largest experiment built at CERN with a volume of 44×
25 m2 and a weight of 7000 tons. It has two magnets: a toroid which generates
up to 6 T/m for the muon spectrometer (the most external part of the detector)
and a 2 T solenoid for the inner detector.
• A Large Ion Collider Experiment (ALICE) [94]: This experiment is focused on
the study of the quark-gluon plasma, a state of matter composed by asymptoti-
cally free quarks and gluons, produced when the LHC is colliding ions (Pb-Pb)
at high energy.
• Large Hadron Collider beauty (LHCb) [95]: It is specialized in the physics of
the b−quark, specifically in the measurement of CP violation in the interactions
of b−hadrons that can help to explain the matter-antimatter asymmetry of the
Universe. This experiment was designed to work with low luminosity conditions.
The detector is able to perform measurements in the forward region since the
LHCb detector is a single arm forward spectrometer with a polar angular cov-
erage from 10 to 300 milliradians (mrad) in the horizontal and 250 mrad in the
vertical plane.
The other three experiments are smaller and share cavern or interaction point with
any of the four bigger experiments:
• Large Hadron Collider forward (LHCf) [96]: It is a special purpose experiment
designed to study neutral pions produced in the forward region of the collisions.
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It shares cavern with ATLAS and it consists on two detectors placed at 140 m
on either side of the ATLAS intersection point.
• TOTal Elastic and diffractive cross section Measurement (TOTEM) [97]: It
shares intersection point with the Compact Muon Solenoid. The detector aims
at measurement of total cross section, elastic scattering, and diffractive pro-
cesses.
• Monopole and Exotics Detector at the LHC (MOEDAL) [98]: It is deployed
around the same intersection region as the LHCb detector and its prime mo-
tivation is the direct search for the magnetic monopole (a hypothetical particle
with a magnetic charge).
4.1.2 The Worldwide LHC Computing Grid (WLCG)
The Worldwide LHC Grid Computing Grid (WLCG) is a global collaboration that
consists of more of 170 computing centers in 40 countries, linking national and inter-
national grid infrastructures. The computing model was born with the aim of building
and maintaining a computing infrastructure able to deal with the huge amount of data
that the LHC produces. This computing model is based on Grid technologies. Thus,
the WLCG provides a global computing resources to store, distribute and analyze the
∼ 30 Pb (petabytes) generated by the LHC. The WLCG is able not only to deal with
the huge amount of data, but it has also to provide access to these data to a large
number of scientists (∼ 6000) spread over the world to perform their analysis almost
simultaneously.
The WLCG is split in three different Grid projects: the LHCComputing Grid (LCG)
in Europe, the NorduGrid/ARC also in Europe but only involving the Nordic countries
and Open Science Grid (OSG) in the US.
The LHC distributed computing model is hierarchical based on sites called Tiers.
The first one, based at CERN, is the Tier0 center. In this center, the LHC data is
recorded as a primary backup and processed. After this processing, the data are dis-
tributed to the Tier1 centers. There are 11 Tier1 sites worldwide and each one defines
a cloud. The Tier1 centers make the data available to their Tier2 centers (140 around
the world). The Tier2 centers consist in one or several computing facilities that allow
to store the data and that have the adequate computing power for specific analyses.
The access to these facilities is made, by the physicists, by their closest Tier3 com-
puting resources, which use the local resources of their investigation centers. In this
way, the jobs sent by the physicists to perform any analysis would run where the data
is stored, avoiding long data transmission.
4.2 The ATLAS detector
The ATLAS experiment [93] is a multi-purpose particle physics detector with forward-
backward symmetric cylindrical geometry (4pi coverage). It consist in layers of sub-
detectors, being 44 m long and 25 m high. See Fig. 4.4.
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Figure 4.4: The ATLAS detector with all its sub-detectors labeled. For a scale refer-
ence, few human figures are included in the picture. Figure from the ATLAS public web-
pages [99].
The closest system to the beam pipe is the inner tracking detector (ID) which con-
sists of a silicon pixel detector, a silicon microstrip detector (SCT), and a straw-tube
transition radiation tracker (TRT). The ID is surrounded by a thin superconducting
solenoid which provides a 2 T magnetic field. Outside the solenoid, a high granularity
liquid-argon (LAr) sampling electromagnetic calorimetry is placed. The electromag-
netic calorimeter is divided into a central barrel (pseudorapidity 1 |η| < 1.475) and
end-cap regions on either end of the detector (1.375 < |η| < 2.5 for the outer wheel
and 2.5 < |η|< 3.2 for the inner wheel). The ID is presented in Section 4.2.1.
Surrounding the latter, is the hadronic calorimeter: an iron-scintillator/tile calorime-
ter that gives hadronic coverage in the central rapidity range (|η| < 1.7) and a liquid
Argon (LAr) hadronic end-cap calorimeter that provides coverage over 1.5 < |η|< 3.2.
The forward regions (3.2 < |η|< 4.9) are instrumented with LAr calorimeters for both
electromagnetic and hadronic measurements. Their characteristics are explained in
Section 4.2.2.
The last sub-detector is the muon spectrometer (MS) which surrounds the calorime-
ters and consists of three large air-core superconducting magnets providing a toroidal
field, each with eight coils, a system of precision tracking chambers, and fast detectors
for triggering. The MS covers the |η|< 2.5 range. It is presented in Section 4.2.3.
The high design luminosity of the LHC (1034 cm−2s−1) will lead to interactions
rates of ∼ 1 GHz. Most of them are due to minimum bias events with limited interest.
Since data storage technology limits the amount of data that can be stored, a decision
1ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP)
in the center of the detector and the z−axis along the beam pipe. The x−axis points from the IP to
the center of the LHC ring, and the y−axis points upward. Cylindrical coordinates (r,φ) are used in the
transverse plane, being the azimuthal angle around the beam pipe. The pseudorapidity is defined in
terms of the polar angle θ as η = − ln [tan(θ/2)]. Transverse momentum and energy are defined as
pT = psinθ and ET = E sinθ, respectively.
4.2 The ATLAS detector 65
making system, called trigger system, is needed. Their main features are presented
in Section 4.2.4.
4.2.1 The Inner Detector
Figure 4.5: Schematic view of the ATLAS Inner Detector. The different systems are
shown: the pixel detector with its three barrel layers and its three end-cap discs; the
semiconductor tracker with its four barrel layers and its nine end-cap discs; and the tran-
sition radiation tracker with its three barrel layers and its two end-cap wheels en each
side. Figure from the ATLAS public webpages [99].
The Inner Detector (Fig. 4.5) is the ATLAS tracker system[100]. The ID is built in
the closest region to the beam pipe and the interaction point to be able to perform the
pattern recognition, momentum and vertex measurement together with lepton identifi-
cation, specially for electrons. To bend the trajectory of the charged particles crossing
the ID to measure their charge and momentum, it is surrounded by a thin supercon-
ducting solenoid which provides the 2 T axial magnetic field. Thanks to the three
subsystems that forms the ID, the ID detector covers a region of η < 2.5.
The most inner subsystem is the Pixel sub-detector which is based in silicon tech-
nology and occupies the radii between 5 and 15 cm from the interaction point to
achieve high precision measurements as close as possible to the interaction point.
It consists of three cylindrical barrel layers (at average radii of 5.05 cm, 8.85 cm and
12.25 cm) and three discs on each side of the central barrel (at 49.5 cm, 58.0 cm and
65.0 cm from the center of the ATLAS coordinates system). With a size of 50×400µm2
the pixels obtain an intrinsic resolution of 10µm in the transverse direction with a direct
2D readout. Moreover, with 80.4 million channels a high granularity is obtained.
The semiconductor tracker (SCT) is a silicon microstrip based detector located
just after the Pixel detector. It has its modules arranged on four barrels and nine end-
cap discs on each side. It provides four precise space points in the intermediate radii
(from 30 to 56 cm) of the inner detector and covering a distance along of the beam
of 80 cm in both directions by the barrels and 190 cm more in both directions by the
end-caps. The four cylindrical barrels cover the |η|< 1.4 range whereas the two end-
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caps with nine wheels each extend the acceptance to |η| < 2.5. The modules of the
four layer of the barrels are back-to-back silicon microstrip detectors with a relative 40
mrad stereo angle. Both measurements are combined to allow the determination of a
2D space point with a resolution of 17µm in rφ. The achieved resolution in the beam
direction is 580 µm. The SCT is composed by 61 m2 of silicon sensors (4088 modules
divided in 2112 in the barrel and 1976 in the end-caps) with 6.3 million channels.
The Transition Radiation Tracker occupies the outermost region in the ID. It con-
sists of about 300.000 gaseous straw tubes arranged in a barrel and two end-caps
on each side of this barrel. It detects the charged particle thanks to the transition
radiation1 which is produced when a relativistic particle traverses an inhomogeneous
medium. Electron/hadron discrimination is possible for momenta larger than∼ 1 GeV.
The TRT has 176 modules, 73 layers in 3 rings in the barrel region and 2×160 straw
planes in 40 four-plane assembly units in the end-cap regions. The straws are filled
by a mixture of Xe/CF4/CO2 (70%/20%/10%) gases that measures the passage of
the charged particles through ionization of the gas and the transition radiation X−rays
that are absorbed by the gas molecules. Multiple polyethylene foils acts as radiator.
An intrinsic resolution of 130 µm per straw is achieved (in the perpendicular direction
to the wire). The TRT provides on average, in the barrel region, 36 hits for tracks
coming from the interaction point.
The track parameters resolution achieved with the ID are summarized in Tab. 4.1.
Table 4.1: Track parameter resolutions for the ID. The φ0 is the azimuthal angle, the cotθ
is the cotangent of the polar angle and the pT is the transverse momentum. The d0 and
the z0 are the transverse an longitudinal impact parameters respectively. The transverse
momentum pT is given in GeV.
Track Parameter Resolution dependence
Azimuthal angle σ(φ0)≃ 0.075⊕ 18pT√sinθ (mrad)
Polar angle σ(cotθ)≃ 0.70 ·10−3⊕ 20·10−3
pT
√
sinθ3
Inverse transverse momentum σ(1/pT )≃ 0.36pT ⊕ 13√sinθ (TeV
−1)
Transverse impact parameter σ(d0)≃ 11⊕ 73pT√sinθ (µm)
Longitudinal impact parameter σ(z0)≃ 87⊕ 115pT√sinθ3 (µm)
4.2.2 The Calorimetry System
The ATLAS calorimeters, Fig. 4.6, are built outside the ID solenoid. They are
to measure the energy and direction (θ− φ) of all particle and jets produced in the
collision. The energy measurement of the calorimeters is based on the formation of
1The transition radiation is emitted in the X−ray regime, i.e. between 10 and 30 keV, and in the
forward direction
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a cascade of particles (so-called shower) due to electromagnetic bremsstrahlung and
pion decays.
The first calorimeter, just outside the ID solenoid, is the electromagnetic calorime-
ter (ECAL), which uses liquid argon as an ionization medium with the lead absorbers
arranged in an accordion geometry. It is surrounded by cryostat to reach the very low
temperatures needed to be operative. The ECAL is also known as the LAr calorimeter.
With this kind of geometry, the ECAL, provides a total φ coverage without azimuthal
cracks. The thickness of the lead absorbers has been optimized as a function of η to
have a good performance in terms of energy and position resolution of electrons and
photons. The ECAL covers up to |η|< 3.2. The ECAL has an energy resolution of:
σE
E
=
11.5%√
E
⊕0.5% (E in GeV)
The Hadronic Calorimeter (HCAL) surrounds the ECAL. The HCAL is to measure
hadronic jets within |η| < 4.9. To measure the energy depositions, it uses a sam-
pling technique with plastic scintillator plates called tiles embedded in iron absorbers
for the hadronic barrel calorimeter (called TileCal). The TileCAL is separated into a
large central barrel and two smaller extended barrels. The end-caps use LAr tech-
nology matching the outer |η| limits of end-cap electromagnetic calorimeters. They
can measure both kind of showers: hadronic and electromagnetic. The HCAL has an
resolution of:
σE
E
=
50%√
E
⊕3% (E in GeV)
The total calorimeter system hermetically covers a large geometrical acceptance.
Therefore the presence in the event of neutrinos or other particles that interact very
weakly can be inferred from the measurement of the unbalanced transverse energy,
called transverse missing energy, EmissT .
Figure 4.6: Schematic view of the ATLAS calorimeters with its sub-detectors labeled.
Figure from the ATLAS public webpages [99].
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4.2.3 The Muon System
Muons do not feel the strong interactions and are relatively heavy particles there-
fore the dominant energy loss mechanism is the ionization. Therefore, the muons tra-
verse the whole ATLAS detector (ID and calorimeters) with very low interaction. The
muon spectrometer (MS), Fig. 4.7, surrounds the calorimeters and defines the overall
dimensions of the ATLAS detector. The MS provides efficient identification (> 90%)
of muons with pT > 6 GeV and |η| < 2.7. It consists in four technologies. Two of
them provide the tracking information by high precision momentum measurement of
the muons. They are the Monitored Drift Tubes (MDT) and the Cathode Strip Cham-
bers (TGC). The two other technologies are used for triggering with timing resolution
of the order of 1.5− 4 ns and bunch crossing identification. They are the Resistive
Plate Chambers (RPC) and the Thin Gap Chambers (TGC). The resolution in the
transverse momentum is σpTpT ≤ 10−4 for pT > 300 GeV and a few per cent for lower
transverse momentum. This limitation is due to Multiple Coulomb Scattering (MCS)
effects in the magnet and detector structures, and by energy loss fluctuations in the
calorimeters.
Figure 4.7: Schematic view of the ATLAS Muon Spectrometer with its subsystems la-
beled. Figure from the ATLAS public webpages [99].
The large volume of the MS needs of a strong bending power within a light and
open structure. This is obtained by an air-core toroid. The MCS are minimized and
excellent muon momentum resolution is achieved in the three layer of the MDT (with
precisions of ∼ 50 µm in the muon position). The magnetic system consists in one
barrel toroid magnet that has 25 m long with an inner bore of 9.4 m and an outer
diameter of 20.1 m and two inserted end-cap magnets with a length of 5.0 m and
inner bore of 1.65 m and an outer diameter of 10.7 m. Eight flat coils assembled
radially and symmetrically around the beam conform the barrel toroid which provides
bending powers of 3 Tm in the barrel and 6 Tm in the end-caps. The end-cap toroids
provide radial overlap and optimize the bending power in the transition region by being
rotated in azimuth by an angle of 22.5o with respect to the barrel coils.
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4.2.4 The Trigger System
The trigger system is needed to store the information obtained by the different
subdetectors for the interesting physics events, while it reduces the number of mini-
mum bias events to be stored. The trigger system is divided in three different levels,
called LVL1 (first level), LVL2 (second level) and the event filter. A schematic view of
them is shown in Figure 4.8. The LVL1 make use of a subset of the calorimeter and
muon detectors. It acts before the data is collected by the readout drivers (RODs). If
relative high transverse momentum objects are detected in the mentioned detectors,
the LVL1 triggers. It reduces the amount of data to ∼ 100 kHz. The LVL2 uses the full
granularity from all subdetectors, including the inner detector, but considering reduced
regions of interest defined by the LVL1 trigger. The events are processed using pro-
cessor farms looking for interesting objects: high pT leptons, jets or photons, a single
jet with very high pT , large amounts of transverse missing energy, etc,. The final stage
is the event filter. Before this stage, the event was reduced to ∼ 1− 2 kHz. At this
point the data calibrations are available and the event rate is reduced to ∼ 200 Hz.
Figure 4.8: Schematic view of the ATLAS trigger levels. Figure from the ATLAS public
webpages [99].
.
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5Reconstruction of t ¯t +1-jet events
using the ATLAS detector
The measurement of the R distribution and therefore the extraction of mpolet is
based in the reconstruction of t ¯t + 1-jet topologies. The reconstruction of t ¯t + 1-jet
events using the ATLAS detector is presented in this chapter. For that, the data col-
lected by the ATLAS detector for pp collisions at a center-of-energy of 7 TeV is used.
The data sample was recorded during 2011 and the total integrated luminosity of the
data set is 4.6 fb−1 with an uncertainty of 1.8% [89].
The experimental signature for t ¯t +1-jet events is discussed in Section 5.1. Then
the definition of the different objects used during the kinematical reconstruction of
t ¯t + 1-jet events (electrons, muons, jets, ...) and the event selection for t ¯t + 1-jet
events are presented in Section 5.2. The data and Monte Carlo samples used in the
analysis are presented Section 5.3. Finally, in Section 5.5, the kinematical algorithm
to reconstruct t ¯t +1-jet events is discussed.
5.1 Experimental signature for t ¯t +1-jet events
The chosen t ¯t decay channel for the analysis presented in this thesis is the semilep-
tonic channel since it presents the best compromise between the efficiency of selec-
tion and rejection of backgrounds (see Chapter 3). Identifying the missing ET as
produced by the neutrino and using the W mass as a constraint, the neutrino four
momentum can be estimated, if only one neutrino is produced during the t ¯t decay.
Usually the events where there is one or more τ lepton coming from the decay of
the W bosons are treated in a different way. The experiments use muons or electrons
as triggers due to the fact that the τ lepton decays into a neutrino and a W boson which
decays again into lepton plus neutrino or into two quarks, generating complicated final
state topologies. The presence of an extra neutrino (or two in the case that the τ
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decays leptonically) makes the reconstruction of the four momentum of the system
more difficult. Therefore, from now on in the text, any reference to the semileptonic
(also called lepton+jets or l+jets) channel will be done assuming that the contribution
of the τ leptons is not considered.
Thus the expected signature for t ¯t + 1-jet events produced in the semileptonic
channel (also referred as l+jets or lepton+jets channel) is the following: two jets pro-
duced by the two b−quarks, two jets produced by the quarks decayed from the W
boson, one high pT lepton (µ or e), the presence of missing transverse energy asso-
ciated to the neutrino and at least one jet not associated to the t ¯t decay products.
5.2 Object definition and event selection
In this section, the identification and definition of such objects (leptons, jets...) by
the ATLAS detector is presented. The basic t ¯t +1-jet event selection is presented at
the end of this section.
5.2.1 Object definitions
The object reconstruction and definitions used in this analysis are identical to
those in most top physics analysis in ATLAS (see for example the Refs. [101, 102]).
The primary vertex is chosen as the vertex with the highest Σp2T for tracks with
pT >0.4 GeV. At least 5 tracks with pT >0.4 GeV and a lepton candidate must be
present in the event to be considered in the analysis.
Candidates for final state objects are reconstructed as follows:
Electrons: are reconstructed in the calorimeter using a cluster-based algorithm. They
are selected if they fulfill the Tight++ definition, which implies stringent selection
cuts in calorimeter, tracker and combined information to provide a good sepa-
ration between electrons and jets (fake electrons). Moreover, they are required
to have pT > 25 GeV and |ηclus|< 2.47, where ηclus denotes the pseudorapid-
ity of the calorimeter cluster. The clusters placed in the calorimeter transition
region (1.37 < |ηclus| < 1.52) are excluded. Additionally, an isolation criterion
is applied: transverse energy deposits within ∆R = 0.2 (excluding the cells as-
sociated to the electron) are required to be below a certain threshold which is
chosen such that the efficiency for electrons selected in Z → ee events passing
this isolation requirement is 90%. In addition, the sum of the transverse mo-
menta of the tracks within ∆R = 0.3 around the electron direction is restricted to
be below certain threshold that depends on the cluster energy and the pseudo-
rapidity. This threshold is also chosen by requiring the 90% of efficiency in the
reconstruction of the electrons in Z → ee events. The selected electrons must
match electron triggers of each data taking period.
Muons: are reconstructed combining the track candidates identified in the muon
spectrometer and the inner detector. In this case, pT > 20 GeV and |ηclus| <
2.5 are required. The sum of the calorimeter transverse energy within ∆R = 0.2
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is required to be below 4 GeV, and the pT of all the track within ∆R = 0.3,
excluding the muon track, must be below 2.5 GeV. Finally, the selected muon
have to match muon triggers of each data taking period.
Jets: are reconstructed from the the energy deposits in the calorimeters that are
joint into topological clusters using a three-dimensional algorithm [103]. These
clusters are fed into the anti-kT jet clustering algorithm with a radius parameter
R = 0.4. Reconstructed jets must have pT > 25 GeV and |η| < 2.5. Recon-
structed jet energies in MC are calibrated from stable particle jets. Residual
calibrations, derived using in-situ methods where the jet transverse momentum
is compared to that of a reference object (e.g. using γ/Z+jet events), are then
applied to data relative to the MC [104]. Reconstructed jets must have pT >
25 GeV and |η|< 2.5. To suppress the contribution from low-pT jets originating
from pile-up interactions, a jet vertex fraction requirement is applied: jets are
required to have at least 75% of the scalar sum of the pT of tracks associated
with the jet to come from tracks associated with the event primary vertex.
b−tagged jets: originated by a b−quark are identified using the MV1 b-tag algo-
rithm. This algorithm is based on a neural network exploiting the long life-time
of b-hadrons [105, 106, 107] that results in tracks with large impact parameter
with respect to the primary vertex and, also, in secondary and tertiary vertices.
The calibration is derived from data including t ¯t, dependent on the pT and η.
The working point has been set to 70% of efficiency.
Missing transverse energy (EmissT ): is defined as the event momentum imbalance in
the transverse plane to the beam axis. This imbalance is associated to the neu-
trinos that escape the experiment undetected and it is measured as the vector
sum over momenta over all the topological clusters in the event that are not
associated to the presence of electrons, muons, jets, soft jets and calorime-
ter cell-out term which accounts for the energy deposits not associated to the
previous objects [108].
After selecting the objects, overlap between the object collections is removed us-
ing the following criteria: first, muons within ∆R = 0.4 of a selected jet are removed;
second, any jet within ∆R = 0.2 of a reconstructed electron is removed; and finally,
any electron within ∆R = 0.4 of the remaining jets is removed.
All these objects are corrected through scaling and smearing the nominal values
in the Monte Carlo to improve the agreement with the data. The object corrections are
implemented during the identification and reconstruction following the recommenda-
tions and instructions provided on the TopCommonScales twiki [109] 1.
5.2.2 Basic event selection
Once that all needed objects are identified, the event selection for t ¯t+1-jet events
is performed.
1They are implemented in the TopRootCoreRelease-11-00-08 software package developed by the
top-quark group of the ATLAS collaboration.
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First requirements are: the presence of a lepton matched with its trigger and
with a minimum pT cut requirement to optimize the efficiency of reconstruction, the
presence of at least one primary vertex with enough associated good tracks to reduce
the possibility of including pile-up events during the reconstructions. Moreover, bad
events due to a bad reconstruction in some regions of the LAr calorimeter are rejected:
1. single lepton trigger, with thresholds at 18 GeV for muons and 20 or 22 GeV for
electrons;
2. the selected lepton and the trigger object are required to be matched (∆R <
0.15);
3. bad events due to noise bursts in the liquid argon calorimeter are rejected;
4. at least one primary vertex with at least five associated good tracks;
5. exactly one good charged lepton with pT greater than 25 GeV (electron or
muon);
Then, two b−tagged jets and at least three other jets are required.
6. at least five good jets;
7. exactly two identified b-quark jets;
The presence of a neutrino is inferred from the presence of the unbalance in
transverse energy:
8. the magnitude EmissT of the missing transverse momentum must be greater than
30 GeV;
Finally, an extra cut in the W−boson transverse mass1 reconstructed with the
missing transverse momentum and the charged lepton, mWT , is performed to reduce
the contamination of multijet events due to the presence of fake leptons:
9. mWT must exceed 30 GeV.
5.3 Data sample and event selection
The t ¯t +1-jet events are reconstructed using the data collected by ATLAS during
2011. The data sample includes all data recorded in the 2011 data taking periods with
stable beam conditions and all relevant subdetector systems operational.
The simulation of the signal events is performed with NLO calculations of t ¯t topolo-
gies. The different backgrounds that have been considered are: W/Z+jets topologies,
single top production, diboson production and multijet events due to fake and non
1The W−boson transverse mass is defined as mWT =
√
2pT,l pT,ν[1−cos (φl −φν)] where l is the
selected lepton and ν the neutrino. The neutrino kinematics is given by the EmissT vector.
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prompt leptons. All this processes contain lepton and high multiplicity jet final states.
All the backgrounds, except the multijet contribution, are estimated using Monte Carlo
simulations (summarized in the following paragraphs). The contribution of the multijet
events is estimated using data-driven methods.
All the simulated events are processed with the full ATLAS detector simulation
based on Geant4 [110]. The simulation conditions and samples described corre-
spond to the standard prescriptions of the ATLAS top physics group for the analysis
performed using the 7 TeVdata sets. Further information and links to the sample,
the related production tasks, ATLAS MetaData Interface details are available at the
top group MC11 campaign Monte Carlo pages [111]. The same offline reconstruction
methods are applied to the simulated samples as to the data.
5.3.1 Monte Carlo Simulation
This section describes the details of the Monte Carlo simulation samples used in
the analysis. A number of Monte Carlo event generators are used to generate samples
of t ¯t signal events, as well as other sources of SM background.
In this analysis, several Monte Carlo samples are used for the modeling of t ¯t
pair production and the main background processes. For the simulation of the t ¯t
signal, the POWHEG code [48, 112] (POWHEG-hvq, patch4) is used to calculate the
QCD matrix element at NLO with the CT10 [58] parton distribution function (PDF).
The parton shower and the underlying event are added using the PYTHIA [42] (v4.01)
generator with the Perugia 2011C tune [113]. The nominal t ¯t@NLO+PS sample is
produced assuming a top-quark mass of mt = 172.5 GeV. The corresponding cross
section is σt¯t = 177+10−11 pb, based on next-to-next-to-leading order (NNLO) QCD cal-
culations including the resummation of next-to-next-to-leading logarithmic (NNLL) soft
gluon terms with top++ 2.0 [50, 51, 52, 53, 55]. In addition to the nominal sample,
five samples are used with different assumptions of the top-quark mass in the range
[167.5,180]GeV in steps of 2.5 GeV.
Single top quark production via electroweak interactions is simulated using POWHEG
interfaced with PYTHIA v6.4. The Perugia 2011C Tune is used for s−channel, t−channel
and Wt−channel production.
The production of W/Z bosons in association with jets (W+jets or Z+jets) is sim-
ulated using the ALPGEN generator [114] (v2.13) with the LO CTEQ6L1 [115] PDF.
These calculations are interfaced with HERWIG and JIMMY. The W +jets events con-
taining heavy-flavor quarks (b-quark and c-quarks pairs and single c-quarks) are gen-
erated separately using leading-order matrix elements with massive b- and c-quarks.
An overlap removal procedure is used to avoid double-counting due to heavy quarks
produced by the parton shower. The W+jets heavy flavor composition is estimated
using the tag counting method in 1- and 2-jet bins in the pretag and tag samples. The
yield for the W+jets process is normalized exploiting the lepton charge asymmetry
observed in data [116].
Finally, diboson events (WW , ZZ, WZ) are generated using HERWIG with the
MRSTMCal PDF [117].
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5.3.2 Multijet events
The multijet background is the only background which is estimated using a fully
data-driven method. This background is due to the presence of fake leptons: the
ones that are no prompt nor isolated leptons from W/Z decays. Non-isolated muons
are produced, mainly, in the semileptonic decay of B-hadron decays, where the muon
passes the isolation requirement. The fake electrons are produced in three main
processes: heavy-flavor decay, light-flavor jets that are misidentified as electrons, and
photon conversions.
To estimate the rate of such a fake leptons, the data driven Matrix Method dis-
cussed in Ref. [118] is used. The method make uses of two control samples that are
based on loose and tight lepton isolations definitions. The loose selection requires
more relaxed identification criteria and the isolation requirements are removed. Ac-
cording to this method and using measured efficiencies of real and fake leptons, one
can express the number of fake leptons passing the tight isolation requirements as:
Ntightf ake =
ε f ake
εreal− ε f ake (N
looseεreal−Ntight) (5.1)
where Ntight and Nreal are the number of events with a tight or loose lepton, respec-
tively, and the εreal and ε f ake are the fractions of real and fake loose leptons which
pass the tight selection. The measurement of the electron identification efficiency
εreal is derived through the tag-and-probe method with a sample of Z decaying to lep-
tons. The ε f ake are measured in control regions which are dominated by contributions
from fake leptons. These control regions pass lower EmissT and mWT requirements or
are composed by events with high track impact parameter.
5.4 Event yields after the basic selection
The basic selection described so far identifies 8275 events in the l+jets chan-
nel. The yield is compared to the Standard Model prediction in Tab. 5.1 for the l+jets
channel. The contributions of several Standard Model processes are presented sepa-
rately. The systematic uncertainties quoted in the table correspond to a subset of the
most important uncertainties considered in this analysis: those on the jet energy scale
(JES), initial- and final- state modeling, b−tagging efficiency, Monte Carlo generator
and hadronization modeling, for the signal yields; the normalization uncertainties for
the (Z)W+jets yields; the normalization, shape and Monte Carlo mass dependence
for the single top yields; and the shape and normalization uncertainties for the multi-jet
background estimation. A complete description of all systematic uncertainties will be
presented in Section 6.6.
For a number of kinematic variables that are important to the event selection the
distributions of the data are compared to the Standard Model expectation in Figures
from 5.1 to 5.2. The first shows the reconstructed missing transverse energy, the
mWT and the lepton pT and η. The second shows the pT , η and multiplicity for the
light-jets (non b−tagged jets) and for the b−tagged jets. The same set of systematic
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(c) Azimuthal angle of the missing energy.
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(d) Pseudorapidity of the lepton candidate.
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(e) Leptonic W−boson transverse mass.
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(f) Azimuthal angle of the lepton candidate.
Figure 5.1: The data for different kinematic distributions are compared after the basic
selection to the t ¯t @NLO+PS calculations (POWHEG+PYTHIA) with an assumed Monte
Carlo mass mt = 172.5 GeV. Tab. 5.1.
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(c) Multiplicity of the b-jet candidates.
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(d) Pseudorapidity of the light-jet candidates.
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(f) Pseudorapidity of the b-jet candidates.
Figure 5.2: Similar to Figure 5.1.
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events stat syst
Data 8275 - -
signal (t ¯t, mt = 172.5 GeV) 7209 (91.5%) 85 1564
W+jets 206(2.5%) 14 99
Z+jets 35(0.4%) 6 17
Single top 326(3.9%) 18 297
WW ,ZZ,WZ 5(0.1%) 2 0
Multi-jet 94(1.1%) 10 55
Total Background 665(8.0%) 26 318
Predicted 7874 89 1596
(data-B) / B 11.4 0.2 3.0
Table 5.1: Event yields after the basic selection. The data yield for the l+jets channel
is compared to the Standard Model expectation based on Monte Carlo predictions. The
statistical and the systematic uncertainties are separately quoted. Only the largest sys-
tematic uncertainties have been accounted (see body text). The relative contribution of
each process is reported in percent in parenthesis.
uncertainties evaluated in Tab. 5.1 are shown in the figures. For all kinematic variables
good agreement is observed between the data distribution and the template based on
Monte Carlo distributions for the signal and major backgrounds.
5.5 Reconstruction of the t ¯t +1-jet events
After the basic selection, a kinematical reconstruction of the events is performed
to identify the t ¯t + 1-jet system. The first step consist in identify the W−boson can-
didates. Then, the two identified b−tagged jets are associated to the two b−quarks
produced in the top-quark decays. The t ¯t system is reconstructed from these objects
and the extra jet is associated to the one of the remaining jets that has the larger pT .
The kinematic reconstruction of the t ¯t +1-jet events has been studied and optimized
using the t ¯t POWHEG+PYTHIA Monte Carlo sample with a mt =172.5 GeV.
5.5.1 Identification of the W bosons candidates
In the l+jets channel, one of the W bosons decays into a charged lepton plus
a neutrino and the other into two light quarks that will create two light jets. For both
W−bosons, the candidates are reconstructed as follows.
Leptonic W boson candidates The neutrino traverses the detector without leaving
a signal. The transverse momentum imbalance (its magnitude is conventionally de-
noted as EmissT ) of all reconstructed objects is assumed to be entirely due to the trans-
verse momentum carried by the neutrino. The neutrino momentum is reconstructed
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by imposing a W−mass constraint on the lepton-EmissT system:
m
leptonic
W = m
2
lepton +2(EleptonEν− plepton · pν)≡ mPDGW (5.2)
where pa represents the momentum (px, py, pz) of the particle a. Considering the neu-
trino mass as zero and associating the measured EmissT with the transverse momentum
of the non-detected neutrino, the z−component of the neutrino three momentum (the
longitudinal component) is extracted by solving the Eq. (5.2). The pz,ν solution to this
equation is a quadratic equation that yields two real solutions if the discriminant of the
quadratic equation is greater than zero. If the discriminant is negative, the magnitude
of the missing transverse energy is recalibrated to get a null discriminant.
Hadronic W boson candidates All the light jets that have not been identified as
b−quark jets are considered as candidates to be decay products of the hadronic W
boson. To reduce the number of possible pairings and to increase the quality of the
kinematic reconstruction of the W boson candidate, only the pairs of light jets i, j that
pass the following selection criteria are selected:
• 0.9 < α < 1.25, with α the W mass divided by di-jet mass mi j (α≡ mWT /mi j);
• ∆ki jt = min(piT , p jT ) ·∆Ri j < 90 GeV
where ∆Ri j =
√
∆φ(i, j)2 +∆η(i, j)2.
5.5.2 Reconstruction of the t ¯t +1-jet system
Among all possible leptonic and hadronic-W candidates the best combination is
chosen by minimizing the difference between the all possibilities for reconstructed
kinematic masses (by considering all possible associations of the two b−jets with the
W−boson candidates). For that, the β′ variable is defined:
β′ = m
leptonic
t −mhadronict
m
leptonic
t +m
hadronic
t
(5.3)
where mleptonict (mhadronict ) refers to the reconstructed kinematic mass of the candidate
to be the top quark decaying leptonically (hadronically). All possible pairings of W
boson candidates and identified b−quark jets are considered, and the one that mini-
mizes the absolute value of the differences of kinematical masses, the β′ variable, is
selected. Once the objects that compose the t ¯t system are chosen, the light jets that
make up the hadronic W boson are corrected using the α value.
The additional jet that completes the t ¯t + 1-jet system is selected among the re-
maining jets after all jets that are used to form the top quark candidates are discarded.
The discarded jets include the two jets assigned to the hadronic W -boson candidate
and two jets identified as b−quark jets. From the remaining jets, the leading-pT jet
is chosen. To classify the event as a t ¯t + 1-jet event, a pT > 50 GeV and |η| < 2.5
are required for the additional jet. Two softer cuts on the pT of the additional jets,
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pT > 30,40 GeV, have been also considered as a crosscheck. Lower cuts for the
extra jet pT translate into smaller statistical but larger systematic uncertainties for the
top-quark mass extraction from the R -distributions (see Section 6.7 for more a de-
tailed discussion).
Finally, an extra cut to improve the signal-to-background ratio (in about 15%) is
applied to the ratio of the reconstructed invariant masses of the leptonic and hadronic
top quark candidates:
β = m
leptonic
t
mhadronict
> 0.9 (5.4)
The results for the efficiency and signal-to-background ratio are summarized in
Tab. 5.2. A cut of β > 0.9 is finally chosen as a compromise between the reduction of
statistics and the improvement of signal-to-background ratio.
Cut efficiency (Data-BKG)/BKG
No cuts 1 15.3± 1.2
β > 0.8 0.8971 16.9± 1.4
β > 0.9 0.7472 17.8± 1.5
1.1 > β > 0.9 0.5455 21.5± 2.0
Table 5.2: Study of the impact of an optimization cut of the β variable. The efficiency
is calculated as the ratio of events that pass the β cut, with respect to the number of
reconstructed t ¯t + 1-jet events without any extra cut in β.
5.5.3 Quality of the reconstructed events
The sets of cuts proposed in this chapter are optimized to obtain larger efficien-
cies and purities (good matching between the reconstructed objects and the same
objects at parton level) and to reduce the combinatorial background and to minimize
the effects due to jet energy corrections to the light jets during the reconstruction of
t ¯t +1-jet events.
The efficiency of selection, defined as the ratio between the final number of se-
lected events and the events that passed the basic selection, has been estimated to
be 28−29% (the efficiency reaches values of ∼ 40% if the pT cut requirement for the
extra jet is 30 GeV). A study of the quality of the reconstruction algorithm has been
performed. For that, the matching of the reconstructed objects (light jets associated
to the W boson, the b−tagged jets and the extra jet) with their correspondences at
parton level (quarks from the W boson decay, b−quarks from the top quark decays
and the hardest emission from the t ¯t system) is studied. Two objects are considered
to match if they are found to be in a cone ∆R < 0.4. This exercise has been performed
with the light jets associated to the W−boson and it is found that 39% of the times, the
quarks at parton level match with the light jets. A similar exercise has been performed
for the t ¯t + 1-jet system. The percentage of reconstructed t ¯t + 1-jet where all the
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jets are matched with the correct partons is 25%. When reconstructing the t ¯t + 1-jet
as a whole system, the matching criteria allows multiple combinatorics: the system
t ¯t +1-jet is considered to be well reconstructed if all its reconstructed jets match with
any of the original partons having all partons at least one reconstructed match. The
percentage of reconstructed t ¯t + 1-jet matched to the parton level, in this case, is
41%. Similar values are obtained, for example, in Ref. [102], for the reconstruction of
t ¯t events.
5.6 Reconstructed t ¯t +1-jet events
The selection of the t ¯t+1-jet sample leads to the event yield displayed in Tab. 5.3.
The results are shown separately for the l+jets channels. For the signal and back-
ground estimations, the statistical and systematic uncertainties as quoted in Sec-
tion 5.2.1 are evaluated. The observed number of events is within the error in agree-
ment with the expectation.
events stat syst
Data 2256 - -
signal 2053 (91.0%) 45 316
W+jets 31(1.4%) 6 15
Z+jets 6(0.3%) 2 3
Single top 62(2.7%) 8 33
WW , ZZ, WZ 1(0.1%) 1 0
Multi-jet 22(1.0%) 5 12
Total Background 121(5.4%) 11 38
Total Predicted 2174 47 318
(data-B) / B 17.7 0.8 2.9
Table 5.3: Similar to Tab. 5.1, but performed after the final selection after t ¯t + 1-jet re-
construction.
The observed distributions for a number of variables after applying all analysis
cuts are compared to the Standard Model template in Figures 5.3 to 5.4.
Finally, the center-of-mass energy ρs of the t ¯t + 1-jet system is reconstructed by
summing the four-vectors of the charged lepton, neutrino and the jets. Note that this
observable is robust against ambiguities in the combinatorics. In particular, the recon-
structed ρs does not depend on the assignment of the two b−jets to the leptonic and
hadronic top quark candidates. In Fig. 5.5, the detector-level ρs distribution is shown
before (uppermost figure) and after (lowermost figure) the background subtraction and
normalization.
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Figure 5.3: The data for different kinematic distributions are compared to the
t ¯t @NLO+PS calculations (POWHEG+PYTHIA) with an assumed Monte Carlo mass
mt =172.5 GeV after the final kinematic reconstruction of the t ¯t + 1-jet events. The
background and the uncertainties are evaluated as in Figures 5.1 and 5.2.
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Figure 5.4: Similar to Figure 5.3.
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(a) Reconstructed ρs distribution compared with signal and background es-
timations in the same way than in Figure 5.3.
(b) The differential and normalized ρs distribution of reconstructed t ¯t+1-jet
events at the detector level after the background subtraction.
Figure 5.5: Reconstructed ρs distribution before and after background subtraction and
normalization. In both cases data are compared to the t ¯t @NLO+PS calculations
(POWHEG+PYTHIA) with an assumed Monte Carlo masses of mt = 172.5 GeV.
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6Experimental determination of the
top-quark pole mass.
The first top-quark pole mass extraction from t ¯t + 1-jet events collected by the
ATLAS detector is presented in this chapter.
The definition of the t ¯t + 1-jet system at the level in which the top-quark mass
is extracted is presented in Section 6.1. The unfolding procedure that corrects for
the effects of top-quark decay and the finite detector acceptance and resolution is
explained in Section 6.2. The extraction of the top-quark pole mass by fitting the ob-
served R -distribution to the prediction of the t ¯t + 1-jet @NLO+PS calculations with
POWHEG+PYTHIA is discussed in Section 6.3. The study of the independence of the
unfolding procedure on the Monte Carlo mass is presented and discussed in Sec-
tion 6.4. Other important cross checks of the unfolding procedure are presented in
Section 6.5.The uncertainties associated to the top-quark pole mass extraction are
summarized in Section 6.6 and the final results are shown in Section 6.7.
6.1 The t ¯t +1-jet system at parton level.
To enable the comparison of the data with respect to the NLO+PS calculation the
reconstructed number of events as a function of ρs (lowermost plot in Figure 5.4) is
corrected, after the background subtraction, for detector effects as well as for particle
decays and hadronization effects. Finally, it is normalized. Before starting with the
correction algorithm, the following definitions of the t ¯t +1-jet system are introduced:
1. Parton level: the top and anti-top quarks are produced on-shell before decay-
ing but QCD radiation including initial (ISR) and final state (FSR) radiation are
enabled. This is the level where the corrected data is compared to the the-
oretical calculation to extract the mpolet parameter. Parton shower evolution is
included at this level. The corresponding theoretical approach is identified as
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t ¯t + 1-jet @NLO+PS, as defined in Chapter 3. Is important to remember the
result shown in Chapter 3 that shows that the R calculations from t ¯t + 1-jet
@NLO+PS or only NLO are compatible within the scale uncertainties. More-
over, the difference of extracting the mpolet from a measured R distribution using
one or the other calculation is ∼ 0.3 GeV.
2. Particle level: based on stable particles before they enter the detector simu-
lation. A measurement of the ρs distribution of t ¯t + 1-jet events at this level is
foreseen in a future iteration of this analysis, including the 8 TeV data.
3. Reco level (or detector level): the t ¯t+1-jet events are reconstructed from the
detector information as described in Section 5.5. At this level ATLAS MC events
and data are compared. Figure 5.5 shows the R -distribution at this level.
It should be noticed that in all cases the same reconstruction algorithm is applied to
define the jets, that is, the anti−kt algorithm with radius parameter R = 0.4 with the
same kinematic cuts (pT ( jet)> 50 GeV and |η( jet)|< 2.5).
6.2 Unfolding procedure
For this analysis is crucial to use an unfolding procedure (to correct the influence
of the decay, hadronization and detector effects) which does not depends on the mass
of the Monte Carlo sample used to define the procedure. For that, different unfolding
approaches have been considered and studied during the development of the analy-
sis.
It has been observed that a simple bin-by-bin correction cannot be applied without
introducing a dependence on the mass used in the modeling of the signal since the
endpoint of the R distribution depends on the top-quark mass. The first method that
was proposed to unfold the data, presented in Ref. [11], was based on the shape
of the R distribution. For that a change of variable is introduced and the correction
factors are calculated for this intermediate variable instead of being based on ρs. The
new variable was chosen to be sensitive to the shape of the distribution making the
correction independent of the endpoint of the distribution itself. More precisely, this
variable was defined as a function of the integral of the ρs and the correction factors
calculated were proved to be independent of the mass used in the Monte Carlo sample
for the top-quark mass interval of mt = 160−180 GeV. This approach was not finally
used in the present analysis since it needs a lot of statistics to give stable solutions.
More details about this method are shown in the Appendix A.
The second approach, and the one finally used in the experimental measurement,
is based on a regularized inversion of a migration matrix. This unfolding procedure
uses response matrices that better account for the correlations between parton and
reconstructed level migrations. The inversion of the matrix is performed using a regu-
larized algorithm that minimize the statistical fluctuations. This method, as it is shown
in Section 6.4, is also independent of the Monte Carlo mass used in its definition.
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The response matrix accounts for the migration in ρs of the events between the
parton level and the reconstructed level. As the parton level as defined in the first
section of this chapter is not accessible in the default ATLAS MC sample, an additional
intermediate level is introduced:
• POWHEG 1st emission level: the R observable is defined using the top quarks
before decay and after QCD radiation (ISR or FSR) as before. The additional
jet is identified with the first emission in POWHEG1.
The strategy of this analysis is to correct the data up to the 1st POWHEG emission
level using standard ATLAS MC samples. An additional correction is then needed
from POWHEG 1st emission level to the parton level. This correction is determined
using event samples generated with the same ATLAS POWHEG version and tuning,
but including the information needed to define the t ¯t +1-jet as required by the parton
level. These samples have been validated using the ATLAS procedure and the results
are shown in Appendix F where a comparison between several key distributions in the
official and private samples is shown.
Using the nominal t ¯t Monte Carlo samples, the migration matrix is constructed.
This migration matrix — defined asM — contain the migrations from the first POWHEG
emission level to the reconstructed level for l+jets events. The migration matrix is
constructed with simulated events that pass the selection cuts at the POWHEG first
emission and at the reconstructed level. This correction is performed by a regular-
ized inversion of the migration matrix using the Singular Value Decomposition (SVD)
method [? ]. The regularization minimizes the large statistical fluctuations that can
appear when directly inverting the matrix. The same procedure is used routinely in
the ATLAS top group, for instance in reference [? ]. Thus the data correction to the
POWHEG 1st emission level can be expressed using the following formula that de-
scribes the unfolding of a normalized differential cross section:
R 1st Emission(ρs, j)≡ 1∆(ρs, j)
ΣiM −1ji [Di−Bi]
Nε(ρs, j)
(6.1)
where in our case R 1st Emission(ρs, j) is the R -distribution defined at the 1st POWHEG
emission level evaluated in the j-th interval of ρs (the j-th bin); ∆(ρs, j) is the width
of the ρs j− th bin; M −1ji are the matrix elements connecting the R -distribution at
reconstruction level to the 1st POWHEG emission level as calculated using simulated
data and corresponding only to the selected sample; Di is the observed R -distribution
in data after selection; Bi the number of background events in the i− th bin and N is
the total number of events, obtained by summing up the distribution for all the bins;
finally, ε(ρs, j) is the factor which takes into account the correction of the POWHEG
first emission R -distribution due to the event selection. The ε(ρs, j) correction factor
1In the matching procedure of the POWHEG matrix element with the PYTHIA parton shower the hard-
est (ISR and FSR) emission is taken care of by POWHEG. For both initial- and final-state radiation, the
parton showers are started at the kinematical limit, and emissions above the POWHEGscale (emissions in
the parton shower that are harder than the first emission) are vetoed. For a detailed physics discussion,
see R. Corke and T. Sjostrand [? ]
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is evaluated as the ratio of the POWHEG first emission R distribution before and after
applying the event selection an it also accounts for the fraction of events (approxi-
mately 15%) in which the POWHEG first emission level does not satisfy the selection
requirements (pT > 50 GeV and |η| < 2.5) but the event is finally reconstructed as
t ¯t +1-jet event.
A further bin-by-bin unfolding is applied to correct the POWHEG first emission level
to the partonic level:
R partonic(ρs, j)≡ τ(ρs, j) ·R 1st Emission(ρs, j) (6.2)
This second correction, τ(ρs), is determined as the ratio between the parton level
spectra and the POWHEG emission spectra before the event selection as defined in
the theoretical calculation to compare with. This second correction is numerically of
relatively minor importance. The bin-by-bin correction is typically of the order 5%, In
terms of the top-quark pole mass the full correction accounts for approximately a 1%
change.
The expression that summarizes the total correction is:
R partonic(ρs, j)≡ τ(ρs, j) · 1∆(ρs, j)
ΣiM −1ji [Di−Bi]
Nε(ρs, j)
(6.3)
The response matrix and the two correction factors are shown in Figures 6.1
and 6.2. The choice of the bin size aims to:
• isolate the region where the distribution is more sensitive on the mass, keeping
the purity the migrations in this bin as small as possible;
• isolate the region where the normalized curves for different top-quark masses
cross and the sensitivity is therefore very poor (0.525 < ρs < 0.675);
• maximize the number of events in the diagonal of both matrices, having a mini-
mum of 50% of efficiency for each bin in the diagonal.
In Figure 6.1 the diagonal elements of the matrices all exceed 50%, showing that the
efficiency condition is indeed met. Specifically, the ρs-interval where theR -distribution
is most sensitive to the top-quark mass (large values of ρs), presents a large efficiency
of 74%.
The statistical uncertainty of the corrected result is evaluated as follows. Pseudo-
experiments are created by varying the R data points within their statistical uncer-
tainty. The pseudo-data sets created in this way are also unfolded with the nominal
migration matrix, to propagate the statistical uncertainty of the data to the corrected
distribution. The (small) uncertainty in the response matrix due to the limited Monte
Carlo statistics is propagated in a similar way, but in this case the data is kept fix and
a set of pseudo migration matrices is created according to the statistical uncertainty
of the original migration matrix. A set of corrected pseudo-distributions is obtained.
Comparing these distributions with the nominal one, the covariance matrix V that mea-
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Figure 6.1: The response matrix mapping the reconstructed ρs on the POWHEG first
emission (where the g corresponds to the POWHEG emission) for lepton+jets events.
The efficiency of the diagonal elements is always greater than 50%.
sures the statistical uncertainties of the corrected data is obtained. The covariance
matrix V is presented in Appendix B.
6.3 Fit to t ¯t +1-jet @NLO+PS
To extract the mpolet from the unfolded R -distribution, the corrected distribution is
fit with the t ¯t +1-jet NLO+PS calculation using the least square method. The χ2 to fit
to binned data is defined as follows:
χ2 = ∑
i j
(Ri− fi(mpolet ))V−1i j (R j− f j(mpolet )) (6.4)
where Ri is the data corrected measurement in bin i, fi is the predicted result and
V−1 is the inverse of the regularized covariance matrix of the unfolded R -distribution,
obtained as described in Section 6.2. The dependence of the prediction f (mpolet )
on the top-quark pole mass is a parametrization of the results in Table 6.1 of the
NLO + PS calculation for the t ¯t + 1-jet cross section. The result of a polynomial of
second order parametrization is shown in Figure 6.3 (different choices are compared
in Appendix C)
The measured mpolet is the one which minimizes the χ2 of Eq. (6.4). Its statistical
uncertainty is taken as the mass shift that increases the χ2 by one unit with respect to
the minimum (∆χ2 = +1).
In the normalized R distribution the six bins are no longer independent. The re-
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Figure 6.2: First figure: the relative selection efficiency factor, ε(ρs). Second figure: the
second correction factor τ(ρs).
duced number of degrees of freedom is accounted for by discarding the least sensitive
bin in the fit. The effect of droping one or other bin has been performed observing a
standard deviation of the extracted mass of 0.4 GeV and the χ2 value is kept constant
in a window of the∼ 18% around the nominal value. The naive statistical combination
of the top-quark mass values of each bin gives a difference of 0.3 GeV with respect to
the obtained by the χ2 minimization.
6.4 Independence of the unfolding procedure with the Monte
Carlo mass.
An important feature to check for this analysis is that the unfolding procedure is
independent of the assumed input top-quark mass of the Monte Carlo generator. For
this purpose, two different tests have been performed. The first one consist in the
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R (ρs)
PPPPPPPPPρs
m
pole
t 170 GeV 172.5 GeV 175 GeV 177.5 GeV 180 GeV
0 to 0.25 0.1327(9) 0.139(4) 0.1425(8) 0.149(1) 0.1548(6)
0.25 to 0.325 1.10(1) 1.134(6) 1.17(1) 1.21(1) 1.251(9)
0.325 to 0.425 1.972(9) 2.027(4) 2.070(9) 2.13(1) 2.185(7)
0.425 to 0.525 2.51(1) 2.561(6) 2.59(1) 2.64(1) 2.674(8)
0.525 to 0.675 2.143(8) 2.125(4) 2.117(7) 2.085(9) 2.060(6)
0.675 to 1.0 0.353(2) 0.316(1) 0.287(2) 0.252(2) 0.223(1)
Table 6.1: The R -distribution calculated using t ¯t + 1-jet @NLO+PS generated samples
for different mpolet values. The extra jet requirements are pT ≥ 50 GeV and |η| ≤ 2.5.
The quoted uncertainties reflect the statistical accuracy of the calculation.
unfolding of the data using different Monte Carlo samples to define the unfolding,
each one with different top-quark mass as input. The second one consist in applying
a fixed unfolding procedure (defined with mt = 172.5 GeV) to different R distribution
simulated with t ¯t Monte Carlo samples with different top-quark mass inputs. The
statistical uncertainty of the tests performed in the second case is much lower than
in the other case, since the number of events in the Monte Carlo samples are larger
than in the data samples.
From both tests, the non-dependence of the top-quark mass measurement with
the Monte Carlo mass used for the unfolding is inferred.
Unfolding procedure defined with different t ¯t samples (with different mt
values) and applied to the data sample.
The data is unfolded with different Monte Carlo samples for t ¯t with input masses
in the interval 170 GeV≤mt ≤180 GeV.
The unfolded R distributions are shown for four ρs bins (the bins in the interval
0.25 < ρs < 0.525 are joint together to increase the statistical resolution and to reduce
the fluctuations) in Figure 6.4 as blue points. The R dependence on the Monte Carlo
mass used during the unfolding is compatible, in all bins with a line with zero slope.
The red band contains the total statistical uncertainty (due to the number of recon-
structed events and to the finite size of the response matrix) for the data unfolded with
the nominal t ¯t simulations. The error bars in the blue points accounts only for the sta-
tistical uncertainty due to the finite number of events of the correspondent response
matrix. These errors are not correlated for the different points. At the same time, in the
figure, the R dependence on the mpolet for t ¯t +1-jet @NLO+PS calculations is shown
(black points), together with its parametrization as a second degree polynomial. In
this figure is observed that the value of the unfolded R distribution does not depends
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Figure 6.3: Parametrization of the R mass dependence using a polynomial of degree
1: R (mpolet ) = a+ b(m
pole
t − 170) for the six different ρs intervals. Notice that the same
∆R is shown in the six y−axis.
on the Monte Carlo mass, specially in the most sensitive bins. A remnant dependence
in the region of lowest ρs values is observed. The mass resolution in this interval is
small, and it does not affects to the result.
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Figure 6.4: The dependence of the unfoldedR distribution on the Monte Carlo top-quark
mass. The error bars of the blue points represents the statistical uncertainty associated
to the migration matrix and the red bands contain the full statistical uncertainty (migration
matrix and data number of events) for the unfoldedR distribution with the nominal Monte
Carlo sample (mt = 172.5 GeV). The bins in the 0.25 < ρs < 0.525 have been added
up to increase the resolution for the given statistical uncertainty. For completeness, the
theoretical dependence of the R distribution on mpolet is shown as the black points. The
m
pole
t theoretical dependence is parametrized with a second polynomial (black line).
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Figure 6.5: The difference between the fitted mass and the top-quark Monte Carlo mass
for input spectra generated with POWHEG+PYTHIA and unfolded with the nominal proce-
dure (with fixed mt = 172.5 GeV). The fit is performed with a t ¯t @NLO+PS calculation.
Unfolding procedure defined with a common Monte Carlo sample and
applied to different t ¯t Monte Carlo samples.
The default unfolding procedure is repeated for simulated data using t ¯t @NLO
POWHEG+PYTHIA Monte Carlo samples with input masses in the interval 167.5 GeV≤
mt ≤180 GeV, that spans over 15 standard deviations of the most precise determi-
nation. The corrected R -distributions are then fit with the t ¯t @NLO+PS calculation
(contrary to nominal mass extraction, where the t ¯t +1-jet calculation is used) and the
Monte Carlo mass is extracted. In this case it is expected that the fit yields the MC
mass assumed in the Monte Carlo sample.
The black points with error bars in Figure 6.5 correspond to the difference between
input mass and extracted result for fits of the data unfolded with an input Monte Carlo
mass ranging from 167.5 GeV to 180 GeV. All individual results are compatible with
0 within their statistical error (which largest value is approximately 400 MeV). A fit to
the points with a first order polynomial yields a slope of 0.02 ± 0.03, compatible with
no dependence on the input Monte Carlo mass within this mass interval.
It is concluded, therefore, that in the interval from 167.5 GeVto 180 GeVand within
the statistical uncertainty of our estimation there is no dependence on the assumed
Monte Carlo mass.
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Statistical stability of the unfolding procedure.
The matrix unfolding that corrects for detector effects and hadronization is per-
formed by a regularized inversion of the migration matrix using the Singular Value
Decomposition (SVD) method [? ]. The regularization minimizes the large statistical
fluctuations that can appear when the matrix is inverted directly. The regularization of
the unfolding is determined by a parameter called kreg and the guidelines explained
in [? ] have been followed to chose its optimal value which has been evaluated
to be equal to 5. The unfolded R -distribution with this optimal kreg corresponds to
m
pole
t (l + jets) = 173.7± 1.5 (stats) GeV. Variations of this kreg value of +1 and -1
have also been studied ranging to results of mpolet within 0.3 GeV.
To crosscheck the consistency of the above results a further test has been per-
formed using pseudodata experiments. A total of 5000 pseudodata R -sets have been
generated around the measured values of the R -distribution assuming Gaussian sta-
tistical errors. For each of these R -sets the whole unfolding process has been applied
and the resulting top-quark mass (mi) has been compared to that extracted using real
data with kreg equal to 5. The difference has then been divided by the obtained sta-
tistical error (σmi ) according to the following formula:
Pi =
mi−mpolet (data)
σmi
(6.5)
The pull distribution P thus obtained is shown in Figure 6.6. A fit of P to a Gaussian
distribution gives a mean value of 0.017± 0.012 and a standard deviation of 0.95±
0.01.
Stability of the unfolding procedure with the numbers of steps: two-step
unfolding vs one-step unfolding.
The two-step unfolding procedure is scrutinized using POWHEG+PS with the HER-
WIG parton shower model. In the ATLAS POWHEG+HERWIG samples the information
needed to define the t ¯t + 1-jet system at the parton level is available. Thus, we can
correct the data directly to the parton level and compare the result to that obtained
using the two-step procedure (i.e. through the POWHEG 1st emission level as in the
nominal procedure). The results are compatible within 0.1 GeV and with a statistical
accuracy of ∼ 0.25 GeV.
6.6 Statistic and systematic uncertainties
In this Section the treatment of the uncertainties that affect the extraction of the
top-quark pole mass is discussed. The statistical uncertainty of the corrected result is
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Figure 6.6: Pull distribution evaluated for kreg=5.
evaluated by repeating the unfolding procedure on pseudo-experiments correspond-
ing to variations of the R data points within their statistical uncertainty. The (small)
uncertainty due to the limited number of Monte Carlo events used to define the un-
folding procedure is evaluated by varying the migration matrices within the statistical
uncertainties. It amounts in 0.13 GeV and it is accounted for as a systematic un-
certainty. The remaining systematic uncertainties are split in two categories different
categories: theoretical uncertainties (Section 6.6.1) and the experimental uncertain-
ties. The experimental uncertainties are divided in: signal- and detector-modeling
uncertainties (Section 6.6.3 and 6.6.2) and the background estimation uncertainties
(Section 6.6.4).
6.6.1 Theoretical uncertainties
Uncalculated higher orders: an important asset of the top-quark pole mass ex-
traction method followed here is that it allows for a determination of the theoretical
uncertainty due to the truncation of the perturbative expansion of the t ¯t +1-jet calcu-
lation at NLO. The scale uncertainty on the differential cross-section is evaluated using
the conventional procedure. The variation in the extracted top-quark mass is recorded
when the corrected data are fitted with NLO+PS calculations performed with factor-
ization and renormalization scales of twice and half the nominal scale (µ = 2mpolet ,
µ = mpolet /2).
The alternative choices for the scale lead to a 0.44 GeV lower value for the top-
quark pole mass for µ = 2mpolet and a 0.93 GeV higher value for µ = m
pole
t /2. The
same uncertainty (obtained on the sum of the electron and muon channels) is as-
signed also to the individual channels. As a cross-check the impact of the scale
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variation in the fit is determined for several Monte Carlo input samples with a Monte
Carlo mass in the range 172.5-177.5 GeV. The results are in good agreement with
the quoted uncertainty.
PDF and αs choice: the uncertainty on the proton PDF and on the value of the
strong coupling constant αs used in the t ¯t +1-jet calculation is propagated by repeat-
ing a fit to different R distributions implemented with t ¯t +1-jet NLO+PS calculations
which use different PDF sets and αs values. These PDF sets and αs values are varied
at the same time and are:
• the nominal CT10 PDF set, with αs(MZ) = 0.118;
• the MSTW2008nlo90cl PDF set, with αs(MZ) = 0.120;
• the NNPDF PDF set, with αs(MZ) = 0.119
The theory uncertainty due to PDF and αs is taken as half of the maximum differ-
ence in the resulting top-quark pole mass: σ(mpolet )(PDF +αs) = 0.21 GeV.
The impact of varying only the αs has been also estimated and found to be very
small, σ(mpolet )(αs) = 0.01 GeV, since the dependency of R on αs is almost canceled
in the ratio. To make this exercise, a variation of ∆αs = 0.002 is taken which is the
maximum difference between the αs values used by the different PDF groups.
The total theory error is the quadratic sum of the contributions of uncalculated
higher orders and the PDF and αs uncertainties: σ(mpolet )(theory) = (-0.49,+0.95).
6.6.2 Detector modeling
The impact of uncertainties in the reconstruction efficiency and energy measure-
ment of basic reconstructed objects (leptons, EmissT and jets) is propagated to the value
the top-quark mass. Variations of all these quantities within their uncertainty are ap-
plied to the nominal Monte Carlo sample. The result of unfolding these alternative
input spectra with the nominal POWHEG+PYTHIA response matrix is fed into the top-
quark mass fit. Half of the difference between the upward and downward variations is
taken as the systematic uncertainty.
The largest uncertainties associated to the detector modeling are the JES (includ-
ing the bJES) and the b-tagging efficiency. For these cases, the uncertainty in the R
distribution, evaluated as the difference between the up and down variations divided
by two is shown in Figures 6.7 and 6.8
Jet energy scale (JES) and b-jet energy scale (bJES): to estimate the impact of
the jet energy scale uncertainty on the result, the jet energy is scaled up and down
within its uncertainty for twenty-one uncorrelated components (called nuisance pa-
rameters) which are considered separately [104? ]. Their impact on the precision of
the mass measurement is presented in Table 6.2. A separate uncertainty is assigned
to b−quark jets (labeled bJES) that is uncorrelated with the JES. The JES is the ex-
perimental source of uncertainty with the largest impact on the precision of the mass
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measurement: the uncertainty on the top-quark mass amounts to 0.94 GeV. The de-
tails of the effect of these variations in the R distribution can be seen in Fig. 6.7. The
first figure shows the total JES uncertainty calculated as the addition in quadrature
of all the uncorrelated uncertainties, except the b-JES, which is shown in the second
figure. The third figure shows the addition in quadrature of both previous results.
Figure 6.7: Impact of the different JES complaint’s uncertainties on the R distribution.
The first plot shows the impact of the uncertainty of all the JES uncorrelated components
on the R distribution. The second shows only the impact of the bJES uncertainty. The
third one is the quadratic sum of both. The results for the three channels are included for
completeness.
Jet energy resolution (JER) and jet reconstruction efficiency (JEFF): the effect
of the uncertainty on the jet energy resolution is evaluated by smearing, before the
event selection, the energy of the jets by a Gaussian distribution with a width chosen
in agreement with the jet energy resolution uncertainty [? ]. The corresponding un-
certainty in the top-quark pole mass is 0.02 GeV. The JEFF is evaluated by randomly
discarding a fraction of jets from the events before the selection (see Ref. [? ]). This
variation has a small impact (less than 0.05 GeV) on the top-quark mass.
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Component Uncertainty
[GeV]
Statistical 0.31
Statistical NP1 0.30
Statistical NP2 0.03
Statistical NP3 0.05
Eta intercalibration (statistical) 0.05
Modeling 0.46
Modeling NP1 0.18
Modeling NP2 0.13
Modeling NP3 0.15
Modeling NP4 0.03
Eta intercalibration (modeling) 0.41
Detector 0.42
Detector NP1 0.42
Detector NP2 0.00
Mixed 0.06
Mixed NP1 0.02
Mixed NP2 0.06
Single particle high pT 0.00
Relative non-closure MC 0.06
Pile-up offset 0.03
Pile−up o f f set (NPV term) 0.01
Pile−up o f f set (µ term) 0.03
Close-by jets 0.02
Flavor 0.16
Flavor composition 0.14
Flavor response 0.08
bJES uncertainty 0.58
Total (without bJes uncertainty) 0.74
Table 6.2: Detailed breakdown of the components of the JES uncertainty.
b-tagging efficiency (BTAG): the corrections that account for differences in the b-
tagging efficiency and c−jet and light-jet mistag rates in data and simulation (derived
from data including t ¯t, dependent on the pT and η) are varied within their uncertainties
(see Ref. [105]). The method, called eigenvector method, is based on varying each
source of uncertainty by ±1σ, and considering its effect on the scale factor calibration
(this discussion is relevant for the MC efficiencies, where only MC statistical uncertain-
ties are implemented) in each bin used for the calibration. A breakdown of the impact
of each component is presented in Table 6.3. The total uncertainty in the top-quark
mass measurement due to uncertainties related to b-tagging amounts to 0.17 GeV.
The estimated b-tagging uncertainty in the R distribution is shown in Fig. 6.8.
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Figure 6.8: Impact of b-tagging efficiency on the R distribution. The results for the three
channels are included for completeness.
Component Uncertainty
[GeV]
b-tagging 0.17
BREAK0 component -0.02
BREAK1 component 0.04
BREAK2 component 0.01
BREAK3 component -0.02
BREAK4 component -0.08
BREAK5 component 0.09
BREAK6 component 0.07
BREAK7 component -0.09
BREAK8 component -0.02
c-tagging 0.01
mistagging rates 0.03
Total 0.17
Table 6.3: Details of the different contributions of the BTAG, the CTAG and the mistag
uncertainties. The mistag uncertainties are shown after the quadratic sum of all of them,
as they are found to be very small.
Lepton identification and lepton energy resolution: the correction factors that
account for the efficiencies of lepton identification are measured in data using Z and W
decays. For the measurement of the lepton energy or momentum scale uncertainties,
a similar procedure is used. The uncertainties are propagated to the top-quark mass,
yielding a minor uncertainty of 0.03 GeV.
Modeling of the EmissT : uncertainties on the energy scale of jets or leptons are also
propagated to the uncertainty of the EmissT . Other contributions to this uncertainty
come from the uncertainty on the cell-out terms —soft energy calorimeter depositions
not included in the reconstruction of leptons or jets— and from the pile-up modeling.
The impact on the precision of the mass measurement is limited: the uncertainty due
to this contribution is 0.02 GeV.
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6.6.3 Signal modeling
The signal modeling uncertainties come from: the choice of matrix element and
parton shower and hadronization model in the simulation of t ¯t production and top-
quark decays at the LHC, the choice of the PDF, the initial- and final-state radiation
modeling (ISR/FSR), the color reconnection modeling, and the underlying event mod-
eling. Their impact on the extracted mass is estimated using alternative Monte Carlo
samples that are thought to cover the uncertainty of the signal modeling. The alterna-
tive input spectra are corrected using the nominal response matrix and the difference
with the result for the nominal Monte Carlo is used to estimate the uncertainty.
The Monte Carlo generator (Generator) and hadronization (HAD): The uncer-
tainty associated with the choice of the matrix element (labeled “generator” uncertainty
in the following) is evaluated by comparing two NLO Monte Carlo generators matched
with the same parton shower and hadronization program: we compare POWHEG and
MC@NLO [? ? ] (v4.01) both matched with HERWIG [43] (v6.520) for the parton
showering and hadronization and JIMMY [? ] (v4.31). The ATLAS AUET2 tune [?
] is used. The full difference between the extracted masses is taken as the gen-
erator uncertainty. This yields a 0.28 GeV uncertainty. The uncertainty associated
to the hadronization is estimated by comparing the results obtained with POWHEG
matched with PYTHIA and HERWIG. The full difference is quoted as the hadroniza-
tion uncertainty. This yields a 0.33 GeV uncertainty. The comparison of the unfolded
distributions (for the l+jets channel) is shown in Fig. 6.9.
Figure 6.9: Three simulated R distributions have been unfolded with the nominal
unfolding matrix and factors evaluated with the nominal POWHEG+PYTHIA MC. The
three simulations have been produced with the AtlasFast setup and correspond to
the POWHEG+PYTHIA (nominal, red line), the MC@NLO+HERWIG (squares) and the
POWHEG+HERWIG (triangles).
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Initial and final-state radiation (ISR/FSR): The effect of the uncertainties in the ISR
and FSR modeling is evaluated by comparing two signal samples with varied radiation
settings. The samples to evaluate the ISR/FSR uncertainty are generated with ALP-
GEN+PYTHIA, which is a multileg Monte Carlo that generates, at LO, t ¯t +0, 1, 2, 3, 4, 5
partons. In this case, the official prescription used in direct determinations of the top-
quark mass using the 7 TeV data from ATLAS is not followed. This prescription makes
use of the ACERMC which generates t ¯t events at LO that simulates the production of
extra jets only using the parton shower evolution (i.e. PYTHIA). The ALPGEN+PYTHIA
approach is considered instead since it is more conservative in the estimation of the
uncertainty and it tends to explain better the R -distribution spectra. The samples to
estimate the ISR/FSR uncertainty correspond to variations of the KTFAC parameter in
ALPGEN by a factor two and one half. This parameter determines the scale at which αs
is evaluated for additional gluon emissions (KTFAC therefore governs the relative rate
of additional gluon emissions, but keeps the renormalization and factorization scales
of the pp → t ¯t matrix element calculation approximately fixed). Each sample uses
the corresponding Perugia 2011 tune [113] (i.e. the radHi sample, with KTFAC=1/2,
uses PYTUNE 351 - less pronounced activity of the parton shower - and the radLo
sample, with KTFAC=2, uses PYTUNE 352 - more pronounced activity of the parton
shower -). These settings were tuned to fit the jet veto data [? ]. These setting have
been chosen to tune the jet veto data [? ]. The ISR/FSR uncertainty is evaluated by
taking half the difference between the results of both samples. This procedure yields
a 0.72 GeV uncertainty. The ISR/FSR uncertainty in the R distribution is shown in
Figure 6.10. More details can be found in Appendix E where the two approaches are
compared.
Figure 6.10: Impact on the R distribution of the inital and final state radiation (ISR/FSR)
evaluated with ACERMC+PYTHIA (uppermost plot) and ALPGEN+PYTHIA (lowermost
plot). The results for the three channels are included for completeness.
Color reconnection (CR) and underlying event (UE): The impact of the uncertain-
ties in the Monte Carlo models describing color reconnection and underlying event is
estimated by comparing several POWHEG Monte Carlo samples with different tunes
of the Perugia 2012 (P2012) family [113]. The effect of the color reconnection (CR)
modeling uncertainty is estimated as the difference between the result obtained with
the nominal POWHEG sample with the nominal P2012 tune and an alternative sample
with the P2012 noCR tune which disconnects the color reconection effects. To esti-
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mate the uncertainty in Underlying Event (UE) modeling, the P2012 mpiHi tune, which
simulate events with high underlying event activity, is compared with the P2012 tune.
In both cases the full difference is taken as the systematic uncertainty. The estimated
uncertainties associated to the CR and the UE in the R distribution are presented in
Fig. 6.11.
Figure 6.11: Impact on the R distribution of the color reconnection (uppermost panel)
and the underlying event uncertainties (lowermost panel). The results for the three chan-
nels are included for completeness.
The PDF choice: Uncertainties in the proton PDFs give rise to uncertainties in the
preselection efficiency, via changes in the shapes of the lepton pT and η distributions.
These uncertainties are evaluated following the standard top group prescription based
on the PDF4LHC recommendations [56].
For each PDF set considered, including the “error sets” that are provided along
with the nominal PDF set, we reweight the baseline MC@NLO+HERWIG t ¯t sample
according to the x and Q2 of each colliding parton to model the effect of assuming
different PDFs. The resulting spectrum is unfolded to the perturbative level using the
nominal POWHEG+PYTHIA response matrices and efficiency corrections. Finally, the
fit is repeated to propagate the error to the top-quark pole mass.
The systematic uncertainty is evaluated as half of the maximum difference be-
tween the envelopes built with the results obtained for all the subsets included in the
CT10 [58], the MSTW2008nlo68cl [41] and the NNPDF2.3 [60]. This yields an uncer-
tainty of 0.54 GeV as it can be seen in Fig. 6.12.
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Figure 6.12: Uncertainties associated to the PDF choice for the l+jets channel. Three
different PDF sets have been used to measure the σ(mpolet ). The 56 different values
of CT10 have been plotted as red circles, and the shadow region correspond to the
symmetric Hessian. The 40 error set values of the MSTW2008nlo68cl are represented
as black triangles and the uncertainty (shadow area) is evaluated as the asymmetric
Hessian. The 100 different NNPDF2.3 results are represented as blue squares and the
total uncertainty corresponds to the RMS. The three lines correspond to the best fit (CT10
and MSTW2008) of all the results and to the mean of the 100 values obtained by the
NNPDF set.
6.6.4 Background modeling
The uncertainty in the background yield is taken into account by varying the nor-
malization of the contribution of several processes. For both W and Z+ jets, only the
uncertainty on the normalization has been studied, according to Ref. [? ]. For other
sources shape uncertainties are also taken into account.
The theory uncertainty for inclusive W (Z)+jets is 4%. The additional uncertainty
per additional jet is 24% to be added in quadrature. For the signal 5-jet bin this corre-
sponds therefore to 54%.
The shape and normalization uncertainties on the multijet predictions of the t ¯t +
1-jet reconstruction are propagated to the top-quark mass by propagating the mea-
sured uncertainties in the fake and real rates.
The most important background topologies come from the single-top production
plus jets. The impact on the top-quark mass has been estimated by comparing the
nominal yield (obtained using the POWHEG generator matched with PYTHIA) with the
equivalent result with a different set of generators (MC@NLOsimulation for the s−
and Wt−channels and ACERMCfor the generation of the t−channel events).
The effect of the (Monte Carlo) top-quark mass used in the single top background
evaluation has been also estimated by using two different input masses: 172.5 and
175 GeV.
Each of these contributions is given in Table 6.4. Together they amount to a
background-related uncertainty of 0.17 GeV on the top-quark pole mass. The fit to
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the unfolded data without any background subtraction has been compared with the
nominal one as an exercise to estimate possible non-accounted backgrounds uncer-
tainties. This is shown in the last row of Table 6.4. This result indicates that with our
final selection the backgrounds are largely reduced and their effects become almost
negligible.
Table 6.4: Uncertainty on the top-quark mass due to the background evaluation uncer-
tainties.
Component Uncertainty
[GeV]
W+jets (normalization) 0.05
Z+jets (normalization) 0.02
Multijet (norm and shape) 0.12
Single top (norm and shape) 0.04
Single top (MC mass) -0.08
Total 0.16
No background 0.13
6.7 Results and discussions
The normalized differential R -distribution corresponding to the t ¯t + 1-jet cross
section with respect to the inverse of the invariant mass of the t ¯t +1-jet system√st¯t j,
after the background subtraction and the correction for detector and hadronization
effects, is presented in Fig. 6.13. The prediction for the t ¯t + 1-jet rate at NLO+PS is
shown in the same figure for two different values of the top-quark pole mass: mpolet =
170 GeV and mpolet =180 GeV. A zoom in the most sensitive on the top-quark mass
ρs-interval is shown in Fig. 6.14.
The top-quark pole mass is extracted from a fit to the corrected R distribution
with the t ¯t + 1-jet @NLO+PS calculation. The theoretical, statistical and systematic
uncertainties, estimated as described in Section 6.6, are summarized in Tab. 6.5. The
break-down in individual components of the systematic uncertainties associated to the
jet energy scale, the uncertainty on the modeling of the ATLAS b-tagging performance
and the yield and shape of the contribution of background processes is presented in
Tables from 6.5 to 6.4 in Section 6.6.
The result obtained for the top-quark pole mass is:
m
pole
t = 173.71±1.50 (stat.)±1.43 (syst.)+0.95−0.49 (theo.) GeV
The theory uncertainty estimates the impact of missing higher orders in the per-
turbative NLO calculation, the PDF choice and the αs uncertainty. The experimental
108 6. Experimental determination of the top-quark pole mass.
s
ρ
0 0.2 0.4 0.6 0.8 1
) sρ,
po
le
t
m(
R
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
Data
=170 GeVpole
t
+1-jet, mtt
=180 GeVpole
t
+1-jet, mtt
ATLAS Preliminary
-1
=7 TeV, 4.6 fbs
Figure 6.13: R -distribution at parton level corrected for detector and hadronization ef-
fects after the background subtraction. The red-dotted (blue-continuous) lines corre-
spond to the t ¯t + 1-jet @NLO+PS calculation using mpolet = 170 GeV (180 GeV). The
black points correspond to the data.
error accounts for the uncertainties due to the modeling of the detector response and
the background yield. Also considered in this error are the uncertainties arising from
the signal modeling including hadronization. The statistical uncertainty takes into ac-
count the limited experimental data sample, as well as the (small) uncertainty due
to the Monte Carlo statistics used in the unfolding procedure. The uncertainties are
summarized in Tab. 6.5.
Additional cross checks
Dependence of the mpolet measurement on the pT cut requirements.
The measurement of the top-quark mass reported here is performed using t ¯t +
1-jet events where the extra jet is required to have a transverse momentum greater
than 50 GeV. Two alternative choices of this lower pT cut have been studied: pT ≥
30, 40 GeV. The following results are obtained for the top quark mass, including the
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Description Value
[GeV]
m
pole
t 173.71
Statistical uncertainty 1.50
Monte Carlo statistics 0.13
Signal MC Generator 0.28
Hadronization 0.33
Proton PDF 0.54
ISR/FSR 0.72
Color reconnection 0.14
Underlying Event 0.25
b-tagging efficiency and mistag rate 0.17
Jet reconstruction efficiency 0.05
Jet energy resolution 0.02
Jet energy scale (including b−jet energy scale) 0.94
Missing Transverse Momentum 0.02
Lepton uncertainties 0.07
Background 0.16
Total experimental syst. uncertainty 1.43
Scale uncertainty (+0.93, −0.44)
Theory PDF uncertainty 0.21
Total theory syst. uncertainty (+0.95, −0.49)
Total uncertainty (+2.27, −2.12)
Table 6.5: Value of the inferred top-quark pole mass and of its uncertainties.
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statistical error and propagating the dominant systematic uncertainty:
m
pole
t (pT ≥ 30 GeV) = 173.72±1.21 (stat.)±1.35 (JES) GeV
m
pole
t (pT ≥ 40 GeV) = 173.68±1.38 (stat.)±1.09 (JES) GeV
m
pole
t (pT ≥ 50 GeV) = 173.55±1.50 (stat.)±0.94 (JES) GeV
(6.6)
The three measurements yield compatible results (note that the three samples
show significant overlap; the statistical error is not corrected for the correlation be-
tween the measurements). The statistical uncertainty on the measurement is reduced
from 1.5 GeV to 1.4 GeV for a pT cut at 40 GeV and to 1.2 GeV for a pT cut of 30 GeV.
The impact on the top quark mass measurement of the dominant systematic un-
certainty, due to the jet energy scale uncertainty, is also indicated and it increases
as the pT cut is lowered (the fractional JES uncertainty increases strongly for low-pT
jets). This, added to the fact that a higher pT cut requirements reduces the higher-
order corrections to the R calculation (see Fig. 3.16 in Section 3.4.2), indicates that
the use of large pT cut requirements offers better prospects.
Top-quark mass determination for the independent channels (e+jets and µ+jets).
The result for the mpolet inferred from the independent distributions associated to
the two different leptonic channels is in good agreement with the extracted mpolet for the
l+jets channel. The unfolding of the R -distribution obtained for each channels has
been performed with the same unfolding matrix to enhance the statistical accuracy
and reduce the fluctuations in the estimation of the systematic uncertainties. More
information can be found in Appendix E. The results are:
m
pole
t (µ+ jets) = 171.95±1.96 (stat.)±1.41 (syst.)+0.95−0.49 (theo.) GeV
m
pole
t (e+ jets) = 175.73±2.35 (stat.)±1.49 (syst.)+0.95−0.49 (theo.) GeV
m
pole
t (l + jets) = 173.71±1.50 (stat.)±1.43 (syst.)+0.95−0.49 (theo.) GeV
(6.7)
Dependence of the mpolet measurement with the binning choice.
As a cross check the value for the top quark mass is extracted from the R mea-
surement in each of the bins. In Tab. 6.6, the results are shown for the six bins. The
first bin, for the lowest ρs values, has been not considered for the combination of the
measurements. In this bin, the sensitivity on the mpolet is residual. The same is true for
the fourth and fifth bins, that correspond to the ρs value where the normalized curves
for different values of the top quark mass cross. Indeed, the extracted top quark mass
has a large statistical uncertainty in these bins. As expected, the second and es-
pecially the fourth bin, closest to the t ¯t pair production threshold, have the greatest
sensitivity. A naı¨ve combination of the measurements (treating them as if they were
independent) for each bin is also shown. The outcome is compared with the result
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Figure 6.14: First figure: expanded view of the corrected R distribution at the 0.675 <
ρs < 1 interval compared with t ¯t+1-jet @NLO+PS calculations for two different masses.
Second figure: ratio between different R distributions calculated and the measured at
parton level R distribution. In both figures the black points correspond to the data.
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ρs mpolet [GeV]
0 to 0.25 164 ± 7
0.25 to 0.325 172 ± 5
0.325 to 0.425 174 ± 6
0.425 to 0.525 178 ± 12
0.525 to 0.675 172 ± 26
0.675 to 1.0 173.5 ± 2.1
naive combination 173.3 ± 1.9
m
pole
t from χ2 fit 173.7 ± 1.5
Table 6.6: mpolet extracted from a fit of the NLO+PS calculation to the R measurements
in the different bins. The next-to-last row presents the average of the measurements
weighted by their statistical uncertainty. The last row contains the nominal results ob-
tained with the χ2 method, which estimates the statistical uncertainties taking in account
the fact that the distribution is normalized (one degree of freedom less) and also it takes
account for the migrations through the covariance matrix of the unfolded distribution. All
uncertainties are statistical uncertainties only.
obtained using the χ2 fit. The mass extracted from each of the bins is found to be
compatible with the other bins and the nominal result within errors. All the results
shown in Tab. 6.6 show the great coherence of the results.
A further cross check has been performed: the last bin has been reduced to 0.675
< ρs < 0.9 (instead of 0.675 < ρs < 1). Thus, the threshold region where reliable
theoretical predictions are challenging is ignored. The result of the extracted mass
from R defined in the [0,0.9] interval of ρs is compatible with the nominal one with a
difference bellow 0.1 GeV. The small difference of the extracted mass shows that the
sensitivity to the region with ρs > 0.9 is limited.
7Prospects for future analyses
Preliminary studies to reduce the size of the uncertainties in future measurements
using this method have been performed. First, a large (∼ 2.5) increase of the statisti-
cal precision is expected when the full 8 TeV is used. Second, a reduction of the sys-
tematic uncertainties is also expected since the sensitivity to the top-quark mass can
be increased by reducing the bin size of the measured distribution while systematic
uncertainties have a small dependence on the bin size. This will require improvements
in the reconstruction of the t ¯t +1-jet system and detailed studies of the ρs resolution.
Another possible improvement may be achieved by measuring the R distribution
at particle level. This can reduce the dependence on the different fragmentation mod-
els.
Prospects for the reduction of uncertainties.
The dominant uncertainty in this measurement is the statistical uncertainty which
amounts to σ(mpolet )(stat.) = 1.5 GeV. Repeating this measurement using the data
sample collected by the ATLAS experiment in 2012 will reduce the statistical uncer-
tainty to be σ(mpolet )(stat.) ≃ 0.6 GeV since the luminosity increases from 4.6 fb−1to
20 fb−1and the energy of the pp collisions increases from 7 TeV to 8 TeV producing
an increase of the t ¯t +1-jet cross section of ∼ 40%.
Moreover, with the larger data set a finer binning would be possible, thus increas-
ing the effective sensitivity to the top-quark mass as is shown in Figure 3.14 in Chap-
ter 3. The bin size used in this analysis reduces the maximum sensitivity to S ∼ 0.045.
The studies on the reduction of the bin size yields that an increase of the maximum
sensitivity by a factor of ∼ 1.7 is possible without introducing any increase of the sys-
tematic uncertainties. This has been studied for the largest source of experimental
systematic uncertainty: the jet energy scale. Therefore, a reduction about 30− 40%
in the estimated uncertainties is considered within reach. Of course, reducing the bin
size will be constrained by the resolution of the bin size of the ρs variable, which will
need more dedicated studies in the future.
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With these improvements and assuming a similar behavior of all the systematic
uncertainties, a total estimated experimental uncertainty of
σ(mpolet )∼ 1 GeV
in the determination of the mpolet might be achievable as compared to the present one.
Besides the improvements in the experimental measurement of the R distribution,
the theoretical calculations may also be improved by including higher order terms in
the perturbative expansion. A further improvement could be obtained by using differ-
ent mass schemes in the calculation as, for instance, the MS scheme. This happens
for some specific calculations, as for example in the inclusive top-quark pair cross
section [119] where the use of the MS scheme instead of the pole mass scheme intro-
duces an improvement of the perturbative behavior of the QCD calculations leading
to a reduction of the uncertainties associated to uncalculated higher order terms. In
case of the R distribution, the effect of using the MS scheme for the calculation is still
unknown.
Prospects for the measurement at particle level
The measurement of the R distribution has been performed at parton level using
an unfolding procedure fed with events at reconstructed level. Further studies in the
definition of the observable at particle level (based on stable particles before they enter
the detector simulation) should be done in order to reduce and better understand the
signal modeling uncertaintiy. This can be done as in the differential t ¯t cross section
measurements as function of pseudo-top-quark observables [120]. The mentioned
pseudo-top-quark observables are defined by stable truth-level particles within given
acceptance criteria chosen to minimize the dependence on theoretical models.
8Conclusions
Measurements of top-quark parameters (mass, charge, couplings...) are crucial
to test the Standard Model and possible extensions. This has been largely discussed
along this report, with special focus in top-quark mass measurements. The top quark
is the heaviest elementary particle discovered so far. Due to its large mass, it has
the largest coupling to the Higgs boson. Therefore, it introduces large corrections into
perturbative calculations through loop corrections. For example in the next-to-leading
order calculations of the W boson and Higgs boson propagators.
Current top-quark mass measurements reach experimental precisions bellow 1 GeV.
Most of these measurements are based on the direct determination of the top-quark
mass from the kinematical properties of its decay products or on the top-quark mass
extraction from the measurement of the inclusive t ¯t cross section. In the first kind of
methods, the measured mass is calibrated to the mass definition used in the Monte
Carlo generators. The interpretation of the measured mass as the top-quark pole
mass has an unknown uncertainty which can be of the order of 1 GeV [5, 6]. The sec-
ond method shows a limited sensitivity to the top-quark mass, although it measures
the mass in a well defined scheme.
Due to these issues the study and application of alternative top-quark mass mea-
surements are important. Some of the desired theoretical properties of these alterna-
tive methods are:
1. good sensitivity to the mass;
2. to have to infrared safe and use a well defined mass scheme;
3. the NLO corrections with respect to the LO calculation should be small;
4. to be experimentally accessible.
The first result presented in this thesis, in Chapter 3, consists in the development
of a new method to measure the top-quark mass following the above prescriptions.
The definition of this observable was motivated by previous analyses performed at
LEP (a electron-positron collider). These analyses exploited the dependence of jet
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rates production on the b−quark mass since gluon emission from quarks depends on
the mass of the emitting quark (gluon emission is suppressed for heavier quarks) [77,
78, 79, 80].
First attempts to define similar observables adapted to the top-quark mass extrac-
tion and to the LHC conditions were done using LO Monte Carlo tools (i.e. PYTHIA).
With these tools the first point of the checklist mentioned above was proved the sen-
sitive of the jet rates observables on the top-quark mass. After the positive prospects
generated with these studies, a close collaboration with theoreticians working on QCD
and top-quark physics (Dr. Peter Uwer, Dr. Sven-Olaf Moch and Dr. Simone Alioli from
Berlin), was started. The final definition of the observable, the R distribution, was born
within this collaboration. Then, the top-quark mass dependence of the R distribution
and its perturbative behavior was exhaustively studied using different NLO calcula-
tions and the points 2-4 of the list were demonstrated to be satisfied. The results were
published in Ref. [11].
The method consists in the measurement of the R distribution defined as the nor-
malized differential t ¯t +1-jet cross section as a function of the inverse of the invariant
mass of the system:
R (mpolet ,ρs) =
1
σt¯t+1-jet
dσt¯t+1-jet
dρs
(mpolet ,ρs), (8.1)
where ρs is defined as
ρs =
2m0√
st¯t j
. (8.2)
with m0 an arbitrary constant, m0 = 170 GeV. A lower cut on the pT of 50 GeV is
required to define the extra jet (defined with the anti-kT algorithm with R = 0.4). The
R distribution calculated using t ¯t +1-jet @NLO for different masses is shown in Fig-
ure 3.13 in Chapter 3. For the mass value of mpolet =170 GeV, the scale and PDF
uncertainties have been included. The top-quark mass sensitivity is enhanced in the
interval of large ρs values where the production of heavier top-quark masses is sup-
pressed compared to lighter masses.
The top-quark mass extraction from the measurement of the R distribution shares
the rigorous interpretation of the mass with the top-quark mass measurement from the
inclusive cross section measurements but gives much larger sensitivity by looking in
specific phase space regions where the top-quark mass dependence is enhanced.
Moreover, the R distribution shows a good perturbative behavior with small uncer-
tainties associated to the scale variations or the PDF choice.
Furthermore, when comparing the R distribution predicted using different calcu-
lations (t ¯t + 1-jet LO, NLO an NLO+PS, t ¯t NLO+PS, where NLO+PS are referred to
NLO calculations implemented in POWHEG and matched with a parton shower algo-
rithm, i.e. PYTHIA) only small differences are obtained. Specifically, the extraction
of the top-quark mass using a t ¯t + 1-jet @NLO or a t ¯t + 1-jet @NLO+PS calculation
differs only in 0.3 GeV, which is well bellow the scale uncertainties. Using these tools,
the experimental viability of the method was also proven, by estimating the size of the
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systematic uncertainties expected to be dominant in an analysis involving real data.
With these studies, it was therefore proven that the full list of desired properties of any
new method are satisfied by the R observable.
The main result of this thesis consists in the determination of the top-quark pole
mass, mpolet , from the R observable measured using real pp collisions at 7 TeV col-
lected by the ATLAS detector at the LHC.
The reconstruction of t ¯t + 1-jet has been performed for the semileptonic decay
of the t ¯t system: one of the W bosons produced during the decay of the top quarks
decays into lepton and neutrino while the other W boson decays into two quarks.
Thus, the t ¯t + 1-jet signature in the detector consists of: two b−tagged jets, at least
three non b−tagged jets, one high pT lepton and a large amount of missing energy
associated to the neutrino that traverses the detector undetected. The detection and
identification of these objects exploits all capabilities of the ATLAS detector. The t ¯t +
1-jet system and the ρs distribution is reconstructed using a kinematical algorithm that
optimizes the identification of the W boson candidates and the top-quark candidates.
The top-quark mass determination using the R distribution has been published in
Ref. [12]. The R distribution at parton level is obtained by subtracting the background
events from the measured distribution, normalizing and by correcting the detector and
fragmentation effects using an unfolding procedure. Different unfolding procedures
have been studied. The chosen one is based in the regularized inversion of a re-
sponse matrix constructed using Monte Carlo samples. It has been proven that the
unfolded R distribution values, and therefore the extracted mpolet , does not depend on
the Monte Carlo mass used in the samples that define the unfolding procedure.
A complete study of the statistical and systematic uncertainties has been done.
The systematic uncertainties have been divided in two categories: experimental and
theoretical. The experimental uncertainties are divided in three types: signal-, detector-
and background-modeling. The dominant uncertainties are the ones associated to
the parton shower modeling (the modeling of the initial and final state radiation at
the collinear and soft regime) with σ(mpolet ) = ±0.72 GeV and to the calibration of
the jet energy measurements (the jet energy scale uncertainties) with σ(mpolet ) =
±0.94 GeV. The largest theoretical uncertainties are associated to the scale vari-
ations and to the PDF choice. The former estimates the uncertainty due to higher
orders not included in the calculation and is the dominant theoretical uncertainty, with
a value of σ(mpolet ) =
+0.95
−0.49.
Finally, the top-quark mass has been extracted from the R distribution. The ob-
tained value for the top-quark pole mass is:
m
pole
t = 173.71±1.50 (stat.)±1.43 (syst.)+0.95−0.49 (theo.) GeV
With a total uncertainty of σ(mpolet ) =+2.3−2.1 this result represents the most precise
top-quark pole mass measurement to date. The value obtained for the top-quark
pole mass agrees with the most accurate previous top-quark mass measurement in
the pole mass scheme [75] and with the direct top-quark mass measurement [7] well
within the systematic and statistical uncertainties. Figure 8.1 shows a comparison
with other top-quark pole mass measurements together with the world combination
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Figure 8.1: Comparative of top-quark pole mass determinations, including the result
obtained in this thesis. They are compared with the world combination of direct top-quark
mass measurements.
from the kinematic top-quark mass determination.
The dominant uncertainty is due to the limited data statistics considered in the
analysis: σ(mpolet )(stat.) = 1.5 GeV. This uncertainty is expected to be largely re-
duced when studying the 20 fb−1data collected in the 8 TeV run of the LHC. Moreover,
with the larger data set, an improved top-quark mass sensitivity is possible through
the reduction of the bin size of the distribution, which will require dedicated studies on
the resolution of the ρs variable. Preliminary studies, described in Chapter 7, indicate
that a reduction of ∼ 40% of the systematical uncertainties could be envisaged.
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Resumen en espan˜ol
El llamado Modelo Esta´ndar (ME) de fı´sica de partı´culas es el modelo teo´rico que
describe las interacciones entre partı´culas a nivel suba´tomico. El ME asume que toda
la materia esta formada por partı´culas elementales, puntuales y sin estructura, y que
esta´n caracterizadas por sus nu´meros cua´nticos.
Estas partı´culas elementales se clasifican en dos grupos de acuerdo al ME:
fermiones y bosones, segu´n esten descritos por la estadı´stica de Fermi-Dirac (partı´culas
de espı´n 1/2) o por la de Bose-Einstein (partı´culas de espı´n entero) respectivamente.
Los bosones, a su vez, se clasifican en dos grupos: los asociados a las interac-
ciones fundamentales y el boso´n de Higgs. Los primeros son los intermediarios de las
fuerzas descritas por el ME, que son: la fuerza fuerte, descrita por la Cromodina´mica
Cua´ntica, que es responsable de la formacio´n de los nu´cleos ato´micos; y la fuerza
electrode´bil, que es decrita por la teorı´a de las interacciones ElectroDe´biles y que
aglutina el electromagnetismo y la fuerza de´bil responsable de las desintegraciones
radiactivas. El boso´n de Higgs se cree que es la partı´cula recientemente descu-
bierta en el Gran Colisionador de Hadrones (cuyas siglas en ingle´s son LHC) [1, 2].
Este boso´n, de espı´n, carga y color nulos, esta´ asociado al llamado campo de Brout-
Englert-Higgs [19, 20, 21, 22, 23, 24] que permea el vacı´o y que es responsable
de la generacio´n de las masas de las partı´culas fundamentales. La generacio´n de
masas se produce tras la ruptura esponta´nea de la simetrı´a subyacente en el Modelo
Esta´ndar mediante el mecanismo de Brout-Englert-Higgs.
Los fermiones, a su vez, se dividen en dos tipos diferentes: los que, adema´s de
las otras, sienten la fuerza fuerte y los que no. Los segundos son llamados leptones,
que son los electrones que encontramos en las corteza ato´mica y su pareja cua´ntica
el neutrino, que son partı´culas que solo sienten la fuerza de´bil y por lo tanto inter-
accionan muy poco con la materia. El otro tipo de fermiones son los quarks. Los
quarks no se encuentran en la naturaleza como partı´culas libres e individuales, sino
que se encuentran aglutinados por la fuerza fuerte en partı´culas compuestas que son
llamados hadrones (como son, por ejemplo, los protones).
Dado que los quarks no existen como partı´culas libres, su masa no puede ser me-
dida de la misma forma que lo es, por ejemplo, la masa de los electrones. En el caso
de las partı´culas libres, su masa fı´sica esta´ asociada al mo´dulo de su cuadrimom-
mento. En el caso de los quarks, sus masas son acoplamientos efectivos de la teorı´a
y solo pueden ser determinadas experimentalmente a trave´s de su incidencia en ob-
servables hadro´nicos igual que pasa, por ejemplo, con la constante de acoplamiento
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de la fuerza fuerte, que es determinada a trave´s de la medida de secciones eficaces,
tasas de produccio´n de partı´culas etc,.
El quark top y su masa
Esta tesis esta´ basada en el estudio del quark top y, especificamente, de su masa.
¿Por que´ el quark top? ¿Por que´ su masa? El quark top es la partı´cula ma´s pesada
del ME: su masa es alrededor de 35 veces la masa del segundo quark ma´s pe-
sado (el quark bottom). Ese valor tan grande de la masa, adema´s, le confiere una
caracterı´stica que lo diferencia de los otros quarks: se desintegra antes de que el
proceso de hadronizacio´n pueda tener lugar. Adema´s, el quark top posee el mayor
acoplamiento con el boso´n de Higgs. Por esto mismo el quark top juega un papel
especial en la teorı´a de las interacciones electrode´biles: debido al gran valor de su
masa, el quark top introduce enromes correcciones en los ca´lculos teo´ricos. Es por
eso que la medida de las propiedades del quark top y en concreto de su masa es
fundamental.
Actualmente, las mejores medidas de la masa del quark top alcanzan precisiones
de ∼ 0.5 ≃ 0.8 GeV o incluso menores al combinar varias. Los me´todos con menor
incertidumbre experimental se basan en la medida de la masa del quark top a trave´s
de las propiedades cinema´ticas de sus productos de desintegracio´n (las llamadas
medidas directas de la masa del quark top o medidas de la masa cinema´tica del quark
top). El problema de este me´todo es que tiene una incertidumbre aun desconocida
(y que se ha estimado que podrı´a ser del orden de 1 GeV [5, 6]) cuando se interpreta
esta masa como la masa polo del quark top (la masa equivalente a la masa definida
por el cuadrimomento de una partı´cula libre). Es, por lo tanto, crucial buscar nuevos
y alternativos me´todos para medir la masa.
Las caracterı´siticas deseadas de cualquier metodo para medir la masa de un
quark pueden ser resumidas en los siguientes puntos:
1. el me´todo debe ser sensible a la masa;
2. el ca´lculo del observable utilizado en el me´todo debe estar bien definido (cor-
recciones a ordenes mayores que el primero do´nde se defina sin ambigu¨edades
la masa que se vaya a medir);
3. las correcciones de ordenes mayores en el ca´lculo deben ser pequen˜as;
4. el observable ha de ser fa´cilmente medible.
Un ejemplo de me´todo que cumple casi todas estas caracterı´siticas es el de la
extraccio´n de la masa del quark top a traves de su dependencia en la seccio´n eficaz.
Midiendo la seccio´n eficaz se satisfacen todos los puntos de la lista anterior pero con
el inconveniente de que la sensibilidad con la masa (el primer punto) es limitada.
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Un nuevo me´todo para medir la masa polo del quark top
El primer resultado presentado en esta tesis consiste en la definicio´n y desarrollo
de un nuevo me´todo para medir la masa del quark top.
Este me´todo esta´ inspirado por me´todos similiares utilizados en el colisionador
lepto´nico LEP para medir la masa del quark bottom. Especı´ficamente, lo que se
hacı´a era inferir la masa del quark a trave´s de la medida de produccio´n de eventos
de tres jets: e+e−→ Z → b¯bg. En esta medida se aprovechaba la dependencia en la
masa del quark que radia gluones ya que la emisio´n de gluones esta´ suprimida para
quarks ma´s pesados.
Los primeros intentos para definir observables similares pero adaptados a las
condiciones del LHC y a la medida del quark top se llevaron a cabo con me´todos
Monte Carlo que utilizan ca´lculos a primer orden (i.e. PYTHIA). Con estas herramien-
tas se comprobo´ el primer punto de la lista para observables basados en la produccio´n
de jets asociados a un par de quark y antiquark top. A partir de estos prometedores
estudios, se comenzo´ una estrecha colaboracio´n con fı´sicos teo´ricos expertos en el
campo: los doctores Peter Uwer, Sven-Olaf- Moch y Simone Alioli. Gracias a la es-
trecha colaboracio´n entre fı´sicos experimentales y teo´ricos se pudieron comprobar
los restantes puntos de la lista y se definio´ el observable a utilizar: la distribucio´n R .
Los resultados se publicaron en Ref. [11].
El me´todo consiste en la medida de la distribucio´n R definida como la seccio´n
eficaz diferencial y normalizada de produccio´n de eventos t ¯t + 1-jet en funcio´n de la
inversa de la masa invariante del sistema t ¯t +1-jet:
R (mpolet ,ρs) =
1
σt¯t+1-jet
dσt¯t+1-jet
dρs
(mpolet ,ρs), (8.3)
donde ρs es definida como
ρs =
2m0√
st¯t j
. (8.4)
siendo m0 un valor constant, m0 = 170 GeV, para hacer adimensional la variable
ρs. Un pT mayor de 50 GeV se requiere para definir el jet extra (reconstruido uti-
lizando el algoritmo anti-kT con R= 0.4). La distribucion R calculada usando ca´lculos
t ¯t + 1-jet @NLO con diferentes masas se muestra en in Figura 8.2 (que aparece en
el Capı´tulo 3). Para un valor mpolet =170 GeV de la masa, las variaciones de escala
tambie´n se muestran ası´ como la prediccio´n con dos PDFs diferentes. La dependen-
cia con la masa del quark top se ve pronunciada en el intervalo de mayores ρs donde
se observa que la emision de jets por parte de quarks ma´s pesados esta´ suprimida
con respecto a la de los quarks mas ligeros.
Este me´todo satisface los requerimientos listados ma´s arriba, en concreto, con
este me´todo la masa esta´ bien definida a trave´s de un ca´lculo a NLO. Adema´s, este
me´todo muestra mayor sensibilidad a la masa del quark top que, por ejemplo, la
extraccio´n de la misma de la medida experimental de la seccio´n eficaz inclusiva de
eventos t ¯t. En la Figura 8.2, se muestra adema´s que los errores asociados a la escala
y a la eleccio´n de PDF son pequen˜os.
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Figure 8.2: R (mpolet ,ρs) calculada con precisio´n NLO para diferentes masascalcm
pole
t =
160, 170 and 180 GeV. Para mpolet = 170 GeV los errores debido a las variaciones de
la escala y a la eleccio´n de la PDF se muestran. La proporcio´n entre el resultado para
m
pole
t = 170 GeV y las dema´s masas se muestra en la parte de abajo. La Figura se ha
tomado de la Ref. [11].
En este estudio, adema´s, se compararon diferentes predicciones para el ca´lculo
deR : t ¯t+1-jet LO, NLO y NLO+PS, t ¯t NLO+PS, do´nde NLO+PS se refiere a ca´lcculos
NLO implementados con POWHEG y combinados con un algoritmo de parton shower
i.e. PYTHIA. Comparando estas predicciones se demostro´ que el observable es
muy robusto, incluso comparando ca´lculos de diferentes o´rdenes (LO vs NLO). En
concreto, comparando ca´lculos t ¯t + 1-jet @NLO con @NLO+PS se observan solo
pequen˜as diferencias, bien contenidas por las incertidumbres estimadas mediante
las variaciones de escala.
Utilizando los ca´lculos implementados en POWHEG, la viabilidad experimental del
me´todo se estudio´. Para ello, se estimo´ el efecto de los errores sistema´ticos que se
esperaban fueran dominantes (los asociados a la medida y calibracio´n de la energı´a
de los jets). Estos estudios se hicieron con herramientas pu´blicas y no relacionadas
con ningu´n detector en particular. Los estudios implementados en esta direccio´n
resultaron en estimaciones muy cercanas a los valores finalmente medidos en la me-
dida experimental final. Con todos estos estudios se probaron los 5 puntos de la lista
de requerimientos.
El resultado principal presentado en esta tesis consiste en la determinacio´n ex-
perimental de la masa polo del quark top a trave´s de la medida de la distribucio´n R .
Para ello se utilizaron los datos recogidos por ATLAS durante 2011 en colisiones pp
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producidas en el LHC a 7 TeV.
La reconstruccio´n de los eventos t ¯t +1-jet se llevo´ a cabo seleccionando eventos
en el canal semilepto´nico del sistema t ¯t: que uno de los bosones W producido en la
desintegracio´n del top, se desintegre a su vez en un lepto´n (solo consideramos los
casos en los que el lepto´n es un muo´n o un electro´n) y un neutrino y el otro boso´n
W en dos quarks. Por lo tanto, los eventos t ¯t + 1-jet, se seleccionan requiriendo: al
menos 5 jets de los cua´les 2 jets de los jets son identificados como producidos por
b−quarks, un lepto´n de alto pT y una gran cantidad de energı´a transversa no detec-
tada asociada a la presencia de un neutrino. La deteccio´n e identificacio´n de estos
objetos involucra todas las capacidades y subdetectores del experimento ATLAS. A
partir de estos objetos reconstruidos, el sistema t ¯t + 1-jet y la variable ρs se recon-
struyen utilizando un algoritmo optimizado estudiando la cinema´tica de los eventos
con datos simulados con Monte Carlo.
La determinacio´n de la masa del quark top utilizando la distribucio´n R se ha
publicado en Ref. [12]. La distribucio´n al nivel parto´nico (do´nde se compara con
las predicciones teo´ricas) se obtiene tras, primero, substraer el background a la dis-
tribucio´n reconstruida y, segundo, corregir esa distribucio´n utilizando una matriz de
respuesta que explica los cambios en ρs entre un evento a nivel parto´nico y el mismo
a nivel reconstruido. El me´todo de correcio´n elegido se basa en la inversio´n y regu-
larizacio´n de la matriz de respuesta. Uno de los resultados ma´s importantes de esta
medida es la comprobacio´n de que el me´todo de correccio´n no depende de la masa
utilizada en las muestras Monte Carlo.
Una vez reconstruida la distribucio´n y corregida a nivel parto´nica, un estudio com-
pleto de las incertidumbres sistema´ticas se ha llevado a cabo. Las incertidumbres
sistema´ticas estudiadas se dividen en dos grupos: las experimentales y las teo´ricas.
Las teo´ricas son las asociadas a los ordenes no incluidos en la expansio´n perturba-
tiva utilizada en el ca´lculo teo´rico y la asociada a la eleccio´n de la PDF del proto´n.
Las incertidumbres sistema´ticas experimentales se dividen, a su vez, en tres grupos:
modelado de la senn˜al, del detector y de la sen˜al de fondo. Las dominantes son las
inceridumbres del modelado de la radiacio´n inicial y final y las incertidumbres debidas
a la calibracio´n de la energı´a de los jets.
Resultados y conclusiones
El valor obtenido para la masa polo del quark top y sus incertidumbres son:
m
pole
t = 173.71±1.50 (stat.)±1.43 (syst.)+0.95−0.49 (theo.) GeV
Con una incertidumbre total de σ(mpolet ) =+2.3−2.1, este resultado representa la mejor
medida de la masa del quark top hasta el momento. Adema´s, el valor medido esta´ en
buen acuerdo con los anteriormente obtenidos utilizando la seccio´n eficaz t ¯t [75] y con
los valores de la masa cienema´tica [7] considerando las incertidumbres estimadas.
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La Figura 8.3 muestra una comparativa de medidas hechas hasta el momento de la
masa polo del quark top. La banda gris se corresponde con la combinacio´n de las
medidas de la masa cinema´tica del quark top.
Figure 8.3: Comparativa de diferentes determinaciones de la masa polo del quark top y
de la combinacio´n de valores de las medidas de la masa cinema´tica.
La medida esta´ dominada por la incertidumbre estadı´stica σ(mpolet )(stat.)= 1.5 GeV.
Esta incertidumbre sera´ reducida en gran medida cua´ndo los datos recogidos por AT-
LAS en 2012 se estudien (20 fb−1de colisiones pp a 8 TeV). Adema´s, se ha mostrad
en esta tesis que con mayor estadı´stica, se puede reducir la sensibilidad con la masa
del quark top al reducir el taman˜o de los bines de la distribucio´n ρs. Por supuesto
esto requiere estudios detallados y concisos de la resolucio´n en ρs, pero los estudios
preliminares realizados hasta el momento, muestran que una reduccio´n ∼ 40% en
las incertidumbres sistema´ticas puede ser alcanzable.
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Appendix A
Unfolding correction based on the
shape of the R distribution.
A correction method based on the shape of the distributions was proposed in
Ref. [11]. It consists in the calculation of the correction factors as a function of an
intermediate variable, different from ρs, which depends on the integral of the R distri-
bution. This intermediate variable, w, is defined as the cumulative function of R . For
a given ρ′s value:
w(ρ′s) =
∫ ρ′s
0 R (ρs)dρs∫ 1
0 R (tρs)dρs
, (A.1)
then, the correction factors for R and ρs, fR and fρs , are calculated as
fρs(w(ρs))≡
wpartonic(ρs)
wreco(ρs))
(A.2)
fR (w(ρs))≡ R
partonic(w(ρs))
R reco(w(ρs))
(A.3)
where fR and fρs are evaluated by comparing the theoretical calculation of R at
partonic level and the R distribution simulated at reco level1. The wreco and wpartonic
are evaluated as the cummulative function of the R obtained at the reconstruction or
the partonic level respectively.
Finally, correction procedure is defined as follows:
R partonic(ρs)≡ fR (w(ρs)) ·R reco
( fρs(w(ρs)) ·ρs(wreco)) (A.4)
1Notice that in Ref. [11] the correction factors were evaluated by comparing the distributions at
particle level (without any simulation of the detector) with the distribution at parton level. Similar behavior
is expected when comparing distributions at reconstruction level with distributions at parton level.
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Figure A.1: Mass independence of the unfolding procedure based on the R shape.
Figure from Ref. [11].
The results are shown in Figure A.1. In the figure, a simulation of a recon-
structed R distribution that corresponds to a mt = 160 GeV has been unfolded using
the correction factors obtained with simulations performed with mt = 170 GeV. The
unfolded distribution is compared with a distribution at parton level calculated with
mt = 160 GeV: the differences between the unfolded distribution and the theoretical
calculation are very small. The proposed unfolding method needs large large statistics
in the samples in order to avoid fluctuations.
The result shows that a mass independent unfolding is possible. This has been
checked for a interval of mt between 160 and 180 GeV where the unfolding is inde-
pendent with the mass within ∼ 0.3 GeV due to the limited statistics of the sample.
Appendix B
Matrix inversion and regularization
algorithm
B.1 The regularized covariance matrix
The statistical uncertainty of the corrected result is evaluated by repeating the
unfolding procedure on pseudo-experiments corresponding to variations of the R data
points within their statistical uncertainty. The (small) uncertainty due to the limited
number of Monte Carlo events used to define the unfolding procedure is evaluated
by varying the migration matrices within the statistical uncertainties. It amounts to
0.13 GeV and it is accounted for as a systematic uncertainty.
These uncertainties are described by the regularized covariance matrix of the un-
folded R distribution, V , used in Eq. (6.4) to extract the top-quark mass. Fig. B.1
shows the covariance matrix constructed by combining the propagation of the statisti-
cal uncertainty of the data and the Monte Carlo sample.
B.2 One-step unfolding versus two-step unfolding
The unfolding procedure and the definition of the parton and first emission levels
to where the data are corrected are presented in Chapter 6. The nominal unfolding
procedure corrects the data in two steps: the first uses a matrix unfolding to account
for migrations due to detector and hadronization effects that corrects the detector level
(reco) result to the POWHEG first emission level; the second consists in a relatively
small correction that corrects the first emission level to the parton level as defined in
the theoretical calculation. This procedure is adopted due to a technical issue, as
the Monte Carlo truth information in the ATLAS POWHEG Monte Carlo samples lack
information to correctly define the parton level observables as we need in this analysis.
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Figure B.1: Regularized covariance matrix of the unfolded Nt ¯t+1-jet distribution for the
l + jets channel. The matrix is normalized to the number of entries.
Two Monte Carlo samples have been used to define the migration matrices that
correct the real/simulated data to the parton and first emission level distributions. The
nominal sample used is the POWHEG+PYTHIA sample:
mc11 7TeV.117050.TTbar PowHeg Pythia P2011C.merge.NTUP TOP.e1377
s1372 s1370 r3108 r3109 p937/
A second sample based on POWHEG+HERWIG is used to cross-check the two-step
unfolding procedure:
user.wbell.mc11 7TeV.105860.TTbar PowHeg Jimmy.merge.NTUP TOP.e1198 a131
s1353 a139 r2900 whb018/
Both Monte Carlo samples are based in t ¯t events simulated at NLO accuracy with
POWHEG and with the Parton Shower implemented with PYTHIA or HERWIG. The
POWHEG+HERWIG samples allow to define the migration matrix that corrects the de-
tector level result to the parton level in a single step.
The techincal procedure used to choose the appropiate partons during the analy-
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sis are found in the footonotes 1 and 2
Therefore, a single-step unfolding procedure can be defined using the POWHEG
samples matched with HERWIG:
R partonic(ρs, j)≡ 1∆(ρs, j)
ΣiM −1,partonicji [Di−Bi]
Nεpartonic(ρs, j) (B.1)
and it can be compared with the two-step procedure using the same sample.
The correction matrices for the lepton+jets channel based on POWHEG+herwig
Monte Carlo are shown in Figures B.2, B.3 and B.4. The first matrix (in the uppermost
plot) corresponds to the M partonic, that corrects from detector level to parton level
in one step. The second matrix, Fig. B.3, corrects from detector level to POWHEG
first emission level. This matrix is defined in the same way as the nominal unfolding
matrix shown in Fig. 6.1. Finally, the migration matrix shown in Fig. B.4 describes the
migrations from the parton level to the first emission level. In this case, it is see that
the bins in the diagonal of the matrix contain a larger fraction of the events than in the
other cases. Most importantly, partonic events from the bin 0.525 < ρs < 0.675 do
not migrate to the ρs > 0.675 bin at the first emission level. This matrix is not used to
perform the second correction factor as this matrix can not be built using the nominal
POWHEG+PYTHIA MC samples, but it can be used to explain the small correction of
the second factor applied in the two step unfolding procedure.
The efficiencies are also shown, as well as the second correction factor, in Fig-
ures B.5 and B.6. Notice that the information of the first emission level is the same for
both POWHEG+PYTHIA and POWHEG+HERWIG since the same simulated events by
POWHEG are used, but the distributions at the partonic level and at the reconstructed
level changes since HERWIG and PYTHIA use different parton shower algorithms (that
also affect to the definition of the partonic extra jet) and hadronisation algorithms. The
correction factors shown in Fig. B.5 correspond to the two steps correction algorithm.
The same correction factors evaluated using POWHEG+PYTHIA Monte Carlo samples
1POWHEG+PYTHIA: The top quarks that satisfy mc status→ at(i) == 3 and mc pdgId→ at(i) ==
±6 are chosen as the partonic top-quarks. In this sample, they correspond to the fourth and fifth listed
particles, but this can change for other particles, since it has been observed than in other samples the
numbering of the particle can change (for example, starting in 1 not in zero, or if the information of the two
protons colliding is not included). The first POWHEG emission is identified as the child of the two initial
partons that generate the hard interaction (particles number 2 and 3 in the list which correspond to the
parton1+ parton2 → t ¯t+ parton3) which is not a top or anti-top quark and has mc status→ at(i) == 3.
The relevant information is found in the mc child index→ at(i).at( j) pointer. To define the partonic jet it
is needed the list of children of the first emission parton that are produced by the parton shower algorithm:
mc child index→ at(iFirst emission).at( j)! = null. This is not provided in the POWHEG+PYTHIA samples.
In our private samples, POWHEG t ¯t events matched with PYTHIA have been generated, without including
any other information (decays, hadronization, underlying event... etc).
2POWHEG+HERWIG: The partonic top quarks are defined in the same way as in the PYTHIA case.
The first emission parton is, in this case, a child of the partons number 0 and 1, which correspond
to the hard interaction partons. The status of this parton is mc status → at(i) == 123or 124. In this
samples, the associated parton shower and evolution chain of this parton can be followed recursively
using the mc child index → at(iFirst emission).at( j) pointer. Studying this evolution chain, the final par-
tons (mc status→ at(i) == 2) before the hadronization process are found. From these partons, using
the appropiate jet algorithm, the partonic jet can be reconstructed.
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are found in Fig. 6.2. The correction factor shown in Fig. B.6 is the εpartonic(ρs) defined
in Eq. (B.1).
Figure B.2: Migration matrix evaluated with POWHEG+HERWIG MC samples: the single-
step response matrix from detector level to parton level is shown.
Figure B.3: The detector to POWHEG+HERWIG first emission level response matrix used
in the the two-step correction.
The central and lowermost plot show the efficiency ε and the second correction
factor for the two-step unfolding. A fit to the results obtained with the two methods yield
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Figure B.4: Migration matrix evaluated with POWHEG+HERWIG MC samples for the
POWHEG first emission level to parton level. It is observed that this matrix is very di-
agonal and has negligible migrations from low ρs values at partonic level to large ρs
values at first emission level. This matrix is not used to perform the second correction
factor but it qualitaitvely justifies the calculation of it as a bin-by-bin correction factor.
results that differ by 0.1 GeV, which is within the statistical uncertainty (∼ 0.25 GeV)
of the simulated data.
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Figure B.5: The ε correction factor and the second correction factor for the two-step
unfolding evaluated using POWHEG+HERWIG MC samples.
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Figure B.6: The efficiency εpartonic(ρs) for the one-step unfolding evaluated using
POWHEG+HERWIG MC samples.
Appendix C
Parametrization of the t ¯t +1-jet on
mpole
t
at NLO+PS accuracy
The mass dependence of the R distribution is inferred from t ¯t + 1-jet calcula-
tions at NLO+PS accuracy performed using 5 different top-quark masses (from 170 to
180 GeV in steps of 2.5 GeV). The results of these calculations are shown in Tab. 6.1
in Chapter 6. The mass dependence is parametrized for each of the intervals of ρs
in which R is defined. For that, three parametrization choices have been compared:
first, second and third order polynomial .
To study the quality of the parametrization, three linearity tests on the fit procedure
have been performed: several R calculations (t ¯t +1-jet @NLO+PS) with different in-
put value of the pole mass have been fitted using the three different parametrizations.
The fit result is compared to the input mass in Figure C.1 (for parametrizations with
first, second and third order polynomial). The RMS of the points (differences between
m
pole
t and m
f it
t ) are 0.16, 0.12 and 0.12 GeV for the 1st, 2nd and 3rd degree poly-
nomial parametrization. The slope of linear fit to the points is found to be very small
(∼ 0.005) and the offsets are (−0.06,−0.002 and −0.03 GeV for the three differ-
ent parametrizations. The uncertainty of this offset is, for all the parametrizations,
∼ 0.06 GeV thus compatible with zero.
The impact of the choice of the functional form of the parametrization on the ex-
tracted mass is estimated by repeating the fits with each of them and tabulating the
extracted mass, see Tab. C.1. A change of ∼ 10 MeV from the fit of the data using a
first or second order polynomial (in the l+jets channel) is observed. The third order
polynomial yields nearly identical results to the second order polynomial.
The final choice for the mass dependence parametrization is the 2nd degree poly-
nomial.
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Figure C.1: Linearity test: different mpolet have been extracted from R distributions eval-
uated using t ¯t + 1-jet @NLO calculations. The deviation between the expected and the
extracted mass is shown for the 1st, 2nd and 3rd order polynomial parametrizations (first,
second and third figures respectively) of the mpolet dependence of the theoretical R dis-
tributions
Table C.1: Extraction of the top-quark pole mass using different mass parametrizations
for the R distribution. The results for the lepton+jets channel are shown.
Mass extraction on data
channel Pol. 1st degree Pol 2nd degree Pol. 3rd degree
µ+jets 171.71 171.95 171.92
el+jets 175.76 175.73 175.82
l+jets 173.72 173.71 173.71
Maximum (l+jets) difference: 10 MeV
Averaged difference (all channels): 70 MeV
Appendix D
Estimation of the Initial and
final-state radiation (ISR/FSR)
uncertainty.
The estimation of the uncertainty due to the mismodeling of the parton shower
activity, the initial and final state radiation, has been presented in Chapter 6. In this
appendix, two different approaches to estimate this uncertainty are compared: one
estimates the uncertainties at the collinear and soft regime for t ¯t topologies evaluated
at LO, by varying within its uncertainty the αs value in the evolution of the PS; the
second estimates this uncertainty using t ¯t calculations where the first emissions, up
to the fifth, are evaluated at LO.
The default ATLAS procedure for direct top-quark mass measurements using the
7 TeV data is based on ACERMC+PYTHIA LO t ¯t sample, where the extra jet is pro-
duced by the parton shower in PYTHIA. The ISR and FSR emission rate are varied
by replacing the standard Perugia2011 tune with alternative tunes (essentially, these
are variations of αs in the evolution of the PS). The second approach, used in the
differential cross-section measurement, is based on ALPGEN+PYTHIA t ¯t +X samples.
In this case, the upward and downward variations are evaluated by varying together
the kt f ac of ALPGEN which defines the threshold where ALPGEN (and not PYTHIA)
takes care of the parton emission and also by varing at the same time the PYTHIA
contribution to the PS (using again the P2011 tunes). In both cases the distributions
are unfolded with the nominal POWHEG+PYTHIA Monte Carlo.
The ρs distributions for the UP and DOWN variations of the ISR/FSR in both gen-
erators are compared in Figure D.1 at the detector level. The same distribution of
with the nominal Monte Carlo POWHEG+PYTHIA is shown for reference. All genera-
tors have mt = 172.5 GeV. As might be expected, the ALPGEN+PYTHIA calculation
provides a better description of the t ¯t +1-jet topologies than the ACERMC approach,
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which has only PS accuracy for the extra jet.
Figure D.1: The normalized ρs distribution of t ¯t + 1-jet events, as predicted by ALP-
GEN+PYTHIA and ACERMC+PYTHIA. For both generators the UP and DOWN variations
of the ISR/FSR rate are indicated. The nominal POWHEG+PYTHIA distribution is shown
for reference.
The systematic uncertainty on the top-quark mass due to the uncertainty in the
ISR/FSR modelling amounts to ∆mpolet = 0.27 GeV (l + jets) if evaluated with the
ACERMC samples. The ALPGEN+PYTHIA Monte Carlo samples, yield a larger un-
certainty: ∆mpolet = 0.72 GeV (l + jets). The results in Chapter 6 are based on
the latter, more conservative, estimate that shows a better agreement with the data.
The comparison of the ISR/FSR uncertainty on R for both approaches is shown in
Fig. D.2.
Figure D.2: Impact on the R distribution of the inital and final state radiation (IFSR)
evaluated with ACERMC+PYTHIA (upper plot) and ALPGEN+PYTHIA (lower plot).
Appendix E
Breakdown of the uncertainties
evaluated for the different t ¯t decay
channels.
As a crosscheck, for a better understanding of the systematic uncertainties, their
the evaluation is repeated for the three different channels. With this variation, the
equivalent results to that shown in Table 6.5 are reproduced. This is shown in Ta-
ble E.2.
Moreover, a similar exercise has been performed but using three different migra-
tion matrices during the unfolding: one for each channel (e, µ or l+jets). The statistical
fluctuations during the evaluation of the systematic uncertainties become larger since
the e and µ+jets matrices contain half of the statistics of the l+jets correction matrix.
The results are shown in Table E.2.
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Table E.1: The uncertainties in the top-quark pole mass measurement for the e+jets,
µ+jets and the lepton (l = e,µ)+jets channels.
∆mpolet [GeV]
µ+jets e+jets l + jets
Signal modelling
Generator 0.20 0.30 0.28
HAD 0.38 0.31 0.33
PDF 0.54 0.54 0.54
ISR/FSR 0.70 0.75 0.72
CR 0.12 0.11 0.14
UE 0.23 0.25 0.25
Detector, background modeling uncertainties
BTAG 0.16 0.18 0.17
JEFF 0.06 0.05 0.05
JER 0.05 0.05 0.02
JES 0.94 1.03 0.94
MET (Cellout&Pileup) 0.04 0.01 0.02
Lepton Id&Energy 0.11 0.03 0.07
Background 0.15 0.18 0.16
Total systematic unc. 1.41 1.49 1.43
Statistical 1.96 2.35 1.50
Theory +0.95−0.49
+0.95
−0.49
+0.95
−0.49
Total (syst+stat+theory) +2.60−2.47 +2.94−2,83 +2.27−2.12
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Table E.2: The uncertainties in the top-quark pole mass measurement for the e+jets,
µ+jets and the lepton (l = e,µ)+jets channels evaluated using three different migration
matrices for the unfolding.
∆mpolet [GeV]
µ+jets e+jets l + jets
Signal modelling
Generator 0.58 0.21 0.28
HAD 0.32 0.20 0.33
PDF 0.54 0.54 0.54
IFSR 0.77 0.74 0.72
CR 0.08 0.09 0.14
UE 0.21 0.27 0.25
Detector and background modelling uncertainties
BTAG 0.15 0.18 0.17
JEFF 0.04 0.05 0.05
JER 0.07 0.05 0.02
JES 0.98 0.94 0.94
MET (Cellout&Pileup) 0.03 0.00 0.02
Lepton Id&Energy 0.03 0.03 0.07
Background 0.14 0.19 0.16
Total systematic unc. 1.51 1.39 1.43
bf Statistical 1.96 2.35 1.50
Theory +0.95−0.49
+0.95
−0.49
+0.95
−0.49
Total (syst+stat+theory) +2.65−2.52 +2.89−2,77 +2.23−2.08
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Appendix F
Validation of POWHEG samples
The reference ATLAS samples for this analysis correspond to the t ¯t @ NLO pro-
cess generated with the POWHEGMC generator matched to the PYTHIAparton shower.
In the standard ATLAS data format the parton-level information to define the t ¯t +1-jet
system at this level is incomplete. The correction is therefore performed in two stages.
The first is a matrix unfolding to POWHEGfirst emission level, based on the standard
ATLAS samples. The second stage is a relatively small bin-by-bin correction from
POWHEGfirst emission to parton-level. The latter correction is determined using pri-
vate POWHEGt ¯t samples, where the complete information on the parton shower his-
tory is retained.
These private POWHEGsamples were carefully validated. A sample of figures
comparing the distributions of top and anti-top quark and the first gluon emission is
included in this appendix. In all cases, the results from the official ATLAS samples are
shown in black (continuous) and the private samples in red (dashed).
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Figure F.1: Comparison of the pT and pseudo-rapidity distributions of the top quark
(upper row), anti-top quark (central row) and the first gluon emission (bottom row)
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Figure F.2: Comparison of the top and anti-top quark mass distributions (upper row) and
the pT and invariant mass distribution of the t ¯t system.
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