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Abstract
A rigid body, with an interior cavity entirely filled with a Navier-Stokes liquid,
moves in absence of external torques relative to the center of mass, G, of the cou-
pled system body-liquid (inertial motions). The only steady-state motions allowed
about G are then those where the system, as a whole rigid body, rotates uni-
formly around one of the central axes of inertia (permanent rotations). Objective
of this article is two-fold. On the one hand, we provide sufficient conditions for the
asymptotic, exponential stability of permanent rotations, as well as for their insta-
bility. On the other hand, we study the asymptotic behavior of the generic motion
in the class of weak solutions and show that there exists a time t0 after that all
such solutions must decay exponentially fast to a permanent rotation. This result
provides a full and rigorous explanation of Zhukovsky’s conjecture, and explains,
likewise, other interesting phenomena that are observed in both lab and numerical
experiments.
Introduction
The problem of the motion of the coupled system constituted by a rigid body with an
interior cavity that is entirely filled with a liquid has represented, over the centuries,
one of the main focuses of theoretical and applied research. As a matter of fact, the
first mathematical analysis of such a problem can be traced back to the pioneering work
of Stokes concerning the motion of a rectangular box filled with an inviscid liquid [31,
§13].
One of the main reasons why this topic received all along increasing attention is
because it was rather immediately recognized that the dynamics of the rigid body can
be substantially and drastically affected by the presence of the liquid, in several different
and major aspects. In these regards, the finding of Lord Kelvin (W. Thomson) can
be considered a true cornerstone. Actually, it was well known from both a theoretical
viewpoint –basically, by Lagrange [20, Part 2, §9] and Poisson [28]– and practical one
–after the use of gyroscopes in navigation since the early 1740s– that uniform rotations
occurring around either the shorter or the longer axis of a spheroid, in absence of external
torques (inertial motions), are both stable. However, Kelvin’s experiment showed that if
a thin–walled spheroidal gyroscope is filled up with water (“liquid gyrostat”), it would
be stable when set in rotation around its shorter axis, whereas it would be unstable
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otherwise, no matter how large the magnitude of the initial angular velocity. Notice
that the shorter axis is the one with respect to which the moment of inertia of the
system is a maximum The mathematical explanation of Kelvin’s experiment was the
object of studies by several prominent mathematicians, including Poincare´ [27] –who
considered the more general case of an elastic container– and Basset [13], who analyzed
the homogeneous vortex motion of a liquid in an ellipsoidal cavity. However, the outcome
of these investigations provided only approximate or incomplete answers.
Another fundamental insight to the problem is due to N.Y. Zhukovsky. In his thor-
ough analysis [34], Zhukovsky puts forward a completely unexpected property of the
coupled system body-liquid, S, in the case when the liquid filling the cavity is viscous
and S moves by inertial motion. More precisely, on the basis of a straightforward energy
analysis, he envisages that the liquid should produce a substantial stabilizing effect on
the motion of the body in a way that the terminal state should be one where S moves
as a single rigid body by uniform, rotational motion around one of the central axes of
inertia [34, §38]. This dynamical behavior is entirely at odds with the one that the
body might perform with an empty cavity, where the unsteady motion is much more
complicated and, of course, far from reaching any steady-state configuration (e.g., [21,
§4]). It must be emphasized, at this point, that Zhukovsky’s argument is altogether of
heuristic nature and, therefore, lacks of sound mathematical rigor. As a result, even
though the above property is often referred to (especially in the Russian literature, e.g.,
[25, p. 98], [4, p. 3]) as “Zhukovsky’s theorem”, it is more precise to call it, instead,
“Zhukovsky’s conjecture.” However, despite the absence of a rigorous analysis, the use
of interior cavities filled with liquid as dampers in rigid and elastic structures is a com-
mon procedure, adopted since the mid 1960s [5] in different branches of applied sciences,
especially space technology (e.g., [3]) and civil engineering (e.g., [1]).
Coming to the mathematical analysis and interpretation of the phenomena described
above and, more generally, the generic motion of a rigid body with a liquid-filled cavity,
the classical literature includes a very large number of contributions. However, this body
of work, probably also due to the strong influence of the seminal articles of Rumyantsev
[30] and Chernusko [4] on the entire field, is only seldom of rigorous nature, and mostly
based on a simplified set of equations –that at times reduces to ordinary differential
equations– and/or special shapes of the body and cavity. Since it would be hopeless to
cite all the relevant literature, we refer the reader to the monographs [25, 4, 18, 19] and
the bibliography there cited.
Very recently, the present author, jointly with his associates, has started a systematic
study of the motion of a rigid body with a liquid-filled cavity [23, 9, 10, 6, 12, 24]. In these
papers, one main objective, among others, was to provide a mathematically rigorous
explanation of Kelvin’s experiment and a likewise solid proof of Zhukovsky’s conjecture.
The outcome of this effort has been remarkably successful [6] though, however, not
entirely satisfactory. In fact, on the one hand, Kelvin’s experiment is only partially
recovered. Actually, just in the case of systems such as prolate spheroids entirely filled
with a liquid, in [6, Theorem 6(e)] it is shown, in particular, that permanent rotations
around the longer axis are unstable, but not that those around the shorter axes are
indeed stable, as demonstrated by Kelvin’s finding. On the other hand, in [6, Theorem
4] Zhukovskiy’s conjecture is rigorously proved for all types of body-liquid systems,
with the exception of those whose mass distribution is such that two central moments
of inertia coincide and are strictly greater than the third one. This happens, for example,
in cylindrically-shaped containers filled with liquid, when the radius of the base is shorter
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than the height (like in a soda can). Finally, the results presented in [6] are not able to
explain another interesting phenomenon that both lab [14] and numerical [6, Section 9.1]
experiments strongly suggest. More precisely, it is observed that after a finite interval
of time, whose length mostly depends on the viscosity of the liquid and the size of the
initial conditions, the coupled system almost abruptly reaches a uniform terminal state.
In fact, both experiments indicate that once the viscosity of the liquid has reduced its
motion “sufficiently close” to the (relative) rest, the rate of decay to the terminal state
appears be of exponential type.
The main goal of this article is to analyze in details the stability properties of uniform
rotations (“permanent rotations”) and long-time behavior of motions of a rigid body
with an interior cavity entirely filled with a viscous liquid around its center of mass G,
in absence of external torques relative to G (“inertial motions”). In doing so, we shall,
in particular, provide a positive answer to all problems left open in [6] and mentioned
above. Besides C2-smoothness of the cavity, we do not make any other assumption
about its shape or the shape of the body.
Our approach is quite different than the one adopted in [6], which is based on (ap-
propriately modified) tools borrowed from classical dynamical system theory. Instead,
the method we use here relies upon a detailed study of the spectrum of the relevant
linear operator, L, obtained by linearizing the full nonlinear operator around a given
permanent rotation, s0, of S. As is well known, this rotation may only occur about
an axis, e, coinciding with one of the eigenvectors, e1, e2, and e3, of the inertia tensor
of S relative to G (central axes of inertia). Let A,B, and C denote, in the order, the
associated eigenvalues (central moments of inertia), and for λ ∈ {A,B,C}, by S(λ) the
corresponding eigenspace. Without loss of generality, we take A ≤ B ≤ C. We then
show (Lemma 2.1) that, for any given s0, the spectrum σ(L) of L is purely discrete with
eigenvalues clustering only at infinity. Furthermore, 0 is always an eigenvalue with alge-
braic multiplicity m = dim (S(λ)) ∈ {1, 2, 3}. This implies, in particular, the existence
of a center manifold, C, in our problem. However, we show (Proposition 2.1) that C is
“slow”, namely, 0 is the only point of σ(L) on the imaginary axis. In addition, we prove
that 0 is semisimple and this allows us to characterize the sign of ℜ[σ(L)]\{0} in terms
of the central moments A,B, and C and the direction e (Proposition 2.1). We then
employ this information along with a form of the “generalized linearization principle”
[29] to show that if the uniform rotation s0 occurs around an axis with maximum mo-
ment of inertia, then it is asymptotically exponentially stable; see Proposition 3.2 and
Theorem 3.1. By this we mean that s0 is stable in the sense of Lyapunov (in appropri-
ate norms), and, moreover, every motion starting in a suitable neighborhood of s0 will
converge exponentially fast to a terminal state that is still a uniform rotation around
e; see Definition 3.1. The latter, however, will in general be different from s0, due to
the conservation of total angular momentum for S; see Remark 3.3. Conversely, we
show that if s0 occurs around an axis of minimum moment of inertia, then it is unstable
(Proposition 3.2 and Theorem 3.1), and so furnishing, in particular, a full explanation
of the outcome of Kelvin’s experiment; see Remark 3.4.
The spectral properties of L mentioned earlier on also enable us to give a rigorous
proof of the “abrupt” decay of the coupled system body-liquid to the terminal state of
uniform rotation. In fact, also with the help of the results already established in [6], we
prove that there is a time t0 > 0 after that all solutions possessing finite kinetic energy
at time t = 0 (weak solutions) must decay exponentially fast to their terminal state.
This result provides a full proof of Zhukovsky’s conjecture; see Theorem 4.1. Finally,
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we investigate the question of around which central axis the terminal uniform rotation
will take place (attainability problem). Again with the help of the results established
in [6] we show that, for an open set of initial data, all corresponding weak solution
after some time t0 > 0 will converge at an exponential rate to a rotation around the
axis with respect to which the moment of inertia is a maximum; see Theorem 5.1. The
norm in which this convergence is established is quite strong, since it involves first time
derivatives and second spatial derivatives of the velocity field of the liquid, and angular
velocity and acceleration of the body.
The plan of the paper is as follows. In Section 1 we give the mathematical formulation
of inertial motions of a body with an interior cavity entirely filled with a Navier-Stokes
liquid. We then show that the associated perturbation problem can be formulated as
an abstract evolution equation in a suitable Hilbert space and show, by using a classical
semigroup approach, that the initial-value problem possesses a unique smooth solution,
at least locally in time. Section 2 is devoted to the study of the spectrum of the relevant
linear operator L, for which we show the properties reported earlier on. These results
are then employed in the following Section 3 to show, on the one hand, that the local
solution constructed in Section 1 can be made global in time for sufficiently “small” data,
and, on the other hand, to provide sufficient conditions for the exponential stability and
instability of permanent rotations. In Section 4 we investigate the long-time behavior of
the generic motion and show that, under suitable assumptions on the central moments
of inertia, any weak solution after some time t0 must converge exponentially fast to a
permanent rotation (Zhukowsky’s conjecture). A crucial role in the proof is played by
Lemma 4.1 that ensures that the velocity field of any weak solution must decay to 0,
as times diverges, in higher-order spatial norms. The final Section 5 is dedicated to the
problem of attainability of permanent rotations.
1. Formulation of the Problem and Local Existence Theory
The motion of the coupled system body-liquid, S, is governed by the following set of
equations (e.g., [6]):
vt + v · ∇v + ω˙ × x+ 2ω × v = ν∆v −∇p
div v = 0
}
in C × (0,∞)
v(x, t) = 0 at ∂C
(1.1)
and
M˙ + ω ×M = 0 , M := I · ω +
∫
C
x× v . (1.2)
Here, v and ρp (with ρ constant density of the liquid that, without loss of generality,
will be taken to be 1 for simplicity) are velocity and (modified) pressure field of the
liquid, ω is the angular velocity of the body, and C is the domain of R3 occupied by
the liquid. Throughout this paper we shall assume that C is of class C2. Moreover, I
denotes the inertia tensor of the coupled system S. We finally notice that the vector
function M represents the total angular momentum of S.
Equation (1.1)–(1.2) are written in a body-fixed frame, F with the origin at the
center of mass, G, of S. We choose F ≡ {G, ei} where {ei}, are eigenvectors of the
inertia tensor I (central axes of inertia). Moreover, we denote by A,B, and C the central
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moments of inertia, namely, the eigenvalues of I corresponding to the eigenvectors e1, e2,
and e3, respectively. Without loss of generality, we shall assume A ≤ B ≤ C.
For λ ∈ {A,B,C} we let S(λ) be the eigenspace associated to λ. If we pick a unit
vector e ∈ S(λ) it is immediately verified that
s0 = (v0 ≡ 0,ω0 = ω0e) , ω0 ∈ R− {0} , (1.3)
is a (non-trivial) steady-state solution to (1.1)–(1.2) representing a permanent rotation
performed by the coupled system as a single rigid body. In fact, permanent rotations are
the only steady-state motions allowed for the coupled system S, and, as is well known,
can only occur around a central axis of inertia.
Even though of rather trivial proof, for the relevance acquired later on, we would
like to single out the following result in the form of a lemma.
Lemma 1.1 Suppose ω0 ∈ S(λ) − {0}. Then, ω ∈ R3 is a solution to
ω0 × I · ω + ω × I · ω0 = 0 . (1.4)
if and only if ω ∈ S(λ).
Proof. By assumption,
I · ω0 = λω0 . (1.5)
Now, if ω ∈ S(λ), we also have
I · ω = λω .
so that, by (1.5),
ω0 × I · ω + ω × I · ω0 = λ (ω0 × ω + ω × ω0) = 0 .
Conversely, from (1.4) and (1.5) we get
I · ω − λω = σω0 some σ ∈ R .
Dot-multiplying both sides of this equation by ω0 and using the symmetry of I along
with (1.5), we deduce σ |ω0|2 = 0, which is possible if and only if σ = 0.

One of our main objectives is to determine necessary and sufficient conditions for
the stability of the steady-state solution (1.3), in a sense made precise later on in
Definition 3.1. To this end, denoting by (v, p,ω0 + ω) a generic solution to (1.1)–(1.2)
with ω0 ∈ S(λ), we deduce that the “perturbation” (v, p,ω) must satisfy the following
system
vt + ω˙ × x+ 2ω0 × v − ν∆v −∇p = −2ω × v − v · ∇v
div v = 0
}
in C × (0,∞)
v(x, t) = 0 at ∂Ω
(1.6)
and
I · ω˙ − I · a˙+ ω0 × I · ω + ω × I · ω0 − ω0 × I · a = −ω × I · ω + ω × I · a , (1.7)
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where
a := −I−1 ·
∫
C
x× v . (1.8)
We shall now rewrite (1.6)–(1.7) in a suitable abstract form. To this end, we introduce
the Hilbert space1
H := L2σ(C)⊕ R
3 =
{
u = (v,ω)⊤ : v ∈ L2σ(C), ω ∈ R
3
}
,
where
L2σ(C) = {v ∈ L
2(Ω) : div v = 0 in C , and v · n|∂C = 0} ,
and n is the unit exterior normal on ∂C. The scalar product of two elements ui =
(vi,ωi)
⊤, i = 1, 2, in H is defined by
〈u1,u2〉 :=
∫
C
v1 · v2 dC + ω1 · ω2 ,
with associated norm
‖u‖ := 〈u,u〉
1
2 .
We next define the following operators
I : u ∈ H 7→ Iu :=
(
v + P (ω × x), I · (ω − a)
)⊤
∈ H ,
A : u ∈ D(A) := [W 2,2(C) ∩W 1,20 (C) ∩ L
2
σ(C)]⊕ R
3 ⊂ H
7→ Au :=
(
− ν P∆v , ω)⊤ ∈ H ,
B : u ∈ H 7→ Bu :=
(
2P (ω0 × v) , ω0 × I · ω + ω × I · ω0 − ω0 × I · a− ω
)⊤
∈ H
N : u ∈ D(A) ⊂ H 7→Nu :=
(
− 2P (ω × v)− P (v · ∇v) , −ω × I · (ω − a)
)⊤
∈ H
(1.9)
where P is the Helmholtz projection from L2(C) onto L2σ(C). As a consequence, the sys-
tem of equations (1.6)–(1.7) can be formally written as the following evolution equation
in the Hilbert space H
d
dt
Iu+Au+Bu =Nu . (1.10)
We shall now state some important properties of the above operators. In the first place,
we observe that, by well known results on the Stokes operator, A0 := −νP∆, with
D(A0) =W
2,2(C) ∩W 1,20 (C) ∩ L
2
σ(C) ,
it follows that A is selfadjoint, positive and with compact inverse. For α ∈ (0, 1), its
fractional powers are given by
Aαu := (Aα0v , ω)
⊤ , A−α := (A−1)α .
Moreover, the operatorB is, obviously, linear and bounded. Furthermore, in [18, §6.2.3]
it is shown that the bounded operator I is positive and invertible. In addition, it is
easy to check that I is symmetric, namely,
〈Iu1,u2〉 = 〈u1, Iu2〉 , u1,u2 ∈ H ,
1The notation used in this article is quite standard; see e.g. [7].
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so that I is also selfadjoint. Finally, by using classical embedding theorems, one can
easily check that N is well defined. As a result, setting
A := I−1A , B := I−1B , N := I−1N . (1.11)
equation (1.10) is equivalent to the following one
du
dt
+ Au+ Bu = Nu in H . (1.12)
From the properties of I and A, it readily follows that the operator A, with D(A) =
D(A), is sectorial [13, Definition 1.3.1] and has a purely discrete, positive spectrum.
By employing classical methods, it is now rather straightforward to prove local in
time existence and uniqueness of “strict” solutions to (1.12), corresponding to appro-
priate initial data. More precisely, we have the following
Lemma 1.2 Let β ∈ [ 43 , 1), and u0 ∈ D(A
β). Then, there exists t∗ ∈ (0,∞] and a
unique function u = u(t) defined for all t ∈ [0, t1], t1 < t∗, such that
u ∈ C([0, t1];D(A
β)) ∩ C((0, t1];D(A)) ∩ C
1((0, t1];H) ,
solving (1.12) (or, equivalently, (1.10)) for all t ∈ (0, t1], with u(0) = u0. Moreover, if
t∗ <∞, then ‖Aαu(t)‖ → ∞ as t→ t∗.
Proof. The proof is quite standard (see, e.g., [17, Lemma 5.1] and [26, Theorem 3.1 in
Chapter 6]) and we shall only sketch it here. Observing that A, being sectorial, is the
generator of the analytic semigroup e−A t, we begin to consider the following integral
equation
w(t) = e−A tw0+
∫ t
0
Aβe−A (t−s)G(w) ds , G(w) := −B(A−βw)+N(A−βw) . (1.13)
with w0 = A
βu0. By a classical result [16, Lemma 3] it follows that
‖P(v1 · ∇v1 − v2 · ∇v2)‖2 ≤ c1 (‖A
β
0v1‖2 + ‖A
β
0v2‖2) ‖A
β
0 (v1 − v2)‖2. (1.14)
Also, since I−1 is bounded, we have (Heinz inequality),
‖Aαu‖ ≤ c2 ‖A
αu‖ ≤ c3 ‖A
αu‖ , α ∈ [0, 1] . (1.15)
From these two properties, we then easily show that
‖G(w1)−G(w2)‖ ≤ c4‖w1 −w2‖ , all w1,w2 ∈ H in a neighborhood of w = 0 .
(1.16)
It then follows (e.g., [26, p. 196–197]) that (1.13) has one and only one solution w =
w(t), t ∈ [0, t∗) for some t∗ > 0, with w ∈ C([0, t1];H), all t1 ∈ (0, t∗). As a result, the
field u := A−βw is in C([0, t1];D(A
β)) and is a mild solution to (1.12), namely,
u(t) = e−A tu0 +
∫ t
0
e−A (t−s)[−Bu+Nu] ds . (1.17)
However, again by standard arguments (e.g., [26, p. 198]), from (1.17) one shows that,
in fact, u ∈ C1((0, t1];H) ∩ C((0, t1];D(A)), so that u is a “strict” solution to (1.12)
and is unique. Finally, it is clear that the above procedure can be extended to provide
a solution beyond any time τ ∈ [t1, t∗) if ‖A
βu(τ)‖ <∞, whereas, if t∗ <∞, it will fail
if and only if limt→t∗ ‖A
βu(t)‖ =∞.

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2. The Spectrum of the Linearized Operator
Let
L := A+ B , D(L) = D(A) ≡ D(A). (2.1)
The spectral properties of the operatorL will play a primary role in establishing stability
of the steady-state motion (1.3) and the long-time behavior of solutions to the nonlinear
problem (1.12) (or, equivalently, (1.10)). To this end, we begin to show the following
preliminary result.
Lemma 2.1 The spectrum, σ(L), of L consists of eigenvalues of finite multiplicity that
can cluster only at infinity. Moreover, 0 is an eigenvalue with corresponding eigenspace
N[L] =
{
u(0) ∈ H : u(0) = (v ≡ 0,ω(0))⊤, for some ω(0) ∈ S(λ)
}
,
and
dim (N[L]) = dim (S(λ)) = m, 1 ≤ m ≤ 3. (2.2)
In addition, the range of L, R[L], is closed and the following decomposition holds,
H = N[L]⊕ R[L] , (2.3)
namely, 0 is a semisimple eigenvalue.
Proof. Since B is bounded and A is positive definite, all ζ ∈ R with ζ sufficiently
negative are in the resolvent set of L. For one of these values of ζ and for a given
g ∈ H , consider the equation
Lu− ζ u = g . (2.4)
Taking into account that (u := complex conjugate)
〈Au,u〉 = ν‖∇v‖22 + |ω|
2 , c1‖u‖
2 ≥ 〈Iu,u〉 ≥ c0‖u‖
2 ,
by first applying the operator I to both sides of (2.4) and then taking the scalar product
with u, it follows that
ν‖∇v‖22 + |ω|
2 − c0(ζ + ‖B‖)‖u‖
2 ≤ c1‖g‖ ‖u‖ .
From the latter expression, by means of the Poincare´ inequality, we easily show that,
for ζ < −‖B‖,
‖v‖1,2 + |ω| ≤ c2‖g‖
which, in turn, by the compact embedding W 1,2(C) ⊂ L2(C), implies that L has a
compact resolvent. The first part of the lemma is then a consequence of [15, Theorem
6.29]. To show the second part, we observe that, taking into account (1.9), (1.11) and
(2.1), the equation
Lu = 0
is equivalent to the system
−ν∆v + 2ω0 × v = −∇p , div v = 0 , in C ; v = 0 at ∂C
ω0 × I · ω + ω × I · ω0 − ω0 × I · a = 0
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for some p ∈W 1,2(C). Dot-multiplying both sides of the first equation by v and integrat-
ing by parts over C, with the help of the second and third equation we show ‖∇v‖2 = 0,
which furnishes v ≡ 0. Replacing this information back into the last equation, we get
ω0 × I · ω + ω × I · ω0 = 0 ,
which, by Lemma 1.1, furnishes ω ∈ S(λ). Therefore, an eigenvector u(0) associated to
the eigenvalue 0 must be of the form u(0) = (v ≡ 0,ω(0))⊤, with ω(0) ∈ S(λ). This
property also implies (2.2). We next show that L is an (unbounded) Fredholm operator
of index 0. Actually, since D(A) is, obviously, dense in H , the same property holds
for D(L). Moreover, by well-known results concerning the Stokes operator, we have
N[A] = {0} and R[A] = H , so that ind(A) = 0. It is easy to see that B is A-compact,
namely, if {un} is a sequence such that
‖un‖+ ‖Aun‖ ≤ C
with C independent of n, there is u ∈ H such that
lim
n→∞
‖Bun −Bu‖ = 0 .
This property is an elementary consequence of the classical inequality (e.g. [8, Theorem
IV.6.1])
‖A0v‖2 ≤ 3
1
2 ‖v‖2,2 ≤ γ ‖A0v‖2 , γ = γ(C) > 0 , (2.5)
the compact embedding W 2,2 ⊂ L2, and the definition of B given in (1.9)3. Therefore,
A+B is Fredholm of index 0. Since I−1 is a homeomorphism, by the product property,
we find that also L is Fredholm of index 0. Now, assume dimS(λ) = 1. By what we
have already shown, dim(N[L]) = 1 as well, which, by the Fredholm property of L,
implies codim(R[L]) = 1. Let us prove that
R[L] ∩ N[L] = {0} . (2.6)
In fact, suppose there is u(0) = (0,ω(0))⊤ ∈ N[L] such that
Lu = u(0) ,
or, equivalently,
(A+B)u = Iu(0) .
Recalling (1.9), this equation can be rewritten as follows
−ν∆v + 2ω0 × v = −∇p+ ω
(0) × x , div v = 0 , in C ; v = 0 at ∂C
ω0 × I · ω + ω × I · ω0 − ω0 × I · a = I · ω(0) .
(2.7)
Taking into account that I · ω0 = λω0 and that, by assumption, ω(0) = αω0, α ∈ R,
from (2.7) we get, in particular,
ω0 ×
(
I · ω − λω − I · a
)
= λαω0 ,
which implies ω(0) = 0, namely, u(0) = 0, and as a result we conclude (2.6). Likewise,
if dim (S(λ)) ≡ dim (N[L]) = 3, we have (I)ij = λ δij , so that the last equation in (2.7)
furnishes
ω(0) · a = 0 . (2.8)
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On the other side, by dot-multiplying both sides of the first equation in (2.7) by v,
integrating by parts over C, and recalling (1.8), we show
ν‖∇v‖22 = ω
(0) · a
which in view of (2.8) implies v ≡ 0. Replacing this information into (2.7)1 entails
ω(0) × x = ∇p , (2.9)
so that, by operating with curl on both sides, we conclude, also in this case, u(0) = 0
and the validity of (2.6). Let us, finally, consider the case m = 2. In this regard, we
begin to notice that from(2.7)4 it follows ω0 · ω
(0) = 0. To fix the ideas, we assume
λ ≡ A = B (< C), the case B = C (> A) being treated in an entirely similar way.
Thus, taking (for instance)
ω0 = ω0 e1 , ω
(0) = ω(0) e2 , (2.10)
equation (2.7)4 becomes
ω0 × [(C −A)ω] = ω0 × I · a+Aω
(0) := F ,
where ω = ω e3. Since F · ω0 = 0, this equation is solvable for ω and we get
ω =
F × ω0
ω20 (C −A)
. (2.11)
Observing that
F × ω0 = ω
2
0 I · a− (ω0 · I · a)ω0 +Aω
(0) × ω0 ,
from (2.10) and (2.11) we deduce that the condition ω · ω(0) = 0 implies
ω(0) · I · a = 0 . (2.12)
However, if we dot-multiply both sides of (2.7)1 by v, integrate by parts over C and use
(2.7)2,3 and (1.8), we get
‖∇v‖22 = ω
(0) · I · a,
which, combined with (2.12) furnishes v ≡ 0. Replacing the latter in (2.7)1 entails again
(2.9) that, as shown previously, implies ω(0) = 0 and the proof of (2.6) is completed.
Now, since codim(R[L]) = m, there exists at least one S⊂H such that H = S ⊕ R[L],
with S ∩ R[L] = {0}. However, dim (S) = dim (N[L]) = m and (2.6) holds, so that we
may take S = N[L], as claimed.

Let Q and P be the spectral projections according to the spectral sets
σ0(L) := {0} , σ1(L) := σ(L)\σ0(L) ,
which are well defined in view of Lemma 2.1. Thus, setting
H0 := Q(H) , H1 := P(H) , (2.13)
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we have the following decomposition
H = H0 ⊕H1 (2.14)
that completely reduces L into L = L0 ⊕L1 with
L0 := QL = LQ , L1 := PL = LP , (2.15)
and σ(L0) ≡ σ0(L), σ(L1) ≡ σ1(L) (e.g., [32, Theorems 5.7-A,B]).
A fundamental issue in the proof of the nonlinear results that we shall present later
on, is the identification of the subspace H0 with N[L]. In general, this is not true and we
only have N[L] ⊆ H0, whereas R[L] ⊇ H1. However, if (and only if) the decomposition
(2.3) holds, then this property is valid and the above subspaces coincide (e.g. [22,
Proposition A.2.2]). Thus, Lemma 2.1 implies the next one.
Lemma 2.2 The following characterization holds
H0 = N[L] , H1 = R[L] .
Remark 2.1 It is worth noticing that one can show that the ortho-complement of
N[L] does not coincide with R[L]. Therefore, under the assumption of Lemma 2.2, the
decomposition (2.14) is not orthogonal.
The next result provides a complete characterization of the distribution of the eigen-
values of L1 in terms of the central moments of inertia of S and of the axis where the
permanent rotation occurs.
Proposition 2.1 Let s0 be given by (1.3). Then,
σ1(L) ∩ {iR} = ∅. (2.16)
Moreover, we have
ℜ[σ1(L)] ⊂ (0,∞) . (2.17)
whenever at least one of the following conditions holds.
(i) A = B = C, arbitrary e;
(ii) A ≤ B < C, e ≡ e3 ;
(iii) A < B = C, e = γ1e2 + γ2e3, with γ ≡ (γ1, γ2) ∈ S1 .
Conversely, if any of the following conditions are met
(iv) A < B ≤ C, e ≡ e1 ;
(v) A < B < C, e ≡ e2 ;
(vi) A = B < C, e ≡ γ1e1 + γ2e2 with γ = (γ1, γ2) ∈ S
1 .
Then
ℜ[σ1(L)] ∩ (−∞, 0) 6= ∅ . (2.18)
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Proof. Consider the linear problem
du
dt
+Lu = 0 , u(0) = u0 ∈ H . (2.19)
We begin to notice that, being a bounded perturbation of the operator A, the operator
L is the generator of an analytic semigroup (e.g., [26, Theorem 2.1 in Chapter 3]).
As a consequence, the solution to (2.19) is unique and smooth for all t ∈ (0,∞). In
particular, the map
u0 7→ u(t;u0)
with u( · ;u0) solution to (2.19) corresponding to the initial data u0, defines a dynamical
system in H . Now, the abstract equation (2.19) is equivalent to the following system
vt + ω˙ × x+ 2ω0 × v − ν∆v −∇p = 0
div v = 0
}
in C × (0,∞) ,
v(x, t) = 0 at ∂Ω ,
I · (ω˙ − a˙) + ω0 × I · ω + ω × I · ω0 − ω0 × I · a = 0 ,
(2.20)
where, we recall, a is defined in (1.8). Next, for a given vector h ∈ R3, we write
h = h⊥ + h‖, where h‖ = h‖ e. Clearly, h⊥ ∈ S(λ)
⊥ if dimS(λ) = 1, while h⊥ = 0 if
dimS(λ) = 3. Since
ω0 × I · ω‖ + ω‖ × I · ω0 = 0,
from (2.20)4, we deduce
I · (ω˙⊥ − a˙⊥) + ω0 × I · ω⊥ + ω⊥ × I · ω0 − ω0 × I · a⊥ = 0
ω˙‖ = a˙‖ .
(2.21)
Setting ω∗ := ω⊥ − a⊥ and taking into account (2.21)2 we can then rewrite (2.20) in
the following equivalent way:
vt + a˙× x+ ω˙∗ × x+ 2ω0 × v − ν∆v −∇p = 0
div v = 0
}
in C × (0,∞) ,
v(x, t) = 0 at ∂Ω ,
I · ω˙∗ + ω0 × I · ω∗ + (ω∗ + a⊥)× I · ω0 = 0 ,
ω˙‖ = a˙‖ .
(2.22)
If we dot-multiply (2.22)1 by v, integrate by parts over C and take into account (2.22)2,3,
we obtain
dE
dt
+ ν‖∇v‖22 = ω˙∗ · I · a⊥ , (2.23)
where
E :=
1
2
(‖v‖22 − a · I · a) . (2.24)
Due to [19, §§ 7.23, 7.2.4], we know that there is c0 ∈ (0, 1) such that
c0‖v‖
2
2 ≤ 2E ≤ ‖v‖
2
2 . (2.25)
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We next dot-multiply (2.22)4 one time by ω∗ and a second time by a⊥ to get
ω∗ · I · ω˙∗ + ω0 × I · ω∗ · ω∗ + (ω∗ + a⊥)× I · ω0 · ω∗ = 0
ω˙∗ · I · a⊥ + ω0 × I · ω∗ · a⊥ + (ω∗ + a⊥)× I · ω0 · a⊥ = 0 ,
from which we show
ω˙∗ · I · a⊥ = −ω∗ · I · ω˙∗ − ω0 × I · ω∗ · (ω∗ + a⊥) .
Replacing the latter into (2.23) produces
d
dt
(
E + 12ω∗ · I · ω∗
)
+ ν‖∇v‖22 = −ω0 × I · ω∗ · (ω∗ + a⊥) . (2.26)
On the other hand, if we dot-multiply both sides of (2.22)4 by I · ω∗ and recall that
I · ω0 = λω0, for some λ ∈ {A,B,C}, we show
1
2
d
dt
(I · ω∗)
2 = −λω0 × I · (ω∗ + a⊥) .
The latter, in conjunction with (2.26) allows us to conclude
d
dt
(
2E + ω∗ · I · ω∗ −
1
λ
(I · ω∗)
2
)
+ 2ν‖∇v‖22 = 0 . (2.27)
This equation is the fundamental tool in our proof, In fact, let us begin to show (2.16).
Assuming the contrary would imply that (2.19) has (at least) one non-trivial, smooth
solution u = (v,ω)⊤ such that
u(T ) = u(0) ,
∫ T
0
u(t) = 0 , some T > 0. (2.28)
Integrating both sides of (2.27) over [0, T ] and using (2.28) would then produce∫ T
0
‖∇v(t)‖22 = 0 ,
namely,
v ≡ 0 in [0, T ]. (2.29)
If we replace this information back in (2.22), we get, in particular,
ω˙∗ × x = ∇p , I · ω˙∗ + ω0 × I · ω∗ + ω∗ × I · ω0 = 0 . (2.30)
Operating with curl on both sides of the first of these equations we deduce ω∗ = const..
This condition combined with (2.28), (2.29) and (2.22)5 implies ω(t) ≡ 0, so that the
latter and, again, (2.29) provide that there is no non-trivial solution u to (2.19) satisfying
(2.28), and (2.16) is thus established. With the help of this result and Lemma 2.1 we
then infer that σ1(L) must satisfy either (2.17) or (2.18). We next prove the second
property stated in the proposition. To this end, we observe that if (2.17) is not true,
then there exists at least one solution to (2.19) that becomes unbounded in H as t→∞.
Thus, in order to show our stability claim it is sufficient to show that, under any of the
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assumptions (i)–(iii), all solutions to (2.19) are bounded. In turn, in view of (2.22)5,
this amounts to show that there is a constant M > 0, depending on the data, such that
‖v(t)‖2 + |ω⊥(t)| ≤ M , all t ≥ 0. (2.31)
Set
G := ω∗ · I · ω∗ −
1
λ
(I · ω∗)
2
and consider the three different cases (i)–(iii) stated in the proposition. If A = B = C,
we get G = 0, so that from (2.25), (2.27) and Poincare´ inequality, we deduce
dE
dt
≤ −σE , σ = const. > 0
that in turn, again by (2.25), implies that ‖v(t)‖2 is uniformly bounded in time. Since
in this case ω⊥ = 0, (2.31) is proved, and, with it, the proposition in case (i). In case
(ii), we get
G = Aω2∗1 +Bω
2
∗2 −
1
C
(
A2ω2∗1 +B
2ω2∗2
)
= αω2∗1 + β ω
2
∗2 ,
where
α :=
1
C
A(C −A) , β :=
1
C
B(C −B) > 0 .
So, under the given assumptions, G is a positive definite quadratic form in the com-
ponents of ω∗. This property along with (2.25) and (2.27) implies that there exists a
constant M > 0 such that
‖v(t)‖22 + |ω∗(t)|
2 ≤M , all t ≥ 0,
which proves condition (2.31). We next consider the case (iii). Without loss of generality
(we can always rotate e2 and e3 appropriately) we take e ≡ e3. We thus deduce
G = Aω2∗1 +Bω
2
∗2 −
1
B
(A2ω2∗1 +B
2ω2∗2) =
A
B
(B −A)ω2∗1 ,
which with the help of (2.25) and (2.27) entails, for some constant M > 0,
‖v(t)‖2 + |ω1(t)| ≤M , all t ≥ 0 . (2.32)
However, taking the projection of (2.19) along the subspace H0 and recalling Lemma
2.2, we also obtain ω2(t) = const., so that (2.31) follows from the latter and (2.32).
Finally, we prove the last claim in the proposition. If (2.18) were not true, then all
solutions to (2.19) must be uniformly bounded in time, so that, in particular, they must
satisfy (2.31). We shall then show that, in such a case, the following relation holds
2ν
∫ ∞
0
‖∇v(s)‖22ds = 2E(0) +G(0) . (2.33)
To this end, by integrating both sides of (2.27) and using (2.31) we deduce that∫ ∞
0
‖∇v(t)‖22 <∞ ,
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which, by Poincare´ inequality, entails∫ ∞
0
‖v(t)‖22dt ≤M . (2.34)
Now, (2.31) along with (2.22)4, furnishes
|ω˙∗(t)| ≤M1 all t > 0,
for another constant M1 > 0. Replacing this information on the right-hand side of
(2.23) and using (2.25) and Schwarz and Poincare´ inequalities, we show
dE
dt
+ c1E ≤ c2E
1
2 ,
which, by a generalized form of Gronwall’s lemma [10, Lemma 2.1] and (2.25), (2.34)
implies
lim
t→∞
‖v(t)‖2 = 0 . (2.35)
From (2.22)5, (2.31) and (2.35) we infer that the orbits generated by the solutions to
(2.19) through any initial data u0 are compact and, therefore, the ω-limit set is not
empty and, in particular, invariant. By (2.35), v ≡ 0 on this set so that by taking
the curl of both sides of (2.22)1 (with v ≡ 0) we derive ω∗ = ω = const., which once
replaced in (2.22)4 entails that ω must satisfy
ω0 × I · ω + ω × I · ω0 = 0 .
From Lemma 1.1 and the latter we thus deduce
ω ∈ S(λ). (2.36)
At this point, let us first discuss the cases (iv) and (v) stated in the proposition. Then,
in both situations, ω must also belong to S(λ)⊥, which produces ω = 0. Therefore, by
definition of ω-limit set, we conclude
lim
t→∞
|ω∗(t)| = 0 . (2.37)
If we now integrate both sides of (2.27) from 0 to t and then let t → ∞, with the help
of (2.35), (2.25) and (2.37) we show (2.33). Now, assume condition (iv). In that case,
we have ω∗ = ω∗2e2 + ω∗3e3. Therefore
G =
B
A
(A−B)ω2∗2 +
C
A
(A− C)ω2∗3 (2.38)
Thus, from (2.38) and (2.33), we deduce
0 ≤ 2E(0) +
B
A
(A− B)ω2∗2(0) +
C
A
(A− C)ω2∗3(0)
which, in view of the assumptions on A,B, and C cannot be true if we pick initial data
such that
2E(0) <
B
A
(B −A)ω2∗2(0) +
C
A
(C −A)ω2∗3(0) .
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Thus, (2.18) is established. Likewise, in the case (v), we have
G =
A
B
(B −A)ω2∗1 +
C
B
(B − C)ω2∗3 ,
and, arguing as before, from (2.33) we deduce
0 ≤ 2E(0) +
A
B
(B −A)ω2∗1(0) +
C
B
(B − C)ω2∗3(0) ,
which cannot hold if we choose (for example)
2E(0) <
C
B
(C −B)ω2∗3(0) , ω∗1(0) = 0 .
We now turn to the case (vi), and begin to show that also in this case (2.33) holds. To
this end, without loss of generality (it is enough to rotate e1 and e2 appropriately) we
assume e = e1. Therefore, we have
G = Aω2∗2 + Cω
2
∗3 −
1
A
(A2ω2∗2 + C
2ω2∗3) =
C
A
(A− C)ω2∗3 . (2.39)
On the other hand, from (2.36) we deduce ω3 = 0, which gives
lim
t→∞
ω∗3(t) = 0 . (2.40)
Thus, integrating both sides of (2.27) from 0 to t, letting t→∞, and using (2.39) and
(2.40) we establish (2.33) also in the case (vi). As a consequence, from (2.33) we obtain
a contradiction if we choose initial data such that
E(0) <
C
A
(C −A)ω2∗3(0) .
The proof of the proposition is completed.

Remark 2.2 In physical terms, Proposition 2.1 may be restated by saying that a per-
manent rotation is “linearly stable” if and only if it occurs around an axis of maximum
moment of inertia. This is in total agreement with Kelvin’s experiment.
3. Global Existence and Stability of Permanent Rotations. A Full Explanation of
Kelvin’s Experiment
The main objective of this section is to use the results established in the previous one,
to prove necessary and sufficient conditions for the stability of the permanent rotation
(1.3). To this purpose, we give the following definition.
Definition 3.1 The permanent rotation s0 in (1.3) is called stable if for any ε > 0 there
is δ = δ(ε) > 0 such that
‖Aβu0‖ < δ =⇒ sup
t≥0
‖Aβu(t)‖ < ε
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for some β ∈ [0, 1] and all solutions u = u(t) to (1.10) with u(0) = u0. Also, s0 is called
unstable if it is not stable. Furthermore, s0 is asymptotically stable, if it is stable and
there exist ρ0 > 0 such that
‖Aβu0‖ < ρ0 =⇒ lim
t→∞
‖Aβu(t)− u(0)‖ = 0 ,
for some u(0) = (0,ω(0))⊤ ∈ H with ω(0) ∈ S(λ). Finally, s0 is exponentially stable if it
is asymptotically stable and there are constants C, κ > 0 such that
‖Aβu(t)− u(0)‖ ≤ C ‖Aβu(0)‖ e−κ t , all t ≥ 0.
Remark 3.3 Because of conservation of total angular momentum for S, in the asymp-
totic stability definition, we cannot expect u(0) = 0, due to the fact that s0 in (1.3)
is non-trivial. As a matter of fact, u(0) = 0 if and only if the initial data u0 :=
(v(0),ω(0))⊤ satisfy [6, Remark 5]
I · (ω(0) + ω0) +
∫
C
x× v(0) = 0 ,
a non-generic condition that is physically irrelevant.
The next result provides a suitable “linearization principle” for the equation (1.10).
Proposition 3.2 Let s0 be given by (1.3). The following stability properties are valid.
(a) If (2.17) holds, then there exists γ0 > 0 such that if for some β ∈ [
3
4 , 1)
‖Aβu0‖ < γ0 ,
the unique solution u to (1.12) (or, equivalently, (1.10)) constructed in Lemma 1.2
exists for all t > 0 (namely, we can take t∗ = ∞). Moreover, s0 is exponentially
stable.
(b) Conversely, if (2.18) holds then s0 is unstable.
Proof. In view of Lemma 2.2, for any u := (v,ω)⊤ ∈ H , the spectral projections Q,P
satisfy
Qu := u(0) ≡ (0,ω(0))⊤ ∈ N [L] ≡ H0 , Pu := u
(1) ≡ (v,ω(1))⊤ ∈ R [L] ≡ H1 .
Applying Q and P on both sides of (1.12) and taking into account (2.15) we easily show
du(1)
dt
+L1u
(1) = PI−1M (u(1),u(0))
du(0)
dt
+L0u
(0) = QI−1M (u(1),u(0)) ,
where
M (u(1),u(0)) :=N(u(1) + u(0)) . (3.1)
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Moreover, observing that L0u
(0) = 0, the previous equations simplify to the following
ones
du(1)
dt
+L1u
(1) = PI−1M (u(1),u(0))
du(0)
dt
= QI−1M (u(1),u(0)) .
(3.2)
In view of Lemma 2.1 we know that (3.2) has one and only one solution –in the class
specified there– in the time interval [0, t∗), which can be extended to a global solution
provided we show the existence of ρ > 0 such that
sup
t∈[0,t∗)
‖Aβu(t)‖ ≤ ρ . (3.3)
In this regard, we begin to observe that since the operator L is the generator of an
analytic semigroup in H , so is L1 in H1. Thus, for all t ∈ [0, t∗) from (3.2)1 we have
u(1)(t) = e−L1tu
(1)
0 +
∫ t
0
e−L1(t−s)[PI−1M(u(1)(s),u(0)(s))]ds . (3.4)
Also, by assumption and Lemma 2.1, there is γ > 0 such that
ℜ[σ(L1)] > γ > 0 , (3.5)
which implies that the fractional powers Lα1 , α ∈ (0, 1), are well defined in H1. Thus,
setting
w := ebtLβ1u
(1) , 0 < b < γ ,
from (3.4) we get
w(t) = ebte−L1tLβ1u
(1)
0 +
∫ t
0
ebtLβ1 e
−L1(t−s)[PI−1M(e−bsL−β1 w(s),u
(0)(s))]ds . (3.6)
We now make the obvious but crucial observation that
ω(0) × I · ω(0) = 0 .
So, from (3.1) and (1.9)4, we obtain
M(u(1),u(0)) =
(
−P [2(ω(1) + ω(0))× v + v · ∇v] ,
−ω(1) × I · (ω(0) + ω(1))− ω(0) × I · ω(1) + (ω(0) + ω(1))× I · a
)⊤
.
(3.7)
With the help of (1.14), we show
‖M(u(1),u(0))‖ ≤ c
[
(|ω(1)|+ |ω(0)|)(‖v‖2 + |ω
(1)|) + ‖Aβ0v‖
2
]
≤ c
[
(‖u(1)‖+ ‖u(0)‖)‖u(1)‖+ ‖Â
β
u(1)‖2
]
,
(3.8)
where T̂ denotes the restriction of the operator T to H1. Since B is a bounded operator,
from the definition (2.1) we have (e.g. [13, Theorem 1.4.6])
‖Â
α
u‖ ≤ c1 ‖L
α
1u‖ ≤ c2 ‖Â
α
u‖ , α ∈ [0, 1] ,
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which, by (1.15), implies
‖Â
α
u‖ ≤ c1 ‖L
α
1u‖ ≤ c2 ‖Â
α
u‖ , α ∈ [0, 1] . (3.9)
Consequently, from (3.8) and the latter we derive
‖PI−1M(e−btL−β1 w(s),u
(0)(s))‖ ≤ c3
[
(‖w‖+ ‖u(0)‖)‖w‖+ ‖w‖2
]
. (3.10)
Next, observing that, in H1, it is ‖L
α
1 e
−L1t‖ ≤ t−αe−γt, α ∈ [0, 1], from (3.6), and
(3.10) we deduce
‖w(t)‖ ≤ e−(γ−b)t‖Lβ1u
(1)
0 ‖
+c3
∫ t
0
e−(γ−b)(t−s)
(t− s)β
[(‖w(s)‖+ ‖u(0)(s)‖)‖w(s)‖+ ‖w(s)‖2] .
(3.11)
From Lemma 1.2 we know that the pair (w,u(0)) is continuous with values in H , and
so for any given ρ > 0 there exists an interval of time [0, τ ], τ < t∗, such that
sup
t∈[0,τ ]
(‖w(t)‖+ ‖u(0)(t)‖) < ρ , (3.12)
provided ‖w(0)‖+ ‖u(0)(0)‖ < 12ρ (say). Thus, observing that∫ t
0
e−(γ−b)(t−s)
(t− s)β
ds ≤
∫ ∞
0
e−(γ−b)t
tβ
dt := c0 <∞
from (3.11) we get
(1 − c3c0ρ)‖w(t)‖ ≤ ‖L
β
1u
(1)
0 ‖ , t ∈ [0, τ ] . (3.13)
We now go back to (3.2)2, which, with the help of (3.8), furnishes
‖u(0)(t)‖ ≤ ‖u(0)(0)‖+ c4
∫ t
0
[
(‖u(1)(s)‖ + ‖u(0)(s)‖)‖u(1)(s)‖ + ‖Â
β
u(1)(s)‖2
]
ds .
Thus, if we restrict to t ∈ [0, τ ], choose ρ = 1/(2c3c0) and use (3.9), (3.12) and (3.13),
the preceding inequality furnishes
‖u(0)(t)‖ ≤ ‖u(0)(0)‖+ c5
∫ t
0
‖Aβu(s)‖ ds ≤ ‖u(0)(0)‖ + c6
∫ t
0
e−b s‖w(s)‖ ds
≤ c7 ‖A
βu0‖ , t ∈ [0, τ ] .
(3.14)
Combining (3.13) with (3.14) and again recalling (3.9), we conclude in particular
‖Aβu(t)‖ ≤ c8 ‖A
βu0‖ , (3.15)
for all t ∈ [0, τ ], namely, for as long as ‖Aβu(t)‖ < ρ. However, by (3.15) and a standard
argument one can show that if we choose ‖Aβu0‖ sufficiently small, A
βu(t) will never
reach the boundary of the ball of radius ρ, implying that (3.15) must hold for all t > 0.
The proof of global existence is thus completed. Obviously, from (3.15) (valid now for
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all t ≥ 0), it also follows that s0 is stable, in the sense of Definition 3.1. We shall
now show the asymptotic behavior. From what we have just proved, under the stated
condition on the data and with the above choice of ρ, from (3.13) and (3.9) we find
‖Â
β
u(1)(t)‖ ≤ c9 e
−bt‖Â
β
u(1)(0)‖ , all t > 0 . (3.16)
Moreover, integrating (3.2)2 between arbitrary t1, t2 > 0 using (3.16) and reasoning in
a way similar to what we did to obtain (3.14) we infer
‖u(0)(t1)− u
(0)(t2)‖ ≤ c10
∫ t2
t1
‖Â
β
u(1)(s)‖ds ≤ c11 ‖Â
β
u(1)(0)‖
∫ t2
t1
e−bsds , (3.17)
from which we deduce that there exists u(0) ∈ S(λ) such that
lim
t→∞
‖u(0)(t)− u(0)‖ = 0 .
Plugging this information back into (3.17) with t2 =∞, t1 = t we infer
‖u(0)(t)− u(0)‖ ≤ c12‖Â
β
u(1)(0)‖ e−bt,
which, once combined with (3.16), proves the exponential rate of decay. It remains to
show the instability statement. To this end we observe that, in view of the properties of
the spectrum and the estimate of the nonlinearity showed in (1.14), it is easy to check
that all conditions of [13, Theorem 5.1.3] are satisfied, so that our statement follows
from that theorem. The proof of the proposition is thus accomplished.

Combining the results of Proposition 2.1 and Proposition 3.2 we may conclude with
the following result that furnishes necessary and sufficient conditions for the stability of
permanent rotations.
Theorem 3.1 Let λ ∈ {A,B,C}, and let s0 be the permanent rotation (1.3) with
ω0 ∈ S(λ) − {0}. Then, if any of the conditions (i)–(iii) in Proposition 2.1 is satisfied,
s0 is stable. Moreover, there exists γ0 > 0 such that if for some β ∈ [
3
4 , 1)
‖Aβu0‖ < γ0 ,
then there is u(0) ≡ (0,ω(0)), ω(0) ∈ S(λ), such that all solutions to the perturbation
equation (1.10) corresponding to such initial data satisfy
‖Aβu(t)− u(0)‖ ≤ C ‖Aβu0‖ e
−κ t , all t ≥ 0 ,
for some constants C, κ > 0. Conversely, if any of the conditions (iv)–(vi) in Proposition
2.1 holds, the permanent rotation s0 is unstable.
Remark 3.4 The result of Theorem 3.1 provides, in particular, a sharp and rigorous ex-
planation of Lord Kelvin’s experiment, mentioned in the introductory section. Actually,
this experiment shows that rotations occurring around the shorter axis (=maximummo-
ment of inertia) of a prolate spheroid filled with water are stable. while those around
the other central axes are unstable. As a matter of fact, our result implies a much more
general phenomenon, namely, that whatever the shape of the body and cavity, the only
stable rotations are those occurring along the axis with respect to which the moment of
inertia is a maximum, all others being unstable.
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4. Asymptotic Behavior for Large Data. A Full Proof of Zhukovsky Conjecture.
In view of Theorem 3.1 we may deduce that under any of the assumptions (i)–(ii) stated
in Proposition 2.1 all solutions to (1.1)–(1.2) that belong to a suitable function class
and with initial data “sufficiently close” to a permanent rotation (1.6) in the eigenspace
S(λ) must converge exponentially fast to (another) permanent rotation that lies in the
same eigenspace. Objective of this section is to show that, in fact, the same conclusion
holds in the more general class of weak solutions to (1.1)–(1.2) and for data that not
only are less regular, but also not necessarily “close” to a permanent rotation. These
results provide, in particular, a positive answer to an important question that was left
open in [6], thus providing a completely affirmative answer to the Zhukovsky conjecture
mentioned in the introduction.
We begin to recall the definition of weak solution.
Definition 4.1 A pair (v,ω) is a weak solution to (1.1)–(1.2) if it satisfies the following
properties
(i) v ∈ Cw([0,∞);L2σ(C)) ∩ L
∞(0,∞;L2σ(C)) ∩ L
2(0,∞;W 1,20 (C)) ;
(ii) ω ∈ C([0,∞)) , (ω − a) ∈ W 1,∞((0,∞)) ;
(iii) Strong energy inequality:
E(t) + ν
∫ t
s
‖∇v(τ)‖22 ≤ E(s)
for s = 0, for a.a. s > 0 and all t ≥ s, where
E := 12
(
‖v‖22 + ω · I · ω − 2a · I · ω
)
,
and, we recall, a is defined in (1.8);
(iv) (v,ω) obey (1.1)–(1.2) in the sense of distribution .
Remark 4.5 Employing the important property that E is positive definite in the vari-
ables (v,ω), one can show [23, §3.2] that the class, Cw, of weak solutions is not empty.
Moreover, any (v,ω) ∈ Cw is unique in the class of those (w, ̟) ∈ Cw such that
w ∈ Lq(0, τ ;Lr(C)), 3r−1 + 2q−1 = 1 [23, §3.4].
We need the following preliminary result.
Lemma 4.1 Let (v,ω) be a weak solution to the problem (1.1)–(1.2) corresponding
to data (v0,ω0) ∈ L2σ(C) × R
3. Then, there exists t0 > 0 such that for all t > t0 the
solution becomes regular and, in particular, satisfies the following conditions,
v ∈ W 1,∞(t0,∞;L2σ(C)) ∩ C([t0,∞);W
1,2
0 (C)) ∩ L
∞([t0,∞);W 2,2(C)) ,
ω ∈ C1([t0,∞);R3) .
(4.1)
Moreover,
lim
t→∞
‖Aα0 v(t)‖2 = 0 , for all α ∈ [0, 1) . (4.2)
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Proof. Setting
ω∞ := ω − a , (4.3)
we have that the governing equations (1.1)–(1.2) can be rewritten as follows
vt + v · ∇v + (ω˙∞ + a˙)× x+ 2(ω∞ + a)× v = ν∆v −∇p
div v = 0
}
in C × (0,∞)
v(x, t) = 0 at ∂Ω
(4.4)
and
I · ω˙∞ + (ω∞ + a)× I · ω∞ = 0 . (4.5)
From [6, Proposition 1] we know already that, for any given weak solution (v,ω∞) to
(4.4)–(4.5) there is t0 > 0 such that for all t ≥ t0 the solution becomes strong. Precisely,
for all T > 0:
v ∈ C([t0,∞);W
1,2
0 (C)) ∩ L
2(t0, t0 + T ;W
2,2(C)) ,
vt ∈ L
2(t0, t0 + T ;L
2(C)) , ω∞ ∈ C
1([t0,∞);R
3) ,
(4.6)
and there exists p ∈ L2(t0, t0+T ;W 1,2(C)), such that (v, p,ω∞) satisfy (4.4)–(4.5), a.e.
in C × (0,∞). Finally,
lim
t→∞
‖v(t)‖1,2 = 0. (4.7)
In view of (4.6)1, and (4.7) we deduce that for any η > 0 there exists some time t
′ ≥ t0
such that the W 2,2-norm of v is finite at t′, while the W 1,2-norm is less than η for all
t ≥ t′. Without loss of generality, we may take t′ = t0 and shall thus suppose
‖v(t0)‖2,2 <∞ , ‖v(t)‖1,2 < η , for all t ≥ t0. (4.8)
Our next goal is to construct a solution to (4.4)–(4.5) for t ≥ t0, corresponding to
the initial data (v(t0),ω∞(t0)). It will be achieved by an argument analogous to that
presented in [11, Theorem 4.1]. To this end, we will prove some basic a priori estimates
for solutions to (4.4)–(4.5). Taking the time-derivative of both sides of (4.4), then
dot-multiplying the resulting equation by vt and integrating by parts over C, we get
(formally)
1
2
d
dt
(
‖vt‖
2
2 − a˙ · I · a˙
)
+ν‖∇vt‖
2
2 = −(vt ·∇v,vt)+ω¨∞ ·I·a˙−2((ω˙∞+a˙)×v,vt) . (4.9)
Moreover, from [6] we know that (v,ω∞) satisfy the energy balance equation (energy
equality)
1
2
d
dt
(
‖v‖22 − a · I · a+ ω∞ · I · ω∞
)
+ ν‖∇v‖22 = 0 . (4.10)
From (4.5) it follows that
|ω˙∞| ≤ c1 (|ω∞|
2 + ‖v‖22) , (4.11)
so that
|2((ω˙∞ + a˙)× v,vt)| ≤ c1
[
(|ω∞|
2 + ‖v‖22)‖vt‖2 + ‖v‖2‖vt‖
2
2
]
. (4.12)
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Furthermore, taking the time-derivative of both sides of (4.5) and dot-multiplying the
resulting equation by a˙ produces
ω¨∞ · I · a˙ = −ω˙∞ × I · ω∞ · a˙− (ω∞ + a)× I · ω˙∞ · a˙ .
Therefore, employing (4.11) we show
|ω¨∞ · I · a˙| ≤ c2
[
(|ω∞|
2 + ‖v‖22)(|ω∞|+ ‖v‖2)‖vt‖2 . (4.13)
Now, from (4.10) we obtain rather simply
‖v(t)‖2 + |ω∞(t)| ≤ D , (4.14)
where D, here and in the following, denotes a constant depending only on the initial
data. Using (4.14) and (4.12) we then deduce
|2((ω˙∞ + a˙)× v,vt)| ≤ c3(1 + ‖v‖2‖vt‖
2
2) (4.15)
with c3 depending on D. Furthermore, employing in (4.13) the bound (4.14) and the
Cauchy-Schwarz inequality, we show for arbitrary ε > 0
|ω¨∞ · I · a˙| ≤ c4 + ε‖vt‖
2
2 (4.16)
with c4 depending on D, ε. Furthermore, by Cauchy-Schwarz inequality and Sobolev
embedding theorem, it follows that
|(vt · ∇v,vt)| ≤ ‖vt‖
2
4‖∇v‖2 ≤ ‖∇vt‖
3
2
2 ‖vt‖
1
2
2 ‖∇v‖2 ≤ ε ‖∇vt‖
2
2 + c5 ‖vt‖
2
2‖∇v‖
4
2 .
(4.17)
whereas, by (4.10), (4.11) and (4.14), we also show
‖∇v‖22 ≤ c4(‖vt‖2 + 1) . (4.18)
As a result, combining (4.9), (4.15)–(4.18), and by choosing ε = ν/2 in (4.17), we infer
d
dt
(
‖vt‖
2
2 − a˙ · I · a˙
)
+ ν‖∇vt‖
2
2 ≤ c5(1 + ‖vt‖
4
2) . (4.19)
If we now set
E1 :=
1
2
(‖vt‖
2
2 − a˙ · I · a˙)
from (2.23) we deduce
c0‖vt‖
2
2 ≤ 2E1 ≤ ‖vt‖
2
2. (4.20)
Thus (4.19) furnishes, in particular,
d
dt
E1 ≤ c6 (1 + E1)
4 .
Integrating this inequality and taking into account (4.20), we easily show that there
exists
τ ≥ c7/(‖vt(t0)‖2 + 1)
3 , (4.21)
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and continuous functions Hi, i = 1, 2, in [t0, t0 + τ) such that
‖vt(t)‖2 ≤ H1(t) ,
∫ t
t0
‖∇vs(s)‖
2
2 ≤ H2(t) t ∈ [t0, t0 + τ) . (4.22)
Using (4.4)1 and proceeding exactly as in [11, Theorem 4.1] we can prove that
‖vt(t0)‖2 ≤ c8 [P(‖v(t0)‖2,2) + 1] (4.23)
where P(r) is a polynomial in r with P(0) = 0. Thus, in view of (4.8) and (4.21), this
implies, on the one hand, that ‖vt(t0)‖2 is well defined and, on the other hand the
following estimate on τ
τ ≥ c/(P(‖v(t0)‖2,2) + 1)
3. (4.24)
Estimates (4.22) along with (4.18) allow us to establish by the classical Faedo-Galerkin
method the existence of a solution (v˜, ω˜) to (4.4)–(4.5) in the time interval [t0, t0 + τ)
with the following properties valid for all t1 ∈ (0, τ)
v˜ ∈W 1,∞([t0, t1]);L2(C)) ∩ L∞(t0, t1;W 1,2(C)) ,
v˜t ∈ L
2(t0, t1;W
1,2(C)) , ω˜∞ ∈ C
1([t0, t1]);R
3) ;
for details, see [23, Chapter 4]. By the uniqueness result recalled in Remark 4.5, we must
have (v˜, ω˜) = (v,ω) in [t0, t0+τ). Using (4.24) and arguing in a way entirely analogous
to [11, Theorem 4.1], one can then show that either τ = ∞, or else ‖v(t)‖2,2 becomes
unbounded in a (left) neighborhood of τ . In view of(2.5), the above is equivalent to say
that ‖A0v(t)‖2 becomes unbounded. We shall prove that
sup
t∈[t0,t0+τ)
‖A0v(t)‖2,2 ≤M <∞ , (4.25)
and thus conclude τ = ∞. To secure (4.25), we go back to (4.9) and employ the
estimates (4.15)–(4.17) on its right-hand side. We thus obtain
d
dt
E1 + ν‖∇vt‖
2
2 ≤ c9 + ε ‖vt‖
2
1,2 + c10 (‖v‖
2
2 + ‖∇v‖
4
2)‖vt‖
2
2
Observing that, by Poincare´ inequality and (4.20),
‖∇v‖22 ≥ c11 ‖vt‖
2
2 ≥ 2c11E1 , (4.26)
we may take ε sufficiently small to obtain
d
dt
E1 + c12E1 ≤ c9 + 2c10 (‖v‖
2
2 + ‖∇v‖
4
2)E1
However, by (4.8), η can be chosen in such a way that
2c10 (‖v‖
2
2 + ‖∇v‖
4
2) <
1
2c12 ,
so that the preceding inequality becomes
d
dt
E1 + c13E1 ≤ c9
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Integrating this differential equation between t0 and t < τ , and taking into account
(4.23), (4.8) we show
‖vt(t)‖2 ≤ D , t ∈ [t0, τ) . (4.27)
Next, dot-multiplying both sides of (4.4) by P∆ and using Schwarz inequality, we also
show
‖A0v(t)‖2 ≤ c14 [‖vt(t)‖2 + (|ω∞(t)|+ ‖v(t)‖2)‖v(t)‖2 + |ω˙∞(t)|+ ‖v(t) · ∇v(t)‖2] .
(4.28)
The following inequality is well known (e.g., [11, eq. (3.22)])
‖v · ∇v‖2 ≤ c14‖∇v‖
3
2 + ε ‖A0v‖2
with arbitrary ε > 0 and c14 → ∞ as ε → 0. Thus, using the latter with ε = 1/(2c14)
into (4.28) delivers
‖A0v(t)‖2 ≤ 2c14
[
‖vt(t)‖2 + (|ω∞(t)|+ ‖v(t)‖2)‖v(t)‖2 + |ω˙∞(t)|+ ‖∇v(t)‖
3
2
]
,
(4.29)
which, by virtue of (4.8), (4.11), (4.14), and (4.27) allows us to show (4.25). As a result,
(4.25) holds with τ =∞, namely
sup
t≥t0
‖A0v(t)‖2 ≤M . (4.30)
This property, in conjunction with (4.6) and (4.27), shows that (v,ω) is in the class
(4.1). Finally, we recall the well-known inequality (e.g., [13, p. 28])
‖Aα0 v(t)‖2 ≤ ‖A0v(t)‖
α
2 ‖v(t)‖
1−α
2 , α ∈ [0, 1]
which, with the help of (4.7) and (4.30) implies (4.2). The proof is completed.
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Remark 4.6 We wish to observe that, by using arguments similar to those employed
in the proof of the previous lemma, one can show that the weak solution possesses
regularity properties, in the time variable, even stronger than that stated in (4.1)1.
More precisely, one can show v ∈ W k,2((t0, T );W 2,2(C)), for all k ≥ 1 and T > 0 (e.g.,
[7, Lemma 5.5]).
We are now in a position to prove the main result of this section that gives a complete
and positive answer to Zhukovsky’s conjecture.
Theorem 4.1 Let s := (v,ω) be a weak solution to (1.1)–(1.2) corresponding to initial
data (v(0),ω(0)) ∈ L2σ(C)× R
3. Then, there exists t0 = t0(s) such that, for all t ≥ t0,
s becomes smooth and, precisely, lies in the function class defined by (4.4). Moreover,
lim
t→∞
‖Aα0 v(t)‖2 = 0, (4.31)
for all α ∈ [0, 1), and there exists ω ∈ R3 such that
lim
t→∞
|ω(t)− ω| = 0 , (4.32)
the rate of decay in both (4.31) and (4.32) being exponential.
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Proof. The first part of the theorem that includes (4.31), has been proved in Lemma
4.1. Concerning the property related to (4.32), in [6, Theorem 4] it is shown that it is
always true with ω = 0 in the (physically irrelevant) case that the initial total angular
momentumM(0) vanishes (see (1.2)). If, however,M (0) 6= 0 (which necessarily implies
ω 6= 0), in [6, loc.cit.] the above property is secured only when either A ≤ B < C or
A = B = C. Thus, the case A < B = C is left open. In fact, in such circumstance it is
only shown that either, for some ω ∈ R,
lim
t→∞
|ω(t)− ωe1| = 0 ,
in which case (4.32) is proved, or else
lim
t→∞
dist(ω(t),S(λ)) = 0 , (4.33)
with λ ≡ B = C. Therefore, in the occurrence of (4.33), we cannot assert the validity
of (4.32). However, with the help of Theorem 3.1 we will now show that also in the case
(4.33) there must be ω (6= 0) for which (4.32) holds. Actually, from (4.33) it follows
that we can find ω0 ∈ S(λ), ω0 6= 0, and an unbounded sequence of times {tn} such
that
lim
n→∞
|ω(tn)− ω0| = 0 .
In view of the latter and (4.31), there is τ0 ≥ t0 such that
‖Aβ0v(τ0)‖2 + |ω(τ0)− ω0| < γ0 ,
where β and γ0 are the constants introduced in Theorem 3.1. Because of the uniqueness
property (see Remark 4.5), our weak solution will then coincide with the solution of
that theorem. In particular, since the assumption A < B = C is exactly case (ii) of
Proposition 2.1, from Theorem 3.1 we conclude the existence of ω ∈ S(λ) for which
(4.32) holds. The exponential decay rate, in all cases, is ensured by (4.31), (4.32) and
Theorem 3.1. The proof is completed.

5. Attainability of Permanent Rotations
One of the significant questions posed by Theorem 4.1 concerns around which central
axis the terminal permanent rotation will occur. Notice that this problem is further
reinforced by the fact that, since we are dealing with weak solutions for which uniqueness
is not known, it may happen, in principle, that two solutions corresponding to the same
initial data may converge, eventually, to permanent rotations occurring around two
different central axes.
The above question has been analyzed in some detail in [6, Section 8], where it is
shown for an open set of “large” data that, provided A ≤ B < C, the terminal perma-
nent rotation, r0, will take place around the e3-axis, namely, the axis with maximum
moment of inertia. However, this result leaves open two important aspects. In the first
place, it does not allow us to draw an analogous conclusion if A < B = C, that is, r0
will occur around an axis spanned by {e2, e3}, as somehow expected on the basis of
Theorem 4.1. Moreover, it does not provide any rate of decay. In this regard, both lab
[14] and numerical [6, Section 9.1] experiments show that, after a transient interval of
26
time, whose length depends (inversely) on the kinematic viscosity coefficient, the motion
of the coupled system almost abruptly converges to a permanent rotation.
Objective of this section is to fill these two gaps. In particular, we shall show
that when the (relative) velocity of the liquid becomes “sufficiently small” and the
angular velocity of the body is “sufficiently close” to that of the corresponding terminal
permanent rotation, both quantities must decay exponentially fast to their respective
limits, which thus also explains the “abrupt” convergence mentioned before.
Theorem 5.1 Let (v,ω) be a weak solution in the sense of Definition 3.1, correspond-
ing to data (v0,ω0), and let E = E(t) the functional defined in (2.24). The following
properties hold.2
(a) If A = B < C, assume
E(0) ≤
(C −A)C
2A
ω203(0) ,
whereas, if A < B < C, assume
E(0) +
A
2B
(B −A)ω201(0) ≤
C
2B
(C −B)ω203(0) ,
E(0) ≤
B
2A
(B −A)ω202(0) +
C
2A
(C −A)ω203(0) .
Then, there exists ω ∈ S(C) − {0} such that
lim
t→∞
(
‖Aα0v(t)‖2 + |ω(t)− ω|
)
= 0 , all α ∈ [0, 1) . (5.1)
(b) If A < B = C, assume
E(0) ≤
B(B −A)
2A
(ω202(0) + ω
2
03(0)) . (5.2)
Then, (5.1) holds for some ω ∈ S(B) (≡ S(C)) − {0}.
(c) Under the assumptions stated in (a) and (b), there exist positive constants t0, C
and γ, depending at most on ν, C, A,B,C and (v0,ω0), such that
‖vt(t)‖2 + ‖v(t)‖2,2 + |ω˙(t)|+ |ω(t)− ω| ≤ C e
−γt , for all t ≥ t0.
Proof. We begin to prove the statement in (a). Under the given assumptions on the
initial data, in [6, Theorem 5] it is shown that
lim
t→∞
|ω(t)− ω| = 0 .
The claim then follows from Lemma 4.1. In [6, Theorem 5] it has also proved that if
(5.2) holds, necessarily
lim
t→∞
|ω1(t)| = 0 .
2We assume M(0) 6= 0, otherwise the motion of the coupled system is physically irrelevant; see
Remark 3.3.
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As a result, by Theorem 4.1 we deduce that ω(t) must converge, as t → ∞, to some
ω ∈ S(B) (≡ S(C)), which proves the statement in (b). We shall next show (c). From
Theorem 3.1 we already know, in particular, that
‖v(t)‖1,2 + |ω(t)− ω| ≤ C e
−κt , for all t ≥ t0 , (5.3)
where, here and in what follows, C denotes a generic constant whose value may change
from line to line, that depends, at most, on ν, C, the central moments of inertia of the
coupled system body-liquid and the initial data. Observing that ω × I · ω = 0, from
(4.5) we have
I · ω˙∞ = −(w + a)× I · ω∞ − ω × I ·w , (5.4)
with w := ω∞ − ω. Therefore, from (4.14), (5.3), and (4.14) we conclude
|ω˙∞(t)| ≤ C e
−κt , t ≥ t0 . (5.5)
By Schwarz inequality, (5.3) and (5.5), we show
|2((ω˙∞ + a˙)× v,vt)| ≤ 2|ω˙∞| ‖v‖2‖vt‖2 + C‖v‖2‖vt‖22 ≤ |ω˙∞|
2‖v‖2 + C ‖v‖2‖vt‖22
≤ C e−κt(1 + ‖vt‖22) .
(5.6)
Moreover, taking the time-derivative of both sides of (5.4) and dot-multiplying the
resulting equation by a˙, we get
ω¨∞ · I · a˙ = −w˙ × I · ω∞ · a˙− (w + a)× I · ω˙∞ · a˙− ω × I · ω˙∞ · a˙ .
Thus, employing in this relation Cauchy-Schwarz inequality along with (5.3) and (5.5)
we obtain
|ω¨∞ · I · a˙| ≤ C e
−κt(1 + ‖vt‖
2
2) . (5.7)
We next observe that, in view of Theorem 3.1 and Lemma 4.1, the generic weak solution
becomes smooth for sufficiently large t (see also Remark 4.6). Therefore, in particular,
(4.9) holds for all such instant of times. Now, the latter in conjunction with (4.17) (with
ε = ν/2) , (5.3), (5.6) and (5.7), entails that the weak solution satisfies, for all large t,
the following inequality
d
dt
(
‖vt‖
2
2 − a˙ · I · a˙
)
+ ν ‖∇vt‖
2
2 ≤ C e
−κt(1 + ‖vt‖
2
2) .
By Poincare´ inequality and (4.20), this relation allows us to conclude that for all t >
κ−1 ln(2C/ν) := τ , we must have
d
dt
E1 + γ E1 ≤ C e
−κt , (5.8)
for suitable constant γ = γ(ν,Ω) > 0. Notice that, without loss of generality, we can
assume γ < κ, because if (5.8) holds for some γ, it continues to hold for γ1 < γ. If we
integrate (5.8) from τ to t > τ , we show
E1(t) ≤ E1(τ) e
−γt + C e−γt
∫ t
τ
e−(κ−γ)sds , t ≥ τ
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from which, with the help of (4.20) and observing that κ > γ, we deduce
‖vt(t)‖
2
2 ≤ C e
−γt (5.9)
If we now consider inequality (4.29) and estimate its right-hand side with the help of
(5.3), (5.5) and (5.9). we arrive at
‖A0v(t)‖2 ≤ C e
−γt ,
which by (2.5) allows us to conclude
‖v(t)‖2,2 ≤ C e
−γt .
The statement in part (c) then follows from the latter, (5.4), (5.5), (5.9), and the
theorem is completely proved.

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