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Abst ract - -We use inexact Newton iterates to approximate a solution of a nonlinear equation in a 
Banach space. Solving a nonlinear equation using Newton iterates at each stage is very expensive in 
general. That  is why we consider inexact Newton methods, where the Newton equations are solved 
only approximately and in some unspecified manner. In the elegant paper [1], natural assumptions 
under which the forcing sequence is uniformly less than one were given based on the first Fr6chet- 
derivative of the operator involved. Here, we use assumption on the second Fr6chet-derivative. This 
way, we essentially reproduce all results found earlier. However, our upper error bounds on the 
distances involved are smaller. (~) 1999 Elsevier Science Ltd. All rights reserved. 
Keywords - - Inexact  Newton method, Banach space, Forcing sequence Fr6chet-derivative, Super- 
linear, Strong, Weak convergence. 
1. INTRODUCTION 
In this study, we are concerned with approximating a solution x* of the equation 
F(x) = 0, (1) 
where F is a nonlinear operator defined on a Banach space E1 with values in a Banach space E2 
with the properties: 
(a) there exists a point x* E Ea with F(x*) = 0; 
(b) F is twice continuously Fr6chet-differentiable in a neighborhood of x*; 
(c) F'(x*) is nonsingular. 
Note that F'(x*) C L(E1, E2), the space of bounded linear operator from Ex into E2, denotes 
the first Fr6chet-derivative of F evaluated at x = x*, whereas F'(x*) E L(E1, L(E1, E2)) [2,3] is 
the second Fr6chet-derivative of operator F. 
I nexact  Newton  method is any  procedure  which ,  g iven an  in i t ia l  guess Y0, generates  a se- 
quence  {Yn} (n > 0) of  approx imat ions  to  y* as follows. 
For  n = 0, S tep  1 unt i l  convergence  DO.  
F ind  some s tep  xn which  sat isf ies 
F'(W)Xn = -F(yn)  + rn, (n >_ 0), (2) 
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where 
Set 
Ilrnll 
[[F(y~)II 
- -  < ~,  (n > 0). (3) 
Yn+l  = Yn "~- Xn,  (n _~ 0). (4) 
The numbers ~n depend on yn (n _> 0). In particular, for ~ = 0 (n > 0), we obtain Newton's 
method [2-7]. 
In the elegant paper [1], the local behavior of such inexact methods is analyzed. However, 
instead of condition (b) above, the same assumption but on the first Fr6chet-derivative is made. 
We observed that under our assumption all results obtained in [1] also hold under our hypothe- 
ses. Moreover, we observed that our upper error bounds on the distances involved are smaller 
than the corresponding ones in [1,8]. This is due to the passing from the first to the second 
Fr~chet-derivative. Such an approach as produced sufficient conditions for the convergence of
Newton's method to a locally unique solution of equation (1) different from the classical Newton- 
Kantorovich hypothesis [2,3,5,6]. In particular, we show inexact Newton methods are locally 
convergent if the forcing sequence is uniformly less than one; we show how to choose a forcing 
sequence which preserves the rapid convergence of Newton's method. Finally, in Remark 1, our 
results compare favorably with the corresponding ones in [1,8]. 
2. CONVERGENCE ANALYS IS  
We can show the following local convergence theorem for inexact Newton methods. 
THEOREM. Let F: D C E1 --~ E2 be an operator such that 
(a) there exists a y* E D with F(y*) = O; 
(b) F is twice Frdchet-differentiable in a neighborhood of y* contained in D; 
(c) F'(y*) is nonsingular on D; 
(d) there exist nonnegative constants a, b, c, d, h, m such that: 
[[F'(y) - F'(y*)[[ _< a [[y - y.[[l+m, 
[IF'(y*)[I ~ b, 
I[F'(y*)-~[I < d, 
IIF'(y*)[I < h, 
for [[Y - Y* [1 sufficiently small, (5) 
(6) 
(7) 
(8) 
and 
IIr~ll ~ cllF(y~)ll 2, (n ~ O) (9) 
Then, there exists ~ > O, such that flY0 c 0(y*,¢) = {y E E1 ] I lY- Y*[[ <- E}, then inexact 
sequence {Yn} (n >_ O) generated by (4) is such that Yn --* Y* quadratically in the sense that 
2a¢l+m 
]]Yn+I--Y*][ ~ d (2 + m)(3 + m) + b } /1o) 
+ 2c[h+ (2+m)(3+m)  +-~be [[yn-y*l[ 2, (n>O).  
Moreover, the following estimate holds: 
Ily,~+~ - y*ll 2ch~] limsUPn___,~ ]~yn ---- y~-~ ~- fl° = d [b + " (11) 
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PROOF. It is known that  the set G of invertible elements in L(E: ,  E l )  is open, and the map 
T ~ T -1 is continuous from G into G. Since F(y* )  is invertible, : > 0 can be chosen small 
enough so that,  for any Yo E -U(y*, :), F'(yo) is invertible with 
IlF,(yo)-'ll ~ 2 IIF'(y*)-'l l _~ 2d. (:2) 
Hence, there exists xo E E1 satisfying 
IIF'(yo)xo + F(yo) I I  = I1"oll -< c I IF (yo) l l  2 . 
Consequently, Yl = Y0 + xo satisfies 
Yl --  Y* = Y0 -- Y* --  F ' (Y0)  -1  [F(y0) - F(y*) - ro] 
: F ' (y0)  -1  [g (y* )  - F(yo)  - f l (yo ) (~]  * - Yo )  -~- to]  
[/2 l = F ' (yo)  -1  F"  [Y0 + t(y* - Y0)] (1 - t)(y* - y0) 2 dt + ro • 
(].a) 
V~Te also have 
F(yo) - F(y*) - F'(y*)(yo - y*) = F"  [y* + t(yo - y*)] (i - t)(yo - y.)2 dt, 
which together with (5), (6), and (8) gives 
I I F (yo) l l  -- I I F (yo)  - F (y* ) l l  
a 
<_ h IlYo - Y* II + (2 + m)(3 + m) 
1 
Ilyo - y*l l  a+m + ~b Ilyo - Y* I I .  
(14) 
Using, (5)-(9) and (12)-(14), we get 
Hyl -y*H<_ F' (yo)- l  [ fo lF" [yo + t(y* - Yo)] (1-  t)(y* - Yo) 2dr +cllF(yo)ll21 
2a 1 +m 
< d (2 + m)(a + m) Ilyo - y*l l  + b 
(15) 
+ 2c h+ (2+m)(a+m) I lyo -  + 2 I ly0-y*l l  I lyo-y*f l  2 
< d (2 + m)(3 + m) + b + 2¢ h + (2 + m)(3 + m) + be [ ly0-y* l l  2. 
By (15), : > 0 can be chosen sufficiently small, so that ]IYl - y*ll <- (1/2)lly0 - y*ll -< :. That: is, 
yl e U(y*, : ) .  Hence, we showed HY~+I - Y*II -< (1/2)11y,~ - y*ll, and (10) for n = 0. 
The proof of the induction step is identical. 
Finally, since y~ ~ y* as n --~ oo, est imate (11) follows from (10) by letting : ~ 0. 
That  completes the proof of the theorem. II 
REMARK 1. Let F '  be Lipschitz continuous in a neighborhood of y* contained in D with con- 
stant ao. Then Theorem 2.2 in [1, p. 409] or Theorem 3.3 in [8, p. 404] give error est imates 
Ilyn+l - y*ll <_ d ao+2C h+ IlYn - y*[I 2, (n > O) (16) 
and 
Ily~+l - y*ll d (ao 2ch 2) /30 + d(ao b). 
limsUPn_,oo ~Yn:Y*? <- ~1 = "~ = - -  4:17) 
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However, if for example b < a0, then our est imate (11) is an improvement over (17) (see also the 
example that  follows). 
REMARK 2. As in [1,8,9], the results obta ined here can be used for project ion methods such 
as Arno ld i ' s  method,  the general ized min imum residual method (GMRES) ,  the general ized con- 
jugate  residual method (GCR),  and for combined inexact-Newton/f in ite-di f ference project ion 
methods.  
REMARK 3. The results obtained here can be used to solve autonomous differential equations 
[2,3] of the form 
F' (x)  = P (F (x ) ) ,  (18) 
where P:E2  ~ E1 is a known continuously Fr~chet-differentiable operator .  Since F'(x*)  = 
P (F (x* ) )  = P(0) ,  F"(x*)  = F ' (x* )P ' (F (x* ) )  = P(0)P ' (0 ) ,  we can deal with the results here 
wi thout  actual ly  knowing the solut ion x*. 
EXAMPLE. Let E1 = E2 = R,  and consider the functions F ,  P defined by 
F(x )=e ~-~,  P (x )=x+c~,  c~>O. 
Then, functions F ,  P satisfy (19), F'(x*)  = a = h = d -1, F"(x*)  = a = b, y* = lna ,  and for 
y C U(y*,r) ,  ~ > 0, we get a0 = ae ~ > a = b. 
Hence, our error bound (11) is smaller than upper bound (17). 
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