Abstract: This paper considers the uniform parallel machine scheduling problem with unequal release dates and delivery times to minimize the maximum completion time. For this NP-hard problem, the largest sum of release date, processing time and delivery time first rule is designed to determine a certain machine for each job, and the largest difference between delivery time and release date first rule is designed to sequence the jobs scheduled on the same machine, and then a novel algorithm for the scheduling problem is built. To evaluate the performance of the proposed algorithm, a lower bound for the problem is proposed. The accuracy of the proposed algorithm is tested based on the data with problem size varying from 200 jobs to 600 jobs. The computational results indicate that the average relative error between the proposed algorithm and the lower bound is only 0.667%, therefore the solutions obtained by the proposed algorithm are very accurate.
Introduction
In lots of practical scheduling problems, the jobs must undergo the course of pre-processing to become available for processing, while before they exit from the scheduling system, the delivery times are must elapse after the jobs processed finished on the machine. Take the three level pull supply chain as an example, as shown in Fig. 1 . The customers order some products; the manufacturer orders some raw materials and organizes production; and then, the manufacturer delivers the products to the customers. Here, the job release dates may be the times that the customers make the orders or the time that the row materials are obtained from the suppliers; the delivery times are brought by the products real delivery time or the need of some special products, e.g., the course of cooling for the steel and iron or the course of drying for the painted products.
We consider the problem of processing a set of independent jobs, in which the jobs have unequal release dates (heads) and delivery times (tails). When the manufacturer owns several product lines with different production capacities, the problem can be viewed as the uniform parallel machine scheduling problem with different heads and tails, and can be described as Q m |r j , q j |C max according to the standard three-field notation α|β|γ. The first field "Q m " specifies the machine configuration as the uniform parallel machine case. In the second field, r j and q j denote the jobs with unequal heads and tails, respectively. The third field "C max " states the objective is to minimize the maximum completion time. This problem is NP-hard, even when there is only one single machine [1] .
Fig. 1 Three level pull supply chain
The scheduling problems with heads and tails have been received attention in recent years. However, the existing literature mainly focused on the identical parallel machine case, i.e. P m |r j , q j |C max problem. For example, [2, 3] developed some exact branch-and-bound algorithms for the problem; [4, 5] considered the developments of heuristics; [6, 7] proposed some approximation algorithms.
Dessouky [8] considered Q m |r j , q j , p j = 1|C max problem, in which the job processing times are identical. He proposesd six simple heuristics, and then developed a branch-and-bound procedure for the problems within 5 machines and 80 jobs.
When the jobs have the same delivery time, the Q m |r j , q j |C max problems degenerates to Q m |r j |C max problems. Koulamas and Kyparisis [9] were elicited by the earliest due date first (EDD) rule, and proposed a heuristic largest release date first (LRD) for Q m |r j |C max problems. Li and Zhang [10] proposed a longest processing time first (LPT-LRD) heuristic algorithm to solve this problem. Their computational results show that LPT-LRD outperform and largest delivery time first (LDT) algorithm.
When the release dates are identical, the Q m |r j , q j |C max problem degenerates to Q m |q j |C max problems. Koulamas and Kyparisis [11] showed that the LDT heuristic is a (m − 1)
where m is the number of the machines, s i is the speed of the ith machine, and s 1 is the maximum speed. In one of our previous papers [12] , we propose a new heuristic algorithm for the problem and build a variable neighborhood search approach to improve the quality of the solutions.
Considering the NP-hardness of Q m |r j , q j |C max problems, we develop an accurate heuristic algorithm.
Problem description
Given a set of n jobs J j (j = 1, 2, . . . , n), each job J j corresponds to a positive processing length p j (p j > 0), a release date (head) r j (r j 0) and a delivery time (tail) q j (q j 0). There are m uniform parallel ma-
m).
Without loss of generality, we assume s 1 s 2 · · · s m . When the job J j is processed on machine M i , it will take a positive processing time p ij = p j /s i . A machine can process at most one job at a time, and a job can be processed on only one machine at a time. The machines are available at time 0. Let Π denote the universe set of the schedules. Let π (π ∈ Π ) denote an individual schedule, which can be described as π = {π 1 , π 2 , . . . , π m }, where π i is the sub-schedule on the machine M i . Let n i (n i 0) be the job number in the sub-schedule π i , then
n. Let π ij be the jth job in the sub-schedule π i , then
For a fixed schedule π, the processing finished time
in the sub-schedule π i , the maximum completion time
In the schedule π, the maximum completion time is C max (π) = max
The goal of this problem is to find the optimal sequence π * to minimize the maximum completion time, i.e. C max (π * ) = min π∈Π C max (π).
The proposed algorithm
In this section, we design two heuristic rules to obtain the local optimal solutions only considering the problem with two jobs, and then propose an algorithm named RPDH according to the proposed heuristic rules. 
Because
we should assign job J 1 to the faster machine M 1 .
Theorem 2
Given only two jobs J 1 and J 2 (q 1 − r 1 q 2 − r 2 ), when assign the two jobs on the same machine (suppose the speed is 1), then the job J 1 should be processed first.
Proof When we assign two jobs J 1 and J 2 to the same machine, there are two schedule schemes
Then the corresponding maximum completion time can be calculated as follows:
Because q 1 − r 1 q 2 − r 2 , then r 2 + q 1 r 1 + q 2 , and hence
C max (π 2 ), i.e. the job J 1 should be processed first.
Here, we can name Theorem 1 as the largest sum of release date, processing time and delivery time first (LRPD) rule, and theorem 2 as the largest difference between delivery time and release date first (LDDR) rule. Theorem 1 shows that we should assign the jobs with a larger sum of release date, processing time and delivery time to the faster machines as far as possible. Theorem 2 shows that the jobs with larger difference between delivery time and release date should be processed first . Apparently, when the jobs have the same release date, LDDR degenerates to LDT rule for Q m |q j |C max problem; when the jobs have the same delivery time, LDDR degenerates to earliest release date first (ERD) rule for Q m |r j |C max problem; and when the jobs release dates and delivery times are all identical respectively, LRPD degenerates to LPT rule for Q m ||C max problem.
We develop the following heuristic algorithm the heuristic algorithm according to LRPD rule (LRPDH) for Q m |r j , q j |C max problem according to Theorem 1 and Theorem 2.
Steps of the algorithm LRPDH for Q m |r j , q j |C max problem is as follows:
Step 1 Sequence all jobs according to the RPD rule and obtain the job list σ. Set the sub-schedules on each machine to null.
Step 2 Pre-insert the head job in σ to each subschedule according to the DR rule. Choose the machine with the least C max to process the head job (if the number of the machine that the least C max corresponds to is greater than 1, then we choose the slowest one). Delete the head job from the job list σ.
Step 3 If the job list σ is null, then stop; otherwise, go to Step 2.
Lower bound
Problem Q m |r j , q j |C max is NP-hard, and there is no polynomial optimal algorithm to solve it. In this section, we design a lower bound for the problem, which can be used to evaluate the accuracy of the algorithms. Some times, lower bounds can also be used to develop branch-and-bound or other meta-heuristic algorithms.
Let P denote the original Q m |r j , q j |C max problem, then
We relax the constraint of unequal release dates and suppose all the jobs release at the minimal release date, and denote the relaxed Q m |r j = r min , q j |C max problem as P1, where r min = min n j=1 r j . In the P1 problem, it would hold that for each i = 1, 2, . . . , m, s = s i . If we relax the condition, then we can obtain the corresponding relaxed single machine problem P2: 1|r j = r min , q j |C max , subject to
s i . Obviously, the P2 problem is a surrogate relaxation form for the P1 problem, and can be solved by LDT heuristic. We denote the optimal value of the P2 problem as LB 2 , therefore LB 2 is a lower bound for the original P problem.
Similarly, we can also relax the constraint of unequal delivery times and denote the relaxed problem Q m |r j , q j = q min |C max as P3, where q min = min n j=1 q j . Let P4 denote its corresponding surrogate relaxed single machine prob-
s i , then it can be solved by EDD heuristic and the optimal value LB 3 can be obtained, and hence LB 3 is a lower bound for the P problem.
We use P5 to denote the relaxed problem of the P problem when the unequal release dates and delivery times are all relaxed at the same time, i.e. Q m |r j = r min , q j = q min |C max . Thus, for the P5 problem, let LB 4 = min
q j , and LB 4 is also a lower bound for the P problem.
Here, we get the lower bound LB = max
Computational experiments
To analyze and test the accuracy of the RPDH algorithm, we compare it with the traditional heuristic algorithms such as ERD-earliest started time (EST) and ERD-earliest completion time (ECT) (i.e. sequence the jobs according to ERD rule, and then assign the jobs to the machine with the EST or ECT, respectively) and the lower bound proposed in the fourth section.
We consider Q m |r j , q j |C max problems with 2, 4, 6, 8 machines and 200, 300, 400, 500, 600 jobs. All the algorithms mentioned above are implemented in C++ code using Dev-C++ 4.9.9.2 complier. The environment of our experiments is CPU: Pentium IV 2.93 GHz, memory: 480 MB, operating system: Microsoft Windows XP SP1. The machine speed is randomly generated from the uniform distribution between 1 and 10. The job processing length is randomly generated from the uniform distribution between 1 and 100, and the release dates and delivery times are randomly generated from 0 to 20 or 0 to 50. For each problem size, we do the experiment 100 times with different data and observe the average, the minimum and the maximum values. Therefore, the algorithms are used to solve 5 × 4 × 4 × 100 = 8 000 random problems.
Let C max (H) be the objective value obtained by algorithm H, and thus the gap percentage between C max (H) and the lower bound LB can be calculated as Gap(H) = C max (H) − LB LB × 100. So the relative error between C max (H) and the optimal value is always lower than the corresponding In Table 2 , we give the experiment detail for the problem with r∼U [0, 50] and q∼U [0, 20] . For the data with large heads and little tails, three heuristics are all improved in different degree compared with the data in Table 1 . The average relative error of LRPDH is 0.596%, and the worst error is 6.392%. However, the average gap that LRPDH improves the better solutions between ERD-EST and ERD-ECT is only 2.202%, and is lower than the corresponding value in Table 1 .
The data in Table 3 are obtained with the setting r∼U [0, 20] and q∼U [0, 50] . When the heads are little while the tails are large, the relative error of LRPDH is 0.589%, which is better slightly than the value in Table 2 . However, the quality of the values that ERD-EST and ERD-ECT obtained are more inferior than those in Table 2 , therefore LRPDH can improve them in a large degree. The average gap that LRPDH improves the better solutions between ERD-EST and ERD-ECT is 5.720%, and the maximal gap arrives at 19.268%. Table 4 gives the experiment results for the problem with r∼U [0, 20] and q∼U [0, 20] . When the heads and the tails are all little, the average relative error of LRPDH is only 0.310%, and the worst relative error is only 3.439%.
Overall, from all the data in Tables 1-4 , we can find: (i) In each table, if the job number is larger or the machine number is less, then the solutions obtained by the same algorithm are better. We analyze the reason comes from the lower bound. Because we relax the uniform parallel machine problem to single machine problem, the quality of the lower bounds deteriorate if the machine number is large. If the job number is large enough, then each subschedule can get a balance, the quality of lower bounds can be improved.
(ii) The accuracy of the LRPDH algorithm is dependent on the settings of a certain problem. When the release dates and delivery times are all large, the average relative error of LRPDH is 1.173%. When one of the heads and the tails is little while the other one is large, the average relative error of LRPDH is 0.596% in Table 2 and 0.589% in Table  3 respectively. When the head and the tail are both little, the solutions obtained by LRPDH are very accurate, the average relative error is only 0.310%.
(iii) The minimal values of Gap (1) in all the four tables are all larger than 0, therefore the solutions obtained by LRPDH are always superior to that of ERD-EST an ERD-ECT for all 8 000 instances.
(iv) For all 8 000 instances with different settings, the average relative error of LRPDH is only 0.667%. It shows that LRPDH is very accuracy and its solutions are very close to the optimal solutions.
Conclusions
In this paper, we propose a new heuristic algorithm LR-PDH for a uniform parallel machine problem with heads and tails so as to minimize the maximal completion time. We also develop a lower bound for the problem to evaluate the accuracy of the proposed algorithm. The performance of LRPDH is also tested with traditional heuristics ERD-EST and ERD-ECT. As shown in the computational results, the solutions obtained by LRPDH have the best quality among the heuristics and are close to the optimal solutions.
We are attempting to introduce meta-heuristic algorithms, such as simulated annealing, genetic algorithm, particle swarm optimization method and so on, to improve the quality of LRPDH solutions.
