In this paper a general coset construction for an arbitrary vertex operator algebra is studied and a duality theorem of Schur-Weyl type is obtained.
Introduction
Coset construction and orbifold constructions are two major ways to produce new conformal field theory from a given one. These two constructions are totally different on the surface but they are unified in the spirit of dual pairs. In this paper we investigate the general coset construction for an arbitrary vertex operator algebra [B] , [FLM] and prove a duality theorem of Schur-Weyl type.
The coset construction was initiated in [GKO1] . The main idea was to consider not only a finite dimensional reductive Lie algebra L but also a subalgebra G. Then each unitary representation for the affine Kac-Moody Lie algebraL which is also a representation forĜ gives two unitary representations for the Virasoro algebra associated to two affine algebras. The difference of the two Virasoro representations gives another representation of the Virasoro algebra which commutes with the action ofĜ. In the case that L = sl(2, C) ⊕ sl(2, C) and G is the diagonal subalgebra, the tensor product of a level k standard module and a level 1 standard module for the affine algebra A (1) 1 decomposes into a direct sum of irreducible modules (forĜ ⊕ V ir) each of which is a tensor product of a standard module of level k + 1 for A (1) 1 and a irreducible module for the Virasoro algebra with central charge less than 1 [GKO2] . It was showed in [FQS] that a highest weight irreducible module for the Virasoro algebra with central charge 0 ≤ c ≤ 1 and highest weight h is unitary then c = 1 − 1 m(m+1) for m = 2, 3, ... and h can only take certain discrete values. The GKO's decomposition not only proved that the values of (c, h) listed 1 Supported by NSF grant DMS-9700923 and a research grant from the Committee on Research, UC Santa Cruz.
2 Supported by NSF grant DMS-9700909 and a research grant from the Committee on Research, UC Santa Cruz.
by FQS indeed correspond to unitary representations but also gives a duality result: each standard module of level k + 1 for A
1 which occurs as a tensor factor only occurs once and similarly for each irreducible module for the Virasoro algebra which occurs as a tensor factor. This duality result was one of the two motivations for the present paper.
Another motivation comes from orbifold conformal field theory (see [FLM] , [DVVV] , [DM1] and [DLM1] ). Let V be a simple vertex operator algebra and G be a finite automorphism group of V. We denote by V G the G-invariants of V which is a vertex operator subalgebra with the same Virasoro algebra. It was proved in [DLM1] that as a G ⊗ V Gmodule, V decomposes into V = λ∈Irr (G) W λ ⊗ V λ where W λ is an irreducible G-module affording to the character λ and V λ is an irreducible V G -module. Moreover, V λ 1 and V λ 2 are inequivalent if λ 1 and λ 2 are different. (In fact such a result holds even for G to be a compact Lie group which acts on V continuously [DLM1] .) (G, V G ) is called a dual pair in [DLM1] . This decomposition is very similar to the decomposition discussed in the previous paragraph by [GKO2] . The main result in this paper concerns a vertex operator algebra V = (V, Y, 1, ω) and a vertex operator subalgebra U = (U, Y, 1, ω 1 ). Then U c = {v ∈ V |u n v = 0 f or u ∈ U, n ≥ 0} is another vertex operator subalgebra of V with Virasoro element ω 2 = ω − ω 1 .
The U c is called the coset vertex operator algebra associated to the pair V ⊃ U. We prove in this paper that under certain assumptions (see Sections 5 and 6) U ⊗ U c is a vertex operator subalgebra of V and any irreducible M, viewed as a module for U ⊗ U c -module,
where W j are certain inequivalent irreducible U-modules occur in M and M j (U c ) are inequivalent irreducible U c -modules. In fact such a result even holds for a twisted module (see Section 7). This result seems new even for the vertex operator algebras associated to the unitary representations for affine algebras. In view of this decomposition, we call (U, U c ) a dual pair.
The orbifold theory and coset construction for arbitrary vertex operator algebra can be understood via the dual pairs (G, V G ) and (U, U c ) which have origin in the classical invariant theory (see [H1] , [H2] ). Form this point of view, the theory of vertex operator algebra is similar to the classical Lie theory. Although coset construction decomposition is similar to the orbifold construction decomposition, the proof of this decomposition for coset construction is much more com-plicated and involves a lot of new concepts. In the orbifold theory, G preserves each homogeneous subspace of V which is finite dimensional. So the ideas from the classical invariant theory was used to deal with this (essentially) finite-dimensional problem. In the coset construction every U-submodule of M is infinite-dimensional. The main strategy is to reduce this problem to a problem at the horizontal level -the homogeneous subspaces of M which are finite-dimensional. For this purpose we introduce a Lie algebra S M (V ) defined in Section 3 which is a quotient of the Lie algebra V /(L(0) + L(−1))V and which acts on each homogeneous subspace of M. The irreducibility of M as a V -module is equivalent to the irreducibility of each homogeneous subspace of M as a S M (V )-module (see Proposition 3.7).
A very useful concept in the construction of Lie algebra [DLMM] where J V (V ) is the weight one subspace of J V (V ). It turns out that a similar result is true for Theorem 3.5) . Using this result we determine the S M (U)-invariants in S M (V ) and eventually prove the main result. This result is also used in another paper [DM2] to study the connection between C 2 condition ( [Z] and [DLM5] ) and rationality. We certainly believe that J M (V ) will play more roles in the study of vertex operator algebra.
2 Representation theory for sl (2, C) In this elementary section we study the representation theory for sl(2, C) and sl(2, C) ⊕ sl(2, C).
In particular, we give highest weight vectors for the diagonal subalgebra of sl(2, C) ⊕ sl(2, C) for an irreducible sl(2, C) ⊕ sl(2, C)-module X(λ 1 , λ 2 ) = X(λ 1 ) ⊗ X(λ 2 ) which is a tensor product of two Verma modules X(λ i ) for sl(2, C). We also prove that certain vectors in X(λ 1 , λ 2 ) are linearly independent (see Lemma 2.3). Lemma 2.3 is a key lemma in this paper and is crucial in proving Theorem 5.3 later on.
We consider the Lie algebra sl(2, C) and fix a basis x(−1), x(0), x(1) such that
A highest weight module W (λ) for sl(2, C) is a module generated by a highest weight vector w with highest weight λ ∈ C such that x(1)w = 0 and x(0)w = λw. For any complex number λ we denote the corresponding Verma module by X(λ). Then
where X(λ) λ+n = Cx(−1) n v λ = {w ∈ X(λ)|x(0)w = (λ + n)w} and v λ is a fixed highest weight vector of X(λ). Any w ∈ X(λ) λ+n is called a weight vector for sl(2, C) with weight λ + n. It is well known that if λ > 0 then X(λ) is irreducible. Set g = sl(2, C) ⊕ sl(2, C). We denote the corresponding basis in the direct summands by x i (j) for i = 1, 2 and j = −1, 0, 1. We also set y(j) = x 1 (j) + x 2 (j) and define d to be the diagonal subalgebra generated by y(j). Then d isomorphic to sl(2, C). For λ 1 , λ 2 > 0 we consider a g-module X(λ 1 , λ 2 ) = X(λ 1 ) ⊗ X(λ 2 ) where X(λ i ) is a module for the i-th direct summand sl(2, C). Clearly, X(λ 1 , λ 2 ) is irreducible. Then as a
For a later purpose we need to find expressions for all highest weight vectors in
for d where a n 0 = 1 and
Proof: The proof is a straightforward computation. Note that any weight vector of weight λ 1 + λ 2 + n for d in X(λ 1 , λ 2 ) can be written as n i=0 a
if and only if a
. This completes the proof of lemma.
Lemma 2.2 If n ≥ 1 then x 1 (1)v n = µv n−1 for some nonzero constant µ.
This shows that the submodule for g generated by v n is a proper submodule of X(λ 1 , λ 2 ). This is a contradiction as X(λ 1 , λ 2 ) is an irreducible g-module. Since x 1 (1) and y(1) commute we immediately see that x 1 (1)v n is a highest weight vector for d with highest weight λ 1 + λ 2 + n − 1.
The lemma follows from the fact that the space of highest weight vectors for d of weight λ 1 + λ 2 + n − 1 is one-dimensional and is spanned by v n−1 .
Lemma 2.3
There are no constants a and b such that
for n ≥ 1. Equivalently, there are no constants a and b such that
Proof: The equivalence follows from Lemma 2.2. Consider the relation
for fixed n ≥ 1 with indeterminates a, b. By Lemma 2.1
Comparing the coefficients of
0 = a + a n 1 2λ 1 b 1 = a + a n 1 a + 4λ 1 a n 1 b + a n 2 (2 + 4λ 1 )b a n 1 = a n 1 a + a n 2 a + 2λ 1 a n 1 b + 2a n 2 (2 + 4λ 1 )b + a n 3 (6 + 6λ 1 )b where a n j is understood to be zero if j > n. Again by Lemma 2.1
So we get a linear system
One can easily verify that there is no solution to the linear system.
Radical
The second main result in this section is a criterion for irreducibility of an admissible V -module M (see Proposition 3.7). The result says that M is irreducible if and only if each homogeneous subspace is irreducibleV (0)-module (see below for the definition ofV (0)). This is the result which reduces an infinite dimensional problem to a finite dimensional problem in computing invariants in Section 6.
Let (V, Y, 1, ω) be a vertex operator algebra (see [B] and [FLM] ). We first recall from [DLM2] the definitions of weak module, admissible module, ordinary modules for a vertex operator algebra V. A weak module M for V is a vector space equipped with a linear map
satisfying the following conditions for u, v ∈ V , w ∈ M:
v n w = 0 for n ∈ Z sufficiently large; (3.2)
This completes the definition. We denote this module by (M, Y M ) (or briefly by M). An (ordinary) V -module is a weak V -module which carries a C-grading
such that dim M λ is finite and M λ+n = 0 for fixed λ and n ∈ Z small enough. Moreover one requires that M λ is the λ-eigenspace for L(0) :
An admissible V -module is a weak V -module M which carries a Z + -grading
Note that any ordinary module is an admissible module.
A vertex operator algebra V is called rational if any admissible module is a direct sum of irreducible admissible modules. It was proved in [DLM3] that if V is rational then there are only finitely many inequivalent irreducible admissible modules and each irreducible admissible module is an ordinary module.
The following proposition can be found in [L2] and [DM1] .
Proposition 3.1 Any irreducible weak V -module M is spanned by {u n w|u ∈ V, n ∈ Z} where w ∈ W is any fixed nonzero vector.
Let M be a weak V -module. We define the M-radical of V to be
where
Here we prove a similar result for J M (V ) for any admissible module M with the same assumption on V.
We need several lemmas.
Lemma 3.2 Let V be a simple vertex operator algebra and M a weak V -module. Let u ∈ V such that the vertex operator Y (u, z) on M involves only either finitely many positive powers or finitely many negative powers of z then u ∈ V 0 .
Proof: The proofs in the two cases are similar. We only deal with the case that Y (u, z) involves only finitely many positive powers of z. We first prove that
By (7.24) of [DL] (also see [FLM] ) there exists a nonnegative integer n such that
Since each factor in (3.6) involves only finitely many positive powers of z 1 we multiply (3.6) by (
From the Jacobi identity (3.4) we have the associator formula: for a, b ∈ V and w ∈ M there exists a nonnegative integer n, which depends on a and w only, such that
This shows that Y (a m b, z) = 0 on M for any a ∈ V and m ∈ Z. Since V is simple then the span of a m b is the whole V. As a result we have Y (v, z) = 0 for every v ∈ V. This is a contradiction as
and [DLiM] ) we immediately have that u ∈ V 0 , as required.
Following [DLMM] we called a vertex operator algebra V a CFT type if V is simple,
. This is a contradiction.
Lemma 3.4 Let V be a vertex operator algebra of CFT type and M a weak V -module. Let
Proof: For any u ∈ V and n ∈ Z we have
As in the proof of Lemma 3.2 we conclude that
We can now determine the radical J M (V ) precisely.
Theorem 3.5 Suppose that V is a vertex operator algebra of CFT type. Then for any admissible V -module M we have
Proof: The proof of this theorem is similar to that of Theorem 1 of [DLMM] . The conclusion
First we recall a result from [DLiM] (Corollary 3.2). As a module for sl(2, C) = L(−1), L(0), L(1) , V is a direct sum of X(µ) (µ > 0) with either the trivial module or the projective cover P (1) of X(1) according to whether L(1)V 1 = 0 or not. Thus for any
on M where we have used the fact that [L(1), o(x i )] = 0 for i ≤ 1 (see Lemma 2.5 of [DLMM] ). That is,
Continuing in this way we get
3. This is a contradiction. Thus
. This proves the result for m = 0.
This completes the proof of the theorem. We now give a criterion for irreducibility of an admissible module for an arbitrary vertex operator algebra V which we do not assume to be simple. We consider the quotient spaceV
and n ∈ Z. ThenV is Z-graded by defining the degree of v(n) to be wtv − n − 1 if v is homogeneous. Denote the homogeneous subspace of degree n byV (n). The spaceV is, in fact, a Z-graded Lie algebra with bracket
for a, b ∈ V (see [L2] and [DLM3] ). Note thatV (0) is a subalgebra ofV and is isomorphic to V /(L(−1) + L(0))V whose Lie bracket is given by
Let M be an admissible V -module. Then the map fromV to EndM by sending v(m) to v m is a Lie algebra homomorphism (cf. [L2] and [DLM3] ). In particular, the restriction of this map toV (0) gives a Lie algebra homomorphism from V /(L(−1)+L(0))V to EndM. The kernel of this map is exactly the M-radical J M (V ). Set 0))V by Theorem 3.5 and acts on M faithfully. Let U be a vertex operator subalgebra of V. Then M is also an admissible U-module and S M (U) is isomorphic to the image of U in S M (V ).
Lemma 3.6 Let V be a vertex operator algebra and
Then from the definition of admissible module L(−1)u ∈ M(k + 1) = 0. Thus u is a vacuum-like vector and the submodule W of M generated by u is isomorphic to the adjoint module V [L1] . Since L(−2)u ∈ M(n + 2) = 0 we see that ω = 0. This is a contradiction. Now we use Proposition 3.1 and Lemma 3.6 to give a criterion for irreducibility of an admissible module. 
Conversely suppose each M(n) is an irreducibleV (0)-module. From the proof of Lemma 1.2.1 of [Z] we see that L(0) acts on each M(n) as a scalar. Let W be any nonzero submodule of M.
where W (n) = M(n) ∩ W. From Lemma 3.6 and the injectivity of L(−1) on M(n) for all large n (cf. [DLiM] ) we see that W (n) = 0 for all large n. Note that each W (n) is a submodule of M(n) forV (0). So W (n) = M(n) for all large n as M(n) is irreducibleV (0)-module. If W = M then the quotient M/W is an admissible V -module with only finitely many homogeneous subspaces. This is a contradiction by Lemma 3.6. Thus W = M and M is irreducible.
Dual pair vertex operator subalgebras
In this section we give a definition of closed vertex operator subalgebra U of V in terms of the commutant U c . We also define a dual pair (U 1 , U 2 ) vertex operator subalgebras of V. In the case U 1 = U and U 2 = U c we discuss the relation between of these two concepts. In general if V is CFT type and (U, U c ) is a dual pair then U is closed. In the case the involved representations for the Virasoro algebra are unitary, these two concepts are equivalent. We also discuss several examples of dual pairs associated to the unitary representations for affine Lie algebras. 
. U c can be regarded as the space of vacuum-like vectors for U [L1] , that is,
Lemma 4.1 Let V = (V, Y, 1, ω) be a vertex operator algebra and U = (U, Y, 1, ω 1 ) is a vertex operator subalgebra of V. Then (i) On any weak V -module, the actions of U and U c are commutative. That is
is also a vertex operator subalgebra of V.
A proof of (ii) can be found in [FZ] (Theorem 5.1).
the containment U ⊂ U cc follows. It is clear that both U c and U ccc are the annihilated subspaces of L 1 (−1) and are equal.
It is easy to see that the commutants of two subalgebras are the same if and only if they have the same Virasoro vector. This motivates the following definition. is closed if and only if U is ω 1 -maximal. Moreover, there is a unique ω 1 -maximal vertex operator subalgebra.
Let V ir(ω i ) be the vertex operator subalgebra generated by ω i . According to a result in
[L1] U(ω 1 ) can be defined alternately as
Clearly, ω 1 ∈ U(ω 1 ). Thus (U(ω 1 ), Y, 1, ω 1 ) is a vertex operator subalgebra of V which contains ω 1 . Let (U, Y, 1, ω 1 ) be an arbitrary vertex operator subalgebra of V which con-
and only if U = U(ω 1 ). It is clear now that the U(ω 1 ) is the unique ω 1 -maximal vertex operator subalgebra which contains ω 1 .
Definition 4.5 Let
(ii) If the representations of the Virasoro algebra given by the component operators of
(ii) In the case that the two representations of the Virasoro algebras on V are unitary, then
1). Thus in this case U is closed if and only (U
The vertex operator algebra U c is called the coset vertex operator algebra with respect to the pair U ⊂ V in the spirit of [GKO1] . The main result in this paper shows that behavior of (U(ω 1 ), U(ω 1 ) c ) is similar to that of classical dual pair in the sense of [H1] and [H2] as far as the representation theory concerns. We give some examples of dual pairs from the vertex operator algebras associated to the highest weight representations of affine Lie algebras. These examples are coset constructions in [GKO1] and [GKO2] .
Let L be a simple Lie algebra and H be a Cartan subalgebra. We fixed a nondegenerate symmetric invariant bilinear form (, ) on L so that the square length of a long root is 2. We also fix a set of positive roots and denote by θ the maximal root. The corresponding affine Lie algebra is given byL
For a positive integer l we know that the level l standard modules forL are parametrized by dominant weights λ ∈ H * with (λ, θ) ≤ k such that the highest weight of theLmodule, viewed as a linear forms on H ⊕ Cc is given by λ and the the correspondence c → l. Denote the corresponding standardL-module by L(l, λ). Let d = dim L, {u 1 , ..., u d } an orthonormal basis of L and h the dual Coxeter number of L. Let 1 be the canonical highest weight vector of L(l, 0).
2 1 where x(n) = x ⊗ t n for any x ∈ L and n ∈ Z. Then there is a linear map Y :
such that (L(l, 0), Y, 1, ω) is a simple vertex operator algebra with central charge dl l+h and (L(l, λ), Y ) for (λ, θ) ≤ l are a complete list of inequivalent L(l, 0)-modules (see [DL] , [FZ] , [L3] ). Another case is when L is a finite dimensional abelian Lie algebra with a nondegenerate symmetric bilinear form (·, ·). As before we still have the corresponding affine Lie algebrâ
For any positive k and λ ∈ L we denote M(k, λ) the unique irreducibleL-module which is generated by a vector v λ such that L ⊗ tC[t]v λ = 0, cv λ = kv λ and av = (a, λ)v for a ∈ L. Then as a vector space
complete list of inequivalent irreducible M(k)-modules (see [G]). It is easy to see that the vertex operator algebras M(k) are isomorphic to M(1).
In general let L be reductive:
where L 0 is abelian and L i are simple for
We fixed a nondegenerate symmetric invariant bilinear form (, ) on L so that (L i , L j ) = 0 and the square length of a long root in each L i is 2. Then the corresponding affine Lie algebra is given bŷ
and the canonical central element ofL i is denoted by c i .
Now let G be a reductive Lie subalgebra of L and ω 1 be a Virasoro vector in L L (K, 0) constructed from the generators of G. Let U be the vertex operator subalgebra generated by G (identified with a subspace of L L (K, 0) 1 ). We have (ii) (U, Y, 1, ω 1 ) is a closed and simple vertex operator subalgebra of L(K, 0) such that U = ⊕ n∈0 U n and U 0 = C1. Moreover, if G is semisimple then U is rational.
Proof: In order to see (i) we note that U is a unitary representations of both Virasoro algebras
Since each tensor factor is a simple (and rational if G is semisimple) vertex operator algebra (see [DL] , [FZ] , [L3] , [DLM2] ), so is U (see [FHL] ). It is clear that U = ⊕ n∈0 U n and U 0 = C1. From (i) and Lemma 4.6 we see that U is closed.
The Virasoro algebra {L 2 (n)|n ∈ Z} is called the coset Virasoro algebra with respect to the pair of Lie algebras G ⊂ L and U c is the vertex operator subalgebra of V associated to the so-called coset W -algebra (cf. [BBSS] , [BG] ). The graded dimensions of irreducible modules for U c occurring in irreducible L L (K, 0)-modules are so called "branching functions" [K] . In the case that L = sl(2, C) ⊕ (2, C), G the diagonal subalgebra and K = (k, 1) for nonnegative integer k then the vertex operator subalgebra U of L(k, 0)⊗L(1, 0) generated by U is L(k + 1, 0) and U c is the vertex operator algebra V (c, 0) associated to the highest weight irreducible representation for Virasoro algebra with central charge c = 1− 6 (k+2)(k+3) [GKO2] .
Another interesting case is when L is simple Lie algebra, G = H is the Cartan subalgebra, V = L L (k, 0) and U = M(k) for a nonnegative integer k. Set
which is the vacuum space for the Heisenberg algebraL
It is easy to see that U = Ω 0 V . This coset construction is closely related to the parafermion conformal field theory (see [ZF] and [DL] ). This example has been considered in different context in [J] .
The commutant of S M (U ) in S M (V )
We have already defined S M (V ) in Section 3 which is a Lie algebra acting on V -module M faithfully. Let U be a vertex operator subalgebra of V. In this section we determine the commutant of S M (U) in S M (V ) by using the results obtained in Section 2.
In the rest of this paper we assume that V is a simple vertex operator algebra of CFT type and U = (U, Y, 1, ω 1 ) is a simple vertex operator subalgebra of V such that
(1) V is a completely reducible U-module.
(2) All the eigenvalues of L i (0) on V are nonnegative and and (U, U c ) is a dual pair.
Let M be an irreducible V -module. Then there exists λ ∈ C such that M(n) = M λ+n which is the L(0) eigenspace of M with eigenvalue λ + n and each M λ+n is finite dimensional. We also assume that (3) M is a completely reducible U-module.
From the assumption V is a such module. Let W j for j ∈ J be the inequivalent irreducible U-modules and we assume that 0 ∈ J
is the eigenspace of L 1 (0) with eigenvalue λ j + n. Let M j be the sum of all irreducible U-
From Proposition 3.1 we know that for every nonzero w ∈ W j (0),Û (0)w = W j (0). Thus the image ofÛ (0) in EndW j (0) is exactly EndW j (0). We can define the subspace of highest weight vectors of W j as such w ∈ W j (0) such that e ij w = 0 if j > i or i = j, i > 1 and e 11 w = w after we fix a basis of W j where e ij is the standard basis element for suitable matrix algebra. Let M j (U c ) be the space of highest weight vectors of M j .
Let M = ⊕ n≥0 M λ+n where λ ∈ C is fixed and M λ+n is the eigenspace of L(0) with eigenvalue λ + n. Then M j = ⊕ n≥0 M j λ+n j +n where n j is a fixed nonnegative integer and M j λ+n j +n = M j ∩ M λ+n j +n and
is finite dimensional. So M j (U c ) satisfies the grade condition in the definition of an ordinary module for U c . The other axioms of a module are clearly satisfied by noting that
Note that
One can see from the definition that V 0 is a vertex operator subalgebra of V isomorphic to U ⊗ U c . Also each V j is isomorphic to
Each V j is graded by weight and the least weight is at least 1 if j = 0.
Consider the Lie algebra g(V ) generated by operators L i (j) on V for i = 1, 2 and
is isomorphic to g (see Section 2). Recall the assumption (2): The L i (0) eigenvalues in V j are positive for i = 1, 2 and j = 0. The following lemma follows from the proof of Theorem 3 of [DLiM] .
Now we are in a position to compute the commutants of
Proof: For v ∈ V we denote byv the image of v in S M (V ). Let w ∈ V such that [ū,w] = 0 for all u ∈ U. Then we can write w = j∈J w j where w j ∈ V j and assume that
Then it follows from Theorem 3.5 that there exist a ∈ V k and b ∈ V 0 + V 1 such that
where each V k,α is a highest weight module for g(V ). Clearly there exists α such that the component of w k in V k,α is nonzero. We assume that V k,α is isomorphic to X(α 1 , α 2 ) = X(α 1 ) ⊗ X(α 2 ) for some α 1 , α 2 > 0 with α 1 + α 2 a positive integer. This implies that there exists a highest weight vector
Following Lemma 2.1 we can assume that v = v i for some i ≥ 0.
There are two cases: i = 0 and i > 0. We first deal with the case i > 0. Then
This shows that c = µv i + νL(−1)v i−1 for some constants µ, ν. As a result we have
This is a contradiction by Lemma 2.3. If i = 0 then c must be a multiple of v. That is, there exists µ ∈ C such that c = µv. Since α 1 , α 2 are nonzero, L 1 (−1)v and L(−1)v are linearly independent. Again we have a contradiction. This completes the proof of theorem.
Main theorem
We state and prove the main theorem by using the results from previous sections in this section. We discuss several examples. In two examples we show that Theorem 6.1 does not hold if (U, U c ) is not a dual pair. We also apply our result to the dual pairs associated to the unitary representations for affine Lie algebras. At the end of this section we propose two open problems with some discussion on similar open problems arising from the orbifold conformal field theory. The main theorem of this paper is the following result concerning the general coset construction.
Theorem 6.1 Let V be a vertex operator algebra of CFT type and U a simple vertex operator subalgebra such that assumptions (1) and (2) hold. Assume that M is an irreducible V -module which is completely reducible U-module. Then M decomposes
and M j 2 (U c ) are isomorphic if and only if j 1 = j 2 . In particular, M is a completely reducible U c -module.
Proof: The decomposition is clear. We only need to prove that M j (U c ) is an irreducible
are linearly independent then there exists v ∈ U c such that o(v)w 1 = w 2 .
For any subspace X of V we defineĀ n (X) to be a subspace of n s=0 EndM(s) consisting of operators of restriction of o(x) to n s=0 EndM(s) for x ∈ X. Also set B n (X) = {a| M (n) |a ∈Ā n (X)}. ThenĀ n (V ) is an associative algebra which is a quotient algebra of A n (V ) introduced and studied in [DLM4] . In fact,Ā n (V ) = n s=0 EndM(s) by Proposition 3.1 andĀ n (U) is a subalgebra ofĀ n (V ). Moreover, B n (V ) which is equal to EndM(n) is a subalgebra ofĀ n (V ) and both B n (U) and B n (U c ) are subalgebras of B n (V ). As ā A n (U)-module or a B n (U)-module we can write M(n) as a direct sum of three submodules
and w ∈ W. Then it is easy to see that σβ = βσ for all β ∈ B n (U). That is, σ lies in the commutant
For convenience we denote the commutant ofĀ n (U) inĀ n (V ) byĀ n (U) c . Clearlȳ
Note that the identity map induces an onto associative algebra homomorphism φ m,n fromĀ m (V ) toĀ n (V ) if m ≥ n. One can easily see that this maps coincides with the projection from m s=0 EndM(s) to n s=0 EndM(s) and φ m,nĀm (X) =Ā n (X) for any X ⊂ V. From the assumption, each M(s) for s ≤ n is a completely reducibleĀ n (U)-module. SoĀ n (U) is a direct sum of full matrix algebras over
For each q ≥ 0 we set
Then we have a descending chain of subspaces
By Theorem 5.3, the intersection ∩ s≥n V (s) for any n is contained in
and
Interchanging the roles played by U and U c in what we have proved shows that if
In Theorem 6.1 replacing M by V itself gives Theorem 6.2 If V is a vertex operator algebra of CFT type and and U is a simple vertex operator subalgebra satisfying conditions (1)-(2), Then we have
and V j 2 (U c ) are isomorphic if and only if j 1 = j 2 . In particular, U c is simple and V is a completely reducible U c -module.
An extreme case is that U = V and U c = C1. Clearly each irreducible V -module M is a tensor product of irreducible U-module M with the irreducible U c -module C.
Here we give an example in which the assumption that (U, U c ) is a dual pair fails to
be the vertex operator algebra associated to a positive definite even lattice L (see [B] and [FLM] ). Take U = M(1) then U c = C1 and U cc = V.
Thus U is not closed and (U, U c ) is not a dual pair. Note that V = ⊕ α∈L M(1) ⊗ e α and
α ∈ L are inequivalent M(1)-modules but they all correspond to the unique irreducible U c -module C. Theorem 6.1 in this case fails to hold. But this example is not suggesting that if (U, U c ) is not a dual pair then each M j (U c ) in Theorem 6.1 is irreducible. Now take L to be the root lattice of sl(2, C). Let U be the vertex operator subalgebra of V = V L generated by the Virasoro element. Then U = V (1, 0) and again U c = C1. We have a
as U ⊗ U c -module (cf. [DG] ). Clearly C 2m+1 is not an irreducible U c -module if m > 0.
Recall from Section 4 that L is a reductive Lie algebra and G is a reductive Lie subalgebra of L. Set V = L L (K, 0) . Then the assumptions in Theorem 6.1 hold for V and U. So we obtain the following result on the classical coset construction:
For an arbitrary pair G ⊂ L the result in Theorem 6.3 seems new. Now we continue our discussion on the examples given in Section 5. In particular,
, 0). The standard modules of level k for A Z. It is proved in [GKO2] by using the character formulas that viewed as a
4(k + 2)(k + 3) and V (c, h p,q (c)) is a unitary representation for the Virasoro algebra.
In the case L is simple, We end this section with several open problems. Let V, U, U c satisfy (1) and (2). We expect the following to be true. (a) If both V and U are rational then any irreducible U-module occurs in an irreducible V -module regarded as U-module. This problem is related to the induction functor in the theory of vertex operator algebra (cf. [DLi] ). However, the module categories for U and U c are not equivalent in general. For example, in the case that
, 0), U has 4 inequivalent irreducible modules while U c has 5 inequivalent irreducible modules.
(b) If V is holomorphic in the sense that V is rational and the only irreducible Vmodule is V itself and U is rational then the module categories for U and U c are equivalent.
These two open problems are very similar to the problems in orbifold theory. Let V be a vertex operator algebra and G a finite automorphism group of V. Then V G is a subalgebra of V with the same Virasoro algebra. It is showed in
where W χ is an irreducible G-module affording to the character χ and V χ is an irreducible V G -module. Moreover, V χ 1 and V χ 2 are inequivalent if χ 1 = χ 2 . This result is very close to Theorem 6.2 with the dual pair (U, U c ) replaced by (G, V G ) . A result similar to Theorem 6.1 has also been obtained recently for an arbitrary irreducible twisted module. We should point that the right dual pair in the orbifold theory is (D ω G, V G ) where D ω G is the twisted quantum double associated to a certain 3-cocycle of G with coefficients in the unit circle S 1 (cf. [DPR] ). In the case V is holomorphic it has been conjectured that the module categories for D ω G and V G are equivalent.
Twisted case
In this section we give an analogue of Theorem 6.1 for a twisted module M. We will omit a lot of details and refer the reader to the previous sections when it is clear how the corresponding proofs and arguments before carry out in this case. We should mention that the main result in this section was motivated by answering a question raised in [J] . First we give definitions of various twisted modules following [DLM3] ; also see Section 3. Let g be an automorphism of V of order T. Then we have eigenspace decomposition
T v}. Then V [0] which is the G-invariants V G for cyclic group G generated by g is a vertex operator subalgebra of V with the same Virasoro vector. gω 1 ∈ U and gω 2 ∈ U c it is clear that gω i = ω i . If we denote the restriction of g to U (resp. U c ) by g 1 (resp. g 2 ) then g 1 (resp. g 2 ) is an automorphism of U (resp. U c ).
Let M be an irreducible g-twisted V -module. Then M is a g 1 -twisted U-module and a g 2 -twisted U c -module. We also assume that (3') M is a completely reducible g 1 -twisted U-module. Then as in the untwisted case we have a decomposition of M viewed as a (g 1 , g 2 )-twisted U ⊗ U c -module:
where W j in this case are irreducible g 1 -twisted U-modules and M j (U c ) are the space of "highest weight vectors" of M j which is the sum of irreducible g 1 -twisted U-submodules of M isomorphic to W j .
Recall that S
is a Lie subalgebra of S M (V G ). Then from Theorem 5.3 we have
The analogue of Theorem 6.1 is the following and the reader can easily see how to prove it with a suitable modification of the proof of Theorem 6.1.
Theorem 7.5 Let V be a vertex operator algebra of CFT type with an automorphism g of finite order and U a simple vertex operator subalgebra such that assumptions (1) and (2) hold and that U is g-stable. Assume that M is an irreducible g-twisted V -module which is completely reducible under U. Then M decomposes
as a (g 1 , g 2 )-twisted U ⊗ U c -module and M j (U c ) is an irreducible g 2 -twisted U c -module if M j = 0 where g 1 = g| U and g 2 = g| U c . Moreover, M j 1 (U c ) and M j 2 (U c ) are isomorphic if and only if j 1 = j 2 .
As in Section 6, Theorem 7.5 also applies to twisted modules for the vertex operator algebras associated to representations of affine Lie algebras. First we consider the case that L is a simple Lie algebra, V = L(k, 0) for a positive integer k and g an automorphism of L of order T. Then g can be extended to an automorphism of the vertex operator algebra L(k, 0) of order T and is denoted by g again. The g-twisted V -module is closely related to the twisted affine Lie algebraL [g] which is defined aŝ
where L i = {u ∈ L|gu = η i u} and η = e −2πi/T . Denote by L (L,g) (k, λ) the irreducible highest weightL[g]-module of level k with highest weight λ. It is proved in [L4] that L(k, 0) is g-rational and all inequivalent irreducible g-twisted L(k, 0)-modules are standard
It is an easy excise for the reader to formulate an analogue of Theorem 6.3. We only discuss a particular example here when L is simple Lie algebra, G = H is the Cartan subalgebra, V = L L (k, 0) and U = M(k) for a nonnegative integer k. Let g be an automorphism of L preserving the Cartan subalgebra H. ThenL[g] contains a subalgebrâ H [g] . An important special case is when g has order 2 and the restriction to H is −1. Then M(k) has an unique irreducible g-twisted module M(k)[g] = C[H ⊗ t −1/2 C[t]] and any g-twisted V -module has a tensor product decomposition
which is the vacuum space for the twisted Heisenberg algebraĤ[g]. Our Theorem 7.5 then asserts that in fact Ω L (L,g) (k,λ) is an irreducible g-twisted Ω L(k,0) .
