Hadamard states for quantum Abelian duality by Benini, Marco et al.
ar
X
iv
:1
61
1.
10
28
2v
1 
 [m
ath
-p
h]
  3
0 N
ov
 20
16
Hadamard states for quantum Abelian duality
Marco Benini1,a, Matteo Capoferri2,b, Claudio Dappiaggi3,4,c
1 Institut fu¨r Mathematik, Universita¨t Potsdam, Karl-Liebknecht-Str. 24-25, 14476 Potsdam, Germany.
2 Department of Mathematics, University College London, Gower Street, London WC1E 6BT, UK.
3 Dipartimento di Fisica, Universita` degli Studi di Pavia, Via Bassi 6, I-27100 Pavia, Italy.
4 Istituto Nazionale di Fisica Nucleare - Sezione di Pavia, Via Bassi 6, I-27100 Pavia, Italy.
a mbenini87@gmail.com, b matteo.capoferri@gmail.com, c claudio.dappiaggi@unipv.it
Version of October 1, 2018
Abstract. Abelian duality is realized naturally by combining differential cohomology and locally covariant
quantum field theory. This leads to a C∗-algebra of observables, which encompasses the simultaneous dis-
cretization of both magnetic and electric fluxes. We discuss the assignment of physically well-behaved states
to such algebra and the properties of the associated GNS triple. We show that the algebra of observables
factorizes as a suitable tensor product of three C∗-algebras: the first factor encodes dynamical information,
while the other two capture topological data corresponding to electric and magnetic fluxes. On the former
factor we exhibit a state whose two-point correlation function has the same singular structure of a Hadamard
state. Specifying suitable counterparts also on the topological factors we obtain a state for the full theory,
providing ultimately a unitary implementation of Abelian duality.
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1 Introduction
The implementation of the principle of local gauge invariance in the framework of algebraic quantum
field theory has been a hot topic in the past years. Besides the obvious connections to models
of major physical interest, a notable feature, which has emerged from the earliest investigations,
is the violation of the principle of general local covariance [BFV03] in the prime example of an
Abelian gauge theory, i.e. electromagnetism [DL12, BDS13, BDHS14, SDH14]: it appears to be
impossible to reconcile the necessity of gauge invariant dynamical observables with the isotony
axiom, i.e. injectivity of the morphism between observable algebras induced by a spacetime isometric
embedding.
In addition, gauge theories are of paramount interest to various areas of mathematical physics
since they are the natural playground for the appearance of dualities, the most famous example
being the electric/magnetic duality in source-free Maxwell’s theory. In this context, the discrete
nature of magnetic fluxes comes from refining the Faraday tensor as the curvature of a circle bundle
connection, whereas discrete electric fluxes stem from the so-called Dirac charge quantization. The
natural generalization of this mechanism goes under the name of Abelian duality.
In this paper we focus on this specific aspect of Abelian gauge theories, further elaborating on
the results of [BBSS15, BBSS16]. The starting point of these papers is the reformulation in the
framework of locally covariant quantum field theory [BSS14] of the well-established implementation
of Abelian gauge theories by means of differential cohomology [Fre00, Sza12]. This viewpoint has
been taken a step further in [BBSS16] by implementing Abelian duality naturally on globally hyper-
bolic spacetimes, resulting in a functorial assignment of self-dual gauge fields, which encompasses
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both the causality and the time-slice axiom. This novel approach has at least two net advantages.
On the one hand it yields a simultaneous discretization of electric and magnetic fluxes, which is
manifest at the level of the algebra of observables. On the other hand, it enhances the Hamiltonian
description by [FMS07a, FMS07b] in a spacetime covariant fashion: Abelian duality becomes a
natural isomorphism between suitable quantum field theory functors.
The results obtained in [BBSS16] still fall one step shorter from a full-fledged description of
Abelian duality, namely the assignment of a suitable quantum state that recovers the usual inter-
pretation of quantum theories is missing. Addressing this aspect is the main goal of our paper.
While the existence of states is not a matter of debate, not all of them should be considered physi-
cally acceptable. Already for the scalar field, in order to guarantee finite quantum fluctuations for
all observables as well as the existence of a covariant construction of an algebra of Wick polynomials
[KM15], one needs to focus on the restricted class of Hadamard states. These are characterized by
a specific singular structure of the underlying two-point correlation function [Rad96]. Existence,
properties and construction schemes for these states have been thoroughly studied in the past twenty
years, including a class of examples of Abelian gauge theories [DS13, FP03, BDM14, GW14]. In
the context of Abelian duality, similar results cannot be obtained blindly due to the non-trivial
(and fascinating) entanglement of dynamical and topological degrees of freedom [BBSS16]: finding
a physically relevant state implementing Abelian duality is the challenging task addressed here.
In this paper we focus on globally hyperbolic spacetimes of arbitrary dimension, though with
compact Cauchy surfaces. For the symplectic Abelian group of observables associated to Abelian
duality [BBSS16] we provide a (non-canonical) decomposition into three symplectic Abelian sub-
groups. The first captures dynamical information, while the other two encode the topological degrees
of freedom associated to magnetic and electric fluxes. This decomposition carries over upon Weyl
quantization: the full C∗-algebra of observables is isomorphic to an appropriate tensor product
of three C∗-algebras, each associated to one of the symplectic Abelian subgroups aforementioned.
Therefore, a state for the full C∗-algebra is tantamount to one for each tensor factor. Furthermore,
having disentangled the topological and the dynamical degrees of freedom, for the latter we can
investigate the existence of states with two-point correlation function fulfilling the microlocal spec-
trum condition [SV01]. With a slight abuse of terminology we will still call them Hadamard states,
although the underlying algebra does not fulfil the standard CCR relations of a scalar field that lie
at the core of [Rad96]. To make our analysis more concrete we will construct these Hadamard states
explicitly by focusing on ultra-static backgrounds. Additionally, we assign states to the C∗-algebras
encompassing the topological degrees of freedom. As a by-product, we prove that Abelian duality is
unitarily implemented at the level of the GNS triple, thus closing the gap with the existing literature
based on a direct Hilbert space description [FMS07a, FMS07b].
As for the structure of the paper, in Section 2 we introduce our notation and conventions,
recollecting in particular the most important results from [BSS14, BBSS16, BBSS15]. Most notably,
we discuss the symplectic Abelian group of observables. In Section 3, we introduce three auxiliary
symplectic Abelian groups, corresponding to the dynamical sector, to the torsion-free topological
sector and to the torsion topological sector of our model. These are then used in Section 3.4 to
present the symplectic Abelian group of observables as a direct sum of the mentioned sectors. In
Section 4, firstly we recall that we can associate a C∗-algebra of Weyl type to each symplectic
Abelian group. Secondly we prove that the splitting of the preceding section entails a factorization
of the full C∗-algebra of observables into a suitable tensor product of C∗-algebras, each factor
being associated to one of the sectors. Focusing on the case of ultra-static, globally hyperbolic
spacetimes with compact Cauchy surface, in Section 4.2 we construct the ground state for the C∗-
algebra associated to the dynamical sector, proving that its two-point correlation function fulfils
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the microlocal spectrum condition. Then we exhibit states also for the remaining two sectors, see
Sections 4.3 and 4.4, thus showing that Abelian duality is unitarily implemented on the GNS triple.
Section 4.5 concludes the paper discussing the example of the Lorentz cylinder, providing a Fourier
expansion of the two-point correlation function for the dynamical sector of the theory: remarkably,
Abelian duality naturally circumvents the infrared obstructions to the existence of ground states in
1+1 dimensions.
2 Preliminaries
In the present section we quickly recapitulate the background material for the rest of the paper.
We also take the chance to introduce our notation and conventions. Let us remark once and for
all that, unless otherwise stated, for any m ∈ Z≥0, the term (m-dimensional) manifold refers to a
connected, second-countable, Hausdorff topological space that is locally homeomorphic to Rn and
that comes equipped with a smooth structure (an atlas with smooth transition maps). We will only
consider manifolds of finite type, namely those admitting a finite good cover. For Abelian groups we
will always use the additive notation, for example T is defined as the cokernel of the homomorphism
Z → R of Abelian groups, while the multiplicative notation is reserved to ring multiplication, e.g.
∧ for the graded algebra of differential forms, ⌣ for the graded ring structure on cohomology, · for
the graded differential cohomology ring and, more generally, juxtaposition for associative algebras.
2.1 Differential cohomology
The mathematical tool to describe configurations for the field theory under analysis is differential
cohomology. For a full presentation of the subject we refer the reader to the existing literature,
e.g. [BB14]. Here we will just recall few basic facts, mainly in order to introduce our notation.
Differential cohomology for a manifold M is a graded ring Hˆ∗(M ;Z) that arises as a suitable
refinement of the cohomology ring H∗(M ;Z) with Z-coefficients by the graded algebra Ω∗(M) of
differential forms. More precisely, for k ∈ Z≥0, k-differential cohomology is a contravariant functor
Hˆk( · ;Z) defined on a suitable category of “spaces” (including manifolds) and taking values in
Abelian groups. Such functor is equipped with four natural transformations ι, κ, curv, char relating
it to differential forms and cohomology classes according to the commutative diagram depicted
below, whose rows and columns are short exact sequences:
0

0

0

0 // H
k−1(M ;R)
Hk−1
free
(M ;Z)
ν //
µ

Ωk−1(M)
Ωk−1
Z
(M)
d //
ι

dΩk−1(M) //
⊆

0
0 // Hk−1(M ;T)
κ //
β

Hˆk(M ;Z)
curv //
char

Ωk
Z
(M) //
[ · ]

0
0 // Hktor(M ;Z) j
//

Hk(M ;Z) q
//

Hkfree(M ;Z)
//

0
0 0 0
(2.1)
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There are several equivalent models for differential cohomology, e.g. Cheeger-Simons differential
characters [CS85], de Rham-Federer characters [HLZ03], Hopkins-Singer cocycles [HS05]. Further-
more, differential cohomology classifies isomorphism classes of higher circle bundles equipped with
a connection. This interpretation of differential cohomology motivates the names usually attributed
to the natural transformations mentioned above, namely characteristic class for char, curvature
for curv, inclusion of flat connections for κ and inclusion of trivial bundles for ι. In analogy with
cohomology and differential forms, differential cohomology is a graded ring with multiplication · .
Both char and curv are ring homomorphisms with respect to · , while ι and κ are compatible with
the ring structure as indicated below:
ι[A] · h = ι[A ∧ curv h], κ u · h = κ(u ⌣ charh), (2.2)
for all h ∈ Hˆk(M ;Z), [A] ∈ Ωℓ(M)/Ωℓ
Z
(M) and u ∈ Hℓ(M ;T). Further information about differen-
tial cohomology and its graded ring structure can be found in [BB14, SS08]. Let us also mention
that relative versions of differential cohomology exist (see [BB14] for a comparison among different
approaches) and these can be used to realize differential cohomology with restricted support, for
example models with compact support have been considered in [HLZ03, BBSS15].
2.2 Configurations
By means of differential cohomology in degree k on anm-dimensional globally hyperbolic spacetime1
M we can introduce the model under investigation, specifying its equation of motion and solving
the associated Cauchy problem. This has been developed in [BBSS16]; however, for ease of reference
we recapitulate the main results below.
Denoting with ∗ the Hodge dual induced by the metric and by the orientation of M , we specify
the Abelian group
C
k(M ;Z)
.
=
{
(h, h˜) ∈ Hˆk(M ;Z)× Hˆm−k(M ;Z) : curvh = ∗ curv h˜
}
, (2.3)
encompassing the configurations (h, h˜) for the field theory of interest. In degree k = 2 and dimension
m = 4, this provides a semiclassical refinement of Maxwell theory in the vacuum and without
external sources, with the interesting feature of encoding the discretization of electric and magnetic
fluxes that originate from topological features of the underlying spacetime. This refinement has
the pleasant feature of preserving the duality between electric and magnetic degrees of freedom
typical of the source-free Maxwell theory, see [FMS07a, FMS07b, BBSS16]. In fact, recalling that
∗∗ = (−1)p(m−p)+1 on p-forms over M , one obtains a natural isomorphism
ζ : Ck(M ;Z) −→ Cm−k(M ;Z), (h, h˜) 7−→ (h˜, (−1)k(m−k)+1h), (2.4)
that interchanges precisely the (discrete) magnetic and electric fluxes, carried respectively by h and
h˜ and detected through char. In particular, for m = 2k this duality is a natural automorphism that
can be used to identify self-dual configurations [BBSS16].
The configuration space Ck(M ;Z) fits into a commutative diagram whose rows and columns
form short exact sequences, see [BBSS16, Sect. 2.1]. For any p, q ∈ Z≥0 and any graded Abelian
group A set
Ap,q = Ap ×Aq (2.5)
1Here and in the following, the term spacetime refers to an oriented and time-oriented Lorentzian manifold.
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and introduce topologically trivial configurations by
T
k(M ;Z)
.
=
{
([A], [A˜]) ∈ Ωk−1,m−k−1(M)/Ωk−1,m−k−1
Z
(M) : dA = ∗d A˜
}
. (2.6)
Then the above-mentioned diagram reads as follows:
0

0

0

0 // H
k−1,m−k−1(M ;R)
Hk−1,m−k−1
free
(M ;Z)
ν× ν
//
µ×µ

Tk(M ;Z)
d1 //
ι× ι

dΩk−1 ∩ ∗ dΩm−k−1(M) //
⊆

0
0 // Hk−1,m−k−1(M ;T)
κ×κ
//
β× β

Ck(M ;Z)
curv1 //
char× char

Ωk
Z
∩ ∗Ωm−k
Z
(M) //
([ · ],[∗−1 · ])

0
0 // Hk,m−ktor (M ;Z) j× j
//

Hk,m−k(M ;Z)
q× q
//

Hk,m−kfree (M ;Z)
//

0
0 0 0
(2.7)
where the subscript 1 denotes the precomposition with the projection on the first factor. Using
the diagram above, homotopy invariance of cohomology groups and solving the Cauchy problem
for Maxwell’s equation [DL12], one obtains the solution to the Cauchy problem formalized below
[BBSS16, Sect. 2.2]: for a spacelike Cauchy surface Σ of M and for arbitrary initial data (hΣ, h˜Σ) ∈
Hˆk,m−k(Σ;Z), there exists a unique configuration (h, h˜) ∈ Ck(M ;Z) that restricts to the given initial
data along the embedding iΣ : Σ→M , i.e.
curvh = ∗ curv h˜, i∗Σh = hΣ, i
∗
Σh˜ = h˜Σ, (2.8)
where i∗Σ
.
= Hˆp(iΣ;Z) : Hˆ
p(M ;Z) → Hˆp(Σ;Z) denotes the differential cohomology pullback. This
means that the map
i∗Σ : C
k(M ;Z) −→ Hˆk,m−k(Σ;Z), (h, h˜) 7−→ (i∗Σh, i
∗
Σh˜) (2.9)
is an isomorphism of Abelian groups. A similar result holds true for all objects in diagram (2.7),
which becomes isomorphic to
0

0

0

0 // H
k−1,m−k−1(Σ;R)
Hk−1,m−k−1
free
(Σ;Z)
ν× ν
//
µ×µ

Ωk−1,m−k−1(Σ)
Ωk−1,m−k−1
Z
(Σ)
d×d
//
ι× ι

dΩk−1,m−k−1(Σ) //
⊆

0
0 // Hk−1,m−k−1(Σ;T)
κ×κ
//
β×β

Hˆk,m−k(Σ;Z)
curv× curv
//
char× char

Ωk,m−k
Z
(Σ) //
([ · ],[ · ])

0
0 // Hk,m−ktor (Σ;Z) j× j
//

Hk,m−k(Σ;Z)
q×q
//

Hk,m−kfree (Σ;Z)
//

0
0 0 0
(2.10)
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upon pullback along iΣ : Σ→M . Therefore, the assignment of a spacelike Cauchy surface provides
an equivalent way to describe the configuration space Ck(M ;Z). We will often adopt this point of
view in the following, especially in Section 3.
Remark 2.1. Similar conclusions hold true for a modified version Cksc(M ;Z) of the configuration
space Ck(M ;Z) with support restricted to spacelike compact regions, see [BBSS16, Sect. 3]. In
particular, the embedding iΣ : Σ → M of a spacelike Cauchy surface into the globally hyperbolic
spacetime M induces an isomorphism similar to (2.9):
i∗Σ : C
k
sc(M ;Z) −→ Hˆ
k,m−k
c (Σ;Z), (2.11)
where Hˆpc(Σ;Z) is the Abelian group of p-differential characters with compact support on Σ (cf.
[BBSS15, HLZ03]). The Abelian group Cksc(M ;Z) of spacelike compact configurations plays an im-
portant role because it can be used to introduce a class of well-behaved functionals on Ck,m−k(M ;Z)
that can be regarded as observables for this theory, [BBSS16, Sect. 4.2]. Notice that diagrams
(2.7) and (2.10) have counterparts with spacelike compact and, respectively, compact support (see
[BBSS15, BBSS16]) that provide crucial information about the observables of the model under
consideration.
2.3 Observables
In this section we recall the notion of observable considered in [BBSS16, Sect. 4]. Throughout
the paper we will be dealing with globally hyperbolic spacetimes M admitting a compact Cauchy
surface; for this reason, from now on and unless otherwise stated we will focus on this specific case,
thus avoiding some of the technical complications that arise in the general situation, cf. [BBSS16].
Compared with the general case, the peculiar feature of having a compact Cauchy surface is that
there are no degeneracies in the presymplectic structure, i.e. it is symplectic, cf. [BBSS16, Prop.
4.5].
Exploiting the fact that M admits compact Cauchy surfaces, we introduce a non-degenerate
pairing σ : Ck(M ;Z) × Ck(M ;Z) → T and we use it to interpret Ck(M ;Z) as the Abelian group
labelling a well-behaved class of observables on Ck(M ;Z) of the form σ( · , (h, h˜)), (h, h˜) ∈ Ck(M ;Z).
At the same time, this pairing will also provide a symplectic structure on Ck(M ;Z). The procedure
to define σ involves the isomorphism (2.9) between configurations and initial data on a spacelike
Cauchy surface Σ of M and the definition of a suitable pairing σΣ on initial data Hˆk,m−k(Σ;Z). To
introduce σΣ : Hˆk,m−k(Σ;Z)× Hˆk,m−k(Σ;Z)→ T we proceed as follows:
1. Recalling the ring structure for differential cohomology on Σ, we introduce a bi-homomorphism
of Abelian groups
Hˆk,m−k(Σ;Z)× Hˆk,m−k(Σ;Z) −→ Hˆm(Σ;Z),(
(hΣ, h˜Σ), (h
′
Σ, h˜
′
Σ)
)
7−→ h˜Σ · h
′
Σ − h˜
′
Σ · hΣ; (2.12)
2. Due to dimΣ = m− 1, it follows that Hˆm(Σ;Z) is isomorphic to Hm−1(Σ;R)/Hm−1free (Σ;Z) in
a natural way;
3. Σ being compact and oriented (its orientation is induced by orientation and time-orientation
of M), we can consider its fundamental class [Σ] ∈ Hm−1(Σ);
4. Σ is also connected, hence the canonical evaluation of cohomology classes on [Σ] yields an
isomorphism Hm−1(Σ;R)/Hm−1free (Σ;Z)→ T.
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These considerations lead to the definition of σΣ given below:
σΣ : Hˆk,m−k(Σ;Z)× Hˆk,m−k(Σ;Z) −→ T,
(
(hΣ, h˜Σ), (h
′
Σ, h˜
′
Σ)
)
7−→ (h˜Σ · h
′
Σ − h˜
′
Σ · hΣ)[Σ]. (2.13)
Notice that by [BBSS15, Prop. 5.6] σΣ is a weakly non-degenerate pairing; moreover, it is anti-
symmetric. Pulling σΣ back along the isomorphism i∗Σ : C
k(M ;Z) → Hˆk,m−k(Σ;Z) in (2.9) we
obtain
σ
.
= σΣ ◦ (i∗Σ × i
∗
Σ) : C
k(M ;Z)× Ck(M ;Z) −→ T. (2.14)
An argument based on Stokes’ theorem shows that σ does not depend on the chosen (compact)
spacelike Cauchy surface Σ, cf. [BBSS16, Lem. 8.4]. Clearly, σ inherits the properties of σΣ, in
particular it is a weakly non-degenerate antisymmetric pairing.
For (h, h˜) ∈ Ck(M ;Z), σ( · , (h, h˜)) defines a functional on Ck(M ;Z). [BBSS16, BBSS15] show
that these functionals are distinguished, in the sense that they provide smooth characters on the
configuration space. We interpret such functionals as the observables for the model under consider-
ation. Since σ is weakly non-degenerate, functionals of this type form an Abelian group isomorphic
to Ck(M ;Z). Furthermore, σ is antisymmetric, therefore we regard
(Ck(M ;Z), σ) (2.15)
as the symplectic space of observables for our theory. Recalling (2.13) and (2.14) and on account of
graded commutativity, it follows that the duality isomorphism ζ : Ck(M ;Z)→ Cm−k(M ;Z) defined
in (2.4) preserves σ, hence Abelian duality is implemented symplectically at the level of observables.
3 Symplectically orthogonal decomposition
The goal of this section is to establish a decomposition of the Abelian group of observables Ck(M ;Z)
that is compatible with its symplectic structure σ. As we will see later, at the level of quantum
algebras this decomposition corresponds to a convenient factorization that will enable us to introduce
a state on the full algebra by looking at each factor independently. Once again, we consider globally
hyperbolic spacetimes M admitting a compact Cauchy surface. The peculiarity of the compact
Cauchy surface case is that all pairings we are going to consider are weakly non-degenerate, while
they happen to have degeneracies in general.
Let M be an m-dimensional globally hyperbolic spacetime having a compact spacelike Cauchy
surface Σ. As above, we will denote the embedding of Σ into M by iΣ and we will often implicitly
consider the isomorphism i∗Σ : C
k(M ;Z) → Hˆk,m−k(Σ;Z) of (2.9). In particular, recall that i∗Σ
extends to an isomorphism between the diagrams (2.7) and (2.10) and that it relates the symplectic
structure σ on Ck(M ;Z) to the symplectic structure σΣ on Hˆk,m−k(Σ;Z). Our task is twofold: first,
we aim at introducing suitable symplectic structures on certain auxiliary Abelian groups arising from
the diagrams (2.7) and (2.10); second, we want to provide a symplectically orthogonal decomposition
of the symplectic Abelian group (Ck(M ;Z), σ) in terms of the above-mentioned auxiliary symplectic
Abelian groups.
3.1 Dynamical sector
With dynamical sector we refer to the top-right corner of diagram (2.7), i.e. the vector space
Dynk(M)
.
= dΩk−1(M) ∩ ∗dΩm−k−1(M). (3.1)
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The reader should keep in mind that, as a special case of [BBSS16, Th. 2.5], one obtains an
isomorphism induced by the restriction to the spacelike Cauchy surface Σ of M :
i∗Σ : Dyn
k(M)
≃
−→ dΩk−1,m−k−1(Σ), dA = ∗d A˜ 7−→ (i∗Σ dA, i
∗
Σ d A˜). (3.2)
In the following we will often omit to spell out both ways to express an element of Dyn(M),
that is to say that we will only present it as dA ∈ Dynk(M), although by definition there exists
A˜ ∈ Ωm−k−1(M) such that dA = ∗d A˜.
We can endow Dyn(M) with a pairing, namely
σDyn : Dyn
k(M)× Dynk(M) −→ R, (dA,dA′) 7−→
∫
Σ
i∗Σ
(
A˜ ∧ dA′ − A˜′ ∧ dA
)
. (3.3)
Stokes theorem implies that σDyn is well-defined and that its definition does not depend on the choice
of Σ. Clearly, there is an equivalent pairing σΣDyn on the isomorphic vector space dΣΩ
k−1,m−k−1(Σ)
and explicitly defined using the same formula (note the subscript Σ to distinguish the differential
on Σ from the one on M):
σΣDyn
(
(dΣAΣ,dΣA
′
Σ), (dΣ A˜Σ,dΣ A˜
′
Σ)
)
=
∫
Σ
A˜Σ ∧ dΣA
′
Σ − A˜
′
Σ ∧ dΣAΣ, (3.4)
for (dΣAΣ,dΣA
′
Σ), (dΣ A˜Σ,dΣ A˜
′
Σ) ∈ dΣ Ω
k−1,m−k−1(Σ). From its definition and using Stokes the-
orem, one can conclude that σΣDyn is both weakly non-degenerate and anti-symmetric. Therefore,
(dΣ Ω
k−1,m−k−1(Σ), σΣDyn) and (Dyn(M), σDyn) are isomorphic symplectic vector spaces.
The dynamical sector carries a natural duality isomorphism, the counterpart of (2.4), which
evidently preserves the symplectic structure σDyn:
ζDyn : Dyn
k(M) −→ Dynm−k(M), dA = ∗d A˜ 7−→ d A˜ = ∗d(−1)k(m−k)+1A. (3.5)
Remark 3.1. We just established a symplectic structure σDyn for the vector space Dyn
k(M),
the top-right corner of diagram (2.7); moreover, we introduced an isomorphic symplectic vector
space (dΩk−1,m−k−1(Σ), σΣDyn) corresponding to initial data on a (compact) spacelike Cauchy surface
Σ. Recall that (Ck(M ;Z), σ) is just a symplectic Abelian group, rather than a symplectic vector
space; therefore, in order to relate (Dynk(M), σDyn) to (C
k(M ;Z), σ), we will have to forget the
multiplication by scalars in Dynk(M) and turn σDyn into a T-valued bi-homomorphism, i.e. post-
compose it with the quotient R → T = R/Z. We will do so in Section 3.4 in order to identify
(Dynk(M), σDyn) as a direct summand of (C
k(M ;Z), σ)).
3.2 Torsion-free topological sector
The second contribution we consider for our decomposition of Ck(M ;Z) contains topological infor-
mation only. We quotient out the part related to torsion subgroups as those have to be treated
independently (and have their own interpretation, cf. [FMS07b]). This leads to the torsion-free topo-
logical sector, namely the Abelian group arising from the direct sum of the top-left and bottom-right
corners of diagram (2.7):
Topkfree(M)
.
=
Hk−1,m−k−1(M ;R)
Hk−1,m−k−1free (M ;Z)
⊕Hk,m−kfree (M ;Z). (3.6)
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Also Topkfree(M) has an equivalent description in terms of data specified on a (compact) spacelike
Cauchy surface Σ:
i∗Σ : Top
k
free(M)
≃
−→
Hk−1,m−k−1(Σ;R)
Hk−1,m−k−1free (Σ;Z)
⊕Hk,m−kfree (Σ;Z). (3.7)
This isomorphism, obtained by pulling cohomology classes back along iΣ : Σ → M , is just an in-
stance of homotopy invariance of cohomology groups. Further information can be found in [BBSS16,
Lem. 8.2].
We equip Topkfree(M) with a pairing σfree induced by the cup product ⌣ between cohomology
groups. The procedure to define σfree is similar to the one adopted in Section 2.3, namely we
introduce a pairing σΣfree on the right-hand-side of (3.7) and then we induce σfree on Top
k
free(M) via
the isomorphism (3.7). As a first step, following [BBSS15, (5.22)], we observe that the cohomological
cup product provides a bi-homomorphism of Abelian groups:
Hp(Σ;T)×Hm−p−1(Σ;Z) −→ Hm−1(Σ;T), (fΣ, ζΣ) 7−→ fΣ ⌣ ζΣ. (3.8)
Note that for dimensional reasons Hm−1(Σ;T) is naturally isomorphic to the quotient of Hm−1(Σ;R)
by its subgroup Hm−1free (Σ;Z), cf. (2.1). Therefore, repeating arguments 3. and 4. of Section 2.3 and
with the help of diagram (2.1), we can introduce the non-degenerate pairing
〈·, ·〉free :
Hp(Σ;R)
Hpfree(Σ;Z)
×Hm−p−1free (Σ;Z) −→ T, (uΣ, zΣ) 7−→ (µuΣ ⌣ ζΣ)[Σ], (3.9)
whereζΣ is any element of H
m−p−1(Σ;Z) such that q ζΣ = zΣ. This definition is well-posed on
account of the properties of the cup product. A suitable combination of the pairings 〈·, ·〉free for
different degrees provides
σΣfree :
(
Hk−1,m−k−1(Σ;R)
Hk−1,m−k−1free (Σ;Z)
⊕Hk,m−kfree (Σ;Z)
)
×
(
Hk−1,m−k−1(Σ;R)
Hk−1,m−k−1free (Σ;Z)
⊕Hk,m−kfree (Σ;Z)
)
−→ T,
(3.10a)
where
σΣfree
(
(u, u˜, z, z˜), (u′, u˜′, z′, z˜′)
)
(3.10b)
.
= 〈u˜Σ, z
′
Σ〉free − (−1)
k(m−k)〈uΣ, z˜
′
Σ〉free − 〈u˜
′
Σ, zΣ〉free + (−1)
k(m−k)〈u′Σ, z˜Σ〉free.
σΣfree is clearly antisymmetric and inherits non-degeneracy from 〈·, ·〉free. These properties are directly
transferred to the pairing σfree, defined on Top
k
free(M) as the pullback of σ
Σ
free along (3.7):
σfree
.
= σΣfree ◦ (i
∗
Σ × i
∗
Σ) : Top
k
free(M)× Top
k
free(M) −→ T. (3.11)
Notice that σfree is actually independent of the choice of Σ. In fact, for any choice of Cauchy
surface Σ, iΣ ∗[Σ] is the unique generator of Hm−1(M) ≃ Z. Summing up, the right-hand-side
of (3.7) equipped with σΣfree and (Top
k
free(M), σfree) are isomorphic symplectic Abelian groups. In
Section 3.4 we will identify (Topkfree(M), σfree) as a direct summand of the symplectic Abelian group
(Ck(M ;Z), σ).
As the dynamical sector, also (Topkfree(M), σfree) carries a counterpart of the duality isomorphism
(2.4):
ζfree : Top
k
free(M) −→ Top
m−k
free (M), (u, u˜, z, z˜) 7−→ (u˜, (−1)
k(m−k)+1u, z˜, (−1)k(m−k)+1z). (3.12)
Note that the one above is a natural isomorphism preserving σfree, hence duality is symplectically
implemented also on the torsion-free topological sector.
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3.3 Torsion topological sector
This is the last contribution we have to consider in order to decompose Ck(M ;Z). Again it contains
information of purely topological nature, but it is quite special in that it relates to the torsion part
of certain cohomology groups. An interpretation of these quantities in terms of non-commutativity
between electric and magnetic fluxes can be found in [FMS07a, FMS07b]. As in the previous
sections, we will provide two equivalent ways to describe the object of interest, related by an
isomorphism induced by the embedding iΣ : Σ → M of a (compact) spacelike Cauchy surface Σ
into the globally hyperbolic spacetime M . Subsequently, we will introduce a suitable symplectic
structure. We will refer to the Abelian group
Topktor(M)
.
= Hk,m−ktor (M ;Z) (3.13)
as the torsion topological sector. Since the embedding iΣ : Σ → M is a retraction, homotopy
invariance of cohomology implies that the restriction along iΣ induces an equivalent description of
Topktor(M) in terms of cohomology groups of the Cauchy surface Σ:
i∗Σ : Top
k
tor(M)
≃
−→ Hk,m−ktor (Σ;Z). (3.14)
Notice that this is an isomorphism of Abelian groups in contrast to (3.2), which is an isomorphism
of vector spaces.
Adopting the Cauchy surface point of view on Topktor(M), it is easy to construct a symplectic
structure, that essentially arises from the torsion linking form. We introduce a non-degenerate
T-valued pairing between Hptor(Σ;Z) and H
m−p
tor (Σ;Z) using (3.8) and (2.1):
〈·, ·〉tor : H
p
tor(Σ;Z)×H
m−p
tor (Σ;Z)→ T (tΣ, t
′
Σ) 7−→ (uΣ ⌣ j t
′
Σ)[Σ], (3.15)
for any uΣ ∈ H
p−1(Σ;T) such that β uΣ = tΣ. Notice that this definition is well-posed on account
of the properties of the cup product. Using 〈·, ·〉tor, we can introduce the bi-homomorphism:
σΣtor : H
k,m−k
tor (Σ;Z)×H
k,m−k
tor (Σ;Z) −→ T,
(
(tΣ, t˜Σ), (t
′
Σ, t˜
′
Σ)
)
−→ 〈t˜Σ, t
′
Σ〉tor − 〈t˜
′
Σ, tΣ〉tor. (3.16)
Since the pairing 〈·, ·〉tor is non-degenerate, also σ
Σ
tor is such. Furthermore, it is clearly antisymmetric,
hence (Hk,m−ktor (Σ;Z), σ
Σ
tor) is symplectic Abelian group. The isomorphism allows us to transfer σ
Σ
tor
to Topktor(M) by setting:
σtor
.
= σΣtor ◦ (i
∗
Σ × i
∗
Σ) : Top
k
tor(M)× Top
k
tor(M) −→ T. (3.17)
The argument that makes the definition in (3.11) independent of the choice of Cauchy surface can
be applied here too to show that also σtor does not depend on such choice. With the last equation,
we have endowed Topktor(M) with a natural symplectic structure, so that (Top
k
tor(M), σtor) is a
symplectic Abelian group.
Similarly to the dynamical and the torsion-free topological sectors, also the torsion topological
sector carries a natural duality isomorphism, compatible with the symplectic structure σtor:
ζtor : Top
k
tor(M) −→ Top
m−k
tor (M), (t, t˜) 7−→ (t˜, (−1)
k(m−k)+1t). (3.18)
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3.4 Symplectically orthogonal decomposition
Recall that M is an m-dimensional globally hyperbolic spacetime admitting a compact spacelike
Cauchy surface Σ. So far the assumption of a compact Cauchy surface was just meant to simplify
our presentation. In Theorem 3.4 this assumption will be used in a crucial way.
We will now present a procedure to decompose orthogonally (however not canonically) the
symplectic Abelian group (Ck(M ;Z), σ) into the three symplectic Abelian groups (Dynk(M), σDyn),
(Topkfree(M), σfree) and (Top
k
tor(M), σtor) introduced in the previous sections. To achieve this result,
we need to choose (non-canonical) splittings for the short exact sequences in (2.7). Before we prove
that splittings of the desired type actually exist, let us illustrate the assumptions that ensure the
compatibility of our decomposition with the relevant symplectic structures.
Lemma 3.2. Consider a commutative diagram
0

0

0

0 // A1
i1 //
a1

E1 p1
//
e1

B1 //
b1

π1
zz
0
0 // A2
i2 //
a2

E2
p2
//
e2

B2 //
b2

0
0 // A3
i3
//

α2
CC
E3 p3
//

B3 //

χ
``❇
❇
❇
❇
❇
❇
❇
❇
0
0 0 0
(3.19)
of Abelian groups whose rows and columns are short exact sequences and assume that π1, α2, χ split
the relevant short exact sequences, i.e.
p1 ◦ π1 = idB1 , a2 ◦ α2 = idA3 , b2 ◦ p2 ◦ χ = idB3 . (3.20)
Then
I
.
= e1 ◦ π1 + e1 ◦ i1 + χ+ i2 ◦ α2 : B1 ⊕A1 ⊕B3 ⊕A3 −→ E2 (3.21)
is an isomorphism of Abelian groups.
Proof. Commutativity of the bottom right square and the last identity of (3.20) entail that β2
.
=
p2 ◦ χ : B3 → B2 splits the left column, while π3
.
= e2 ◦ χ : B3 → E3 splits the bottom row.
Therefore, by exactness there exist unique homomorphisms β1 : B2 → B1, ι3 : E3 → A3 such that
β2 ◦ b2 + b1 ◦ β1 = idB2 , π3 ◦ p3 + i3 ◦ ι3 = idE3 . (3.22)
Similarly, the first two identities of (3.20) entail that there exist unique homomorphisms ι1 : E1 →
A1 and α1 : A2 → A1 such that
π1 ◦ p1 + i1 ◦ ι1 = idE1 , α2 ◦ a2 + a1 ◦ α1 = idA2 . (3.23)
Combining (3.22) and (3.23), we can also split the central column and row. In fact, introducing
ǫ2
.
= χ ◦ p3 + i2 ◦ α2 ◦ ι3 : E3 −→ E2, π2
.
= χ ◦ b2 + e1 ◦ π1 ◦ β1 : B2 −→ E2, (3.24)
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it is easy to confirm that e2 ◦ ǫ2 = idE3 and p2 ◦ π2 = idB2 . In particular, by exactness there exist
unique homomorphisms ǫ1 : E2 → E1, ι2 : E2 → A2 such that
π2 ◦ p2 + i2 ◦ ι2 = idE2, ǫ2 ◦ e2 + e1 ◦ ǫ1 = idE2 . (3.25)
With these preparations, we obtain a candidate for the inverse of I:
J
.
=
(
(p1, ι1)⊕ (p3, ι3)
)
◦ (ǫ1, e2) : E2 −→ B1 ⊕A1 ⊕B3 ⊕A3. (3.26)
To confirm that J is the inverse of I, observe that (3.24) entails the identities ǫ2 ◦ π3 = χ and
ǫ2 ◦ i3 = i2 ◦ α2, hence
I = (e1 + ǫ2) ◦
(
(π1 + i1)⊕ (π3 + i3)
)
: B1 ⊕A1 ⊕B3 ⊕A3 −→ E2. (3.27)
Using the splitting identities, we conclude that I◦J and J◦I are the appropriate identity morphisms.
In the specific case of (2.7), the splittings we are interested in are depicted in the diagram below:
0

0

0

0 // H
k−1,m−k−1(M ;R)
Hk−1,m−k−1
free
(M ;Z)
ν× ν
//
µ×µ

Tk(M ;Z)
d1
//
ι× ι

Dynk(M) //
⊆

η
vv
0
0 // Hk−1,m−k−1(M ;T)
κ×κ
//
β× β

Ck(M ;Z)
curv1 //
char× char

Ωk
Z
∩ ∗Ωm−k
Z
(M) //
([ · ],[∗−1 · ])

0
0 // Topktor(M) j× j
//

ξ
DD
Hk,m−k(M ;Z)
q×q
//

Hk,m−kfree (M ;Z)
//

χ
hh❘❘
❘❘❘
❘❘
❘❘
❘❘
❘❘
0
0 0 0
(3.28)
More explicitly, the splitting conditions read
(q× q) ◦ (char× char) ◦ χ = id
Hk,m−k
free
(M ;Z)
, (β × β) ◦ ξ = idTopktor(M)
, d1 ◦ η = idDynk(M) . (3.29)
Lemma 3.3. Let M be an m-dimensional globally hyperbolic spacetime admitting a compact space-
like Cauchy surface Σ. Assuming splittings χ : Hk,m−kfree (M ;Z) → C
k(M ;Z), η : Dynk(M) →
Tk(M ;Z) and ξ : Topktor(M) → H
k−1,m−k−1(M ;T) according to (3.28) and (3.29), the following
identities are fulfilled:
σ ◦
((
(ι× ι) ◦ η
)
×
(
(ι× ι) ◦ η
))
= σDyn, (3.30a)
σ ◦
((
(κ×κ) ◦ ξ
)
×
(
(κ×κ) ◦ ξ
))
= σtor, (3.30b)
σ ◦
(
(ι× ι)× (κ×κ)
)
= 0. (3.30c)
Furthermore, for each (u, u˜, z, z˜), (u′, u˜′, z′, z˜′) ∈ Topkfree(M), one has
σ
(
(ι× ι)(ν × ν)(u, u˜), χ(z′, z˜′)
)
+ σ
(
χ(z, z˜), (ι× ι)(ν × ν)(u′, u˜′)
)
= σfree
(
(u, u˜, z, z˜), (u′, u˜′, z′, z˜′)
)
.
(3.30d)
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Proof. It is easier to show the desired identities using the equivalent definition of the relevant sym-
plectic structures in terms of data on the Cauchy surface Σ. The proof relies uses (2.2) extensively.
Consider dA,dA′ ∈ Dynk(M) and denote the images of (ι× ι) η dA and (ι× ι) η dA′ along the iso-
morphism (2.9) by (ι[AΣ], ι[A˜Σ]) ∈ Hˆ
k,m−k(Σ;Z) and respectively by (ι[A′Σ], ι[A˜
′
Σ]) ∈ Hˆ
k,m−k(Σ;Z).
According to Section 2.3, to determine σ
(
(ι× ι) η dA, (ι× ι) η dA′
)
∈ T we have to consider
ι[A˜Σ] · ι[A
′
Σ]− ι[A˜
′
Σ] · ι[AΣ] = ι
[
A˜Σ ∧ curv ι[A
′
Σ]
]
− ι
[
A˜′Σ ∧ curv ι[AΣ]
]
= ι[A˜Σ ∧ dΣA
′
Σ]− ι[A˜
′
Σ ∧ dΣAΣ]. (3.31)
Notice the use of (2.2) to establish the first equality. Evaluation on the fundamental class [Σ] ∈
Hm−1(Σ) of Σ concludes the proof of the first identity of (3.30) once one recalls also Section 3.1
and (3.29), which entail
i∗Σ dA = i
∗
Σ d1 η dA = d1([A
′
Σ], [A˜
′
Σ]). (3.32)
A similar argument proves the second identity of (3.30) too.
To prove the third identity, consider ([AΣ], [A˜Σ]) ∈ Ω
k−1,m−k−1(Σ)/Ωk−1,m−k−1
Z
(Σ) and (uΣ, u˜Σ) ∈
Hk−1,m−k−1(Σ;T) and evaluate σΣ
(
(ι[AΣ], ι[A˜Σ]), (κ uΣ, κ u˜Σ)
)
. According to Section 2.3, this in-
volves the following computation:
ι[A˜Σ] · κuΣ − κ u˜Σ · ι[AΣ] = ι[A˜Σ ∧ curvκuΣ]− κ(u˜Σ ⌣ char ι[AΣ])
= ι[A˜Σ ∧ 0]− κ(u˜Σ ⌣ 0) = 0. (3.33)
Notice that we are again using (2.2).
For the last identity of (3.30), take (uΣ, u˜Σ), (u
′
Σ, u˜
′
Σ) ∈ H
k−1,m−k−1(Σ;R)/Hk−1,m−k−1free (Σ;Z)
and (z, z˜), (z′, z˜′) ∈ Hk,m−kfree (M ;Z) and introduce
(hΣ, h˜Σ)
.
= i∗Σ χ(z, z˜) ∈ Hˆ
k,m−k(Σ;Z), (h′Σ, h˜
′
Σ)
.
= i∗Σ χ(z
′, z˜′) ∈ Hˆk,m−k(Σ;Z), (3.34)
where (2.9) has been used. In view of Section 2.3 computing σΣ
(
(ι ν uΣ, ι ν u˜Σ), (h
′
Σ, h˜
′
Σ)
)
involves
the following calculation, based on (2.10) and (2.2):
ι ν u˜Σ · h
′
Σ − h˜
′
Σ · ι ν uΣ = κµ u˜Σ · h
′
Σ − h˜
′
Σ · κµuΣ
= κ(µ u˜Σ ⌣ char h
′
Σ)− (−1)
k(m−k) κ(µ uΣ ⌣ char h˜
′
Σ). (3.35)
On account of (3.29), we observe that the element (q× q)(char× char)(h′Σ, h˜
′
Σ) is precisely the
restriction (z′Σ, z˜
′
Σ) to Σ of (z
′, z˜′). Therefore, evaluating (3.35) on the fundamental class [Σ] ∈
Hm−1(Σ) of Σ and recalling (3.9), we obtain
σΣ
(
(ι ν uΣ, ι ν u˜Σ), (h
′
Σ, h˜
′
Σ)
)
= 〈u˜Σ, z
′
Σ〉free − (−1)
k(m−k)〈uΣ, z˜
′
Σ〉free. (3.36)
A similar argument shows that
σΣ
(
(hΣ, h˜Σ)
)
, (ι ν u′Σ, ι ν u˜
′
Σ)
)
= −〈u˜′Σ, zΣ〉free + (−1)
k(m−k)〈u′Σ, z˜Σ〉free. (3.37)
We conclude combining the last two equations and recalling Section 3.2.
Lemma 3.2 entails that the one defined below is an isomorphism of Abelian groups:
Dynk(M)⊕ Topkfree(M)⊕ Top
k
tor(M)
≃
−→ Ck(M ;Z), (3.38)(
dA, (u, u˜, z, z˜), (t, t˜)
)
7−→ (ι× ι)
(
η dA+ (ν× ν)(u, u˜)
)
+ χ(z, z˜) + (κ×κ) ξ(t, t˜).
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Furthermore, if we assume that the splittings fulfil the compatibility conditions
σ ◦ (χ×χ) = 0, σ ◦
((
(κ×κ) ◦ ξ
)
× χ
)
= 0, σ ◦
((
(ι× ι) ◦ η
)
× χ
)
= 0 (3.39)
with respect to the symplectic structure σ on Ck(M ;Z), recalling Lemma 3.3, we conclude that
(3.38) is also an isomorphism of symplectic Abelian groups. The symplectic structure on the source
is obtained combining those of each summand, cf. (3.3), (3.11) and (3.17). In fact, Lemma 3.3 and
(3.39) entail the following identity:
σ
(
(ι× ι) η dA+ (ι× ι)(ν × ν)(u, u˜) + χ(z, z˜) + (κ×κ) ξ(t, t˜),
(ι× ι) η dA′ + (ι× ι)(ν× ν)(u′, u˜′) + χ(z′, z˜′) + (κ×κ) ξ(t′, t˜′)
)
(3.40)
= σDyn(dA,dA
′) + σfree
(
(u, u˜, z, z˜), (u′, u˜′, z′, z˜′)
)
+ σtor
(
(t, t˜), (t′, t˜′)
)
. (3.41)
Theorem 3.4. Let M be an m-dimensional globally hyperbolic spacetime admitting a compact
spacelike Cauchy surface Σ. Then there exist splittings as per (3.28) and (3.29) fulfilling (3.39) and
compatible with dualities, cf. (2.4), (3.12), (3.18).
Proof. In practice, it is easier to work using the equivalent description of Ck(M ;Z) in terms of
initial data provided by the restriction along the embedding iΣ : Σ → M of the spacelike Cauchy
surface Σ into the spacetime M . In particular, we will construct the splittings with reference to
(2.10). The actual statement of the theorem is then obtained via the isomorphism relating (2.7) to
(2.10), see (2.9).
We start constructing χ : Hk,m−kfree (Σ;Z)→ Hˆ
k,m−k(Σ;Z) such that (q× q) ◦ (char× char) ◦ χ =
id
Hk,m−k
free
(Σ;Z)
and σΣ ◦ (χ×χ) = 0. By definition Hpfree(Σ;Z) is a free Abelian group. In particular,
we can choose bases
{zi : i = 1, . . . , n} ⊆ H
k
free(Σ;Z), {z˜i˜ : i˜ = 1, . . . , n˜} ⊆ H
m−k
free (Σ;Z). (3.42)
Since both q : Hp(Σ;Z)→ Hpfree(Σ;Z) and char : Hˆ
p(Σ;Z)→ Hp(Σ;Z) are surjective, we can choose
{hi : i = 1, . . . , n} ⊆ Hˆ
k(Σ;Z), {h˜′
i˜
: i˜ = 1, . . . , n˜} ⊆ Hˆm−k(Σ;Z) (3.43a)
such that
q char hi = zi, q char h˜
′
i˜
= z˜i˜. (3.43b)
By evaluation on the fundamental class [Σ] of Σ, we introduce a set of real numbers
{c˜ii : i˜ = 1, . . . , n˜, i = 1, . . . , n} ⊆ R : c˜ii mod Z = (h˜
′
i˜
· hi)[Σ]. (3.44)
Consider the non-degenerate pairing
Hm−k−1(Σ;R)×Hk(Σ;R) −→ R, (r˜, r) 7−→ (r˜ ⌣ r)[Σ] (3.45)
for cohomology with real coefficients on Σ. Since Hkfree(Σ;Z) is a lattice in H
k(Σ;R), {zi} is a basis
of Hk(Σ;R) too. Then we can select its dual basis via the non-degenerate pairing displayed above:
{r˜i : i = 1, . . . , n} ⊆ H
m−k−1(Σ;R) : (r˜i ⌣ zj)[Σ] = δij . (3.46)
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We define
{s˜i˜ : i˜ = 1, . . . , n˜} ⊆ H
m−k−1(Σ;R), {u˜i˜ : i˜ = 1, . . . , n˜} ⊆
Hm−k−1(Σ;R)
Hm−k−1free (Σ;Z)
(3.47a)
according to
s˜i˜
.
=
n∑
i=1
c˜ii r˜i, u˜i˜
.
= s˜i˜ mod H
m−k−1
free (Σ;Z). (3.47b)
By construction, one finds
(s˜i˜ ⌣ zi)[Σ] =
n∑
j=1
c˜ij(r˜j ⌣ zi)[Σ] = c˜ii. (3.48)
Therefore, setting also
{h˜i˜
.
= h˜′
i˜
− κµ u˜i˜ : i˜ = 1, . . . , n˜} ⊆ Hˆ
k,m−k(Σ;Z), (3.49)
we get
(h˜i˜ · hi)[Σ] = (h˜
′
i˜
· hi)[Σ]− (µ u˜i˜ ⌣ char hi)[Σ]
= c˜ii − (s˜i˜ ⌣ q char hi)[Σ] mod Z
= c˜ii − (s˜i˜ ⌣ zi)[Σ] mod Z = 0. (3.50)
Hence, the formula
χ : Hk,m−kfree (Σ;Z) −→ Hˆ
k,m−k(Σ : Z), (zi, 0) 7−→ (hi, 0), (0, z˜i˜) 7−→ (0, h˜i˜) (3.51)
uniquely specifies the sought homomorphism on the basis {(zi, 0), (0, z˜i˜) : i = 1, . . . , n, i˜ = 1, . . . , n˜}
of Hk,m−kfree (Σ;Z). The splitting χ can be made compatible with the dualities ζfree in (3.12) and ζ in
(2.4). In fact, it is sufficient to consider also
χ˜ : Hm−k,kfree (Σ;Z) −→ Hˆ
m−k,k(Σ : Z), (z˜i˜, 0) 7−→ (h˜i˜, 0), (0, zi) 7−→ (0, hi) (3.52)
to conclude that ζ ◦ ((ι ν× ι ν)× χ) = ((ι ν× ι ν)× χ˜) ◦ ζfree.
As a second step, we focus on the construction of
η : dΣ Ω
k−1,m−k−1(Σ) 7−→
Ωk−1,m−k−1(Σ)
Ωk−1,m−k−1
Z
(Σ)
(3.53)
such that (dΣ× dΣ)◦η = iddΣ Ωk−1,m−k−1(Σ) and σ
Σ ◦
((
(ι× ι)◦η
)
×χ
)
= 0. First of all, we observe
that a splitting η′ = η′1× η
′
2 exists. In fact, on account of [BSS14, Section A.1], we obtain η
′
1 and η
′
2
such that dΣ ◦ η
′
1 = iddΣ Ωk−1(Σ) and dΣ ◦ η
′
2 = iddΣ Ωm−k−1(Σ). Our goal is to define η as a suitable
modification of η′. For this purpose, we observe that Hp(Σ;R)/Hpfree(Σ;Z) is the Pontryagin dual of
Hm−p−1free (Σ;Z), cf. [BBSS15, Rem. 5.7]. In particular, recalling the definition of σ
Σ
free in (3.11), we
observe that
Hk−1,m−k−1(Σ;R)
Hk−1,m−k−1free (Σ;Z)
−→ Hk,m−kfree (Σ;Z)
⋆, (u, u˜) 7−→ σΣfree 7−→ σ
Σ
free
(
(u, u˜, 0, 0), ·
)
(3.54)
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provides the Pontryagin duality isomorphism. This observation allows us to define
∆η : dΣΩ
k−1,m−k−1(Σ) 7−→
Hk−1,m−k−1(Σ;R)
Hk−1,m−k−1free (Σ;Z)
(3.55a)
by setting
σΣfree
((
∆η(dΣA,dΣ A˜), 0, 0
)
, (0, 0, z, z˜)
) .
= σΣ
(
(ι× ι) η′(dΣA,dΣ A˜), χ(z, z˜)
)
(3.55b)
for each (dΣA,dΣ A˜) ∈ dΣΩ
k−1,m−k−1(Σ) and each (z, z˜) ∈ Hk,m−kfree (Σ;Z). In fact, for each
(dΣA,dΣ A˜), the right-hand side yields a group character on H
k,m−k
free (Σ;Z); hence, ∆η(dΣA,dΣ A˜)
fulfilling the defining condition displayed above exists and is unique. Notice that ∆η is actually the
Cartesian product of two homomorphisms exactly as η′ due to the fact that its defining equation
(3.55) does not mix components. Introducing:
η
.
= η′−(ν × ν) ◦∆η : dΣΩ
k−1,m−k−1(Σ) −→
Ωk−1,m−k−1(Σ)
Ωk−1,m−k−1
Z
(Σ)
(3.56)
and recalling also the last equation of Lemma 3.3, we find that η fulfils the desired requirement:
σΣ
(
(ι× ι) η(dA,d A˜), χ(z, z˜)
)
= σΣ
(
(ι× ι) η′(dA,d A˜), χ(z, z˜)
)
− σΣ
(
(ι× ι)(ν × ν)∆η(dA,d A˜), χ(z, z˜)
)
= σΣfree
((
∆η(dA,d A˜), 0, 0
)
, (0, 0, z, z˜)
)
− σΣfree
((
∆η(dA,d A˜), 0, 0
)
, (0, 0, z, z˜)
)
= 0. (3.57)
Once again η is the Cartesian product of two morphisms, namely its first component η1, which does
not depend on the second argument of η, and its second component η2, which is instead independent
of the first argument. It is now easy to confirm the compatibility with the dualities ζDyn of (3.5) and
ζ of (2.4) by introducing a second splitting whose components are obtained flipping the components
of the splitting constructed above:
η˜ : dΣΩ
m−k−1,k−1(Σ) −→
Ωm−k−1,k−1(Σ)
Ωm−k−1,k−1
Z
(Σ)
(dΣA,dΣ A˜) 7−→ (η2(dΣA), η1(dΣ A˜)). (3.58)
As a consequence, we find ζ ◦ (ι× ι) ◦ η = (ι× ι) ◦ η˜ ◦ ζDyn, which is the desired compatibility.
The last step consists in providing ξ : Hk,m−ktor (Σ;Z)→ H
k−1,m−k−1(Σ;T) such that (β×β)◦ ξ =
id
Hk,m−k
tor
(Σ;Z)
and σΣ ◦
((
(κ×κ) ◦ ξ
)
× χ
)
= 0. To start with, note that Hp−1(Σ;R)/Hp−1free (Σ;Z) is
a divisible group, so that there exists a splitting ξ′ = ξ′1× ξ
′
2 : H
k,m−k
tor (Σ;Z) → H
k−1,m−k−1(Σ;T).
It only remains to modify ξ′ in order to obtain the desired ξ. An argument similar to the one we
used to define ∆η, cf. (3.55), allows us to introduce
∆ξ : H
k,m−k
tor (Σ;Z) −→
Hk−1,m−k−1(Σ;R)
Hk−1,m−k−1free (Σ;Z)
(3.59a)
by setting
σΣfree
((
∆ξ(t, t˜), 0, 0
)
, (0, 0, z, z˜)
) .
= σΣ
(
(κ×κ) ξ′(t, t˜), χ(z, z˜)
)
(3.59b)
for each (t, t˜) ∈ Hk,m−ktor (Σ;Z) and each (z, z˜) ∈ H
k,m−k
free (Σ;Z). Now consider
ξ
.
= ξ′−(µ×µ) ◦∆ξ : H
k,m−k
tor (Σ;Z) −→ H
k−1,m−k−1(Σ;T). (3.60)
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Repeating the calculation in (3.57), one can confirm that ξ fulfils the desired property. By the same
argument valid for ∆η, ∆ξ is a Cartesian product of two morphisms and so is ξ. Introducing a new
splitting with flipped components
ξ˜ : Hm−k,ktor (Σ;Z) −→ H
m−k−1,k−1(Σ;T), (t, t˜) 7−→ (ξ2 t, ξ1 t˜), (3.61)
one can confirm that ζ ◦ (ι× ι) ◦ ξ = (ι× ι) ◦ ξ˜ ◦ ζtor, which expresses the compatibility between the
splittings ξ and ξ˜ and the dualities ζ of (2.4) and ζtor of (3.18).
Remark 3.5. While for generic (m,k) the question does not make sense, for m = 2k one would like
to find a splitting that is self-compatible with duality (Theorem 3.4 only guarantees the existence
of a second splitting that agrees with the first one after duality). This question can be answered
by finding splittings whose components are two copies of the same morphism. To illustrate how to
achieve this result, let us find a suitable splitting of the form
χ = χ1×χ2 : H
k,k
free(Σ;Z) −→ Hˆ
k,k(Σ;Z) (3.62)
with χ1 = χ2. Adopting the notation of the proof of Theorem 3.4, we consider dual bases
{zi : i = 1, . . . , n} ⊆ H
k
free(Σ;Z), {r˜i : i = 1, . . . , n} ⊆ H
k−1(Σ;R) (3.63)
and we choose arbitrarily
{h′i : i = 1, . . . , n} ⊆ Hˆ
k(Σ;Z) such that q charh′i = zi. (3.64)
Selecting a collection of real numbers
{cij ∈ [0, 1) : i, j = 1, . . . , n} such that cij mod Z = (h
′
i · h
′
j)[Σ], (3.65)
one concludes that cij = (−1)
k2cji, hence the set
{
hi
.
= h′i − κµ
n∑
j=1
1
2 cij r˜j : i = 1, . . . , n
}
(3.66)
satisfies the condition (hi · hj)[Σ] = 0. Therefore we obtain the desired splitting specifying
χ1 = χ2 : H
k
free(Σ;Z) −→ Hˆ
k(Σ;Z), zi 7−→ hi. (3.67)
Similar conclusions follow for the other relevant splittings. In particular, one obtains a symplectically
orthogonal decomposition also for the self-dual theory, which has been investigated in [BBSS16, Sect.
7].
4 Quantization and states
The goal of the present section is to construct quantized C∗-algebras of observables for the sym-
plectic Abelian group Ck(M), the dynamical sector Dynk(M), the torsion-free topological sector
Topkfree(M) and the torsion topological sector Top
k
tor(M). With Corollary 4.3 we will show that the
decomposition of Theorem 3.4 has a quantum counterpart in terms of an appropriate tensor product
of C∗-algebras. This allows us to define a state on the quantized C∗-algebra associated to Ck(M)
by defining states on the C∗-algebras associated to each sector, cf. Proposition 4.6, Proposition 4.8
and Proposition 4.11. In particular, for the dynamical sector we construct a Hadamard state (this
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feature is not of interest for the other sectors). In terms of induced GNS representations, one obtains
Hilbert spaces equipped with isomorphisms implementing the duality ζ : Ck(M ;Z)→ Cm−k(M ;Z)
of (2.4). In particular, for m = 2k, these isomorphisms arise as unitary transformations. In Section
4.3 we will study in detail the GNS representation induced by the state on the torsion-free topolog-
ical sector Topkfree(M) and we will make further comments on it in Remark 4.10. The main results
of this section are summarized in Theorem 4.13.
4.1 Quantization
We quantize the symplectic Abelian group Ck(M ;Z) implementing canonical commutation relations
of Weyl type, thus obtaining a C∗-algebra of observables. In view of the symplectically orthogonal
decomposition constructed in the previous section, we obtain an analogous factorization at the level
of C∗-algebras. The analysis that we are going to present applies to any symplectically orthogonal
decomposition. Although we are interested in applying it to Ck(M ;Z), Dynk(M), Topkfree(M) and
Topktor(M), it is more convenient to work in the general setting, applying it to the case in hand only
at the end. Let G1, G2 be Abelian groups equipped with a presymplectic form
σi : Gi ×Gi −→ T, i = 1, 2, (4.1)
i.e. an antisymmetric bi-homomorphism. For i = 1, 2 one forms the unital ∗-algebra A(Gi) generated
by the symbols {W (gi), gi ∈ Gi} and subject to the defining relations
W (gi)
∗ =W (−gi), W (gi)W (g
′
i) = exp(2πi σi(gi, g
′
i))W (gi + g
′
i). (4.2)
Each of these algebras can be equipped with the following norm, defined in [MSTV73]:
‖ · ‖1 : A(Gi) −→ R,
∥∥∥ N∑
j=1
αjW (gj)
∥∥∥
1
.
=
N∑
j=1
|αj |, (4.3)
where we consider arbitrary (but finite) linear combinations of the generators of A(Gi). Upon
completion, we obtain Banach ∗-algebras
B(Gi)
.
= (A(Gi), ‖ · ‖1), i = 1, 2. (4.4)
On the other hand, taking (G1 ⊕G2, σ) as our starting point, where we define
σ((g1, g2), (g
′
1, g
′
2))
.
= σ1(g1, g
′
1) + σ2(g2, g
′
2), (4.5)
for all (g1, g2), (g
′
1, g
′
2) ∈ G1⊕G2, the same procedure can be repeated, resulting first in the ∗-algebra
A(G1 ⊕ G2) and then in the Banach ∗-algebra B(G1 ⊕ G2). The latter comes together with two
canonical homomorphisms of Banach ∗-algebras
ιi : B(Gi) −→ B(G1 ⊕G2), i = 1, 2, (4.6)
which are completely specified by their action on generators, namely ι1(W (g1))
.
= W (g1, 0) for all
g1 ∈ G1 and similarly for ι2(W (g2))
.
= W (0, g2) for all g2 ∈ G2. Furthermore, we can consider
the algebraic tensor product B(G1) ⊗ B(G2). This is a ∗-algebra with respect to the product
and the involution that are defined componentwise by the counterparts on each factor. We equip
B(G1)⊗B(G2) with the norm
‖a‖⊗ˆ = inf
(
N∑
k=1
‖ak,1‖1 ‖ak,2‖1
)
, a ∈ B(G1)⊗B(G2). (4.7a)
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The infimum is taken over all possible presentations of a as
a =
N∑
k=1
a1,k ⊗ a2,k, (4.7b)
with ai,k ∈ B(Gi). The completion of B(G1) ⊗ B(G2) with respect to (4.7) leads to a Banach
∗-algebra [Gui65] denoted by
B(G1)⊗ˆB(G2). (4.8)
Since (4.2) and (4.5) entail that ι1(a1) ι2(a2) = ι2(a2) ι1(a1) for each a1 ∈ B(G1), a2 ∈ B(G2),
recalling the universal property of ⊗ˆ, cf. [Gui65], we obtain a Banach ∗-algebra morphism
I : B(G1)⊗ˆB(G2) −→ B(G1 ⊕G2), (4.9a)
uniquely specified by
I(a1 ⊗ a2) = ι1(a1) ι2(a2) (4.9b)
for ai ∈ B(Gi). Our goal is to show that I is an isomorphism of Banach ∗-algebras. It suffices to
exhibit its inverse. In fact, consider the ∗-homomorphism
J : A(G1 ⊕G2) −→ B(G1)⊗B(G2), (4.10a)
defined on generators by
J(W (g1, g2)) =W (g1)⊗W (g2), (4.10b)
for gi ∈ Gi. From (4.3) and (4.7), one obtains the inequality
‖J(a)‖⊗ˆ ≤ ‖a‖1 (4.11)
for all a ∈ A(G1 ⊕ G2), which entails that J can be uniquely extended to a Banach ∗-algebra
morphism after taking the completions on codomain and domain. With a slight abuse of notation,
we denote this extension by
J : B(G1 ⊕G2) −→ B(G1)⊗ˆB(G2). (4.12)
A direct inspection of the definitions of I and J unveils that
I ◦ J = idB(G1⊕G2), J ◦ I = idB(G1)⊗ˆB(G2), (4.13)
which is tantamount to saying that I is an isomorphism of Banach ∗-algebras. In other words,
B(G1⊗G2) is isomorphic to B(G1)⊗ˆB(G2). To conclude our analysis we need to move to the level of
C∗-algebras. To this end we recall that, to each unital Banach ∗-algebra, one can assign functorially
its canonical enveloping C∗-algebra, see [Dix77, Sect. 2.7]. This functor, which will be denoted by
C∗, is the left-adjoint of the forgetful functor from unital C∗-algebras to unital Banach ∗-algebras.
We consider the C∗-algebras C∗(B(Gi)), i = 1, 2, C
∗(B(G1 ⊕G2)) and C
∗(B(G1)⊗ˆB(G2)). Having
already established that B(G1 ⊕G2) is isomorphic via (4.10) to B(G1)⊗ˆB(G2), by functoriality it
follows that
C
∗(B(G1 ⊕G2)) ≃ C
∗(B(G1)⊗ˆB(G2)). (4.14)
Following [Gui65], we introduce a C∗-norm ‖ · ‖⊗ˇ on the algebraic tensor product C1 ⊗ C2 of two
C∗-algebras C1, C2 as the least upper bound of all C
∗-subcross seminorms. The C∗-algebra C1⊗ˇC2
obtained by completion with respect to ‖·‖⊗ˇ is characterized by the following universal property: If
ψi : C1 → C3 (i = 1, 2) are two commuting morphisms of unital C
∗-algebras from Ci into C3, then
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there exists a unique C∗-algebra morphism Ψ : C1⊗ˇC2 → C3 such that Ψ(c1 ⊗ c2) = ψ1(c1)ψ2(c2)
for all c1 ∈ C1 and for all c2 ∈ C2. The following property relates ⊗ˆ and ⊗ˇ via C
∗ [Gui65]: given
two unital Banach ∗-algebras, the enveloping C∗-algebra of their ⊗ˆ-tensor product is naturally
isomorphic to the ⊗ˇ-tensor product of their enveloping C∗-algebras. Therefore we obtain
C
∗(B(G1)⊗ˆB(G2)) ≃ C
∗(B(G1))⊗ˇC
∗(B(G2)). (4.15)
Summing up, we have the following:
Proposition 4.1. Let (G1, σ1) and (G2, σ2) be two presymplectic Abelian groups. Then there is a
canonical isomorphism of C∗-algebras:
C
∗(B(G1 ⊕G2)) ≃ C
∗(B(G1))⊗ˇC
∗(B(G2)). (4.16)
Remark 4.2. We observe that, as a consequence of [Dix77, Prop. 2.7.1], for a (pre)symplectic
Abelian group G, the C∗-enveloping algebra associated to B(G) is isomorphic to the C∗-algebra
associated to G defined in [MSTV73], which encodes the Weyl canonical commutation relations.
For this reason, we will indicate C∗(B(G)) with the symbol W(G). In particular, this observation
entails that the quantization prescription considered in [BDHS14, BBSS16] is equivalent to the one
adopted here.
The preceding analysis can be applied to the scenario of interest to us. Introducing
W(Ck(M ;Z))
.
= C∗(B(Ck(M ;Z))), W(Dynk(M))
.
= C∗(B(Dynk(M))),
W(Topkfree(M))
.
= C∗(B(Topkfree(M))), W(Top
k
tor(M))
.
= C∗(B(Topktor(M))) (4.17)
and recalling the symplectically orthogonal decomposition in (3.38), as well as Proposition 4.1, we
conclude that the C∗-algebra of observables W(Ck(M ;Z)) can be factorized as a ⊗ˇ-tensor product
of three contributions:
Corollary 4.3. The following is an isomorphism of C∗-algebras:
W(Ck(M ;Z)) ≃W(Dynk(M))⊗ˇW(Topkfree(M))⊗ˇW(Top
k
tor(M)). (4.18)
Remark 4.4. The dualities ζ, ζDyn, ζfree, ζtor, cf. (2.4), (3.5), (3.12), (3.18), have quantum coun-
terparts
W(ζ) : W(Ck(M ;Z)) −→W(Cm−k(M ;Z)), W (h, h˜) 7−→ W (ζ(h, h˜)), (4.19a)
W(ζDyn) : W(Dyn
k(M ;Z)) −→W(Dynm−k(M ;Z)), W (dA) 7−→ W (ζDyn(dA)), (4.19b)
W(ζfree) : W(Top
k
free(M ;Z)) −→W(Top
m−k
free (M ;Z)), W (u, u˜, z, z˜) 7−→ W (ζfree(u, u˜, z, z˜)),
(4.19c)
W(ζtor) : W(Top
k
tor(M ;Z)) −→W(Top
m−k
tor (M ;Z)), W (t, t˜) 7−→ W (ζtor(t, t˜)) (4.19d)
at the C∗ algebra level defined as the unique extensions of the obvious formulas given on generators.
The compatibility between splittings and dualities stated in Theorem 3.4 and in Remark 3.5 induce
an analogous property between the factorization of Corollary 4.3 and the quantum dualities of
(4.19).
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4.2 States for the dynamical sector
With Corollary 4.3 we have established a factorization of the algebra of observables induced by
the symplectically orthogonal splitting in (3.38). This allows us to define states on W(Ck(M ;Z))
by assigning a state on each of the ⊗ˇ-tensor factors. We start from the dynamical sector, cf.
Section 3.1, i.e. we look for a Hadamard state on W(Dynk(M)). Our approach is motivated by the
following proposition, where the requirement of a compact Cauchy surface is inessential and can be
easily removed by introducing differential forms with timelike compact support, see e.g. [Ben16] for
analogous results in this more general case (we refrain from this level of generality here):
Proposition 4.5. Let M be an m-dimensional globally hyperbolic spacetime (admitting a compact
Cauchy surface) and consider the causal propagator G : Ωpc(M) → Ω
p(M) for the normally hyper-
bolic differential operator ✷ .= δ d+d δ defined on p-forms (see [BGP, Ba¨r15]). Then the following
is an isomorphism of vector spaces:
L :
Ωkc (M)
Ωkc,d(M)⊕ Ω
k
c,δ(M)
−→ Dynk(M), [ρ] 7−→ d(Gδ ρ) = ∗d
(
(−1)mk+1G ∗ d ρ
)
, (4.20)
where the subscripts d and δ denote the kernels of d : Ωkc (M) → Ω
k+1
c (M) and respectively of
δ : Ωkc (M)→ Ω
k−1
c (M).
Proof. First of all, notice that L is well-defined. In fact, this follows from the fact that G is the
causal propagator for ✷ on p-forms and that both d and ∗ intertwine ✷ (defined on forms of suitable
degrees). In particular, one obtains dGδ = G(✷− δ d) = − δ Gd on k-forms with compact support.
This confirms that L is well-defined and that the equality displayed in its definition holds true.
To confirm injectivity, let us consider ρ ∈ Ωkc (M) such that Gd δ ρ = 0. Then by the properties
of the causal propagator, see e.g. [BGP], there exists α ∈ Ωkc (M) such that ✷α = d δ ρ. In particular,
dα = 0 and δ ρ = δ α. Since also Gδ d ρ = 0, a similar argument allows us to find α˜ ∈ Ωkc (M) such
that δ α˜ = 0 and d ρ = d α˜. Combining these results, one has the identity
✷ρ = δ dα+ d δ α˜ = ✷(α+ α˜), (4.21)
therefore ρ = α+ α˜ ∈ Ωkc,d(M)⊕ Ω
k
c,δ(M).
To show that L is also surjective, consider dA = ∗d A˜ ∈ Dynk(M). Without loss of generality,
we can assume that δ A = 0 and δ A˜ = 0 (this corresponds to fixing the Lorenz gauge, as in
[Ben16] for example). With this further assumption, dA = ∗d A˜ entails that ✷A = 0 and ✷A˜ = 0.
Therefore we find α ∈ Ωk−1c (M) and α˜ ∈ Ω
m−k−1
c (M) such that Gα = A and Gα˜ = A˜. From
dA = ∗d A˜ it follows that there exists ρ ∈ Ωkc (M) such that dα− ∗d α˜ = ✷ρ. Evaluating the left
and the right hand side on d δ, one obtains ✷dα = d δ dα = ✷d δ ρ, hence dα = d δ ρ. This allows
us to conclude that dA = dGδ ρ. Since L is clearly linear, we conclude that L is an isomorphism
of vector spaces as claimed.
The isomorphism in Proposition 4.5 can be promoted to one of symplectic vector spaces. In
fact, we can equip the vector space
Ωkc (M)Dyn
.
=
Ωkc (M)
Ωkc,d(M)⊕ Ω
k
c,δ(M)
(4.22)
with a symplectic structure as follows:
τDyn : Ω
k
c (M)Dyn × Ω
k
c (M)Dyn −→ R, ([ρ], [ρ
′]) 7−→
∫
M
ρ ∧ ∗Gd δ ρ′. (4.23)
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Notice that there are other equivalent formulas defining τDyn:
−
∫
M
d ρ ∧ ∗Gd ρ′ =
∫
M
ρ ∧ ∗Gd δ ρ′ =
∫
M
δ ρ ∧ ∗Gδ ρ′. (4.24)
These identities, which follow from the fact that d and its formal adjoint δ intertwine the causal
propagators, show that τDyn is well-defined. To confirm that τDyn is antisymmetric recall that ✷
is formally self-adjoint, hence the causal propagator G is formally anti-selfadjoint. Being also non-
degenerate (to prove it one argues as for injectivity in Proposition 4.5), τDyn is indeed a symplectic
form. With a quite standard, although lengthy, computation, one checks that the isomorphism
L is compatible with the symplectic structures τDyn and σDyn, respectively defined on the source
and on the target. This calculation is based on Stokes theorem and on the properties of the
retarded/advanced Green operators G± : Ωpc → Ω
p(M) for ✷ : Ωp(M)→ Ωp(M):
τDyn([ρ], [ρ
′]) =
∫
J+
M
(Σ)
✷G−ρ ∧ ∗dGδ ρ′ +
∫
J−
M
(Σ)
✷G+ρ ∧ ∗dGδ ρ′
=
∫
Σ
δ Gρ ∧ ∗dGδ ρ′ −
∫
Σ
dGδ ρ′ ∧ ∗dGρ
= σDyn(d(Gδ ρ),d(Gδ ρ
′)), (4.25)
where Σ is a Cauchy surface of M while J±M (Σ) denotes its causal future/past. For later reference,
let us observe how ζDyn of (3.5) looks like from this point of view:
ζDyn : Ω
k
c (M)Dyn −→ Ω
m−k
c (M)Dyn, [ρ] 7−→ [(−1)
k(m−k) ∗ ρ]. (4.26)
This alternative, yet equivalent, perspective on the symplectic vector space Dynk(M) suggests us how
to introduce a two-point function that will be later used to define a Hadamard state onW(Dynk(M)).
In fact, due to [SV01], one always obtains a Hadamard two-point function Wk ∈ Ω
2k
c (M ×M)
′
associated to ✷ : Ωk(M) → Ωk(M). For example, when dealing with ultra-static spacetimes, one
way to achieve this result is to adopt the so-called positive frequencies prescription, which leads to
the ground state (see e.g. [Wal94]). Then, mimicking the formula for the symplectic form τDyn, one
is induced to regard Wk ◦(id⊗ d δ) as a natural candidate for the two-point function of the quantum
field theory corresponding to Dynk(M).
For the sake of concreteness, let us focus on the case of an ultra-static globally hyperbolic
spacetime M admitting a compact Cauchy surface Σ. This means that we can present M as
M ≃ R×Σ, g = − d t⊗ d t+ h, (4.27)
where h is a Riemannian metric on Σ (constant in t ∈ R). This allows us to decompose differential
forms on M in terms of sections of the pullbacks along the projection π2 : M → Σ of the bundles∧p T ∗Σ of skew-symmetric p-cotensors over Σ. Specifically, one has:
Ωk(M) = Γ
(
M,π∗2
k∧
T ∗Σ
)
⊕ dt ∧ Γ
(
M,π∗2
k−1∧
T ∗Σ
)
. (4.28)
With respect to this decomposition, ✷ takes the form
✷(ωΣ + d t ∧ ωt) = (∂
2
t ωΣ +△ωΣ) + d t ∧ (∂
2
t ωt +△ωt). (4.29)
This allows us to use the spectral calculus associated to the Hodge-de Rham Laplacian △ =
δΣ dΣ+dΣ δΣ on Σ (note that differential, codifferential and Hodge dual are indicated with a sub-
script Σ whenever they refer to the geometry of the Cauchy surface Σ, instead of that of the whole
22
spacetime M). In particular, for p-forms on Σ we have the Hodge decomposition into harmonic,
exact and coexact contributions:
Ωp(Σ) = Hp(Σ)⊕ dΣΩ
p−1(Σ)⊕ δΣΩ
p+1(Σ). (4.30)
We denote the projections on the harmonic part and the projection on its orthogonal complement
by:
πp
H
: Ωp(Σ) −→ Hp(Σ), πp⊥ : Ω
p(Σ) −→ dΣΩ
p−1(Σ)⊕ δΣΩ
p+1(Σ). (4.31)
With these preparations, we can write down a quite explicit formula for the causal propagator G
associated to ✷ acting on Ωk(M). Regarding ρΣ and ρt as smoothly R-parametrized differential
forms on Σ, i.e. t ∈ R 7→ ρΣ(t, ·) ∈ Ω
k(Σ) and t ∈ R 7→ ρt(t, ·) ∈ Ω
k−1(Σ), we obtain
G : Ωkc (M) −→ Ω
k(M),
ρΣ + d t ∧ ρt 7−→ GH π
k
H ρΣ +G⊥ π
k
⊥ ρΣ + d t ∧ (GH π
k−1
H
ρt +G⊥ π
k−1
⊥ ρt), (4.32a)
where
(GH αH)(t, ·) =
∫
R
(t− t′)αH(t
′, ·) d t′, (4.32b)
(G⊥ α⊥)(t, ·) =
∫
R
△−
1
2 sin(△
1
2 (t− t′))α⊥(t
′, ·) d t′, (4.32c)
for αH, α⊥ ∈ Γc(M,π
∗
2
∧p T ∗Σ) such that, for each t ∈ R, αH(t, ·) ∈ Hp(Σ) and α⊥(t, ·) ∈
dΣΩ
p−1(Σ)⊕ δΣΩ
p+1(Σ).
Following an approach inspired by [FP03], we introduce a bidistribution Wk ∈ Ω
2k
c (M ×M)
′
where only the part orthogonal to the harmonic one contributes:
Wk : Ω
k
c (M)⊗ Ω
k
c (M) −→ C
(ρΣ + d t ∧ ρt)⊗ (ρ
′
Σ + d t ∧ ρ
′
t) 7−→W⊥(π
k
⊥ ρΣ ⊗ π
k
⊥ ρ
′
Σ)−W⊥(π
k−1
⊥ ρt ⊗ π
k−1
⊥ ρ
′
t), (4.33a)
where
W⊥(α⊥ ⊗ α
′
⊥) =
∫
R
∫
R
〈
α⊥(t, ·),
1
2△
− 1
2 exp(−i△
1
2 (t− t′))α′⊥(t
′, ·)
〉
d t d t′, (4.33b)
for α⊥, α
′
⊥ ∈ Γc(M,π
∗
2
∧p T ∗Σ) (p = k − 1, k) such that, for each t ∈ R, α⊥(t, ·), α′⊥(t, ·) ∈
dΣΩ
p−1(Σ) ⊕ δΣΩ
p+1(Σ), and where 〈·, ·〉 denotes the L2-scalar product on Ωp(Σ). A straight-
forward computation allows us to confirm that Wk is a bisolution of ✷. In fact, for α⊥, α
′
⊥, as
above we have
W⊥((∂
2
t α⊥ +△α⊥)⊗ α
′
⊥) = W⊥(α⊥ ⊗ (∂
2
t α
′
⊥ +△α
′
⊥)) = 0. (4.34)
The argument illustrated in [FP03, Appendix B] allows us to conclude that Wk fulfils the microlocal
spectrum condition (recall that Wk is a ✷-bisolution whose antisymmetric part differs from −iG
only for the harmonic contribution, which is smooth). Using Wk we introduce
ω2
.
= (id⊗ d δ)Wk = Wk ◦ (id⊗ d δ) ∈ Ω
2(m−k)
c (M ×M)
′. (4.35)
Recalling that for each ω ∈ Ωk(M) one has
d δ(ωΣ + d t ∧ ωt) = dΣ δΣ ωΣ + dΣ ∂tωt + d t ∧ (∂
2
t ωt + dΣ δΣ ωt + δΣ ∂tωΣ), (4.36a)
δ d(ωΣ + d t ∧ ωt) = ∂
2
t ωΣ + δΣ dΣ ωΣ − dΣ ∂tωt + d t ∧ (δΣ dΣ ωt − δΣ ∂tωΣ), (4.36b)
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one can confirm that
ω2 = (d δ⊗ id)Wk. (4.37)
Furthermore, since Wk is a bisolution of ✷, it follows that
ω2 = −(id⊗ δ d)Wk = −(δ d⊗ id)Wk. (4.38)
Similarly, recalling that for each ω ∈ Ωp(M) one has
d(ωΣ + d t ∧ ωt) = dΣ ωΣ + d t ∧ (∂tωΣ − dΣ ωt), (4.39a)
δ(ωΣ + d t ∧ ωt) = δΣ ωΣ + ∂tωt − d t ∧ δΣ ωt, (4.39b)
one shows also that
ω2 = (δ⊗ δ)Wk−1 = −(d⊗ d)Wk+1. (4.40)
These observations entail that ω2 vanishes both on closed and on coclosed forms, thus yielding
ω2 : Ω
k
c (M)Dyn ⊗ Ω
k
c (M)Dyn −→ C, [ρ]⊗ [ρ
′] 7−→ ω2(ρ⊗ ρ
′). (4.41)
Notice that the antisymmetric part of ω2 agrees with τDyn:
ω2([ρ]⊗ [ρ
′]− [ρ′]⊗ [ρ]) = −i τDyn([ρ], [ρ
′]) (4.42)
for all [ρ], [ρ′] ∈ Ωk(M)Dyn. Eq. (4.40) is also crucial to confirm that ω2 inherits the microlocal
spectrum condition from Wk+1. In fact, we are going to show that
WF(ω2) = WF(Wk+1). (4.43)
First of all, notice that the principal symbol of d⊗ d is the homomorphism of vector bundles over
M ×M :
σd⊗ d : T
∗(M ×M)⊗
( k∧
T ∗M ⊠
k∧
T ∗M
)
−→
k+1∧
T ∗M ⊠
k+1∧
T ∗M)
(k, k′)⊗ (ω ⊗ ω′) 7−→ (k ∧ ω)⊗ (k′ ∧ ω′). (4.44)
In particular, it follows that (k, k′) ∈ T ∗(M ×M) belongs to the characteristic set Char(d⊗ d) if
and only if precisely one between k and k′ vanishes. Then the microlocal spectrum condition for
Wk+1 entails that WF(Wk+1)∩Char(d⊗ d) = ∅. Taking into account also [Ho¨r03, Ch. 8], we have
the chain of inclusions WF(ω2) ⊆ WF(Wk+1) ⊆ WF(ω2) ∪ Char(d⊗ d). Therefore (4.43) follows,
showing that ω2 inherits the microlocal spectrum condition from Wk+1.
To summarize, we constructed a bidistribution ω2 that fulfils the microlocal spectrum condition,
that descends to the quotient in Ωkc (M)Dyn and that is compatible with the canonical commutation
relations encoded in W(Dynk(M)). A straightforward computation conducted expanding (4.40)
allows us to confirm that ω2 is also non-negative, cf. [FP03] for a similar argument:
ω2([ρ]⊗ [ρ]) ≥ 0 (4.45)
for all [ρ] ∈ Ωkc (M)Dyn. In fact, introducing also the projections
πpd : Ω
p(Σ) −→ dΣ Ω
p−1(Σ), πpδ : Ω
p(Σ) −→ δΣ Ω
p+1(Σ), (4.46)
24
that decompose πp⊥ as π
p
⊥ = (π
p
d, π
p
δ ) and recalling (4.39), for all ρ, ρ
′ ∈ Ωkc (M) one obtains
ω2(ρ⊗ ρ
′) = Wk−1(δ ρ⊗ δ ρ
′)
= W⊥
(
πk−1δ (δΣ ρΣ + ∂tρt)⊗ π
k−1
δ (δΣ ρ
′
Σ + ∂tρ
′
t)
)
+W⊥
(
πk−1d (∂tρt)⊗ π
k−1
d (∂tρ
′
t)
)
−W⊥
(
πk−2δ (δΣ ρt)⊗ π
k−2
δ (δΣ ρ
′
t)
)
= W⊥
(
πk−1δ (δΣ ρΣ + ∂tρt)⊗ π
k−1
δ (δΣ ρ
′
Σ + ∂tρ
′
t)
)
≥ 0, (4.47)
where the two contributions appearing in the third line cancel out due to
W⊥
(
πk−2δ (δΣ ρt)⊗ π
k−2
δ (δΣ ρ
′
t)
)
=
∫
R
∫
R
〈πk−1d ρt,
1
2△
1
2 exp(−i△
1
2 (t− t′))πk−1d ρ
′
t〉 d t d t
′
= W⊥
(
πk−1d (∂tρt)⊗ π
k−1
d (∂tρ
′
t)
)
. (4.48)
We are now in a position to define the desired state on W(Dynk(M)):
Proposition 4.6. Let M be an m-dimensional globally hyperbolic spacetime with compact Cauchy
surface and recall Proposition 4.5. Then
ωDyn : W(Dyn
k(M)) −→ C, W (L[ρ]) 7−→ exp
(
− 2π ω2([ρ] ⊗ [ρ])
)
. (4.49)
is a state on the C∗-algebra W(Dynk(M)) that fulfils the microlocal spectrum condition. Furthermore,
for the state on W(Dynk(M)) and its analogue on W(Dynm−k(M)), one has
ωDyn ◦W(ζDyn) = ωDyn, (4.50)
where W(ζDyn) : W(Dynk(M))→ W(Dynm−k(M)) is the duality introduced in Remark 4.4.
Proof. We have shown that ω2 is a bidistribution 1) that fulfils the microlocal spectrum condition,
2) that descends to the quotient Ωk(M)Dyn ≃ Dyn
k(M), 3) whose antisymmetric part coincides with
−i τDyn (which is equivalent to −i σDyn under the isomorphism of Proposition 4.5, cf. (4.25)), 4) that
is non-negative. Therefore ωDyn will be a “Hadamard state” for the C
∗-algebra W(Dynk(M)) as soon
as we confirm that it is sufficient to specify it on the generators of the ∗-algebra A(Dynk(M)), cf.
Section 4.1. Note that it is positive and normalized on A(Dynk(M)). Furthermore, it is immediate
to check continuity with respect to ‖ · ‖1 because the exponential factor is bounded from above by
1. In particular, ωDyn can be extended to the ‖ · ‖1-completion of A(Dyn
k(M)), i.e. the Banach
∗-algebra B(Dynk(M)). By a standard property of the enveloping C∗-algebra [Dix77, Prop. 2.7.4],
the representations of W(Dynk(M)) = C∗(B(Dynk(M))) are in bijective correspondence with those
of B(Dynk(M)). Therefore it is sufficient to specify ωDyn on A(Dyn
k(M)) (as we did) in order to
obtain a unique canonical extension to W(Dynk(M)).
To confirm that our prescription for the construction of ωDyn is compatible with W(ζDyn) :
W(Dynk(M)) → W(Dynm−k(M)), let us observe that, on account of a similar property of the L2-
scalar product on Ωp(Σ), for all α⊥ ∈ Γc(M,π
∗
2
∧p T ∗Σ) and β⊥ ∈ Γc(M,π∗2 ∧m−p−1 T ∗Σ) such that,
for all t ∈ R, α⊥(t, ·) ∈ dΣ Ω
p−1(Σ) ⊕ δΣΩ
p+1(Σ) and β⊥(t, ·) ∈ dΣΩ
m−p−2(Σ) ⊕ δΣΩ
m−p(Σ), one
has
W⊥(α⊥ ⊗ ∗Σβ⊥) = W⊥((−1)
mp ∗Σ α⊥ ⊗ β⊥), (4.51)
As a direct consequence, for all [ρ], [ρ′] ∈ Ωkc (M)Dyn one finds
ω2(ζDyn[ρ]⊗ ζDyn[ρ
′]) = Wm−k−1(δ ∗ρ⊗ δ ∗ρ
′) = −Wk+1(d ρ⊗ d ρ
′) = ω2([ρ] ⊗ [ρ
′]). (4.52)
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Notice that we used (4.26) and (4.40) for the first step, (4.51) for the second one and again (4.40) to
conclude. In particular, this entails the desired claimed relation between the state on W(Dynk(M))
and the state on W(Dynm−k(M)).
Remark 4.7. To conclude this section, we observe that ωDyn has been constructed so to be a ground
state, as per [SV00, App. A].
4.3 States for the torsion-free topological sector
In this section we exhibit a state on W(Topkfree(M)) commenting, in particular, on its significance.
Recalling Section 4.1, we have thatW(Topkfree(M)) is the enveloping C
∗-algebra associated to the Ba-
nach ∗-algebra B(Topkfree(M)) obtained as the ‖ · ‖1-completion of the ∗-algebra A(Top
k
free(M)). Re-
calling also Section 3.2, we denote the generators of A(Topkfree(M)) by W (u, u˜, z, z˜) for (u, u˜, z, z˜) ∈
Topkfree(M).
Proposition 4.8. Let ωfree : W(Topkfree(M))→ C be the linear functional specified by
ωfree(W (u, u˜, z, z˜)) =
{
1 if z = 0, z˜ = 0,
0 otherwise.
(4.53)
Then ωfree is a state on the C∗-algebra W(Topkfree(M)). Furthermore the state on W(Top
k
free(M))
and its analogue on W(Topm−kfree (M)) are compatible with the duality W(ζfree) : W(Top
k
free(M)) →
W(Topm−kfree (M)) introduced in Remark 4.4, i.e.,
ωfree ◦W(ζfree) = ωfree. (4.54)
Proof. The functional is normalized since the unit inW(Topkfree(M)) is the elementW (0, 0, 0, 0) and,
by definition, ωfree(W (0, 0, 0, 0)) = 1. To prove positivity, let I be an index set of finite cardinality
and let a =
∑
i∈I αiW (ui, u˜i, zi, z˜i), where αi ∈ C and (ui, u˜i, zi, z˜i) ∈ Top
k
free(M) for all i ∈ I.
Without loss of generality, we assume (ui, u˜i, zi, z˜i) 6= (uj , u˜j , zj , z˜j) for all i, j ∈ I such that i 6= j.
Set i ∼ j if and only if zi = zj and z˜i = z˜j . Clearly, ∼ is an equivalence relation. Let I˜ = I/ ∼ and
let us indicate with i˜ the equivalence class of i ∈ I. Using (3.11) and (4.53), we obtain
ωfree(a
∗ a) =
∑
i˜∈I˜
∣∣∣∑
i∈i˜
αi exp
(
2πi σ
(
(ui, u˜i, 0, 0), (0, 0, zi , z˜i)
))∣∣∣2 ≥ 0, (4.55)
which guarantees the positivity of ωfree. Furthermore, ωfree is clearly continuous with respect to the
norm ‖ · ‖1, hence it induces a unique state on the Banach ∗-algebra B(Top
k
free(M)). By [Dix77,
Prop. 2.7.4] this provides a unique representation, hence a state, also on the enveloping C∗-algebra
W(Topkfree(M)) = C
∗(B(Topkfree(M))).
To confirm that our prescription is compatible with duality note that the last two components of
ζfree(u, u˜, z, z˜) ∈ Top
m−k
free (M) vanish if and only if the last two components of (u, u˜, z, z˜) ∈ Top
k
free(M)
vanish. Therefore ωfree(W(ζfree)W (u, u˜, z, z˜)) = ωfree(W (u, u˜, z, z˜)), leading to the conclusion.
Observe that the state is not faithful: by direct inspection of (4.53) one finds 0 6= a ∈
W(Topkfree(M)) such that ωfree(a
∗ a) = 0. For example, such an a is given by
a =W (0, 0, z, z˜)− exp
(
2πi σfree
(
(0, 0, z, z˜), (u, u˜, z, z˜)
))
W (u, u˜, z, z˜). (4.56)
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Remark 4.9. A faithful alternative to ωfree is the state ω˜free : W(Top
k
free(M))→ C defined by
ω˜free(W (u, u˜, z, z˜)) =
{
1 if u = 0, u˜ = 0, z = 0, z˜ = 0,
0 otherwise.
(4.57)
Although the GNS representation induced by ω˜free is faithful, ωfree leads to a more appealing inter-
pretation, which is why we regard it as our prime example.
In order to explain why we regard (4.53) as our prime example, we construct the associated GNS
representation. The Gelfand ideal Ikfree ⊆W(Top
k
free(M)) of ωfree is precisely generated by elements
of W(Topkfree(M)) of the form (4.56). Hence the GNS Hilbert space is the completion
H
k
free
.
= Dkfree (4.58a)
of the pre-Hilbert space
D
k
free
.
= W(Topkfree(M))/I
k
free = spanC{|z, z˜〉 : (z, z˜) ∈ H
k,m−k(M ;Z)} (4.58b)
equipped with the scalar product
〈 · | · 〉 : Dkfree ×D
k
free −→ C, 〈z
′, z˜′|z, z˜〉
.
= ωfree
(
W (0, 0, z′, z˜′)∗W (0, 0, z, z˜)
)
(4.58c)
induced by ωfree, where for notational convenience we set
|z, z˜〉
.
= [W (0, 0, z, z˜)] ∈W(Topkfree(M))/I
k
free. (4.58d)
The GNS representation associated to ωfree is defined by
πkfree : W(Top
k
free(M)) −→ BL(H
k
free), W (u, u˜, z, z˜) 7−→ π
k
free(W (u, u˜, z, z˜)), (4.59a)
where πkfree(W (u, u˜, z, z˜)) acts on H
k
free according to
πkfree(W (u, u˜, z, z˜)) : H
k
free −→ H
k
free, (4.59b)
|z′, z˜′〉 7−→ exp
(
2πi σfree
(
(u, u˜, 0, 0), (0, 0, z + 2z′, z˜ + 2z˜′)
))
|z + z′, z˜ + z˜′〉.
As a by-product, the cyclic vector of the GNS representation is |0, 0〉. Furthermore, one observes
that generators of the form W (u, u˜, 0, 0) act on H kfree by multiplication with a phase that depends
linearly on u and u˜, while those of the form W (0, 0, z, z˜) act on H kfree by shift:
Φk(u, u˜)
.
= πkfree(W (u, u˜, 0, 0)), Σ
k(z, z˜)
.
= πkfree(W (0, 0, z, z˜)). (4.60)
In particular, it holds that
Φk : Hk−1,m−k−1(M ;R)/Hk−1,m−k−1free (M ;Z) 7−→ BL(H
k
free), (u, u˜) 7−→ Φ
k(u, u˜) (4.61)
is a strongly continuous family of unitary operators linearly parametrized by the quotient of
Hk−1,m−k−1(M ;R) by Hk−1,m−k−1free (M ;Z). In particular, for each (r, r˜) ∈ H
k−1,m−k−1(M ;R), Stone’s
theorem provides an unbounded densely defined self-adjoint operator
P k(r, r˜) : Dkfree → H
k
free, |z, z˜〉 7−→ 2 σ˜free
(
(r, r˜, 0, 0), (0, 0, z, z˜)
)
|z, z˜〉 (4.62)
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that generates t ∈ R 7→ Φk (t(r, r˜)) = exp
(
2πit P k(r, r˜)
)
. Here σ˜free is the lift of σfree defined by
σ˜free :
(
Hk−1,m−k−1(M ;R)⊕Hk,m−kfree (M ;Z)
)×2
−→ R, (4.63)(
(r, r˜, z, z˜), (r′, r˜′, z′, z˜′)
)
7−→(ι∗Σr˜ ⌣ ι
∗
Σz
′)[Σ]− (−1)k(m−k)(ι∗Σr ⌣ ι
∗
Σz˜
′)[Σ]
− (ι∗Σr˜
′ ⌣ ι∗Σz)[Σ] + (−1)
k(m−k)(ι∗Σr
′ ⌣ ι∗Σz˜)[Σ]
in terms of the cohomological pairing on Σ introduced in (3.45). Notice that these operators precisely
detect the values of z and z˜, which correspond to magnetic and electric fluxes [BBSS16, FMS07a,
FMS07b]. As such, we regard the operators P k(r, r˜) as flux observables (for r = 0 only the magnetic
flux is tested, conversely for r˜ = 0 only the electric flux). The shift operators instead are precisely
those modifying such fluxes (adding z to the magnetic flux and z˜ to the electric one). Because
of this appealing interpretation, that resembles the quantum mechanical description of a system
formed by point particles freely moving on the circle with momenta (z, z˜), we regard ωfree as our
prime example of state for the torsion-free topological sector.
Remark 4.10. We already observed that the duality W(ζfree) : W(Top
k
free(M))→W(Top
m−k
free (M))
preserves the states ωfree defined on the source and the target, cf. Proposition 4.8. As a consequence,
we obtain the isomorphism
Ukfree : H
k
free −→ H
m−k
free , |z, z˜〉 7−→ |z˜, (−1)
k(m−k)+1z〉 (4.64)
between the GNS Hilbert spaces. Ukfree implements the dualityW(ζfree) : W(Top
k
free(M))→W(Top
m−k
free (M))
of Remark 4.4 at the level of GNS representations:
Ukfree πfree(·) (U
k
free)
−1 = πfree ◦W(ζfree). (4.65)
As a by-product, we obtain that the operators in (4.60) and (4.62) are intertwined by these iso-
morphisms. In particular, for m = 2k, this allows us to interpret Ukfree as the unitary operator on
H kfree that interchanges magnetic and electric fluxes (with a sign that accounts for the appropriate
degrees):
P k(r˜, (−1)k
2+1r)Ukfree = U
k
free P
k(r, r˜). (4.66)
Additional natural operations related to duality and in particular to the unitary operator Ukfree can
be defined straightforwardly, cf. [Cap16, Sect. 4.2] for a detailed analysis.
4.4 States for the torsion topological sector
On the torsion topological sector we introduce a state similar to the one of Remark 4.9. Examples
of spacetimes for which this sector is non-trivial are illustrated in [BBSS16, FMS07a, FMS07b].
Proposition 4.11. Let ωtor : W(Topktor(M))→ C be the linear functional specified by
ωtor(W (t, t˜)) =
{
1 if t = 0, t˜ = 0,
0 otherwise.
(4.67)
Then ωtor is a faithful state on the C∗-algebra W(Topktor(M)). Furthermore, for the state on
W(Topktor(M)) and its analogue on W(Top
m−k
tor (M)), one has
ωtor ◦W(ζtor) = ωtor, (4.68)
where W(ζtor) : W(Topktor(M))→W(Top
m−k
tor (M)) denotes the duality introduced in Remark 4.4.
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Proof. Normalization and continuity with respect to ‖ · ‖1 are immediate. For positivity, consider
a =
∑
i∈I αiW (ti, t˜i), where I is a finite set that labels (ti, t˜i) ∈ Top
k
tor(M) faithfully, meaning that
i 6= j implies (ti, t˜i) 6= (tj , t˜j). Then one finds
ωtor(a
∗ a) =
∑
i∈I
|αi|
2 ≥ 0. (4.69)
Then by the same argument presented in the proof of Proposition 4.8, we obtain the state ωtor on the
C∗-algebra W(Topktor(M)). The identity displayed above also shows that the state ωtor is faithful.
Furthermore, ωtor on W(Top
k
tor(M)) and its analogue on W(Top
m−k
tor (M)) are clearly related by ζtor.
In fact, (t, t˜) = 0 ∈ Topktor(M) if and only if ζtor(t, t˜) = 0 ∈ Top
m−k
tor (M).
Remark 4.12. Notice that, passing to the GNS representations associated to ωtor onW(Top
k
tor(M))
and on W(Topm−ktor (M)), we would obtain an isomorphism implementing the duality ζtor between
the GNS Hilbert spaces. The procedure is identical to the one of Remark 4.10. In fact, whenever the
states satisfy a relation such as the one in (4.68), the above mentioned Hilbert space isomorphism
is just a by-product of the GNS construction. In particular, for m = 2k this leads to duality being
unitarily implemented at the GNS level.
We are now in a position to state and prove the main result of Section 4:
Theorem 4.13. Let M be an m-dimensional globally hyperbolic spacetime M with compact Cauchy
surface. Then via the factorization of Corollary 4.3 we obtain a state
ω : W(Ck(M ;Z)) 7−→ C (4.70)
by tensoring the states
ωDyn : W(Dyn
k(M))→ C, ωfree : W(Top
k
free(M))→ C, ωtor : W(Top
k
tor(M))→ C (4.71)
of Propositions 4.6, 4.8 and 4.11. In addition, this construction is compatible with the duality
W(ζ) : W(Ck(M ;Z))→W(Cm−k(M ;Z)) of Remark 4.4, namely the states on the source and on the
target are related by
ω ◦W(ζ) = ω. (4.72)
Furthermore, the state on the dynamical sector W(Dynk(M)) fulfils the microlocal spectrum condi-
tion.2
Proof. By Corollary 4.3 we obtain a state onW(Ck(M ;Z)) by assigning one on the ⊗ˇ-tensor product
of the C∗-algebras W(Dynk(M)), W(Topkfree(M)) and W(Top
k
tor(M)), cf. [Gui65] and Section 4.1.
By [Gui65] two commuting representations (one for each factor) on a common Hilbert space provide
a unique representation of the ⊗ˇ-tensor product. Since it is always possible to merge via the tensor
product the carrier Hilbert spaces associated to two representations into a single counterpart on
which the original representations act on one component and trivially on the other (hence they com-
mute), it is sufficient for us to provide a representation of each ⊗ˇ-tensor factor. Indeed, this amounts
to assigning a state on each sector, namely on W(Dynk(M)), W(Topkfree(M)) and W(Top
k
tor(M)) re-
spectively. This task is accomplished by Propositions 4.6, 4.8 and 4.11. In particular, Proposition
4.6 provides a Hadamard state.
2Notice that the microlocal spectrum condition only makes sense on W(Dynk(M)). The other sectors only possess
“finitely many” degrees of freedom. In fact, they correspond to group characters on a finite dimensional Abelian Lie
group (the topological configuration space), which is isomorphic to the Cartesian product of a finite dimensional torus
and a discrete group.
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Concerning the behaviour with respect to the duality W(ζ) : W(Ck(M ;Z))→W(Cm−k(M ;Z)),
we observe that Propositions 4.6, 4.8 and 4.11 provide relations similar to (4.72) for each ⊗ˇ-tensor
factor. Furthermore, in Remark 4.4 we observed that the factorization of Corollary 4.3 intertwines
the duality W(ζ) with the ⊗ˇ-tensor product of the dualities W(ζDyn), W(ζfree) and W(ζtor). There-
fore, the claim follows from the definition of ω.
Remark 4.14. Although we do not explicitly pursue this goal here, let us mention that our analysis
can be straightforwardly adapted to the case of self-dual configurations. In particular, one obtains
an analogue of Theorem 4.13. However, this requires some care in the presence of torsion. In fact,
one should keep in mind that the symplectic structure in the self-dual subtheory is not only the
restriction of the symplectic structure σ on Ck(M ;Z) defined in (2.14), but it has to be rescaled by
1/2. This has to be done in order to avoid artificial degeneracies in the torsion topological sector
that would otherwise show up whenever a Z2-factor is present. Refer to [BBSS16, Sect. 7] for further
information about self-dual Abelian gauge fields.
4.5 An example: the Lorentz cylinder
In the last section, we discuss explicitly a simple but instructive example. Additional ones are
present in [Cap16]. We consider the so-called Lorentz cylinder M = R × S1 (notice that our
convention is to set the length, and not the radius, of the circle to 1). Introducing the standard
coordinates (t, θ), we endow M with the ultra-static metric g = − d t⊗d t+dθ⊗dθ. In addition, we
focus our attention on the degree k = 1. Since H0(S1;Z) ≃ Z ≃ H1(S1;Z), it ensues that Top1tor(M)
is trivial, while Top1free(M) ≃ T
2 ⊕ Z2. Furthermore, Dyn1(M) = dC∞(M) ∩ ∗dC∞(M). Hence,
as a consequence of Corollary 4.3, the C∗-algebra of observables consists of two factors only:
W(C1(M ;Z)) ≃W(Dyn1(M))⊗ˇW(Top1free(M)). (4.73)
A state thereon is completely specified by assigning it independently on each factor of the tensor
product. While the one associated to W(Top1free(M)) is nothing but (4.53), we can find a more
explicit formula for the two-point function on the dynamical sector Dyn1(M).
Let us take ρ, ρ′ ∈ Ω1c(M). Starting from (4.40), we consider W0. (4.39) shows that δρ =
δS1ρS1 + ∂tρt, where we regard t 7→ ρS1(t, ·) and t 7→ ρt(t, ·) as smoothly R-parametrized differential
forms on S1. In addition, recalling (4.31), it holds that
π0⊥(δρ) =
∑
n>0
cn(t) cos(2πnθ) + dn(t) sin(2πnθ), (4.74)
where
cn(t)
.
= 2
∫ 1
0
cos(2πnθ′) δρ(t, θ′) dθ′, dn(t)
.
= 2
∫ 1
0
sin(2πnθ′) δρ(t, θ′) dθ′. (4.75)
By writing the same expression for ρ′, we can now evaluate directly (4.33) obtaining:
ω2([ρ] ⊗ [ρ
′]) = W0(δ ρ⊗ δ ρ
′) = W⊥(π
0
⊥(δρ) ⊗ π
0
⊥(δρ
′))
=
∑
n>0
1
4πn
(
δ̂ρ(n, n) δ̂ρ′(−n,−n) + δ̂ρ(n,−n) δ̂ρ′(−n, n)
)
, (4.76)
where [ρ], [ρ′] ∈ Ω1c(M)Dyn and
δ̂ρ(n,m) =
∫
R
dt
∫ 1
0
dθ e−2πinte2πimθδρ(t, θ), (4.77)
for all integers m,n.
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Remark 4.15. Observe that (4.76) and the ensuing ωDyn identify a ground state for the underlying
dynamical theory. At first glance, this might appear as a contradiction to the renowned no-go result
for the existence of ground states for a massless scalar field on a two-dimensional globally hyperbolic
spacetime, see for example [SCH13]. The origin of such obstruction lies in the presence of an infrared
singularity, which is reflected in the contribution of the 0-mode in the Fourier expansion of the two-
point function. It is noteworthy that our implementation of Abelian duality automatically removes
such pernicious feature as one can infer by direct inspection of (4.76), where the mode n = 0 is not
present.
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