ABSTRACT Data hiding technology plays an important role in many areas related to people's life, such as military and medical images. However, it is difficult to obtain high embedding capacity in compressed images, and it may cause obvious image distortion. Also, the target image's file size should be controlled, as a significant increase in file size may cause the interceptor's attention. In the field of data hiding, many people have proposed feasible solutions. However, considering the visual quality and embedding rate of images, more improvements are needed. In this paper, the histogram shift is used to realize data hiding of JPEG images. The secret message bits are embedded in the high-frequency coefficients to ensure a higher embedding rate, and the high-frequency coefficients are obtained by histogram distribution. The optimal threshold is used to select a discrete cosine transform (DCT) coefficient sub-block that is suitable to embed the secret message and further improve the visual quality of the target image. The experiments show that our solution is significantly better than the most advanced technology in terms of embedding rate and visual quality.
I. INTRODUCTION
Joint Photographic Experts Group (JPEG) is a kind of the images in a compressed format, which not only achieves high compression ratios but also high visual quality. At present, this format is the most commonly used picture format for mobile devices such as mobile phones and cameras. It is widely stored and transmitted on the network, becoming a hot spot in the multimedia industry. With the widespread use of JPEG format pictures in life, data hiding technology in JPEG pictures is becoming more and more crucial. It is widely used in medical [1] , [2] , military and other fields to achieve image archive management, image authentication, image privacy, and other functions.
Privacy protection [4] , [5] is increasingly essential in life, and data hiding is one of the effective means of privacy protection. Data hiding is to hide secret information in its information carrier and uses the insensitivity of human senses to information and the redundancy of the carrier itself to achieve the invisible information embedding. According to the purposes of application, typical data hiding schemes
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can be divided into reversible data hiding [6] , [7] , digital watermarking [9] , and steganography [12] . The reversible data hiding scheme can recover the carrier and hidden data excellently, and the steganography pays attention to the intangibility of the hidden data. Digital watermarking focuses on the ability to extract secret data from target images, therefore the need for robustness is far greater than the recoverability of the carrier.
Histogram shift is one of the most successful methods in reversible data hiding. It was first proposed by Chen et al. [6] in 2006. The basic idea is to shift the pixel between the peak point and the zero point of the image histogram. This process generates a histogram gap and then embeds information in the histogram gap. Since the information embedding process has little changes to the carrier image, the information hiding scheme based on the histogram modification can maintain high carrier image quality after embedding the information.
Lee et al. [15] made use of the features of differential image histogram to improve the image, fine-tuned the image pixel value and improved the embedding capacity. Yan et al. [16] modified the histogram of the difference image based on the first and second highest histogram peaks of the image. Not only can tamper with positioning but also increase the embedding capacity and operating efficiency relative to [15] . Many studies combine histograms and prediction error techniques to generate more evenly distributed prediction histograms using advanced prediction techniques. Secret messages are embedded by extending and moving the predicted extended histogram. Luo et al. [17] used the differences between the interpolation and the corresponding pixel value to extend the residual value by adding the embedded bit, which has the characteristics of small distortion and large capacity. However, this method has the problem of significant information overhead. Hu et al. [18] proposed a scheme to optimize the histogram, embedding the message into the generated PE sequence Gaussian mixture, which is superior to the similar existing methods in prediction accuracy and final embedding performance. Yin et al. [20] used the block histogram shift (BHS) method of self-hiding peak pixels to implement data hiding operation of multi-level encrypted pictures based on stream cipher and Joseph traversal. Compared with the algorithm for predicting error [19] , the algorithm has higher embedding load, better decryption image quality, and error-free recovery.
Huang et al. [3] proposed a JPEG image reversible data hiding scheme based on histogram shifting, and block selection strategy is used to achieve the effect of adaptive selection of DCT coefficients for data hiding. Compared with the previous method, this method improves the embedding capacity and visual quality of the target image. However, when embedding data into texture images, the visual quality is not ideal. Xie et al. [21] improved [3] by extending the internal coefficients for some blocks and reducing the movement of external coefficients, which improved not only the embedding rate but also the image quality.
Through the threshold judgment, the coefficient block that has less influence on the image is adequately selected for the embedding operation. The length of the auxiliary information is effectively controlled, therefore even if a small amount of information is embedded, the auxiliary information has little effects on the visual quality. Based on the above observations, we propose a data hiding scheme based on histogram shift. The innovations between the scheme in this paper and other schemes are as follows: 1) the appropriate AC coefficient is selected according to the histogram as an internal coefficient to expand, and the invalid shift of the external coefficient is effectively avoided. 2) the scheme guarantees a higher embedding capacity of the picture while ensuring visual quality, and also has an advantage in terms of file size.
The remainder of this paper is organized as follows: In section II, we present the preliminaries including JPEG and DCT coefficients. In section III, we propose a reversible data hiding method and explain in detail the principle of data embedding and extraction. Then, in section IV, we give the experimental results and discuss them in comparison with existing algorithms. In section V, we review related work on existing data hiding. Finally, we conclude in section VI.
II. PRELIMINARIES A. JPEG COMPRESSION OVERVIEW
JPEG is a common standard compression method for digital images. Figure 1 shows the main steps from the original image to the compressed image. First, the input image is divided into several sub-blocks. Then, each sub-block is encoded by an encoder with discrete cosine transform, quantization processing and entropy. Discrete cosine transform is another form of Fourier transform. 
B. CHOOSING THE COEFFICIENT FOR DATA HIDING
For JPEG files, the data hiding coefficient can be determined according to the following three steps when the histogram shift-based method is adopted: First, the coefficient histogram should be obtained, and the quantized DCT coefficient histogram is very easy to get for JPEG images. Second, the internal and external coefficients need to be distinguished. The regions associated with the peak are named as the internal regions, and the corresponding elements are called as the internal coefficients. The rest are named as the external regions, and the corresponding elements are called as the external coefficients. The last step is to ensure that after embedding the message bit, the external coefficient and the internal coefficient can still be distinguished, to achieve the extraction of the message bits.
Reference [22] shows that even slight changes in the quantized DC coefficient will lead to visual distortion of the smooth area, and the embedding capacity is very limited, therefore the data hiding algorithm we proposed is only for the quantized AC coefficient histogram. Through observation, we found that in JPEG images with different quality factors, the AC coefficients with the value of ''0'' are concentrated in the high-frequency part of the image.
If the ''0'' coefficient is selected for modification, on the one hand, excessive expansion coefficient will lead to severe image distortion, and on the other hand, the stroke in the run length coding of the AC coefficient is increased, thus leading to the size of the target image not being proportional to the number of embedded bits. Based on considerations of visual quality and size of the image, we chose an AC coefficient with a non-zero value for data hiding. Considering the embedding rate of the image, if the low-frequency non-zero AC coefficient is selected for hiding, the binary bit stream carried by the image will be less. Therefore, we chose the non-zero coefficient within the range of 2 as the internal coefficient, which can better balance the relationship between the embedding rate and image quality.
C. CRITERIA FOR EVALUATING THE DATA HIDING SCHEMES
Among applications such as archive management and image verification, some special data needs to be hidden in JPEG format files for transmission. Data hiding algorithms try to provide users with a reliable way to carry. And through some mechanisms, users can get a target image with high visual quality, and can extract these special data completely and accurately. Therefore, an efficient data hiding algorithm should have the following characteristics:
1) HIGH EMBEDDING CAPACITY
The increase of embedding capacity often causes image distortion. The algorithm should embed more data as much as possible while ensuring image quality.
2) HIGH IMPERCEPTIBILITY
The difference between the original image and the target image obtained by data hiding should be as small as possible, and it is usually measured by peak signal-to-noise ratio (PSNR). The higher PSNR value means the better imperceptibility.
3) ACCEPTABLE SIZE INCREASE
The increased file size between the mark image and the original image should be controlled within an acceptable range. Otherwise, a small number of message bits are embedded, and the file size may be significantly increased.
III. PROPOSED SCHEME
Based on the method from Huang, the data hiding algorithm of the JPEG image is improved to ensure that the marked image still has higher visual quality and smaller file size after embedding the secret message bits with a larger capacity.
A. DATA HIDING BY MODIFYING THE COEFFICIENTS C = {C 1 , C 2 , . . . C N }, C represents the set of all quantized AC coefficients in the original image, and N is the number of elements in the set. The proposed algorithm takes into account the non-zero ac coefficients with amplitude less than 2, and other coefficients remain unchanged in the process of data hiding. The specific data hiding algorithm can be described as follows:
(1)
In (2), C i and C i represent AC coefficients before and after embedding message bits, respectively. And b ∈ {0,1} indicates the embedded message bit we are about to embed. In the proposed algorithm, the internal coefficient is the AC coefficient with the absolute value of 1 and 2. According to the above formula, the expanded internal coefficient is still the value with the absolute value of 1 and 2, so there is no need to shift the external coefficient, and the coefficient histogram can distinguish them. Figure 2 intuitively describes the process of changing the coefficients of the DCT coefficients during embedding. In this process, no coefficients are modified except for the internal coefficients, so most of the coefficients remain unchanged. The modified internal coefficient is extended by at most one bit, so it is possible to ensure a high visual quality of the target image.
FIGURE 2. Example of data embedding.
However, there is a large correlation between the pixels of the JPEG image and the quantized DCT coefficients. Improper modification of the coefficients is likely to cause distortion of the target image, hence the selection of the region in which the secret information is embedded is very important. For the frequency sensitivity in the human visual characteristics, the resolution for the higher frequency portion is lower, that is, the sensitivity to the modification is lower. After the JPEG compression, the high-frequency region contains the most zero AC coefficient. Huang et al. found that blocks with more 0 AC coefficients may contain more internal coefficients and fewer external coefficients. Therefore, a packet sorting method based on zero AC coefficients is proposed. The 8×8 DCT coefficient block with more zero AC coefficients is preferentially selected for data embedding, which reduces the invalid shift of the external coefficients. Our strategy effectively guarantees image quality and avoids the marked file size increasing significantly. In this scheme, a similar block sorting strategy is used. The more the number of blocks with zero AC coefficient, the higher the embedding priority. The method for judging whether the embedding standard is satisfied is as follows:
According to the magnitude relationship between the zero coefficient and the threshold T z (0 T 63), all coefficient blocks are divided into embeddable blocks and nonembedded blocks, and S is the number of coefficients with the value of (1, −1, 2, −2) in all embeddable blocks. L is the message bit to be embedded, l 1 is the number of bits required to represent the L value, and l 2 is the number of bits required to represent T z . In order to ensure that the proposed method can extract the hidden data completely, it is necessary to embed the effective embedded capacity length L and the embedded priority judgment condition range T z as auxiliary messages. We use the size of 512 × 512 gray image experiment, so can be embedded in the maximum capacity of not more than 2 18 , so desirable l 1 = 18, l 2 = 5, the auxiliary information is 23 bits.
The method of data extraction is the inverse process of hiding secret information. Firstly, the embedded sub-block and the non-embedded sub-block in the image are distinguished according to the auxiliary message, and then the embedded binary stream is obtained from the embedded sub-block according to the extraction algorithm. The extraction algorithm can be described as:
In (4), b' denotes the message bit to be extracted. When the hidden image has a DCT coefficient value of 1 or −1, the secret information bit 0 can be extracted; when the hidden image has a DCT coefficient value of 2 or −2, the secret information bit 1 can be extracted. A block of DCT coefficient embedded in the message is given in Fig.3 , the yellow portion is the extended position. According to the proposed extraction method, a binary stream of values (1,1,0,0,1,0,1,1,1,0,1,1) can be extracted in zig-zag order.
B. DATA EMBEDDING
Combined with the data embedding formula, the data is hidden unconsciously in the JPEG image.
The process of embedding information has the following steps:
Step 1: The original image is divided into several 8×8 sub-blocks. All sub-blocks are entropy decoded to obtain quantized DCT coefficients, counting the number of internal coefficients, if the number of message bits L is less than the internal coefficients, perform the second step. Otherwise, the image embedding capacity will be limited and cannot be fully embedded.
Step 2: Count the number of AC coefficients with a value of 0 in each sub-block (denoted as N 0 ), calculate T z according to Eq. (3), and then embed the auxiliary message (i.e., message length L and threshold T z ) into the DCT coefficient block according to the zig-zag scanning manner. Since there are fewer auxiliary messages, it can be embedded in a well-defined location, such as the first DCT coefficient block.
Step 3: DCT coefficient blocks of 8×8 are divided into two groups according to the threshold: embeddable blocks (i.e. N 0 T z ) and non-embeddable blocks (i.e. N 0 < T z ).
Step 4: For the embeddable block, according to Eq. (1), the secret binary streams consisting of 0 and 1 are sequentially embedded in the DCT coefficient block in a zig-zag manner; for non-embedded blocks, no changes are made during the data hiding process.
Step 5: Entropy encodes a modified coefficient due to data hiding, thus generating a target image carrying data. In the data hiding technology, it should be ensured that the embedded load can be effectively extracted. First, the DCT coefficients are retrieved from the target JPEG image, the threshold and the length of the message bits are extracted. Then, after determining the position of the embedded subblock, the extraction is performed according to the extraction formula.
Algorithm 1 Data Embedding
The specific process is as follows:
Step 1: The target image is divided into several 8×8 subblocks. All sub-blocks are entropy decoded to obtain quantized DCT coefficients, and count the number of zero AC coefficients in each sub-block (denoted as N 1 ).
Step 2: According to (4), auxiliary messages (i.e., message length L and threshold T z ) are obtained from the marked image. Comparing the threshold and the number of N 1 in each 8×8 DCT coefficient sub-block in the target image distinguishes embeddable blocks and non-embeddable blocks. Step 3: Also extract messages from the embedded block using the method of (4). The non-embedded block does nothing and continues to access the next sub-block of the marked image in order.
Step 4: After extracting all the secret message bits, the coefficients are entropy encoded again to generate a JPEG image.
IV. EVALUATION
In this experiment, some gray images of 512 ×512 in uscsipi database [29] were selected and compressed according to quality factors QF = 60, 70, 80, and 90 using the optimized Huffman table of JPEG library Libjpeg. Figure 4 (a-h) shows the test pictures when the quality factor is 70. To increase the reliability of the experiment, we selected random binary strings as secret message bits. The scheme of Huang et al. [3] was selected as the comparison test, and the performance of our method was verified by embedded capacity, visual quality, and increased file size.
A. EMBEDDING CAPACITY
We compared the maximum image size and embedding rate for different schemes with a quality factor of 70. As can be seen from Fig.5 , the embedding rate has no fixed range. As the picture changes, it will fluctuate up and down. For this scheme, the embedding rate of the image ''Baboon'' can reach 22.164%, and the embedding rate of the image ''splash'' is only 9.344%. However, for all test images, the embedding rate of this scheme is higher than other schemes. Table 1 specifically tests the picture embedding rate for all quality factors. From this table, we also analyzed the reasons why the embedded capacity fluctuates with different images. In contrast, the embedding capacity has different degrees of change for images of different textures and different quality factors. In contrast, for complex texture images such as Baboon, can embed more bits than images with simpler texture such as Peppers. And as the picture quality factor increases, the distribution of non-zero AC coefficient histograms is sharper. Hence images with larger quality factors have more internal coefficients than images with smaller quality factors.
In Huang's method, data was embedded into DCT coefficients with values in (1, −1) . Xie analyzed the statistical characteristics of JPEG image quantization DCT coefficient blocks, it was concluded that many blocks have no value in (3, −3, 4, −4), then the internal coefficient values in these special blocks extend from (1, −1) to (1, −1, 2, −2). The proposed method extends the embeddable values to AC coefficients of all blocks with values in (−1, +1, −2, +2).
The increased embedding capacity compared with [3] is shown in Table 2 . The increased capacity is also affected by the quality factor and picture texture. The larger the quality factor, the higher the embedding capacity; the more complex the picture texture, the higher the embedding capacity. Compared with the Xie's method, since the specific block decreases with the increase of the quality factor, when QF = 90, the increase of embedding coefficient in many images is not obvious. The method we proposed, is superior to the previous method for all test images with varying QFs.
B. VISUAL QUALITY
The peak signal noise ratio (PSNR) of an image is a general indicator for evaluating image quality. In order to measure whether the results of image processing are satisfactory, this value is usually calculated. In this section, we also used PSNR to measure the visual quality of the target image obtained by various methods. The PSNR is calculated as: Mean Squared Error (MSE) is the Mean Squared Error of hidden image and original carrier image. Typically, the more significant distortion of the mark image, corresponding to the lower MSE value, and the higher PSNR value. Figure. 6 - Figure. 9 show the average PSNR values of the eight images under different quality factors and the same embedding capacity. The horizontal axis represents the embedded payload, and the vertical axis represents the average PSNR. The method proposed by Xie et al. requires secondary embedding of auxiliary messages in the first layer of labeled DCT coefficients, including the location map, the message length, and the threshold values. Since it is necessary to record metrics for distinguishing between moving blocks and non-moving blocks, it still causes a certain degree of visual loss to the original image even when fewer message bits are embedded.
The proposed scheme avoids the invalid displacement of the external coefficient, and the influence of auxiliary message on image visual quality is not obvious. Compared with two other schemes, the average PSNRs of the proposed scheme is higher no matter how many message bits are embedded. When QF = 70, embedding 2.1k bits of message bits, the average value of PSNR is increased by 3.29db compared with Xie's method.
The scheme proposed in this paper has not only the high embedding rate but also high visual quality when embedding the maximum capacity binary bits. When QF = 70, the visual quality when embedding the maximum capacity message bit is shown in Fig.10 . Compared with the other two schemes, the PSNR value of the target image obtained by this method is always the largest. The larger the PSNR, the better the invisibility, therefore this method has better imperceptibility.
C. FILE SIZE INCREASE
In general, the size of a file is important for data hiding in JPEG images. From Fig.11 , it is shown that when QF = 70, after embedding the message bits of the same number of bits, the file size obtained by the different methods has a significant difference in file size. Through experimental comparisons, the results obtained by the Xie's methods and Huang's method are not much different when embedding a 16000-bit binary stream. Both of these methods require invalid shifting of a large number of external coefficients, which greatly increases the imbalance between file size and embedded bits. This method avoids this problem, so the target image has a much smaller file size than the other two methods. Moreover, the increased file size is even smaller than the number of bits carried. The target image has little differences from the file size of the original image, which also implies that the visual differences between the two images are relatively small.
V. RELATED WORKS
With the development of information security technology [11] , [36] , there are a variety of carriers carrying confidential information, including audio, video, picture, etc. Secret messages can also be hidden in the entities of network communication through hidden channels [9] , [10] . We mainly analyzed the algorithms of JPEG image carrier.
According to the ability to recover the original image, the data hiding schemes including digital watermarking and steganography can be divided into irreversible data hiding [28] and reversible data hiding technology [8] . The minimum effective bit (LSB) [12] , [34] , [35] , substitution and pixel value difference (PVD) techniques can usually achieve irreversible data hiding schemes. Common methods to achieve reversible data hiding schemes include difference expansion (DE) [14] , histogram shift (HS) [27] and prediction error expansion (PEE) [6] , [13] .
The least significant bit (LSB) technique replaces the least significant bit of the pixel with the secret bit-stream, which hides large capacity but is extremely poorly robust. Tian [14] first proposed a differential expansion scheme, first calculating the difference between adjacent vertex coordinate values, then doubling the difference and adding the embedded bit information to form a new difference. Finally, the original pixel values are modified according to the new difference, thereby implementing information embedding. This method allows more message bits to be embedded and avoids severe image distortion. The difference expansion technique has excellent plasticity and transformed into algorithms suitable for different purposes [22] - [25] .
Jung and Yoo [22] proposed a data hiding scheme based on neighborhood mean interpolation, embedding secret data according to the specific relationship between adjacent pixels. On this basis, Yang et al. [23] used the least efficient (LSB) replacement and optimal pixel adjustment process (OPAP), which improves the image quality compared to the [22] scheme. Jung [24] proposed a scheme of bit field segmentation using the least effective bit technology and pixel difference technology on the same bit plane, which maintained strong embedding ability and improved visual quality. Dragoi and Coltuc [25] split the image into blocks and calculated the least squares predicted value on a square centered on each pixel. This local prediction scheme was significantly better than the [32] , [33] global prediction scheme. Later in [26] , the author calculated the prediction factor of the pixel group, which improved the computational efficiency compared with the previous work [25] .
The combination of data hiding and encryption has also received attention in recent years. In many scenarios, to securely store and share media files, it is necessary to encrypt the transmitted media data and wish to attach some additional messages to the carrier, which means that the encryption domain signal processing research is involved. Qian et al. [30] proposed a method of concealing reversible data in an encrypted JPEG bit streams, which is controlled by an encryption key and an embedded key, respectively. Complete data extraction and image recovery by analyzing blocking artifacts to restore the original bitstream. Kittawi and Al-Haj [31] proposed a new algorithm to detach the data into the encrypted image in a detachable way, using the replacement method and the histogram modification method to hide the two watermarks in the original encrypted image. The algorithm guarantees the authenticity and integrity of the data while maintaining the security and confidentiality of the original content.
VI. CONCLUSION
By analyzing the process of JPEG format file compression and the distribution of quantized DCT coefficients, we propose an improved algorithm based on histogram shift. In this paper, the data hiding algorithm is analyzed from three aspects: image quality, embedding capacity and file size. The experimental results show that the scheme is suitable for JPEG images with different quality factors, which not only provide large embedding capacity but also has better imperceptibility than previous methods. It can be applied to the field of secret information transmission requiring large embedding capacity.
The improvement of this scheme is mainly from the following three aspects. Firstly, it guarantees that all the external coefficients are not shifted except for the internal coefficients that need to carry the messages so that the marked image has a high visual quality. Secondly, due to the expansion of the embedding coefficient, a large embedding capacity can be obtained. Besides, this scheme can reduce the storage size of the JPEG files very well.
As the core of privacy protection, data hiding faces the challenge of being attacked during transmission, thus the data hiding algorithm should have better anti-attack capability. Our approach needs to be improved in terms of robustness and further research is needed to find the right solution. 
