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0.1 Preface
Na matema´tica, um manipulador formal frequentemente experiencia a descon-
forta´vel sensac¸a˜o de que seu la´pis e´ mais inteligente do que ele. - Howard Eves
Esta dissertac¸a˜o e´ baseada em [7] - notas de um curso ministrado por Richard Palais em
1981 entitulado Geometrizac¸a˜o da Fi´sica. Este curso, dado no curto per´iodo de seis semanas,
esta´ em forma bastante resumida, com demonstrac¸o˜es muitas vezes omitidas ou brevemente
“indicadas”.
Algumas das demonstrac¸o˜es contidas no presente trabalho sa˜o mais “sujas” do que as
encontradas nos livros textos usuais, por terem sido elaboradas independentemente, com a
ajuda de meu orientador, ou ainda com os norteamentos gerais das notas do Palais. Pec¸o
pacieˆncia aos leitores se lhes parecerem o´bvias demonstrac¸o˜es alternativas.
Em todo momento a exposic¸a˜o e´ acompanhada por um subtexto interpretativo, numa
tentativa de compreender em um n´ivel mais intuitivo e geome´trico os resultados a que cheg-
amos. Tomei esta atitude unicamente em benef´icio pro´prio, com a esperanc¸a de permanecer
“mais inteligente do que meu la´pis”. Nessa empreitada sigo o esp´irito de [8], e [4]. Preferi
essa atitude a destinar minha dissertac¸a˜o unicamente aos meus examinadores, que por seu
conhecimento profundo do assunto teˆm provavelmente pouco a ganhar com uma exposic¸a˜o
menos seca.
O objetivo deste estudo foi o de me introduzir ao vasto arcabouc¸o matema´tico necessa´rio
ao f´isico teo´rico moderno, um horizonte um pouco mais difuso do que a dissertac¸a˜o de
mestrado usual (baseada em um teorema ou artigo), e responsa´vel pela aparente desconexa˜o
de alguns to´picos, como o Teorema de Hodge, que, apesar de sua enorme importaˆncia, na˜o
e´ reutilizado no decorrer da exposic¸a˜o.
Primeiramente, gostaria de agradecer encarecidamente ao meu orientador, Professor
Claudio Gorodski, pelas ricas discusso˜es e por ensinar-me tanto sobre como fazer matema´tica.
Seu modo de pensar sera´ sempre uma refereˆncia para mim.
Dedico esse trabalho aos meus pais, que sempre aturaram com pacieˆncia meus ha´bitos
anormais, estimularam a busca pelo conhecimento, instigando em mim uma admirac¸a˜o in-
finda´vel pela nobreza dessa empreitada, e por vezes ate´ fingiram interesse em meus estudos.
Gostaria de agradecer tambe´m a` minha companheira Helena, pelo seu est´imulo aos meus
ha´bitos anormais, pacieˆncia com minha busca pelo conhecimento, e por, vez em quando,
tambe´m fingir interesse.
0.2 Introduction
A Filosofia e´ escrita neste grande livro - o Universo - que permanece sempre
aberto ao nosso mirar, mas que na˜o pode ser compreendido a na˜o ser que primeiro
se aprenda a compreender a linguagem e interpretar os caracte´res em que e´ es-
crito. Ele e´ escrito na linguagem da matema´tica, e seus caracte´res sa˜o triaˆngulos,
ci´rculos, e outras figuras geome´tricas, sem as quais e´ humanamente impossi´vel
compreender dele uma so´ palavra.- Galileo Galilei
2
A relac¸a˜o i´ntima entre geometria e f´isica, apesar de bem explicitada pela citac¸a˜o acima, na˜o
comec¸ou com Galileo e certamente na˜o se extinguiu desde enta˜o. Deveras, desde Pita´goras,
Euclides e Arquimedes se busca refletir a irregular realidade no claro espelho da geometria.
Ao tornarmos o olhar para o desenvolvimento cient´ifico atual, podemos dizer com segu-
ranc¸a que a teoria da Relatividade Geral foi um dos maiores desenvolvimentos da cieˆncia no
se´culo XX, um cap´itulo important´issimo no grande livro de Galileo, um espelho geome´trico
l´impido que inspirou inu´meras ramificac¸o˜es na f´isica e na matema´tica. Na mecaˆnica Newto-
niana, o espac¸o e o tempo eram encarados como palcos fixos, onde tinha lugar a dinaˆmica
do Universo conhecido. Estes palcos no entanto, permaneciam alheios, indiferentes ao que
neles se desenrolava. Matematicamente, o espac¸o nesta teoria seria representado por uma
co´pia de R3 e o tempo por uma co´pia de R, i.e.: R3 × R, ambos fixos e imisc´iveis, .
Com o advento da teoria eletromagne´tica da Maxwell, foi necessa´ria uma revisa˜o destes
conceitos. Maxwell mostrou que duas teorias aparentemente distintas, a ele´trica e a magne´tica,
eram simplesmente dois aspectos do “campo eletromagne´tico”. Explicou assim a luz como um
fenoˆmeno decorrente de distu´rbios no campo ele´trico gerando distu´rbios no campo magne´tico
e vice-versa, criando um mecanismo retroativo, propagando-se no espac¸o e no tempo. ‘Aci-
dentalmente’, essa forma de propagac¸a˜o deveria ter uma velocidade fixa, o mecanismo deveria
“girar” sempre a` mesma velocidade, o que significava que a luz emitida por um corpo se-
ria percebida com a mesma velocidade por todos os observadores, irrespectivamente de seu
movimento em relac¸a˜o a` fonte.
Isso levou Lorentz, Poincare´ e especialmente Einstein, a perceberem que para acomodar a
teoria de Maxwell, o espac¸o e o tempo na˜o poderiam permanecer imisc´iveis. Assim originou-
se a revoluc¸a˜o da relatividade restrita, que transformou a nossa visa˜o do espac¸o e do tempo,
fundindo os dois em um so´, o espac¸o-tempo. De R3 × R, passamos a enxergar o palco da
realidade como H4, o espac¸o de Minkowski quadri-dimensional1.
Einstein ao tentar expandir essa teoria para que englobasse tambe´m a gravidade, nat-
uralmente tentou seguir o modelo de Maxwell, pore´m foi forc¸ado a construir uma teoria
em que o espac¸o-tempo na˜o poderiam mais assistir ao desenrolar dos eventos placidamente,
mas deveriam ser afetados e afetar a dinaˆmica dos corpos de uma maneira fundamental.
Grosseiramente, as equac¸o˜es de Einstein2 dizem que energia e momento afetam a forma
como medimos distaˆncia e durac¸a˜o no espac¸o-tempo assim como cargas e correntes afetam
o campo eletromagne´tico. O espac¸o-tempo deixou de ser globalmente identificado a H4 e
passou a ser localmente identificado a pedac¸os de H4, a ser encarado como uma variedade
Lorentziana quadri-dimensional, onde as trajeto´rias naturais de part´iculas3 seriam represen-
tadas por geode´sicas. Isso alimentou as esperanc¸as de que talvez grande parte ou ate´ mesmo
toda a f´isica tivesse cara´ter puramente geome´trico, e fertilizou o solo para a invenc¸a˜o das
teorias de gauge.
Em f´isica, as chamadas teorias de gauge (ou calibre) sa˜o baseadas na ide´ia de que certas
1O espac¸o plano de assinatura + + +−
2
Rµν −
1
2
gµνR = κTµν
onde Rµν e´ o tensor de Ricci,R e´ o escalar de curvatura e gµν e´ a me´trica do espac¸o -tempo, κ e´ uma
constante, todos os termos sera˜o definidos apropriadamente mais adiante.
3Part´iculas sem carga, cor, etc.
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transformac¸o˜es de simetria de um sistema podem ser efetuadas tanto local, como (a`s vezes)
globalmente, sem afetar os resultados da teoria, i.e.: que a teoria e´ invariante por certas
transformac¸o˜es. Estas simetrias localmente sempre refletem uma redundaˆncia na descric¸a˜o
de um sistema, o que e´ encarada como uma transformac¸a˜o “passiva”, ou de coordenadas,
enquanto que globalmente tambe´m podem ser relacionadas com transformac¸o˜es “ de fato”,
ou ativas. Como veremos, a teoria eletromagnetica de Maxwell pode ser considerada o caso
mais simples das chamadades teorias de gauge, seu exemplo “par excellence”. Antecipando
um pouco nossa exposic¸a˜o, podemos perceber que a definic¸a˜o de “terra” do potencial ele´trico
e´ um exemplo de simetria de gauge: o valor absoluto do potencial e´ imaterial, o que importa
em qualquer sistema ele´trico e´ a diferenc¸a entre potenciais. Esse e´ um caso de uma trans-
formac¸a˜o global, se considerarmos tambe´m mudanc¸as do potencial magne´tico, e´ possivel
fazer mudanc¸as locais sem afetar qualquer resultado.
A importaˆncia desta simetria no entanto permaneceu despercebida ate´ uma tentativa
de Hermann Weyl [1] de unificar eletromagnetismo e relatividade geral. Inspirado na sime-
tria conforme das teorias de Maxwell, Weyl procurou interpretar o eletromagnetismo como
uma distorc¸a˜o de comprimentos relativ´isticos produzidos pelo deslocamento sobre uma curva
fechada. Conjecturou que invariaˆncia por mudanc¸as em escala (ou calibre) poderiam tambe´m
ser uma simetria local da relatividade geral. Superficialmente, seu racioc´inio foi de que escala
local na˜o deveria ser observa´vel, ja´ que um aumento das dimenso˜es de todos os objetos ao
nosso redor na˜o poderia ser detecta´vel4. Contudo, formalmente chegou ao resultado de que
o espectro de radiac¸a˜o dos a´tomos dependeria de sua histo´ria, um resultado na˜o encontrado
na Natureza [2], o que foi apontado por Einstein.
No entanto, apo´s o desenvolvimento da mecaˆnica quaˆntica e suas func¸o˜es complexas,
tornou-se claro que fase, e na˜o escala, era o que deveria construir a ponte com eltromag-
netismo5. Weyl, Vladimir Fock e Fritz London reutilizaram a ide´ia inicial, substituindo o
fator de escala por uma varia´vel complexa, transformando a mudanc¸a de escala em uma mu-
danc¸a de fase (uma simetria de gauge U(1), como veremos mais tarde). Alcanc¸aram assim
uma bela explicac¸a˜o para o efeito do campo eletromagne´tico sobre a descric¸a˜o quaˆntica de
uma part´icula carregada 6. Infelizmente, nessa nova encarnac¸a˜o na˜o havia mais uma maneira
de incorpora´-la na relatividade geral, e ela tinha de ser superposta como estrutura adicional
sobre o espac¸o-tempo. Nascia assim a teoria de gauge.
Em 1954, na tentativa de resolver problemas na teoria de part´iculas elementares, Chen
Ning Yang e Robert Mills introduziram teorias de gauge com grupos de simetria na˜o abelianos
como modelos para a interac¸a˜o forte; a cola que permite a coesa˜o dos nu´cleos atoˆmicos. No
entanto sua ligac¸a˜o com a teoria de fibrados permaneceu largamente ignorada ou consider-
ada irrelevante ate´ os anos 70, quando aspectos na˜o perturbativos relacionados a`s soluc¸o˜es
cla´ssicas das equac¸o˜es de Yang-Mills (instantons) vieram a` tona, incorporando questo˜es
globais da teoria de fibrados.
Paradoxalmente, o formalismo matema´tico das teorias de gauge proveram uma estrutura
para a unificac¸a˜o das teorias quaˆnticas de campos, notavelmente incompat´iveis com a rela-
4Matematicamente, ele postulou um transporte paralelo alternativo, que na˜o preservava a norma.
5Ou em linguagem moderna, o grupo de Gauge deveria ser modelado em S1 ao inve´s do grupo multip-
ilcativo R.
6Assunto que na˜o abordaremos nessa dissertac¸a˜o, ja´ que nos ateremos a`s formulac¸o˜es cla´ssicas ( i.e.: na˜o
quaˆnticas) da teoria.
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tividade geral, um dos conceitos progenitores da teoria de gauge. O Modelo Padra˜o descreve
com alto grau de precisa˜o as interac¸o˜es fraca, forte e eletromagne´tica, atrave´s de um grupo
de simetrias na˜o-abeliano SU(3)× SU(2)× U(1).
Apesar da motivac¸a˜o inicial destas teorias terem sido de ordem f´isica, assim como em
praticamente todas as outras construc¸o˜es relevantes do campo, a interac¸a˜o e benesse rec´iproca
entre f´isica e matema´tica provinda das teorias de gauge foi extremamente fe´rtil. Aos anos
70, Michael Atiyah, estudou as soluc¸o˜es das equac¸o˜es cla´ssicas de Yang-Mills, e em 1983,
Donaldson, aluno de Atiyah, utilizando este trabalho revolucionou o estudo de variedades de
dimensa˜o 4. Michael Freedman, continuando esse estudo, conseguiu exibir estruturas difer-
encia´veis “fake” do R4 ( i.e.: diferentes da canoˆnica). Isso levou a um grande interesse em
teorias de gauge por seus resultados puramente matema´ticos. Em 1994, Edward Witten e
Nathan Seiberg, inventaram me´todos de calcular invariantes topolo´gicos baseados em teorias
de gauge.
Obviamente, nosso aˆmbito nessa dissertac¸a˜o e´ bem mais modesto. Pretendemos fornecer
somente um apanhado inicial, e pessoal, da teoria de gauge cla´ssica, com eˆnfase no aspecto
geome´trico. O presente trabalho e´ uma tentativa de apresentar as ferramentas matema´ticas
necessa´rias a essa empreitada; a` geometrizac¸a˜o da f´isica. As chamadas teorias de gauge (ou
de calibre) conseguem uma representac¸a˜o puramente geome´trica das interac¸o˜es na˜o gravita-
cionais, utilizando intensamente o maquina´rio matema´tico da teoria de fibrados. Vamos a
ela.
0.3 Basic No(ta)tions
Por essa raza˜o e´ seu nome Babel; porque o Senhor ali confundiu a linguagem de
toda a Terra.- Genesis 11;9
Chamaremos normalmente a variedade espac¸o-tempo de M , mas faremos poucas re-
fereˆncias ao seu cara´ter Lorentziano. O tratamento de teorias f´isicas modelando o espac¸o-
tempo atrave´s de variedades diferencia´veis automaticamente implementa um dos maiores
insights provindos da relatividade geral: a invariaˆncia das leis f´isicas por mudanc¸as de coor-
denadas7.
Para facilitar a notac¸a˜o, salvo aviso, utilzaremos a convenc¸a˜o de soma de Einstein, pela
qual se soma i´ndices repetidos em cima e em baixo, e.g.:
AiBi =
∑
i
AiBi
Aproveitamos o ensejo para apontar que se A,B sa˜o matrizes k × k no´s temos que [AB]ij =
AikB
k
j = B
k
jA
i
k 6= [BA]
i
j = B
i
kA
k
j i.e.: para passarmos da notac¸a˜o escalar para a matricial
precisamos arranjar a ordem correta, pre´ estabelecida dos termos.
Ainda no to´pico “´indices”, utilizaremos para bases de p-formas muitas vezes a notac¸a˜o
de multi-´indices, normalmente denotados por I e J , que na˜o devem ser confundidos com os
i´ndices latinos ma´iusculos A e B que utilizaremos na sec¸a˜o sobre a teoria de Kaluza-Klein,
7E sua invariaˆncia por difeomorfismos globais, que sucitou algumas discusso˜es interessantes em relac¸a˜o
ao “ argumento do buraco” (hole argument) [15].
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onde denotam i´ndices normais que percorrem os i´ndices usuais sobreM e os i´ndices do espac¸o
interno.
Buscando satisfazer o f´isico que ha´ em todos no´s, bem como ilustrar um me´todo bas-
tante u´til em ca´lculos expl´icitos, tentaremos alternar demonstrac¸o˜es usando bases locais com
demonstrac¸o˜es mais intr´insecas, sem i´ndices.
Assumiremos um conhecimento ba´sico de variedades diferencia´veis, campos vetoriais e
grupos de Lie, o referente a um subconjunto denso dos primeiros treˆs cap´itulos de [6]. Em
especial mencionamos os dois seguintes teoremas:
Theorem 1 Sejam M,N variedades suaves de dimenso˜es m e n respectivamente e f : M →
N suave. Se Q e´ subvariedade mergulhada em N , enta˜o S = f−1(Q) e´ subvariedade mergul-
hada de M se e somente se para todo p ∈ S no´s tivermos Tf(p)N = Im(dfp) + Tf(p)Q.
Ha´ uma bela e simples demonstrac¸a˜o deste teorema em [17].
Um outro teorema que nos servira´ em diversas discusso˜es e´ o de Frobenius.
Theorem 2 Uma k-distribuic¸a˜o suave involutiva em uma variedade Mm, m ≥ k, e´ in-
tegra´vel.
Onde uma k-distribuic¸a˜o em uma variedade M e´ um mapa D : M → TM que assinala a
cada ponto m ∈M um subespac¸o k-dimensional de TmM , Dm. A k-distribuic¸a˜o e´ dita suave
se cada ponto m ∈ M tem vizinhanc¸a aberta U onde D e´ gerado por k campos suaves em
U linearmente independentes. Uma variedade integral de D e´ uma subvariedade Nk de M
tal que TmN = Dm para todo m ∈ N . D e´ dita involutiva se para todos os campos suaves
X, Y ∈ D , no´s tivermos [X, Y ] ∈ D. As demonstrac¸o˜es geome´tricas sa˜o padra˜o, procedendo
por induc¸a˜o a partir do Teorema do Fluxo Tubular, ver [3].
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Chapter 1
Vector Bundles
1.1 Foundations
As equac¸o˜es de Maxwell e os princi´pios da mecaˆnica quaˆntica levaram a` ide´ia de
invariaˆncia de gauge. Tentativas de generalizar essa ide´ia, motivada pelos con-
ceitos f´isicos de fases, simetrias e leis de conservac¸a˜o, levaram a` teoria de gauge
de campos na˜o abelianos. Que campos de gauge na˜o abelianos sa˜o conceitual-
mente ideˆnticos a ide´ias na bela teoria de fibrados, desenvolvida por matema´ticos
sem refereˆncia ao mundo f´isico, deixava-me estupefato. Em 1975, discuti minhas
considerac¸o˜es con Chern, e disse“ isso e´ tanto emocionante quanto desconcer-
tante, ja´ que voceˆs matema´ticos inventaram esses conceitos do nada.” Imedi-
atamente ele protestou: “ Na˜o, na˜o. Estes conceitos na˜o foram sonhados. Eles
foram naturais e reais.”- C. N. Yang
Fiber Bundles
Ao medirmos qualquer quantidade f´isica, a estamos medindo localmente, i.e.: sobre um
aberto de M . Podemos dizer que essa quantidade mora em um espac¸o “ interno” Ex sobre
cada ponto x do espac¸o-tempo, e sua medic¸a˜o implica uma projec¸a˜o sobre M . A forma mais
simples de “campo” seria assim uma func¸a˜o f : M → E, supondo que o campo sobre cada
ponto “ mora ” no mesmo espac¸o, E ≃ Ex. No entanto, tal asserc¸a˜o implica que podemos
comparar valores do campo sobre toda variedade M , por outro lado, na˜o necessariamente
possu´imos um sistema de coordenadas global, no qual descrever´iamos qualquer quantidade
f´isica, enta˜o parece precipitado instituir a priori que podemos descrever o campo globalmente.
A priori, no´s temos apenas uma unia˜o disjunta dos espac¸os internos sobre cada ponto, um
“feixe” de espac¸os internos1.
Definition 1 Um fibrado consiste de variedades E (chamado de espac¸o total), e M (espac¸o
base) e um mapa diferencia´vel sobrejetor π : E → M (projec¸a˜o). Ex = π
−1(x) e´ chamada
de fibra sobre x.
1Essa seria a traduc¸a˜o mais adequada para “bundle”, infelizmente ja´ e´ utilizada em outra a´rea da
matema´tica.
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Como a projec¸a˜o e´ sobrejetora, e´ claro que
⋃
x∈M Ex = E. Em geral, as fibras Ex na˜o
precisariam ser isomorfas mas esse e´ o caso interessante para no´s, por isso assumiremos
essa condic¸a˜o, i.e.: Ex ≃ Ex′ para todos x, x
′ ∈ M . No´s estamos enta˜o tomando uma u´nica
variedade para a descric¸a˜o das fibras e na˜o uma colec¸a˜o de variedades, uma sobre cada ponto.
Chamamos um fibrado de localmente trivial se tivermos uma cobertura de M , {Uα, α ∈ Λ},
onde
⋃
α∈Λ Uα =M , e para cada Uα exista ψα difeomorfismo tal que:
ψα : π
−1(Uα) −→ Uα × F (1.1)
onde F e´ uma variedade diferencia´vel fixada para todo α, chamada de fibra t´ipica de E.
Agora, no´s queremos tambe´m que
ψα : π
−1(x)→ {x} × F
u 7−→ (x, ψα,x(u))
(1.2)
onde, como ψ e´ difeomorfismo, ψα,x : π
−1(x) → F e´ tambe´m difeomorfismo. E´ impor-
tante notar que a equac¸a˜o (1.1) por si so´ na˜o implica em (1.2), ja´ que se U˜α ⊂ Uα, na˜o e´
necessariamente verdade que a restric¸a˜o de ψ seja da seguinte forma:
ψα : π
−1(U˜α) −→ U˜α × F (1.3)
Essa condic¸a˜o, i.e.: (1.3) para todo aberto U˜α ⊂ Uα, equivale a (1.1). Essa caracterizac¸a˜o
sobre a trivializac¸a˜o e´ imprescind´ivel para que ela mantenha o cara´ter de fibras sobre os
pontos do fibrado. Em outras palavras, impomos na definic¸a˜o que pr1 ◦ ψ = π, onde pr1 e´ a
projec¸a˜o na primeira coordenada.
Ou seja, um fibrado localmente trivial (ao qual nos referiremos mais adiante simplesmente
como fibrado) e´ simplesmente uma variedade que localmente e´ uma variedade produto2.
EXEMPLOS:
• O fibrado trivial
E = M ×N . Esse e´ o caso mais simples de fibrado, chamado de trivial. A projec¸a˜o e´
simplesmente a projec¸a˜o na primeira coordenada, i.e.:
π : E → M
(x, v) 7→ x
Este fibrado e´ claramente localmente trivial, pela restric¸a˜o da primeira coordenada.
• Faixa de Moebius
Seja σ : {I × R} → {I × R}/∼ = E onde a relac¸a˜o de equivaleˆncia e´ dada por
(0, t) ∼ (1,−t). Enta˜o π : I × R → I induz um mapa π˜ : E → S1 e a fibra aqui e´
R, e E seria homeomorfo a` faixa de Mo¨bius sem as fronteiras. Com essa fibrac¸a˜o, a
faixa de Moebius e´ um exemplo de um fibrado localmente trivial (basta vermos que
σ :]0, 1[×R→ E e´ uma trivializac¸a˜o local), pore´m na˜o trivial, i.e.: na˜o e´ uma variedade
produto. Isso e´ facilmente observa´vel ja´ que S1 × R e´ um cilindro, logo orienta´vel e
portanto na˜o pode ser difeomorfo a` faixa de Moebius.
2Veremos daqui a pouco porque variedades localmente produtos sa˜o mais interessantes para no´s.
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• O fibrado tangente TM
TM =
⋃
x∈M TxM = {(x, v), x ∈M, v ∈ TxM} enta˜o
π : TM →M
(x, v) 7→ x
i.e.: se w ∈ TxM enta˜o π(w) = x, dada um atlas para M, {Uα, ψα}, no´s temos que TM
e´ variedade diferencia´vel com atlas dado por
(ψα ◦ π, dψα) : π
−1(Uα)→W × R
n ⊂ Rn × Rn
(x, v) 7→ (ψα(x), (dψα)x(v))
Aqui a fibra t´ipica e´ isomorfa a` Rn e uma trivializac¸a˜o local pode ser dada como acima,
substituindo ψα ◦ π → π. E´ ainda fa´cil vermos que como as cartas sa˜o compat´iveis,
tambe´m os sera˜o as trivializac¸o˜es locais.
Uma primeira questa˜o que pode surgir naturalmente e´ se a condic¸a˜o de trivialidade local
na˜o e´ um corloa´rio das outras propriedades de fibrados. I.e.: se E e´ diferencia´vel, e as fibras
sa˜o isomorfas, na˜o seri razoa´vel que E fosse localmente uma variedade produto? A resposta
e´ negativa, mostremos um contra-exemplo baseado na faixa de Moebius “torta”.
Como vimos, tomada como fibrado sobre a base S1 com fibra t´ipica dada por um segmento
de reta, a faixa de Moebius e´ um exemplo de um fibrado na˜o trivial. Mas partindo da
construc¸a˜o acima com {I ×R}/ ∼ , podemos escolher tomar como variedade base, ao inve´s
de S1 (ou melhor, I × {0}/ ∼), uma semi-reta perpendicular a S1, por exemplo
{0} × [0,∞[= {0} × R/ ∼
as fibras enta˜o sera˜o as projec¸o˜es:
π−1(a) = σ(I × {a}), a ∈ [0,∞[
ou seja, variedades compactas unidimensionais. Logo, a fibra t´ipica sera´ dada por S1. Mas
agora, trivializac¸o˜es locais deveriam ser difeomorfos a J × S1, onde J e´ um intervalo de
[0,∞[. Ou seja, deveriam ser segmentos de cilindros. Mas e´ fa´cil ver que para qualquer
intervalo aberto W ∈ R que contenha a origem, σ(I×W ) e´ uma faixa de Moebius, portanto
na˜o orienta´vel, portanto na˜o difeomorfa a um cilindro.
Definition 2 Um fibrado vetorial e´ um fibrado localmente trivial, cujas fibras sa˜o espac¸os
vetoriais, e tais que, para todo x ∈M , φx definido em (1.2) e´ isomorfismo linear.
Chamamos de n-fibrado vetorial (real) se a dimensa˜o da fibra t´ipica e´ n. Ou seja, no´s
temos que
ψ : π−1(x)→ {x} × Rn
e´ um isomorfismo linear para todo x ∈ M . Poder´iamos tomar da mesma forma Cn ao inve´s
de Rn.
Definimos um isomorfismo entre fibrados vetoriais sobre uma mesma base M (ou seja,
entre as triplas previamente definidas (E1, π1,M) , (E2, π2,M)), como um difeomorfismo
f : E1 → E2 tal que π ◦ f = π, onde f leva π
−1
1 (x) → π
−1
2 (x) por um isomorfismo linear.
Analogamente, um morfismo entre (E1, π1,M) , (E2, π2,M)) e´ uma func¸a˜o suave f : E1 → E2
tal que π ◦ f = π, onde f leva π−11 (x)→ π
−1
2 (x) linearmente.
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Definition 3 Uma sec¸a˜o de um fibrado vetorial (E, π,M) e´ simplesmente uma func¸a˜o s :
M → E, tal que para cada x ∈M s(x) ∈ π−1(x).
Assim uma sec¸a˜o suave sobre o domi´nio de uma trivializac¸a˜o local θ, pode ser identificado
com uma func¸a˜o suave sobre a fibra t´ipica, i.e.:, para todo x ∈ θ s : x 7→ (x, fs(x)).
Isso nos permite vizualizar concretamente o motivo principal para que tomemos o fibrado
como sendo localmente trivial: e´ nele poss´ivel tomar sec¸o˜es suaves como sendo localmente
expressas por func¸o˜es suaves a valores nas fibras t´ipicas. Para se convencer de que isso na˜o e´
poss´ivel em fibrados que na˜o sa˜o localmente triviais, construa uma sec¸a˜o na faixa de Moebius
“torta” e uma func¸a˜o f : [0, b] → S1 que a represente. Verifique que f e´ descont´inua na
origem.
Denotaremos por Γ(E|θ) o espac¸o de todas as sec¸o˜es sobre θ ⊂M . s = s1, · · · , sk ∈ Γ(E|θ)
e´ chamado de base local de sec¸o˜es de E sobre θ se a parametrizac¸a˜o:
ψ−1θ : θ × R
k → π−1(θ) = E|θ
(p, α1, · · · , αk) 7−→ α1e1(p) + · · ·+ αkek(p)
e´ um difeomorfismo, isto e´: se as sec¸o˜es e1, · · · , ek sa˜o l.i. em cada ponto. E´ claro que
ei(p) = ψ
−1
θ (p, e˜i), onde e˜i denota o i-e´simo vetor vetor da base canoˆnica de R
k. Enta˜o,
localmente, dada uma base, uma sec¸a˜o pode ser expressa de forma un´ivoca por combinac¸a˜o
C∞(M)-linearmente em termos dessa base.
Os mapas F θ = ψ−1θ sa˜o chamados de gauges locais de E sobre θ. Suponhamos que temos
dois gauges: F θ = ψ−1θ ,F
β = ψ−1β , enta˜o ja´ que
ψ−1β : x× {R
n} → π−1(x)
ψθ : π
−1(x)→ x× {Rn}
sa˜o ambos isomorfismos lineares, ψθ ◦ψ
−1
β : x×{R
n} → x× {Rn} e´ isomorfismo linear. Logo
no´s temos
ψθ ◦ ψβ
−1 : θ ∩ β × Rk −→ θ ∩ β × Rk
(x, v) 7−→ (x, gθβ(x)v)
(1.4)
Onde, para cada x ∈ θ ∩ β, no´s temos gθβ(x) = (F
θ
x )
−1 ◦ F βx : R
k → Rk e´ isomorfismo
linear, isto e´: gθβ : θ ∩ β → GL(k) e´ chamado de mapa de transic¸a˜o de gauge. E´ importante
notar que apesar de uma fibra sobre um dado ponto ser isomorfa a` Rk, na˜o existe isomor-
fismo canoˆnico, qualquer trivializac¸a˜o local deve ser ta˜o boa quanto outra, qualquer gauge e´
igualmente apropriado.
Por consisteˆncia devemos ter gαα = Id. Agora, aplicando ψβ ◦ ψ
−1
θ de ambos os lados de
(1.4), no´s temos
(x, v) = ψβ ◦ ψ
−1
θ (x, gθβ(x)v) = (x, gβθgθβ(x)v) (1.5)
Enta˜o
gβθgθβ = 1 (1.6)
Como essa equac¸a˜o e´ va´lida pra todo x ∈M e gθβ(x) ∈ GL(k), no´s temos que
g−1θβ = gβθ (1.7)
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Ale´m disso e´ claro que estamos identificando os pontos em E
ψ−1β (x, v) = ψ
−1
θ (x, gθβ(x)v) (1.8)
Logo
ψγ ◦ ψ
−1
β (x, v) = (x, gγβ(x)v) = ψγ ◦ ψ
−1
θ (x, gθβ(x)v) = (x, gγθgθβ(x)v) (1.9)
Enta˜o
gγβ(x) = gγθgθβ(x), ∀x ∈ Uθ ∩ Uβ ∩ Uγ
de onde , utilizando a equac¸a˜o (1.85), tiramos a condic¸a˜o de cociclo:
gγθgθβgβγ = 1 (1.10)
Se, para todo ponto x ∈M , e quaisquer trivializac¸o˜es θ e β, no´s tivermos que a imagem
de gθβ esta´ contida em um subgrupo G ⊂ GL(k), dizemos que E e´ um G-fibrado vetorial
sobre M . Generalizando, se tivermos um automorfismo local T ∈ Γ(Aut(E|β)), tal que para
uma trivializac¸a˜o qualquer ψβ sobre β, no´s tivermos
ψβ ◦ T (ψ
−1
β (x, v)) = (x, gT (x)v) (1.11)
onde a imagem de gT esteja contida em G ⊂ GL(k), chamaremos T de transformac¸a˜o de
gauge local. E´ trivial ver que se (1.11) vale para uma trivializac¸a˜o local sobre β, valera´
tambe´m para qualquer outra G-trivializac¸a˜o sobre β:
T (ψ−1β (x, v)) = T (ψ
′−1
β (x, gβ′β(x)v)) = ψ
−1
β (x, gT (x)v) = ψ
′−1
β (x, gβ′β(x)gT (x)v)
logo fazendo v → (gβ′β)
−1(v) vemos que g′T (x) = gβ′β(x)gT (x)(gβ′β)
−1 ∈ G ⊂ GL(k).
O princ´ipio da teoria de gauge e´ de que campos sejam sec¸o˜es de G-fibrados, e de que as
leis da f´isica sejam equac¸o˜es diferenciais, tais que se s for uma sec¸a˜o soluc¸a˜o dessas equac¸o˜es,
enta˜o gs tambe´m o deve ser, para toda transformac¸a˜o de gauge g.
POdemos, tomando outra atitude em relac¸a˜o a fibrados vetoriais focada em sua triviali-
dade local, construirE colando os fibrados triviais Uα×F atrave´s dos gαβ com as propriedades
acima. A projec¸a˜o π e´ definida por
π : E → V
[x, v]α 7→ x
As propriedades sobre gαβ garantem que, se x ∈ Uα ∩ Uβ, enta˜o (x, v) ∈ Uα × F . Logo, se
(x, w) ∈ Uβ × F , temos a seguinte relac¸a˜o de equivaleˆncia:
(x, v) ∼ (q, w)⇔ x = g ;w = gαβv
Isto e´:
(i) (x, v) ∼ (x, v)⇒ gαα = 1
(ii) (x, v) ∼ (x, w)⇒ (x, w) ∼ (x, v)⇒ gαβgβα = 1 E finalmente
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(iii) (x, v) ∼ (x, w) ∼ (x, u) ⇒ (x, v) ∼ (x, u) ⇒ gαγ = gαβgβγ ⇒ [x, v]α = [q, w]β ⇔
x = q, v = gαβw
E tomamos a estrutura vetorial em π−1(x) como: [x, gαβU ]β + [x, gαβw]β = [x, u]α +
[x, w]α = [x, u+ w]α = [x, gαβ(u+ w)]β ja´ que gαβ ∈ ρ(G) ⊂ GL(F )
Fazemos E = (
⋃
α∈Λ
Uα × F )/∼ e temos que, sobre cada Uα,E e´ trivial, isto e´: temos o
isomorfismo
Φα : π
−1(Uα)→ Uα × F (1.12)
[x, u]α 7→ (x, u) (1.13)
Dessa forma, temos se x ∈ Uα ∩ Uβ, enta˜o Φα ◦ Φ
−1
β (x, u) = (x, gαβu) e completamos a
volta.
Se S e´ alguma estrutura em Rk invariante por G, enta˜o podemos passar suavemente S
para cada Ex pelos isomorfismos
F ix : R
k → Ex
Por exemplo uma estrutura riemanniana em Rke´ invariante pelo grupo O(k), portanto se
E for um O(k)-fibrado; podemos induzir suavemente uma estrutura riemanniana em E por
qualquer gauge (ja´ que a transic¸a˜o de gauge esta´ no grupo).
Um atlas de um G-fibrado e´ uma cobertura aberta {θα}α∈A de M em conjunto com os
mapas gαβ : θα ∩ θp → G satisfazendo a condic¸a˜o de cociclos.
Dado um G-fibrado E, enta˜o um G-referencial para E em x e´ um isomorfismo linear
dado por um gauge F θx : R
k → Ex. Dado um tal G-referencial f0 no´s temos que f = f0 ◦ g e´
tambe´m um G-referencial para todo g ∈ G e o mapa g → f0 ◦ g e´ uma bijec¸a˜o de G com o
conjunto de todos os G-referenciais de E em x.
Aut(E) e´ o grupo de automorfismos (isto e´: isomorfismos de fibrados vetoriais entre E
e E) e se E e´ um G-fibrado vetorial, enta˜o AutG(E) denota o sub-grupo de automorfismos
de E como G-fibrado vetorial, i.e.: tal que para ψ ∈ Γ(Aut(E)), ψ(x) = ρ(g), onde g ∈ G e
ρ : G→ Aut(Ex) .
Se E1 e E2 forem fibrados sobre M , os elementos de Γ(E1 ⊗ E2) sa˜o gerados pelos
elementos da forma s1 ⊗ s2 onde s1 ∈ Γ(E1) e s
2 ∈ Γ(E2). Vejamos porque: dados dois
espac¸os vetoriais V, W , definimos V ⊗ W como a soma bilinear de elementos da forma3
(v, w), v ∈ V ; w ∈ W . E´ fa´cil ver que dadas bases {ek}
dim(V )
k=1 e {bi}
dim(W )
i=1 de V eW , tanto
v quanto w tem representac¸o˜es u´nicas em termos destas bases (fato elementar de a´lgebra
linear), logo escrevendo v e w por extenso e utilizando a bilinearidade, cada elemento (v, w)
da soma se decompo˜e em uma combinac¸a˜o linear de elementos da base (bi, ek). Juntando os
coeficientes de cada i, k obtemos uma combinac¸a˜o linear de elementos {(bi, ek)}. Portanto
voltando ao caso dos fibrados vetoriais E1 e E2, se {ei}
k
i=1 e {bi}
l
i=1 sa˜o bases locais de sec¸o˜es
(referenciais) de, respectivamente, E1 e E2 sobre θ, elas geram univocamente as sec¸o˜es locais
3I.e.: identificando em V ×W os elementos, para v1, v2 ∈ V , w1, w2 ∈W :
• (v, w1 + w2) = (v, w1) + (v, w2)
• (v1 + v2, w) = (v1, w) + (v2, w)
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sobre o fibrado produto. Obviamente no´s temos que para ψ ∈ AutG(E1 ⊗ E2), enta˜o, para
x ∈M , ψ(x) = ρ(g) onde ρ e´ uma representac¸a˜o linear
ρ : G→ L
(
(E1|x ⊗ E2|x) ; (E1|x ⊗ E2|x)
)
Como exemplo, vamos destrinchar o caso do fibrado End(E), que como mostraremos
corresponde a E1 = E,E2 = E
∗. Primeiramente, alguns resultados elementares de a´lgebra
linear : Suponhamos T : V → W isomorfismo linear, como T ∗ : W ∗ → V ∗, o isomorfismo
linear induzido por T que leva V ∗ em W ∗ e´ justamente (T−1)∗. Portanto, para λ ∈ V ∗,
w ∈ W , temos que T age sobre λ da forma natural (generalizado pelo pull-back):
(T−1)∗λ(w) = λT−1(w)⇒ (T−1)∗λ = λT−1
Portanto se Ω = λ ⊗ v ∈ V ⊗ V ∗ a ac¸a˜o natural de um isomorfismo linear T ∈ Aut(V ) e´
pela aplicac¸a˜o adjunta: Ω → TΩT−1. Portanto se ρ for uma representac¸a˜o de G em V , a
representac¸a˜o correspondente em V ⊗ V ∗ e´ pela representac¸a˜o adjunta
ρ˜(g) : Ω→ ρ(g)Ω(ρ(g))−1 (1.14)
No´s temos ainda que existe um isomorfismo natural entre L(V ;V ) e V ⊗ V ∗. Afirmamos
que existe um isomorfismo canoˆnico L(V ;V ) ≃ V ⊗ V ∗, dado pela matriz resultante de
aplicac¸a˜o de A ∈ L(V ;V ) em uma base de V , i.e.: tomando base e = {ei}
n
i=1 de V , sua dual
{ei}ni=1 = e
∗, base de V ∗, escrevemos
A = Aijei ⊗ e
j onde Aij = e
i(A(ej)) (1.15)
Para T ∈ Aut(V ), tomando as bases induzidas naturalmente por T , e˜ = {e˜i}
n
i=1 = {Tei}
n
i=1
e e˜∗ = {e˜i}ni=1 = {e
iT−1}ni=1, em V e V
∗ respectivamente, obtemos que o isomorfismo
independe de base simplesmente aplicando a definic¸a˜o (1.15) para as duas bases e utilizando
(1.14) .
Portanto induzimos um isomorfismo natural independente de base End(V ) ≃ V ⊗V ∗ (sig-
nificando que a ac¸a˜o de uma transformac¸a˜o linear independe da base em que e´ representada),
ou seja, End(E) ≃ E ⊗ E∗. O que significa que uma sec¸a˜o s ∈ Γ(End(E)) sob um isomor-
fismo de fibrados g :M → Aut(E) sofre a seguinte transformac¸a˜o: s(x)→ g(x)s(x)g−1(x) ∈
End(Ex). Ou seja, nesse caso as transformac¸o˜es de gauge agem pela ac¸a˜o adjunta dos au-
tomorfismos, na notac¸a˜o mais completa, se ρx : G → Aut(Ex) e´ a representac¸a˜o usual do
grupo sobre Ex, no´s temos a nova representac¸a˜o correspondente: ρ˜x(g(x)) = Ad(ρ(g(x))) .
1.2 Linear Differential Operators
Definimos α = (α1, ·, αn) ∈ (Z
+)n e |α| = α1 + · · ·+ αn. Definimos ainda:
Dα := ∂α =
∂|α|
∂xα11 · · ·∂x
αn
n
: C∞(Rn;Rk)→ C∞(Rn;Rk)
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Uma aplicac¸a˜o linear L : C∞(Rn;Rk) → C∞(Rn;Rl) e´ chamada de operador diferencial
de ordem menor ou igual a r se e´ da forma:
(Lf)(x) =
∑
|α|≤r
aα(x)(D
αf)(x) (1.16)
onde aα ∈ C
∞(Rn;L(Rk,Rl)), f ∈ C∞(Rn;Rk) e Dαf(x) ∈ Rk. Se L tem ordem menor ou
igual a r e na˜o tem ordem menor ou igual a r−1, L e´ dito pertencer a Diff r(Rn×Rk;Rn×Rl).
Sejam enta˜o (E, πE ,M) e (F, πF ,M) fibrados vetoriais sobre M. Definimos que L :
Γ(E) → Γ(F ) e´ um operador diferencial linear entre E e F de ordem no ma´ximo igual
a r se e´ um morfismo entre E e F que pode localmente ( i.e.: no do domi´nio de gauges) ser
representado na forma de (1.16). No´s precisamos mostrar que essa definic¸a˜o independe das
trivializac¸o˜es. Em primeiro lugar, precisamos escrever o que significa um operador diferencial
ser representado localmente na forma de (1.16).
Sejam enta˜o θ aberto em M , tal que π−1
E
(θ) e π−1
F
(θ) sa˜o domi´nios de trivializac¸o˜es de
gauge φ : π−1
E
(θ) → θ × Rk e ψ : π−1
F
(θ) → θ × Rl. Chamemos de prφ2 : θ × R
k → Rk e
prψ2 : θ × R
l → Rl as projec¸o˜es canoˆnicas nas fibras t´ipicas e aα ∈ C
∞(θ;L(Rk,Rl)).Enta˜o
L : Γ(E1) → Γ(E2) e´ localmente representado na forma de (1.16) se, para toda sec¸a˜o
s ∈ Γ(E1) e todo m ∈ θ:
prψ2 ◦ ψ ◦ L(s(m)) =
∑
|α|≤r
aα(m)D
α(prφ2 ◦ φ(s))(m) (1.17)
Como para m ∈ θ, no´s temos ψm := pr
ψ
2 ◦ ψ|π−1
F
(m) : π
−1
F
(m) → Rl isomorfismo linear (e φm
definido analogamente),
L(s)(m) = ψ−1m
∑
|α|≤r
aα(m)D
α(prφ2 ◦ φ(s))(m)
 (1.18)
Sejam agora, definidos da mesma forma, trivializac¸o˜es locais ψ˜ e φ˜. Temos enta˜o
L(s)(m) = ψ˜−1m
∑
|α|≤r
(ψ˜m ◦ ψ
−1
m ) ◦ aα(m)D
α(prφ2 ◦ φ(s))(m)
 (1.19)
Mas por (1.4), (ψ˜m ◦ ψ
−1
m ) = gψ˜ψ(m) Agora, chamando de gφφ˜ : θ → GL(k) o mapa de
transic¸a˜o entre as trivializac¸o˜es φ e φ˜, no´s temos, para qualquer m ∈ θ:
prφ2 ◦ φ(s(m)) = (pr
φ
2 ◦ φ)(φ˜
−1 ◦ φ˜)(s(m))
= prφ2
(
φ ◦ φ˜−1
)
(m, prφ˜2 ◦ φ˜(s(m)))
= prφ2
(
m, gφφ˜pr
φ˜
2 ◦ φ˜(s(m))
)
= gφφ˜(m)pr
φ˜
2 ◦ φ˜(s(m))
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podemos reescrever (1.19):
L(s)(m) = ψ˜−1m
∑
|α|≤r
gψ˜ψ(m) ◦ aα(m)D
α
(
gφφ˜(pr
φ˜
2 ◦ φ˜(s))
)
(m)
 (1.20)
Utilizando regra da cadeia :
L(s)(m) = ψ˜−1m
∑
|α|≤r
gψ˜ψ(m) ◦ aα(m)
∑
|γ|≤|α|
(
|α|
|γ|
)
Dα−γ(gφφ˜)(m)D
γ(prφ˜2 ◦ φ˜(s))(m)

onde a notac¸a˜o simplificada subsume que γ e´ tal que γi ≤ αi. Mas gφφ˜ ∈ C
∞(θ;L(Rk,Rk)) ≃
C∞(θ;Rk
2
), portanto Dα−γ(gφφ˜) ∈ C
∞(θ;L(Rk,Rk)) . Finalmente
L(s)(m) = ψ˜−1m
∑
|γ|≤r
 ∑
r≥|α|≥|γ|
gψ˜ψ(m) ◦ aα(m)
(
|α|
|γ|
)
Dα−γ(gφφ˜)(m)
Dγ(prφ˜2 ◦ φ˜(s))(m)

como gψ˜ψ ∈ C
∞(θ;L(Rl,Rl)) no´s temos que ∑
r≥|α|≥|γ|
gψ˜ψ(m) ◦ aα(m)
(
|α|
|γ|
)
Dα−γ(gφφ˜)(m)
 =: a˜γ ∈ C∞(θ;L(Rk,Rl))
logo a˜γ ∈ C
∞(θ;L(Rk,Rl)) e portanto verificamos que vale
L(s)(m) = ψ˜−1m
∑
|γ|≤r
a˜γ(m)D
γ(prφ˜2 ◦ φ˜(s))(m)
 (1.21)
Formal Adjoints for Differential Operators
Sejam E, F fibrados vetoriais riemannianos sobre M . O subespac¸o de Γ(E) composto por
sec¸o˜es de suporte compacto sera´ denotado por ΓC(E). Se s1, s2 ∈ ΓC(E), enta˜o e´ claro que
x→ 〈s1(x), s2(x)〉 tem suporte compacto. Logo, utilizando o produto interno pontual em E
〈·, ·〉, definimos o produto interno em ΓC(E), denotado 〈〈·, ·〉〉, por
〈〈s1, s2〉〉 =
∫
M
〈s1, s2〉µ
E´ trivial mostrar que e´ bilinear e positivo definido, ja´ que 〈·, ·〉 o e´, e pela suavidade das sec¸o˜es
elas na˜o podem ser na˜o nulas em um conjunto de medida zero. Agora, se L : Γ(E)→ Γ(F )
e´ tal que L ∈ Diffr(E, F ), enta˜o chamamos de adjunto formal de L, o operador diferencial
linear L∗ : Γ(F )→ Γ(E), tal que valha, para todos s1 ∈ ΓC(E) e s2 ∈ ΓC(F ):
〈〈L(s1), s2〉〉 =
∫
M
〈L(s1), s2〉Fµ =
∫
M
〈s1, L
∗(s2)〉Eµ = 〈〈s1, L
∗(s2)〉〉
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E´ claro que se tal operador adjunto existir, pela na˜o degeneresceˆncia do produto interno
acima, ele sera´ u´nico.
Como vimos, para toda sec¸a˜o s1 ∈ Γ(E) e para m ∈ θ, por (1.18) L : Γ(E)→ Γ(F ) pode
ser escrito como :
L(s1)(m) = ψ
−1
m
∑
|α|≤r
aα(m)D
α(prφ2 ◦ φ(s1))(m)

Como ψm e´ isometria ,para u, v ∈ R
l:
〈u, v〉Rl = 〈ψ
−1
m (u), ψ
−1
m (v)〉F
Agora, como e´ isometria, o adjunto de ψ−1m e´ igual a ψm e no´s obtemos:
〈L(s1)(m), s2(m)〉F = 〈ψ
−1
m
∑
|α|≤r
aα(m)D
α(prφ2 ◦ φ(s1))(m), s2(m))〉F
= 〈
∑
|α|≤r
aα(m)D
α(prφ2 ◦ φ(s1))(m), (ψm ◦ s2(m)〉Rl
Como aα(m) ∈ L(R
k;Rl), podemos tomar tambe´m o seu adjunto aα(m)
∗, utilizando enta˜o
a bilinearidade da me´trica obtemos:
〈L(s1)(m), s2(m)〉F =
∑
|α|≤r
〈Dα(prφ2 ◦ φ(s1))(m), aα(m)
∗ ◦ ψm(s2(m))〉Rk
Integrando sobre θ e utilizando integrac¸a˜o por partes sucessivamente obtemos:∫
θ
〈L(s1), s2〉Fµ =
∑
|α|≤r
∫
θ
(−1)|α|〈φm(s1(m)), D
α
(
a∗α(pr
ψ
2 ◦ ψ) ◦ s2
)
(m)〉Rkµ
E finalmente:∫
θ
〈L(s1), s2〉Fµ =
∫
θ
〈s1(m),
∑
|α|≤r
(−1)|α|φ−1m D
α
(
a∗α(pr
ψ
2 ◦ ψ) ◦ s2
)
(m)〉Rkµ
Onde o operador ao lado direito e´ claramente um morfismo entre F e E. Portanto provamos
que localmente existe um adjunto formal. Se tivermos dois adjuntos formais sobre θ , L∗|θ , L˜
∗
|θ
enta˜o claramente
1
2
(
L∗|θ + L˜
∗
|θ
)
e´ tambe´m um adjunto formal, ou seja, combinac¸o˜es lineares convexas de adjuntos formais
locais sa˜o adjuntos formais locais. Portanto, como L(s)|U = L(s|U), tomando uma partic¸a˜o da
unidade subordinada a uma cobertura deM por abertos que sejam domi´nios de trivializac¸o˜es
locais obtemos um adjunto formal global, que como mencionamos e´ u´nico. Calcularemos
explicitamente alguns adjuntos formais ao longo da exposic¸a˜o.
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Vector Bundle Valued Differential Forms
Se V e´ um espac¸o vetorial denotamos por Λp(V ), todas as aplicac¸o˜es anti-sime´tricas p-lineares
de V em R. Se W e´ um espac¸o vetorial, enta˜o Λp(V ) ⊗W denota o espac¸o das formas a
valores em W , e e´ gerado linearmente por elementos da forma η ⊗ w onde η ∈ Λp(V ) e
w ∈ W . Sejam enta˜o v1, · · · , vp ∈ V , enta˜o no´s temos que
η ⊗ w(v1, · · · , vp) := η(v1, · · · , vp)w
que e´ alternante p-linear.
Se E e´ um fibrado sobre M chamamos Λp(TM∗) ⊗ E de fibrado de p-formas em M a
valores em E. Notemos que se λ ∈ Γ(Λp(TM∗)⊗E), enta˜o para todo x ∈ M , λx ∈ Λ
p(TxM)⊗
Ex e´ um mapa alternante p-linear de TxM em Ex. Agora, Γ(Λ
p(TM∗)⊗E) tambe´m e´ gerado
C∞(M,R)-linearmente por elementos da forma η ⊗ s, onde η ∈ Γ
(
Λp(TM∗)
)
e s ∈ Γ(E),
logo se X1, · · · , Xp ∈ Γ(TM), no´s temos que
η ⊗ s(X1, · · · , Xp) = η(X1, · · · , Xp)s (1.22)
e como
η(X1, · · · , Xp) ∈ C
∞(M)⇒ η ⊗ s(X1, · · · , Xp) ∈ Γ(E)
Isto e´, se λ ∈ Γ(Λp(TM∗)⊗ E), a aplicac¸a˜o:
λ(X1, · · · , Xp) : M → E (1.23)
x 7→ λx
(
(X1)x, · · · , (Xp)x
)
(1.24)
e´ uma sec¸a˜o de E, p-linear e anti-sime´trica nos X1, · · · , Xp (ja´ que a e´ em cada ponto).
Agora sejam η1 ∈ Γ(Λp1(TM∗)⊗ E1) e λ
2 ∈ Γ(Λp2(TM∗)⊗E2), definimos
λ1∧˜λ2 ∈ Γ(Λp1+p2(TM∗)⊗E1⊗E2)
por
λ1∧˜λ2(X1, · · · , Xp1+p2) =
p1!p2!
(p1 + p2)!
∑
σ∈P (p1+p2)
τ(σ)λ1(Xσ(1), · · · , Xσ(p1))⊗λ
2(Xσ(p1+1), · · · , Xσ(p1+p2))
(1.25)
Onde P (p1 + p2) e´ o grupo de permutac¸o˜es de p1 + p2 elementos, e τ(σ) e´ a paridade da
permutac¸a˜o σ. Em outras palavras, o operador ∧˜ age como produto externo so´ na parte de
formas da sec¸a˜o. Se chamarmos o produto externo usual de
∧R = Γ
(
Λp1(TM∗)
)
× Γ
(
Λp2(TM∗)
)
→ Γ(Λp1+p2(TM∗)
)
temos, para elementos da forma η1⊗ s1 onde η1 ∈ Γ(Λp1(TM∗)) e s1 ∈ Γ(E1) que a equac¸a˜o
(1.25) fica:
(η1 ⊗ s1)∧˜(η2 ⊗ s2) = (η1 ∧R η
2)⊗ (s1 ⊗ s2) (1.26)
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Mais rigorosamente, seja {ηi}ni=1 base local de Γ(Λ
1(TM∗)) e {ej}
k
i=1 base local de Γ(E1|θ).
Lembramos que E1|θ := π
−1
1 (θ) onde π1 : E1 → M . No´s temos que {η
I} e´ base local de
Γ
(
Λp1(TM∗|θ)
)
, onde o superscrito maiu´sculo I e´ a chamada notac¸a˜o de multi-´indices,
que denota uma combinac¸a˜o de p1 elementos da forma η
i. I.e.: se I = (i1, · · · , ip1) com
1 ≤ i1 < · · · < ip1 ≤ n enta˜o η
I = ηi1 ∧ · · · ∧ ηip1 .
Logo Γ(Λp1(TM∗)⊗E1) e´ localmente gerado C
∞(M,R)-linearmente pela base {ηI ⊗ ej}
de forma u´nica. Seja J = (j1, · · · , jp2), e {bj}
l
i=1 base local de Γ(E2|θ), temos enta˜o, para
λ1 ∈ Γ(Λp1(TM∗|θ) ⊗ E1|θ) e λ
2 ∈ Γ(Λp2(TM∗|θ) ⊗ E2|θ), λ
1 = f iIη
I ⊗ ei, λ
2 = gjJη
J ⊗ bj ,
f iI , g
j
J : θ → R. Portanto, obtemos :
λ1∧˜λ2 = f iIg
j
J(η
I ∧R η
J)⊗ (ei ⊗ bj) (1.27)
No caso de p1 = p2 = 1 enta˜o
λ1∧˜λ2(X1, X2) =
1
2
(
λ1(X1)⊗ λ
2(X2)− λ
1(X2)⊗ λ
2(X1)
)
∈ Γ(E1)⊗ Γ(E2) (1.28)
Onde X1, X2 sa˜o sec¸o˜es de TM . Se tivermos no entanto uma aplicac¸a˜o bilinear µ :
E1 ⊗ E2 → E3, ao inve´s de ∧˜, substituindo o produto tensorial em (1.28) por µ, podemos
definir um produto externo ∧, que vai de formas a valores em E1 e E2, respectivamente, em
Γ(Λp1+p2(TM∗)⊗E3). I.e.:
∧ : Γ(Λp1(TM∗)⊗E1)⊗ Γ(Λ
p2(TM∗)⊗E2)→ Γ(Λ
p1+p2(TM∗)⊗E3)
E para o caso de 1-formas:
λ1 ∧ λ2(X1, X2) =
1
2
(
µ
(
λ1(X1), λ
2(X2)
)
− µ
(
λ1(X2), λ
2(X1)
))
(1.29)
Por exemplo, podemos ter E1 = E e E2 = E
∗ com µ = C sendo o operador de contrac¸a˜o
e nesse caso E3 = M × R. Ou ainda, E1 = E2 = E e µ = g uma me´trica sobre E (ja´ que
cada fibra e´ linear e portanto comporta produto interno), novamente com E3 = M × R.
Outro exemplo bastante u´til e´ se E1 = M × R, ou seja, p-formas a valores reais, neste caso
µ e´ simplesmente a multiplicac¸a˜o por func¸o˜es reais.
Mas o caso mais importante para no´s e´ se E1 = E2 = End(E), o grupo dos endomorfismos
de E. Nesse caso temos uma aplicac¸a˜o natural de composic¸a˜o de endomorfismos End(E)×
End(E)→ End(E).
Em termos de uma base {s1k} = {s
2
k} = {e
i ⊗ ej} onde {ei} e´ base local de Γ(E|θ) e {e
i}
e´ sua base dual, base de Γ(E∗|θ), para λ
1 ∈ Γ
(
Λp(TM∗|θ) ⊗ End(E)|θ
)
, λ1 = λ1
i
j ⊗ ei⊗e
j
onde λ1
i
j ∈ Γ
(
Λp(TM∗|θ)
)
podemos ilustrar a operac¸a˜o acima como uma simples contrac¸a˜o:
λ1 ∧ λ2 = λ1
i
j ∧R λ
2l
kei ⊗
(
ej(el)
)
⊗ ek = λ1
i
j ∧R λ
2j
kei ⊗ e
k (1.30)
Fazemos aqui a importante observac¸a˜o que, salvo aviso, tomaremos sempre este produto
exterior entre formas a valores em End(E).
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Agora, quando E1 = E2 = E, se o fibrado for um fibrado de a´lgebras, existe uma aplicac¸a˜o
E ⊗ E → E. Com essa aplicac¸a˜o podemos novamente definir um produto externo a valores
em E e (1.28) pode tomar a forma:
λ1∧˜λ2(X1, X2) =
1
2
(
λ1(X1)λ
2(X2)− λ
1(X2)λ
2(X1)
)
(1.31)
Pela forma de (1.31), a notac¸a˜o para tal aplicac¸a˜o no fibrado se sugere como:
λ1∧˜λ2(X1, X2) = [λ
1(X1), λ
2(X2)] = [λ
1, λ2](X1, X2) (1.32)
Em particular, se for um fibrado de a`lgebras anti-comutativas:
λ(X1)λ(X2) = −λ(X2)λ(X1) =⇒ λ ∧ λ = λ⊗ λ
Portanto fica aqui claro que na˜o temos, como no caso da formas a valores reais (que e´ um
fibrado de a`lgebras comutativas), que λ∧ λ = 0. Em geral, temos localmente, em termos de
uma base {ei} de g, λ = λ
iei, denotando o produto da a´lgebra por [·, ·]:
λ ∧ λ(X1, X2) =
1
2
(λ(X1)λ(X2)− λ(X2)λ(X1)) (1.33)
= λi(X1)λ
j(X2)eiej − λ
j(X2)λ
i(X1)ejei (1.34)
= λi(X1)λ
j(X2)[ei, ej] (1.35)
The Exterior Derivative
Seja E = M ×V , neste caso (ja´ que podemos manter sec¸o˜es de Γ(E) “constantes”), teremos
um operador diferencial de primeira ordem:
d : Γ(Λp(M)⊗E)→ Γ(Λp+1 ⊗E)
λ 7−→ dλ
Onde para, X1, · · · , Xp+1 ∈ Γ(TM),
dλ(X1, · · · , Xp+1) =
p+1∑
i=1
(−1)i+1Xiλ(X1, · · · , Xˆi, · · · , Xp+1)+∑
1≤i≤j≤p+1
(−1)i+jλ([Xi, Xj ], X1, · · · , Xˆi, · · · , Xˆj, · · · , Xp+1) (1.36)
Que e´ exatamente ana´logo a` definic¸a˜o da derivada exterior de p-formas a valores reais, e
generaliza
dλ(X, Y ) = X [λ(Y )]− Y [λ(X)]− λ([X, Y ])
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Mostremos que dλ e´ C∞(M)-multilinear, como a definic¸a˜o e´ obviamente anti-sime´trica, basta
que provemos em uma entrada. Seja enta˜o f ∈ C∞(M):
dλ(fX1, · · · , Xp+1) = fX1[λ(X2, · · · , Xp+1)]
+
p+1∑
i=2
(−1)i+1Xi[λ(fX1, · · · , Xˆi, · · · , Xp+1)]
+
p+1∑
i=2
(−1)i+1λ([fX1, Xi], · · · , Xˆi, · · · , Xp+1)
+
∑
2≤i≤j≤p+1
(−1)i+jλ([Xi, Xj], fX1, · · · , Xˆi, · · · , Xˆj, · · · , Xp+1)
Mas λ e´ multilinear, enta˜o
p+1∑
i=2
(−1)i+1Xi[λ(fX1, · · · , Xˆi, · · · , Xp+1)] =
p+1∑
i=2
(−1)i+1Xi[f ]λ(X1, · · · , Xˆi, · · · , Xp+1)
+ f
p+1∑
i=2
(−1)i+1Xi[λ(X1, · · · , Xˆi, · · · , Xp+1)]
Ale´m disso, como [fX1, Xi] = f [X1, Xi]−Xi[f ]X1,
p+1∑
i=2
(−1)i+1λ([fX1, Xi], · · · , Xˆi, · · · , Xp+1)
= f
p+1∑
i=2
(−1)i+1λ([X1, Xi], · · · , Xˆi, · · · , Xp+1)−
p+1∑
i=2
(−1)i+1Xi[f ]λ(X1, · · · , Xˆi, · · · , Xp+1)
Juntando todos os termos obtemos
dλ(fX1, · · · , Xp+1) = fdλ(X1, · · · , Xp+1) (1.37)
Logo dλ e´ tensorial, so´ depende dos valores dos campos nos pontos calculados.Temos as
seguintes propriedades, ideˆnticas a`quelas va´lidas para formas a valores reais:
(i) d e´ linear
(ii) d(λ1 ∧ λ2) = dλ1 ∧ λ2 + (−1)p1λ1 ∧ dλ2 ,para λi ∈ Γ(Λpi(TM∗)⊗ E)).
(iii) d2 = 0
(iv) Se λ tem suporte compacto C enta˜o∫
C
dλ =
∫
∂C
λ
(Teorema de Stokes).
20
Bem coloquialmente, o que e´ a derivada exterior? E´ a potencialidade de variac¸a˜o. A
potencialidade de variac¸a˜o de uma func¸a˜o por exemplo, se toma ao longo de direc¸o˜es, e a de
uma func¸a˜o sobre direc¸o˜es (1-formas) se toma ao longo de elementos de a´rea direcionados4
Agora, porque a potencialidade de variac¸a˜o da potencialidade de variac¸a˜o e´ nula? Porque a
potencialidade de variac¸a˜o na˜o e´ uma quantia escalar, e sua direc¸a˜o em pontos (ou elementos
de a´rea, etc.) vizinhos e´ oposta [4]. Pense em uma distribuic¸a˜o de temperatura, se voceˆ vai
de A para B a temperatura aumenta tanto quanto diminui se voceˆ toma a direc¸a˜o oposta,
de B pra A. Portanto a soma das potencialidades se cancela, deixando somente o valor na
fronteira da regia˜o tomada (Teorema de Stokes). Como a fronteira de uma fronteira e´ nula,
a integral ∫
S
d2η = 0
para qualquer p-forma η e qualquer variedade S, logo d2 = 0.
1.3 Hodge Decomposition Theorem
The Hodge ∗ Operator
Suponhamos que Mn tenha estrutura Riemanniana (M, 〈·, ·〉), ha´ uma maneira natural de
induzir um isomorfismo entre TxM e TxM
∗ dado pela me´trica, a saber, dado λ ∈ TxM
∗ e
u, v ∈ TxM definimos u
♯ ∈ TxM
∗ por 〈u, ·〉:
u♯(v) = 〈u, v〉
assumindo que a me´trica e´ na˜o degenerada, e que o espac¸o dual tem a mesma dimensa˜o, e´
fa´cil verificar que ♯ : TxM → TxM
∗ e´ isomorfismo: se u, v ∈ TxM tal que 〈u, w〉 = 〈v, w〉
para todo w ∈ TxM , enta˜o
〈u− v, w〉 = 0 =⇒ u− v = 0
Denotamos o inverso de ♯ por ♭ : TxM
∗ → TxM . Podemos vizualizar este isomorfismo
da seguinte maneira: dado um vetor v ∈ TxM , v
♯ seria representado por uma “pilha” de
hiperplanos em TxM ortogonais a v, de forma que v
♯(w) fosse a velocidade com que o vetor
w atravessa os hiperplanos. Dessa maneira, se w e´ ortogonal a v, v♯(w) = 0. Claramente
precisamos da me´trica para nos dizer o que e´ ortogonalidade.
O produto exterior de duas 1-formas, seguindo esse racioc´inio, seria uma fami´lia de
vetores (elementos de linha), dadas pela intersecc¸o˜es dos seus respectivos hiperplanos, e sua
aplicac¸a˜o feita em elementos de a´rea (correspondentes a dois vetores), seria a velocidade com
a qual esses elementos de linha atravessam esses elementos de a´rea [5]. Em dimenso˜es mais
altas a vizualizac¸a˜o se torna totalmente abstrata, mas, seguindo esse racioc´inio, uma p-forma
em um ponto x ∈M seria equivalente a uma pilha de subespac¸os n−p dimensionais em TxM ,
e sua aplicac¸a˜o a p vetores ordenados seria a velocidade com que a pilha e´ “atravessada”
pelos subespac¸os orientados p dimensionais formados por esses vetores.
4As caracter´isticas Grassmanianas de 2-formas veˆm de serem relacionadas na˜o a um elemento de a´rea
qualquer, e sim a um elemento de a´rea direcionado.
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O produto interno em TxM induz um produto interno em Λ
p(TxM). Como o produto
interno deve ser uma aplicac¸a˜o bilinear, basta definirmos tal aplicac¸a˜o em elementos formados
pelo produto externo de p 1-formas. Seja enta˜o λi, θi ∈ Λ
1(TxM), denotaremos o produto
interno em Λp(TxM) por 6 ·, . . . , · >:
6 λ1 ∧ · · · ∧ λp, θ1 ∧ · · · ∧ θp >:=
∑
σ∈Sn
τ(σ)〈λσ(1), θ1〉 · · · 〈λσ(p), θp〉 = det(〈λi, θj〉) (1.38)
onde definimos 〈λ, θ〉 := 〈λ♭, θ♭〉 , Sp denota o grupo de permutac¸a˜o de p elementos, τ(σ)
e´ a paridade da permutac¸a˜o σ. Se {ei}ni=1 e´ uma base ortonormal para T
∗
xM , enta˜o os
(
n
p
)
elementos formados por eI , onde o superscrito maiu´sculo I e´ um multi-´indice de p elementos5,
forma uma base ortonormal para Λp(TxM).
Logo Λn(TxM) e´ 1-dimensional e tem dois elementos de norma 1. Se pudermos escolher
µ ∈ Γ(Λn(TM∗)) tal que ||µx|| = 1, enta˜o M e´ orienta´vel e uma escolha e´ chamada de
orientac¸a˜o de M , µ e´ o elemento de volume Riemanniano.
Consideremos o mapa bilinear:
Bp : Γ(Λ
p(TM∗))× Γ(Λn−p(TM∗))→ C∞(M,R)
(λ, ν) 7−→ Bp(λ, ν)µ = λ ∧ ν
Proposition 1 Bp e´ na˜o-degenerado e portanto determina unicamente um isomorfismo ∗:
Γ(Λp(TM∗))→ Γ(Λn−p(TM∗)) tal que:
λ ∧ ∗ν =6 λ, ν > µ (1.39)
onde λ, ν ∈ Λp(M), µ ∈ Λn(M).
Dem: Seja {ei}
n
i=1 base ortonormal de TxM , e I = (i1, · · · , ip) com 1 ≤ i1 < · · · <
ip ≤ n, chamamos de I
C o complementar de I em (1, 2, · · · , n) em ordem tambe´m cres-
cente. Chamaremos novamente de τ(I) a paridade da permutac¸a˜o levando (1, 2, · · · , n) em
(i1, i2, · · · , in): (
1 2 · · · p p+ 1 · · · n
i1 i2 · · · ip j1 · · · jn−p
)
obviamente eI ∧ eIc = τ(I)µ. No´s temos ainda que para qualquer J subconjunto crescente
de n−p elementos de {1, · · · , n} tal que J 6= Ic, necessariamente eI ∧ eJ = 0. Logo se I 6= J
enta˜o eIC 6= eJC e portanto 6 eIC , eJC >= 0.
Chamando de C a colec¸a˜o de todos os subconjuntos crescentes de p-elementos de
{1, · · · , n}, no´s temos enta˜o que {eI}I∈C e {τ(I)eIc}I∈C sa˜o bases ortonormais de Λ
p(TxM)
e Λn−p(TxM) (ja´ que teˆm a mesma dimensa˜o). Agora, como ∗ deve satisfazer:
eI ∧ ∗eI =6 eI , eI > µ = µ = τ(I)τ(I)µ = eI ∧ τ(I)eIC
podemos definir o operador linear ∗ como agindo em uma base da seguinte forma
∗eI := τ(I)eIC
5I.e.: se I = (i1, · · · , ip) com 1 ≤ i1 < · · · < ip ≤ n enta˜o λI = λi1 ∧ · · · ∧ λip .
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Como leva base em base, o operador ∗ e´ isomorfismo linear, que por construc¸a˜o obedece
(1.39), como Bp e´ na˜o degenerado, o operador esta´bem definido e e´ u´nico. Claramente se
eI = µ, enta˜o ∗eI = 1. 
Aqui nossa maneira de visualizar formas como elementos de a´rea direcionados vem a
calhar. Todo subespac¸o de um espac¸o vetorial tem um subespac¸o ortogonal, mas somente
subespac¸os direcionados (com orientac¸a˜o) teˆm subespac¸os ortogonais direcionados, e´ da´i que
vem todas as caracater´isticas do operador de Hodge. Similarmente ao operador ♯ podemos
encarar o operador ∗ de Hodge como levando cada elemento de a´rea p-dimensional orientado
ao elemento de a´rea (n − p)-dimensional ortogonal de orientac¸a˜o compat´ivel. Por exemplo,
em R3 com a me´trica canoˆnica:
∗dx = dy ∧ dz , ∗ dy = dz ∧ dx , ∗ dz = dx ∧ dy
Continuando, ∗eI = τ(I)eIc enta˜o
∗(∗eI) = τ(I)τ(I
c)eI = τ(I · I
c)eI
que e´ a permutac¸a˜o: (
i1 i2 · · · ip j1 · · · jn−p
j1 · · · jn−p i1 · · · ip
)
cuja paridade e´ (−1)p(n−p). Em particular se p = n
2
e n = 4m ⇒ p(n− p) = 4m2 enta˜o
(−1)p(n−p) = 1.
Portanto, (∗)2 = Id, e como ∗ : Λp(TxM) :→ Λ
p(TxM) logo temos, para λ ∈ Λ
p(TxM),
λ =
1
2
(λ+ + λ−) (1.40)
=
1
2
((λ+ ∗λ) + (λ− ∗λ)) (1.41)
∴ ∗ λ =
1
2
(∗λ+ + ∗λ−) (1.42)
=
1
2
((∗λ+ λ) + (∗λ− λ)) (1.43)
=
1
2
(λ+ − λ−) (1.44)
Enta˜o denotando o autoespac¸o do autovalor k do operador linear ∗ no espac¸o em questa˜o
como A(k), no´s obtemos Λp(TxM) = A(−1) ⊕ A(1), decomposic¸a˜o que e´ importante no
estudo das equac¸o˜es de Yang-Mills.
Agora, para E fibrado vetorial Riemanniano, utilizando o produto externo nestes espac¸os
que incorpora o produto interno riemanniano nas fibras (que denotaremos nesse caso por g),
como explicitado na equac¸a˜o (1.29), se λ ∈ Λp(TxM) ⊗ Ex e ν ∈ Λ
n−p(TxM) ⊗ Ex pela
equac¸a˜o (1.25) definimos este produto externo como:
λ ∧ ν(X1, · · · , Xn) :=
p!(n− p)!
n!
∑
σ∈P (n)
τ(σ)g
(
λ(Xσ(1), · · · , Xσ(p)), ν(Xσ(p+1), · · · , Xσ(n))
)
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Enta˜o assim como para formas a valores reais, incorporando o produto interno riemanni-
ano obtemos uma forma bilinear na˜o degenerada de (Λp(TxM)⊗Ex)⊗ (Λ
n−p(TxM)⊗Ex)→
R:
λ ∧ ν = Bp(λ, ν)µ ∈ Λ
n(TxM)
Seguindo a demonstrac¸a˜o do lema anterior, obtemos um u´nico isomorfismo ∗ : Λp(M)⊗E →
Λn−p(M)⊗ E caracterizado por
λ ∧ ∗ν = 〈λ, ν〉µ
a saber, o isomorfismo levando base ortonormal de Λp(TxM) ⊗ Ex em base ortonormal de
Λn−p(TxM)⊗ Ex:
∗(eI ⊗ bj) = τ(I)eIc ⊗ bj (1.45)
onde λ ∈ Λp(M) ⊗ E e o produto interno, para o qual utilizamos a mesma notac¸a˜o do
produto interno de 1-formas, aqui incorpora tanto o produto interno pontual para p-formas,
6 ·, · >, quanto o produto interno pontual riemanniano.
Exterior Co-derivative
Pela definic¸a˜o, se λ, ν ∈ ΓC(Λ
p(M)⊗ E)
〈〈λ, ν〉〉 =
∫
M
〈λ, ν〉µ =
∫
M
λ ∧ ∗ν
Vamos calcular explicitamente o adjunto formal da derivada exterior d : Γ(Λp(TM∗) ⊗
E)→ Γ(Λp+1(TM∗)⊗E), que chamaremos de δ : Γ(Λp+1(TM∗)⊗ E)→ Γ(Λp(TM∗)⊗ E),
a coderivada exterior. Lembramos antes de mais nada que so´ existe um conceito natural
de derivada exterior sobre fibrados produto E = M × V (ou localmente para a trivializac¸a˜o
θ × V ), ja´ que a´i ha´ uma maneira natural de manter um campo“fixo”.
Seja λ ∈ ΓC(Λ
p(TM∗)⊗E) e ν ∈ ΓC(Λ
p+1(TM∗)⊗E). Lembramos que ∗ν ∈ ΓC(Λ
n−p−1(TM∗)⊗
E) e portanto λ ∧ ∗ν ∈ ΓC(Λ
n−1(TM∗)) e d(λ ∧ ∗ν) ∈ ΓC(Λ
n(TM∗)). Portanto podemos
utilizar Stokes: ∫
M
d(λ ∧ ∗ν) =
∫
M
dλ ∧ ∗ν +
∫
M
(−1)pλ ∧ d(∗ν) (1.46)
=
∫
∂M
λ ∧ ∗ν = 0 (1.47)
∴
∫
M
dλ ∧ ∗ν =
∫
M
(−1)(p+1)λ ∧ d(∗ν) (1.48)
Mas pela definic¸a˜o de ∗, sobre cada ponto de M , dλ∧ ∗ν = 〈dλ, ν〉µ, e por outro lado, como
∗∗ = (−1)p(n−p) enta˜o (−1)p(n−p) ∗ ∗ = 1, e no´s temos
(−1)p+1λ ∧ d(∗ν) = (−1)p+1λ ∧ ((−1)p(n−p) ∗ ∗d(∗ν)) = (−1)p+p(n−p)+1λ ∧ ∗(∗d(∗ν))
∴ (−1)p+1λ ∧ d(∗ν) = (−1)p+p(n−p)+1〈λ, ∗d(∗ν)〉µ
Subsituindo em (1.48), obtemos∫
M
〈dλ, ν〉µ = (−1)p+p(n−p)+1
∫
M
〈λ, ∗d(∗ν)〉µ
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Enta˜o
〈〈dλ, ν〉〉 = (−1)p+p(n−p)+1〈〈λ, ∗d ∗ ν〉〉
e portanto
δp+1 = (−1)
np+1 ∗n−p dn−(p+1)∗p+1
onde utilizamos que −1p
2−p = 1 e os subscritos denotam o grau das formas a que os oper-
adores esta˜o sendo aplicados; a coderivada exterior esta´ sendo aplicada em p + 1-formas a
valores no fibrado e as levando para p formas a valores no fibrado. Enta˜o finalmente obtemos
para δ : Γ(Λp(TM∗)⊗E)→ Γ(Λp−1(TM∗)⊗E)
δp = (−1)
n(p+1)+1 ∗n−p+1 dn−p∗p (1.49)
Temos as seguintes propriedades para a coderivada exterior, facilmente verifica´veis (aplicare-
mos em formas de grau p):
(i) δ ◦ δ = d ∗ δ = δ ∗ d = 0
Como d e ∗ sa˜o lineares, δ ◦ δ = ±∗d ◦ d∗ = ±d∗δ = ±δ ∗ d = 0.
(ii) ∗dδ = δd∗ , ∗δd = dδ∗
Simplesmente escrevendo por extenso os dois lados das equac¸o˜es obtemos os resultados.
(iii) δn−p∗p = (−1)
p+1 ∗ d
No´s temos δn−p∗p = (−1)
n(n−p+1)+1+p(n−p) ∗p+1 dp, e fazendo as contas obtemos
(−1)n(n−p+1)+1+p(n−p) = (−1)p+1
(iv) ∗p−1δp = (−1)
pd∗
Ja´ que (−1)(p−1)(n−p+1)+n(p+1)+1 = (−1)p
The Laplacian
Em matema´tica e f´isica, o Laplaciano, denotado por ∆, e´ um operador diferencial de suma
importaˆncia, sendo utilizado na modelagem de propagac¸a˜o de ondas e fluxo de calor. E´
ainda central na teoria eletromagne´tica e na mecaˆnica quaˆntica, onde representa o operador
de energia cine´tica. Definido como o divergente do gradiente, em coordenadas cartesianas
de R3 o operador assume a bem conhecida fo´rmula:
∆˜ =
∂2
∂x2
+
∂2
∂y2
+
∂2
∂z2
=
3∑
i=1
∂2i
E´ poss´ivel provar que em uma variedade Riemmaniana M qualquer, podemos escrever o
operador de Laplace acima, a menos de um sinal negativo, como 6
∆p = dp−1δp + δp+1dp (1.50)
6Na notac¸a˜o mais comum entre os f´isicos, o negativo do divergente do gradiente em uma variedade
riemanniana M aplicado em f ∈ C∞(M,R) e´ escrito como:
∆(f) = −∆˜(f) = −
1√
|g|
∂i(
√
|g| ∂if)
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ou em notac¸a˜o mais compacta: ∆ = dδ + δd, chamaremos este operador de Laplaciano,
ao inve´s de ∆˜, prefereˆncia justificada por ser assim um operador positivo definido, como
mostramos a seguir. E´ trivial perceber que adjunto do Laplaciano, ∆∗ = δd + dδ = ∆,
ou seja, e´ um operador auto-adjunto. O nu´cleo de ∆ e´ chamado de espac¸o de p-formas
harmoˆnicas a valores em V .
Proposition 2 Temos as seguintes propriedades do Laplaciano:
(i) O laplaciano e´ auto-adjunto.
(ii) Para λ ∈ ΓC(Λ
p(T ∗M) ⊗ E), λ e´ harmoˆnico se e somente se tivermos ambas as
condic¸o˜es: dλ = 0 e δλ = 0.
(iii) ∗∆ = ∆∗. Logo se λ e´ harmoˆnica enta˜o ∗λ tambe´m e´.
Dem: Ja´ comentamos o primeiro item. Para o segundo, supondo que λ e´ harmoˆnica temos:
d(δλ) + δ(dλ) = 0 =⇒ 〈〈d(δλ) + δ(dλ), λ〉〉 = 0
= 〈〈d(δλ), λ〉〉+ 〈〈δ(dλ), λ〉〉
= 〈〈δλ, δλ〉〉+ 〈〈dλ, dλ〉〉
∴ δλ = 0 e dλ = 0
onde utilizamos na u´ltima passagem que o produto interno 〈〈·, ·〉〉 e´ definido positivo. A
afirmac¸a˜o de (ii) e´ o´bvia. Fica claro tambe´m dessa demonstrac¸a˜o que o Laplaciano e´ assim
positivo definido.
Para o terceiro item, basta observar o item (ii) das propriedades da coderivada exterior
acima. 
De agora em diante, chamaremos ΓC(Λ
p(T ∗M) ⊗ E) de Ap(E) ou abreviando ainda
mais, Ap, e o espac¸o de p-formas harmoˆnicas em Ap de Hp. Um corola´rio trivial desta
u´ltima proposic¸a˜o e´ o Teorema de Liouville, que diz que se M e´ compacto, orientado e
conexo, enta˜o qualquer func¸a˜o harmoˆnica, i.e.: tal que ∆f = 0, e´ constante (ja´ que df = 0).
Temos ainda que se λ for uma n-forma harmoˆnica, enta˜o λ e´ um mu´ltiplo constante da forma
volume, ja´ que λ = fµ e portanto ∗∆λ = ∆ ∗ λ = ∆f = df = 0.
Proposition 3 Hp , Im(dp−1) e Im(δp+1) sa˜o mutuamente ortogonais em A
p.
Dem: Seja λ ∈ Ap−1 , ν ∈ Ap+1 e η ∈ Hp.
utilizindo a notac¸a˜o f´isica: |g| = det(gij) e gijgjk = δik e´ a matriz inversa da me´trica, e ∂
i = gij∂j e´ o
levantamento do campo ∂i pela me´trica, i.e.: ∂
♯
i . Utilizando novamente a notac¸a˜o de multi-´indices para
letras maiu´sculas, µ como a forma volume temos:
∆f = dδf + δ df = δ df = δ ∂if dx
i = − ∗ d∗∂if dx
i = − ∗ d(τ(iJ)
√
|g|∂if dxJ )
= − ∗ τ(iJ) ∂j(
√
|g|∂if) dxj dxJ = − ∗
1√
|g|
∂i(
√
|g|∂if)µ = −
1√
|g|
∂i(
√
|g| ∂if)
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• Im(dp−1) ⊥ Im(δp+1):
〈〈dλ, δν〉〉 = 〈〈λ, δ(δν)〉〉 = 0
• Im(dp−1) ⊥ H
p :
〈〈dλ, η〉〉 = 〈〈λ, δη〉〉 = 0
• Im(δp+1) ⊥ H
p :
〈〈η, δν〉〉 = 〈〈dη, ν〉〉 = 0

Hodge’s Decomposition Theorem
Theorem 3 Para M compacto, e E = M × V fibrado riemanniano sobre M . Enta˜o Ap =
Hp ⊕ Im(dp−1)⊕ Im(δp+1)
No´s temos que Hp ⊕ Im(dp−1)⊕ Im(δp+1) e´ uma soma na˜o so´ direta, mas perpendicular,
contida em Ap. Infelizmente Ap e´ de dimensa˜o infinita, e uma prova desse teorema involve
uma incursa˜o em ana´lise funcional e cohomologia de Rham que na˜o farermos aqui (ver [6],
[9]). Se Ap fosse de dimensa˜o finita seria suficiente provar que um elemento de Ap ortogonal
a Hp⊕Im(dp−1)⊕Im(δp+1) e´ obrigatoriamente nulo. Isto e´: se λ ∈ A
p e´ ortogonal a Im(dp−1),
no´s temos para todo ν ∈ Ap−1,
〈〈dν, λ〉〉 = 〈〈ν, δλ〉〉 = 0
portanto, como tomamos ν qualquer, δλ = 0. Da mesma forma obtemos que se λ e´ ortogonal
a Im(δp+1) enta˜o dλ = 0. Agora, claramente se λ for ortogonal a Im(dp−1)⊕ Im(δp+1) enta˜o
λ ∈ Ker(dp−1) ⊕ Ker(δp+1) = H
p, e claramente se for ortogonal aos treˆs, λ = 0. Agora
assumiremos que para todo λ ortogonal a Hp existe ν ∈ Ap que satisfaz a equac¸a˜o:
∆ν = λ
um fato advindo da teoria de equac¸o˜es diferenciais parciais el´ipticas [6].
Como o nu´cleo de qualquer operador linear e´ um subespac¸o fechado, e intersecc¸o˜es ar-
bitra´rias de conjuntos fechados e´ fechada, temos que Hp e´ fechado em um espac¸o normado,
Ap . Logo dado um elemento ν ∈ Ap, temos que existem muitos h ∈ Hp e h⊥ ∈ Ap − Hp
tais que h⊥ = ν − h, mas u´nicos tais que a norma de h⊥ = ν − h e´ mi´nima, ou seja temos
uma decomposic¸a˜o ortogonal Ap = (Hp)⊥ ⊕Hp. Chamaremos a projec¸a˜o em H de Ĥ.
Para todo η ∈ Ap no´s teremos que η − Ĥ(η) ∈ (Hp)⊥ e portanto por hipo´tese existe
ν ∈ Ap tal que
∆ν = d(δν) + δ(dν) = η − Ĥ(η)
e finalmente η = d(δν) + δ(dν) + Ĥ(η) o que nos fornece a decomposic¸a˜o de Hodge.
Proposition 4 Se λ ∈ Ap e´ fechada, i.e.: dλ = 0, enta˜o existe um u´nico h ∈ Hp e um
u´nico ν ∈ Ap−1 tal que λ = h+ dν.
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Dem: Pela decomposic¸a˜o de Hodge no´s temos
λ = h+ dν + δη
Mas como dλ = 0, obtemos dδη = 0. Logo
〈〈dδη, η〉〉 = 〈〈δη, δη〉〉 = 0 =⇒ δη = 0
e obtemos λ = h+dν , temos que cada classe de cohomologia conte´m um u´nico representante
harmoˆnico. 
Na verdade a rec´iproca tambe´m vale; o resultado do Teo.3 fornece uma resposta a`
seguinte pergunta: dada uma p-forma λ ∈ Ap em um fibrado trivial Riemanniano sobre uma
variedade compacta M , sob quais condic¸o˜es existe ν ∈ Ap que satisfaz a equac¸a˜o:
∆ν = λ ?
A resposta e´ que a condic¸a˜o necessa´ria e suficiente e´ λ ser ortogonal a Hp. Que e´ necessa´ria
e´ facilmente demonstra´vel: suponha que ∆ν = λ, enta˜o para todo η ∈ Hp temos:
〈〈η, λ〉〉 = 〈〈η,∆ν〉〉 = 〈〈∆η, ν〉〉 = 0
A suficieˆncia deriva do Teorema de Decomposic¸a˜o de Hodge: Assumindo que λ ∈ (Hp)⊥ no´s
temos que λ = dν+δη. Agora afirmamos que existem θ, α ∈ Ap tal que ∆θ = dν e ∆α = δη.
De fato, sucessivamente aplicando o teorema de Hodge obtemos:
ν = dν1 + δη1 + γ1 =⇒ dν = dδη1
η1 = dν2 + δη2 + γ2 =⇒ δη1 = δdν2
portanto substituindo uma na outra: dν = dδ(dν2) = ∆(dν2) = ∆θ, onde o θ que procura´vamos
e´ dado por dν2. E portanto, fazendo a mesma conta para η obtemos, para algum α, δη = ∆α
e finalmente λ = ∆(α + θ).
1.4 Connections in Vector Bundles
No´s vimos que no caso de fibrados localmente triviais, ao redor de qualquer ponto da base
ha´ uma vizinhanc¸a sobre cujas fibras existe o conceito de uma sec¸a˜o se manter”constante”.
Poder´iamos escolher comparar vetores segundo essa trivializac¸a˜o, no´s ter´iamos um “ pano
de fundo” local em cada fibra segundo o qual poder´iamos dizer se um campo variou ou
permaneceu constante. Ainda assim, esse “ pano de fundo” depende da trivializac¸a˜o. Uma
sec¸a˜o de um fibrado designa para cada ponto da base um elemento da fibra sobre aquele
ponto, e na˜o existe forma canoˆnica de comparac¸a˜o entre elementos de fibras diferentes, ha´
muitas formas distintas de se fazer isto. Para comparar elementos de diferentes fibras no´s
precisamos de um isomorfismo entre estas fibras, precisamos escolher um pano de fundo, uma
forma de comparac¸a˜o. No caso de uma trivializac¸a˜o, isto equivale a se utilizar da “estrutura
produto” local e o isomorfismo natural das coordenadas do espac¸o produto para estabelecer-
se uma equivaleˆncia entre as fibras. A escolha de uma forma de comparac¸a˜o de valores entre
diferentes espac¸os internos chama-se conexa˜o.
28
Definition 4 Uma conexa˜o em um fibrado vetorial E sobre M e´ um mapa linear
∇ : Γ(E)→ Γ(T ∗M ⊗E)
tal que se f ∈ C∞(M,R) e se s ∈ Γ(E) enta˜o
∇(fs) = f∇s+ df ⊗ s (1.51)
Theorem 4 Qualquer que seja E fibrado vetorial sobre M, existe uma conexa˜o em E.
Dem: Dividiremos nossa demonstrac¸a˜o em quatro partes:
(i) Se φ : E1 → E2 e´ um isomorfismo de fibrados vetoriais, i.e.: π1 ◦φ = π2 onde π1 : E1 →
M , π2 : E2 →M e
φ|π−11 (x) : π
−1
1 (x)→ π
−1
2 (x)
e´ isomorfismo linear. Enta˜o seja
1∇ : Γ(E1)→ Γ(T
∗M ⊗ E1)
uma conexa˜o em E1, e seja
φ˜ : T ∗M ⊗ E1 → T
∗M ⊗E1
dada por φ˜ = Id⊗ φ (claramente C∞ bilinear).
Definimos enta˜o
2∇ : Γ(E2)→ Γ(T
∗M ⊗ E2)
s 7→ φ˜ ◦
(
1∇(φ
−1(s))
)
Agora seja f ∈ C∞(M,R) e s ∈ Γ(E2) enta˜o temos
2∇(fs) = φ˜ ◦1 ∇(φ
−1(fs)) = φ˜(1∇fφ
−1(s))
= φ˜
(
(df ⊗ φ−1(s)) + f(1∇(φ
−1(s))
)
= df ⊗ s+ fφ˜ ◦1 ∇(φ
−1(s))
= df ⊗ s+ f(2∇s)
Logo 2∇ e´ uma conexa˜o em Γ(E2) induzida por φ.
(ii) Agora se E = M × V ⇒ Γ(E) = C∞(M,V ) e se s ∈ Γ(E) ⇒ s = siei onde s
i ∈
C∞(M,R) e no´s temos que se f ∈ C∞(M,R)⇒ d(siei) = ds
i ⊗ ei e´ a conexa˜o flat de
E : d(fsiei) = df ⊗ s
iei + fds
i ⊗ ei
(iii) Pelos itens (i) e (ii) no´s temos que um gauge F : θ×Rk → E|θ define uma conexa˜o ∇
F
para E|θ.
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(iv) Agora seja {θα} uma cobertura de M localmente finita (e pequena suficiente para que
cada θα seja um domi´nio de uma carta de gauge) e {φα} uma partic¸a˜o de unidade a
ela subordinada. Chamamos de ∇α a conexa˜o flat induzida pelo gauge em E|θα.
Seja ∇ : Γ(E)→ Γ(T ∗M ⊗ E) dada por ∇ =
∑
α φα∇
α, enta˜o, para f ∈ C∞(M,R) e
s ∈ Γ(E) no´s temos
∇(fs) =
∑
α
φα∇
α(fs) =
∑
α
φα(df ⊗ s+ f∇
αs)
= df ⊗ s+ f
∑
α
φα∇
αs = df ⊗ s+ f∇s

Agora definimos
∇X : Γ(E) −→ Γ(E)
s 7−→ ∇s(X)
Como ∇ e´ linear, ∇X tambe´m o e´. Podemos ver isso facilmente localmente, ja´ que
∇s = ajie
i ⊗ sj ⇒∇s(fX) = f∇s(X)
Resumindo no´s temos as seguintes propriedades
• ∇X ∈ Diff
1(E,E) e e´ linear
• X −→ ∇X e´ linear
• Por (1.51) e a definic¸a˜o de ∇X , temos ∇Xfs = X [f ]s+ f∇Xs
Curvature of a Connection
Seja E = θ×V ,∇ a conexa˜o trivial vinda deste gauge, i.e.: ∇φ = d. Se no´s na˜o conhecermos a
trivializac¸a˜o espec´ifica de antema˜o, existe alguma forma de detectarmos que existe um gauge
para o qual ∇ tem a forma acima? Seja f ∈ Γ(E) ≃ C∞(M,V ) e X, Y ∈ Γ(TM)
⇒∇Xf = X [f ]⇒ [∇X ,∇Y ]f = [X, Y ]f = ∇[X,Y ]f
∴ [∇X ,∇Y ] = ∇[X,Y ]
I.e.: X −→ ∇X e´ um homomorfismo de a´lgebras de Lie entre Γ(TM) em Diff(E,E), que
e´ a condic¸a˜o pela qual definiremos uma conexa˜o flat, ou plana. Em geral, este na˜o sera´ o
caso, o que sugere que estudemos o mapa:
Ω : Γ(TM)× Γ(TM)→ Diff0(E,E) (1.52)
(X, Y ) 7−→ [∇X ,∇Y ]−∇[X,Y ] (1.53)
que mede o quanto o mapa X −→ ∇X falha em ser homomorfismo de a´lgebras de Lie. Por
definic¸a˜o, o comutador de elementos de uma a´lgebra de Lie, pertence a pro´pria a´lgebra de
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Lie. A falha do comutador de uma distribuic¸a˜o em pertencer a distribuic¸a˜o e´ uma medida
da sua falta de integrabilidade. Como veremos, uma falha da aplicac¸a˜o acima em ser um
homomorfismo de a´lgebras de Lie em um dado ponto representa a falta de integrabilidade de
qualquer referencial local paralelo (ou ainda, a impossibilidade de escolhermos um referencial
que na˜o observe os efeitos da curvatura).
Em termos mais pedestres, podemos dizer que o primeiro termo do lado direito de (1.53),
o comutador, mede a diferenc¸a entre derivar covariantemente primeiro em uma direc¸a˜o e
depois na outra, e tomar as derivadas na ordem inversa. Mas isso na˜o diz muita coisa, ja´
que mesmo em um fibrado trivial, com a conexa˜o trivial, as derivadas covariantes podem
na˜o comutar simplesmente porque os campos vetoriais X, Y podem ter o seu colchete de
Lie na˜o nulo. I.e.: para uma sec¸a˜o do fibrado trivial f : M → Rk, e para a derivada usual
do Rk, os primeiros termos equivalem a` (XY − Y X)f , mas na˜o e´ necesariamente verdade
que (XY − Y X)f = 0. O segundo termo corrige este efeito. Mostremos pois algumas
caracter´isticas ba´sicas do tensor de curvatura.
Theorem 5 Para todo x ∈ M existe um mapa linear Ω(X, Y )x : Ep → Ep tal que se
s ∈ Γ(E) enta˜o
(Ω(X, Y )s)(x) = Ω(X, Y )xs(x)
O enunciado do teorema equivale a dizer que Ω(X, Y ) ∈ Diff0(E,E), ou seja, que Ω(X, Y ),
tem cara´ter tensorial, ja´ que o resultado de sua aplicac¸a˜o so´ depende do valor dos campos
no ponto de aplicac¸a˜o.
Dem: No´s temos que
([∇X ,∇Y ]−∇[X,Y ])(fs) = f([∇X ,∇Y ]−∇[X,Y ])s (1.54)
Portanto se f(x) = 0 no´s temos: (Ω(X, Y )fs)(x) = 0 Provamos enta˜o que Ω(X, Y ) e´
C∞(M) linear, i.e.: tem cara´ter tensorial, ou ainda, pertence a Diff0(E,E). Para provar que
isso implica que so´ depende do valor no ponto basta tomarmos uma func¸a˜o que se anule em
uma vizinhanc¸a arbitra´ria do dado ponto. 
Theorem 6 Existe uma 2-forma Ω em M com valores em End(E) (ou seja, Ω ∈ Γ(Λ2(M)⊗
End(E) ) tal que para todos X, Y ∈ Γ(TM),
Ωx(Xx, Yx) = Ω(X, Y )x
Dem: Ω(X, Y ) e´ claramente anti-sime´trica, vimos tambe´m que Ω(X, Y ) ∈ End(E),
agora nos resta ver que Ω e´ C∞-linear na primeira entrada (i.e.: tem cara´ter tensorial e
portanto so´ depende de seus valores no ponto). Calculando Ω(fX, Y ) obtemos, depois de
um pouco de a´lgebra, Ω(fX, Y ) = fΩ(X, Y ).
Structure of the Space of Connections on E
Chamamos de C(E) o espac¸o de todas as conexo˜es em E e seja
∆(E) = Γ (T ∗M ⊗ End(E))
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Definition 5 Se ω ∈ ∆(E) e s ∈ Γ(E), definimos ω(s) ∈ Γ(T ∗M ⊗E) por
ω(s)(X) = ω (X, s(p)) ∈ Ex (1.55)
onde X ∈ TpM .
Na verdade estamos mudando o enfoque sobre ω de
∆(E) = Γ (T ∗M ⊗ End(E))→ Γ (E∗ ⊗ (T ∗M ⊗E)) = Diff0(E, T ∗M ⊗ E) (1.56)
Ou seja, existe um isomorfismo trivial entre os dois espac¸os que so´ muda a ordem de operac¸a˜o
de seus elementos.
Theorem 7 Se ∇0 ∈ C(E) e para todos ω ∈ ∆(E) no´s definirmos
∇ω : Γ(E)→ Γ(T ∗M ⊗ E) (1.57)
s 7→ ∇0s+ ω(s) (1.58)
Enta˜o ∇ω ∈ C(E) e o mapa ω 7→ ∇ω e´ bijetor.
Dem: ∇ω e´ R-linear ja´ que ambos ∇0 e ω o sa˜o. Se f ∈ C∞(M,R) e s ∈ Γ(E), enta˜o
temos
∇ωfs = f∇0s+ df ⊗ s+ fω(s) = f∇ωs + df ⊗ s (1.59)
Agora provemos que ω 7→ ∇ω e´ bijetor. Que e´ injetora e´ trivial. Seja enta˜o ∇α ∈ C, no´s
temos que:
∇α(fs) = df ⊗ s+ f∇αs (1.60)
∇0(fs) = df ⊗ s+ f∇0s (1.61)
De (1.60) e (1.61) no´s temos:
(∇α −∇0)(fs) = f(∇α −∇0)s
ou seja ∇α −∇0 e´ linear. I.e.:
∇α −∇0 ∈ Diff0(E, T ∗M ⊗E) ∴ ∇α −∇0 = ω
para algum ω ∈ ∆(E), enta˜o ∇α = ∇0 + ω 
Logo ∆(E) e´ um subespac¸o afim de Diff1(E, T ∗M ⊗ E) e no´s temos
C(E) ≃ ∇0 +Diff0(E, T ∗M ⊗ E)
No´s chamaremos de ∆(E) = Γ (T ∗M ⊗ End(E)) o espac¸o das formas de conexa˜o.
Ja´ que a curvatura tem cara´ter tensorial, e´ interessante notar que faz sentido atribuir-la
um valor zero em um dado ponto, independente do gauge, o que na˜o podemos fazer com
formas de conexa˜o, que sa˜o afins. Uma forma de conexa˜o na˜o define por si so´ uma conexa˜o
∇ω, mas somente relativamente a outra conexa˜o ∇0, que pode ser considerado a origem
segundo a qual uma conexa˜o e´ nula. Logo ∆(E) e´ o espac¸o das diferenc¸as de conexa˜o. Pela
propriedade da trivializac¸a˜o local, podemos trabalhar localmente como se o fibrado fosse o
produto (ou trivial) enta˜o e´ va´lido que estudemos conexo˜es no fibrado trivial para depois
globalizarmos algumas de suas propriedades.
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Connections on a Trivial Bundle
Seja E o fibrado trivial em M × Rk, enta˜o Γ(E) = C∞(M,Rk) e Γ(Λ1(M) ⊗ E) e´ o espac¸o
das formas a valores em Rk. Como vimos, a escolha natural para ∇0 e´ d, a diferencial usual
de uma func¸a˜o a valores vetoriais. Temos:
∆(E) = Γ (T ∗M ⊗ End(E)) = Γ
(
T ∗M ⊗ L(Rk,Rk)
)
enta˜o ω → ∇ω = d + ω nos da´ uma bijec¸a˜o entre C(E) e formas a valores em M(k × k).
Escrevamos enta˜o ω em termos de uma base de Rk , B = {ei}
k
i=1 e tomamos a base dual
B∗ = {ei}ki=1, enta˜o e´ claro que {ei ⊗ e
j} para {1 ≤ i ≤ k, 1 ≤ j ≤ k} e´ a base associada de
L(Rk,Rk). Enta˜o, escrevendo ω nessa base, temos:
ω = ωβα ⊗ e
α⊗eβ
onde ωβα ∈ Γ(T
∗M) . Agora seja s = siei ∈ Γ(E) = C
∞(M,Rk) enta˜o
∇ωs = d(siei) + ω(s
iei) = ds
j ⊗ ej + s
iωji ⊗ ej (1.62)
Logo,
(∇ωs)j = dsj + siωji
Logo se X ∈ (TxM),
∇ωs(X) = (∇ωs)j(X)ej ⇒ (∇
ωs)j(X) = X [sj] + si(x)ωji (X) (1.63)
Tomando s = ek temos
∇ωs = ω(ek) = ω
β
k ⊗ eβ ⇒ (∇
ωek)
β = ωβk (1.64)
E finalmente obtemos :
∇ωXek = ω
β
k (X)eβ (1.65)
No´s acabamos de provar que:
Theorem 8 Existe uma bijec¸a˜o ω → ∇ω entre matrizes k × k de 1-formas ω sobre M e
conexo˜es ∇ω no fibrado produto E = M × Rk. ∇ω e´ determinado por ω pela relac¸a˜o
(∇ωv s(x)) = v[s] + ω(v)s(x)
para v ∈ TxM e s ∈ Γ(E) = C
∞(M,R). Reci´procamente, ∇ ∈ C(E) determina ω tomando
uma base de sec¸o˜es {ei}ki=1 e expandindo a ac¸a˜o de ∇X nessa base, para X ∈ Γ(E):
∇Xei = ω
j
i (X)ej = ω(X)(ei) (1.66)
Enta˜o Ω ∈ Γ(Λ2(M)⊗ L(Rk,Rk) esta´ relacionada a uma conexa˜o ω. Vejamos como.
Ω : Γ(TM × TM)→ L(Rk,Rk) (1.67)
(X, Y ) 7→ Ωjl (X, Y )e
l ⊗ ej (1.68)
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Onde Ωjl (X, Y ) e´ uma matriz k × k de 2-formas em M . Logo, aplicando a ei ambos os
lados da u´ltima equac¸a˜o:
Ωji (X, Y )ej = Ω(X, Y )(ei) = ([∇X ,∇Y ]−∇[X,Y ])ei
onde lembramos o leitor que i´ndices repetidos indicam uma somato´ria de termos. Mas
∇Xei = ω
j
i (X)ej ⇒∇Y (∇Xei) =
(
Y [ωji (X)] + ω
k
i (X)ω
j
k(Y )
)
ej (1.69)
Para calcularmos ∇X∇Y ei basta invertermos X ↔ Y . Por u´ltimo resta
∇[X,Y ]ei = ω
j
i ([X, Y ])ej
Juntando todos os termos obtemos:
Ωji (X, Y )ej =
(
X [ωji (Y )] + ω
k
i (X)ω
j
k(Y )− Y [ω
j
i (X)]− ω
k
i (Y )ω
j
k(X)− ω
j
i ([X, Y ])
)
ej
= dωji (X, Y ) + ω
k
i ∧ ω
j
k(X, Y )
Portanto obtemos
Ωji = dω
j
i + (ω ∧ ω)
j
i (1.70)
Onde (ω ∧ ω) e´ a matriz de 2-formas resultante da multiplicac¸a˜o das matrizes de 1-forma
ω, onde a multiplicac¸a˜o de cada termo se da´ com o produto exterior. Portanto, definindo
dω := dωji ⊗ e
i⊗ej chegamos a
Ω = dω + ω ∧ ω (1.71)
Ou em palavras:
Theorem 9 Se ω e´ uma matriz k × k de 1-formas em M e ∇ = ∇ω = d + ω e´ a conexa˜o
correspondente no fibrado produto E = M ×Rk, enta˜o a forma de curvatura Ωω relacionada
a ∇ e´ a matriz k × k de 2-formas em M dada por Ωω = dω + ω ∧ ω.
Esta forma de expressar Ω facilita em muito a derivac¸a˜o da Identidade de Bianchi:
dΩω + ω ∧ Ωω − Ωω ∧ ω = 0 (1.72)
Dem:
dΩ = d(dω) + d(ω ∧ ω)
= dω ∧ ω − ω ∧ dω
= (Ω− ω ∧ ω) ∧ ω − ω ∧ (Ω− ω ∧ ω)
= Ω ∧ ω − ω ∧ Ω + ω ∧ ω ∧ ω − ω ∧ ω ∧ ω
= Ω ∧ ω − (−1)2Ω ∧ ω
A identidade de Bianchi, e´ uma relac¸a˜o geome´trica que, como veremos, representa leis de
conservac¸a˜o. Claramente estes resultados se estendem naturalmente para uma dada trivial-
izac¸a˜o local. Mas quanto dependem estes resultados das nossas escolhas de trivializac¸a˜o?
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Gauge Transformation
Sejam {ei}
k
i=1 e {e˜i}
k
i=1 duas bases locais de Γ(E|θ), relativas a`s trivializac¸o˜es F = ψ
−1 :
θ×Rk → π−1(θ) e G = φ−1 : θ×Rk → π−1(θ) respectivamente. E seja g : θ → Γ(Aut(E|θ))
o mapa de transic¸a˜o de um ao outro. Enta˜o temos e˜i = g(ei). Pela equac¸a˜o (1.66), ω(X) ∈
End(Ex), e poder´iamos nos perguntar se ω como sec¸a˜o de transformac¸o˜es lineares escrita em
outra sec¸a˜o de bases seria similar (no contexto de transformac¸o˜es lineares) a` pro´pria ω. A
resposta e´ negativa, pois aqui a pro´pria transformac¸a˜o de bases varia sobre as fibras, e temos
de levar esse efeito em conta 7.
ω˜(X)e˜i = ∇X e˜i = ∇X
(
g(ei)
)
= dg(X)(ei) + g(∇Xei) = dg(X)(ei) + gω(X)(ei)
=
(
dg(X) + gω(X)
)
ei =
(
dg(X) + gω(X)
)
g−1(e˜i)
Portanto
ω˜ = (dg)g−1 + gωg−1 (1.73)
Calculemos enta˜o a mudanc¸a na forma de curvatura
Ω˜ = dω˜ + ω˜ ∧ ω˜
No´s temos que
dω˜ = d
(
(dg)g−1
)
+d(gωg−1) = −(dg∧g−1dgg−1)+dg∧ωg−1+gdωg−1−gω∧g−1dgg−1 (1.74)
e por outro lado
ω˜ ∧ ω˜ = dgg−1 ∧ dgg−1 + dg ∧ ωg−1 + gωg−1 ∧ dgg−1 + gω ∧ ωg−1 (1.75)
Somando (1.74) e (1.75), obtemos
Ω˜ = gdωg−1 + gω ∧ ωg−1 = gΩg−1 (1.76)
Logo se Ω(X, Y ) for nula, ela sera´ nula em todos os gauges, representando bem o seu cara´ter
tensorial. Enquanto que para formas de conexa˜o, mesmo que ω(X) = 0, no´s temos de levar
em conta o termo dgg−1, que representa o cara´ter afim da forma de conexa˜o (sem origem).
Notemos que na˜o derivamos o resultado usual de
ω˜ = gdg−1 + gωg−1
isso ocorre porque ao contra´rio da maioria das abordagens, aqui o grupo age sobre uma base
a` esquerda e na˜o a` direita. E´ fa´cil ver que utilizando a ac¸a˜o a` direita recupera-se o resultado
usual.
7Lembrando que em termos de bases locais o mapa de transic¸a˜o pode ser encarado como uma aplicac¸a˜o
g : θ → GL(k), poder´iamos considerar o mapa de transic¸a˜o constante se um mesmo elemento de GL(k) ligasse
as bases sobre todos os pontos de θ, mas sob outra trivializac¸a˜o isso na˜o seria necessariamente verdade.
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Alternative Approach
Esta sec¸a˜o pode ser ignorada sem preju´izo para a continuidade da exposic¸a˜o.
Em a´lgebra linear, no´s sabemos que a ac¸a˜o de mudanc¸as de base sobre transformac¸o˜es
lineares e´ efetuada por conjugac¸a˜o por automorfismos, o que confere a esta conjugac¸a˜o
tambe´m uma “interpretac¸a˜o passiva” (de significar a mesma transformac¸a˜o linear sob difer-
entes bases). A distinc¸a˜o entre tais conjugac¸o˜es “ativas” e “passivas” fica borrada no caso
de transformac¸o˜es lineares porque na˜o utilizamos em espac¸os vetoriais mudanc¸as de base
locais, os automorfismos sa˜o globais e portanto sua ac¸a˜o pode ser considerada uma nova
transformac¸a˜o linear. No caso de variedades suaves a distinc¸a˜o entre transic¸a˜o de cartas e
difeomorfismos globais e´ o´bvia.
Tomando o ponto de vista ativo, ou global, aqui tambe´m podemos ter conexo˜es “equiva-
lentes”, e assim como em transformac¸o˜es lineares, julgaremos duas conexo˜es equivalentes se
forem relacionadas pela congugac¸a˜o de automorfismos ( aqui um difeomorfismo f : E → E
tal que π ◦ f = π, onde f leva π−1(x) → π−1(x) por um isomorfismo linear), i.e.: devemos
tambe´m ter o mapa comutativo (para todo X ∈ Γ(TM)):
Γ(E)
∇X−−→ Γ(E)
g ↓ ↓ g
Γ(E) −−→
∇˜X
Γ(E)
Exatamente como ocorre com a representac¸a˜o de transformac¸o˜es lineares sob isomorfismos
lineares. I.e.: no´s podemos representar a conexa˜o ∇ sob um isomorfismo de fibrados, e
obteremos uma nova conexa˜o
∇˜X(s) = g∇X(g
−1s)⇒ ∇˜X = g∇Xg
−1 (1.77)
ou ainda, g∇X = ∇˜Xg. Chequemos pois que ∇˜ e´ realmente uma conexa˜o:
(i) Se s ∈ Γ(E), f ∈ C∞(M,R) e X ∈ Γ(TM), enta˜o
∇˜X(fs) = g∇X(g
−1fs) = g∇X(fg
−1s) = gX [f ]g−1s+ fg∇X(g
−1s) = X [f ]s+ f∇˜X(s)
(1.78)
(ii) O mapa X → ∇X e´ C
∞(M,R)-linear:
∇˜fX = g∇fXg
−1 = fg∇Xg
−1 = f∇˜X (1.79)
Agora podemos nos perguntar, como provamos que existe bijec¸a˜o entre o espac¸o das
conexo˜es e o espac¸o das formas, se ∇ estiver relacionado a ω e ∇˜ estiver relacionado a ω˜
enta˜o qual e´ a relac¸a˜o entre ω e ω˜? Sobre π−1(θ), o domi´nio de uma trivializac¸a˜o podemos
colocar ∇˜0 = d, fazendo g∇X = ∇˜Xg:
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g∇Xei = gω
k
i (X)ek = ω
k
i (X)g
j
kej = (ω
l
i(X)g
k
l )ek
∇˜X(gei) = ∇˜X(g
j
i ej) = (dg
k
i + g
j
i ω˜
k
j (X))ek
∴ dgki + g
j
i ω˜
k
j (X) = ω
l
i(X)g
k
l
Va´lido para todo X ∈ Γ(TM|θ), obtemos enta˜o:
ω˜ = (dg)g−1 + gωg−1 (1.80)
Para calcularmos a curvatura sob uma transformac¸a˜o de gauge, notemos que, a partir de
(1.77), obtemos, para todos X, Y ∈ Γ(TM):
∇˜X∇˜Y = g∇Xg
−1g∇Y g
−1 = g∇X∇Y g
−1
e que
∇˜[X,Y ] = g∇[X,Y ]g
−1
portanto obtemos:
Ω˜ = gΩg−1 (1.81)
E realmente, o efeito local de automorfismos globais e´ uma transformac¸a˜o de gauge.
Vejamos pois outras formas de construir novas conexo˜es a partir de antigas, construc¸o˜es
necessa´rias para a introduc¸a˜o dos importantes conceitos de paralelismo e holonomia.
1.5 Parallel Transport and Holonomy
Building New Connections
Proposition 5 Seja {θi}i∈I uma cobertura de M e ∇
i a conexa˜o em π−1(θi) de forma que
∇i e ∇j concordam em E|θi∩θj , para todos i, j ∈ I. Enta˜o existe uma u´nica conexa˜o ∇ em
E tal que ∇|π−1θi = ∇
i
Dem: Que existe uma e´ fa´cil demonstrar usando partic¸o˜es da unidade associadas a` cober-
tura {θi}. Chamando essa partic¸a˜o de {σi} e fazendo ∇ =
∑
i∈I σi∇
i podemos facilmente
verificar que obtemos a conexa˜o desejada. Por outro lado, se houvesse duas diferentes, elas
teriam de diferir em pelo menos um aberto (ja´ que sa˜o lisas), podemos supor sem perda de
generalidade que seriam enta˜o diferentes em um aberto contido em E|θi, logo na˜o podem
ambas ter restric¸a˜o igual em E|θi.
Theorem 10 Se ∇ e´ qualquer conexa˜o em E existe uma conexa˜o u´nica ∇∗ no fibrado dual
E∗ tal que se σ ∈ Γ(E∗) e s ∈ Γ(E), enta˜o temos, para todo X ∈ Γ(E):
X [σ(s)] = ∇∗Xσ(s) + σ∇Xs (1.82)
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Dem: A forma mais fa´cil de demonstrar esse fato e´ simplesmente tomando
∇∗Xσ(s) = X [σ(s)]− σ∇Xs (1.83)
e mostrando que essa definic¸a˜o preenche os requisitos de uma conexa˜o. Sera´ u´til no entanto
achar a forma de conexa˜o em termos de uma trivializac¸a˜o local, em termos de bases locais,
{ei} e {e
i} de Γ(E|θi) e Γ(E
∗
|θi
) respectivamente. Enta˜o, chamando ∇∗Xe
j = ω∗(X)ej, usando
∇Xei = ω(X)ei e a propriedade que a conexa˜o comuta com a contrac¸a˜o, i.e.: (1.82), obtemos:
X [ej(ei)] = (ω
∗(X)ej)(ei) + e
jω(X)ei = 0⇒ (ω
∗(X)ej)(ei) = −e
j(ω(X)ei)
Mas lembremos que se S ∈ L(Rk,Rk), se λ ∈ Λ1(Rk) e v e´ um vetor em Rk, enta˜o λ(Sv) =
STλ(v), i.e.: λS = STλ, Onde o sobrescrito T denota transposic¸a˜o da matriz. Enta˜o,
utilizando o caso geral:
−ej(ω(X)ei) = (−ω(X)
Tej)(ei) = (ω
∗(X)ej)(ei) (1.84)
Logo, como isso e´ va´lido para todos i, j, X obtemos, ω∗ = −ωT . Ou ainda, sendo {λi} uma
base de campos para Γ(E∗|θi) dual a {ei}, obtemos facilmente
∇∗Xλi(ej) + λi(∇Xej) = ω
∗k
i (X)λk(ej) + λiω
k
j (X)ek = 0
∴ ω∗ji = −ω
i
j
Demos a primeira demonstrac¸a˜o porque a segunda contraria um pouco a notac¸a˜o e pra´tica dos
f´isicos, de na˜o considerar formas duais como campos vetoriais, e de denota´-las por i´ndices
superiores ao inve´s de inferiores. Considerando formas simplesmente como sec¸o˜es de um
fibrado vetorial (e na˜o somente como duais de sec¸o˜es) a demonstrac¸a˜o se torna trivial.
Theorem 11 Se ∇i e´ conexa˜o em um fibrado Ei sobre M , i=1,2, enta˜o existe uma u´nica
∇ = ∇1 ⊗ 1 + 1⊗∇2 em E1 ⊗ E2, tal qual se si ∈ Γ(Ei) e X ∈ Γ(TM) Enta˜o
∇X(s
1 ⊗ s2) = ∇1Xs
1 ⊗ s2 + s1 ⊗∇2Xs
2 (1.85)
Dem: Novamente tomamos duas bases {ei}
k
i=1, {bi}
l
i=1 sobre E
1|θ e E
2|θ respectivamente.
Enta˜o temos, se ∇ satisfaz (1.85):
∇X(ei ⊗ bj) = ∇
1
Xei ⊗ bj + ei ⊗∇
2
Xbj =
k∑
m=1
ω(1)(ei)⊗ bj +
l∑
p=1
ei ⊗ ω
(2)(bj)
Logo como {em ⊗ bj}
i=k,j=l
i=1,j=1 e´ base de (E
1 ⊗ E2)|θ, para que ∇ obedec¸a (1.85), e ja´ que
ω1 e ω2 sa˜o u´nicos para ∇1 e ∇2, ω e´ u´nica e tem a forma
ω = ω1 ⊗ Id+ Id⊗ ω2 (1.86)

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Agora , do fibrado (E, π,M), e dado um mapa φ : N → M , no´s obtemos o fibrado do
pull-back φ∗(E) sobre N tomando como fibra sobre x ∈ N ,(
φ∗(E)
)
x
≃ (Eφ(x))
i.e.: no´s puxamos as fibras juntamente com os pontos de φ(N). Logo no´s obtemos o mapa
linear
φ∗ : Γ(E) −→ Γ
(
φ∗(E)
)
s 7−→ s ◦ φ
Theorem 12 Dado∇ ∈ C(E), existe uma u´nica conexa˜o ∇φ para φ∗(E) tal que se s ∈ Γ(E),
Y ∈ Γ(TN) e X = dφ(Y ) enta˜o
∇φY (φ
∗s) = φ∗(∇Xs) (1.87)
Dem: Novamente escolhemos uma base {ei}
k
i=1 em E|θ, e obtemos
φ∗(∇Xei) = φ
∗(ωji (X)ej) = ω
j
i (dφ(Y ))φ
∗ej) (1.88)
E´ claro que {φ∗(ei)}
k
i=1 = {e˜i}
k
i=1 e´ base de Γ(φ
∗(E)) enta˜o
φ∗(∇Xei) = ω
j
i (dφ(Y ))e˜j ⇒ ω˜
j
i = φ
∗ωji (1.89)
Portanto temos
(∇φφ∗ei)
j = φ∗ωji (1.90)

Exemplos
• Se N for subvariedade de M e ı : N →֒M enta˜o ı∗(E) = E|N . E´ claro que se θ ⊂ ı(N)
e´ domi´nio de um gauge, X ∈ Γ(TM|θ) e s
1, s2 ∈ Γ(E) tal que se s1|θ = s
2
|θ, enta˜o
∇Xs
1 = ∇Xs
2
• Se N = I = [a, b] e φ = σ : I −→ M , temos σ∗(s)t = s(σ(t)) e escrevemos para
∇σ ∈ C(σ∗(E)) e Y ∈ Γ(TI),
∇σY σ
∗s = ∇σ∂
∂t
σ∗s =
D
dt
(s ◦ σ) = ∇σ′s (1.91)
chamada de derivada covariante ao longo de σ. Novamente tomando s = ei, por (1.90)
no´s temos (
∇σ∂
∂t
σ∗(ei)
)j
= ωji
(
dσ
(
∂
∂t
))
= ωji (σ
′) = (∇σ′ei)
j (1.92)
Portanto, como vimos: (∇s)j = dsj + siωji e obtemos
(∇σ∂
∂t
σ∗s)j = dsj
(
∂
∂t
)
+ siωji (σ
′) =
dsj
dt
+ siωji (σ
′) (1.93)
se {xi}ni=1 sa˜o coordenadas locais de M escrevemos ω
j
i = Γ
j
ikdx
k e portanto
Dsj
dt
=
dsj
dt
+ Γjik
dσk
dt
si (1.94)
Note-se que essa equac¸a˜o e´ uma equac¸a˜o diferencial ordina´ria linear de primeira ordem,
com coeficientes lisos na func¸a˜o vetorial (si(t), · · · , sk(t)) ∈ Rk.
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Parallel Transport
Como mencionamos ∇ e´ chamada de flat ou plana, se e somente se Ω∇ = 0. Como ∇ e´ uma
2-forma, se dimM = 1, Ω ≡ 0. Logo, se σ : I = [0, 1] → M e ∇ ∈ C(E), enta˜o ∇σ e´ flat.
Logo para cada tal ∇ existe uma forma canoˆnica de comparar vetores ao longo de σ.
Definition 6 Seja
D
dt
= ∇σσ′ : Γ(σ
∗(E))→ Γ(σ∗(E))
que e´ linear. Chamamos P (σ) := Ker∇σσ′ , o espac¸o de campos paralelos ao longo de σ.
Theorem 13 O mapa
σt : P (σ)→ Eσ(t)
s 7−→ s(t)
e´ um isomorfismo linear.
Dem: Pelo teorema de existeˆncia e unicidade de soluc¸o˜es, dado v ∈ E|σ(t0) qualquer,
existe uma u´nica soluc¸a˜o para (1.94) (i.e.: existe uma u´nica sec¸a˜o s ∈ Γ(σ∗E)) que satisfaz
s(t0) = v e ∇
σ
σ′s(t) = 0 para todo t ∈ [0, 1], ou seja, existe um u´nico elemento associado
de P (σ). Ale´m disso, a equac¸a˜o diferencial e´ linear, portanto depende linearmente de seus
paraˆmetros iniciais. Portanto o mapa σt que leva o espac¸o vetorial P (σ) no espac¸o vetorial
Eσ(t) e´ uma bijec¸a˜o linear. 
Definition 7 Para t1, t2 ∈ I definimos o isomorfismo linear (chamado de transporte par-
alelo):
Pσ(t1, t2) : Eσ(t1) → Eσ(t2)
v 7−→ s(t2)
onde s ∈ P (σ) ⊂ Γ(σ∗(E)) e´ dado por s = (σt1)
−1(v).
Valem as seguintes propriedades:
(i) Pσ(t, t) = IdEσ(t)
(ii) Pσ(t3, t2)Pσ(t2, t1) = Pσ(t3, t1) ja´ que se v = s(t1), como a soluc¸a˜o e´ u´nica: Pσ(t3, t2)Pσ(t2, t1) :
s(t1) 7→ s(t2) 7→s(t3) = Pσ(t3, t1)s(t1)
(iii) Dos itens (i) e (ii) obtemos facilmente que Pσ(t1, t2) = Pσ(t2, t1)
−1.
Como dissemos, dado ∇ podemos comparar vetores de forma canoˆnica ao longo de qualquer
curva, e o transporte paralelo fornece o me´todo geome´trico de manter campos “constantes”
sob essa comparac¸a˜o. Notemos que a mesma construc¸a˜o na˜o vale para uma imersa˜o φ : N →
M se ∇φ na˜o for plana, ja´ que se fosse poss´ivel poder´iamos achar uma trivializac¸a˜o local de
φ∗(E) onde ∇φ = d e portanto Ωφ = 0, o que e´ contradito´rio. Veremos mais adiante que
isto esta´ relacionado com a integrabilidade de bases de campos paralelos ( a pro´pria equac¸a˜o
(1.53) aponta para o Teorema de Frobenius em termos de formas.)
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Proposition 6 A conexa˜o ∇ pode ser recuperada do transporte paralelo.
Dem: Dado s ∈ Γ(E) eX ∈ Γ(TM), tomamos σ : [0, 1]→M qualquer tal que σ′(0) = Xσ(0).
No´s temos que, seja {ei(0)}
k
i=1 base de Eσ(0), tomamos, para todo i = 1 · · ·k
ei(t) = Pσ(t, 0)ei(0)
Como Pσ(t, 0) e´ isomorfismo linear, {ei(t)}
k
i=1 e´ base de Eσ(t). Logo podemos escrever
s(σ(t)) = si(σ(t))ei(t)
e usando a regra de Leibnitz:
∇σ′(0)s =
D
dt
(s(σ(t))|t=0 =
d
dt |t=0
(
si(σ(t))
)
ei(0) (1.95)
Definimos enta˜o a curva em Eσ(0):
s˜ : I → Eσ(0) (1.96)
t 7−→ Pσ(0, t)s(σ(t)) (1.97)
Mas
Pσ(0, t)s(σ(t)) = Pσ(0, t)
(
si(σ(t))ei(t)
)
= si(σ(t))ei(0)
Portanto chegamos a
(∇Xs)σ(0) = ∇σ′(0)s =
d
dt |t=0
s˜(t)  (1.98)
Portanto podemos considerar a derivada covariante como a forma infinitesimal do trans-
porte paralelo, isto e´ como o mecanismo operacional do conceito geome´trico de transporte
paralelo levado ao limite.
Sejam {ei}
k
i=1 e {e˜i}
k
i=1 bases locais sobre σ
∗(E) e ω e ω˜ as respectivas formas de conexa˜o.
Se g : [0, 1]→ GL(k) e´ func¸a˜o de transic¸a˜o de gauge, no´s sabemos que ω = gω˜g−1 + dg−1g ,
agora se a base local {e˜i}
k
i=1 e´ tal que
e˜i(t) = Pσ(t, 0)e˜i(0)⇒ ∇
σe˜i = 0⇒ ω˜ = 0
Logo obtemos ∇σ = d na base {e˜i}
k
i=1 e ∇
σ = dg−1g na base {ei}
k
i=1. Note-se que na˜o
mudamos a base {ei}
k
i=1 em si, mas as novas func¸o˜es de transic¸a˜o absorvem o efeito do
antigo ω˜.
Holonomy
Sejam α e β dois caminhos cont´inuos tal que α(0) = p e α(1) = x = β(0) e β(1) = q.
Definimos os caminhos α−1 e β ◦ α por α−1(t) = α(1− t) e por
β ◦ α(t) =
{
α(2t) se 0 ≤ t ≤ 1/2,
β(2t− 1) se 1/2 ≤ t ≤ 1,
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Logo, pela propriedade (2) do transporte paralelo:
Pβα(1, 0) = Pβα
(
1,
1
2
)
◦ Pβα
(
1
2
, 0
)
= Pβ(1, 0) ◦ Pα(1.0) (1.99)
Pα−1(1, 0) ◦ Pα(1, 0) = Id⇒ Pα(1, 0)
−1 = Pα−1(1, 0) (1.100)
Agora seja
Λx := {σ : [0, 1]→M |σ(0) = x = σ(1)}
No´s temos que, abreviando a notac¸a˜o, Pσ(1, 0) := Pσ : Ex → Ex e´ isomorfismo linear, logo
Pσ ∈ GL(Ex). Definimos enta˜o o grupo de holonomia de ∇ no ponto :
Holx(∇) := {Pσ : σ ∈ Λx} ⊂ GL(Ex)
Holx(∇) e´ realmente um subgrupo de GL(Ex) ja´ que por (1.99), se α, β ∈ Λx enta˜o para
Pα, Pβ ∈ Holx(∇) no´s temos que Pα ◦ Pβ = Pαβ ∈ Holx(∇) e os termos conte´m inversa
por (1.100), ja´ que se α ∈ Λx ⇒ α
−1 ∈ Λx. Em outras palavras, o mapa σ → Pσ e´ um
homomorfismo de grupos entre Λx e um subgrupo de GL(Ex). Supondo que M seja conexo,
dados x, y ∈M , existe curva γ : [0, 1]→M tal que γ(0) = x e γ(1) = y, e Pγ(1, 0) : Ex → Ey
e´ isomorfismo linear. Logo, como se α ∈ Λx enta˜o γ ◦ α ◦ γ
−1 ∈ Λy e Pγαγ−1 = Pγ ◦ Pα ◦ P
−1
γ
, enta˜o existe uma conjugac¸a˜o entre Holx(∇) e Holy(∇). I.e.:
Holy(∇) = Pγ ◦ Holx(∇) ◦ P
−1
γ
Isso mostra que o grupo de holonomia Holx(∇) independe do ponto base no seguinte sentido:
suponha que E tenha fibra isomorfa a Rk, enta˜o qualquer identificac¸a˜o Ex ≃ R
k induz
um isomorfismo entre o grupo das transformac¸o˜es lineares invers´iveis de Ex com o grupo
das matrizes invers´iveis GL(Ex) ≃ GL(k,R). Enta˜o identificamos Holx(∇) = Hx(∇) <
GL(k,R). Mas se escolhermos outra base para Ex, i.e.: outra identificac¸a˜o, no´s temos de
aplicar uma transformac¸a˜o de semelhanc¸a em todos os elementos de Hx(∇), ou seja, obtemos
o subgrupo aHx(∇)a
−1 onde a ∈ GL(k,R) e´ a transformac¸a˜o entre as bases. Obtemos que o
grupo de holonomia esta´ bem definido como subgrupo de GL(k),R a menos de conjugac¸a˜o.
Proposition 7 Seja (E, π,M) fibrado vetorial com fibra t´ipica Rk, ∇ ∈ C(E) e M simples-
mente conexo.Enta˜o Hol(∇) e´ um subgrupo de Lie de GL(k,R) conexo.
Dem: Seja γ ∈ Λx e F (s, t) uma homotopia entre γ e o lac¸o constante. Enta˜o s 7→ PFs(1, 0)
e´ um mapa cont´inuo8 entre [0, 1] e Hol(∇). Como PF0(1, 0) = Id e PF1(1, 0) = Pγ(1, 0), cada
Pγ(1, 0) pode ser ligado a identidade por um caminho cont´inuoem Hol(∇). Por um teorema
de Yamabe [?] todo subgrupo conexo por caminhos de um grupo de Lie e´ um subgrupo de
Lie conexo. 
Definition 8 Hol0(∇) := {Pγ : γ e´ homoto´pica a um ponto}.
8Os teroremas de soluc¸o˜es de E.D.O.s garantem que as soluc¸o˜es dependentes de paraˆmetros, dependem
continuamente de seus paraˆmetros, bem como de suas condic¸o˜es iniciais.
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Theorem 14 Se σ e´ homoto´pica a um ponto, enta˜o a conexa˜o ∇ e´ flat se e somente se
Pσ = Id
Dem:
Sejam γ0 e γ1 homoto´picas, ou seja, existe func¸a˜o cont´inua:
F : [0, 1]× [0, 1]→M
(s, t) 7−→ F (s, t)
tal que, para s fixo: F (s, t) = Fs(t) = γs(t) fami´lia cont´inua de curvas interpolando γ1 e γ0.
Ale´m disso γs(0) = x e γs(1) = y. Agora sejam
∂
∂s |(s0,t0)
:= F∗
d
ds |(s0,t0)
;
∂
∂t |(s0,t0)
:= F∗
d
dt |(s0,t0)
(1.101)
E seja v ∈ Ex. Definimos X ∈ Γ(F
∗E) por X(F (s,t)) := Pγs(t, 0)v . Obviamente, para todo
s ∈ [0, 1], X(F (s,0)) = v, portanto (
∇ ∂
∂s
X
)
|(s0,0)
= 0 (1.102)
para todo s0 ∈ [0, 1]. Agora, como a curvatura e´ nula:
R(
∂
∂s
,
∂
∂t
)X = ∇ ∂
∂t
∇ ∂
∂s
X −∇ ∂
∂s
∇ ∂
∂t
X = 0 (1.103)
Ja´ que, como (s, t) sa˜o coordenadas da parametrizac¸a˜o F (s, t):[
∂
∂s
,
∂
∂t
]
= F∗
[
d
ds
,
d
dt
]
= 0
Agora, pela definic¸a˜o de X , no´s temos
(
∇ ∂
∂t
X
)
|(s0,t0)
= 0 , para todos s0 , t0. Enta˜o,
usando (1.103)
∇ ∂
∂t
∇ ∂
∂s
X = 0 (1.104)
Ora, mas isso quer dizer que para cada s0 ∈ [0, 1] o campo
(
∇ ∂
∂s
X
)
e´ transportado parale-
lamente ao longo de γs, i.e.:(
∇ ∂
∂s
X
)
|(s0,t0)
= Pγs(t0, 0)
((
∇ ∂
∂t
X
)
|(s0,0)
)
(1.105)
Enta˜o no´s temos por (1.102) que (1.105) sera´ o transporte paralelo de um vetor nulo, logo
obtemos que (
∇ ∂
∂s
X
)
|(s0,t0)
= 0
Portanto , em particular, no´s que
(
∇ ∂
∂s
X
)
|(s0,1)
= 0 . Ou seja, a curva sobre a fibra Ey ,
X(s, 1) ∈ Ey e´ uma curva constante, independe de s ∈ [0, 1]. Logo o transporte paralelo
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de conexo˜es flat e´ invariante por curvas homoto´picas. Isso significa que em um domi´nio
simplesmente conexo, se tivermos uma conexa˜o flat, podemos estabelecer uma base de vetores
paralelos, ja´ que em cada ponto y a base paralelamente transportada desde o ponto x na˜o
dependera´ da curva que liga os dois pontos. 
Provemos pois alguns teoremas u´teis sobre grupos e a´lgebras de holonomia.
Proposition 8 Hol0(∇) e´ um subgrupo de Lie conexo de GL(k,R), e´ a componente conexa
de Hol(∇) que conte´m a identidade e e´ um subgrupo normal de Hol(∇). Ale´m disso, existe
um homeomorfismo de grupos sobrejetivo natural
Φ : π1(M)→ Hol(∇)/(Hol
0(∇))
Demonstrac¸a˜o: Pela proposic¸a˜o anterior, Hol0(∇) e´ um subgrupo de Lie conexo. Sejam
α, γ ∈ Λp, γ homoto´pico a p. Enta˜o α ◦ γ ◦ α
−1 tambe´m e´ homoto´pico a p. Portanto,
Pαγα−1 = Pα ◦ Pγ ◦ P
−1
α ∈ Hol
0
p(∇), sendo que Pα ∈ Holp(∇), logo Hol
0
p(∇) e´ normal. Seja
Φ : π1(M)→ Holx(∇)/Hol
0
x(∇)
[γ] 7→ [Pγ]
Mostramos que e´ bem definido, isto e´, que α, γ ∈ [γ], isto e´:
α ≃ γ ⇒ [Pα] = [Pγ ]
ou seja, que existe a ∈ Hol0x(∇), tal que Pα = Pγ ◦ a. Ja´ que α ≃ γ, enta˜o γ
−1α ≃ Id.
Portanto, Pγ−1α = Pγ−1 ◦ Pα = a
′ ∈ Hol0x ⇒ Pα = Pγ ◦ a, e´ claro por sua definic¸a˜o que
Φ e´ um homo sobrejetor (epimorfismo). Como π1(M) e´ enumera´vel, o grupo quociente
Holx(∇)/Hol
0
x(∇) tambe´m o e´, logo Holx(∇) e´ um grupo de Lie e Hol
0
x(∇) e´ a componente
conexa de Holx(∇), que conte´m a identidade.
Definimos a a´lgebra de holonomia hol(∇) como sendo a a´lgebra de Hol0(∇). E´ uma
suba´lgebra de gl(k,R), definido a menos de conjugac¸a˜o (a ac¸a˜o adjunta de GL(k,R)), ja´
que Hol0(∇) e´ um subgrupo de GL(k,R) definido a menos de conjugac¸a˜o. Da mesma forma
holx(∇) e´ a a´lgebra de Hol
0
x(∇) (que e´ um subgrupo de GL(Ex)). Logo, e´ uma suba´lgebra
de End(Ex). Mesmo sendo Hol
0(∇) um subgrupo de Lie de GL(k,R), na˜o e´ necessariamente
um subgrupo fechado de GL(k,R), e mesmo que o seja, Hol(∇) na˜o o e´ necessariamente.
1.6 Admissible Connections and Exterior Covariant Deriva-
tive
Admissible Connections in A G-vector bundle
Estudaremos agora conexo˜es que de uma forma ou de outra sa˜o compat´iveis com estruturas
em E, significando que o transporte paralelo mantera´ as propriedades que caracterizam essas
estruturas.
Seja (E, π,M) um G-fibrado vetorial sobreM . Dada uma trivializac¸a˜o local, chamaremos
de referencial admiss´ivel a´quele induzido pela base canoˆnica de Rk atrave´s desta trivializac¸a˜o.
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No´s sabemos que as func¸o˜es de transic¸a˜o das trivializac¸o˜es esta˜o, sobre todo ponto x ∈ M ,
dentro do grupo G, portanto, referenciais admiss´iveis para E sa˜o ligados por representac¸o˜es
de G, i.e.: sobre cada x ∈M as bases sa˜o ligadas por um u´nico g ∈ G.
Por outro lado, dado um mapa de transic¸a˜o de gauge qualquer σ : θ → ρ(G) ⊂ GL(k) e
uma trivializac¸a˜o local ψ : π−1θ → θ × Rk, no´s vimos que ψ˜ dado por
ψ ◦ ψ˜−1(x, u) = (x, σ(x)u)
tambe´m e´ trivializac¸a˜o local do G-fibrado. Logo se {e} e´ referencial admiss´ivel sobre θ
dado por ψ, existe um u´nico referencial admiss´ivel {e˜} dado por ψ˜. Logo dadas duas bases
admiss´iveis {ei(x)}
k
i=1 e {e˜i(x)}
k
i=1 sobre x, existe um u´nico σ(x) = g ∈ G tal que
9 {ei}
k
i=1 =
{ge˜i}
k
i=1. Logo, uma vez escolhida uma base inicial em uma fibra, existe uma bijec¸a˜o (que
claramente na˜o e´ canoˆnica) entre as bases admiss´iveis e o grupo G.
Por exemplo, dado uma me´trica sobre M , o fibrado das bases ortonormais sobre M
corresponde ao O(n)-fibrado vetorial. Esta construc¸a˜o sera´ utilizada quando introduzirmos
fibrados principais e os relacionarmos a fibrados vetoriais.
Um mapa linear T ∈ L(Ex, Ey) e´ chamado de G-mapa se leva base admiss´ivel em base
admiss´ivel, ou seja, se dadas base admiss´iveis em x e y, a matriz de T esta´ em G. Deno-
taremos o conjunto de tais mapas por LG(Ex, Ey). Se x = y, no´s temos que LG(Ex, Ex)
e´ o espac¸o de G-automorfismos, denotado por AutG(Ex) = GL(Ex) e e´ um subgrupo de
End(Ex), isomorfo a` G. Logo no´s temos que a a´lgebra de Lie g de G e´ um subespac¸o de
End(Ex) chamado de Endg(Ex).
Definition 9 ∇ ∈ C(E) e´ admissi´vel se para toda curva σ : [0, 1]→M , o transporte paralelo
Pσ for um G-mapa entre Eσ(0) e Eσ(0).
No exemplo anterior, do fibrado ortonormal sobreM , conexo˜es compat´iveis com a me´trica,
i.e.: tais que ∇〈· , ·〉 = 〈∇(·) , ·〉+ 〈· , ∇(·)〉 claramente levara˜o bases ortonormais em bases
ortonomais por transporte paralelo.
Theorem 15 ∇ e´ admissi´vel se e somente se, para todo x ∈M e todo v ∈ TxM , em termos
de bases admissi´veis, ω(v) ∈ g no sentido que existe uma representac¸a˜o dρ : g → End(Ex)
tal que ω(v) = dρ(h) para algum h ∈ g.
Dem: Se ∇ e´ admiss´ivel, enta˜o para todo v ∈ TxM tal que σ
′(0) = v, σ : [0, 1] → M ,
Pσ(0, t) e´ um G-mapa, ou seja, leva bases admiss´iveis em bases admiss´iveis. Seja E um
G-fibrado sobreM , e {ei}
k
i=1 = e referencial sobre θ. Designaremos uma base para σ
∗(E|θ)
dada por {ei|(σ(t)}
k
i=1 = {σ
∗ei}
k
i=1. Simplesmente utilizando (1.98) para sec¸o˜es de campos do
referencial, obtemos:
ω(v)ei(σ(0)) =
d
dt |t=0
(
Pσ(0, t)ei(σ(t))
)
(1.106)
Mas
(
(Pσ(0, t)e1(σ(t)), · · · , (Pσ(0, t)ek(σ(t))
)
= Pσ(0, t)e(σ(t)) e´ uma curva lisade referen-
ciais admiss´iveis em σ(0). Tendo escolhido e(σ(0)) como referencial admiss´ivel em Eσ(0) ha´
9Estamos identificando a representac¸a˜o de g, com g, i. e.: ρ(g) = g, ou seja, considerando a inclusa˜o
G ⊂ GL(k).
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uma bijec¸a˜o entre os referenciais admiss´iveis e G, portanto existe curva lisa g : [0, 1] → G
para a qual
Pσ(0, t)e(σ(t)) = ρ(g(t))e(0)
Claramente g(0) = Id, portanto
d
dt |t=0
Pσ(0, t)e(σ(t)) = dρ(g
′(0))e(0) (1.107)
e no´s obtemos que g′(0) ∈ g. Portanto
ω(v)e(0) = dρ(g′(0))e(0)
onde e(0) e´ base em x, logo, em relac¸a˜o a bases admiss´iveis, ω(v) ∈ g no sentido explicitado
acima (omitiremos no restante dessa sec¸a˜o a representac¸a˜o para facilitar a notac¸a˜o).
Por outro lado suponhamos que ω(v) ∈ g para todo v. Seja e(σ(t) curva de referenciais
admiss´iveis sobre σ. Definimos e˜(σ(t)) := Pσ(t, 0)e(σ(0)). No´s temos que existe h : [0, 1]→
GL(k) tal que para todo t ∈ [0, 1] , e(σ(t)) = h(t)e˜(σ(t)) . Claramente h(0) = Id. Agora
ω(σ′(t))h(t)e˜(σ(t)) = ω(σ′(t))e(σ(t)) = ∇σ′(t)e(σ(t))
= ∇σ′(t)h(t)e˜(σ(t)) = h
′(t)e˜(σ(t)) + h(t)∇σ′(t)e˜(σ(t)) = h
′(t)e˜(σ(t))
∴ ω(σ′(t))h(t) = h′(t)
Agora, usamos o seguinte lema provindo da teoria de grupos de Lie (para uma demon-
strac¸a˜o ver [16]):
Lemma 1 Dada uma curva lisa na a´lgebra de Lie ξ : [0, 1]→ g , existe uma u´nica curva
lisa no grupo G , g : [0, 1]→ G tal que g(0) = Id e
g−1(t)g′(t) = ξ(t) (1.108)
No´s sabemos que G ⊂ GL(k) , g ⊂ gl(k) e h e´ enta˜o a u´nica curva lisa em GL(k) que satisfaz
(1.108). Mas pelo lema existe uma u´nica curva em G que satisfaz (1.108), logo h : [0, 1]→ G.
E finalmente temos
e(σ(t)) = h(t)Pσ(t, 0)e(σ(0)) =⇒ Pσ(t, 0)e(σ(0)) = h
−1(t)e(σ(t))
e portanto o transporte paralelo leva base admiss´ivel em base admiss´ivel.
Proposition 9 Se ∇ e´ admissi´vel, enta˜o Ω toma valores em Lg(E,E) ⊂ L(E,E)
Dem: Lembrando que podemos escrever a curvatura com Ω = dω + ω ∧ ω a demonstrac¸a˜o
torna-se trivial, ja´ que g e´ subespac¸o vetorial fechado por comutac¸a˜o.
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Quasi-Canonical Gauge
Seja (φ, θ) um sistema de coordenadas convexo em M , centrado em x0 ∈ θ , i.e.: tal que
φx0 = 0 ∈ R
n. Como em Rn existe uma escolha privilegiada de curva para ligar um dado
ponto φ(y) e a origem, i.e.: tφ(y), podemos transportar esta estrutura para M e com a
ajuda do transporte paralelo escolher um referencial privilegiado relacionado a` carta φ. I.e.:
dada uma base {vi}
k
i=1 de Ex0 a estendemos a um referencial local {ei}
k
i=1 := e tal que
e(y) = Pσ(t, 0)v onde definimos o “raio” ligando x a y como sendo σ(t) = φ
−1(tφ(y)) i.e.:
φ(σ(t)) = tφ(p). Se ∇ e´ uma conexa˜o admiss´ivel e v e´ uma base admiss´ivel em x, enta˜o e(x)
e´ uma base admiss´ivel em θ e chamada de gauge quase-canoˆnico para E sobre θ.
Como ja´ mencionamos, equac¸o˜es diferenciais ordina´rias dependentes de paraˆmetros, teˆm
dependeˆncia diferencia´vel na˜o so´ nas condic¸o˜es iniciais mas tambe´m nos paraˆmetros. Logo
e(x) e´ um referencial liso. Ale´m disso se ω e´ a forma de conexa˜o relativa a` e(x), ω(x0) ≡ 0.
Dem: Seja u ∈ Tx0 e seja γ : [−ǫ, ǫ]→ M tal que φ(γ(t)) = tdφ(u), enta˜o, como
d
dt |t=0
(
φ(γ(t))
)
= dφ(γ′(0)) = dφ(u) ∴ γ′(0) = u
No´s temos que a reparametrizac¸a˜o γ˜(t) = γ(ǫt) : [0, 1] → M e´ o raio que liga x a γ(ǫ) = y.
Ou seja,
φ(γ(ǫt)) = ǫtdφ(u) = tφ(γ(ǫ))⇒ φ(γ˜(t)) = tφ(y) (1.109)
Agora
ω(u)(vi) =
d
dt |t=0
(
Pγ˜(0, t)ei(γ˜(t)
)
=
d
dt |t=0
(
Pγ˜(0, t)Pγ˜(t, 0)vi
)
= 0 (1.110)

The Exterior Covariant Derivative
A derivada exterior que conhecemos ate´ agora, heuristicamente falando, mesmo quando
aplicada em elementos de Γ(Λp(TM∗)⊗E) so´ opera nas formas a valores reais, e so´ e´ va´lida
para formas a valores em fibrados triviais (ja´ que la´ temos uma noc¸a˜o intr´inseca de “deixar
campos constantes”). Queremos uma derivada exterior que na˜o seja assim limitada, que
derive tambe´m a parte de sec¸o˜es, que leve em conta tanto as caracter´isticas usuais quanto a
conexa˜o em E. A essa derivada chamaremos de derivada exterior de gauge e denotaremos por
D∇p . Dado que Γ(Λ
p(TM∗)⊗E) e´ gerado por elementos da forma λ⊗s, onde λ ∈ Γ(Λp(M))
e s ∈ Γ(E), observando o crite´rio acima, a forma natural de fazer isso seria:
D˜∇p (s⊗ λ) = s⊗ dλ+∇s∧˜λ (1.111)
Ja´ que ∇s ∈ Γ(Λ(TM∗)⊗ E) e como vimos na sec¸a˜o 1.1.3, existe um produto exterior
natural
Γ(Λp1(TM∗)⊗E)× Γ(Λp2(TM∗))→ Γ(Λ(TM∗)p1+p2 ⊗ E)
que chamaremos genericamente a partir agora tambe´m de ∧ para quaisquer p1, p2, ja´ que
implicitamente fazemos a identificac¸a˜o do fibrado produto R⊗ E ≃ E. Fac¸amos um ra´pido
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interlu´dio. Note o leitor que inadvertidamente invertemos a ordem λ⊗ s→ s⊗ λ. Porque o
fizemos? Notemos que ja´ para a derivada exterior da multiplicac¸a˜o de uma func¸a˜o g :M → R
por uma forma fechada dλ, no´s temos que se usarmos a regra de Leibniz com uma ordem
obtemos um resultado diferente do que com outra: d(df ⊗ g) = df ∧R dg = −dg ∧R df =
−d(g⊗df). Mas no´s definimos a derivada exterior do produto de uma func¸a˜o por uma forma
como sendo d(g ⊗ df). Como estamos perseguindo uma analogia entre a derivada exterior
e a derivada exterior covariante, escolhemos aqui a mesma ordenac¸a˜o na definic¸a˜o. Como
mostraremos essa condic¸a˜o sera´ tambe´m necessa´ria para a compatibilidade das duas em um
sentido que veremos adiante. No entanto, como estamos usando um conceito de “formas
a valores em fibrados vetoriais” e portanto estamos ordenando os elementos como λ ⊗ s,
definimos:
D˜∇p (λ⊗ s) = dλ⊗ s+ (−1)
pλ∧˜∇s (1.112)
A forma de (1.112) sugere fortemente que a transic¸a˜o equivale a fazer uma substituic¸a˜o
das derivadas normais de func¸o˜es a valores reais, para derivadas covariantes de sec¸o˜es de
fibrados.
Explicitando: como mencionamos anteriormente, localmente sempre podemos expandir
η ∈ Γ(Λp(TM∗) ⊗ E) de maneira un´ivoca em termos de uma base dxI ⊗ ei, onde {ei}
k
i=1 e´
base local de Γ(E) , {dxi}ni=1 sa˜o coordenadas locais em M e o superscrito maiu´sculo I e´ a
notac¸a˜o de multi-´indices (com ordem p).
Portanto localmente escrevemos η = f iIdx
I ⊗ ei = dx
I ⊗ f iIei, enta˜o por (1.112) temos,
para f iI : θ ⊂M → R,
D˜∇p η = D˜
∇
p (dx
I ⊗ f iIei) = (−1)
pdxI ∧∇(f iIei)
Ou seja, ao generalizar formas a valores reais para formas a valores em fibrados vetoriais,
devemos tambe´m generalizar a equac¸a˜o d(fI⊗dx
I) = d(fIdx
I) = dfI∧Rdx
I = (−1)pdxI∧RdfI ,
relamente substituindo a derivada exterior usual pela derivada covariante!
Finalmente, dado ∇ ∈ C(E), devidamente motivados, simplesmente substitu´imos em
(1.36) a derivac¸a˜o por X pela derivac¸a˜o ∇X , ou seja, d → ∇. Definimos enta˜o os mapas
lineares:
D∇p = Dp : Γ(Λ
p(M)⊗E)→ Γ(Λp+1 ⊗E)
que, para X1, · · · , Xp+1 ∈ Γ(TM), e´ dado por
(Dpη)(X1, · · · , Xp+1) =
p+1∑
i=1
(−1)i+1∇Xiη(X1, · · · , Xˆi, · · ·Xp+1)+
p+1∑
i=1
(−1)i+jη([Xi, Xj], X1, · · · , Xˆi, · · · , Xˆj, · · · , Xp+1) (1.113)
Para mostrar que Dpη ∈ Γ(Λ
p+1 ⊗ E) , basta notar que por definic¸a˜o Dpη e´ totalmente
anti-sime´trica e que e´ C∞(M) linear em cada entrada, ja´ que X [f ] = ∇Xf , e portanto a
demonstrac¸a˜o e´ exatamente a mesma que para (1.36). Com essa definic¸a˜o na˜o estamos mais
restritos a tomar elementos da forma λ ⊗ s, o que e´ u´til ja´ que so´ podemos decompor um
elemento de Γ(Λp(TM∗)⊗ E) de forma u´nica para cada base, i.e.: localmente.
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Theorem 16 Se ∇i e´ uma conexa˜o em Ei, i = 1, 2 e ∇ e´ a conexa˜o correspondente em
E1 ⊗E2, enta˜o, para η
1 ∈ Γ(Λp1(TM∗)⊗ E1) e η
2 ∈ Γ(Λp2(TM∗)⊗E2) temos
D∇p1+p2(η
1∧˜η2) = D∇1p1 η
1∧˜η2 + (−1)p1η1∧˜D∇2p2 η
2 (1.114)
Dem: Se escolhermos em x um gauge quase canoˆnico, enta˜o as formas de conexa˜o
relativas a ∇i sa˜o nulas, i.e.: ωi(x) = 0, logo ∇i = d e portanto ∇ = d⊗ Id+ Id⊗ d que e´
simplesmente a regra da cadeia. Portanto a equac¸a˜o (1.113) volta a` forma de (1.36), para a
qual ja´ demonstramos que vale o teorema.
Gauges quase canoˆnicos sa˜o instrumentos poderosos na teoria de fibrados. Para ilustrar-
mos o quanto eles podem facilitar nossa vida, bem como para demonstrarmos como bases
locais nos podem ser u´teis, daremos outra demonstrac¸a˜o do teorema, mais trabalhosa, mas
tambe´m elucidativa.
Expressemos η1 e η2 localmente por uma base como acima, i.e.: usando multi-´indices I
e J de ordem p1 e p2 respectivamente, {ei}, {bi} bases de Γ(E1) e Γ(E2), respectivamente,
e f iI , g
j
J : M → R, temos: η
1 = f iIdx
I ⊗ ei, η
2 = gjJdx
J ⊗ bj . Utilizando (1.112) e
∇ = ∇1 ⊗ Id+ Id⊗∇2:
η1∧˜η2 = (f iIei ⊗ g
j
Jbj)⊗ (dx
I ∧R dx
J)
D∇p1+p2(η
1∧˜η2) = ∇(f iIei ⊗ g
j
Jbj)⊗ (dx
I ∧R dx
J)
=
(
∇1(f iIei)⊗ g
j
Jbj + f
i
Iei ⊗∇
2(gjJbj)
)
(dxI ∧R dx
J)
= D∇
1
p1
(f iIei ⊗ dx
I)∧˜(gjJbj ⊗ dx
J) + (−1)p1(f iIei ⊗ dx
I)∧˜D∇
2
p2
(gjJbj ⊗ dx
J)
= D∇
1
p1
η1∧˜η2 + (−1)p1η1∧˜D∇
2
p2
η2

A partir de agora abreviaremosD∇p porD, deixando os i´ndices subentendidos no contexto.
Por esse resultado, tiramos imediatamente dois corola´rios u´teis:
Proposition 10 λ1 for uma p-forma e λ2 uma p′-forma a valores em E, no´s temos:
D(λ1 ∧ λ2) = dλ1 ∧ λ2 + (−1)pλ1 ∧Dλ2
Proposition 11 Se λ ∈ Γ(Λp(TM∗)) e s ∈ Γ(E), enta˜o
D∇p (λ⊗ s) = dλ⊗ s+ (−1)
pλ ∧∇s
Ou seja, a operac¸a˜o de D sobre elementos dessa forma e´ a apropriada (D estende D˜).
De onde tiramos que, ao localmente escrevermos para η ∈ Γ(Λp(TM∗|θ)⊗E|θ) em relac¸a˜o
a uma base {ei} de Γ(E), i.e.: η = η
i ⊗ ei para η
i ∈ Γ(Λp(TM∗|θ)) obtemos:
Dη = D(ηi ⊗ ei) = d(η
i)⊗ ei + (−1)
pηi ∧ (ω(ei)) = d(η
i)⊗ ei + ω ∧ (η
i ⊗ ei)
Logo
Dη = dη + ω ∧ η (1.115)
49
Onde utilizamos a derivada exterior sobre formas em fibrados triviais, d e em ω∧η o produto
exterior que incorpora a ac¸a˜o bilinear End(E) ⊗ E → E, resultante da ac¸a˜o da forma de
conexa˜o sobre as sec¸o˜es de E.
No´s sabemos que d2 = d ◦ d = 0 expressa justamente o fato de que as derivada ordina´rias
usuais comutam. Isto e´, se f :M → R, X, Y ∈ Γ(TM), calculamos
d(df)(X, Y ) = X [df(Y )]− Y [df(X)]− df([X, Y ]) = (XY − Y X − [X, Y ])f = 0 (1.116)
Novamente, fazendo a substituic¸a˜o d→ D, i.e.: X →∇X em (1.116) obtemos
∇X∇Y −∇Y∇X −∇[X,Y ] = Ω(X, Y )
Logo devemos ter D1 ◦ D0 = iΩ (produto interior por Ω). De fato, se η e´ uma p-forma a
valores em E, utilizando (1.115) temos:
D(η) = dη + ω ∧ η
D(D(η)) = dω ∧ η − ω ∧ dη + ω ∧ dη + ω ∧ ω ∧ η
= Ω ∧ η
Theorem 17 Dada conexa˜o ∇ em E, seja ∇˜ a conexa˜o induzida em End(E) ≃ E∗ ⊗ E.
Se ω e´ a matriz de 1-formas de conexa˜o para ∇ relativa a` base {ei} e α e´ uma p-forma em
M a valores em End(E) , utilizando o produto externo natural entre formas a valores em
End(E) que descrevemos na sec¸a˜o 1.1.3 temos:
D∇˜α = dα + ω ∧ α− (−1)pα ∧ ω (1.117)
Dem: Novamente, utilizando (1.115) para formas a valores no fibrado vetorial End(E),
temos:
D∇˜α = dα+ ω˜ ∧ α
onde assim como em (1.115), temos de deixar a ac¸a˜o da forma sobre as sec¸o˜es do fibrado
impl´icitas no produto exterior, o que aqui, ao inve´s de induzir a identificac¸a˜o End(E)⊗E →
E, induz L(End(E),End(E))⊗ End(E)→ End(E).
Se ω˜ e´ a conexa˜o de ∇˜ = ∇⊗ Id + Id⊗∇∗, lembremos que ω˜ = ω ⊗ Id + Id⊗ ω∗. Mas
como vimos, na identificac¸a˜o End(E) ≃ E ⊗ E∗, temos Id ⊗ ω∗ = −Id ⊗ ωT . Utilizaremos
ainda que ωT (ej) = ejω, fato ja´ comentado. Portanto escrevendo localmente α = αij ⊗ ei⊗e
j
obtemos:
Dα = D(αij ⊗ ei ⊗ e
j)
= d(αij)⊗ (ei ⊗ ej) + (−1)
pαij ∧
(
ω(ei)⊗ e
j − ei ⊗ ω
T (ej)
)
= d(αij)⊗ ei ⊗ e
j + ω ∧ (αij ⊗ ei ⊗ e
j)− (−1)pαij ∧ ei ⊗ e
jω
= dα + ω ∧ α− (−1)pα ∧ ω
Ja´ que a multiplicac¸a˜o exterior de matrizes de formas e´ simplesmente a multiplicac¸a˜o de
matrizes usando o produto externo em cada termo. 
Proposition 12 Deste teorema emergem os seguintes corola´rios:
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(i) A identidade de Bianchi (1.72) e´ equivalente a` DΩ = 0.
(ii) Dω = Ω
Dem: No´s temos dΩ = ω∧Ω−Ω∧ω, portanto tomando no u´ltimo teorema α = Ω obtemos
DΩ = dω + ω ∧ Ω− Ω ∧ ω
O segundo item se verifica similarmente tomando α = ω em (1.115). 
Agora, dada conexa˜o ∇ em E e κ ∈ Γ(Λ1(TM∗) ⊗ End(E)), definimos ∇κ = ∇ + κ.
Se tivermos uma base local isto e´ equivalente a tomar, para a forma de conexa˜o de ∇κ,
ωκ = ω + κ enta˜o obtemos:
d(ω + κ) + (ω + κ) ∧ (ω + κ) = dω + dκ+ ω ∧ ω + κ ∧ ω + ω ∧ κ+ κ ∧ κ =
Ω+ (dκ+ ω ∧ κ− (−1)1κ ∧ ω) + κ ∧ κ
Logo obtemos a partir de (1.117):
Ωκ = Ω +Dκ+ κ ∧ κ (1.118)
No´s voltaremos a` identidade de Bianchi quando discutirmos as equac¸o˜es de Yang-Mills.
No´s veremos por exemplo que em eletromagnetismo ela representa consevac¸a˜o de carga, e e´
verdade que em relatividade geral, pela equac¸a˜o de Einstein ela e´ equivalente a` conservac¸a˜o
local de energia e momento.
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Chapter 2
Principal Fiber Bundles
O Universo e´ embasado em um plano, um plano cuja profunda simetria esta´ de
alguma forma presente na estrutura interna do nosso intelecto. - Paul Valery
Einstein em seu tempo trabalhou incessantemente para construir “um sistema
completo de f´isica teo´rica”. Ele procurou os “ conceitos e princi´pios fundamen-
tais” que permitiriam uma grande si´ntese da estrutura do mundo real. Centrais
a essa si´ntese esta˜o as forc¸as, ou interac¸o˜es que manteˆm unida a mate´ria, que
produzem a pletora de reac¸o˜es de que consistem os fenoˆmenos naturais. Eu acred-
ito que ainda estamos hoje muito longe desta grand si´ntese com a qual sonhou
Einstein. Mas no´s temos um de seus elementos chave: o princi´pio que interac¸o˜es
sa˜o regidas por simetrias, utilizado primeiramente pelo pro´prio Einstein. - C.N.
Yang
2.1 Foundations
Em muitos sentidos, a Teoria de Gauge e´ uma teoria que procura a natureza intr´inseca das
interac¸o˜es, aquilo que independe das formas como elas sa˜o representadas. Como um objeto
ao meio de uma roda de observadores, cuja descric¸a˜o e´ feita a partir de diferentes aˆngulos
(“ cada uma delas correta”), a Teoria de Gauge tenta desemaranhar propriedades inerentes
de propriedades descritivas. Assim como para o objeto, as descric¸o˜es sa˜o relacionadas por
transformac¸o˜es de simetria, por um grupo de simetria. Estudaremos agora uma forma de
estudarmos as relac¸o˜es entre as descric¸o˜es feitas por estes diferentes observadores, ou refer-
enciais.
Ao introduzirmos bases admiss´iveis na sec¸a˜o 1.4, chamamos {ei}
k
i=1 e {e˜i}
k
i=1 de bases
admiss´iveis de Ex se existisse g ∈ G tal que {ei}
k
i=1 = {ge˜i}
k
i=1. Este g e´ u´nico ja´ que existe
um u´nico g ∈ GL(k) ⊃ G que leva uma na outra, enta˜o conclu´imos que uma vez escolhida
uma base inicial (uma origem), existe uma bijec¸a˜o entre as bases admiss´iveis e o grupo G.
Notemos ainda que na˜o ha´ uma base que se destaca das outras, na˜o ha´ uma base que possa
ser considerada canonicamente como a identidade. Como veremos ao final deste cap´itulo,
o fibrado dos referenciais admiss´iveis de E, constitui uma ponte entre as noc¸o˜es de fibrado
vetorial e principal.
Motivados por essas construc¸o˜es, definimos:
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Definition 10 Uma variedade diferencia´vel P e´ chamada de fibrado principal com grupo
associado G, se G age livre e diferencia´velmente sobre P . Ou seja, se existe ac¸a˜o de G em
P : G×P → P lisa e tal que para cada p ∈ P o grupo de isotropia de p e´ a identidade, i.e.:
Gp = {y ∈ G | gp = p} = {e}
Naturalmente constru´imos uma projec¸a˜o em P , π : P → M , dada por p ≃ q ⇔ p = g · q
para algum g ∈ G . Definimos enta˜o o espac¸o base M como sendo o espac¸o das o´rbitas de
P , M = P/G, com a topologia quociente, i.e.: caracterizada por π ser aberta e cont´inua.
Pela definic¸a˜o, G age transitivamente sobre cada fibra.
Lie Group Actions
Antes de comec¸ar o tratamento de fibrados principais em si, precisamos de algumas ferra-
mentas da teoria de grupos de Lie: Seja, G um grupo Lie compacto e g sua a´lgebra de Lie,
ou seja, g ≃ TeG.
Definimos a ac¸a˜o de conjugac¸a˜o do grupo como sendo:
ζ(g) : G→ G
a 7→ gag−1
Cuja derivada em e ∈ G denotaremos por Ad(g) = d(ζ(g))e. E´ fa´cil ver que ζ(g)ζ(h) = ζ(gh),
enta˜o pela regra da cadeia, Ad(gh) = d(ζ(gh))e = d(ζ(g))ed(ζ(h))e = Ad(g)Ad(h), logo
Ad : G → Aut(g) e´ uma representac¸a˜o do grupo sobre a a´lgebra. Definimos exptX como
sendo o u´nico subgrupo a 1-paraˆmetro tangente a X em e.
Proposition 13 ζ(g)(exptX) = exp(tAd(g)X)
Dem: No´s temos que ζ(g)e = e, e ζ(g)(ab) = ζ(g)aζ(g)b , isto e´: ζ(g) e´
automorfismo de G, logo leva subgrupo a 1-paraˆmetro em subgrupo a` 1-paraˆmetro. Logo
ζ(g)exptX e´ subgrupo a 1-paraˆmetro que passa pela origem, com tangente
d
dt
|t=oζ(g)exptX = Ad(g)X
Por outro lado, exp(tAd(g)X) e´ o u´nico subgrupo a 1-paraˆmetro que passa pela origem com
tangente Ad(g)X . 
Seja P uma variedade onde G age como grupo de difeomorfismos (ac¸a˜o que denotaremos
por ‘·’. Enta˜o, para todo p ∈ P , X ∈ g e t ∈ R, no´s temos uma ac¸a˜o
exp(tX) :P −→ P
p 7−→ exp(tX) · p
Logo definimos
Ip :g −→ TpP
X 7−→
d
dt
|t=o(exp(tX) · p)
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Portanto,
I(X) :P → Γ(TP )
p 7→
d
dt
|t=o(exp(tX) · p)
E´ claro que exp(tX) · p = p⇔ Ip(X) = 0 e, se a ac¸a˜o do grupo for livre, Ip e´ injetora. Ale´m
disso no´s temos que:
ImIp = {X˜ ∈ TpP | X˜ =
d
dt
|t=o(exp(tX) · p) para algum X ∈ g}
Por outro lado, exp e´ difeomorfismo local e, portanto, exp(tX)·p gera G·p em uma vizinhanc¸a
ao redor de p. Logo, TpG · p = ImIp. Denotando a aplicac¸a˜o ‘·’: G×P → P por µ, fica fa´cil
ver que Ip e´ linear:
Ip(X) =
d
dt
|t=o (Φ(exp(tX), p)) = dµp(X, 0)
Ale´m disso no´s temos, pela u´ltima proposic¸a˜o que
Ip
(
Ad(g−1)X
)
=
d
dt
|t=o(expt
(
Ad(g−1)X
)
· p) =
d
dt
|t=o(g
−1exp(tX)g · p)
∴ dg(Ip
(
Ad(g−1)X
)
) =
d
dt
|t=o(exp(tX)g · p) = Ig·p(X)
Obtemos enta˜o as duas propriedades
• Im(Ip) = espac¸o tangente a` o´rbita G · p em p.
• A ac¸a˜o de I em um ponto q transladado do ponto p por um elemento g de G e´ rela-
cionada a`quela no ponto p da seguinte forma:
Ig·p(X) = dg(Ip
(
Ad(g−1)X
)
) (2.1)
G-invariant Me´trics
Na teoria de fibrados principais, atenc¸a˜o especial deve ser dada a` estruturas G-ivariantes,
isto e´, a`s estruturas em P que na˜o se alteram sob a ac¸a˜o do grupo. Este em si e´ um to´pico
rico e profundo, que na˜o abordaremos em sua generalidade, mas somonte no tocante a` uma
estrutura: a me´trica. Para uma abordagem mais profunda veja [?].
Definition 11 Seja γ uma me´trica sobre P , dizemos que γ e´ G-invariante se G esta´ contido
no grupo de isometrias de γ. I.e.: se para todo g ∈ G , g∗γ = γ.
Uma questa˜o que naturalmente surge e´ sobre a generalidade da existeˆncia de tais me´tricas.
Mostraremos que sempre existem para o caso de G compacto e conexo.
Definition 12 A me´dia de γ por G (compacto, conexo e de dimensa˜o= m) e´ dada ponto a
ponto por:
γ˜ =
∫
g∈G
g∗(γ)ν
onde ν e´ uma m-forma volume bi-invariante. (que sempre existe se G e´ compacto e conexo).
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Theorem 18 Seja γ uma me´trica em uma variedade riemanniana P onde G age como
grupo de difeomorfismos, enta˜o a me´dia de γ e´ G-invariante.
Dem: Sejam u, v ∈ TpP , h ∈ G, definimos f : G→ R por f(g) = g
∗γ(u, v), enta˜o
γ˜(u, v) =
∫
g∈G
γ(g∗(u), g∗(v))ν =
∫
g∈G
f(g)ν ∴ (2.2)
h∗γ˜(u, v) = γ˜(h∗u, h∗v) =
∫
g∈G
γ
(
g∗(h∗(u)), g∗(h∗(v))
)
ν = (2.3)∫
g∈G
γ
(
g∗h∗(u), g∗h∗(v))
)
R∗h(ν) =
∫
g∈G
(R∗hf)(g)R
∗
h(ν) (2.4)
Mas a translac¸a˜o a` direita Rh : G→ G e´ um difeomorfismo que preserva a orientac¸a˜o, logo,
h∗γ˜ = γ˜. Dado que toda variedade diferencia´vel admite me´trica riemanniana, o teorema esta´
provado. 
Sections on a Principal Bundle
Tentaremos agora, assim como assumimos em fibrados vetoriais, demonstrar que existe uma
estrutura local de variedade produto tambe´m para os fibrados principais, onde a fibra t´ipica
coincide com o grupo associado, G.
Definition 13 Seja θ um aberto em M , definimos uma sec¸a˜o local de P sobre θ como uma
subvariedade Σ de P tal que Σ e´ transversal a`s o´rbitas, TpΣ+ Ip(g) = TpP , e Σ intersecta
o´rbitas em um u´nico ponto, i.e.: se p ∈ Σ enta˜o G · p ∩ Σ = {p}.
Theorem 19 Dado p ∈ P , existe uma sec¸a˜o local Σ de P contendo p.
Dem: A ide´ia da prova e´, usando uma me´trica invariante em P , exponenciar os vetores
ortogonais a G ·p =: N , de comprimento δ , obtendo uma outra subvariedade, Σ, transversal
a N . Devemos tomar o cuidado necessa´rio para que δ seja suficientemente pequeno de
modo que haja uma so´ intersecc¸a˜o entre Σ e N . Provaremos um caso mais geral e depois
mostraremos que nosso caso se encaixa. Provamos antes de mais nada que G·p e´ subvariedade
mergulhada:
Para todo p ∈ P , definimos o mapa suave θ(p) : G→ P por θ(p)(g) = g ·p, ou seja a o´rbita
de p. Como o grupo age livremente e´ trivial ver que θ(p) e´ injetora. Ale´m disso como existe
identificac¸a˜o canoˆnica dθ(p) ≃ Ip, por (2.1) o posto de θ
(p) e´ constante sobre G. Agora pelo
teorema do posto, existem cartas apropriadas de G e P tal que a representac¸a˜o local de θ(p),
que chamamos de θ˜(p), pode ser escrita como θ˜(p)(x1, . . . , xn) = (x1, . . . , xj , 0, . . . , 0) onde
n = dimG. Mas como e´ injetora, j = n, i.e.: e´ uma imersa˜o. Agora, como G e´ compacto,
no´s temos uma imersa˜o injetora de um compacto, que e´ portanto mergulho.
Seja enta˜o N subvariedade compacta de P , definimos o fibrado normal de N:
νN = {(x, v)|x ∈ N , v ∈ νxN}
E´ claro que νN e´ fibrado vetorial, ja´ que TN e´ distribuic¸a˜o C∞ em TP e portanto o seu
ortogonal tambe´m e´ uma distribuic¸a˜o lisa, o que transforma νN em sub-fibrado de TP .
Achemos enta˜o uma trivializac¸a˜o local de νN .
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Tomamos primeiramente uma carta de P adaptada a` N , ψ : U → U˜ ⊂ Rm . Agora,
pela propriedade de carta adaptada a` subvariedade, temos que a projec¸a˜o nas n primeiras
coordenadas, prn ◦ ψ : N ∩U → Rn ∩ U˜ e´ carta de N ∩U . Seja k = m− n, e prk a projec¸a˜o
nas u´ltimas k coordenadas. Claramente f := prk ◦ ψ e´ submersa˜o e U ∩ N = f−1(0), ale´m
disso Kerdfp = TpN . Agora
1 , induzindo uma me´trica em Rm por ψ (e portanto em Rk por
f), denotamos o adjunto de dfp por df
∗
p , que e´ definido por dados u ∈ TpP e w ∈ R
k = Imdfp:
〈dfp(u) , w〉Rk = 〈u , df
∗
p (w)〉TpP
Claramente, como dfp e´ isometria, df
∗
p = df
−1
p . Agora se u ∈ TpN , qualquer que seja
w ∈ Rk, 〈u , df−1p (w)〉TpP = 0. Isto e´, Imdf
−1
p ⊂ TpN
⊥, mas ambos teˆm dimensa˜o k, logo
df−1p : R
k → νpN e´ isomorfismo. Logo constru´imos uma trivializac¸a˜o local para νN dada
por
φ : νN|N∩U −→ (U ∩N)× R
k
(p, u) 7−→ (p, dfp(u))
Utilizando a construc¸a˜o de fibrado tangente (que vimos nos exemplos da Sec¸a˜o 1) e´
fa´cil vermos que trivializac¸o˜es dadas por cartas adaptadas ψ, ψ˜, compat´iveis, sera˜o tambe´m
compat´iveis. Chamaremos a projec¸a˜o suave deste fibrado vetorial de πN : νN −→ N .
Estudemos enta˜o a aplicac¸a˜o Exp : νN → P , que e´ simplesmente a restric¸a˜o da aplicac¸a˜o
exponencial usual em TP a` distribuic¸a˜o normal a N . Todo cuidado e´ pouco ao estudarmos
fibrados tangentes de fibrados vetoriais, por isso para facilitar a vizualizac¸a˜o utilizamos que
(U ∩ N) × Rk e´ fibrado trivial, e, para p ∈ N∩U , qualquer vetor ξ ∈ T(p,0)νN e´ dado por
dφ−1(p,0)ξ˜ para algum
ξ˜ = (w, u) ∈ T(p,0)((U ∩N)× R
k) = Tp(U ∩N)× T0R
k
que por sua vez e´ tangente a uma curva (γ(t), tu), onde γ : [0, 1]→ N∩U . Ou seja, fazendo
(p, 0) = q:
ξ = dφ−1q (w, u) = dφ
−1
q (w, 0) + dφ
−1
q (0, u)
= dφ−1q
(
d
dt
|t=0
(
(γ(t), 0)
))
+ dφ−1q
(
d
dt
|t=0
(
(p, tu)
))
=
d
dt
|t=0
(
φ−1(γ(t), 0)
)
+
d
dt
|t=0
(
φ−1(p, tu)
)
=
d
dt
|t=0
(
(γ(t), 0)
)
+
d
dt
|t=0
(
(p, tdf−1p (u))
)
= (w, 0) + (0, df−1p (u))
1A forma mais o´bvia de exibirmos uma subvariedade transversal a N em p seria simplesmente
tomando a subvariedade dada por Σ = ψ−1(Rk ∩ U˜), ou seja, os pontos ψ−1(0, . . . , 0, xn+1, . . . , xm) onde
(0, . . . , 0, xn+1, . . . , xm) ∈ U˜ . No entanto, a propagac¸a˜o desta construc¸a˜o ao longo da fibra de forma G-
invariante se torna mais complicada do que o que faremos aqui utilizando a existeˆncia de uma me´trica
G-invariante.
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Obtemos uma identificac¸a˜o canoˆnica T(p,0)νN ≃ TpN ⊕ νpN . Finalmente, fazendo
2, para
v ∈ TxP , Exp(x, v) = Expx(v) temos:
(dExp)q(ξ) =
d
dt
|t=o
(
Exp(γ(t), 0)
)
+
d
dt
|t=o
(
Exp(p, tdf−1p (u))
)
=
d
dt
|t=o
(
(γ(t), 0)
)
+
d
dt
|t=o
(
Expp(tdf
−1
p (u))
)
= (w, 0) + (0, df−1p (u)) = ξ
∴ d(Exp)q = Id|TqνN
que e´ va´lido para todos os pontos da forma (p, 0). Logo, pelo teorema da func¸a˜o inversa, ao
redor de cada ponto p ∈ N , existe um aberto V ⊂ N e vizinhanc¸a da sec¸a˜o nula de νN|π−1
N
V
que e´ levada difeomorficamente sobre a imagem. Lembremo-nos tambe´m que todo vetor de
TpP pode ser escrito de forma u´nica como soma de um vetor tangente a` N e um normal
a` N . Logo a aplicac¸a˜o exponencial leva um aberto de νN|π−1
N
V vizinhanc¸a da sec¸a˜o nula
difeomorficamente sobre um aberto de P que conte´m V . Podemos tomar essa vizinhanc¸a da
sec¸a˜o nula de νN|π−1
N
V como sendo da forma φ
−1(V × Bδ(0)) para algum δ > 0.
Pictoricamente, estamos levando uma vizinhanc¸a tubular “reta” (ja´ que tem seu diaˆmetro
em um fibrado vetorial), para uma vizinhac¸a tubular “curva” ao redor de N em P . No´s temos
que para a pro´pria sec¸a˜o nula, Exp : N × {0} → N e´ a identidade em N . E´ claro enta˜o que
para cada ponto p ∈ N a exponencial de Bδ(0p) := Bδ(0) ∩ νpN ⊂ νpN e´ uma subvariedade
de P de dimensa˜o k, transversal a` N , que chamaremos de Σp.
No´s temos que a exponencial e´ enta˜o um difeomorfismo local. Contudo, pode ainda
ocorrer que a exponencial na˜o leva vizinhanc¸a global da sec¸a˜o nula de νN injetoramente
sobre a imagem, ou seja, que para qualquer raio global do tubo que tomarmos teremos
auto-intersecc¸a˜o ao mandarmos o tubo para P atrave´s da exponencial. Para completar a
demonstrac¸a˜o do teorema, temos de provar que existe vizinhanc¸a de N onde a Exp e´ de fato
injetora.
Proposition 14 Sejam X, Y variedades suaves, f : X → Y C∞, f|N injetora para uma
dada N subvariedade compacta de X e dfx : TxX → TyY isomorfismo para x ∈ N . Enta˜o
existe vizinhanc¸a aberta U de N em X tal que f : U → f(U) e´ difeomorfismo.
Dem: Para provar o lema so´ nos resta provar injetividade. Seja enta˜o o conjunto das
vizinhanc¸as abertas de N :
C = {U | U e´ vizinhanc¸a aberta de N}
Constru´imos a ordem parcial em C pela inclusa˜o inversa, i.e.: W ≥ U se W ⊂ U , enta˜o e´
fa´cil verificar que C e´ um conjunto dirigido. Seja S um elemento de C, e xS um ponto em S,
enta˜o {xS} e´ uma rede em X . Para qualquer W ∈ C, se S ≥ W , xS ∈ W . Logo como N e´
compacto ( e portanto fechado) no´s temos um lema de topologia geral que garante que uma
rede {xS} converge para um ponto de N (ver [18] ). Ale´m disso, como X e´ Hausdorff, este
ponto e´ u´nico. Notamos ainda que para qualquer vizinhanc¸a aberta V de x, existe W ∈ C,
tal que para todo S ≥ W no´s temos xS ∈ V .
2Chamamos aqui a aplicac¸a˜o exponencial riemanniana de Exp, para diferencia´-la da exponencial no grupo,
que chamaremos de exp.
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Uma func¸a˜o f : X −→ Y e´ cont´inua se e somente se, para toda rede {xS},
f(lim
S∈C
xS) = lim
S∈C
f(xS)
Claramente, f e´ injetora em alguma vizinhanc¸a aberta de N se e somente se f|S e´ injetora
para algum S ∈ C. Logo, suponhamos por absurdo que para todo S ∈ C, f|S na˜o e´ injetora.
Enta˜o qualquer que seja S ∈ C, existem xS 6= yS ∈ S tal que f(xS) = f(yS). Montamos duas
dessas redes: {xS} e {yS}, que ja´ sabemos convergir para pontos emN , x e y respectivamente.
Como f e´ cont´inua,
lim
S∈C
f(yS) = lim
S∈C
f(xS) = f(x) = f(y)
Mas f e´ difeomorfismo de N sobre sua imagem, em particular e´ injetora sobre N , enta˜o essa
relac¸a˜o implica x = y. No entanto f e´ difeomorfismno local ao redor de cada ponto de N ,
logo existe V aberto P tal que x ∈ V onde f e´ injetora. Portanto, como yS, xS −→ x, existe
W ∈ C tal que para S ≥W , xS 6= yS implica f(xS) 6= f(yS) o que contraria a nossa hipo´tese.
Ou seja, existe S ∈ C tal que se x 6= y ∈ S, f(x) 6= f(y). 
Dado esse resultado, como N e´ compacta no´s temos que existe um raio mi´nimo δ0 para o
qual podemos achar um difeomorfismo entre o tubo “ reto” dentro de νN e o tubo “curvo”
em P obtido pela exponencial.
Voltando ao nosso caso, Σp = ExppBδ(0p), e as o´rbitas que passam por x ∈ Σp tera˜o a
forma g ·Expp(w) para algum w ∈ νpN e algum g ∈ G. Lembremos que colocamos em P uma
me´trica G-invariante, portanto, como g age isometricamente, leva geode´sica em geode´sica.
Mas se g 6= e enta˜o g ·p 6= p e g ·Exp(p, tu) e´ uma geode´sica que passa por g ·p com tangente
d
dt
|t=o
(
g · Exp(p, tu)
)
= dg ◦
d
dt
|t=o
(
Exp(p, tu)
)
= dg(u)
assim como Exp(g · p, tdg(u)), enta˜o por unicidade,
g · Exp(p, w) = Exp(g · p, dgp(w)) (2.5)
Ale´m disso, no´s temos que, como G age por isometrias, logo preserva a perpendicularidade
do subespac¸o normal e o raio δ, i.e.: dg(Bδ(0p)) = Bδ(0g·p) ⊂ νg·pN enta˜o dg(u) ∈ νg·pN .
Mas como mostramos, para δ0 no´s temos que:
Exp(g · p, Bδ0(0g·p)) ∩ Exp(p, Bδ0(0p)) = ∅
e portanto teremos apenas uma intersecc¸a˜o entre cada o´rbita e Σp.
Finalmente, no´s sabemos que TpΣp e´ transversal a Ip(g). Como tanto Σ quanto I(g) sa˜o
suaves, pela propriedade Cont. de transversalidade que veremos no Teo.29, eles se mante´m
abertos em uma vizinhanc¸a de p em Σ e provamos o teorema3. 
Lembrando que temos um difeomorfismo entre uma vizinhanc¸a da sec¸a˜o nula de νN e
um aberto U de P dado pela aplicac¸a˜o exponencial, no´s temos que para y ∈ U , existe um
3Fica como exerc´icio para o leitor descobrir como nossa construc¸a˜o da faixa de Moebius “torta” na˜o se
encaixa nas suposic¸o˜es do teorema.
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u´nico q ∈ N e um u´nico v ∈ Bδ(0q) ⊂ νqN tal que y = Expq(v). Mas como acabamos de
ver, existem tambe´m u´nicos g ∈ G e u ∈ Bδ(0p) ⊂ νpN , onde dg(u) = v tal que
y = Expg·p(dg(u)) = g · Expp(u) = g · x
onde x ∈ Σp, portanto, como o grupo G age como grupo de difeomorfismos sobre P , no´s
temos um difeomorfismo
ψp : U −→ Σp ×G
y 7−→ (x, g)
onde (x, g) e´ o u´nico tal que y = g · x .
Suponhamos que temos uma outra sec¸a˜o Σ de P sobre θ, i.e.: subvariedade de P contida
em U que intercepta em um u´nico ponto as o´rbitas de θ e e´ transversal a elas, portanto Σ
e´ de mesma dimensa˜o que Σp, e intercepta unicamente tambe´m as o´rbitas de Σp. Portanto,
para cada y ∈ Σ existe um u´nico elemento g(y) ∈ G tal que (g(y) · y) ∈ Σp. Logo para
y ∈ Σ temos y = g(y)−1 · (g(y) · y) e portanto pela propriedade de ψp no´s temos uma u´nica
decomposic¸a˜o:
ψp|Σ :Σ −→ Σp ×G
y 7−→ (g(y) · y, g(y)−1)
Por Σ ser subvariedade lisa e ψp ser tambe´m suave, as aplicac¸o˜es g, g
−1 : Σ→ G sa˜o suaves.
Portanto y 7→ g(y) · y e´ um difeomorfismo entre Σ e Σp, logo existe tambe´m difeomorfismo
U
ψ
≃ Σ × G. Ou seja, no´s temos, para (y, h) ∈ Σ × G, o mapa de transic¸a˜o ψp ◦ ψ
−1 :
Σ×G −→ Σp ×G, dado por
ψp ◦ ψ
−1(y, h) = ψp(h · y) = ψp(hg
−1(y)g(y) · y) = (g(y) · y, hg−1(y)) (2.6)
que e´ uma composic¸a˜o de difeomorfismos sobre a estrutura diferencia´vel de P e portanto
podemos tomar um atlas para P dado por cartas dessa forma.
Como mencionamos, a topologia de M e´ definida pela projec¸a˜o ser aberta e cont´inua.
Como existe bijec¸a˜o entre Σ e U/G = π(U) = θ, e Σ tem a topologia induzida, no´s temos
um homeomorfismo entre Σ e θ dado por
π|Σ : Σ −→ θ
π−1|Σ = prΣ ◦ π
−1 : θ −→ Σ
onde prΣ : Σ × G → Σ e´ a projec¸a˜o cannˆonica na primeira coordenada. Podemos induzir
enta˜o estrutura diferencia´vel em M pela estrutura diferencia´vel dos Σ’s, isto e´, tomando π|Σ
como difeomorfismo sobre cada θ. Essa estrutura e´ compat´ivel nas intersecc¸o˜es, isto e´, se
tivermos um outro aberto U˜
ψ˜
≃ Σ˜×G, mostramos que sobre a intersecc¸a˜o U ∩ U˜ existe um
difeomorfismo entre os Σ’s, portanto esta´ bem definida a estrutura diferencia´vel deM ; existe
e e´ u´nica. E´ claro que com essa exigeˆncia π e´ uma projec¸a˜o diferencia´vel e de posto ma´ximo.
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Reciprocamente, se exigirmos que a projec¸a˜o π : P → M seja diferencia´vel e de posto
ma´ximo, i.e.: se exigirmos que a estrutura diferencia´vel de M seja tal que π e´ submersa˜o,
obtemos que, dado um ponto qualquer p ∈ P e uma sec¸a˜o Σ que passa por p,
dπp : TpΣ⊕ Ipg −→ Tπ(p)M
mas dimKerdπp = dimG = dimg = dimIpg e para X ∈ g no´s temos
dπp(Ip(X)) =
d
dt
|t=o (π ◦ (exp(tX) · p)) =
d
dt
|t=oπ(p) = 0
i.e.:Ipg ⊂ Kerdπp e por dimensa˜o Kerdπp = Ipg. Portanto TpΣ
dπp
≃ Tπ(p)M , e teremos difeo-
morfismos locais entre as sec¸o˜es e abertos de M .
Provamos enta˜o:
Theorem 20 Existe uma u´nica estrutura diferencia´vel em M caracterizada por qualquer
uma das condic¸o˜es:
• A projec¸a˜o π : P −→ M e´ uma submersa˜o suave.
• Se Σ e´ uma sec¸a˜o de P sobre θ enta˜o π|Σ e´ um difeomorfismo de Σ sobre θ.
Fica claro ainda que P e´ localmente difeomorfo a conjuntos da forma θ ×G, i.e.: podemos
tomar um difemorfismo π−1(θ)
φ
≃ θ × G simplesmente aplicando a projec¸a˜o π|Σ a` primeira
coordenada do difeomorfismo π−1(θ)
ψ
≃ Σ×G . Chamaremos tais difeomorfismos de trivili-
azac¸o˜es locais.
Ademais, podemos considerar uma sec¸a˜o Σ sobre θ ⊂ M como uma imersa˜o suave que
leva θ na subvariedade Σ, s : θ → P . Teremos que para m ∈ θ, π(s(m)) = m, ou seja, para
cada o´rbita m ∈ θ, s(m) esta´ na fibra sobre m. Da mesmsa forma se s˜ for outra sec¸a˜o sobre
θ, existe um u´nico mapa g : θ → G tal que s˜(m) = g(m) · s(m). Chamamos g de mapa de
transic¸a˜o entre as sec¸o˜es.
E´ claro que se φ : π−1(θ) → θ × G for uma trivializac¸a˜o local correspondente a` sub-
variedade Σ, i.e.: a` imersa˜o s : θ → P , enta˜o para todo m ∈ θ, φ(s(m)) = (m, e) ja´ que
ψ(s(m)) = (s(m), e) e π|Σ(s(m)) = m. Desta forma podemos ver que dada uma sec¸a˜o de P
sobre θ, s : θ → P , existe uma u´nica trivializac¸a˜o local φs : π−1(θ)→ θ × G a ela adaptada
de forma que para todo m ∈ θ no´s tenhamos φs(s(m)) = (m, e). Nos casos em que estiver
subentendida a` qual sec¸a˜o a trivializac¸a˜o esta´ adaptada omitiremos o superscrito “s”.
No´s vimos que para a decomposic¸a˜o π−1(θ)
ψ
≃ Σ×G, para todo h ∈ G, vale a propriedade
ψ−1(p, h) = h · ψ−1(p, e) = h · p (2.7)
Para π−1(θ)
φ
≃ θ × G, para m ∈ θ tal que π−1|Σ (m) = p, no´s temos ψ
−1(p, h) = φ−1(m, h).
Logo:
φ−1(m, h) = h · φ−1(m, e) (2.8)
E´ ainda claro que temos um difeomorfismo
φ−1(m, ·) : G −→ π−1(m)
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ao qual chamaremos de φm : π
−1(m) → G e que, para qualquer h ∈ G e p ∈ π−1(m), por
(2.8) acima obedece:
φm(h · p) = hφm(p)
onde denotamos o produto no grupo (h, g) 7→ hg. Agora, φm(h · p) ∈ G e (φm(h · p))
−1 =
(φm(p))
−1 h−1 , logo, se tivermos outro difeomorfismo φ˜m no´s temos
(φm(h · p))
−1
(
φ˜m(h · p)
)
= (φm(p))
−1 h−1hφ˜m(p) = (φm(p))
−1 φ˜m(p)
∴ (φm(p))
−1 φ˜m(p) = (φm(q))
−1 φ˜m(q)
para todos p, q ∈ π−1(m). Isto e´, para a transic¸a˜o entre trivializac¸o˜es locais existe um
u´nico elemento de G para cada fibra, ou seja, novamente a transic¸a˜o e´ uma func¸a˜o suave
gφφ˜ : θ → G. Uma palavra de esclarecimento em relac¸a˜o ao uso do termo “transic¸a˜o” e´ aqui
necessa´rio , ja´ que na˜o e´ ’obvia a relac¸a˜o entre φ˜m ◦φ
−1
m ∈ Aut(G) e gφφ˜ : θ → G. Seja enta˜o
h ∈ G e φ−1m (h) = p. E´ claro que (φm(p))
−1 = h−1. Enta˜o obtemos
h−1
(
φ˜m ◦ φ
−1
m (h)
)
= (φm(p))
−1
(
φ˜m(p)
)
que como vimos na˜o depende de p ∈ π−1(m). Por isso a func¸a˜o de transic¸a˜o de uma
representac¸a˜o a` outra e´ r´igida, um u´nico elemento de G para cada ponto de θ.
2.2 Connections in Principal Bundles
Sobre cada fibra, existe uma maneira canoˆnica de identificar elementos de TP , a saber, pelo
isomorfismo linear dado pela ac¸a˜o do grupo G sobre a fibra; dg : TpP → Tg·pP . Incorporamos
este princ´ipio sempre que exigirmos que alguma estrutura seja G-invariante. Contudo sobre
elementos de TP que residem sobre diferentes fibras, assim como em fibrados vetoriais, na˜o
ha´ identificac¸a˜o canoˆnica. Antecipando um pouco a nomenclatura que segue, se chamarmos o
deslocamento sobre as fibras de “ vertical”, queremos uma forma de identificac¸a˜o puramente
“ horizontal”, uma forma de mantermos uma curva de P “a` mesma altura”. Apesar deste “
deslocamento vertical” estar canonicamente determinado, na˜o existe na estrutura de P algo
que nos deˆ um complemento, que especifique um “ deslocamento horizontal” canoˆnico. Para
incorporar uma identificac¸a˜o local em TP ( i.e.: tanto horizontal quanto vertical) precisamos
de uma decomposic¸a˜o de TP em subfibrados vertical e horizontal que sejam G-invariantes
(precisamos manter a identificac¸a˜o canoˆnica sobre as fibras). Como veremos, a escolha de
uma conexa˜o nos fornece tal decomposic¸a˜o.
Como π : P →M e´ uma submersa˜o, Ker(dπ) e´ um sub-fibrado liso de TP , chamado de
sub-fibrado vertical, cuja fibra em p denotaremos por Vp = Ipg. Como Ipg e´ injec¸a˜o linear,
Ip : g −→ TpP
e´ um isomorfismo linear de g em Vp.
Definition 14 Para cada p ∈ P definimos ω˜p : Vp → g com sendo I
−1
p .
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Desse modo e´ claro que ω˜ e´ uma 1-forma suave em V a valores em g. Para cada g ∈ G no´s
obtemos uma 1-forma em V a valores em g, g∗ω˜ por
(g∗ω˜)p = ω˜g·p ◦ dg
Utilizando 2.1 obtemos
Ig·p = dg ◦ Ip ◦ Ad(g
−1)⇒ (Ig·p)
−1 = Ad(g)I−1p dg
−1
∴ ω˜g·p ◦ dg = Ad(g) ◦ ω˜p
e finalmente
g∗ω˜ = Ad(g) ◦ ω˜ (2.9)
Definition 15 Uma forma de conexa˜o em P e´ definida como λ ∈ Γ(Λ1(TP )⊗g) que obedec¸a
g∗λ = Ad(g)λ e tal que para u ∈ Vp no´s tenhamos : λp(u) = I
−1
p (u).
Em breve discutiremos o significado geome´trico de formas de conexa˜o.
Definition 16 Uma conexa˜o em P e´ um subfibrado H de TP tal que dg(Hp) = Hg·p e
Hp ⊕ Vp = TpP . Chamamos H de fibrado horizontal.
Pela equac¸a˜o (2.1), como a ac¸a˜o de Ad(g) e´ automorfismo de g, no´s temos que dg(Vp) =
Vg·p. Portanto a decomposic¸a˜o TpP = Hp ⊕ Vp e´ invariante pela ac¸a˜o de G. Denotamos
as projec¸o˜es suaves de TP no subfibrado horizontal de Ĥ e no vertical de V̂ . Como a
decomposic¸a˜o do fibrado TP e´ invariante pela ac¸a˜o de G, e´ claro que Ĥg·p ◦ dg = dg ◦ Ĥp, o
mesmo valendo para a projec¸a˜o vertical. Explicitamente, se w ∈ TpP enta˜o w = wh + wv e
dg(wh) ∈ Hg·p , dg(wv) ∈ Vg·p, portanto
dg(Ĥp(w)) = dg(wh) mas dg(w) = dg(wh) + dg(wv)
∴ Ĥg·pdg(w) = Ĥg·pdg(wh) = dg(wh)
Theorem 21 Se H e´ conexa˜o em P , enta˜o para todo p ∈ P : dπp : TpP → Tπ(p)M se
restringe a um isomorfismo linear hp : Hp → Tπ(p)M para o qual vale hg·p ◦ dg|Hp = hp.
Dem:Que a projec¸a˜o se restringe a um isomorfismo linear e´ claro, ja´ que o espac¸o vertical e´
o nu´cleo da projec¸a˜o, que tem posto ma´ximo, e o horizontal e´ seu complemento. Agora no´s
temos que hg·p ◦ Ĥg·p = dπg·p, logo, aplicando os dois lados a dg obtemos:
hg·p ◦ Ĥg·p ◦ dg = hg·p ◦ dg ◦ Ĥp
= dπg·p ◦ dg = d(πg·p ◦ g) = dπp = hp ◦ Ĥp
∴ hp ◦ Ĥp = hg·p ◦ dg ◦ Ĥp
e como Ĥp e´ sobrejetor, obtemos o enunciado. 
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Definition 17 Se H e´ a conexa˜o em P definimos a 1-forma de conexa˜o como ω := ω˜ ◦ V̂ .
Isto e´ :
ωp : TpP −→ g
u −→ I−1p ◦ V̂p(u)
E´ claro que se v ∈ Vp enta˜o ω(v) = ω˜(v). Ale´m disso
(g∗ω)p = ωg·p ◦ dg = ω˜g·p ◦ V̂g·p ◦ dg
= ω˜g·p ◦ dg ◦ V̂p = (g
∗ω˜)p ◦ V̂p = Ad(g) ◦ ω˜p ◦ V̂p = Ad(g)ωp
e portanto obtemos
g∗ω = Ad(g)ω (2.10)
Portanto ω realmente e´ forma de conexa˜o. Como Ip e´ isomorfismo linear sobre Vp , e´ claro
que Kerωp e´ complementar a Vp . Ale´m disso, se u ∈ Kerωp enta˜o dg(u) ∈ Kerωg·p ja´ que
ωg·p ◦ dg(u) = Ad(g)ωp(u) = 0
logo, como dg e´ isomorfismo linear, Kerω e´ um subfibrado G-invariante de TP complementar
a V. Ou seja, podemos definir uma conexa˜o em P como Hp = Kerωp . De fato temos:
Theorem 22 O mapa H→ ω e´ uma correspondeˆncia bijetora.
Dem: Como Ip : g → Vp e´ isomorfismo linear, identificamos em cada ponto ω como a
projec¸a˜o no subespac¸o Vp . Como qualquer projec¸a˜o, ω sera´ caracterizada por seu nu´cleo, H,
ou mais precisamente, por uma decomposic¸a˜o TpP = Hp⊕Vp. Ja´ demonstramos a afirmac¸a˜o
inversa. 
Essa e´ uma forma geome´trica de encarar uma forma de conexa˜o; simplesmente como
uma projec¸a˜o em um subfibrado G-invariante de TP , complementar ao espac¸o tangente a`s
o´rbitas.
Para cada sec¸a˜o s : θ → P e forma de conexa˜o ω em P , definimos a 1-forma em θ a
valores em g:
ωs := s∗ω
ou seja, se u ∈ TmM enta˜o ω
s
m(u) = ωs(m)(dsm(u)).
Proposition 15 Se s e s˜ sa˜o sec¸o˜es sobre θ, g : θ → G e´ o mapa de transic¸a˜o, e ω e´ uma
1-forma de conexa˜o em P , enta˜o
ωs˜ = Ad(g) ◦ ωs + (dg)g−1 (2.11)
Dem: Por definic¸a˜o no´s temos, para m ∈ θ, u ∈ TmM ,
ωs˜m(u) = ωs˜(m)(ds˜(u)) = ωg(m)·p(ds˜(u)) (2.12)
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Como g : θ → G, se m ∈ θ no´s temos dgm : TmM → Tg(m)G, um sentido diferente do que
esta´vamos usando: dg : TP → TP , que leva um vetor tangente a uma curva α(t) passando
por p ∈ P a` tangente a` curva g ·α(t) passando por g · p . Portanto, denotaremos essa u´ltima
aplicac¸a˜o, dado m ∈ θ, por Lg(m)
∗
: TP → TP , i.e.: utilizaremos a notac¸a˜o comum de Lg
como multiplicac¸a˜o a` esquerda e Rg como multiplicac¸a˜o a` direita . Agora, por (2.10)
ωg(m)·p ◦ Lg(m)∗ =
(
L∗g(m)ω
)
p
= Ad(g(m))ωp (2.13)
Novamente denotando a ac¸a˜o do grupo em P por µ : P × G → P , temos s˜ = µ(s, g) e
enta˜o ds˜ = dµ(ds, dg). Aplicando (2.13) a Lg(m)−1∗ em ambos os lados e colocando em (2.12)
obtemos:
ωs˜m(u) = Ad(g(m))ωp ◦ Lg(m)−1∗dµ(s(m),g(m))
(
dsm(u), dgm(u)
)
(2.14)
Agora utilizando a trivializac¸a˜o local adaptada a s, dada por π−1(θ)
φs
≃ θ × G no´s temos,
utilizando (2.8)
µ (s(m), g(m)) = (φs)−1(m, g(m)) =⇒ µ(s, g) = (φs)−1(Idθ, g) (2.15)
∴ dµ(ds, dg) = (dφs)−1(IdTM |θ , dg) (2.16)
∴ dµ(s(m),g(m))
(
dsm(u), dgm(u)
)
= (dφs)−1(m,g(m))(u, dgm(u)) (2.17)
Aplicando Lg(m)−1∗ aos dois lados de (2.17) e utilizando novamente (2.8) obtemos
Lg(m)−1∗dµ(s(m),g(m))
(
dsm(u), dgm(u)
)
= Lg(m)−1∗(dφ
s)−1(m,g(m))(u, dgm(u)) (2.18)
= (dφs)−1(m,e)
(
u, Lg(m)−1∗(dgm(u))
)
= (dφs)−1(m,e)(u, 0) + (dφ
s)−1(m,e)
(
0, Lg(m)−1∗(dgm(u))
)
(2.19)
Agora (dφs)−1(m,e)(u, 0) = dsm(u) ja´ que se, para t = 0, α : I → θ e´ curva tangente a u em
m ∈ θ :
(dφs)−1(m,e)(u, 0) =
d
dt
|t=o
(
(φs)−1(α(t), e)
)
=
d
dt
|t=os(α(t)) = dsm(u)
Ale´m disso, para qualquer X ∈ g no´s temos
(dφs)−1(m,e)(0, X) =
d
dt
|t=o
(
(φs)−1(m, exp tX)
)
=
d
dt |t=o
(exp tX · s(m)) = Is(m)X (2.20)
∴ (dφs)−1(m,e)
(
0, Lg(m)−1∗(dgm(u))
)
= Is(m)
(
Lg(m)−1∗(dgm(u))
)
(2.21)
Utilizando (2.19) e (2.14) obtemos finalmente:
ωp ◦ Lg(m)−1∗dµ(s(m),g(m))
(
dsm(u), dgm(u)
)
= ωp(dsm(u)) + Lg(m)−1∗(dgm(u)) (2.22)
∴ ωs˜m(u) = Ad(g(m))ωp(dsm(u)) +Rg(m)−1∗Lg(m)∗Lg(m)−1∗(dgm(u)) (2.23)
∴ ωs˜m(u) = Ad(g(m))ω
s
p(u) +Rg(m)−1∗dgm(u) (2.24)

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Proposition 16 Reci´procamente, se para cada sec¸a˜o s de P sobre θ no´s tivermos uma 1-
forma sobre θ a valores em g, ωs, e se essas 1-formas satisfizerem (2.11), enta˜o existe uma
u´nica forma de conexa˜o ω em P tal que ωs = s∗ω.
Dem: Seja w ∈ TpP , p = s(m) ∈ P , e φ : π
−1(θ)→ θ×G a trivializac¸a˜o local adaptada4
a` sec¸a˜o s. Enta˜o, para cada w ∈ TpP , existem u´nicos u ∈ TmM,X ∈ g tal que
w = (dφ)−1(m,e)(u,X) = dsm(u) + Is(m)X (2.25)
Definimos enta˜o ω ∈ Γ(Λ1(TP|θ)⊗ g) como
ωp(w) = ωp
(
(dφ)−1(m,e)(u,X)
)
:= ωsm(u) +X (2.26)
Como sabemos, para todo y ∈ π−1(θ) existem u´nicos x ∈ Σ = s(θ) e h ∈ G tal que y = h ·x.
Logo para v ∈ TyP estendemos a definic¸a˜o de ω:
ωy(v) = ωh·x(v) := Ad(h)ωx(Lh−1∗(v)) (2.27)
Precisamos mostrar que se ωs obedece (2.11), essa definic¸a˜o independe das sec¸o˜es que tomar-
mos; i.e.: a forma ω em P relativa a` sec¸a˜o s e´ igual a forma ω˜ obtida pela definic¸a˜o a partir
da sec¸a˜o s˜ = g · s. Claramente, se estiver bem definida, h∗ω = Ad(h)ω, o que pode ser
facilmente visto colocando v˜ ∈ TxP tal que Lh∗(v˜) = v em (2.27). Ale´m disso, se v ∈ Vp ,
v = (dφ)−1(m,e)(0, X) = Is(m)X
e portanto pela nossa definic¸a˜o:
ωp(v) = ωp(Ip(X)) = X = I
−1
p (Ip(X)) = I
−1
p (v)
portanto, se estiver bem definida, ω e´ forma de conexa˜o. Seja enta˜o φ˜ : π−1(θ)→ θ×G uma
trivializac¸a˜o local adaptada a` sec¸a˜o s˜ = g · s. Como Lg(m)−1∗ e´ isomorfismo linear para todo
m ∈ θ, existem u´nicos u ∈ TmM,X ∈ g tal que
w = Lg(m)−1∗
(
dφ˜−1(m,e)(u,X)
)
(2.28)
onde como mencionamos w ∈ TpP e portanto dφ˜
−1
(m,e)(u,X) ∈ Tg(m)·pP . Mas
dφ˜−1(m,e)(u, 0) = ds˜m(u)
e como vimos no exerc´icio anterior
Lg(m)−1∗ (ds˜m(u)) = dsm(u) + Ip
(
Lg(m)−1∗(dgm(u))
)
(2.29)
e utilizando (2.20):
Lg(m)−1∗
(
dφ˜−1(m,e)(0, X)
)
= Lg(m)−1∗Ig(m)·p(X) (2.30)
4Abreviamos aqui φs por φ.
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Mas por (2.1) obtemos
Lg(m)−1∗
(
Ig(m)·p(X)
)
= Lg(m)−1∗
(
Lg(m)∗
(
Ip
(
Ad
(
g(m)−1
)
X
)))
= Ip
(
Ad
(
g(m)−1
)
X
)
(2.31)
Agora, por (2.29) e (2.31) obtemos
w = dsm(u) + Ip
(
Lg(m)−1∗(dgm(u)) + Ad
(
g(m)−1
)
X
)
(2.32)
= (dφ)−1(m,e)(u, Lg(m)−1∗(dgm(u)) + Ad
(
g(m)−1
)
X) (2.33)
∴ ωp(w) = ω
s
m(u) + Lg(m)−1∗(dgm(u)) + Ad
(
g(m)−1
)
X (2.34)
Por outro lado, utilizando as equac¸o˜es (2.27) e (2.28):
ω˜p(w) = ω˜g(m)−1·s˜(m)(w) (2.35)
= Ad
(
g(m)−1
)
ω˜s˜(m)
(
Lg(m)∗(w)
)
(2.36)
= Ad
(
g(m)−1
)
ω˜s˜(m)
(
Lg(m)∗
(
Lg(m)−1∗
(
dφ˜−1(m,e)(u,X)
)))
(2.37)
= Ad
(
g(m)−1
)
ω˜s˜(m)
(
dφ˜−1(m,e)(u,X)
)
(2.38)
= Ad
(
g(m)−1
) (
ωs˜m(u) +X
)
(2.39)
Finalmente aplicando a regra de transformac¸a˜o (2.24) a (2.39) obtemos:
ω˜p(w) = Ad
(
g(m)−1
) (
Ad(g(m))ωsp(u) +Rg(m)−1∗dgm(u) +X
)
= ωsp(u) + Lg(m)−1∗(dgm(u)) + Ad
(
g(m)−1
)
X
e portanto obtemos a igualdade almejada. Demonstrar unicidade da forma de conexa˜o e´
bem mais fa´cil. Se ω′ e´ outra forma de conexa˜o, tal que para toda sec¸a˜o s, s∗ω = s∗ω′, elas
claramente concordam sobre vetores da forma dsm(u) = dφ
−1
(m,e)(u, 0). Por outro lado sobre
vetores verticais, v = dφ−1(m,e)(0, X) no´s temos que ω(v) = ω
′(v) = I−1p (v) = X . Como dφp e´
isomorfismo, ω = ω′. 
Curvature in Principal Bundles
Definition 18 Se ω ∈ Γ (Λ1(TP )⊗ g) e´ forma de conexa˜o definimos a curvatura de ω,
Ω ∈ Γ (Λ2(TP )⊗ g) por
Ω := dω + ω ∧ ω
Lembramos que d e´ a derivada exterior e que estamos utilizando a aplicac¸a˜o da a´lgebra de
Lie assim como em (1.33), i.e.: para X1, X2 ∈ Γ(TP ),
ω ∧ ω(X1, X2) =
1
2
(ω(X1)ω(X2)− ω(X2)ω(X1)) = [ω(X1), ω(X2)]
Theorem 23 Se Hp = Kerωp enta˜o dω ◦ Ĥ = Ω.
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Dem: Queremos provar que dω(ĤX, ĤY ) = Ω(X, Y ) para quaisquer X, Y ∈ Γ(TP ). Como
ja´ foi demonstrado no Cap.I ambos os lados sa˜o bilineares e anti-sime´tricos. Logo nos basta
verificar a afirmac¸a˜o para treˆs casos:
• X, Y ∈ V : No´s temos, ainda no caso geral,
Ω(X, Y ) = dω(X, Y ) + [ω(X), ω(Y )] (2.40)
dω(X, Y ) = Y [ω(X)]−X [ω(Y )]− ω([X, Y ]) (2.41)
Neste caso espec´ifico claramente dω(ĤX, ĤY ) = 0. Se X e´ vertical, enta˜o, Xp = Ip(X˜)
para algum X˜ ∈ g. Logo, como dω e´ tensorial, dω(X, Y )p so´ depende dos valores dos
campos no ponto p ∈ P , portanto
dω(X, Y )p = dω
(
I(X˜), I(Y˜ )
)
p
(2.42)
para X˜, Y˜ ∈ g apropriados. Portanto, ωp(X) = I
−1
p (X) = X˜ , e´ um elemento fixo da
a´lgebra de Lie, e´ um vetor constante, logo Yp[ω(X)] = 0, o mesmo valendo trocando-se
X por Y , e obtemos enta˜o:
dω(X, Y )p = Yp[ω(X)]−Xp[ω(Y )]− ωp([X, Y ]) = −ωp([X, Y ]) (2.43)
Agora, assumindo a identidade [22] [I(X˜), I(Y˜ )] = I([X˜, Y˜ ]), obtemos
ωp([X, Y ]) = ωp([I(X˜), I(Y˜ )]) = ωp(Ip([X˜, Y˜ ])) = [X˜, Y˜ ] = [ωp(X), ωp(Y )] (2.44)
E pela equac¸a˜o (2.40) obtemos Ω(X, Y ) = 0.
• X ∈ V, Y ∈ H: Novamente e´ claro que dω(ĤX, ĤY ) = 0. Agora ω(Y ) = 0 e por-
tanto Ω(X, Y ) = dω(X, Y ). Utilizando o mesmo argumento do item anterior obtemos
novamente de (2.41):
dω(X, Y ) = −ω([X, Y ])
Mas se X e´ vertical, X e´ um campo tangente ao fluxo de g(t) para algum g : I → G.
Lembrando que
[X, Y ] = lim
t→0
1
t
(
Lg(t)−1∗Y − Y
)
(2.45)
lembrando que Y e´ horizontal, e o subfibrado horizontal e´ G-invariante no´s temos que
[X, Y ] ∈ H. Logo ω([X, Y ]) = 0.
• X, Y ∈ H : Nesse caso dω(ĤX, ĤY ) = dω(X, Y ). Como ω(X) = 0, de (2.40) obtemos
tambe´m Ω(X, Y ) = dω(X, Y ) = −ω([X, Y ]).

E´ interessante notar que a forma de curvatura e´ nula se qualquer um dos campos for
vertical, logo os campos relevantes em TP sera˜o aqueles levados de M por alguma sec¸a˜o
s, podemos enta˜o considerar Ω como uma 2-forma em TM a valores em g. A forma de
curvatura de fibrados principais mede a falta de integrabilidade da distribuic¸a˜o horizontal
em ser integra´vel, em analogia com a forma de curvatura de fibrados vetoriais, que “mede o
quanto o mapa X −→ ∇X falha em ser homomorfismo de a´lgebras de Lie”. A analogia com
o teorema de Frobenius e´ clara, e merece ser destrinchada.
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Flat Connections
Diremos que uma conexa˜o em um fibrado principal e´ plana ou flat se ao redor de cada ponto
p ∈ P existir uma sec¸a˜o s : θ → π−1(θ) para a qual p ∈ s(θ) e tal que, para todo q ∈ s(θ)
no´s tenhamos um isomorfismo linear: TxM
dsx
≃ Hq, onde π(q) = x. Colocado de outra forma,
uma conexa˜o e´ flat se existe uma trivializac¸a˜o local φ : π−1(θ) → θ × G tal que para todo
q ∈ s(θ)
Hq = dφ
−1
(x,e) (TxM × {0})
Como Hg·q = Lg∗Hq, por (2.8)
Hg·q = dφ
−1
(x,g) (TxM × {0})
portanto podemos redefinir
Definition 19 Uma conexa˜o em um fibrado principal e´ plana ou flat se ao redor de cada
ponto p ∈ P existir um aberto π−1(θ) e trivializac¸a˜o local φ : π−1(θ) → θ × G tal que para
todo q ∈ π−1(θ) existe g ∈ G para o qual
Hq = dφ
−1
(π(q),g) (TxM × {0}) (2.46)
Proposition 17 Uma conexa˜o em P e´ flat se e somente se a forma de curvatura e´ nula.
Dem: Chamaremos a restric¸a˜o de φ para um g ∈ G fixo de φ−1g : θ → π
−1(θ). Suponhamos
que a conexa˜o seja flat. No´s temos que para todo x ∈ θ,
Hφ−1(x,g) = dφ
−1
(x,g) (TxM × {0})
ou seja
Hφ−1g (x) = (dφ
−1
g )x (TxM)
o que por definic¸a˜o significa que para cada g ∈ G, φ−1(θ × {g}) = φ−1g (θ) e´ variedade
integral da distribuic¸a˜o suave H. Mas se X, Y ∈ H, enta˜o existem X˜, Y˜ ∈ Γ(TM |θ) tais que
dφ−1g (X˜) = X ◦ φ
−1
g , o mesmo valendo para Y˜ , ou seja, estes campos sa˜o φ
−1
g -relacionados.
Portanto
dφ−1g ([X˜, Y˜ ]) = [X, Y ] ◦ φ
−1
g
enta˜o, como para todo q ∈ π−1(θ), existem x ∈ θ e g ∈ G tais que φ−1g (x) = q, no´s temos
dφ−1g ([X˜, Y˜ ]x) = [X, Y ]q
e portanto por hipo´tese:
[X, Y ]q ∈ Hq
o que implica que mesmo se X, Y ∈ H, Ω(X, Y ) = −ω([X, Y ]) = 0, o que implica por sua
vez que Ω = 0.
Se por outro lado, supusermos que a forma de curvatura e´ nula, no´s obtemos de cara que a
distribuic¸a˜o horizontal e´ integra´vel. Chamemos de Σ′ uma variedade integral de H passando
por p ∈ P . Como H⊕V = TP , para todo q ∈ Σ obtemos que TqΣ
′⊕Vq = TqP , ou seja, Σ
′ e´
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transversal ao subfibrado vertical. Agora, no´s sabemos que dπq : TqP → Tπ(q)M e´ submersa˜o,
logo, como Kerdπp = Vp, no´s temos que dπp : TpΣ→ Tπ(p)M e´ isomorfismo linear. Portanto
pelo teorema da func¸a˜o inversa, existe aberto Σ de Σ′ que e´ levado difeomorficamente por
π|Σ em um aberto θ de M . Enta˜o na˜o podemos ter dois pontos distintos de Σ sendo levados
em um u´nico ponto de M , o que signifca que todos os pontos de Σ intersectam as o´rbitas
uma u´nica vez. Portanto no´s obtemos que Σ e´ uma sec¸a˜o de P sobre θ, e tambe´m e´ uma
variedade integral de H. Por ser sec¸a˜o, existe trivializac¸a˜o local φ tal que para algum g ∈ G,
φ−1(θ × {g}) = Σ, como Σ e´ variedade integral de H obtemos o enunciado. Esse teorema
significa que a curvatura so´ e´ nula se existe algum referencial (ou sistema de coordenadas) em
que na˜o se observa efeitos de curvatura (o que poderia ser chamado de referncial euclidiano,
numa generalizac¸a˜o da nomenclatura de TM), o que pode ainda ser considerada como outra
faceta de seu cara´ter tensorial. 
Horizontal Liftings
Uma construc¸a˜o bastante utilizada em fibrados principais e´ a de levantamento horizontal
de campos e curvas. Dizemos que um campo X˜ ∈ Γ(TP ) e´ o levantamento horizontal de
X ∈ Γ(TM) se X˜ ∈ H e para todo p ∈ P , dπpX˜ = Xπ(p). A existeˆncia e unicidade de
X˜ e´ clara pela existeˆncia do isomorfismo linear dπp : Hp → Tπ(p)M . Que o levantamento e´
suave pode ser visto utilizando o fato que π e´ submersa˜o, portanto existe um campo suave
Y ∈ Γ(TP ) que se projeta em X ∈ Γ(TM), portanto sua componente horizontal e´ suave
e tem a propriedade desejada. A invariaˆncia do campo X˜ pela ac¸a˜o de G e´ clara pela
invariaˆncia de H e unicidade de X˜ .
Podemos tambe´m tomar levantamento horizontal de curvas emM , o que pode ser demon-
strado simplesmente tomando as curvas integrais do levantamento horizontal de γ′.
Outra forma de demonstrac¸a˜o e´ supor que α : I → θ ⊂ M e´ uma curva suave tal que
α(0) = x ∈ θ, enta˜o, chamando uma dada trivializac¸a˜o de φ : π−1(θ) → θ × G, qualquer
curva da forma γ(t) = φ−1(α(t), g(α(t))) onde g : θ → G e´ curva suave tal que g(α(0)) = e,
sera´ um levantamento de α passando por p em t = 0. Agora,
γ′(t) = (dφ)−1(α(t),g(α(t)))(α
′(t), dgα(t)α
′(t))
e portanto utilizando (2.19), (2.20) e (2.22), no´s temos :
ωγ(t)
(
Lg(α(t))−1∗(γ
′(t))
)
= ωγ(t)(dsα(t)(α
′(t))) + Lg(α(t))−1∗(dgα(t)(α
′(t))) (2.47)
Agora, no´s sabemos que γ′(t) e´ horizontal se e somente se Lg(α(t))−1∗(γ
′(t)) for horizon-
tal. Como ωγ(t)(dsα(t)(α
′(t))) = ξ(t) e´ uma curva em g, escrevendo g(α(t)) = g(t), i.e.:
Lg(α(t))−1 ∗(dgα(t)(α
′(t))) = g(t)−1g′(t), obtemos finalmente que γ(t) e´ horizontal se existe
soluc¸a˜o, para a equac¸a˜o
g(t)−1g′(t) = ξ(t)
onde g(0) = e. Ou seja, justamente a equac¸a˜o (1.108), cuja soluc¸a˜o existe e e´ u´nica pelo
Lema 1. Portanto chegamos ao resultado de que se α(t) e´ uma curva suave em M passando
por x = α(0), dado um ponto p ∈ P tal que π(p) = x, existe um u´nico levantamento
horizontal de α(t) que passa por p em t = 0, que chamaremos de α˜p(t). Por unicidade, e
novamente, como o subespac¸o horizontal e´ invariante por G, no´s temos que g · (α˜p) = α˜g·p.
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2.3 Frame Bundle
Como mencionamos ao in´icio do cap´itulo, o conjunto de bases G-admiss´iveis de um fibrado
vetorial E serviu de motivac¸a˜o para a introduc¸a˜o de fibrados principais. Verifiquemos enta˜o
que este conjunto e´ de fato um G-fibrado principal. O conjunto das bases do k-fibrado
vetorial E G-admiss´iveis, P (E) e´ dado por
⋃
x∈M
P (E)x onde P (E)x e´ o conjunto de todas as
bases admiss´iveis de Ex. Ou seja P (E) = {(x, s(x)) | x ∈ M, s(x) base admiss´ivel de Ex} .
Aqui a projec¸a˜o leva simplesmente (x, s(x)) 7→ x. Como vimos ao in´icio do cap´itulo, existe
bijec¸a˜o entre G e P (E)x para todo x ∈ M , ja´ que dadas duas base admiss´iveis existe um
u´nico elemento de G ⊂ GL(k) que leva uma na outra. Tomando uma sec¸a˜o lisa de bases
sobre E|θ, i.e.: s : x 7→ s(x) ∈ P (E)x, definida por n sec¸o˜es lisas linearmente independentes
de E|θ, e que chamaremos de agora em diante de referencial, temos a bijec¸a˜o
φs : θ ×G→ P (E)|θ
(x, h) 7−→ h(s(x))
Que e´ sobrejetor e´ claro, para mostrar que e´ tambe´m injetora, basta notar que, ja´ que as
fibras sa˜o disjuntas, se x 6= y na˜o existe h ∈ G tal que h(s(x)) = s(y), e se x = y no´s
utilizamos o fato que G age livremente (injetoramente) sobre cada fibra. Com essa bijec¸a˜o
induzimos uma estrutura diferencia´vel em em P (E)|θ pela estrutura diferencia´vel em θ×G.
Consequentemente um mapa f : P (E)|θ → P (E)|θ sera´ suave se e somente se
5 f˜ = φ−1◦f ◦φ
for suave.
P (E)|θ
f
−→ P (E)|θ
φ ↑ ↓ φ−1
P (E)|θ −→
f˜
P (E)|θ
Examinemos a ac¸a˜o do grupo G sobre P (E)|θ. Seja p ∈ P (E)|θ, uma base sobre x tal
que p = h0(s(x)) = φ(h0, x), enta˜o, fazendo f = h ∈ G, temos
h(p) = h (h0(s(x))) = φ(x, hh0)
mas enta˜o h˜ : (x, h0) 7→ (x, hh0), e como a ac¸a˜o G×G → G e´ suave, a ac¸a˜o de h˜ e´ suave e
consequentemente a a ac¸a˜o de h e´ suave. Logo o grupo age suave e livremente sobre P (E)|θ.
Se tivermos outro referencial admiss´ivel sobre θ, s˜ : x→ P (E)x, procedendo exatamente
da mesma forma que fizemos na construc¸a˜o de trivializac¸o˜es locais adaptadas a sec¸o˜es de
fibrados principais, por φs ser um difeomorfismo, existe g : θ → G suave tal que s˜(x) =
g(x)(s(x)), i.e.: φ−1(s˜(x)) = (x, g(x)). Claramente g−1(x) = g(x)−1 que e´ suave s(x) =
g(x)−1(s˜(x)) portanto
φs˜ : θ ×G→ P (E)|θ
(x, h) 7−→ h(s˜(x))
5Omitindo o super´indice “s”.
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induz estrutura difeomo´rfica a`quela induzida por φs e portanto a estrutura diferencia´vel de
P (E) esta´ bem definida, e portanto P (E) e´ G-fibrado principal. Temos tambe´m que, como
as as sec¸o˜es de P (E) sa˜o dadas localmente por φ(θ×{g}) para g fixo, elas sa˜o simplesmente
referenciais admiss´iveis, e φs e´ trivializac¸a˜o local adaptada a s.
Agora, dada uma conexa˜o admiss´ivel ∇ em E (i.e.: tal que o transporte paralelo leva
base admiss´ivel em base admiss´ivel), a maneira que pareceria o´bvia de obter uma conexa˜o em
P (E) seria aplicando essa conexa˜o em cada campo de um referencial. Em outras palavras,
aplicando o transporte paralelo infinitesimal em cada elemento de um referencial de E (que
equivale a uma sec¸a˜o de P (E)). Mais especificamente, dados um referencial {ei}
k
i=1 sobre
θ (que identificaremos com a sec¸a˜o s : θ → P (E)), um vetor v ∈ TxM tangente a` curva
σ : I → M em t = 0, e chamando sugestivamente a forma de conexa˜o correspondente a ∇
nessa base de ω˜s, obtemos, utilizando (1.106) e (1.66):
k∏
i=i
d
dt |t=0
(
Pσ(0, t)ei(σ(t))
)
=:
d
dt |t=0
(
Pσ(0, t)s(σ(t))
)
= ω˜s(v)s(x)
Pelo Teorema 15, como s e´ referencial admiss´ivel, ω˜s(v) ∈ g ≡ Endg(Ex), i.e.: temos uma
representac¸a˜o dρ : g→ End(Ex) tal que ω˜
s(v) = dρ(ωs(v)), onde ωs(v) ∈ g. Ale´m disso, por
(1.73) no´s temos que dado outro referencial s˜, por dρ ser representac¸a˜o linear vale
ωs˜ = Ad(g) ◦ ωs + (dg)g−1
portanto, satisfizemos as hipo´teses da Proposic¸a˜o 16, e podemos definir unicamente a forma
de conexa˜o ω = I−1 ◦ V̂ no fibrado principal tal que tenhamos s∗ω = ωs. A saber, por (2.26):
ωp(w) = ωp
(
(dφs)−1(x,e)(u,X)
)
:= ωsx(u) +X
onde x ∈ θ, s e´ um referencial tal que a base sobre x e´ dada por s(x) = p , φs e´ a trivializac¸a˜o
local adapatada a s destrinchada acima, u ∈ TxM , X ∈ g e ω
s e´ a forma de conexa˜o em E
relativa a ∇ e ao referencial s.
Por outro lado, se nos for dado ω ∈ C(P (E)), dado um referencial s basta definirmos a
forma de conexa˜o em E relativa a s como uma representac¸a˜o de ωs = s∗ω, i.e.: ω˜s = dρ(s∗ω).
Utilizando o resultado do Teo.22 e do Teo.8, provamos enta˜o:
Theorem 24 Existe correspondeˆncia bijetora ∇ → H entre conexo˜es em E e em P (E).
Invariant Me´trics Revisited
Seja π : P → M um G-fibrado principal, com G ainda compacto. Seja 〈·, ·〉 um produto
interno Ad-invariante6 em g, i.e.: 〈Ad(g)u,Ad(g)v〉 = 〈u, v〉 para quaisquer u, v ∈ g . Uti-
lizando o isomorfismo dado por Ip : g ≃ Vp, por (2.1) no´s temos uma me´trica riemanniana
G-invariante sobre o fibrado vertical. Isto e´, sejam Ip(u), Ip(v) ∈ Vp enta˜o denotando da
6Como G e´ compacto, admite me´trica bi-invariante, se G for conexo isto e´ equivalente a um produto
interno Ad-invariante em g.
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mesma forma o produto interno em V definimos: 〈Ip(v), Ip(u)〉p := 〈u, v〉. Logo, para g ∈ G
utilizando (2.1)
〈Lg∗(Ip(v)), Lg∗(Ip(u))〉g·p = 〈Ig·p(Ad(g)u), Ig·p(Ad(g)v)〉g·p
= 〈Ad(g)u,Ad(g)v〉 = 〈u, v〉
Chamaremos uma me´trica γ de invariante para P se γ for uma me´trica riemanniana em
P que e´ invariante em relac¸a˜o a` ac¸a˜o de G e se restringe a` me´trica definida acima sobre o
fibrado vertical.
Agora se V⊥ for o subfibrado de TP ortogonal a V em relac¸a˜o a γ, enta˜o claramente V⊥
e´ transversal a V. Como V e γ sa˜o G-invariantes, tambe´m o sera´ V ⊥, portanto V⊥ = H
e´ uma conexa˜o para P . Ale´m disso como vimos, ha´ um isomorfimo entre Hp e Tπ(p)M , e
portanto induzimos uma u´nica me´trica sobre M pela projec¸a˜o π. Analogamente se tivermos
uma me´trica h emM e um fibrado horizontal qualquer H, temos uma u´nica me´trica induzida
em H por π∗h. Portanto como TP = V ⊕ H e a restric¸a˜o da me´trica para V e´ canoˆnica,
temos uma u´nica me´trica γ em P , tal que H ⊥ V, definida por uma conexa˜o H, uma me´trica
h em M e uma me´trica de g Ad-invariante α. A saber, lembrando que dado H, ha´ uma u´nica
forma de conexa˜o correspondente ωp = I
−1
p ◦ V̂ , temos
γ = π∗h+ α ◦ ω (2.48)
Se u, v ∈ Vp enta˜o
γp(u, v) = α(I
−1
p (u), I
−1
p (u))
ja´ que dπp(v) = dπp(u) = 0. Se u, v ∈ Hp temos
γp(u, v) = γπ(p)(dπp(u), dπp(v))
ja´ que ωp(u) = ωp(v) = 0 e finalmente se u ∈ Hp e v ∈ Vp enta˜o γp(u, v) = 0 ja´ que ωp(u) = 0
e dπp(v) = 0. Como tanto π
∗h quanto α ◦ω sa˜o G-invariantes, γ e´ G-invariante. Chamamos
tais me´tricas de me´tricas de fibrado (bundle metrics).
Como veremos mais tarde, existem relac¸o˜es interessantes entre a geometria de (M,h) e
a de (P, γ) envolvendo a conexa˜o. Estas relac¸o˜es sa˜o centrais a` unificac¸a˜o da gravitac¸a˜o e
campos de Yang-Mills.
2.4 Associated Bundles
Dado um G-fibrado vetorial E sobre M , com fibra t´ipica isomorfa ao espac¸o vetorial Rk, na
Sec.2.3 no´s constru´imos um G-fibrado principal sobre M correspondente. O que podemos
dizer sobre o procedimento inverso, i.e.: dado um G-fibrado principal sobre M podemos
associar a ele um fibrado vetorial com fibra t´ipica isomorfa a Rk e variedade base M? Na
verdade veremos que podemos atingir um resultado mais geral, com a fibra t´ipica sendo
difeomorfa a uma variedade suave qualquer onde o grupo age como grupo de transformac¸o˜es.
Para ilustrar bem nosso objetivo, tomemos o fibrado dos referenciais P (E), a partir
do qual tentaremos reconstruir E. A ide´ia que surge naturalmente e´ tomar um vetor em
Ex como uma escolha de valores para os elementos de uma base em p ∈ P (E), ou seja,
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como suas coordenadas (a1, · · · , ak) na base p. Suponhamos que x ∈ θ ⊂ M , v ∈ Ex
e p = (e1(x), · · · , en(x)), onde os ei sa˜o sec¸o˜es linearmente independentes de E|θ. Enta˜o
v = a1e1(x) + · · ·+ a
kek(x) e´ a ac¸a˜o natural de P em R
k. Chamando (a1, · · · , ak) := v˜, esta
ac¸a˜o e´ simplesmente dada por v˜p, a multiplicac¸a˜o de uma matriz linha por uma matriz coluna,
e poder´iamos pensar em identificar dessa forma, v ≃ (v˜, p) ∈ Rk × P . Obviamente essa
identificac¸a˜o e´ insuficiente, pois ha´ muitas bases e muitos elementos de Rk correspondentes
que resultariam no vetor de Ex em questa˜o. Precisamos tomar o quociente pelos isomorfismos
lineares das bases, i.e.: pela ac¸a˜o dos elementos da fibra π−1(x). Agora, identificando a matriz
linha v˜ a uma 1-forma em E∗x, no´s temos que por um isomorfismo g(x) de Ex, como vimos
no primeiro cap´itulo, temos as seguintes transformac¸o˜es:
g(x) : v˜ 7−→ v˜g(x)−1
ei(x) 7−→ g(x)(ei(x))
Claramente temos enta˜o que v˜g(x)−1g(x)(p) = v˜p = v e portanto tambe´m identificar´iamos
v ≃ (v˜g(x)−1, g(x)(ei(x)). A soluc¸a˜o para eliminarmos esta redundaˆncia e´ o´bvia, quocien-
tarmos pela relac¸a˜o de equivaleˆncia em P (E) × Rk dada por (ρ(g)p, vρ(g−1)) ∼ (p, v), ou,
substituindo ρ(g) por g, onde ρ : G→ Aut(E), podemos escrever mais sucintamente:
(gp, vg−1) ∼ (p, v)
o que e´ compat´ivel com nosso uso de multiplicac¸a˜o a` esquerda pelo grupo (a representac¸a˜o
do grupo em Rk vai a` direita pela inversa, ja´ que Rk corresponde ao espac¸o dual). A notac¸a˜o
usual e´ feita para um fibrado G-principal P , no qual G age a` direita, e nos conformaremos
a ela. Um breve adendo: se G age a` direita sobre dois espac¸os, A,B e existe uma ac¸a˜o de
µ : A × B → C, para um outro espac¸o qualquer C, e se essa ac¸a˜o e´ invariante pela ac¸a˜o
do mesmo elemento de G nos dois espac¸os, i.e.: µ(a ·A g, b ·B g) = µ(a, b) dizemos que ela e´
G-equivariante.
No nosso caso, a representac¸a˜o do grupo e´ a mesma em Ex ≃ R
k e P (Ex), portanto o
quociente pela ac¸a˜o do grupo como acima esta´ inclusa na ac¸a˜o da base sobre as coordenadas,
i.e.: [p, v] = pv. No caso geral, a ac¸a˜o do grupo pode ser distinta para os dois espac¸os, por
isso definimos:
Definition 20 Seja (P, π,M) um G-fibrado principal sobre o qual G age a direita por“·”, e
seja F um espac¸o no qual G age a` esquerda (cuja ac¸a˜o denotaremos por “·”), enta˜o definimos
o fibrado associado a P pela ac¸a˜o de G em F como o fibrado
PF = P ×G F := P × F/ ∼
onde definimos a relac¸a˜o de equivaleˆncia, juntamente com a ac¸a˜o do grupo em P × F (que
tambe´m denotaremos por “·”), como
(p, v) ∼ (p · g, g−1 · v) := (p, v) · g
A projec¸a˜o e´ dada por
πF : PF −→M
[p, v] 7→ π(p)
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Notemos que que πF esta´ bem definida, ja´ que se (p1, v1) ∼ (p2, v2) enta˜o p2 = p1 · g para
algum g ∈ G e portanto π(p2) = π(p1). Precisamos agora voltar e mostrar que a motivac¸a˜o
do conceito de fibrado associado faz sentido, i.e.: que cada fibra de PF e´ difeomorfa a F .
Theorem 25 Para cada x ∈M , a fibra π−1F (x) e´ difeomorfa a F .
Dem: Fixado um ponto p ∈ P sobre x ∈M existe um mapa associado ıp : F → PF definido
por ıp(v) := [p, v], no nosso exemplo esse mapa corresponde a tomarmos k coordenadas
e associar-las a` base p. Agora, πF [p, v] = π(p) = x logo ıp(F ) ⊂ π
−1
F (x). Agora, para
[q, u] ∈ π−1F (x) , definimos
p : π
−1
F (x)→ F
[q, v] 7−→ gp(q) · v
onde gp : π
−1(x)→ G e´ o mapa que fornece o elemento em G que “liga” p a q, i.e: p·gp(q) = q,
como mostramos nas primeiras sec¸o˜es deste capi´itulo, e´ um difeomorfismo. Provemos que o
mapa p esta´ bem definido: para g ∈ G, no´s temos gp(q · g) = gp(q)g ja´ que, utilizando a
definic¸a˜o de gp:
p · (gp(q · g)) = q · g = (p · gp(q)) · g = p · (gp(q)g)
Logo
p[q · g, g
−1 · v] = gp(q)gg
−1 · v = gp(q) · v
Enta˜o obtemos, qualquer que seja v ∈ F ,
(ı) ıp ◦ p[q, v] = ıp(gp(q) · v) = [p, gp(q) · v] = [p · gp(q), v] = [q, v]
(ıı) p ◦ ıp(v) = p[p, v] = gp(p) · v = v
e portanto ıp e p sa˜o inversas suaves. 
No´s temos ainda que se θ e´ um aberto de M ,
π−1F (θ) ≃ (π
−1(θ)× F )/G ≃ (θ ×G× F )/G ≃ θ × F
Portanto e´ localmente trivial, logo podemos introduzir em PF uma estrutura diferencia´vel
requerendo que π−1F (θ) seja uma subvariedade aberta de E difeomorfa a θ×F pelo difeomor-
fismo induzido por uma trivializac¸a˜o qualquer π−1(θ) ≃ θ×G. Dadas duas tais trivializac¸o˜es
ψ1, ψ2 sobre θ, i.e.:
ψi : θ × F → π
−1
F (θ)
(x, v) 7−→ [si(x), v]
onde si : θ → π
−1(θ) e´ sec¸a˜o suave de P no´s obtemos7, utilizando o mapa de transic¸a˜o
g12 : θ → G entre as sec¸o˜es s1, s2, que
ψ−12 ◦ ψ1(x, v) = ψ
−1
2 [s1(x), v] = ψ
−1
2 [s1(x) · g12(x), g
−1
12 v] = [s2(x), g
−1
12 (x) · v] = (x, g
−1
12 (x) · v)
No´s obtemos enta˜o que se comec¸amos com um E e´ um G-fibrado vetorial com fibra t´ipica
V , e tomamos G ≡ AutG(V ) , enta˜o P (E)×G V = E.
7Note que utilizamos a mesma construc¸a˜o para obtermos a correspondeˆncia entre diferentes trivializac¸o˜es
quaisquer no fibrado principal.
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Agora, no´s ja´ provamos que existe correspondeˆncia bijetora entre conexo˜es em E e
conexo˜es em P (E) (Teo. 24), simplesmente definindo a forma de conexa˜o em π−1V (θ) como
ω˜sx = dρx(s
∗ω)x onde ωp : TpP → g , dρx : g → Endg(Eπ(p)) e´ uma representac¸a˜o de g , s e´
uma sec¸a˜o de P sobre θ e ω e´ uma forma de conexa˜o em P .
Se tomarmos a descric¸a˜o por transporte paralelo, isto e´ equivalente a, dado um ponto
p ∈ P (E) sobre x ∈ M , uma curva suave α : I → M tal que α(0) = x e um vetor de Ex,
v = [p, v˜] onde v˜ e´ a projec¸a˜o de v na base p, definirmos
Pα(0, t)v := [α˜p(t), v] = α˜p(t)v
onde α˜p(t) e´ o u´nico levantamento horizontal de α(t) em P passando por p em t = 0,
ou seja, mantemos as coordenadas do vetor fixo em termos de uma dada base paralela ao
longo de α(t). Em outras palavras, derivamos como func¸o˜es em Rk as coordenadas de um
campo (sec¸a˜o de E) em relac¸a˜o a uma base paralela. Como mostramos que temos o conceito
de levantamento horizontal de curvas em fibrados principais gerais, podemos tomar essa
definic¸a˜o para o caso geral de fibrado associado.
Relembrando, no´s temos, como p : F → Fπ(p) e´ difeomorfismo, que para cada p ∈ π
−1(x)
e q ∈ π−1F (x) existe um u´nico v(q, p) ∈ F tal que (p, v(q, p) ∈ q. Seja enta˜o s :M → P ×G F
uma sec¸a˜o, para todo p ∈ P existe v(s(π(p)), p) =: ϕs(p) tal que [p, ϕs(p)] = s(π(p)), onde
denotamos a func¸a˜o que, dada essa sec¸a˜o, leva p em v(p) por ϕs : P → F . No´s temos que
ϕ(p · g) = g−1 · ϕs(p) ja´ que temos, para uma dada sec¸a˜o s e dados x ∈ θ , p, q ∈ π−1(x):
[q, ϕs(q)] = [p · g, ϕs(p · g)] = s(x) = [p, ϕs(p)] = [p · g, g−1 · ϕs(p)]
Na nossa analogia do fibrado das bases, isso nos da´ para cada campo Y ∈ Γ(E) uma
associac¸a˜o entre as bases sobre θ e a descric¸a˜o de Y sobre essas bases. O que nos resta agora
para acharmos ∇PFX Y , onde ∇
PF e´ a conexa˜o em P ×G F e X ∈ Γ(TM), e´ tomarmos, na
analogia do fibrado das bases, a derivada dos coeficientes sobre uma base paralela ao longo
de X . Como o levantamento horizontal esta´ bem definido, e´ exatamente isso que fazemos:
ϕ∇
PF
X
s = X˜ [ϕs] (2.49)
onde X˜ e´ o levantamento horizontal de X , como descrevemos na sec¸a˜o anterior, e aqui o
colchete designa derivac¸a˜o, e na˜o quociente. Ambos os lados pertencem a C∞(P, F ) e o que
obtemos e´ que, para todo p ∈ P ,
[p, X˜[ϕs](p)] = ∇PFX s(π(p)) (2.50)
Lembrando que Rg∗X˜ = X˜, e portanto a equivariaˆncia da ac¸a˜o de G e´ mantida e vemos
que a equac¸a˜o esta´ bem-definida. Explicitamente, no´s utilizamos a seguinte proposic¸a˜o:
Proposition 18 Seja X um campo C∞ em M , e F : M → M um difeomorfismo, e seja
θ(t, p) o fluxo de X, enta˜o X e´ invariante por F se e somente se F (θ(t, p)) = θ(t, F (p))
Dem: Se F (θ(t, p)) = θ(t, F (p)) enta˜o no´s temos que
dFp
(
d
dt |t=o
θ(t, p))
)
= dFp(Xp)
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Mas
d
dt |t=o
θ(t, F (p)) = XF (p)
Da mesma forma
d
dt |t=o
F (θ(t, p)) = dFp(Xp) = XF (p) =
d
dt |t=o
(θ(t, F (p)))
portanto, pela unicidade de curvas integrais:
θ(t, F (p)) = F (θ(t, F (p)))

Logo temos, chamando ainda θ(t, p) o fluxo de X por p,
ϕ∇
PF
X
s(g · p) = X˜ [ϕs](g · p)
=
d
dt |t=o
(ϕs(θ(t, g · p)))
=
d
dt |t=o
ϕs (g · (θ(t, p)))
= g−1 · ϕ∇
PF
X
s(p)
Outra observac¸a˜o importante e´ a de que, olhando bem para o lado esquerdo de (2.50),
percebemos que na linguagem de fibrado das bases, ele representa a derivada dos coeficientes
de um campo ao longo de uma curva horizontal de bases passando por p, justamente o que
procura´vamos. Notamos tambe´m que a conexa˜o em PF “desceu” de uma G-conexa˜o de P ,
ja´ que utilizamos tanto levantamento horizontal quanto G-invariaˆncia.
Suponhamos agora que V seja um espac¸o vetorial riemanniano, com me´trica 〈·, ·〉 sobre o
qual age a representac¸a˜o ρ : G→ V . No´s podemos inicialmente tentar induzir uma me´trica
em PV = P ×G V definindo, para qualquer p ∈ π
−1(x) e v, v′ ∈ V :
〈[p, v], [p, v′]〉π−1
V
(x) := 〈v, v
′〉 (2.51)
Lembramos que qualquer elemento de π−1V (x) pode ser escrito em termos de qualquer p ∈
π−1(x). Mas para que este produto interno fac¸a sentido precisamos tomar o mesmo p (o
que equivaleria, no fibrado das base, a tomar o produto interno das coordenadas escritas na
mesma base). Verifiquemos se isto esta´ bem definido, i.e.: se o produto interno na˜o depende
do ponto p que escolhemos:
〈[p, v], [p, v′]〉π−1
V
(x) = 〈[p · g, ρ(g
−1)v], [p · g, ρ(g−1)v]〉π−1
V
(x) = 〈ρ(g
−1)v, ρ(g−1)v′〉
Enta˜o no´s temos que so´ podemos passar a me´trica consistentemente para o fibrado associado
se a ac¸a˜o do grupo em V for ortogonal em relac¸a˜o a me´trica, i.e.: ρ : G→ O(V ). Isso implica
na˜o so´ que a me´trica induzida em PF e´ G-invariante, mas que e´ tambe´m compat´ivel com
qualquer G-conexa˜o provinda de P . Vejamos como: denotando tambe´m por ρx a ac¸a˜o de G
em π−1F (x), temos que ρx : G→ O(π
−1
F (x)). Logo
d(ρx)e : g→ so(π
−1
F (x)) (2.52)
o que implica que a representac¸a˜o de ωs sera´ uma matriz anti-sime´trica, o que em seu turno
implica que a conexa˜o e´ compat´ivel com a me´trica.
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Chapter 3
Yang-Mills Fields and Characteristic
Classes
Ha´ uma ma´scara de teoria sobre toda a face da natureza. - William Whewell
Como pode ser que a matema´tica, sendo antes de tudo um produto do pensamento
humano independente da experieˆncia, e´ ta˜o admiravelmente adaptada aos objetos
da realidade? - Albert Einstein
3.1 Yang-Mills
Introduction
A aplicabilidade da teoria da matema´tica e´ um assunto filosoficamente interessante e pro-
fundo; sera´ que a matema´tica e´ ta˜o u´til para a descric¸a˜o da Natureza porque a selec¸a˜o
natural de Darwin beneficiou um processamento de informac¸o˜es adaptado a` realidade, o que
conhecemos por lo´gica? Ou simplesmente e´ o que temos em ma˜o e procuramos a relac¸a˜o
inversa; adaptar a realidade a` matema´tica? A teoria de Gauge e a equac¸a˜o de Yang-Mills
constituem exemplos dos mais formida´veis de uma convergeˆncia na˜o intencional de f´isica e
matema´tica, reforc¸ando a primeira hipo´tese. E´ bem verdade que Yang e Mills procuravam
exclusivamente uma generalizac¸a˜o das equac¸o˜es de Maxwell, sem nenhum conhecimento de
sua relac¸a˜o com uma interpretac¸a˜o geome´trica por fibrados (interpretac¸a˜o que procuramos
esmiuc¸ar).
Sua busca era mais que justificada: a teoria da eletrodinaˆmica quaˆntica e´ uma das mais
bem sucedidas da histo´ria da f´isica. O objetivo da f´isica (ou o de uma grande parte dos
f´isicos) era (e talvez ainda seja) o de colocar todas as part´iculas no mesmo pe´ que o fo´ton.
Apesar de na˜o tratarmos aqui do aspecto quaˆntico das teorias de Gauge, segundo Atiyah
1 “podemos dizer que uma compreensa˜o profunda da teoria cla´ssica e´ provavelmente um
pre´-requisito para o desenvolvimento da teoria quaˆntica”.
Faremos, antes de comec¸armos a exposic¸a˜o matema´tica mais pesada, uma breve in-
troduc¸a˜o f´isica dos conceitos da teoria cla´ssica de Gauge, muitos deles ja´ explorados por
no´s nos cap´itulos anteriores.
1Ver [11] que seguimos livremente nesta introduc¸a˜o.
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Imaginemos uma part´icula emM , variedade semi-riemanniana quadridimensional. Supon-
hamos que essa part´icula tenha alguma espe´cie de estrutura interna i.e.: ela tem uma posic¸a˜o
x ∈ M e esta´ em um estado interno particular neste ponto. Suponhamos ainda que este
espac¸o interno possua simetrias suaves, modeladas pelo grupo de Lie G. Consideraremos
enta˜o o espac¸o total de todos os estados de uma tal part´icula, que chamaremos de E.
A curvatura Ω pode ser tomada como a distorc¸a˜o das fibras provocada pelo campo2, se
pensarmos no campo como dado por seus efeitos locais. Podemos identificar coerentemente
nossos espac¸os internos sobreM se para quaisquer caminhos que tomarmos entre dois pontos
o estado interno final da part´icula for o mesmo. Se assumirmos que o estado interno da
part´icula e´ levado ao longo do trajeto por transporte paralelo, i.e.: de modo que “conserve”
seu estado interno, pelo Teo.14 essa condic¸a˜o e´ equivalente3 a na˜o termos curvatura, ou
campo externo, ja´ que na˜o ha´ maneira de medi-lo por seu efeito se todos os caminhos entre
dois pontos na˜o induzem nenhuma diferenc¸a na estrutura interna da part´icula.
Qualquer identificac¸a˜o de espac¸os internos e´ chamada de uma escolha de Gauge, e uma
mudanc¸a de um gauge a outro e´ chamado de transformac¸a˜o de gauge, que a cada ponto x
associa uma transformac¸a˜o do espac¸o interno G. Sem curvatura, todas sa˜o equivalentes, e
se ligarmos um campo externo todas detectara˜o igualmente discrepaˆncias no estado interno
final de part´iculas tomando caminhos distintos.
Essa identificac¸a˜o de campos com distorc¸o˜es geome´tricas tambe´m e´ central a` teoria da
relatividade geral. A diferenc¸a aqui e´ que essa distorc¸a˜o na˜o ocorre no espac¸o-tempo, mas
na geometria de um espac¸o de estrutura interna, superposto ao espac¸o-tempo. Como as-
sumimos que o grupo de estados internos e´ bem mais simples do que o de transformac¸o˜es de
coordenadas (tem dimensa˜o finita), isto se traduz em uma relativa simplificac¸a˜o da teoria
em comparac¸a˜o com a geometria riemanniana da relatividade geral.
Historicamente, potenciais foram introduzidos como um instrumento de simplificac¸a˜o das
equac¸o˜es do campo, e a ambiguidade inerente em sua escolha (liberdade de Gauge) era tida
como uma indicac¸a˜o de que na˜o possu´ia significado f´isico. Pelo ponto de vista geome´trico, o
potencial, identificado a` conexa˜o, teˆm existeˆncia pro´pria e bem definida, somente a escolha
de um gauge (ou referencial) na˜o tem significado f´isico. Ou seja uma conexa˜o nos fornece
um meio de quantificar a variac¸a˜o de estados internos ao longo de trajeto´rias em M .
Explicitamente, tomamos P como o G-fibrado principal das bases G-admiss´iveis sobre
M (ver Sec2.3), por exemplo os eixos de isospin sobre M . A conexa˜o ω nos fornece uma
identificac¸a˜o intr´inseca entre (bases de) estados internos sobre diferentes pontos, ela nos
diz como manter uma base de estados internos (e.g.: de isospin) “fixa” ao longo de uma
trajeto´ria qualquer γ. Em termos dessa base e´ fa´cil quantificar a variac¸a˜o do estado interno
da part´icula (de seu isospin) ao longo de γ: simplesmente utilizamos a conexa˜o em E como
fibrado associado a P , explicitada4 em (2.50).
Ate´ aqui consideramos uma part´icula como no caso cla´ssico, como tendo trajeto´ria bem
definida etc. Apesar da abordagem ortodoxa da mecaˆnica quaˆntica ser feita atrave´s de
campos, essa nossa descric¸a˜o pode ser associada a formulac¸a˜o por integrais de trajeto´ria de
2Na a´rea cercada por um paralelogramo infinitesimal, dado por duas direc¸o˜es em x.
3E´ equivalente em um espac¸o simplesmente conexo, na˜o o sendo temos o efeito intrigante de Aharonov-
Bohm [8].
4I.e.: simplesmente derivamos as coordenadas da decomposic¸a˜o do estado interno em relac¸a˜o a uma base
“fixa” ao longo de γ.
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Feynman, equivalente a` formulac¸a˜o usual.
Mais explicita e formalmente, a exemplo de [10], mencionamos e comentamos os ingre-
dientes ba´sicos para a descric¸a˜o cla´ssica da interac¸a˜o de uma part´icula com um campo de
gauge:
1. Uma variedade suave (semi) riemannana M . - Este e´ simplesmente o espac¸o
onde as part´iculas vivem.
2. Um espac¸o vetorial de dimensa˜o finita F equipado com um produto interno
〈·, ·〉. - Na interpretac¸a˜o ortodoxa, este e´ o espac¸o onde as func¸o˜es de onda das
part´iculas tomam seus valores. Este espac¸o e´ determinado pela estrutura interna da
part´icula (fase, isospin, etc) e e´ chamado de espac¸o interno. Exemplos t´ipicos sa˜o
C,C2,C4 ou as a´lgebras de Lie u(1), su(2). Pelo produto interno se computa a norma
de func¸o˜es de onda e portanto probablidades quaˆnticas.
3. Um grupo de Lie G e uma representac¸a˜o ρ : G→ GL(F ) ortogonal em relac¸a˜o
a 〈·, ·〉. - G age enta˜o sobre as bases dos estados internos sobre cada ponto. Como
vimos em (2.51), a ortogonalidade da representac¸a˜o e´ necessa´ria para que o produto
interno na˜o dependa da base de estados internos que escolhemos. Como vimos em
(Sec.1.6), existe bijec¸a˜o entre G e as bases ortonormais G admiss´iveis sobre um dado
ponto x ∈M .
4. Um G-fibrado principal sobre M : (P, π,M,G). - Pela Sec.2.3 este fibrado pode
ser identificado ao fibrado das bases G admiss´iveis sobre M . A fibra sobre cada ponto
e´ uma co´pia de G vista como todas as bases ortonormais G-admiss´iveis dos estados
internos. Uma sec¸a˜o de P e´ um referencial G-admiss´ivel relativo ao qual descrevemos
nossa func¸a˜o de onda.
5. Uma conexa˜o ω em P , com curvatura Ω. - Essa conexa˜o nos fornece a variac¸a˜o
intr´inseca das bases. Aplicada sobre um referencial local s, no´s obtemos o potencial
de gauge local, A = s∗ω. Similarmente obtemos o campo local de gauge F = s∗Ω.
6. Uma sec¸a˜o global Φ do fibrado vetorial associado P ×ρ F - Campos de mate´ria
sera˜o associados a tais sec¸o˜es que satisfac¸am as equac¸o˜es de Euler-Lagrange de algum
funcional de ac¸a˜o que envolva os potenciais locais A. Como vimos em Sec.2.4, dado
um referencial podemos associar localmente estas sec¸o˜es a func¸o˜es G-equivariantes
ψ : θ → F , que nos fornecera˜o as chamadas func¸o˜es de onda.
7. Uma ac¸a˜o S(Φ, ω) cujos pontos estaciona´rios sa˜o as soluc¸o˜es cla´ssicas. -
Tipicamente este funcional e´ da seguinte forma:
S(Φ, ω) = c
∫
M
‖Ω‖2 + c1‖DΦ‖
2
Onde D e´ a derivada exterior covariante determinada por ω Teo.26. A constante c
e´ chamada de constante de normalizac¸a˜o e c1 e´ a constante de acoplamento.
Discutiremos as normas utilizadas na sec¸a˜o seguinte. Na˜o trataremos do caso dos
campos com mate´ria, ou seja, faremos c1 = 0. Estamos interessados somente na
dinaˆmica dos campos.
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Ou seja, todo o trabalho que tivemos ate´ aqui foi o de apresentar boa parte do arcabouc¸o
teo´rico de uma teoria f´isica baseada nestas suposic¸o˜es. O que no´s queremos agora, e´, assim
como na teoria da relatividade geral, minimizar um funcional escalar da curvatura, para que
possamos achar uma configurac¸a˜o de campos que represente uma soluc¸a˜o cla´ssica do sistema.
Para isso, ainda precisamos colocar alguns detalhes na teoria, como achar uma me´trica bem
definida no espac¸o de estados internos.
Preliminaries
Na teoria de Yang-Mills, como vimos, os campos f´isicos de interesse sa˜o a curvatura e a
conexa˜o, que no caso de fibrados vetoriais, sa˜o representac¸o˜es da forma de conexa˜o ωs do
fibrado principal. Como uma representac¸a˜o de G em um dado x ∈ M , e´ uma aplicac¸a˜o
ρx : G → Aut(Ex), onde E e´ o G-fibrado vetorial em questa˜o; a representac¸a˜o corre-
spondente da a´lgebra de Lie e´ d(ρx)e : g → End(Ex), ou seja, sa˜o formas a valores em
representac¸o˜es da a`lgebra de Lie g sobre os endomorfismos de cada fibra vetorial, End(Ex).
Estamos interessados em estudar sec¸o˜es de formas de conexa˜o em E, e portanto precisaremos
considerar o fibrado End(E) ≃ E ⊗ E∗. Podemos proseguir de duas maneiras equivalentes:
tomando diretamente o fibrado vetorial End(E) como o protuto tensorial de fibrados , ou
pelo interme´dio do fibrado associado PF := (P × F )/G onde G age pela conjugac¸a˜o no
espac¸o vetorial F = End(V ), tentaremos oferecer uma comparac¸a˜o entre os dois. Para que
possamos medir de alguma maneira a “intensidade” de formas de conexa˜o sobre um dado
ponto da base, precisamos de alguma noc¸a˜o de produto interno, que, pelo que vimos na sec¸a˜o
anterior, seja invariante pela ac¸a˜o do grupo em F (2.52).
Podemos induzir um mapa linear natural
tr : End(V ) −→ R
v ⊗ λ −→ λ(v)
Pra vermos que esse mapa coincide com o que usualmente chamamos de trac¸o, escolhemos
bases duais {ei} e {e
i} de V e de V ∗ respectivamente, escrevendo T ∈ End(V ) nessa base
temos
tr(T ) = T ije
j(ei) = T
j
j
Claramente, se T = v1 ⊗ λ
1, S = v2 ⊗ λ
2 ∈ End(V ), (lembramos que elementos dessa forma
geram End(V )) temos
tr(TS) = tr
(
v1(λ
1(v2))⊗ λ
2
)
= λ1(v2)tr(v1 ⊗ λ
2) = λ1(v2)λ
2(v1) = tr(ST ) (3.1)
Definimos o negativo da forma de Killing:
K : g× g→ R
(h, j) 7→ −tr(adh ◦ adj)
que e´ assim claramente bilinear e sime´trica. E´ poss´ivel ainda mostrar que a forma de Killing
a´ invariante pela representac¸a˜o adjunta do grupo na a´lgebra e que, se G for compacto, enta˜o
K e´ positivo definido se e somente se G e´ semi-simples [16].
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Lemma 2 Se g e´ a a´lgebra de Lie de um grupo compacto semi-simples, enta˜o a forma de
Killing e´ positiva-definida em g, i.e.: para todo X 6= 0 , K(X,X) > 0.
Usualmente essa e´ a me´trica para g, mas na˜o a utilizaremos explicitamente, apenas
como artif´icio para induzir uma me´trica na˜o -degenerada no fibrado associado e com isso
um operador de Hodge. No caso de u(n), como mostraremos a seguir, e´ poss´ivel utilizar o
operador trac¸o, que e´ o que faremos, pois, ale´m da simplicidade formal, fica mais direta a
conexa˜o com classes de Chern e topologia de fibrados, que apresentamos no cap´itulo seguinte.
Agora, para G compacto, e´ um fato que a a´lgebra de Lie de G admite a seguinte decom-
posic¸a˜o
g = z⊕ [g, g]
onde z = Ker(ad) e´ o centro da a´lgebra, logo K|z ≡ 0 e a parte [g, g] e´ semi-simples. Logo,
utilizando a me´trica produto natural (ortogonal) em g = z ⊕ [g, g] temos que um outro
produto interno em g que seja positivo definido sobre o centro e proporcional a K na parte
semi-simples sera´ positivo definido em sua totalidade. No caso de maior interesse para a
f´isica:
u(n) = u(1)⊕ su(n)
Nesse caso, o centro sa˜o os mu´ltilpos da matriz identidade e portanto e´ na˜o degenerada
nessa parte. Agora mostremos o trac¸o e a froma de Killing sa˜o de fato proporcionais na
parte semi-simples.
Assumindo que um grupo G e´ simples se e somente se ele admite representac¸a˜o adjunta
irredut´ivel, suponhamos que temos duas formas bilineares invariantes por uma representac¸a˜o
ρ : G → Aut(V ) em um espac¸o vetorial V , 〈·, ·〉1 e 〈·, ·〉2. Afirmamos que B1 = 〈·, ·〉1 e
B2 = 〈·, ·〉2 sa˜o proporcionais. Para provar que isto de fato se da´, consideremos a aplicac¸a˜o
B1 : V → V
∗. Como o nu´cleo desta aplicac¸a˜o e´ invariante pela ac¸a˜o de ρ, que e´ representac¸a˜o
irredut´ivel de G em Aut(V ), no´s temos que ou KerB1 = 0 ou KerB1 = V . Portanto podemos
assumir sem perda de generalidade que KerB1 = 0, i.e.: e´ uma forma bilinear na˜o degenerada.
Podemos definir uma plicac¸a˜o A : V → V como B1(A(u)) = B2(u) que esta´ bem definida
por B1 ser na˜o degenerada. Agora no´s temos, para u, v ∈ V , g ∈ G:
〈Aρ(g)(u), ρ(g)v〉1 = 〈ρ(g)(u), ρ(g)v〉2 = 〈u, v〉2 = 〈A(u), v〉1 = 〈ρ(g)A(u), ρ(g)v〉1
portanto A comuta com todos os operadores ρ(g) e portanto pelo Lema de Schur, e´ um
mu´ltiplo da identidade. Portanto 〈·, ·〉1 = c〈·, ·〉2, e, fazendo V ≡ g, ρ = Ad e B1 = K e
B2 = tr podemos assumir a me´trica mais trata´vel em g:
〈h, j〉 = −tr(hj)
que, como ja´ mostramos, tambe´m e´ invariante pela ac¸a˜o adjunta de representac¸o˜es lineares
de G, e portanto e´ um mu´ltiplo da forma de Killing.
Voltemos agora a considerar o fibrado associado PF . E´ claro que podemos (no caso u(n))
induzir uma forma bilinear sime´trica em PF pelo trac¸o em F = End(V ), ja´ que por (3.1)
o trac¸o e´ invariante pela ac¸a˜o de AutG(F ). Como mostramos tambe´m na u´ltima sec¸a˜o do
cap´itulo anterior (2.52), qualquer G-conexa˜o advinda de P sera´ automaticamente compat´ivel
com esse produto interno.
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Pela o´tica do fibrado vetorial EndG(E), definimos igualmente o trac¸o de uma sec¸a˜o de
End(E), e para λ ⊗ T ∈ Γ
(
Λp(TM∗|θ) ⊗ End(E)|θ
)
definimos: tr(λ ⊗ T ) = tr(T )λ ∈
Γ(Λp(TM∗|θ). E´ claro que, como End(Ex) ≃ Ex ⊗ E
∗
x, uma sec¸a˜o s ∈ Γ(End(E)) sob
um isomorfismo de fibrados g ∈ Γ(AutG(E)) se transforma pela conjugac¸a˜o : s(x) →
g−1(x)s(x)g(x) ∈ End(Ex). Portanto a ac¸a˜o do trac¸o e´ invariante por uma tal transformac¸a˜o
(o que poderia ser visto de outra maneira, notando que o trac¸o e´ uma aplicac¸a˜o C∞(M,R)-
bilinear E∗ × E → R, ou seja, e´ um tensor de ordem (1, 1), e portanto invariante por
mudanc¸as de base, ou isomorfismos agindo pela conjugac¸a˜o).
Assim, o fibrado EndG(E) tem um produto interno canoˆnico sobre cada fibra que e´
preservado por transformac¸o˜es de gauge, que como sabemos, agem pela conjugac¸a˜o. Agora,
induzimos uma me´trica em EndG(E) pelas me´tricas canoˆnicas das trivializac¸o˜es. Sem utilizar
as formas de conexa˜o, veremos como este produto interno e´ compat´ivel com a conexa˜o.
Sejam φ, ψ duas trivializac¸o˜es sobre θ, i.e.:
π−1E (θ)
φ,ψ
≃ θ × End(V )
Lembramos que as bases G-admiss´iveis de End(E) foram definidas como aquelas provindas
das bases canoˆnicas das trivializac¸o˜es e que, para x ∈ θ, v ∈ End(V ) a transic¸a˜o e´ dada por
φ ◦ ψ−1(x, v) = (x, gφψ(x)vgφψ(x)
−1)
onde Ad(gφψ) : θ → Aut(End(V )). Para que fac¸a sentido induzirmos a me´trica em End(E)
pelas me´tricas das trivializac¸o˜es, no´s precisamos que Ad(gφψ) : θ → O(End(V )) ⊂ Aut(End(V )),
agora
{ψ−1(x, e˜ji )}
k
i,j=1 = {e
j
i}
k
i,j=1
onde e˜ji = e˜
j ⊗ e˜i e´ a base canoˆnica de V ⊗ V
∗ e portanto {eji}
k
i,j=1 e´ base ortonormal em
End(Ex); logo {φ(e
j
i )}
k
i,j=1 = {(x, gφψ(x)e
j
igφψ(x)
−1)}ki=1 e´ ortonormal.
Sejam enta˜o x, y ∈ θ, e suponhamos que α : I → θ e´ uma curva tal que α(0) = x e
α(1) = y. Como o transporte paralelo leva base admiss´ivel am base admiss´ivel, no´s temos
que existem trivializac¸o˜es φ, ψ, tais que se {ψ−1(x, e˜ji )}
k
i,j=1 = {e
j
i}
k
i,j=1 e´ base ortonormal em
End(Ex), enta˜o
{bji}
k
i,j=1 = {Pα(e
j
i )}
k
i,j=1 = {φ
−1(y, e˜ji)}
k
i,j=1 = {ψ
−1(y, gφψ(y)e˜
j
igφψ(y))
−1}ki,j=1
que e´ ortonormal. Portanto (ao menos dentro de uma trivializac¸a˜o) o transporte paralelo
leva base ortonormal em base ortonormal. Da mesma forma obtemos que sera´ invariante
por qualquer me´trica em End(E) induzida por trivializac¸o˜es locais. Apesar de termos con-
siderado curvas restritas a um domi´inio trivial (precisar´iamos ainda colar todas as partes da
curva), esta descric¸a˜o, como na˜o poderia deixar de ser, e´ completamente equivalente a feita
diretamente pelo fibrado associado.
Suponhamos agora que ωs = s∗ω, onde ω e´ a forma de conexa˜o em P e s e´ uma sec¸a˜o
de P , como sabemos essa conexa˜o tera´ uma representac¸a˜o no fibrado associado, o que nos
incita uma pergunta, ainda que perife´rica ao estudo que estamos conduzindo, sera´ que a
representac¸a˜o de uma forma de conexa˜o em P (que tem valores em g) e´ compat´ivel com a
conexa˜o usual no fibrado vetorial End(E), dado por ((1.86),(1.84))? Caso a construc¸a˜o que
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fizemos ate´ agora esteja coerente, a resposta deve ser positiva. Chequemos pois que isso se
da´.
Dem: Tomamos a representac¸a˜o ρx : G→ Aut(Ex) e
5 enta˜o, como sabemos, a respectiva
representac¸a˜o do grupo que estamos tomando sobre End(E) (ou, no contexto de fibrado
associado, sobre End(V )) e´ :
ρ˜x : G −→ Aut(End(Ex))
g 7−→ Adρx(g)
Consideremos a aplicac¸a˜o Ad : G → Aut(g). Chamando d(Ad)e = ad : g → End(g), temos
que
d(ρ˜x)e = d(Adρx(g))e = add(ρx)e(h)
sendo que consistentemente (dρx)e : g→ End(Ex). Portanto no´s temos o mapa
d(ρ˜x)e : g −→ End(End(Ex))
h 7−→ add(ρx)e(h)
Agora, e´ poss´ivel mostrar [16] que
adh : g −→ g
j 7−→ [h, j]
Portanto para X ∈ Γ(E) e λ ∈ Γ(E∗),
d(ρ˜x)e(ω
s)(X ⊗ λ) = add(ρx)e(ωs)(X ⊗ λ) = d(ρx)e(ω
s)X ⊗ λ−X ⊗ λd(ρx)e(ω
s) (3.2)
e como
λd(ρx)e(ω
s) =
(
d(ρx)e(ω
s)
)T
λ
reinserindo em (3.2) no´s obtemos a forma usual da conexa˜o para o fibrado E⊗E∗ ((1.86),(1.84))
(atrave´s da forma de conexa˜o em P pela representac¸a˜o natural de g em End(Ex)). 
Ou seja, ao inve´s de tomarmos o produto interno na fibra sobre x ∈ M como (h, j) 7→
tr(add(ρx)e(h)add(ρx)e(j)), faremos (h, j) 7→ tr(d(ρx)e(h)d(ρx)e(j)).
Yang-Mills Equation
Chamaremos de Ad(E) ⊂ End(E) o espac¸o de endomorfismos cujas representac¸o˜es locais
em matrizes sa˜o anti-sime´tricas em cada fibra Ex, i.e.: que sa˜o representac¸o˜es em so(Ex).
No´s ja´ temos um produto interno para p-formas definido por, para w1, w2 ∈ Λ
pT ∗xM :
〈w1, w2〉 ∗ 1 = w1 ∧ ∗w2
Logo, sejam
µ1 ⊗ w1, µ2 ⊗ w2 ∈ Ad(Ex)⊗ Λ
pT ∗xM
5Na maioria dos casos, se usa a identificac¸a˜o Aut(Ex) ∼= GL(k) e toma-se a representac¸a˜o de G simples-
mente como a inclusa˜o, G →֒ GL(k), mas na˜o o faremos aqui.
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Enta˜o
〈µ1 ⊗ w1, µ2 ⊗ w2〉:=tr(µ1µ2)〈w1, w2〉
ou seja, temos um produto escalar L2 em Γ(Λp(TM)⊗ AdE):
〈〈µ1 ⊗ w1, µ2 ⊗ w2〉〉:=
∫
M
〈µ1 ⊗ w1, µ2 ⊗ w2〉∗1 (3.3)
Logo, como temos um produto interno bem definido, podemos definir o operador estrela
de Hodge neste espac¸o tambe´m. No´s temos ainda que, a adjunta formal da derivada co-
variante e´ dada por D∗ = (−1)n(p+1)+1 ∗ D∗. Este fato pode ser facilmente demonstra´vel
utilizando o Gauge canoˆnico, ja´ que ali
D˜α(x1, · · · , xp+1) = dα(x1, · · · , xp+1)
e no´s ja´ demonstramos que d∗ = (−1)n(p+1)+1 ∗ d∗.
Assumindo ainda que D e´ uma derivada de gauge exterior compat´ivel com a me´trica (D
e´ compat´ivel com 〈·, ·〉 se D〈µ, ν〉 = d〈µ, ν〉 = 〈Dµ, ν〉 + 〈µ,Dν〉 ou se a forma de conexa˜o
tem representac¸a˜o anti-sime´trica) com curvatura ΩD ∈ Γ(Λ
2(TM)⊗AdE), utilizando (3.3)
definimos o funcional de Yang-Mills aplicado a D:
SYM(D) := 〈〈ΩD,ΩD〉〉 =
∫
M
〈ΩD,ΩD〉∗1 =
∫
M
tr(ΩD ∧ ∗ΩD) (3.4)
O integrando 〈ΩD,ΩD〉 = LYM e´ chamado de Lagrangeana de Yang-Mills e SYM(D)
e´ chamada de ac¸a˜o de Yang-Mills (ou funcional de Yang-Mills). Como vimos, uma trans-
formac¸a˜o de Gauge deixa LYM e portanto SYM invariantes. Para determinarmos as equac¸o˜es
de Euler-Lagrange para esse funcional utilizamos o fato que o espac¸o de todas as conexo˜es
me´tricas em E, C(E) e´ um espac¸o afim. Portanto, podemos considerar variac¸a˜o da forma:
D + tγ onde γ ∈ Γ(Λ1(TM)⊗ Ad(E)) Agora por (1.118):
ΩD+tγ = ΩD + tDγ + t
2γ ∧ γ (3.5)
logo
d
dt |t=0
SYM(D + tγ) =
d
dt |t=0
(∫
〈ΩD+tγ ,ΩD+tγ〉 ∗ 1
)
= 2
∫
〈ΩD, Dγ〉 ∗ 1 = 2〈〈D
∗ΩD, γ〉〉
assim, D extremiza SYM se D
∗ΩD = 0, onde D
∗ = ∗D∗. Chamamos tal D de conexa˜o de
Yang-Mills. Enta˜o, levando em conta a identidade de Bianchi (1.72), temos que a conexa˜o
de Yang-Mills deve obedecer a`s seguintes equac¸o˜es:{
D ∗ ΩD = 0
DΩD = 0
(3.6)
Ale´m disso, denotando por δΩ a variac¸a˜o de Ω, como δω = γ por (3.5), emerge gratuita-
mente que,
δΩ = Dδω
84
Portanto, como Ω = Dω no´s obtemos que a derivada funcional e a covariante comutam para
a forma de conexa˜o.
Ale´m da invariaˆncia de Gauge, as equac¸o˜es de Yang-Mills teˆm outras propriedades in-
teressantes advindas de simetrias em LYM . Como mencionamos algumas vezes, o produto
interno induzido sobre a fibra e´ invariante por automorfismos do fibrado, e se olharmos bem,
notamos que a me´trica de M entra de forma muito sutil nas equac¸o˜es, somente atrave´s do
operador de Hodge (ja´ que ΩD so´ depende da forma de conexa˜o ω), pela equac¸a˜o (1.45).
Seja g uma me´trica emM , tomamos uma me´trica conformemente equivalente a g, g˜ = f 2g
para 0 6= f ∈ C∞(M,R). E´ fa´cil ver que se {eI} e´ base ortonormal de Λ
p(T ∗M) em relac¸a˜o
a g, enta˜o { eI
f
} o e´ em relac¸a˜o a g˜. Logo, como ∗˜p esta´ definido por sua aplicac¸a˜o a uma
base de Λp(T ∗M), para cada elemento de {eI} temos
∗˜
(
e˜i1 ∧ · · · ∧ e˜ip
)
= ±e˜ip+1 ∧ · · · ∧ e˜in
= 1
fp
∗˜
(
ei1 ∧ · · · ∧ eip
)
= ± 1
fn−p
eip+1 ∧ · · · ∧ ein
(3.7)
∴ ∗˜
(
ei1 ∧ · · · ∧ eip
)
= ±f 2p−neip+1 ∧ · · · ∧ ein = f
2p−n ∗
(
ei1 ∧ · · · ∧ eip
)
E finalmente
∗˜ = f 2p−n∗
Logo se n = 2p obtemos ∗˜ = ∗.
Isso significa que se Ψ : Mm → Nn e´ um difeomorfismo entre (M, g˜) e (N, g) tal que
m = n = 2p e se para alguma func¸a˜o f , onde 0 6= f ∈ C∞(M,R) no´s tenhamos Ψ∗g = f 2g˜,
enta˜o para todo w ∈ Λp(T ∗N), temos:
Ψ∗(∗w) = ∗˜(Ψ∗w) (3.8)
O que e´ facilmente obtido de (3.7) fazendo a seguinte substituic¸a˜o { eI
f
} → {Ψ
∗eI
f
}.
Agora no´s sabemos que dado ∇ ∈ C(E), onde π : E → N , no´s formamos o pull-back
φ∗(E) sobre M e obtemos uma conexa˜o canoˆnica em φ∗(E) dada pelas formas de conexa˜o
w˜ = φ∗w
Logo, lembrando que para todo λ ∈ Γ(Λp(T ∗M)⊗ End(E)) por (1.115) temos
Dλ = dλ+ w ∧ λ
vale:
φ∗(Dλ) = φ∗dλ+ φ∗w ∧ φ∗λ = d(φ∗λ) + w˜ ∧ φ∗λ = D˜(φ∗λ) (3.9)
e portanto para o difeomorfismo Ψ, por (3.8) e tomando uma conexa˜o de Yang-Mills em E:
Ψ∗(D ∗ Ω) = D˜(Ψ∗ ∗ Ω) = D˜∗˜(Ψ∗Ω) = D˜∗˜Ω˜ = 0
e a igualdade de Bianchi tambe´m vale automaticamente, obtemos que se D e´ conexa˜o de
Yang-Mills, D˜ tambe´m o e´. Um caso particular ’e se um difeomorfismo Φ : M → M for
uma isometria, Φ∗ preserva o operador de Hodge e portanto preserva LYM e as equac¸o˜es de
Yang-Mills. Por exemplo, as equac¸o˜es de Yang-Mills para o fibrado trivial sa˜o invariantes
pelo grupo de Poincare´.
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Mas explorando essa maior liberdade conforme, como a me´trica canoˆnica de S4 − {p}
e´ conforme a de R4 sob projec¸a˜o estereogra´fica existe uma correspondeˆncia bijetora entre
campos Yang-Mills (ΩD) em R
4 e em S4 − {p}.
E´ claro que qualquer campo de Yang-Mills em S4 tem ac¸a˜o finita e portanto corresponde
a um campo de Yang-Mills de ac¸a˜o finita em R4:∫
s4
tr(Ω ∧ ∗Ω) =
∫
S4−{p}
tr(Ω ∧ ∗Ω) =
∫
R4
tr(Ψ∗Ω ∧ ∗Ψ∗Ω) =
∫
R4
tr(Ω˜ ∧ ∗Ω˜)
Um teorema de Karen Uhlenbeck no´s fornece a rec´iproca: um campo YM de ac¸a˜o finita em
R4 se estende a um campo YM suave em S4. Portanto, os campos YM de ac¸a˜o finita em
R4 podem ser identificados com todos os campos YM de S4.
No caso mais geral de n = 4, como vimos na teoria de Hodge, como (∗2)
2 = 1 por (1.42),
podemos tomar a soma direta
Λ2(T ∗M)⊗ End(E) = Λ2+(T
∗M)⊗ End(E)⊕ Λ2+(T
∗M)⊕ End(E)
de subespac¸os de autovetores de ∗. Em particular,
Ω = Ω+ + Ω−
e automaticamente satisfazemos a equac¸a˜o de Yang-Mills: D∗Ω = DΩ = 0. Chamamos uma
forma de conexa˜o ω de auto-dual (anti-dual) se sua sua curvatura e´ Ω+ (Ω−). Normalmente
essas conexo˜es sa˜o designadas por e SD (self-dual) e ASD(anti-self-dual). E´ ainda fa´cil ver
que essa decomposic¸a˜o e´ ortogonal:
〈〈Ω+,Ω−〉〉 =
∫
M
Ω+ ∧ ∗Ω− = −
∫
M
∗Ω+ ∧ Ω− = −
∫
M
Ω− ∧ ∗Ω+ = −〈〈Ω−,Ω+〉〉 = 0
Soluc¸o˜es duais da equac¸a˜o de Yang-Mills sa˜o chamadas de instantons, e existe uma vasta
quantidade de f´isica e matema´tica que revolvem ao seu redor. Um exemplo de uma soluc¸a˜o
dual na˜o trivial (i.e.: com curvatura na˜o nula) de energia finita e´
ωx = im
(
xdx
1 + |x|2
)
(3.10)
onde x e´ a varia´vel quaternioˆnica em R4 ≃ H e identificamos a a´lgebra de Lie SU(2) ≃ Sp(1)
ao conjunto de quaternions imagina´rios [13]. Em 1979, fo´rmulas similares foram descobertas
para todas as conexo˜es duais e anti-duais em R4 euclidiano [11].
Durante algum tempo, as u´nicas soluc¸o˜es de energia finita conhecidas para as equac¸o˜es de
Yang-Mills eram soluc¸o˜es duais e anti-duais. Em 1989, L.Sibner, R. Sibner e K. Uhlembeck
[12] publicaram uma prova da existeˆncia de soluc¸o˜es de algumas soluc¸o˜es na˜o duais no R4
euclidiano. Uma outra boa refereˆncia para o assunto e´ [13].
Exploraremos um pouco melhor a relac¸a˜o da equac¸a˜o de Yang-Mills com a topologia e
classificac¸a˜o de fibrados na pro´xima sec¸a˜o.
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3.2 Classification of Fiber Bundles
Nesta sec¸a˜o estaremos preocupados em achar maneiras de dizer quando dois fibrados sobre
a mesma base sa˜o ou na˜o sa˜o isomorfos, questa˜o encontrada no Teorema de Classificac¸a˜o de
Fibrados Vetoriais, um resultado de ordem formal. Na verdade, o que procuramos e´ uma
maneira de associar a cada fibrado vetorial E sobre uma variedade base M , uma classe de
cohomologia de M . A essas associac¸o˜es damos o nome de classes caracter´isticas, e elas
sa˜o invariantes globais e pode-se dizer que medem o desvio de uma estrutura produto global.
Classes caracter´isticas e´ um dos conceitos geome´tricos que conecta topologia alge´brica e
geometria diferencial, e apesar de na˜o fazermos tanto uso destas construc¸o˜es neste trabalho,
sua importaˆncia na˜o pode ser exagerada para a f´isica moderna. Na˜o faremos no entanto uma
apresentac¸a˜o formal, mesmo dos poucos to´pico que abordamos, ja´ que exigiria uma bagagem
alge´brica que excederia nosso tempo dispon´ivel e conhecimento da a´rea.
Fiber Bundle Topology
Apresentaremos primeiramente uma introduc¸a˜o aos resultados mais elementares sobre a
topologia de fibrados vetoriais.
Denotamos por VectG(M) o conjunto de classes de equivaleˆncia de G-fibrados sobre M ,
isto e´, E ∼ F se e somente se existe difeomorfismo Ψ : E → F tal que π ◦ Ψ = π isto e´, Ψ
e´ um isomorfismo de fibrados sobre M . E´ trivial verificar que isso realmente constitui uma
relac¸a˜o de equivaleˆncia.
Dado f : N → M , constru´imos o mapa induzido pelo pull-back:
f ∗ : VectG(M)→ VectG(N)
Lembramos que se E e´ fibrado vetorial sobre M , enta˜o
f ∗(E) := {(x, v) | x ∈ N, v ∈ Ef(x) }
Para verificar que este mapa esta´ bem definido sobre as classes de equivaleˆncia, basta vermos
que, se E
Ψ
≃ F , ambos fibrados vetoriais sobre M , enta˜o o mapa
f ∗(E) −→ f ∗(F )
(x, v) 7−→ (x,Ψ(v))
e´ isomorfismo de fibrados. Dado E, denotamos E × I o fibrado sobre N × I, onde a fibra
sobre (x, t) e´ a fibra de E sobre x. Isto e´,
E × I = pr∗1(E)
onde
pr1 : N × I → N
Proposition 19 Todo G-fibrado E˜ sobre N × I e´ isomorfo a um da forma E × I (ou seja
pr∗1E), para algum fibrado E sobre N .
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Dem: Seja E˜, tomamos
ıo : N → N × I
x 7→ (x, 0)
definimos enta˜o E = ı∗o(E˜), ou seja Ex = E˜ıo(x) = E˜(x,0). Agora, tomando o fibrado E× I
definido acima temos:
(E × I)(x,t) = Epr1(x,t) = Ex = E˜(x,0)
Escolhida uma conexa˜o em E˜, seja P(x,t) : E˜(x,0) → E˜(x,t) o transporte paralelo ao longo da
curva t→ (x, t).
Logo, fazendo (E × I)(x,t) ≡ Ex ≡ E˜(x,0) basta tomarmos
φ(x,t) : (E × I)(x,t) → E˜(x,t)
v 7→ P(x,t)(v)
como o transporte paralelo e´ um isomorfismo entre as fibras, e depende suavemente dos
paraˆmetros (x, t), no´s temos que φ : E × I → E˜ e´ um isomorfismo de fibrados. Sua ac¸a˜o
explora a estrutura produto da base e equivale a transladar as fibras por transporte paralelo
ao longo de cada reta t 7→ (x, t). 
Theorem 26 Se f0, f1 : N → M sa˜o homoto´picas, enta˜o f
∗
0 : VectG(M) → VectG(N) e
f ∗1 : VectG(M)→ VectG(N) sa˜o iguais.
Dem: Seja E ∈ VectG(M), e F : N × I → M uma homotopia entre f0 e f1. Enta˜o
F ∗(E) e´ fibrado sobre N × I. Logo, para algum E˜ sobre N ,
F ∗(E) ≃ E˜ × I
Portanto, definindo ft := F ◦ ıt : N →M , onde
ıt : N → N × I
x 7→ (x, t)
no´s temos que f ∗t = ı
∗
t ◦ F
∗. Logo, como
F ∗E ≃ E˜ × I e ı∗t : VectG(N × I)→ VectG(N)
esta˜o bem definidas,
f ∗t (E) ≃ ı
∗
t (E˜ × I) = E˜.
Enta˜o, f ∗0 (E) ≃ f
∗
1 (E). 
Proposition 20 Se M e´ contra´til, enta˜o todo G-fibrado sobre M e´ trivial.
Dem: Seja f0 = IdM e f1 : M → {p} ∈ M mapa constante; seja E um fibrado qualquer
sobre M . Enta˜o, como f0 e´ homoto´pica a f1, e f
∗
0 = IdE, obtemos pelo teorema anterior
que
E = f ∗0 (E) ≃ f
∗
1 (E) = M × Ep

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Proposition 21 No´s temos um isomorfismo VectG(S
n)→ πn−1(G).
Dem.: Um G-fibrado E sobre Sn e´ equivalente a um fibrado formado pela colagem (como
vimos na Sec.1.1) dos fibrados E+ e E− sobre os hemisfe´rios norte Dn+ e sul D
n
− ao longo do
equador Sn−1 = Dn+ ∩D
n
− por um mapa de transic¸a˜o de gauge g : S
n−1 → G. Pelo corola´rio
anteriror E+ e E− sa˜o triviais. Isso significa que temos a liberdade de tomar as trivializac¸o˜es
ψ1 : E|Dn+ → D
n
+ × Ep , ψ2 : E|Dn− → D
n
− ×Ep
Portanto, como ψ1 ◦ ψ
−1
2 : (D
n
+ ×Ep)|Dn+∩Dn−
= Sn−1 × Ep
ψ1 ◦ ψ
−1
2 : S
n−1 × Ep → S
n−1 ×Ep
(x, q) 7→ (x, g(x) ◦ q)
Logo, a classe de equivaleˆncia (de isomorfismos de fibrados) de E e´ determinada unica-
mente pela classe de equivaleˆncia de g : Sn−1 → G, ou seja, no´s obtemos um isomorfismo:
VectG(S
n)→ πn−1(G)

Exemplo: Como para um grupo G simples e compacto π3(G) = Z, enta˜o VectG(S
4) ≃
π3(G) = Z.
Bundle Classification Theorem
A proposic¸a˜o 21 e´ na verdade um caso espec´ifico de um fato muito mais geral, o Teorema de
Classificac¸a˜o de Fibrados. Este teorema prova que para qualquer grupo de Lie G e inteiro
positivo N , podemos construir um espac¸o BG = B
N
G , chamado de espac¸o de classificac¸a˜o de
G para variedades M de dimensa˜o menor que N , e um G-fibrado vetorial sobre BG, ξ
N
G ,
chamado de fibrado universal, tal que se M for uma variedade suave de dimensa˜o menor
que N e E for qualquer G-fibrado vetorial sobre M , existe um mapa f : M → BG tal que
E ≃ f ∗BG. Para o caso G = GL(k), provaremos este teorema juntamente com sua extensa˜o:
se E ≃ f ∗0 ξG e E ≃ f
∗
1 ξG, enta˜o f0 e f1 sa˜o homoto´picas.
Seja enta˜o
Qr = {T ∈ L(Rk,Rl) | posto(T ) = r}
comec¸amos com a seguinte proposic¸a˜o:
Proposition 22 Qr tem dimensa˜o kl − (k − r)(l− r).
Dem: Consideremos a ac¸a˜o
ϕ : GL(l)×GL(k) → Aut(L(Rk,Rl))
(g, h) 7→ LgRh−1
Afirmamos que as o´rbitas de ϕ sa˜o justamente as transformac¸o˜es lineares de posto constante.
Que elas mante´m o posto constante e´ claro, vejamos porque todas as transformac¸o˜es de posto
r esta˜o ligadas pela ac¸a˜o de ϕ a` matriz(
IdRr 0
0 0
)
(3.11)
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Tomando T com posto r, dim(KerT ) = k − r. Tomamos {ei}
k
i=r+1 como base de KerT ,
e um completamento qualquer {ei}
r
i=1 em R
k. Em Rl, tomamos uma base composta por
{Tei}
r
i=1 = {e˜i}
r
i=1 e um completamento {e˜i}
l
i=r+1. E´ claro que nessas bases [T ] sera´ uma
matriz diagonal com um u´nico bloco r × r na˜o nulo, justamente a identidade em Rk. Como
transformac¸o˜es de base em Rk e Rl sa˜o equivalentes a ac¸a˜o de ϕ, no´s temos que Qr sera´
dado pela o´rbita de T pela ac¸a˜o de ϕ. Tomando as ac¸o˜es usuais de composic¸a˜o nos grupos
Aut(L(Rk,Rl)) e GL(l)×GL(k), e´ trivial ver que ϕ e´ um homomorfismo:
ϕ(gg′, hh′)T = g(g′Th′−1)h−1 = ϕ(g, h)ϕ(g′, h′)T
logo, Qr ≃ (GL(l) × GL(k))/GT onde GT e´ o grupo de isotropia de T pela ac¸a˜o de ϕ.
Suponhamos enta˜o que (g˜, h˜) ∈ GT . Temos enta˜o , utilizando a base acima para representar
T por (3.11), a seguinte condic¸a˜o
T ◦ h =

h11 · · · h
k
1
...
...
h1r · · · h
k
r
0
 = g ◦ T =

g11 · · · g
r
1
...
... 0
g1l · · · g
r
l
 (3.12)
Para h, que e´ uma matriz quadrada k × k, e´ fa´cil notar que so´ temos de fixar os termos
{hij | i = r + 1, · · · k, e j = 1, · · · r } que teˆm de ser nulos pela igualdade a` g ◦ T (temos
liberdade para escolher os elementos que sa˜o levado em zero pela T e o quadrado r × r
esquerdo superior). Para a matriz g ∈ M(l× l), com ja´ fixamos h, precisamos fixar todos os
elementos que na˜o sa˜o levados a zero por T , ou seja todos os r × l elementos na˜o nulos da
matriz resultante. Isso nos da´ uma dimensa˜o de
kr + rl − r2 = kl − (kl − kr − rl + r2) = kl − (l − r)(k − r)

Suponhamos, sem perda de generalidade, que l ≥ k.
Proposition 23 Se M e´ uma variedade suave com dimensa˜o m ≤ (l − k), enta˜o para
qualquer mapa f : M → L(Rk,Rl) que seja transversal a todos os Qi, para i < k, e para todo
x ∈M , f(x) ∈ L(Rk,Rl) tera´ posto k constante.
Dem: pelo Teo.1, no´s temos que f : M → L(Rk,Rl) e´ transversal a Qi se Qi∩f(M) = ∅
ou se
Im(dfx) + Tf(x)Q
i = Tf(x)L(R
k,Rl)
Em termos de dimensa˜o, (l− k) + dim(Qi) ≥ dim(M) + dim(Qi) ≥ posto(dfx) + dim(Q
i) ≥
dim(L(Rk,Rl). Portanto temos:
(l − k) + kl − (l − i)(k − i) ≥ posto(dfx) + kl − (l − i)(k − i) ≥ lk (3.13)
Portanto
(l − k) ≥ posto(dfx) ≥ (l − i)(k − i)
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Mas l ≥ k > i. Logo chegamos a (l − i)(k − i) ≥ (l − i) > (l − k) e finalmente
(l − k) ≥ posto(dfx) > (l − k)
absurdo. Portanto, para dimM ≤ (l− k) e f transversal a Qi no´s temos Qi ∩ f(M) = ∅ logo
se isso e´ va´lido para todo i < k, chegamos a f(M) ∈ Qk. 
Antes de prosseguirmos, citamos um teorema sobre transversalidade [17]
Theorem 27 Sejam M, N variedades suaves, M variedade compacta, e f0 : M → N um
mapa suave. Para qualquer Z subvariedade mergulhada de N temos os seguintes resultados:
Gen.: Existe homotopia ft : M → N de f0 tal que para ǫ > 0 suficientemente pequeno, fǫ
e´ transversal a Z. Em outras palavras, podemos perturbar a func¸a˜o para que se torne
transversal. Essa propriedade e´ chamada de genericidade.
Est.: Se f0 e´ transversal a Z, para qualquer homotopia suave ft, no´s temos que fǫ e´ transver-
sal a Z para ǫ suficientemente pequeno. Ou seja, ela se mante´m transversal por peque-
nas perturbac¸o˜es. Esta propriedade e´ chamada de estabilidade.
Cont.: Se f : M → N e´ suave e transversal a` subvariedade mergulhada Z em p ∈ M , enta˜o
existe aberto em torno de p , U ⊂M onde f permanece transversal a Z.
Agora podemos enunciar a proposic¸a˜o chave:
Proposition 24 SeM e´ compacto , enta˜o qualquer fibrado vetorial com fibra t´ipica isomorfa
a Rk e´ isomorfo a algum subfibrado do fibrado produto RlM :=M×R
l, onde e dim(M)+k ≤ l .
Dem: No´s temos que πL : L(E,R
l
M) → M e´ um fibrado vetorial. Um isomorfismo de
E com um subfibrado de RlM pode ser visto enta˜o como uma sec¸a˜o Ψ : M → L(E,R
l
M),
no sentido que πL ◦ Ψ = Id e tal que Ψx : Ex → R
l e´ uma transformac¸a˜o linear de posto
ma´ximo, k, para todo x ∈M . E´ uma tal sec¸a˜o que tentaremos construir.
Consideremos o fibrado vetorial L(E,RlM). Em uma trivializac¸a˜o
Uα × L(R
k,Rl)
φα
≃ L(E,RlM)|Uα
Agora tomamos a sec¸a˜o nula, que e´ uma sec¸a˜o global suave Ψ0 :M → L(E,R
l
M). Sobre Uα,
no´s tomamos o mergulho (das transformac¸o˜es de posto i sobre α):
φα(Uα ×Q
i) := Z iα ⊂ L(E,R
l
M)
Agora, por genericidade, existe homotopia de Ψ0, que chamaremos de Ψ
0
α : M × [0, 1] →
L(E,RlM) que e´ transversal a` subvariedade mergulhada Z
0
α em um dado ǫ0 ∈]0, 1] .
Agora tomamos uma homotopia de (Ψ0α)ǫ0, que chamamos de Ψ
1
α :M×[0, 1]→ L(E,R
l
M).
Por genericidade esta homotopia e´ transversal a Z1α para algum ǫ1 ∈]0, 1] suficientemente
pequeno para que, por estabilidade, continue sendo transversal a Z0α. Procedendo dessa
forma k vezes obtemos uma sec¸a˜o global, transversal a todos os Qi sobre Uα (para i < k) .
Logo pela proposic¸a˜o anterior, esta sec¸a˜o tem posto k sobre Uα.
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Enta˜o, como M foi assumido compacto, utilizamos exatamente o mesmo me´todo (aten-
tando para mantermos as perturbac¸o˜es sobre o domi´nio da estabilidade) um nu´mero finito
de vezes, obtendo uma sec¸a˜o Ψ de L(E,RlM) de posto k, ou seja, no´s temos uma imersa˜o de
E sobre uma k-distribuic¸a˜o em M × Rl.
Notemos que o u´nico caso em que este teorema permite que trivializemos E, e´ para l = k
e portanto dimM = 0, ou seja, para M = {p}. 
Agora, suponhamos que E seja um fibrado sobre N , e M seja subvariedade mergulhada
fechada de N . Seja ı∗(E) = E|M o fibrado sobre M , e suponha que ja´ temos uma sec¸a˜o
Ψ :M → L(E,RlM) tal que Ψ(x) tenha posto ma´ximo para todo x ∈M .
Proposition 25 Existe sec¸a˜o ζ : N → L(E,RlN) de posto ma´ximo tal que Ψ = ζ |M .
Dem: Agora, ao inve´s da sec¸a˜o nula que tomamos no in´icio da demonstrac¸a˜o acima,
tentaremos construir uma sec¸a˜o suave ζ tal que ζ |M = Ψ, i.e.: ζ e´ uma extensa˜o suave
qualquer de Ψ.
Como M e´ subvariedade mergulhada de N , temos ao redor de cada ponto p ∈ M um
aberto Up (pequeno suficiente para que seja domi´nio de uma trivializac¸a˜o de E), domi´nio de
coordenadas cu´bicas η : Up → R
n centradas em p tal que M ∩ Up = Sp e´ uma u´nica fatia.
Logo podemos tomar uma projec¸a˜o suave πUp : Up → Sp (podemos definir πp = η
−1 ◦ prmη)
e assim definimos
ζ¯p := Ψ ◦ πp : Up → L(R
k,Rl)
Agora, a colec¸a˜o {Up | p ∈M} ∪ (N −M) forma uma cobertura aberta de N , logo podemos
tomar partic¸a˜o da unidade {σi | i = 1, 2, · · · } subordinada a essa cobertura. Tomando a
subsequeˆncia {σi | suppσi ∩M 6= ∅}, para cada tal i, como trivialmente (N −M) ∩M = ∅,
existe ponto pi tal que suppσi ⊂ Upi. Enta˜o constru´imos a sec¸a˜o suave em N
ζ =
∑
i
σiζ¯pi (3.14)
tal que ζ |M = Ψ.
Utilizando o fato que ζ e´ suave, pela propriedade Cont. acima, ao redor de cada ponto p
de M , onde sabemos que ζ e´ transversal a Z, existira´ um aberto de N , Vp, onde ζ permanece
transversal a todos os Qj. A colec¸a˜o {Up ∩ Vp | p ∈M} ∪ (N −M) ainda e´ cobertura aberta
de N . Agora tomando qualquer cobertura de N−M por domi´nios de trivializac¸o˜es podemos
proceder exatamente como na construc¸a˜o de Ψ, sendo que sobre M , i.e.: ζ |M estara´ a salvo
das perturbac¸o˜es necessa´rias para deixa´-la transversal a Z em N −M . 
Finalmente chegamos ao Teorema de Classificac¸a˜o de Fibrados
Theorem 28 Qualquer que seja E, G-fibrado vetorial sobre M , E ≃ f ∗0 ξG para alguma
func¸a˜o suave f0 : M → BG. Se ale´m disso f
∗
1 ξG ≃ E, enta˜o f0 e f1 sa˜o homoto´picas .
Dem: No´s provaremos para o caso G = GL(k). Tomamos BG como sendo a veriedade
Grassmaniana G(k, l), i.e.: os pontos de BG sa˜o os subespac¸os k-dimensionais de R
l. Defin-
imos ainda
ξG = {(p, v) ∈ G(k, l)× R
l | v ∈ p}
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o que significa que a fibra sobre o ponto p da variedade base G(k, l) e´ justamente o subespac¸o
de Rl correspondente a p. Agora, pela proposic¸a˜o anterior, no´s sabemos que existe um
isomorfismo ϕ0 de E com uma k-subfibrado de M × R
l. Portanto no´s definimos um mapa
f0 : M → G(k, l)
x 7→ ϕ0(π
−1
E (x))
Lembramos que como ϕ0 e´ injec¸a˜o linear (tem posto ma´ximo k < l), ou seja, e´ isomorfismo
linear sobre a imagem. Logo no´s temos que
f ∗0 ξG = {(x, v) ∈ M × ξG | v ∈ f0(x)} ≃ {(x, v) ∈M × ξG | v ∈ ϕ0(π
−1
E (x))}
∴ f ∗0 ξG ≃ {(x, v) | x ∈M e v ∈ π
−1
E (x)} = E
Agora suponhamos que ϕ1 : E →M × R
l seja tal que temos
f ∗1 ξG = {(x, v) ∈M × ξG | v ∈ ϕ1(π
−1
E (x))} ≃ E
Tomamos a subvariedade (M × {0}) ∪ (M × {1}) ⊂ M × I. Enta˜o pela extensa˜o que
constru´imos na Prop.25, e utilizando a Prop.19, temos enta˜o um isomorfismo ϕ entre
E × I e um subfibrado de RlM×I tal que ϕ|M×{0} = ϕ0 e ϕ|M×{1} = ϕ1. E´ claro enta˜o que
F : M × I → G(l, k)
(x, t) 7→ ϕ
(
π−1E×I(x, t)
)
e´ uma homotopia entre f0 e f1. Ou seja, ale´m de existeˆncia estabelecemos unicidade (em
classe de homotopia) 
Characteristic Classes and Numbers
Classes e nu´meros caracter´isticos sa˜o justamente os invariantes globais que associam a` cada
fibrado vetorial uma classe de cohomologia da variedade base.
Dado f : N → M , no´s obtemos os mapas induzidos
f ∗vect : VectG(M)→ VectG(N) e
f ∗ : H∗(M)→ H∗(N)
onde H∗(M) e´ o anel de cohomologia de Rham de M .
Assumindo que f ∗ tambe´m so´ depende da classe de homotopia, no´s temos que ambos
os mapas so´ dependem da classe de homotopia de f . Uma classe caracter´istica c (para G-
fibrados) associa a E uma classe de cohomologia c(E) em H∗(M) de uma forma natural.
Definition 21 Uma classe caracteri´stica C para G-fibrados e´ um mapa6:
C : VectG → H
∗
tal que dado um G-fibrado vetorial sobre a variedade suave M e um mapa suave f : N →M ,
onde N e´ tambe´m suave, enta˜o
f ∗(c(E)) = c(f ∗vect(E))
6Na linguagem de teoria das categorias, C e´ uma transformac¸a˜o natural do funtor VectG ao funtor H
∗,
ambos considerados como funtores contravariantes na categoria de variedades suaves.
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O sub-´indice “vect” e´ na verdade desnecessa´rio, e o suprimiremos de agora em diante.
Denotaremos por Char(G) o conjunto das classes caracter´isticas de G-fibrados.
Proposition 26 Seja ξG o G-fibrado universal sobre o espac¸o BG , enta˜o
c 7→ c(ξG)
e´ isomorfismo entre Char(G) e H∗(BG).
Dem: Seja σ ∈ H∗(BG), definimos
c : H∗(BG) → Char(G)
σ 7→ cσ
onde
cσ : VectG → H
∗
E = f ∗EξG 7→ f
∗
E(σ)
onde agora cσ e´ um funtorial de VectG em H
∗ que leva E em f ∗E(σ), onde fE : M → BG e´
tal que f ∗E(ξG) = E ∈ VectGM , logo existe um u´nico (a menos de classes de homotopia) tal
fE pelo Teo.28.
Resumidamente poder´iamos definir
cE : H
∗BG → H
∗M
σ 7→ f ∗Eσ
Isto e´, cE = f
∗
E, ou seja cE(σ) = cσ(E). No´s temos enta˜o que cE = cF se fE e´ homoto´pica a
fF , ou seja, se F ≃ E. Logo, cσ esta´ bem definido.
Antes de mais nada precisamos mostrar que cσ e´ uma transformac¸a˜o natural de VectG
em H∗. Isto e´, se g : N →M e´ liso, enta˜o temos:
cσ(g
∗(E)) = cσ(g
∗f ∗EξG) = cσ((fE ◦ g)
∗ξG) := (fE ◦ g)
∗(σ) = g∗f ∗E(σ) = g
∗cσ(E)
Colocando de outra forma fg∗(E)(σ) = g
∗fE . Provamos, enta˜o, que para todo σ ∈ B
∗
G existe
cσ ∈ CharG, tal que cσ(ξG) = σ, ou seja, c 7→ ξG e´ sobrejec¸a˜o de Char(G) em H
∗BG.
Ale´m disso, sejam c1, c2 ∈ Char(G) tal que c1(ξG) = c2(ξG) ∈ H
∗BG Enta˜o
f ∗c1(ξG) = f
∗c2(ξG) = c1(f
∗ξG) = c2(f
∗ξG)
Portanto, como qualquer que seja E ∈ VectGM existe f : M → Bq tal que f
∗ξG = E
obtemos que c1(E) = c2(E) para todo E ∈ VectG. Ou seja, c1 = c2. 
Apesar de ter grande importaˆncia conceitual e de ser indiscutivelmente uma bela con-
struc¸a˜o teo´rica, esta descric¸a˜o de classes caracter´isticas na˜o nos fornece uma maneira pra´tica
de calcular classes caracter´isticas.
Nu´meros caracter´isticos sa˜o definidos da seguinte forma: se λ ∈ Hm(M), comM fechado,
enta˜o os nu´meros ∫
M
c(E) onde c ∈ Char(G)
sa˜o chamados de nu´meros caracter´isticos de um G-fibrado sobre M . Eles sa˜o claramente
invariantes (por classes de isomorfismo de fibrados), portanto, como um fibrado trivial e´
induzido por um mapa constante, todas suas classes caracter´isticas e nu´meros caracter´isticos
sa˜o nulos, o que nos fornece uma boa maneira de testar na˜o trivialidade. Estudemos agora
um caso particular de classes caracter´isticas.
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Chern Classes
As classes de Chern fornecem um teste siples de verificar se dois fibrados vetoriais sobre a
mesma base na˜o sa˜o isomorfos (nada garante que se tiverem a mesma forma de Chern sera˜o
isomorfos). E´ muitas vezes importante “ contar” quantas sec¸o˜es linearmente independentes
um fibrado vetorial possu´i, as classes de Chern fornecem informac¸o˜es sobre isso atrave´s do
Teorema de Riemann-Roch e o do Teorema do I´ndice de Atiyah-Singer.
A classe de Chern de um fibrado em M , pelo Teorema de Classificac¸a˜o de Fibrados
Vetoriais, pode ser dada pelo pull-back das classes de Chern no fibrado universal (que
podem por sua vez serem descritas explicitamente por ciclos de Schubert [21]), mas na˜o sera´
essa a nossa abordagem.
De qualquer forma, o significado intuitivo das classes de Chern (e outras classes carac-
ter´isticas) concerne os “zeros necessa´rios” de uma sec¸a˜o (na˜o nula) de um fibrado vetorial, ou
obstruc¸o˜es para a construc¸a˜o de certas sec¸o˜es7. Daremos a seguir um tratamento informal e
pouco alge´brico de formas de Chern, em acordo com o resto da sec¸a˜o. Para um tratamento
mais formalizado indicamos [9].
Uma propriedade interessante do operador tr que necessitaremos agora, e´ que se λ e´ uma
p-forma a valores em End(E), utilizando a derivada covariante exterior D, por (1.117):
Dλ = dλ+ ω ∧ λ− (−1)pλ ∧ ω
portanto em coordenadas temos λ = λijei ⊗ e
j onde λij e´ uma p-forma,
Dλ = dλije
j ⊗ ei + ω
k
i ∧ λ
i
je
j ⊗ ek − (−1)
pλji ∧ ω
i
ke
k ⊗ ej
e portanto
tr(Dλ) = d(trλ) + ωji ∧ λ
i
j − (−1)
pλji ∧ ω
i
j = d(trλ) (3.15)
Voltamos ao fato que o funcional de Yang-Mills
YM(D) := 〈〈ΩD,ΩD〉〉 =
1
2
∫
M
tr(ΩD ∧ ∗ΩD)
so´ depende da me´trica atrave´s de ∗. No´s poder´iamos tentar escrever uma ac¸a˜o que na˜o
envolve a me´trica, por exemplo em 4D:
S4(D) =
∫
M
tr(Ω ∧ Ω)
E´ claro que se Ω = Ω+ enta˜o ∗Ω = Ω e no´s temos que enta˜o YM(D) = S4(D). E´
interessante notar que nossa nova ac¸a˜o esta´ intimamente relacionada com dualidade e com
a teoria de Yang-Mills.
Comecemos calculando os pontos cr´iticos de S4. Seja D˜ = D+tγ onde γ ∈ Γ(Λ
1(TM)⊗
Ad(E)). Enta˜o, como sabemos ΩD+tγ = ΩD + tDγ + t
2γ ∧ γ, portanto
d
dt |t=0
ΩD+tγ ∧ ΩD+tγ = 2(ΩD ∧Dγ)
∴ δS4(D) = 2
∫
M
tr(ΩD ∧Dγ) = 2
∫
M
tr(DΩD ∧ γ) = 0
7Um exemplo de tais obstruc¸o˜es que podem surgir e´ dado pelo teorema da “bola peluda”, que nos diz ser
imposs´ivel construir um campo vetorial global na˜o nul o sobre S2.
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Onde usamos a identidade de Bianchi na u´ltima igualdade e na penu´ltima
Dγ ∧ ΩD = Dγ ∧ ∗(∗ΩD) = 〈Dγ, ∗ΩD〉
∴ 〈〈Dγ, ∗ΩD〉〉 = 〈〈γ, ∗D ∗ (∗ΩD)〉〉 = 〈〈γ, ∗DΩD〉〉 =
∫
M
tr(DΩD ∧ γ) (3.16)
Outra forma de obter este resultado8 e´ utilizar Bianchi
Dγ ∧ ΩD = D(γ ∧ ΩD) + γ ∧DΩD = D(γ ∧ ΩD) (3.17)
e (3.15) juntamente com Stokes:
2
∫
M
tr(ΩD ∧Dγ) = 2
∫
M
tr(D(γ ∧ ΩD)) = 2
∫
M
dtr(γ ∧ ΩD) = 0 (3.18)
Ora, mas no´s obtemos enta˜o que qualquer conexa˜o D e´ ponto cr´itico de S4!
Ainda assim, vamos prosseguir mais um pouco nessa linha e generalizar:
S2n(D) =
∫
M
trΩn
onde M2n e Ωn = Ω ∧ · · · ∧ Ω︸ ︷︷ ︸
n
. Tomando a variac¸a˜o, obtemos, empregando (3.15):
d
dt |t=0
ΩnD+tγ = n(Ω
n−1
D ∧Dγ) = nD(Ω
n−1 ∧ γ) (3.19)
∴ tr
d
dt |t=0
ΩnD+tγ = nd(tr(Ω
n−1
D ∧ γ)) (3.20)
Logo:
δS2n(D) =
∫
M
tr(
d
dt |t=0
ΩnD+tγ) = n
∫
M
tr(Ωn−1D ∧Dγ) = n
∫
M
dtr(Ωn−1D ∧ γ) = 0 (3.21)
Chamamos trΩn a n-e´sima forma de Chern.
Ainda por (3.15), obtivemos que d(trΩnD) = tr(DΩ
n
D) = 0. Portanto as formas de Chern
sa˜o fechadas. Isso significa que a k-e´sima forma de Chern define uma classe de cohomologia,
em H2k(M). Agora, a forma de Chern realmente depende da conexa˜o ω, mas sua classe de
cohomologia na˜o, isto e´, se mudarmos a conexa˜o ω, a forma de Chern se desloca por uma
forma exata. Para ver esse resultado, tomemos ω′ = ω + γ e ωs = ω + sγ, enta˜o no´s temos
(utilizando (3.20)):
tr(Ω′k)− tr(Ωk) =
∫ 1
0
d
ds
tr(Ωks)ds = k
∫ 1
0
dtr(γ ∧ Ωk−1s )ds = kd
∫ 1
0
tr(γ ∧ Ωk−1s )ds
que e´, portanto, exata.
8Lembramos que M e´ uma variedade sem bordo.
96
Utilizando o Teo. 26, outra forma de percebermos que a forma de Chern so´ depende da
classe de homotopia de M , isto e´, que duas formas de Chern diferem por uma forma exata
(esta˜o na mesma classe de cohomologia) (Milnor):
Dadas duas conexo˜es ∇0 e ∇1 em E, no´s usamos pr1 : M × I → M para trazeˆ-las para
E × I, chamando pr∗1∇
1 = ∇˜1 e pr∗1∇
0 = ∇˜0. Agora no´s constru´imos em E × I a conexa˜o
∇˜ = (pr2)(∇˜
1) + (1− pr2)(∇˜
0)
onde a func¸a˜o pr2 : M × I → R e´ a projec¸a˜o M × I → I ⊂ R. Agora seja
εt : M → M × I
x 7→ (x, t)
Enta˜o ε∗t (E × I) = E e portanto ε
∗
0∇˜ = ∇
0 e ε∗1∇˜ = ∇
1.
∴ tr(Ωt) = tr(ε
∗
tΩD˜) = ε
∗
t tr(ΩD˜) enta˜o
tr(Ω0) = ε
∗
0(tr(ΩD˜)) e tr(Ω1) = ε
∗
1tr(ΩD˜)
Onde utilizamos que f ∗tr(λ) = tr(f ∗λ), resultado va´lido para qualquer λ p-forma a valores
em End(E). Isto pode ser visto lembrando que se {ei} e´ base de Ef(x), enta˜o {f
∗ei} = {ei}
e´ base de (f ∗E)x, agora escrevendo escrevendo em coordenadas o resultado e´ trivial.
Logo, obtemos tr(Ω1) e tr(Ω0) sa˜o pull-backs da mesma forma fechada tr(ΩD˜) por dois
mapas diferentes mas homoto´picos, logo ε∗0(ΩD˜) ≃ ε
∗
1(ΩD˜) isto e´, sa˜o co-homo´logas.
Logo podemos definir a k-e´sima classe de Chern ck(E) do fibrado vetorial E sobre
M como a classe de cohomologia de tr(Ωk), onde Ω e´ a forma de curvatura de qualquer
forma de curvatura em E. Estes invariantes sa˜o ferramentas importantes na classificac¸a˜o de
fibrados vetoriais. Utilizando uma definic¸a˜o de cara´ter mais topolo´gico para as formas de
Chern e´ poss´ivel mostrar que, quando apropriadamente normalizados, suas integrais sobre
uma variedade compacta orientada M sa˜o nu´meros inteiros. A normalizac¸a˜o requerida e´
ck(E) =
(i/2π)k
n!
∫
M
tr(Ωk)
A integralidade destas classes sa˜o de extrema importaˆncia na Teoria de Chern-Simons.
Mostraremos uma aplicac¸a˜o destas classes aos monopo´los magne´ticos, quando estudarmos o
eletromagentismo como teoria de gauge. Estritamente falando, classes de Chern se aplicam a`
fibrados vetoriais complexos, sendo seu ana´logo para fibrados reais as classes de Pontryagin,
mas na˜o adentraremos nesse ponto aqui. Na verdade os fibrados que realmente nos interes-
sam, devido a` quantizac¸a˜o (a func¸a˜o de onda ter valores complexos), sa˜o os complexos.
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Chapter 4
Applications
Os maiores matema´ticos, como Archimedes, Newton, e Gauss, sempre uniram
teoria e aplicac¸o˜es em igual medida - Felix Klein.
4.1 Eletromagnetism
As equac¸o˜es de Maxwell tiveram maior impacto sobre a histo´ria humana do que
quaisquer dez presidentes americanos. - Carl Sagan
E a continuidade de nossa cieˆncia na˜o foi afetada por todos estes turbulentos aconteci-
mentos, assim como as teorias antigas sempre sa˜o inclusas como casos limi´trofes nas novas.
- Max Born, referindo-se a` relatividade restrita e a` mecaˆnica quaˆntica.
Maxwell Equations
Poder´iamos adicionar a` citac¸a˜o de Born que na˜o so´ sa˜o as teorias antigas inclusas nas novas
teorias, sendo a cieˆncia uma forma progressiva de conhecimento, mas que sa˜o elas muitas
vezes a pedra fundamental na compreensa˜o da teoria mais evolu´ida, os ombros dos gigantes
sobre os quais todos subimos1. A teoria eletromagne´tica de Maxwell por exemplo serviu
como inspirac¸a˜o tanto para a relatividade geral quanto para a teoria de gauge. Nesta sec¸a˜o,
partindo das equac¸o˜es de Maxwell, constru´iremos uma teoria de gauge em um U(1)-fibrado
sobre a variedade 4-dimensional M .
As equac¸o˜es de Maxwell descrevem o comportamento de dois campos vetoriais, o campo
ele´trico ~E e o magne´tico ~B. Estes campos sa˜o func¸o˜es do tempo, que e´ um paraˆmetro real
t, e sa˜o definidos sobre todo o espac¸o que (em sua forma usual) e´ tido como R3. Os campos
dependem ainda da densidade de carga ele´trica ρ e da densidade de corrente ~, que e´ um
campo vetorial dependente do tempo em R3.
As quatro equac¸o˜es, na notac¸a˜o vetorial devida a Hertz (forma em que e´ mais conhecida),
1“Se eu enxerguei mais longe, foi porque me apoiei em ombros de gigantes.” Isaac Newton.
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em unidades apropriadas para que a velocidade da luz seja c = 1 sa˜o:
∇ · ~B = 0 (4.1)
∇× ~E +
∂ ~B
∂t
= 0 (4.2)
∇ · ~E = ρ (4.3)
∇× ~B −
∂ ~E
∂t
= ~ (4.4)
A semelhanc¸a entre as equac¸o˜es (4.1), (4.2) a`s equac¸o˜es (4.3), (4.4) respectivamente, e´ in-
trigante. No entanto ha´ uma disparidade: o operador divergente em R3 e´ associado a um
operador diferencial de primeira ordem sobre 2-formas, enquanto o operador rotacional atua
sobre 1-formas, mas queremos aplicar ambos sobre ~E e ~B. Com um aux´ilio do operador
estrela de Hodge podemos transformar um no outro, quem sabe estabelecendo uma relac¸a˜o
entre o primeiro par de equac¸o˜es e o segundo.
Na relatividade, M e´ uma variedade suave lorentziana, i.e.: equipada com um produto bi-
linear sime´trico na˜o-degenerado, mas que na˜o e´ positivo definido, tem assinatura (3, 1). Para
facilitar a notac¸a˜o, vamos considerar o caso de uma me´trica de Minkowski2, que chameremos
de η.
Comecemos analisando as equac¸o˜es (4.1) e (4.2). Para escrever o campo ele´trico como
uma 1-forma, precisamos compatibilizar grandezas vetoriais, usualmente utilizadas no eletro-
magnetismo, com a descric¸a˜o em formas que estamos perseguindo. Para isso basta usar o
operador ♯ (definido na Sec.1.3). No entanto, como estamos na me´trica de Minkowski, isso
simplesmente significa fazermos ∂♯i = dx
i. E portanto tomamos E = ~E♯. Para o campo
magne´tico, que queremos encarar como uma 2-forma3 , faremos B = ∗S( ~B
♯), onde ∗S e´ o
operador de Hodge restrito ao subespac¸o puramente espacial (com a me´trica euclidiana). E´
fa´cil ver que
(∇× ~v)♯ = − ∗S dS(~v)
♯ e (∇ · ~v)♯ = ∗S(dS(∗S(~v)
♯)) (4.5)
A forma natural de produzirmos uma 2-forma a partir de E (sem utilizar ∗) seria tomar E∧dt,
e agora unimos os dois em uma u´nica 2-forma chamada de campo eletromagne´tico:
F = B + E ∧ dt = ∗S( ~B
♯) + ( ~E)♯ ∧ dt (4.6)
E agora, separando a diferencial exterior em sua parte espacial (que opera com diferen-
ciac¸a˜o so´ nos i´ndices espaciais) e sua parte temporal, i.e.: d = dS + dt temos
dF = dB + dE ∧ dt
= dSB + ∂tB ∧ dt+ (dSE + ∂tE ∧ dt) ∧ dt
= dSB + (∂tB + dSE) ∧ dt
(4.7)
2Na verdade, o Princ´ipio de Equivaleˆncia de Einstein afirma que localmente um referencial inercial e´
equivelente ao espac¸o de Minkowski, o que seria o ana´logo de tomarmos um gauge quase-canoˆnico em TM
Sec.1.6.
3Poder´iamos colocar os dois campos como 1-formas, deixando o opererador ∗ cuidar da ordem necessa´ria
a` aplicac¸a˜o da derivada exterior adequada, ao prosseguir por essa linha no entanto na˜o encontramos equac¸o˜es
de Yang-Mills, e as equac¸o˜es se tornam menos elegantes.
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Notemos que o primeiro termo da u´ltima expressa˜o na˜o conte´m dt, logo os dois termos sa˜o
linearmente independentes, portanto a equac¸a˜o dF = 0 equivale a:
dSB = 0 (4.8)
∂tB + dSE = 0 (4.9)
E obtemos de (4.8) e 4.9), em uma forma compara´vel a`s equac¸o˜es (4.1) e (4.2):
(∇ · ~B)volS = 0
∗S(∂t ~B)
♯ + ∗S(∇× ~E)
♯ = ∗S
(
(∂t ~B +∇× ~E)
♯
)
= 0
(4.10)
Portanto claramente equivalem a (4.1) e (4.2). Uma vantagem da linguagem de formas
diferenciais e´ sua generalidade. Podemos tomar nosso espac¸o-tempo como sendo qualquer
variedade M , definindo o campo eletromagne´tico como uma 2-forma F em M , as primeiras
equac¸o˜es de Maxwell dizem simplesmente que
dF = 0
A nossa divisa˜o de espac¸o-tempo em espac¸o e tempo e´ que foi de alguma forma arbitra´ria,
ja´ que raramente podemos tomar M = S × R, onde S e´ uma variedade riemanniana de treˆs
dimenso˜es. Somente quando fizermos uma tal separac¸a˜o (localmente) e´ que podemos falar
de campo ela´etrico e campo magne´tico, separadamente.
Utilizando a na˜o degeneresceˆncia da me´trica de Minkowski podemos definir o operador
∗ de Hodge normalmente (lembramos que definimos por (1.38) uma me´trica em Λp(V ) dada
uma me´trica em V ). Na˜o e´ dif´icil mostrar que se M for uma variedade semi-riemanniana
de dimensa˜o n e assinatura (s, n − s) no´s temos ∗n−p∗p = (−1)
p(n−p)+s. E´ relativamente
fa´cil perceber que ∗(∗S(~v
♯)) = ~v♯ ∧ dt, ja´ que, se o ∗S leva ~v
♯ em formas a ele ortogonais
espacialmente, o operador ∗ seleciona as duas direc¸o˜es ortogonais a esses dois vetores, uma
e´ a direc¸a˜o temporal, logo a outra e´ no sentido inicial do vetor, restando checar os sinais
apropriados (orientac¸a˜o), o que deixaremos a cargo do leitor. Da mesma maneira e´ fa´cil
verificar que ∗(~v♯ ∧ dt) = ∗S(~v
♯). Obtemos enta˜o:
∗(E ∧ dt) = ∗S( ~E
♯)
∗B = ∗(∗S( ~B
♯)) = ( ~B)♯ ∧ dt
∴ ∗F = − ∗S ( ~E
♯) + ( ~B)♯ ∧ dt
(4.11)
Ou seja, fizemos a mudanc¸a
~E → − ~B e ~B → ~E
Que e´ uma (de duas) das diferenc¸as entre as equac¸o˜es (4.1) , (4.2) a`s (4.3) e (4.4). Escrevemos
(4.7) na forma
dF = dSB + (∂tB + dSE) ∧ dt = dS ∗S ( ~B
♯) + (∗S∂t( ~B
♯) + ds( ~E
♯)) ∧ dt
Logo podemos escrever (utilizando que ∗(A ∧ dt) = ∗SA, e (∗S)2 ◦ (∗S)1 = −1 na passagem
da segunda para a terceira linha e ∗1∗3 = 1 na passagem da primeira para a segunda):
d ∗ F = dS ∗S ( ~E
♯) + (∗S∂t( ~E
♯)− ds( ~B
♯)) ∧ dt
= (∇ · ~E)volS + ∗
(
∗(∗S∂t( ~E
♯)− ds( ~B
♯)) ∧ dt)
)
= ∗
(
(∇ · ~E)dt− ∂t( ~E
♯)− ∗Sds( ~B
♯))
) (4.12)
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E obtemos enta˜o que:
∗d ∗ F = (∇ · ~E)dt− ∂t( ~E
♯)− ∗Sds( ~B
♯)) (4.13)
A outra diferenc¸a entre os dois pares de equac¸o˜es, e´ que as u´ltimas conte´m termos na˜o
homogeˆneos, a carga e a corrente. Mas carga e´ simplesmente a corrente que esta´, em relac¸a˜o
ao nosso referencial, parada, i.e.: e´ um vetor sem projec¸a˜o espacial, cuja u´nica componente
na˜o nula e´ a temporal. Escrevemos pois, tomando coordenadas {xµ}
3
µ=0:
~J = ρ∂0 + j
1∂1 + j
2∂2 + j
3∂3
E assim unimos a carga e a corrente em uma u´nica 1-forma
J = −ρdx0 + jidx
i
Agora, simplesmente aplicando ♭ em (4.13), e lembrando que (dx0)♭ = −∂0, chegamos ao
outro par das equac¸o˜es:
∗d ∗ F = J (4.14)
Historicamente, foi Faraday que descobriu, em 1831, que um campo magne´tico variando no
tempo induziria um rotacional na˜o-nulo no campo elet´rico (4.2). Em 1861 Maxwell percebeu
que a lei de conservac¸a˜o de cargas (ele´tricas) poderia ser introduzida automaticamente na
Lei de Biot-Savart:
∇× ~B = ~
Simplesmente adicionando-se a ela um termo −∂
~E
∂t
= ~ e tomando o divergente chegava-se a`
equac¸a˜o de continuidade
dρ
dt
= ∇ · ~ (4.15)
E´ interessante notar que Einstein fez uma generalizac¸a˜o muito parecida para chegar a` sua
equac¸a˜o:
Rµν = κTµν → Rµν −
1
2
gµνR = κTµν
que dessa forma automaticamente incorporava a conservac¸a˜o infinitesimal4 do tensor de
energia-momento atrave´s da identidade de Bianchi contra´ida5 que na notac¸a˜o de “ i´ndices
abstratos” [15]e´ :
∇c(Rcd −
1
2
gcdR) = 0
Na verdade essa similaridade teˆm uma ra´iz comum, a identidade de Bianchi (1.72). Isso
pode ser visto no nosso caso escrevendo-se a (4.15) na forma
d ∗ J = 0
4Ver [5] Cap.19, ou [15] Cap.4 para uma explicac¸a˜o das dificuldades de passarmos de uma equac¸a˜o de
conservac¸a˜o infinitesimal para uma lei de conservac¸a˜o de carga e momento.
5Havia ainda o agravante de que sem esse termo, como se pode notar pela identidade abaixo, que a
curvatura escalar e´ uma constante .
101
agora, simplesmente aplicando d∗ em ambos os lados da equac¸a˜o (4.14) obtemos o resultado.
A disparidade entre as duas equac¸o˜es para F pode ser atribu´ida a inexisteˆncia (pelo que ate´
hoje se sabe) de monopo´los magne´ticos. Qualquer semelhanc¸a com as equac¸o˜es de Yang-Mills
na˜o e´ mera coincideˆncia.
Utilizando o Lema de Poincare´, pela equac¸a˜o dF = 0, se U for uma regia˜o contra´til6
existe uma 1-forma A sobre U tal que F |U = dA. Logo a segunda equac¸a˜o fica
∗d ∗ dA = 0
Claramente, qualquer transformac¸a˜o A→ A+df onde f : U → R na˜o afeta as equac¸o˜es. Por
outro lado, suponhamos que no´s tenhamos um U(1)-fibrado vetorial, E. Para simplificar,
assumimos que E = M × C. Pelo Teo.8 uma conexa˜o ∇ em E pode ser enta˜o descrita
por uma forma de conexa˜o, que aqui chamaremos de potencial vetor, que e´ uma 1-forma a
valores em End(E). Mas como End(C) ≃ C canonicamente, isto equivale a dizer que temos
uma forma a valores complexos. Tomamos a representac¸a˜o fundamental de U(1) sobre C.
A a´lgebra de Lie de U(1) e´ dada por
u(1) = {ix | x ∈ R}
O que significa que as componentes de A sa˜o func¸o˜es puramente imagina´rias, o que pode
causar certo disconforto, mas que em todo caso pode ser consertado meramente estipulando
que essa conexa˜o seja i vezes a conexa˜o real. Agora suponhamos que apliquemos uma
transformac¸a˜o de gauge a este potencial vetor. Como E e´ trivial no´s podemos pensar na
transformac¸a˜o de gauge como uma func¸a˜o g : M → U(1). E obtemos enta˜o, lembrando que
U(1) e´ abeliano:
A˜ = gAg−1 + gdg−1 = A+ gdg−1
logo se pudermos escrever g = e−f para alguma func¸a˜o a valores imagina´rios f , no´s recuper-
amos
A˜ = A+ df
Claramente agora a curvatura e´ simplesmente o campo eletromagne´tico e as equac¸o˜es de
Maxwell no va´cuo sa˜o as equac¸o˜es de Yang-Mills para G = U(1). Lembramos que se o
grupo na˜o for abeliano, a pro´pria derivada exterior covariante envolve termos do potencial ,
deixando as equac¸o˜es de Yang-Mills na˜o lineares.
Ainda na˜o comentamos um assunto important´issimo, na verdade, o que da´ sentido a toda
a discussa˜o precedente. Precisamos discutir a forma como o campo eletromagne´tico interage
com a mate´ria, as equac¸o˜es de movimento, i.e.: a forc¸a de Lorentz. E´ claro que uma
carga situada em um campo na˜o so´ e´ sujeita a` ac¸a˜o do campo como tambe´m age sobre o
campo, transformando-o. Claramente, consideraremos aqui uma carga pequena suficiente
para que sua retroac¸a˜o seja insignificante. A fo´rmula usual para a forc¸a de Lorentz ~F sobre
uma part´icula com carga q com velocidade v e´ dada por
~F = q( ~E + ~v × ~B) (4.16)
6Lembramos ainda que pela Prop 20 todo fibrado vetorial sobre uma variedade contra´til e´ isomorfo a
uma variedade trivial, ou seja, todas as suas sec¸o˜es podem ser vistas como func¸o˜es, elementos de C∞(U → V )
onde V e´ a fibra t´ipica.
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no entanto, essa forma na˜o e´ abrangente o suficiente para descrever o caso relativ´istico. Por
exemplo, levando o tempo em considerac¸a˜o da equac¸o˜es de Euler-Lagrange deve emergir
tambe´m a energia da part´icula no campo.
Como definimos o campo eletromagne´tico, na˜o seria a forc¸˚esultante simplesmente a ac¸a˜o
de F sobre uma dada part´icula, i.e.: se v e´ a velocidade da part´icula de carga q, na variedade
que estamos considerando, dever´iamos ter q (F (v))♭ para a forc¸a exercida na part´icula.
Isto de fato se da´,7 e´ poss´ivel mostrar de uma forma extraordinariamente simples [14],
que no caso relativ´istico, em coordenadas, denotando a quadri-velocidade da part´icula de
carga q, por vσ, a equac¸a˜o de movimento (em unidades tal que c = 1) toma a forma:
m
dvσ
ds
= F σβqvβ = qF
σ
β v
β = q (F (v))♭
onde chamamos a atenc¸a˜o que s representa o paraˆmetro afim da curva da part´icula.
Agora escrevendo os (co-)campos em coordenadas temos
B = Bxdy ∧ dz +Bydz ∧ dx+Bzdx ∧ dy (4.17)
E = Exdx+ Eydy + Ezdz (4.18)
Agora, por (4.6), temos:
F (v) = (Bxdy ∧ dz +Bydz ∧ dx+Bzdx ∧ dy + Exdx ∧ dt + Eydy ∧ dt+ Ezdz ∧ dt)(v)
Escrevendo v coordenadas, na˜o e´ dif´icil calcular que a componente espacial de q (F (v))♭ nos
da´ exatamente a equac¸a˜o de Lorentz, e que sua parte temporal nos fornece qEiv
i = qE(~v)
que e´ produto da velocidade pela forc¸a que o campo ele´trico exerce na part´icula, ou seja, a
poteˆncia inserida na part´icula pelo campo. Terminamos essa sec¸a˜o com uma definic¸a˜o que
sera´ ampliada para Kaluza-Klein na pro´xima sec¸a˜o.
Definition 22 A co-forc¸a de Lorentz sobre uma part´icula com quadri-velocidade v e´ dada
por F (v).
4.2 Kaluza-Klein
De agora em diante, espac¸o por si so´ e tempo por si so´, descendera˜o a meras
sombras, e somente uma unia˜o dos dois deve sobreviver. - Hermann Minkowski.
History
Essa frase, dita por Minkowski em seu discurso na 80th Assemble´ia de Cieˆncia Natural
Alema˜, e´ uma das mais famosas citac¸o˜es da f´isica. Ela representa a mudanc¸a de paradigma
advinda da relatividade: o tempo deixou de ter seu cara´ter absoluto, mesclou-se a`s outras
7Tomando coordenadas {xµ}3µ=0, onde como sempre, i´ndices romanos significam somente os campos
espaciais.
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dimenso˜es espaciais, e juntas perderam seu cara´ter absoluto, rig´ido, para fornecer uma bela
explicac¸a˜o da gravitac¸a˜o8.
Em 1919, a teoria eletromagne´tica de Maxwell estava bem estabelecida, Einstein havia
ha´ pouco formulado sua teoria generalizada, enquanto as forc¸as nucleares ainda na˜o eram
compreendidas. Era natural portanto, procurar unificar as forc¸as conhecidas pelo aparato
teo´rico da relatividade geral, ou seja atrave´s da geometria do espac¸o-tempo. Theodor Kaluza
alcanc¸ou essa unificac¸a˜o atrave´s de um surpreendente artefato: postular uma dimensa˜o extra.
Apesar de atraente, a ide´ia de Kaluza tinha dois graves defeitos: a dependeˆncia da quinta
coordenada era suprimida por nenhum motivo aparente, e uma quinta dimensa˜o jamais
havia sido observada. Essas duas cr´iticas foram sanadas por Oscar Klein, que postulou
uma topologi circular para a quinta dimensa˜o. Ele mostrou que se o raio fosse pequeno
o suficiente era poss´ivel manter a dependeˆncia na quinta coordenada, justificar sua na˜o
observabilidade e preservar os resultados de Kaluza. A interpretac¸a˜o deste formalismo seria
um pouco distinta da interpretac¸a˜o das teorias de gauge com espac¸o interno, as part´iculas
realmente percorreriam todas essas dimenso˜es, sendo que o eletromagnetismo emergiria da
projec¸a˜o em nosso espac¸o-tempo quadri-dimensional dessa dinaˆmica em 5 dimenso˜es.
Muito anos mais tarde, generalizac¸o˜es de Kaluza-Klein para grupos de dimense˜os maiores
deram luz a` supergravidade, e ainda depois, como argumenta M.J. Duff [19], a revitalizac¸a˜o
da teoria de supercordas deveu mais a supergravidade de Kaluza-Klein do que ao modelo de
ressonaˆncia dual, ao contra´rio do que reviso˜es histo´ricas normalmente comentam. Faremos
um tratamento matema´tico de um caso mais geral do que Kaluza-Klein original, considerando
um fibrado principal com grupo estrutural arbitra´rio .
Mathematical Foundations
Ao longo desta sec¸a˜o, P sera´ umG-fibrado principal sobreM , variedade (pseudo)riemanniana
m-dimensional. {Xi}
m
i=1 sera´ um referencial ortonormal sobre um aberto θ ⊂ M e {λ
i}mi=1
seu co-referencial. Novamente G denota um grupo de Lie compacto k dimensional, g sua
a´lgebra de Lie dotada de produto interno Ad-invariante (K), como mencionado na Sec 2.3
e explicitado na Sec. 3.1. O dotaremos de base {eσ}
n
σ=m+1 (onde m + k = n) e base dual
para g∗ , {eσ}nσ=m+1. De uma forma geral os i´ndices latinos variam de 1 a m, e os gregos de
m+ 1 a n. Denotaremos ainda Cγσ β as constantes estruturais de g:
[eσ, eβ] = C
γ
σβeγ
E´ claro que Cγσβ = −C
γ
β σ
. Ademais, lembrando que como Ad : G → SO(g) implica ad :
g → so(g), que sa˜o as matrizes anti-sime´tricas, escrevendo ad(eσ)eβ = [eσ, eβ] no´s obtemos
tambe´m que Cγσβ = −C
β
σ γ . Dada uma me´trica h em M , e uma conexa˜o H (associada a
forma ω) em P , lembramos que, por (2.48) podemos induzir uma u´nica me´trica α em P
G-invariante, tal que a decomposic¸a˜o TP = H⊕ V seja ortogonal, que dπ|H seja isometria,
e que o produto interno de vetores verticais seja K:
α = π∗h+K ◦ ω
8Segundo o legenda´rio Lev Landau [14],“[a teoria da relatividade geral] representa provavelmente a mais
bela de todas as teorias f´isicas existentes.”
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Para facilitar a notac¸a˜o, denotaremos como ei a 1-forma sobre TP dada por π∗λi (note que
os i´ndices sa˜o latinos, na˜o gregos) i.e.: π∗λi → ei, e identificaremos tambe´m eβ ◦ ω → eβ,
obtendo uma 1-forma em V. Portanto, deixando as letras latinas mai´usculos correrem sobre
todos os i´ndices, temos que {eA}nA=1 e´ um co-referencial em P . Denotamos o referencial dual
a {eA}nA=1 pela me´trica γ de P por {eA}
n
A=1. E´ fa´cil ver que dπ(ei) = Xi. No´s temos tambe´m
que {eA}nA=1 e´ de fato um co-referencial, ja´ que eσ ∈ V por definic¸a˜o, e portanto
ei(eσ) = λ
i(dπ(eσ)) = 0 = γ(ei, eσ) = e
σ(ei)
Portanto obtemos um pouco mais, que e´ um referencial ortonormal, e como H e´ o subfibrado
ortogonal a V, no´s temos que
span
[
{eσ}
n
σ=m+1
]
= V|θ e span [{ei}
m
i=1] = H|θ
Terminada essa parte preliminar, o nosso objetivo sera´ calcular a conexa˜o de Levi-Civita
em P , a u´nica compat´ivel com a nossa me´trica e sem torsa˜o. A partir da´i, descobriremos fatos
surpreendentes ligados a` P e sua relac¸a˜o com M . Devemos, em alguns momentos, tentar
pensar em P mais como uma variedade riemanniana do que como um fibrado principal.
Seja Ω ∈ Γ(Λ2(TP ∗)⊗ g) a forma de curvatura em P , que pelo Teo.23 e´ dada por
Ω = dω ◦ Ĥ (4.19)
onde a forma de conexa˜o ω e´ nada mais que a projec¸a˜o no subespac¸o vertical, seguida do
isomorfismo entre este e g. Como temos um referencial local em V, podemos definir as
2-formas reais Ωσ ∈ Γ(Λ2(H∗)):
Ωσ ⊗ eσ := Ω
onde Ωσ = eσ([ei ⊗ ei, e
j ⊗ ej ]). Ou podemos tomar a descric¸a˜o ainda mais desmembrada,
definindo func¸o˜es reais F σij:
(
1
2
F σije
j ∧ ei)⊗ eσ := (Ω
σ)⊗ eσ (4.20)
Estamos ficando sem letras para denotar todos os objetos que queremos, enta˜o vamos de-
notar a forma de conexa˜o riemanniana, de Levi-Civita9 para P , relativa ao referencial que
constru´imos eA, como ω˜
A
B. Ou seja
∇eB = ω˜
A
BeA ou equivalentemente d(e
A) = ω˜AB ∧ e
B
Sendo de Levi-Civita, temos que ω˜AB = −ω˜
B
A . Como ω = e
σ ⊗ eσ. no´s temos que
10
dω = d(eσ)⊗ eσ = ω˜
σ
B ∧ e
B ⊗ eσ (4.21)
E portanto, por (4.19):
Ω = ω˜σi ∧ e
i ⊗ eσ (4.22)
9Que na˜o deve ser confundida com a forma de conexa˜o ω de P como fibrado principal, por exemplo, aqui
ω˜ ∈ Γ(Λ1(TP ∗)⊗ End(TP )) e portanto na˜o tem valor na a´lgebra de Lie.
10Lembremo-nos que aqui eσ e´um elemento fixo da a´lgebra de Lie (ver Teo.23).
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O que e´ um fato curioso, sendo que a priori a conexa˜o de Levi-Civita na˜o precisaria estar
relacionada a curvatura da conexa˜o de P . A relac¸a˜o existe porque a curvatura da conexa˜o,
(sendo a derivada covariante exterior da pro´pria conexa˜o) mede o quanto estes campos
variam, o que e´ claramente relacionado a` conexa˜o Levi-Civita.
Comparando (4.22) com (4.20) obtemos
ω˜σi ∧ e
i =
1
2
F σije
j ∧ ei (4.23)
Denotando por Γij a forma de conexa˜o em M relativas ao referencial Xi = dπ(ei).
Chamaremos o pull-back de Γij de Γ¯
i
j := π
∗Γij . No´s temos que
dλi = Γij ∧ λ
j (4.24)
Aplicando π∗ em ambos os lados temos:
d(ei) = d(π∗λi) = π∗d(λi) = π∗(Γij ∧ λ
j)
= Γ¯ij ∧ e
j
= ω˜iB ∧ e
B = ω˜ij ∧ e
j + ω˜iσ ∧ e
σ
(4.25)
No´s temos ainda, escrevendo explicitamente dω = Ω− ω ∧ ω:
(ω˜σB ∧ e
B)⊗ eσ = (
1
2
F σije
j ∧ ei)⊗ eσ −
1
2
eβ ∧ eν [eβ , eν ]
∴ ω˜σB ∧ e
B = 1
2
F σije
j ∧ ei − 1
2
Cσβνe
β ∧ eν
= ω˜σβ ∧ e
β + ω˜σi ∧ e
i mas por (4.23):
ω˜σi ∧ e
i = 1
2
F σije
j ∧ ei ⇒ ω˜σβ ∧ e
β = −1
2
Cσβνe
β ∧ eν
(4.26)
Agora, as contas ja´ esta˜o maduras o suficiente para introduzirmos os ana´logos dos s´imbolos
de Christoffel, definindo:
ω˜ABC := ω˜
A
B(eC) =⇒ ω˜
A
B = ω˜
A
BCe
C
Introduzindo nas duas u´ltimas equac¸o˜es de (4.26), como temos uma base completa de 2-
formas, obtemos sem maiores esforc¸os que
ω˜σije
j ∧ ei =
1
2
F σije
j ∧ ei
portanto ω˜σiβ = 0 = ω˜
i
σβ e finalmente
ω˜σi =
1
2
F σije
j (4.27)
Da mesma forma obtemos que ω˜σβi = 0 e
ω˜σβ = −
1
2
Cσνβe
ν (4.28)
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Substituindo (4.27) em (4.25) obtemos:
ω˜ij ∧ e
j = Γ¯ij ∧ e
j +
1
2
∑
σ
F σije
j ∧ eσ = Γ¯ij ∧ e
j −
1
2
∑
σ
F σije
σ ∧ ej (4.29)
e estamos prontos para enunciar o primeiro resultado obtido:
Proposition 27 
ω˜ij = Γ¯
i
j −
1
2
∑
σ
F σije
σ
ω˜σi =
1
2
F σije
j
ω˜σβ = −
1
2
Cσνβe
ν
(4.30)

Agora, suponhamos que γ : I → P seja uma geode´sica e γ¯ sua projec¸a˜o emM . Definimos
uma func¸a˜o q : I → g chamada de carga espec´ifica por q(t) = ω(γ′(t)). Note que esse nome
garboso nada mais significa que a projec¸a˜o da velocidade em V (ou g), e tentaremos provar
que a projec¸a˜o da velocidade da part´icula nas dimenso˜es extras e´ sua carga, e que portanto
deve ser mantida constante para geode´sicas. Lembremos tambe´m que no modelo considerado,
as part´iculas sempre percorrem geode´sicas, pois na˜o estamos considerando forc¸as na˜o inclusas
em nossa geometria (i.e.: forc¸as externas).
Ja´ que ω = eσ ⊗ e
σ enta˜o para qualquer vetor v em P no´s temos que
ω(v) = 〈v, eσ〉e
σ
Para provar que para uma geode´sica γ(t) em P a carga espec´ifica q(t) = ω(γ′(t)) e´ constante,
basta mostrar enta˜o que
〈γ′(t), eσ〉 = cte
Mas a me´trica que escolhemos para P e´ invariante pela ac¸a˜o de G, enta˜o como eσ sa˜o os
campos tangentes a` o´rbita do grupo, eles sa˜o campos de Killing. Logo a constaˆncia de
〈γ′(t), eσ〉 e´ um caso especial do seguinte teorema:
Theorem 29 Se X e´ um campo de Killing em uma variedade riemanniana N e γ e´ uma
geode´sica em N enta˜o o produto interno de X com γ′(t) independe de t.
Dem: Necessitaremos da primeira fo´rmula da variac¸a˜o:
Seja γ : I → N uma curva suave e
F : [−ǫ, ǫ] × I → N
(s, t) 7−→ F (s, t)
uma variac¸a˜o de γ, i.e.: tal que F (0, t) = γ(t) exatamente como constru´imos para a prova
do Teo. 14. tal que, para s fixo: F (s, t) = Fs(t) = γs(t) Agora sejam
∂
∂s |(s0,t0)
:= F∗
d
ds |(s0,t0)
;
∂
∂t |(s0,t0)
:= F∗
d
dt |(s0,t0)
(4.31)
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Como na˜o temos torsa˜o, e s, t sa˜o coordenadas,
D
ds
∂
∂t
=
D
dt
∂
∂s
Para um dado s temos:
E(F (s, t)) =
∫ b
a
〈
∂
∂t |(s,t)
,
∂
∂t |(s,t)
〉dt
Enta˜o, temos
1
2
d
ds
E(F (s, t)) =
1
2
d
ds
∫ b
a
〈
∂
∂t |(s,t)
,
∂
∂t |(s,t)
〉dt =
∫ b
a
〈
D
ds
∂
∂t |(s,t)
,
∂
∂t |(s,t)
〉dt
=
∫ b
a
〈
D
dt
∂
∂s |(s,t)
,
∂
∂t |(s,t)
〉dt = 〈
∂
∂s |(s,t)
,
∂
∂t |(s,t)
〉
∣∣∣∣b
a
−
∫ b
a
〈
∂
∂s |(s,t)
,
D
dt
∂
∂t |(s,t)
〉dt
Em particular,
1
2
d
ds
E(F (s, t))|s=0 = 〈
∂
∂s |(0,t)
, γ′(t)〉
∣∣∣∣b
a
−
∫ b
a
〈
∂
∂s |(0,t)
,
D
dt
γ′(t)〉dt
Se γ e´ geode´sica enta˜o:
1
2
d
ds
E(F (s, t))|s=0 = 〈
∂
∂s |(0,t)
, γ′(t)〉
∣∣∣∣b
a
Agora suponhamos que Φs seja o subgrupo a 1-paraˆmetro de isometrias gerado por X ,
fazemos enta˜o
F (s, t) = Φs(γ(t))
Agora
F∗
d
dt |(s,t)
= (Φs)∗(γ
′(t)) =
∂
∂t |(s,t)
e como Φs e´ isometria:
〈(Φs)∗(γ
′(t)), (Φs)∗(γ
′(t))〉 na˜o depende de s
portanto
1
2
d
ds
E(F (s, t))|s=0 = 0
e finalmente
〈
∂
∂s |(0,t)
, γ′(t)〉|b = 〈
∂
∂s |(0,t)
, γ′(t)〉|a
para todo [a, b] ⊂ I. Ou seja, o produto interno de X com γ′(t) independe de t.
Uma forma mais direta de obtermos este resultado seria assumindo que um campo de
Killing X obedece, para quaisquer campos Y e Z :
〈∇YX,Z〉+ 〈∇ZX, Y 〉 = 0
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e portanto como γ e´ geode´sica
d
dt
〈X, γ′(t)〉 = 〈∇γ′(t)X, γ
′(t)〉 = 0
no´s fizemos a primeira prova porque a consideramos mais geome´trica, menos alge´brica (ale´m
do queˆ, simultaˆneamente mostra que Xγ e´ um campo de Jacobi, i.e.: e
σ|γ sa˜o campos de
Jacobi, o que pode vir a ser u´til).

Agora definimos um funcional linear sobre a projec¸a˜o da nossa curva γ¯(t) = π(γ(t), ou
seja, sobre Tγ¯(t)M , da seguinte forma
Definition 23 A co-forc¸a de Lorentz, η(γ(t)) e´ definida por:
η(γ(t)) : Tγ¯(t)M → R
v 7→ K
(
Ωγ(t)
(
v˜, Ĥ(γ′(t))
)
, ω(γ′(t))
)
onde K e´ o produto interno em g, v˜ e´ o levantamento horizontal de v e Ĥ e´ a projec¸a˜o no
subfibrado horizontal.
Notemos que
Ωγ(t)
(
v˜, Ĥ(γ′(t))
)
= Ωγ(t) (v˜, γ
′(t))
Notemos ainda que esta expressa˜o fica um pouco mais complicada devido ao uso do levan-
tamento horizontal do vetor v, que e´ necessa´rio ja´ que queremos ver os efeitos em M e na˜o
em P . Se defin´issemos v como projec¸a˜o de um vetor qualquer X , ter´iamos simplesmente
Ωγ(t) (X, γ
′(t)).
Agora lembramos que provamos que a carga espec´ifica e´ uma constante, e portanto a
forma de KillingK aqui e´ so´ uma maneira de multiplicar pela carga. Finalmente, associando
a curvatura da conexa˜o com o campo, assim como fizemos na sec¸a˜o anterior, temos que
a forc¸a de Lorentz aqui e´ a projec¸a˜o da forc¸a eletromagne´tica na part´icula sobre a direc¸a˜o
X , ou melhor sobre a direc¸a˜o dπ(X). Se retirarmos a direc¸a˜o X (ou v), no´s temos que
(substituindo a notac¸a˜o K por “·”)
η(γ′(t)) = Ω(γ′(t)) · q
e´ uma 1-forma, equivalente a co-forc¸a de Lorentz, que nos fornece tambe´m a direc¸a˜o com
que o campo eletromagne´tico atua sobre a part´icula. Escrevendo em termos de nossa base
{eA}, temos,
γ′(t) = uiei + q
σeσ
onde claramente11
qσeσ = ω(γ
′(t)) = q e γ¯(t) = uiXi
Agora, por (4.20), Ω = 1
2
F σije
i ∧ ej ⊗ eσ, portanto, como {eσ} e´ base ortonormal (em relac¸a˜o
a K) para g, temos:
11Agora que nossa compreensa˜o f´isica do assunto ja´ se aprofundou minimamente, vale a pena apontar que
γ(t) tem n−m “cargas”, distintas, que na˜o se misturam e na˜o se alteram. Humm....
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Ω(γ′(t)) · q =
1
2
∑
σ
F σiju
iqσej (4.32)
∴ (Ω(γ′(t)) · q)♭ =
1
2
∑
σ,j
F σiju
iqσej (4.33)
E cuja projec¸a˜o corresponde a
F (γ¯′(t)) · q =
1
2
∑
σ,j
F σiju
iqσXj
De fato, qualquer que seja v ∈ Tγ¯(t)M , v = v
iXi, e portanto v˜ = v
iei e no´s temos que
tanto faz aplicarmos a forc¸a de Lorentz como definida em M , o que chamamos de F , ou no
levantamento horizontal, em P (ale´m disso e´ claro que, como as bases sa˜o duais pela me´trica,
as ccomponentes da descric¸a˜o como formas ou como campos sa˜o as mesmas).
E´ claro que ainda na˜o provamos o principal, i.e.:
Theorem 30 Ha´ uma discrepaˆncia entre a equac¸a˜o da geode´sica em M e a projec¸a˜o da
geode´sica em P que e´ exatamente a forc¸a de Lorentz:
Dem: A demonstrac¸a˜o consiste em calcular a projec¸a˜o de
Dγ′(t)
dt
= ∇Pγ′(t)γ
′(t) e compara´-la a
Dγ¯′(t)
dt
= ∇Mγ¯′(t)γ¯
′(t)
Escrevendo γ′(t) = uiei + q
σeσ , temos calculando e em seguida projetando no referencial
espacial12 :
∇P γ′(t)γ
′(t) = uj∇Pej (u
iei + q
σeσ) + q
β∇Peβ(u
iei + q
σeσ)
= uj
(
dui(ej)ei + u
iω˜Ai (ej)eA
)
+ ujqσω˜Aσ (ej)eA + q
βuiω˜Ai (eβ)eA + q
βqσω˜Aσ (eβ)eA
ei(∇P γ′(t)γ
′(t)) = ujdui(ej) + u
jukω˜ik(ej) + u
jqσω˜iσ(ej) + u
jqβω˜ij(eβ) + q
βqσω˜iσ(eβ)
Agora utilizando (4.30), e a anti-simetria de ω˜BA temos que
ujukω˜ik(ej) = u
jukΓ¯ik(ej)
ujqσω˜iσ(ej) = −
1
2
∑
σ
ujqσF σij
ujqβω˜ij(eβ) = −
1
2
∑
β
ujqβF βij
qβqσω˜iσ(eβ) = 0
12Note que na˜o sa˜o necessariamente campos coordenados, enta˜o deve-se resistir ao ha´bito de usar este
termo ao longo dessa sec¸a˜o. Utilizaremos fortemente a notac¸a˜o de soma de Einstein, muitas vezes mudando
i´ndices repetidos (i.e.: que sa˜o mudos) de nome.
110
E finalmente, substituindo
ei(∇Pγ′(t)γ
′(t)) =
(
ujdui(ej) + u
jukΓ¯ik(ej)
)
−
∑
σ
ujqσF σij
= π∗λi(∇Pγ′(t)γ
′(t)) = λi
(
ujdui(Xj) + u
jukΓik(Xj)
)
−
∑
σ
ujqσF σij
= λi(uj∇MXj (u
kXk))−
∑
σ
ujqσF σij
= λi(∇Mγ¯′(t)γ¯
′(t))−
∑
σ
ujqσF σij

Este resultado significa que habitantes de M que na˜o soubessem da existeˆncia de outras
dimenso˜es, na˜o saberiam que na verdade as geode´sicas que percorrem esta˜o em um espac¸o
com maior dimensionalidade. Encontrariam certas caracter´isticas das part´iculas que percebe-
riam permanecer constantes, e as chamariam de carga, cor, charme, ou qualquer outro nome
estranho que escolhessem. Perceberiam tambe´m que a discrepaˆncia entre as trajeto´rias que
as part´iculas deveriam percorrer segundo suas ine´rcias (geode´sicas), era proporcional a essas
cargas de uma maneira espec´ifica, de acordo com uma lei que na˜o envolvia explicitamente
outras dimenso˜es.
No entanto, o objetivo da Teoria de kaluza-Klein, e´ a de derivar as equac¸o˜es de Einstein
e de Yang-Mills a partir das equac¸o˜es de Einstein em uma dimensionalidade maior. Logo
no´s precisamos derivar estas equac¸o˜es de campo a partir da extremalizac¸a˜o da integral do
escalar de curvatura PR.
Agora, P tem uma curvatura escalar PR que pela invariaˆncia da me´trica e´ constante
em o´rbitas de G, e portanto pode ser calculada como func¸a˜o real sobre M . Ale´m disso, a
existeˆncia de uma me´trica Ad-invariante em g e´ equivalente a` existeˆncia de uma me´trica
bi-invariante em G (por translac¸a˜o), logo G tem uma curvatura escalar que e´ claramente
constante [20], e tambe´m bem definida sobre cada ponto de M . Finalmente, como tanto M
quanto g tem me´trica, e Ω e´ uma 2-forma em M a valores em g, Ω tem uma norma bem
definida
‖Ω‖2 =
∑
σ,i,j
(F σij)
2
que tambe´m e´ func¸a˜o escalar em M . Acharemos uma relac¸a˜o entre a curvatura do espac¸o
total, PR, a do espac¸o base, MR, a do grupo, GR, e a do campo eletromagne´tico ‖Ω‖.
Theorem 31 A relac¸a˜o entre as curvaturas escalares e´ dada por13 :
PR = MR−
1
2
‖Ω‖2 + GR
13Notemos que mudamos livremente i´ndices para cima e para baixo, ou seja, na˜o mantemos a lei de
conservac¸a˜o dos i´ndices. Isso ocorre porque estamos em um referencial ortonormal, cujo dual e´ feito tambe´m
pela me´trica, ou seja 〈·, eA〉 = eA, onde obviamente violamos a conservac¸a˜o.
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Dem: No´s sabemos que
PΩ(eA, eB)eC =
PRDABCeD ou ainda
PRABCD = 〈
PΩ(eA, eB)eC , eD〉
onde PΩ = dω˜+ ω˜ ∧ ω˜ ∈ Γ(Λ2(TP )⊗End(TP )) , e que, a exemplo das conexo˜es ω e ω˜, na˜o
deve ser confundida com Ω. Agora vejamos:
PR : =
∑
A,B
PRABAB =
∑
A,B
〈 PΩ(eA, eB)eA, eB〉
=
∑
A,B
〈dω˜(eA, eB)eA, eB〉+ 〈(ω˜ ∧ ω˜(eA, eB))eA, eB〉
Primeiramente14, escrevemos ω˜ = ω˜CDe
C ⊗ eC , portanto dω˜ = (dω˜
C
D)e
D ⊗ eC assim
15 temos
〈dω˜(eA, eB)eA, eB〉 = (dω˜
C
D)(eA, eB)e
D(eA)〈eC , eB〉 = (dω˜
B
A)(eA, eB) (4.34)
Similarmente ω˜ ∧ ω˜ = ω˜CD ∧ ω˜
E
F eC ⊗ e
D(eE)⊗ e
F = ω˜CD ∧ ω˜
D
F eC ⊗ e
F , assim como explicitado
em (1.30). Claramente
〈(ω˜ ∧ ω˜(eA, eB))eA, eB〉 = ω˜
B
D ∧ ω˜
D
A (eA, eB) (4.35)
Antes de mais nada, afirmamos que a curvatura de G, equipado com me´trica bi-invariante
e´ 1
4
CσαβC
σ
αβ. Um caminho das pedras para a demonstrac¸a˜o, e´, assumindo que quando temos
uma me´trica bi-invariante em G vale G∇XY =
1
2
[X, Y ], encontrar GR(X, Y )Z = 1
4
[[X.Y ], Z]
e da´i segue que GR = 1
4
〈[eα, eβ], [eα, eβ]〉 de onde segue nossa proposic¸a˜o.
Continuando, no´s temos, a partir de (4.35) e (4.34):
ω˜BD ∧ ω˜
D
A (eA, eB) = ω˜
B
D(eA)ω˜
D
A (eB)− ω˜
B
D(eB)ω˜
D
A (eA) (4.36)
dω˜BA(eA, eB) = eB[ω˜
B
A(eA)]− eA[ω˜
B
A(eB)]− ω˜
B
A([eA, eB]) (4.37)
Agora, a curvatura de M sera´ dada por uma expressa˜o ideˆntica a de P , substituindo ω˜ por
Γ. Para (4.36), pela anti-simetria em A e B, precisamos considerar treˆs casos, A,B espaciais,
A,B “gregos” e A espacial, B grego. Substiuindo A, B e D em (4.36) por i´ndices espaciais,
no´s obtemos a equac¸a˜o ana´loga para M :
ω˜jk ∧ ω˜
k
i (ei, ej) = Γ¯
j
k ∧ Γ¯
k
i (ei, ej) = Γ
j
k(Xi)Γ
k
i (Xj)− Γ
j
k(Xj)Γ
k
i (Xi) (4.38)
Nos restaram da somato´ria os termos para D grego, por (4.30), lembrando que F σij e´ anti-
sime´trico em i, j:
ω˜jσ ∧ ω˜
σ
i (ei, ej) = ω˜
j
σ(ei)ω˜
σ
i (ej)− ω˜
j
σ(ej)ω˜
σ
i (ei) (4.39)
= ω˜σj (ei)ω˜
σ
i (ej) (4.40)
= −
1
4
F σijF
σ
ij (4.41)
14A partir de agora na˜o colocaremos mais explicitamente o sinal da somato´ria quando i´ndices se repetirem
a` mesma altura.
15Note que a derivada exterior na˜o se aplica em eD, isso ocorre porque a derivada exterior nesse caso, tem
um significado espec´ifico, como mostramos na equac¸a˜o (1.70), onde t´inhamos uma forma em M a valores no
fibrado vetorial, e a derivada exterior so´ atuava na forma em M . Isso na˜o muda se o fibrado for TM(ou ,
no nosso caso, TP ).
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Faltam dois casos para terminarmos de analisar (4.36). Para A,B e D gregos no´s temos
que
ω˜σβ ∧ ω˜
β
α(eα, eσ) = ω˜
σ
β(eα)ω˜
β
α(eσ)− ω˜
σ
β(eσ)ω˜
β
α(eα) (4.42)
= ω˜σβ(eα)ω˜
β
α(eσ) =
1
4
CσαβC
β
σα (4.43)
= −
1
4
CσβαC
σ
βα (4.44)
Para D espacial, e´ fa´cil verificar que :
ω˜σi ∧ ω˜
i
α(eα, eσ) = 0 (4.45)
Para A espacial B,D gregos temos
ω˜βσ ∧ ω˜
σ
i (ei, eβ) = ω˜
β
σ(ei)ω˜
σ
i (eβ)− ω˜
β
σ(eβ)ω˜
σ
i (ei) (4.46)
= −ω˜βσ(eβ)ω˜
σ
i (ei) = 0 (4.47)
Pela anti-simetria de Cσαβ. Para A,D espaciais e B grego obtemos assim como em (4.39)-
(4.41):
ω˜σj ∧ ω˜
j
i (ei, eσ) = ω˜
σ
j (ei)ω˜
j
i (eσ)− ω˜
σ
j (eσ)ω˜
j
i (ei) = −
1
4
F σijF
σ
ij (4.48)
Agora, seguindo para a equac¸a˜o (4.37). Para A,B gregos temos:
dω˜βα(eα, eβ) = eβ[ω˜
β
α(eα)]− eα[ω˜
β
α(eβ)]− ω˜
β
α([eα, eβ]) (4.49)
= −ω˜βα([eα, eβ]) = −C
σ
βαω˜
β
α(eσ) (4.50)
=
1
2
CσβαC
σ
βα (4.51)
Onde utilizamos a constaˆncia e a anti-simetria de Cσαβ e (4.30). Para B grego e A espacial
temos
dω˜βi (ei, eβ) = d
(
1
2
F βije
j
)
(ei, eβ) =
1
2
(
dF βij ∧ e
j + F βijde
j
)
(ei, eβ) (4.52)
= −
1
2
dF βii (eβ) +
1
2
F βij
(
ω˜jA ∧ e
A(ei, eβ)
)
(4.53)
=
1
2
F βij
(
ω˜jβ(ei)− ω˜
j
i (eβ)
)
(4.54)
= −
1
2
F βijF
β
ij (4.55)
Onde utilizamos anti-simetria para vermos que dF βii = 0.
Finalmente, para os bravos que conseguiram suportar essa infinitude de contas, chegamos
ao caso final: A,B espacial.
dω˜ij(ej , ei) = d
(
Γ¯ij −
1
2
F σije
σ
)
(ej , ei) (4.56)
=
(
dΓ¯ij −
1
2
dF σij ∧ e
σ −
1
2
F σijde
σ
)
(ei, ej) (4.57)
= dΓ¯ij(ei, ej)−
1
2
F σij
(
ω˜σA(ei)e
A(ej)− ω˜
σ
A(ej)e
A(ei)
)
(4.58)
= dΓ¯ij(ei, ej)−
1
2
F σij
(
ω˜σj (ei)− ω˜
σ
i (ej)
)
(4.59)
= dΓ¯ij(ei, ej) +
1
2
F σijF
σ
ij (4.60)
Agora, somando (4.55) a (4.60) obtemos dΓ¯ij(ei, ej) que somado a (4.38) nos fornece justa-
mente MR. Agora, somando (4.44) a (4.51) obtemos GR, e finalmente, somando (4.41) a
(4.48) obtemos −1
2
‖Ω‖2.

Agora, como vimos na derivac¸a˜o da equac¸a˜o (2.48), ha´ uma bijec¸a˜o entre as me´tricas de
fibrado (bundle metrics) para P e (h, ω) onde h e´ me´trica de M e ω e´ forma de conexa˜o em
P . Logo, ao inve´s de variarmos o funcional de ac¸a˜o em relac¸a˜o a me´trica, podemos tomar a
variac¸a˜o independente de h e ω. Enta˜o temos :
S(α) = S(h, ω) =
∫
P
PRvolP =
∫
M
(
MR−
1
2
〈Ω,Ω〉 + GR
)
volM
Lembramos que me´trica H entra sorrateiramente em 〈Ω,Ω〉 atrave´s do operador ∗ de Hodge.
E´ poss´ivel mostrar [23] que, ao variarmos independentemente h e ω, i.e.: tomando ht = h+tµ
e ωs = ω + sγ onde µ e´ um (0, 2)-tensor sime´trico em TM e γ ∈ Γ(Λ
1(TM)⊗ g), obtemos,
para a variac¸a˜o de h:
d
dt |t=0
S(ht, ω) =
∫
M
(
MRij −
1
2
MRhij − Tij
)
µijvolM (4.61)
onde Tij e´ o tensor de energia momento relativo ao campo de Yang-Mills. Claramente (4.61)
resulta na equac¸a˜o de Einstein tendo o campo de Yang-Mills como fonte. A demonstrac¸a˜o
de (4.61) em si envolve longos e tediosos ca´lculos e pode ser encontrada em qualquer bom
livro de relatividade geral, por exemplo [15] e [8], ou como mencionamos, em [23] de forma
mais completa. A variac¸a˜o em relac¸a˜o a ω, como somente o termo 〈Ω,Ω〉 depende de ω, ja´
foi calculada em (3.6) e fornece justamente a equac¸a˜o de Yang-Mills:
D∗Ω = 0
Portanto obtivemos que os campos obedecem as equac¸o˜es corretas para ambos a relativi-
dade geral e campos de Yang-Mills, ou seja, obtivemos toda a dinaˆmica resultante das duas
teorias a partir de uma me´trica de fibrado em P . Dessa forma, e´ poss´ivel na˜o so´ unificar as
duas teorias, mas ao alcanc¸armos esta unificac¸a˜o, os campos de Yang-Mills, assim como o
gravitacional, desaparecem como forc¸as e sa˜o descritos por pura geometria, no sentido que
part´iculas percorrem geode´sicas de uma geometria riemanniana apropriada.
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