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Abstract
High energy reactions necessarily involve large momentum transfer to the target’s con-
stituents, which thus rebound near light speed. The experimentally observed correlation
between initial and final states measures the system’s response along the light cone. A con-
venient theoretical description of such reactions is light-front dynamics where the properties
of physical states are described along the advance of a wavefront of light.
In this work we report on using light-front dynamics to describe generalized parton
distributions, which are correlation functions encountered in virtual Compton scattering
at large momentum transfer. This two photon process requires pair annihilation contri-
butions which are subtle to handle in light-front dynamics. We are careful to derive such
contributions in the light-front Bethe-Salpeter formalism. This derivation highlights the
connection to the Fock space picture as well as provides a toy model for generalized parton
distributions.
Ultimately we use light-front dynamics to build a phenomenological parametrization
for the proton’s generalized parton distributions. This task is non-trivial due to the field
theoretic constraints required of these distributions. To meet the constraints imposed by
Lorentz covariance, we approach generalized parton distributions from the perspective of
double distributions. Despite avid phenomenological use, surprisingly little work has been
done to calculate double distributions. We first focus on a number of simple pedagogical
examples and demonstrate how double distributions can be correctly determined. The
double distributions we derive, including those for the proton, satisfy known constraints
and are adequate for phenomenological estimates of cross sections. The models used allow
one to study the interplay between the light-front formulation and Lorentz covariance.
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Glossary
BSE: Bethe-Salpeter equation.
Covariant: Lorentz covariant, i.e., transforming properly under the Lorentz group.
DD: Double distribution.
DIS: Deep-inelastic scattering.
DSE: Dyson-Schwinger equation, a coupled field theory equation of motion for a Green’s
function.
DVCS: Deeply virtual Compton scattering.
GDA: Generalized distribution amplitude, or two pion distribution amplitude.
GPD: Generalized parton distribution.
IMF: Infinite momentum frame.
LFTOPT: Light-front time-ordered perturbation theory.
Light-cone coordinates: The coordinates that describe the world sheets of light, namely
in our conventions x± = (x0 ± x3)/√2.
Light-front energy: The Fourier conjugate to light-front time.
Light-front time: The hypersurface defined by x+ = constant.
PDF: Parton distribution function, or quark distribution.
Polynomiality: Property of the moments of generalized parton distributions required by
Lorentz invariance.
Positivity: Bounds that are required of generalized parton distributions due to the posi-
tivity of the norm on Hilbert space, properly referred to as positivity bounds.
QCD: Quantum chromodynamics, the quantum field theory of colored quarks and gluons.
QED: Quantum electrodynamics, the quantum field theory of electrically charged particles
and photons.
iii

Chapter 1
Introduction
The description of the bound states of strongly interacting particles calls for a synthesis of
relativity and quantum mechanics. While this synthesis is afforded by quantum field theory,
the direct investigation of bound states from a covariant framework has been limited. Other
complimentary methods are desirable for both varied intuition and differing calculational
strategies.
In a Hamiltonian approach, one attempts to calculate wavefunctions for the physical
states of the theory. More than a half century ago, Dirac’s paper on the forms of relativistic
dynamics [1] introduced the front-form Hamiltonian approach, which differs from conven-
tional Hamiltonian dynamics by a relativistic boost to infinite momentum. Applications
of this form of dynamics to quantum mechanics and field theory were overlooked at the
time due to the appearance of covariant perturbation theory. The reemergence of front-
form dynamics was largely motivated by simplicity as well as physicality. The light-front
approach has the largest kinematic subgroup of operators [2] of any Hamiltonian theory.
Today the physical utility of light-front dynamics is transparent: hard scattering processes
probe a light-cone correlation of bound states. Not surprisingly, then, many perturbative
QCD applications can be treated on the light front, see e.g. [3]. Outside this realm, physics
on the light cone has been extensively developed for non-perturbative QCD [4–7] as well as
applied to nuclear physics [8, 9].
In this thesis we consider applications of light-front dynamics to generalized parton
distributions (GPDs). As GPDs enter into amplitudes for hard exclusive reactions, light-
cone quantized fields make a natural appearance. GPDs are theoretically challenging objects
to calculate. Even simple phenomenological parameterizations cannot be written down at
will [as is the case of conventional parton distributions functions (PDFs)] due to the field
theoretic constraints GPDs must satisfy. Ultimately we will generate a phenomenological
parametrization for the proton’s GPDs. Before doing so, however, we investigate from a few
perspectives the difficulties inherent in describing these new distribution functions. We first
motivate the physicality of the light-cone framework by considering deep-inelastic scattering
and then discuss bound states in field theory and the front form of Hamiltonian dynamics
1.1 Deep-inelastic scattering
Deep-inelastic scattering (DIS) is the canonical hard scattering process. We shall therefore
review DIS in some detail in order to introduce the relevance of light-front dynamics in pro-
cesses amenable to treatment in perturbative QCD. Our treatment parallels the analysis
1
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Figure 1.1: Diagrammatic depiction of the DIS process. An electron of momentum k is
incident on a proton of momentum P . The leading-order electromagnetic process is virtual
photon exchange between the electron and proton. As a result, the electron’s momentum is
altered to k′ and due to the high virtuality of the photon, the proton breaks up into various
reaction products collectively denoted by X.
of [10,11]. We show how light-cone coordinates and the collinear approximation enable sim-
plification of the DIS amplitude into a product of hard scattering coefficients and universal
functions. The latter are the conventional parton distribution functions (PDFs). These
distribution functions are momentum probabilities with respect to the quark wavefunction
of the target defined along the advance of a wavefront of light. The analysis presented
below will be extended later in Chapter 3 to deeply virtual Compton scattering (DVCS).
Nonetheless, this Section gives practical motivation for the need to investigate bound states
on the light cone.
1.1.1 Bjorken limit
In DIS off the proton, the process under consideration is electron1 scattering at large mo-
mentum transfer, namely
e(k) + p(P )→ e(k′) +X. (1.1)
Here k, k′ label the momenta of the initial and final electrons respectively, while P is the
momentum of the proton. The reaction happens at such large momentum transfer that the
proton breaks up, as it were, and subsequently forms new hadrons. We have used X to
label any of the myriad of possible final states.
We define the four-momentum transfered to the proton as q = k − k′. In the language
of QED, this momentum is transfered via the virtual exchange of a photon between the
electron and proton, see Figure 1.1. The offshellness of the photon is given by q2 = −Q2,
where Q2 is assumed to be very large and positive in the deep-inelastic limit. In accordance
with the Heisenberg uncertainty principle, the larger the momentum transfer, the smaller
the region probed. Hence one can view the electromagnetic process in DIS as resolving the
structure deep within the proton. From the electron’s perspective, however, the proton is
severely Lorentz contracted and thus the virtual photon is only capable of resolving small
sizes transverse to the beam direction.
In evaluating the cross section, we have the freedom to choose both the beam direction
and the overall frame in which to view the scattering reaction. With a suitable orientation of
the beam direction and a convenient choice of reference frame, we can work simultaneously
with P⊥ ≡ (P 1, P 2) = 0 and q⊥ = 0. Now as is conventional, we introduce two vectors pµ
1One can also consider muon, positron, neutrino, etc. scattering off the proton (or other) targets.
2
P
q
P
q
Figure 1.2: The forward virtual Compton amplitude T µν(q, P ). The dashed line denotes
the cut that yields the imaginary part needed for the DIS cross section.
and nµ into which we decompose the remaining momenta. Explicitly these vectors are
pµ =
Λ√
2
(1, 0, 0, 1) (1.2)
and
nµ =
1√
2Λ
(1, 0, 0,−1), (1.3)
where Λ is an unfixed parameter associated with the unexploited freedom to boost along
the zˆ-direction. Notice both vectors are lightlike: p2 = n2 = 0. Additionally their product
is p · n = 1.
In terms of these p and n vectors, the proton’s momentum appears as
Pµ = pµ +
M2
2
nµ, (1.4)
so that P 2 = M2. In the proton’s rest frame, Λ = M/
√
2. In this frame we define the
energy of the virtual photon q0 = ν and hence P · q =Mν. The photon’s momentum in the
proton rest frame is thus
qµ = (ν, 0, 0,−
√
Q2 + ν2) (1.5)
because the virtuality is q2 = −Q2.
Lastly we define the Lorentz invariant Bjorken variable x
x = − q
2
2P · q . (1.6)
In the proton rest frame, we have x = Q2/2Mν. In the limit of elastic proton-electron
scattering x is fixed by momentum conservation, x = 1. For a general inelastic process, x
is kinematically restricted to ∈ (0, 1]. Notice in particular this implies ν2 ≫ Q2. In DIS,
one refers to the Bjorken limit in which Q2 →∞ while x remains fixed by the kinematics.
In this limit the doubly differential cross section for the reaction in Eq. (1.1) has the form
d2σ
dE′dΩ′
=
α2E
MQ4
E′
E
Lµν(k, q)Wµν(q, P ), (1.7)
where we have included only the leading-order electromagnetic contribution from one photon
exchange. Here E′ is the final electron energy and dΩ′ its differential solid angle, while E is
the initial electron energy. Lµν(k, q) is the leptonic tensor representing the QED amplitude
3
squared for virtual photon emission off the electron line and αE is the electromagnetic
fine-structure constant. The unknown quantity in the cross section is the hadronic tensor
W µν(q, P ) which denotes the amplitude squared for the virtual photon-proton interaction.
The hadronic reaction products X, however, are not observed in inclusive DIS and are
accordingly summed over in W µν(q, P ). Thus we utilize the optical theorem
W µν(q, P ) = − 1
2π
ℑm [T µν(q, P )] (1.8)
to relate W µν(q, P ) to the forward virtual Compton amplitude T µν(q, P ) that is depicted
in Figure 1.2. In terms of the Heisenberg current operator Jµ(y), T µν(q, P ) can be written
as the diagonal proton matrix element of the time-ordered product of two currents, namely
T µν(q, P ) = i
∫
d4y eiq·y〈P |T
{
Jµ(y)Jν(0)
}
|P 〉. (1.9)
1.1.2 Collinear approximation
Above we have defined the kinematics of DIS and written the experimentally observed cross-
section in terms of the forward virtual Compton amplitude T µν(q, P ). We now proceed to
isolate the leading contribution to T µν(q, P ) in perturbative QCD.2 Large momentum q flows
through the diagram depicted in Figure 1.2. Since T µν(q, P ) is a Fourier transform, most
contributions are averaged out as q2 → −∞. Indeed the only non-vanishing contributions
that remain arise from singularities in the product of current operators as y2 → 0.
Due to the nature of the QCD running coupling, at large momentum transfer the highly
virtual photon couples to asymptotically free quarks. Asymptotic freedom justifies the
use of the impulse approximation for the product of currents and the so called handbag
dominance emerges (see Figure 1.3). More rigorously, the handbag mechanism picks out
the leading singularity as y2 → 0 in Eq. (1.9). The handbag contribution to W µν(q, P ) is
thus3
W µν(q, P ) =
1
2π
ℑm
{
i
∫
d4k
(2π)4
Tr
[
γµ
i(/k + /q)
(k + q)2 + iε
γνM(k, P )
]}
(1.10)
along with an additive similar contribution from the crossed handbag. The matrix element
M(k, P ) in the above expression is the forward free-quark proton scattering amplitude given
by
Mαβ(k, P ) =
∫
d4y eik·y〈P |T
{
ψβ(0)ψα(y)
}
|P 〉, (1.11)
where α and β are Dirac indices.
Lastly we need to isolate the dominant contribution from the matrix element M(k, P )
in the Bjorken limit. To do this we decompose the active quark momentum kµ in terms of
the light-cone vectors pµ and nµ, viz.
kµ = (k · n) pµ + (k · p)nµ + kµ⊥, (1.12)
2Throughout this work, we shall work only to leading order in the strong coupling. Important points
concerning O(αs) corrections are contained in footnotes such as this. For a comprehensive discussion of
perturbative QCD corrections to DIS, see e.g. [11].
3Quark masses have been neglected in the propagator with large momentum flow. The restriction
m2q/Q
2 ≪ 1 automatically follows from M2/Q2 ≪ 1, which, as we shall see, is the natural scale sepa-
ration condition in DIS.
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Figure 1.3: Graphical depiction of the handbag mechanism in DIS. Due to asymptotic
freedom, the forward virtual Compton amplitude is dominated by free quark scattering.
There are two contributions: the handbag shown on the left, and the crossed bag shown on
the right. Figure adapted from [12].
and analyze the situation in each momentum channel. The situation is the simplest with
respect to the transverse component. There, the photon carries no transverse momentum
and so the active quark’s transverse momentum is unchanged after interaction. In the pµ
direction, the photon adds q · n = −x to the active quark’s momentum forcing the final
momentum to be k · n − x. Lastly in the nµ direction, the photon adds q · p ≈ ∞ and the
rebounding quark has nearly infinite momentum in the nµ channel. Thus relative to this
direction the struck quark has effectively zero momentum, i.e. k⊥ ≈ 0 and k · n − x ≈ 0.
The latter we enforce by inserting 1 =
∫
dx δ(x− k · n). Our analysis leads to the collinear
approximation to the active quark’s momentum
kµ ≈ (k · n) pµ, (1.13)
because the transverse momentum is effectively zero and after interaction with the photon
the nµ component is infinite, which leads to suppression of the matrix element. In the
collinear approximation, we have the resulting contribution to W µν(q, P )
W µν(q, P ) = − 1
2π
ℑm
{∫
dx Tr
[
γµ
x/p+ /q
(xp+ q)2 + iε
γνMαβ(x)
]}
. (1.14)
Above we have reduced the free-quark proton Green’s function M(k, P ) into a function
of only4 Bjorken x
Mαβ(x) ≡
∫
d4k
(2π)4
δ(x− k · n)Mαβ(k, P ). (1.15)
In this form, the integral over y in Eq. (1.11) can be performed trivially. We arrive at
Mαβ(x) =
∫
dλ
2π
eiλx〈P |ψβ(0)ψα(λn)|P 〉, (1.16)
4This statement and the factorization in Eq. (1.14) are modified by O(αs) corrections. These arise from
perturbative gluon interactions which lead to renormalization scale dependence, i.e. Mαβ = Mαβ(x,µ
2).
Physically µ is the scale at which the partons are resolved. Consequently the notion of a parton is renormal-
ization scale and scheme dependent. The Compton amplitude W µν(q, P ) remains scale independent because
the O(αs) corrections to the hard scattering kernel in Eq. (1.14) exactly compensate for the µ dependence
in the quark-proton Green’s function.
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here we have used λn to denote evaluation at the position yµ = λnµ. Thus the DIS
scattering cross-section depends upon a correlation function containing two quark fields
with a lightlike separation (above the resulting separation is y− = λ/
√
2Λ, y+ = 0, and
y⊥ = 0). This means that the relevant part of the quark propagator in DIS is only that
along the light cone. Consequently the amplitude depends upon a correlation of proton
states along the light cone and inherent to DIS is the system’s response along the advance
of a wavefront of light. Furthermore, as a result of the collinear approximation Eq. (1.13),
the active quark’s plus momentum is a fraction of the proton’s, i.e., k+ = xP+.
For unpolarized DIS, we can decompose the Dirac structure of the light-cone correlator
M(x) into pµ and nµ vectors
Mαβ(x) =
1
2
/pαβ f1(x) +
1
2
M2/nαβ f4(x). (1.17)
Taking the trace of M(x) with /p and /n separately, we deduce∫
dλ
2π
eiλx〈P |ψ(0)γµψ(λn)|P 〉 = 2 [f1(x) pµ +M2f4(x)nµ] . (1.18)
Now since both n2 and p2 are zero, and n ·p = 1, contributions to the DIS cross section from
the f4(x) structure function must come out proportional to
M2
Q2
f4(x) at the end of the day.
One can neglect this structure due to the power-law suppression in the Bjorken limit.5 This
simplification is a peculiarity of the light-cone power counting6 because the overall matrix
element has one mass dimension but two irreducible structure functions.
To summarize, we have reduced the virtual forward Compton amplitude in the Bjorken
limit to one unknown structure function f1(x). In terms of proton matrix elements, this
structure function is
f1(x) =
1
2
∫
dλ
2π
eiλx〈P |ψ(0)γ+ψ(λn)|P 〉. (1.19)
Conventionally f1(x) is referred to as a parton distribution function (PDF). This is tech-
nically only true in light-cone quantization in light-cone gauge (see Appendix C). Never-
theless, to adequately model and physically interpret the PDF as a distribution one needs
to know properties of the bound state (here the proton) on the light front. Such properties
are encoded in the light-cone wavefunctions. We shall give a preliminary introduction to
these light-cone wavefunctions in Section 1.2.
1.1.3 Power counting with a twist
Above we have reviewed DIS in a manner intrinsically tied to the light cone. This will
guide us throughout the first few Chapters as we investigate properties of bound states
and wavefunctions on the light cone. There exists an alternate, covariant way to view
DIS structure functions that will be required in the later Chapters when we take up the
calculation of double distributions (DDs). Moreover this covariant representation will allow
us some insight as to the peculiarities of light-cone power counting. Instead of re-deriving
5This statement is not altered by perturbative QCD corrections. Indeed Eq. (1.18) is modified to include
scale dependence, but the structure functions f1(x,µ
2) and f4(x,µ
2) do not mix under evolution.
6Notice the vector pµ has only a minus component and hence projects out the plus component of a vector
dotted into it, while the nµ vector has only a plus component and projects out the minus component. In
older terminology, pµ gives one the good components, while nµ gives one the bad components.
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DIS amplitudes in the new framework, we shall take our result above Eq. (1.19) and merely
extract from it a new perspective.
Consider the nth moment of the PDF f1(x). We can write it in the form∫
dxxnf1(x) =
1
2
∫
dx
∫
dλ
2π
[(
−i d
dλ
)n
eiλx
]
〈P |ψ(0)γ+ψ(λn)|P 〉. (1.20)
Performing n-integrations by parts enables evaluation of the x-integral, which finally ap-
pears as
∫
dx
2πe
iλx = δ(λ). Thus we have∫
dxxnf1(x) =
1
2
nµnµ1 . . . nµn〈P |ψ(0)γµ(i∂µ1) · · · (i∂µn)ψ(0)|P 〉. (1.21)
This suggests we consider the tower of local operators O(n) defined by
Oµµ1...µn = ψ(0)γ{µi
↔
Dµ1 · · · i
↔
Dµn}ψ(0), (1.22)
where the action of {...} on Lorentz indices produces the symmetric traceless part of the
tensor. The derivative Dµ = ∂µ+igAµ is the QCD gauge covariant derivative. In extracting
the form of O(n) in Eq. (1.22) from Eq. (1.21), we made a number of trivial modifications
for free. Firstly we made the partial derivative act symmetrically
↔
∂ =
→
∂ −
←
∂ since the ψ
field has no λ dependence in Eq. (1.19). Next we upgraded the partial derivatives to gauge
covariant derivatives to render the tower of operators O(n) gauge invariant. Symmetrization
with respect to all Lorentz indices was also done at no cost since the prefactor of (n+1)-nµ
vectors in Eq. (1.21) filters out the symmetric part of the tensor operators. Notice that
symmetrization allows us to identify the operator O(1) with the quark part of the QCD
energy-momentum tensor. Lastly tracelessness, which allows us to classify O(n) irreducibly
as spin-(n + 1) operators, is a free choice since any trace terms are proportional to gµiµj
and must vanish when contracted with nµinµj since n
2 = 0.
Now we merely observe that because of Lorentz invariance, proton matrix elements of
the O(n) operators have the form
〈P |Oµµ1...µn |P 〉 = 2anP {µPµ1 · · ·Pµn}, (1.23)
where an is a Lorentz scalar.
7 Recall that n · P = n · p = 1. Thus we have∫
dxxnf1(x) = an. (1.24)
Moments of PDFs are proton matrix elements of local operators O(n). A natural question
to ask, however, is why there are infinitely many such operators. Power counting seems to
suggest that more Pµ’s in Eq. (1.23) means more suppression in the Bjorken limit.
The resolution of this paradox (and also the peculiarities of light-cone power counting)
involves fully appreciating the nature of the Bjorken limit. Let us denote an arbitrary
operator of mass dimension d and spin s as O(d, s). Unpolarized proton matrix elements
of this operator will pick up s-powers of P due to Lorentz covariance. But the net effect on
7In general an = an(µ
2). As an alternative to our above discussion of DIS, we can view the scale
dependence as arising from the renormalization of the composite operators in Eq. (1.22). Notice d
dµ2
a0 = 0
since O(0) is an operator with vanishing anomalous dimension.
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Figure 1.4: Diagrammatic representation of the Bethe-Salpeter equation. The blob repre-
sents the vertex function Γ.
the Compton amplitude T µν(q, P ) must come from contracting these P ’s with q’s. Hence
contributions to the physical cross section from O(d, s) are proportional to
〈P |O(d, s)|P 〉 →
(
2q · P
MQ
)s(M
Q
)d
=
1
xs
(
M
Q
)d−s
, (1.25)
where the equality utilizes the definition of Bjorken x, Eq. (1.6). Thus the relevant power
counting in DIS comes with a twist
τ = d− s. (1.26)
The operators with the lowest twist τ give the leading contribution to DIS.8 The opera-
tors O(n) are twist-2 contributions and are thus all relevant for DIS. The function f4(x)
encountered above is a twist-4 contribution. In summary, the calculation of model quark
distributions from their moments is an interesting study of the interplay between the light-
cone formalism and covariance. We shall take this much further in Chapters 4 and 5, where
we obtain model double distribution functions.
1.2 Bound states
Above we have reviewed DIS from two perspectives: a covariant development formulated
in terms of matrix elements of local twist-2 operators, and also from the perspective of
dynamics along the light cone. For applications throughout the rest of this work, we need
to introduce light-cone wavefunctions and investigate how the features of covariant field
theory manifest themselves in the many-body light-cone wavefunctions. To this end, we
first discuss in Section 1.2.1 two-body bound states in covariant field theory. Next in
Section 1.2.2 we provide an exactly soluble model wherein one can compare the covariant,
light-cone and familiar instant form wavefunctions. This involves solving for the model’s
wavefunction in the rest frame and then boosting to an arbitrary frame.
1.2.1 Bethe-Salpeter equation
In terms of fully covariant operators, the Lippmann-Schwinger equation for the two-particle
transition matrix T appears as
T = V + V GT. (1.27)
8The renormalization of these operators does not modify the twist expansion because operators of different
twist do not mix under evolution. One has the additional feature, however, that operators of the same twist
(and quantum numbers) do mix under evolution, e.g. to O(αs) one must consider mixing of O
(n) above with
the twist-two gluon operators
Oµµ1...µnνg = F
α{µi
↔
Dµ1 · · · i
↔
DµnF ν}α.
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Figure 1.5: Bethe-Salpeter equation for a point interaction. The state is bound by the
infinite chain of bubbles.
Above, V is the irreducible two-particle scattering kernel and G is the completely discon-
nected two-particle propagator (which is merely the product of two single-particle propaga-
tors). A pole in the T -matrix (at some R2 =M2, say) corresponds to a two-particle bound
state. Investigation of the pole’s residue gives an equation for the bound state vertex Γ
Γ = V GΓ. (1.28)
The amplitude Ψ is defined as GΓ and hence satisfies a similar equation, the Bethe-Salpeter
equation [13–15]
Ψ = GVΨ. (1.29)
Following [16], it is convenient to denote quantities able to be rendered in position or
momentum space with bras and kets. We will employ this notation only for quantities
that have been stripped of their overall momentum-conserving delta functions, for example
Γ(k,R) is defined by Γ(k,R) = 〈k|ΓR〉. Here we have used R as a label for the bound
state for which R2 = M2, and k labels the four momentum of the first particle. The same
is analogously true for Ψ(k,R). For the disconnected two-particle propagator, we define
first G(R) which is the disconnected propagator of total momentum R defined through
the relation 〈R′|G|R〉 = (2π)4δ(4)(R′ − R)G(R). Additionally we remove the momentum
conserving delta function between initial and final states of particle one in the discon-
nected Green’s function to arrive at G(k,R), i.e. 〈k|G(R)|p〉 = (2π)4δ(4)(k − p)G(k,R).
Using 〈R′|V |R〉 = (2π)4δ(4)(R−R′)V (R), we see the momentum-space kernel V (k, p;R) is
V (k, p;R) = 〈k|V (R)|p〉. Thus rendered in momentum space, the Bethe-Salpeter equation
(1.29) reads (see Figure 1.4)
Ψ(k,R) =
∫
d4p
(2π)4
G(k,R)V (k, p;R)Ψ(p,R). (1.30)
Armed with the Bethe-Salpeter amplitude Ψ, one can calculate field-theoretic bound-
state matrix elements by taking the appropriate residues of four-point Green’s functions.
These matrix elements may ultimately require knowledge of higher-point functions which
then must be solved for consistently in the same dynamics. The Bethe-Salpeter amplitude Ψ
is in some ways the covariant analogue of the Schro¨dinger wavefunction. While the features
of relativistic field theory (in particular: particle creation and annihilation, retardation
effects. . .) make the exact analogy impossible, in the non-relativistic limit, one can show
that the BSE reduces to the Schro¨dinger equation.
1.2.2 Toy wavefunction and boost
Above we have derived the covariant BSE for two-body bound states. In this Section, we
consider a toy model for the BSE that is exactly soluble. We shall for simplicity consider a
scalar bound state composed of two scalar particles. The solution will enable us to compare
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and contrast instant form dynamics and light-front dynamics all while maintaining exact
covariance. The instant and front form of dynamics are reviewed in Appendix B.
One can obtain the simplest soluble BSE equation by choosing a point-like interaction
for V (k, p;R) in Eq. (1.30), namely V (k, p;R) = ig, where g is a coupling constant. The
two scalar particles that make up the scalar bound state thus interact infinitely many
times according to the BSE to bind the state. For a point-like interaction, a bubble chain is
generated by the BSE and is shown in Figure 1.5. With this choice of interaction, the bound
state equation simplifies tremendously. Since the kernel is independent of momentum, the
only p dependence that remains in Eq. (1.30) is in Ψ(p,R) and this quantity is subsequently
integrated over all p. The integration merely produces some number that can be absorbed
into the overall normalization of the wavefunction (along with the coupling constant in the
kernel). Thus we are left with the solution
Ψ(k,R) = iG(k,R), (1.31)
where the overall constant is a matter of taste. Comparing with Eq. (1.28), we can also
trivially solve for the bound state vertex function: Γ(k,R) = i. We shall see later that
a point-like vertex is a convenient choice for phenomenological applications because the
crossing properties are trivial. The Bethe-Salpeter equation for Γ(k,R) determines the
mass M2 = R2 of the bound state via the consistency equation
1 = ig
∫
d4p
(2π)4
G(k,R). (1.32)
Now for simplicity we shall neglect self-energy contributions in the propagators and
choose the single particle propagator to have the basic Klein-Gordon form. The two-particle
disconnected propagator is a product of these Klein-Gordon propagators and hence by virtue
of Eq. (1.31) the covariant wavefunction is
Ψ(k,R) = −i[k2 −m2 + iε]−1[(k −R)2 −m2 + iε]−1. (1.33)
Here we have labeled the constituent mass by m. If we imagine taking the Fourier transform
of this wavefunction, we have a four-dimensional analogue of the Schro¨dinger wave function.
There is an important distinction, however. We also know the time dependence of the
wave function—the time evolution governed by the Hamiltonian operator is automatically
included because of the necessity of covariance. Moreover, we know from the Poincare´
algebra that there are other dynamical operators besides the energy9. As to which operators
are Hamiltonians and thus which are kinematical depends upon the form of dynamics chosen.
The instant and front forms are reviewed in Appendix B. We shall consider first the familiar
instant form.
In the instant form of dynamics, the energy and the Lorentz boosts are the dynamical
operators. The initial conditions are specified on the boundary x0 = 0, as in classical and
quantum mechanics. The time evolution of the system is governed by the energy operator
and involves non-trivial effects due to the system’s dynamics. Moreover the relativistic
properties of the system also are complicated by the dynamics in the instant form. This is
reflected in the fact that the generators of Lorentz boosts are Hamiltonians. If we write out
the Fourier transform of the Bethe-Salpeter wavefunction
Ψ(x,R) =
∫
d4k
2π
eix·kΨ(k,R), (1.34)
9Dirac advocated the use of “Hamiltonian” for all operators that are dynamical, of which the energy
operator is one.
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we see that the instant form wavefunction can be obtained by integration over the energy
k0. Thus at time x0 = 0 and in the rest frame of the bound state, we have
ψ0(k,0) =
∫
dk0
2π
Ψ(k,R)
∣∣∣
Rµ=(M,0)
. (1.35)
Given our solution to the BSE Eq. (1.31), we can carry out this projection onto the
initial surface. The integration can be done using the residue theorem bearing in mind the
four poles of the integrand
k0a,a = ±
√
k2 +m2 ∓ iε (1.36)
k0
b,b
=M ±
√
k2 +m2 ∓ iε. (1.37)
The instant form wavefunction is 2πi[Res(k0a) + Res(k
0
b
)]. Explicitly we have
ψ0(k,0) =
1√
k2 +m2
1
M2 − 4(k2 +m2) (1.38)
and overall multiplicative constants have been neglected. Notice the wavefunction is mani-
festly rotationally invariant. This is indicative of the kinematic nature of the generators of
rotations in the instant form.
From the point of view of relativistic quantum mechanics, one might wonder what the
wavefunction is in an arbitrary frame. For example, in considering electromagnetic form
factors, the final state is boosted relative to the initial one and thus to model the form
factors phenomenologically, one requires knowledge of the boost. To deduce the boosted
wavefunction, one must solve the complicated dynamical equation
|ψ0(k,R)〉 = eiK·R|ψ0(k,0)〉, (1.39)
where K are the generators of Lorentz boosts. For any three-vector k, let us define E(k) =√
k2 +m2. The boosted wavefunction which solves Eq. (1.39) can be compactly written as
ψ0(k,R) =
1
E(R) + E(k)− E(R− k)
{
1
E(k)
[
E(R) + E(k) + E(R− k)]
+
1
E(R − k)[E(R)− E(k) − E(R− k)]
}
. (1.40)
To obtain the boosted wavefunction, we chose not solve Eq. (1.39). We merely returned
to the covariant Bethe-Salpeter wavefunction and evaluated it at x0 = 0 using Eq. (1.35)
in an arbitrary frame. The non-transparent relation between the rest frame wavefunction
Eq. (1.38) and the boosted wavefunction Eq. (1.40) indicates the dynamical nature of the
boost.
In the front form of dynamics, one is interested in the properties of physical states along
the advance of a wavefront of light. The objects of front form dynamics are the light-cone
wave functions which are projections onto the initial surface x+ = 0. In analogy with the
instant form, one refers to x+ as light-cone time, and its Fourier conjugate k− as light-front
energy. In the front form, the energy is a Hamiltonian along with two rotation operators
corresponding to two independent rotations of the wavefront of light. In contrast with the
instant form, light-front Lorentz boosts are kinematical.
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By virtue of Eq. (1.34), the light-cone wavefunction is
ψ(x,k⊥rel) =
∫
dk−
2π
Ψ(k,R), (1.41)
where x is the fraction of the plus momentum carried by the first particle, x = k+/R+
and the relative transverse momentum is k⊥rel = k
⊥ − xR⊥. Evaluation of the integral is
standard and actually simpler than in the instant form because, on the light-cone, there are
only two energy poles. Taking the appropriate residue, the light-cone wave function for our
toy model is
ψ(x,k⊥rel) =
θ[x(1− x)]
R+x(1− x)
1
M2 − k⊥rel2+m2x(1−x)
. (1.42)
Notice the wave function maintains only a cylindrical symmetry and further that the relation
of the rest frame wave function to the boosted wavefunction is all compactly written above in
terms of k⊥rel. These facts are of course indicative of the kinematic subgroup of the Poincare´
generators (the subgroup includes rotation within the initial surface and light-front boosts).
Accordingly the full rotational symmetry of the rest frame wavefunction is not manifest, cf
Eq. (1.38) and Eq. (1.31).
One should now inquire as to how the two wavefunctions ψ0 and ψ are related to each
other. We can try to turn the light-cone wavefunction into the rest frame wavefunction. In
the literature, this is accomplished by introducing an auxiliary variable k3. So that k3 has
a physical interpretation in terms of the z-component of momentum, one uses the two-body
center of mass relation
x =
k+
R+
=
1
2
+
k3
2
√
k2⊥ + (k3)2 +m2
. (1.43)
Here R+ is taken to be the sum of the free constituents’ plus momentum. There is no
binding effect in the total plus momentum because longitudinal translations are kinematic
in the front form of dynamics. Inverted this relation between x and k3 reads [17]
k3 =
(
x− 1
2
)√
k2⊥ +m2
x(1− x) . (1.44)
Simple algebra yields the relation
x(1− x) = k
2
⊥ +m
2
4E(k2)
(1.45)
from which we deduce
ψ(k3,k⊥) =
E(k)2
k2⊥ +m2
1
M2 − 4E(k)2 . (1.46)
This bears a resemblance to the instant form wavefunction in the rest frame Eq. (1.38). If
we include the Jacobian
∂x
∂k3
=
k2⊥ +m
2
2E(k)3
(1.47)
as a multiplicative prefactor, then the wavefunctions agree. There is, however, no reason
why this should work: only a factor of
√
∂x
∂k3
is justified to preserve the norm. When
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one considers not the wavefunctions themselves but the relevant amplitudes, enforcing the
constraint of Poincare´ invariance on the physical amplitude can lead to the proper factors
to include, e.g. for form factors in the Drell-Yan frame the proper factor is
√
∂x
∂k3
. The
variable transformation Eq. (1.44) is additionally convenient for the evaluation of integrals.
Notice, the light-cone wavefunction itself can be evaluated in the rest frame, however, it is
not connected to the rest frame wavefunction in the instant form by a non-singular boost.
For amplitudes involving a fixed number of particles, the above correspondence Eq. (1.44)
can be used along with constraints from Poincare´ covariance to determine the relation to
the instant form rest-frame wavefunction. In general, however, there is no relation between
field theoretic amplitudes and Poincare´ covariant representations of relativistic dynamics.
While there is no general way to unboost the light-cone wavefunctions, the instant form
wavefunction ψ0(k,R) can be boosted to the infinite momentum frame (IMF). As a result of
this procedure, one recovers the light-cone wavefunction ψ(x,k⊥). Originally field theories
were re-formulated in the infinite momentum frame [18–21] as a way to simplify covariant
perturbation theory. The connection to light-cone quantization was made later.
To boost the wavefunction to infinite momentum, we first simplify matters by choosing
R⊥ = 0. In the IMF, R3 →∞ while R2 =M2 is kept fixed. Thus one has
R0 = R3
[
1 +
M2
2(R3)2
+ . . .
]
(1.48)
Notice in this limit, we have R+ ≈ √2R3 →∞ while R− ≈M2/2√2R3 → 0.
Working with the constituent’s momentum, we use the parametrization
k = k⊥ + xR3 zˆ. (1.49)
The energy factors then simplify in the IMF as
E(k) = xR3 +
k2⊥ +m
2
2xR3
+ . . . (1.50)
E(R− k) = (1− x)R3 + k
2
⊥ +m
2
2(1− x)R3 + . . . . (1.51)
Carrying out the boost to infinite momentum on the wavefunction in Eq. (1.40) yields the
IMF wavefunction which we denote ψ0(k,∞). Using Eqs. (1.50) and (1.51) we find
ψ0(k,∞) = 1
R3x(1− x)
1
M2 − k2⊥+m2x(1−x)
, (1.52)
which since R+ ∝ R3 is just the light-cone wavefunction evaluated for R⊥ = 0. Unboosting
the wavefunctions from the IMF is generally impossible but can be done in the context of a
few specific amplitudes for which a correspondence between relativistic quantum mechanics
and field theory can be made.
In summary, this simple covariant model for the BSE Eq. (1.31) has allowed us to
explore both the instant and front form wavefunctions. We saw how the structure of these
wavefunctions is related to the respective kinematic subgroups of the Poincare´ algebra.
Moreover, a fully covariant starting point allowed us a simple way to correctly formulate
the three-dimensional dynamics. We shall employ this philosophy throughout the work.
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Chapter 2
Light-Front Bethe-Salpeter
Equation
Above we have seen the utility of light-front dynamics in processes at large momentum
transfer. Additionally we investigated the properties of light-cone wavefunctions in a sim-
ple exactly soluble model for the covariant BSE. This Chapter concerns bound states of two
particles in the light-front formalism, specifically of interest are current matrix elements be-
tween bound states. We approach the topic, however, from covariant perturbation theory in
order to dispel rampant misconceptions about bound states on the light front. As demon-
strated by the tremendous undertaking of [22, 23], one can derive light-front perturbation
theory for scattering states by projecting covariant perturbation theory onto the light cone,
thereby demonstrating their equivalence—including the delicate issue of renormalization.
As to the issue of light-front bound states, a reduction scheme for the Bethe-Salpeter equa-
tion recently appeared [16,24] that produces a kernel calculated in light-front perturbation
theory. This reduction scheme makes formal earlier observations about the connection be-
tween the Bethe-Salpeter equation and the light-front bound state equation [25]. For the
purpose of simplicity, in this Chapter we consider only bound states of two scalar particles
interacting via the exchange of a massive scalar in the (1 + 1)-dimensional ladder model.
Our main consideration is to extend the reduction to current matrix elements to in-
vestigate carefully valence and non-valence contributions in the light-front Bethe-Salpeter
formalism. To do this, we calculate our model’s form factor. As calculations in the light-
front reduction are covariant only when summed to all orders, our results violate Lorentz
symmetry and we choose to extract the form factor from the plus-component of the electro-
magnetic current in order to make contact with the Fock space representation. Moreover,
in calculating (1+1)-dimensional form factors we cannot choose a frame of reference where
Z-graphs vanish. This enables us to investigate their contribution, which in (3 + 1) dimen-
sions has a variety of applications such as to generalized parton distributions, which we will
detail in Chapter 3. Z-graph contributions haunt light-front dynamics since non-valence
properties of the bound state are involved, so that valence wavefunction models cannot be
utilized directly. On one hand, the light-cone Fock representation provides expressions for
the Z-graph contributions in terms of Fock component overlaps which are non-diagonal in
particle number [26,27]. While on the other hand, vertices which cannot be related to the
valence wavefunction (coined as non-wavefunction vertices in [28]) appear in the light-front
Bethe-Salpeter formalism. A variety of ways have been proposed for dealing with these
non-wavefunction vertices [29,30] including attempts to model the covariant vertex [31,32],
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or (when possible) estimating the contribution from higher Fock states [33]. In a Poincare´
covariant framework, Z-graph contributions involve a dynamical light-front rotation and
represent a similar formidable problem.
Below we show that non-wavefunction vertices are supplanted by contributions from
higher Fock states in light-front time-ordered perturbation theory (provided the interaction
has light-cone time dependence). In essence contributions from non-wavefunction vertices
are reducible and should only be used when the interaction is (or is approximately) in-
stantaneous1. This constitutes a replacement theorem for non-wavefunction vertices which
trivially extends to (3+1) dimensions. When one works from covariant perturbation theory,
the coupled tower of Dyson-Schwinger equations gives rise to the light-cone Fock compo-
nents [34, 35]. Thus when the Green’s functions are treated properly and the light-front
BSE is derived, instead of postulated, non-wavefunction contributions are absent.
The organization of this Chapter is as follows. First in Section 2.1.1 we present the
issue of non-wavefunction vertices and energy poles of the Bethe-Salpeter vertex focusing
on a typical light-front constituent quark model as an example. For such models, non-
wavefunction vertices are required to express the form factor. We find the commonly used
assumptions in quark models necessitate vertices not only without energy poles but without
energy dependence. Hence covariance is generally lost. Next in Section 2.1.2, we review the
reduction of the Bethe-Salpeter equation presented in [16] focusing on the energy poles of
the vertex. We derive an interpretation of the reduction as a procedure for approximating
the poles of the vertex. Additionally in Section 2.2, we show how the normalization of the
covariant Bethe-Salpeter equation turns into a familiar many-body normalization in the
light-front reduction. The normalization condition resembles a diagonal matrix element of
a pseudo current and has contributions from higher Fock states. We calculate the explicit
normalization condition for the ladder model at next-to-leading order in perturbation theory.
The connection to the familiar many-body Fock state normalization is made in Appendix
E. In the following Section (2.3), we construct the current to be used with the reduced
formalism. In Section 2.4 the (1 + 1)-dimensional ladder model is presented and in Section
2.4.2 we compare the calculation of the form factor for the model using two different paths
to the reduction. The comparison allows us to see when non-wavefunction vertices can be
efficiently used. Lastly we summarize our findings in Section 2.5.
2.1 Light-front reduction
To derive a bound state equation on the light front, we must investigate the reduction of the
covariant BSE Eq. (1.29) to the hypersurface x+ = 0. Following the toy wavefunction ex-
ample presented in Section 1.2.2, we must integrate over the light-cone energy to obtain the
proper three-dimensional boundary value. The clear first step to handling such a reduction
approximately is to make simplifying assumptions about the dependence on the light-cone
energy to enable the projection. Near independence from light-front energy corresponds to
an instantaneous approximation with respect to light-front time. This is where we begin
our discussion.
1We shall often refer to interactions and vertices merely as instantaneous if they are independent of
light-cone time, or equivalently light-cone energy. Similarly we are not careful about referring to light-cone
time and light-cone energy as time and energy, respectively.
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2.1.1 Poles of the Bethe-Salpeter vertex
To introduce the reader to non-wavefunction vertices and instantaneous approximations,
we focus on light-front constituent quark models. We start by writing down the covariant
equation for the meson2 vertex function Γ. In (1 + 1) dimensions, it satisfies a simple BSE
(see Figure 1.4):
Γ(k,R) = i
∫
d2p
(2π)2
V (k, p)ΨBS(p,R), (2.1)
in which we have defined the Bethe-Salpeter wavefunction ΨBS as
ΨBS(k,R) = G(k,R)Γ(k,R), (2.2)
with the two-particle disconnected propagator G(k,R) = d(k)d(R− k). For scalars of mass
m, the renormalized, single-particle propagator d has a Klein-Gordon form
d(k) =
i
(k2 −m2)[1 + (k2 −m2)f(k2)] + iǫ , (2.3)
where the residue is i at the physical mass pole and the function f(k2) characterizes the
renormalized, one-particle irreducible self-interactions. To simplify the comparison carried
out in Section 2.4, we shall ignore f(k2). Above V is the irreducible two-to-two scattering
kernel which we shall refer to inelegantly as the interaction potential.
Now we imagine the initial conditions of our system are specified on the hypersurface
x+ = 0. As we saw for DIS, correlations between field operators evaluated at equal light-
cone time turn up in hard processes for which this choice of initial surface is natural. In
order to project out the initial conditions (wavefunctions, etc.) of our system, we must
perform the integration over the Fourier conjugate to x+, namely k−. For instance, our
concern is with the light-front wavefunction ψ(x) defined as the projection of the covariant
Bethe-Salpeter wavefunction onto x+ = 0,
ψ(x) = 2R+x(1− x)
∫
dk−
2π
ΨBS(k,R), (2.4)
with x = k+/R+. The overall multiplicative factor in the definition of ψ(x) is an arbitrary
choice.
Looking at Eq. (2.2), in order to project the wavefunction exactly, we must know the
analytic structure of the bound-state vertex function. If the vertex function Γ(k,R) had
no poles in k−, then our task would be simple: the light-front projection of ΨBS would
pick up contributions only from the poles of the propagator G(k,R). Next we observe
from Eq. (2.1), that the k− dependence of the interaction V (k, p) must give rise to the k−
poles of the vertex function Γ(k,R). Hence an instantaneous interaction gives rise to an
instantaneous vertex and a simple light-front projection (see, e.g., [29]).
On the other hand, constituent quark models often assume a less restrictive simplifica-
tion of the analytic structure of the vertex (see, e.g., [32]) in order to permit the light-cone
projection. We shall show that this assumption along with the presumed covariance of
the quark model implies instantaneous vertices. For any momentum p, let us denote the
(1 + 1)-dimensional on-shell energy p−on = m2/2p+. The propagator G(k,R) has two poles{
k−a = k−on − iǫx
k−b = R
− + (k −R)−on − iǫx−1 .
(2.5)
2Here we use meson to denote a general two-particle bound state. Mesons just happen to be convenient
examples.
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Figure 2.1: Covariant diagram for the electromagnetic form factor. Labels a, b and c denote
subscripts used for on-shell energy poles.
Notice that although we work in (1 + 1) dimensions, the results are trivial to extend to
(3+1) dimensions because the imaginary parts of poles have precisely the same dependence
on (only) the plus-momenta. This remark applies not only to this Section but to the rest
of this Chapter.
In constituent quark models that attempt to find a field theoretic basis, Γ is assumed to
have no poles in the upper-half k−-plane for 0 < x < 1. Since the light-front wavefunction
is proportional to θ[x(1− x)], in light of Eq. (2.5) we further require any possible poles of
Γ to lie in the upper-half plane for x < 0 and in the lower-half plane for x > 1. With these
restrictions Eq. (2.4) dictates the form of the constituent quark wavefunction
ψ(x) = DW(x|M2)Γ(kb, R)θ[x(1− x)], (2.6)
where we have defined the Weinberg propagator as
DW(x|M2) = 1
M2 − m2x(1−x)
(2.7)
and used the abbreviation Γ(kb, R) to denote evaluation at the energy pole k
− = k−b ap-
pearing in Eq. (2.5).
When we calculate the (elastic) electromagnetic form factor for these constituent quark
models (see Figure 2.1), we are confronted with more poles. Let ∆+ = −ζP+ < 0 be the
plus-component of the momentum transfer between initial and final state mesons. The form
factor is then
F (t) ∝
∫
(2x− ζ)Γ(k, P )Γ∗(k +∆, P +∆) d2k
[k2 −m2][(P − k)2 −m2][(k +∆)2 −m2] (2.8)
The k−-poles from the propagators are k−a , k
−
b defined in (2.5) and k
−
c = −∆−+(k+∆)−on−
iǫ
x−ζ .
Given this pole structure, the contributions to F (t) are proportional to θ[x(1− x)]. In
the region x < ζ, closing the contour in the upper-(lower-) half plane will enclose possible
poles of the final (initial) vertex. As one can see from considering the region x > ζ, the
form factor can be determined solely from Res(k−b ). In (3 + 1) dimensions, where we are
free to choose frames in which ζ = 0, this becomes the only contribution to the form factor.
But if ζ 6= 0, the additional poles from vertices in the region x < ζ are required by Lorentz
invariance.
If one advocates no modification to the pole structure of Eq. (2.8) due to the vertices,
then by closing the contour in the lower-half plane, one picks up the residue at k−a without
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any contribution from poles of the initial-state vertex. Such poles cannot lie in the upper-
half plane for x < ζ since the form of ψ would be both frame dependent and contrary to that
of Eq. (2.6) [the (3 + 1)-dimensional version of which is employed by all light-front quark
models]. Thus one is actually assuming there are no poles of the Bethe-Salpeter vertex,
which we originally pointed out in [30].
Returning to the definition of the wavefunction (2.4) under the premise of a vertex
devoid of poles, we now find Γ(kb, P ) = Γ(ka, P ), which we shall call pole symmetry. This
symmetry is essential for making contact with the Drell-Yan formula [36], since for x > ζ
both initial- and final- state vertices may be expressed in terms of wavefunctions. When
x < ζ, however, the final-state vertex becomes Γ∗(ka+∆, P +∆) which cannot be expressed
in terms of ψ∗(x′) (where x′ = x−ζ1−ζ ) even with pole symmetry. Such a vertex we refer to as a
non-wavefunction vertex. Understanding and dealing with such objects from the perspective
of time-ordered perturbation theory is the primary goal of this Chapter.
Naturally constituent quark models presume the integral in Eq. (2.8) converges. This
in turn enables us to relate an initial-state non-wavefunction vertex to the final-state non-
wavefunction vertex encountered above via integrating around a circle at infinity. Equating
the sum of residues Res(k−a ) + Res(k
−
b ) + Res(k
−
c ) = 0, we find
Γ∗(ka +∆, P ′)
Γ∗(kb +∆, P ′)
(k−b − k−c )−
Γ(kc, P )
Γ(kb, P )
(k−b − k−a ) = k−a − k−c . (2.9)
This relation holds for the class of models for which the pole structure of Eq. (2.8) is not
modified by the vertices. The ratio structure of the vertices does not allow for a common
factor k−a − k−c in the two terms in Eq. (2.9). The equality then depends on delicate
cancellations between initial- and final- state vertices, which in general are unrelated.3 The
philosophy of constituent quark model phenomenology is to choose the form of ψ and hence
the form of Γ. This rules out any such delicate cancellation. Treating Γ as free to be chosen,
the equality Eq. (2.9) can only hold if both ratios are one. This yields the restriction
∂
∂∆−
Γ(kc, P ) = 0. (2.10)
But ∆− only enters Γ(kc, P ) through k− = k−c . Hence Γ is independent of k−, which is a
hidden assumption in light-front quark models.4 Clearly this assumption is problematic for
the calculation of form factors in frames where ζ 6= 0. Furthermore, covariance cannot be
borne in unless the vertex Γ(k,R) is completely independent of kµ.
In general, of course, the vertex Γ not only has light-front energy dependence but poles
as well. As we shall see below, the light-front reduction of the Bethe-Salpeter equation is
a procedure for approximating the poles of the vertex function. Moreover when applied to
current matrix elements, which require further contributions from higher Green’s functions,
these poles generate higher Fock state contributions.
2.1.2 The reduction scheme
To reduce the Lippmann-Schwinger equation (or any such Dyson-Schwinger equation) to
a light-front version, we must introduce an auxiliary Green’s function G˜ in place of G (as
3In particular, one could consider the final state to be an excited state. While the process is not elastic,
the analysis goes through unchanged and the initial and final state vertices would not permit the delicate
cancellations required by Eq. (2.9).
4There is another way to reveal this hidden assumption. The vertex Γ cannot be both covariant and
devoid of k− poles for the integral in Eq. (2.8) to exist.
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in [37]). Thus we have
T =W +WG˜T, (2.11)
provided that
W = V + V (G− G˜)W. (2.12)
Taking residues of Eq. (2.11) gives us an alternate way to express the bound state vertex
function
Γ =WG˜Γ. (2.13)
To choose a light front reduction, G˜ must inherently be related to projection onto the
initial surface x+ = 0. For simplicity, we denote the integration
∫
dk−
2π 〈k−|O(R) =
∣∣∣O(R).
With this notation, we will always work in (1 + 1)-dimensional momentum space for which
the only sensible matrix elements of
∣∣∣O(R) are of the form 〈k+| ∣∣∣O(R)|p−, p+〉. The operator
O(R)
∣∣∣ is defined similarly. The generalization of both operators to (3 + 1) dimensions
is obvious. For a useful reduction scheme (one that preserves unitarity), we must have∣∣∣G(R)∣∣∣ = ∣∣∣G˜(R)∣∣∣. The simplest choice of G˜ that results in time-ordered perturbation
theory requires
G˜(R) = G(R)
∣∣∣g−1(R) ∣∣∣G(R), (2.14)
where the reduced disconnected propagator g(R) is defined by the matrix elements
〈xR+|
∣∣∣G(R)∣∣∣ |yR+〉 = 〈xR+|g(R)|yR+〉. (2.15)
Explicitly this forces
〈xR+|g(R)|yR+〉 = 2πδ(xR+ − yR+)θ[x(1− x)] 2πi
2R+x(1− x)DW(x|R
2). (2.16)
The inverse propagator g−1(R) can then be constructed, bearing in mind g−1(R) only exists
in the subspace where g(R) is non-zero. Explicitly
〈xR+|g−1(R)|yR+〉 = 2πδ(xR+ − yR+)θ[x(1− x)]2R
+x(1− x)
2πi
DW
−1(x|R2). (2.17)
This forces
〈xR+|g−1(R)g(R)|yR+〉 = 2πδ(xR+ − yR+)θ[x(1− x)], (2.18)
which is unity restricted to the subspace where the operators g(R) and g−1(R) are de-
fined. We are more careful about this point than the authors [16] since the consequences
of Eq. (2.17) are essential for dealing with instantaneous interactions. Notice G˜(R) defined
in Eq. (2.14) is consequently non-zero only for plus-momentum fractions between zero and
one.
The reduced transition matrix t(R) is
t(R) = g−1(R)
∣∣∣G˜(R)T (R)G˜(R)∣∣∣g−1(R) (2.19)
Taking the residue of Eq. (2.19) at R2 =M2, gives a homogeneous equation for the reduced
vertex function γ
|γR〉 = w(R)g(R)|γR〉, (2.20)
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where the reduced auxiliary kernel is
w(R) = g−1(R)
∣∣∣G(R)W (R)G(R)∣∣∣g−1(R). (2.21)
Given this structure, the reduced kernel w(x, y|R2) ≡ 〈xR+|w(R)|yR+〉 will always be
∝ θ[x(1 − x)]θ[y(1 − y)]. Moreover the reduced vertex γ(x|M2) ≡ 〈xR+|γR〉 ∝ θ[x(1 − x)]
as a result of Eq. (2.20).
From (2.20) we can define the light-front wavefunction |ψR〉 ≡ g(R)|γR〉, notice this
too restricts the momentum fraction x: ψ(x) ∝ θ[x(1 − x)]. By iterating the Lippmann-
Schwinger equation for T twice, it is possible to relate T to t and thereby construct T
given t, which is clearly not possible from the definition (2.19). Taking the residue of this
relation between T and t yields the reduced-to-covariant conversion between bound-state
vertex functions, namely
|ΓR〉 =W (R)G(R)
∣∣∣ |γR〉. (2.22)
Finally, we can manipulate the covariant Bethe-Salpeter amplitude into the form
|ΨR〉 =
(
1 +
(
G(R)− G˜(R)
)
W (R)
)
G(R)
∣∣∣ |γR〉, (2.23)
which justifies the interpretation of |ψR〉 as the light-front wavefunction since it is easy to
demonstrate that
∣∣∣ |ΨR〉 = |ψR〉.
While all light-front reduction schemes when summed to all orders yield the x+ = 0
projection of the Bethe-Salpeter equation, the choice of G˜(R) in Eq. (2.14) generates a
kernel calculated in light-front time-ordered perturbation theory. The normalization of the
covariant and reduced wavefunction will be discussed below.
2.1.3 An interpretation for the reduction
The heart of our intuition about the light cone lies in integrating out the minus-momentum
dependence of the covariant wavefunction. So we merely cast the formal reduction in a way
which highlights the contributions from poles of the covariant vertex function.
Utilizing Eqs. (2.13) and (2.22), we can show
G˜(R)|ΓR〉 = G(R)
∣∣∣ |γR〉. (2.24)
Thus the appearance of G˜(R)|ΓR〉 has the form of an instantaneous approximation since
Eq. (2.24) shows that it has no minus-momentum poles besides those of the propagator
G(R).
This instantaneous approximation appears in determining the light-front wavefunction.
Using Eqs. (2.12) and (2.23), we have
|ψR〉 =
∣∣∣G(R)V (R) ∞∑
j=0
[(
G(R)− G˜(R)
)
V (R)
]j
G(R)
∣∣∣ |γR〉. (2.25)
From truncating the series in G(R) − G˜(R) at some j = n − 1 and using a consistent
approximation to Eq. (2.22), we are led to the nth-order approximate solution ψ(n)
|ψ(n)〉 =
∣∣∣(GV )nG˜|Γ〉, (2.26)
20
after having used Eq. (2.24). Thus at any order n in the formal reduction scheme, we
have iterated the covariant Bethe-Salpeter equation n-times and subsequently made an
instantaneous approximation via Eq. (2.24). Retaining the minus-momentum dependence
in V to nth order allows for an nth-order approximation to the vertex function’s poles.
2.2 Normalization
The relation Eq. (2.23) between the four-dimensional Bethe-Salpeter wavefunction and the
reduced light-front wavefunction was presented in [16]. The normalization of the reduced
wavefunction, however, was not discussed in much detail and we address this below following
our work in [38].
The reducible four-point function defined by G(4) = G+GTG has the behavior
G(4)(R) = −i |ΨR〉〈ΨR|
R2 −M2 + iǫ + finite, (2.27)
near the bound state pole. Since the four-point function satisfies the equation
G(4)(R) = G(4)(R)
(
G−1(R)− V (R)
)
G(4)(R), (2.28)
the Bethe-Salpeter amplitude must satisfy
1 = lim
R2→M2
−i
〈ΨR|
(
G−1(R)− V (R)
)
|ΨR〉
R2 −M2 , (2.29)
which is necessarily finite since |ΨR〉 satisfies the bound state equation: |ΨR〉 = GV |ΨR〉.
Application of l’Hoˆpital yields the covariant normalization condition [39]
2iRµ = 〈ΨR| ∂
∂Rµ
(
G−1(R)− V (R)
)
|ΨR〉
∣∣∣∣∣
R2−M2
. (2.30)
The normalization (2.30) takes the form of a diagonal matrix element of a pseudo current.
In what follows we shall omit total four-momentum labels since they are all identi-
cally R. As we saw above, the light-front reduction is performed by integrating out the
minus-momentum dependence with the help of an auxiliary Green’s function G˜(R). The
normalization condition for the reduced wavefunction is then deduced by using the conver-
sion Eq. (2.23) and the definition of the reduced wavefunction |ψR〉, namely
|ψR〉 =
∣∣∣ |ΨR〉 = g(R)|γR〉. (2.31)
Hence taking the plus component of Eq. (2.30), we arrive at
2iR+ = 〈γR|
∣∣∣G
(
1 +W (G− G˜)
)(
∂
∂R−
[
G−1 − V
])(
1 + (G− G˜)W
)
G
∣∣∣ |γR〉. (2.32)
The complicated normalization condition is indicative of the effects of higher Fock space
components.
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To see this explicitly, we must know the minus-momentum dependence of the interaction.
We therefore adopt a weakly coupled, one-boson exchange model for V (the so-called ladder
approximation). Supposing the boson mass is µ and the coupling constant g, we have
V (k, p) =
−g2
(p− k)2 − µ2 + iǫ . (2.33)
In considering the normalization condition, we will work in (3 + 1) dimensions. The bound
state equation and wavefunctions which result from the leading-order ladder exchanges are
collected in Appendix D. Notice ∂V/∂Rµ = 0. For our purposes, it suffices to assume we
have a light-front wavefunction ψ(x,k⊥) for the lowest Fock state and then investigate the
form of the constraint given in Eq. (2.32).
Let us start with the contribution at leading order in G−G˜ to the reduced wavefunction’s
normalization. −i
2R+
〈γR|
∣∣∣G( ∂
∂R−
G−1
)
G
∣∣∣ |γR〉 = 1. (2.34)
To perform the integration, we note
∂
∂R−
G−1(k,R) = −2iR+d−1(k)(1 − x), (2.35)
where we have customarily chosen x = k+/R+. Evaluation of the integral in equation (2.34)
is standard and yields
NLO ≡
∫
dxdk⊥
2(2π)3x(1− x)ψ
∗(x,k⊥)ψ(x,k⊥) = 1, (2.36)
a simple overlap of the two-body wavefunction.
To analyze the normalization to first order in G− G˜, we expand equation (2.32) to first
order
NLO + δN + . . . = 1, (2.37)
where NLO is the integral appearing in (2.36) and the first-order correction arising from
(2.32) is
δN =
−i
2R+
〈γR|
∣∣∣G( ∂
∂R−
G−1
)(
G− G˜
)
V G+GV
(
G− G˜
)( ∂
∂R−
G−1
)
G
∣∣∣ |γR〉. (2.38)
The presence of G˜ merely subtracts the leading-order result NLO. Considering for the
moment just the first term in the above equation (and omitting the subtraction G˜), we
have
−i
∫
d4k
(2π)4
d4p
(2π)4
(1−x)γ∗(x,k⊥|M2)d(k)d(R−k)2V (k, p)d(p)d(R−p)γ(y,p⊥|M2). (2.39)
The minus-momentum integrals above are similar to those considered in deriving the bound-
state equation to leading order in Appendix D. The only difference is the double pole due
to the extra propagator d(R − k). With x = k+/R+ and y = p+/R+, for x > y we avoid
picking up the residue at the double pole and the result is the same as in Eq. (2.34) after
using the bound-state equation. This term is then subtracted by the G˜ term in equation
(2.38). On the other hand, when x < y we pick up the residue at the double pole. Part
of the residue is subtracted by the G˜ term; the other half depends on ∂V (k, p)/∂k−. The
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Figure 2.2: Graphical depiction of the irreducible five-point function Γµ as sum of impulse
terms and a gauged interaction. By construction, Γµ is gauge invariant.
second term in Eq. (2.38) is evaluated identically up to {k ↔ p}. Now combining the two
terms and their relevant θ functions, we can rewrite the result using the explicit form of the
light-front time-ordered one-boson-exchange potential Eq. D.3, namely
δN =
∫
dxdk⊥
2(2π)3x(1− x)
dydp⊥
2(2π)3y(1− y)ψ
∗(x,k⊥)
(
− ∂
∂M2
V (x,k⊥; y,p⊥|M2)
)
ψ(y,p⊥).
(2.40)
Thus although the covariant derivative’s action on the potential vanishes, we can manipulate
the correction to the normalization into the form of a derivative’s action on the light-front
kernel. With this form, we can compare to the familiar nonvalence probability discussed in
Appendix E [in the frame where R+ = R− = M/
√
2, with M/
√
2 as the eigenvalue of the
light-front Hamiltonian, denoted p− in Eq. (E.8)]. This correction to the normalization has
been discussed earlier [3].
Here we have seen that the normalization of the light-cone wavefunction includes effects
from higher Fock states. Since this normalization condition stemmed from a diagonal ma-
trix element of a pseudo current, we should not be surprised that matrix elements of the
electromagnetic current, when treated in this reduction scheme, pick up contributions from
higher Fock states. These contributions to current matrix elements are the subject of the
next Section.
2.3 Current
Here we extend the formalism presented so far to include current matrix elements between
bound states. We do so in a gauge invariant fashion following [40]. Our notation, however,
is more in line with the elegant method of gauging equations presented in [41, 42]. This
latter general method extends to bound systems of more than two particles. Our goal here is
to see how higher Fock contributions appear from the covariant starting point and rule out
the use of non-wavefunction vertices. Once one accepts the results, one may work directly
with the three-dimensional light-front kernel and gauge it. The results are the same [43].
Consider first the full four-point function G(4) defined by
G(4) = G+GTG. (2.41)
For later use, it is important to note that the residue of G(4)(R) at the bound state pole
R2 =M2 is −i|ΨR〉〈ΨR|. Using the Lippmann-Schwinger equation for T , we can show the
four-point function satisfies
G(4) = G+GV G(4). (2.42)
To discuss electromagnetic current matrix elements, we will need the three-point func-
tion for the ith constituent, which we write as dµi . We define an irreducible three-point
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function for the ith constituent Γµi in the obvious way
dµi = diΓ
µ
i di. (2.43)
Now we need to relate the one-particle electromagnetic vertex function to the T matrix.
Let jµ denote the electromagnetic coupling to the constituent particles (since our particles
are scalars jµ =
↔
∂ µ). Since the electromagnetic three-point function Γµi is irreducible, we
have
Γµi = G
−1G(4)jµ (2.44)
and by using the definition of G(4) Eq. (2.41), we have the desired relation
Γµi = j
µ + TGjµ (2.45)
Notice the right hand side lacks the particle label i. In the first term, the bare coupling
acts on the ith particle while in the second term the bare coupling does not act on the ith
particle. For this reason we have dropped the label which will always be clear from context.
In considering two propagating particles’ interaction with a photon, the above definitions
lead us to the impulse approximation Γµ0 to the current
Γµ0 = Γ
µ
1d
−1
2 + d
−1
1 Γ
µ
2 . (2.46)
Additionally the photon could couple to interacting particles. Define a gauged interaction
V µ topologically by attaching a photon to the kernel in all possible places. This leads us to
the irreducible electromagnetic vertex Γµ defined as (see Figure 2.2)
Γµ = Γµ0 + V
µ, (2.47)
which is gauge invariant by construction.
Lastly to calculate matrix elements of the current between bound states it is useful to
define a reducible five-point function (see Figure 2.3)
G(5) µ = G(4)ΓµG(4). (2.48)
Having laid down the necessary facts about electromagnetic vertex functions and gauge
invariant currents, we can now specialize to their matrix elements between bound states by
taking appropriate residues of Eq. (2.48). The form factor is then
−i(P ′µ + Pµ)F (t) = 〈ΨP ′ |Γµ(−∆)|ΨP 〉, (2.49)
where P ′µ = Pµ +∆µ and t = ∆2.
2.4 Two models
In this Section, we use the formalism thus far developed for two models. The first model
has an instantaneous interaction while the second is not instantaneous. Contributions to
form factors are contrasted and the issue of non-wavefunction contributions is resolved.
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Figure 2.3: Graphical depiction of the reducible five-point function G(5) µ. The irreducible
five-point function is the gauge invariant Γµ.
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Figure 2.4: Diagrammatic representation of the one-boson exchange potential w(x, y|M2)
appearing in Eq. (2.52).
2.4.1 Wavefunctions
To be specific, we again work in the ladder approximation for the kernel Eq. (2.33) for which
the energy pole (with respect to p) of the interaction V (p, k) is
p−v = k
− +
µ2
2(p+ − k+) −
iǫ
2(p+ − k+) . (2.50)
This interaction is completely non-local in space-time and hence does not have an instan-
taneous piece. The reduced kernel Eq. (2.21) is consequently made up of retarded terms
(i.e. dependent on the eigenvalue M2) where higher order in G − G˜ means more particles
propagating at a given instant of light-cone time (see, e.g., [16]). The leading-order equation
for ψ from Eq. (2.20) is the Weinberg equation [44]
ψ(x) = −DW(x|M2)
∫ 1
0
w(x, y|M2)ψ(y)
2(2π)y(1 − y) dy. (2.51)
with the time-ordered one-boson exchange potential (see Figure 2.4) calculated to leading
order from Eq. (2.21)
w(x, y|M2) = −g
2
x− y θ[x(1− x)]θ[y(1− y)]
[
θ(x− y)D(x, y|M2)− {x↔ y}
]
, (2.52)
where
D−1(x, y|M2) =M2 − m
2
y
− µ
2
x− y −
m2
1− x. (2.53)
We can obtain Eq. (2.51) most simply by iterating the Bethe-Salpeter equation once (see
Section 2.1.3) and then projecting onto the light cone. See Appendix D for the (3 + 1)-
dimensional derivation.
In the limit µ2 ≫ m2,M2, the interaction becomes approximately instantaneous, which
suggests we separate out an instantaneous piece Vo:
V (k, p) = Vo + [V (k, p)− Vo], (2.54)
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where
Vo = Vo(x, y) =
−g2θ(x− y)
E2(x− y)− µ2 +
−g2θ(y − x)
E2(y − x)− µ2 , (2.55)
with E as a constant parameter to be chosen. Of course other choices of Vo are possible.
We choose the above form of Vo for two reasons.
First is the form of the instantaneous approximation wavefunction, which we denote by
φ(x). When we write the potential as Eq. (2.54), we expand Eq. (2.12) to first order in g2
as
W = Vo + (V − Vo) + (V − Vo)
(
G− G˜
)
(V − Vo). (2.56)
To zeroth order in G− G˜ and V − Vo, the integral equation for φ is
φ(x) = −DW(x|M2)
∫ 1
0
wo(x, y)φ(y)
2(2π)y(1 − y)dy, (2.57)
where by Eq. (2.21), the reduced instantaneous potential is merely wo(x, y) = θ[x(1 −
x)]θ[y(1− y)]Vo(x, y). In the instantaneous limit, µ2 ≫ m2,M2 solutions to Eqs. (2.51) and
(2.57) coincide—both wavefunctions approach ∼ DW(x, 4m2).
Secondly, we preserve the contact interaction limit by excluding from Vo the factor
θ[x(1 − x)]θ[y(1 − y)]. That is, when {µ2, g2} → ∞ with g2/µ2 fixed (or equivalently
E → 0) we have the contact interaction5 Vo → g2/µ2, which rightly knows nothing about
the momentum fractions x and y. We shall now investigate contributions to the form factors
for each of the models Eqs. (2.33) and (2.55).
2.4.2 Form factors
From Eq. (2.49) we can calculate the form factors for each of the models (2.33) and (2.55)
in the reduced formalism. Working in perturbation theory, we separate out contributions
up to first order by using Eq. (2.23) to first order in G− G˜ and Γµ (2.47) in the first Born
approximation. The matrix element Jµ = 〈ΨP ′ |Γµ(−∆)|ΨP 〉 then appears for a model with
some kernel V
Jµ ≈ 〈γP ′ |
∣∣∣G(P ′)(1 + V (P ′)(G(P ′)− G˜(P ′)))
×
(↔
∂ µ(−∆)d−12 + V (−∆)G(−∆)
↔
∂ µ(−∆)d−12
)
×
(
1 + (G(P ) − G˜(P ))V (P )
)
G(P )
∣∣∣ |γP 〉
=
(
JµLO + δJ
µ
i + δJ
µ
f + δJ
µ
γ
)
+O[V 2], (2.58)
with the leading-order result
JµLO = 〈γP ′ |
∣∣∣G(P ′)↔∂ µ(−∆)d−12 G(P )∣∣∣ |γP 〉. (2.59)
The first-order terms are
δJµi = 〈γP ′ |
∣∣∣G(P ′)↔∂ µ(−∆)d−12 (G(P ) − G˜(P ))V (P )G(P )∣∣∣ |γP 〉
δJµf = 〈γP ′ |
∣∣∣G(P ′)V (P ′)(G(P ′)− G˜(P ′))↔∂ µ(−∆)d−12 G(P )∣∣∣ |γP 〉
δJµγ = 〈γP ′ |
∣∣∣G(P ′)(V (−∆)G(−∆)↔∂ µ(−∆))d−12 G(P )∣∣∣ |γP 〉. (2.60)
5This exactly soluble (1 + 1)-dimensional light-cone model, in which ψ(x) ∝ DW(x|M
2), has been con-
sidered earlier in [45].
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The labels indicate the intuition behind the reduction scheme (seen in Section 2.1.3): the
term δJµf arises from one iteration of the covariant Bethe-Salpeter equation for the final-
state vertex followed by an instantaneous approximation (2.24), δJµi arises in the same way
from the initial state and δJµγ comes from one iteration of the Lippmann-Schwinger equation
(1.27).
At this point, we must specify which component of the current vector we are using to
calculate the form factor. In Section 2.3, we started with the manifestly Lorentz invariant
decomposition of the current matrix element, cf. Eq. (2.49). Working to first-order in the
reduction scheme, however, covariance has been lost, e.g., the kernel Eq. (2.52) breaks
rotational invariance [46]. Thus all components of the current are no longer equivalent. In
order to make connection with the Drell-Yan formula and the Fock space decomposition
in [26, 27], we must choose the plus-component of the current. Agreement with the form
factor calculated from the minus-component is only achieved when one works to all orders
in the reduction scheme. Further discussion can be found in [38] and also below in Section
3.2.
Because the leading-order expression (2.59) is independent of the kernel V , the result
will have the same form for both models. Using the effective resolution of unity, the above
expression converts into
J+LO =
∫
d2p
(2π)2
d2k
(2π)2
〈γP ′ |p+〉〈p|G(P ′)
↔
∂+(−∆)d−12 G(P )|k〉 〈k+|γP 〉. (2.61)
Bearing in mind the delta function present in G(R), we have the factor
〈p|
↔
∂+(−∆)|k〉 = −i(2k+ +∆+)(2π)2δ2(p− k −∆). (2.62)
Now define x = k+/P+ and ∆+ = −ζP+ as above in Section 2.1.1 and denote the reduced
vertex 〈k+|γR〉 = γ(x|M2). The leading-order contribution is then
J+LO =
∫
d2k
(2π)2
γ∗(x′|M2)d(k +∆)(2x− ζ)d(k)d(P − k)γ(x|M2), (2.63)
where x′ = x−ζ1−ζ . Notice Eq. (2.63) is quite similar to Eq. (2.8). For x > ζ evaluation is
straightforward and leads to
FLO(t) =
θ(x− ζ)
1− ζ/2
∫
dx
2(2π)
2x− ζ
x(1− x)x′ψ
∗(x′)ψ(x), (2.64)
for the non-instantaneous case. For the instantaneous case FLO(t), merely replace ψ with
φ.
On the other hand, we know from Section 2.1.1 the region x < ζ contains a non-
wavefunction vertex (see Figure 2.5). However, evaluation of Eq. (2.63) with reduced ver-
tices is quite different than in Section 2.1.1. Rather simply, the term γ∗(x′|M2) = 0 by
virtue of Eq. (2.20) because x′ < 0. Thus there is no contribution at leading order for
x < ζ.
The first-order terms depend explicitly on the interaction and will hence be considerably
different for each of the models. We consider each model separately.
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Figure 2.5: The Z-graph confronting evaluation of the electromagnetic form factor.
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Figure 2.6: Diagrams which contribute to the form factor to first order in G − G˜ for the
non-instantaneous case (for x > ζ).
Non-instantaneous case
Evaluating contributions at first order for the non-instantaneous interaction Eq. (2.33) is
complicated by the presence of poles in the interaction [cf Eq. (2.50)]. First we evaluate
the first Born term δJ+γ in Eq. (2.60). After careful evaluation of the two minus-momentum
integrals, we have the contribution to δJ+γ for x > ζ
δJ+A =
∫
θ(x− ζ) dxdy (2x− ζ)
16π2xx′y(1− y)y′ ψ
∗(y′)D(y′, x′|M2)g
2θ(y − x)
y − x D(y, x|M
2)ψ(y), (2.65)
where y′ = y−ζ1−ζ . This contribution corresponds to diagram A in Figure 2.6. Additionally
using x′′ = x/ζ, we have for x < ζ
δJ+D =
∫
θ(ζ − x) dxdy (2x− ζ)/ζ
16π2y(1− y)y′x′′(1− x′′)ψ
∗(y′)DW(x′′|t)g
2θ(y − x)
y − x D(y, x|M
2)ψ(y), (2.66)
which corresponds to diagram D in Figure 2.7.
The initial-state iteration term δJ+i in Eq. (2.60) is complicated by the subtraction of
D

E

Figure 2.7: The remaining diagrams (characterized by x < ζ) for the electromagnetic form
factor at first order in G− G˜ for the non-instantaneous case.
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the two-particle reducible contribution
− 〈γP ′ |
∣∣∣G(P ′)↔∂+(−∆)d−12 G˜(P )V (P )G(P )∣∣∣ |γP 〉
= − 〈γP ′ |
∣∣∣G(P ′)↔∂+(−∆)d−12 G(P )∣∣∣ |γP 〉. (2.67)
Thus this term merely removes contributions which can be reduced into the initial-state
wavefunction. Evaluation of the two minus-momentum integrals yields a contribution for
x > ζ to δJ+i
δJ+B =
∫
θ(x− ζ) dxdy (2x− ζ)
16π2xx′(1− x′)y(1 − y)ψ
∗(x′)D(y′, x′|M2)g
2θ(y − x)
y − x D(y, x|M
2)ψ(y), (2.68)
which corresponds to diagram B in Figure 2.6. On the other hand, for x < ζ, we have the
non-wavefunction vertex γ∗(x′|M2) for the final state, which of course vanishes. Similarly
the G˜(P ) term vanishes. Thus there is no contribution to δJ+i for x < ζ.
Finally there is the final-state iteration term δJ+f in Eq. (2.60). There are only two types
of contributions. For x > ζ, that which can be reduced in to the final-state wavefunction is
subtracted by G˜. The remaining term is:
δJ+C =
∫
θ(x− ζ) dxdy′(2x− ζ)
16π2x(1− x)x′y′(1− y′)ψ
∗(y′)D(y′, x′|M2)g
2θ(y − x)
y − x D(y, x|M
2)ψ(x), (2.69)
where y = ζ + (1 − ζ)y′. This corresponds to diagram C in Figure 2.6. For x < ζ, the
subtraction term vanishes since x′ < 0 for which G˜(P ′) = 0. The remaining term in δJ+f
gives a contribution
δJ+E =
∫
θ(ζ − x) dxdy′(2x− ζ)/ζ
16π2(1− x)x′′(1− x′′)y′(1− y′)ψ
∗(y′)DW(x′′|t)g
2θ(y − x)
y − x D(y, x|M
2)ψ(x),
(2.70)
which corresponds to diagram E in Figure 2.7. To summarize, the non-valence correction
to the form factor in the non-instantaneous case is
δFNI =
1
1− ζ/2
[
δJ+A + δJ
+
B + δJ
+
C + δJ
+
D + δJ
+
E
]
, (2.71)
and there are no non-wavefunction terms.
Instantaneous case
The case of an instantaneous interaction is quite different due to the absence of light-front
energy poles in Vo. Note we are working with Eq. (2.56) to zeroth order in G − G˜ and
V − Vo. The first term in Eq. (2.60) we consider is the Born term δJ+γ . The pole structure
leads only to a contribution for x < ζ:
δJ+1 = −
∫
θ(ζ − x)θ(y − x) dxdy (2x− ζ)/ζ
16π2y(1− y)y′x′′(1− x′′) φ
∗(y′)DW(x′′|t)Vo(x′′, y′′)φ(y), (2.72)
and is depicted by the first diagram in Figure 2.8. The interaction along the way to the
photon vertex is crossed and represents pair production off the quark line (x′′ > 1).
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Figure 2.8: Diagrams with crossed interactions necessary to calculate the form factor in the
region x < ζ for the instantaneous case.
The next term δJ+i simplifies considerably due to the absence of light-cone time depen-
dence in Vo. As above, the final state vertex restricts ζ < x < 1. But then we are confronted
with a factor 〈k|
(
G(P )− G˜(P )
)∣∣∣ = 0 since x > 0. Thus δJ+i = 0.
The last term we must consider is δJ+f , in which we have an analogous factor for the
final state
∣∣∣(G(P ′) − G˜(P ′))|k +∆〉. This is zero for x − ζ > 0, else G˜(P ′) = 0 by virtue
of Eq. (2.14) and Eq. (2.17). Thus we only have a contribution for x < ζ which is from∣∣∣G(P ′)|k +∆〉. The expression for this contribution is
δJ+2 = −
∫
θ(ζ − x)θ(y − x)dxdy′(2x− ζ)/ζ
16π2(1− x)x′′(1− x′′)y′(1− y′) φ
∗(y′)Vo(y′, x′)DW(x′′|t)φ(x), (2.73)
and is depicted on the right in Figure 2.8. The interaction again is crossed (x′ < 0) and
represents pair production. With Eqs. (2.72) and (2.73), we have both bare-coupling pieces
of the full Born series for the photon vertex (further terms in the series, which result from
higher-order terms in the expansion of W , add interaction blocks to each diagram on the
quark-antiquark pair’s path to annihilation). In this way we recover the full four-point
Green’s function from summing the Born series [29, 30]. Notice also the above form of
δJ+2 is what one would obtain from extending the definition of γ as a non-wave function
vertex [29]. For the case of an instantaneous interaction, the light-front Bethe-Salpeter
formalism automatically incorporates crossing.
To summarize: we have found the non-valence contribution to the instantaneous model’s
form factor, namely
δFI = (δJ
+
1 + δJ
+
2 )/(1 − ζ/2). (2.74)
This expression involves crossed interactions or equivalently terms which could be called
non-wavefunction contributions.
Comparison
Now we compare the form factors for the cases of instantaneous and non-instantaneous
interactions. In the instantaneous limit µ2 ≫ m2,M2, however, we understand the be-
havior of both wavefunctions. The wavefunctions Eq. (2.51) and Eq. (2.57) both become
narrowly peaked about x = 1/2 in the large µ2 limit, cf the behavior of DW(x, 4m
2). Since
we are investigating non-valence contributions to form factors, we choose additionally to
solve for the instantaneous wavefunction to first order in V − Vo (see Eq. 2.56) to put the
wavefunctions on equal footing: i.e. φ(x) ≈ ψ(x), because the difference V −Vo is presumed
small. This has the efficacious consequence of producing identical leading-order terms, cf
30
Table 2.1: Numerical solution of the bound-state equation Eq. (2.51) for various values of
µ2. The coupling constant α = 0.100.
µ2/m2 4−M2/m2
0.100 6.57 × 10−1
0.316 2.72 × 10−1
1.00 6.34 × 10−2
3.16 8.79 × 10−3
10.0 9.57 × 10−4
31.6 4.81 × 10−5
Eq. (2.64), and eliminates the issue of normalization. Furthermore, the optimal choice of
the instantaneous interaction is not under investigation here. So we shall simplify the issue
by choosing E = 0 in Eq. (2.55).
For a few values of µ2, we solve for the wavefunction using Eq. (2.51). In Table 2.1, we
list the values of µ2 used as well as the corresponding eigenvalue M2 (all for the coupling
constant α = 0.100, where α = g2/4πm4). We then calculate the form factors in the
instantaneous and non-instantaneous cases. We arbitrarily choose ζ = 0.707. In (1 + 1)
dimensions, this fixes ∆2 = −ζ2M2/(1− ζ). The ratio of these form factors—defined using
Eqs. (2.64), (2.71), and (2.74), namely
(FLO + δFI )/(FLO + δFNI) (2.75)
—is plotted versus log10(µ
2/m2) in Figure 2.9. The Figure indicates the form factors are the
same in the large µ2 limit. Since the leading-order contributions are identical, the Figure
additionally shows the ratio of non-valence contributions to the form factor, namely
δFI/δFNI . (2.76)
This ratio too tends to one as µ2 becomes large, of course not as rapidly. Thus for finite µ2,
we must add the correction V − Vo in Eq. (2.56) which results in higher Fock contributions
present in the non-instantaneous case.
Lastly we remark that all of this is analytically clear: having eliminated different µ2
dependence hidden in ψ and φ, expressions for form factors in the instantaneous and non-
instantaneous cases are identical to leading order in 1/µ2, i.e. δJ+A , δJ
+
B , δJ
+
C ∼ 1/µ4 while
the remaining non-valence contributions δJ+D , δJ
+
E match up with δJ
+
1 and δJ
+
2 , respectively,
to 1/µ2.
Of course, we have demonstrated the replacement of non-wavefunction vertices only to
first order in perturbation theory. Schematically, we have required
|V − Vo| ≪ |V (G− G˜)V |. (2.77)
This is merely the condition that corrections to Vo from finite µ
2 are larger than second-
order corrections from the reduction scheme in Eq. (2.56). Quantitatively this condition
translates to m/4πµ ≪ α. If this condition is met, the leading corrections are all of the
form V −Vo and the instantaneous model becomes the ladder model (and non-wavefunction
vertices disappear when calculating the form factor). When the condition is not met, but
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Figure 2.9: Comparison of form factors in instantaneous and non-instantaneous cases. The
ratio Eq. (2.75) of form factors (LO + NV) is plotted versus log10(µ
2/m2) at fixed ζ = 0.707.
Additionally the ratio Eq. (2.76) of non-valence contributions to the form factor (NV) is
plotted. For µ2 ≫ m2,M2, the non-instantaneous contributions becomes approximately
instantaneous.
holds to [V (G− G˜)]2V , say, we must work up to second order in the reduction scheme and
use the second Born approximation. We do not pursue this lengthy endeavor here, since for
the non-instantaneous case γ(x|M2) ∝ θ[x(1 − x)] necessarily excludes non-wavefunction
contributions in time-ordered perturbation theory. In fact at any order in time-ordered
perturbation theory we expect to find a complete expression for the form factor in terms of
Fock component overlaps devoid of non-wavefunction vertices, crossed interactions, etc. We
shall make this correspondence explicit when considering the application of the light-front
BSE to GPDs in Chapter 3.
2.5 Summary
Above we investigate current matrix elements in the light-front Bethe-Salpeter formalism.
First we present the issue of non-wavefunction vertices by taking up the common assump-
tions of light-front constituent quark models. By calculating the form factor in frames
where ζ 6= 0, Lorentz invariance mandates contributions from the vertex function’s poles.
Quark models which neglect these residues and postulate a form for the wavefunction are
assuming not only a pole-free vertex, but a vertex independent of light-front energy. These
assumptions are very restrictive.
This leads us formally to investigate instantaneous and non-instantaneous contributions
to wavefunctions and form factors necessitating the reduction formalism Eq. (2.23). We
provide an intuitive interpretation for the light-front reduction, namely it is a procedure for
approximating the poles of the Bethe-Salpeter vertex function. This procedure consists of
covariant iterations followed by an instantaneous approximation, cf Eq. (2.26), where the
auxiliary Green’s function G˜ enables the instantaneous approximation, see Eq. (2.24). In
order to calculate form factors in the reduction formalism, we construct the gauge invariant
current Eq. (2.47). As results in the reduction scheme are only covariant when summed to
all orders, our expressions violate Lorentz symmetry. To extract the form factor we use the
plus-component of the current in order to make contact with the Drell-Yan formula and the
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Fock space representation.
Using the ladder model (2.33) and an instantaneous approximation (2.55) we compare
the calculation of wavefunctions and form factors in the light-front reduction scheme. Cal-
culation of form factors is dissimilar for the two cases. In the ladder model, which is
not instantaneous, non-wavefunction vertices are excluded in time-ordered perturbation
theory. For the instantaneous model, however, contribution from crossed interactions is
required. Moreover, these instantaneous contributions derived are identical in form to non-
wavefunction vertices used in constituent quark models. As a crucial check on our results,
we take the limit µ2 ≫ m2,M2 for which the ladder model becomes approximately instan-
taneous. In this limit, calculation of the form factors for the two models is identical.
The net result is an explicit proof, for (1+1) dimensions, that non-wavefunction vertices
are replaced by contributions form higher Fock states if the interactions between particles are
not instantaneous. We call this a replacement theorem [47]. The analysis relies on general
features of the pole structure of the Bethe-Salpeter equation in light-front time-ordered
perturbation theory. Therefore it is trivial to extend the theorem to (3 + 1) dimensions.
When one properly considers the entire coupled tower of Dyson-Schwinger equations, the
light-front reduction produces light-front versions in light-cone time-ordered perturbation
theory [34, 35]. We will make this connection in our approximation of neglecting the self
energy when we apply the light-front BSE and its reduction scheme to GPDs in Chapter 3.
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Chapter 3
Generalized Parton Distributions
The light-front BSE development and resolution of the non-wavefunction controversy dis-
cussed above have natural applications. In Chapter 2, we worked through matrix elements
of the electromagnetic current in a frame where ∆+ 6= 0; we can now make the connection
to generalized parton distributions (GPDs). These distributions, which in some sense are
the natural interpolating functions between form factors and quark distribution functions,
turn up in a variety of hard exclusive processes, e.g., deeply virtual Compton scattering
(DVCS) and hard electro-production of mesons [48–52]. There are a number of insightful
review articles on this subject from a variety of perspectives [12, 53–56]. The scattering
amplitude for these processes factorizes into a convolution of a hard part (calculable from
perturbative QCD) and a soft part which the GPDs encode. We will use DVCS to motivate
the introduction of GPDs. Since light-cone correlations are probed in these hard processes,
the soft physics has a simple interpretation and expression in terms of light-front wavefunc-
tions of the initial and final states [26,27]. After analyzing DVCS, we will see this explicitly
for the Wick-Cutkosky model.
Below, we take the light-front BSE model of Chapter 2 into (3+1) dimensions and make
clear the connection to higher Fock components by explicitly constructing the three-body
wavefunction from our expressions for form factors. The immediate application of our de-
velopment for form factors (in a frame where the plus-component of the momentum transfer
is non-zero) is to compute GPDs. Connection is made to the Fock space representation and
continuity of the distributions is put under scrutiny. We show how continuity is ensured by
light-cone time-ordered perturbation theory for the Wick-Cutkosky model. The light-front
Bethe-Salpeter formalism can also be employed to obtain time-like form factors. This latter
application is interesting since no Fock space expansion in terms of bound states is possible.
In the interest of organization, a summary of our investigation in [38] for timelike processes.
appears in Appendix F.
The Chapter is organized as follows. First we review the basics of GPDs in Section 3.1,
including the field theoretic properties they must obey. The introduction of GPDs is framed
in the context of DVCS. This discussion of DVCS is the natural extension of our review of
deep-inelastic scattering in Section 1.1. Next in Section 3.2, we use the light-front reduction
scheme to calculate generalized parton distributions in the Wick-Cutkosky model. We do so
by using the integrand of the electromagnetic form factor calculated in an arbitrary frame
[these expressions in (3+1) dimensions are collected in Appendix D, where the leading-order
bound-state equation for the wavefunction also appears]. We discuss the continuity of these
distributions in terms of relations between Fock components at vanishing plus momentum.
34
P
k k
0
q
P
0
q
0
Figure 3.1: Diagrammatic depiction of the DVCS process. An electron of momentum k is
incident on a proton of momentum P . The leading-order electromagnetic process is virtual
photon exchange between the electron and proton. As a result, the electron’s momentum is
altered to k′. The reaction produces an intact proton of momentum P ′ and a real photon,
q′2 = 0.
Connection is also made to the overlap representation of generalized parton distributions.
Construction of the higher Fock components directly from light-front perturbation theory
is reviewed in Appendix E. Further applications of the reduction formalism to timelike
processes are contained in Appendix F. We conclude our study of the light-front BSE with
a brief summary (Section 3.2.3). Finally we discuss limitations in modeling GPDs from a
few different perspectives.
3.1 Definitions and properties
In this Section we define GPDs in terms of a light-like correlation of hadronic matrix
elements. In order to motivate this definition, we consider DVCS which is the theoretically
cleanest process into which the GPDs enter. The discussion of DVCS below builds on
that of DIS presented in Section 1.1. In contrast to DIS, DVCS is an exclusive process
where the final states are detected. Despite this difference, DVCS and DIS are quite similar
theoretically.
3.1.1 DVCS
In DVCS off the proton (or other targets), one is interested lepton scattering at high mo-
mentum transfer. The basic reaction is (see Figure 3.1)
e(k) + p(P ) −→ e(k′) + p(P ′) + γ(q′). (3.1)
Thus the situation of the reaction is similar to DIS in setup, however, afterward one is
interested in measuring not only the final electron, but also recovering an intact proton
(altered to some momentum P ′) in addition to a real photon, q′2 = 0. Experimentally
it is easier to deduce the existence of the final state photon by missing mass techniques
rather than to detect it directly. Furthermore the existence of a plethora of other channels
requires high luminosity beams and long run times in order to filter out enough DVCS
events exclusively.
As in DIS, we label the momentum transfered to the proton as q = k−k′. We will again
work to leading order in QED, for which the momentum is transfered via a single virtual
photon exchange. In the deeply virtual limit, the photon’s virtuality becomes arbitrarily
large, q2 → −∞. The amplitude for this process can be written in terms of the off-diagonal
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Compton amplitude T µν(q, P,∆), where ∆ = P ′ − P is the momentum transfered to the
final state proton. The off-diagonal Compton amplitude is
T µν(q, P,∆) =
∫
d4y eiq·y〈P ′|T
{
Jµ(0)Jν(y)
}
|P 〉, (3.2)
and differs from the DIS case only by the final state proton being off the momentum-space
diagonal. The overall amplitude A for the DVCS process has the form
ADVCS = ǫ∗µ(q′)Lν(k, q)T µν(q, P,∆), (3.3)
where ǫ∗µ(q′) is the polarization vector for the final state photon, and Lν(k, q) describes
the QED virtual photon exchange off the electron line. Notice q′ = q − ∆ by momentum
conservation. We include the form of the amplitude Eq. (3.3) in order to contrast with
the case of DIS, where the amplitude squared was under investigation. Moreover we are
interested in the amplitude as a whole, not just the imaginary part.
Our setup so far has paralleled the case of DIS. We shall thus choose our variables in a
similar fashion. This choice corresponds to the asymmetric frame employed by Radyushkin.
Nearing the end of this section we will also provide expressions in the symmetric frame of Ji.
In the rest of this work we will make use of both frames and their correspondingly different
sets of variables. In the asymmetric frame, we have P⊥ = 0, as in Section 1.1; and the
decomposition of the initial state’s momentum Pµ is identical to Eq. (1.4). Let us define
the Bjorken variable for DVCS as
ζ = − q
2
2P · q . (3.4)
Further let us choose q · n = 0, so that −q2 = q2⊥ gives the photon’s virtuality. This fixes
the photon momentum to be
qµ = qµ⊥ −
q2
2ζ
nµ. (3.5)
Now for the t-channel momentum transfer ∆µ, we have ∆2 = t. Furthermore ∆ is restricted
from the constraint q′2 = 0 from the final photon. Thus we have the decomposition
∆µ = −ζ pµ +∆µ⊥ +
∆2⊥ − t
ζ
nµ, (3.6)
which holds only as q2 → −∞. Notice the plus component of the final state photon
momentum is q′+ = ζP+.
As we know from DIS, in the deeply virtual limit the Compton amplitude is dominated
by the leading light-cone singularity in the product of currents. Taking this contribution
generates the so-called handbag dominance due to asymptotic freedom, see Figure 3.2. The
only differences compared to Section 1.1 are that the final states have altered momenta, the
final photon is real, and we are not just looking at the cuts of the diagrams. There is an
additional requirement so that the amplitude maintains a clear separation of scales, namely
the stipulation that |t/q2| ≪ 1.
Using the handbag dominance, we arrive at the leading contribution to the off-diagonal
Compton amplitude in the deeply virtual limit
T µν(q, P,∆) = −i
∫
d4k
(2π)4
Tr
{[
γµ
i(/k + /q)
(k + q)2 + iε
γν+γν
i(/k − /q + /∆)
(k − q +∆)2 + iεγ
µ
]
M(k, P,∆)
}
,
(3.7)
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Figure 3.2: Graphical depiction of the handbag mechanism in DVCS. There are two con-
tributions to the off-diagonal Compton amplitude: the handbag shown on the left, and the
crossed bag shown on the right. Figure adapted from [12]
where we have written down contributions from both handbags. The off-diagonal free
quark-proton Green’s function appearing in Eq. (3.7) is
Mαβ(k, P,∆) =
∫
d4y eik·y〈P ′|T
{
ψβ(0)ψα(y)
}
|P 〉, (3.8)
which again differs from the DIS case only by the momentum ∆ transfered to the final state.
We now use the collinear approximation to obtain the leading contribution from this
Green’s function in the deeply virtual limit. The leading contribution in Eq. (3.7) can be
isolated by taking kµ ≈ (k · n) pµ. Further we shall define X = k · n, i.e., X = k+/P+. In
the collinear approximation, the off-forward Compton amplitude now appears as1
T µν(q, P,∆) =
1
2
(gµν − pµnν − pνnµ)
∫
dX
(
1
X − ζ + iε +
1
X + iǫ
)
M(X, ζ, t), (3.9)
where we have introduced the function M(X, ζ, t) defined by
Mαβ(X, ζ, t) =
∫
d4k
(2π)4
δ(X − k · n)Mαβ(k, P,∆). (3.10)
As in the DIS, the integral over y that is buried in Mαβ(k, P,∆) can be evaluated trivially
and we thus arrive at
Mαβ(X, ζ, t) =
∫
dλ
2π
eiλX 〈P ′|ψβ(0)ψα(λn)|P 〉. (3.11)
Following Section 1.1, we now separateMαβ(X, ζ, t) into irreducible structure functions.
We will do this only schematically. First we write out the general dependence on Dirac
structures
Mαβ(X, ζ, t) =
1
2
/pαβ F (X, ζ, t) +
1
2
/∆⊥αβ F3(X, ζ, t) +
1
2
/nαβM
2F4(X, ζ, t). (3.12)
1As in DIS, the are perturbative QCD corrections to the formula Eq. (3.9) that result in the factorization
scale dependence of both the hard scattering kernel and the soft matrix element, here M(x, ζ, t, µ2), such
that T µν(q, P,∆) is scale independent. Additionally similar to DIS, we can interpret µ as the resolution
scale for the partonic process. For a complete discussion of O(αs) corrections to DVCS and beyond, see,
e.g. [12,56].
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Next we observe that by taking various traces we can write∫
dλ
2π
eiλX 〈P ′|ψ(0)γµψ(λn)|P 〉 = 2 [F (X, ζ, t) pµ + F3(X, ζ, t)∆µ⊥ +M2F4(X, ζ, t)nµ] .
(3.13)
Finally we identify F (X, ζ, t) as the leading structure function for DVCS.2 The contributions
from the other structure functions F3(X, ζ, t) and F4(X, ζ, t) are of higher twist (suppressed
by |∆⊥|/Q and M2/Q2, respectively). The GPDs are contained in the function F (X, ζ, t).
3.1.2 GPDs
In the last Section, we reduced the amplitude for DVCS down to one leading contribution
in the deeply virtual limit. This leading contribution is a convolution of a hard scattering
part [seen in Eq. (3.9)], and a soft hadronic matrix element F (X, ζ, t). The latter contains
the GPDs. In this Section, we will inspect the GPDs more closely and we shall also switch
frames from Radyushkin’s asymmetric frame to Ji’s symmetric one. The switch to the
symmetric frame illuminates further properties of the GPDs.
Utilizing Eq. (3.13), we can write the leading-twist structure function as
F (X, ζ, t) =
1
2
∫
dλ
2π
eiλX 〈P ′|ψ(0) /nψ(λn)|P 〉. (3.14)
From this relation we see immediately that the PDFs are contained in the limit ∆µ → 0,
namely F (X, 0, 0) = f1(X). For the case of the proton (or any other spin-
1
2 target), we can
decompose the matrix element in terms of two independent GPDs H(X, ζ, t) and E(X, ζ, t),
viz.
F (X, ζ, t) = u(P ′)
[
/nH(X, ζ, t) +
iσµνnµ∆ν
2M
E(X, ζ, t)
]
u(P ). (3.15)
Notice by virtue of the Gordon identity (see Appendix I), a possible third structure propor-
tional to n · ∆ is not independent. Furthermore, the reduction relation to PDFs involves
only H(X, ζ, t), i.e., f1(X) = H(X, 0, 0) The independent function E(X, ζ, t) is simply not
visible in DIS because its presence in any amplitude requires momentum transfer.
The decomposition of the function F (X, ζ, t) into GPDs H(X, ζ, t) and E(X, ζ, t) in
Eq. (3.15) is reminiscent of the Dirac and Pauli electromagnetic form factors. Moreover,
in DVCS the proton remains intact which suggests an even deeper connection with the
proton’s elastic form factors. This connection is afforded by the “sum rule” that produces
the local limit of the bilocal field operators in Eq. (3.14). Notice the effect of integration
over X in Eq. (3.14) produces the local limit∫
dX
2π
eiλX ψ(0) /nψ(λn) = δ(λ)ψ(0) /nψ(0). (3.16)
Thus we find the sum rules ∫
dX H(X, ζ, t) = F1(t) (3.17)∫
dX E(X, ζ, t) = F2(t), (3.18)
2As in DIS, beyond leading order in QCD perturbation theory, the bilocal operator in Eq. (3.13) must
be renormalized. This renormalization leads to µ2 dependence of the structure functions but does not affect
the twist decomposition.
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where F1(t) is the Dirac form factor and F2(t) is the Pauli form factor. The ζ dependence
drops out3 upon integration over all X. This is a manifestation of Lorentz invariance
because in calculating form factors, one can choose a frame in which the momentum transfer
∆+ = −ζP+ = 0. For DVCS, however, there is no remaining freedom to use such a frame
since the virtual photon’s momentum was chosen so that q+ = 0. The requirement ζ 6= 0
implies that DVCS is sensitive to physics otherwise absent from electromagnetic form factors
due to Lorentz invariance.
In fact, there are more stringent constraints imposed by Lorentz invariance. The nth
moment of each GPD with respect to X must be a polynomial in ζ of order n. This
constraint is referred to as the “polynomiality” property of GPDs. We will devote ample
space to the issue of polynomiality and the special case of sum rules in Chapters 4 and 5.
There is a further property that the GPDs must satisfy: they are bounded by the
positivity of the norm on Hilbert space. This condition implies a bound, referred to generally
as a positivity bound or very imprecisely as just the positivity property of GPDs. Looking
at the field operators in Eq. (3.14), we see that the definition of F (X, ζ, t) is similar to that
of a mixed density. As such it is constrained by the PDFs. Using the Cauchy-Schwartz
inequality, one finds the bound
θ(X − ζ)
∣∣∣F (X, ζ, t)∣∣∣ ≤
√
f1
(
X
)
f1
(X − ζ
1− ζ
)
(3.19)
that we shall refer to as positivity.4 The positivity bound is a property that shall haunt us
throughout Chapters 4 and 5 and thus we only briefly mention it here.
As a final point in our introductory discussion of GPDs, we switch reference frames
and variables to define GPDs that are more symmetric with respect to the initial and final
states. To do so, we define the average momentum between the states as Pµ = 12(P + P
′)µ
so that the initial momentum P = P−∆/2 and the final momentum P ′ = P+∆/2. Now we
choose a frame of reference in which P⊥ = 0. This frame is related to the asymmetric frame
by a boost and so strictly speaking ∆⊥ is different from above. It is then more convenient
to use a modified Bjorken variable. Recall ζ = −∆+/P+ is a measure of the longitudinal
momentum transfer relative to the initial proton’s momentum. In the symmetric frame, a
useful quantity to consider is the amount of longitudinal momentum transfer relative to the
average proton momentum. Thus we define the variable ξ by
ξ = − ∆ · n
2P · n = −
∆+
2P+
. (3.20)
3The local limit also produces an operator of zero anomalous dimension and hence the sum rules Eq. (3.17)
and (3.18) are independent of the renormalization scale µ. Physically the form factors do not depend upon
the resolution scale chosen because it is the (transverse) distribution of total charge that is probed.
4The positivity bound is stable under QCD evolution, i.e. with Eq. (3.19) modified to include µ2 de-
pendence in all three functions. This can be demonstrated by studying the evolution kernels. Alternately
one can use the light-cone wavefunction representation where the Fock components themselves acquire scale
dependence (because gluon radiation mixes Fock components). Since the positivity bound is manifest in the
wavefunction representation, writing down µ2 dependence in the light-cone wavefunctions in F (X, ζ, t, µ2),
one immediately sees
θ(X − ζ)
∣∣∣F (X, ζ, t, µ2)∣∣∣ ≤
√
f1
(
X,µ2
)
f1
(X − ζ
1− ζ
, µ2
)
.
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The conversion between ζ and ξ is
ζ =
2ξ
1 + ξ
(3.21)
The properly symmetric definition for the GPDs appears as
F (x, ξ, t) =
1
2
∫
dλ
2π
eiλx 〈P ′|ψ(−λn/2) /nψ(λn/2)|P 〉, (3.22)
which features the variable x instead of X. The two are related by
X =
x+ ξ
1 + ξ
, (3.23)
because x is measured relative to the average plus momentum. The operator combination
in Eq. (3.22) is Hermitian and so F (x, ξ, t) is real. Under the transformation ∆µ → −∆µ,
we thus have F (x,−ξ, t) = F (x, ξ, t) which is commonly referred to as ξ-symmetry. This
symmetry naturally extends to the GPD moments which are hence required to be even
polynomials in ξ.
As was the case for PDFs, a natural physical picture for the GPDs emerges when we
use light-cone quantized fields. This is because the bilocal operator entering into the GPD
definition is an equal light-cone time operator and not an equal time operator. Despite this
similarity to PDFs, there is not a general probabilistic interpretation for the GPDs because
the requisite matrix element has more the form of a mixed density operator. Decomposition
of the GPD in terms of light-cone quark and anti-quark modes is presented in Appendix C.
In the special case ξ = 0, one can manipulate the GPDs into true probability distributions
of quarks with momentum fraction x in impact parameter space [57, 58]. The case for
ξ 6= 0 does not have a probabilistic interpretation, however, some physical insight can be
gained [59].
Having motivated the definitions of GPDs from analyzing DVCS and having presented
a brief description of their properties, it makes sense to consider a toy model example of
GPDs. We do so in the following Section.
3.2 GPDs and the light-front BSE
In this Section, we cast our results for form factors in the Wick-Cutkosky model [38] in
the language of GPDs and the light-cone Fock space expansion. The (3 + 1)-dimensional
expressions for form factors are presented in Appendix D. These results are the higher
dimensional generalizations of the (1 + 1)-dimensional expressions we derived in Section
2.4. Additionally one can obtain these results directly from time-ordered perturbation
theory using two-body projection operators as explicated in Appendix E.
In contrast to the proton case (to which we return in Chapter 5), the GPD5 F (x, ζ, t)
for our meson model is defined by a non-diagonal matrix element of bilocal field operators
F (x, ζ, t) =
∫
dy−
4π
eixP
+y−〈ΨP ′ | φ(0)i
↔
∂+φ(y−) |ΨP 〉, (3.24)
5Notice we have readily abused notation. Here we use the variable x to denote the active quark’s plus
momentum fraction in the asymmetric frame. Above in Section 3.1, we used X but now return to the
Wick-Cutkosky model of Chapter 2 where we employed x throughout.
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where φ(x) denotes the quark field operator and
↔
∂ µ =
→
∂ µ −
←
∂ µ is the electromagnetic
coupling to scalar particles. Here we are considering only the twist-two contribution6 and
have taken accordingly the plus-component of the vector current in Eq. (3.24). Comparing to
the current matrix element Jµ in Appendix D, the definition of the GPD leads immediately
to the sum rule ∫
dx
1− ζ/2F (x, ζ, t) = F (t), (3.25)
where F (t) is the electromagnetic form factor for our model. Hence one can calculate
these distributions from the integrand of the form factor because the non-local light-cone
operator merely fixes the plus momentum of the active quark. In this way, the light-cone
correlation defined in Eq. (3.24) has a natural description in terms of light-front time-
ordered perturbation theory, e.g., for x > ζ the relevant graphs contributing to the GPD
are in Figure 2.6, and those for x < ζ are in Figure 2.7. Conversion of the contributions
to the form factor into GPDs is straightforward using Eq. (3.25); we merely remove −2iP+
and
∫
dx from Eqs. (D.13-D.18). These cumbersome expressions are not worth generating
here.
3.2.1 Continuity
In order for the deeply virtual Compton scattering amplitude to factorize into hard and soft
pieces (at leading twist), the GPDs F (x, ζ, t) must be continuous at x = ζ, see Eq. (3.9).
There is no proof of this from QCD, but the power-law scaling seen experimentally allows
us to infer the GPDs continuity. Maintaining continuity at the crossover is more pressing
because experiments which measure the beam-spin asymmetry are limited to the crossover
[60]. Let us scrutinize continuity in our results for the Wick-Cutkosky model.
The leading-order expressions we have derived for the Wick-Cutkosky model are con-
tinuous. This is easy to see since the contribution for x < ζ is identically zero. The
valence wavefunction contribution for x > ζ is a convolution of wavefunctions one of which
is ψ∗(x′, . . .) which is probed at the end point since x′ ≡ x−ζ1−ζ → 0. From the bound-state
equation Eq. (D.5), we see the two-body wavefunction vanishes quadratically at the end
points. Taking into account the overall weight x′−1, the valence piece vanishes linearly at
the crossover. At leading order then, continuity is maintained at the crossover, while the
derivative is discontinuous. Working only in the valence sector, valence quark models will
never be of any use to beam-spin asymmetry measurements since the value at the crossover
requires one wavefunction to be at an end point.7
Let us now check the next-to-leading order contributions to the GPD for continuity.
First we shall deal with the term stemming from iterating the Bethe-Salpeter equation for
the initial state (D.16) (see diagram B of Figure 2.6). Since there is no corresponding
Z-graph generated from iterating the initial state, we expect this contribution to vanish.
Looking at the expression, we see again the factor ψ∗(x′, . . .)/x′ which vanishes linearly as
x → ζ. Moreover there are the interaction terms: first D(y,p⊥;x,k⊥|M2) which is finite
as x→ ζ, and then
D(y′,p′⊥;x′,k′⊥|M2) x→ζ= −x
′
(k⊥ +∆⊥)2 +m2
, (3.26)
6Additionally by ignoring self-energy corrections, there is no µ2 dependence in the model.
7In the three-body bound state problem (e.g. the nucleon), the valence GPD will vanish only if the
three-body interaction is non-singular at the end points (which is physically reasonable and perturbatively
true) [61].
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which vanishes at the crossover. Thus not only does the initial-state iteration term vanish
at the crossover, its derivative does so as well.
Now we investigate the Born terms Eq. (D.14) (see diagram A of Figure 2.6) and
Eq. (D.15) (see diagram D of Figure 2.7) at the crossover. Approaching ζ from above,
we use Eq. (D.14), and we have the finite contribution at the crossover
F (ζ, ζ, t)Born =
∫
dk⊥dy dp⊥
(16π3)2y(1− y)y′ψ
∗(y′,p′⊥)
× g
2θ(y − ζ)/(y − ζ)
(k⊥ +∆⊥)2 +m2
D(y,p⊥; ζ,k⊥|M2)ψ(y,p⊥). (3.27)
On the other hand, approaching the crossover from below in Eq. (D.15) we have to deal
with singularities as x′′ = x/ζ → 1. Writing out the propagator for the quark-antiquark
pair heading off to annihilation, we see
DW(x
′′,k′′⊥|t)→ − 1− x
′′
(k⊥ +∆⊥)2 +m2
. (3.28)
This linear vanishing cancels the weight (1− x′′)−1. Taking the limit x→ ζ then produces
equation (3.27) and thus the Born terms are continuous.
Lastly we must see how the final-state iteration terms match up at the crossover. Using
Eq. (D.17) to approach ζ from above (see diagram C of Figure 2.6), we have the contribution
F (ζ, ζ, t)final =
∫
dk⊥dy′dp′⊥
(16π3)2(1− ζ)y′(1− y′)ψ
∗(y′,p′⊥)
× g
2/y
(k⊥ +∆⊥)2 +m2
D(y,p⊥; ζ,k⊥|M2)ψ(ζ,k⊥). (3.29)
Approaching ζ from below (see diagram E of Figure 2.7), we utilize equation (3.28) in
taking the limit of (D.18). The result is (3.29) and hence we have demonstrated continuity
to first order, i.e.
F (ζ, ζ, t) = F (ζ, ζ, t)Born + F (ζ, ζ, t)final (3.30)
no matter how we approach x = ζ.
3.2.2 Fock space representation
We now write the derived GPDs in terms of Fock component overlaps. In the diagonal
overlap region x > ζ this will be a mere rewriting of our results, while there is a subtlety
for the non-diagonal overlaps. To handle the zeroth-order term in Eq. (D.13), we define the
two-body Fock component as
ψ2(x1,k
⊥
1 , x2,k
⊥
2 ) =
1√
x1x2
ψ(x1,k
⊥
rel), (3.31)
noting that the relative transverse momentum can be defined as k⊥rel = x2k
⊥
1 − x1k⊥2 . In
terms of Eq. (3.31), the GPD appears as
F (x, ζ, t)LO =
θ(x− ζ)√
1− ζ
∫
[dx]2[dk
⊥]2
∑
j=1,2
δ(x− xj)ψ∗2(x′i,k′i⊥)
2xj − ζ√
x′jxj
ψ2(xi,k
⊥
i ), (3.32)
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where the primed variables are given by{
x′i =
xi
1−ζ
k′i
⊥ = k⊥i − x′i∆⊥,
for i 6= j and
{
x′j =
xj−ζ
1−ζ
k′j
⊥ = k⊥j + (1− x′j)∆⊥
(3.33)
and the integration measure is given by
[dx]N =
N∏
i=1
dxi δ
(
1−
N∑
i=1
xi
)
(3.34)
[dk⊥]N =
1
[2(2π)3]N−1
N∏
i=1
dk⊥i δ
( N∑
i=1
k⊥i
)
. (3.35)
Notice the sum over transverse momenta in the delta function is zero since our initial meson
has P⊥ = 0. The sum over j in Eq. (3.32) produces the overall factor of two for our case
of equally massive (equally charged) constituents.
To cast the next-to-leading order expressions for x > ζ in terms of diagonal Fock space
overlaps, we must write out the three-body Fock component. Looking at the diagrams in
Figure 2.6, it is constructed from the two-body wavefunction in the following manner
ψ3(xi,k
⊥
i ) = g
2(2π)3√
x1x2x3
∫
[dy]2[dp
⊥]2
ψ2(yj ,p
⊥
j )√
y1y2[
θ(y1 − x1)x3δ(y2 − x3)δ(p⊥2 − k⊥3 )D(y1,p⊥1 ;x1,k⊥1 |M2)
+ θ(y2 − x3)x1δ(y1 − x1)δ(p⊥1 − k⊥1 )D(y2,p⊥2 ;x3,k⊥3 |M2)
]
, (3.36)
where i runs from one to three and the label j, which stems from the integration measure,
runs from one to two. We discuss how to obtain this three-body wavefunction directly from
time-ordered perturbation theory in Appendix E. Using ψ3 in Eq. (3.36), the terms in the
GPD at first order in the weak coupling can then be written compactly as
F (x, ζ, t)NLO =
θ(x− ζ)
1− ζ
∫
[dx]3[dk
⊥]3
∑
j=1,3
δ(x − xj)ψ∗3(x′i,k′i⊥)
2xj − ζ√
x′jxj
ψ3(xi,k
⊥
i ). (3.37)
One can verify that the diagrams in Figure 2.6 are generated by Eq. (3.37). Additionally
there is a fourth diagram generated by Eq. (3.37) which does not appear in the figure.
This missing diagram is characterized by the spectator quark’s one-loop self interaction
and is absent since we have ignored f(k2) and the scale dependence of light-cone wave
functions.8 The absence of this diagram does not affect continuity at the crossover. The
missing diagram vanishes at x = ζ since the final-state wavefunction is ψ∗(x′, . . .), which
is probed at the end point. Lastly we note the above Fock component overlaps satisfy the
positivity constraint for a composite scalar composed of scalar constituents [63]. Moreover,
with the inclusion of the self-energy loop, the form factor is gauge invariant [43] and hence
8Recently the scale dependence of light-cone Fock components in QCD has been investigated [62]. In the
Wick-Cutkosky model, the scale dependence is of course different and leads to different evolution compared
to perturbative QCD.
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the GPDs are properly gauged, in the sense that the bilocal light-cone operator is inserted
in all possible places.
Now we must come to terms with the non-diagonal overlap region, x < ζ. At first
order, the diagrams of Figure 2.7 correspond to four-to-two Fock component overlaps. We
have been cavalier about time ordering, however. The expressions Eqs. (D.15) and (D.18)
do not correspond to time-ordered graphs. Both terms contain a product of time-ordered
propagators: one for the two quarks leading to the final-state vertex and another for the
quark-antiquark pair heading off to annihilation. But for an interpretation in terms of a
four-body wavefunction, all four particles must propagate at the same time. This is a subtle
issue as a graph containing the product of two independently time-ordered pieces (where
one leads to a bound-state vertex) corresponds to a sum of infinitely many time-ordered
graphs. It is easiest to write out the relevant pieces in terms of the propagators’ poles. The
quark, anti-quark heading to annihilation have propagators d(k) and d(k+∆) and poles we
label k−a and k−c , respectively. The remaining propagators of interest d(p′) and d(P ′ − p′)
have poles p−a and p
−
b , respectively. We can then manipulate as follows
1
k−c − k−a
1
p−b − p−a
=
1
p−b − p−a + k−c − k−a
(
1
p−b − p−a
+
1
k−c − k−a
)
. (3.38)
In this form, we have produced the correct energy denominator for the instant of light-front
time where four particles are propagating. Multiplying this denominator by the three-body
wavefunction yields the four-body wavefunction (up to constants). This is the part of the
four-body wavefunction relevant for GPDs (there are additional pieces for two-quark, two-
boson states, see Appendix E). In the resulting sum Eq. (3.38), the first term will produce
the two-body wavefunction for the final state and we have a genuine four-to-two overlap.
We do not write this out explicitly.
The second term in Eq. (3.38), however, contains again the propagator for the pair
heading to annihilation. Using the light-front Bethe-Salpeter equation for the vertex (which
contains infinitely many times) we can introduce a factor of the time-ordered interaction.
The resulting product of independent time orderings can again be manipulated as in Eq.
(3.38). The result produces another overall four-body denominator which contributes to the
four-body Fock component of the initial state. Since we iterated the interaction, however,
this new contribution is no longer at leading order and can be neglected. Thus the second
term in (3.38) does not contribute at this order.
Having manipulated the GPDs into non-diagonal overlaps for x < ζ, we must wonder if
continuity at the crossover is still maintained. In the limit x→ ζ the light-front energy of the
struck quark goes to infinity. Consequently k−c , which contains this on shell energy, is infinite
and dominates the four-body energy denominator. This is identical to the reasoning in
Eqs. (D.15) and (D.18) where instead of the four-body denominator, we have the propagator
DW(x
′′,k⊥ + x′′∆⊥|t), which is dominated by k−c at the crossover. Either way, we arrive
at the expressions found above for the crossover Eqs. (3.27) and (3.29).
Having cast our expressions for generalized parton distributions in terms of the Fock
components, we can enlarge our understanding of the sum rule and continuity at the
crossover. Both must deal with the relation between higher Fock components. The way
ζ-dependence disappears from Eq. (3.25) mandates a relation between the diagonal and
non-diagonal Fock component overlaps that make up the GPD. Such a relation between
Fock components must follow from the field-theoretic equations of motion. Continuity itself
is a special case of the relation between Fock components, specifically at the end points.
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Above we have seen our expressions are continuous (and non-vanishing) at the crossover
and explicitly that the three- and four-body components match at the end point (where
x − ζ = 0). This weak binding model for behavior at the crossover is a simple example of
the relations between Fock components at the end points9. More general relations must be
permitted from the equations of motion to guarantee Lorentz covariance (e.g. in the struc-
ture of the Mellin moments of the GPDs, of which the sum rule is a special case). Here, of
course, Lorentz symmetry is violated. Infinitely many light-cone time-ordered graphs are
needed in the reduced kernel to reproduce the covariant one-boson exchange (2.33). Thus
exactly satisfying polynomiality requires not only infinitely many exchanges in the kernel
but contributions from infinitely many Fock components. It should be possible, however,
to show how the sum rule and polynomiality are improved order by order.
3.2.3 Summary
Above we have investigated the application of the light-front reduction of current matrix
elements to GPDs. In Appendix D, we reviewed the derivation of the form factor at next-
to-leading order in the (3 + 1)-dimensional ladder model. These expressions were then
converted into the GPD for the model. Continuity of these distributions at the crossover
(where the plus momentum of the struck quark is equal to the plus component of the
momentum transfer) was explicitly demonstrated, cf Eq. (3.30). Connection was made to
the overlap representation of GPDs by constructing the three-body wavefunction to leading
order in perturbation theory. As a check on our results, we also reviewed the construction of
higher Fock states from the valence sector in old-fashioned time-ordered perturbation theory
(Appendix E). The derived overlaps Eqs. (3.32) and (3.37) satisfy the relevant positivity
constraint. The non-vanishing of the GPDs at the crossover could then be tied to higher
Fock components, specifically at vanishing plus momentum, and are hence essential for any
phenomenological modeling of these distributions. This rewriting allowed us to understand
how continuity arises perturbatively from the small-x behavior of Fock state wavefunctions.
In perturbation theory, the diagonal valence overlap vanishes at the crossover, while the
higher Fock component overlaps do not. In general the n-to-n overlap matches up with the
(n+1)-to-(n− 1) overlap at the crossover due to the dominance of the rebounding quark’s
infinite energy. In essence, no matter how complicated the higher Fock component is, the
events in the last instant of light-cone time must simplify. Either the active quark does
not interact in this time, for which the contribution vanishes, or else there is an interaction
which then reduces to a contribution of a Fock component with two fewer particles. This
is true to all orders in perturbation theory and holds for bound states of any number of
particles due to the nature of the time-ordered kernel and light-cone perturbation theory.
Unfortunately issues involving Lorentz invariance (such as the sum rule for the electro-
magnetic form factor and the polynomiality constraints) are left untouched. To maintain
covariance one would need infinitely many time-ordered exchanges in the kernel as well as
infinitely many Fock components. It should be possible, however, to understand pertur-
batively how the ζ-dependence disappears from Eq. (3.25). This requires further relations
between Fock components and these should be afforded by the field-theoretic equations of
motion. An additional application of the reduction formalism for currents is to calculate the
time-like form factor. As seen in Appendix F and in [38], we calculate the ladder model’s
generalized distribution amplitude, which is related to the time-like form factor via a sum
9The known Fock component end-point relations in gauge theory derived in [64] do not shed light on the
continuity of GPDs.
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rule similar to Eq. (3.25). This is in contrast to the non-existent Fock space expansion for
these types of processes. Thus the reduction formalism succeeds in generating contributions
where the light-cone Fock component wavefunctions cannot be employed.
With the formalism explored here, one could use phenomenological Lagrangian based
models to explore both generalized parton distributions and generalized distributions am-
plitudes within the light-front framework. Such an investigation is interesting not only for
testing phenomenological models, but also for anticipating problems for approximate non-
perturbative solutions for the light-cone Fock states. Nonetheless more model studies are
warranted before truly realistic calculations can be pursued. In particular, in light of our
discussion continuity of GPDs may be transparent in light-cone time-ordered perturbation
theory, but one must go beyond the toy model considered above and include spin degrees
of freedom.
3.3 Limitations
In order to assess future data on GPDs one needs phenomenological parameterizations for
the new distributions. The goal of the rest of this work is construct one. For ordinary
quark distributions, one has a variety of forms invented by hand, as it were. For GPDs
however, the constraints do not permit such cavalier parameterizations. Additionally the
parametrization should be simple enough to be readily accessible to experimentalists. Let
us first review a few types of models that could be utilized for GPDs. This will lead us to
double distributions (DDs) which are taken up in subsequent Chapters.
Above we have seen the difficulties encountered when applying light-cone wavefunctions
to calculate GPDs. The kinematical region −ξ < x < ξ necessarily involves higher Fock
components of the bound state. In light-front phenomenology these are rarely considered.
Although we derived these components perturbatively in the Wick-Cutkosky model, one
ultimately must sacrifice Lorentz covariance to make the problem numerically tractable,
even at weak coupling. Violation of Lorentz symmetry is undesirable for GPD models.
The essence of the distributions is the dependence on the skewness variable ξ. In terms
of the form factor, we can understand GPDs via the calculation of the form factor in an
arbitrary frame labeled by ξ (we will appreciate this better in Chapter 4). Viewed from
this perspective, the sum rule’s lack of dependence on ξ is due to the freedom to choose
arbitrary frames in which to calculate the Lorentz invariant form factor. A virtue of GPDs
is the ability to measure correlations which otherwise vanish due to Lorentz invariance in
single current matrix elements. The polynomiality restrictions of GPD moments are further
manifestations of Lorentz invariance and are additionally spoiled by light-front calculations.
These observations about light-cone wavefunction calculations of GPDs are generally
true of quark models as well. The reason quark models fail to be useful for GPDs stems
from their non-relativistic nature coupled with the restriction to a fixed number of particles.
If one were to utilize a Poincare´ covariant framework to calculate GPDs in terms of a fixed
number of constituents, the kinematic region −ξ < x < ξ will be a complication. In this
framework, one must ultimately deal with constructing dynamical operators consistent with
Poincare´ covariance in order to express the GPDs. In order to ensure Lorentz invariance, one
must return to the general two photon amplitude and construct according to the Poincare´
symmetries. This procedure is likely to be inconsistent with asymptotic freedom as the
dynamics required for Poincare´ invariance of the two photon amplitude have nothing to do
with perturbative QCD in the asymptotic limit.
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Figure 3.3: Proper gauging of the DSE for the three-point function with the non-local light-
cone operator (denoted by a cross). The Ball-Chiu Ansatz cannot be used to resolve the
active quark .
In non-relativistic scenarios, one also has the problem of support. Ordinary PDFs cal-
culated in non-relativistic quark models extend beyond x ∈ [0, 1] and this trouble naturally
carries over to GPDs. Moreover, one is lead non-relativistically to little or no contribution
in the region −ξ < x < ξ, and the distributions will likely vanish at the crossover x = ξ.
Removing these weaknesses of model GPDs by using evolution is unsatisfactory because one
then relies solely upon perturbative QCD for the non-perturbative physics absent from the
original model. Besides, this is considerable work when alternatively the gross qualitative
features of PDFs can be obtained more simply from suitable evolution of the distribution
f1(x) = δ(x− 1/3). By analogy one can forgo the entire the issue of ξ dependence, use the
Ansatz : H(x, ξ, t) = f1(x)F1(t), and hope for the best. Ultimately this parametrization
will not be quantitative enough for interpreting data.
Beyond quark models, an approach that we considered in some detail was the calculation
of GPDs from Dyson-Schwinger equation (DSE) models [65, 66]. The Dyson-Schwinger
approach features Lorentz covariance and attempts to model self-consistently the solutions
to field theories. Both of these qualities are desirable from the point of view of GPDs because
relativity is borne in and there is no fixed particle restriction in field theory. Unfortunately,
current Dyson-Schwinger model approaches, which fall into two classes, are incompatible
with the properties of GPDs as we now explain.
The first class of DSE models involves solving the covariant DSEs in a truncation scheme,
such as the rainbow-ladder truncation. The solution of these equations requires treatment
in Euclidean space and the connection to light-cone dominated amplitudes is hence gen-
erally lost. The singularity structure of propagators and vertices must be known in the
whole complex plane to enable calculation of PDFs or GPDs. Clearly this cannot be done
with a numerical solution in a limited domain. Imagining that GPDs could be obtained
in the rainbow-ladder truncation scheme, one has the additional complication of the pos-
itivity bounds. It is unclear whether non-perturbative truncation schemes are consistent
with positivity. Part of this uncertainty stems from a lack of knowledge of the analytic
continuation, in particular the way to assess contributions from the infinite light-cone sin-
gularities of the bound-state vertex. On the other hand, an interesting application of these
DSE models would be to calculate the moments of PDFs and GPDs since the calculation of
matrix elements of twist-two operators can be carried out in Euclidean space. Surprisingly
this territory is largely unexplored.
The second class of DSE models relies upon using Ansa¨tze for the various vertex func-
tions and propagators. Additionally field theoretic constraints arising from Ward-Takahashi
identities are imposed, although the solutions to these constraints are not uniquely specified
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by the model elements. This class of models has the same drawbacks for calculating GPDs
as the first class. One again has difficulty connecting the Euclidean space formulation of
these models with light-cone correlation functions. Moreover, entire functions are often
used for model elements and these in turn defy a description of PDFs and GPDs because
the integral over the relative light-cone energy does not converge in the complex plane. It
is clear for this class of models that the positivity bounds must be generally violated. This
is because an ad hoc bound state vertex cannot be gauged with the non-local light-cone
operator. Correctly inserting the non-local operator at the bounds state vertex, which en-
sures the positivity bound is respected, requires knowledge of the underlying field theoretic
dynamics.
Lastly there is an additional problem present in this second class of DSE models due to
the incorrect treatment of higher point functions. The well-known Ball-Chiu form for the
electromagnetic vertex [67] is used in these models to describe an electromagnetic three-
point function that is consistent with the Ward-Takahashi identity. The Ball-Chiu vertex,
however, cannot be used for PDFs or GPDs because one needs to gauge the three-point
function with the non-local light-cone operator and this requires knowledge of the four-
point function [29, 30, 68], see Figure 3.3. As is, the Ball-Chiu Ansatz cannot fix the plus
momentum of the active quark because it models the sum of the ungauged diagrams in
the Figure. The individual contributions cannot be resolved and hence cannot be properly
gauged.
Clearly the consistent modeling of GPDs is a difficult problem. Most standard hadronic
models cannot be used in their present forms to calculate GPDs. Furthermore investigating
how to rectify such models with the properties required of GPDs is lengthy and not par-
ticularly illuminating, when one considers that the models have no transparent relation to
QCD. Thus it makes sense to consider only simple models whereby one can guarantee the
properties of GPDs will be satisfied from the onset, and the resulting parametrization will
be efficaciously tractable for comparison with experiment. To devise such models, we turn
our attention to double distributions.
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Chapter 4
Double Distributions
Modeling GPDs directly from their definition leads to light-cone quantization and light-
cone wavefunctions. Another approach is to use the formalism of double distributions
(DDs) [69, 70] and this is the discourse taken up in the rest of this work. The formalism
of DDs elegantly explains the polynomiality conditions required of GPDs and thus gives
one the ability to construct models consistent with known properties—although insight into
model construction has often been limited to factorization Ansa¨tze. Very few DDs have ac-
tually been calculated, although ad hoc DDs are almost exclusively used for phenomenology.
Recently two-body light-front wavefunction models of the pion have been used to obtain
GPDs [71] based on DDs. Without modifying the quark distribution, the resulting GPDs
violate the positivity constraints [63]. This inconsistency is attributed to missing contribu-
tions from non-wavefunction vertex diagrams the contribution of which are unknown when
one uses non-covariant vertices. In general these diagrams are a substitute for higher Fock
components, see [72]. Thus the method used by [71] must at least use covariant wavefunc-
tions to be sensible. The covariant models we used [73], however, allowed us to test the
uniqueness of this ostensible construction. In this Chapter, we present the two models which
were used to test the construction of DD functions. The two models are both simple models
for scalar bound states, one with scalar constituents and the other with spin-12 constituents.
Indeed we found that appealing to Lorentz invariance is enough to determine only one
component of the double distribution in the two-component formalism (even for C-odd
distributions, where the Polyakov-Weiss D-term [74] is absent). Moreover, the component
determined from the reduction relations in the scheme presented by [71] is completely am-
biguous. Below we show that in the scalar constituent model, missing the second component
leads to incorrect GPDs. The same is true for a spin-12 constituent model of the pion, where
additionally the positivity bound is violated. The correct DDs unique to each model can be
calculated from non-diagonal matrix elements of twist-two operators and is demonstrated.
On the other hand, exploiting the ambiguity inherent in defining one component DDs (which
is akin to gauge freedom [75]) one can generate infinitely many different GPD models which
share the same form factor and quark distribution as well as satisfy polynomiality (and
likely positivity). We also calculate DDs for a model with a propagator having complex
conjugate energy poles. Such a parametrization is an efficacious way to model confinement.
The calculation produces no trouble in Euclidean space, while the difficulties in Minkowski
space are dealt with in Appendix G.
The organization of the Chapter is as follows. After defining DDs in Section 4.1, we
explicitly derive the GPD for the scalar triangle diagram with point-like vertices in Section
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4.2.1. This is the GPD for the toy BSE model in Section 1.2.2. Next we show the DD
for this model extracted from the form factor in the Drell-Yan frame via [71] leads to
incorrect GPDs. Having encountered this problem, we calculate the missing component
of the DD for the scalar triangle diagram in Section 4.2.2. Then in Section 4.2.3, we
present a calculation of the DD for a similar model where the propagator is extended to
have complex conjugate poles. The calculation is done in Euclidean space here and in
Minkowski space in Appendix G. In Section 4.3, we move on to the model for the spin-12
case. Next in Section 4.3.2, we regularize the current and then extract this model’s GPD.
Although not manifest, this model satisfies polynomiality, which is demonstrated in Section
4.3.3. Using [71] as a guide, we construct a DD for this model in Section 4.3.4. Similar
to Section 4.2.1, this one-component DD too gives rise to a different GPD than the light-
front projection. Additionally positivity is not satisfied by this one-component DD (Section
4.3.5). We calculate the complete two-component DD from matrix elements of twist-two
operators in Section 4.3.6. Lastly we conclude with a brief summary (Section 4.4).
4.1 Definitions
In this Section we define DDs for scalar bound states via their moments by following the
two-component formalism of [74,75]. Focusing on the ambiguities inherent in defining one-
component DDs from two component objects, we will understand why the DD constructed
according to [71] leads to an incorrect GPD. Moreover, we shall calculate the correct DD
for the scalar triangle diagram from matrix elements of twist-two operators. We remark
in passing that the two components of the DD (below F and G, or F and D-term in the
standard formalism) can be viewed as projections of a single function of two variables [76].
In defining GDPs and DDs there are two convenient choices of variables to use. Above
we have worked in Radyushkin’s asymmetrical frame and asymmetrical variables which
are ideal for perturbation theory and are a natural generalization of ordinary parton dis-
tributions. The non-diagonal matrix elements of twist-two operators are, however, more
conveniently expressed in variables symmetric with respect to initial and final states.1 To
this end we define the average momentum Pµ = (P + P ′)µ/2. Let
↔
Dµ = 12(
→
∂µ −
←
∂µ). Then
for a pion of spin-12 constituents we have
〈 P +∆/2|ψ¯(0)γ
{
µi
↔
Dµ1 · · · i
↔
Dµn
}
ψ(0)|P −∆/2 〉 =
2P
{
µ
n∑
k=0
n!
k!(n − k)!Ank(t) P
µ1 · · ·Pµn−k
(
− ∆
2
)µn−k+1 · · ·(− ∆
2
)µn}
−∆
{
µ
n∑
k=0
n!
k!(n− k)!Bnk(t) P
µ1 · · ·Pµn−k
(
− ∆
2
)µn−k+1 · · · (− ∆
2
)µn}
, (4.1)
where the action of {··· } on Lorentz indices produces only the symmetric traceless part and
T -invariance restricts k in the first sum to be even and odd in the second. For a pion
of scalar constituents, replace γµ with 2i
↔
Dµ. As it stands there is considerable freedom
in the above decomposition, e.g., one could rewrite the above with kBn,k−1(t)/(n − k + 1)
as a contribution to Ank(t). Carrying this out for all k, puts the bulk in the first term
1Good discussion of the conversion from symmetrical and asymmetrical variables and distributions can
be found in [77]. Additionally advantages and disadvantages of both are presented.
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and renders the second term proportional to the symmetric traceless part of only (n + 1)
∆’s— moments of the Polyakov-Weiss D-term [74]. This is the usually encountered form
of the DD with D-term. Calculationally, however, we find our results directly in the form
of Eq. (4.1).
The DDs are defined as generating functions for the moments2
Ank(t) =
∫ 1
−1
dβ
∫ 1−|β|
−1+|β|
dα βn−kαkF (β, α; t) (4.2)
Bnk(t) =
∫ 1
−1
dβ
∫ 1−|β|
−1+|β|
dα βn−kαkG(β, α; t). (4.3)
As a consequence of the restriction on k in the sums, the function F (β, α; t) is even in α
while G(β, α; t) is odd. Also for n-even, there is no contribution from the D-term to the
function G(β, α; t).
These DD functions then appear in the decomposition of matrix elements of light-like
separated operators. Summing the moments to produce these operators, we have
〈 P +∆/2 | ψ¯(−z−/2) /z ψ(z−/2) | P −∆/2 〉
= 2P · z
∫ 1
−1
dβ
∫ 1−|β|
−1+|β|
dα e−iβP ·z+iα∆·z/2 F (β, α; t)
−∆ · z
∫ 1
−1
dβ
∫ 1−|β|
−1+|β|
dα e−iβP ·z+iα∆·z/2G(β, α; t), (4.4)
where z2 = 0.
Denoting ξ = −∆+/2P+, the GPD in symmetric variables reads
H(x˜, ξ, t) =
1
4π
∫
dz−eix˜P¯
µ+z−〈 P +∆/2|ψ¯(−z−/2)γ+ψ(z−/2)|P −∆/2 〉. (4.5)
Inserting Eq. (4.4) into this definition yields
H(x˜, ξ, t) =
∫ 1
−1
dβ
∫ 1−|β|
−1+|β|
dα δ(x˜− β − ξα)
[
F (β, α; t) + ξG(β, α; t)
]
. (4.6)
By integrating over x˜, we uncover two sum rules: the sum rule for the form factor∫
dβ
∫
dα F (β, α; t) = F (t) (4.7)
and what we call the G-sum rule∫
dβ
∫
dα G(β, α; t) = 0, (4.8)
which is trivial since G is an odd function of α. Eq. (4.8) has non-trivial consequences
however, e.g., it shows the method employed by [71] leads only to the F DD in Eq. (4.4).
This function integrates to the form factor via Eq. (4.7) and in the forward limit {ξ, t→ 0}
reduces to the quark distribution (when integrated over α). Thus F (β, α; t) should be
2In general the twist-two form factors and hence the double distributions have renormalization scale
dependence that arises from perturbative QCD corrections.
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Figure 4.1: Covariant triangle diagram for the meson electromagnetic form factor.
properly termed the forward-visible DD, which encompasses more than just neglecting the
D-term. From Eq. (4.1), we see that G(β, α; t) does affect higher moments of the GPD.
This will be the source of the discrepancy between the method employed by [71] and the
correct calculation of the DDs from Eq. (4.1). We now calculate model DDs and expose
this discrepancy.
4.2 Simple models
4.2.1 Scalar model
For the meson model with scalar constituents, we choose a point-like Bethe-Salpeter vertex
Γ(k, P ) = 1, where the coupling constant is assumed to be absorbed into the overall normal-
ization. This is the model considered in Section 1.2.2. Furthermore, we choose derivative
coupling of the photon to charged scalar particles.
The meson electromagnetic form factor for this model can be calculated from the Feyn-
man triangle diagram. In order to derive the GPD, however, we need to choose the kine-
matics specified in Figure 4.1 with k as the momentum of the struck quark. Using the
stated meson vertex and taking the plus-component of the current, we have
F (t) =
∫
d4k
−i|N |2(2k+ +∆+)
(1− ζ/2)P+
{[
k2−m2+iǫ][(k+∆)2−m2+iǫ][(P −k)2−m2+iǫ]}−1,
(4.9)
where the momentum transfer is t = ∆2 and the skewness is defined relative to the ini-
tial state ∆+ = −ζP+ < 0. Physically ζ plays the role of Bjorken variable for DVCS.
Additionally we work in the asymmetric frame where P⊥ = 0.
To turn Eq. (4.9) into an expression for the GPD H(x, ζ, t), we insert δ(k+/P+ − x) to
fix the momentum of the struck quark and keep ζ 6= 0. This forces
F (t) =
∫
H(x, ζ, t)dx. (4.10)
Lastly we integrate over k− to project onto the light cone. Doing the contour integration
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to extract H(x, ζ, t) in Eq. (4.9), we are confronted with the poles

k−a = k−on − iǫx
k−b = P
− + (k − P )−on − iǫx−1
k−c = −∆− + (k +∆)−on − iǫx′
, (4.11)
where the on-shell energies are p−on =
p⊥
2
+m2
2p+ and the abbreviation x
′ = x−ζ1−ζ is used. Thus
the non-vanishing contribution to the integral is
2πi θ[x(1− x)] [θ(x− ζ)Res(k−b )− θ(ζ − x)Res(k−a )] , (4.12)
which leads to
(1− ζ/2)H(x, ζ, t) = θ(x− ζ)H1(x, ζ, t) + θ(ζ − x)H2(x, ζ, t). (4.13)
Using k′⊥ = k⊥ + (1 − x′)∆⊥ for the relative transverse momentum of the final state, the
functional forms are
H1(x, ζ, t) = (2x− ζ)|N |2
∫
dk⊥DW(x,k⊥|M2π)DW(x′,k′⊥|M2π)/x(1 − x)x′ (4.14)
H2(x, ζ, t) = (2x− ζ)|N |2
∫
dk⊥DW(x,k⊥|M2π)DW(x′′,k′′⊥|t)/ζx′′(1− x′′)(1− x), (4.15)
where x′′ ≡ x/ζ and k′′⊥ ≡ k⊥+x′′∆⊥ are the relative momenta of the photon. Additionally,
we use the replacement
DW(x,k
⊥|M2)−1 =M2 − k
⊥2 +m2
x(1− x) , (4.16)
which is the propagator of the Weinberg equation [44].
Comments about the GPD H(x, ζ, t) in Eq. (4.13) are in order. The model is covariant
and thus the sum rule and polynomiality conditions are met (see Section 4.3.3 below for
clarification). We have checked this explicitly and suitable discussion can be found in [78,79].
Consideration of this model without derivative coupling was first done from the perspective
of DDs, see e.g. the toy model of [69]. This DD model was revisited recently with derivative
coupling at the photon vertex in the Appendix of [71] and the same DD also appears in [78].
To derive the DD for this simple model, we first appeal to Lorentz invariance as suggested
in [71], recalling along the way the relevant properties of DDs in asymmetric variables.
First consider the form factor. In the ζ = 0 frame, Eqs. (4.14–4.15) reduce to the
Drell-Yan formula [36,80] via the definition in Eq. (4.10)
F (t) = |N |2
∫
dxdk⊥
x(1− x)DW(x,k
⊥|M2π)DW(x,k⊥ + (1− x)∆⊥|M2π), (4.17)
where t = −∆2⊥. The form factor is Lorentz invariant and has a decomposition in terms of
the Lorentz invariant DD F (x, y; t), namely
F (t) =
∫ 1
0
∫ 1
0
F (x, y; t) dy dx. (4.18)
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Figure 4.2: Comparison of covariant GPDs for the scalar triangle diagram. The GPDs
Eq. (4.13) (denoted LC) and Eq. (4.23) (DD-based) are plotted as a function of x for fixed
ζ = 0.7 and t = −m2 for the mass Mπ = m < 2m. We also plot the difference between
the two curves (δ). The area under the curves is identically F (−m2) for LC and DD-based
GPDs, and hence zero for their difference δ.
The DD satisfies the following relations [70]: support property
F (x, y; t) ∝ θ(1− x− y), (4.19)
reduction to the quark distribution at zero momentum transfer
q(x) =
∫ 1−x
0
F (x, y; 0) dy (4.20)
and is Mu¨nchen symmetric [81]
F (x, y; t) = F (x, 1 − x− y; t). (4.21)
Using Eq. (4.17), we can write F (t) in the form (4.18) with
F (x, y; t) =
x|N |2θ(1− x− y)
m2 − x(1− x)M2π − y(1− x− y)t
, (4.22)
which satisfies Eqs. (4.19–4.21). The ingenuity of DDs comes about when we construct the
GPD via
H(x, ζ, t) =
∫ 1
0
∫ 1
0
F (z, y; t)δ(x − z − ζy) dy dz. (4.23)
In this form the sum rule and polynomiality conditions follow trivially.
In Figure 4.2, we plot the GPD Eq. (4.13) as well as the GPD derived from DD via
Eq. (4.23). Surprisingly the two are different despite the fact both models are covariant and
posses the same form factor and quark distribution. Additionally we plot their difference
(δ) as a function of x.
4.2.2 Scalar model, revisited
Based on the definitions in Eq. (4.1), we need more than the form factor to determine the
GPDs. The procedure above thus missed one component of the DDs. To correctly derive
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both F and G DDs for the scalar triangle diagram of Section 4.2.1, we must now consider
the action of the operator 2i
↔
D{µi
↔
Dµ1 · · · i
↔
Dµn}. This produces a factor
1
2n
(2k +∆){µ(2k +∆)µ1 · · · (2k +∆)µn} (4.24)
in the integrand of Eq. (4.17), which we now take in the symmetric frame. After the
integration over k is performed, we are left only with
∫ 1
0
dβ
∫ 1−β
−1+β
dα D(β, α; t) (2βP − α∆){µ(βP − α∆/2)µ1 · · · (βP − α∆/2)µn}, (4.25)
where we have used the replacement
D(β, α; t) =
1
m2 − β(1− β)M2π − t[(1− β)2 − α2]/4
. (4.26)
Using the binomial expansion, we can identify F (β, α; t) and G(β, α; t) via Eqs. (4.2)
and (4.3), namely3
F (β, α; t) = β θ(1− β − α)D(β, α; t)|N |2 (4.27)
G(β, α; t) = α θ(1− β − α)D(β, α; t)|N |2. (4.28)
To compare with the results of Section 4.2.1, we must revert to asymmetric variables which
is accomplished by the transformation β → x, y → (α−β+1)/2. The denominator common
to both terms becomes
D(x, y; t) =
1
m2 − x(1− x)M2π − y(1− x− y)t
, (4.29)
and we have
F (x, y; t) = x θ(1− x− y)D(x, y; t)|N |2 (4.30)
G(x, y; t) = (2y + x− 1) θ(1− x− y)D(x, y; t)|N |2. (4.31)
Notice the function G(x, y; t) is Mu¨nchen antisymmetric, i.e. G(x, y; t) = −G(x, 1−x−y; t),
which is required because G(β, α; t) is odd with respect to α.
To construct the GPD H(x, ζ, t) we must also convert Eq. (4.6) to asymmetric variables.
H(x, ζ, t) =
∫ 1
0
dz
∫ 1−z
0
dy δ(x− z − ζy)
[
F (x, y; t) +
ζ
2− ζG(x, y; t)
]
(4.32)
We can now plot the GPD calculated from Eq. (4.32) using the two DDs in Eqs. (4.30) and
(4.31). The result agrees with Eq. (4.13) depicted in Figure 4.2. Moreover, the contribution
from ζ2−ζG is identically the difference δ plotted in the figure. In the DD formalism, the
reduction relations do not determine the GPD. We will illustrate this further with a spin-12
model for the pion. Before doing so, however, we will take a detour to pursue an interesting
extension of the above scalar model.
3Notice in this case we can see that F and G are projections of a single function D(β, α; t) = f(β, α) in
the notation of [76]. Determination of f(β, α) for the spin- 1
2
model of Section 4.3, however, cannot be done
by inspection.
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4.2.3 Complex conjugate poles
In this Section, we extend the calculation of the model DD above to include complex
conjugate singularities in the constituents’ propagators. Complex conjugate singularities
present in solutions to Dyson-Schwinger equations have been studied in the connection
with the violation of Osterwalder-Schrader reflection positivity and confinement [82–89].
Recent work [90] in solving the Bethe-Salpeter equation with a quark propagator consisting
of pairs of complex conjugate singularities shows that the width for meson decay (into free
quarks) generated from one pole is exactly canceled by the contribution from its complex
conjugate. Additionally recent studies have modeled Euclidean space lattice data with
propagators that have time-like complex conjugate singularities [91–93]. In [94] we pursued
the calculation of space-like amplitudes in Minkowski space using a simple model propagator
consisting of a pair of complex conjugate poles. Specifically, we were interested in the
calculation of light-cone dominated amplitudes for this type of model which necessitates
a treatment in Minkowski space. This treatment is contained in Appendix G because
there is considerable subtlety. Nonetheless, covariant calculation in Euclidean space is
straightforward and provides another chance to obtain DDs properly.
In Euclidean space, the model propagator is chosen to be
SE(k) =
∑
ε=±
1/2
k2 +m2 − iε . (4.33)
Here and below we use the shorthand ε = ± to denote the pair of complex conjugate
poles. Notice ε is finite and can be chosen to be positive. Unlike in Minkowski space where
the measure is imaginary, contributions to Euclidean space amplitudes are real and one
has no difficulty in calculating form factors and distribution functions using SE(k) in the
relevant diagrams. The simplicity of the model at hand will allow us to calculate its double
distribution analytically and thereby determine the quark distribution and electromagnetic
form factor, since these functions are related to the double distribution by the so-called
reduction relations. The difficult task of calculating of these quantities in Minkowski space
by projecting onto the light-cone is contained in Appendix G.
GPDs are not Lorentz invariant objects, however, they stem from a projection of a
Lorentz invariant double distribution function [69]. These functions are particularly attrac-
tive from the perspective of model building [71], though one must be careful that the starting
point is indeed covariant [63], otherwise desirable distribution properties and straightfor-
ward physical interpretation may be sacrificed. The model under consideration is fully
covariant, and thus the DD representation is an ideal testing ground for our model propa-
gator. Hence we proceed to calculate the model’s Euclidean space DD, recalling along the
way the relevant properties of DDs. In this Section, by contrast to Eq. (4.1), we decom-
pose the matrix elements of twist-two operators in the asymmetric frame, with asymmetric
variables.
Let
↔
Dµ =
→
∂µ−
←
∂µ. For this scalar model, we define the twist-two operator of spin-(n+1)
as above
Oµµ1...µn = φ(0)i
↔
D{µi
↔
Dµ1 · · · i
↔
Dµn}φ(0), (4.34)
where the action of {··· } on Lorentz indices produces only the symmetric traceless part.
We work in Radyushkin’s asymmetric frame with P as the momentum of the initial
state, P + ∆ that of the final and t = ∆2. The initial and final states are on-shell: P 2 =
(P + ∆)2 = M2. The non-diagonal matrix element of Oµµ1...µn can be decomposed into
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Figure 4.3: Diagram used to calculate non-diagonal matrix elements of twist-two operators
(denoted by a cross).
Lorentz invariant moment functions Ank(t) and Bnk(t). Asymmetrically this decomposition
reads
〈 P +∆|Oµµ1...µn |P 〉 =
(2P +∆){µ
n∑
k=0
n!
k!(n − k)!Ank(t) (2P +∆)
µ1 · · · (2P +∆)µn−k(−∆)µn−k+1 · · · (−∆)µn}
−∆{µ
n∑
k=0
n!
k!(n− k)!Bnk(t) (2P +∆)
µ1 · · · (2P +∆)µn−k (−∆)µn−k+1 · · · (−∆)µn}, (4.35)
Hermiticity forces the matrix elements of Oµµ1...µn to be invariant under the transformation{
P → P +∆
∆→ −∆ .
Consequently the values of k are restricted to be even in the first sum and odd in the second.
As it stands there is again considerable freedom in writing Eq. (4.35), e.g., one could rewrite
the above with kBn,k−1(t)/(n − k + 1) as a contribution to Ank(t). Carrying this out for
all k, puts the bulk in the first term and renders the second term proportional only to the
symmetric traceless part of (n+1) ∆’s— moments of the Polyakov-Weiss D-term [74]. This
is the usually encountered form of the DD with D-term. Alternatively one can also express
the moments as projections of a single Lorentz invariant function [76]. Calculationally,
however, Eq. (4.35) becomes the most practical to work with [73].
The F and G DDs can be defined as generators of the coefficient functions
Ank(t) =
∫ 1
0
dx
∫ 1−x
0
dy xn−k(x+ 2y − 1)kF (x, y; t) (4.36)
Bnk(t) =
∫ 1
0
dx
∫ 1−x
0
dy xn−k(x+ 2y − 1)kG(x, y; t). (4.37)
As a consequence of the restriction on k in the sums, the function F (x, y; t) is Mu¨nchen
symmetric [81], i.e. F (x, y; t) = F (x, 1−x−y; t), while G(x, y; t) isMu¨nchen antisymmetric.
Also for n-even, there is no contribution from the D-term to the function G(x, y; t).
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These functions then appear in the decomposition of matrix elements of light-like sepa-
rated operators
〈 P +∆ | φ(0) iz ·
↔
D φ(z−) | P 〉 =
(2P · z +∆ · z)
∫ 1
0
dx
∫ 1−x
0
dy e−ixP ·z+iy∆·zF (x, y; t)
−∆ · z
∫ 1
0
dx
∫ 1−x
0
dy e−ixP ·z+iy∆·zG(x, y; t), (4.38)
where z2 = 0.
Denoting ζ = −∆+/P+ > 0, the GPD in asymmetric variables reads
H(x, ζ, t) =
∫
dz−eixP
+z−
2π(2− ζ) 〈 P +∆ | φ(0)i
↔
D+φ(z−) | P 〉. (4.39)
Physically ζ plays the role of Bjorken variable for deeply virtual Compton scattering. In-
serting Eq. (4.38) into this definition yields
H(x, ζ, t) =
∫ 1
0
dz
∫ 1−z
0
dy δ(x− z − ζy)
[
F (z, y; t) +
ζ
2− ζ G(z, y; t)
]
. (4.40)
which is what we found circuitously above. By integrating Eq. (4.40) over x, we uncover
two familiar sum rules for the DDs: the sum rule for the form factor∫ 1
0
dx
∫ 1−x
0
dy F (x, y; t) = F (t) (4.41)
and the G-sum rule ∫ 1
0
dx
∫ 1−x
0
dy G(x, y; t) = 0, (4.42)
which follows after a change of variables since G is Mu¨nchen antisymmetric. Eq. (4.42) is
important and mandated by current conservation. As we saw above, the G DD function is
all too frequently overlooked and treated as identically zero. Lastly, the model quark distri-
bution function q(x) can be found from the DD at zero momentum transfer, see Eq. (4.39),
q(x) =
∫ 1−x
0
dy F (x, y; 0). (4.43)
We can use the decomposition in Eq. (4.35) to calculate our simple model’s DD. Pa-
rameterizing the momenta as in Figure 4.3, the non-diagonal matrix element of O(n) reads
〈 P +∆|Oµµ1...µn |P 〉 =
2N
π2
∑
ε,ε′,ε′′=±
∫
d4k
(2k +∆){µ(2k +∆)µ1 · · · (2k +∆)µn}
[k2 +m2 − iε][(k +∆)2 +m2 − iε′][(k − P )2 +m2 − iε′′] (4.44)
The normalization constant N is chosen by the condition F (0) = 1. Let us denote the
propagators simply by A = (k−P )2+m2−iε′′, B = (k+∆)2+m2−iε′ and C = k2+m2−iε.
We introduce two Feynman parameters {x, y} to render the denominator specifically in the
form [xA + yB + (1 − x − y)C]−3. One then translates kµ to render the integral (hyper-)
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spherically symmetric via the definition kµ = lµ + xPµ − y∆µ. The resulting integral over
l can be evaluated directly (remember we are in Euclidean space).
Binomially expanding the result of the integral, we can make contact with Eq. (4.35) and
subsequently determine the F and G double distributions by inspection from Eqs. (4.36)
and (4.37). Defining the auxiliary functions
Do(x, y; t) = m
2 − x(1− x)M2 − y(1− x− y)t (4.45)
and
D(x, y; t) = N
∑
z=0,x,y,x+y
Do(x, y; t)
Do(x, y; t)2 + ε2(1− 2z)2 , (4.46)
the DDs can be written simply as
F (x, y; t) = xD(x, y; t) (4.47)
G(x, y; t) = (x+ 2y − 1)D(x, y; t). (4.48)
We treat factors of θ(1−x−y) as implicit above. Accordingly F is Mu¨nchen symmetric and
G is antisymmetric. Notice although ε is finite, corresponding results using the standard
perturbative propagator can always be recovered in the limit ε → 0. For example, the
correct F and G DDs are recovered in the limit ε→ 0 [73].
The model GPD can be derived by utilizing Eq. (4.40), although the integral must be
performed numerically. The quark distribution can be found via the reduction relation
Eq. (4.43), namely
q(x) = N
∑
z=0,x
[
x(1− x)Do(x, 0; 0)
Do(x, 0; 0)2 + ε2(1− 2z)2 +
x
ε
tan−1
ε(1 − 2z)
Do(x, 0; 0)
]
(4.49)
Lastly the form factor can be found from the sum rule Eq. (4.41)
In Figure 4.4, we plot the quark distribution and electromagnetic form factor for various
values of ε in GeV2. We have arbitrarily chosen the other model parameters as M = 0.14
GeV and m = 0.33 GeV. Additionally in Figure 4.5, the GPD is plotted: first at fixed
ζ and t for various values of ε and then at fixed t and ε for various values of ζ. Curves
corresponding to ε = 0 are the standard results for a propagator with one real pole.
Above we considered calculation of amplitudes for space-like processes using a scalar
propagator with one pair of complex conjugate poles. Moreover the analysis can be extended
easily to the case where vertex functions have complex conjugate singularities. Such models
cannot be directly employed in Minkowski space, they must be analytically continued from
Euclidean space.
In Appendix G, the problems of using a propagator with complex conjugate poles in
Minkowski space are discussed at the level of the quark distribution function. If the model is
defined in Minkowski space, one will generally violate the support and positivity properties
of the quark distribution. Above we showed the model is perfectly well defined in Euclidean
space by calculating non-diagonal matrix elements of twist-two operators. This leads us to
the model’s double distribution which we used to calculate parton and generalized parton
distributions as well as the electromagnetic form factor.
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Figure 4.4: On the left, the quark distribution Eq. (4.49) is plotted as a function of x for
a few values of ε in GeV2. On the right, the form factor calculated from Eqs. (4.41) and
(4.47) is plotted as a function of −t for a few values of ε in GeV2. The model parameters
are arbitrarily chosen as: M = 0.14 GeV and m = 0.33 GeV.
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Figure 4.5: Plots of the GPD calculated from Eqs. (4.47),(4.48) and (4.40). On the left,
the GPD is plotted as a function of x for a few values of ε (in Gev2) at fixed ζ = 0.5 and
t = −1.0 GeV2. On the right, the GPD appears at fixed ε = 0.17 GeV2 and t = −2.0 GeV2
and is plotted as a function of x for a few values of ζ. The model parameters are arbitrarily
chosen as: M = 0.14 GeV and m = 0.33 GeV.
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4.3 Double Distributions for the pion
Having calculated model DDs for scalar constituent models, we shall now add spin degrees
of freedom to the constituents. In this Section, we explore a model for the pion both
on the light cone and from the covariant description in terms of DDs. To calculate the
DD functions, we again highlight the ambiguity and limitations inherent in the method
employed by [71] and then properly determine the DDs.
4.3.1 Bethe-Salpeter amplitude and pion wavefunction
For the spin-12 model, we choose the trivially qq¯ symmetric Bethe-Salpeter vertex
Γ(k, P ) = −igγ5. (4.50)
Here we have assumed only γ5 coupling at the quark-pion vertex with coupling constant g,
whereas four Dirac structures exist [95]. This simple coupling is suggested by an effective
interaction Lagrangian of the form (see, e.g., [96, 97])
LI = −ig pi · q¯γ5τq, (4.51)
where the coupling constant g = m/fπ, with m the constituent mass and fπ the pion decay
constant. Notice the (ladder approximation) kernel is independent of light-cone time. Thus
this model (as well as the scalar triangle model in Section 4.2.1) are special cases of the
instantaneous formalism described by [30] in the impulse approximation. The relation of
the vertex to the Bethe-Salpeter wavefunction is given by
Ψ(k, P ) =
i
/k −m+ iǫ (−ig)γ
5 i
/k − /P −m+ iǫ . (4.52)
The valence wavefunction can be found by projecting the Bethe-Salpeter wavefunction
onto the light-cone x+ = 0, see e.g. [98]. Using the normalization convention of [3], we have
ψ(x,k⊥rel;λ, λ
′) =
1
2P+
∫
dk−
2π
u¯λ(xP
+,k⊥)√
x
γ+Ψ(k, P )γ+
vλ′
(
(1− x)P+,P⊥ − k⊥)√
1− x ,
(4.53)
where x is the fraction of the pion’s plus momentum carried by the quark (x = k+/P+),
and the relative transverse momentum is k⊥rel = k
⊥ − xP⊥. The valence wavefunction is
found from Eq. (4.53) to be
ψ(x,k⊥;λ, λ′) =
g
√
Nc/2 C
x(1− x) DW(x,k
⊥|M2π)
[
k−λ δλ,λ′ − λm δλ,−λ′
]
, (4.54)
where we have employed the notation kλ = k
1 + iλk2. As a result of the contour integra-
tion, we have a factor of θ[x(1− x)] implicitly in Eq. (4.54). Additionally the wavefunction
is symmetric under interchange of x and 1 − x. As is known, introduction of orbital an-
gular momentum into this wavefunction leads to divergent quark distributions and form
factors which will be handled below. Since this model is non-renormalizable, the choice of
regularization scheme influences the dynamics.
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4.3.2 Form factor and generalized parton distribution
The pion electromagnetic form factor for this model can be calculated from the Feynman
triangle diagram. In order to extract the GPD, however, we need to choose the kinematics
specified in Figure 4.1 with k as the momentum of the struck quark. As it stands, using
the wavefunction Eq. (4.54), the triangle diagram diverges. Following the approach of [99],
we covariantly smear the point-like photon vertex in Figure 4.1 in a way reminiscent of
Pauli-Villars regularization
γµ → ΓµΛ =
Λ2
k2 − Λ2 + iǫγ
µ Λ
2
(k +∆)2 − Λ2 + iǫ . (4.55)
Eq. (4.55) is a simple way to model non-qq¯ components of the wavefunction.4 Alternatively
one could smear the qq¯−π vertex in a covariant manner [31,32,100]. This smearing should
additionally respect the qq¯ symmetry of the vertex. We do not pursue this option here since
positivity constraints (see Section 4.3.5) are generally violated. On the other hand, one
could use Pauli-Villars subtractions to regulate the theory, however, positivity would also
be put into question. Because our concern is with model comparisons not phenomenology,
we shall choose Λ = m merely for simplicity. Although not obvious from inspection, results
for Λ 6= m exhibit the same features investigated below. Most noteworthy, positivity remains
satisfied when Λ 6= m.
Considering matrix elements of the current operator Jµ between pion states, the model
Eq. (4.55) conserves current. This can be demonstrated most easily by calculating ∆ · J
in the Breit frame. Additionally since the model is fully covariant, we can extract the
electromagnetic form factor from any component of the current. In particular, potential
end-point singularities present in matrix elements of J− have been removed by the photon
vertex smearing Eq. (4.55) [99]. Using the plus-component of the current, we have the
expression
F (t) =
ig2Nc|C|2m4
1− ζ2
∫
d4k
(2π)4
Tr
[
(/k +m)γ5(/k − /P +m)γ5(/k + /∆+m)γ+
]
[
k2 −m2 + iǫ]2[(k +∆)2 −m2 + iǫ]2[(P − k)2 −m2 + iǫ] ,
(4.56)
where the momentum transfer is t = ∆2 and the skewness ζ is defined relative to the initial
state: ∆+ = −ζP+ < 0.
To calculate the GPD, we follow the procedure described in Section 4.2.1. The result
can be written as
(1− ζ/2)H(x, ζ, t) = θ(x− ζ)Heff(x, ζ, t) + θ(ζ − x) [(Hinst(x, ζ, t) +Hnval(x, ζ, t)] . (4.57)
where Heff is the piece determined by the effective two-body wavefunction, Hinst is the
contribution from instantaneous propagation of the spectator quark, and the remaining
contributions we term non-valence (although strictly speaking the instantaneous piece is
also of the non-valence variety). It is a peculiarity of this model that explicit instantaneous
terms are not present for x > ζ.
4For all its positivity preserving virtues, the vertex smearing has unphysical drawbacks. Firstly the
Ward-Takahashi identity is messed up. Secondly the large momentum behavior of the induced constituent
quark form factor is inconsistent with asymptotic freedom. We will come back to these issues in Chapter 5
for the proton.
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Figure 4.6: On the left, the GPD Eq. (4.57) is plotted at fixed t = −m2 for a few values of
ζ. On the right, the same GPD is plotted for fixed ζ = 0.5 for a few values of t. The model
parameters are arbitrarily chosen as: M = 0.14 MeV and m = 0.33 MeV.
The functional forms are
Heff(x, ζ, t) =
∫
dk⊥
(2π)3
∑
λ,λ′
ψ∗eff(x
′,k′⊥;λ, λ′)ψeff(x,k⊥;λ, λ′), (4.58)
Hinst(x, ζ, t) = −A
∫
dk⊥
4ζDW
3(x′′,k⊥|t)
(1− x)x′′(1− x′′) (4.59)
Hnval(x, ζ, t) = −A
∫
dk⊥
2(k⊥ · k′⊥ +m2)DW(x,k⊥|M2π)DW2(x′′,k′′⊥|t)
x(1− x)x′′(1− x′′)x′(1− x′)(1 − ζ)
×
[
2ζDW(x
′′,k′′⊥|t) +DW(x,k⊥|M2π)
]
, (4.60)
where we have defined the effective wavefunction
ψeff(x,k
⊥;λ, λ′) =
g
√
Nc/2 Cm2
x2(1− x)
[
k−λ δλ,λ′ − λm δλ,−λ′
]
DW
2(x,k⊥|M2π). (4.61)
and made the abbreviation A = g2|C|2Ncm4/2(2π)3. It is sensible to think of Eq. (4.61) as
an effective wavefunction since x→ 1−x symmetry has been lost. Moreover the wavefunc-
tion vanishes at x = 1 and is non-vanishing at x = 0. This is a desirable addition to the
dynamics stemming from the regularization. Notice the ladder kernel (4.51) is momentum
independent and hence does not vanish at x = 0, 1. This is the dynamical reason why the
un-regularized wavefunction Eq. (4.54) does not vanish at the end points. Continuity of the
GPD at x = ζ follows directly from Eqs. (4.58–4.60).
In Figure 4.6, we plot the GPD for the parameters: M = 0.14 MeV and m = 0.33 MeV.
On the left, the graph shows the GPD for a few values of ζ as a function of x for fixed t,
while on the right we have fixed ζ and t varying.
4.3.3 Sum rule and polynomiality
Since not manifest, one should check the covariance of the model Eq. (4.57). With the
covariant starting point Eq. (4.56), we anticipate polynomiality will be satisfied which pro-
vides a useful check on our expressions Eqs. (4.58–4.60). First we define the moments of
the GPD with respect to asymmetric variables
Pn(ζ, t) =
∫
xnH(x, ζ, t)dx. (4.62)
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Figure 4.7: Polynomiality conditions checked for the GPD Eq. (4.57). The moments
Pn(ζ, t = 0) from Eq. (4.62) are plotted as a function of ζ for n = 0, 1, 2, 3. Additionally
X’s denote the simple (n+ 1)-point polynomial fit to the moment Pn.
Polynomiality requires the moments Pn to be of the form
Pn(ζ, t) =
n∑
j=0
anj(t) ζ
j. (4.63)
The zeroth moment is merely the sum rule for the form factor, hence a00(t) = F (t). For
simplicity, we check a few of the lowest moments for the polynomiality condition Eq. (4.63)
at t = 0. In Figure 4.7, we plot the moments Pn(ζ, 0) for n = 0, 1, 2, 3 which appear as
smooth functions. Additionally we plot simple (n+1)-point polynomial fits to the moments,
which line up nicely with the integrals (4.62).
4.3.4 Double distribution
To construct the DD, we shall first proceed incorrectly by appealing to the Lorentz invari-
ance of the form factor as in Section 4.2.1. This will at least lead to one component of the
DD satisfying the reduction relations and can be compared to Eq. (4.57).
Using Eq. (4.58) in the ∆+ = 0 (Drell-Yan) frame, we can write F (t) in the form (4.18)
with
F (x, y; t) =
(
3m2−M2πx(1−x)+y(1−x−y)t
) 2πA θ(1− x− y) y(1− x− y)
(1− x)
[
m2 −M2πx(1− x)− y(1− x− y)t
]3 .
(4.64)
Aside from factors arising from spin, this DD is basically the same as that considered [71]
which one can realize by utilizing λ2 = −M2π/4 + m2. Not surprisingly, then, this DD
satisfies Eqs. (4.19–4.21). For reference we give the quark distribution function
q(x) =
2πA
6
(1− x)2
[
3m2 −M2πx(1− x)
]
[m2 −M2πx(1− x)]3
, (4.65)
which could be calculated directly from ψeff in Eq. (4.61).
In Figure 4.8, we plot the GPD Eq. (4.57) as well as the GPD derived from DD Eq. (4.64)
via Eq. (4.23). As in Section 4.2.1, the two are different despite the fact both models are
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Figure 4.8: Comparison of covariant GPDs for the spinor triangle diagram. The GPDs
Eq. (4.57) (denoted LC) and Eq. (4.64) (DD-based) are plotted as a function of x for fixed
ζ = 0.9 and t = −4m2 for the mass Mπ = 0.15m. We also plot the difference between the
two curves (δ). The area under the curves is identically F (−4m2) for LC and DD-based
GPDs, and hence zero for their difference δ.
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Figure 4.9: Comparison of GPDs: GPD calculated from the DD Eq. (4.64) via Eq. (4.23)
(DD-based) compared with the light-cone projection of the form factor Eq.(4.57) (Light-
cone) for fixed ζ = 0.4 at t = 0. Here we plot the ratio R(x, ζ) appearing in Eq. (4.67) as a
function of x > ζ. Positivity constrains this ratio to be less than one.
covariant and posses the same form factor and quark distribution. Additionally we plot
their difference as a function of x.
4.3.5 Positivity constraints
Here we demonstrate another difference between the GPD in (4.57) and the one stemming
from the one-component DD Eq. (4.64). To do so, we look at the positivity constraints.
Originally these constraints appeared in [70,101] and were derived from the positivity of the
density matrix by restricting the final-state parton to have positive plus-momentum [and
ignoring the contribution from E(x, ζ, t) for the spin-12 case]. Although the matrix elements
involved for GPDs are off diagonal, they are still restricted by positivity and their diagonal
elements. Correcting the constraints for the presence of the E-distribution was first done
in [26]. By considering the positivity of the norm on Hilbert space, stricter constraints for
the spin-12 distributions H and E have recently appeared as well as constraints for the full
set of twist-two GPDs [102].
For the scalar pion case there is of course no contribution from the non-existent E-
distribution and hence the original bounds are actually correct (modulo factors due to the
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difference of a spin-12 proton versus a spin-0 pion). Given the matrix element definition of
the GPD consistent with equation (4.10), namely
H(x, ζ, t) =
1
1− ζ/2
∫
dz−
4π
eixP
+z−〈π(P ′)|ψ¯(0)γ+ψ(z−)|π(P )〉, (4.66)
the spin-0 positivity constraint (for x > ζ) reads
R(x, ζ) ≡ (1− ζ/2)
∣∣H(x, ζ, 0)∣∣√
q(x)q(x′)
≤ 1, (4.67)
where q(x) is the model distribution function in Eq. (4.65). Of course the above result
holds for finite −t, however since the function F decreases with −t, Eq. (4.67) is the tightest
constraint. Notice forM2π 6= 0, the limit t = 0 is in an unphysical region. If we treat this limit
as formal, however, and analytically continue our expressions, we can use Eq. (4.67). Such
continuation is consistent with the light-cone Fock space representation of GPDs [26,27].
Given the constraint Eq. (4.67), we can test whether GPDs calculated from the light-
cone projection (4.58) and DD (4.64) satisfy positivity. In Figure 4.9, we plot R(x, ζ) for
each GPD as a function of x for the fixed value of ζ = 0.4. There is noticeably different
behavior in the figure: positivity is violated by the DD-based model. As above (Section
4.2.2), we must carefully derive contributions from the other component G(x, y; t).
4.3.6 Derivation of the correct DDs
To derive both F and G DDs for the spin-12 pion model, we must consider the action of
the operator γ{µi
↔
Dµ1 · · · i
↔
Dµn} between non-diagonal pion states. Inserted into Eq. (4.56)
which is now taken in the symmetrical frame, this operator produces
∫
d4k
Tr
[
(/k +m)γ5(/k − /P + /∆/2 +m)γ5(/k + /∆+m)γ{µ] (k +∆/2)µ1 · · · (k +∆/2)µn}[
k2 −m2 + iǫ]2[(k +∆)2 −m2 + iǫ]2[(k − P¯µ +∆/2)2 −m2 + iǫ] .
(4.68)
The presence of the trace
Tr[. . .]µ = 4
[
Pµ(m2−k2−k·∆)+∆
µ
2
(m2−k2+2k·P )+kµ(m2−k2− t
2
+2k·P−k·∆)
]
(4.69)
complicates evaluating Eq. (4.68) by requiring contributions from diagrams reduced by one
propagator. Since we have smeared the photon via (4.55), the reduced diagrams are finite.
Let us denote the propagators simply by A = (k−P+∆/2)2−m2+iǫ,B = (k+∆)2−m2+iǫ
and C = k2 −m2 + iǫ. To correctly evaluate Eq. (4.68), we must write the trace as
Tr{. . .}µ = 4
[
Pµ
( t
2
− 1
2
(B+C)
)
+
∆µ
2
(
M2− t
4
−A+ 1
2
(B−C))+kµ(M2− t
2
−A)
]
(4.70)
and evaluate each term separately canceling propagators in the denominator of Eq. (4.68).
These cancellations enable the DD to be read off by inspection.
These integrals can easily be evaluated using Feynman parameters. For example, let us
consider the non-reduced contribution from Eq. (4.70). The denominator of Eq. 4.68 appears
as A B2 C2 and so we introduce two Feynman parameters {x, y} to render the denominator
specifically in the form [xA + yB+ (1 − x− y)C]−5. One then translates kµ to render the
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integral (hyper-) spherically symmetric via the definition kµ = lµ + βPµ − (α + 1)∆µ/2.
Here β = x and α = x + 2y − 1. Using a Wick rotation to evaluate the resulting integral
over l, we can cast the contribution to Eq. (4.68) from non-reduced terms in the form
πA
4
∫ 1
0
dβ
∫ 1−β
−1+β
dα[(1− β)2 − α2]D(β, α; t)3
[
2P (βM2π + (1− β)t/2)−∆α(M2π − t/2)
]{µ
×
n∑
k=0
n!
k!(n− k)!β
n−kαkPµ1 · · ·Pµn−k
(
− ∆
2
)µn−k+1 · · ·(− ∆
2
)µn}
(4.71)
with D(β, α; t) given by Eq. (4.26). Given the form of Eq. (4.71), we can identify {β, α} as
DD variables and hence read off contributions to F and G DDs.
δF (β, α; t) = πA [(1− β)2 − α2] D(β, α; t)3(βM2π + (1− β)t/2) (4.72)
δG(β, α; t) = πA α [(1− β)2 − α2] D(β, α; t)3(M2π − t/2). (4.73)
Notice that these contributions respect the properties of DDs, namely δF is even in α while
δG is odd. This need not be the case, however, for each intermediate step of the calculation,
e.g. contributions from B-reduced terms and C-reduced terms are individually neither even
nor odd in α while their sum is even and difference is odd.
Ignoring for the moment contributions from A-reduced terms, we arrive at the DDs
F (β, α; t) = π A D(β, α; t)3
[
(1− β)m2 − βα2M2π + (1− β)[(1− β)2 − α2]t/4
]
(4.74)
G(β, α; t) = −π A α D(β, α; t)3
[
m2 −M2π(1− β − α2) + [(1− β)2 − α2]t/4
]
, (4.75)
The contribution from A-reduced terms has the form of a D-term in that it is proportional
to δ(β). Using Feynman parameters for the denominator B2 C2 and suitable changes of
variables, we arrive at the contribution to Eq. (4.68)
−∆{µ
∫ 1
−1
dα
πAαn+1(1− α2)
[m2 − (1− α2)t/4]2
(
− ∆
2
)µ1 · · ·(− ∆
2
)µn}
(4.76)
from which we can identify the D-term
D(α; t) = πA α(1 − α
2)
[m2 − (1− α2)t/4]2 . (4.77)
Although strictly speaking, the D-term is a contribution to the G-DD, we shall treat it sep-
arately for ease. Furthermore, the complete D-term arises from the β-integral of G(β, α; t),
see Appendix H and [75].
Switching now to asymmetric variables, we have
F (x, y; t) = π A D(x, y; t)3
×
[
(1− x)m2 − x(x+ 2y − 1)2M2π + (1− x)y(1 − x− y)t
]
(4.78)
G(x, y; t) = −π A (x+ 2y − 1) D(x, y; t)3
×
[
m2 + y(1− x− y)t−M2π(1− x− (x+ 2y − 1)2)
]
(4.79)
D(y; t) = πAy(1− y)(2y − 1) [m2 − y(1− y)t]−2 (4.80)
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Figure 4.10: Contributions to the covariant GPD from DDs. The light-cone GPD Eq. (4.57)
and the DD-based Eq. (4.81) are identical, denoted (LC) and plotted as a function of x for
fixed ζ = 0.9 and t = −4m2 for the mass Mπ = 0.15m. We also plot the individual
contributions from F in Eq. (4.78) and from ζ2−ζG+
1
2(2−ζ)D in Eqs. 4.79 and 4.80, denoted
(G + D-term).
where the function D(x, y; t) is given by Eq. (4.29). Accordingly F (x, y; t) is Mu¨nchen
symmetric and G(x, y; t) is antisymmetric, while D(y; t) is antisymmetric about y = 1/2.
Notice F (x, y; t) in Eq. (4.78) is not that of Eq. (4.64). Given the ambiguity inherent in
defining F versus G DDs [cf. Eq. (4.8)], there is no reason to believe the F s would be the
same. In principle, we could construct a quasi-gauge transformation [75] to render the F s
the same. This would enable identification of the missing G function unique to Section
4.3.4. We shall not pursue this tangential point,5 but simply point out that the procedure
in [71] leads only to one component of the DD and precisely which component [in the
decomposition of Eq. (4.1)] is unknown and hence useless.
The function F (x, y; t) satisfies the reduction relations: it reduces to the quark distri-
bution via Eq. (4.20) and integrates to the form factor Eq. (4.21)—the latter can only be
checked numerically. Lastly then it remains to see whether the DD-based GPD lines up with
true GPD calculated in Section 4.3.2. To construct the GPD we use the form of Eq. (4.32)
modified to handle the extra D-term in Eq. (4.80) separately
H(x, ζ, t) =
∫ 1
0
dz
∫ 1−z
0
dy δ(x−z−ζy)
[
F (x, y; t)+
ζ
2− ζG(x, y; t)
]
+
θ[x′′(1− x′′)]
2(2− ζ) D(x
′′; t)
(4.81)
In Figure 4.10, we plot the GPD Eq. (4.57) and the DD-based Eq. (4.81). They are
identical. We also plot the individual F and G+D contributions to the GPD. Even in the
absence of the D-term, the contribution from G cannot be neglected in ascertaining the DD.
Again calculation of the GPD from the full two-component DD agrees with the light-cone
GPD definition. The argument of Lorentz invariance used to calculate an F -type DD that
satisfies the reduction relations does not determine the GPD.
For a given model, there exists a unique two-component DD in the decomposition of
Eq. (4.1). This DD produces a GPD which is then consistent with the light-cone projection
and satisfies all the necessary reduction relations. On the other hand, if one is interested in
constructing different GPD models satisfying the reduction relations, polynomiality, etc.,
5Notice the contribution to the GPD from our D-term resembles that of Hinst in Eq. (4.59) but is not
identical. Both terms originate from a reduction of the spectator’s propagator. In the case of theD-term, the
spectator’s propagator is completely removed by the A-reduction. For Hinst, there is residual x-dependence
stemming from the light-cone instantaneous propagator γ+/2P+(1− x).
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one could exploit the ambiguity of one-component DDs. Consider the following. The
contribution to the GPD from F in Figure 4.10 is markedly different from Eq. (4.57) and
the analogous contribution from Eq. (4.64). These three GPDs, however, share the same
form factor and quark distribution, since their respective G functions do not contribute to
the reduction relations. Thus one can always use DD-gauge freedom [75] to transform a
given F into a new function and throw away contributions from G. The result is an infinite
set of different GPDs with identical form factors and quark distributions. As pointed out
in Section 4.3.5, one must be careful to maintain positivity although it is likely that there
still is an infinite set of GPDs which would.
4.4 Summary
Above we consider two covariant models for pions: one with scalar constituents and the
other with spin-12 . The spin-
1
2 model requires regularization and we choose the method
in [99] in order to maintain positivity. For each case we derive the GPD from its matrix
element definition which forces us to consider the triangle diagram for the form factor with
the plus momentum of the struck quark kept fixed in a general ∆+ 6= 0 frame.
We also construct the DDs for each model. The approach of [71] leads only to one
component of the DD (the “forward-visible” piece) which is itself ambiguous, thus result-
ing GPDs are incorrect and need not satisfy positivity. This fact remains true even for
C-odd distributions. This means the reduction relations alone are not enough from which
to calculate a model’s DD (and hence GPD). To obtain both components of the DD unam-
biguously, we calculate the matrix elements of twist-two operators. The resulting DD-based
GPDs then agree with those calculated on the light cone. The “gauge freedom” inherent
in defining F vs. G DDs could be exploited, however, for phenomenological studies where
one is interested in a mathematical fit to data, rather than a calculation of a given model’s
DD. Having investigated the calculation of DDs for pions, we can now turn to the case of
the proton.
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Chapter 5
Double Distributions for the
Proton
In this Chapter, we extend the simple scenarios so far pursued to build a DD model for the
proton. We treat the proton as a bound state of a residual quark and two quarks strongly
coupled in both the scalar and axial-vector diquark channels. The resulting light-cone
wavefunction of the proton has appropriate spin structure: containing correlations where
the residual quark carries the spin of the proton as well as correlations where the quark and
diquark are in a relative p-wave. We use this model to derive DDs for the proton. Inclusion
of the spin structure into double distributions is crucial if one wishes to make contact with
the spin sum rule for hadrons. While this (in essence two-body) model for the proton is
crude, model parameters can be tuned so that the electromagnetic form factors are fit at
small momentum transfer. Quark distributions can be matched and resulting GPDs are
suitable for phenomenology.
This Chapter has the following organization. First we review our conventions for DDs
for spin-12 particles and the relation of these DDs to GPDs in Section 5.1. In order to deal
with D-terms efficiently, we opt to calculate three DD functions. The ambiguity inherent
in defining DDs for spin-12 systems is detailed in Appendix H. Next in Section 5.2, we
present the quark-diquark model under consideration. DDs are calculated in this model
in both the scalar and axial-vector diquark channels. Relevant identities are gathered in
Appendix I, while the details of the derivation appear in Appendix K. Intuition about
the model and its construction is provided in Appendix J, where the effective light-cone
wavefunction is extracted from projecting onto the light-cone. Section 5.3 presents potential
phenomenological uses for the model. The model is tuned to reproduce the Dirac and Pauli
form factors of the proton for small momentum transfer. Resulting quark distributions and
GPDs are sensible at a low scale but do not contain the relevant non-perturbative small-x
behavior relevant for GPD phenomenology. One could then follow [71] and augment the
DDs with empirically parametrized quark distributions and re-tune the model’s parameters
or use perturbative evolution. Consequently these simple model GPDs then satisfy all
known constraints, including positivity.
5.1 Definitions
To begin, we set forth our conventions for DDs and their relation to GPDs. Moments of
DDs appear naturally in the decomposition of twist-two operators’ matrix elements that
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are non-diagonal in momentum space; moreover, they provide an elegant explanation of the
polynomiality property of GPDs. To make any progress in calculating DDs, we must use
the parton model simplification for the gauge covariant derivative: Dµ → ∂µ.
The non-diagonal proton matrix elements of twist-two operators can be decomposed in
a fully Lorentz covariant fashion in terms of various twist-two form factors Ank(t), Bnk(t)
and Cnk(t), namely
1
〈P ′, λ′|ψ(0)γ{µi
↔
Dµ1 · · · i
↔
Dµn}ψ(0)|P, λ〉
= uλ′(P
′)γ{µuλ(P )
n∑
k=0
n!
k!(n− k)!Ank(t)P
µ1 · · ·Pµn−k
(
−∆
2
)µn−k+1
· · ·
(
−∆
2
)µn}
+ uλ′(P
′)
iσ{µν∆ν
2M
uλ(P )
n∑
k=0
n!
k!(n− k)!Bnk(t)P
µ1 · · ·Pµn−k
(
−∆
2
)µn−k+1
· · ·
(
−∆
2
)µn}
− uλ′(P ′)∆
{µ
4M
uλ(P )
n∑
k=0
n!
k!(n− k)!Cnk(t)P
µ1 · · ·Pµn−k
(
−∆
2
)µn−k+1
· · ·
(
−∆
2
)µn}
,
(5.1)
where the action of { · · · } on Lorentz indices produces the symmetric traceless part of the
tensor and P is defined to be the average momentum between the initial and final states
Pµ = 12(P
′+P )µ and ∆ is the momentum transfer, ∆µ = (P ′−P )µ. T -invariance restricts
k in the first two sums to be even and odd in the last sum. There are three Dirac structures
in the above decomposition since in general the twist-two currents are not conserved thus
allowing for a structure proportional to ∆µ. The ambiguity of DDs for spin-12 systems is
addressed in Appendix H. Such difficulties in constructing DDs have been addressed in
the literature [73–76], and we find the construction in Eq. (5.1) the easiest to work with in
actual calculations.
The above decomposition can be used to define three double distributions as generating
functions for the twist-two form factors
Ank(t) =
∫ 1
−1
dβ
∫ 1−|β|
−1+|β|
dα βn−kαkF (β, α; t) (5.2)
Bnk(t) =
∫ 1
−1
dβ
∫ 1−|β|
−1+|β|
dα βn−kαkK(β, α; t) (5.3)
Cnk(t) =
∫ 1
−1
dβ
∫ 1−|β|
−1+|β|
dα βn−kαkG(β, α; t). (5.4)
As a consequence of the restriction on k in the sums, the functions F (β, α; t) and K(β, α; t)
are even in α, while G(β, α; t) is odd. The F (β, α; t) and K(β, α; t) DDs are similar in
form to the functions originally employed in [69]. The difference is due to the third DD,
G(β, α; t), which incorporates the D-term [74] among other things.
Summing up the moments in Eq. (5.1), these DD functions then appear in the decom-
1Beyond the parton model, this decomposition still holds. The twist-two form factors, however, ac-
quire scale dependence due to the renormalization of the twist-two operators. This scale dependence must
ultimately be dealt with for phenomenological applications.
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position of the light-like separated quark bilinear operator
〈P ′, λ′|ψq (−z/2) /zψq (z/2) |P, λ〉 =
∫ 1
−1
dβ
∫ 1−|β|
−1+|β|
dα e−iβP ·z+iα∆·z/2
× uλ′(P ′)
[
/zFq(β, α; t) +
iσµνzµ∆ν
2M
Kq(β, α; t) − ∆ · z
4M
Gq(β, α; t)
]
uλ(P ), (5.5)
where we have appended a flavor subscript q in the relevant places and zµ is a lightlike
vector, z2 = 0.
Now we define the light-cone correlation function by Fourier transforming with respect
to the light-cone separation z−
Mλ′,λq (x, ξ, t) =
1
4π
∫
dz−eixP
+z−〈P ′, λ′|ψq
(−z−/2) γ+ψq (z−/2) |P, λ〉. (5.6)
Above the variable ξ, or skewness parameter, is defined by ξ = −∆+/2P+. As is customarily
done, we assume without loss of generality that ξ > 0. The correlation function in Eq. (5.6)
can be written in terms of the two independent GPDs Hq(x, ξ, t) and Eq(x, ξ, t) as
Mλ′,λq (x, ξ, t) =
1
2P+
uλ′(P
′)
[
γ+Hq(x, ξ, t) +
iσ+ν∆ν
2M
Eq(x, ξ, t)
]
uλ(P ). (5.7)
Unlike the DDs, these GPDs are quantities that enter directly into the amplitude for deeply
virtual Compton scattering (DVCS), for example. Inserting the DD decomposition Eq. (5.5)
into the correlator in Eq. (5.7), we can express the GPDs as projections of the DDs
Hq(x, ξ, t) =
∫ 1
−1
dβ
∫ 1−|β|
−1+|β|
dα δ(x − β − ξα) [Fq(β, α; t) + ξGq(β, α; t)] (5.8)
Eq(x, ξ, t) =
∫ 1
−1
dβ
∫ 1−|β|
−1+|β|
dα δ(x− β − ξα) [Kq(β, α; t) + ξGq(β, α; t)] (5.9)
from which we can view the ξ-dependence of GPDs as arising from different slices of the
underlying Lorentz invariant DDs. Due to the symmetry of the DDs with respect to α, the
GPDs Hq(x, ξ, t) and Eq(x, ξ, t) are both even functions of the skewness parameter ξ.
The GPD Hq(x, ξ, t) has an important reduction property. Taking the diagonal limit of
the light-cone correlator Eq. (5.7), we have
fq(x) = Hq(x, 0, 0) =
∫ 1−|x|
−1+|x|
dαFq(x, α; t) (5.10)
In DVCS, the relevant current operators produce the charge and flavor structure
∑
q e
2
q
since there are two photons and thus the charge squared weighted GPDs enter in relevant
physical amplitudes. To discover the relation of GPDs to electromagnetic form factors it is
advantageous to consider instead the single photon structure
∑
q eq and define
H(x, ξ, t) =
∑
q
eqHq(x, ξ, t) (5.11)
E(x, ξ, t) =
∑
q
eqEq(x, ξ, t). (5.12)
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Since Gq(β, α; t) is an odd function of α, we have
∫ 1
−1 dβ
∫ 1−|β|
−1+|β| dαGq(β, α; t) = 0 and
consequently the sum rules∫ 1
−1
dxH(x, ξ, t) =
∑
q
eq
∫ 1
−1
dβ
∫ 1−|β|
−1+|β|
dαFq(β, α; t) = F1(t) (5.13)
∫ 1
−1
dxE(x, ξ, t) =
∑
q
eq
∫ 1
−1
dβ
∫ 1−|β|
−1+|β|
dαKq(β, α; t) = F2(t) (5.14)
which relate the zeroth moments to Dirac and Pauli form factors. Higher x-moments of
Hq(x, ξ, t) and Eq(x, ξ, t) are even polynomials in ξ as can be seen directly from Eqs. (5.8)
and (5.9).
The GPDs satisfy further constraints: the positivity bounds [26, 70, 101–105] . These
bounds are particularly important for comparing with experiment. Model GPDs which
reduce to the experimental quark distribution in Eq. (5.10) but violate the positivity bounds
are not worth considering because one knows from the start that rate estimates predicted
by the model GPDs are automatically wrong. Usually violation of the positivity bounds is a
signal that the model is inconsistent with the underlying field theory. Perhaps surprisingly
violation occurs frequently in more-or-less all standard hadronic models. Of interest to us
are the basic bounds for both the spin-flip and non-flip amplitudes
θ(x− ξ)
∣∣∣Mλ,±λq (x, ξ, t)∣∣∣ ≤
√
fq
(
x− ξ
1− ξ
)
fq
(
x+ ξ
1 + ξ
)
, (5.15)
which we use as a stipulation in constructing our model.
Lastly we need to address the negative range of the DD variable β. Experimentally and
diagrammatically β is strictly positive and crossing symmetry can be used to extend the
range to positive and negative β, or in our case reduce the range to strictly positive. To
this end, we define two functions for each DD
F±q (β, α; t) = Fq(β, α; t) ± Fq(β, α; t) (5.16)
K±q (β, α; t) = Kq(β, α; t) ±Kq(β, α; t) (5.17)
G±q (β, α; t) = Gq(β, α; t) ±Gq(β, α; t), (5.18)
where the antiquark contributions are defined by crossing
Fq(β, α; t) = −Fq(−β, α; t)
Kq(β, α; t) = −Kq(−β, α; t)
Gq(β, α; t) = −Gq(−β, α; t).
Thus the plus DDs [F+q (β, α; t), K
+
q (β, α; t), and G
+
q (β, α; t)] are odd functions of β and
the minus DDs are even functions. In partonic language, the minus DDs correspond to a
difference in quark and antiquark DDs (the valence configuration) while the plus DDs are
a sum of quark and anitquark DDs.
By virtue of the above definitions Eqs. (5.16)–(5.18), we can remove the explicit negative-
β parts from DDs and consequently the GPDs. We do so by defining
H±q (x, ξ, t) = Hq(x, ξ, t)±Hq(x, ξ, t) (5.19)
E±q (x, ξ, t) = Eq(x, ξ, t) ± Eq(x, ξ, t), (5.20)
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where the antiquark contributions are defined by the crossing analogous to the DDs above.
In this form, we can rewrite the reduction relations in a more familiar way
f±q (x) = H
±
q (x, 0, 0) =
∫ 1−x
−1+x
dαF±q (x, α; t), (5.21)
where f−q (x) is the valence quark distribution, namely f−q (x) = fq(x) − fq(x). The sum
rules are thus ∫ 1
0
dxH−(x, ξ, t) =
∑
q
eq
∫ 1
0
dβ
∫ 1−β
−1+β
dαF−q (β, α; t) = F1(t), (5.22)
∫ 1
0
dxE−(x, ξ, t) =
∑
q
eq
∫ 1
0
dβ
∫ 1−β
−1+β
dαK−q (β, α; t) = F2(t). (5.23)
In our simple valence model for the proton, we only address quark configurations. The
double distribution variable β as well as the momentum fraction x are positive below. The
above positivity bounds in Eq. (5.15) also hold for valence and plus amplitudes.
5.2 Model double distribution
To calculate DDs for the proton, as a first step we use only a simple model consisting of
two quarks strongly coupled in the scalar and axial-vector diquark channels along with
a residual quark. This model can be considered as loosely based on relativistic quark
models [106] or on the Nambu-Jona Lasinio model of the proton in the static approximation,
see, e.g., [107,108]. We keep full Lorentz covariance in order to preserve the polynomiality
of the moments Eq. (5.1). Without covariance, we would not even be able to deduce the
DDs.
In order to further simplify this calculation, we mandate only tractable one loop con-
tributions. To this end, we treat the scalar and axial-vector diquark T -matrices as free
particle propagators, namely of the forms
D(k) =
i
k2 −m2SD + iε
(5.24)
Dµν(k) =
−igµν
k2 −m2AD + iε
(5.25)
respectively. For simplicity we have neglected the term proportional to kµkν in the massive
vector propagator. Evaluation of the contributions generated by this term are considerably
complicated and will be the subject of a future publication. The proton Bethe-Salpeter
vertex for our model is thus
Γ(k, P ) =
1√
2
χ(s)D(P − k)⊗ Γ(s)(k, P ) + 1√
2
χ
(a)
µ,i D
µν(P − k)⊗ Γ(a)ν,i (k, P ), (5.26)
where the diquark vertices are direct products of spin and isospin factors
χ(s) =
1√
2
(iγ5C)⊗ 1√
2
(iτ2) (5.27)
χ
(a)
µ,i =
1√
6
(iγµC)⊗ 1√
6
(iτiτ2), (5.28)
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Figure 5.1: Impulse approximation to the twist-two matrix elements. Here the twist-two
operators with momentum insertion are denoted by a cross. The diquark spectator is
depicted by a double line and the initial- (final-) state proton has momentum P (P ′).
and we do not append propagators for the first and second quarks. For simplicity we choose
the quark-diquark vertex functions to be point-like, namely
Γ(s) = 1 ⊗ 1 (5.29)
Γ
(a)
ν,i = γ5γν ⊗ τi. (5.30)
This choice corresponds to modeling only a subset of the possible structures for the proton
wavefunction, see [109, 110] for a complete discussion. The vertex function also contains
an overall color anti-symmetrization which we suppress throughout. The conjugate vertex
Γ(k, P ) = C Γ(−k,−P )TC†. One could modify the point-like vertex with a form factor as
is commonly done, however, this generally violates the positivity bounds.
In this model, the axial diquark channel does not contribute to the proton’s electromag-
netic form factors. Thus we can only determine the parameters m and mSD by fits to the
Dirac and Pauli form factors. The parametermAD could be tuned by fitting the quark distri-
butions at some scale, however, we shall pursue a simpler course and setmSD = mAD = mD.
Alternately mAD could be tuned from neutron form factor data.
To derive the F (β, α; t), K(β, α; t) and G(β, α; t) DDs, we consider the action of the
twist-two operator Oµµ1...µn between non-diagonal proton states. Working in the impulse
approximation (see Figure 5.1), we have the contribution in the scalar diquark channel, for
example,∫
d4k
uλ′(P
′)(/k + /∆+m)Γµµ1...µn(/k +m)uλ(P )
[k2 −m2 + iε]a[(k +∆)2 −m2 + iε]a[(k − P +∆/2)2 −m2D + iε]
, (5.31)
where we have chosen an analytic regularization (so that a > 1) respecting the positivity
bounds.2 Since the NJL model is non-renormalizable, the choice of scheme is incorporated
2Alternate schemes using Pauli-Villars subtractions often regulate such models and are also attractive
from the perspective of DDs since Lorentz covariance is maintained. These subtractions, however, generally
violate the bounds in Eq. (5.15). For example, in the NJL model of the pion with two subtractions [79], the
positivity bounds, which were ignored by the authors, are violated for small values of −t. For the case of
a quark-diquark model regularized via Pauli-Villars subtractions, the violations are more severe and persist
for all values of −t due to the mismatch of end-point and crossover behavior. This commonly encountered
problem is discussed in [63]. For these reasons, we have used the analytic regularization above, which we
also employed previously for the pion [73] in Chapter 4.
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into the dynamics and hence the choice of regularization should maintain desired properties.
For phenomenological estimates of GPDs, the positivity bounds are of crucial importance,
and our regularization choice respects these bounds, see Appendix J for details. One can
view the regularization a > 1 as mimicking the non-local, non-perturbative structure of the
twist-two, quark-antiquark vertex. This choice of smearing maintains current conservation
but does not respect the Ward-Takahashi identity. Thus the normalization of amplitudes in
Eq. (5.26) is only approximately preserved. To remedy this feature, we add an a-dependent
prefactor to the axial diquark contribution. This factor is then adjusted so that Nd = 1
and consequently the u-quark distribution is correctly normalized, Nu = 2. An additional
drawback of the regularization scheme is that the induced quark form factors do not become
point-like for large momenta. While this is inconsistent with asymptotic freedom, the model
is meant only for use in the low momentum transfer region because the diquark substructure
cannot be resolved.
The symmetric, traceless tensor Γ in Eq. (5.31) is
Γµµ1...µn = γ{µ(k +∆/2)µ1 · · · (k +∆/2)µn} (5.32)
The involved numerator structure complicates calculation of the symmetric traceless part
of the tensor, however, this can be calculated directly without recourse to explicitly writing
out such tensors of rank n. See Appendix K. In order to compactly write out the DDs, we
define the auxiliary functions
Do(β, α; t) = βm
2
D + (1− β)m2 − β(1− β)M2 + [(1− β)2 − α2]t/4, (5.33)
which is the typical energy denominator in both channels and
D(β, α; t) = 3N
Γ(2a− 1)
2(4)a−1Γ(a)2
[
(1− β)2 − α2]a−1Do(β, α; t)1−2a, (5.34)
which is the typical prefactor for all DDs in this model.
Calculation of DDs for the scalar diquark yields
F
(s)
q (β, α; t)
K
(s)
q (β, α; t)
G
(s)
q (β, α; t)

 = δq,uD(β, α; t)

(m+ βM)2 +
[
(1− β)2 − α2] t4 + Do(β,α;t)2a−2
2M(1 − β)(m+ βM)
4Mα(m+ βM)

 . (5.35)
In the axial-vector diquark channel, we find

F
(a)
q (β, α; t)
K
(a)
q (β, α; t)
G
(a)
q (β, α; t)

 = 2
9
Z(a)(2δq,d + δq,u)D(β, α; t)
×

(2m+ βM)2 − 3m2 −
[
(1 + β)2 − α2] t4 + Do(β,α;t)2a−2
2Mβ[2m − (1− β)M ]
−4Mα(2m + βM)

 , (5.36)
where Z(a) is the regularization dependent factor akin to wavefunction renormalization. As
commented above, the value of Z(a) is chosen to preserve Nd = 1.
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Figure 5.2: Comparison of fits for GE(t) and GM (t) with empirical parameterizations. The
ratios GE(t)/GD(t) and GM (t)/µpGD(t) are plotted vs. −t in GeV2. The curves “Arr:1”
and “Arr:2” correspond to the parameterizations of GE(t) given in Tables I and II of [113],
respectively. The curves a = 2 and a = 3 are our model fits for different regularizations.
5.3 Phenomenological applications
Our philosophy is to tune the parameters m and mD so that proton electromagnetic form
factor data at low momentum transfer are reproduced. This is particularly simple, since
the axial diquark contribution cancels out of the the proton form factor. We choose to
fit to the charge radius and magnetic moment and the experimental values we use are
< r2E >= (0.870 fm)
2 and µp = 2.79µN . For the electromagnetic form factors of the
proton, there is high precision data from JLAB [111, 112] and a recent global analysis and
parametrization of [113]. The Sachs form factors are known experimentally to about 2%
accuracy in the small momentum transfer regime and are given by
GE(t) = F1(t) +
t
4M2
F2(t) (5.37)
GM (t) = F1(t) + F2(t). (5.38)
We treat the regulator parameter a rather unconventionally; we use it as a means to
explore different covariant forms for the wavefunction. For a = 2, magnetic moment and
charge radius are reproduced . 0.1% for m = 0.437 GeV and mD = 0.726 GeV. The Sachs
electric and magnetic form factors match up . 5% for −t . 0.2 GeV2. For a = 3, magnetic
moment and charge radius are reproduced . 0.1% for m = 0.565 GeV andmD = 0.825 GeV.
For these parameters, the Sachs electric and magnetic form factors also match up . 5%
for −t . 0.2 GeV2. In the figures, we compare the phenomenological form factor fits to the
two parameterizations of [113]. The fits for GE(t) and GM (t) are plotted in Fig. 5.2. As is
standard, we plot ratios of electric and magnetic form factors to the empirical dipole form
factor, namely
GD(t) =
(
1− t
M2D
)−2
, (5.39)
where the dipole mass squared is M2D = 0.71 GeV
2.
We can also determine the u and d quark distributions in our model. Since we do not
have antiquarks, the plus and minus distributions are identical f±q (x) = fq(x). In Fig. 5.3,
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Figure 5.3: Quark distributions for the proton model. The u- and d-quark distributions are
plotted as a function of x for the a = 2 and a = 3 fits to the form factors.
we plot the u and d quark distributions as a function of x for the a = 2 and a = 3 fits. The
distributions are properly normalized so that Nu = 2 and Nd = 1. As commented above
this normalization requires a relative a-dependent factor for the axial-diquark contributions.
Again this is required because the regularization scheme we choose does not preserve the
Ward-Takahashi identity. Without the extra factor, the violation is ∼ 5–10%. Notice the
distributions do not vanish at the end-point x = 0. This is typical of NJL type calculations.
The kernel is independent of momentum and hence the wavefunction should be non-zero
at both end-points. The fact that the distributions vanish at x = 1 is due to our choice of
regularization. Physically it is thus reasonable to think of the regularization as mimicking
contributions from higher Fock states. Moreover, the model’s scale is a-dependent, cf Figure
5.3. Additionally in Figs. 5.4 and 5.5, we have plotted the H±(x, ξ, t) and E±(x, ξ, t)
GPDs. The figures show the GPDs at fixed −t = 0.1 GeV2 for a few values of ξ. The GPDs
plotted are for the a = 2 fit; the distributions are qualitatively similar for the a = 3 model
parameters.
The distributions plotted in Figs. 5.3–5.5 are presumably at some low hadronic scale
intrinsic to the model. One way to determine the scales of the a = 2 and a = 3 models is
to use the evolution equations to evolve empirical parameterizations down to a scale where
the first few moments of our model distributions agree. This procedure is not unique: many
models can reproduce the empirical quark distributions at higher scales. Also the use of
perturbative evolution is questionable at low scales. While the evolution kernels for GPDs
are known at next-to-leading order [114–118], perturbative evolution cannot generate the
non-perturbative small-x physics which our model lacks and the small-x physics is crucial
for relating to DVCS data. The the leading-twist DVCS amplitude is a convolution of GPDs
with a hard scattering kernel that emphasizes regions where the final-state wavefunction
is evaluated near the end-point. In fact, the imaginary part of the amplitude is directly
proportional to an overlap of light-cone wavefunctions, where the final state is at zero x.
An attractive alternative to using perturbative evolution to define the scale of the model
is to implant a realistic quark distribution at some scale µ via factorization of the DD [71].
With a proper choice of scale, perturbative evolution can then be used from µ up to the
experimental scale. This seems necessary for the parametrization to be most useful for
experimental comparison. Ultimately the experiment must guide phenomenology in con-
structing parameterizations that are general enough to account for the observed correlations
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Figure 5.4: GPDs for the proton model. The u- and d-quark GPDs H±(x, ξ, t) are plotted
as a function of x for the a = 2 fit for a few values of ξ at t = −0.1 GeV2.
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Figure 5.5: GPDs for the proton model. The u- and d-quark GPDs E±(x, ξ, t) are plotted
as a function of x for the a = 2 fit for a few values of ξ at t = −0.1 GeV2.
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among GPD variables. While the DD certainly does not factorize, the Ansatz in [71] avoids
factorizing the variable dependence of the GPDs. Further phenomenological consideration
of this quark-diquark model is currently underway and will be presented elsewhere.
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Chapter 6
Conclusions
Above we have presented a comprehensive but more-or-less pedagogical treatment of mod-
eling GPDs. In the course of attempting to model these distributions, we came across
subtle issues about the light-front BSE and its reduction scheme. Bent on applications to
GPDs, we reviewed our work concerning current in the reduction formalism in Chapter 2.
There we proved a replacement theorem for apparent non-wavefunction type contributions.
The resolution of this issue was crucial to enable proper calculation of GPDs in light-front
perturbation theory.
In Chapter 3 we detailed our calculation of GPDs in the light-front Wick-Cutkosky
model. This calculation provided a non-trivial example of the light-cone Fock space rep-
resentation of DVCS, in which form the GPDs’ positivity bounds are manifest. The non-
vanishing of GPDs at the crossover between kinematic regions was tied to higher Fock
components. Furthermore we saw how the features of light-cone time-ordered perturbation
theory entail the continuity of GPDs. Continuity of GPDs ensures the QCD factorization
theorem for DVCS. The proton case is likely to proceed along the lines outlined for the
Wick-Cutkosky model, however, incorporation of spin degrees of freedom is difficult due to
divergences.
Next in Chapter 4, we considered an alternate approach to GPDs based on covariant
DDs. This approach allowed us considerable insight as to the Lorentz covariance properties
required of GPDs. Unfortunately in this formalism the positivity bounds are not transparent
but can be used as a guide in model building or calculation of DDs. Using simple models,
we not only compared covariant and light-front calculations of GPDs, we also corrected the
inconsistencies of the method proposed in [71] for the calculation of DDs. Understanding
the DD formalism is pertinent because ad hoc forms for DDs are almost exclusively used to
model GPDs. We have provided complete calculations of DDs for several models of scalar
bound states. Such calculations fill a void in the literature.
Finally in Chapter 5, we used a simple two-body model to calculate DDs for the proton.
This is the first such study. The model consists of two quarks strongly coupled in the scalar
and axial diquark channels along with a residual quark. The simplicity of such a model
allows for analytic computation of the DD functions which contain appropriate spin struc-
ture. The simplicity also allows for us to make contact with the light-cone wavefunctions
and the equivalent overlap representation of GPDs. This toy model study thus enables a
comparison between the physical intuition of the light-cone Fock space representation of
GPDs and the manifestly Lorentz invariant decomposition of DD functions.
We were careful to choose a regularization scheme that satisfies both Lorentz invariance
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as well as the positivity bounds required of GPDs. Our model, although toy-like in nature,
can be used to match the electromagnetic form factors of the proton and can either be
augmented with realistic valence quark distributions or be evolved to higher scales.
The scope of our investigation is two fold. One direction is to calculate as many DDs
in simple scenarios as possible. This will give modelers a better sense of the form and
behavior of DDs and may assist with empirical parameterizations of GPDs. In another
nearly orthogonal direction, one can improve upon the proton model used here in order to
see how various features of a realistic proton wavefunction manifest themselves in processes
like DVCS. Further extension of the model presented in Chapter 5 and its application to
future data are under investigation.
82
Bibliography
[1] P. A. M. Dirac, Forms of relativistic dynamics, Rev. Mod. Phys. 21 (1949) 392–399.
[2] H. Leutwyler and J. Stern, Relativistic dynamics on a null plane, Ann. Phys. 112
(1978) 94.
[3] G. P. Lepage and S. J. Brodsky, Exclusive processes in perturbative quantum
chromodynamics, Phys. Rev. D22 (1980) 2157.
[4] W.-M. Zhang, Light front dynamics and light front QCD, Chin. J. Phys. 32 (1994)
717–808, [hep-ph/9412244].
[5] A. Harindranath, An introduction to light-front dynamics for pedestrians,
hep-ph/9612244.
[6] S. J. Brodsky, H.-C. Pauli, and S. S. Pinsky, Quantum chromodynamics and other
field theories on the light cone, Phys. Rept. 301 (1998) 299–486, [hep-ph/9705477].
[7] T. Heinzl, Light-cone quantization: Foundations and applications, Lect. Notes Phys.
572 (2001) 55–142, [hep-th/0008096].
[8] J. Carbonell, B. Desplanques, V. A. Karmanov, and J. F. Mathiot, Explicitly
covariant light-front dynamics and relativistic few-body systems, Phys. Rept. 300
(1998) 215–347, [nucl-th/9804029].
[9] G. A. Miller, Light front quantization: A technique for relativistic and realistic
nuclear physics, Prog. Part. Nucl. Phys. 45 (2000) 83–155, [nucl-th/0002059].
[10] R. L. Jaffe and X.-D. Ji, Chiral odd parton distributions and Drell-Yan processes,
Nucl. Phys. B375 (1992) 527–560.
[11] R. L. Jaffe, Spin, twist and hadron structure in deep inelastic processes,
hep-ph/9602236.
[12] M. Diehl, Generalized parton distributions, Phys. Rept. 388 (2003) 41–277,
[hep-ph/0307382].
[13] J. S. Schwinger, On the Green’s functions of quantized fields. I, Proc. Nat. Acad. Sci.
37 (1951) 452–455.
[14] M. Gell-Mann and F. Low, Bound states in quantum field theory, Phys. Rev. 84
(1951) 350–354.
83
[15] E. E. Salpeter and H. A. Bethe, A relativistic equation for bound state problems,
Phys. Rev. 84 (1951) 1232–1242.
[16] J. H. O. Sales, T. Frederico, B. V. Carlson, and P. U. Sauer, Light-front
Bethe-Salpeter equation, Phys. Rev. C61 (2000) 044003, [nucl-th/9909029].
[17] B. C. Tiburzi and G. A. Miller, Trouble in asymptopia: The Hulthen model on the
light front, Phys. Rev. C63 (2001) 044014, [nucl-th/0011074].
[18] S.-J. Chang, R. G. Root, and T.-M. Yan, Quantum field theories in the infinite
momentum frame.I: Quantization of scalar and Dirac fields, Phys. Rev. D7 (1973)
1133–1148.
[19] S.-J. Chang and T.-M. Yan, Quantum field theories in the infinite momentum frame.
II: Scattering matrices of scalar and Dirac fields, Phys. Rev. D7 (1973) 1147–1161.
[20] T.-M. Yan, Quantum field theories in the infinite momentum frame III:
Quantization of coupled spin one fields, Phys. Rev. D7 (1973) 1760–1779.
[21] T.-M. Yan, Quantum field theories in the infinite momentum frame. IV: Scattering
matrix of vector and Dirac fields and perturbation theory, Phys. Rev. D7 (1973)
1780–1800.
[22] N. E. Ligterink and B. L. G. Bakker, Equivalence of light front and covariant field
theory, Phys. Rev. D52 (1995) 5954–5979, [hep-ph/9412315].
[23] N. E. Ligterink and B. L. G. Bakker, Renormalization of light front Hamiltonian
field theory, Phys. Rev. D52 (1995) 5917–5925.
[24] J. H. O. Sales, T. Frederico, B. V. Carlson, and P. U. Sauer, Renormalization of the
ladder light-front Bethe-Salpeter equation in the Yukawa model, Phys. Rev. C63
(2001) 064003.
[25] S. J. Brodsky, C.-R. Ji, and M. Sawicki, Evolution equation and relativistic bound
state wave functions for scalar field models in four and six-dimensions, Phys. Rev.
D32 (1985) 1530.
[26] M. Diehl, T. Feldmann, R. Jakob, and P. Kroll, The overlap representation of skewed
quark and gluon distributions, Nucl. Phys. B596 (2001) 33–65, [hep-ph/0009255].
[27] S. J. Brodsky, M. Diehl, and D.-S. Hwang, Light-cone wavefunction representation
of deeply virtual Compton scattering, Nucl. Phys. B596 (2001) 99–124,
[hep-ph/0009254].
[28] B. L. G. Bakker and C.-R. Ji, Disentangling intertwined embedded-states and spin
effects in light-front quantization, Phys. Rev. D62 (2000) 074014, [hep-th/0003105].
[29] M. B. Einhorn, Form-factors and deep inelastic scattering in two-dimensional
quantum chromodynamics, Phys. Rev. D14 (1976) 3451.
[30] B. C. Tiburzi and G. A. Miller, Exploring skewed parton distributions with two-body
models on the light front. II: Covariant Bethe-Salpeter approach, Phys. Rev. D65
(2002) 074009, [hep-ph/0109174].
84
[31] J. P. C. B. de Melo, H. W. L. Naus, and T. Frederico, Pion electromagnetic current
in the light-cone formalism, Phys. Rev. C59 (1999) 2278–2281, [hep-ph/9710228].
[32] W. Jaus, Covariant analysis of the light-front quark model, Phys. Rev. D60 (1999)
054026.
[33] N. B. Demchuk, I. L. Grach, I. M. Narodetski, and S. Simula, Heavy-to-heavy and
heavy-to-light form factors for weak decays in the light-front approach: Exclusive 0-
to 0- case, Phys. Atom. Nucl. 59 (1996) 2152–2163, [hep-ph/9601369].
[34] T. Frederico, J. H. O. Sales, B. V. Carlson, and P. U. Sauer, Light-front time picture
of few-body systems, nucl-th/0309001.
[35] T. Frederico, J. H. O. Sales, B. V. Carlson, and P. U. Sauer, Light-front time picture
of the Bethe-Salpeter equation, nucl-th/0301102.
[36] S. D. Drell and T.-M. Yan, Connection of elastic electromagnetic nucleon
form-factors at large Q2 and deep inelastic structure functions near threshold, Phys.
Rev. Lett. 24 (1970) 181–185.
[37] R. M. Woloshyn and A. D. Jackson, Comparison of three-dimensional relativistic
scattering equations, Nucl. Phys. B64 (1973) 269–288.
[38] B. C. Tiburzi and G. A. Miller, Current in the light-front Bethe-Salpeter formalism.
II: Applications., Phys. Rev. D67 (2003) 054015, [hep-ph/0210305].
[39] C. Itzykson and J. B. Zuber, Quantum Field Theory. New York, USA: McGraw-Hill
(International Series In Pure and Applied Physics), 1980.
[40] F. Gross and D. O. Riska, Current conservation and interaction currents in
relativistic meson theories, Phys. Rev. C36 (1987) 1928.
[41] A. N. Kvinikhidze and B. Blankleider, Gauging of equations method. I:
Electromagnetic currents of three distinguishable particles, Phys. Rev. C60 (1999)
044003, [nucl-th/9901001].
[42] A. N. Kvinikhidze and B. Blankleider, Gauging of equations method. II:
Electromagnetic currents of three identical particles, Phys. Rev. C60 (1999) 044004,
[nucl-th/9901002].
[43] A. N. Kvinikhidze and B. Blankleider, Gauge invariant reduction to the light-front,
Phys. Rev. D68 (2003) 025021, [hep-th/0303038].
[44] S. Weinberg, Dynamics at infinite momentum, Phys. Rev. 150 (1966) 1313–1318.
[45] M. Sawicki, Soft charge form-factor of the pion, Phys. Rev. D46 (1992) 474–477.
[46] J. R. Cooke, G. A. Miller, and D. R. Phillips, Restoration of rotational invariance of
bound states on the light front, Phys. Rev. C61 (2000) 064005, [nucl-th/9910013].
[47] B. C. Tiburzi and G. A. Miller, Current in the light-front Bethe-Salpeter formalism.
I: Replacement of non-wave function vertices, Phys. Rev. D67 (2003) 054014,
[hep-ph/0210304].
85
[48] D. Muller, D. Robaschik, B. Geyer, F. M. Dittes, and J. Horejsi, Wave functions,
evolution equations and evolution kernels from light-ray operators of QCD, Fortschr.
Phys. 42 (1994) 101, [hep-ph/9812448].
[49] A. V. Radyushkin, Scaling limit of deeply virtual Compton scattering, Phys. Lett.
B380 (1996) 417–425, [hep-ph/9604317].
[50] A. V. Radyushkin, Asymmetric gluon distributions and hard diffractive
electroproduction, Phys. Lett. B385 (1996) 333–342, [hep-ph/9605431].
[51] X.-D. Ji, Gauge invariant decomposition of nucleon spin, Phys. Rev. Lett. 78 (1997)
610–613, [hep-ph/9603249].
[52] X.-D. Ji, Deeply-virtual Compton scattering, Phys. Rev. D55 (1997) 7114–7125,
[hep-ph/9609381].
[53] X.-D. Ji, Off-forward parton distributions, J. Phys. G24 (1998) 1181–1205,
[hep-ph/9807358].
[54] A. V. Radyushkin, Generalized parton distributions, hep-ph/0101225.
[55] K. Goeke, M. V. Polyakov, and M. Vanderhaeghen, Hard exclusive reactions and the
structure of hadrons, Prog. Part. Nucl. Phys. 47 (2001) 401–515, [hep-ph/0106012].
[56] A. V. Belitsky, D. Muller, and A. Kirchner, Theory of deeply virtual Compton
scattering on the nucleon, Nucl. Phys. B629 (2002) 323–392, [hep-ph/0112108].
[57] M. Burkardt, Impact parameter dependent parton distributions and off-forward
parton distributions for ζ → 0, Phys. Rev. D62 (2000) 071503, [hep-ph/0005108].
[58] M. Burkardt, Impact parameter space interpretation for generalized parton
distributions, Int. J. Mod. Phys. A18 (2003) 173–208, [hep-ph/0207047].
[59] M. Diehl, Generalized parton distributions in impact parameter space, Eur. Phys. J.
C25 (2002) 223–232, [hep-ph/0205208].
[60] M. Diehl, T. Gousset, B. Pire, and J. P. Ralston, Testing the handbag contribution
to exclusive virtual Compton scattering, Phys. Lett. B411 (1997) 193–202,
[hep-ph/9706344].
[61] B. C. Tiburzi, Generalized parton distributions for weakly bound systems from
light-front quantum mechanics, hep-ph/0206132.
[62] M. Burkardt, X.-D. Ji, and F. Yuan, Scale dependence of hadronic wave functions
and parton densities, Phys. Lett. B545 (2002) 345–351, [hep-ph/0205272].
[63] B. C. Tiburzi and G. A. Miller, Generalized parton distributions for q anti-q pions,
Phys. Rev. D67 (2003) 013010, [hep-ph/0209178].
[64] F. Antonuccio, S. J. Brodsky, and S. Dalley, Light-cone wavefunctions at small x,
Phys. Lett. B412 (1997) 104–110, [hep-ph/9705413].
[65] C. D. Roberts and A. G. Williams, Dyson-Schwinger equations and their application
to hadronic physics, Prog. Part. Nucl. Phys. 33 (1994) 477–575, [hep-ph/9403224].
86
[66] P. Maris and C. D. Roberts, Dyson-Schwinger equations: A tool for hadron physics,
Int. J. Mod. Phys. E12 (2003) 297–365, [nucl-th/0301049].
[67] J. S. Ball and T.-W. Chiu, Analytic properties of the vertex function in gauge
theories. I, Phys. Rev. D22 (1980) 2542.
[68] M. Burkardt, Off-forward parton distributions in 1+1 dimensional QCD, Phys. Rev.
D62 (2000) 094003, [hep-ph/0005209].
[69] A. V. Radyushkin, Nonforward parton distributions, Phys. Rev. D56 (1997)
5524–5557, [hep-ph/9704207].
[70] A. V. Radyushkin, Double distributions and evolution equations, Phys. Rev. D59
(1999) 014030, [hep-ph/9805342].
[71] A. Mukherjee, I. V. Musatov, H.-C. Pauli, and A. V. Radyushkin, Power-law wave
functions and generalized parton distributions for pion, Phys. Rev. D67 (2003)
073014, [hep-ph/0205315].
[72] B. C. Tiburzi and G. A. Miller, Light front Bethe-Salpeter equation applied to form
factors, generalized parton distributions and generalized distribution amplitudes,
hep-ph/0205109.
[73] B. C. Tiburzi and G. A. Miller, Generalized parton distributions and double
distributions for q anti-q pions, Phys. Rev. D67 (2003) 113004, [hep-ph/0212238].
[74] M. V. Polyakov and C. Weiss, Skewed and double distributions in pion and nucleon,
Phys. Rev. D60 (1999) 114017, [hep-ph/9902451].
[75] O. V. Teryaev, Crossing and Radon tomography for generalized parton distributions,
Phys. Lett. B510 (2001) 125–132, [hep-ph/0102303].
[76] A. V. Belitsky, D. Muller, A. Kirchner, and A. Schafer, Twist-three analysis of
photon electroproduction off pion, Phys. Rev. D64 (2001) 116002, [hep-ph/0011314].
[77] K. J. Golec-Biernat and A. D. Martin, Off-diagonal parton distributions and their
evolution, Phys. Rev. D59 (1999) 014029, [hep-ph/9807497].
[78] P. V. Pobylitsa, Integral representations for nonperturbative GPDs in terms of
perturbative diagrams, Phys. Rev. D67 (2003) 094012, [hep-ph/0210238].
[79] L. Theussl, S. Noguera, and V. Vento, Generalized parton distributions of the pion
in a Bethe-Salpeter approach, nucl-th/0211036.
[80] G. B. West, Phenomenological model for the electromagnetic structure of the proton,
Phys. Rev. Lett. 24 (1970) 1206–1209.
[81] L. Mankiewicz, G. Piller, and T. Weigl, Hard exclusive meson production and
nonforward parton distributions, Eur. Phys. J. C5 (1998) 119–128,
[hep-ph/9711227].
[82] D. Atkinson and D. W. E. Blatt, Determination of the singularities of the electron
propagator, Nucl. Phys. B151 (1979) 342.
87
[83] U. Habel, R. Konning, H. G. Reusch, M. Stingl, and S. Wigard, A nonperturbative
solution to the Dyson-Schwinger equations of quantum chromodynamics. I: General
properties, Z. Phys. A336 (1990) 423–433.
[84] U. Habel, R. Konning, H. G. Reusch, M. Stingl, and S. Wigard, A nonperturbative
solution to the Dyson-Schwinger equations of QCD. II: Selfconsistency and physical
properties, Z. Phys. A336 (1990) 435–447.
[85] C. J. Burden, C. D. Roberts, and A. G. Williams, Singularity structure of a model
quark propagator, Phys. Lett. B285 (1992) 347–353.
[86] G. Krein, C. D. Roberts, and A. G. Williams, On the implications of confinement,
Int. J. Mod. Phys. A7 (1992) 5607–5624.
[87] P. Maris, Confinement and complex singularities in QED in three-dimensions, Phys.
Rev. D52 (1995) 6087–6097, [hep-ph/9508323].
[88] M. Stingl, A systematic extended iterative solution for quantum chromodynamics, Z.
Phys. A353 (1996) 423–445, [hep-th/9502157].
[89] V. N. Gribov, The theory of quark confinement, Eur. Phys. J. C10 (1999) 91–105,
[hep-ph/9902279].
[90] M. S. Bhagwat, M. A. Pichowsky, and P. C. Tandy, Confinement phenomenology in
the Bethe-Salpeter equation, Phys. Rev. D67 (2003) 054019.
[91] M. S. Bhagwat, M. A. Pichowsky, C. D. Roberts, and P. C. Tandy, Analysis of a
quenched lattice-QCD dressed-quark propagator, Phys. Rev. C68 (2003) 015203,
[nucl-th/0304003].
[92] R. Alkofer, W. Detmold, C. S. Fischer, and P. Maris, Analytic properties of the
Landau gauge gluon and quark propagators, hep-ph/0309077.
[93] R. Alkofer, W. Detmold, C. S. Fischer, and P. Maris, Analytic structure of the gluon
and quark propagators in Landau gauge QCD, hep-ph/0309078.
[94] B. C. Tiburzi, W. Detmold, and G. A. Miller, Complex conjugate poles and parton
distributions, Phys. Rev. D68 (2003) 073002, [hep-ph/0305190].
[95] C. H. Llewellyn-Smith, A relativistic formulation for the quark model for mesons,
Ann. Phys. 53 (1969) 521–558.
[96] T. Frederico and G. A. Miller, Null plane phenomenology for the pion decay constant
and radius, Phys. Rev. D45 (1992) 4207–4213.
[97] T. Frederico and G. A. Miller, Deep inelastic structure function of the pion in the
null plane phenomenology, Phys. Rev. D50 (1994) 210–216.
[98] H. H. Liu and D. E. Soper, Implementation of the Leibbrandt-Mandelstam gauge
prescription in the null plane bound state equation, Phys. Rev. D48 (1993)
1841–1851.
[99] B. L. G. Bakker, H.-M. Choi, and C.-R. Ji, Regularizing the fermion-loop divergences
in the light-front meson currents, Phys. Rev. D63 (2001) 074014, [hep-ph/0008147].
88
[100] J. P. B. C. de Melo, T. Frederico, E. Pace, and G. Salme, Pair term in the
electromagnetic current within the front-form dynamics: Spin-0 case, Nucl. Phys.
A707 (2002) 399–424, [nucl-th/0205010].
[101] B. Pire, J. Soffer, and O. Teryaev, Positivity constraints for off-forward parton
distributions, Eur. Phys. J. C8 (1999) 103–106, [hep-ph/9804284].
[102] P. V. Pobylitsa, Inequalities for generalized parton distributions H and E, Phys. Rev.
D65 (2002) 077504, [hep-ph/0112322].
[103] P. V. Pobylitsa, Disentangling positivity constraints for generalized parton
distributions, Phys. Rev. D65 (2002) 114015, [hep-ph/0201030].
[104] P. V. Pobylitsa, Positivity bounds on generalized parton distributions in impact
parameter representation, Phys. Rev. D66 (2002) 094002, [hep-ph/0204337].
[105] P. V. Pobylitsa, Virtual Compton scattering in the generalized Bjorken region and
positivity bounds on generalized parton distributions, hep-ph/0211160.
[106] P. L. Chung and F. Coester, Relativistic constituent quark model of nucleon
form-factors, Phys. Rev. D44 (1991) 229–241.
[107] A. Buck, R. Alkofer, and H. Reinhardt, Baryons as bound states of diquarks and
quarks in the Nambu-Jona-Lasinio model, Phys. Lett. B286 (1992) 29–35.
[108] H. Mineo, W. Bentz, and K. Yazaki, Quark distributions in the nucleon based on a
relativistic 3-body approach to the NJL model, Phys. Rev. C60 (1999) 065201,
[nucl-th/9907043].
[109] M. Oettel, G. Hellstern, R. Alkofer, and H. Reinhardt, Octet and decuplet baryons in
a covariant and confining diquark-quark model, Phys. Rev. C58 (1998) 2459–2477,
[nucl-th/9805054].
[110] M. Oettel, Baryons as relativistic bound states of quark and diquark,
nucl-th/0012067.
[111] Jefferson Lab Hall A Collaboration, M. K. Jones et. al., GpE/G
p
M ratio by
polarization transfer in e(pol.) p → e p(pol.), Phys. Rev. Lett. 84 (2000) 1398–1402,
[nucl-ex/9910005].
[112] Jefferson Lab Hall A Collaboration, O. Gayou et. al., Measurement of GpE/G
p
M in
e(pol.) p → e p(pol.) to q2 = 5.6GeV2, Phys. Rev. Lett. 88 (2002) 092301,
[nucl-ex/0111010].
[113] J. Arrington, Implications of the discrepancy between proton form factor
measurements, Phys. Rev. C69 (2004) 022201, [nucl-ex/0309011].
[114] A. V. Belitsky and D. Muller, Broken conformal invariance and spectrum of
anomalous dimensions in QCD, Nucl. Phys. B537 (1999) 397–442,
[hep-ph/9804379].
[115] A. V. Belitsky, D. Muller, L. Niedermeier, and A. Schafer, Evolution of non-forward
parton distributions in next-to-leading order: Singlet sector, Nucl. Phys. B546
(1999) 279–298, [hep-ph/9810275].
89
[116] A. V. Belitsky, D. Muller, and A. Freund, Reconstruction of non-forward evolution
kernels, Phys. Lett. B461 (1999) 270–279, [hep-ph/9904477].
[117] A. V. Belitsky and D. Muller, Exclusive evolution kernels in two-loop order: Parity
even sector, Phys. Lett. B464 (1999) 249–256, [hep-ph/9906409].
[118] A. V. Belitsky, A. Freund, and D. Muller, Evolution kernels of skewed parton
distributions: Method and two-loop results, Nucl. Phys. B574 (2000) 347–406,
[hep-ph/9912379].
[119] B. C. Tiburzi, Double distributions: Loose ends, hep-ph/0405211.
[120] X.-D. Ji and F. Yuan, Parton distributions in light-cone gauge: Where are the
final-state interactions?, Phys. Lett. B543 (2002) 66–72, [hep-ph/0206057].
[121] A. V. Belitsky, X.-D. Ji, and F. Yuan, Final state interactions and gauge invariant
parton distributions, Nucl. Phys. B656 (2003) 165–198, [hep-ph/0208038].
[122] J. R. Cooke and G. A. Miller, Ground states of the Wick-Cutkosky model using
light-front dynamics, Phys. Rev. C62 (2000) 054008, [nucl-th/0002016].
[123] V. Y. Petrov et. al., Off-forward quark distributions of the nucleon in the large Nc
limit, Phys. Rev. D57 (1998) 4325–4333, [hep-ph/9710270].
[124] M. Diehl, T. Gousset, B. Pire, and O. Teryaev, Probing partonic structure in
γ∗γ → ππ near threshold, Phys. Rev. Lett. 81 (1998) 1782–1785, [hep-ph/9805380].
[125] M. Diehl, T. Gousset, and B. Pire, Exclusive production of pion pairs in γ∗γ
collisions at large Q2, Phys. Rev. D62 (2000) 073014, [hep-ph/0003233].
[126] M. V. Polyakov, Study of two-pion light-cone distribution amplitudes in the
resonance region and at low energies, Nucl. Phys. B555 (1999) 231,
[hep-ph/9809483].
[127] B. Lehmann-Dronke, P. V. Pobylitsa, M. V. Polyakov, A. Schafer, and K. Goeke,
Hard diffractive electroproduction of two pions, Phys. Lett. B475 (2000) 147–156,
[hep-ph/9910310].
[128] B. C. Tiburzi and G. A. Miller, Exploring skewed parton distributions with two-body
models on the light front. I: Bimodality, Phys. Rev. C64 (2001) 065204,
[hep-ph/0104198].
[129] T. Heinzl, Light cone dynamics of particles and fields, hep-th/9812190.
[130] L. S. Brown, Quantum field theory. Cambridge, UK: University Press, 1992.
[131] P. V. Pobylitsa, Solution of polynomiality and positivity constraints on generalized
parton distributions, Phys. Rev. D67 (2003) 034009, [hep-ph/0210150].
[132] X.-D. Ji, J.-P. Ma, and F. Yuan, Three-quark light-cone amplitudes of the proton
and quark-orbital-motion dependent observables, Nucl. Phys. B652 (2003) 383–404,
[hep-ph/0210430].
90
[133] A. D. Martin, R. G. Roberts, W. J. Stirling, and R. S. Thorne, MRST2001: Partons
and αs from precise deep inelastic scattering and tevatron jet data, Eur. Phys. J.
C23 (2002) 73–87, [hep-ph/0110215].
[134] D. Arndt and B. C. Tiburzi, Baryon decuplet to octet electromagnetic transitions in
quenched and partially quenched chiral perturbation theory, Phys. Rev. D69 (2004)
014501, [hep-lat/0309013].
[135] D. Arndt and B. C. Tiburzi, Electromagnetic properties of the baryon decuplet in
quenched and partially quenched chiral perturbation theory, Phys. Rev. D68 (2003)
114503, [hep-lat/0308001].
[136] D. Arndt and B. C. Tiburzi, Charge radii of the meson and baryon octets in
quenched and partially quenched chiral perturbation theory, Phys. Rev. D68 (2003)
094501, [hep-lat/0307003].
[137] D. Arndt and B. C. Tiburzi, Hadronic electromagnetic properties at finite lattice
spacing, Phys. Rev. D69 (2004) 114503, [hep-lat/0402029].
91
Appendix A
Conventional Notations and
Notational Conventions
For a general Lorentz vector aµ = (a0, a1, a2, a3), we define the light-cone variables a± as
the linear combinations
a± =
1√
2
(a0 ± a3). (A.1)
Now consider the scalar product of two Lorentz 4-vectors, aµ and bµ.
a · b = a0 b0 − a1 b1 − a2 b2 − a3 b3
= a+b− − a1 b1 − a2 b2 + a−b+. (A.2)
This implicitly defines the metric tensor gµν , namely g+− = g−+ = 1, g11 = g22 = −1 and
all unspecified entries vanish. Notice in our conventions gµν = g
µν . For convenience we
shall also refer to transverse two-vectors, namely a⊥ = (a1, a2). For an on-shell particle of
mass m, the dispersion relation k2 = m2 takes on a form devoid of the square root
k− =
k⊥2 +m2
2k+
. (A.3)
For Dirac gamma matrices, when explicit forms are needed we use the Bjorken and Drell
convention:
γ0 =


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

 (A.4)
and
γi =
(
0 σi
−σi 0
)
, (A.5)
where i = 1, 2, 3 and the Pauli matrices σi are given by
σ1 =
(
0 1
1 0
)
, (A.6)
σ2 =
(
0 −i
i 0
)
, (A.7)
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and
σ3 =
(
1 0
0 −1
)
. (A.8)
One can similarly form plus and minus gamma matrices in the analogous way
γ± =
1√
2
(γ0 ± γ3). (A.9)
Also useful when considering fermions are the projection operators Λ± that are defined by
Λ± =
1
2
γ∓γ±. (A.10)
Notice (γ+)2 = (γ−)2 = 0 and the projector is simple to express in terms of γ0, namely
Λ± = 1√2γ
0γ±.
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Appendix B
Instant and Front Form Dynamics
In this Appendix we review the features of relativistic dynamics and the Poincare´ algebra.
Above in Section 1.2.2, we used a toy model to illustrate the characteristics of both the
instant and front form of dynamics. Here we give a more theoretical description of the
differences between the two forms and thereby define what it means to specify a form of
dynamics.
A relativistic system is characterized by the ten operators of the Poincare´ group. Full
relativistic invariance stems from the algebra formed from the Poincare´ generators. The
generators of the Poincare´ group consist of the four momenta Pµ, and the six operators
embedded in the antisymmetric tensor Mµν . The latter are the angular momenta, specified
by
Li =
1
2
ǫijkM jk; (B.1)
and the Lorentz boosts, specified by
Ki =M0i, (B.2)
where the indices i, j, and k run from 1 to 3.
These ten generators satisfy the Poincare´ algebra, namely
i[Pµ, P ν ] = 0, (B.3)
i[Mµν , P ρ] = gνρPµ − gµρP ν , (B.4)
i[Mµν ,Mρ,σ] = gµσMνρ − gµρMνσ − gνσMµρ + gνρMµσ . (B.5)
This algebra enforces that the Pµ are independent and transform as a four-vector under
the Lorentz transformation, while Mµν must transform as an antisymmetric tensor. To
find a representation of the Poincare´ algebra, one constructs the generators from dynamical
variables: positions, momenta, spins, etc.
To make our discussion concrete, we restrict our attention to the case of a single free
scalar particle. The dynamical variables at our disposal are the position and momentum
four-vectors xµ and pµ that obey the quantum mechanical commutator
i[xµ, pµ] = gµν . (B.6)
This commutation relation will furnish a representation of the Poincare´ algebra provided
that we construct the generators as
Pµ = pµ (B.7)
Mµν = xµpν − xνpµ. (B.8)
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We also must impose the relativistic constraint p2 = m2 to have Lorentz covariance.
In order to specify the form of dynamics of the system, one needs to create a foliation of
space-time into space and time. This is done by choosing the initial surface Σ on which the
general time variable τ is zero. Choices for Σ are restricted by the condition that all possible
world lines may intersect Σ exactly once. Clearly this is true also in classical mechanics
where Galilean time t is completely uncoupled from three-dimensional Euclidean space and
thus the instant t = 0 specifies a unique point on the space-time trajectory of all particles.
As we know from relativity, the world lines of particles are restricted to lie on or within
the fore and aft light cones. Because relativity restricts the class of possible world lines, it
enlarges the possible initial surfaces Σ and hence broadens our ability to define “time” in
relativistic dynamics.
Once we have specified the initial surface Σ, we have also to construct the normal Nµ.
The significance of the normal is that N · P serves as the Hamiltonian in the sense that
it evolves the system away from the initial surface on parallel slices in τ . Thus in close
analogy with non-relativistic quantum mechanics, the Hamiltonian is dynamical.
Now having specified the dynamics of the system, we imagine the initial conditions
(wavefunctions, etc) are defined on the initial surface Σ. The Poincare´ generators now
fall into two categories: kinematical operators and dynamical operators. The kinematical
operators have the property of mapping Σ → Σ. They are called kinematical because the
behavior of states under these operators does not require dynamical input since τ remains
zero. On the other hand, operators that do not act transitively on Σ are dynamical, i.e.,
the effects of these operators on states require knowledge of the system away from Σ.
To give a familiar example of a form of dynamics, we consider first the instant form.
The initial surface is specified by the conventional instant of time Σ : x0 = 0. The conjugate
to time is the energy
p0 = N · p =
√
p2 +m2. (B.9)
To find out which operators are kinematical and dynamical under this foliation, we use the
representation in Eq. (B.7) evaluated on the surface Σ. The Hamiltonian, which for the
instant form is P 0 = p0, is automatically dynamical in any system. Its appearance in the
other Poincare´ generators indicates that they too are dynamical. Thus we find six kinematic
operators
P i = pi (B.10)
M ij = xiP j − xjP i (B.11)
and additionally three dynamical ones
M i0 = xiP 0. (B.12)
This situation of instant form dynamics could be anticipated directly from special relativity.
We know that spatial translations and rotations leave the surface x0 = 0 unchanged. Hence
the generators of these transformations must be kinematical. On the other hand, boosts in
any direction mix the coordinate of that direction with x0, hence dynamics are required in
order to get the system off the surface Σ.
Another example of a form of dynamics is the front form. In this form, the initial surface
is specified by a plane tangential to the light-cone Σ : x+ = 0, see Figure B.1. The normal
to this surface is given by the lightlike vector
Nµ =
1√
2
(1, 0, 0,−1) (B.13)
95
x
0
x
3
x
2x
1
,
Σ : x+ = 0
Figure B.1: The hypersurface Σ : x+ = 0 that defines the front form of dynamics. The
surface Σ is the plane tangential to the light-cone, x2 = 0. Figure adapted from [129]
and hence the Hamiltonian is given by
N · P = P− = p−. (B.14)
The kinematic operators in the front form are the transverse and longitudinal momenta
P⊥ = p⊥ , P+ = p+, (B.15)
an angular momentum
M12 = x1P 2 − x2P 1, (B.16)
and the light-front boosts
M+⊥ = −x⊥P+, M+− = x−P+. (B.17)
There are thus only two additional dynamical operators given by
M−⊥ = x−P⊥ − xiP−. (B.18)
The physics of the partition into kinematic and dynamic classes of generators is clear.
The two dynamical operators involve rotations about x1 and x2 axes. These rotations
change Σ and hence require dynamics. There are three independent translations that leave
the surface x+ = 0 alone and hence the three kinematical operators P⊥ and P+. Rotations
within the surface Σ that leave x+ = 0 unchanged are generated by the angular momentum
M12. There are two special combinations of rotations and boosts (from the instant form
mindset) that make up the kinematical light-front boosts M+⊥. Finally there is the third
kinematical boost M−+ = −K3 that is identical (up to sign) to the instant form boost in
the x3 direction. Under such a boost of rapidity η the coordinates get mapped as follows

x0
x1
x2
x3

 −→


x0 cosh η + x3 sinh η
x1
x2
x3 sinh η + x0 cosh η

 . (B.19)
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Thus the light-cone time x+ → eηx+ is merely rescaled under this boost. The dynamics are
diagonal with respect to K3 boosts. Notice, consequently, the initial surface Σ is indeed
invariant under the action of M−+ since x+ = 0 on Σ.
Of course our discussion of the forms of dynamics above was limited to the case of a free
scalar particle. Inclusion of dynamics leads to interaction terms in the Poincare´ generators.
Finding such terms that are still consistent with the Poincare´ algebra is the real struggle
of constructing a relativistic dynamical system [1]. Indeed Poincare´ invariance alone is
not enough to guarantee relativistic covariance. Despite this, a few special cases that do
maintain full relativistic covariance have been arduously worked out, see e.g. [2]. This issue
at play here is how to impose relativistic covariance on quantum mechanical, fixed particle
number systems with interaction potentials. At heart these two are incompatible: action
at a distance and particle conservation have stepped aside in favor relativistic field theory.
Nonetheless, the discussion in this Appendix motivates the use of front form dynamics and
the light-cone quantization of field theories.
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Appendix C
Light-Cone Quantization
In Section 1.1, we derived an expression for the DIS structure function f1(x). Here we
elucidate the physics of this distribution function using light-cone quantization in the light-
cone gauge. For reference the leading-twist function f1(x) encountered in DIS is defined as
f1(x) =
1
2
∫
dλ
2π
eiλx〈P |ψ(0)γ+ψ(λn)|P 〉. (C.1)
Notice that the correlator is not an equal-time Green’s function since the quark field is
annihilated at x0 = λ/
√
2Λ and created at x0 = 0. During this time, fluctuations of the
residual proton state occur that deny the matrix element a probabilistic interpretation. On
the other hand, both quark fields are evaluated at x+ = 0 which tells us the function f1(x)
is an equal light-cone time correlator. To see the density interpretation of f1(x) and hence
justify the name PDF, we must accordingly use light-cone quantization.
On the light cone, spinor fields have components that are dynamically constrained. To
separate out the dependent fields we write
ψ = ψ+ + ψ−, (C.2)
where ψ+ is the good component of the spinor field, and ψ− is the bad component that is
dynamically determined from the QCD equations of motion. Explicitly the good and bad
components are defined from the projectors (given in Appendix A), namely
ψ± = Λ±ψ. (C.3)
The dynamically independent good fields ψ+ are then quantized at equal light-cone time
{
ψ†+α(x), ψ+β(y)
}∣∣∣∣∣
x+=y+
=
1√
2
(Λ+)αβδ(x
− − y−)δ(x⊥ − y⊥), (C.4)
with all other possible anticommutators (among the good fields) vanishing. This anticom-
mutation relation is naturally solved by a Fourier decomposition in terms of plane-wave
modes
ψ+(x
−,x⊥) =
∫
dk+dk⊥
2k+(2π)3
θ(k+)
∑
λ=±
[
bλ(k
+,k⊥)u+λ(k)e−i(x
−k+−x⊥·k⊥)
+ d†λ(k
+,k⊥)v+λ(k)ei(x
−k+−x⊥·k⊥)
]
. (C.5)
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The above plane-wave decomposition is merely a projection of the four-dimensional solutions
to the Dirac equation onto the hypersurface x+ = 0. The spinors in the above decomposition
are good projections of the light-cone spinors in Appendix J, namely u+λ(k) = Λ+uλ(k)
and similarly for v+λ(k).
The quark mode operators b and b† must satisfy the anticommutation relation{
b†λ(k
+,k⊥), bλ′(k′+,k′
⊥
)
}
= 2k+δλ,λ′δ(k
+ − k′+)δ(k⊥ − k′⊥), (C.6)
and analogous relations hold for the antiquark creation and annihilation operators d† and
d. Anticommutators between all remaining pairs of quark and antiquark mode operators
vanish.
Using the relations in Appendix A, we can convert the bilocal operator in Eq. (1.19) to
a more useful form in terms of good fields
ψ(0)γ+ψ(λn) =
√
2ψ†+(0)ψ+(λn). (C.7)
Thus inserting the mode expansion Eq. (C.5) for the fields above we arrive at
f1(x) =
1
4πx
∑
λ
∫
dk⊥
(2π)2
{
〈P |b†λ(xP+,k⊥)bλ(xP+,k⊥)|P 〉, 0 < x < 1
〈P |d†λ(xP+,k⊥)dλ(xP+,k⊥)|P 〉, −1 < x < 0
. (C.8)
The above expressions show that f1(x) is determined from quark and antiquark density
operators and hence has a probabilistic interpretation as the name PDF suggests. One can
go further and expand the proton state in the light-cone Fock basis to generate contributions
to the PDF in the form of an infinite sum of squares of light-cone Fock state wavefunctions.
We can attempt the same procedure for the higher-twist structure function f4(x) defined
implicitly through Eq. (1.18)
f4(x) =
1
2
∫
dλ
2π
eiλx〈P |ψ(0)γ−ψ(λn)|P 〉. (C.9)
The quark bilinear operator, however, only has bad components of the spinor field
ψ(0)γ−ψ(λn) =
√
2ψ†−(0)ψ−(λn). (C.10)
These components are dynamically determined from the equations of motion for the ψ+
field, namely
i
∂
∂λ
ψ−(λn) =
1
2
γ+(−i/D⊥)ψ+(λn). (C.11)
Clearly there is no partonic density interpretation for the f4(x) structure function. The
partial derivative term is kinematically of higher twist. The gluonic part of the covariant
derivative leads to dynamical effects. Intermediate state gluons generally lead to more
propagators compared to the kinematic terms and usually more suppression.
A final point with respect to intermediate gluons must be made. One can imagine
including longitudinal gluon scattering into the handbag diagram depicted in Figure 1.3.
Inclusion of these extra propagators does not necessarily lead to power-law suppression since
large momentum flow can still be accommodated exclusively in the handle of the bag. These
multiple gluon exchanges can thus be of the same order as the leading twist contribution.
Summed to all orders these longitudinal gluon scatterings produce the gauge link
ψ(0)ψ(λn)→ ψ(0)P
(
e−ig
∫ 0
λ
n·Adλ′
)
ψ(λn) (C.12)
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Figure C.1: Diagrammatic depiction of the kinematic regions contributing to the GPDs.
Figure adapted from [12].
which is necessary for the combination of bilocal fields to be gauge invariant in non-Abelian
field theory. Above we have tacitly assumed light-cone gauge, n·A = 0, in which longitudinal
gluon scattering is a gauge artifact. There is more subtlety in this choice than we have
presented here [120,121].
In summary we have seen the leading-twist PDF f1(x) describes the density of partons
in the infinite momentum frame and in light-cone gauge. One can go further and ask for
the decomposition of GPDs in terms of the infinite momentum frame partons in light-cone
gauge. Starting from the matrix element definition
F (x, ξ, t) =
1
2
∫
dλ
2π
eiλx〈P ′|ψ(−λn/2)γ+ψ(λn/2)|P 〉, (C.13)
we again insert the mode expansion Eq. (C.5) for the good fields and arrive at
F (x, ξ, t) =
1
4π
√
x2 − ξ2
∑
λ
∫
dk⊥
(2π)2
×


〈P ′|b†λ[(x− ξ)P
+
,k⊥ +∆⊥]bλ[(x+ ξ)P
+
,k⊥]|P 〉, ξ < x < 1
〈P ′|dλ[(−x+ ξ)P+,−k⊥ −∆⊥]b−λ[(x+ ξ)P+,k⊥]|P 〉, −ξ < x < ξ
〈P ′|d†λ[(−x− ξ)P
+
,k⊥ +∆⊥]dλ[(−x+ ξ)P+,k⊥]|P 〉, −1 < x < −x
. (C.14)
Contributions to F (x, ξ, t) are shown as partonic cartoons in Figure C.1 For x > ξ, one has
the amplitude for removing a quark of a certain momentum fraction from the initial state
and then inserting it with altered momentum into the final state. The same interpretation
is true for anitquarks in the region x < −ξ. When −ξ < x < ξ, one has the amplitude
for removing a quark-antiquark pair from the initial state. Notice as ξ → 0, one recovers
a density of partons with momentum fraction x. Similar to the case of PDFs, one can
expand the proton states in the light-cone Fock basis. Doing so, one derives the overlap
representation of GPDs [26,27].
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Appendix D
Wavefunctions and Form Factors in
(3 + 1) Dimensions
In this Appendix we collect results relevant for Chapter 3 for wavefunctions and form factors
in the (3 + 1)-dimensional ladder model Eq. (2.33).
D.1 Wavefunctions
Using the Bethe-Salpeter equation (2.1) and the definition of the light-cone wavefunction
|ψR〉 Eq. (2.31) we have the light-cone bound-state equation
|ψR〉 = g(R)w(R)|ψR〉, (D.1)
where w(R) is the reduced auxiliary kernel
w(R) = g−1(R)
∣∣∣G(R)W (R)G(R)∣∣∣g−1(R), (D.2)
with W (R) defined in Eq. (2.12).
To leading order in G− G˜, one calculates w(R) for the ladder model to be:
V (x,k⊥; y,p⊥|M2) ≡ −〈 xR+,k⊥| w(R) | yR+,p⊥〉
=
g2
x− y
[
θ(x− y)D(x,k⊥; y,p⊥|M2)
− {(x,k⊥)←→ (y,p⊥)}]θ[x(1− x)]θ[y(1− y)], (D.3)

p
k
+

p
k
Figure D.1: Diagrammatic representation of the one-boson exchange potential V appearing
in Eq. (D.3).
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Figure D.2: Light-front time-ordered diagrams contributing to the second-order kernel.
Notice that diagrams A-D can be summed into the square of the first-order interaction and
are consequently removed by the G˜ subtraction term. The remaining diagrams E and F are
the first of infinitely many required to maintain covariance.
where we have defined
D−1(x,k⊥; y,p⊥|M2) =M2 − p
⊥2 +m2
y
− (k
⊥ − p⊥)2 + µ2
x− y −
k⊥2 +m2
1− x , (D.4)
and taken R⊥ = 0. Graphically this one-boson exchange potential Eq. (D.3) is depicted in
Figure D.1.
For reference, the bound-state equation (D.1) appears as
ψ(x,k⊥) = DW(x,k⊥|M2)
∫
dydp⊥
2(2π)3y(1− y)V (x,k
⊥; y,p⊥|M2)ψ(y,p⊥) (D.5)
A few comments about these results are in order. Truncation of the series in G − G˜ vio-
lates Lorentz symmetry because G˜ is intrinsically related to projection onto the light cone.
Although the covariant one boson exchange generates at leading order the two light-cone
time-ordered one boson exchanges depicted in Figure D.1, there are infinitely many terms
in the covariant ladder which are missing. To make this clear, we write out the second-order
kernel in the reduction scheme.
At second order, the reduced auxiliary kernel reads
w(2)(R) = g−1(R)
∣∣∣G(R)V (R) [G(R)− G˜(R)] V (R)G(R)∣∣∣g−1(R). (D.6)
For the moment, we ignore the subtraction term, insert the effective resolution of unity
and evaluate the expression using Cauchy’s residue theorem. The horrendous details are
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contained in [72]. Contributions to w(2) are depicted as light-cone time-ordered diagrams
in Figure D.2. Notice that the diagrams A-D can be summed into the square of the first-
order interaction. In this sense they are reducible contributions and are subtracted off by
the G˜(R) term in Eq. (D.6). The remaining two diagrams (E and F) are characterized by
four quanta propagating at a given instant of time. These contributions are irreducible
and represent the first of a string of infinitely many interactions omitted from the covariant
ladder. To second order the bound state equation reads
ψ(x,k⊥) = DW(x,k⊥|M2)
∫
dy dp⊥
2(2π)3y(1− y)
dz dq⊥
2(2π)3z(1− z)V (x,k
⊥; y,p⊥; z,q⊥)ψ(z,q⊥),
(D.7)
here the interaction V (x,k⊥; y,p⊥; z,q⊥) is given by
V (x,k⊥; y,p⊥; z,q⊥) = 2(2π)2y(y − 1)δ(y − z)δ(p⊥ − q⊥)V (x,k⊥; z,q⊥|M2)
− 〈 xR+,k⊥| w(2)(R) | zR+,q⊥〉, (D.8)
and the explicit functional form of the matrix element above is given in [72] and is repre-
sented by diagrams E and F in the Figure. For brevity we have omitted writing the M2
dependence.
D.2 Form factors
To calculate form factors, we use the electromagnetic vertex Γµ constructed in [38] up to
the first Born approximation (notice that the ladder model’s gauged interaction V µ = 0)
Γµ =
(↔
∂ µ + V G
↔
∂ µ
)
d−12 , (D.9)
where
↔
∂ µ denotes the electromagnetic coupling to scalars.
Now using Eq. (2.23) to first order in G−G˜, the matrix element Jµ = 〈ΨP ′ |Γµ(−∆)|ΨP 〉
then appears
Jµ ≈ 〈γP ′ |
∣∣∣G(P ′)(1 + V (P ′)(G(P ′)− G˜(P ′)))
×
(↔
∂ µ(−∆)d−12 + V (−∆)G(−∆)
↔
∂ µ(−∆)d−12
)
×
(
1 + (G(P ) − G˜(P ))V (P )
)
G(P )
∣∣∣ |γP 〉
=
(
JµLO + δJ
µ
i + δJ
µ
f + δJ
µ
γ
)
+O[V 2], (D.10)
with the leading-order result
JµLO = 〈γP ′ |
∣∣∣G(P ′)↔∂ µ(−∆)d−12 G(P )∣∣∣ |γP 〉. (D.11)
The first-order terms are
δJµi = 〈γP ′ |
∣∣∣G(P ′)↔∂ µ(−∆)d−12 (G(P ) − G˜(P ))V (P )G(P )∣∣∣ |γP 〉
δJµf = 〈γP ′ |
∣∣∣G(P ′)V (P ′)(G(P ′)− G˜(P ′))↔∂ µ(−∆)d−12 G(P )∣∣∣ |γP 〉
δJµγ = 〈γP ′ |
∣∣∣G(P ′)(V (−∆)G(−∆)↔∂ µ(−∆))d−12 G(P )∣∣∣ |γP 〉. (D.12)
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Figure D.3: The leading-order diagram for the electromagnetic form factor.
As outlined in [38], Eqs. (D.11) and (D.12) can be evaluated by residues being careful
to remove two-particle reducible contributions by utilizing (D.5). Here we state the results
of these calculations in (3 + 1) dimensions. We denote ∆µ as the momentum transfer and
define ∆+ = −ζP+ (see Figure D.3). The leading-order result appears
J+LO = −2iP+
∫
θ(x− ζ) dx dk⊥
2(2π)3x(1− x)x′ (2x− ζ)ψ
∗(x′,k′⊥)ψ(x,k⊥), (D.13)
where x′ = x−ζ1−ζ and k
′⊥ = k⊥+(1−x′)∆⊥ denotes the momentum of the final state. Using
Jµ = −i(P + P ′)µF (t), Eq. (D.13) reduces to the Drell-Yan formula [36,80] for ζ = 0.
The first of the leading order corrections is the Born term δJ+γ . For x > ζ we have
δJ+γ (x>ζ) =
+2iP+
(16π3)2
∫
θ(x− ζ)dxdk⊥dydp⊥(2x− ζ)
xx′y(1− y)y′
× ψ∗(y′,p′⊥)D(y′,p′⊥;x′,k′⊥|M2)g
2θ(y − x)
y − x D(y,p
⊥;x,k⊥|M2)ψ(y,p⊥), (D.14)
where y′ = y−ζ1−ζ and p
′⊥ = p⊥ + (1 − y′)∆⊥. This contribution corresponds to diagram A
in Figure 2.6. On the other hand, for x < ζ we have
δJ+γ (x<ζ) =
+2iP+
(16π3)2
∫
θ(ζ − x)dxdk⊥dydp⊥(2x− ζ)/ζ
y(1− y)y′x′′(1− x′′)
× ψ∗(y′,p′⊥)DW(x′′,k′′⊥|t)g
2θ(y − x)
y − x D(y,p
⊥;x,k⊥|M2)ψ(y,p⊥), (D.15)
where x′′ = x/ζ and k′′⊥ = k⊥ + x′′∆⊥ denotes the photon’s relative momentum. This
expression is diagram D in Figure 2.7.
The next leading-order term is the initial-state iteration δJ+i . The only contribution is
for x > ζ, namely
δJ+i =
+2iP+
(16π3)2
∫
θ(x− ζ)dxdk⊥dydp⊥(2x− ζ)
xx′(1− x′)y(1− y)
× ψ∗(x′,k′⊥)D(y′,p′⊥;x′,k′⊥|M2)g
2θ(y − x)
y − x D(y,p
⊥;x,k⊥|M2)ψ(y,p⊥), (D.16)
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which corresponds to diagram B of Figure 2.6.
Lastly there is the final-state iteration term δJ+f . For x > ζ we have
δJ+f (x>ζ) =
+2iP+
(16π3)2
∫
θ(x− ζ)dxdk⊥dy′dp′⊥(2x− ζ)
x(1− x)x′y′(1− y′)
× ψ∗(y′,p′⊥)D(y′,p′⊥;x′,k′⊥|M2)g
2θ(y − x)
y − x D(y,p
⊥;x,k⊥|M2)ψ(x,k⊥), (D.17)
where implicitly y = ζ+(1− ζ)y′ and p⊥ = p′⊥− (1− y′)∆⊥. This corresponds to diagram
C in Figure 2.6. While for x < ζ, the expression
δJ+f (x<ζ) =
+2iP+
(16π3)2
∫
θ(ζ − x)dxdk⊥dy′dp′⊥(2x− ζ)/ζ
(1− x)x′′(1− x′′)y′(1− y′)
× ψ∗(y′,p′⊥)DW(x′′,k′′⊥|t)g
2θ(y − x)
y − x D(y,p
⊥;x,k⊥|M2)ψ(x,k⊥), (D.18)
corresponds to diagram E of Figure 2.7. Eqs. (D.13–D.18) are then the complete expressions
for the form factor up to first order ignoring the self-energy loop.
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Appendix E
Light-Front Time-Ordered
Perturbation Theory
The results of Chapters 2 and 3 can similarly be achieved directly from “old-fashioned”
time-ordered perturbation theory in a form which utilizes projecting onto the two-body
subspace of the full Fock space. For a nice, complete discussion of this formalism for
the light-cone ladder model, see [122]. In this Appendix, we show how to derive higher
Fock space components in this formalism, thereby demonstrating the generation of higher
components from the lowest sector we found indirectly for GPDs and form factors in section
3.2.
We write the light-cone Hamiltonian as a sum of a free piece and an interacting piece
which carries an explicit power of the weak coupling g. In an obvious notation this is
P− = P−o + gP
−
I . (E.1)
The free term P−o is diagonal in the Fock state basis, while the interaction generally mixes
components of different particle number (in the scalar model we consider above, the inter-
action is completely off-diagonal since there are no instantaneous terms). Let us suppose
that in the full Fock basis, we have an eigenstate of the Hamiltonian, i.e.(
P−o + gP
−
I
)
|ψ〉 = p−|ψ〉, (E.2)
where the eigenvalue is labeled by p−. Since the coupling is presumed small, the mixing
of Fock components with a large number of particles will be small. Thus one imagines our
bound state will be dominated by the two-body Fock component.
To make this observation formal, we define projection operators on the Fock space P
and Q in the usual sense. The operator P projects out only the two-particle subspace of
the full Fock space and hence Q projects out the compliment. Let us define the action of
these operators on our eigenstate
P|ψ〉 = |ψ2〉 (E.3)
Q|ψ〉 = |ψQ〉. (E.4)
As is well known, combination of Eqs. (E.3) and (E.4) leads to the following equation
for the two-body Fock component
P−eff|ψ2〉 = p−|ψ2〉, (E.5)
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where the effective two-body Hamiltonian is
P−eff ≡ P−PP + Veff (E.6)
= P−PP + P
−
PQ
1
p− − P−QQ
P−QP , (E.7)
and we have defined the following notation for any operators A and B, P−AB ≡ AP−B.
The effective two-body interaction Veff defined in equation (E.6) is dependent upon the
energy eigenvalue p− since we have suppressed the degrees of freedom of the Q subspace.
The relation between the Q-space probability (i.e. the non-valence contribution) and the
effective interaction appears
〈ψQ|ψQ〉 = − ∂
∂p−
〈ψ2|Veff|ψ2〉. (E.8)
In a weak-binding limit, we can series expand the effective interaction in powers of the
coupling and thereby re-derive the light-front potential. Given that every boson emitted
must be absorbed in the two-quark sector, we can have only an even number of interactions
and hence
Veff = PgP−I Q
1
p− − P−o
∞∑
n=0
(
gP−I
p− − P−o
)2n
QgP−I P. (E.9)
So, for example, at leading order we have all possible ways to propagate from the two-body
sector and back with only two interactions in between. The diagrams in Figure D.1 corre-
spond to the two possibilities distinguished by the action of 1
p−−P−o between interactions.
At the next order, we have all possible ways to propagate from two bodies to two bodies
with four interactions in between, etc.
To generate higher Fock components from the two-body sector, we necessarily must look
at the Q-space state arrived at from Eqs. (E.3) and (E.4)
|ψQ〉 = 1
p− − P−QQ
P−QP |ψ2〉. (E.10)
To generate an n-body Fock component from this state, we merely act with an n-body
projection operator which we shall denote Qn. Similar to the above, we expand in powers
of the coupling to find
|ψn〉 = Qn 1
p− − P−o
∞∑
n=0
(
gP−I
p− − P−o
)n
QgP−I |ψ2〉. (E.11)
For example, the leading-order three-body state is obtained by attaching a boson to a quark
line in the only two possible ways (and adding the light-front energy denominator at the
end). With these three-body states, we can consider all possible three-to-three overlaps that
would contribute to the form factor. These are depicted in Figure 2.6 (with the exception
of a quark self-interaction). The four-body sector is richer since there are two-boson, two-
quark states as well as four-quark states. The two-to-four overlaps required for GPDs must
have four quarks. At leading order, we generate the diagrams encountered above in Figure
2.7. Not surprisingly directly applying time-ordered perturbation theory from a light-front
Hamiltonian agrees with our derivation above from covariant perturbation theory in the
Bethe-Salpeter formalism projected onto the light cone.
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Appendix F
Application to Timelike Processes
In this Appendix, we pursue timelike processes in light-front dynamics. These processes do
not have a Fock space wavefunction representation. Below we study time-like form factors
in particular to demonstrate the versatility of the light-front reduction of the BSE. This
will allow us to make the connection to the generalized distribution amplitudes (GDAs),
which we explicitly calculate for the ladder model. Analogous to GPDs, GDAs encode the
soft physics of two-meson production and can thus be thought of as crossed versions of the
GPDs. The GDAs enter in convolutions for various two-meson production amplitudes, see
e.g. [124–127]. These distribution functions as well as time-like form factors are a theoretical
challenge for light-front dynamics, since there is no direct decomposition in terms of meson
Fock components alone. Furthermore, we shall see the leading-order expressions are non-
valence contributions (which necessarily excludes a description in terms of constituent quark
models).
The time-like form factor F (s) for our model meson is defined by (see Figure F.1)
〈Ψp Ψp′ | Γµ |0〉 = −i(p− p′)µF (s), (F.1)
where s = (p + p′)2 is the center of mass energy squared. Now define Pµ = pµ + p′µ and
ζ = p+/P+. We can work out the kinematics of this reaction in a frame where P⊥ = 0 and

 

P
p
p
0
Figure F.1: The triangle diagram for the time-like, pion form factor.
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see that
P− =
s
2P+
,
p− =
(1− ζ)s
2P+
,
p2⊥ = s(1− ζ)ζ −M2, (F.2)
where M is the meson mass.
Similar to GPDs, the GDA for our model has a definition in terms of a non-diagonal
matrix element of bilocal field operators1
Φ(z, ζ, s) =
∫
dx−
2π
eizP
+x−〈Ψp Ψp′ | q(0)i
↔
∂+q(x−) |0〉. (F.3)
As in Section 3.2, our concern is only with the twist-two contribution and thus we have
taken the plus-component of the vector current in Eq. (F.3). The definition of the GDA
leads directly to a sum rule for the time-like form factor∫
dz
2ζ − 1Φ(z, ζ, s) = F (s), (F.4)
and hence a means to calculate Φ from the integrand of the time-like form factor. Again
this is because the effect of the non-local light-cone operator is to fix the plus momentum
of the active quark.
Taking the appropriate residues of the five-point function, we arrive at Fig. F.1 for the
time-like form factor. Keeping only the leading-order piece of the electromagnetic vertex
Γµ, we have
Φ(z, ζ, s) = iP+(2z − 1)
∫
dk−dk⊥
(2π)4
γ∗(z′′,k⊥ − z′′p⊥|M2)G(k, p)d−1(k − p)
×G(P − k, p′)γ∗(z′,k⊥ − (1− z′)p⊥∣∣M2), (F.5)
where we have made use of some auxiliary definitions: z = k+/P+, z′ = z−ζ1−ζ and z
′′ = z/ζ.
Recall γ(x|M2) ∝ θ[x(1− x)]. This translates to: 0 < z′′ < 1 and 0 < z′ < 1, and hence we
do not pick up a contribution at zeroth order in the coupling.
To work at first order, we pick up three terms analogous to those in Appendix D for
the spacelike form factor. We denote these as δJµγ , δJ
µ
p and δJ
µ
p′ . The Born term for the
three-point electromagnetic vertex δJµγ is quite simple. For the same reason as the zeroth-
order result, the restriction of γ(x|M2) ∝ θ[x(1 − x)] and momentum conservation force
the contribution δJµγ to vanish. This leaves us to consider only diagrams that arise from
iteration of the Bethe-Salpeter equation for either of the final-state mesons.
Considering first the term δJµp , we have the contribution to the GDA
Φp(z, ζ, s) = iP
+(2z − 1)
∫
dk−dk⊥
(2π)4
d4q
(2π)4
γ∗(z′,k⊥ − (1− z′)p⊥)d−1(k − p)
× γ∗(y′′,q⊥ − y′′p⊥)G(q, p)V (q, k)G(k, p)G(P − k, p′), (F.6)
1And similar to our discussion of GPDs, perturbative QCD corrections lead to renormalization scale
dependence of the GDAs. For a complete discussion of O(αs) corrections in the crossed channel, see,
e.g. [12].
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Figure F.2: Leading-order diagrams for the time-like pion form factor.
where we have chosen to abbreviate y = q+/P+ and hence the label y′′ = y/ζ. We have
customarily omitted the subtracted term containing G˜, which is zero because there is no
leading-order term to subtract. Requiring wavefunction vertices mandates 0 < y′′ < 1 and
ζ < z < 1.
Thus after integration over the loop energy, Φp produces one contribution to the GDA
Φp(z, ζ, s) =
θ(z − ζ)
(16π3)2ζ
∫
dk⊥dydq⊥(2z − 1)
z(1− z)z′y′′(1− y′′)DW(z,k
⊥|s)g
2θ(z − y)
z − y
×D(z,k⊥; y,q⊥|s)ψ∗(z′,k⊥ − (1− z′)p⊥)ψ∗(y′′,q⊥ − y′′p⊥). (F.7)
As a contribution to the time-like form factor, we can interpret Eq. (F.7) as the time-ordered
diagram b of Figure F.2.
At first order in the weak coupling, we have one term remaining to consider δJµp′ . Again
omitting the superfluous subtraction of G˜, we have
Φp′(z, ζ, s) = iP
+(2z − 1)
∫
dk−dk⊥
(2π)4
d4q
(2π)4
γ∗(z′′,k⊥ − z′′p⊥|M2)G(k, p)d−1(p− k)
×G(P − k, p′)V (P − k, P − q)G(P − q, p′)γ∗(y′,q⊥ − (1− y′)p⊥|M2), (F.8)
with y′ = y−ζ1−ζ . Both y
′ and z are restricted: 0 < y′ < 1 and 0 < z < ζ, and the final
contribution to the GDA is thus
Φp′(z, ζ, s) =
θ(ζ − z)
(16π3)2ζ
∫
dk⊥dy′dq⊥(2z − 1)
(1− z)z′′(1− z′′)y′(1− y′)DW(z,k
⊥|s)g
2θ(y − z)
y − z
×D(y,q⊥; z,k⊥|s)ψ∗(z′′,k⊥ − z′′p⊥)ψ∗(y′,q⊥ + y′p⊥), (F.9)
In this form we recognize this contribution as diagram a of Figure F.2.
Having found the leading non-vanishing contribution to the GDA namely Φ = Φp+Φp′,
we observe that the higher Fock components derived in Section 3.2 (as well as in Appendix
E) do not fit naturally into Eqs. (F.7) or (F.9). One needs a Fock space expansion for the
photon wavefunction in order to have an expression for the GDA in terms of various Fock
component overlaps. With the expressions derived for the GDA, we can use Eq. (F.4) to
obtain the time-like form factor. Notice the expressions derived for the GDA and hence
also for the timelike form factor depend on pieces of the light-front interaction kernel. Thus
there is no way to directly utilize quark model wavefunctions for these observables.
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Appendix G
Complex Conjugate Poles in
Minkowski Space
In this Appendix we show that amplitudes cannot be directly calculated in Minkowski
space when complex conjugate poles are present in propagators and vertices. We then
investigate how to calculate amplitudes properly in Minkowski space. Firstly amplitudes
dependent on the imaginary part of some set of diagrams can be calculated by using a
straightforward generalization of the cutting rules. We apply this to calculate the quark
distribution function from the handbag diagram in the Bjorken limit in Section G.2. Lastly
we consider the analytic continuation of space-like amplitudes from Euclidean space. This
is complicated by the presence of Wick poles and requires their residues to be appropriately
added when amplitudes are calculated. The details of the GPD calculation appear at the
end of this Appendix in Section G.4. Resulting functions calculated in Minkowski space
after the Wick rotation agree with those obtained from the model defined in Euclidean
space.
This work lays the foundation for calculating light-cone dominated amplitudes using
meromorphic model propagators and vertices constrained by both lattice data1 and Ward-
Takahashi identities. Distribution functions for such models could be calculated rigorously
since the pole structure of the propagator is known and relevant integrals converge in the
complex light-cone energy plane. As far as light-cone phenomenology is concerned, resulting
expressions would be truly Poincare´ covariant (as opposed to diagonal with respect to the
non-interacting operators) and would satisfy field-theoretic identities. Filling these two gaps
is essential for adequate hadronic phenomenology for processes at large momentum transfer.
Moreover, such models would help light-cone methods and Dyson-Schwinger studies reach
complementary standing.
G.1 Model defined
The model we take is φ3 theory with electromagnetic interactions. Equivalently we can
view this model as a bound state of two scalar particles with a trivial Bethe-Salpeter vertex
Γ(k, P ) = 1, where the coupling constant is assumed to be absorbed into the overall normal-
ization, see Section 1.2.2. We make a simple Ansatz for the non-perturbative propagator
1One must proceed with caution: the lattice calculations employ Landau gauge, while we have tacitly
used light-cone gauge above.
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Figure G.1: Triangle diagram at zero momentum transfer used to calculate the quark
distribution function by projecting onto the light cone.
consisting of a pair of complex conjugate poles
S(k) =
i(k2 − a2 + b2)
(k2 − a2 + b2)2 + 4a2b2 , (G.1)
where a2−b2 > 0. Defining for ease m2 = a2−b2 and ε = 2ab (which is taken to be positive
without any loss of generality), we can write the propagator as
S(k) =
i/2
k2 −m2 + iε +
i/2
k2 −m2 − iε . (G.2)
The light-cone energy poles of the propagator are thus
k−a =
k⊥2 +m2
2k+
− iε
2k+
(G.3)
and k−a∗ = (k
−
a )
∗, where ∗ denotes the complex conjugate. Although we use a scalar model,
results straightforwardly extend to spin-12 particles, e.g., since only the pole structure of
Eq. (G.1) is relevant.
Now let us consider calculating this model’s quark distribution by projecting onto the
light cone. The quark distribution can be derived by fixing the plus-momentum of the active
quark x = k+/P+, see Figure G.1, and taking the plus-component of the current. Thus up
to overall normalization, we have the expression
q(x) ∝
∫
d4k δ(k+ − xP+) xS(k)S(k − P )S(k). (G.4)
The k− integral is then performed by residues. Choosing a frame in which P⊥ = 0, the
spectator propagator has light-cone energy poles
k−b = P
− +
k⊥2 +m2
2(k+ − P+) −
iε
2(k+ − P+) , (G.5)
and k−b∗ = (k
−
b )
∗.
Performing the k− integral in Eq. (G.4), we arrive at the quark distribution
q(x) ∝ 2πi
{
− θ(−x)[Res(k−a∗) + Res(k−b∗)]
+ θ[x(1− x)][Res(k−a∗) + Res(k−b )]+ θ(x− 1)[Res(k−a∗) + Res(k−b∗)]
}
(G.6)
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Figure G.2: Handbag diagram for the forward Compton amplitude. Dashed line denotes
the cut which yields the quark distribution in the Bjorken limit.
This distribution does not have proper support, i.e. it is non-vanishing outside the inter-
val x ∈ [0, 1]. Moreover, the distribution is not real valued, whereas it should be positive
definite. Thus the model based on the propagator in Eq. (G.1) cannot be suitably formu-
lated in Minkowski space. We will find below that Eq. (G.1) makes sense as a Minkowski
space propagator only after analytic continuation from Euclidean space for the amplitude
in question. In Section 4.2.3, we demonstrated that the model is perfectly well defined in
Euclidean space and thus the challenge of analytic continuation remains.
G.2 Cutting rules
In this Section, we show there is some hope in working with the model propagator Eq. (G.1)
in Minkowski space. We demonstrate that the quark distribution can be derived by a
straightforward generalization of the cutting rules.
Consider the forward Compton amplitude T µν(q, P ) depicted in Figure G.2. In the
Bjorken limit, the imaginary part of this diagram is related to the quark distribution, see
Section 1.1. For simplicity, we can choose a frame in which q⊥ = 0. The minus-plus
component of the forward Compton amplitude in such frames reads
iT−+(q, P ) = −16N
π3
∫
d4k (2k− + q−)S(k) S(k − P ) S(k) (2k+ + q+)S(k + q). (G.7)
In the scalar particle case, the minus-plus component of the forward Compton amplitude
can be used to define the quark distribution in a way analogous to the spin-12 case. The
relation is simply ℑm(T−+) ∝ q(x), see [30]. In Eq. (G.7), we have adjusted the overall
normalization so that equality between ℑm(T−+) and q(x) holds. With standard perturba-
tive propagators, we could calculate the imaginary part of T µν(q, P ) by using the cutting
rules, whereby one replaces the cut propagators in Figure G.2 by an on-shell prescription,
namely
S(k)ε=0 −→ −2πi δ(k2 −m2). (G.8)
In Eq. (G.8), we have specified ε = 0 for the case of a free particle propagator. Since
large momentum flows through the handle of the handbag, we may neglect the mass of
the struck quark and use the standard cutting rule for S(k + q). In the Bjorken limit, we
define x = −q2/2P · q which remains finite as q2, P · q →∞ and is kinematically bounded
between zero and one. Further we orient our frame of reference so that q has a large minus
component in this limit, and consequently q+ = q2/2q− is finite. Hence we have the familiar
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replacement
S(k + q) −→ − πi
2q−
δ(k+ − xP+). (G.9)
To complete the cut, we must deal with the spectator particle’s complex mass shells.
We must worry about the propagator Eq. (G.1) only where the denominator is zero. Thus
we are lead to the cutting rule for the propagator Eq. (G.1)
S(k) −→ −πi
[
δ(k2 −m2 + iε) + δ(k2 −m2 − iε)
]
, (G.10)
which puts the intermediate state on its complex mass shells. Furthermore, the limit ε→ 0
produces the regular cutting rule Eq. (G.8).
Using this cutting rule for the spectator particle along with Eq. (G.9), we can deduce
the quark distribution from ℑm(T−+) in the Bjorken limit2
q(x) =
4N
π
∫
d4k δ(k+ − xP+)
[
δ(k− − k−b ) + δ(k− − k−b∗)
]xS(k)2
1− x , (G.11)
where the light-cone energy poles are given in Eq. (G.5). Notice the resulting distribution
is real and has proper support due to the kinematic constraint x ∈ [0, 1] imposed by the
Bjorken limit. Evaluation of the two trivial integrals leaves only the transverse momentum
integration
q(x) =
N
π
∑
ε,ε′,ε′′=±
∫
dk⊥
x(1− x)DW(x,k
⊥, ε, ε′′|M2)DW(x,k⊥, ε′, ε′′|M2) (G.12)
where we have defined the Weinberg propagator generalized for complex masses as
DW(x,k
⊥, ε, ε′|M2)−1 =M2 − k
⊥2 +m2
x(1− x) +
iε
x
+
iε′
1− x. (G.13)
Evaluation of the k⊥ integral yields an analytic expression for q(x), which is identical
to that obtained from the DD Eq. (4.49). Notice Eq. (G.11) is equivalent to evaluating
Eq. (G.4) at Res(k−b )+Res(k
−
b∗) and hence the quark distribution is derived as if the complex
conjugate spectator poles both lie in the upper-half complex plane! We will understand this
better once we analytically continue from Euclidean space.
G.3 Analytic continuation
Above we have seen that modified cutting rules can be used to derive the correct quark
distribution function in Minkowski space. In essence the result stems from putting the
spectator particle on its complex mass shells. This must be justified by careful analytic
continuation of Euclidean space amplitudes. Below we consider the Minkowski space calcu-
lation of the generalized parton distribution which cannot be derived by cuts. This will force
us to deal with the underlying Wick rotation necessary to define the model in Minkowski
space.
2This may seem obvious. But there are two inconsistencies which will ultimately be resolved in Section
G.3. First Eq. (G.7) is not the Minkowski space amplitude. As already mentioned it requires analytic
continuation. Second the rule Eq. (G.10), although plausible, does not produce the imaginary part of
Eq. (G.7). The result Eq. (G.12), however, leads us to believe these two wrongs make proverbial right.
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Figure G.3: Complex light-cone energy plane for the propagator.
In Section 4.2.3, the model double distributions were calculated in Euclidean space.
Thus to calculate related amplitudes in Minkowski space, we must Wick rotate in the
complex energy plane: k4 → ik0. The analytic continuation can be viewed alternately in
the complex light-cone energy plane. For k3 = 0, the rotation is from the ℑm(k−) axis to
the ℜe(k−) axis. In the general case, such a correspondence can only be made precise by
considering the Wick rotation in terms of k0 and then boosting to the infinite momentum
frame. This requires tedious algebraic manipulations and a proliferation of energy poles
and time-ordered diagrams. Indeed it is easier just to imagine the rotation simply and deal
with the light-cone singularities. This is the approach we present.
Before tackling the model’s generalized parton distributions in Minkowski space, let us
imagine a simpler fictitious example. Consider some well-defined Euclidean space amplitude
having only poles at k−a and k
−
a∗ , see Eq. (G.3). To calculate the amplitude in Minkowski
space, we naively integrate along the ℜe(k−) axis. In general the correct path on which
to integrate is one which nears the ℜe(k−) axis except for detours around energy poles in
the first and third quadrants. Such a path is correct since it can be continuously deformed
into the Euclidean path. The difference between the naive integration and the correct path
is a sum of residues of the Wick poles. The energy poles of our fictitious amplitude are
depicted in Figure G.3. Their location depends upon the sign of x = k+/P+. Thus for this
amplitude the correct continuation from Euclidean space is∫
dℑm(k−) −→
∫
dℜe(k−) + 2πi[θ(−x)− θ(x)]Res(k−a∗). (G.14)
Notice only k−a∗ is a Wick pole; this is expected because we know the limit ε → 0 can be
analytically continued in the naive fashion. Closing the contour in the upper-half plane
to perform the Minkowski space energy integral3 and evaluate our fictitious amplitude, we
pick up 2πi[θ(−x)Res(k−a )+ θ(x)Res(k−a∗)]. The net result according to Eq. (G.14) is thus
2πiθ(−x)[Res(k−a ) + Res(k−a∗)].
3One must be careful of zero modes [21] for which k+ = 0. In such cases, the pole lies on the contour at
infinity and the integration cannot be performed by residues. Since our fictitious example is only schematic,
we are neglecting the issue of zero modes and are hence excluding amplitudes of the form
∑
ε=±
∫
d4k
(k2 −m2 + iε)n
, n > 2,
which must be handled separately. The example∫
d4k
(k2 −m2 + iε)2(k2 −m2 − iε)2
is devoid of zero-mode complications and more closely parallels the expressions encountered for GPDs.
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Looking back at Figure G.3, the net result after Wick rotation amounts to both poles
lying in the same half-plane; or equivalently, we have effectively integrated in either the
right- or left-half plane. The result that both poles lie in the same half-plane reflects quark
confinement; the quark wavefunction must vanish as time becomes large [89].
The space-like amplitude4 for the generalized parton distribution can now be continued
to Minkowski space and hence be evaluated by projecting onto the light cone. To do so,
we refer to Figure 4.3 and insert the non-local light-cone operator φ(0)i
↔
D+φ(z−) in place
of the local twist-two operators denoted by a cross in the Figure. Here the plus-component
picks out the leading-twist contribution according to light-cone power counting. Thus in
momentum space, we arrive at
H(x, ζ, t) =
2N/π2
1− ζ/2
∫
d4k δ(k+ − xP+) (2k+ +∆+) S(k)S(k − P )S(k +∆). (G.15)
Above we have included the ζ-dependent pre-factor to normalize the action of
↔
D+ between
non-diagonal states. The overall normalization is then the same as in Eq. (4.44). By
writing Eq. (G.15) in Minkowski space, we must also keep in mind the Wick residues
implicitly necessary so that Eq. (G.15) is meaningful. In addition to the poles k−a , k
−
b
[given in Eqs. (G.3) and (G.5), respectively] and their complex conjugates, the integrand of
Eq. (G.15) also has the poles
k−c = −∆− +
(k⊥ +∆⊥)2 +m2
2(k+ +∆+)
− iε
2(k+ +∆+)
(G.16)
and k−c∗ = (k
−
c )
∗. Carrying out the light-cone energy integration in Eq. (G.15) as well as
adding relevant residues resulting from the Wick rotation produces (the subtle details of
this calculation appear at the end of this Appendix in Section G.4)
H(x, ζ, t) = −2πi θ(x)θ(ζ − x)
[
Res(k−a ) + Res(k
−
a∗)
]
+ 2πi θ(x− ζ)θ(1− x)
[
Res(k−b ) + Res(k
−
b∗)
]
, (G.17)
where the residue is of the integrand in Eq. (G.15). As a result of the effective relocation
of poles to the same half-plane as their complex conjugates, the resulting GPD Eq. (G.17)
is real and vanishes outside x from zero to one.
Using the Weinberg propagator Eq. (G.13), the residues can be compactly written in
terms of relative momenta. Defining the relative momentum of the final state as
x′ =
x− ζ
1− ζ , k
′⊥ = k⊥ + (1− x′)∆⊥, (G.18)
and the relative momentum of the photon as
x′′ =
x
ζ
, k′′⊥ = k⊥ + x′′∆⊥, (G.19)
4There are additional complications for time-like amplitudes and for amplitudes involving unstable bound
states. In these cases Wick poles are present even when standard perturbative propagators are used. The
analysis above must be more carefully considered in these cases where threshold effects are already inherent
in the analytic continuation to, or from, Euclidean space.
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the light-cone GPD can be expressed in the form
(1− ζ/2) H(x, ζ, t) = θ(x)θ(ζ − x) H1(x, ζ, t) + θ(x− ζ)θ(1− x) H2(x, ζ, t), (G.20)
where we have made the abbreviations
H1(x, ζ, t) = (2x
′′ − 1)N
2π
∑
ε,ε′,ε′′=±
∫
dk⊥
DW(x,k
⊥, ε, ε′′|M2)DW(x′′,k′′⊥, ε, ε′| t )
x′′(1− x′′)(1 − x) (G.21)
H2(x, ζ, t) = (2x− ζ)N
2π
∑
ε,ε′,ε′′=±
∫
dk⊥
DW(x,k
⊥, ε, ε′′|M2)DW(x′,k′⊥, ε′, ε′′|M2)
x(1− x)x′
(G.22)
Firstly one can see analytically that the correct quark distribution results at zero momen-
tum transfer, namely H2(x, 0, 0) = q(x), where q(x) is given by Eq. (G.12). As remarked
in Section G.2, this function is identical to that obtained from the double distribution
Eq. (4.49). Secondly, the resulting light-cone GPD Eq. (G.20) agrees numerically with that
found from the double distribution, via Eq. (4.40), which is plotted in Figure 4.5. Finally
the electromagnetic form factor found from the sum rule
F (t) =
∫ 1
0
dx H(x, ζ, t) (G.23)
agrees numerically with the result of Eq. (4.41) (which is plotted in Figure 4.4). The
ζ-independence of Eq. (G.23) stems from Lorentz invariance which is present, however,
not manifest in Eq. (G.20). Thus with the calculation of Eq. (G.20) from analytically
continuing to Minkowski space, space-like amplitudes now agree with those calculated from
the Euclidean space double distribution.
G.4 Calculation of the GPD
Below we derive Eq. (G.17) for the GPD in Minkowski space. The details have been
relegated here since there is some subtlety. In order to evaluate Eq. (G.15), which implicitly
needs analytic continuation, we must shift the energy integration variable and define a
prescription for dealing with vanishing real parts. Let us see how these difficulties arise.
In considering the Wick rotation, one is usually only concerned with the single denomi-
nator that results from combining propagators via Feynman parameters. For the moment,
let us ignore the complication of complex conjugate pairs of poles. In this case, combining
the denominators of Eq. (4.44) using Feynman parameters results in [l2−Do(x, y; t)+ iε]−3,
whereDo is given by Eq. (4.45). Since the bound state is stable and t is space-like, Do(x, y; t)
is always positive and hence there are no Wick poles. Moreover, we have shifted the variable
kµ to arrive at lµ.
In analytically continuing the expression with uncombined propagators (and again no
complex conjugate poles), we are confronted with a problem. The pole k−b , for example, is
shifted by the energy P−. Thus the location of the singularity in the complex plane will be
shifted parallel to the real axis depending upon the relative magnitude of the spectator’s
kinetic energy and P−. In the schematic example shown in Section G.3, the pole k−a does
not have such a shift. Thus for the b and c poles, the location of the singularities depicted
in Figure G.3 will shift along the real axis (depending on P− and ∆−) and there will be
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Figure G.4: Complex light-cone energy plane for the shifted poles Eq. (G.26) for the gen-
eralized parton distribution.
threshold Wick poles [the threshold is defined when ℜe(k−b,c = 0)]. This is unphysical: we
just demonstrated the Wick rotation can be done for the combined denominators without
crossing any poles. To perform the same Wick rotation at the level of separate propagators,
we must use the freedom to shift the energy variable as well as the stability of the bound
state.
On the light-cone, the bound state stability condition can be expressed as
P− <
k⊥2rel +m2
2P+x(1− x) , (G.24)
where k⊥rel = k⊥ − xP⊥ is the relative transverse momentum of the two constituents.
Because we consider the elastic electromagnetic form factor, there is an analogous relation
for the final state P ′. Since each propagator contains the kinetic energy of a single particle,
the bound state stability condition can never be utilized without shifting k−. Yet in order
to perform such a shift, the real part of one pole must be zero and hence we must invent a
prescription for moving this pole off the Euclidean contour.
We choose the translation: k− → k− + δk− + η, where η is a positive infinitesimal and
δk− = P− +
k⊥2 +m2
2P+(x− 1) . (G.25)
The resulting poles of the integrand in Eq. (G.15) we denote

k˜−a = k−a − δk− = −P− + k
⊥2+m2
2P+x(1−x) − iε2P+x
k˜−b = k
−
b − δk− − η = −η − iε2P+(x−1)
k˜−c = k−c − δk− = −P ′− + k
′⊥2+m2
2P ′+x′(1−x′) − iε2P+(x−ζ)
, (G.26)
and similarly for their complex conjugate partners. Notice imaginary parts of the poles
are unaffected by the energy translation. The η prescription has displaced the resulting
spectator pole away from the Euclidean path independent of x. Moreover the a and c poles
have non-zero real parts; so η has been set to zero for these poles above.
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Using the expressions for the new poles Eq. (G.26) and the bound state stability con-
dition Eq. (G.24), we can determine the quadrant location of the singularities independent
of P− and ∆− (see footnote 2). These quadrant locations are depicted for the full range of
x in Figure G.4. Accordingly poles in the first and third quadrants are Wick poles. As we
saw in Section G.3, the net result of the analytic continuation is to evaluate the integral by
effectively closing the contour in the right- or left-half plane. Hence the GPD Eq. (G.15) is
H(x, ζ, t) = −2πi θ(x)θ(ζ − x)
[
Res(k˜−a ) + Res(k˜
−
a∗)
]
+ 2πi θ(x− ζ)θ(1− x)
[
Res(k˜−b ) + Res(k˜
−
b∗)
]
. (G.27)
Evaluating the residues in Eq. (G.27) yields the result of Section G.3, namely Eq. (G.20)
which is algebraically equivalent to Eq. (G.17).
Notice from Figure G.4, other η prescriptions for the shift, such as + η2P+(x−1) , lead to
an incorrect result for the case when there are no complex conjugate pairs. The figure shows
that the infinitesimal prescription must be positive and independent of the sign of x, x− ζ,
etc, in order to reproduce the familiar result. It is interesting to note that for x > 1 in the
case without conjugate pairs, all poles of the integrand are Wick poles. Though since the
integral is convergent, the sum of these Wick residues vanishes.
The interested reader can verify that the alternate shifts which use the same pole pre-
scription {
k− → k− + k⊥2+m2
2P+x
+ η
k− → k− −∆− + (k⊥+∆⊥)2+m22P+(x−ζ) + η
(G.28)
also yield the correct results provided t is space-like.
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Appendix H
Ambiguity of the Double
Distributions
The decomposition into F (β, α; t), G(β, α; t) and K(β, α; t) DDs is ambiguous. Experi-
mentally one cannot access the DDs directly, only the H(x, ξ, t) and E(x, ξ, t) GPDs. In
Ref. [75], the ambiguity inherent in defining DDs for the pion was likened to the gauge
ambiguity of the vector potential of a two-dimensional magnetic field. In this Appendix,
we extend this analysis to the proton case. A full treatment has been given in [119].
Utilizing the Gordon identities (which appear in Appendix I), we can rewrite the bilocal
matrix element in Eq. (5.5) as
〈P ′, λ′|ψq (−z/2) /zψq (z/2) |P, λ〉 =
1
1− t
4M2
uλ′(P
′µ)
∫ 1
−1
dβ
∫ 1−|β|
−1+|β|
dα e−iβP ·z+iα∆·z/2
[
P · z
M
GE(β, α; t)
− i
2M
εµναβzµ∆νPαγβγ5GM (β, α; t) − ∆ · z
4M
(
1− t
4M2
)
G(β, α; t)
]
uλ(P ), (H.1)
where we have defined new double distributions
GE(β, α; t) = F (β, α; t) +
t
4M2
K(β, α; t) (H.2)
GM (β, α; t) = F (β, α; t) +K(β, α; t) (H.3)
in analogy with the Sachs electric and magnetic form factors. After integrating by parts
and neglecting the surface terms, we have
〈P ′, λ′|ψq (−z/2) /zψq (z/2) |P, λ〉 =
i
M
∫ 1
−1
dβ
∫ 1−|β|
−1+|β|
dα e−iβP ·z+iα∆·z/2
× 1
1− t
4M2
uλ′(P
′µ)
[
N(β, α; t) − 1
2
εµναβzµ∆νPαγβγ5GM (β, α; t)
]
uλ(P ), (H.4)
where
N(β, α; t) =
∂
∂β
GE(β, α; t) +
1
2
(
1− t
4M2
)
∂
∂α
G(β, α; t). (H.5)
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Now we define an arbitrary potential function χ(β, α; t) which has the property:
χ(β, α; t) = −χ(β,−α; t). The above expression Eq. (H.4) is invariant under the trans-
formation
GE(β, α; t) → GE(β, α; t) −
(
1− t
4M2
)
∂
∂α
χ(β, α; t)
G(β, α; t) → G(β, α; t) + 2 ∂
∂β
χ(β, α; t) (H.6)
which implicitly leaves GM (β, α; t) unchanged. Notice the α symmetry of the distributions is
preserved because the potential χ(β, α; t) is an odd function. Translating the transformation
Eq. (H.6) back into the original DDs, we have invariance under
F (β, α; t) → F (β, α; t) − ∂
∂α
χ(β, α; t)
K(β, α; t)→ K(β, α; t) + ∂
∂α
χ(β, α; t)
G(β, α; t) → G(β, α; t) + 2 ∂
∂β
χ(β, α; t). (H.7)
One may try and choose the potential so that G(β, α; t) can be completely removed.
The analysis is now the same as in [75]. To choose such a χ(β, α; t), we must maintain the
zero boundary conditions so that surface terms produced by partial integration vanish. The
following choice of potential preserves the boundary conditions
χo(β, α; t) = −1
4
[∫ β
−1+|α|
dβ′G(β′, α; t) −
∫ 1−|α|
β
dβ′G(β′, α; t) − sign(β)D(α; t)
]
, (H.8)
where the D-term is given by
D(α; t) =
∫ 1−|α|
−1+|α|
dβ G(β, α; t). (H.9)
Under the transformation generated by χo(β, α; t), the function G(β, α; t) is changed ac-
cordingly to
G(β, α; t) →
{
0, if G(−β, α; t) = G(β, α; t),
δ(β)D(α; t), otherwise.
(H.10)
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Appendix I
Basic Identities
For reference we list identities used in computing DDs above. To calculate numerator
structures so that symmetric and traceless tensors can be calculated, we used generalized
Gordon identities [130] of the form
uλ′(P
′)Γuλ(P ) =
1
4M
uλ′(P
′)
(
2{/P ,Γ}+ [/∆,Γ]) uλ(P ), (I.1)
where Γ is any Dirac matrix, Pµ = 12(P
′µ + P )µ and ∆µ = (P ′ − P )µ. The usual Gordon
identity is a special case of Eq. (I.1), namely for Γ = γµ
uλ′(P
′)γµuλ(P ) =
1
2M
uλ′(P
′)
(
2P µ + iσµν∆ν
)
uλ(P ). (I.2)
We also require the following two cases of the general identity with γ5 = iγ
0γ1γ2γ3 and
ε0123 = +1.
uλ′(P
′)γµγ5 uλ(P ) =
1
2M
uλ′(P
′)
(
∆µγ5 − εµναβσαβP ν
)
uλ(P ) (I.3)
uλ′(P
′)σµνuλ(P ) =
i
2M
uλ′(P
′)
(
γν∆µ − γµ∆ν + 2iεµναβPαγβγ5
)
uλ(P ). (I.4)
Also of use is the gamma triple product
γµγνγρ = Sµνρσγσ + iε
µνρσγσγ5, (I.5)
where
Sµνρσ = gµνgρσ − gµρgνσ + gµσgνρ.
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Appendix J
Calculations on the Light-Cone
Here we include our conventions for projecting quantities onto the light cone. While the
development and derivations above rely exclusively on manifest Lorentz invariance, the
light-cone Fock representation provides transparent physical intuition about our model.
The light-cone wavefunctions for our model are admittedly simple and thus provide a useful
guide to understanding the DDs constructed above.
The light-cone spinor uλ(k,m) satisfies the Dirac equation (/k −m)uλ(k,m) = 0 and is
explicitly given by (e.g., see [129])
uλ(k,m) =
1
21/4
√
k+
(√
2k+ + βm+α⊥ · k⊥
)
Xλ, (J.1)
where β = γ0 and α = γ0γ and the unit spinors Xλ are given by
X†↑ =
1√
2
(1, 0, 1, 0)
X†↓ =
1√
2
(0, 1, 0,−1) .
Using Eq. (J.1), we derive the useful product of spinors of different mass and momentum
uλ′(k,m)uλ(P,M) =
1√
k+P+
[
δλ′,λ(k
+M + P+m)− λ δλ′,−λ(k+Pλ − P+kλ)
]
, (J.2)
where the notation aλ = a
1 + iλa2 has been employed with the understanding that spins
correspond to the signs ↑= +1 and ↓= −1.
Using the light-cone spinors, one can find the Hq(x, ξ, t) and Eq(x, ξ, t) GPDs in terms
of the light-cone, non-diagonal matrix element Mλ′,λq (x, ξ, t), namely
Mλ,λq (x, ξ, t) =
1√
1− ξ2
[
(1− ξ2)Hq(x, ξ, t) − ξ2Eq(x, ξ, t)
]
(J.3)
Mλ,−λq (x, ξ, t) = −
λ∆λ
2M
√
1− ξ2 Eq(x, ξ, t). (J.4)
These expressions can alternately be used to derive GPDs for the model considered in Sec-
tion 5.2 by directly inserting the quark bilocal operator between non-diagonal proton states.
Expressions are derived in this manner by integration over the relative light-cone energy
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k− at the cost of sacrificing manifest Lorentz invariance. This description in terms of light-
cone Fock components, however, is more intuitive to work with than the DD formulation.
Moreover, the light-cone energy integration obviates the positivity properties of our model
GPDs. We shall not present complete expressions for the GPDs on the light-cone, however,
the diagonal overlap region x > ξ is particularly simple to consider.
For our model, we can find the lowest Fock component’s light-cone wavefunction by
projecting the covariant amplitude onto the surface x+ = 0, namely
ψLC(x,k
⊥
rel; si, λ) =
1
(2P+)2
∫
dk−
2π
us1(P − k,m)√
1− x
(
γ+γ5 iC
)
us2(P − k,m)T
×us3(k,m)√
x
γ+Ψ(k, P )uλ(P,M), (J.5)
where x is the fraction of the proton’s plus momentum carried by the residual quark (x =
k+/P+), and the relative transverse momentum is k⊥rel = k
⊥ − xP⊥. Above, λ labels the
spin of the proton, whereas the si label spins of the three quarks. We have omitted the color
and isospin parts of the wavefunction which are trivial: ∝ εc1,c2,c3(δ1,uδ2,d− δ1,dδ2,u)δ3,u for
the scalar diquark. In the scalar channel, the quark-diquark Bethe-Salpeter wavefunction
is
Ψ(k, P ) =
i
/k −m+ iε
(
− ig(s)
)
D(P − k), (J.6)
and above we have chosen a single Dirac component Γ(s) = −ig(s) and the coupling constant
g has been absorbed into the overall normalization above. Our choice of vertex functions
corresponds to only modeling a subset of the possible three quark light-cone wavefunctions
of the proton [132]. Carrying out the projection in Eq. (J.5), yields
ψLC(x,k
⊥
rel; si, λ) ∝
s1δs1,−s2 [δs3,λ(xM +m) + λ δs3,−λkrel,λ]
xa
√
1− x
[
M2 − k⊥rel2x(1−x) − m
2
x −
m2
D
1−x
]a . (J.7)
Above a = 1 for the valence light-cone wavefunction. The effective wavefunction
ψeffLC(x,k
⊥
rel; si, λ) generated by the analytic regularization is given by Eq. (J.7) with a = 2
(or in general a > 1). There are no true higher Fock components in this model since the
interaction kernel is instantaneous in light-cone time [47]. Focusing on the spin structure,
the scalar diquark channel consists of two states: a state where the proton spin is aligned
with residual quark’s spin and a state where the quark and diquark are in a relative p-wave.
The quark distribution function can be obtained from
fu(x) =
∑
si
∫
dk⊥
∣∣∣ψeffLC(x,k⊥; si, λ)∣∣∣2 , (J.8)
and agrees with the covariant calculation of qu(x) from its moments in Section 5.2. Similarly
the Dirac and Pauli form factors can be expressed in terms of the effective wavefunction
since the light-cone contour integration only receives contribution from the diquark pole.
The expression are
F1(t) =
∑
si
∫
dk⊥ dxψ∗effLC (x,k
⊥ + (1− x)∆⊥; si, λ)ψeffLC(x,k⊥; si, λ) (J.9)
−λ∆λ
2M
F2(t) =
∑
si
∫
dk⊥ dxψ∗effLC (x,k
⊥ + (1− x)∆⊥; si,−λ)ψeffLC(x,k⊥; si, λ)(J.10)
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Also for this reason, we can express the GPDs as simple convolutions in the diagonal overlap
region x > ξ. Let x1 =
x+ξ
1+ξ and x2 =
x−ξ
1−ξ and then we have
θ(x− ξ)Mλ,λq (x, ξ, t) =
∑
si
∫
dk⊥ ψ∗effLC
(
x2,k
⊥ + (1− x2)∆
⊥
2
; si, λ
)
× ψeffLC
(
x1,k
⊥ − (1− x1)∆
⊥
2
; si, λ
)
(J.11)
with a very similar expression holding for the spin-flip amplitude. In the above form the
positivity bound is manifest.
In the axial-vector diquark channel we have the orthogonal amplitude
ψ(x,k⊥rel; si, λ) =
1
(2P+)2
∫
dk−
2π
us1(P − k,m)√
1− x
(
γ+γµ iC
)
us2(P − k,m)T
×us3(k,m)√
x
γ+Ψµ(k, P )uλ(P,M). (J.12)
Above, we have omitted the color and isospin parts of the wavefunction which are: ∝
εc1,c2,c3 [(δ1,uδ2,d + δ1,dδ2,u)δ3,u − 2δ1,uδ2,uδ3,d] for the axial diquark. In the axial-vector
channel, the quark-diquark Bethe-Salpeter vector wavefunction is
Ψµ(k, P ) =
i
/k −m+ iε
(
− ig(a)γνγ5
)
Dµν(P − k), (J.13)
where we have chosen a single Dirac component Γ(a) = −ig(a) and the coupling constant
g(a) = g(s), as above. Carrying out the projection in Eq. (J.12) yields the axial diquark
piece of the light-cone wavefunction. Analogous formulas to the above hold for the axial
diquark contribution to the quark distribution, form factors and GPDs for x > ξ.
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Appendix K
Derivation of the Double
Distributions
In this Appendix, we detail the calculation of the DDs in the scalar diquark channel and
comment on the calculation in the axial-vector channel. The crucial steps in the derivation
hinge upon reducing the numerator by factors present in the denominator or by use of the
simple identity:
γ{µiγµj} = 0. (K.1)
In the scalar diquark channel, let us take Eq. (5.31) as our starting point. Denote the
propagators simply by A = (k − P +∆/2)2 −m2D + iε, B = (k +∆)2 −m2 + iε, and C =
k2−m2+ iε. The DDs in the scalar channel can be deduced without reducing factors in the
numerator. We merely introduce two Feynman parameters {x, y} to cast the denominator
specifically in the form [xA+ yB+ (1− x− y)C]2a+1. One then translates kµ to render the
integral hyperspherically symmetric via the definition kµ = lµ + βPµ − (α+ 1)∆µ/2. Here
β = x and α = x+ 2y − 1. Carrying out this procedure on Eq. (5.31) produces
1
2
∫ 1
0
dβ
∫ 1−β
−1+β
dα
∫
d4l
[(1− β)2 − α2]a−1Γ(2a+ 1)
4a−1Γ(a)2
× uλ′(P ′µ)N
{µ(l + βP − α∆/2)µ1 · · · (l + βP − α∆/2)µn}
[l2 −Do(β, α; t)]2a+1 uλ(P ), (K.2)
where the numerator Dirac structure is given by
Nµ = (/l + β/P − (α− 1)/∆/2)γµ(/l + β/P − (α+ 1)/∆/2)
+m2γµ + imσµν∆ν + 2m(l + βP − α∆/2)µ. (K.3)
Using Eq. (K.1), as well as the identities in Appendix I, we can cast Eq. (K.2) in the
form
1
2
∫ 1
0
dβ
∫ 1−β
−1+β
dα
∫
d4l
[(1− β)2 − α2]a−1Γ(2a+ 1)
4a−1Γ(a)2
[l2 −Do(β, α; t)]−2a−1
× uλ′(P ′µ)N {µuλ(P )
n∑
k=0
n!
k!(n− k)!P
µ1 · · ·Pµn−k
(
−∆
2
)µn−k+1
· · ·
(
−∆
2
)µn}
, (K.4)
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where
N µ =
{
(m+ βM)2 − l
2
2
+
t
4
[(1− β)2 − α2]
}
γµ
+iσµν∆ν(1− β)(m+ βM)− α(m+ βM)∆µ. (K.5)
The l integration is then standard and the DDs can be read off simply by using Eqs. (5.1)
– (5.4) and we arrive at Eq. (5.35).
Calculation in the axial-vector diquark channel is similar, however, the numerator is
more complicated. In the same units as Eq. (5.31), we have the contribution from Fig. 5.1
for the axial diquark
1
9
Z(a)
∫
d4k Dαβ(k − P )uλ′(P
′µ)γ5γα(/k + /∆+m)Γµµ1...µn(/k +m)γβγ5uλ(P )
[k2 −m2 + iε]a[(k +∆)2 −m2 + iε]a , (K.6)
where the vector propagator Dαβ(k − P ) is given in Eq. (5.25). The terms which result
from the gαβ structure in the vector propagator can be dealt with straightforwardly after
evaluating the contracted gamma matrices. The integrals encountered are then similar to
those in the scalar channel.
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