have defined an interesting action of a simply connected Lie group A ≃ C " n 2 " on gl(n) using a completely integrable system derived from Gelfand-Zeitlin theory. In this paper we show that an analogous action of C d exists on the complex orthogonal Lie algebra so(n), where d is half the dimension of a regular adjoint orbit in so(n). In [KW1], Kostant and Wallach describe the orbits of A on a certain Zariski open subset of regular semisimple elements in gl(n). We extend these results to the case of so(n). We also make brief mention of the author's results in [Col1] , which describe all A-orbits of dimension`n 2´i n gl(n).
Introduction
Let g n be the complex general linear Lie algebra gl(n, C) or the complex orthogonal Lie algebra so(n, C). We think of so(n) as the Lie algebra of n×n complex skew-symmetric matrices. Let d be half the dimension of a regular adjoint orbit in g n . In this paper, we describe the construction of an analytic action of C d on g n using a Lie algebra of commutative vector fields derived from Gelfand-Zeitlin theory. We then describe the action of C d on a Zariski open subset of regular semisimple elements in g n . For the case of g n = gl(n), these results were proven in recent work of Kostant and Wallach in [KW1] . In the case of g n = so(n), these results are new. They first appeared in the author's doctoral thesis [Col] .
The paper is structured as follows. In section 2, we give an exposition of the work of Kostant and Wallach in [KW1] . We indicate how their results generalize to the case of so(n) providing new proofs where necessary. In section 3, we describe the action of the group C d on a certain Zariski open subset of regular semisimple elements in g n . The results for the case of g n = gl(n) are contained in Theorems 3.23 and 3.28 in [KW1] . In section 3.1, we indicate a different proof of these results, which more readily generalizes to the case of g n = so(n). The proof in section 3.1 is taken from some preliminary work of Kostant and Wallach. For the case of so(n), we give complete proofs of the analogues of Theorems 3.23 and 3.28 in [KW1] in section 3.2. Section 4 summarizes some of the other main results of the 2000 Mathematics Subject Classification. Primary 14L30, 14R20, 37K10, 53D17. author's doctoral thesis without proof. These results are to appear in an upcoming publication [Col1] .
We now briefly summarize the main results of each section. To construct the action of C d on g n , we consider the Lie-Poisson structure on g n ≃ g * n . Let g i = gl(i), or so(i) for 1 ≤ i ≤ n. Then g i ⊂ g n is a subalgebra, where we think of an i×i matrix as the top left hand corner of an n×n matrix with all other entries zero. Let P (g i ) be the algebra of polynomials on g i . Any polynomial f ∈ P (g i ) defines a polynomial on g n as follows. For x ∈ g n , let x i denote the i × i submatrix in the top left hand corner of x. Then one can show that f (x) = f (x i ). Let P (g i ) Gi = C[f i,1 , · · · , f i,ri ], r i = rank(g i ) denote the ring of Ad-invariant polynomials on g i . In section 2.2, we will see that the functions {f i,j |1 ≤ i ≤ n, 1 ≤ j ≤ r i } Poisson commute and in section 3, we will show that they are algebraically independent. These observations along with the surprising fact that the sum (1.1)
gives us that the functions {f i,j |1 ≤ i ≤ n − 1, 1 ≤ j ≤ r i } form a completely integrable system on certain regular adjoint orbits.
Remark 1.1. Note for g n = so(n), g 1 = so(1) = 0, so that r 1 = 0. Thus, the first function in the collection {f i,1 , · · · , f i,ri , 1 ≤ i ≤ n, 1 ≤ j ≤ r i } is f 2,1 . We will retain this convention throughout the paper.
We make a choice of generators for the ring of Ad-invariant polynomials P (g i ) Gi . If g i = gl(i), we take as generators (1.2) f i,j (x) = tr(x j i ) for 1 ≤ i ≤ n and 1 ≤ j ≤ i. For g i = so(i), we have to consider two cases. If g i = so(2l) is of type D l , we take (1.3) f i,j (x) = tr(x 2j i ) for 1 ≤ j ≤ l − 1 and f i,l (x) = P f af f (x i ), where P f af f (x i ) denotes the Pfaffian of x i . If g i = so(2l + 1, C) is of type B l , we take (1.4) f i,j (x) = tr(x 2j i ) for 1 ≤ j ≤ l. Let a be the Lie algebra of vector fields on g n generated by the Hamiltonian vector fields ξ fi,j for the functions {f i,j | 1 ≤ i ≤ n − 1, 1 ≤ j ≤ r i }. In [KW1] , it is shown that a integrates to an action of C d = C ( n 2 ) on g n = gl(n).
The following theorem appears in section 2.3 where we give a general proof that also covers the case of g n = so(n). We call this group A = C d following the notation of [KW1] . We call an element x ∈ g n strongly regular if its orbit under the group A of Theorem 1.2 is of maximal dimension d. It is not difficult to see that if x is strongly regular, then x is regular, and its A-orbit is a Lagrangian submanifold of the adjoint orbit containing x. (See Proposition 2.9 and Remark 2.10 in section 2.4.)
In section 3, we describe the A-orbit structure of a Zariksi open set of regular semisimple elements defined by (g n ) Ω = {x ∈ g n | x i is regular semisimple, σ(x i−1 ) ∩ σ(x i ) = ∅, 2 ≤ i ≤ n − 1}, where for y ∈ g i , σ(y) denotes the spectrum of y regarded as an element of g i . To study the action of A on (g n ) Ω , it is helpful to study the action of A on a certain class of fibres of the corresponding moment map. We denote the moment map by Φ :
for x ∈ g n . For c ∈ C d+rn , we denote the fibres of Φ by Φ −1 (c) = (g n ) c . To define these special fibres, we consider a Cartan subalgebra h i ⊂ g i , and we let W i be the Weyl group with respect to h i . We can identify the orbit space h i /W i with C ri via the map
where [h] Wi denotes the W i orbit of h ∈ h i . Using this identification, we can think of the moment map in (1.5) as a map
with the property that c i ∈ h i /W i is regular and the elements in the orbits c i and c i+1 have no eigenvalues in common. We can understand the action of A on (g n ) Ω by analyzing its action on the fibres (g n ) c for c ∈ Ω n . The main theorem concerning the orbit structure of the set (g n ) Ω is Theorem 3.2, which is given in section 3.
Theorem 1.3. The elements of (g n ) Ω are strongly regular. For c ∈ Ω n , the fibre (g n ) c is precisely one orbit under the action of the group A given in Theorem 1.2. Moreover, (g n ) c is a homogenous space for a free, algebraic action of the
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2. The Gelfand-Zeitlin Integrable System 2.1. The Lie-Poisson structure on g. We first consider a general setting. Let g be a finite dimensional, reductive Lie algebra over C. Let β(·, ·) be the Ginvariant form on g. Then g is a Poisson manifold. We now describe the Poisson structure. First, we need a few preliminary notions. Let H(g) denote the set of holomorphic functions on g. For x, y ∈ g define ∂ y x ∈ T x (g) to be the directional derivative in the direction of y evaluated at x (i.e.
Using the form β, we can naturally identify dψ x with an element of g denoted by ∇ψ(x) defined by the rule
for all z ∈ g. Then, if {f, g} denotes the Poisson bracket of any two functions f, g ∈ H(g), one can show (see [CG] , pg 36)
Note that if f, g ∈ H(g), then (2.2) implies that their Poisson bracket {f, g} ∈ H(g). Hence, H(g) is a Poisson algebra. Using the form β, we can identify this Poisson structure on g with the Lie-Poisson structure on g * . The Lie-Poisson structure on g * is the unique Poisson structure on g * such that the Poisson bracket of linear functions f, g ∈ (g * ) * = g is the Lie bracket of f , g (i.e. {f, g} = [f, g]) [CG] . In particular, the symplectic leaves are the adjoint orbits of the adjoint group G of g [Va] . Let x ∈ g and O x be its adjoint orbit. The symplectic structure on O x is often referred to as the Kostant-Kirillov-Souriau (KKS) structure. (See [CG, pg 23] for an explicit description of this structure.)
For each f ∈ H(g) we define a Hamiltonian vector field ξ f . The action of ξ f on H(g) is ξ f (g) = {f, g}. Using, (2.2) we can compute the Hamiltonian vector field at a point x ∈ g,
With this description of (ξ f ) x it is easy to see
Our work focuses on adjoint orbits O x of maximal dimension. For x ∈ g, let z g (x) be the centralizer of x in g. An element x ∈ g is said to be regular if dim z g (x) = r, where r is the rank of g. Thus, x is regular if and only if dim z g (x) is minimal. This is equivalent to dim O x = dim g − r being maximal.
We are interested in constructing polarizations of regular adjoint orbits. A polarization of a symplectic manifold (M, ω) is an integrable subbundle P ⊂ T M which is Lagrangian i.e.
Poisson commuting functions on M . Independent means that the differentials of these functions {df i | 1 ≤ i ≤ d} are linearly independent on an open, dense subset of M (see [C] ). (If f 1 , · · · , f d are polynomials and M is a smooth affine variety, then this definition is equivalent to the statement that f 1 , · · · , f d are algebraically independent.) The span {ξ fi |1 ≤ i ≤ d} of the Hamiltonian vector fields gives a polarization on an open, dense subset of M . The integral submanifolds of this polarization are necessarily Lagrangian submanifolds of M . The functions f 1 , · · · , f d are often referred to as a (completely) integrable system [C] . In the case (M, ω) = (O x , ω), where ω is the KKS symplectic structure and O x is a regular adjoint orbit, we want to find d independent Poisson commuting functions where 2d = dim O x = dim g − r. If g = gl(n) or so(n), we will produce such a family using a classical analogue of the Gelfand-Zeitlin algebra in the polynomials on g, P (g).
2.2. A classical analogue of the Gelfand-Zeitlin algebra. For the remainder of the paper let g n = gl(n), so(n). We represent so(n) as n × n complex skew-symmetric matrices. We can take the form β of the last section to be the trace form. Let g i = gl(i), so(i) for 1 ≤ i ≤ n. Let G i be the corresponding adjoint group. We then have a natural inclusion of subalgebras g i ֒→ g n . The embedding is Y ֒→ Y 0 0 0 , which puts the i × i matrix Y as the top left hand corner of an n × n matrix. We also have a corresponding embedding of the adjoint groups
where Id n−i is the (n − i) × (n − i) identity matrix. We always think of g i ֒→ g n and G i ֒→ G n via these two embeddings unless otherwise stated. We make the following definition.
Definition 2.1. For x ∈ g n , let x i ∈ g i be the top left hand corner of x, i.e.
The set of polynomials P (g n ) on g n is a Poisson subalgebra of H(g n ) (see (2.2)).
where g ⊥ i denotes the orthogonal complement of g i with respect to the trace form on g n . Thus, we can use the trace form on g n to identify g i ≃ g * i . This implies P (g i ) ⊂ P (g n ) is a Poisson subalgebra. Explicitly, if f ∈ P (g i ) and x ∈ g n , then f (x) = f (x i ). Moreover, the Poisson structure on P (g i ) inherited from P (g n ) agrees with the Lie-Poisson structure on P (g i ) [KW1, pg 330] . Thus, the Adinvariant polynomials on g i , P (g i )
Gi , are in the Poisson centre of P (g i ), since their restriction to any adjoint orbit of G i in g i is constant. Hence, the subalgebra of P (g n ) generated by the different Ad-invariant polynomial rings P (g i )
Gi for all i, 1 ≤ i ≤ n is Poisson commutative. We refer to this algebra as J(g n ).
(2.5)
We say that the Poisson commutative algebra J(g n ) is a classical analogue of the Gelfand-Zeitlin algebra in P (g n ). The Gelfand-Zeitlin algebra GZ(g n ) is the associative subalgebra of the universal enveloping algebra of g n , U (g n ), generated by the centres
Gi (see Theorem 10.4.5 in [Dix] ) then justifies our terminology, because S(
. From now on we simply refer to J(g n ) as the Gelfand-Zeitlin algebra.
Remark 2.2. The Gelfand-Zeitlin algebra is a polynomial algebra in n+1 2 generators ( [DFO] ). We will soon see that this is also true of the algebra J(g n ) (see section 3), and therefore J(g n ) ≃ GZ(g n ) as associative algebras.
Since J(g n ) is Poisson commutative, V = {ξ f |f ∈ J(g n )} is a commutative Lie algebra of Hamiltonian vector fields. We define a general distribution by (2.6)
We observe that if {f i } i∈I generate the Gelfand-Zeitlin algebra J(g n ), then
This follows directly from the Leibniz rule, which implies that df ∈ span{df i } i∈I . Let
For g n = gl(n), so(n) we compute (2.8)
where d is half of the dimension of a regular adjoint orbit O x in g n . If we can show that the functions f i,1 , · · · , f i,ri , 1 ≤ i ≤ n are algebraically independent, we will have a completely integrable system on certain regular adjoint orbits.
In the next section, we show that the Hamiltonian vector field ξ fi,j of f i,j is complete. Since the vector fields ξ fi,j commute for all i, j, we obtain a global action of C d on g n . Thus, we can study the Gelfand-Zeitlin system by studying the action of C d on g n . In section 2.4, we show that the existence of orbits of C d of dimension d is equivalent to the algebraic independence of the functions {f i,j |1 ≤ i ≤ n, 1 ≤ j ≤ r i }. We will then see that the C d orbits of dimension d are Lagrangian submanifolds of certain regular adjoint orbits. In section 3, we describe examples of such C d orbits and obtain the complete integrability of the Gelfand-Zeitlin system on certain regular semisimple adjoint orbits.
Remark 2.3. The difficulty of trying to reproduce this scheme for the symplectic Lie algebra sp(2n, C) is that
Thus, no choice of subalgebra of J(g n ) gives rise to a completely integrable system. One can check that one needs an extra n 2 − n(n−1) 2 independent functions.
The group
The remarkable fact about the Hamiltonian vector fields ξ f is that they are complete. We first discuss a special case of this fact. Let r i = rank(g i ) and let {f i,j |1 ≤ i ≤ n, 1 ≤ j ≤ r i } be as in the previous section. The vector field ξ fi,j integrates to a global action of C on g n for each i, j.
Theorem 2.4. Let d be half the dimension of a regular adjoint orbit in g n . Let a be the commutative Lie algebra generated by the vector fields
are leaves of the distribution x → V x given by (2.6). The action of C d stabilizes adjoint orbits.
. The key observation is that for any φ ∈ P (g i ) Gi , y ∈ g i , ∇φ(y) ∈ z g i (y), where z g i (y) denotes the centralizer of y in g i . We readily note that
is the integral curve for the vector field ξ fi,j starting at x ∈ g n . We compute the differential to the curve θ(t, x) at an arbitrary t 0 ∈ C.
We let
In particular, we have
3), which verifies the claim. To complete the proof of the theorem, we observe that since the Lie algebra a is commutative, the flows of the vector fields ξ fi,j all commute. Thus, the actions of C in (2.9) commute and give rise to an action of C d on g n . It follows easily from (2.9) that this action of C d preserves the adjoint orbits.
Q.E.D.
The proof given here is the one in [Col] . For a different proof in the case of g n = gl(n), see Theorems 3.3, 3.4 in [KW1] . Using the the completeness of the vector fields ξ fi,j , one can then prove the completeness of any Hamiltonian vector field ξ f for f ∈ J(g n ). One can also show that the foliation of g n given by the action of C d in Theorem 2.4 is independent of the choice of generators for the Gelfand-Zeitlin algebra J(g n ).
Theorem 2.5. Let f ∈ J(g n ). The Hamiltonian vector field ξ f integrates to a global action of C on g n . Suppose that the polynomials {q i |1 ≤ i ≤ k} generate the Gelfand-Zeitlin algebra. Let a ′ be the Lie algebra generated by the Hamiltonian vector fields {ξ qi |1 ≤ i ≤ k}. Then a ′ integrates to an action of C k on g n . This action commutes with the action of C d of Theorem 2.4. The orbits of the action of C k on g n are the same as the action of
For a proof, we refer the reader to Theorem 3.5 in [KW1] . The proof given there works in the orthogonal case without modification.
Since we are concerned with the geometry of orbits of the Gelfand-Zeitlin system of maximal dimension d, we loose no information in studying a specific action of C d on g n by fixing a choice of generators {f i,j |1 ≤ i ≤ n, 1 ≤ j ≤ r i } for J(g n ). For g i = gl(i), we take the generators for P (g i )
Gi to be given by equation (1.2). For g n = so(n), we have to consider two cases. If g i = so(2l) is of type D l , we take the generators in (1.3). If g i = so(2l + 1, C) is of type B l , we take the generators in (1.4).
, and a be as in Theorem 2.4. Kostant and Wallach refer to the unique simply connected Lie group with Lie algebra a as A ≃ C (
The group A acts on gl(n) via the action of C ( n 2 ) in Theorem 2.4, see [KW1] Theorem 3.3. We adopt this terminology for both gl(n) and so(n). That is to say, for g n = so(n) we will refer to the group C d as A and the action of C d given in Theorem 2.4 as the action of A.
It is illustrative to write out the vector fields for the Lie algebra a in the case of gl(n) (see Theorem 2.12 in [KW1] ).
This follows from the fact that for
. Using (2.9) and (2.10), we see that ξ fi,j integrates to an action of C on gl(n) given by (2.11) Ad exp(tjx
for t ∈ C. The orbits of A are then the composition of the flows in (2.11) for 1 ≤ i ≤ n − 1, 1 ≤ j ≤ i in any order.
Unfortunately, for the case of so(n), the A-orbits do not have such a clean description. However, we can say that they are given by composing the flows in (2.9) in any order.
Using (2.10), we get a fairly easy description of the distribution V x defined in (2.6) for x ∈ gl(n). We define Z x = n−1 i=1 Z xi , where Z xi is the associative subalgebra of gl(i) ֒→ gl(n) generated by Id i and x i . From (2.10), it follows that (2.12)
In the case of g n = so(n), there is no simple description of the distribution V x as in (2.12). The difficulty lies in the fact that the differential of the Pfaffian is not a power of the matrix. However, for our purposes it will suffice to describe V x as (2.13)
2.4. Strongly regular elements and the polarization of adjoint orbits. The results of this section are taken from [KW1] unless otherwise stated. We provide proofs that are valid for both gl(n) and so(n) for the convenience of the reader. With the exception of Proposition 2.12, the proofs presented are the ones in [KW1] , which automatically generalize to the case of so(n). For Proposition 2.12, we present a different proof, which easily incorporates both gl(n) and so(n).
Let r i = rank(g i ).
In this section, we show that the algebraic independence of the functions {f i,j (x)|1 ≤ i ≤ n, 1 ≤ j ≤ r i } is equivalent to the existence of orbits of the group A of maximal dimension d. In section 3, we will produce such orbits using a special Zariski open subset of regular semisimple elements in g n . We accordingly make the following theorem-defintion.
Theorem-Definition 2.7. x ∈ g n is said to be strongly regular if and only if the differentials {(df i,j ) x |1 ≤ i ≤ n, 1 ≤ i ≤ r i } are linearly independent at x. This is equivalent to the A-orbit of x being of maximal dimension d. We denote the set of strongly regular elements of g n by g sreg n .
Before giving a proof of this fact, we have to recall a basic result of Kostant (see [K, pg 382] ).
Theorem 2.8. Let x be an element of a reductive Lie algebra g. Then x is regular if and only if
Proof. Suppose x ∈ g sreg n . Then the differentials (df i,j ) x are linearly independent at x. Let q i,j = f i,j | Ox , with O x the adjoint orbit containing x. To show that the A-orbit of x is of dimension d, it suffices to show that the tangent vectors (ξ fi,j ) x ∈ T x (O x ) for 1 ≤ i ≤ n − 1, 1 ≤ j ≤ r i are linearly independent. This follows from the penultimate statement in Theorem 2.4. Because O x is symplectic, the independence of the tangent vectors (
. Since x is strongly regular, the differentials {(df n,j ) x , 1 ≤ j ≤ r n } are independent, so by Theorem 2.8, x ∈ g n is regular. It follows that the set {(df n,j ) x , 1 ≤ j ≤ r n } forms a basis of
⊥ . But this implies the existence of a non-trivial linear combination of the differentials
contradicting the fact that x ∈ g sreg n . Now, suppose that the A-orbit through x has dimension d. This is equivalent to the tangent vectors {(ξ fi,j ) x | 1 ≤ i ≤ n − 1, 1 ≤ j ≤ r i } being linearly independent in T x (O x ). The Poisson commutativity of the functions f i,j gives that V x is an isotropic subspace of the symplectic vector space
We recall that 2d is the maximal dimension of an adjoint orbit in g n , and therefore the inequality is forced to be equality and x is regular. By Theorem 2.8 the differentials {(df n,j ) x , 1 ≤ j ≤ r n } are linearly independent. Thus, the differentials {(df i,j ) x , 1 ≤ i ≤ n − 1, 1 ≤ j ≤ r i } and {(df n,j ) x , 1 ≤ j ≤ r n } are linearly independent. It follows easily that the differentials {(df i,j ) x , 1 ≤ i ≤ n, 1 ≤ j ≤ r i } are independent, and therefore x is strongly regular.
Using the penultimate statement in Theorem 2.4 and Theorem-Definition 2.10, we obtain (2.14)
where V x ⊂ T x (g n ) is as in (2.12) and (2.13).
The connection between polarizations of regular adjoint orbits and g sreg n is contained in the following proposition. , and we have our desired polarization.
Remark 2.10. The corresponding result in [KW1] is stronger than the result stated here. It also states that if x is regular in gl(n), then O sreg x is non-empty. Thus, gl(n) sreg is non-empty, and any regular adjoint orbit in gl(n) possesses a dense, open submanifold which is foliated by Lagrangian submanifolds. However, it is not clear that the same result holds in the case of so(n). In section 3.2, we will construct polarizations of certain regular semisimple adjoint orbits in so(n).
We now give a more concrete characterization of strongly regular elements.
Proposition 2.11. Let x ∈ g n and let z g i (x i ) denote the centralizer in g i of x i . Then x is strongly regular if and only if the following two conditions hold.
• (a) x i ∈ g i is regular for all i, 1 ≤ i ≤ n.
•
We will make use of only part of this proposition, namely that if x ∈ g n is strongly regular, then x i is regular for all i. However, we prove the proposition in its entirety for completeness.
Proof. Suppose that x ∈ g sreg n , then by Theorem-Definition 2.7 the differentials {(df i,j ) x , 1 ≤ i ≤ n, 1 ≤ j ≤ r i } are linearly independent. In particular for each i, 1 ≤ i ≤ n the differentials {(df i,j ) x , 1 ≤ j ≤ r i } are independent, which implies that x i is regular for all i by Theorem 2.8. The elements {∇f i,j (x), 1 ≤ j ≤ r i } then form a basis for the centralizer z g i (x i ). The linear independence of the elements {∇f i,j (x), 1 ≤ i ≤ n, 1 ≤ j ≤ r i } then implies the sum n i=1 z g i (x i ) is direct, which implies (b). Now, suppose that both (a) and (b) hold. We claim (b) implies that the sum
is direct. Suppose to the contrary that we have an increasing sequence {1 ≤ i 1 < · · · < i m ≤ n} and elements z ij = 0 ∈ z g i j (x ij ) with the property that (2.16)
We claim this forces
for j > 1. To see this, we make use of the decomposition g n = g ij ⊕ g But z i1 ∈ g i1 , and therefore
, which is a contradiction. From (a) and Theorem 2.8, it follows that the differentials {(df i,j ) x , 1 ≤ j ≤ r i } are linearly independent for each i, 1 ≤ i ≤ n. The fact the sum in (2.15) is direct then implies the entire set of differentials {(df i,j ) x , 1 ≤ i ≤ n, 1 ≤ j ≤ r i } is linearly independent. Thus, x is strongly regular.
We conclude this section with a technical result about strongly regular orbits that will be of use to us in section 2.5.
Proposition 2.12. Let x ∈ g sreg n . Let Z Gi (x i ) denote the centralizer in G i of x i . Consider the morphism of affine algebraic varieties
The image of ψ is exactly the A-orbit of x, A · x. Hence A · x is an irreducible, Zariski constructible subset of g n .
Proof. We first show A · x ⊂ Imψ, where Imψ denotes the image of the morphism ψ. Let x ∈ g n . For t ∈ A = C d , we write t = (t 1,1 , · · · , t i,j , · · · , t n−1,rn−1 ) with t i,j ∈ C. In these coordinates, the action of the (i, j)-th coordinate v i,j = (0, · · · , t i,j , 0, · · · , 0) on x is given by the flow of ξ fi,j as in (2.9)
We noted in the proof of Theorem 2.4 that this action of C centralizes x i . Thus, the action of t on x is (2.19) t · x = Ad(exp(−t 1,1 ∇f 1,1 (x 1 ))) · · · Ad(exp(−t n−1,rn−1 ∇f n−1,rn−1 (x n−1 ))) · x.
The expression in (2.19) is in Imψ, because ∇f i,j (x i ) ∈ z g i (x i ), and therefore exp(c∇f i,j (x i )) ∈ Z Gi (x i ) for any c ∈ C. We now prove Imψ ⊂ A · x. To show this inclusion, we make use of the fact that x is strongly regular. By Proposition 2.11, x i is regular for all i. A basic result of Kostant (Proposition 14 in [K] ) says that Z Gi (x i ) is an abelian, connected algebraic group. Since Z Gi (x i ) is a connected algebraic group over C, it is also connected as a complex Lie group (see Theorem 11.1.22 in [GW] ). Thus,
Repeating this argument for each g i for 1 ≤ i ≤ n − 1 and using (2.19), we obtain Imψ ⊂ A · x. The last statement of the theorem follows from the fact that the image of a morphism is a Zariski constructible set [Hum] . The image of an irreducible variety under a morphism is also irreducible.
Remark 2.13. As mentioned at the beginning of the section, the proof of Proposition 2.12 presented here differs from the one in [KW1, Theorem 3.7] . They prove a stronger result for g n = gl(n) that does not require that x is strongly regular. However, we will only need the strongly regular case.
We now turn our attention to the study of the action of the group A on g sreg n . One way to approach this is to study the moment map for the group A. The connected components of regular level sets of this map are orbits of strongly regular elements under the action of A. The next section discusses the properties of this map.
2.5. The moment map for the A-action. We now study the map Φ :
For c ∈ C d+rn denote Φ −1 (c) = (g n ) c . It is a basic fact from Poisson geometry that the action the group A preserves the fibres (g n ) c . Let us denote the open subset of strongly regular elements in the fibre (g n ) c ∩ g sreg n by (g n ) sreg c . One of the deep results in [KW1] is that for g n = gl(n), (g n ) sreg c is non-empty for any c ∈ C d+rn = C n(n+1) 2 (see Theorem 2.3). This is not necessarily the case for g n = so(n). However, we will consider a special class of c ∈ C d+rn for which the statement is true in section 3. Given the assumption that (g n ) sreg c = ∅, the results we state in the rest of this section carry over to the orthogonal case. by Proposition 2.9. The fibre (g n ) sreg c also has the property that the connected components in the Euclidean topology and irreducible components in the Zariski topology coincide so that there are only finitely many orbits of the group A in (g n ) sreg c . Theorem 2.14. Let c ∈ C d+rn , with c = (c 1,1 , · · · , c i,j , · · · , c n,rn ), c i,j ∈ C. , and take the functions f k to be
We now show that each irreducible component (g
c,i and consider the A-orbit through x, A · x. By Proposition 2.12, A · x is irreducible, which implies
By Proposition 2.12, A · x is a constructible subset of g n , so there exists a subset U ⊂ A · x which is open in A · x. Let W be the set of smooth points of U . W is then open in U , and therefore dim W = k. Since W is a smooth subvariety of g n , it is an analytic submanifold of g n . W is then an open submanifold of the d-dimensional manifold A · x. Hence, k = d. We thus have equality in (2.21)
Since A · x is constructible, its Zariski closure is the same as its closure in the Euclidean topology on g n (see [M, pg 60] Q.E.D.
The Action of the group A on Generic Matrices
For x ∈ g i let σ(x) denote the spectrum of x, where x is viewed as an element of g i . We consider the following set of regular semisimple elements of g n .
In the case of gl(n), (g n ) Ω consists of matrices each of whose cutoffs are diagonalizable with distinct eigenvalues and no two adjacent cutoffs share any eigenvalues. Here is an example of such a matrix. One can compute that X has eigenvalues σ(X) = {−2, 2, 3} so that X is regular semisimple and that σ(X 2 ) = {5, −4}. Clearly σ(X 1 ) = {0}. Thus X ∈ gl(3) Ω .
with c i ∈ C ri . We identify C ri ≃ h i /W i using the map in (1.6). We define a subset Ω n ⊂ C d+rn as the set of c such that c i and c i+1 are regular orbits whose elements share no eigenvalues in common. Ω n is Zariski open in g n by Remark 2.16 in [KW1] . With this definition, it is easy to note that (g n ) Ω = c∈Ωn (g n ) c . This follows from the fact that if x ∈ g i takes the same value on the fundamental Ad-invariants as a regular semisimple element, then it is conjugate to that element. We are now ready to state the theorem concerning the orbit structure of the group A on (g n ) Ω . In the case of gl(n) this theorem is due to Kostant and Wallach (see [KW1] Theorems 3.23, 3.28), and in the case of so(n), it is due to [Col] .
Theorem 3.2. The elements of (g n ) Ω are strongly regular and therefore g sreg n is non-empty. If c ∈ Ω n , then (g n ) c = (g n ) sreg c is precisely one A-orbit. Moreover, (g n ) c is a homogeneous space for a free, algberaic action of the torus (C × ) d .
Remark 3.3. In Remark 2.10, we noted that gl(n) sreg = ∅. This can be shown without use of Theorem 3.2 (see Theorem 2.3. in [KW1] ). At this point, Theorem 3.2 is our only way of producing strongly regular elements in so(n).
We give a complete proof of this statement for so(n) in section 3.2. We sketch the proof for gl(n) in the next section, concentrating on the case n = 3 for the illustration of the main ideas. We conclude this section with some corollaries of Theorem 3.2. The fact that g sreg n is non-empty implies the following.
Gi for 1 ≤ j ≤ r i generate the ring P (g i ) Gi . Then the functions {f i,j |1 ≤ i ≤ n, 1 ≤ j ≤ r i } are algebraically independent over C.
Corollary 3.5. The classical analogue of the Gelfand-Zeitlin algebra J(g n ) ⊂ P (g n ) defined in equation (2.5) is isomorphic as an associative algebra to the Gelfand-Zeitlin subalgebra GZ(g n ) of U (g n ).
Proof. The corollary follows from Remark 2.2 and Corollary 3.4.
Q.E.D.
Corollary 3.6. Let x ∈ (g n ) Ω and let O x be its adjoint orbit. Let O Proof. The corollary follows directly from Proposition 2.9.
We now obtain the complete integrability of the Gelfand-Zeitlin system on certain regular adjoints orbits in g n .
Corollary 3.7. Let x ∈ (g n ) Ω and let O x be its adjoint orbit. Let
Proof. The corollary follows from the definition of strong regularity in TheoremDefinition 2.7 and its proof.
Remark 3.8. If g n = gl(n), then Remark 2.10 states that O sreg x is non-empty for any regular x ∈ gl(n). Thus, the Gelfand-Zeitlin system in completely integrable on any regular adjoint orbit in gl(n).
3.1. The generic general linear case. Let us first consider Theorem 3.2 in the case of gl(3). The idea behind the proof is to reparameterize the action of A given by the composition of the flows in (2.11) by a simpler action of (C × ) 3 which allows us to count A-orbits in the fibre gl (3) sreg c
. Equation (2.11) implies the
where z 1 , z 2 ∈ C × and t ∈ C. The difficulty with analyzing this action is that even for x ∈ gl(3) Ω , exp(tx 2 ) can be complicated (see Example 3.1). (For larger values of n the flows of the vector fields ξ fi,j for j > 1 are much more complicated to handle (see (2.11)).) If we let Z GL(i) (x i ) ⊂ GL(i) be the centralizer of x i in GL(i), we observe from (3.2) that the action of A appears to push down to an action of Z GL(1) (x 1 ) × Z GL(2) (x 2 ). Since x ∈ gl(3) Ω , we should expect the orbits of A to be given by orbits of an action of (C × ) 3 . The construction of the action of (C × ) 3 begins by considering the following elementary question in linear algebra, which we state in a more general setting. Suppose that we are given an (i + 1) × (i + 1) matrix of the following form
with µ j = µ k . We want to determine the values of the z i , y i , and w that force the matrix in (3.3) to have characteristic polynomial f (t) = i+1 j=1 (λ j − t) with λ k = λ j and λ j = µ k . These values can be found by equating the characteristic polynomial of the matrix in (3.3) evaluated at µ j to f (µ j ) for 1 ≤ j ≤ i and solving the resulting system of equations. Performing this calculation, we find the matrix in (3.3) has characteristic polynomial f (t) if and only if it is of the form
where z j ∈ C × , ζ j = 0 and depends only on the eigenvalues µ l and λ k for 1 ≤ l ≤ i, 1 ≤ k ≤ i + 1, and w = i+1 j=1 λ j − i k=1 µ i . To avoid ambiguity, it is necessary to fix an ordering of the eigenvalues of the i×i cutoff of the matrix in (3.4). To do this, we introduce a lexicographical ordering on C defined as follows. Let z 1 , z 2 ∈ C. We say that z 1 > z 2 if and only if Rez 1 > Rez 2 or if Rez 1 = Rez 2 then Imz 1 > Imz 2 .
Suppose that the regular semisimple orbit represented by c i consists of matrices with characteristic polynomial i j=1 (µ j − t) and suppose that µ 1 > µ 2 > · · · > µ i in the lexicographical order on C. We define Ξ i ci, ci+1 as the elements of the form (3.4). We refer to Ξ i ci, ci+1 as the (generic) solution variety at level i.
We will identify Ξ i ci, ci+1 with (C × ) i for the remainder of this section.
We now return to the case n = 3. Let x ∈ gl(3) c with c ∈ Ω 3 . Suppose that c ∈ Ω 3 is such that σ(x 1 ) = {a}, and σ(x 2 ) = {µ 1 , µ 2 } with µ 1 > µ 2 in lexicographical order. Then x 2 ∈ Ξ 1 c1,c2 , so that (3.5)
with z 1 ∈ C × and ζ 1 = 0 and independent of z 1 . There exists a morphism
. (This can be checked by explicit computation.) Using equation (3.6), we can define an isomorphism of affine varieties Γ c 3 :
The map Γ c 3 starts with an element of the solution variety at level 2 and then conjugates the 2 × 2 cutoff of this element into z 1 ∈ Ξ 1 c1,c2 . Using the isomorphism, Γ c 3 , we can define a free algebraic action of (C × ) 3 on gl(3) c . One can write down this action explicitly as follows. Suppose that Γ c 3 (z 1 , z 2 , z 3 ) = x, then for (z
Note that this action is conjugation by the centralizers of the i × i cutoffs of x starting with the 2 × 2 cutoff. The difference with (3.2) is that we now diagonalize the 2 × 2 cutoff before performing the conjugation, which makes the action much easier to understand. Thus, it is reasonable to believe that the orbits of the action in (3.2) and the action in (3.7) coincide. To show this precisely, one must first show that gl(3) c = gl (3) sreg c
. Then the fact that gl(3) c is one A-orbit follows immediately from the irreducibility of gl(3) c and Theorem 2.14. One way of showing that gl(3) c = gl (3) sreg c is to show that the tangent space T x (gl(3) c ) = V x , with V x as in (2.12). Since dim(T x (gl(3) c )) = 3, gl(3) c = gl (3) sreg c from (2.14). We will compute the tangent space T x ((g n ) c ), c ∈ Ω n for g n = so(n) in subsection 3.2.3. The computation in the case of g n = gl(n) is analogous. (In the case of gl(n), one can also obtain gl(3) c = gl (3) sreg c by appealing directly to Theorem 2.17 in [KW1] .)
The general case proceeds similarly; we briefly summarize it here. Let (
. One can write down a matrix γ i,i+1 (z i ) which diagonalizes z i and depends regularly on z i . Now, we can define a bijective morphism as in the case of n = 3 by
One can show by explicit computation that Γ c n : (C × ) ( n 2 ) → gl(n) c is an isomorphism of affine varieties.
Remark 3.11. The proof of Theorem 3.2 in the case of g n = gl(n) in [KW1] (see Theorems 3.23 and 3.28) is different than the one outlined here. This technique goes back to some preliminary work of Kostant and Wallach. It is emphasized here, since it generalizes to describe less generic orbits of the group A (see [Col1] ), as well as the generic orthogonal case.
3.2. The generic orthogonal case. In this section, we prove Theorem 3.2 for so(n). We prove the theorem by constructing an algebraic isomorphism Γ c n :
As in the case of gl(n), we start by considering a problem in linear algebra. Let h 2l = l i=1 so(2) be the standard Cartan subalgebra of block diagonal matrices in so(2l). For so(2l + 1), let h 2l+1 = l i=1 so(2) ⊕ {0}, where {0} is the 1 × 1 0-matrix, denote the standard Cartan subalgebra. Let h reg denote the regular elements in the Cartan h. Suppose we are given an element in so(i + 1) of the form is a column vector. Suppose we are given c i+1 ∈ h reg i+1 /W i+1 , a regular semisimple orbit whose elements have no eigenvalues in common with those of c i . The problem is to determine the value of z that forces the matrix in (3.9) to lie in the orbit c i+1 .
To avoid ambiguity, we need to choose a fundamental domain D i for the action of the Weyl group W i on h reg i . Although we will not make explicit use of it, we give an example of such a fundamental domain for completeness. Let Φ(so(i), h i ) = Φ be a system of roots relative to the Cartan subalgebra h i , and let Φ + denote a choice of positive roots. Given z ∈ h i , we write z = Rez + ı Imz with Rez ∈ (h i ) R and Imz ∈ (h i ) R . It is a standard result that a fundamental domain for the action of W i on h reg i is (see [CM] )
Definition 3.12. Let c i ∈ h reg i /W i and c i+1 ∈ h reg i+1 /W i+1 be regular semisimple adjoint orbits in so(i) and so(i + 1) respectively whose elements contain no eigenvalues in common. We define Ξ i ci, ci+1 to be the set of matrices in so(i + 1) of the form (3.9) which are in the regular semisimple orbit c i+1 with h ∈ D i . We refer to Ξ i ci, ci+1 as the (generic) orthogonal solution variety at level i.
There are now two types different types of solution varieties depending on the type of so(i+1). The more subtle case is when so(i+1) = so(2l +2) is of type D l+1 . We will carefully study the geometry of Ξ i ci, ci+1 in this case in subsection 3.2.1. In subsection 3.2.2, we will sketch the analogous results for when so(i + 1) = so(2l + 1) is of type B l . This last case is dealt with similarly to the one in 3.2.1. In subsection 3.2.3, we use the results about the varieties Ξ i ci, ci+1 to construct the isomorphism Γ c n and prove Theorem 3.2.
3.2.1. Solution varieties in type D l+1 . Let c 2l+1 ∈ h 2l+1 /W 2l+1 and c 2l+2 ∈ h 2l+2 /W 2l+2 be regular semisimple orbits whose elements have no eigenvalues in common. We now show that Ξ Suppose that the orbit c 2l+2 consists of elements with characteristic polynomial
and Pfaffian either (3.12)
We consider elements of so(2l + 2) of the form
, as in (3.9). We need to show that the coordinates z i,j and z l+1 can be chosen to give X characteristic polynomial (3.11) and either choice of Pfaffian in (3.12). Then X ∈ c 2l+2 , since it takes the same values on the fundamental Ad-invariants as an element of c 2l+2 . We begin by computing the characteristic polynomial of X.
Lemma 3.13. The characteristic polynomial of the matrix in (3.13) is (3.14)
Proof. We want to compute det(t − X). We compute the determinant using the Schur complement determinant formula (see [HJ, ). In the notation of that reference α = {1, · · · , n − 1} and α ′ = {n}. The Schur complement formula gives
where
] is a row vector (see (3.13)). We compute that (t − h) −1 is the block diagonal matrix
We then compute that t + z
We see easily that det(t − h) = t l i=1 (t 2 + a 2 i ). Multiplying (3.17) by det(t − h) yields (3.14).
By Lemma 3.13 the matrix in (3.13) has characteristic polynomial (3.11) if and only if
(These conditions are obtained by substituting the 2l + 1 distinct eigenvalues of h into both (3.14) and (3.11) and equating the results.) The right hand sides of (3.18) and (3.19) are defined precisely because of our assumption that h is regular. Moreover, the right hand sides of both (3.18) and (3.19) are non-zero because h does not share any eigenvalues with elements of c 2l+2 . We write (3.18) as
Observe that d i only depends upon the values of the a j and the b k . We have some ambiguity in the choice of z l+1 . It is exactly this ambiguity that allows us to prescribe the value of z l+1 so that the Pfaffian of the matrix in (3.13) can be made to be either expression in (3.12). Indeed, Lemma 3.13 gives that the determinant of X is
Therefore, the Pfaffian of X is (+/−)z l+1 l i=1 a i . Thus, we can choose the sign of z l+1 in (3.19) so that the Pfaffian of the matrix (3.13) is either
is non-empty in this case. We now study the geometry of Ξ 2l+1 c 2l+1 ,c 2l+2 in more detail. We consider the equation (3.20) for i = 1, · · · , l. We define a closed subvariety of
2) (thought of as 2 × 2 complex orthogonal matrices) act on C 2 as linear transformations. It is then easy to see that this action preserves V i ⊂ C 2 . Moreover, there is a natural SO(2)-equivariant isomorphism V i ≃ SO(2), where we think of SO(2) acting on itself by left translation.
Thus, Ξ . We have now proven the following theorem.
Theorem 3.14. Given any regular semisimple orbits c 2l+1 ∈ h reg 2l+1 /W 2l+1 and c 2l+2 ∈ h reg 2l+2 /W 2l+2 whose elements share no eigenvalues in common, the solution variety Ξ 2l+1 c 2l+1 ,c 2l+2 is non-empty and is a homogenuous space for a free, algebraic action of Z SO(2l+1) (h) = SO (2) l . Moreover, any element in so(2l + 2) of the the form (3.13) which is in the orbit c 2l+2 ∈ h reg 2l+2 /W 2l+2 is necessarily in Ξ 2l+1 c 2l+1 ,c 2l+2 .
3.2.2. Solution varieties in type B l . Let c 2l ∈ h reg 2l /W 2l and c 2l+1 ∈ h reg 2l+1 /W 2l+1 be regular semisimple orbits whose elements have no eigenvalues in common. Let h ∈ D 2l ∩c 2l ⊂ so(2l) be the block diagonal matrix h = ⊕ l i=1 a i J with J ∈ so(2) as in the previous section. We are forced to have a i = 0 for any i and that a i = (+/−)a j for i = j. For this choice of h the matrix in (3.9) can be written as (2), we can argue as we did in subsection 3.2.1 to obtain the following theorem.
Theorem 3.17. Given any regular semisimple orbits c 2l ∈ h reg 2l /W 2l and c 2l+1 ∈ h reg 2l+1 /W 2l+1 whose elements have no eigenvalues in common, the solution variety Ξ 2l c 2l ,c 2l+1 is non-empty and is a homogenuous space for a free, algebraic action of Z SO(2l) (h) = SO (2) l . Moreover, any element in so(2l + 1) of the the form (3.21) which is in the orbit c 2l+1 is necessarily in Ξ 2l c 2l ,c 2l+1 .
3.2.3. Proof of Theorem 3.2 for so(n). We can use our description of Ξ i ci, ci+1
in Theorems 3.14 and 3.17 to define a morphism Γ c n : SO (2) d → so(n) c for c ∈ Ω n , as we did in the case of g n = gl(n). However, there is one difficulty in this case that was not present in the generic case in gl(n). To define the map Γ c n , we must construct a morphism Ξ i ci, ci+1 → SO(i + 1) which sends z → g i,i+1 (z), where
