In this supplementary material, we provide a detailed analysis of the sequential dual method [1] to solve a sub-problem of the proposed ADMM for structural SVM with augmented 1 regularizers. We also give details about derivation of the solution (2.20) to the problem (2.19). Further, we provide additional experiment results for different C values.
A Global non-asymptotic convergence of the sequential dual optimization method to solve (2.9):
We consider the scaled dual problem (2.9) which we recall here:
i,y α iy δΨ iy + η ∀ i = 1, . . . , n.
C αi , ∀ i is a closed and bounded subset of R |Y | , where |Y | is the size of the output space Y . This implies that C α is compact [12] . Now D(α) is a continuous function over C α and hence using the Weierstrass' theorem, min α D(α) exists and hence the set Γ of minimizers is non-empty. We use α * to denote a minimizer in Γ. Recall that the gradient of D(α) with respect to α iy is given by:
α iy δΨ iy )) δΨ iy − l iy (A. 4) and the KKT-optimality conditions for problem (A.2) are given by: The size |Y | of the output space Y is exponential and optimization over the entire space Y is computationally expensive. Hence in the sequential dual optimization method, the optimization of (A.6) is restricted to the set Y i = {y : α iy > 0} maintained for each example. For clarity, we present the sequential dual optimization method to solve (A.2) in Algorithm 3. The algorithm starts with Y i = {y i } ∀i (Step 2 in Algorithm 3). Whenever an example is visited, the set Y i is updated (Steps 8-12 in Algorithm 3) by findinĝ y i = arg min y∈Y ∇ iy D(α) and by addingŷ i to Y i when the following condition is satisfied:
Note that (A.7) is a version of the KKT-optimality conditions given in (A.5) with an explicit tolerance . For practical purposes, ≥ 0 is found to be useful. We see that Algorithm 3 ends when the KKT-optimality conditions ϑ i , ∀ i are satisfied up to tolerance . For the convergence analysis, we consider = 0. We use the following notations in the discussion below. The optimization variable set α is denoted by
By enumerating the outputs as y 1 , y 2 , . . . , y |Y | , each block α i of α is written in the following vector notation:
When the α i block is restricted to the outputs in Y i , it is represented as:
We also use the notations α t , α 
stopinner=1.
7:
for i = 1, 2, . . . , n do
8:
Findŷ i = arg min y∈Y ∇ iy D(α).
9:
Find ϑ i = max y∈Yi ∇ iy D(α) − ∇ iŷi D(α).
10:
if ϑ i > then 11: stopinner=0.
12:
13:
Solve (A.6) with respect to Y i and obtain ∆α iy , ∀ y ∈ Y i .
14: For an example j such that ϑ j ≤ , (A.6) is not solved and hence α to represent a column vector of zeros with a one at the i-th coordinate, and its dimension will be clear from the context. When e is of the same dimension as α, we use e iy to denote a vector of zeros with a one at the {iy}-th coordinate.
15:
The convergence analysis for the sequential dual method follows Amir Beck's analysis in [2] of the 2-coordinate descent (or SMO) method [10] and contains the following steps:
Step 1: Bounding the change in objective function value D(α t ) − D(α t+1 ) Notice that sequential dual algorithm proceeds from iteration t to t + 1 only under the following condition: there exists at least one example i for which ϑ i > during the t-th iteration. Hence during the t-th iteration, the set
is non-empty. We focus on a particular example i ∈ I t , for which the sub-problem (A.6) is solved with respect
Yi . The problem (A.6) can be solved using a 2-coordinate descent procedure [10] by choosing two outputs y and y from Y i and by optimizing the corresponding ∆α iy variables. This optimization can be effectively characterized as:
where the feasible set I i,y ,y ,α is defined by:
We see that I i,y ,y ,α is the interval [−α iy , α iy ]. We have the following important property on the derivative of the function θ i,y ,y ,α (s).
Lemma A.1. The derivative θ i,y ,y ,α (s) is Lipschitz continuous, that is: for α ∈ C α , ∀ s, r ∈ I i,y ,y ,α
with the Lipschitz constant
Proof. From (A.9), we have
From (A.13), we see that
From (A.14), we have
where the inequality in (A.15) follows from the CauchySchwarz inequality. The result in Lemma A.1 follows from (A.15).
We need the following well-known result for further analysis. 
where P Z (z) = argmin z ∈Z ||z − z || 2 denotes the orthogonal projection operator on to the set Z.
For a proof of Lemma A.2, see [9] . The following optimality measure will also be useful in the analysis. It is based on the one-sided optimality measure given in [2] . For each example i, we define:
and
The optimality measure R i (α) = 0 if and only if the KKT-conditions (A.5) are satisfied. We prove this in the following lemma.
Lemma A.3. The optimality measure R i (α) ≥ 0, ∀i and R i (α) = 0, ∀i if and only if α is an optimal solution of problem (A.2).
Proof. Without loss of generality, consider example i.
∀y . Also α iy ≥ 0 ∀y , and hence we have
which holds when α is an optimal solution to problem (A.2) (recall the KKT optimality conditions (A.5)).
An immediate consequence of Lemma A.3 is that R i (α)=0 ∀i if and only if ϑ i = 0 ∀i.
The next theorem provides a crucial and useful lower bound for the change in objective function value, when the sequential dual algorithm moves from iteration t to t + 1.
Theorem A.1. For every t = 0, 1, . . . ,
Proof. When the sequential dual method moves from iteration t to t + 1, the problem
is solved for an example i ∈ I t and some y , y such that
This is equivalent to solving
From (A.13), we observe that θ i,y ,y ,α t (s) is a realvalued continuously differentiable function over a closed and convex set. Also from Lemma A.1, it is seen that the derivative θ i,y ,y ,α t (s) is Lipschitz continuous with a constant L i,y ,y . We also have θ i,y ,y ,α t (0) = D(α t ). Thus a step is taken from the starting point s = 0 along the steepest direction −θ i,y ,y ,α t to solve (A.24). By applying Lemma A.2, we see that
Using (A.13) and (A.23), we have
Thus we have
Now, from (A.23), the selection of y and y can be made such that we have q = R 2 i (α t ) in (A.28). Hence we may write:
Since an arbitrary i ∈ I t is considered in the analysis above, (A.29) holds for the example i such that
The result in Theorem A.1 follows.
Note that the lower bound in Theorem A.1 is very conservative and takes care of only one 2-coordinate descent step performed for a particular example in each iteration. However in practice, this is not usually the case and several 2-coordinate descent problems are solved for more than one example. We now proceed to the next major step in the analysis.
Step 2: Establishing an upper-bound for 
When k = 0, we have η k = 0 and therefore M 1 is well-defined due to the bounded nature of C α [2] . The results in this section can then be used to establish the convergence of the sequential dual method for k = 0, which establishes the availability of a new iterate (w 1
to show that M 1 is well-defined. Now we recall problem (2.2) given as:
and its Lagrangian function is:
From the arguments in section 2.3, we have (w * , v * = w * , λ * ) as a saddle point for the Lagrangian function (A.33).
By letting l max = max i,y l iy , we have 
Since η k = (ρv k + λ k )/C depends on the ADMM iterates v k and λ k , we use the result in Theorem 4.1 from [8] , which shows that for k ≥ 1, Lemma A.4. Let {α t } t≥0 be the sequence of iterates generated by the sequential dual optimization method. Then
where We construct a new variable γ ∈ R n(|Y |−1) such that
where each block γ i is
Now the problem (A.2) can be written as
where 
If α * is a minimizer to (A.2), then from (A.46), there exists γ * ∈ C γ such that α * = α t + Hγ * , ∀ t ≥ 0. Thus we have
where the inequality in (A.47) is due to the convexity of E(·). From the way we defined H and H i matrices in (A.44) and (A.45), we have from α * = α t + Hγ * :
Also, from (A.43) we have
Substituting (A.49) and (A.50) in (A.48), we have
Recalling the definition of α iy |Y | given in (A.40), and from (A.18), we have
Substituting (A.57) in (A.54) and using
, we get ∀t ≥ 0:
establishing the bound in Lemma A.4.
As noted in [2] , with a constant K ≥ α t 0 , ∀t ≥ 0, the bound becomes
The parameter K depends on the problem instance and a natural choice is to use an external parameter which controls the number of passes made by the sequential dual method. This leads to a pretty loose bound. However, in practice, we note that K = O(100n) is a good choice. By assuming that the training examples
arise from a fixed unknown probability distribution, a more concrete value for K can be obtained from the upper bounds on w * 2 and max i,y δΨ iy 2 , as mentioned in [7] . Some recent works like [6, 5] explore an interesting question on the sparsity of solutions of general quadratic programs over a simplex, where the design matrix is generated from a fixed probability distribution. Furthermore, in [5] , any deterministic convex quadratic program is shown to have extremely sparse approximate solutions with known error bounds. In spite of overwhelming empirical evidence, we are not aware of any previous work which studies the question on sparsity of solutions for dual structural SVM problem; hence, it remains an interesting open question which requires further investigation.
We now give a bound on the value
Lemma A.5. Let {α t } t≥0 be the sequence of iterates generated by the sequential dual optimization method. Then
Proof. We first recall the primal problem (2.7):
Let us denote the optimal function value of problem (A.60) as P * . Then, we have P * ≤ C n i=1 max y l iy , where C n i=1 max y l iy is the objective function value of (A.60) obtained for the feasible solution w = 0. Hence P * ≤ Cn max i,y l iy = Cnl max . Since we consider a scaled dual minimization problem in (A.2), we have by the weak duality theorem of convex functions [4] , −CD(α * ) ≤ P * ≤ Cnl max . By the construction in Step 3 of Algorithm 3, we have from (A.1):
Substituting (A.37) in (A.61), we arrive at the result in Lemma A.5. Next, we have the final step in the analysis.
Step 3: Global non-asymptotic convergence of the sequential dual optimization method A crucial result which will be useful in the final step is given below. Lemma A.6. Let {z t } t≥0 be a sequence of nonincreasing and non-negative numbers with the property 
, t = 1, 2, . . . , (A.62) and in particular
For a proof of this lemma, see [3] ; for a similar result see also [11] . Now, we state the main convergence result.
Theorem A.2. Let {α t } t≥1 be the sequence of iterates generated by the sequential dual optimization method. Then
Proof. Recall that from (A.59), we have
Combining this with the result (A.21) from Theorem A.1, we get for t = 0, 1, 2, . . .
(A.65)
Then, we can write (A.65) for t = 0, 1, 2, . . . as
We note that with B =
and µ = We note that the constants involved in the bound can be improved by considering a more refined analysis of the cyclic nature of sequential dual optimization method and by answering the theoretical question on sparsity of the solution to dual structural SVM problem. Letting ∂L/∂z 1 = 0, we obtain γ = β 1 1 −γ and from ∂L/∂z 2 = 0, we obtain γ =γ − β 1 1. Now using the dual feasibility conditionsγ ≥ 0 andγ ≥ 0, we have γ ∈ [−β 1 1, from which we obtain a closed-form solution for γ as:
where Π S (a) = argmin a ∈S a − a 2 is the orthogonal projection operator projecting the vector a onto the set S. Thus we have a closed form expression for v as:
(B.72)
C Additional Results:
The results for different values of the regularization parameter C are given in Table 7 . From these results, we see similar observations discussed in Section 4.3 in the main paper.
