Abstract. The general theory of compatibility conditions for the differentiability of solutions to initial-boundary value problems is well known. This paper introduces the application of that theory to numerical solutions of partial differential equations and its ramifications on the performance of high-order methods. Explicit application of boundary conditions (BCs) that are independent of the initial condition (IC) results in the compatibility conditions not being satisfied. Since this is the case in most science and engineering applications, it is shown that not only does the error in a spectral method, as measured in the maximum norm, converge algebraically, but the accuracy of finite differences is also reduced. For the heat equation with a parabolic IC and Dirichlet BCs, we prove that the Fourier method converges quadratically in the neighborhood of t = 0 and the boundaries and quartically for large t when the first-order compatibility conditions are violated. For the same problem, the Chebyshev method initially yields quartic convergence and exponential convergence for t > 0. In contrast, the wave equation subject to the same conditions results in inferior convergence rates with all spectral methods yielding quadratic convergence for all t. These results naturally direct attention to finite difference methods that are also algebraically convergent. In the case of the wave equation, we prove that a second-order finite difference method is reduced to 4/3-order convergence and numerically show that a fourth-order finite difference scheme is apparently reduced to 3/2-order. Finally, for the wave equation subject to general ICs and zero BCs, we give a conjecture on the error for a second-order finite difference scheme, showing that an O(N −2 log N ) convergence is possible.
1. Introduction. The regularity of solutions for initial-boundary value problems (IBVPs) is determined by the compatibility of the initial condition (IC) and the boundary conditions (BCs). IBVPs will have singular solutions at the corners of the space-time domain if the BCs do not satisfy the partial differential equation (PDE) or any of its higher-order derivatives, even if the IC is C ∞ . The Cauchy-Kowalesky theorem [19] provides a solution in the neighborhood of t = 0 to the same problem without BCs. If compatibility exists, then the BCs can always be computed by the solution obtained from the Cauchy-Kowalesky theorem and the IC. In such cases, the IBVP could in fact be posed as an initial-value problem (IVP). The set of compatibility conditions are derived by equating the time derivatives of the BCs to those of the solution to the IVP given by the Cauchy-Kowalesky theorem.
Literature on the theory of compatibility conditions and the regularity of solutions for IBVPs is extensive, starting in the 1950s with the work of Ladyzenskaja [10] , [11] . In the 1960s, Ladyzenskaja, Solonnikov, and Ural'ceva [12] and Friedman [3] discussed the regularity of the solution for linear and quasi-linear parabolic systems. During this same time, Kreiss [4] and Hersh [7] extended the theory for constant coefficient hyperbolic systems by providing the necessary and sufficient conditions for the problem to be well-posed. It was further developed in the 1970s by Rauch and Massey [16] and Sakamoto [17] for hyperbolic systems with time-dependent coefficients. In the 1980s, Temam [20] extended the theory by obtaining the compatibility conditions for semilinear evolution equations while Smale [18] gave a rigorous proof of the compatibility conditions for the heat and wave equation on a bounded domain. These accomplishments have been confined to the realm of theoretical mathematics. Yet, not satisfying the compatibility conditions of a system can have a significant computational impact, particularly for high-order accurate methods, such as spectral methods, whose performance intrinsically depends on the smoothness of the solution. For nonsmooth initial data, there is a wealth of information on the convergence theory of numerical schemes in a variety of norms for parabolic and hyperbolic IVPs [13] , [5] , [21] , [22] . These analyses can be applied to the IBVPs if the IBVP can be posed as an IVP with discontinuous ICs through periodic extensions of the ICs to the entire real axis [6] , [9] , [14] . However, such periodic extensions may induce singularities that do not exist in a smooth nonperiodic solution of an IBVP.
More recently, the impact of noncompatible BCs has been explored by Boyd and Flyer [2] in a computational framework. This paper appeared in a special issue on spectral methods. In the prologue, Karniadakis states "This is the first such effort in bringing the theory of compatibility conditions from the mathematical literature to the numerical community." This work illustrated the ubiquity of compatibility conditions and analyzed the connection between incompatibility and the rate of convergence of Chebyshev spectral series. However, the convergence of the error was not discussed or compared to alternatives such as the finite difference method. The focus of the paper, as has been in the mathematical literature, is on smoothing the initial condition so as to satisfy the compatibility conditions [2] , [5] , [18] , [15] . The difficulty with this approach is that it leaves the fundamental question unanswered: namely, "What is the rate of convergence to the solution of the original unperturbed problem?" If the IC is smoothed, spectral convergence might be achieved but to a solution that differs algebraically from the original problem.
The focus of the current work is on the convergence of the approximate solution to the exact solution. As discussed in the first paragraph, the temporal derivatives of the solution as defined by the IC, differential operator, and Cauchy-Kowalesky theorem will not equal those determined by the independent BCs. The resulting singularities in the corners of the temporal-spatial domain, which are independent of the smoothness of the IC, disrupt the convergence of spectral and finite difference methods in a manner that differs significantly between parabolic and hyperbolic systems. A detailed analysis of the induced singularities for two model problems and their effect on the convergence of both numerical methods is determined. Since an incompatibility exists any time the BC is independent of the IC, algebraic convergence in the maximum norm is the expectation for IBVPs. In most science and engineering applications, this is the usual scenario.
In section 2, the infinite set of compatibility conditions for the generalized heat and wave equations with time-dependent BCs is presented. The purpose is to lay the groundwork for describing the inherent singular nature of IBVPs and how it affects the convergence rate of the error. In section 3, we examine the prototype parabolic case, namely the heat equation subject to Dirichlet BCs and a smooth parabolic IC. We use the Fourier method to determine an exact expression for the approximate solution, represented by a truncated Fourier series. Convergence rates are then developed for both finite difference and Chebyshev spectral methods, the latter of which is normally the basis set of choice for a problem on a finite domain. For the parabolic example in section 3, u t is discontinuous at t = 0. Nevertheless, the Chebyshev method is shown to yield spectral convergence for t > 0, but only quartic convergence in the neighborhood of the discontinuity, which would be the relevant consideration for the computation of transient heat flow. Furthermore, the usual Fourier method is only quadratically convergent near the discontinuity and quartically convergent elsewhere. Thus, the convergence rate of the error is shown to be nonuniform and algebraic as measured in the maximum norm.
The hyperbolic case is discussed in section 4. Discontinuities that are induced by the incompatibilities now propagate throughout the region. It is shown that all spectral methods will yield algebraic convergence for t > 0. The Fourier method is used again to derive an exact expression for the error. Similar to the parabolic case, the results are compared with the centered finite difference and Chebyshev methods which yield algebraic convergence for smooth ICs. The performance of finite difference methods is also significantly diminished when the compatibility conditions are not satisfied. For this reason, the appendix contains the rates of convergence for a second-order finite difference method for a variety of smooth ICs and shows, for example, that second-order convergence is reduced to 4/3-order.
2.
Compatibility conditions for the generalized heat and wave equations. Here compatibility conditions are reviewed to illustrate their fundamental impact on the smoothness of the solutions to IBVPs. We simply state the necessary conditions for the solution to be C ∞ on the domain for the heat and wave equation with time-dependent BCs. The complete proofs of necessity and sufficiency are given for parabolic systems in [11] , [12] , [3] , [18] and for hyperbolic systems in [10] , [16] , [17] , [4] .
The generalized linear diffusion problem is
The generalized wave equation is
Both are subject to the BC
Then, the necessary and sufficient compatibility conditions for u(x,t) to be C 2k for the heat equation are
and for the wave equation are
In essence (2.5) and (2.6) state that at time t = 0, the temporal derivatives of the solution determined by the application of the differential operator to the IC must equal the temporal derivatives of the BCs. When these conditions are satisfied, we do not need to impose BCs because they can be derived from the Taylor series expansion of the IC. When (2.5) and (2.6) do not hold, we induce a singularity in the 2kth-order derivative of the solution at t = 0 on ∂Ω. Thus, imposing BCs that are independent of the IC places an infinite set of constraints on the solution which differ from the constraints enforced by the PDE, resulting in discontinuities in the corners of the temporal-spatial domain. The manner in which these incompatibilities affect the accuracy of the numerical method depends on whether the system is parabolic or hyperbolic. In the next section we will discuss the parabolic case, followed in section 4 by the hyperbolic case.
A parabolic example.
Our goal is to study the convergence of the error for approximate spectral and finite difference solutions to IBVPs when the compatibility conditions of the system are not satisfied. With this in mind, we first study the effect on parabolic systems, taking as our example the one-dimensional heat equation
and IC
The first-order compatibility condition, (k = 1) in (2.5), is not satisfied because
Thus from (3.1), u xx | x=0,π = u t | x=0,π = 0 yet u xx = −2 in the interior. To see the impact of the jump discontinuity at the boundary in the second derivative at t = 0 on the decay rate of the error we will solve the problem exactly at time t = 0 via a truncated Fourier series, then compare this together with finite difference and Chebyshev methods against the exact solution for all time.
Time integration is assumed exact throughout, which yields the approximate spectral representation
of the exact solution, given by
Gottlieb and Orszag [8] note that for the exact coefficients c N (n), u N (x, t) converges spectrally to u(x, t). This is also true if u(x, 0) is known for all x because c N (n) can be computed to any accuracy. In this work, we assume, as with most scientific data, that u(x, 0) is given in tabular form u i = u(x i , t), where x i = iπ/N . In science and engineering, we cannot assume we know the function exactly and therefore must approach the problem from a numerical standpoint. The coefficients c N (n) are then computed in the traditional manner, using trigonometric interpolation, as
With this implementation of the spectral method, it will be shown that the approximate spectral representation (3.6) converges algebraically to the exact solution in the maximum norm, and, furthermore, convergence is nonuniform. This characteristic algebraic convergence is method-independent due to the inherent singularity induced by violating the compatibility conditions from explicit application of the BCs. In the next section, we derive an exact expression for c N (n) which will provide the initial error in the coefficients for the Fourier method.
The approximate spectral solution.
In what follows, we derive an analytical representation of the coefficients c N (n) in (3.6). From (3.7)
Ψ(s) can be called the alias function since it represents the error in the coefficients due to truncating the series after N terms. The initial error in the coefficients is due to the fact that a sine series cannot represent a nonperiodic polynomial with a finite number of terms. For use later, we observe that Ψ(s) is positive and monotonically increasing on the interval [0, 1] with extremes Ψ(0) ≈ 0.4058712 and Ψ(1) = 1.
Equating (3.6) and (3.12), we obtain the desired result
We study convergence only as it relates to spatial discretization, and therefore temporal integrations are represented analytically. The spectral approximation is then given by
In the next two sections it will be proved that although the spectral series for both the exact and approximate solutions decay exponentially, the error decays algebraically and nonuniformly over the domain. Section 3.2 explores convergence in the neighborhood of the discontinuity induced by the incompatibility of imposing BCs. Section 3.3 looks at convergence in the interior of the domain, bounded away from the singularities at (0, 0) and (0, π).
Quadratic convergence near (0, 0) and (0, π).
The discontinuity in u t at (0, 0) induces an error in ∂u N /∂t(π/N, 0) that is bounded away from zero for all N. In what follows, we show that this produces an O(N −2 ) error in the neighborhood of (0, 0) and likewise near (π, 0). With a derivation similar to that preceding (3.12), the exact solution is given by
Then, on the discrete trajectory
where (3.19)
I N defines the midpoint quadrature of the smooth positive function, which is the integrand in (3.20) below. Therefore, Numerical evaluation of the midpoint rule (3.20) with N = 512 provides the approximate value I ≈ .0876323127. This completes the proof that convergence is at best quadratic. For each N there exists a point (π/N, 1/N 2 ) at which the error is I/N 2 . The error as a function of time for x = π/N is plotted in Figure 3 .1, where the maximum occurs at t = 1/N 2 . Likewise, we can plot the error as a function of space for t = 1/N 2 and see that the maximum error occurs at the endpoints as shown in Figure  3 .2(a). Numerical experiments, in the following sections, will confirm that indeed convergence is quadratic.
3.3.
Quartic convergence for a fixed t > > 0. For any fixed t > > 0 in the interior of the domain, bounded away from the singularities at (0, 0) and (0, π), e N (x i , t) 2 converges at best quartically. As was shown in (3.15) , the coefficients of the approximate trigonometric series have an initial error of O(1/N 4 ). This, in turn, induces quartic convergence for any fixed t.
The difference between (3.7) and (3.15) provides the error in the spectral approximation
We will rigorously establish quartic convergence for fixed t > 0 by demonstrating spectral convergence for E N (x i , t) and, at best, quartic convergence for S N (x i , t). Starting with (3.23),
and finally
Now consider the asymptotic behavior of S N (x i , t). From (3.22),
where the last inequality is from the earlier observation that Ψ(s) is monotone increasing on the interval [0,1] and consequently Ψ(1/N ) > Ψ(0) ≈ 0.4058712. This demonstrates that convergence in the l 2 norm is at best quartic. In contrast to Figure 3 .2(a), Figure 3 .2(b) shows that for any fixed t, the maximum error, as measured by |e N |, occurs in the middle of the domain at x = π/2 as opposed to the endpoint, x = π/N , for small t. The reason the error curves change as t becomes large is that the exponential term e −n 2 t dominates, and the error can be approximated by the lowest wavenumber, n = 1. Thus, for large t, the error is essentially proportional to sin x which has a maximum at π/2. As will be seen in the next section, numerical experiments demonstrate that convergence in the l ∞ norm is also quartic for t bounded away from (0, 0) and (0, π).
Comparison with finite difference methods.
Given the nonuniform convergence of the Fourier method, as illustrated by quadratic convergence for small t and quartic convergence for large t, it is natural to compare its performance with fourth and second-order finite difference methods that require less computation. The finite difference approximations are derived by substituting 
where δx is π/N , yielding
where λ
Likewise, the solution to the fourth-order finite difference approximation
is given by (3.31), except now
The values of λ n are the only difference between solutions to the finite difference and Fourier method for which λ n = n.
However, if we compare the performance of the FD4 to the Fourier method for large t, it can be seen that there is little difference, as shown in Figure 3.3(a) . For small t, a FD2 method performs just as well as the Fourier method and FD4 with only a slightly larger constant of proportionality, as seen in Figure 3.3(b) . This marginal error reduction may not be sufficient to justify the expense of the Fourier method. However, it is reasonable to speculate that a FD4 scheme on a Chebyshev grid could give comparable results to the Chebyshev method that yields an O(N −4 ) convergence error near the endpoints, as will be seen in the next section.
Comparison with the Chebyshev method.
The method of choice for the interpolation of nonperiodic functions on a finite interval is the Chebyshev method. Unlike the Fourier method, the Chebyshev method does yield spectral convergence for fixed t. The reason is simply that the cosine series representation of a smooth IC does not alias. Nevertheless, convergence in the neighborhood of (0, 0) and (π, 0) is algebraic. To see why this is the case, we implement the Chebyshev method by expanding the solution in terms of Chebyshev cardinal functions (see [1] ).
The error for the Chebyshev method, as a function of space, is qualitatively similar to Figures 3.2(a) and 3.2(b), with the maximum error occurring at the endpoints for small t and in the middle of the domain for large t. The error as a function of time is similar to Figure 3 .1 in that it reaches a maximum and then decays, but it differs in the fact that the decay becomes exponential after the maximum as seen in Figure 3 .4. However, there exists a trajectory along which the max error converges algebraically as shown in Figure 3 .5(a). The difference is that the max error is converging quartically as opposed to quadratically, as seen for the Fourier case. The increase in accuracy occurs because the Chebyshev grid is quadratically clustered near the endpoints where the singularities are occurring, giving an extra factor of O(1/N 2 ). In contrast to the Fourier method for large t, the Chebyshev method does indeed give the expected exponential rate of convergence for the error, as indicated in Figure 3 .5(b). This is a direct result of the Chebyshev method's ability to represent the IC exactly with only three polynomials.
Thus unlike the Fourier method, at time t = 0, there is no initial error in the coefficients due to truncation.
For the parabolic case, we can see that the convergence rate of the error in the maximum norm is nonuniform and algebraic. In general, as long as we are interested in solutions that are bounded away from singularities induced by violating the compatibility conditions, the spectral method will yield spectral convergence. However, if we are interested in heat transients such as those that occur on a microprocessor, a computationally more efficient method with comparable algebraic convergence may be more attractive.
The hyperbolic case.
In contrast to the parabolic case, a hyperbolic operator will propagate the solution through the time-space domain. As a result, singularities induced by incompatible BCs and the IC are not smoothed as t increases.
To observe the effect on the convergence of the error for spectral methods, we will consider the one-dimensional wave equation
and ICs
The first-order compatibility condition, (2.6) for u 0 and k = 1, is not satisfied. The difference in the analysis of section 3.1 is that the time dependence of the exact and approximate spectral solution is given by an oscillatory function. Thus,
with the analogue to (3.15) being The proof of quadratic convergence of the error for small t follows that given in section 3.2. For large t, the proof is the same except the error is defined along the discrete trajectory x N/2 = π/2 and t N = π/2 − 1/N . Numerical experiments, given in Figure 4 .2, show that convergence is quadratic along both of these trajectories, demonstrating the global nature of the error propagation.
The Chebyshev method.
Next, we compare the performance of a Chebyshev method with the Fourier method that yields quadratic convergence. As noted in section 3.5, we use Chebyshev cardinal functions. Figure 4 .3 shows the propagation of the error through the x−t plane for the Chebyshev method. As expected, we see that the error propagates along the characteristics t = 1 ± x. The convergence of the error along the characteristics for any value of t differs significantly from the parabolic case, where spectral convergence was obtained for t > 0. The convergence of the error, as shown in Figure 4 of the discontinuities (x = 0, t = 0) and (x = π, t = 0). The difference, however, is that in the heat equation there is only a jump discontinuity in the second derivative of the solution at t = 0. For any t > 0, the discontinuity becomes smoothed out due to the diffusive operator. Thus, in the neighborhood of the singularities for 0 < t < , the original jump discontinuities become steep gradients that are analytically continuous. Spectral methods have difficulty resolving these gradients, but the Chebyshev method gives quartic convergence due to its quadratically clustered grid near the endpoints, as opposed to the uniform grid of the Fourier method. However, in the hyperbolic case, the discontinuities at t = 0 in the second derivative of the analytical solution are present for all time. Thus, the type of grid used is irrelevant, and any spectral method will converge quadratically.
Comparison with finite difference methods.
The quadratic convergence of spectral methods naturally refocuses attention on second-order finite difference methods. The second-order centered finite difference method given by (3.30) yields the solution
is a second-order approximation to the eigenvalues n. The error is then given by
Using these formulas, we will analytically prove as well as computationally show that not only does a second-order finite difference method not give quadratic convergence but rather converges only slightly better than linearly. The dominant error term is T N (x i , t) which we demonstrate by first showing that
Similarly,
| cos nt n 3 sin 2nt| (4.14) along the characteristic t = x for x (0, π). To derive a lower bound is slightly more complicated, but nevertheless for any average value of t along the same characteristic,
where C is a constant. These bounds hold for any second-order finite difference operator in which there is a discontinuity in the second derivative of the solution. The fact that the convergence of the second-order finite difference scheme is not quadratic may not be surprising since the approximation is based on Taylor series expansions that assume continuity of the function at least up to the fourth derivative. However, the fact that it is 4/3 is surprising.
For a variety of ICs that would correspond to violating different order compatibility conditions we propose the following conjecture for the upper bounds of the error term, T N (x i , t), due to a second-order finite difference approximation.
Let
When we enforce BCs, we violate some order compatibility condition and the coefficients of the error, |b n,N (t)|, will be algebraically decreasing due to the resulting discontinuity in a derivative of the Taylor expansion of the IC about the boundary. Thus, we can always impose the bound
where c is a constant.
From (4.18) and generalizing the analysis in Appendix A we make the following conjecture whose derivation is relegated to Appendix B.
Conjecture. The error term T N (x i , t) is bounded from above by
For β < 4, the error from the IC dominates, while for β = 4 both the error from the IC and second-order difference approximation contribute equally. In the last case the error from the finite difference operator dominates.
β > 4 implies that at least the fourth derivative of the IC is continuous. Thus, the best a second-order method can perform is O(N −2 ). β < 4 implies that the function is not C 4 , and therefore we would expect less than quadratic convergence since the error in a second-order method depends on the continuity of the fourth derivative of the function. However, the fact that β = 4 yields a convergence rate that is proportional to log(N ) is not only new but quite surprising. The above conjecture has been supported by the numerical evidence.
For completeness, the convergence rate of the FD4 method that was used in section 3.4 is considered. However, we still see that convergence is less than quadratic and in fact appears to be only O(N −3/2 ), as demonstrated in Figure 4 .5(b). The reduction in the convergence rates of the finite difference methods demonstrates the significant impact of incompatibilities which occur anytime the BCs are independent of the IC. In general, violation of the compatibility conditions will likely lead to algebraic convergence of spectral methods as well as reduce the convergence rate of finite difference schemes.
Conclusions.
In this paper, we have applied the theory of compatibility conditions to the numerical solutions of PDEs and have demonstrated how the subtle singularities inherent in IBVPs impact the convergence properties of spectral and finite difference methods. The temporal derivatives of the solution as defined by the initial condition, differential operator, and Cauchy-Kowalesky theorem will not equal those determined by the independent BCs. The resulting singularities in the corners of the temporal-spatial domain, which are independent of the smoothness of the IC, disrupt the spectral convergence of the error normally associated with spectral methods, in a manner that differs significantly between parabolic and hyperbolic systems.
For parabolic systems, the Chebyshev spectral method may be considered "selfhealing," leading to a spectral rate of convergence for the error. However, this is not true for the Fourier method where aliasing is likely to induce an algebraic error in the initial Fourier representation. In the neighborhood of the singularities, all methods yield convergence rates that are algebraic. Thus, as measured in the maximum norm, the convergence of the approximate solution to the exact solution for spectral methods is both algebraic and nonuniform. Therefore, the usefulness of spectral methods may be diminished if we are interested in transient solutions for small t.
For hyperbolic systems, the situation is more interesting but worse because the singularities at t = 0 on the boundary propagate throughout the temporal-spatial domain along the characteristic lines x ± ct. Thus, the algebraic rate of convergence for the error that existed in the neighborhood of the singularities for the parabolic case exists for all time in hyperbolic problems. As a result, the spectral method does not yield spectral convergence for hyperbolic IBVPs. This naturally draws attention to finite difference methods which require only O(N ) operations. However, it was shown that violation of the compatibility conditions can also reduce the order of convergence for finite difference schemes.
The above study details the impact of the theory of compatibility conditions on numerical calculations for IBVPs. Application is broad because many scientific problems are calculated on finite domains where independent BCs are imposed. As a result, singularities in the corners of the temporal-spatial domain are likely to disrupt the accuracy of numerical methods. It is in this regard that the above study has analyzed the convergence rate of the error for spectral and finite difference methods and explored their application to solving IBVPs. Appendix A: Proof of 4/3 convergence. The term T N (x i , t), which accounts for the error in the eigenvalue approximation, dominates the error of the second-order finite difference scheme. Our goal is therefore to bound the error from above and below to prove the 4/3 convergence rate that was computationally observed in section 4.3.
We will first prove the upper bound for the error term T N (x, t) along the characteristic t = x for x (0, This bound is due to the discontinuity in the second derivative of the IC from violating the compatibility conditions. However, because the series is decreasing slowly as 1/n 3 , this bound is only tight for the tail end of the series, when n is large. To describe the behavior for the initial terms (i.e., small n), we need to derive a secondary bound. This bound will come from the error in the second-order finite difference operator. Using trigonometric identities, we can rewrite cos λ n,N t − cos nt = 2 sin n + λ n,N 2 t sin n − λ n,N 2 t. The trick now is to divide the summation in (5.2) into two parts, In the range 0 < y < 1, f (y) can be bounded by its argument 1/4y < f(y) < 1/2y. Thus, for n < N 
