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Introduction
There is a close relation between the structure of a finite group G and the set of the degrees
of the irreducible characters of G over C.
One of the first main results concerning this topic is due to N. Ito ([It1], 1951). He
proved that if for some prime p every character degree of a finite solvable group G is not
divisible by p, then G has a normal Sylow p-subgroup. Thirty years later, G. Michler (see
[Hu1, 19.10-19.11]) extended this result to nonsolvable groups using the Classification of
Finite Simple Groups.
A dual of the Ito-Michler theorem is due to J. G. Thompson ([T], 1970): if all the
degrees of the nonlinear characters of a finite group G are divisible by some prime p, then
G has a normal p-complement.
In the late sixties I. M. Isaacs and D. S. Passman wrote two extensive articles (the
most important to our purposes is [IP1]) regarding the relationship between the structure
of a finite group G and the set of degrees of its irreducible complex characters. This paper
starts what is now considered a new branch in the character theory of finite groups. During
these years, this theory was developed by many authors including D. Chillag, M. Herzog,
B. Huppert, O. Manz, T. R. Wolf.
Another object that seems to detect fundamental information concerning the structure
of a finite group G is the set of zeros of the irreducible characters of G (that is, the elements
g ∈ G such that χ(g) = 0 for some irreducible character χ of G). It is a classical theorem of
W. Burnside that every nonlinear character χ of G vanishes (i.e. takes the value 0) on some
element of G. This suggests us that the set of zeros of the irreducible characters of a finite
group is relatively abundant. During the last few years this particular set has attracted
some interest. I. M. Isaacs, G. Navarro and T. Wolf in [INW] introduced the concept of
vanishing and nonvanishing elements of a finite group G. Following [INW], we shall say
that an element x ∈ G is a vanishing element (or a zero) if there exists an irreducible
character χ of G such that χ(x) = 0. If this is not the case, we shall call x a nonvanishing
element. These nonvanishing elements have been recently extensively studied. (See, for
instance [DPSS1], [DPSS3], [DPSS2], [BDS], [DNPST], [DPS]).
As the title suggests, this thesis addresses some questions about the relationship between
the structure of finite groups and the set of their character degrees (Chapters 2 and 5) and
the set of their vanishing elements (Chapters 3 and 4).
For the reader’s convenience, in Chapter 1 we give a brief introduction to the character
theory of finite groups that is going to be used throughout this thesis.
In Chapter 2, we consider a new problem on the relation between finite groups and their
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set of character degrees. In recent papers, some authors have been trying to understand
the structure of a finite group G in which two irreducible characters χ and θ of G have
equal degree if and only if there is a suitable permutation σ of Irr(G) such that χσ = θ.
More specifically, D. Chillag and M. Herzog ([CH], 2008) classified the nonperfect groups G
in which every pair of nonlinear irreducible characters χ and θ of G have the same degree
if and only if θ = χ, where χ is the complex conjugate of χ. Even more recently, S. Dolfi,
G. Navarro and P. H. Tiep ([DNT2], 2011) consider the following more general problem.
Let n = |G| and let G = Gal(Qn|Q) be the Galois group of the n-th cyclotomic extension
of the rationals. Then G naturally acts on the set of irreducible characters preserving
character degrees. In [DNT2] the authors characterize the finite groups such that, whenever
1G 6= χ, θ ∈ Irr(G) have the same degree, then χ = θσ, for some σ ∈ G.
Here, we study the groups G such that whenever 1G 6= χ, ψ ∈ Irr(G) have the same
degree, then there exists an automorphism α of G such that χ = ψα (we say in this
case that χ and ψ are automorphism conjugate). We call AC the class of such groups G.
In Section 2.2, we give a tight description of the structure of solvable groups in AC. In
Section 2.3, we discuss the problem of determining all the simple groups in AC.
In Chapter 3, we start studying several questions on vanishing elements. One of the
most relevant result in this area is Theorem A of [DPSS1]: given a prime p, if all the
p-elements of a finite group G are nonvanishing, then G has a normal Sylow p-subgroup.
Since characters of degree not divisible by p cannot vanish on any p-element, this result is
an extension of the Ito-Michler Theorem. A natural question is whether there still exist
proper subsets I ⊆ Irr(G) such that the condition of Theorem A of [DPSS1] applied to I
still forces the existence of a normal Sylow p-subgroup.
One main goal in Chapter 3 is to prove that, if G is a p-solvable group, Theorem A of
[DPSS1] is still valid when one replaces the set of the irreducible ordinary characters of G
with the subset consisting of the characters I = Bp′(G). This subset Bp′(G) is of particular
importance, because its elements are canonical lifts of the irreducible p-Brauer characters
of G (see Section 3.2). In Sections 3.5 and 3.6 we will prove some consequences of this
result.
The last section of Chapter 3 is devoted to another result on vanishing elements. In
[BDS] the authors described the groups in which the zeros of every irreducible character
are restricted in being p-elements. Here, we characterize the solvable groups in which every
vanishing element has prime power order.
In Chapter 4, we solve a new problem concerning vanishing elements and characters
with prescribed fields of values. Let F be a subfield of C, we write IrrF(G) for the set of
those χ ∈ Irr(G) such that χ(g) ∈ F for all g ∈ G. Then IrrR(G) is the set of real-valued (or
real) irreducible characters of G. As it is shown in recent papers ([DNT1], [NST], [NT2]),
several fundamental results on characters of finite groups admit a version in which Irr(G)
is replaced by IrrF(G) for a suitable field F. For instance, an important result about this
subject is Theorem A of [DNT1]. It states that if all χ ∈ IrrR(G), for a finite group G,
have odd degree, then a Sylow 2-subgroup of G is normal in G. This is a strong version (by
restricting the hypothesis just to real characters) of the Ito-Michler theorem for the prime
p = 2. Since G has a nontrivial real irreducible character if and only if the order of G is
even, the case p = 2 is an essential case. We mention that in [NT2] it has been proved also
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a strong version of Thompson’s theorem for p = 2, by restricting the hypothesis to rational
characters.
The main goal of Chapter 4 is to prove a result (Theorem 4.2), which is at the same time
a generalization of Theorem A of [DPSS1] and a generalization of Theorem A of [DNT1].
Given a finite group G, it states that if χ(x) 6= 0 for all χ ∈ IrrR(G) and all 2-elements
x ∈ G, then G has a normal Sylow 2-subgroup. The results of this chapter will appear in
[MT].
Finally, in Chapter 5, we come back to an old problem on character degrees. Our
aim is to answer some questions by R. Gow ([Go], 1975) on the groups whose irreducible
character degrees can be linearly ordered by divisibility. (We call L the class of this type
of groups.) The first authors who studied groups in L were Isaacs and Passman (in the
already cited paper [IP1]). Gow’s main result in [Go], however, is not complete: there are
three undecided cases. In Chapter 5 we will settle two of these three cases.

Chapter 1
Preliminaries
In this chapter we introduce some notation and results on character theory of finite groups
which will be used throughout this thesis. Especially, we will follow the books of I. M.
Isaacs [Is3] and B. Huppert [Hu1]; for more details we refer the reader to these books.
During this thesis we shall be concerned only with finite groups, so very often we will
just write “group” to mean a finite group.
1.1 Characters
Let G be a finite group and let GL(n, F ) be the general linear group of degree n over a
field F . We recall that an F -representation of G is an homomorphism X : G −→ GL(n, F ).
The integer n is the degree of X. Two representation X, Y of degree n are similar if there
exists A ∈ GL(n, F ) such that X(g) = A−1Y(g)A, for all g ∈ G.
The F -character χ of G afforded by X is the function defined by χ(g) = traceX(g).
If char(F ) = 0, we have that χ(1) is the degree of X and we call χ(1) the degree of χ.
When χ(1) = 1, we call χ a linear character. In particular, there is always an F -character
of degree 1 because the function 1G, with constant value 1 in each conjugacy class of G,
is a linear F -character. It is called the principal (or the trivial) F -character. Similar F -
representations of G afford equal characters, and characters are constant on the conjugacy
classes of G, i.e. they are class functions (see for the proof [Is3, Lemma 2.3]).
An F -representation X of G determines a representation X0 of the group algebra F [G],
X0 : F [G] −→Mn(F ), by linear extension. That is
X0(
∑
agg) =
∑
ag(X(g)).
If we consider V , the n-dimensional row vector space over F , we define va = vX0(a), for
all a ∈ F [G] and v ∈ V . This gives to V the structure of an F [G]-module. We say that V
is an irreducible F [G]-module if its only submodules are 0 or V . Then X is said to be an
irreducible representation of G if V is an irreducible F [G]-module. As one might expect, a
character χ of G is called irreducible if it is afforded by an irreducible representation X of
G.
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From now on, we consider F = C and the word “character” will mean C-character
unless otherwise stated. We recall that usually a C-character is also called an “ordinary
character”.
We define Irr(G) to be the set of the irreducible characters of G over C. We recall that
|Irr(G)| coincides with the number of conjugacy classes of G ([Is3, Corollary 2.7]). The
character degree set of G is
cd(G) = {χ(1) : χ ∈ Irr(G) }.
In our work, the set of character degrees is of great importance, because often we are
focusing on what can be said about a group G when cd(G) is known, and viceversa. A first
basic result which shows the importance of the set of the character degrees is that ([Is3,
Corollary 2.7]) ∑
χ∈Irr(G)
χ(1)2 = |G|. (1.1)
Let us see some basic properties of the character values of a group.
Lemma 1.1. Let X be a representation of G affording the character χ. Let g ∈ G and let
n = o(g) the order of g. Then
(i) X is similar to a diagonal matrix diag(1, . . . , f );
(ii) ni = 1;
(iii) χ(g) =
∑
i and |χ(g)| ≤ χ(1);
(iv) χ(g−1) = χ(g).
Proof. See [Is3, Lemma 2.15].
For the sake of completeness, we recall the two fundamental orthoghonality relations
(see, for instance, [Is3, Theorem 2.13]). We denote by gG the conjugacy class of g ∈ G in
G.
(1)
1
|G|
∑
g∈G
χi(g)χj(g) = δij ,
(2)
∑
χ∈Irr(G)
χ(g)χ(h) =
{
0 if h /∈ gG
|CG(g)| otherwise.
Let ϕ and θ be class functions on a group G. Then the first orthoghonality relation suggests
the following definition of inner product of ϕ and θ:
[ϕ, θ] =
1
|G|
∑
g∈G
ϕ(g)θ(g).
We list some basic properties of this inner product:
(a) [ϕ, θ] = [θ, ϕ];
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(b) [ϕ,ϕ] > 0 unless ϕ = 0;
(c) [c1ϕ1 + c2ϕ2, θ] = c1[ϕ1, θ] + c2[ϕ2, θ];
(d) [ϕ, c1θ1 + c2θ2] = c1[ϕ, θ1] + c2[ϕ, θ2].
By the first orthoghonality relation and some basic results on number theory, another
fundamental property of character degrees can be proved.
Theorem 1.2. Let χ ∈ Irr(G). Then χ(1) divides |G|.
Proof. See [Is3, Theorem 3.11].
We also recall an improvement of this result.
Theorem 1.3 (N. Ito). Let A be an abelian normal subgroup of G. Then χ(1) divides
|G : A|.
Proof. See [Is3, Theorem 6.15].
Let χ be a character of G. The kernel of χ is defined as
ker(χ) = {g ∈ G : χ(g) = χ(1) }.
It can be proved that ker(χ) E G. Let X be a C-representation of G which affords the
character χ. Then ker(X) = ker(χ) ([Is3, Lemma 2.19]).
Theorem 1.4. Let N / G.
(i) If χ is a character of G and N ⊆ ker(χ), then χ is constant on cosets of N in
G. The function χˆ on G/N defined by χˆ(gN) = χ(g) is a character of G/N , and
χˆ ∈ Irr(G/N) if and only if χ ∈ Irr(G).
(ii) If χˆ is a character of G/N , then the function χ, defined by χ(g) = χˆ(gN), is a
character of G with N ≤ ker(χ). As above, χ ∈ Irr(G) if and only if χˆ ∈ Irr(G/N).
Proof. See [Is3, Lemma 2.22].
Let χ be a character of G. We define the following set
Z(χ) = {g ∈ G : |χ(g)| = χ(1)}.
Clearly, Z(χ) contains ker(χ) and by Lemma 2.27(b) of [Is3], we have that Z(χ) is a
subgroup of G.
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Restriction and induction
Let H be a subgroup of G. Given a character χ of G, we can restrict χ to H, denoted with
χH . Note that χH is a character of H. We have that
χH =
∑
ψ∈Irr(H)
kψψ,
for suitable integers kψ. We observe that if χH ∈ Irr(H), then χ ∈ Irr(G); on the contrary,
if χ ∈ Irr(G) it is usually the case that χH is not irreducible.
We suppose, as above, that H is a subgroup of G. We have just seen how to restrict a
character to a subgroup of G. There is a dual process called induction: given a character ψ
of H, we can obtain in the following way a character ψG of G, called the induced character
of ψ on G.
ψG(g) =
1
|H|
∑
x∈G
ψ◦(xgx−1), (1.2)
where
ψ◦(h) =
{
ψ(h) if h ∈ H
0 otherwise.
(1.3)
We note that ψG(1) = |G : H|ψ(1).
We write now an equivalent and more useful formula for ψG. Consider T , a set of
representatives for the right cosets of H in G (called transversal of H in G). Then
ψG(g) =
∑
x∈T
ψ◦(xgx−1). (1.4)
The fundamental tool to prove that ψG is a character of G is the so-called Frobenius
reciprocity (for the proof see [Is3, Lemma 5.2]).
Theorem 1.5. Let H be a subgroup of G and suppose that ψ is a class function on H and
that χ is a class function on G. Then
[ψ, χH ] = [ψ
G, χ].
Abelian groups and linear characters
If G is any finite group, of course in general Irr(G) is not a group. When G is abelian,
however, we have the following result.
Theorem 1.6. Let A be a finite abelian group of exponent m (the smallest integer such that
am = 1, for all a ∈ A). Let ζ be a m-rooth of unity and Qm = Q(ζ) be the m-cyclotomic
field. We write
Aˆ = Irr(A) = Hom(A,C×),
and we call Aˆ the dual group of A, with the following product
(λ1 · λ2)(g) = λ1(g) · λ2(g) for all λ1, λ2 ∈ Irr(G), g ∈ G.
Then
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(i) If λ ∈ Aˆ, then λ(a) ∈ Qm for all a ∈ A.
(ii) Aˆ and A are isomorphic groups.
Proof. See [Hu1, Theorem 5.1].
As a consequence of Theorem 1.4 and Theorem 1.6, we have the following theorem.
Theorem 1.7. The number of irreducible linear characters of a group G is |G/G′|.
Characters of direct products
Let G = H ×K and let ϕ and θ be two characters of H and K, respectively. We define
χ = ϕ× θ by χ(hk) = ϕ(h)θ(k), for all h ∈ H and k ∈ K.
Since H ∼= G/K, there exists ϕˆ ∈ Irr(G) which corresponds to ϕ, with K ⊆ ker(ϕˆ)
and ϕˆ(hk) = ϕ(h). Similarly, since K ∼= G/H, there exists θˆ ∈ Irr(G) corresponding to
θ, with θˆ(hk) = θ(k). Since products of characters are characters ([Is3, Corollary 4.2]), it
follows that ϕ × θ = ϕˆθˆ is a character of G. Furthermore, the irreducible characters of G
are exactly the characters ϕ× θ with ϕ ∈ Irr(H) and θ ∈ Irr(K) ([Is3, Theorem 4.21]).
1.2 Normal subgroups and Clifford theory
In this section we are interested in the relation between the characters of a group G and
the characters of a normal subgroup N of G.
If θ is a class function of N E G and g ∈ G, we define θg : N −→ C by θg(h) = θ(hg−1).
We say that θg is conjugate to θ in G.
Lemma 1.8. Let N / G and let ϕ, θ be two characters of H and x, y ∈ G. Then
(i) ϕx is a character of N ;
(ii) (ϕx)y = ϕxy;
(iii) [ϕx, θx] = [ϕ, θ];
(iv) [χN , ϕ
x] = [χN , ϕ], for any character χ ∈ Irr(G).
Proof. See [Is3, Lemma 6.1].
It is not difficult to prove that, for N E G and any g ∈ G, θg ∈ Irr(N) if and only if
θ ∈ Irr(N). So G/N permutes Irr(N) by the conjugation action described above (see [Is3,
Lemma 6.1]).
Let N / G and let θ ∈ Irr(N). Then the inertia group of θ in G is defined by
IG(θ) = {g ∈ G : θg = θ}.
It follows that IG(θ) is a subgroup of G which contains N . Moreover, |G : IG(θ)| is the size
of the G-orbit of θ.
We are going to present the most important results of this section. When in the next
chapters we will refer to “Clifford theory” or “Clifford correspondence”, we will mean,
respectively, Theorem 1.9 and Theorem 1.10.
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Theorem 1.9 (Clifford). Let N / G and let χ ∈ Irr(G). Let θ be an irreducible constituent
of χN and assume that the distinct conjugates of θ in G are θ = θ1, θ2, . . . , θt. Then
χN = e
t∑
i=1
θi,
where e = [χN , θ] divides |G : N | and t = |G : IG(θ)|.
Proof. See Theorem 6.2 and Corollary 11.29 of [Is3].
We recall that if N / G and θ ∈ Irr(G), then Irr(G|θ) is the set of irreducible characters
χ ∈ Irr(G) such that θ is a constituent of the restriction character χN , that is
Irr(G|θ) = {χ ∈ Irr(G) : [χN , θ] 6= 0}.
If χ ∈ Irr(G|θ), we say that χ lies over θ, or that θ lies under χ.
Theorem 1.10. Let N / G, θ ∈ Irr(N), and T = IG(θ). Then
(i) If ϕ ∈ Irr(T |θ), then ϕG is irreducible;
(ii) The map ϕ 7→ ϕG is a bijection of Irr(T |θ) onto Irr(G|θ);
(iii) Let ϕ ∈ Irr(T |θ). If ϕG = χ, then ϕ is the unique irreducible constituent of χT which
lies in Irr(T |θ).
(iv) Let ϕ ∈ Irr(T |θ). If ϕG = χ, then [ϕN , θ] = [χN , θ].
Proof. See [Is3, Theorem 6.11].
Let N / G, θ ∈ Irr(N) and T = IG(θ), as above. Suppose that T = G (we say that
θ is G-invariant). Since θG is a character of G, θG =
∑
eiχi for some χi ∈ Irr(G) and
suitable positive integers ei. Thus, by Theorem 1.9 and by Frobenius reciprocity, we have
that (χi)N = eiθ. Thus, χi(1) = eiθ(1) and
|G : N |θ(1) = θG(1) =
∑
eiχi(1) =
∑
e2i θ(1).
We can conclude that |G : N | =∑ e2i , and comparing this with (1.1) in the first paragraph,
we can see that the integers ei behave like character degrees of G/N . We know that there
is always a character of degree 1 (the principal character). So a necessary condition for the
ei to be character degrees is that one of them, that we can call e1, is equal 1. In this case
(χ1)N = θ, and we say that θ is extendible to G. (Of course, if θ is extendible to G, it is
also G-invariant.) Also, we say that χ ∈ Irr(G) extends θ when χN = θ.
By the following theorem, we shall see that if some ei = 1, then the ei are the character
degrees of the irreducible characters of G/N .
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Theorem 1.11 (Gallagher). Let N / G and let χ ∈ Irr(G) such that χN = θ ∈ Irr(N).
Then the map β 7→ βχ is a bijection of Irr(G/N) onto Irr(G|θ).
Proof. See [Is3, Theorem 6.17].
Now, suppose that χ is a character ofG and let X be a representation ofG with character
χ. We write
(det(χ))(g) = det(X(g))
Then det(χ) is a well-defined linear character of G. Hence we can define the determinantal
order of χ
o(χ) = o(det(χ)),
the order of det(χ) as an element of the group of linear characters of G. In particular, o(χ)
divides |G : G′|.
Assume that N / G. We have seen that if θ ∈ Irr(N) is extendible to G, then θ is
invariant in G. We now give a sufficient condition for an invariant irreducible character of
a normal subgroup of G to be extendible.
Theorem 1.12. Let N / G and θ ∈ Irr(N) such that θ is invariant in G. Suppose
(|G/N |, o(θ)θ(1)) = 1. Then θ has a unique extension, θˆ ∈ Irr(G) with the property that
(|G/N |, o(θˆ)) = 1. In fact, o(θˆ) = o(θ). In particular, this holds if (|G : N |, |N |) = 1.
Proof. See [Is3, Corollary 8.16].
We call the character θˆ of Theorem 1.12 the canonical extension of θ to G.
Let N / G and let θ ∈ Irr(N). We consider the “opposite” of the condition to be G-
invariant, that is, IG(θ) = N . It is not difficult to prove, by Theorem 1.10, that θ
G ∈ Irr(G)
if and only if IG(θ) = N . In general, when θ
G ∈ Irr(G), we say that θ induces irreducibly
to G.
1.3 The relationship between the actions on Irr(G) and on
Cl(G)
Let N be a normal subgroup of G. We have already mentioned in the previous section
that G permutes Irr(N). At the same time, we know that G permutes the set of conjugacy
classes of N , denoted by Cl(N). So it is natural (and very useful to our purposes) to
consider the relationship between these two actions.
Let A be a group and Ω be a nonempty set. We say that A acts on Ω and Ω is called
an A-set, if for every ω ∈ Ω and a ∈ A is defined ωa ∈ Ω. We require
ω(a1a2) = (ωa1)a2 ; ω1A = ω,
for all a1, a2 ∈ A and ω ∈ Ω.
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Let A be a group which permutes two sets Ω1 and Ω2. Then the actions of A on Ω1
and Ω2 are called permutation isomorphic (or also that Ω1 and Ω2 are isomorphic A-sets),
if there exists a bijection λ : Ω1 −→ Ω2 such that
λ(ωa) = λ(ω)a for all ω ∈ Ω1, a ∈ A.
Now, we consider the well-known Brauer’s permutation lemma.
Theorem 1.13 (Brauer). Let A be a group which acts on the elements of a group G (not
necessarily by authomorphism), preserving the conjugacy classes, which means
(gG)a = (ga)G, for a ∈ A. (1.5)
Furthermore, A acts on Irr(G), by χ 7→ χa, where
χa(g) = χ(ga
−1
), for all g ∈ G, χ ∈ Irr(G) and a ∈ A (1.6)
Then for each a ∈ A, the number of fixed irreducible characters of G is equal to the number
of fixed classes.
Proof. See [Hu1, Theorem 18.5].
We recall also the following proposition.
Proposition 1.14. Let Ω be an A-set and pi(a) the number of fixed points of a on Ω. If t
is the number of orbits of A on Ω, then∑
a∈A
pi(a) = t|A|.
Proof. See [Hu1, Theorem 11.6.(a)].
By Brauer’s permutation lemma and Proposition 1.14, we obtain the following.
Corollary 1.15. If A is a group which acts on the elements of G as in (1.5), and on Irr(G)
as in (1.6), then Irr(G) and Cl(G) have the same number of A-orbits.
We introduce some notation. We say that A acts on G “via automorphisms” when is
given an homomorphism A −→ Aut(G). Then, in this case, there is a natural action of
A on Irr(G). That is, for all χ ∈ Irr(G) and a ∈ A, we can define the character χa of G,
by χa(g) = χ(ga
−1
). Moreover, we can construct the semidirect product Γ = G o A, so
that G / Γ, A ≤ Γ, GA = Γ and G ∩ A = 1; note that the given action of A on G is the
action by conjugation in Γ. Therefore A acts on the conjugacy classes and on the set of
irreducible characters of G as described in (1.5) and in (1.6), respectively. Thus we can
state the following remark.
Remark 1.16. Let A be a group which acts on G by automorphism. Then, for each a ∈ A,
the number of fixed irreducible characters of G is equal to the number of fixed classes of G.
Furthermore, Irr(G) and Cl(G) have the same number of A-orbits.
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We observe that, if A is a group that acts on a group G by automorphisms, then Irr(G)
and Cl(G) are not necessarily isomorphic A-sets, as we can see by Example 1.
We denote by IrrA(G) the following set
IrrA(G) = {χ ∈ Irr(G) : χa = χ, ∀a ∈ A}.
Example 1. Let G be an elementary abelian group of order p2, for some prime p > 2 and
A a dihedral group of order 2p. Then there are two possible actions of A on G such that
(a) IrrA(G) = {1} and |CG(A)| > 1;
(b) | IrrA(G)| > 1 and CG(A) = {1}.
We know that A has the following presentation
A = 〈a, b : ap = b2 = 1, ab = a−1〉
and we can write G = 〈g1〉 × 〈g2〉, where 〈gi〉, is a cyclic group of order p, for i = 1, 2.
(a) In this case we define the action of A on G in this way:
ga1 = g1, g
b
1 = g1; g
a
2 = g1g2, g
b
2 = g
−1
2 .
Since G can be considered as a vector space of dimension 2 on a field of order p, we can see
the action of A on G, described above, in the following matrix form:
a =
[
1 0
1 1
]
, b =
[
1 0
0 −1
]
.
Clearly the action is well-defined; in fact the smallest positive integer such that (g2)
ak = g2
is k = p, while b is actually an involution. We note also that ab = a−1.
By definition, g1 ∈ CG(A). On the other hand, we show that IrrA(G) = 1. Let
λ ∈ IrrA(G), we have that λa = λ and λb = λ. In particular
λ(g2) = λ
a(g2) = λ(g
a−1
2 ) = λ(g
−1
1 )λ(g2);
λ(g2) = λ
b(g2) = λ(g
b
2) = λ(g
−1
2 )
and this is possible only if λ(g−11 ) = λ(g2) = 1, that is, if λ is the principal character.
(b) In this second case we define the action of A on G in this way:
ga1 = g1, g
b
1 = g
−1
1 ; g
a
2 = g1g2, g
b
2 = g2.
Note that we have just shifted the action of b from g1 to g2. So, now, we have the following
matrix form for a and b:
a =
[
1 0
1 1
]
, b =
[−1 0
0 1
]
.
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As above, the action is well-defined. In this case, however, it is easy to see that CG(A) = 1.
On the other hand, if we take 1 6= θ ∈ Irr(G) such that 〈g1〉 ⊆ ker(θ), then
θa(g1) = θ(g1), θ
b(g1) = θ(g
b
1) = 1 = θ(g1);
θa(g2) = θ(g
a−1
2 ) = θ(g
−1
1 g2) = θ(g2), θ
b(g2) = θ(g
b
2) = θ(g2).
We conclude that θ is A-invariant, as wanted.
If a solvable group A acts on a group G and (|A|, |G|) = 1, we have the following
stronger result, which is a consequence of the so-called Glauberman’s correspondence (see,
for instance, Section 13 of [Is3]).
Theorem 1.17. Let A be a group which acts on a group G such that A is solvable and
(|G|, |A|) = 1. Then
(a) A fixes the same number of irreducible characters and conjugacy classes of G.
(b) The actions of A on Irr(G) and Cl(G) are permutation isomorphic.
Proof. See [Is3, Theorem 13.24].
Part (b) of Theorem 1.17 follows from part (a) by the following general result.
Theorem 1.18. Let the group A acts on two sets Ω1 and Ω2. Suppose that for every
B ≤ A, the number of fixed points of B on Ω1 equals the number of fixed points of B on
Ω2. Then Ω1 and Ω2 are isomorphic A-sets.
Proof. See [Is3, Lemma 13.23].
1.4 The theorems of Ito-Michler and Thompson
We state now two very important theorems in the character theory of finite groups, which
we will often refer to during our work.
The first theorem, was written in 1951 by N. Ito ([It1]) for solvable groups, and thirty
years later, it has been completed for all groups by G. Michler (see [Hu1, 19.10-19.11]).
Theorem 1.19 (Ito-Michler). Let G be a group and p be a prime. If p - χ(1) for every
character χ ∈ Irr(G), then G has a normal Sylow p-subgroup.
By applying Clifford theory, we derive the following consequence of Theorem 1.19.
Corollary 1.20. Let G be a group and p be a prime. Then p - χ(1) for every character
χ ∈ Irr(G) if and only if G has a normal abelian Sylow p-subgroup.
Proof. Assume, first, that p - χ(1), for all χ ∈ Irr(G), and let P be the normal Sylow
p-subgroup of G. Suppose, by contradiction, that P is not abelian. Hence, there exists a
character θ ∈ Irr(P ) such that θ is not linear, that is, θ(1) is a power of p greater than
1. Let χ ∈ Irr(G|θ), then, by Clifford theory, χ(1) = kθ(1), for some positive integer k,
contradicting the hypothesis.
Conversely, let P be a normal abelian p-subgroup of G. By Theorem 1.6, for all χ ∈
Irr(G) we have that χ(1) divides |G : P |, which is coprime to p.
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The second theorem that we want to state is due to J. G. Thompson ([T]).
Theorem 1.21. Let G be a group and p be a prime. Suppose that p
∣∣χ(1) for every
nonlinear character χ ∈ Irr(G), then G has a normal p-complement.
1.5 Frobenius groups
In this section we want to familiarize the reader with Frobenius groups.
Theorem 1.22 (Frobenius). Let G have a subgroup H 6= 1 such that Hg ∩H = 1, for all
g ∈ GrH (in particular NG(H) = H). Then
K = Gr
⋃
g∈G
(H − 1)g
is a normal subgroup of G, K ∩H = 1 and G = KH.
Proof. See [Hu1, Theorem 16.1].
A group G with a subgroup H which satisfies the hypothesis of Theorem 1.22 is called
Frobenius group, with (Frobenius) complement H and with Frobenius kernel K.
Let A be a group which acts on G. We say that the action of A on G is fixed-point-free
if ga 6= g, for all 1 6= g ∈ G and 1 6= a ∈ A.
Proposition 1.23. The following statements are equivalent.
(a) G is a Frobenius group with complement H and with Frobenius kernel K.
(b) G = KH with 1 < K / G, 1 < H < G and the action by conjugation of H on K is
fixed-point-free.
Proof. See [Hu1, Proposition 16.5].
Lemma 1.24. Let G = KH be a Frobenius group with complement H and with Frobenius
kernel K.
(i) |H| divides |K| − 1. In particular (|G : K|, |K|) = 1, hence K is characteristic in G
(ii) All complements of K in G are conjugate to H.
Proof. See [Hu1, Lemma 16.6].
We collect in the following theorem some of the most important properties of Frobenius
groups.
Theorem 1.25. Let G = KH be a Frobenius group with complement H and with Frobenius
kernel K.
1. K is nilpotent.
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2. If P ∈ Sylp(H), then
(i) P is cyclic, if p > 2;
(ii) P is cyclic or a generalized quaternion group, if p = 2.
3. If 2 - |H|, then all Sylow subgroups of H are cyclic, hence H is solvable and H ′′ = 1
4. If |H| is even, then H contains only one involution i and yi = y−1, for all y ∈ K.
Also, K is abelian.
Proof. See [Hu1, Theorem 16.7].
We conclude this section with an useful description of the irreducible characters of a
Frobenius group. We denote by h(G) the number of conjugacy classes of a given group G.
Theorem 1.26. Let G = KH be a Frobenius group with Frobenius kernel K and Frobenius
complement H. Then G has the following irreducible characters.
1. The characters Irr(H) = {ψ1, . . . , ψs}, that, by the isomorphism H ∼= G/K, corre-
spond to the characters of G which contain K in the kernel.
2. The characters χ ∈ Irr(G) with K * ker(χ) are such that χ = ϕG, for some 1 6= ϕ ∈
Irr(K). Furthermore, if 1 6= ϕ ∈ Irr(K), we have ϕG ∈ Irr(G).
In particular,
h(G) = h(H) +
h(K)− 1
|H| .
Proof. See [Hu1, Theorem 18.7] and [Is3, Theorem 6.34].
Theorem 1.26 has the following converse.
Theorem 1.27. Let 1 < K / G and suppose that ϕG ∈ Irr(G), for every 1 6= ϕ ∈ Irr(K).
Then G is a Frobenius group with Frobenius kernel K.
Proof. See [Hu1, Theorem 19.18].
1.6 Other facts
We are going to list some basic results on group theory, in order to recall a few useful
properties, and to establish some notation.
Frattini argument
First, we remember the following well-known theorem.
Theorem 1.28 (Frattini Argument). Let G be a finite group, N / G and let P be a
Sylow p-subgroup of N . Then G = NG(P )N .
Proof. See [KS, 3.1.4].
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Fitting and Frattini subgroups
We recall that the Fitting subgroup of a given group G, denoted by F(G), is defined as the
product of all normal nilpotent subgroups of G. By the properties of nilpotent groups, the
Fitting subgroup is unique, so it is characteristic in G.
Another important characteristic subgroup of G is the Frattini subgroup Φ(G), defined
as the intersection of all the maximal subgroups of G. An application of the Frattini ar-
gument gives that Φ(G) is nilpotent, so Φ(G) ⊆ F(G). Furthermore, if P is a p-group (p
prime), then Φ(P ) is the smallest normal subgroup N of P such that P/N is elementary
abelian ([KS, 5.2.8]).
We provide a formula relating the Fitting and the Frattini subgroups.
Theorem 1.29. For all finite groups G, we have
F(G/Φ(G)) = F(G)/Φ(G) (1.7)
Proof. See [Is1, Corollary 8.25].
Wreath product
Let us see, now, the definition and the basic properties of the wreath product of two groups.
Theorem 1.30. Let G be a group and H a permutation group on the finite set Ω =
{1, . . . , n}. On the set
G oH = {(f, h) : h ∈ H, f : Ω −→ G},
we define a product by
(f1, h1)(f2, h2) = (f, h1h2), where f(j) = f1(j)f2(j
h1), for j ∈ Ω.
(i) G oH is a group of order |G|n|H|, called the wreath product of G and H.
(ii) The map α defined by α((f, h)) = h is an epimorphism from G oH onto H. We have
that
ker(α) = B = {(f, 1) | f : Ω −→ G}
is isomorphic to G× · · · ×G
n
; B is called the base group of the wreath product.
B has the following complement in G oH
H = {(e, h) : h ∈ H},
where e(j) = 1 for all j ∈ Ω and H ∼= H.
Proof. See [Hu1, Theorem 25.1].
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Characters of p-defect zero
We say that a character χ ∈ Irr(G) is said to be of p-defect zero, for a given prime p, if p
does not divide |G|/χ(1). We recall a fundamental result of R. Brauer.
Theorem 1.31 (Brauer). Let χ ∈ Irr(G) be a character of p-defect zero. Then χ(g) = 0
for every element g ∈ G such that p divides o(g).
Proof. See [Is3, Theorem 8.17].
The characteristic subgroups Op(G) and O
p(G)
Let p be a prime. The product of all normal p-subgroups of G is a normal p-subgroup of
G, which we denote by Op(G). Then Op(G) will be the largest normal p-subgroup of G.
In a sort of dual, let Op(G) denote the unique smallest normal subgroup of G such that
G/Op(G) is a p-group.
Chapter 2
Automorphism conjugate
characters
2.1 Introduction to the class of groups “AC”
In this chapter we consider a new question regarding the relation between the structure of a
finite group G and its set of character degrees. We recall that if χ ∈ Irr(G) and a ∈ Aut(G),
we define χa(g) = χ(ga
−1
), for each g ∈ G. By Lemma 1.8(i), χa is an irreducible character
of G.
In this chapter we will study groups G with the following property: whenever 1G 6=
χ, θ ∈ Irr(G) are such that χ(1) = θ(1), there exists a ∈ Aut(G) such that χ = θa (we say
in this case that χ and θ are automorphism conjugate). We call AC the class of the groups
G satisfying this property.
Our work is related to two recent papers. The first is due to D.Chillag and M.Herzog
([CH], 2008). In that paper the authors classified the nonperfect groups G, such that
χ(1) = θ(1) if and only if θ = χ, for any nonlinear χ 6= θ ∈ Irr(G). The second work is
an article of S. Dolfi, G. Navarro and P. H. Tiep ([DNT2], 2010). Let n = |G| and let
G = Gal(Qn/Q) be the Galois group of the n-th cyclotomic extension. Then G naturally
acts on the set Irr(G), preserving character degrees. In [DNT2] the authors characterize
the finite groups such that, whenever 1 6= χ, θ ∈ Irr(G) have the same degree, then χ = θσ,
for some σ ∈ G.
During our work on groups in AC, we often used GAP software ([GAP]). We would like
to thank Klaus Lux, who provided an efficient function (with GAP), which verifies whether
or not a group (of the GAP’s library of “SmallGroups”) is in AC.
We begin by describing some properties of automorphism conjugate characters. Let χ
be a character of G. For a definition of ker(χ), Z(χ) and o(χ) (the determinantal order of
χ), we refer the reader to Section 1.1. We write Q(χ) to denote the field generated by Q
and the values χ(g), for all g ∈ G.
LetH andK be two subgroups of G. We say thatH andK are automorphism conjugate
if there exists a ∈ Aut(G) such that H = Ka
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Lemma 2.1. Let G be a finite group. If χ, θ ∈ Irr(G) are automorphism conjugate, then
(a) Q(χ) = Q(θ);
(b) ker(χ) and ker(θ) are automorphism conjugate;
(c) Z(χ) and Z(θ) are automorphism conjugate .
Proof. Let α ∈ Aut(G). Since the field generated by θ(g), for all g ∈ G, is the same as the
one generated by θ(gα), for all g ∈ G, it follows (a). Parts (b) and (c) follow directly by
definitions of ker(χ) and Z(χ).
The next remark is fundamental in order to use inductive arguments.
Lemma 2.2. Let N be a characteristic subgroup of G. If G is in AC, then G/N is in AC.
Proof. Let χ˜ and θ˜ irreducible characters of G/N such that χ˜(1) = θ˜(1). We know that χ˜
and θ˜ correspond respectively to two irreducible characters of G, χ and θ, whose kernels
contain N , and χ(1) = θ(1) (Theorem 1.4). Then, by assumption, there exists a ∈ Aut(G)
such that χa = θ.
Since N is characteristic in G, by Lemma 2.1(b), it follows that N ≤ ker(χa). So, it
is well-defined the character χ˜ a ∈ Irr(G/N), as the character correspondent to χa. Thus
χ˜a = θ˜. Also, a ∈ Aut(G/N) and then G/N is in AC.
Our work will be focused on solvable groups (Section 2.2). Then, in Section 2.3, we will
present a few remarks on simple groups in AC .
2.2 Solvable groups
We can summarize the results of this section in the following theorem.
Theorem 2.3. Let G be a solvable group in AC. Then G is one of the following groups:
(i) G is a p-group, for some prime p.
(ii) G = KP is a Frobenius group, with Frobenius kernel K and complement P . In this
case we have that either
(a) |P | = p and K is a q-group in AC, for distinct primes p, q (and if K is abelian,
then the order of qmod p is p− 1); or
(b) P ∼= Q8 and K is elementary abelian of order 32, 52, 72, 112 or 232.
We have an additional result related to (i).
Proposition 2.4. If G is an abelian group, G is in AC if and only if it is an elementary
abelian p-group. Furthermore, G is an extraspecial p-group in AC if and only if G has
exponent p or G ∼= Q8.
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2.2.1 Nilpotent groups
In this section, we will prove Proposition 2.4. We remark that case (i) of Theorem 2.3
follows directly from Lemma 2.6. We will complete the proof Theorem 2.3 in Section 2.2.2.
First, we easily get a description of abelian groups in AC. From now on, following the
notation of [MW], we will denote a field of order pn by GF (pn). (GF stands for “Galois
Field”.)
Lemma 2.5. Let G be an abelian group. Then G is in AC if and only if G is elementary
abelian.
Proof. Suppose that G is in AC. Since G is abelian, all nontrivial characters of G have
degree 1, so they are all automorphism conjugate. Then, by Lemma 2.1(ii), the kernels of
all nonprincipal characters have the same index in G. Let p be a prime number in pi(G).
We know that there exists a normal subgroup N of G, such that |G : N | = p, because G is
abelian. If we consider 1 6= χ˜ ∈ Irr(G/N), it corresponds to an irreducible character χ ∈
Irr(G) such that ker(χ) = N (Theorem 1.4). Then the kernels of all nonprincipal characters
of G have index p in G. This means that all nonprincipal characters of G have order p. By
Theorem 1.6, G is isomorphic to the dual group Gˆ, where Gˆ = Hom(G,C) = Irr(G), then
G is elementary abelian.
Conversely, if G is an elementary abelian group of order pn, G can be viewed as a vector
space V of dimension n, over the field of order p. It is well-known that Aut(G) = GL(n, p).
There is a cyclic subgroup C ≤ GL(n, p) isomorphic to the multiplicative group of the field
of order pn, GF (pn)×, a so-called Singer Cycle. In fact, if we take an element a ∈ GF (pn)×,
the map v 7→ va, for any v ∈ V , describes an automorphism of V . Every nontrivial element
of C fixes only the identity of G and C acts transitively on Gr {1}.
Now, we consider Gˆ = Irr(G), the dual group of G. By Brauer’s permutation lemma
(Theorem 1.13), C and every subgroup T of C, being cyclic, fix only the identity of Gˆ.
It follows, by Theorem 1.18, that G and Gˆ are permutation isomorphic. Thus C acts
transitively on Gˆr {1} and we can conclude that G is in AC.
Let us consider now the more general case where G is a nilpotent group.
Lemma 2.6. Let G be a nilpotent group. If G is in AC then G is a p-group, for some
prime p.
Proof. Let pi(G) = {p1, . . . , pn}. Since G is nilpotent, we can decompose G in the direct
product of its n distinct nontrivial Sylow pi-subgroups
G = Sp1 × · · · × Spn .
Suppose by contradiction that n > 1. We know that Spi , for each i = 1, . . . , n, has at least
one linear nonprincipal character λi ∈ Irr(Spi) (by Theorem 1.7, because S′pi < Spi). Now
we consider θ1 = λ1 × 1 × · · · × 1 and θ2 = 1 × λ2 × · · · × 1, irreducible characters of G.
By assumption and by Lemma 2.1(i), we have that Q(θ1) = Q(θ2). But this is impossible
since, for all g ∈ G, each θi(g) is a qi-th root of unity, where qi is a power of pi. Hence only
one prime divides the order of G, as desired.
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During our study of p-groups in AC, we have obtained the classification of extraspecial
groups in AC.
Extraspecial groups
We want to recall, first, some well-known facts about characters of an extraspecial p-group
P of order p2n+1. First, remember the following properties of P : Φ(P ) = Z(P ) = P ′ and
|P ′| = p, then P/P ′ is elementary abelian of order p2n. By Theorem 7.5 of [Hu1], Irr(P )
consists of p2n linear characters and p − 1 irreducible characters of degree pn, vanishing
outside Z(P ).
To get our goal about extraspecial p-groups, we need the following results of Winter’s
paper [Win] on the automorphism group of an extraspecial p-group.
Theorem 2.7. [Win, Theorem 1] Let p be a prime and let P be an extraspecial p-group of
order p2n+1. Let I be the group of inner automorphisms and let H be the normal subgroup
of Aut(P ) consisting of all elements of Aut(P ) which act trivially on Z(P ). Then AutP =
〈θ〉H where θ has order p−1, H∩〈θ〉 = 1 and H/I is isomorphic to a subgroup of Sp(2n, p).
Furthermore,
(a) If p is odd and P has exponent p, H/I ∼= Sp(2n, p) of order
pn
2
n∏
i=1
(p2i − 1).
(b) If p is odd and P has exponent p2, H/I is the semidirect product of Sp(2n−2, p) and
a normal extraspecial group of order p2n−1. (If n = 1, H/I has order p.)
(c) If p = 2, H/I is isomorphic to the orthogonal group O±(2n, 2) of order
2n(n−1)+1(2n − ())
n−1∏
i=1
(22i − 1).
We have O+(2n, 2) and  = 1 if P is isomorphic to the central product of n dihedral
groups of order 8 and O−(2n, 2) and  = −1 if P is isomorphic to the central product
of n− 1 dihedral groups of order 8 and a quaternion group.
Corollary 2.8. [Win, Corollary 1] Let p be an odd prime and let P be an extraspecial
p-group of exponent p2. There is a nontrivial element of P/Z(P ) left fixed by every auto-
morphism of P .
Now, we are ready to prove our main result on extraspecial p-groups in AC.
Theorem 2.9 (Classification of extraspecial groups in AC). Let P be an extraspecial
p-group. Then P is in AC if and only if P satisfies one of the following conditions:
(a) P ∼= Q8, the quaternion group of 8 elements, if p = 2.
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(b) P has exponent p, if p > 2.
Proof. Let H be the subgroup of Aut(P ) consisting of all elements which act trivially on
Z(P ) and let I be the inner automorphisms group of P . If α ∈ Aut(P ) and β ∈ H, for
each z ∈ Z(P ) we have that βα(z) = α−1β(α(z)) = α−1(α(z)) = z, so H E Aut(P ).
Let p = 2. By Theorem 2.7, we know that H = Aut(P ) and that H/I = Out(P )
is isomorphic to O+(2n, 2), respectively O−(2n, 2), the orthogonal group of dimension 2n
defined over the field of order 2, stabilizing a quadratic form of index n, respectively n− 1
(i.e., for which there is a maximal isotropic subspace of dimension n, respectively n−1). In
fact, since Z(P ) = Φ(P ), we can view P/Z(P ) as a vector space of dimension 2n, equipped
with a quadratic form. On the other hand, P/Z(P ) = P/P ′ is isomorphic to his dual group
P̂/P ′ = Irr(P/P ′), so we can consider the action of O±(2n, n) on P̂/P ′ instead of P/Z(P ).
Let Ω±(2n, n) denote the subgroup of index 2 in O±(2n, n) for which Dickson invariant is
zero (for more details see [A]). It is the derived subgroup of the orthogonal group, except
for Ω+(4, 2).
By classical results on orthogonal groups (see [A] or Proposition 0 in [Gr]), for n ≥ 2,
Ω±(2n, n) acts transitively on the nonsingular vectors and on the nonzero singular vectors.
Since the quadratic form associated to the orthogonal group preserves the sets of singular
and nonsingular vectors (both nonempty for n ≥ 2), O±(2n, n) cannot act transitively on all
the nonzero vectors. Then Out(P ) does not act transitively on all nonprincipal characters
of P/P ′. Since the set Irr(P/P ′) corresponds to the linear characters of P (Theorem 1.7),
P is not in AC for n ≥ 2.
If n = 1 then P is D8 or Q8. If P = D8, it is not in AC, because Aut(D8) = D8, so it
does not act transitively on the set of 3 nontrivial linear characters. Conversely, let P = Q8,
then Aut(Q8) = S4, that is, Out(Q8) = C3 and it acts transitively on the set of nontrivial
linear characters of Q8. Recall that Q8 has only one nonlinear irreducible character (of
degree 2). We can conclude that for p = 2 only Q8 is in the class AC.
Assume now p > 2 and P of exponent p2. By Corollary 2.8 follows that Aut(P ) fixes a
nonidentity element of P/Z(P ). By Brauer’s permutation lemma (Theorem 1.13), there is
an irreducible nonprincipal character of P/Z(P ), and then a linear nonprincipal character
of P , left fixed by Aut(P ). In this case, therefore, P is not in AC.
Finally assume p > 2 and P of exponent p. By Theorem 2.7 follows that Aut(P ) is a
split extension of 〈θ〉 and H, where θ has order p − 1 and H/I ∼= Sp(2n, p). The p − 1
characters of P of degree pn are precisely those characters whose kernel does not contain
Z(P ), so they correspond to the p − 1 nontrivial linear characters of Z(P ) and 〈θ〉 acts
transitively on them. In fact, 〈θ〉 acts transitively on Z(P ) r {1} and it fixes only the
principal character of Z(P ). Since 〈θ〉 is cyclic, by Theorem 1.18, Irr(Z(P )) and Z(P ) are
isomorphic 〈θ〉-sets.
On the other hand it is known that Sp(2n, p) acts transitively on the non-zero vectors
of the symplectic vector space of dimension 2n on a field of order p (see for example [Hu2],
p.221). So H/I acts transitively on P/Z(P ). By Corollary 1.15, H/I acts transitively on
the nontrivial linear characters of P , then P is in AC, concluding the proof.
At this stage, Proposition 2.4 has been proved. We conclude this first part with two
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more results concerning p-groups in AC.
Remark 2.10. Direct products of extraspecial p-groups in AC are not in AC.
Proof. Let P be an extraspecial p-group of order p2n+1 in AC. We consider the direct
product P × P and we suppose, by contradiction, that P × P is in AC. Let λ be an
irreducible linear character of P such that λ 6= 1P , where 1P is the principal character of
P . In particular ker(λ) < P = ker(1P ). Now, let χ in Irr(P ), such that χ(1) = p
n. We
have that λ× χ, 1P × χ ∈ Irr(P × P ) and
(λ× χ)(1) = λ(1)χ(1) = pn = (1P × χ)(1).
By hypothesis, therefore, there exists a ∈ Aut(P × P ) such that
(λ× χ)a = (1P × χ).
By Lemma 2.1 we have that ker(λ×χ)a must be equal to ker(1P ×χ) = P ×ker(χ) and this
is a contradiction, because |ker(λ × χ)a| = |ker(λ × χ)| = |ker(λ)||ker(χ)| < |ker(1P × χ)|.
So P × P is not in AC.
In the next section we will study Frobenius groups in AC. We know that Sylow subgroups
of a Frobenius complement are cyclic or generalized quaternion groups (Theorem 1.25) and
we will see that they are also in AC. We have just proved that Q8 is in AC. In the next
Proposition we will see that no generalized quaternion group besides Q8, is in AC.
Proposition 2.11. Let G be a generalized quaternion group. Then G is in AC if and only
if G = Q8.
Proof. By Theorem 2.9, we know that Q8 is in AC. So it is enough to prove that if G is a
generalized quaternion group in AC, then G ∼= Q8. We recall that a generalized quaternion
group of order 22n+1 has the following presentation:
Q2n+1 = 〈a, b : a2
n
= 1 = b4, a2
n−1
= b2, ab = a−1〉.
Let G = Q2n+1 for n ≥ 3 (that is, G 6= Q8) and suppose, by contradiction, that G is in AC.
Consider now the characteristic subgroup N = 〈a〉 of G. Then N is the unique subgroup
of G of order 2n, because the elements of GrN have order 4.
By the presentation of G and elementary commutator properties, the derived subgroup
of G is the subgroup generated by [a, b]. Hence G′ = 〈a−2〉 = 〈a2〉. Thus |G/G′| = 4
and by Theorem 1.7, G has 3 linear nonprincipal characters. Moreover G′ ≤ N , so there
exists a nonprincipal linear character λ ∈ Irr(G) such that ker(λ) = N . Then, we take
µ ∈ Irr(G) to be a nonprincipal linear character such that µ 6= λ. By assumption, there
exists a ∈ Aut(G) such that λa = µ. Now, by Lemma 2.1(b), we know that the kernels of
λ and µ have to be conjugate by a. Since N is characteristic in G , we have
N = Na = ker(λa) = ker(µ).
We recall if |G/N | = 2, then the set Irr(G/N) has a unique linear nontrivial character
which corresponds to a unique linear nontrivial character of G with kernel N . In other
words λ = µ, a contradiction. Then G is not in AC.
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We conclude this part by pointing out an open question:
I Is it possible to classify p-groups in AC?
With the help of GAP software ([GAP]), we found examples of the smallest (special) p-
groups in AC.
- If p = 2, in addition to Q8, the smallest examples are two groups of order 2
6. In the
GAP’s library of “Small Groups” they are identified by [64, 82] and [64, 245].
- If p = 3, in addition to the smallest extraspecial 3-group of order 35, the smallest
examples are of order 36: two 3-special groups of exponent 3. In the GAP’s library
of “Small Groups” they are identified by [729, 122] and [729, 469].
- If p = 5, similarly to p = 3, the smallest examples are of order 56, with exponent 5.
They are identified by [56, 220] and [56, 276].
We observe that, for the moment, we did not find examples of p-groups, with p odd and
exponent bigger than p.
2.2.2 Solvable non-nilpotent groups
In order to complete the proof of Theorem 2.3, let us consider solvable non-nilpotent groups
in AC. We start by proving two preliminary results.
Lemma 2.12. Let G be a finite group in AC. Let K be a characteristic subgroup of G and
let θ ∈ Irr(K). Set T = IG(θ) and suppose that T/K is solvable. If (o(θ)θ(1), |T/K|) = 1,
then T = K.
Proof. We know by Theorem 1.12, that there exists a canonical extension of θ, θˆ ∈ Irr(T ).
Suppose, by contradiction, that K < T and let λ be a nonprincipal linear character of
T/K, (such character exists because T/K is solvable). Using Gallagher’s Theorem 1.11
we have that ψ = (λθˆ)G and χ = (θˆ)G are irreducible characters of G of the same degree.
Then there exists a ∈ Aut(G) such that χa = ψ. Now, by Clifford’s Theorem 1.9, we know
that ψK and (χ
a)K are sums of G-conjugates of θ and θ
a, respectively. So θ and θa are
G-conjugates, in other words there exists g ∈ G such that θg = θa. By replacing a by ag−1,
we may assume that χa = ψ and θa = θ. Note that T a = T and that χa = (θˆa)G, where
(θˆa)K = (θˆK)
a = θa = θ. Since the Clifford Correspondence is a bijection, we have
θˆa = θˆλ.
By Theorem 1.12, recall that o(θˆ) = o(θ). It follows that o(θˆλ) = o(θˆa) = o(θˆ) = o(θ). On
the other hand, by definition of order of a character,
o(θˆλ) = o(det(θˆλ)) = o(det(θ)λθ(1)).
So o(det(θ)λθ(1)) = o(θ). This means that o(λθ(1)) divides o(θ) and hence λθ(1)o(θ) = 1.
Since (o(θ)θ(1), |T/K|) = 1, we conclude that λ = 1, a contradiction.
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Corollary 2.13. Let G be a finite group in AC. Suppose that G has a normal Hall subgroup
K and that G/K is solvable. Then G is a Frobenius group with kernel K.
Proof. Since K is a normal subgroup of G and (|K|, |G/K|) = 1, then K is a characteristic
subgroup of G. Hence by Lemma 2.12, for all 1 6= θ ∈ Irr(K) we have that IG(θ) = K.
Suppose, by contradiction, that G is not a Frobenius group with kernel K. So, there
exist 1 6= y ∈ K and x ∈ G rK such that yx = y. Hence, the nontrivial conjugacy class
yK is fixed by 〈x〉. By Brauer’s permutation lemma (Theorem 1.13) we know that the
number of 〈x〉-fixed conjugacy classes of K is equal to the number of 〈x〉-fixed irreducible
characters of K. Then 〈x〉 fixes a nonprincipal character ψ ∈ Irr(K). This means that
〈x〉 ≤ IG(ψ) = K, a contradiction. Thus G is a Frobenius group.
We come now to the main result on solvable non-nilpotent groups in AC.
Theorem 2.14. Let G be a solvable non-nilpotent group in AC. Then G = KP is a
Frobenius group with kernel K, where K is a q-group in AC, q prime, and either P is a
complement of prime order p, or P ∼= Q8.
Proof. Since G is a solvable non-nilpotent group, there exists a prime p such that 1 <
Op(G) < G. Let K = Op(G) and then consider L = Op
′
(K). Note that K and L are
characteristic in G. So by Lemma 2.2 and Corollary 2.13, G/L is a Frobenius group with
Frobenius kernel K/L, because K/L is a normal Hall subgroup of G/L. By Theorem 1.25,
we know that G/K is cyclic or a generalized quaternion group. Also, by Lemma 2.2, G/K
is in AC, because K is characteristic in G. Then G/K is of order p, or isomorphic to Q8
(Lemma 2.5 and Proposition 2.11). Moreover, G/L is non-nilpotent (the Fitting subgroup
of G/L is K/L), and we claim that Op
′
(G) = G. Let M = Op
′
(G). We have that G/ML
is a p′-group and it is a quotient of G/L, so Op
′
(G/L) ≤ ML/L. But Op′(G/L) = G/L,
then ML/L = G/L, that is, G =ML. On the other hand, since L = Op
′
(K), we have that
L ≤M . Thus G =ML =M .
We claim now that G is a Frobenius group with kernel K. First, we suppose that there
exists 1 6= N < L such that N is a characteristic subgroup of G. By Lemma 2.2, G/N
is in AC. Hence, by induction, G/N is a Frobenius group with kernel M/N , a q-group, q
prime, and complement G/M , of order a prime t or isomorphic to Q8. Since O
p′(G) = G,
we conclude that M = K, so t = p and K/N is a q-group. Furthermore, Op
′
(K) ≤ N < L
and this is a contradiction.
So, L has no proper nontrivial characteristic subgroups. Since L is solvable, L is an
elementary abelian p-group. Recall that K = Op(G). Let 1 6= θ ∈ Irr(K). Then θ(1)
is coprime to p. Since K ′ charKcharG, we have that K ′ charG, so K/K ′ is a p′-group.
By definition of determinantal order (see Section 1.2), o(θ) = |K : ker(det(θ))|, then o(θ)
divides |K/K ′|. It follows that every character of K has determinantal order coprime
to p. We conclude that (o(θ)θ(1), p) = 1, so, by Lemma 2.12, IG(θ) = K, for every
1 6= θ ∈ Irr(K). By Brauer’s permutation lemma (Theorem 1.13), we have that G/K
acts (by conjugation) fixed-point-freely on K, then G is a Frobenius group with Frobenius
kernel K, by Proposition 1.23. Thus K is nilpotent and Op(K) = K, it follows that K is
a p′-group and L = Op
′
(K) = 1.
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If we prove that K is in AC, as K is nilpotent (Theorem 1.25), by Lemma 2.6 we can
state that K is a q-group, for a suitable prime q 6= p, and this completes the proof. Suppose,
by contradiction, that there exist two nontrivial distinct characters ϕ and ψ in Irr(K) such
that ϕ(1) = ψ(1), but which are not automorphism conjugate. Hence, it does not exist
a ∈ Aut(K) such that ϕa = ψ. Now, ϕG and ψG are irreducible characters of G of the
same degree (Theorem 1.26). By assumption ϕG 6= ψG, because otherwise ψ and ϕ are
G-conjugate (and G/Z(K) ≤ Aut(K)). But G is in AC, so there exists b ∈ Aut(G) such
that (ϕG)b = ψG. This means that ϕbg = ψ, for some g ∈ G, and this is a contradiction
because the product of the restriction of b to K (recall that K is a characteristic subgroup
of G) and the inner automorphism induced by g is an automorphism of K. Hence K is in
AC.
It is not difficult (with the help of GAP software) to prove that the converse of Theo-
rem 2.14 is not true. We found examples of Frobenius groups with complement of order p
or isomorphic to Q8 and kernel a q-group, which are not in AC. Some small examples are
the Frobenius groups C7 o C3 , C13 o C3 or (C13 × C13)oQ8 , (C17 × C17)oQ8.
Now, we want to get a more detailed structure description of both families of groups
given in Theorem 2.14.
In order to characterize these groups, we will use some technical results on 2-transitive
groups. Recall that if G is a permutation group on a set Ω, then G acts 2-transitively on Ω
if and only if for any pairs (α1, α2), (β1, β2) ∈ Ω×Ω, with α1 6= α2 and β1 6= β2, there exists
g ∈ G such that αg1 = β1 and αg2 = β2. It is a well-known result that if G is a transitive
group on a set Ω of n points, then G is 2-transitive on Ω if and only if the stabilizer of one
point is transitive on the remaining n− 1 points. We will prove one implication (the only
one we will need) of this result.
Lemma 2.15. Let G be a transitive group on a set Ω of n points. If the stabilizer of one
point is transitive on the remaining n− 1 points, then G is 2-transitive on Ω.
Proof. Let Gα be the stabilizer of the point α ∈ Ω and let (α1, α2), (β1, β2) ∈ Ω×Ω (where
α1 6= α2 and β1 6= β2). We shall find an element x ∈ G such that (α1x, α2x) = (β1, β2).
By assumption, there exist g, h ∈ G such that α2g = α and αh = β2. Let δ1 be the
element of Ω such that δ1h = β1. Since Gα is transitive on Ω − {α}, there exists f ∈ Gα
such that ((α1)g)f = δ1 (of course α1g 6= α). Hence
(((α1, α2)g)f)h = (δ1, α)h = (β1, β2),
and we are done.
By a result of Burnside (1911), see for example Theorem 4.1B of [DMo], we have that
the socle of a finite 2-transitive group G, is either an elementary abelian p-group, or a
nonabelian simple group. We recall that the socle of a group G is the subgroup generated
by the minimal normal subgroups of G.
In the proof of the next theorem, we shall need some properties of 2-transitive groups
with elementary abelian socle. We will use the notation of [DMo].
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Let q be a prime. We denote by AΓL(d, qm) the affine general semilinear group and
we recall that it is the group of the affine semilinear transformations on a vector space of
dimension d on a field of order qm. Then
AΓL(d, qm) = {x 7→ Axσ + b : A ∈ GL(d, qm), σ ∈ Gal (GF (qm)/GF (q)),
b ∈ GF (qm) }.
AΓL(d, qm) is a split extension of the group of translations T = {x 7→ x + b} ∼= GF (qm)
and ΓL(d, qm) = {x 7→ Axσ}. Moreover ΓL(d, qm) = GL(d, qm)oGal (GF (qm)/GF (q)).
For more information on the following result see Section 7.7 of [DMo]. We give one
more detail: in the notation of [MW], when d = 1, AΓL(1, qm) and ΓL(1, qm) are denoted
by ΓL(qm) (the semilinear group) and Γ0(q
m), respectively.
Remark 2.16. If A is a 2-transitive group with elementary abelian socle of order qn, q
prime, then A is permutation isomorphic to a subgroup of the affine general semilinear group
AΓL(d, qm), for some integers d and m such that md = n. Conversely, a subgroup A ≤
AΓL(d, qm) is 2-transitive if and only if the stabilizer of the zero vector, A0 ≤ ΓL(d, qm),
acts transitively on the set of nonzero vectors in the underlying vector space.
The following lemma relates 2-transitive groups with the groups that we will character-
ize.
Lemma 2.17. Let V be a vector space of dimension n over GF (q), where q is an odd
prime. Let H be a subgroup of GL(n, q). Assume that H acts transitively on V r {0}, then
the semidirect product of V and H is an affine 2-transitive permutation group on V , with
elementary abelian socle of order qn.
Proof. We set
G = V oH = {(v, h) : v ∈ V, h ∈ H},
with the standard notation. So, for all g1, g2 ∈ G, we have g1g2 = (v1, h1)(v2, h2) =
(v1h2 + v2, h1h2). We define the action of G on V in this way: for every w ∈ V and
g = (v, h) ∈ G
w · g = wh+ v.
This is a well-defined action, in fact
- the identity of G is 1G = (0, 1H) and w · 1G = w + 0 = w, for every w ∈ V ;
- let g1 = (v1, h1) and g2 = (v2, h2) in V . Then, for every w ∈ V , we have
(w · g1) · g2 = (wh1+ v1) · g2 = wh1h2+ v1h2+ v2 = w · (v1h2+ v2, h1h2) = w · (g1g2).
Note that G acts transitively on V and that by hypothesis H acts transitively on V r {0}.
Moreover if we call G0 the stabilizer of the “zero vector” of V , we have that G0 = {(0, h) :
h ∈ H} is isomorphic to H and that G0 acts transitively on V r {0}. By Lemma 2.15, it
follows that G acts 2-transitively on V . By Remark 2.16, since G is a 2-transitive group
with elementary abelian socle of order qn, G is permutation isomorphic to a subgroup
of AΓL(d, qm), for some integers d and m such that md = n, and H is a subgroup of
ΓL(d, qm).
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We conclude this preliminary part with some basic results on Zsigmondy primes. Let
b > 1 and n a positive integers. A prime p is called a Zsigmondy (or primitive) prime
divisor for bn − 1 if p ∣∣ bn − 1 but p - b j − 1 for 1 ≤ j < n.
The following preliminary lemma includes both Theorem II.3.10 of [Hu2] and Theorem
2.1 of [MW].
Lemma 2.18. Suppose that G acts faithfully on a GF (qm)-vector space V of dimension
d, for some prime q. Let n = md. Assume that G has a normal abelian subgroup D,
such that V is an irreducible D-module. Let G = Gal(GF (qn)/GF (q)). Then G may
be identified as a subgroup of GF (qn)× o G (i.e. the points of V may be labelled as the
elements of GF (qn) in such a way that G ≤ GF (qn)× o G is a group of permutation on
V ) and D ≤ GF (qn)×. Moreover, d is uniquely determined by |D| as the smallest natural
number such that qn − 1 ≡ 0mod |D| .
We rewrite Theorem 6.2 of [MW] about the existence of primitive prime divisors.
Lemma 2.19. Let b > 1 and n a positive integers. Then there exists a primitive prime
divisor for bn − 1 unless
(i) n = 2 and b = 2v − 1 for some v ∈ N, or
(ii) n = 6 and b = 2.
Let G = GL(d, qm), q prime. It is well known that there is a unique conjugacy class
of irreducible cyclic subgroups of order qmd − 1 in G, which are called Singer cycles. Each
Singer cycle of G acts transitively on the nontrivial vectors of GF (qmd).
We would like to thank Daniela Bubboloni, who provided the proof of the following
Lemma.
Lemma 2.20. Let d ≥ 2 and t = qm be a power of a prime q such that qmd − 1 has a
primitive prime divisor r. Let 〈ξ〉 be a Singer cycle in GL(d, t), and let ν be a power of ξ
with o(ν) = r. Then
CGL(d,t)(ν) = CΓL(d,t)(ν) = 〈ξ〉.
Proof. Let S = 〈ξ〉 and consider the following natural embeddings:
S ≤ GL(d, t) ≤ ΓL(d, t) ≤ GL(md, q).
Observe that ξ is a Singer cycle also for GL(md, q) and set C = CGL(dm,q)(ν). Since
C ≥ CΓL(d,t)(ν) ≥ CGL(d,t)(ν) ≥ S, to prove the first assertion it is enough to show that
C = S.
Let H = 〈ν〉 and V be the natural module for GL(md, q). By Lemma 2.18, V is an
irreducible Fq[H]-module (because r is a primitive prime divisor of qmd − 1). Thus Schur’s
lemma implies that EndFq [H](V ) is a finite field and hence C ≤ EndFq [H](V )× is a cyclic
group which contains S. It follows that V is also an irreducible Fq[C]-module which, by
Lemma 2.18, implies that |C| divides qmd − 1 = |S|. Hence C = S.
Now, we focus our attention to the Frobenius groups in AC with complement of order
prime p, later we will classify those with complement isomorphic to Q8.
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Frobenius groups with complement of order p.
In Theorem 2.26, we will describe Frobenius groups in AC with complement of order prime
p and abelian kernel.
We recall, first, two preliminary lemmas, which are technical results on general linear
groups.
Lemma 2.21. The centralizer of SL(d, qm) in GL(d, qm) is Z(GL(d, qm)), that is, the group
of scalar matrices in GL(d, qm).
Proof. See [Ro, 3.2.5].
Remark 2.22. Following the proof of [Ro, 3.2.5], it is easy to see also that the centralizer
of Sp(d, qm) in GL(d, qm) is Z(GL(d, qm)).
We want to thank Pablo Spiga for the proof of the following lemma.
Lemma 2.23. The centralizer of G2(2
m) in GL(6, 2m) is Z(GL(6, 2m)).
Proof. If m = 1, we have that G2(2) ∼= PSU(3, 3)oC2 (see [Atlas]), and it is a subgroup of
Sp(6, 2). This is the only case in which G2(2
m) is not simple. We can calculate, by GAP
software, that the centralizer of G2(2) in GL(6, 2) is Z(GL(6, 2)), as wanted. If m > 1, it is
well-known that G2(2
m) ≤ Sp(6, 2m) ≤ GL(6, 2m) (see, for instance, Section 4.4.3 of [Wil]).
Let C = CGL(6,2m)(G2(2
m)). Then, by Remark 2.22, C ≥ Z(GL(6, 2m)).
We claim that the converse inclusion is true. Let x ∈ C, we will show that x must be a
scalar matrix of GL(6, 2m).
Steinberg in 1962 gives generators for each simple group of Lie type. This presenta-
tion is now called the Steinberg presentation and the generators are obtained from the
root structure of the corresponding Lie algebra. In [Ma], the author find the Steinberg
generators for G2(2
m), which give a faithful and irreducible representation of dimension 6,
Γ : G2(2
m) −→ GL(6, 2m). There are
At =


1 t 0 0 0 0
0 1 0 0 0 0
0 0 1 t2 0 0
0 0 0 1 0 0
0 0 0 0 1 t
0 0 0 0 0 1


, Bt =


1 0 0 0 0 0
0 1 t 0 0 0
0 0 1 0 0 0
0 0 0 1 t 0
0 0 0 0 1 0
0 0 0 0 0 1


;
where t ∈ F = GF (2m) ( 〈At : t ∈ F 〉 and 〈Bt : t ∈ F 〉 are the so-called “root subgroups”
of G2(2
m)); and the longest element of the Weyl group of G2(2
m):
ω0 =


0 0 0 0 0 1
0 0 0 0 1 0
0 0 0 1 0 0
0 0 1 0 0 0
0 1 0 0 0 0
1 0 0 0 0 0


,
2.2 Solvable groups 27
which together with the root subgroups generates G2(2
m) from the Steinberg presentation.
We consider, now, a standard basis for a 6-dimensional vector space, {e1, . . . , e6}. We
observe that At fixes VA = 〈e1, e3, e5〉, and that Bt fixes VB = 〈e1, e2, e4, e6〉. Recall that
x ∈ C, so Atx = xAt and Btx = xBt. Since ex1 = (eAt1 )x = (ex1)At , At fixes ex1 . Moreover
ex1 = (e
Bt
1 )
x = (ex1)
Bt , so also Bt fixes e
x
1 . It follows that e
x
1 ∈ VA ∩ VB = 〈e1〉. It turns out
that ex1 = ce1, for some c ∈ GF (2m)×.
Now, we consider ex2 . We have that (e
x
2)
At = (eAt2 )
x = (te1 + e2)
x. Then At sends e
x
2
to cte1 + e
x
2 , hence e
x
2 = ce2 + v, where v ∈ VA. Furthermore, ex2 = (eBt2 )x = (ex2)Bt , so Bt
fixes ex2 . Thus v ∈ VA ∩VB = 〈e1〉, that is ex2 = re1+ ce2, where r ∈ GF (2m)×. We observe
that x commutes also with ω0, so
ex5 = (e
ω0
2 )
x = (ex2)
ω0 = (re1 + ce2)
ω0 = re6 + ce5.
This implies that r = 0, because ex5 must be in VA, as is fixed by At. Thus e
x
2 = ce2. By
the same argument, we can conclude that exi = cei, for all i ∈ {1, . . . , 6}, hence x is a scalar
matrix, as claimed.
Lemma 2.24. Let C1 be the centralizer in ΓL(d, q
m) of SL(d, qm), C2 be the centralizer in
ΓL(d, qm) of Sp(d, qm) and let C3 be the centralizer in ΓL(6, 2
m) of G2(2
m). Then
(a) if there exists a primitive prime divisor of qmd − 1, then C1 = C2 = Z(GL(d, qm)).
(b) if there exists a primitive prime divisor of 26m − 1 (i.e., if m > 1, by Lemma 2.19)
then C3 = Z(GL(6, 2
m)).
Proof. Let r be a primitive prime divisor of qmd − 1, in case (a), or of 26m − 1 in case (b).
Then r divides | SL(d, qm)| and | Sp(d, qm)| in case (a), and |G2(2m)| in case (b), because
|G2(2m)| = 26m(26m−1)(22m−1). Now, let ν ∈ SL(d, qm) (ν ∈ Sp(d, qm), and, respectively,
ν ∈ G2(2m) in case (b)) be of order r. Then 〈ν〉 can be viewed as a cyclic subgroup of
GL(d, qm) (or of GL(6, 2m) in case (b)).
Let 〈ξ〉 be a Singer cycle of GL(d, qm) and let X ≤ 〈ξ〉 be a subgroup of order r. Then
we consider two Sylow r-subgroups, R1 and R2, of GL(d, q
m) such that 〈ν〉 ≤ R1 and
X ≤ R2. Hence there exists g ∈ GL(d, qm) such that R1 = Rg2. We remark that every
Sylow r-subgroup of GL(d, qm) is cyclic, so also 〈ν〉 = Xg. It follows that 〈ν〉 ≤ 〈ξ〉g,
where 〈ξ〉g is itself a Singer cycle of GL(d, qm). From now on, we write 〈ξ〉 instead of
〈ξ〉g. Thus, by Lemma 2.20, it turns out that CΓL(d,qm)(ν) = CGL(d,qm)(ν) = 〈ξ〉 (or
CΓL(6,2m)(ν) = CGL(6,2m)(ν) = 〈ξ〉 in case (b)). In particular, it follows that
C1 = CGL(d,qm)(SL(d, q
m)), C2 = CGL(d,qm)(Sp(d, q
m))
and
C3 = CGL(6,2m)(G2(2
m)).
We conclude, by Lemma 2.21, Remark 2.22 and Lemma 2.23, that C1 = C2 = Z(GL(d, q
m))
and that C3 = Z(GL(6, 2
m)), as wanted.
The following lemma will be applied several times in the proof of Theorem 2.26.
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Lemma 2.25. Let A be a 2-transitive permutation group with elementary abelian socle K of
order qn. Let H be the stabilizer of the zero vector of K, so H ≤ ΓL(d, qm) = GL(d, qm)oG,
where d and m are some positive integers with md = n, and G = Gal(GF (qm)/GF (q)).
Suppose that H has a cyclic normal subgroup P ∼= Cp, for a prime p, such that G acts
transitively on P r {1}. Then p− 1 is the order of qmod p .
Proof. First, recall that H ≤ GL(d, qm)oG by Remark 2.16. We know that G = 〈σ〉, where
σ is an element of order m. By the assumption that G acts transitively on P r {1}, it
follows that p− 1 ∣∣ m.
Now, let k be the order of qmod p . By definition, k is the smallest integer such that
p
∣∣ qk − 1. By the Fermat’s little theorem we know that qp−1 ≡ 1mod p , so k ∣∣ p − 1 ∣∣ m.
Observe that k is also the smallest integer such that P is contained in GF (qk)×. Thus, if
we set Gk = Gal(GF (qm)/GF (qk)) = 〈σk〉, it is just G/Gk ∼= Ck which acts transitively on
P r {1}, then p− 1 ∣∣ k. We conclude that k = p− 1, as wanted.
We are now ready to prove the following theorem.
Theorem 2.26. Let G = KP be a Frobenius group in AC, with abelian kernel K - so K
is elementary abelian of order qn, q prime - and complement P of prime order p, p 6= q.
Then p− 1 is the order of q module p.
Proof. By Theorem 2.14, we remark that K is a q-group in AC, so K must be elementary
abelian (Lemma 2.5). Let A = Aut(G). We know that Z(G) = 1, as G is a Frobenius
group, then we can identify G with Inn(G), in particular G E A. Since P is a Sylow
p-subgroup of G, by the Frattini argument, we have A = GNA(P ), so A = KNA(P ). We
note that K ∩NA(P ) = {1} and that K / A, because K is characteristic in G, so A is a
split extension of K and NA(P ).
We recall that the set of character degrees of G is {1, p}. The linear characters are
exactly those whose kernel is K, so they correspond to the characters of G/K ∼= P (The-
orem 1.26). Then, by assumption, all linear nontrivial characters of P are in a unique
NA(P )-orbit. Let H := NA(P ), it turns out that p − 1
∣∣ |H : CH(P )| (Corollary 1.15).
Conversely, we know that H/CH(P ) is isomorphic to a subgroup of Aut(P ) ∼= Cp−1. Thus,
|H : CH(P )| = p− 1. On the other hand, the characters of degree p of G are those induced
by the (qn−1) nontrivial characters of K (Theorem 1.26). Then all nontrivial characters of
K form a single H-orbit. By Corollary 1.15, we have that H acts transitively on K r {1}.
Since A is the semidirect product of K and H, it follows that A is an affine 2-transitive
permutation group on K, with elementary abelian socle of order qn (Lemma 2.17). We
rewrite the list of the distinct families of 2-transitive groups with abelian socle of order qn
which can satisfy our conditions. We can list these families of groups by the structure of
the stabilizer of the “zero vector”, that in our case corresponds to H. Since P ∼= Cp E H,
we have already removed from the list the cases where H is simple. In the following list, the
integers d andm can be any pair of integers such thatmd = n. We recall that H ≤ GL(n, q)
and that ΓL(d, qm) ≤ GL(n, q). (See Table 7.3 of [Cam], or [HB, Remark 7.5]; 21+4 stands
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for any extraspecial group of order 25).
1) SL(d, qm) ≤ H ≤ ΓL(d, qm)
2) Sp(d, qm) E H ≤ ΓL(d, qm) if d ≥ 2
3) G2(2
m) E H ≤ ΓL(6, 2m) if q = 2 and d = 6
4) SL(2, 3) E H ≤ ΓL(2, q) = GL(2, q) if q = 5, 7, 11, 23 and d = 2
5) SL(2, 5) E H ≤ ΓL(2, q) = GL(2, q) if q = 11, 19, 29, 59 and d = 2
6) 21+4 E H ≤ ΓL(4, 3) = GL(4, 3) if q = 3 and d = 4
Observe that if p = 2, we can conclude the theorem, because, clearly, 1 = o(qmod 2 ). So
we assume p > 2.
We first consider case 6). By GAP software ([GAP]), we calculate N , the normalizer in
GL(4, 3) of a representative of each conjugacy class of extraspecial 2-groups of order 21+4.
We obtain that the structure of N , in the notation of GAP, is always
(C2.((C2 × C2 × C2 × C2) : A5)) : C2 .
Clearly, 21+4 E H ≤ N , hence H can have a normal subgroup isomorphic to Cp, for p 6= 2, 3
(recall that q = 3), only if p = 5. Observe that 4 is the order of 3mod 5 , concluding that
case 6), when it occurs, satisfies our thesis.
Then, we claim that cases 4) and 5) can be excluded. Similarly to the previous
case, for every suitable q, we consider N1 := NGL(2,q)(SL(2, 5)), for case 5), and N2 :=
NGL(2,q)(SL(2, 3)), for case 4).
In case 5), when q = 11, we have that N1 ∼= SL(2, 5) × C5, so the only possible case is
that the Frobenius complement of G is isomorphic to C5. By Lux’s software we obtain that
all Frobenius groups of order 5 · 112 are not in AC. If q = 19, then N1 ∼= SL(2, 5)×C9. By
Lux’s software, however, we check that there not exists a Frobenius group of order 9 · 192
in AC. When q = 29, then N1 ∼= (SL(2, 5) : C2)×C7. But there are no Frobenius groups in
AC of order 7 · 292 (Lux’s software). Finally, when q = 59, then N1 ∼= SL(2, 5)× C29, and
we obtain that does not exist a Frobenius group in AC of order 29 · 592 (Lux’s software).
In case 4), when q = 5, we have that N2 ∼= SL(2, 3)oC4, so H cannot have a subgroup
isomorphic to Cp, for p > 2. When q = 7, we calculate that N2 ∼= (SL(2, 3).C2) × C3,
so the only possible case is that the Frobenius complement of G is isomorphic to C3.
Again, as above, there not exists a Frobenius group in AC of order 3 · 72. If q = 11,
then N2 ∼= GL(2, 3) × C5, but there not exists a Frobenius group of order 5 · 112. Finally,
when q = 23, N2 ∼= (SL(2, 3).C2) × C11. Only 11 should be the order of the Frobenius
complement of G. But, again by Lux’s software, there not exists a Frobenius complement
of order 11 · 232. Whence, cases 4) and 5) can be excluded.
Let us check case 3). Here G2(2
m) E H ≤ ΓL(6, 2m). We know that G2(2m) is a simple
group, for every m > 1. We divide again the analysis in two cases: depending on whether
or not there exists a primitive prime divisor r of 26m − 1.
30 2. Automorphism conjugate characters
By Lemma 2.19, it follows that 26m − 1 cannot have a primitive prime divisor only
when 6m = 6, that is m = 1. It is exactly the case in which G2(2
m) is not simple. In this
case G2(2) E H ≤ ΓL(6, 2) = SL(6, 2). We have checked in [Atlas] and by GAP software,
that the only maximal subgroup of SL(6, 2) which contains G2(2) is Sp(6, 2). Then, the
normalizer in Sp(6, 2) of G2(2) is just G2(2), which is isomorphic to PSU(3, 3) o C2. So
this case is not possible.
Let suppose, now, that m > 1: there exists a primitive prime divisor r of q6m − 1.
Since CH(P ) E H, we have that CG2(2m)(P ) E G2(2
m). Moreover, G2(2
m)/CG2(2m)(P ) ≤
H/CH(P ) ∼= Cp−1. It follows that G2(2m) = CG2(2m)(P ), because G2(2m) is simple. In
particular, P ≤ CΓL(6,2m)(G2(2m)).
Let C = CΓL(6,2m)(G2(2
m)), then, by Lemma 2.24(b), C = Z(GL(6, 2m)). We obtain
that P ≤ Z(GL(6, 2m)). Whereas H = GL(6, 2m) o Gal(GF (qm)/GF (q)), we have that
Gal(GF (qm)/GF (q)) must act transitively on P . By Lemma 2.25, we conclude that p− 1
is the order of qmod p , and we are done.
It remains to consider cases 1) and 2). We will study these cases togheter. First,
suppose that d = 1, so m = n. Set G = Gal(GF (qn)/GF (q)). We have that H ≤
ΓL(1, qn) ∼= GF (qn)×oG. Since G is in AC, we recall that H acts transitively on Pˆ r {1}.
Hence, in particular, G acts transitively on Pˆ r {1} (because GF (qn)× centralizes P ).
By Corollary 1.15, G acts transitively also on P r {1}, so we are in the hypothesis of
Lemma 2.25. It follows that p− 1 is the order of qmod p .
Assume, now, d ≥ 2. We have to divide again this case in two distinct subcases.
Suppose that there exists a primitive prime divisor r of qmd − 1. Recall that |H :
CH(P )| = p − 1. Let S1 = SL(d, qm) and S2 = Sp(d, qm). When (d, qm) = (2, 2) or (2, 3),
S1 is equal to S2, and they are solvable groups. If (d, q
m) = (2, 2), then H = ΓL(2, 2) =
SL(2, 2) ∼= S3, and H has a normal subgroup isomorphic to Cp only for p = 3. We observe,
in fact, that 3− 1 is the order of 2mod 3 . If (d, qm) = (2, 3), SL(2, 3) E H ≤ GL(2, 3), so
H does not have a normal subgroup isomorphic to Cp, for p > 2. For every (d, q
m) 6= (2, 2)
or (2, 3), S1 and S2 are perfect groups (that is, Si = S
′
i, for i = 1, 2). Since CH(P ) E H,
we have that CSi(P ) E Si, for i = 1, 2. Moreover, Si/CSi(P ) ≤ H/CH(P ) ∼= Cp−1. It
follows that Si = CSi(P ), because CSi(P ) ≥ S′i. In particular, P ≤ CΓL(d,qm)(Si), for
i = 1, 2. Let Ci = CΓL(d,qm)(Si). By Lemma 2.24(a), C1 = C2 = Z(GL)(d, q
m). Thus,
since H must act transitively on P and H ∼= GL(d, qm) o Gal(GF (qm)/GF (q)), we have
that G = Gal(GF (qm)/GF (q)) acts transitively on P . We conclude, by Lemma 2.25, that
p− 1 is the order of qmod p .
Finally, let us assume that there not exists a primitive prime divisor of qmd − 1. By
Lemma 2.19, we have that md = 2 and q = 2v− 1, for some v ≥ 2, (that is, q is a Mersenne
prime), or that md = 6 and q = 2.
First, we consider the case md = 2. Recall that d > 1, so it equals to say that
(d,m) = (2, 1). Here, SL(2, q) = Sp(2, q), so case 1) coincides with case 2). We have
that SL(2, q) E H ≤ ΓL(2, q) = GL(2, q). We have checked above the cases (p, q) =
(2, 2), (2, 3). When q > 3, the only proper normal subgroup of SL(2, q) is Z(SL(2, q)) ∼= C2,
and GL(2, q) ∼= SL(2, q) o GF (q)×. Thus, if H has a normal subgroup isomorphic to Cp,
for p > 2, P must be contained in GF (q)×. But this contradicts the hypothesis, because
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in this case H does not acts transitively on P .
It remains to study the cases where md = 6 and q = 2. Since d ≥ 2, we have just
to check the case (d, qm) = (2, 23), and the case (d, qm) = (3, 22). If (d, qm) = (2, 23),
we have SL(2, 23) = Sp(2, 23) E H ≤ GL(2, 23) o Gal(GF (23)/GF (2)). Observe that the
only proper normal subgroup of SL(2, 23) is isomorphic to C2, so P must be contained in
Z(GL(2, 23)) ∼= GF (23)×. But this implies that Gal(GF (23)/GF (2)) must act transitively
on P r 1. So, by Lemma 2.25, when this case occurs it satisfies our claim. On the other
hand, if (d, qm) = (3, 22), case 2) does not occur, instead in case 1) we have SL(3, 4) E
H ≤ ΓL(3, 4) ∼= GL(3, 4)oC2. The only proper normal subgroup of SL(3, 4) is isomorphic
to C3, and GL(3, 4) ∼= SL(3, 4) o C4. So the only possibility for P is to be isomorphic to
C3. Since 3− 1 is just the order of 2mod 3 , we are done. The result now follows.
What happens when G is a Frobenius group in AC with a nonabelian kernel?
Recall that the kernel of a Frobenius group is always abelian when the order of the com-
plement is even (Theorem 1.25). So, by Theorem 2.14, there exists a Frobenius group in
AC with kernel nonabelian only if the complement is of order p, for an odd prime p.
We have found a Frobenius group G of this type: the Frobenius kernel K is a special
2-group (so nonabelian) and G is of order 5 · 28 (in the GAP’s library of “Small Groups” it
is identified with [1280, 1116312]). The center of K is elementary abelian of order 24, also
K/Z(K) is of order 24 (since K is special, we have that K/Z(K) = K/Φ(K) is elementary
abelian).
On the other hand, if the kernel K is a q-group with q > 2, we did not find examples
of Frobenius groups in AC with nonabelian kernel, but the problem is still open.
I There exist Frobenius groups in AC with nonabelian Frobenius kernel K, where K is
not a 2-group?
Frobenius groups with complement isomorphic to Q8
In order to proceed with the classification of Frobenius groups in AC with complement
isomorphic to Q8 (Theorem 2.28), we will prove first a key proposition.
Proposition 2.27. Let V be a vector space of dimension n over GF (q), where q is an odd
prime. Let H be a subgroup of GL(n, q). Assume that H acts transitively on V r {0} and
that H has a normal subgroup P ∼= Q8. Then H is one of the following groups
(i) SL(2, 3) ≤ H ≤ GL(2, 3);
(ii) Q8 ∼= H < ΓL(1, 32) or Q8 o C2 ∼= H = ΓL(1, 32);
(iii) C3 ×Q16 ∼= H < ΓL(1, 72);
(iv) SL(2, 3) E H ≤ ΓL(2, q) = GL(2, q), with q = 5, 7, 11, 23.
Proof. First, we remark that the semidirect product of V and H is an affine 2-transitive
permutation group with elementary abelian socle of order qn (Lemma 2.17).
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We rewrite now the list of the distinct families of 2-transitive groups, with abelian socle
of order qn, which can satisfy our conditions (so q 6= 2 and H not simple). We can list
these families of groups by the structure of the stabilizer of the “zero vector”, that in our
case corresponds to H. In the following, the integers d and m can be any pair of integers
such that md = n. We recall that H ≤ GL(n, q) and that ΓLd(qm) ≤ GL(n, q). (See Table
7.3, p:195 of [Cam], or [HB, Remark 7.5]; 21+4 stands for any extraspecial group of order
25).
1) SL(d, qm) ≤ H ≤ ΓL(d, qm)
2) Sp(d, qm) E H ≤ ΓL(d, qm) if d ≥ 2
3) SL(2, 3) E H ≤ ΓL(2, q) = GL(2, q) if q = 5, 7, 11, 23 and d = 2
4) SL(2, 5) E H ≤ ΓL(2, q) = GL(2, q) if q = 11, 19, 29, 59 and d = 2
5) 21+4 E H ≤ ΓL(4, 3) = GL(4, 3) if q = 3 and d = 4
Recalled that P ∼= Q8 is a normal subgroup of H. In particular H/CH(P ) is isomorphic
to a subgroup of the automorphism group of Q8; since Aut(Q8) ∼= S4, we have that |H :
CH(P )|
∣∣ 24.
We first consider case 5). By GAP software ([GAP]), we calculate N , the normalizer
in GL(4, 3) of a representative of each conjugacy class of extraspecial 2-groups of order 25
(as we did in the proof of Theorem 2.26). We obtain that every N , which in the GAP’s
notation has this structure (C2.((C2 × C2 × C2 × C2) : A5)) : C2, does not have a normal
subgroup isomorphic to Q8. We conclude that 5) does not occur.
Then, we claim that case 4) can be excluded. Similarly to the previous case, for every
suitable q, we consider N = NGL(2,q)(SL(2, 5)). When q = 11, we have that N ∼= SL(2, 5)×
C5, so N does not have a normal subgroup isomorphic to Q8. If q = 19, then N ∼=
SL(2, 5) × C9. As above Q8 is not a normal subgroup of N . Similarly, q = 29 is not
possible, because N ∼= (SL(2, 5) : C2)×C7. Finally, when q = 59, then N ∼= SL(2, 5)×C29,
and we can exclude also this case.
We, now, check case 3). Here Q8 is always a normal subgroup of H, so H satisfies all
required conditions. In fact case 3) coincides with case (iv) in our theorem, as wanted.
It remains to check cases 1) and 2). We will prove that in these cases H contains a
normal subgroup isomorphic to Q8 only when H is one of the groups in (i), (ii) or (iii). We
divide the proof in two cases.
(A) First, let suppose that exists r, a primitive prime divisor of qn−1. We remark that
in any case n = md > 1, because otherwise H ≤ ΓL(1, q) ∼= GF (q)×, that is a cyclic group
of order q − 1 which cannot contain a subgroup isomorphic to Q8. Since r does not divide
qj−1, for any 0 < j < md, then md is the order of q modulo r. Hence md ∣∣ r−1, it follows
that r 6= 2, because md > 1. We know that r divides |H|, because H acts transitively on
V r {0} and then qmd − 1 divides |H|. Hence there exists a subgroup R ≤ H such that
|R| = r.
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We prove also that d > 1. If, by contradiction, d = 1, then H ≤ GF (qm)× o G,
where G = Gal(GF (qm)/GF (q)). Since |G| = m and md ∣∣ r − 1, r does not divide m. So
R ≤ GF (qm)× and in particular R E H (GF (qm)× is abelian). Since P E H and r 6= 2,
we have that [R,P ] ∈ R ∩ P = 1, that is, P centralizes R. Hence P ≤ CGF (qm)×(R), but
this is not possible, by Lemma 2.20. Hence d > 1. Observe also that R ≤ H and P E H ,
so R normalizes P .
We assume, first, r 6= 3. Recall that [H : CH(P )]
∣∣ 233, so (|R|, |H/CH(P )|) = 1.
It implies that R ≤ CH(P ), that is, P centralizes R. By Lemma 2.20 we know that
CH(R) ≤ CGL(d,qm)(R) = 〈ξ〉, where ξ is a Singer Cycle of GL(d, qm), so P cannot be
contained in CH(R) and we can exclude this case.
Now, suppose r = 3. Since 3
∣∣ qmd − 1, q 6= 0mod 3 . Moreover 3 - q − 1, because
md > 1, so q 6= 1mod 3 . Thus q ≡ −1mod 3 , so 3 ∣∣ (q + 1) ∣∣ (q2 − 1) and we have
md = 2. In particular m = 1 and d = 2. Notice that when (d,m) = (2, 1), the cases 1)
and 2) are equivalent. We have SL(2, q) ≤ H ≤ GL(2, q) = ΓL(2, q). Let S = SL(2, q) and
Z := Z(S), recall that Z = {I,−I}. The involution h of P acts fixed point freely on V , so
it corresponds to −I ∈ Z and Z ≤ P ∩ S. Since q 6= 3, because q ≡ −1mod 3 , we have
that S/Z is a simple group, and hence P ∩ S = Z because (P ∩ S)/Z / S/Z. Now,
C2 × C2 ∼= P/Z ∼= SP/S ≤ GL(2, q)/S;
but GL(2, q)/S is a cyclic group of order q−1, so we get a contradiction. We conclude that
case (A) never occurs.
(B) We suppose that does not exist a primitive prime divisor of qmd−1. By Lemma 2.19,
since q 6= 2, we have that md = 2 and q = 2v − 1, for some v ≥ 2, that is, q is a Mersenne
prime. Observe that 1) and 2) are equivalent, because d ≤ 2.
First, we consider the case (d,m) = (1, 2). So we have H ≤ ΓL(1, q2) = GL(1, q2)o G,
where G = Gal(GF (q2)/GF (q)) = 〈σ〉, σ of order 2. For each g ∈ GL(1, q2) ∼= GF (q2)×,
gσ = gq = g2
v−1. Since H acts transitively on V r{0}, we obtain that q2−1 ∣∣ |H| ∣∣ 2(q2−1).
Thus, H = ΓL(1, q2) or H is a subgroup of ΓL(1, q2) of index 2.
Assume H = ΓL(1, q2). We consider T , the 2-Sylow subgroup of H. Since GL(1, q2) is
a cyclic group of order q2− 1 and 〈σ〉 is a group of order 2, T shall be a split extension of a
cyclic group X = 〈x〉 by 〈σ〉. We know that q2 − 1 = (q − 1)(q + 1) = 2(2v−1 − 1)2v, hence
|X| = 2v+1 = 2k and xσ = x2v−1 = x2k−1−1. By Theorem 5.3.2 of [KS], this means that
T is a semidihedral group. In the proof of the same theorem we stress that in T r X, σ
represents a class of elements of order 2, and xσ is the representative of a class of elements
of order 4. Now we count the order of these conjugacy classes:
|σT | = |T : CT (σ)| = 2v+2/4 = 2v,
because 〈σ〉 is centralized by itself and by the center of T (of order 2, see proof of Theorem
5.3.2 in [KS]). On the other hand,
|xσT | = |T rX| − |σT | = 2v+1 − 2v = 2v.
Thus T rX contains 2v elements of order 4. Recall that P ∼= Q8 has one involution h and
6 elements of order 4 and that P is a normal subgroup of T . Since P ∩ (T rX) 6= ∅ and
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h ∈ P ∩X, there is an element w ∈ P of order 4 such that w ∈ T rX. It follows that the
T -conjugacy class of w is all contained in P , as P is normal in T , and we must have 2v ≤ 6,
so q ≤ 3. It turns out that the only possible case is H = ΓL(1, 32). We observe that Q8 is a
normal subgroup of ΓL(1, 32), and |ΓL(1, 32)| = 2(32 − 1) = 16. So H = ΓL(1, 32) satisfies
all the hypothesis of our theorem, and in fact, such H is in case (ii), as wanted.
It remains to consider H as a subgroup of ΓL(1, q2) of index 2. Remark that H 6=
GL(1, q2), because GL(1, q2) is cyclic. We can consider, as in the previous case, T , the
2-Sylow subgroup of H. As before, T is a split extension of a cyclic group X = 〈x〉,
now of order 2v, by 〈σ〉. Here, the conjugacy class of T r X of elements of order 4 has
order 2v−1, so 2v−1 ≤ 6 implies that q = 3 or 7. If q = 3, |ΓL(1, 32)| = 16, so |H| = 8
is possible when H ∼= Q8 (it can happen), and in fact we are in case (ii). Let suppose
q = 7. In GAP’s library of “Small Groups”, ΓL(1, 72) is identified by [96, 62] and it has a
subgroup H of index 2, such that H ∼= C3×Q16 contains a normal subgroup isomorphic to
Q8. Moreover, H with this structure must act faithfully and transitively on V . In fact, it
corresponds to case (iii). We conclude that, if (d,m) = (1, 2), the possible structures for H
are Q8 o C2 ∼= H = ΓL(1, 32), Q8 ∼= H < ΓL(1, 32) or C3 × Q16 ∼= H < ΓL(1, 72), which
are cases (ii) or (iii) in our thesis.
Finally, let assume (d,m) = (2, 1). Hence H is such that SL(2, q) ≤ H ≤ GL(2, q)
and we have already seen this case above. Let S = SL(2, q) and Z = Z(S). We have
proved that P ∩ S = Z. Then, if q > 3, S/Z is a simple group and GL(2, q)/S is a
cyclic group. Conversely P/Z is an elementary abelian group of order 22, a contradiction.
The only remaining possibility is q = 3. Here, P is a normal subgroup of SL(2, 3) and
| SL(2, 3)| = 24. Thus H satisfies all desired conditions and H is as in case (i), concluding
the proof.
We are ready to state the classification of Frobenius groups in AC with complement
isomorphic to Q8. Observe that, with the following result, we conclude the proof of Theo-
rem 2.3.
Theorem 2.28 (Classification of Frobenius groups in AC with complement iso-
morphic to Q8). Let G = KP be a Frobenius group, with complement P isomorphic to
Q8. Then G is in AC if and only if the Frobenius kernel K is elementary abelian of order:
32, 52, 72, 112 or 232.
Proof. We constructed, with GAP software ([GAP]), all Frobenius groups with complement
P ∼= Q8 and kernel K elementary abelian with the five different orders listed above and we
verified that they are all in AC. In GAP’s library of “SmallGroup” the smaller four groups
are identified as follows (we analyze all Frobenius groups with those size and structure and
we verified that, up to isomorphism, there is only one Frobenius group for each order) :
G ∼= (C3 × C3)oQ8 corresponds to [72, 41];
G ∼= (C5 × C5)oQ8 corresponds to [200, 44];
G ∼= (C7 × C7)oQ8 corresponds to [392, 38];
G ∼= (C11 × C11)oQ8 corresponds to [968, 37].
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Groups of order 232 · 8 are too big to be in the “SmallGroups”’ library. So we consider an
elementary abelian group E of order 232. Then, using GAP software, we constructed S, the
Sylow 2-subgroup of the automorphism group of E and we found all Frobenius subgroups
G of E o S such that G ∼= (C23 × C23) o Q8. There is only one group of this type (up to
isomorphism), and it is in AC.
Conversely, suppose that G is in AC. Let A = Aut(G). As G is a Frobenius group, we
can identify G with Inn(G), in particular G is normal in A. Since P is a Sylow p-subgroup
of G, by the Frattini argument, we have A = GNA(P ), so A = KNA(P ). We note that
K∩NA(P ) = {1} and that K/ A, because K is characteristic in G, so A is a split extension
of K and NA(P ).
We recall that the Frobenius kernel K is abelian, because P is of even order (Theo-
rem 1.25). Moreover, since G is in AC, K is in AC (Theorem 2.14), so K is an elementary
abelian q-group (Lemma 2.5), write |K| = qn.
By Theorem 1.26, therefore, we can find the set of character degrees of G (with multi-
plicity). All irreducible characters of G whose kernel is K correspond to the characters of
G/K ∼= P ∼= Q8. They are 4 linear characters and 1 character of degree 2. The remaining
irreducible characters of G are those induced by the nontrivial characters of K. Since K is
abelian, it has |K| − 1 linear nontrivial characters and if 1 6= θ ∈ Irr(K), then θG(1) = 8.
By definition of induced character, we know that every character of G of degree 8 is a
sum of the elements of Irr(K) which lie in one P -orbit. By Brauer’s permutation lemma
(Theorem 1.13), the action of P on Irr(K) is Frobenius as well, so the P -orbits in Irr(K)
are regular, that is, all of length 8. We conclude that G has 4 linear characters, 1 character
of degree 2 and (|K| − 1)/8 characters of degree 8.
Now, we need to know how NA(P ) acts on Irr(K)r{1}. Let λ, µ ∈ Irr(K)r{1}. Then
χ = λG and ψ = µG are two irreducible characters of G such that χ(1) = ψ(1) = 8. Since
G is in AC, there exists a ∈ A such that χa = ψ, hence (λG)a = µG and also, by definition
of induced character, (λa)G = µG. Thus there exists g ∈ G such that λa = µg. Now, recall
that A = KNA(P ) and G = KP are both split extensions, so we can write a = k0b and
g = k1x, for some k0, k1 ∈ K, b ∈ NA(P ) and x ∈ P . Hence
λk0b = µk1x,
that is, λb = µx, because λ and µ are K-invariant. So λbx
−1
= µ, with bx−1 ∈ NA(P ) and
therefore NA(P ) acts transitively on Irr(K)r {1}.
Let H = NA(P ). We have that H/CH(P ) is isomorphic to a subgroup of the automor-
phism group of Q8. Since Aut(Q8) ∼= S4, it follows that |H : CH(P )|
∣∣ 24.
Let V = Irr(K). We know that Q8 is generated by two elements, so let P = 〈x, y〉. We
claim, now, that H acts faithfully on V . Let a ∈ CH(K) and 1 6= u ∈ K. We have
ux = (ux)a = (ua)x
a
= ux
a
,
then x = xa. In the same way we prove that y = ya. So a ∈ CH(KP ) = CH(G) = 1,
proving that CH(K) = 1. By Brauer’s permutation lemma (Theorem 1.13) this means that
CH(V ) = 1, as claimed. We observe that V is a vector space of dimension n over a field of
order q, where q is odd, because the Frobenius complement P is a 2-group. Moreover, H
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acts transitively on V r {0}, so we can apply Proposition 2.27. It follows that H is one of
the following groups:
(i) SL(2, 3) ≤ H ≤ GL(2, 3);
(ii) Q8 ∼= H < ΓL(1, 32) or Q8 o C2 ∼= H = ΓL(1, 32);
(iii) C3 ×Q16 ∼= H < ΓL(1, 72);
(iv) SL(2, 3) E H ≤ Γ(q2), with q = 5, 7, 11, 23.
So, in any case, |V | = |K| = qn ∈ {32, 52, 72, 112, 232}. We can conclude that if G is in AC,
K must be elementary abelian of order 32, 52, 72, 112 or 232, and we are done.
2.3 Simple groups
We recall that the classification of finite simple groups states that every finite nonabelian
simple group is either alternating, or it belongs to one of the 16 families of simple groups
of Lie type, or it is one of the 26 sporadic simple groups.
In this section we will see what happens when G is in AC and G is one of the above
mentioned three classes of groups.
Sporadic groups
The sporadic groups can be checked by using the “Atlas of Finite Groups” ([Atlas]), or
GAP software ([GAP]).
Proposition 2.29. The only sporadic simple group in AC is J2.
Proof. All the character degrees of J2 have multiplicity 1, except 14, 21, 70, 189 and 224,
which have multiplicity 2. The outer automorphism group of J2 is isomorphic to C2 = 〈a〉
and all pairs of irreducible characters with the same degree are a-conjugate.
Notice that the outer automorphism group of a sporadic simple group is trivial or
C2. Apart from J2, only M22 and J3 have the outer automorphism group isomorphic to
C2 and degrees of multiplicity 1 or 2, but in both groups M22 and J3 there are at least
two characters of the same degree which are not automorphism conjugate. All remaining
sporadic groups have at least one character degree of multiplicity bigger than the order of
the outer automorphism group. The result follows.
Alternating groups
Recall that an alternating group An is simple for n > 4. It is well-known that, for n > 4
and n 6= 6, Aut(An) = Sn, that is, Out(An) ∼= C2 (when n = 6, Out(A6) = C2×C2). Then
for alternating groups of “small” order it is easy to check, by using GAP software, if they
are in AC or not.
- A5 is in AC: there are only two irreducible characters with equal degree, 3, and they
are automorphism conjugate.
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- A6 is in AC: there are two irreducible characters of degree 5 and two of degree 8,
respectively automorphism conjugate. All the other characters have distinct degrees.
- A7 is not in AC: there are two characters of degree 14 that are not automorphism
conjugate.
- A8 is not in AC: there are 3 characters of degree 21.
- A9 is in AC: there are two irreducible automorphism conjugate characters of degree
21 and two of degree 35. All the other characters have distinct degrees.
- A10 is in AC: similarly to A9, there are two irreducible automorphism conjugate
characters of degree 224 and two of degree 384. All the other characters have distinct
degrees.
Now, in order to get more general informations on character degrees of alternating
groups, we need some basic notions on character degrees of symmetric groups. The charac-
ter theory of symmetric groups can be studied in an entirely combinatorial manner. Notice
that irreducible representations of Sn are in one-to-one correspondence with partitions of n
(see for instance Chapter 2 of [JK]). We define partition of n a weakly decreasing sequence
of positive integers λ = (λ1, . . . , λr), with
∑r
i=0 λi = n. The λi are called the parts of
λ. The degree of the character χλ (which corresponds to the partition λ), is given by the
famous “Hook-Length Formula” of Frame, Robinson and Thrall (see [FRT])
χλ(1) =
n!∏
(i,j)H(i, j)
,
where H(i, j) are the so-called “Hook numbers” (see [JK]). Then if two partitions have
the same product of hook numbers, then they certainly correspond to characters of equal
degree.
A partition λ can be represented as tableaux, with the number of boxes in each row
equal to the parts of λ. We have that the conjugate partition λ′ - the partition reflected
in the diagonal running down and to the right - possesses the same hook numbers of λ,
and so the corresponding character χλ′ have the same degree of χλ (it is called conjugate
character). Moreover, λ = λ′ when the tableaux that represents λ is symmetric along its
main diagonal, so it coincides with that of λ′.
Let λ be a partition of n and λ′ its conjugate partition, let χλ and χλ′ be the corre-
spondent irreducible characters of Sn. By Theorem 2.5.7 of [JK] we know that
(i) if λ 6= λ′ then χλ |An = χλ′|An is irreducible, while
(ii) if λ = λ′ then χλ |An = χλ′|An splits into two irreducible and Sn-conjugate characters
of An.
Thus, if we find two non-conjugate partitions λ and µ of n, such that λ 6= λ′ and µ 6= µ′,
with the same product of Hook numbers, they correspond to two characters θ1, θ2 ∈ Irr(An)
with the same degree. Moreover ISn(θ1) = ISn(θ2) = Sn, that is, θ1 and θ2 are Sn-invariant.
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Since Aut(An) = Sn, for n 6= 6, it follows that θ1 and θ2 cannot be automorphism conjugate.
So, if we find λ and µ as described above, An is not in AC. In [HC] and in [Cr], the authors
provide examples of two non-conjugate partitions with non-symmetric tableaux, and with
equal hook numbers, namely
λ1 = (k + 6, k + 3, k + 3, 2) and µ1 = (k + 5, k + 5, k + 2, 1, 1),
λ2 = (k + 8, k + 4, k + 3, 3, 1) and µ2 = (k + 7, k + 6, k + 2, 2, 1, 1),
λ3 = (k + 10, k + 4, k + 4, 4, 2) and µ3 = (k + 8, k + 8, k + 2, 2, 2, 1, 1),
for all k ≥ 0. Then there exist the required partition λ = λ1 and µ = µ1 for all
n = 3k+ 14, with k ≥ 0. Since 14 ≡ 2mod 3 , we have that λ1 and µ1 are two partitions of
n for all n ≡ 2mod 3 and n ≥ 14. In the same way we can take λ = λ2 and µ = µ2 when
n = 3k + 19, that is, when n ≡ 1mod 3 and n ≥ 19. Finally, we take λ = λ3 and µ = µ3
when n = 3k + 24, hence when n ≡ 0mod 3 and n ≥ 24.
It remains to prove if there exist such non-conjugate partitions λ and µ for n ∈ {11,
12, 13, 15, 16, 18, 21, 23}. We checked with GAP software that in these cases in Sn at
least four characters χλ, χλ′ , χµ, χµ′ have equal degree (for GAP is much more easier to
work with Sn than with An). If λ 6= λ′ and µ 6= µ′, then χλ|An , χλ′|An , χµ|An , χµ′|An
are irreducible Sn-invariant characters which have equal degree (clearly, not automorphism
conjugate). If λ 6= λ′ and µ = µ′ (or viceversa), then χλ|An and χλ′|An , are irreducible Sn-
invariant characters which have equal degree (so, not automorphism conjugate). If λ = λ′
and µ = µ′, then χλ|An = χλ′|An and χµ|An = χµ′|An split into 4 irreducible characters of
degree χλ(1)/2. So they cannot be all automorphism conjugate.
This allows us to conclude the classification of alternating groups in AC.
Theorem 2.30. The only alternating groups in AC are A1, A2, A3, A4, A5, A6, A9, A10.
Groups of Lie type
This third class of simple groups was the most technical and difficult to consider. No
complete classification of simple groups of Lie type in AC has yet been found. We only give
an idea of what can happen for these groups when the order is “large enough”.
Let q = pf , where p is a prime, every finite simple group of Lie type is isomorphic to
one of the following:
- classical groups: linear groups PSL(n, q), for n ≥ 2, except (n, q) = (2, 2) or (2, 3); uni-
tary groups PSU(n, q), for n ≥ 3, except (n, q) = (3, 2); symplectic groups PSp(2n, q),
for n ≥ 2, except PSp(4, 2); orthogonal groups Ω(2n + 1, q), for n ≥ 3 and q odd;
Ω+(2n, q), for n ≥ 4; Ω−(2n, q), for n ≥ 4.
- exceptional groups: E6(q),
2E6(q), E7(q), E8(q), F4(q),
3D4(q), G2(q) for q ≥ 3, where
q is a prime power, and 2B2(2
2n+1),2G2(3
2n+1), 2F4(2
2n+1), for n ≥ 1 or 2F4(2)′.
In [Mo], A. Moreto´ proved the following result (Theorem 3.5).
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Theorem 2.31. Let G = PSL(n, q), PSU(n, q), PSp(2n, q), Ω(2n + 1, q), Ω+(2n, q),
Ω−(2n, q). Then the largest multiplicity of the character degrees of G is at least
ϕ(qn−1)/n2(q−1) , ϕ(qdn/2e−1)/n2 , ϕ(qn−1)/4n , ϕ(qn−1)/2(2n+1) , ϕ(qn−1)/4n ,
ϕ(qn−1 − 1)/4n respectively.
The outer automorphism groups of simple groups of Lie type are well-known case by
case (see for example Chapters 3 and 4 of [Wil]). We determined a rough upper bound for
the order of the outer automorphism groups of classical groups. Let S be a classical simple
group, recall that q = pf , we have
|Out(S)| ≤ 24(q − 1, n)f.
Also, we recall that the Euler function, ϕ, has the following lower bounds:
ϕ(x) ≥ √x ∀x 6= 2, 6; (2.1)
ϕ(x) ≥ (x)2/3 for x > 30 (2.2)
(see, for example, p.9 of [SMC]). Thus, by Theorem 2.31, we can argue that there exists a
positive integer N0 such that, if |S| ≥ N0, the largest multiplicity of the character degrees
of S is bigger than |Out(S)|. Hence, if |S| ≥ N0, S it is not in AC.
We only show a sketch of proof for the class of special linear groups (it seems the most
difficult case to prove). The largest multiplicity of PSL(n, q), where q = pf for some prime p,
is at least ϕ(qn−1)/n2(q−1). Furthermore, we know that |Out(PSL(n, pf )) | ≤ 2f(n, pf−1)
(see for example p.50 of [Wil]).
We want to prove that
lim
|PSL(n,q) |→∞
ϕ(qn − 1)/n2(q − 1)
|Out(PSL(n, q))| −→ ∞. (2.3)
We remark that n ≥ 2 and (n, q) 6= (2, 2), (2, 3); also, in this case, qn − 1 ≤ 30 if and
only qn = 23, so when (n, q) = (2, 4) or (n, q) = (4, 2). For all remaining cases, furthermore,
we can use inequality (2.2). Since
|PSL(n, pf )| = 1
(n, pf − 1)p
f [n(n−1)/2 ]
n∏
i=2
(pfi − 1),
we have that |PSL(n, pf )| → ∞ if and only if n ·p ·f → ∞. So it suffices to prove (2.3)
separately for all cases n, p, f →∞.
First, we consider p→∞, of course in this case (n, q − 1) ≤ n, and we remember that
n ≥ 2. So we have
lim
p→∞
ϕ(qn − 1)/n2(q − 1)
|Out(PSL(n, q))| ≥ limp→∞
ϕ(qn − 1)
2n3f(q − 1) ≥ limp→∞
(pfn − 1)2/3
2n3f(pf − 1) ≥
lim
p→∞
p
4
3
f − 1
2n3f(pf − 1) =∞ .
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Similarly, if f →∞, then (n, q − 1) ≤ n, and we can conclude as above that
lim
f→∞
ϕ(qn − 1)/n2(q − 1)
|Out(PSL(n, q))| ≥ limf→∞
p
4
3
f − 1
2n3f(pf − 1) =∞ .
Finally, let consider n→∞. Now, we observe that (n, q−1) ≤ q−1, so we may rewrite
(2.3) as
lim
n→∞
ϕ(qn − 1)/n2(q − 1)
|Out(PSL(n, q))| ≥ limn→∞
ϕ(qn − 1)
2n2f(q − 1)2 ≥ limn→∞
(pfn − 1)2/3
2n2f(pf − 1)2 =∞ ,
concluding the proof.
At the end of Theorem 2.31, in [Mo], the author states that also for exceptional simple
groups we can use the same or much better bounds. As a consequence, analyzing the outer
automorphism groups of each class of groups of Lie type, it seems reasonable to extend the
conjecture to all simple groups of Lie type: there exists certain integer N0 such that, if the
order of a group of Lie type S is more than N0, then S is not in AC.
Chapter 3
Vanishing elements and special
characters
3.1 Introduction
It is a classical theorem of W. Burnside that every non-linear character χ ∈ Irr(G) vanishes
(i.e. assumes value 0) on some element of G. This suggests us that the set of zeros of the
irreducible characters of a finite group (that is, the elements g ∈ G such that χ(g) = 0
for some χ ∈ Irr(G)) is relatively abundant. During the last few years this particular set
has attracted some interest. Several results have been found, showing that fundamental
information concerning the structure of a finite group G can be retreived by the set of zeros
of the irreducible characters of G.
In the next two chapters, we turn our attention to the vanishing and nonvanishing
elements of a finite group G. These elements were introduced by I. M. Isaacs, G. Navarro
and T. Wolf in [INW]. Following [INW], we shall say that an element x ∈ G is a vanishing
element (or a zero) if there exists χ ∈ Irr(G) such that χ(x) = 0. If this is not the case, we
shall call x a nonvanishing element. Since their definitions, there has been an increasing
interest in these sets of elements (see, for instance [DPSS1], [DPSS3], [DPSS2], [BDS],
[DNPST], [DPS]). One of the most relevant results in this area is the following theorem,
(see [DPSS1]).
Theorem 3.1. Let G be a finite group and p a prime number. If all the p-elements of G
are nonvanishing, then G has a normal Sylow p-subgroup.
We will see in Lemma 3.18 that characters of degree not divisible by p cannot vanish
on any p-element, so this result is an extension of the Ito-Michler Theorem 1.19.
One natural question is whether there exists any proper subset I ⊆ Irr(G) such that
the condition of Theorem 3.1 applied to I still forces the existence of a normal Sylow
p-subgroup.
In this chapter, we will consider the subset I = Bp′(G) of Irr(G). We will give all
definitions later; for the moment we just say that an element x ∈ G is a Bp′(G)-vanishing
element if there exists ψ ∈ Bp′(G) such that ψ(x) = 0; observe that, as Bp′(G) ⊆ Irr(G),
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x is also a vanishing element of G. If, conversely, ψ(x) 6= 0 for all ψ ∈ Bp′(G), then we
say that x is a Bp′(G)-nonvanishing element. We note that in this case, however, x can
be a vanishing element of G. For example, in S4 the 2-elements are vanishing, but not
B3′(S4)-vanishing.
Irreducible p-Brauer characters (see Section 3.3) are a fundamental tool in modular
representation theory. Several results about ordinary characters have an analogue for p-
Brauer characters. An important instance is the well-known Ito-Michler Theorem 1.19. It
states that if p - χ(1) for all χ ∈ Irr(G) then G has a normal Sylow p-subgroup. Okuyama
for p = 2 ([O]) and Michler for p 6= 2 ([Mi]) extended this theorem to p-Brauer characters:
if p - ϕ(1) for each irreducible p-Brauer character ϕ of G, then G has a normal Sylow
p-subgroup.
One main goal in this chapter is to prove that, if G is a p-solvable group, Theorem 3.1
is still valid when one replaces Irr(G) with Bp′(G) (for the moment, we just recall that the
elements of Bp′(G) are canonical lifts of the irreducible p-Brauer characters, see Section 3.2).
In fact, we will prove the following theorem.
Theorem 3.2. Let G be a p-solvable group, where p is a prime. If all the p-elements of G
are Bp′(G)-nonvanishing, then G has a normal Sylow p-subgroup.
In Section 3.5 and 3.6 we will prove some consequences of Theorem 3.2 and other related
results.
The last section of this chapter is devoted to another result concerning vanishing ele-
ments. In [BDS] the authors described groups with the property that we may call “opposite”
to condition of Theorem 3.1: groups in which all vanishing elements are all p-elements. We
generalize this characterizations to groups whose vanishing elements are all of prime power
order.
3.2 Special characters and characters in Bpi(G)
We start by introducing special characters and the set Bpi(G), for any set of primes pi ⊆ pi(G)
and for pi-separable groups G. We recall that a group G is defined pi-separable if G posses
a series
1 = A0 < A1 < . . . < Ai−1 < Ai < . . . < An = G (3.1)
of characteristic subgroups Ai (i ∈ {1, . . . , n}), such that every factor Ai/Ai−1 is a pi-group
or a pi′-group. In particular, when pi = {p} or pi = {p′} (and then every factor of (3.1) is a
p-group or a p′-group) we can also say that G is p-solvable, which is the same as p-separable.
Since the definition of the set Bpi(G) is quite technical, we need to state, now, several
preliminary results. For the sake of brevity, we do not reproduce the proofs of the following
theorems; Isaacs’ and Gajendragadkar’s papers ([Is2] and [Ga]) provide a comprehensive
treatment of the subject.
We first need to define pi-special characters, and then we shall introduce characters in
Bpi(G), which may be thought of as some kind of generalized pi-special characters.
Let G be pi-separable. We say that χ ∈ Irr(G) is pi-special provided that
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(i) χ(1) is a pi-number,
(ii) for all subnormal S / /G and all irreducible constituents θ of χS , the determinantal
order o(θ) is a pi-number.
(Recall - see Section 1.2 - that for θ ∈ Irr(G), o(θ) is the order of det(θ) in the group of
linear characters of G.) The set of pi-special characters of G is denoted by Xpi(G).
We now list basic properties of the characters in Xpi(G).
Lemma 3.3. Let χ ∈ Xpi(G). Then
(i) If N / /G and ϕ ∈ Irr(N) is a costituent of χN , then ϕ ∈ Xpi(N).
(ii) Xpi(G) ∩ Xpi′(G) = {1}.
(iii) If N / G and θ ∈ Xpi(N), then θg ∈ Xpi(N), for all g ∈ G.
(iv) If N / G, G/N is a pi′-group and if θ ∈ Xpi(N) is invariant in G, then θG has a unique
pi-special irreducible constituent θˆ and, in fact θˆ extends θ.
(v) If G is a pi-group, then Xpi(G) = Irr(G).
(vi) If G is a pi′-group, then Xpi(G) = {1G}.
The following theorem shows the importance of pi-special characters.
Theorem 3.4. Let G be pi-separable and assume that α, β ∈ Irr(G) are pi-special and pi′-
special, respectively. Then the product αβ is irreducible. Moreover, if α′β′ = αβ, where
α′ ∈ Xpi(G) and β′ ∈ Xpi′(G), then α = α′ and β = β′.
Proof. See [Ga, Proposition 7].
Let χ ∈ Irr(G). If there exist a pi-special character α and a pi′-special character β, such
that χ = αβ, we say that χ is pi-factorable.
Corollary 3.5. Let G be pi-separable and let χ ∈ Irr(G) be pi-factorable. If N is a subnormal
subgroup of G, then every irreducible constituent of χN is pi-factorable.
Proof. See [Is2, Corollary 2.6].
In order to define the set Bpi(G) we need more notions and results. Let G be a finite
group. We consider pairs (H, θ), where H is a subgroup of G and θ ∈ Irr(H). On this set
of pairs we define the partial order ≤ as follows. We have that (H, θ) ≤ (K,ϕ) if H ⊆ K
and θ is a constituent of ϕH . We write (H, θ)
g to denote (Hg, θg), for all g ∈ G (recall that
θg(h) = θ(hg
−1
)). This G-conjugation action respects the partial order ≤.
Now, suppose that G is pi-separable. A pair (S, θ), where S is subnormal in G and
θ ∈ Irr(S) is pi-factorable is defined pi-factorable subnormal pair. We denote by Fpi(G)
the set of pi-factorable subnormal pairs in G and we write F∗pi(G) for the set of maximal
elements of Fpi(G) with respect to the order ≤.
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Theorem 3.6. Let G be a pi-separable group and let χ ∈ Irr(G). Then
(i) there exists a maximal pair (U, θ) ∈ F∗pi(G) with (U, θ) ≤ (G,χ);
(ii) if (V, ϕ) ∈ Fpi(G) with (V, ϕ) ≤ (G,χ) then (V, ϕ)g ≤ (U, θ) for some g ∈ G.
Proof. See [Is2, Theorem 3.2].
It follows from Theorem 3.6 that for each χ ∈ Irr(G) there is a unique G-conjugacy
class of maximal factorable subnormal pairs below χ. Moreover, if χ is pi-factorable, then
the required maximal pair is just (G,χ).
We can compare the next theorem to Clifford correspondence (see Theorem 1.10). We
recall that if N / G and θ ∈ Irr(N), then Irr(G | θ) = {χ ∈ Irr(G) : [χN , θ] 6= 0}. Let
(S, η) ∈ F∗pi(G). Then IG(S, η) is defined as the set of the elements of G that fix (in the
action described above) the pair (S, η); i.e. IG(S, η) = {g ∈ G |Sg = S and ηg = η}. Note
that S E IG(S, η).
Theorem 3.7. Let G be pi-separable and let (S, η) ∈ F∗pi(G). Let T = IG(S, η), the stabilizer
of the pairs (S, η) in G. Then the following “induction-map” is a bijection:
Irr(T |η) −→ Irr(G|η)
ψ 7→ ψ G.
Proof. See [Is2, Theorem 4.4].
We need one more lemma before we define Bpi(G).
Lemma 3.8. Let G be pi-separable and suppose (S, θ) ∈ F∗pi(G), where S is a proper sub-
normal subgroup of G. Let θ = αβ where α is pi-special and β is pi′-special. Then one of
the following cases occurs.
(i) |G : IG(S, α)| has a prime factor in pi′.
(ii) |G : IG(S, β)| has a prime factor in pi.
In particular, IG(S, θ) < G.
Proof. See [Is2, Lemma 4.5].
Let χ be an irreducible character of a pi-separable group G. We will construct what we
shall call nucleus for χ. We know by Theorem 3.6 that exists a pair (S, η) ∈ F∗pi(G) with
(S, η) ≤ (G,χ). Let T = IG(S, η). By Theorem 3.7, there exists ξ ∈ Irr(T |η) such that
ξG = χ. In this way we associate to the pair (G,χ) a uniquely defined pair (T, ξ) (up to
G-conjugacy). We call (T, ξ) a standard inducing pair for (G,χ). We observe that if χ is
pi-factorable, then S = G, hence (T, ξ) = (G,χ). On the other hand, if χ is not pi-factorable,
by Lemma 3.8, S < G and then T < G. If ξ is not pi-factorable, we can repeat the process
and find a standard inducing pair (T2, ξ2) for (T, ξ) = (T1, ξ1). Then we continue in the
same way, until we reach a pi-factorable character ξn, obtaining
(G,χ) = (T0, ξ0) > (T1, ξ1) > · · · > (Tn, ξn).
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Here (Ti, ξi) is a standard inducing pair for (Ti−1, ξi−1). We recall that (Tn, ξn) is determined
up to G-conjugacy. Now, (Tn, ξn) is what we call nucleus for χ. More generally, we define
nucleus for a character χ ∈ Irr(G), a pair (H,ψ), with ψ pi-factorable, ψ ∈ Irr(H), obtained
with the previous recursive method, beginning with (G,χ). We call ψ a nucleus character
for χ and we write nuc(χ), for the set of nuclei for χ, that is a G-conjugacy class of pairs.
We remark some basic properties of nuclei. If χ is pi-factorable, then nuc(χ) = {(G,χ)};
also, if ψ is a nucleus character for χ, then ψG = χ and ψ is pi-factorable. Furthermore, if
(T, ξ) is a standard inducing pair for χ, then nuc(ξ) ⊆nuc(χ).
Finally, we define the set Bpi(G), for a pi-separable group G, as the set of irreducible
characters χ of G, such that some nucleus character of χ is pi-special (and then each
character in nuc(χ)).
Now, it is clear why we can view the characters in Bpi(G) as generalized pi-special
characters. In fact, if χ ∈ Irr(G) is pi-special, then it is its own nucleus character (i.e.
nuc(χ) = {G,χ}), so Xpi(G) ⊆ Bpi(G). In particular, it is not difficult to prove that
Xpi(G) = {χ ∈ Bpi(G) : χ(1) is a pi-number};
see [Is2, Lemma 5.4] for a proof.
We can summarize in the next theorem all properties of Bpi(G) that we are going to
need in the following.
Theorem 3.9. Let G be a pi-separable group and let N be a normal subgroup of G. Then
(i) if G/N is a pi′-group and ψ ∈ Bpi(N), then there exists a unique irreducible constituent
χ of ψG which lies in Bpi(G);
(ii) if G/N is a pi-group, ψ ∈ Irr(N) and χ ∈ Irr(G | θ), then ψ ∈ Bpi(N) if and only if
χ ∈ Bpi(G);
(iii) if χ ∈ Bpi(G), every irreducible constituent of χN is in Bpi(N).
Proof. See Sections 6 and 7 of [Is2].
3.3 p-Brauer characters
Let G be a finite group and let p be some prime which divides |G|. As usual, we denote
by p′ the set of all primes distinct from p. As we mentioned in the previous section, the
most important property of Bp′(G), for a p
′-separable group G, is that the characters in
Bp′(G) are a set of canonical lifts for the irreducible p-Brauer characters. In this section
we briefly recall the definition of a p-Brauer character, and we show how it is possible to
obtain any irreducible p-Brauer character as the restriction to the set of p′-elements of G
of a character in Bp′(G), that is, of an “ordinary” character.
Let R be the full ring of algebraic integers in C and let p be a prime. We construct a
particular field F of characteristic p by choosing a maximal ideal M ⊇ pR of R and setting
F = R/M . Let
∗ : R −→ F
46 3. Vanishing elements and special characters
be the natural ring homomorphism. Let us set U = {ξ ∈ C : ξm = 1 for some m ∈ N with
p - m }. By Lemma 2.1 of [N], the restriction of ∗ to U defines an isomorphism U −→ F×
of multiplicative groups. Also, F is an algebraic closure of its prime field Z/pZ.
Recall that g is a p-regular element if o(g) is not divisible by p. Let us denote with
G 0 the set of p-regular elements of a finite group G. Let X : G −→ GL(n, F ) be an
F -representation of a group G. If g ∈ G 0, let ξ1, ξ2, . . . , ξn be the eigenvalues of χ(g),
counting multiplicities (they lie in F×, because F is algebraically closed). For each i, there
exists a unique ui ∈ U such that (ui)∗ = ξi. Then it is well-defined the function
ϕ : G 0 −→ C
g 7→ ∑i ui
and ϕ is called the p-Brauer character of G afforded by X. The degree of ϕ is ϕ(1) = n. We
say that ϕ is irreducible if and only if X is irreducible, and we denote the set of irreducible
p-Brauer characters of G by IBrp(G) (with this notation it is understood that a particular
maximal ideal M have been fixed).
One can find in Chapter 15 of [Is3] or in Chapter 2 of [N] the proofs of the basic results
about p-Brauer characters that we are going to state.
We know that each g ∈ G has a unique factorization g = gpgp′ = gp′gp where gp is a
p-element and gp′ is p-regular. If X is an F -representation of G with character ψ and g ∈ G,
then ψ(g) = ψ(gp′). In particular, if X affords the Brauer character µ, then ψ(g) = µ(gp′)
∗.
Furthermore, if we define φ∗(g) = φ(gp′)
∗ for g ∈ G and φ ∈ IBrp(G), then {φ∗|φ ∈ IBrp(G)}
is the set of the trace functions of the irreducible F -representations of G.
Let cf(G) and cf 0(G) be the set of complex-valued class functions defined on G and on
G 0, respectively. If χ ∈ cf(G), we denote the restriction of χ to G 0 by χ 0.
With the following theorem, we will show the relation between ordinary and Brauer
characters.
Theorem 3.10. Let χ be an ordinary character of G. Then χ 0 is a p-Brauer character of
G.
Proof. See [N, Corollary 2.9].
The following result is an important consequence of Theorem 3.10.
Theorem 3.11. The set IBrp(G) is a basis for the C-vector space cf 0(G). Therefore,
| IBrp(G)| is the number of conjugacy classes of p-regular elements of G.
Proof. See [N, Corollary 2.10].
If G is p-solvable and ϕ ∈ IBrp(G), the Fong-Swan theorem asserts the existence of
χ ∈ Irr(G) such that χ 0 = ϕ (it is not true without the p-solvability hypothesis). While
indeed χ may not be unique, Isaacs has shown in [Is2] that Bp′(G) is a set of canonical lifts
of the p-Brauer characters. In fact, it proved that the restriction map
Bp′(G) −→ IBrp(G)
χ 7→ χ 0
is a bijection. So, for each ordinary character χ ∈ Bp′(G), there is a correspondent uniquely
defined p-Brauer character χ0 ∈ IBrp(G).
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3.4 Proof of Theorem 3.2
Throughout this section we fix a prime p and we consider the case where G is a p-solvable
group (or equivalently p′-separable group).
We begin by proving some preliminary results. We recall that, if N / G, there is a one-
to-one correspondence between irreducible characters of G/N and irreducible characters of
G with kernel containing N (Theorem 1.4). In the next lemma if χ˜ ∈ Irr(G/N), we call
the correspondent χ ∈ Irr(G) the lifted character of χ˜.
Lemma 3.12. Let G be a p-solvable group and let N be a normal subgroup of G. Let
χ˜ ∈ Irr(G/N) and let χ ∈ Irr(G) be the correspondent lifted character. Then χ˜ ∈ Bp′(G/N)
if and only if χ ∈ Bp′(G).
Proof. During this proof, we will denote G/N by G˜. First, we prove that if χ˜ ∈ Bp′(G˜) then
χ ∈ Bp′(G). By definition of Bp′(G˜), there is (W˜ , γ˜) a nucleus for χ˜, such that γ ∈ Irr(W˜ )
is p′-special. Let us recall how is constructed (W˜ , γ˜). We get a pair (U˜ , ϕ˜) ∈ F∗(G˜), where
F∗(G˜) is the set of maximal p′-factorable subnormal pairs in G˜. Then let T˜ = IG(U˜ , ϕ˜) be
the inertia subgroup of ϕ in G˜, and we consider ξ˜ ∈ Irr(T˜ , ϕ˜) such that ξ˜G˜ = χ˜. If ξ˜ is not
p′-factorable, we repeat the same process for (T˜ , ξ˜) and we continue in this way, untill we
reach a p′-factorable character ξ˜k ∈ Irr(T˜k). We can write
(T˜ , ξ˜) = (T˜1, ξ˜1) > · · · > (T˜k, ξ˜k).
In particular, since nuc(χ) is a G-conjugacy class of pairs, there exists g˜ ∈ G˜ such that
((T˜k)
g˜, (ξ˜k)
g˜) = (W˜ , γ˜) and ξ˜k is a p
′-special character.
We claim that (W,γ) ∈ nuc(χ) (recall that γ is the lifted character of γ˜) and also that
γ is p′-special. First, we remark that (U,ϕ) ∈ F∗(G). In fact, suppose, by contradiction,
that there exists a pair (V, η) > (U,ϕ). Since N ≤ ker(η), we can define the p′-factorable
pair (V˜ , η˜) by η˜(g˜) = η(g). We have that (V˜ , η˜) > (U˜ , ϕ˜), contradicting the maximality
of (U˜ , ϕ˜). Now, set I = IG(U,ϕ). Clearly I/N = IG˜(U˜ , ϕ˜) = T˜ and since (ξ˜)
G˜ = χ˜,
then ξG = χ. So, as for (G˜, χ˜), we shall find a standard inducing pair (T, ξ) for (G,χ).
If (T, ξ) = (T1, ξ1) is not p
′-factorable, we have to repeat the process for (T1, ξ1), and so
on, untill we reach a p′-factorable character ξk ∈ Irr(Tk). We obtain the following series of
standard inducing pairs
(T, ξ) = (T1, ξ1) > · · · > (Tk, ξk).
Finally we recall that (T˜k, ξ˜k)
g˜ = (W˜ , γ˜), hence T gk = W and ξ
g
k = γ, as claimed. Further-
more γ is p′-special, (because N ∈ ker(γ) and γ ∈ Xp′(W ) if and only if γ˜ ∈ Xp′(W˜ )), so
χ ∈ Bp′(G), as wanted.
Conversely, assume that χ ∈ Bp′(G). Then there exists a series
(G,χ) = (W0, γ0) > . . . (Wk, γk) = (W,γ),
where (Wi, γi) is a standard inducing pair for (Wi−1, γi−1) and γ is p
′-special. Thus
(G˜, χ˜) = (W0N/N, γ˜0) > . . . (WkN/N, γ˜k) = (WN/N, γ˜)
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is a series of standard inducing pairs (WiN/N, γ˜i) for (Wi−1N/N, γ˜i−1), so (WN/N, γ˜) is a
nucleus for (G˜, χ˜). Certainly, γ˜ is p′-special as the character γ, so χ˜ ∈ Bp′(G˜), concluding
the proof.
Let N / G and ξ ∈ Bp′(N), as for characters in Irr(G), we denote by
Bp′(G | ξ) = {χ ∈ Bp′(G) : [χN , ξ] 6= 0}
the set of the irreducible constituents of ξG which are contained in Bp′(G).
Lemma 3.13. Let G be a p-solvable group and let N be a normal subgroup of G. If
ξ ∈ Bp′(N), then there exists a character χ ∈ Bp′(G | ξ).
Proof. We will prove the existence of χ by induction. LetM be a maximal normal subgroup
of G. By assumption, G/M is a p-group or a p′-group. We have that |M | < |G|, so by
inductive hypothesis there exists a character θ ∈ Bp′(M) such that [θN , ξ] 6= 0.
If G/M is a p-group, by Theorem 3.9(i), there exists a unique χ ∈ Bp′(G|θ). Hence,
in this case, χ is such that [χN , ξ] 6= 0, the desired character. If, conversely, G/M is a
p′-group, by Theorem 3.9(ii), every character which lies over θ is in Bp′(G). Let χ ∈ Bp′(G)
one of these characters, then [χN , ξ] 6= 0, concluding the proof.
We need, now, one preliminary technical lemma on characteristically simple groups.
Next, by Lemma 3.15 we will obtain a useful set of Bp′(G)-vanishing elements.
We recall that a group M is characteristically simple if it has no proper nontrivial
characteristic subgroups. It is a well-known result that a finite characteristically simple
group M is a direct product of isomorphic finite simple groups (see, for instance, [Ro,
3.3.15]).
Lemma 3.14. Let A be an abelian group that acts faithfully by automorphism on a group
M . Assume that |A| and |M | are coprime. If M is characteristically simple, then there
exists θ ∈ Irr(M) such that IA(θ) = 1.
Proof. See [DPSS1, Lemma 2.8].
Lemma 3.15. Let G be a p-solvable group. Let M,N normal subgroups of G such that
M ≤ N ≤ G and (|M |, |N/M |) = 1. Suppose that M is a minimal normal p′-group of G,
CN (M) ≤M and N/M is abelian. Then every x ∈ N rM is a Bp′(G)-vanishing element.
Proof. By the Schur-Zassenhaus theorem, since (|M |, |N/M |) = 1, we can write N as a
semidirect product M o A, where A ∼= N/M . Since CN (M) ≤ M , A is an abelian group
which acts (by automorphisms) faithfully on M ; in fact, CA(M) = CN (M) ∩ A = 1.
Moreover M is a characteristically simple group, because it is minimal normal in G. By
Lemma 3.14, there exists a character θ ∈ Irr(M) such that IA(θ) = 1; moreover M is a
p′-group, so Irr(M) = Xp′(M) (Lemma 3.3(v)). In particular, θ ∈ Bp′(M).
AsM / G, by Lemma 3.13 there exists χ ∈ Bp′(G) such that [χN , θ] 6= 0. Let I = IG(θ).
By the Clifford correspondence (Theorem 1.10), we know that χ = ψG, for some ψ ∈ Irr(I)
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with [χI , ψ] 6= 0. By the formulas of induced characters (1.2) and (1.3) (Section 1.1), for
all x ∈ G we have
χ(x) = ψG(x) =
∑
t∈T
ψ◦(xt
−1
),
where T is a right transversal for I in G and ψ◦(g) = 0, for all g ∈ G r I. In particular,
therefore, χ(x) = 0 for all x ∈ V0 = G r
⋃
g∈G I
g, that is, V0 is a set of Bp′(G)-vanishing
elements.
All that remains, now, is to prove that N rM ⊆ V0. We remark, first, that I ∩ (AM) =
(I ∩ A)M by the Dedekind modular law ([Ro], 1.3.14), because M ≤ I. Since N and M
are normal in G, and I ∩A = IA(θ) = 1, for all g ∈ G we have
Ig ∩N = (I ∩N)g = (I ∩ (AM))g = ((I ∩A)M)g =Mg =M.
Thus
N ∩ (
⋃
g∈G
Ig) =M ;
and we can conclude that N rM ⊆ V0, as wanted.
We are now ready to prove Theorem 3.2, which we state again.
Theorem 3.16. Let G be a p-solvable group. If all the p-elements of G are Bp′(G)-
nonvanishing, then G has a normal Sylow p-subgroup.
Proof. Suppose, by contradiction, that G is a minimal counterexample. Let P be a Sylow
p-subgroup of G (of course if P is trivial, it is normal in G, a contradiction, so P > 1). We
divide the proof in two cases.
First, let M be a minimal normal subgroup of G and suppose that p divides |M |. Since
G is a p-solvable group, M must be a (elementary abelian) p-group (see for instance [KS,
6.1.3]). We claim that in G/M all the p-elements are Bp′(G/M)-nonvanishing. Suppose,
by contradiction, that there exists a p-element gM ∈ G/M such that χ˜(gM) = 0, for some
χ˜ ∈ Bp′(G/M). Then g, a representative of the coset gM , is a p-element. On the other
hand, the lifted character χ of χ˜ is in Bp′(G), by Lemma 3.12. As M ⊆ ker(χ), we have
that χ(g) = χ(gM) = 0, which contradicts the hypothesis. Thus, by the minimality of G,
P/M / G/M . This means that P = PM / G, a contradiction.
The remaining case is: p does not divide the order of every minimal normal subgroup
of G, hence Op(G) = 1. Let M be, as above, a minimal normal subgroup of G. Again we
will prove that G/M does not contain p-elements as Bp′(G/M)-vanishig elements. If, by
contradiction, gM ∈ G/M is a p-element such that χ˜(gM) = 0, for some χ˜ ∈ Bp′(G/M),
then there exists a representative x of the coset gM such that x is a p-element. Then,
as above, we have that x is also a Bp′(G)-vanishing element, a contradiction. By the
minimality of G, therefore, PM/M is a normal Sylow p-subgroup of G/M .
Let N/M = Z(PM/M), so N E G and N 6= M because a nontrivial p-group has a
nontrivial center (see, for example, [KS, 3.1.11]). Since M and N/M are coprime, we know
by Schur-Zassenhaus theorem that N =MoA, where A ∼= N/M is an abelian p-group. We
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prove that CN (M) ≤ M . In fact, if (working by contradiction) there are some p-elements
in CN (M), we call 1 6= B a Sylow p-subgroup of CN (M). We observe that B is normal in
CN (M), and that B ≤ A. Since CN (M)∩M = Z(M), we get CN (M) = Z(M)×B. Thus
B is a characteristic subgroup of CN (M) E G. It follows that B is normal in G. On the
other hand, we recall that Op(G) = 1, and we have a contradiction.
Thus M,N and G satisfy the hypothesis of Lemma 3.15 and we conclude that N rM is
a set of Bp′(G)-vanishing elements. If NrM 6= ∅, there exists some x ∈ NrM such that x
is a p-element, which contradicts the hypothesis. Thus N =M , the final contradiction.
The following corollary, immediate from Theorem 3.2, shows some formal similarities
between Theorem 3.2 and Ito-Michler theorem.
Corollary 3.17. Let p be a prime and G a finite p-solvable group. If p does not divide the
order of any Bp′(G)-vanishing element, then G has a normal Sylow p-subgroup.
3.5 Remarks and consequences of Theorem 3.2
In this section we will outline some relations between Theorem 3.2 and some classical results
on character theory.
3.5.1 Michler-Okuyama theorem
First, we will point out that Theorem 3.2 is a strengthening, for p-solvable groups, of a
theorem by Michler and Okuyama (Theorem 3.19).
We start by recalling some relevant facts. It is worth mentioning the following well-
known lemma (see for example [BDS, Lemma 2.1]). We provide a proof, for the sake of
completeness.
Lemma 3.18. Let χ ∈ Irr(G) and let g be a p-element of the group G, p a prime. If
χ(g) = 0, then p divides χ(1).
Proof. Let ω be a primitive path root of unity, where pa = o(g), and write n = χ(1).
Observe that pa > 1. Then χ(g) =
∑n
i=1 ω
ki = 0 for suitable integers 0 ≤ ki ≤ pa, and ω
is a root of the polynomial q(x) =
∑n
i=1 x
ki . Hence, the path cyclotomic polynomial Φ(x)
divides q(x). In particular, Φ(1) = p divides q(1) = χ(1), as required.
As a consequence of Lemma 3.18, we see that if p does not divide any degree of an
irreducible character of G, then all p-elements of G are nonvanishing. So, the hypothesis of
Ito-Michler theorem (i.e. that p does not divide χ(1) for all χ ∈ Irr(G)) implies the hypoth-
esis of Theorem 3.1. Hence, we see that Theorem 3.1 implies Ito-Michler Theorem 1.19).
However, we stress that the class of groups which satisfies Ito-Michler theorem is properly
contained in the class of groups which satisfies Theorem 3.1.
Example 2. [DPSS1, Example 4.2] Let G be the normalizer of a Sylow 2-subgroup in the
Suzuki group Suz(8). Then G is a Frobenius group with complement of order 7 and non-
abelian Frobenius kernel. All the vanishing elements of G have order 7 and, on the other
side, cd(G) = {1, 7, 14}.
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In our case we want to see the relations between Theorem 3.2 and the following Oku-
yama-Michler theorem (the corresponding of Ito-Michler theorem for p-Brauer characters).
See [MW, Theorem 13.1] for a proof.
Theorem 3.19 (Okuyama-Michler). Let p be a prime and P be a Sylow p-subgroup of G.
If p - β(1) for all β ∈ IBrp(G), then P is normal in G.
Recall that the characters in Bp′(G) are canonical lifts of the p-brauer characters of G.
Thus, by Lemma 3.18, the class of p-solvable groups such that p - β(1) for all β ∈ IBrp(G) is
contained in the class of groups which satisfies Theorem 3.2. Hence, in the case of p-solvable
groups, Okuyama-Michler theorem is a consequence of Theorem 3.2.
In this case, however, these two classes of groups are equal. In fact, by basic properties
of p-Brauer characters, it turns out that IBrp(G) = IBrp(G/Op(G)), because the kernel of
each β ∈ IBrp(G) contains Op(G). So if G has a normal Sylow p-subgroup, it does not
exists any character β ∈ IBrp(G) whose degree is divisible by p.
3.5.2 Thompson’s theorem
Finally, in [DPSS1] the authors point out an analogue of Thompson’s Theorem 1.21, by
replacing the degree of (nonlinear) irreducible characters with the orders of the vanishing
elements.
Theorem 3.20. Let G be a finite group and p a prime number. If every vanishing element
of G has order a multiple of p, then G has a normal nilpotent p-complement.
Proof. See [DPSS1, Corollary B].
If G is a p-solvable group, however, we cannot conclude a similar result for the orders
of the Bp′(G)-vanishing elements. Namely: if every Bp′(G)-vanishing element is a multiple
of p, it is not true that G has a nilpotent normal p-complement, as the following example
shows.
Example 3. Let G = S4, the symmetric group on 4 elements. Then G is a 3-solvable
group with no normal 3-complement. On the other hand, all the B3′(G)-vanishing elements
are 3-elements.
3.6 A solvability criterion
One of the most famous applications of character theory to pure group theory is Burnside’s
pαqβ theorem, which asserts that a group with order divisible by at most two primes is
solvable (see Theorem 3.10 of [Is3]). As a corollary of Theorem 3.1, in [DPSS1] the authors
state the following result, which can be viewed as an extension of the Burnside’s pαqβ
theorem.
Theorem 3.21. Let p and q be prime numbers. If every vanishing element of a group G
is a {p, q}-element, then G is solvable.
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Proof. See [DPSS1, Corollary C].
What can be said if we restrict again the hypothesis of the previous theorem to the
Bp′(G)-vanishing elements? We will answer with the following Theorem 3.22. We observe
that, while Theorem 3.21 is an immediate consequence of Theorem 3.1, our Theorem 3.22
does not follow directly from Theorem 3.2. In order to prove Theorem 3.22 we will need a
different set of arguments.
Theorem 3.22. Let G be a finite p-solvable group, and let q and r be primes distinct from
p. If every Bp′(G)-vanishing element is a {q, r}-element, then G is solvable.
Before proceeding with the proof of Theorem 3.22, we need some technical results, about
simple nonabelian groups.
We restate, in a version taylored to characters in Bp′(G), Lemma 2.7 of [DPSS3] about
characters of p-defect zero.
Lemma 3.23. Let G be a p-solvable group, N a normal p′-subgroup of G, and q a prime
divisor of |N |. If N has an irreducible character of q-defect zero, then every element of N
of order divisible by q is a vanishing element for Bp′(G).
Proof. Take ψ ∈ Irr(N) = Bp′(G) of q-defect zero. By Lemma 3.13, there exists a character
χ ∈ Bp′(G) lying over ψ. By Clifford’s Theorem 1.9, we have
χN = e
∑
i
ψi,
where ψi are all the distinct G-conjugates of ψ. As ψi(1) = ψ(1), every ψi is an irreducible
character of q-defect zero of N . Hence, by Brauer’s Theorem 1.31, every ψi vanishes on each
element of N of order divisible by q. If x is such an element, we get χ(x) = e
∑
i ψi(x) = 0,
then x is a Bp′(G)-vanishing element.
Next, we consider the following lemma, taken from [GO], which give us relevant infor-
mation about the existence of irreducible characters of p-defect zero for non abelian simple
groups.
Lemma 3.24. Let S be a nonabelian simple group, and p a prime divisor of |S|. Then S
has an irreducible character of p-defect zero unless one of the following holds.
(i) p = 2 and S is isomorphic to either M12, M22, M24, J2, HS, Suz, Ru, Co1,
Co3, BM or An, with n 6= 2m2 +m and n 6= 2m2 +m+ 2 for every integer m.
(ii) p = 3 and S is isomorphic to either Suz, Co3 or An, where 3n + 1 = m
2d with d a
squarefree integer divisible by some prime r ≡ 2mod 3.
We obtain the following result, that corresponds, replacing Irr(G) by Bp′(G), to Corol-
lary 2.9 in [DPSS3].
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Corollary 3.25. Let G be a p-solvable group, N a nonabelian minimal normal p′-subgroup
of G, and q a prime divisor of |N |. If q ≥ 5 then every element of N having order divisible by
q is a Bp′(G)-vanishing element. In particular N contains some Bp′(G)-vanishing element.
Furthermore, if N is not a simple group then , for every r ∈ pi(N) with r 6= q, there
exists h ∈ N such that h is a Bp′(G)-vanishing element of order divisible by rq.
Proof. By basic results in finite group theory (see for example [Ro, 1.5.6]), a minimal
normal subgroup of G is a characteristically simple group, so, by [Ro, 3.3.15] N = S1×· · ·×
Sn where Si ∼= S is a nonabelian simple group whose order is divisible by q. Since q ≥ 5, by
Theorem 3.24 S has an irreducible character θ of q-defect zero. Let ψ = θ×· · ·×θ ∈ Irr(N),
whence ψ is a character of q-defect zero of N . Thus, by Theorem 3.23, every element of
N of order divisible by q is a Bp′(G)-vanishing element. Since the order of a simple group
must be divided by at least 3 primes, (Burnside’s pαqβ theorem), there always exists a
prime q ≥ 5 that divides |N |, proving that N contains some Bp′(G)-vanishing element.
For the second claim, we assume n > 1. Let x ∈ S1 be of order q, and let r ∈ pi(|N |)
with r 6= q. Of course r ∈ pi(S2), so we can choose y ∈ S2 of order r. We set h = xy ∈ N ,
hence h is Bp′(G)-vanishing element of order qr, as wanted.
The next final preparatory lemma is a modified version of [DPSS3, Proposition 2.5] for
characters in Bp′(G).
Lemma 3.26. Let G be a p-solvable group and let M and N be normal subgroups of G
such that M ∩ N = 1. If there exists m ∈ M such that m is a Bp′(G)-vanishing element,
then mn is a Bp′(G)-vanishing element for all n ∈ N .
Proof. By hypothesis, there exists χ ∈ Bp′(G) such that χ(m) = 0, and let α be an
irreducible constituent of χM . By Theorem 3.9 (iii), it follows that α ∈ Bp′(M). We get
0 = χ(m) = e
t∑
i=1
αgi(m),
where e = [χM , α] 6= 0, and {g1, . . . , gt} is a right transversal for the inertia subgroup IG(α)
of α in G (Clifford’s theorem 1.9).
We consider now the character α × 1N in Bp′(MN). Since 1N is G-invariant, we have
that IG(α × 1N ) = IG(α)N . By hypothesis, for all x ∈ M and y ∈ N , [x, y−1] = 1, that
is, xy
−1
= x and then αy(x) = α(x). This means that N ⊆ IG(α) and IG(α × 1N ) =
IG(α). By Lemma 3.13, there exists ψ ∈ Bp′(G) which lies over α × 1N . Then, setting
f = [ψMN , α× 1N ], for every n ∈ N we have
ψ(mn) = f
t∑
i=1
(α× 1N )gi(mn) = f
t∑
i=1
αgi(m) = 0.
Thus mn is a Bp′(G)-vanishing element, as claimed.
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Proof of Theorem 3.22. We remark that the hypothesis is inherited by factor groups of
G. In fact, given a normal subgroup N of G, we recall that Bp′(G/N) ⊆ Bp′(G) and that the
order of any element gN ∈ G/N divides the order of g in G. Thus, if the Bp′(G)-vanishing
elements are {q, r}-elements, then so are the Bp′(G/N)-vanishing elements. We work by
induction on |G|.
Let N be a minimal normal subgroup of G. By inductive hypothesis, G/N is solvable.
If N is solvable, we conclude that G is solvable (because N is elementary abelian).
What remains is to show that the case in which N is a nonsolvable p′-group cannot
occur. In this case, N = S1 × . . .× Sk, where each Si ∼= S is a non abelian simple p′-group
([Ro, 1.5.6 and 3.3.15]). By Corollary 3.25, as N is a nonsolvable group, there exists a
prime s ≥ 5, such that s divides |N | and every element of N divisible by s is a vanishing
element for Bp′(G). If s 6= q, r we contradict the hypotheses, hence assume s = q.
Suppose that N is not a simple group. Let t ∈ pi(N) such that t 6= q, r (the existence of t
is guaranteed by the Burnside’s pαqβ-theorem). By Corollary 3.25, there exists h ∈ N such
that h is a Bp′(G)-vanishing element of order divisible by tq, contradicting the hypotheses.
Now assume that N is a simple group. We claim that N is the unique minimal normal
subgroup of G. Suppose, by contradiction, that there exists another minimal normal sub-
group M of G. If M is a p-group or a p′-solvable group we can substitute N by M and
conclude the proof. If M is a p′-nonsolvable group, then there exist at least three distinct
primes p1, p2, p3 which divide |M |. By Lemma 3.24, since s ≥ 5 and N is a p′-group, N has
at least one character of s-defect zero and therefore every element of N of order divisible
by s is a Bp′(G)-vanishing element, because of Lemma 3.23. We argue, by Lemma 3.26,
that there are Bp′(G)-vanishing elements divisible by sp1, sp2 and sp3, contradicting the
hypotheses. Thus N is unique, as claimed.
We recall that |N | is divisible by at least three distinct primes t1, t2, t3. If N is not in
the list of Lemma 3.24, by this lemma and Lemma 3.23, N has Bp′(G)-vanishing elements
of order t1, t2, t3, and this is impossible.
In order to conclude the proof, we have to check the cases in which N is one of the
sporadic groups or alternating groups in the lists of Lemma 3.24.
Suppose that N is one of the sporadic groups in the lists of Lemma 3.24. It is easy to
verify (for example in [Atlas]), that if N is in the list (i) and not in the list (ii), then |N |
is divisible by three primes distinct from 2, while |N | is divisible by three primes distinct
from 3 if it is in the list (ii) and not in the first list. If N is in both (i) and (ii), then |N | is
divisible by three primes distinct from 2 and 3. Hence, N has characters of qi-defect zero,
for at least three primes q1, q2, q3. This implies the existence of Bp′(G)-vanishing elements
in N of order q1, q2, q3, and such case cannot be possibile.
If N = An for a certain n ≥ 11 then |N | is divisible by at least three primes distinct
from 2 and 3. So, by Lemma 3.23 and Lemma 3.24, we get a contradiction.
Finally, let us see in [Atlas] what happens when N = A5, A6, A7, A8, A9 or A10. In
A5 and A6 there are characters of t-defect zero, for t = 2, 3, 5. In A8 there are characters
of t-defect zero, for t = 3, 5, 7. In A9 there are characters of t-defect zero for t = 3, 5, 7
and finally, in A10 there are characters of t-defect zero for t = 2, 5, 7. When N = A7,
N has only characters of 5-defect zero and 7-defect zero. We know that Z(G) ≤ CG(N)
and even that Z(G) is contained in every minimal normal subgroup of G. Since N is the
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unique minimal normal subgroup of G and N is a simple group, it follows that CG(N) = 1
and this is equivalent to say that G is almost simple. Thus G is isomorphic to A7 or S7,
but in both cases there are vanishing elements divisible by three distinct primes, the final
contradiction.
3.7 Vanishing elements of prime power order
In [BDS], the authors described the groups in which every vanishing element is a p-element,
for some fixed prime p. We recall the main result of that paper.
Theorem 3.27. Let G be a nonabelian group and p a prime. If every irreducible character
of G vanishes only on p-elements, then one of the following holds.
(i) G is a p-group.
(ii) G/Z(G) is a Frobenius group with a Frobenius complement of p-power order and
Z(G) = Op(G).
It seems natural to ask, at this point, how is the structure of the groups G whose
vanishing elements have prime power order.
We deal with this new question for solvable groups. In a recent paper ([LSZ]), Z. Li, C.
Shao and J. Zhang describe the structure of nonsolvable groups with the same property,
completing the characterization for all groups.
During this section we will prove this theorem.
Theorem 3.28. Let G be a solvable group in which every vanishing element has prime
power order and let F be the Fitting subgroup of G. Then one of the following holds.
(a) G is a p-group.
(b) G/Z(G) is a Frobenius group with a Frobenius complement of p-power order and
Z(G) = Op(G).
(c) G = FH is a Frobenius group with Frobenius kernel F of p-power order, and comple-
ment H of q-power order, for two distinct primes p and q.
(d) G is a nearly 2-Frobenius group. In particular G/F is a Frobenius group with kernel
L/F of p-power order and complement of q-power order, for two distinct primes p, q.
F = Op(G)×Oq(G) and G/Op(G) is a 2-Frobenius group.
We recall, first, some definitions and preliminary remarks. A group G is said to be a
2-Frobenius group if there exist two normal subgroups F and L of G such that
- L is a Frobenius group with kernel F ,
- G/F is a Frobenius group with kernel L/F .
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Since L/F is isomorphic to the Frobenius complement of L, all the Sylow subgroups of
L/F are either cyclic or generalized quaternion group; furthermore L/F is the kernel of the
Frobenius group G/F , so it is nilpotent (Theorem 1.25). If the order of L/F is even, the
unique involution of L/F is fixed by G/F , a contradiction. Thus, |L/F | is odd and then
all Sylow subgroups of L/F are cyclic (Theorem 1.25). As L/F is the Frobenius kernel of
G/F , L/F is nilpotent and hence L/F is cyclic. Since G/L is isomorphic to a subgroup
of Aut(L/F ), G/L is abelian. On the other hand, G/L is isomorphic to the Frobenius
complement of G/F , then also G/L is cyclic. Finally, F is nilpotent, being the Frobenius
kernel of L, and we can conclude that G is solvable.
Also, we recall that a group G is said to be nearly 2-Frobenius if there exist two normal
subgroups F and L of G such that
- F = F1 × F2 is nilpotent, where F1 and F2 are normal subgroups of G,
- G/F is a Frobenius group with kernel L/F ,
- G/F1 is a Frobenius group with kernel L/F1, and G/F2 is a 2-Frobenius group.
Since F2 is nilpotent and G/F2 is a 2-Frobenius group, hence solvable, it turns out that G
is solvable.
In order to prove Theorem 3.28, we shall exploit several results on the so-called vanishing
prime graph, introduced in [DPSS2]. The vanishing prime graph of a group G, denoted by
Γ(G), is a simple graph whose vertices are the prime divisors of the orders of the vanishing
elements of G. Two distinct vertices p, q are adjacent if and only if there exists a vanishing
element in G of order divisible by pq. In [DPSS2], it is described the structure of Γ(G) for
a finite solvable group G. Next, the same authors, in [DPSS3], extended that investigation
to nonsolvable finite groups.
The vanishing prime graph is a particular subgraph of the famous prime graph of G,
Π(G), introduced by Gruenberg and Kegel. In Π(G) the vertices are the prime numbers
dividing the order of G, and two distinct vertices p, q are adjacent if and only if G has an
element of order divisible by pq.
Let G be a solvable group. If every vanishing element of G has prime power order, it
turns out that the vanishing graph of G consists of isolated vertices. Furthermore, in this
case Γ(G) has at most two connected components ([DPSS2]). It follows immediatly this
remark.
Remark 3.29. If every vanishing element of a solvable group G has prime power order,
then one of the following two cases holds.
(a) Γ(G) is connected, so it consists of just one vertex p and we are exactly in the hy-
pothesis of Theorem 3.27.
(b) Γ(G) has two connected components, that is, two disconnected vertices p and q.
In particular, our main purpose in this section will be to describe this last case (b)
(Theorem 3.37).
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The following proposition gives us some information on the connected components of
Π(G) when G is a solvable Frobenius group, or a 2-Frobenius group. Recall that a graph
is defined complete if each pair of vertices has an edge connecting them.
Proposition 3.30. 1) Let G = FH be a solvable Frobenius group, with kernel F and
complement H. The graph Π(G) has two connected components, whose vertex sets
are ρ1 = pi(F ) and ρ2 = pi(H), and which are both complete graphs.
2) Let G be a 2-Frobenius group, and F , L be the normal subgroups as in the previous
definition. The graph Π(G) has two connected components, whose vertex sets are
ρ1 = pi(L/F ) and ρ2 = pi(G/L) ∪ pi(F ), and which are both complete graphs.
Proof. See [DPSS2, Proposition 1.7].
We are going to see, now, what is the role of the Fitting subgroup with respect to the
vanishing and nonvanishing elements of a solvable group G.
Lemma 3.31. Let G be a solvable group, and assume that F(G) contains a vanishing
element of G. Then there exists a vanishing element g ∈ F(G) such that pi(o(g)) = pi(F(G)).
Proof. See [DPSS2, Proposition 2.1].
Theorem 3.32. Let G be a solvable group. If x is a nonvanishing element of G, then
xF(G) is a 2-element of G/F(G).
Proof. See [INW, Theorem D].
If τ is a subset of the vertex set of the graph Γ, we call induced subgraph, Γτ , the
subgraph of Γ with vertex set τ and where two vertices in τ are adjacent in Γτ if and only
they are adjacent on Γ.
Proposition 3.33. Let G be a solvable group and let F = F(G) be the Fitting subgroup of
G. Set τ = pi(G/F ), then the prime graph Π(G/F ) is a subgraph of Γ(G)τ .
Proof. By Theorem 3.1, for every prime q ∈ τ there exists a vanishing q-element of G
(because if all q-elements are nonvanishing, then they are all contained in F ), so q is a
vertex of Γ(G). If s and t are primes in τ which are adjacent in Π(G/F ), there is an
element xF ∈ G/F such that o(xF ) is divisible by st. By Theorem 3.32, x is a vanishing
element of G, because xF is clearly not a 2-element, and of course its order is divisible by
st. It turns out that s and t are adjacent in Γ(G) as well. This shows that Π(G/F ) is a
subgraph of Γ(G)τ .
We need the following lemmmas.
Lemma 3.34. Let G be a solvable group. If Γ(G) is disconnected and Π(G/F(G)) is
connected, then G is a Frobenius group with kernel F(G).
Proof. See [DPSS2, Lemma 2.10].
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Lemma 3.35. Let G be a solvable group. If both Γ(G) and Π(G/F(G)) are disconnected,
then G/F(G) is a Frobenius group and every element in Gr F(G) is a vanishing element
of G.
Proof. See [DPSS2, Lemma 2.11].
Lemma 3.36. Let G be a solvable group with Fitting subgroup F . Let p1, p2, r be distinct
primes such that p1, p2 ∈ pi(G/F ) are not adjacent in Π(G/F ), and r ∈ pi(F ). Then the
following conclusions hold.
(a) There exists g ∈ G and i ∈ {1, 2} such that pir is a divisor of o(g), and pi is a divisor
of o(gF ).
(b) If, in addition, Π(G/F ) is disconnected, then g as in (a) can be chosen to be a
vanishing element of G.
Proof. See [DPSS2, Proposition 3.2].
We are ready to characterize the case in which Γ(G) is disconnected.
Theorem 3.37. Let G be a solvable group in which every vanishing element has prime
power order and suppose that Γ(G) is disconnected. Let F be the Fitting subgroup of G,
then one of the following holds.
(i) If Π(G/F ) is connected, G = FH is a Frobenius group with kernel F of p-power
order, and complement H of q-power order, for two distinct primes p, q.
(ii) If Π(G/F ) is disconnected, then G is a nearly 2-Frobenius group. In particular
there are two normal subgroups F and L, such that G/F is a Frobenius group with
kernel L/F of p-power order, and complement G/L of q-power order. Moreover
F = Op(G)×Oq(G), and G/Oq(G) is a Frobenius group with kernel L/Oq(G), also
L/Op(G) is a Frobenius group with kernel F/Op(G).
Proof. By hypothesis and by Remark 3.29, Γ(G) consists of just two disconnected vertices
p and q (p and q are distinct primes).
If Π(G/F ) is connected then, by Lemma 3.34, we know that G is a Frobenius group with
kernel F . Let σ1 = pi(G/F ) and σ2 = pi(F ). By Proposition 3.33, Π(G/F ) is a subgraph
of Γ(G)σ1 , so every element in σ1 is a vertex set of Γ(G); furthermore at least one element
of σ2 is a vertex of Γ(G), because Γ(G) is disconnected. So, by Lemma 3.31, we know that
every element in σ2 is a vertex of Γ(G). We can conclude that σ1 = q and σ2 = p, exactly
the two connected components of Γ(G). In particular, F is a p-group and G/F is a cyclic
q-group or q = 2 and G/F is a generalized quaternion group.
If, otherwise, Π(G/F ) is disconnected, Lemma 3.35 yields that G/F is a Frobenius
group and that every element in G r F is a vanishing element of G. Thus it follows that
also Π(G/F ) consists of the disconnected vertices p and q. Let L/F be the Frobenius kernel
of G/F . By Proposition 3.30, we know that Π(G/F ) has two connected components whose
vertex sets are pi(G/L) and pi(L/F ). So we can write q = pi(G/L) and p = pi(L/F ), that is
L/F is a p-group and G/L is a q-group.
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We claim now that F = Op(G) ×Oq(G). Suppose, by contradiction, that there exists
a prime r ∈ pi(F ) distinct from p and q. By Lemma 3.36, there exists g ∈ G such that o(g)
is divisible either by pr or by qr. Moreover, as Π(G/F ) is disconnected, g is a vanishing
element of G, a contradiction.
Finally, let us consider Q, a Sylow q-subgroup of G. We show that Q/Oq(G) acts
fixed-point freely on L/Oq(G). Suppose, by contradiction, that there exists an element
gOq(G) ∈ G/Oq(G) whose order is divisible by pq (in this case, therefore, there exist
xOq(G) ∈ Q/Oq(G) and yOq(G) ∈ L/Oq(G) such that yxOq(G) = yOq(G)). Since g
cannot be contained in F , g is a vanishing element of G, and this is a contradiction. Thus
G/Oq(G) = QL/Oq(G) is a Frobenius group with kernel L/Oq(G). In the same way we
can show that L/Op(G) is a Frobenius group with kernel F/Op(G), whence G/Op(G) is a
2-Frobenius group. We conclude that G is a nearly 2-Frobenius group, as wanted.
Proof of Theorem 3.28. As we said at the beginning of this section, since Γ(G) has at
most two connected components, we divide the proof in two cases: one where Γ(G) is
connected and the other with Γ(G) disconnected.
In the first case, Γ(G) it is composed of just one vertex. Thus conditions (a) and (b)
follows immediatly from Theorem 3.27. If, on the other side, Γ(G) is disconnected, we
complete the proof by Theorem 3.37.
Final remark
We finish by pointing out that imposing that the set of vanishing elements of G consists
of elements of prime power order, gives groups which are consistently similar to the groups
whose entire set of elements are of prime power order. In fact, we can notice the strong
similarity between a theorem by G. Higman (Theorem 3.38), and Theorem 3.28. We stress,
however, that the proof of Theorem 3.28 is independent of Higman’s Theorem 3.38.
Theorem 3.38. Let G be a solvable group in which every element has a prime power order.
Then G is one of the following groups:
(a) G is a p-group.
(b) G = FH is a Frobenius group, where the kernel F is a p-group, for some prime p > 2,
and the complement H is a cyclic q-group or a generalized quaternion group.
(c) G has a normal series 1 / P / PQ / G, where G/P and PQ are Frobenius groups, P
and G/PQ are p-groups, PQ/P is a q-group. In particular G is a 2-Frobenius group.

Chapter 4
Real vanishing elements
4.1 Introduction
As usual, let G be a finite group and Irr(G) the set of the irreducible complex characters
of G. Let F be a subfield of C, we write IrrF(G) for the set of those χ ∈ Irr(G) such that
χ(g) ∈ F for all g ∈ G ( F-valued characters). Hence IrrR(G) is the set of real-valued (or
real) irreducible characters of G.
As it is shown in recent papers ([DNT1], [NST], [NT2]), several fundamental results
on characters of finite groups admit a version in which Irr(G) is replaced by IrrF(G) for a
suitable field F. For instance, S. Dolfi, G. Navarro and P. H. Tiep proved in [DNT1] the
following theorem.
Theorem 4.1. Let G be a finite group. If all χ ∈ IrrR(G) have odd degree, then a Sylow
2-subgroup of G is normal in G.
We remark that this provides a strong version (by restricting the hypothesis just to real
characters) of the celebrated Ito-Michler Theorem 1.19 for the prime p = 2.
As a consequence of Brauer’s permutation Lemma 1.13, we know that the number of real
irreducible characters of G is equal to the number of real conjugacy classes of G. Moreover,
if G is a group of odd order, then no non-identity element of G is real. Hence, G has a
nontrivial real irreducible character if and only if the order of G is even, and therefore, the
case p = 2 studied in Theorem 4.1 is an essential case.
As in the previous chapter, we turn our attention to the nonvanishing elements of a
finite group G. We recall that one of main results in this area is Theorem 3.1, in [DPSS1],
which establishes that if all the p-elements of a finite group G are nonvanishing, then G
has a normal Sylow p-subgroup.
Our main result in this chapter is the following.
Theorem 4.2. Let G be a finite group. If χ(x) 6= 0 for all χ ∈ IrrR(G) and all 2-elements
x ∈ G, then G has a normal Sylow 2-subgroup.
Since odd degree characters do not vanish on 2-elements (see Lemma 3.18), Theorem 4.2
provides at the same time a generalization of Theorem 4.1 and of the p = 2 case of Theo-
rem 3.1.
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First, we had proved Theorem 4.2 for solvable groups, thereafter Phamm Huu Tiep
established a key result for almost simple groups, (Theorem 4.7), which allowed us to
complete the proof of Theorem 4.2 for all groups.
A few remarks are in order here. First of all, the hypotheses of our Theorem 4.2 here
are strictly more general than those of Theorem 4.1. In Section 4.4, we will describe an
interesting family of examples of groups G, having real irreducible characters of even degree,
such that all 2-elements of G are nonvanishing. We also mention that in order to obtain
the solvable part of Theorem 4.2, we will prove a result guaranteeing the existence of real
2-defect zero characters which might have an independent interest (see Theorem 4.3).
4.2 Regular orbits and characters of 2-defect zero
Let G be a finite group and let U be a faithful G-module. We recall that a G-orbit
uG = {ug | g ∈ G} of G on U is a regular orbit if its cardinality is equal to |G| or,
equivalently, if CG(u) = 1.
We recall (see Section 1.6), that χ ∈ Irr(G) is said to be of p-defect zero, for a given
prime p, if p does not divide |G|/χ(1). Moreover, if χ ∈ Irr(G) is a character of p-defect
zero, then χ(g) = 0 for every element g ∈ G such that p ∣∣ o(g) (Theorem 1.31).
Theorem 4.3. Let G be a finite group. Assume that O2(G) = 1 and that G has a nilpotent
normal 2-complement M . Let P be a Sylow 2-subgroup of G and assume that whenever U
is a faithful GF(q)[P ]-module, where q is a prime dividing |M |, P has a regular orbit on
U . Then there exists an irreducible character χ ∈ IrrR(G) of 2-defect zero.
Remark 4.4. If P is an abelian 2-group, then P has a regular orbit in every faithful action
on a module U of coprime characteristic.
In fact, consider the semidirect product G = PU . The intersection of all Sylow 2-
subgroups of G is trivial, because otherwise O2(G) > 1 and then the action of P on U cannot
be faithful. Since P is abelian, by Brodkey’s theorem ([B]) we know that the intersection of
all the Sylow 2-subgroups of G coincides with the intersection of P with a suitable conjugate
of P in G. Thus there exists u ∈ U such that P ∩P u = 1, and this implies that CP (u) = 1.
We observe, for completeness, that a 2-group P acting faithfully on a module U of
characteristic q 6= 2 has no regular orbit on U only if q is either a Mersenne or Fermat
prime, and P involves a section isomorphic to the dihedral group D8. This follows from
Theorem 4.4 and Theorem 4.8 of [MW], using Maschke’s theorem and standard arguments
for passing from irreducible to completely reducible modules.
Theorem 4.3 will be derived from the following result, whose somewhat more technical
statement will be needed in the proof of Theorem 4.2.
Theorem 4.5. Let G be a finite group. Assume that O2(G) = 1 and that G has a nilpotent
normal 2-complement M . Let P be a Sylow 2-subgroup of G, P 6= 1. Assume that whenever
U is a faithful GF(q)[P ]-module, where q is a prime dividing |M |, P has a regular orbit on
U . Then there exist a character θ ∈ Irr(M) and an element z ∈ P , such that θG ∈ Irr(G)
and θ z = θ.
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Proof. Let P ∈ Syl2(G). As O2(G) = 1, then P acts faithfully on M . By coprimality, P
acts faithfully on M/Φ(M), as well. So, it is no loss to assume that Φ(M) = 1, and under
this assumption M is an elementary abelian group. We may therefore assume that
M = L1 × L2 × · · · × Lk,
where each Li is an irreducible GF(qi)[P ]-module, for some prime qi 6= 2. We define
Wi = CP (Li), for any i = 1, . . . , k. Observe that Wi is a normal subgroup of P , for each i,
and that
⋂k
i=1Wi = 1, since P acts faithfully on M .
Now, let B be a subset of {W1, . . . ,Wk} minimal such that⋂
W∈B
W = 1.
We can assume that B = {W1, . . . ,Wn} for some n ≤ k. Thus P acts faithfully on U =
L1 × · · · × Ln.
By assumption, for all i ∈ {1, . . . , n}, there exists an element ui ∈ Li such thatCP (ui) =
Wi. So, if we set u = (u1, . . . , un) ∈ U , it follows that CP (u) = 1. Now, we consider the
dual group Uˆ = Irr(U). As |U | is odd, by Theorem 1.17, U and Uˆ are isomorphic as P -
modules. Hence there exists µ ∈ Uˆ such that IP (µ) = 1, where IP (µ) is the inertia group
of µ in P , as usual. Consider now, for 1 ≤ j ≤ n, the subgroup
Hj =
⋂
1≤t≤n, t 6=j
Wt.
Note that Hj is a normal subgroup of P and that Hj is not contained in Wj , by the
minimality of B. Furthermore, Hj ∩Wj = 1, for each j. Now, let zj ∈ Z(P ) ∩ Hj be an
involution; such an element certainly exists, as Hj is a nontrivial normal subgroup of P .
So, CLj (zj) is a P -submodule of Lj and CLj (zj) < Lj as zj /∈ Wj . As Lj is irreducible, it
follows that CLj (zj) = 1. Hence zj is a fixed-point-free automorphism of Lj of order two
and by Theorem 16.9(e) of [Hu1], it follows that zj inverts every element of Lj . Moreover,
as zj ∈ Hj , zj centralizes Li for every i 6= j, 1 ≤ i, j ≤ n.
Let z = z1 · · · zn, and observe that z inverts every element of U . By the isomorphism
of P -modules U ∼= Uˆ , then z inverts every irreducible character of U . In particular, µz =
µ−1 = µ. Now, we can writeM = U×N , where N is P -invariant. Let θ = µ×1N ∈ Irr(M).
Then, we have that θz = θ and that IP (θ) = IP (µ) = 1. Thus, by Clifford Theorem 1.10,
θG ∈ Irr(G) and the proof is complete.
Proof of Theorem 4.3. Clearly, we may assume P 6= 1. So, by Theorem 4.5 there exists
a character θ ∈ Irr(M) such that χ = θG ∈ Irr(G) and an element z ∈ P such that θz = θ.
By definition of induced characters, θG = (θz)G, because M is normal in G. Hence,
χ = θG = θ G = (θz)G = θG = χ,
so χ ∈ IrrR(G). Finally, as χ(1) = |G : M |θ(1) = |P |θ(1), χ is a character of 2-defect zero
of G.
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We will also need the following result, showing that real characters are remarkably
well-behaved across odd sections. As usual, if N is a normal subgroup of a group G and
θ ∈ Irr(N), we denote by IG(θ) the inertia subgroup of θ in G and by Irr(G|θ) the set of
the irreducible characters of G that lie over θ.
Lemma 4.6. Let G be a finite group and let N / G with G/N of odd order. If θ ∈ IrrR(N),
then there exists a unique χ ∈ IrrR(G|θ).
Proof. This is Corollary 2.2 of [NT1].
4.3 Proof of Theorem 4.2
In order to prove Theorem 4.2, we will need the following deep result, which is due to P. H.
Tiep, concerning the existence of suitable real-valued characters of almost simple groups.
Theorem 4.7. For any finite nonabelian simple group S and for any H, with S ≤ H ≤
Aut(S), there exist a character θ ∈ Irr(S) and a 2-element x ∈ S, such that both the
following conditions apply:
(i) θ(xσ) = 0, for all σ ∈ Aut(S);
(ii) there is a subgroup J with IH(θ) ≤ J ≤ H such that there exists a real-valued α ∈
Irr(J |θ).
Proof. [MT, Theorem 3.1].
The proof of this theorem requires several technical and difficult steps, regarding the
theory of simple groups. A few hints and comments on the proof are in order here. The
method, as usual, is to divide the proof depending on whether S is sporadic, alternating,
or of Lie type. When S is a sporadic group or S = A6, is sufficient to check ([Atlas])
to obtain the required characters θ and α. For the alternating groups An, we know that
Aut(An) = Sn and that all characters of Sn are real. By the theory of representation of
symmetric groups, it is possible to find a partition λ of n, and a character χ ∈ Irr(Sn),
uniquely determined by λ, such that χ restricted to An is irreducible, as well; and χAn
vanishes in a 2-element. So, choosing θ = χAn and J = H, it is not so difficult to conclude
Theorem 4.7 for alternating groups. The hardest part, of course, is when S is a simple
group of Lie type. Here, the proof is based on the Deligne-Lusztig theory (see [Car] and
[DMi] for more information), and the author had to divide the proof into several cases
(depending on the distinct families of groups of Lie type and on the characteristic of the
field in which is constructed S).
We can now proceed to the proof of Theorem 4.2, which we state again.
Theorem 4.8. Let G be a finite group. If χ(x) 6= 0 for all χ ∈ IrrR(G) and for all elements
x ∈ G of 2-power order, then G has a normal Sylow 2-subgroup.
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Proof. Let G be a minimal counterexample and let P be a Sylow 2-subgroup of G. So,
P 6= 1. Let M be a minimal normal subgroup of G.
As every irreducible real-valued character of G/M can be lifted to an irreducible real-
valued character of G, and 2-elements of G/M to 2-elements of G, we see that χ(xM) 6= 0
for every 2-element xM ∈ G/M . Hence, by minimality of G, PM/M is normal in G/M .
If M1 is a minimal normal subgroup of G, with M1 6= M , then G/M × G/M1 has a
normal Sylow 2-subgroup, as both G/M and G/M1 do. Since M1∩M = 1, G is isomorphic
to a subgroup of G/M×G/M1 and hence G has a normal Sylow 2-subgroup, a contradiction.
So, M is the only minimal normal subgroup of G.
Suppose first that 2 divides |M |. IfM is solvable, thenM is a 2-group (see, for example,
[KS, Theorem 6.1.3]), and P = PM / G, a contradiction. Hence M is not solvable. Thus
M = S1 × · · · × St, where Si ∼= S, a nonabelian simple group ([Ro, 3.3.15]).
Write S = S1, H = NG(S) and C = CG(S). Notice that C ∩ S = 1. Thus, the
action (by conjugation) of H/C on S is well-defined and faithful, so H/C is isomorphic to
a subgroup H of Aut(S), with S ≤ H ≤ Aut(S). By Theorem 4.7, there exist a character
θ ∈ Irr(S) and a 2-element x ∈ S such that θ(xσ) = 0, for all σ ∈ Aut(S). Moreover,
there exist a subgroup J with IH(θ) ≤ J ≤ H and a real-valued character α ∈ Irr(J |θ). By
Clifford correspondence (Theorem 1.10), α = λJ for a suitable character λ ∈ Irr(IH(θ)|θ).
Therefore, β = λH is an irreducible character of H, β is real-valued as β = αH and β lies
over θ.
Let now ψ = θ × 1S × · · · × 1S ∈ Irr(M). Note that IG(ψ) ≤ IH(θ) ≤ H and that
IG(ψ)/C is isomorphic to IH(θ). Hence, by lifting characters from the corresponding factor
groups modulo C, we can view λ ∈ Irr(IG(ψ)|ψ) and λH = β ∈ IrrR(H).
Define χ = λG. By Clifford correspondence, χ is an irreducible character of G and,
as χ = βG, we have that χ ∈ IrrR(G). We will show that χ vanishes on the 2-element
g = (x, x, . . . , x) ∈ M . In fact, χ lies over ψ and hence the restriction χM is a sum of
conjugates ψy, with y ∈ G (Theorem 1.9). Now, each conjugate ψy is of the form
ψy = 1S × · · · × 1S × θσ × 1S × · · · × 1S ,
for a suitable σ ∈ Aut(S). Thus ψy(g) = θ(xσ−1) = 0, for all y ∈ G. It follows that
χ(g) = 0, against our assumptions.
We conclude that M has odd order. Hence, by Feit-Thompson Theorem ([FT], which
asserts that every group of odd order is solvable), M is solvable. So M is an elementary
abelian q-group, write |M | = qk, for some prime q 6= 2.
Let Z = Z(P ). Note that Z 6= 1, because every p-group has nontrivial center ([KS,
Theorem 3.1.11]). Since ZM/M is characteristic in PM/M E G/M , ZM/M is normal in
G/M , and then ZM is a normal subgroup of G. Observe also that M is a normal nilpotent
2-complement of ZM and that Z is a Sylow 2-subgroup of ZM . Moreover, O2(ZM) = 1,
as O2(ZM) is normal in G and M is the unique minimal normal subgroup of G. Finally,
since Z is abelian, by Remark 4.4, Z has a regular orbit on every faithful Z-module of odd
characteristic. Thus, by Theorem 4.5 there exist θ ∈ Irr(M) and z ∈ Z, such that θz = θ
and θZM ∈ Irr(ZM).
Let T = IG(θ) ∩ PM = IPM (θ). Since q 6= 2, θ has a canonical extension γ ∈ Irr(T )
(Theorem 1.12). By uniqueness of the canonical extension of θ, it follows that γz = γ. Let
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δ = γPM . By Clifford theory δ is irreducible, and δ is real-valued because
δ = (γ)PM = (γz)PM = δ.
Recalling that PM is a normal subgroup of odd index in G, by Lemma 4.6 there exists a
character χ ∈ IrrR(G) that lies over δ.
Now, we show that δ(g) = 0 for every g ∈ ZM rM . In fact, as θZM ∈ Irr(ZM), by
Clifford theory T ∩ZM = IZM (θ) =M . As both M and ZM are normal in G, we get that
for all x ∈ G
T x ∩ ZM = (T ∩ ZM)x =Mx =M.
So,
ZM ∩ (
⋃
x∈G
T x) =M.
As δ = γPM with γ ∈ Irr(T ), the formula of character induction (1.2) yields that δ(g) = 0
for all g ∈ ZM rM .
Note now that, because ZM > M , there exists a 2-element g0 ∈ ZM rM . Finally,
observe that χPM is a sum of conjugates δ
y of δ in G (Theorem 1.9) and that δy(g0) =
δ(gy
−1
0 ) = 0, as g
y−1
0 ∈ ZM rM for all y ∈ G. Therefore, we conclude that χ(g0) = 0, with
χ ∈ IrrR(G) and g0 a 2-element of G, the final contradiction.
4.4 Final remarks
We start by recalling the statement of Lemma 3.18: if χ ∈ Irr(G) is such that χ(g) = 0, for
some p-element g ∈ G, p a prime, then p divides χ(1). Therefore, if there exists χ ∈ IrrR(G)
such that χ(g) = 0, for some 2-element g ∈ G, then χ(1) is even. Using this argument,
from Theorem 4.2 we derive the following result, which is exactly Theorem 4.1.
Corollary 4.9. Let G be a finite group. If every χ ∈ IrrR(G) has odd degree, then G has
a normal Sylow 2-subgroup.
However, the following class of examples shows that it is not possible to deduce our
Theorem 4.2 from Theorem 4.1, so our Theorem 4.2 is a generalization of the main result
of [DNT1].
We recall, first, that every finite nilpotent group G posses a central series, that is a
series of normal subgroups 1 = H0 ≤ H1 ≤ · · · ≤ Hn = G, where Hi/Hi−1 ≤ Z(G/Hi−1),
for all i ∈ {1, . . . , n}. The most important central series are the lower central series
G = γ1(G) ≥ [G,G] = γ2 ≥ [γ2, G] = γ3(G) ≥ · · · γc(G) = 1,
in which γi+1(G) = [γi(G), G], for all i ∈ {1, . . . , c}; and the upper central series
1 = ζ0(G) ≤ Z(G) = ζ1(G) ≤ ζ2(G) ≤ · · · ≤ ζc(G),
defined by ζi(G)/ζi−1 = Z(G/ζi−1(G)), for all i ∈ {1, . . . , c}.
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Example 4. For every Mersenne prime q > 7 there exists a Frobenius {2, q}-group G such
that
(a) χ(g) 6= 0 for all χ ∈ IrrR(G) and every 2-element g ∈ G;
(b) there exists a χ0 ∈ IrrR(G) with χ(1) even.
Let q = 2t − 1 be a Mersenne prime, with t > 3, (t a prime). Write n = t − 1. As
shown in [Is4, Section 4] and in [Ri], one can construct a remarkable class of 2-groups (or,
in general, p-groups for any prime p) Pn(2, t) as subgroups of the group of units of suitable
skew-polynomial rings. We recall that the same class of groups has also been considered
in [HO], where they are given as matrix groups.
We mention (see [Ri]) that the group P = Pn(2, t) has order 2
tn, that the upper central
series of P coincides with the lower central series of P and that all its factors are elementary
abelian groups of order 2t. Moreover, P has a fixed point free group of automorphisms Q
of order q. Hence, the semidirect product G = PQ is a Frobenius {2, q}-group.
As proved in [BDS, Example 1] (see also [INW, Theorem 5.1]), χ(g) 6= 0 for every
χ ∈ Irr(G) and for every element g ∈ G of 2-power order. So, in particular, (a) is satisfied.
To prove (b), we recall that an element x ∈ P is called a real element if x is conjugate
in P to its inverse. We denote by ClR(P ) the set of the P -conjugacy classes of real elements
of P . (As we said in Section 4.1, they are precisely the classes where every irreducible
character of P assumes a real value). As an application of Brauer’s permutation lemma
(Theorem 1.13), we know that |IrrR(P )| = |ClR(P )|. Let W = ζ2(P ) be the second term
of the (upper) central series of G. By part (i) of Corollary 2.12 and Lemma 6.1 in [Ri],
we see that |W | = 22t and that W is elementary abelian, because t > 3. Since every
involution is a real element of P , it follows that |ClR(P )| > |Z(P )| = 2t. Therefore, as P
has |P/P ′| = 2t linear characters (Theorem 1.7), we conclude that there exists a nonlinear
ψ ∈ IrrR(P ). Finally, since G is a Frobenius group, χ = ψG is an irreducible character of
G (Theorem 1.26), and χ is a real character of even degree.

Chapter 5
Groups whose character degrees
are ordered by divisibility
5.1 The class of groups L
The purpose of this chapter is to answer some questions by R. Gow ([Go], 1975). We will
study groups whose irreducible character degrees can be linearly ordered by divisibility. We
call the class of this type of groups L.
The first authors which studied groups in L were I. M. Isaacs and D. S. Passman
in [IP1], in 1968. Their paper was one of the first works devoted to the study of the
relationship between the structure of a finite group G and the set of degrees of its irreducible
complex characters. They proved (among other things) that if the degrees of the irreducible
characters of a finite group G are linearly ordered by divisibility, then G has a Sylow tower
([IP1, Theorem 2.5]). We say that G has a Sylow tower if there is a series of normal
subgroups Hi of G
1 = H0 / H1 / · · · / Hn = G, (5.1)
such that, for every p dividing the order of G, there exists a unique i ∈ {1, . . . , n} such that
Hi/Hi−1 is isomorphic to a Sylow p-subgroup of G. We call the series (5.1) a Sylow tower.
Moreover, if G is in L, and pi is the set of the distinct primes dividing the degrees of
the irreducible characters of G, then in the Sylow tower of G we have
1 = H0 / Hn−r / · · · / Hn = G,
where Hn−r is a normal abelian Hall pi
′-subgroup of G and r = |pi| (by Thompson’s The-
orem 1.21). (Recall that an Hall pi-subgroup H of G is a subgroup of G whose order is a
product of power of primes in pi, and whose index is not divisible by any prime in pi.)
If G is an abelian group, all his characters have degree 1 and clearly G is in L. Another
easy example of a group G in L is when r = 1 in the above description, that is, pi = {p}.
In fact, in this case, the degrees of the irreducible characters of G are all powers of p and G
has a normal abelian p-complement. Conversely, by the Ito-Michler Theorem 1.3, we know
that if G has a normal abelian p-complement, the degrees of the irreducible characters of
G are all powers of p and so G ∈ L.
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We observe that a sort of an “opposite” condition to that of divisibility among character
degrees was considered, as well, in the same article of Isaacs and Passman, [IP1]. Here,
they studied the structure of groups in which all character degrees are coprime. Recently,
in [LMW], the authors described the structure of groups with a more general condition:
they studied groups G in which, for all a, b ∈ cd(G) with 1 < a < b, a does not divide
b. Remarkably, the “non-divisibility” condition turns out to be much better behaved than
the ”divisibility-condition”, in the sense that it gives a tighter control on the structure
of a group. In fact, besides [IP1], the only known results concerning the class L, can be
found in Gow’s paper ([Go]). Althought Gow did not succeed in completely describing
the structure of any group in L, we will see that the result of this paper indicate that the
possible structure of a group in L should be extremely limited.
The Gow’s main result, however, is not complete: there are three unsolved cases. The
aim of this chapter is to settle two of these three cases.
5.2 Gow’s results and exceptional cases
In [Go], it is described the structure of a group G in L whose order is divisible by exactly
two primes; say |G| = pαqβ . We remark that this is an important (and natural) case, as
it can shed some light on and eventually lead to a complete understanding of all groups in
the class L. In fact, the class L is clearly factor-group-closed. Moreover, if Hi is one of
the normal subgroups of G occurring in a Sylow tower of G, Hi is in L (as we are going
to prove below). So the analysis of groups in L of order pαqβ may be applied to suitable
factor groups of the groups Hi of a Sylow tower of any group in L.
Suppose now that H is one of the normal subgroups of a group G in L occurring in a
Sylow tower of G. If G is abelian, clearly H is in L. So, we assume that G is nonabelian and
that d0 = 1, d1, . . . , dk are the distinct degrees of the irreducible characters of G (k ≥ 1),
with di
∣∣ di+1. As H belongs to a Sylow tower of G, if we set pi1 = pi(H) and pi2 = pi(G/H),
then clearly pi(G) = pi1 ∪ pi2 and pi1 ∩ pi2 = ∅. We choose one character degree di of G, and
a character χ ∈ Irr(G) of degree di. Recall that
χH = e
t∑
j=1
θj ,
where θj , for j ∈ {1, . . . , t}, are the distinct G-conjugates of a character θ ∈ Irr(H) (see
Theorem 1.9). We have that di = χ(1) = etθ(1). Since et divides |G : H| (Theorem 1.9)
and θ(1) divides |H|, we conclude that θ(1) = |di|pi1 and et = |di|pi2 . We can apply this
argument to all i ∈ {1, . . . , k} and then deduce that the degrees of the irreducible characters
of H are |d0|pi1 , |d1|pi1 , . . . , |dk|pi1 . These are linearly ordered by divisibility, and hence H is
in L, as claimed.
We now establish some notation and remarks. First, we recall that an action of a group
G on a group A is called fixed-point-free if for all a ∈ Ar 1 we have that CG(a) = 1.
Let G ∈ L be such that |G| = pαqβ , where p and q are distinct primes. Let p, say, be
a divisor of the smallest degree 6= 1. Then p divides χ(1), for each nonlinear irreducible
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character χ of G. So, by Thompson’s Theorem 1.21, we know that G has a normal Sylow
q-subgroup Q. Let Op(G) be the largest normal p-subgroup of G. We remark that Op(G)
centralizes Q. In fact, for all x ∈ Q and y ∈ Op(G), we have that [x, y] = x−1xy = (y−1)xy,
so [x, y] ∈ Q∩Op(G) = 1, that is, xy = x. Thus, if P is a Sylow p-subgroup of G, P/Op(G)
can be viewed as a group of automorphisms of Q. Finally, we denote with F andM the sets
of Mersenne and Fermat primes, respectively. Recall that p ∈M is such that p = 2t−1, for
some odd prime t, while if p ∈ F , then p = 22n − 1, for some nonnegative integer n. With
this notation we can now state the following theorem, which is the main result in [Go].
Theorem 5.1. Let G be a finite group of order pαqβ. Assume that G is in L and that p
divides χ(1) for each nonlinear character χ ∈ G. Suppose that
(p, q) 6= (2,F), (2,M), (M, 2). (5.2)
Then one of the following holds:
(i) Q is abelian or
(ii) Q is nonabelian, each element of P/Op(G) induces a fixed-point-free automorphism
of Q′, the derived group of Q, and Op(G) is abelian.
Proof. See [Go, Theorem 1].
The following result is a partial converse of Theorem 5.1.
Theorem 5.2. Let G be a group with a normal p-complement H, p prime, and let P be a
Sylow p-subgroup of G. Suppose Op(G) is abelian and P/Op(G) acts fixed-point-freely on
H ′ (we assume H ′ 6= 1). Furthermore, assume that H ∈ L. Then G ∈ L.
Proof. See [Go, Theorem 2].
Thus, apart from the exceptional cases (5.2), Gow’s theorems completely classify the
“two-prime groups” in L.
A fundamental tool to prove Theorem 5.1 is the following result due to Ito. (Recall, by
Section 1.6, that χ ∈ Irr(G) is a character of p-defect zero if |G|/χ(1) is not divisible by p,
p a prime.)
Theorem 5.3. Let G be a group such that Op(G) = 1 and G has a normal nilpotent
p-complement H. We assume that one of the following holds.
(i) G has odd order.
(ii) H has even order and p is not a Mersenne prime.
(iii) p = 2 and |H| is not divisible by any Fermat or Mersenne prime.
Then there exists χ ∈ Irr(G) of p-defect zero.
Proof. See [It2, Theorem 1].
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We present here the proof of Theorem 5.1 in order to show how it relies upon Theo-
rem 5.3. In fact, we will see that a key step in the proof is the existence of certain character
of p-defect zero.
Proof of Theorem 5.1. Assume that Q is nonabelian. By Theorem 1.29 we have that
F(G/Φ(G)) = F(G)/Φ(G). We recall that the class L is factor-groups-closed, so if we
consider H = G/Op(G), H satisfies all the hypothesis of Theorem 5.1 (since H has a nor-
mal p-complement isomorphic to Q, we can consider Q as the p-comlement of H). So we
assume that Op(G) = 1. Let |H| = pcqb.
Now we observe that Φ(H) is contained in Q, because Φ(H) is a nilpotent normal
subgroup of H and Op(H) = 1. So, so H/Φ(H) has a normal abelian Sylow q-subgroup
(becauseQ/Φ(H)/H/Φ(H)). Thus the degrees of the irreducible characters ofH/Φ(H) are
powers of p by Corollary 1.20. Moreover, sinceOp(H) = 1 and F(H/Φ(H)) = F(H)/Φ(H),
we have that Op(H/Φ(H)) = 1. Therefore, we can apply Theorem 5.3 to H/Φ(H), to
obtain that H/Φ(H) has an irreducible character θ of p-defect zero, so θ(1) = pc. From
now on we consider θ as the corresponding lifted character of H. As H ∈ L, if χ is an
irreducible character of H with degree divisible by q, then pc divides χ(1).
As Q is nonabelian, there is at least one nonlinear irreducible character χ ∈ Irr(Q). Let
χ(1) = qd, for some integer d > 0. Let T = IH(χ). By Theorem 1.12, there is an extension
ψ of χ to T , and ψH ∈ Irr(H). So ψH(1) = |H : T |χ(1). As q divides χ(1), by the last
result of the previous paragraph, pc = |H : Q| must divide ψH(1), so T = Q (we note that
ψH(1) = pcqd). This means that each nonlinear irreducible character of Q has pc conjugates
in H, or in other words that the Sylow p-subgroup of H acts fixed-point-freely on the set
of the nonlinear irreducible characters of Q. By Corollary 2 of [GH] we can conclude that
x in P acts fixed-point-freely on Q′.
In order to prove that Op(G) is abelian, we consider now the restriction to Q of the
irreducible character θ of p-defect zero of H
θQ = e(λ1 + · · ·λt),
where λi are the distinct H-conjugates of some λ = λ1 ∈ Irr(Q) and e is an integer. Each
λi is linear, because θ(1) is a p-power and Q is a q-group. We consider, as usual, S = IH(λ)
and then an extension µ of λ to S. By Theorem 1.11, we know that θ = (µσ)H , for some
irreducible character σ of S/Q. Since θ(1) = |H : Q| = |H : S|σ(1), then σ(1) = |S : Q|,
which forces S to be equal Q (see, for example, the formula (1.1)), so say λ = µ and σ
is trivial. Thus λ has pc distinct conjugates in H and since Op(G) centralizes Q in G,
Op(G) must be contained in I = IG(λ), if we replace λ by its lifted character on G. We
can conclude that the stabilizer of λ in G is Q×Op(G). We consider now θ as a character
of G (with the usual lifting), then there is an extension ν of λ to Q×Op(G), and νG = θ.
Now, we can view any irreducible character η of Op(G) as a character of Op(G)×Q (η
stands for η × 1Q), and by Theorem 1.11 we have that (νη)G is an irreducible character of
G. If we assume, by contradiction, that Op(G) is nonabelian, we can choose η such that
η(1) = pk, for some k > 0, hence (νη)G(1) = pc+k > pc. But we recall that the character
ψH ∈ Irr(H), that can be viewed as a character of G, has degree pcqd, and this contradicts
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the hypothesis G ∈ L, because pc+k cannot divide pcqd. We conclude that all irreducible
characters of Op(G) are linear, or equivalently that Op(G) is abelian, as wanted.
Finally, we are going to present our results. As we mentioned at the beginning of this
chapter, we are going to settle two of the three exceptional cases (5.2). More specifically,
we will construct two different groups G in L of order pαqβ with (p, q) ∈ (2,M), and
(p, q) ∈ (2,F), such that they do not satisfy either (i) and (ii) of Theorem 5.1.
In Section 5.3 we will give (Lemma 5.5) some sufficient conditions in order to construct
a {p, q}-group G in L, with a normal nonabelian Sylow q-subgroup Q, and a Sylow p-
subgroup P which acts faithfully on Q, but not fixed-point-freely on Q′. Next, we will
see that, by applying a result of I. M. Isaacs and D. S. Passman (Theorem 5.7), the only
{p, q}-groups which satisfy Lemma 5.5 have (p, q) ∈ (2,M), or (p, q) ∈ (2,F).
Thereafter, in Section 5.4, we will proceed to construct two {p, q}-groups (one with
(p, q) ∈ (2,M) and one with (p, q) ∈ (2,F)) which satisfy Lemma 5.5, and hence they will
be the claimed examples. Our tools do not seem to work in the case (p, q) ∈ (M, 2), and
we do not yet know whether Theorem 5.1 can be extended to this case or not.
5.3 Half-transitive actions
The purpose of this section is to find some information about the structure of a {p, q}-
group which does not satisfy Gow’s Theorem 5.1 and which is still contained in the class
L (Lemma 5.5). To do this, we will introduce the notion of half-transitive action, that
we will define later. The half-transitive actions were studied, first, by I. M. Isaacs and D.
S. Passman in [IP2]. We will see one of the main theorems of that paper, by which we
will obtain fundamental information (Theorem 5.7): first, that the {p, q}-groups satisfying
Lemma 5.5 there may exist only for (p, q) ∈ (2,M) or (2,F); furthermore, we will get the
precise structure that these groups should have.
We will consider, as in the previous section, groups G with |G| = paqb, for p, q primes,
such that G has a normal Sylow q-subgroup Q. Let P be a Sylow p-subgroup of G. We
recall that Op(G) is the centralizer of Q in P , so the action of P/Op(G) on Q is faithful.
We need first the following preliminary result, which shows that the existence of a
character of p-defect zero is closely related to the existence of a regular P -orbit in Q. We
recall that if a group A acts faithfully on B, thus b ∈ B lies in a regular A-orbit ifCA(b) = 1.
Proposition 5.4. Let G be a finite group and assume that |G| = paqb, for two distinct
primes p and q. Suppose that Op(G) = 1 and that G has a normal Sylow q-subgroup Q.
Let P be a Sylow p-subgroup of G. Then there is a regular P -orbit on Q if and only if G
has an irreducible character of p-defect zero.
Proof. Suppose that there exists x ∈ Q such that CP (x) = 1, then x has pa distinct
P -conjugates. As P and Q have coprime order, by Theorem 1.17 the action of P on
Irr(Q) is permutation isomorphic to the action of P on Cl(Q) (the set of conjugacy classes
of Q). This implies that there is a character χ ∈ Irr(Q) such that χ has pa-distinct
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conjugates, or in other words that IG(χ) = Q. Hence, by Theorem 1.10, χ
G ∈ Irr(G) and
χG(1) = |G : Q|χ(1), concluding that χG has p-defect zero.
Conversely, suppose that G has a character χ of p-defect zero. Let ϕ ∈ Irr(Q) such
that [χQ, ϕ] 6= 0. We set T = IG(ϕ), the inertia subgroup of ϕ in G, and we consider
ϕˆ ∈ Irr(T ), the canonical extension of ϕ in T (see Theorem 1.12). By Theorem 1.11, we
have that χ = (ϕˆσ)G, for some σ ∈ Irr(T/Q). So χ(1) = ϕ(1)σ(1)|G : T |, which implies
that σ(1) = |T : Q| (as χ is of p-defect zero). This forces T = Q, and then χ = ϕG.
In particular ϕ has pa distinct G-conjugates, that is, ϕ lies in a regular P -orbit. As P
and Q have coprime order, by Theorem 1.17 it follows that the action of P on Irr(Q) is
permutation isomorphic to the action of P on Q. We conclude that there exists y ∈ Q
which lies in a regular P -orbit.
In the last twenty years, much has been written about the problem of the existence of
regular orbits (see, for instance, Section 4 of [MW]). In particular, Theorem 4.4, Theo-
rem 4.8 and Remark 4.11 of [MW] establish that P/Op(G) does not have a regular orbit
on Q only when (p, q) ∈ (2,M) ∪ (2,F) ∪ (M, 2) and P involves a section isomorphic to
the wreath product Cp o Cp. (A section of G is a factor group, H/K, where K / H ≤ G.).
Thus, by Proposition 5.4, we can obtain a little bit stronger version of Theorem 5.3.
We remark that when p = 2, Cp o Cp is isomorphic to D8, the dihedral group of 8
elements; indeed, D8 will appear in our final counterexamples.
Now, we are ready for the lemma we mentioned at the beginning of this section.
Lemma 5.5. Suppose that a p-group P acts faithfully on a q-group Q, for some prime
q 6= p, such that cd(Q) = {1, qf}, f > 0. Assume that
(i) |CP (x)| ∈ {p, |P |}, for all 1 6= x ∈ Q/Q′;
(ii) |CP (x)| = p, for all 1 6= x ∈ Q′.
If we set G = Qo P , then G is in L.
Proof. Suppose that |P | = pa. Since G/Q ∼= P , we have that cd(G) ⊆ {cd(P )} ∪ {k, kqf :
k
∣∣ |P |}. So
cd(G) ⊆ {1, p, . . . , pa−1, pa, qf , pqf , . . . , pa−1qf , paqf}.
It suffices to prove that {pa, qf , pqf , . . . , pa−2qf} are not degrees of G.
By contradiction, we suppose that pa ∈ cd(G). Let χ ∈ Irr(G) with χ(1) = pa, so χ is
a character of p-defect zero. By Proposition 5.4, we know that P has a regular orbit on
Q: there exists x ∈ Q such that CP (x) = 1. In both cases in which x is either in Q′ or in
QrQ′, we get a contradiction by (i) or (ii).
Now suppose that there is χ ∈ Irr(G) such that χ(1) = piqf , for i ∈ {0, . . . , a− 2}. By
Clifford theory (Theorem 1.9), there exists a character θ ∈ Irr(Q), such that
χQ = e
t∑
i=1
θi,
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where θi ∈ Irr(Q) are all the distinct G-conjugates of θ, t = |G : IG(θ)| and e = [χQ, θ]
divides |G : Q|. Thus piqf = e|G : IG(θ)|θ(1), so θ(1) = qf and |G : IG(θ)| divides pi.
By the structure of G, note that IG(θ) = QIP (θ), so we have that |IP (θ)| ≥ pa−i. By
Theorem 1.17, the action of P on Irr(Q) is permutation isomorphic to the action of P on
Cl(Q). Thus there exists K, a conjugacy class of Q, such that the stabilizer in P of K
coincides with IP (θ) = I. It follows that CP (y) ≤ I, for all y ∈ K. We claim that there
exists y ∈ K such that CP (y) = I. Consider the action of I on K. Since (p, |K|) = 1, there
exists y ∈ K fixed by I. So I ≤ CP (y), as claimed.
Hence, there is an element y ∈ Q, such that |CP (y)| ≥ pa−i ≥ p2. By assumption, we
know that |CP (x)| = p or pa, for all x ∈ Q, whence the only possibity is that |CP (y)| =
pa. So |IP (θ)| = pa, that is, θ is P -invariant. Since Q′ / G and (|Q/Q′|, |P |) = 1, by
Theorem 13.27 of [Is3] there exists a P -invariant ψ ∈ Irr(Q)′ such that [θQ′ , ψ] 6= 0. On the
other hand, by hypothesis, CQ′(P ) = 1 and applying again Theorem 1.17, we argue that ψ
is the principal character. So θ must be linear, a contradiction. We conclude that piqf are
not character degrees of G for i ∈ {0, . . . , a− 2}.
Remark 5.6. Suppose that there exists a group G = Q o P which satisfies all hypothesis
of Lemma 5.5. Then G is a group in L (of order pαqβ) which does not satisfy either (i)
and (ii) of Theorem 5.1.
Let B be a finite group and A a group of automorphism of B. Clearly A acts as a
permutation group on the set of non-identity elements of B. If all the orbits of A on Br{1}
have the same size, then this action of A on B r {1} is usually called half-transitive. Note
that, in the hypothesis of Lemma 5.5, the action of P on Q′ r {1} is half-transitive. As we
said, the half-transitive actions are described in a very useful work to our purpose by I. M.
Isaacs and D. S. Passman ([IP2]). In particular we need the following theorem, which is
one of the main results of that paper.
Theorem 5.7. Let P be a nontrivial p-group of automorphism of a group H, which acts
half-transitively as a permutation group on H r 1. If p > 2, then P acts fixed-point-free. If
p = 2, then P also acts fixed-point-freely except for the cases described below. In any case
|CP (x)| ≤ 2 for all nontrivial x ∈ H.
(i) q = 2n− 1 is a Mersenne prime, H is elementary abelian of order q2, and P is either
the dihedral group of order 2n+1
D2n+1 = 〈 x, y : x2
n
= 1, y2 = 1, xy = x−1 〉,
or the semidihedral group of order 2n+2
SD2n+2 = 〈 x, y : x2
n+1
= 1, y2 = 1, xy = x−1+2
n 〉.
(ii) q = 2n + 1 is a Fermat prime, H is elementary abelian of order q2, and P is the
following group
〈 x, y, z : x2n = 1, y2 = 1, z2 = 1, xy = x, yz = yx2n−1 , xz = x−1 〉. (5.3)
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(iii) q = 3, H is elementary abelian of order 34, and P is either
〈 x, y, z : x8 = 1, y2 = 1, z2 = 1, xy = x, yz = yx4, xz = x−1 〉, (5.4)
or a central product of the dihedral and quaternion groups of order 8.
Proof. [IP2, Theorem II]
5.4 Final examples
Finally, by Lemma 5.5 and Theorem 5.7, we are able to construct examples of groups in L
of order pαqβ with (p, q) ∈ (2,M) and (p, q) ∈ (2,F), which does not satisfy either (i) and
(ii) of Theorem 5.1.
We have seen in Remark 5.6 that in order to construct such “counterexamples” to
Theorem 5.1, it suffices to find groups G satisfying Lemma 5.5. Then, we shall construct
groups G with a normal Sylow q-subgroup Q such that cd(Q) = {1, qf} and with a Sylow
2-subgroup P which acts faithfully on Q and half-transitively on Q′ r {1}. A natural
and simple way is to consider the case where Q is a special q-group with all nonlinear
characters of degree qf . We recall that a finite nonabelian q-group is called a special q-group
if Z(Q) = Φ(Q) = Q′ and Q′ is elementary abelian. It follows that, Q/Q′ is elementary
abelian ([KS, Theorem 5.2.8]) and then Q′ and Q/Q′ can be viewed as vector spaces on a
field of order q (and then as P -modules).
By the following proposition, we will see that it is possible to obtain a special q-group
of exponent q as a factor group of a free group.
Proposition 5.8. Let F be a free group on m generators. If q > 2 is a prime, let F q =
〈xq : x ∈ F 〉 and set G = F/F q[F ′, F ]. Thus the presentation of G is
G = 〈x1, . . . , xm : xqi = [[xr, xs], xi] = 1, ∀i, r, s ∈ {1, . . . ,m}〉
and G is a special group on m generators of exponent q, with |G| = qm+(m2 ).
Proof. See Section 5 of [Co].
5.4.1 Case (p, q) = (2,M)
We proceed to construct a group G in L which satisfies Lemma 5.5, such that |G| = pαqβ
for (p, q) ∈ (2,M).
We take the free group F on 3 generators. Then, applying Proposition 5.8, we have
that
G =
F
F 3[F ′, F ]
= 〈x1, x2, x3 : x3i = 1, [xi, xj ] ∈ Z(G), ∀i, j ∈ {1, . . . ,m}〉
is a special 3-group of exponent 3, with |G/G′| = |G′| = 33.
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Then we consider the factor group Q = G/〈[x2, x3]〉. Hence,
Q = 〈x1, x2, x3 : x3i = 1 = [x2, x3], ∀i ∈ {1, 2, 3},
[x1, x2], [x1, x3] ∈ Z(Q) 〉,
|Q| = 35 and |Q′| = 32.
We also constructed Q with [GAP], considering all nonabelian groups of order 35 and
imposing all conditions required by Q. In the library of “SmallGroups” Q is identified by
[243, 37], and we have that cd(Q) = {1, 3}.
Now, we want a 2-group P which acts on Q′r {1} half-transitively and not fixed-point-
freely. Since q = 22 − 1, by Theorem 5.7(i), we have to consider P = D8.
Also, we recall that Q′ can be viewed as a vector space of dimension 2 on a field of
order 3, so Aut(Q′) = GL(2, 3). With the following general result, we will show that D8 is
in fact a subgroup of GL(2, 3).
Proposition 5.9. Let D2t+1 the dihedral group of 2
t+1 elements and let q = 2t − 1 be a
Mersenne prime. Then D2t+1 is isomorphic to a subgroup of GL(2, q).
Proof. Let F = GF (q2) be the Galois field of order q2. We consider F× = 〈ω〉, the
multiplicative group of F , where o(ω) = q2 − 1 = (q − 1)(q + 1) = 2t(2t − 2). We can also
view F as a vector space V of dimension 2 on the Galois field of order q. By Galois theory,
we have that G = Gal(GF (q2)/GF (q)) = 〈σ〉 is a cyclic group of order 2. This enables us
to define the semi-linear group Γ(V ) ≤ GL(V ) (we use the notation of p. 37–38 in [MW]):
Γ(V ) = { z 7→ azσi : a ∈ F×, i = 0, 1 }.
Let x ∈ V such that x = ω2t−2, so o(x) = 2t. Since σ2 = 1, we have that xσ = x−1, or
equivalently xq+1 = 1 (because yσ = yq for all y ∈ F ) and then x2m = 1. We recall that
D2m+1 = 〈 a, b : a2
m
= b2 = 1, ab = a−1 〉.
Hence, we can view x as the generators of D2m+1 of order 2
m, and σ as the generator of
order 2. We conclude that 〈x〉o 〈σ〉 ≤ Γ(V ) is isomorphic to D2m+1 . We observe that Γ(V )
is isomorphic to a subgroup of GL(2, q) and the proof is complete.
Consider the following presentation for D8
D8 = 〈 a, b : a4 = b2 = 1, ab = a−1 〉,
We define the action of D8 on Q. Of course, it suffices to define the action of a and b on
{x1, x2, x3}, the generators of Q.
We set
xa1 = x1, x
b
1 = x1; x
a
2 = x3, x
b
2 = x3; x
a
3 = x
−1
2 , x
b
3 = x2. (5.5)
It is easy to see that a has order 4 and that b is an involution. Moreover, we can verify
that xa
b
2 = x
a−1
2 = x
−1
3 and that x
ab
3 = x
a−1
3 = x2, so the action is well-defined.
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Let us calculate the actions on the commutators of Q, that we shall need to know in
the next step.
[x1, x2]
a = [x1, x3], [x1, x2]
b = [x1, x3];
[x1, x3]
a = [x1, x
−1
2 ], [x1, x3]
b = [x1, x2].
(5.6)
Now, we have to check that this action of D8 on Q is faithfully and satisfies conditions
(i) and (ii) of Lemma 5.5.
We recall that
Q′ = 〈y1 := [x1, x2], y2 := [x1, x3] : y31 = y32 = 1, y2 y1 = y1 y2 〉.
and Q′ ∼= C3×C3 can be viewed as a vector space of dimension 2 on a field of order 3. Let
y1 = (1 , 0) and y2 = (0 , 1)
be a vector base for Q′. SinceD8 ≤ GL(2, 3), if a =
[
a11 a12
a21 a22
]
∈ D8 and y = (z1 , z2) ∈ Q′,
the result of the action of a on y, that we usually write with ya, in the additive notation of
the vector spaces corresponds to the matrix product y ·a.
We state that the action defined in (5.5) for a and b, restricted to Q′, corresponds to
considering the generators of D8 in this matrix form
a =
[
0 1
−1 0
]
, b =
[
0 1
1 0
]
.
It suffices to verify condition (5.6). We have that
ya1 = y2, y
b
1 = y2; y
a
2 = y
−1
1 , y
b
2 = y1.
We have only to check that y−11 is equal to [x1, x
−1
2 ]. To do this, we recall one of the basic
properties of commutators (see, for instance, [Ro, Proposition 5.1.5 (iii)]):
[x1, x
−1
2 ] =
(
[x1, x2]
x−1
2
)−1
.
Furthermore, we recall that [x1, x2] ∈ Z(Q), so
[x1, x
−1
2 ] = [x1, x2]
−1 = y−11 .
We are next going to prove that D8 acts on Q
′ as described in Lemma 5.5(ii). To this
purpose, we are going to analize the nontrivial D8-orbits of Q
′. We show that there are 2
nontrivial orbits of length 4, we list them below using the vector notation.
1. One orbit is composed of all the elements where one of the components is zero:
O(1 , 0) ={(1 , 0), (1 , 0)·a, (1 , 0)·a2, (1 , 0)·a2b} =
{(1 , 0), (0 , 1), (−1 , 0), (0 , −1)}.
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We have that
ab =
[
1 0
0 −1
]
,
has order 2 and centralizes (1 , 0). Since |O(1 , 0)| = |D8 : CD8(y)| for each y ∈ O(1 , 0),
we have that |CD8(y)| = 2, for all y ∈ O(1 , 0).
2. The second nontrivial orbit is composed of the remaining elements
O(1 , 1) ={(1 , 1), (1 , 1)·a, (1 , 1)·ab, (1 , 1)·a2b} =
{(1 , 1), (−1 , 1), (1 , −1), (−1 , −1)}
In this case, b centralizes (1 , 1) and we argue that |CD8(y)| = 2, for all y ∈ O(1 , 1).
Hence |CD8(y)| = 2, for all 1 6= y ∈ Q′, as claimed.
As CD8((1 , 0)) = {1, ab} trivially intersects CD8((1 , 1)) = {1, b}, it follows that D8
acts faithfully on Q.
Observe that D8 ∼= C2 o C2. The action of D8 on Q′ can be viewed as the natural
imprimitive action of C2 o C2 on C3 × C3. (A permutation action of G on an F [G]-module
V is called imprimitive if V can be decomposed in V = V1 ⊕ · · · ⊕ Vn for n > 1 subspaces
(and not submodules) Vi that are permuted transitively by G.)
Finally, we verify that the action of D8 on Q/Q
′ satisfy condition (ii) of Lemma 5.5.
We recall that
Q/Q′ = 〈x1, x2, x3 : x13 = x23 = x33 = 1, xixj = xjxi ∀i, j ∈ {1, 2, 3} 〉.
So Q/Q′ ∼= 〈x1〉 × 〈x2〉 × 〈x3〉 ∼= C3 × C3 × C3. We can consider Q/Q′ as the following
group:
U ×W,
where U = 〈x1〉 and W = 〈x2〉 × 〈x3〉. We observe that U and W are both D8-modules. In
particular, D8 acts trivially on U and W is isomorphic to Q
′ as D8-module. Let x ∈ Q/Q′,
then x = uw, for some u ∈ U and w ∈W . Since CD8(u) = D8, we have that
|CD8(x)| = |CD8(u) ∩CD8(w)| = |CD8(w)| =
{ |D8| if w = 1
2 if w 6= 1,
and we are done.
We conclude, by Lemma 5.5, that the semidirect product G = QoD8, with the action
defined in (5.5), is a {2, 3}-group in L and G does not satisfies Gow’s Theorem 5.1. In
[GAP], in the library of “SmallGroups”, G is identified by [1944, 2314].
Now, we briefly sketch a method to construct an example for all primes q ∈ M. This
method is a generalization of the previous example.
Let q = 2t − 1 be a Mersenne prime. By Theorem 5.7(i), we know that D2t+1 acts
faithfully on an elementary abelian group Q0 of order q
2 and |CD
2t+1
(x)| = 2 for all x ∈ Q0.
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Next, we consider a special q-group Q such that |Q/Q′| = q3 and Q′ ∼= Q0, with the same
presentation as the special 3-group considered above. That is,
Q = 〈x1, x2, x3 : x3i = 1 = [x2, x3], ∀i ∈ {1, 2, 3},
[x1, x2], [x1, x3] ∈ Z(Q) 〉.
Thus Q/Q′ ∼= U ×W , where U ∼= Cq and W ∼= Q′ ∼= Cq × Cq. As above, we can define the
action of D2t+1 onW as the action of D2t+1 on Q
′ and D2t+1 leaves U invariant. In this way
we have well-defined the action of D2t+1 on Q and the semidirect product G = Q oD2t+1
satisfies the hypothesis of Lemma 5.5. Thus G is a group in L which does not satisfy either
(i) and (ii) of Theorem 5.1, as wanted.
5.4.2 Case (p, q) = (2,F)
Similarly to the previous case, we will construct a group G which satisfies Lemma 5.5,
such that |G| = pαqβ , for (p, q) = (2,F), and G does not satisfy conditions (i) and (ii) of
Theorem 5.1.
In the same way as we have constructed the previous 3-group, we obtain a special
5-group Q of exponent 5 and size 55, with |Q/Q′| = 53 and |Q′| = 52. Hence, we have
Q = 〈v1, v2, v3 : v5i = 1 = [v2, v3], ∀i ∈ {1, 2, 3},
[v1, v2], [v1, v3] ∈ Z(Q) 〉.
We also constructedQ with [GAP], considering all nonabelian groups of order 55 and im-
posing all required conditions. In the library of “SmallGroups” Q is identified by [3125, 45],
and we have that cd(Q) = {1, 5}.
Now, q is a Fermat prime, so we are in case (ii) of Theorem 5.7. Since q = 22 + 1, it
follows that a 2-group P that acts half-transitively (and not fixed-point-freely) on Q′r {1}
is
P = 〈x, y, z : x4 = 1, y2 = 1, z2 = 1, xy = x, xz = x−1, yz = yx2〉.
We have that P is a subgroup of order 16 in GL(2, 5), with Z(P ) ∼= C4 and P ′ = Φ(P ) ∼= C2.
By the way, in the notation of [GAP], the structure of P is isomorphic to (C4 × C2)o C2.
It is identified by [16, 13] in the library of “Small Groups”.
We define now the action of P on Q:
vx1 = v
y
1 = v
z
1 = v1;
vx2 = v
2
2, v
y
2 = v2, v
z
2 = v3;
vx3 = v
−2
3 , v
y
3 = v
−1
3 , v
z
3 = v2.
(5.7)
Note that x has order 4 and that y and z are involutions. Moreover, it is not difficult to
prove that all the relations between x, y and z are respected and we leave it to the reader.
Let us calculate the actions on the commutators of Q:
[v1, v2]
x = [v1, v
2
2], [v1, v2]
y = [v1, v2], [v1, v2]
z = [v1, v3];
[v1, v3]
x = [v1, v
−2
3 ], [v1, v3]
y = [v1, v
−1
3 ], [v1, v3]
z = [v1, v2].
(5.8)
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Now, we check that this action of P on Q is faithfully and satisfies condition (i) and (ii)
of Lemma 5.5.
We recall that Q′ ∼= C5 × C5 and that
Q′ = 〈w1 := [v1, v2], w2 := [v1, v3] : w51 = w52 = 1, w2w1 = w1w2 〉.
We can view Q′ as a vector space of dimension 2 on a field of order 5, and then w1 and w2
as a vector base for Q′,
w1 = (1 , 0) , w2 = (0 , 1).
Let us see the action defined in (5.7) in the matrix form:
x =
[
2 0
0 −2
]
, y =
[
1 0
0 −1
]
, z =
[
0 1
1 0
]
.
In order to prove that this action of x, y, z on Q′ equals (5.7), it suffices to verify condition
(5.8). We have that
wx1 = w
2
1, w
y
1 =w1, w
z
1 = w2;
wx2 = w
−2
2 , w
y
2 =w
−1
2 , w
z
2 = w1.
So, it remains to check that w21 = [v1, v
2
2], w
−2
2 = [v1, v
−2
3 ] and w
−1
2 = [v1, v
−1
3 ]. This follows
by recalling that [v1, v2], [v1, v3] ∈ Z(Q), and by two basic properties of commutators ([Ro,
Proposition 5.1.5, (ii) and (iii)]):
[a, bc] = [a, c][a, b]c; [a, b−1] =
(
[a, b]b
−1
)−1
.
We prove now that P acts on Q′ as described in Lemma 5.5(ii). As before, we will
analize the nontrivial P -orbits of Q′, showing that there are 3 nontrivial orbits of length 8.
1. One orbit is composed of all the elements where one of the components is zero:
O(1 , 0) ={(1, 0), (1, 0)·x, (1, 0)·x2, (1, 0)·x−1, (1, 0)·z, (1, 0)·zx, (1, 0)·zy, (1, 0)·xz}
={(1, 0), (2, 0), (−1, 0), (−2, 0), (0, 1), (0,−2), (0,−1), (0, 2)}.
Note that y centralizes (1 0). Since |O(1 , 0)| = |P : CP (w)| for each w ∈ O(1 , 0), we
have that |CP (w)| = 2, for all w ∈ O(1 , 0).
2. The second nontrivial orbit is composed of the elements with equal components up
to the sign:
O(1 , 1) ={(1, 1), (1, 1)·x, (1, 1)·x2, (1, 0)·x−1, (1, 0)·y, (1, 0)·xy, (1, 0)·x−1y, (1, 0)·yz}
={(1, 1), (2,−2), (−1,−1), (−2, 2), (1,−1), (2, 2), (2,−2), (−1, 1)}.
In this case z centralizes (1 1), and by the same argument as before, we confirm
that |CP (w)| = 2, for all w ∈ O(1 , 1).
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3. The last nontrivial orbit is composed of the elements with components both nonzero
with distinct “absolue” value.
O(1 , 2) ={(1, 2), (1, 2)·x, (1, 2)·x2, (1, 2)·x−1, (1, 2)·y, (1, 2)·xy, (1, 2)·x−1y, (1, 2)·xyz}
={(1, 2), (2, 1), (−1,−2), (−2,−1), (1,−2), (2,−1), (−2, 1), (−1, 2)}.
Also in this case (1 2) is centralized by an element of order 2:
xz =
[
0 2
−2 0
]
.
Thus, we can conclude that for all 1 6= w ∈ Q′, |CP (w)| = 2, as claimed. Furthermore, P
acts faithfully on Q (it suffices to observe that the centralizers of two elements taken in two
distinct orbits are distinct).
Finally, we must check that the action of P on Q/Q′ satisfies condition (i) of Lemma 5.5.
Similarly to the previous case, we can view Q/Q′ as the following group:
T × S,
where T = 〈v1〉 and S = 〈v2〉 × 〈v3〉. We note that T is a trivial P -module and that S is
isomorphic to Q′ as P -module. Let v ∈ Q/Q′, then v = ts, for some t ∈ T and s ∈ S. Since
CP (t) = P , we have that
|CP (v)| = |CP (t) ∩CP (s)| = |CP (s)| =
{ |P | if s = 1
2 if s 6= 1,
and our last claim is established.
We can conclude that also G = Q o P is in L and then it is a “counterexample” for
the conditions (i) and (ii) in Gow’s Theorem 5.1 in the case (p, q) ∈ (2, 5), as wanted. This
group is too big to be on the library of “Small Group” in [GAP].
Similarly to the case (2,M), we briefly show a method to generalize the previous ex-
ample to all primes q ∈ F .
Let q = 2t + 1 be a Mersenne prime. By Theorem 5.7(ii), we know that the following
group
P = 〈 x, y, z : x2t = 1, y2 = 1, z2 = 1, xy = x, yz = yx2t−1 , xz = x−1 〉
acts faithfully on an elementary abelian group Q0 of order q
2, and |CP (x)| = 2 for all
x ∈ Q0. Next, we consider a special q-group Q such that |Q/Q′| = q3 and Q′ ∼= Q0, with
the same presentation as the special 5-group considered above. That is,
Q = 〈v1, v2, v3 : v5i = 1 = [v2, v3], ∀i ∈ {1, 2, 3},
[v1, v2], [v1, v3] ∈ Z(Q) 〉.
Thus Q/Q′ ∼= T × S, where T ∼= Cq and S ∼= Q′ ∼= Cq × Cq. As above, we can define
the action of P on S as the action of P on Q′ and P leaves T invariant. In this way we
have well-defined the action of P on Q and the semidirect product G = QoP satisfies the
hypothesis of Lemma 5.5. We can therefore conclude that G is a group in L which does
not satisfy either (i) and (ii) of Theorem 5.1.
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