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CHAPTER 1. INTRODUCTION 
The Need for Fast, Automated, Surface Definition Procedures in CFD 
Computational Fluid Dynamics (CFD) is the science of predicting the perfor­
mance characteristics of an aircraft from its shape. It refers to the approach whereby 
the non-linear partial differential equations governing fluid motion are solved using 
numerical methods [1]. Seeking a numerical solution to a fluid flow problem has 
certain advantages over obtaining an analytical or experimental result. Theoretical 
solutions are usually limited to flow over simple geometries. Experimental solutions 
are restricted by the huge operational costs of wind tunnels and their inability to 
simulate certain types of flow conditions {e.g., high Reynolds number flow). Numeri­
cal solutions, on the other hand, require very few restrictive assumptions and can be 
used to treat complex geometries. In addition, they can handle almost all types of 
flow conditions. These advantages have lead to the growth of CFD in the past few 
decades [2]. 
The computer is an integral part of CFD and plays a key role in solving fluid 
problems using numerical methods. (The history of CFD is closely tied to the de­
velopment of the digital computer.) The available computer power has always been 
a key factor in determining the effectiveness of CFD for aerospace design and other 
practical applications (for example, weather prediction [3]). In its early stages, poor 
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computer resources and inefficient numerical algorithms made CFD unattractive. In 
the 1970s the principal machine available was the Control Data's 7600 which boasted 
550,000 (60 bit) words of usable memory and a sustained speed of about 5 Mflops 
— roughly equivalent to a modern workstation. The numerical algorithms consisted 
mostly of explicit schemes. These suffered from stability restrictions and were gener­
ally unreliable [1]. Understandably, computer resources and algorithms became the 
pacing items for future research. 
The picture is different today. There has been almost a thousand fold increase 
in available computer power in the last 20 years. Vector supercomputers presently 
available are capable of achieving 100 Mflops peak speed. Also, obtainable in the 
market are new computer architectures that are different from classical serial com­
puters. These incorporate scores of processors working in parallel and function at 
about 10,000 Mflops (peak speed) [4]. 
There have also been significant improvements in numerical algorithms. Though 
somewhat harder to quantify, the introduction of implicit schemes and multigrid 
methods has dramatically improved convergence rates. Upwind schemes and non­
linear dissipation have improved reliability and accuracy. Roughly speaking, algo­
rithm improvements have equaled hardware improvements in lowering run times. 
The great strides made in algorithm development and computer hardware the 
past twenty years is truly remarkable. But, surprisingly, these improvements have 
not lead to the dramatic decrease in run time, envisioned earlier, for solving flows 
over complex geometries. In the specifications written for the NAS (National Aero­
dynamic Simulation) project in the late 1970s it was projected that a Navier-Stokes 
solution would be possible in 10 minutes given a million grid points and a Gigaflop 
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computer. Currently, large Navier-Stokes solutions require tens of hours of computer 
time. Usually though, tens of weeks are required to obtain a result. This large dis­
crepancy cannot be explained by scarcity of computer resources. Improvements in 
numerical algorithms cannot dramatically affect the initial solution time. The bot­
tleneck has moved to surface definition and grid generation, the other elements of 
CFD. 
The first step in computing airflow about a complex configuration is generating 
a numerical description of the geometry. In the 1970s most of the geometries were 
simple two-dimensional. Surface definition was not considered a critical problem. 
There was too much work to be done in the other areas. Now that efficient numerical 
algorithms and computer resources have become available, surface definition and grid 
generation have taken on relatively more importance. It is believed that these two 
elements currently account for 60% or more of the man hours spent in obtaining a 
computational result [5]. 
The starting point for the application of surface and volume grids is a description 
of the aircraft geometry. When the aircraft has been designed on a computer, a 
numerical representation of the shape is already available. In many cases of interest, 
however, such Computer-Aided Design (CAD) representations do not exist. Some of 
the reasons for this might be [6]: 
1. The shape hais been modified. 
2. The model was manufactured inaccurately. 
3. It is an object found in nature. 
4. It predates computer-aided design. 
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In such cases getting a computer readable representation becomes a first priority. A 
common technique is to recreate the object from a series of cross sections, coordinates 
of which are available from a CAD database, blueprints, or from actual models. 
The missing information, between the cross sections, is filled in by making educated 
guesses. 
For example, some work has been done in generating surface geometries of 
aerospace vehicles using analytic functions, e.g., bi-cubic splines (refer [7], [8], [9], 
[10], [11], and [12]). In this method, the input data points are divided into small 
groups, and a bi-cubic patch is computed to fit each group of points. A bi-cubic 
patch defines a local portion of the surface. Each bi-cubic patch is treated indepen­
dently and manipulated through a set of control points that need not necessarily lie 
on the surface. The final surface is constructed by joining all the bi-cubic patches 
together. 
A drawback of the above algorithm arises from the problem size. An object 
data set might contain several thousands of points and fitting a function through 
all the points is a difficult task. If the data set is smaller, then the accuracy of 
the resulting surface is questionable. The description might be significantly different 
from the actual geometry or test model. Another drawback is the time required to 
get a definition. According to Atwood [7], modeling the surface of the F-16 fighter, 
containing 4900 points and seventeen patches, took roughly a week. 
Surface definition methods that need constant human intervention are suscepti­
ble to human error. They are generally time consuming and require weeks, sometimes 
months, to get a complete description. This accounts for part of the discrepancy be­
tween experiment and computation, and for most of the wall clock time required 
5 
for a solution. Fast and automated methods for constructing surfaces from physical 
models can provide an important contribution to CFD. 
Surface Reconstruction EVom Range Data 
Surface reconstruction deals with the problem of recovering the shape of a physi­
cal object on a computer from known information. The information known is usually 
a set of surface points irregularly placed in three-dimensional space or a series of 
contours. (The focus here is on the former input type.) 
The approach used here is to build a polyhedral approximation of the object 
shape from the given data. The polyhedron is triangularly faceted with the measured 
points as vertices. 
Getting a machine representation of an object is not a trivial task. Human 
vision effortlessly interprets and manipulates a wide variety of shapes and scenes 
even with incomplete information. Computers lack topological knowledge and are 
unable to do so. Thus, surface reconstruction has drawn a lot of attention. It is a 
general problem in computational geometry and enjoys applications in a wide variety 
of fields - computer vision, pattern recognition, machining, archeology, medicine, 
movies, and textiles to name a few. 
Roughly speaking, obtaining the description of an object from a set of points 
involves the following three steps [13]: 
1. The selection of a set of points to be used as polygon vertices. 
2. The measurement of the coordinates of these points in three space. 
3. The specifications of the interconnections between these points to define faces. 
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Earlier systems, for example the coordinate measuring machine and the 3SPACE 
digitizer (see [14]), require a human user to select the points for measurement. The 
user first establishes a reference point and coordinate directions, and then touches 
each selected position on the object with a mechanical probe (a stylus with an at­
tached sensor). A computer then measures the {x^y, z) coordinates, and the orienta­
tion of the stylus, for each point. This takes care of the first two steps. If the object 
description is carried out manually, then the third step, the creation of edges, is done 
implicitly keeping track of the order in which the points were selected. If a surface 
description is required, as opposed to a wire-frame model, then a set of polygons, not 
just a set of edges, must be indicated. This means that each edge must be explicitly 
defined twice, once for each polygon it is a part of, or each vertex, once for each 
polygon in which it participates [13], 
The aforementioned manual surface reconstruction method becomes long and te­
dious when the number of points increases. It is error prone: the measuring accuracy 
is limited not only by the precision of the measuring device, but also by ability of the 
user to manipulate the probe precisely. In order to decrease the error and facilitate 
the acquisition of larger numbers of data points a device which automates the point 
selection and the measuring of its coordinates is helpful. Also, an algorithm capable 
of automatically rendering an exact and correct description of the object surface from 
these points is needed. Such an algorithm should not require human intervention at 
any stage of the reconstruction process. It should be be capable of deducing the con­
nectivity information (i.e., which point to connect to which) without prior knowledge 
of the order in which the points were obtained. 
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Present Method 
In this work, a Cyberware laser digitizer [15] teamed with a Silicon Graphics 
workstation is used to scan three-dimensional models to obtain surface coordinates. 
The device can provide the {x,y,z) coordinates of surface points of a scaled model, 
from various viewpoints, at rates exceeding 14,500 points per second to an error 
of under 0.5mm. Human intervention is necessary only to select the appropriate 
viewpoints. 
With the point densities made available by the digitizer it is possible to produce a 
very good approximation to the true surface. This is accomplished in two stages. First 
the connectivity information has to be established. The points are translated into 
several partial surfaces by using a visibility constraint and a Delaunay triangulation 
technique. Next these partial surfaces — each describes a single view of the scanned 
model — have to be integrated to generate complex shapes. This is performed through 
an automatic procedure that conceptually resembles the physical operation of milling 
and is aptly termed Virtual Milling (VM). 
Milling is a machining operation where the desired shape is produced by care­
ful removal of material from an initial workpiece. During each operation the cutter 
is constrained to travel in such a way that stock is removed only from the portion 
desired. This is the process that is numerically simulated. Each partial surface is 
converted into a polyhedron and its volume subtracted from an initial workpiece, 
assumed as a huge cube that encloses the entire model. (The subtraction is ac­
complished through a polyhedron intersection algorithm to be imagined as a virtual 
cutter.) Finally, any leftover material from the workpiece is removed to extract the 




Figure 1.1: A two-dimensional representation of pruning 
Previous Work in Surface Reconstruction 
The problem of surface reconstruction has attracted researchers in diverse sci­
entific and engineering domains. A few of the solutions that have been proposed are 
discussed here. As far as the author is aware only the first mentioned algorithm was 
developed specifically for CFD applications. 
Maksymiyuk and Merriam [16] have proposed an algorithm based on pruning of 
unstructured grids. The input are the three coordinates of surface points as returned 
by a laser digitizer. The viewpoints from which these points were observed are also 
required. A 3-D Delaunay tessellation is first performed on the measured points. This 
results in a solid body made up of tetrahedra (Figure 1.1), a valid representation only 
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for convex objects. The key insight is that no part of the object can obstruct the line 
of sight between the laser source and the object. This allows an improved shape to be 
reconstructed by deleting triangular faces that intersect a line of sight. Also, certain 
view lines fail to hit the surface of the object. Along these "void" lines there should be 
empty space. Subsequently any faces crossed by these lines are marked for deletion. 
The algorithm is of 0{N log N) complexity, where N is number of observed points. 
It has two main drawbacks: it generally removes more material than virtual milling, 
and the topological correctness of the reconstructed surface is sensitive to small errors 
in the experimental measurement. Both problems come from the discreteness of the 
pruning process: a tetrahedron is either removed or left untouched. 
A similar, but independently developed, procedure has been used by Faugeras et al. [17]. 
It yields surface reconstruction of objects using three-dimensional data obtained from 
stereo photographs. The input data provided by a stereo matcher consists of a set 
of edges lying on the boundary of the objects, and of triangles that link these edges 
to the cameras. A Delaunay triangulation which is constrained to include the input 
edges is first constructed. The polyhedral surface of the object is then reconstructed 
by performing a simple visibility test (explained in the last paragraph): for an input 
edge to be visible from one of the optical centers of the camera there should be no 
faces in between. Hence, all tetrahedra intersected by the stereo triangles (formed 
by joining the endpoints of an input edge to the optical center of the camera) are 
removed. When the input data is obtained from different views, then the same edge 
could have been spotted from two or more different viewpoints. A stereo triangle 
has to be constructed for each of these viewpoints and tested against the unmarked 
tetrahedra. The authors have shown, using tools of probabilistic geometry, how the 
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reconstructed surface converges to the true surface when the sampling density in­
creases. 
Another algorithm developed by Uselton [13] involves first constructing the 3-D 
convex hull of the data points. (A three-dimensional convex hull of a set of points 
is defined as that boundary in three space such that a line segment joining any two 
points of the data set is either on the hull or interior to it.) The convex hull is a 
polygonal surface made up of triangles and provides a very rough approximation to 
the final surface. Usually some data points will lie inside the hull. Once constructed, 
the surface is modified to include these interior points. An interior point is included 
by replacing a single triangle of the current surface (chosen using visibility criteria) 
by three new triangles. These are formed by joining the interior point to the three 
vertices of the replaced triangle via line segments. This does not violate the topolog­
ical correctness of the surface, provided the interior points are attached in the right 
order. The order of insertion is also dependent on a quality criterion, minimum area 
or minimum edge length for example, and a cost criterion. The resulting surface after 
all interior points are attached is feasible, but usually far from optimal. The quality 
of the surface is improved through edge trading: a "bad" edge between two triangles 
is removed and replaced by the other diagonal of the resulting quadrilateral. The 
edge trading is performed in conjunction with point insertion to avoid confusion as 
to the order in which the trades must be made. As soon as a point is attached, all 
edges within a certain distance (expressed in triangles) are candidates for trading. 
This distance, called the horizon (h), is specified by the user. 
For a given set of data the above algorithm produces different surface approxima­
tions depending on the quality and cost criterion used. Uselton discusses a method, 
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computing tlie volume of the symmetric difference between two polyhedra, for eval­
uating the quality of these descriptions. (The symmetric difference between two 
surfaces, A and B, is defined as the portions of surface A, B, that are not within 
surface B, A.) The measure, volume of the symmetric difference, is a metric and 
two algorithms useful in computing it are presented. One algorithm computes the 
intersection (and symmetric difference) of two polyhedra. The other computes the 
volume of an arbitrary polyhedron (or set of polyhedra). 
Several extensions to the above reconstruction algorithm, to incorporate any 
additional information that might be available in the input are also described. One 
such extension is a procedure for adding holes to generate surfaces of higher genus. 
Yet another algorithm for surface reconstruction has been recently proposed by 
Hoppe et al. [18]. It operates in two stages. Here, Z{f) is defined as the set of all 
points that are a signed distance, /, from the unknown surface. In the first stage, 
the signed distance function, /, is computed at the vertices of a Cartesian grid. In 
the next stage, the surface, Z{0), is approximated by the zero contour of / on the 
Cartesian grid. The real trick here is computing the signed distance function, /, from 
a set of points. 
The signed distance function is computed by first associating an oriented tangent 
plane with each of the data points. These tangent planes serve as local linear ap­
proximations to the surface. Each tangent plane is represented as a point, called the 
center, together with a unit normal vector. The center and normal are determined by 
gathering together a small set of k points, called the fc-neighborhood, nearest to the 
data point in question. The size k of the neighborhood is a user specified parameter. 
Now, the centroid of the neighborhood is a point on the tangent plane, and its normal 
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is determined using principal component analysis (basically least squares). All tan­
gent planes are made to conform to a consistent global orientation by beginning at a 
coordinate extreme (where orientation is known) and adding in neighboring triangles 
whose orientations are not very different. 
Now, the signed distance function for an arbitrary point to the unknown surface 
is defined as the distance between the point and its projection onto a tangent plane 
whose center is closest to the given point. The sign of the distance depends on which 
side of the plane the point lies. The computed distance must be smaller than the sum 
of the density and noise of the data sample. If this is not the case, then the value 
of the function is assumed to be undefined. Undefined values are used to identify 
boundaries on the surface. 
Other surface reconstruction algorithms do exist in the literature. For example, 
Boissonnat [19] has proposed an algorithm for reconstructing surfaces from a known 
sequence of cross sections. (Such a method finds applications in medical diagnosis and 
therapy, where cross-sectional images are obtained by moving an echographic or an 
X-ray apparatus, and in microscopy, where cross sections are obtained by focusing 
the microscope at various levels.) The virtual milling algorithm presented here is 
fundamentally different and enjoys the following good properties: 
1. It is reasonably efficient, having a formal complexity of N l o g N ,  where N  is 
the number of observed points. 
2. It always yields a topologically correct surface. 
3. It combines information from many different viewpoints. 
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Thesis Organization 
The goal of this research is to develop a new, sufficiently automated, and fast 
procedure for obtaining two-manifold surface descriptions of 3-D objects using surface 
points as provided by a laser digitizer. 
In Chapter 2 the data collection process using the three-dimensional digitizer, 
and the subsequent surface reconstruction through Virtual Milling (VM), are de­
scribed in detail. The crux of the VM method is the computation of the geometric 
intersection between two non-convex polyhedra with triangular faces. An algorithm 
for constructing this polyhedral intersection region is presented. 
Also in this chapter, a procedure for extracting the finished part (the recon­
structed surface) from the remains of the workpiece, as would be performed in an 
actual milling operation, is outlined. Topological issues like getting the Euler number 
right, orienting the surface for graphical display, locating holes on the surface, and 
improving the quality of the surface grid, are addressed. The best and worst case 
run times for the algorithm as implemented on a Silicon Graphics workstation are 
analyzed. Finally, test results obtained for a scanned F117A model are presented. 
Keeping in mind the goal of obtaining a fast procedure for surface reconstruc­
tion, a parallel version of the algorithm has been implemented on the Intel Gamma 
Prototype (iPSC/860), a Multiple Instruction Multiple Data stream (MIMD) parallel 
computer with 128 processors. Chapter 3 of this thesis discusses the issues concerning 
the parallel implementation. Also, performance results of the parallel algorithm on 
the Intel iPSC/860 and the sequential algorithm on a Silicon Graphics Iris 310/VGX 
workstation are presented. 
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Finally, Chapter 4 concludes this thesis by offering a few remarks and pointing 
out directions for future research. 
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CHAPTER 2. SURFACE RECONSTRUCTION FROM DIGITIZER 
DATA 
In this work, a Cyberware laser digitizer is used for measuring physical objects. 
The digitizer returns the (x,y,z) coordinates of several surface points from differ­
ent viewpoints. Recovering the object shape is then accomplished through virtual 
milling, a numerical procedure that resembles the physical machining operation of 
milling. Ultimately this technique constructs a polyhedron that closely approximates 
the shape of the object. Both the digitizing and virtual milling techniques are de­
scribed in detail in this chapter. 
Data Acquisition 
Three-dimensional objects can be extensively measured using a Cyberware laser 
digitizer (see [6], [20]). The device, akin to a Coordinate Measuring Machine (CMM), 
returns the coordinates of a number of surface points. Instead of a mechanical probe, 
the digitizer uses optics for its measurements. The lack of physical contact in the 
measurement process allows measurement of soft surfaces (a feature not used in this 
work). Also, measurement errors due to friction between the probe and the model 
are avoided. The greatly reduced mechanical inertia results in better sampling rates. 
The digitizer collects points at the rate of 14,500 per second to an accuracy 
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of about 0.2 — 0.5 millimeters depending on the surface albedo and orientation. A 
CMM operated by a skilled worker can measure 4 points per second, while a computer 
driven CMM samples at the rate of 50 points per second. In either case the accuracy 
is better than the laser digitizer by perhaps a factor of five depending on the operator 
skill and the model used. 
One drawback of this optical measurement technique is sensitivity to surface 
colors and textures. For, example, flat black surfaces give very little diffuse reflection 
and are hard to scan. The same can be said of extremely shiny surfaces such as 
polished metal. 
A Cyberware laser digitizer available at NASA Ames Research Center is shown 
in Figure 2.1. The optics consist of a laser beam and one or more CCDs (Charge 
Coupled Devices) which act as eyes. Conceptually the laser illuminates the model 
and a laser spot is seen by at least one of the eyes. The intersection of the line of 
sight and the laser beam establishes the coordinates of a point (see Figure 2.2). 
Illumination of different parts of the model is accomplished by a traversal mech­
anism. The object is held on a solidly built machinist's table on which it can be 
translated or rotated by computer driven servo motors. The digitizer head can be 
moved vertically up or down, exposing different parts of the model to the laser beam. 
The position of the head is read by the operator from a built in steel scale. This, plus 
the traversal mechanism, measures two of the three coordinates. The third, distance 
from the digitizing head to the object, is measured by the optics. 
Along with the digitizer comes system software to display the object on a Silicon 
Graphics workstation. The display represents a single view of the object and is not 
a useful definition for CFD applications. Seamlessly assembling the different views 
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Figure 2.1: Photograph of Cyberware laser digitizer and Iris workstation at NASA 
Ames Research Center 
Laser CCD Array 
Image of CCD array on laser line 
Scanned Object 
Figure 2.2: Optical set up for a laser digitizer 
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in a common coordinate system is not an easy endeavor. 
The degree of accuracy to which any surface reconstruction algorithm can re­
produce an existing geometry is highly dependent on the accuracy of the input data. 
Maximizing measurement accuracy of the digitizer requires a thorough understanding 
of the workings of the device. Merriam [6] addresses some of the practical aspects, 
electronic and optical shadowing, CCD interlace and scan alignment, one should be 
aware of before using the digitizer. 
Overview of the Surface Reconstruction Algorithm 
What the digitizer returns is a set of data points. What is required is a triangular 
faceted polyhedron that approximates the shape of the object. 
Physical milling is the process of carving away material from an initial "blank" 
until the remaining material has the desired shape. Virtual milling (VM) simulates 
this process using computational geometry techniques. This solves immediately the 
most difficult problem; incorporating information from many different scans (views) 
into a single part. The virtual cutting head resolves any small inconsistencies between 
scans. Whichever scan cuts the deepest prevails. 
Two problems remain. First, the information from a single scan must be formed 
into a polyhedron which represents the volume to be milled out. Second, that poly­
hedron must be subtracted (in a solid modeling sense) from the workpiece. 
Producing Surface Fragments From Single Views 
The first job is to establish a triangular faceted surface fragment, an open two-
manifold in 3-D, such that every measured point is fairly close to it. Two separate 
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strategies are used for doing this. One involves continuously adding points to grad­
ually improve the surface approximation in the Loo norm. The other, which will be 
covered first, simply includes all the measured points from the outset, thereby avoid­
ing the considerable expense of repeatedly computing the norm, but often resulting 
in a surface with many more vertices. The difference, from experience, is often a 
factor of 10. 
There are a very large number of ways to triangulate N points. Each of these 
triangulations results in a surface fragment which includes (by construction) each 
of the measured points. Most of them can be eliminated by the use of visibility 
constraints. 
It is known that the laser peisses unimpeded from its source to each point be­
cause observation requires illumination by the laser. This means that any triangu-
lation which puts a triangle between the laser source and any observed point can 
be immediately discarded. One way to efficiently avoid such triangulations is to use 
projection methods. 
Imagine for a moment that the laser originates from a point infinitely far from 
the workpiece {z = —oo) so that all the rays are parallel to the z axis (the coordinate 
system is illustrated in Figure 2.3). Now project all the measured points onto the 
(x, y) plane (ignore the z component) and perform some 2-D triangulation to establish 
connectivity between points. The corresponding 3-D triangulation (the one which 
has the same connectivity between points) can not violate the visibility constraint. 
Such a violation would imply that some edges of the projected triangulation cross. 
The converse is also true; every set of connections which satisfies visibility is a valid 
triangulation in the projected plane. 
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Figure 2.3: Coorcliiiale systems foi- tl.e laser <ligi).izer 
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Now in practice, the focal length of the laser is not infinite, but only about three 
times its field of view [6]. The rays are perpendicular to the x axis, but are not 
parallel, forming an angle with the (x, 2) plane that can be as much as 8.5 degrees. 
The appropriate projection in this case is cylindrical, rather than orthogonal, with 
the axis of the cylinder running parallel to the x axis and containing the laser source. 
This is equivalent to expressing the coordinates of each point as (Xy(rO),r) instead 
of (x,y,z). Here, r is the radial distance from the center of the cylinder and 6 is 
angle between the (1, z) plane and a radius line between the point and the axis of 
the cylinder. Notice that as r (the focal length) becomes large compared to y (the 
field of view), the two coordinate systems become one. 
There are still an exponentially large number of ways to triangulate N points in 
the projected plane. The 2-D Delaunay triangulation employed here is discussed in 
the following section. The Delaunay triangulation is a classical problem in compu­
tational geometry and a well established technique for connecting scattered points. 
For CFD problems it is a way of generating unstructured grids [21]. 
Once the triangulation is done, the connectivity information is retained and the 
points are transformed back to their original {x,y,z) values. This gives a reasonable 
surface description (see Figure 2.4), valid for shapes which can be reconstructed 
from a single scan, e.g., sheet metal stampings. For complex geometries, such as 
aircraft, multiple scans from several different viewpoints are required to expose certain 
hidden surfaces which otherwise won't be visible. For such objects it is necessary 
to have, at least, a scan of the front and back views for reconstruction. In these 
situations a number of surface fragments have to be assembled. The end result is an 
approximation of the model as a non-convex polyhedron with triangular faces. 
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Figure 2.4: Surface fragment of the top view of an F117-A model obtained using 
2-D Delaunay triangulation 
Delaunay Triangulation The 2-D Delaunay Triangulation (DT) of an input 
point set is the planar dual of the Voronoi diagram. It stems from the following 
problem [21]: given a fixed number of sites (AT) on a plane, construct, for each, the 
locus of all points closer to that site than any other. The Voronoi diagram partitions 
the plane into polygonal cells, one for each site, so that the cell for site a consists of 
the region closer to a than any other site. These polygonal regions are called Voronoi 
regions. Mathematically the Voronoi region, Ilj, associated with point for a set of 
input points can be expressed as [22]; 
rij =  {x| r f (x ,x j )  <  d { x , x j )  V J ^ i}, (2.1) 
where d { x , y )  is the Euclidean distance between x  and y .  
Two Voronoi regions that share a common border segment are referred to as 
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Voronoi neighbors. A Delaunay triangle is formed when three input points whose 
Voronoi regions have a vertex in common are joined by line segments. The common 
vertex of these three Voronoi neighbors is the center of the circle circumscribing the 
Delaunay triangle (see Figure 2.5). It follows that the circumcircle is empty, i.e., 
there is no input point inside the circle. If this is not the case, then the point inside 
is closer to the circumcenter than the three points on the circumference of the circle. 
Therefore, the center cannot be a common vertex of the Voronoi regions of the three 
input points [22]. 
Tanemura et al. [22] use the circumcircle property (actually the circumsphere 
property in 3-D) to construct the Delaunay triangulation of a given point set. If a, 
h, and c are any three input points, then DT(a,6,c) exists only if the circumscribing 
circle has no input points in its interior. 
The Delaunay triangulation enjoys several attractive properties (refer [23], pp. 
14-16). One such is the equiangular property: DT maximizes the minimum angle of 
the triangle. Thus, the DT of a point set is often referred to as the Max Min tri­
angulation. Another advantage is that the Delaunay triangulation can be computed 
efficiently. Merriam [21] has demonstrated an 0{N log N) algorithm, where N is the 
number of input points. 
Incremental Delaunay Triangulation The digitizer returns prodigious amount 
of data. A Delaunay triangulation of all the data points results in surface fragments 
with very large numbers of points. It is possible to construct surface fragments with 
fewer points without sacrificing accuracy. In these cases the user defines the required 






Figure 2.5: Delaunay triangulation of a set of points 
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The decimation strategy outlined by de Floriani et ai [24] is utilized here. A 
surface fragment is initially constructed using only a few of the measured points, say 
just the boundary points, for the Delaunay triangulation. This fragment forms a very 
rough approximation to the original surface. Its accuracy is improved by inserting 
points, one at a time, and redoing the triangulation [25]. The point selected for 
insertion is the one that is farthest away from the surface fragment in the direction 
of projection. The addition process is continued until the largest discrepancy falls 
below a prescribed tolerance (assumed as 0.25mm here, the nominal accuracy of the 
measurements [26]). 
Combining Surface Fragments From Different Views 
Combining the different views is achieved through a technique that emulates the 
machining operation of milling. In milling, a workpiece is cut to the desired shape 
by careful removal of material. During each operation the cutter is constrained to 
travel such that stock is removed only from a portion of the workpiece. Finally, any 
left over material from the workpiece is removed and only the finished part remains. 
This is the process that is emulated numerically. 
In the numerical analog the workpiece is any polyhedron {e.g., a bounding box) 
with triangular faces, chosen such that it encloses the entire model. For each scan 
(view), it can be inferred that a polyhedral volume between the laser source and 
the object contains no material. This was guaranteed by the projection used in the 
previous section. This volume is excluded from the workpiece through a polyhedral 
intersection algorithm to be described later. In a solid modeling sense, the excluded 
volume is subtracted from the workpiece. Subtraction in this sense is commutative. 
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Combining views consists of constructing the excluded polyhedra for each one and 
subtracting it from the partially finished part. 
The excluded polyhedra are constructed from surface fragments. Each of these 
polyhedra are wedge like in appearance (Figure 2.6). The sharp edge of the wedge 
for a given scan is simply the line segment which passes through all the viewpoints 
(Figure 2.6). These are all collinear and lie on the axis of the projection cylinder. 
Opposite this edge is the surface fragment discussed earlier. The endcaps are trian­
gulated by connecting the extreme viewpoints (endpoints of the sharp edge) to all the 
points observed from them (Figure 2.6). Finally, two large generalized polygons, the 
upper and lower surfaces of the wedge, need to be triangulated to make the resulting 
polyhedron have triangular facets (Figure 2.6). Each of the non-convex, triangu­
lar faceted, polyhedra approximates a portion of the object surface and includes all 
viewpoints. 
Each excluded polyhedron (T) with triangular faces is a topologically correct 
surface as it meets the following three conditions (refer [27], pp. 51-53): 
1. Two triangles are either 
a) disjoint, or 
b) have one vertex in common, or 
c) have two vertices and consequently the entire edge joining them in com­
mon. 
2. T is connected, i.e., there is a path along the edges of the triangles from any 
vertex to any other vertex. 
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Surface Fragment 
Sharp Edge Endcap 
Polygon to be 
• Viewpoints triangulated 
Figure 2.6: A wedge shaped polyhedron constructed from a surface fragment. The 
line segment through all the viewpoints forms the sharp edge of the 
wedge. The endcaps are constructed by joining the extreme viewpoints 
to all the points observed from them. The upper and lower surfaces of 
the wedge are two large polygons that need to be triangulated. They 
are roughly rectangular, but have higher degree due to segmentation of 
edges 
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3. For every vertex V of a triangle of T, the edges opposite V in the triangles of 
T having V as a vertex form a simple closed polygon (see Figure 2.7). This 
polygon is called the link of V. 
The first condition assures that the surface has no interpenetrating triangles. Satis­
fying the next two conditions guarantees that the polyhedron is one closed surface 
and not made up of several disjoint ones (see Figure 2.7 for configurations that are 
not allowed). 
The problem here is to subtract the volume of the polyhedron generated from 
a surface fragment (Q) from the polyhedral workpiece {P). This is accomplished 
by computing P n Q', where Q' is the complement of Q. In the following sections 
an algorithm for computing the intersection between two non-convex polyhedra with 
triangular faces is described in detail. The change needed to adapt this algorithm to 
perform the problem at hand, i.e., to construct the intersection between a polyhedron 
and the complement of another polyhedron, is also described. 
Forming the Intersection of Two Polyhedra 
Intersection problems have a wide variety of industrial applications [28], related 
to the fact that two objects cannot occupy the same space at the same time. Ef­
ficient, even optimal, algorithms have been developed for solving polygon intersec­
tion problems, but comparatively little is known about polyhedron intersections [28]. 
Generalizations of the 2-D algorithms to 3-D are not straightforward. 
In this work, only polyhedra with triangular faces are considered. This is done 
without loss of generality as any higher degree polygon can be triangulated. This 




Figure 2.7: Some configurations that are not allowed, (a) No intersecting triangles. 
(b) The two tetrahedra with a common vertex do not form a closed 
surface since the link of the common vertex is two simple closed polygons 
(triangles) and not one 
Polygon A 
Polygon B 
Figure 2.8: Intersection of two simple polygons Ah B. The intersection is a simple 
polygon C, shown shaded. The thick dots denote the vertices of C 
three dimensions. 
The intersection of an arbitrary number of non-convex polyhedra reduces to find­
ing the intersection of two polyhedra. The problem can be stated accordingly: given 
two non-convex polyhedra, P and Q, with triangular faces, form their intersection, 
R = Pn Q, such that the resulting polyhedron has only triangular faces. 
The analogous problem in 2-D is considered first. The intersection of two simple 
polygons A and B is a simple polygon C (Figure 2.8). Constructing C from A and 
B involves locating its vertices and its edges. Some of the vertices of A are vertices 
of polygon C, those which lie inside polygon B. Similarly, the vertices of polygon B 
which lie inside polygon A are vertices of C. The intersections of the edges of A with 
edges of B form the remaining vertices. 






one polygon and lies entirely inside the other (e.g., edge 1 in Figure 2.8) is an edge 
of C. On the other hand, an edge which lies entirely outside (e.^., edge 2) is not. For 
an edge which intersects one or more edges of the other polygon {e.g., edge 3) only 
the portions which lie inside the other polygon are edges of C. 
Finding the intersection of two polyhedra can be accomplished by applying a 
similar procedure. The polyhedron R, formed from PDQ, has vertices which either 
are the vertices of P that lie inside Q, vertices of Q that lie inside P, or are new 
vertices defined by intersections between faces of one polyhedron and the edges of 
the other. 
Some of the edges of R are formed when faces from P and Q intersect. This 
problem, intersection of two triangles in three space, involves finding the line segment 
of intersection. The other edges are formed from existing edges (the edges of P and 
Q) which are part of one polyhedron and are inside the other. At this point, R is 
a polyhedron with planar polygonal faces, some of which are not triangular. The 
higher degree polygons are triangulated (adding some more edges) so that the final 
polyhedron (i?) has only triangular faces. 
Virtual milling requires computing PDQ'. This is a straightforward modification 
of the algorithm, just described, for computing PnQ. Instead of retaining the vertices 
of P that lie inside Q, those that lie outside are kept. Similarly, only edges, or parts 
of edges, of P that lie outside Q remain in the final polyhedron. 
Summarizing then, the procedure for computing the intersection of two poly­
hedra, outlined above, involves three main algorithms: polyhedron inclusion, line 
segment of intersection of two triangles in three-space, and triangulating the interior 
of a simple polygon. These are described in the following sections. 
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Figure 2.9: The number of intersections is odd, so P is inside the polygon 
Polyhedron Inclusion 
Given a non-convex polyhedron, is a given point interior to it? To answer this a 
ray is drawn, emanating from the point in question, along anyone of the three coor­
dinate directions. The number of intersections between the ray and the polyhedron 
are counted. If the number is odd the point lies inside the polyhedron. 
The 2-D algorithm is well known (see [28], pp. 41-42). To determine whether 
a point is internal to a simple n-gon (polygon with n sides), a ray is drawn, in any 
direction, originating from the point (see Figure 2.9). If the number of intersections, 
with the boundary of the polygon, of such a ray is odd, then the point lies inside. This 
is easily explained: at c» one is clearly outside the polygon. At the first intersection 
one moves inside, and for every intersection after that one moves in or out. 
The 3-D algorithm is a simple extension of the 2-D algorithm described above. 
As the polyhedra is composed of triangles the number of triangles intersected by the 
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ray, originating from a point, has to be determined. The problem can be simplified 
by projecting the triangles onto a plane in which the ray appears as a point. Then, 
a search is performed to find the triangles which contain the given point (only these 
triangles can be intersected by the ray). An additional test is required to ensure the 
triangle is in the path of the ray and not behind it. 
To decide whether a point lies inside a triangle, the 2-D polygon inclusion al­
gorithm can be used. A more elegant method, making use of the convexity of the 
triangles, is presented in the next section. 
The simplest way to count intersections with this algorithm is by searching all 
triangles. This is expensive. Sorting the triangles, using the alternating direction 
binary tree introduced by Bentley [29], drastically decreases the number of triangles 
searched each time. Exposition of the search and sort algorithms is reviewed, briefly, 
in a later section. 
Algorithm For Triangle Inclusion To determine whether a test point lies 
inside or outside a triangle, line segments are drawn joining the test point to the three 
vertices of the triangle, thus forming three new triangles. Each new triangle has the 
test point as one of its vertices and one edge of the original triangle. If the sum of 
areas of the three new triangles is equal to the area of the original triangle then the 
test point lies inside, otherwise, if the area is greater, the test point lies outside. 
A more elegant explanation, involving the same computations, is given by Preparata 
and Shamos [28] (pp. 43). A test point lies inside a triangle if it lies to the right (left) 
of all the edges when the vertices are named in a clockwise (anti-clockwise) fashion 
(F igure  2 .10) .  A  po in t  (P4)  l i e s  to  r igh t  o f  r ay  (P j ,  ^ 2 ) '  ( ^1^2^4)^  
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Figure 2.10: Point inside triangle 
turn, only if the 3x3 determinant (Pj = {x^,yi)): 
XI yi 1 
X2 y2 1 
2^4 Vi 1 
is negative or zero. The determinant gives twice the signed area of the triangle. 
Intersection of Two Triangles in Three Space 
The polyhedron inclusion test determines which of the original vertices of P and 
Q will appear in R. The next step is to compile a list of intersecting pairs of triangles. 
These provide some of the edges of the final polyhedron. 
Two triangles in three dimensions intersect (if at all) along a line segment, each 
end of which lies on a separate triangle edge. To find the two intersection points 
of triangles A and B, each edge of triangle A is tested against the plane of triangle 
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Figure 2.11: Two types of intersections of two triangles in three space 
B. If the intersection point lies on the edge and inside triangle B, then one of the 
line segment endpoints has been located, else the next edge is tested. The same is 
repeated with the edges of triangle B. A method for determining the intersection 
point between a triangle and a line segment is presented in the next section. 
Figure 2.11 shows the only two non-degenerate ways two triangles can intersect. 
Degenerate cases such as two triangles lying on the same plane were not encountered. 
An algorithm that reports all intersecting pairs of triangles is of quadratic com­
plexity in the worst case. It involves checking each triangle of P against every triangle 
of Q for possible intersection. Once again, the triangles are sorted into a binary tree 
to avoid this expensive exhaustive search. 
An additional optimization has been incorporated. This comes from the obser­
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vation that two triangles cannot intersect if all the vertices of one triangle lie on the 
same side of the other triangle. Implementing this check involves finding the equa­
tion of the plane containing triangle A, and evaluating on which side each vertex of 
triangle B lies. 
Algorithm For Line Segment-TViangle Intersection The position of the 
intersection point (!) is defined by (see Figure 2.12) : 
/=  Pi  +  a ie i  +  0262 ,  (2 .2 )  
and 
J  =  Ni+a3e j ,  (2 .3 )  
where oj, 02, and 03, are the unknowns to be determined. Equation 2.2 defines the 
position of the intersection point within the triangle, while equation 2.3 determines 
its position along the line segment. 
Taking the difference results in: 
o ie i+  0262-0363  =  A^l  -  Pi .  (2 .4 )  
This is a system of three equations in three unknowns. Solving the equations yields 
a^, 02, and 03, and, thus, the position of the intersection point. The intersection 
point lies inside the triangle only if: 
0 < < 1) 0 < 02 ^ + "2 — 
and on the line segment only if: 
0 < 03 < 1. 
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N 2 
Figure 2.12: Line segment intersecting the plane of a triangle 
Constrained Triangulations 
Edges of the two intersecting polyhedra (P H Q) can be classified into three 
categories: 
a) Edges of one polyhedron which lie entirely outside the other. Such edges are 
not part of the final polyhedron. 
b) The opposite situation, where edges of one polyhedron lie completely inside the 
other. Such edges are part of the final polyhedron. 
c) Edges of one polyhedron which intersect one or more triangular faces of the 
other. For such edges only those portions which lie inside the other polyhedron 
remain as part of the final polyhedron. 
For edges belonging to category (c) there is a useful parity check to make sure 
that all the intersection points have been detected. This check comes from the ob­
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servation that an edge with both its endpoints lying outside, or inside, the other 
polyhedron intersects an even number of triangles, while an edge with one endpoint 
outside and the other inside, intersects an odd number. 
Figure 2.13 illustrates a situation where all vertices of a particular triangle (of 
P) lie inside the other polyhedron (Q), and five new vertices have been added. The 
new vertex on the face of the triangle, N^, is the point where an edge of Q intersects. 
The vertices on the edges {N^, N2, N^, A/4) are the points of intersection between 
the edges of this triangle and the triangular faces of Q. The polygons shown in 
Figure 2.13, are faces of P D Q. The interiors of these simple polygons have to be 
triangulated in order to assure that the final polyhedron has only triangular faces. 
Decomposing a polygon into triangles is a classical problem in computational 
geometry. It involves drawing line segments from one of its vertices to another. The 
line segments cannot cross each other or any polygon edge. For a polygon of degree 
n (n vertices), triangulation results in (n — 3) interior edges and (n — 2) triangles. 
An algorithm presented by Bern et al. [30] is utilized here. It makes use of a 
proof that any polygon with more than three sides must have a diagonal. (A diagonal 
is a line segment joining any two vertices of the polygon. It lies completely inside 
the polygon and does not intersect any of its boundary edges.) The vertex of the 
polygon with a minimum value in the x direction is first chosen (such a vertex must 
have an included angle less than 180 degrees). The two edges having this vertex 
as an endpoint are then determined. A line segment is drawn connecting the other 
endpoint of these two edges. If the new triangle, formed by the two edges and the 
line segment, contains no point inside, then the line segment is a valid diagonal and 




Figure 2.13; (a) This triangle has all three vertices (^1,^*2'^s) inside Q. 
NI,N2,N^,N^ are intersections between edges of P and faces of Q. 
iVg is an intersection between this triangle and an edge of Q. All five 
points are vertices P HQ. (b) These regions are part of P fl Q 
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Figure 2.14: Vertex b  has the minimum x  coordinate value. Segments a b  and a c  are 
its two incident edges. Since segment ac cuts the polygon it is not a 
valid edge. Vertex d lies inside triangle abc and is farthest from line ac. 
S e g m e n t  b d  i s ,  p r o v a b l y ,  a  v a l i d  e d g e  o f  t h e  t r i a n g u l a t i o n .  I f  p o i n t  d  
does not exist, ac will not cut the polygon and will be a valid diagonal 
this triangle, the point that is farthest away from this line segment is selected. An 
edge joining this point to the original vertex is a valid edge for the triangulation (see 
Figure 2.14). 
Each new edge divides the polygon into two sub-polygons. These two sub-
polygons are further split unless they are triangles. The process of subdividing is 
continued until all polygons are triangular. 
The complexity of this algorithm is O(n^) in the degree of the original polygon 
as implemented here. More efficient algorithms which operate in linear expected time 
exist in the literature (see Chazelle [31]). These are more difficult to implement and 
provide significant improvement in run time only for polygons with a large number of 
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vertices. Since most of the polygons encountered here were not of very high degree, 
programming simplicity dictated the choice of algorithms. 
Data Structures 
The algorithm, just described, for finding the intersection of two non-convex 
polyhedra involves frequently answering two types of geometric questions. Which 
triangles (if any) from a given set 
a) contain a given point (inclusion query)? 
b) intersect a given triangle (intersection query)? 
The simplest, though not the quickest, approach to answering these questions 
involves checking all the triangles in the set. This is termed an exhaustive search and 
has a run time of 0{NM), where N is the number of triangles, and M, the number 
of queries. Such a search can be prohibitively slow. 
A quicker approach searches only a small number of the triangles each time, 
with full confidence (from bounding box information) that the unsearched triangles 
would return negative responses anyway. This involves presorting the triangles. The 
domain containing all the triangles is repeatedly partitioned spatially [32]. Searching 
is then restricted to the partition where the given point (or triangle as the case may 
be) lies, and possibly a few of the neighboring partitions. Sorting the geometric set 
t h i s  w a y  p r o d u c e s  a l g o r i t h m s  w h i c h  t y p i c a l l y  h a v e  r u n  t i m e s  o f  0 { M  l o g  N ) .  
There are several different techniques which do this [32]. They differ in how 
the domain is partitioned. All of them, though, are referred to as tree searches as 
the data structure bears close resemblance to a tree. The entire domain forms the 
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Figure 2.15: A binary tree structure 
main trunk, the partitions at each level form the branches, and the smallest pieces of 
domain are called leaves. A binary tree, employed here, is illustrated in Figure 2.15. 
In a binary tree the domain is partitioned into two sub-domains at each level [29]. 
A suitable partitioning is achieved by treating triangles as points. Each triangle 
is replaced by a unique point which identifies it. The centroid has been chosen here, 
as it is a point which lies inside the triangle. The domain is then divided into two 
pieces of roughly equal size. 
A one level example is illustrated in Figure 2.16a. The domain containing the tri­
angles, a rectangular region, has been divided into two. The average (an inexpensive 
proxy for the median) of all the centroids (shown using filled circles in Figure 2.16a) 
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Figure 2.16: (a) A rectangular domain containing a set of triangles is partioned 
into two regions according to the mean (shown as a dashed line) of 
the triangles' centroids (shown as filled circles). The portion of the 
domain between the two dotted lines is common to both the regions, 
(b) Triangle queries are handled by enclosing the triangle in a bounding 
box and searching all partitions which contain a portion of the box 
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dashed line in Figure 2.16a. Such a division puts approximately equal number of 
triangles into each half; a geographical bisection might not. Now, the region to the 
right of the dashed line contains triangles whose centroid has an x coordinate greater 
than the average. The x coordinate of the centroid for triangles in the region to the 
left of the dashed line, is less than the average. Bounding boxes can be constructed 
by determining the smallest and largest coordinate values of the vertices of the trian­
gles contained in each half (one of the triangles which has the vertex with the largest 
coordinate value, in each bounding box, is shown using a darker line in Figure 2.16a). 
Notice a small portion of the domain (the portion of the domain between the dotted 
lines in Figure 2.16a) is common to both the bounding boxes. This common region 
is referred to here as the overlap region. Search efficiency depends on this overlap 
region being small compared to the size of the overall domain. 
For each bounding box a set of useful information is retained. This information 
is: 
1. The coordinate direction of the division. 
2. The dimensions of the bounding box. 
3. The triangles it contains. 
4. The location of this information for the sub-partitions (for more than one level). 
In the search phase, for inclusion queries, we seek all triangles which contain a 
given point. By comparing x coordinate values it can be easily determined which (if 
either) of the two bounding boxes contain the point in question. Clearly, if a point 
lies outside of a bounding box, it lies outside of all triangles contained therein. If the 
point does not lie in the overlap region, at most half of the triangles will be searched. 
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For handling intersection queries, i.e., determining the triangles that intersect a 
given triangle, the triangle is enclosed in a bounding box (as shown in Figure 2.16b) 
and all the partitions which contain a portion of the box are searched. 
The algorithm is recursively extended to more levels. Partition of the two do­
mains at the next level is accomplished by finding the average value in the y coordinate 
direction. For a geometrical set in iV-dimensional space the divisor cycles through 
all N directions. The number of levels depends on the size of the geometrical set and 
the minimum number of items in each partition on the last level. The cost 
of doing an exhaustive search of the remaining items, compared to the cost of finding 
the next branch while traversing the tree, determines the optimal value of 
A two-dimensional tree search has been implemented here. The triangles are 
projected onto a plane, say the (x,j/) plane, and then partitioned according to the 
X and y coordinate values of their centroids. This approach was found to be more 
efficient than a three-dimensional tree search. 
The polyhedron generated from a surface fragment is much smaller in size than 
the workpiece that encloses the entire model. It is useful to determine the bounding 
box of each polyhedron. It is only necessary to test for polyhedron intersection where 
these bounding boxes intersect, a significant simplification. 
Finishing Operations 
Once all the necessary scans have been incorporated onto the workpiece, the 
finished surface has to be separated from the remains of the workpiece. An algorithm 
for accomplishing this task is explained below. Also, algorithms for addressing several 
different topological issues, like orienting the surface for graphical display purposes. 
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finding holes on the surface, checking for topological correctness, and improving the 
surface grid quality, are presented in the following sections. 
Separating the Model From the Workpiece 
The physical model being scanned has to be supported securely in the digitizer. 
This usually implies a sting, but sometimes the model rests directly on the turntable. 
In any case, the desired geometry is usually attached to the remnants of the original 
workpiece. This situation is shown in Figure 2.17. When this happens in actual 
machining, the finished part is separated very carefully by hacksawing through the 
last connection. A similar approach is followed here. The cutting operation is, again, 
simulated through the intersection algorithm. The cutting is done through the sting, 
very close to the tail, so as to remove the vise and most of the sting along with the 
remains of the workpiece. 
Clearing Chips 
In addition to the remains of the original blank, there are likely to be chips, i.e., 
small polyhedra that are not attached to anything. Computationally, the separate 
chips have to be identified and removed. This is accomplished in 0(N) time with 
a traversal algorithm. The algorithm begins by marking all triangles as unvisited. 
Some triangle is marked as visited, it's neighbors are marked as visited, their unvisited 
neighbors are marked as visited, and so on until no unvisited neighbors remain. All 
the visited triangles are part of a single polyhedron. If any unvisited triangles remain, 
one of them begins the second polyhedron. In this way, all the polyhedra can be 
identified. 
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Figure 2.17: The reconstructed F117-A surface is still attached to the original work-
piece and must be carefully separated. At this point, eight scans have 
been milled away. Notice, the vise and sting, used to support the model 
while scanning, are also part of the reconstructed surface 
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Generally, the desired polyhedron, the one that approximates the model surface, 
is simply the one with the most triangles. Some other ways of identifying the polyhe­
dron are: specification of a particular point inside the model, elimination of any that 
have faces from the original blank or are below a specified size, or simply a selection 
from an interactive graphics display. 
Orienting the Surface 
Many algorithms involving polyhedra require a properly oriented surface. Proper 
orientation implies that all faces have a clockwise numbering of vertices when viewed 
from outside the polyhedron. This can be done using the traversal algorithm, de­
scribed in the previous section, to visit all the triangles, making each agree with the 
orientation of its neighbors. At this point they all have the same orientation, but 
may all be backwards. This situation is easily corrected, once detected, by switching 
any two indices in each triangle. Using a cross product between any two sides of any 
triangle, an oriented normal is generated. A ray from the face in the direction of 
the normal is outward facing only if it has an even number of intersections with the 
rest of the polyhedron. An alternative (perhaps an easier technique) involves taking 
the vertex with the minimum x coordinate, knowing that the ray drawn down the 
negative x axis points out of the polyhedron. 
Finding Holes on the Surface 
The polyhedron that approximates the model's surface has triangular faces. To 
be geometrically correct it must satisfy Euler's formula (refer [27], [33]) for a closed 
surface: V—E + F = 2 — 2H, where V, denotes the number of vertices of the 
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polyhedron, E, the number of edges, F, the number of faces, and the number of 
holes. Holes can appear in the original model or be added due to digitizing errors. 
The former are usually obvious, the latter are small and inconspicuous but must often 
be found so they can be repaired. 
With a properly oriented surface it is easy to compute an outward facing normal 
for each face. Now, conceptually, each face is colored according to the sign of the z 
component of that normal. Recall that every edge heis two neighbors. If the neighbors 
have different colors, the edge may be part of a hole. Its presence can be confirmed 
through a graphical display. 
Fixing Very Short Edges 
The intersection of two triangular faces is a line segment of finite length. Some 
of these edges are extremely short in length, less than a prescribed tolerance, and 
the resulting surface grid might not be suitable for CFD applications. These edges 
are removed by the following procedure [26]: the short edge and its two endpoints 
(segment ab in Figure 2.18) are replaced by a new node (i) that lies at the center of 
the edge. The two faces this edge was previously part of and F2 in Figure 2.18), 
now shrink to form two new edges. These edges have the new node as one of their 
endpoints and the third vertex of the destroyed face as the other endpoint. Applying 
this procedure removes all short edges. The surface is modified by an amount that 
depends on the specified tolerance. A tolerance only slightly bigger than the roundofF 
error was chosen in this work. 
Cases where nodes, e and /, and, g and h, coincided (see Figure 2.18) did not 
occur. 
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Figure 2.18: (a) Line segment ab is a short edge, (b) ab is replaced by a new node, 
i, lying at its center. Faces Fj and F2 shrink to form new edges ic and 
id 
Fixing Triangles With Small Area 
Another undesirable quality of the reconstructed surface is the appearance of 
triangles with an extremely small area. Some of these occur due to the presence of 
short edges described above. They are automatically destroyed when the edges are 
removed. Others can occur due to a very large included angle. This situation can be 
improved by applying an edge swap algorithm [26]. A triangle whose area is below 
a prescribed tolerance is located and its longest edge is determined. This edge is 
replaced by the other diagonal of the quadrilateral formed by the triangle in question 
and its neighbor sharing the long edge (see Figure 2.19). The swapping of diagonals 
is done only if the resulting two triangles each have an area larger than the area of the 
initial small triangle and only if the resulting quadrilateral is convex. About three to 
four passes are made on the entire set. Again, the surface geometry is changed very 
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Figure 2.19: (a) adb is a small triangle and line segment db is its longest edge, (b) 
Diagonal db is replaced by diagonal ac, in quadrilateral abed, as the 
resulting two triangles each have a larger area than the original small 
triangle adb 
little as the triangles were very small to begin with. 
Complexity Analysis of the Polyhedron Intersection Algorithm 
Let P and Q be two intersecting, non-convex, triangular faceted polyhedra. As­
sume, without loss of generality, P and Q have equal numbers of vertices {N). It 
follows, from Euler's formula [28], the number of triangular faces is linearly propor­
tional to the number of vertices (2AT — 4). 
The algorithmic cost for forming the intersection region between PSzQ, de­
scribed in the previous sections, depends primarily on the following three critical 
sub-problems: 
1. Polyhedron inclusion. 
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2. Line segment of intersection between two triangular faces. 
3. Polygon decomposition 
The first sub-problem, polyhedron inclusion, involves checking each vertex of P 
against every triangle of Q, and each vertex of Q against every triangle of P, for 
inclusion. The second sub-problem involves testing each triangle of P against every 
triangle of Q for intersection. When done exhaustively the cost for these two sub-
problems is 0{N^). However, as explained earlier, a binary tree search is utilized to 
improve the performance. 
The binary tree is set up here in two stages. In the first stage the triangles of 
P and Q that have a possibility of intersection are determined. In the next stage, 
a binary tree is constructed using these candidate triangles. The cost for these two 
tasks are computed below. 
Note that the intersection of P and Q must lie entirely within the intersection 
of their bounding boxes. It is safe to sort only triangles within this region of possible 
intersection. This requires each of the original N triangles to be tested for inclusion 
in two bounding boxes (really only one). This cost is 0{N). 
Now, assume the candidate triangles are sorted into a binary tree, as described 
above, until each bucket on the last level has no more than triangles. This 
implies that the number of levels in the binary tree is log2T;r^^—' where M is the 
"^min 
number of candidate triangles. (M is of the same order as N.) Recall, at each of these 
levels the mean of the centroid of all triangles is computed. Also, the triangles in 
each bucket are renumbered to have contiguous numbering. These two steps require 
0{M) time to perform. Thus, the cost for constructing a binary tree is 0[M log 2^^)-
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Figure 2.20: For two intersecting polyhedra with N triangular faces, only those 
faces that have a possibility of intersection are sorted into a binary 
tree. Determining these candidate triangles, A/, for sorting requires 
0{N) time 
that the cost of performing an exhaustive search of the items in the last bucket is the 
same as, or less than, the cost of finding the next branch to traverse (0(1)). 
The cost for the entire sort phase, then, is equal to the sum of the costs for the 
above two steps. It is proportional to: 
0 i N )  +  0 { M  l o g  2 ^ ) .  
To verify the above theoretical result, the tree sort algorithm was tested on 
triangularly faceted polyhedra of various sizes {N). Figures 2.20 and 2.21 summarize 
the results obtained. Figure 2.20 is a plot of the measured run time for determining 
the candidate triangles to sort, M, from various values of N. The data shows a 
linear relationship between run time and N [Time « 2.2961 x 10~^iV). F'igure 2.21 
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Figure 2.21: Sorting M triangular faces of a polyhedron into a binary tree consumes 
0(Mlog2A/) time 
Again, a least square fit of the data confirms the expected 0 { M  l o g  M )  relationship 
{Time « 3.0087 x 10"^ M log M). Note the slight upward curve due to the log term. 
The search phase involves traversing A: — 1 levels of a A;—level binary tree {k = 
log 2 !i —h 1, here), and searching exhaustively a bucket on the last level. The 
cost is heavily dependent on whether or not the inclusion query or intersection query 
falls in an overlap region. Recall, from a previous section, an overlap region refers 
here to the region common to both the left and right partitions on any level of the 
tree (see Figure 2.16). If a query falls in an overlap region, rather than exclusively in 
the left or right partition, then both the left and right partitions have to be searched. 
Two limiting search cases are considered here, a best case and a worst case. In the 
best case, the vertex in question (inclusion query) or a piece of the bounding box 
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Figure 2.22: The best case search scenario occurs when a query does not fall in an 
overlap region on any level of the binary tree. In this case the search 
costs 0{N\Qg2M), Here, M is the triangles sorted into a binary tree, 
and N is the number of queries 
traversing the tree. The worst case, cis name suggests, reflects the opposite scenario 
where a query falls in every overlap region of the binary tree. 
In the best case, as described above, it is assumed the queries do not fall in an 
overlap region. In this case the search cost is: 
0(los2^) + 
^"min 
or just 0(log2A/) for each query. The first term, in the above expression, is the tree 
traversal cost (traversing a level costs 0(1), and A: — 1 levels need to be traversed). 
The second term is the cost for exhaustively searching the items in a bucket 
on the last level (fc). 
To corroborate the above result, the algorithm was run for various number 
of queries (N), and the search time measured. The overlap region was artificially 
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avoided during the experiment. When a query falls in an overlap region, one of the 
branches, either the left or right, was chosen for traversal, rather than choosing both. 
The results obtained are plotted in Figure 2.22. The graph confirms the expected 
O(A'^logM) time {Time « 1.9693 x 10~^JVlogM). 
Additional costs incurred when a vertex or a piece of the bounding box of a 
triangle falls in an overlap region need to be computed. When a query falls in an 
overlap region a hit is said to occur. A hit implies that both the left and right 
partitions have to be searched. Thus, each hit entails traversing additional branches 
in the tree and searching an extra bucket on the last level. 
Consider the case when a single hit occurs while traversing the tree. The hit can 
occur at any level as all the buckets have an equal chance of being hit. Half of the 
total number of buckets are on level k — I. A hit in any of them involves traversing 
one additional level. There are half as many buckets on level A:—2. A hit here involves 
searching two additional levels. And so on and so forth until the root of the tree is 
reached. This results in the following geometric series: 
0.5 X 1 + 0.25 X 2 + 0.125 X 3 + 0.0625 x 4 + ... = 2 
which sums to 2. Thus, from the above probability analysis, the average additional 
cost for a single hit while traversing the tree is two extra traverses and one extra 
bucket search. Therefore, the overall cost is still 0(log 2M) for each query. 
Now, in the worst case, every bucket in the tree is hit. This implies that every 
branch in the tree is traversed, and all the buckets on the last level of the tree are 
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Figure 2.23: The worst case search scenario occurs when every bucket is hit. This 
costs 0{M) for each query 
or just 0 { M ) .  The first term in the above expression is the cost for traversing all the 
branches in the tree. The number of branches in a binary tree is B — 1, where B is the 
number of buckets. This is because there is a branch to each bucket except at the root 
of the tree. The number of buckets in the binary tree described here is (-ttM !)• 
^min 
The second term is the cost for exhaustively searching every bucket on the last level 
o f  t h e  t r e e .  F i g u r e  2 . 2 3  c o r r o b o r a t e s  t h e  d e r i v e d  r e s u l t  { T i m e  «  1 . 1 2 7 4  x  N M ) .  
Summarizing, the best case scenario, while searching, occurs when none of the 
queries hit an overlap region. In this case the cost incurred is O(^logM), for N 
queries (see Figure 2.22). On the other hand, the worst case scenario occurs when 
every bucket in the tree is hit. This cost is 0{NM), for N queries (see Figure 2.23). 
The actual search cost for the algorithm lies between these two bounds. 




where n is the number of vertices defining an arbitrary polygon. (This was shown 
in a previous section.) The number of vertices defining a single face can be on the 
order of the number of vertices of the polyhedron, and the number of faces can also 
be of this order. Thus the cube of the number of vertices in the polyhedron is an 
upper bound for this step. However, it is not a tight upper bound because these two 
worst cases cannot occur simultaneously. As the number of faces of the polyhedron 
increases, without changing the number of vertices, the average number of vertices per 
face decrease [13]. Thus, all the faces of the polyhedron can be triangulated in time 
proportional to where N is the number of vertices in the final intersection 
polyhedron. In practice, however, it is found that the number of non-triangular 
polygons (order greater than three) is generally an order of magnitude less than the 
total number of faces (refer Table 2.1). Also, the number of vertices in the largest 
polygonal face is two or three orders of magnitude smaller than the number of vertices 
in the polyhedron. Thus, the run time for this sub-problem is 0{nmax^), where 
nmax is the number of vertices or edges in the largest polygonal face and Umax is 
much smaller than N. 
Summarizing then, the run time for the intersection algorithm is proportional to 
the costs involved in: 
1. Sorting the faces of each polyhedron into a binary tree ( 0 ( N )  +  0 { M  log M)). 
2. Performing the inclusion test on all vertices of P and Q (0( JV log M )  or 0 { N M ) ) .  
3. Testing each triangle of P against every triangle of Q for intersection ( 0 { N  log M) 
o r  0 { N M ) ) .  
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Table 2.1: The number of non-triangular polygonal faces and the 
number of vertices in the largest polygonal face is orders of 
magnitude less than the total number of faces in the final 
intersection polyhedron 
Total number of Number of non-triangular Size of the largest 
polygonal faces polygons polygonal face ( n m a x )  
38276 1440 57 
50204 24245 368 
111543 4629 585 
119402 10375 336 
147397 4581 373 
156491 10632 382 
4. Triangulating higher order polygonal faces of the resulting intersection polyhe­
d r o n  ( 0 ( A r 2 )  o r  0 { N ) ) .  
Summing each component leads to the following asymptotic expressions: 
0 { N )  + 0(A/log M) + 0{N\og M) + 0{N) ^  0(iVlog M), 
for no kits. And, 
0 { N )  + 0(Mlog M) + 0 { N M )  +  0 { N  log M) + 0{n'^) =j> 0(Ar2), 
for many hits. 
In practice, however, the worst case rarely occurs. Experiments run using poly-
hedra of several different sizes suggest that on the average an overlap region is hit 
less than once during a search (see Figure 2.24). This implies that the complexity of 






Figure 2.24: A comparison of the number of hits in the overlap region while searching 
the binary tree for different number of queries 
Implementation Results 
The algorithm for generating an accurate geometric definition of three-dimensional 
physical objects through virtual milling has been implemented on a Silicon Graphics 
workstation. The procedure has been tested on a scaled F117-A model scanned from 
eight different viewpoints. 
Figures 2.25 and 2.26 depict two different stages in the virtual milling process. 
Figure 2.25 shows the workpiece after one of the eight surface fragments has been 
incorporated. This surface fragment comes from a top view scan of the tail portion 
of the F117-A model aircraft. Notice, the vise and sting, used to support the model 
while digitizing, have also been scanned and are part of the reconstructed surface. 
Figure 2.26 is a picture of the workpiece after the corresponding bottom view scan 
has been added. 
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The front view of the final reconstructed F117-A aircraft surface is shown in 
Figure 2.27. The reconstruction involved eight scans (views) and resulted in about 
200,000 triangular faces. The sting, which supported the model during the digitizing 
process, was not completely removed. A portion of it is visible near the tail. The 
run time on an Iris 310/VGX workstation was about six hours. This includes the 
scanning time. 
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Figure 2.25: A surface fragment, constructed from a top view scan of the tail section 
of an F117-A model aircraft, has been incorporated onto the workpiece 
through virtual milling 
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Figure 2.26; View of the workpiece after two surface fragments, representing op­
posite views of an F117-A model, have been added through virtual 
milling. The two views are the top and bottom views of the tail sec­
tion of a scaled F117-A model 
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Figure 2.27: Front view of the final reconstructed F117-A surface. This incorporates 
information from eight scans 
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CHAPTER 3. EFFICIENT MIMD IMPLEMENTATION OF A 
POLYHEDRON INTERSECTION ALGORITHM 
The virtual milling technique detailed in the last chapter has been efficiently 
implemented on a Silicon Graphics' Iris 310/VGX, a scalar processor. However, 
implementation on a vector processor like the Cray Y-MP can be problematic. 
The bulk of the time in the polyhedron intersection algorithm is spent in an­
swering two types of queries: 
1. Inclusion query (find the triangles that contain a given point). 
2. Intersection query (find the triangles that intersect a given triangle). 
The simple exhaustive search, though expensive (costs O(yV^), where N is the number 
of vertices in each of the two intersecting polyhedra), vectorizes easily. A binary tree 
search reduces the cost to 0{N log N), but is not easily vectorized except for a small 
exhaustive search at the last level of the tree. The improvement in complexity that a 
tree search provides is crucial for efficiency and cannot be avoided. Algorithms exist 
for vectorizing independent queries of tree structured data bases. This was not tried. 
Implementation on a MIMD (Multiple Instruction Multiple Data stream) ar­
chitecture as offered by the Intel iPSC/860 was accomplished. Some details of the 
parallel implementation are discussed in this chapter. 
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The iPSC/860 Architecture 
The Intel iPSC/860 is a 128 node, MIMD, parallel computer with distributed 
memory. The parallel system can be viewed as a network of workstations. Each node, 
like a workstation, has its own memory (8MB plus expansion options to 64MB) and 
can execute its own task. Interaction between the nodes is limited to messages passed 
between them (each node has 8 channels with a 2.8MB/sec bandwidth and 65 fisec 
latency). Thus, a MIMD, distributed-memory system is also referred to cis a loosely 
coupled parallel computer. For more details regarding the iPSC/860 architecture 
refer to Ragsdale [34]. 
Programming Strategy 
An efficient implementation on this distributed-memory, MIMD machine is one 
that uses the combined memory of all processors, achieves load balance, and keeps the 
communication costs to a minimum. Load balance is defined as an even distribution 
of the computational workload among the processors. This is important to avoid 
some processors sitting idle and waiting for other processors to catch up. At present 
data transfer between processors is more expensive than local memory fetches. Thus, 
it is imperative that interprocessor communication is kept to a minimum. 
There are two strategies that can be followed. A program can be divided into 
different tasks and each processor can then be made responsible for a certain task. 
This approach is referred to as Control Flow parallelism, also Client-Server or Master-
Slave strategy. Alternatively, each processor gets a copy of the same code but works 
on a different piece of the data. This approach is referred to as Data Flow parallelism, 
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or Single Program Multiple Data (SPMD). The latter idea is used here. 
A domain decomposition strategy is utilized to divide the problem of polyhe­
dron intersection: each processor gets a separate copy of the program and a spatially 
contiguous piece of each polyhedron to work on. Load balancing is achieved in an ap­
proximate sense by distributing an equal number of contiguous faces, of the triangular 
faceted polyhedra, to eaich processor. Each processor is responsible for constructing 
a portion of the intersection polyhedron. For the most part, all processors work in­
dependently. Interaction takes place only at the sub-domain boundaries where two 
processors might need to construct the same piece of the intersection polyhedron. 
Partitioning 
In the input file each of the two non-convex, triangularly faceted polyhedra is 
specified by the coordinates, in 3-space (x, y, z), of its vertices, followed by the vertex 
numbers of each triangular face. The goals of face partitioning are: 
1. Same number of triangular faces in each processor. 
2. The triangular faces in any one processor are spatially contiguous. 
The vertices are then partitioned such that each processor has the coordinates of 
the vertices of all its faces. This implies some redundancy; some vertex coordinates 
appear on more than one processor. 
The vertices and faces are treated independently and, at least initially, are ar­
bitrarily distributed among the various processors in such a way each processor has 
an equal (or nearly equal) number of vertices and faces. This satisfies the first goal, 
but not the second. As the division is arbitrary the faces on each processor need 
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not be spatially contiguous and the vertex coordinates on a given processor need not 
correspond to the vertex numbers of its faces. This is corrected by redistributing the 
faces and vertices as described below. 
There are several strategies outlined by Simon [35] for partitioning unstructured 
grids for parallel processing. A parallel version of the Recursive Coordinate Bisection 
(RGB) method is employed here [36]. The goal is to divide the faces into two, 
spatially contiguous, groups, each of which contains about half the faces. Each face 
is treated as a point located at the center of the bounding box enclosing the triangle 
(the centroid of each triangle is another choice). The average (an inexpensive proxy 
for the median) x coordinate of these centers is then chosen as divisor. Faces within 
each processor are separated into two groups according to the position of the center 
relative to the divisor. Faces are exchanged between processor pairs whose binary 
address differs in the most significant digit. The low numbered processors get the 
faces with an x coordinate less than the divisor, the high numbered processors get 
the faces with an x coordinate greater than the divisor (see Figure 3.1). 
Once the faces are divided into two parts, bounding boxes can be constructed 
for each by determining the smallest and largest coordinate values of the vertices 
of the triangles contained in each sub-cube (the low numbered processors and high 
numbered processors each form a separate sub-cube). This bounding box information 
is contained in a binary tree and is useful while searching for a triangle . Notice that 
the two bounding boxes intersect (see Figure 3.1). In this work, the region common 
to both the bounding boxes is referred to as the overlap region. Search efficiency 
depends on this overlap region being small compared to the size of each partition. 
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Figure 3.1: The faces are sorted into two equal and spatially contiguous groups 
through a bisection in the x direction. The mean value, divisor, is 
shown £is a dark solid line. The piece of the domain enclosed between 
the dashed lines represents the overlap region (region common to both 
the left and right partitions). Good search efficiency requires that this 
be small compared to the size of the partitions 
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Continuing along these lines, partitioning is next done in the y direction for 
each sub-cube. The process is repeated, alternately partitioning in x and y, until 
each partition is contained on a single processor. Each face can be now be uniquely 
identified with some processor. Figure 3.2 illustrates a 2-D partitioning of the faces 
among 8 processors. Notice that each processor gets almost the same number of 
faces. 
There are many variants of the above partitioning strategy. Two of these are re­
ferred to as domainwise and stripwise decompositions. In domainwise decomposition 
the coordinate direction in which the partitioning is done is switched to be the longer 
of the two coordinate directions (ar & y) during the recursive procedure. In stripwise 
decomposition the coordinate direction for partitioning is kept fixed throughout to be 
the longer of the two coordinate directions in the original unpartitioned domain [37]. 
Vertex partitioning can be accomplished in conjunction with face partitioning. 
Recall, at each step a bounding box enclosing all the triangles is determined for each 
sub-cube. The coordinates of vertices that lie inside this bounding box are kept. 
Those that lie in the bounding box of the other sub-cube are sent to it. Because of 
the overlap region (hopefully small) some vertices will appear in both sub-cubes. 
A drawback of the parallel RGB is that during partitioning a single processor 
can get overloaded. Consider a situation where none of the vertices on a processor 
lies inside the bounding box of the processor's sub-cube. These vertices are shipped 
to the processor's trading partner, in the other sub-cube, and can result in exceeding 
the memory limit on that processor. 
To avoid this problem a query/response strategy is currently utilized. Once 
the face partitioning is completed, a processor sends a query to another (relevant) 
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Figure 3.2: A 2-D illustration of recursive coordinate bisection technique. The faces 
are divided among 8 processors. For partitioning, each face is treated as 
a point located at the center of the bounding box enclosing the triangle 
(shown as a filled circle). The mean (represented as dark solid lines) of 
these centers is used as the dividing criterion. Notice that each processor 
gets approximately an equal number of faces 
73 
(a) (b) 
Figure 3.3: (a) The two polyhedra, depicted as rectangular domains, with triangular 
faces are split individually among four processors. The dotted lines 
represent the mean value on each level, (b) The two polyhedra are split 
together. Notice that, unlike in figure (a), face pairs which intersect lie 
on the same processor. This is important for decreasing communication 
costs 
processor to obtain the coordinates of a vertex, the initial location of which is simply 
a function of its number in the input file. While waiting for a reply, the processor 
responds to similar requests from other processors. A vertex that is not part of any 
face is deleted at the end. 
The two intersecting polyhedra are partitioned together rather than individually. 
This increases the probability that triangles near each other in physical space will 
be on a single processor — a key to decreasing communication between processors 




Both a local numbering and a global numbering scheme are employed for the 
vertices, edges and faces. As the name implies, local numbering pertains to a par­
ticular processor. Vertices, edges and faces on a processor are assigned contiguous 
numbers. This is merely for convenience and results in a more efficient and readable 
code. 
As explained earlier, some vertices occur in more than one processor. A global 
numbering scheme is essential for unique identification of vertices. To avoid repetition 
in the output file, the responsibility of writing the coordinates of such vertices is 
assigned to a specific processor. This particular processor, designated the owner, is 
arbitrarily chosen from among the few on which the vertex in question appears. (The 
sign bit of the global vertex number is used to record this choice; a positive number 
shows ownership.) 
The same redundancy exists for edges. Recall that each edge is shared by two 
faces. These two faces can appear on different processors. A global number helps 
avoid redundancy in computing the intersection point between an edge and a face, 
since the edge may appear on more than one processor. 
The global numbers of the vertices and faces are related to the original numbering 
in the input file. The global numbers of edges are assigned by individual processors 
in such a way that they are all unique. If an edge is shared by two processors, i.e., its 
two adjacent faces reside on two different processors, then the processors exchange 
the global number assigned by each of them for this edge. The lower of these two 
assigned numbers is the final global number for the edge in question. This strategy 
assures unique, if not continuous, global numbers. 
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New vertices are created while computing the line segment of intersection be­
tween two faces. These are the endpoints of the line segment and lie on one of the 
faces. The following convention is used for assigning a global number. The processor 
that has the triangle on which the new vertex lies assigns the global number. The 
global number for the vertex is determined from the equation: 
N q  = 1000000 X { N p + 1) + N f i e w -  (3-1) 
Here Np is the processor's number (processor numbers range from 0 to 127), and 
Nnew the number of new vertices created on a processor. This results in non­
contiguous, though unique, assignment of global numbers. After all the new vertices 
have been located, each processor compresses its vertex list by discarding the vertices 
that fail the inclusion test (see Chapter 2). New global numbers are then given to 
vertices on all processors, so as to make the global numbers contiguous. 
A similar strategy is employed for assigning global numbers to new faces and 
new edges. New edges are created: 
1. When the line segment of intersection between two faces is located. 
2. When edges of the two polyhedra are edited to retain only portions that lie on 
the polyhedron of intersection. 
3. When a polygonal face of degree higher than three is triangulated. 
The last mentioned case produces new faces too. An arbitrary, but unique, global 
number is given to each new face and new edge. This results in a non-contiguous set 
of global numbers, corrected after each processor compresses its face and edge list by 
discarding faces and edges that are not part of the intersection region. 
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Maintaining both a local and a global numbering scheme is "extra work" done in 
the parallel algorithm as opposed to the sequential algorithm. The vertex numbers of 
the faces as read from the input file pertain to the global numbering scheme. These 
have to be changed to correspond to the local numbering scheme on the processor 
where the face resides. 
Communications 
In addition to dividing information among the different processors, recursive co­
ordinate bisection is useful for partitioning information within a single processor. The 
partitioning is continued until there are no more than four triangles in each partition. 
This partitioning is contained in a binary tree and allows efficient searching for a tri­
angle within a single processor. Any search is first carried out on the local domain 
and, then, extended to foreign processors if bounding box information indicates any 
chance of success. 
In a MIMD architecture one processor cannot directly access the memory of 
another. Data is shared only through messages. A query and response procedure 
is used here. Specific information is requested in a query message. Each processor 
responds to these periodically. 
Queries are of two types. 1) Inclusion query: how many triangles contain the 
given point? (This is needed to determine whether a vertex of a polyhedron is kept 
or discarded.) 2) Intersection query: does the given triangle intersect any other 
triangles? If so, what are the coordinates of the endpoints of the line segment of 
intersection? (This is required for computing the new vertices and edges.) 
A query request is made to a processor only if its bounding box (a box enclosing 
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the piece of the domain held by that processor) contains the node (inclusion query), 
or contains any portion of the triangle (intersection query), as the case may be. In 
other words, a query will only be made if there is a chance of a positive response. 
Query requests are handled without interprocessor synchronization. This allows 
a processor to answer queries from foreign processors while waiting for its own re­
sponse. This is important as it avoids the problem of deadlock where two processors 
are waiting on each other. Queries are also processed after a processor completes 
its current task, say the inclusion test. The processor lets the rest of the processors 
know that it is finished through a specific message, and accepts queries, until it re­
ceives a similar message from the each one of them. This synchronization is helpful 
in avoiding deadlock. 
Several specific type of messages were used to handle the bi-directional commu­
nication between processors; a few of them are listed below. Note, the first is just an 
informational message. No response is expected. The rest are query/response pairs. 
• iamdone- A message indicating that a processor has completed the current 
task (say the inclusion test). When all the processors have finished it is time to 
move onto the next step in the polyhedron intersection algorithm. This is the 
same as a global synchronization except that a processor accepts query requests 
while waiting. 
• coordsend— A message requesting an inclusion query from among the faces 
contained on a particular processor. The message contains the global number 
of each vertex followed by the three coordinates that specify its location. 
• nintrecv— This message is a reply to the above query. It contains the number 
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of faces that contain each vertex. 
• vertsend— A message requesting an intersection query from among the faces 
contained on a particular processor. The message contains the location of 
vertices for the face in question followed by its global edge numbers. The 
global number of each intersection point, followed by the global number of the 
piercing edge (located previously) is also sent. This is to avoid duplicating 
points especially in situations where two faces that share a piercing edge lie on 
different processors. 
• coordrecv— A reply to the above query. It contains the location of each inter­
section point followed by the global number of the intersection point and the 
global number of the piercing edge. 
Complexity Analysis 
A complexity analysis for the serial algorithm was performed in the last chapter 
and run time expressions for the best and worst case scenarios were derived. A similar 
analysis can be done for the parallel algorithm. Here, the expression for the run time 
on a single processor is the same as the serial algorithm with different (smaller) values 
for N and M. There is also an extra cost associated with constructing and searching 
the global binary tree. This needs to be computed. 
From arguments similar to those used in the serial analysis it can be shown that 
the time to construct the global tree on P processors is given by; 
0 { N p \ o g 2 P ) .  
Here, N p  { N p  p), is the number of vertices on a single processor { N  is the total 
number of vertices in each of the two intersecting polyhedra). The above expression 
comes from the fact that each bisection involves computing the mean and sorting 
the faces into two roughly equal groups, costing 0{Np), and the total number of 
bisections is log 2P (each coordinate bisection doubles the number of partitions and 
the number of partitions needed equals the number of processors). If the median is 
used as the dividing criterion then the cost for constructing the global tree is given 
by: 
0(Np(\oi2P)\ 
as computing the median costs roughly 0 { N p  log2-P). 
The total cost for sorting the faces is the sum of the global tree cost, derived 
above, and the cost for constructing the local tree on a single processor (same as the 
expression for tree sort cost in the serial algorithm derived in Chapter 2): 
0 { N p \ o g 2 P )  +  0 { N p )  +  0 { M p  \ o g 2 ^ p ) -
In the above expression, the first term (derived earlier) pertains to the global face 
sort, and the last two terms apply to the local face sort on a single processor. Recall, 
from the serial analysis, that only the faces that have a possibility of intersection are 
sorted into a binary tree. These are the faces that lie inside the intersection region 
of the bounding boxes of the two polyhedra. Finding these Mp candidate triangles 
to sort requires each of the original Np triangles, on each processor, to be tested for 
inclusion in the region common to the bounding boxes of the two polyhedra. This 
c o s t  i s  0 { N p ) .  T h e  l a s t  t e r m  i s  t h e  c o s t  f o r  c o n s t r u c t i n g  t h e  b i n a r y  t r e e  f r o m  t h e  M p  
c a n d i d a t e  f a c e s .  A s  N p  a n d  M p  a r e  o f  t h e  s a m e  o r d e r ,  a n d  a s s u m i n g  M p  «  
80 
the above expression for the total tree sort cost can be simplified to: 
i{(0(W) + 0(Ariog2M)), 
This suggests that the parallel algorithm for constructing the binary tree is P times 
faster than the serial algorithm. 
The cost for searching the global tree can be bounded by two cases as was done 
for the serial analysis. In the best case scenario, a vertex (inclusion query) or a 
triangle (intersection query) does not lie inside an overlap region (the region common 
to both the left and right partitions, see Figure 3.1), on any level, while searching 
the tree. In the worst case, a query falls inside all the overlap regions in the tree. 
In the best case the global search cost is just the expense incurred in traversing 
(log 2^) levels of the tree and searching the last bucket (processor). For Np queries 
this amounts to: 
0 { N p l o g 2 P ) -
In the above expression the cost for exhaustively searching the last bucket, or pro­
cessor in this case, has not been included. This is because in the best cjise scenario 
the processor to be searched on the last level of the global tree is the processor in 
question (the processor on which the global tree search is performed). This cost is 
accounted for in the local search cost. 
The total search cost in the best case is the sum of the best case global search 
cost (derived above) and the best case local search cost (same as that for the serial 
algorithm derived in Chapter 2). This cost is (for Np queries); 
0 { N p  log 2-P) + 0 { N p  log 2Mp), 
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or just 0 { N p  log2M), This implies that searching in parallel is P  times faster than 
searching sequentially. 
In the worst case scenario a query falls inside all the overlap regions in the tree. 
When a query falls inside an overlap region a hit is said to occur. Each hit entails 
additional tree traversal and an additional bucket, processor, to be searched at th-i 
end. 
As in the worst case every bucket in the global tree is hit. This implies that all 
the branches in the tree are traversed. Also, every bucket, processor, on the last level 
of the tree is searched. 
For a binary tree with B buckets the number of branches is {B — 1). This is 
because there is a branch to every bucket except at the root of the tree. The number 
of buckets for the global tree described here is {2P — 1), where P is the number of 
processors. Thus, the cost for traversing all the branches in the tree can be expressed 
as 0{2P — 2), since traversing a single branch costs 0(1). Now, the cost for searching 
every bucket, processor, on the last level is 0{P\og2^p) (the best case scenario is 
assumed here for searching the local tree on each processor). Thus, in the worst case, 
the global search cost per query can be expressed as: 
0 { 2 P - 2 )  +  0 { P \ o g 2 M p ) ,  
or just 0{Plog2^p)- For ^p queries the cost is 0 { N  log2Mp). 
The total search cost in the worst case is the sum of the global search cost in the 
worst case (derived above) and the local search cost (assume best case here). This 
cost is 0{N\og2^p)-
The above expression for global search cost, and subsequently the total search 
cost, in the worst case were derived assuming best case local search cost. If the local 
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Figure 3.4: Speedup performance of the polyhedron intersection algorithm on the 
iPSC/860 for different number of processors. The RGB technique was 
used for partitioning the two polyhedra 
search cost pertains to the worst case, then the total search cost for the parallel 
algorithm is of quadratic complexity {0{MNp)). This cost refers to the situation 
when a hit occurs not only at every bucket in the global tree, but also at every bucket 
in the local tree maintained on each processor. 
Run time for computing the intersection region between a polyhedral workpiece 
with 1760 faces and a polyhedron generated from a top view scan of the tail section 
of the F117-A aircraft model with 80686 faces was measured on the iPSC/860. The 
speedups obtained are summarized in Figure 3.4. The actual run times on different 
Results 
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Table 3.1: Run time performance of the polyhedron in­
tersection algorithm on the iPSC/860 for dif­
ferent number of processors. The RGB tech­
nique was used for partitioning the two poly-
hedra 
Procs Incl. Test Inters. Test Triang. Total Time 
(sees.) (sees.) (sees.) (sees.) 
8 1.17 1.70 1.13 10.35 
16 0.75 1.54 1.13 7.37 
32 0.44 0.84 0.72 4.69 
64 0.37 0.80 0.72 4.50 
128 0.27 0.42 0.49 3.53 
number of processors are presented in Table 3.1. The run time for each critical sub-
problem in the algorithm, the inclusion test, intersection test, and the triangulation, 
was measured separately. The results are exclusive of the I/O time. Also, the time 
required to load the program on the processors, usually varies from 15 to 30 seconds, is 
not accounted for in the results. For comparison, the run time of the serial algorithm 
on a Silicon Graphics Iris 310/VGX workstation for the same input data set is 148 
seconds. 
The I/O (not included in the total run time in Table 3.1) is currently one of the 
dominant costs. A sequential, unformated, synchronous read is currently utilized. 
This is much faster than a formated, sequential read. The input is read on processor 
zero and shipped to the rest of the processors. Others have found that using direct 
access, unformated reads on each processor results in a significantly faster 1/0 [36]. 
Doubling the number of processors does not double the speed due to various 
overheads including communication. Bulk of the communication in the algorithm 
occurs while performing the inclusion and intersection tests. Recall, that the size 
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Table 3.2: For RGB partitioning, the inclusion test scales only approximately 
eis the number of redundant vertices (vertices that appear on more 
than one processor) and the number of messages to foreign processors 
increase with the number of processors 
Number of Total number of Total number Average message Run time 
processors redundant vertices of messages size (bytes) (seconds) 
8 3157 34 2057 1.17 
16 7250 97 1315 0.75 
32 8207 208 1012 0.44 
64 16589 421 870 0.37 
128 18469 786 656 0.27 
of an overlap region (the region common to both the left and right partitions) in 
the global binary tree plays a big role in determining the communication cost. This 
was discussed in the last section. If a query lies in an overlap region of the global 
tree then both the right and left branches have to be traversed. This leads to extra 
communication and extra computation. 
Notice in Figure 3.4 that the polyhedron inclusion test scales sub-linearly. This is 
so for two reasons; a) communication cost, and b) vertex redundancy (some vertices 
appear on more than one processor). Both increase proportionally with the number 
of processors (see Table 3.2). They also depend on the size of an overlap region on 
each level of the global tree. 
The intersection test also suffers from communication overhead. Another rea­
son for the poor scaling comes from load balancing, or lack thereof. Generally, two 
polyhedra intersect along a one-dimensional line that lies on the surface of the re­
sulting intersection polyhedron. As the two intersecting polyhedra are repeatedly 
sub-divided, some, then most, of the partitions will not contain any intersections. It 
is shown below that when the polyhedra are split among P processors, only y/P of 
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them are actually involved in computing the intersection line. 
Assume the intersection curve consists of small line segments that are parallel 
to the X OT y axis. Now, consider a segment that is parallel to the x axis. Recall that 
in the RGB method for partitioning, the domain is split alternately in the x and y 
directions. Since the line segment is parallel to the x axis, only splits in the y direction 
will double the number of processors involved in computation. Let P denote the total 
number of processors and Pj denote the number of processors actually involved in 
computing the intersection. Then, log2P represents the total number of splits in 
both the X and y directions, and log2fj, the number of splits in the y direction only. 
Thus, 
logP; = i|ogi' 
or 
Pi = y/P 
The above result suggests that to double the speed of the intersection test the number 
of processors must be quadrupled. This is confirmed by the results in Figure 3.4. 
Figures 3.5 and 3.6 illustrate the above result for this problem. Figure 3.5 depicts 
a 2-D projection of the polyhedron that comes from a tail scan of the F117-A aircraft 
model. The boundary of the domain has been represented using dashed lines. The 
domain has been split among 8 processors using the RGB technique. The median 
value, used to sort the triangular faces, on each level is represented Jis solid lines. 
The intersection points (the endpoints of the line segment of intersection between 
two triangles) lie along the dotted line (see Figure 3.5). Notice that the line is either 
parallel to the x or y axis. It passes through all the partitions, implying that all the 
8 processors are involved in computing the intersection. Now, Figure 3.6 shows the 
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Figure 3.5; RGB partitioning of a polyiiedral domain for 8 processors. The dashed 
line represents the boundary of the domain. The solid lines denote 
the median value, used for partitioning the triangles, on each level. The 
dotted line represents the line of intersection. Notice that the line passes 
through all the partitions. This implies that all 8 processors participate 
in the computation 
partitioning of the same polyhedral domain on 16 processors. Notice here that the 
intersection line does not go through all the processors (it passes through only 12 
partitions). The bulk of the intersection points lie along the two lines parallel to the 
X axis. These two intersection lines pass through only 8 partitions or processors. The 
figures suggest that doubling the number of processors does not actually halve the 
number of intersection computations per processor because of imperfect load balance. 
A better strategy, for digitizer data, would be to stripwise decompose the 2-
D domain in the x direction. Figure 3.7 shows a stripwise decomposition of the 
polyhedral domain on 16 processors. Notice that now the intersection line (dotted 
line in Figure 3.7) passes through all the partitions implying that all the 16 processors 




Figure 3.6: RGB partitioning of a polyhedral domain for 16 processors. The dashed 
line represents the boundary of the domain. The solid lines denote the 
median value, used for partitioning the triangles, on each level. The 
dotted line represents the line of intersection. The line passes through 
only 12 partitions. This implies that only three-fourths of the available 
processors are involved in the computation 
Figure 3.7: Stripwise partitioning of a polyhedral domain on 16 processors. The 
dashed lines represent the boundary of the domain. The solid lines 
denote the median on each level. The dotted line, represents the line of 
intersection, passes through all partitions. This means that all of the 
16 processors are involved in the computation 
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Figure 3.8: Speedup performance of the polyhedron intersection algorithm on the 
iPSC/860 for different number of processors. The two polyhedra were 
distributed among the processors by stripwise partitioning in the x di­
rection 
thin, long partitions which have fewer neighboring sub-domains. (In contrast, the 
RGB method produces partitions with more neighboring sub-domains and shorter 
boundaries.) Notice that each partition is neighbor to just 2 other partitions (or 1 in 
the case of partitions at the boundary). Thus, fewer messages are exchanged between 
the processors. The drawback comes from the length of the partition boundary. This 
leads to messages of larger size [37]. 
The speedup and run time results for stripwise decomposition on different num­
ber of processors are presented in Figure 3.8 and Table 3.3 respectively. 
The performance of the inclusion test is presented in Table 3.4. Notice, the total 
number of redundant vertices and the total number of messages to foreign processors 
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Table 3.3: Run time performance of the polyhedron in­
tersection algorithm on the iPSC/860 for 
stripwise partioning of the two input poly-
hedra 
Procs Incl. Test Inters. Test Triang. Total Time 
(sees.) (sees.) (sees.) (sees.) 
8 1.38 1.32 1.08 9.62 
16 0.98 0.90 0.69 5.92 
32 0.77 0.61 0.47 4.30 
64 0.76 0.64 0.46 4.01 
128 0.93 0.69 0.45 4.27 
are less for stripwise partioning as opposed to RGB partitioning (compare Table 3.4 
and Table 3.2). Still, it is found that the time spent in performing the inclusion 
test for stripwise partitioning is greater than in RGB partitioning. The increase in 
run time can be attributed to the average length of each message in the two types 
of partitioning. The number of messages is less in stripwise partitioning and thus 
the startup cost or latency is smaller. But, since the average length of each message 
is larger the communication time is bigger. Figure 3.9 makes a comparison of the 
local and global time spent in performing the inclusion test for these two partitioning 
methods. Here, the local time pertains to the time spent searching the triangles on 
each individual processor. The global time is the communication time and pertains 
to the time spent in searching triangles on foreign processors. Notice, while the local 
time for the partitioning methods is almost the same, the communication time for 
stripwise partitioning is much bigger than that for RGB partitioning. 
The intersection test in stripwise partioning scales better due to better load 
balancing. Notice in Figure 3.10 the local cost for stripwise partitioning is less than 
that for RGB partitioning. This is because the work load is more evenly distributed 
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Table 3.4: The total number of redundant vertices and the total number of queries 
to foreign processors while performing the inclusion test for stripwise 
partitioning 
Number of Total number of Total number of Average message Run time 
processors redundant vertices messages size (bytes) (seconds) 
8 1373 24 4894 1.38 
16 2728 56 4030 0.98 
32 4932 126 3676 0.77 
64 8353 257 2959 0.76 
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Figure 3.9: A comparison of the local and global run times for performing the in­
clusion test on different number of processors for RGB and stripwise 
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Figure 3.10: A comparison of the local and global run times for performing the in­
tersection test on different number of processors for RGB and stripwise 
partitioning of the two polyhedra 
among the processors. The drawback of stripwise partitioning is the communication 
time. Notice in Figure 3.10 the global cost for stripwise partitioning is much bigger 
compared to that for RGB partitioning. This communication cost increases with the 
number of processors and becomes the dominant cost. This leads to poor scaling as 
the number of processors are doubled. 
Another strategy is to sort exactly once in the y direction. This partial stripwise 
decomposition method should cut the length of the boundaries by half. Another 
advantage is that it should also cut the work done by each processor during the 
intersection test by half. Speedup and run time results for this partitioning method 
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Figure 3.11: Speedup performance of the polyhedron intersection algorithm on the 
iPSC/860 for different number of processors. The two polyhedra were 
distributed among the processors through partial stripwise partitioning 
in the x direction 
the X direction except for the second split which is in the y direction. For example, 
for partitioning the domain on 16 processors the directions for split are: x, y, x, and 
finally x. This partitioning method seems to have the advantages of both the RGB 
and stripwise partitioning methods. The inclusion test and intersection test scale 
better. 
Another sub-problem in the intersection procedure that is affected by this load 
imbalance is the triangulation algorithm. Recall, that the last step in the polyhedron 
intersection algorithm is the triangulation of the non-triangular polygonal faces. Such 
polygons, of order greater than three, will appear only on processors that report in­
tersections between triangles. The processor with the most number of non-triangular 
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Table 3.5: Run time performance of the polyhedron in­
tersection algorithm on the iPSC/860. All 
the splits are done in the x direction except 
for the second split which is along the y di­
rection 
Procs Incl. Test Inters. Test Triang. Total Time 
(sees.) (sees.) (sees.) (sees.) 
8 1.18 1.71 1.13 10.35 
16 0.72 0.96 0.62 5.82 
32 0.50 0.59 0.50 4.13 
64 0.42 0.53 0.42 3.49 
128 0.43 0.40 0.25 3.11 
polygons dictates the run time. This accounts for the poor scaling of the triangula-
tion algorithm in Figure 3.4 as the work load is not evenly shared (notice the trend is 
similar to that for the intersection test). Stripwise decomposition and partial strip-
wise decomposition (one split in the y direction) methods distribute the intersection 
points more evenly among all the processors creating a proper load balance. Thus, 
the performance results for the triangulation algorithm are better in Figure 3.8 and 
Figure 3.11 as compared to the results in Figure 3.4. 
Summarizing then, the main problem with the RGB method of partitioning is 
that there are no provisions to make each processor handle a piece of the problem, 
i.e., to compute the triangle intersections. On the other hand, stripwise partitioning 
provides a better load balance, but increases the communication time due to an 
increase in the average size of each message. A partial stripwise decomposition in 
the X direction is the best partitioning strategy for digitizer data as it possesses the 
advantages of the other two methods discussed here. A graphical comparison of the 
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Figure 3.12: A comparison of the performance of the polyhedron intersection al­
gorithm on the iPSC/860 for RGB, stripwise, and partial stripwise 
partitioning techniques 
that the { x , y ^ x , x . . . )  type of partitioning results in the best performance. Ultimately 
some sort of active load balancing strategy is needed to handle this problem for more 
general intersections. 
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CHAPTER 4. SUMMARY AND CONCLUDING REMARKS 
An algorithm for reconstructing 3-D objects from surface coordinates as returned 
by a Iciser digitizer has been presented. The algorithm utilizes the Delaunay trian-
gulation in two dimensions and a visibility constraint to generate partial surfaces 
from single views. Combining the different views is accomplished through virtual 
milling, a numerical analog of the physical machining operation. The crux of the 
virtual milling algorithm is the construction of the intersection region between two 
non-convex, triangular faceted, polyhedra. The virtual milling technique is a general 
and automated method for reconstructing surfaces and assembling data from multiple 
views. Experimental results for an F117-A model clearly demonstrate these aspects. 
In keeping with the goals of developing a fast procedure for surface reconstruc­
tion, the intersection algorithm has been implemented in parallel on the Intel Gamma 
Prototype, a 128 node, MIMD computer. Execution times on the hypercube for 
different number of processors have been compared to those on a Silicon Graphics 
workstation. 
Ample research opportunities remain. On the digitizer front, the current ac­
curacy of the digitizer is insufficient for many important applications. This has to 
be improved. Also, the current constraint on surface texture has to be removed. 
These are monetary issues. Better quality digitizers, devoid of such constraints, are 
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available and can be purchased at additional cost. 
A better digitizer will also help in separating a scanned model from all the 
paraphernalia used to hold the model in place. Currently the models are held firm, 
while scanning, using a heavy vise and a stiff sting. This is important as a small 
vibration of the model can lead to a significant error in the data. The drawback is 
that the vise and sting are also scanned along with the model and are part of the 
final reconstructed surface. Methods for separating them from the desired surface 
were discussed in Chapter 2, but these can be cumbersome. It would be easier if 
these extraneous parts are not scanned. One way of accomplishing this is by using 
digitizers that are color sensitive. The sting and vise can be painted a different color 
from the actual model and thus would not be scanned along with the model. 
Another area that needs improvement is the representation of sharp edges (for 
example the leading edge of an aircraft). The accuracy of the digitizer is questionable 
in these areas as these parts are extremely thin. Methods for improving the accuracy 
of the representation must be explored. 
On the algorithmic front, the virtual milling algorithm currently does not handle 
off axis scans (side scans) very well (it removes more stock than it should). This has 
to be fixed to be able to produce better representations of certain parts of the model 
that are visible only from the sides. Also, at present the scanning and milling are per­
formed in a Cartesian coordinate system. The algorithm must be extended to handle 
scans acquired in other coordinate systems, like, for example. Cylindrical scans. For­
mal guarantees on the correctness of the surface generated by this algorithm, as the 
density of the sample varies, must be developed. For the parallel algorithm, some sort 
of active load balancing strategy must be implemented to handle general polyhedral 
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intersections. 
Another area for future research is in surface polishing. The polyhedral represen­
tation produced by the virtual milling algorithm is as accurate as the digitizer itself, 
but not smooth. It would be nice to have an algorithm to produce the smoothest 
possible part without moving any point more than the nominal measurement accu­
racy. The quality of the representation will benefit from such a surface polishing 
algorithm. 
Getting a computer representation of a three-dimensional object constitutes just 
the first step towards numerically simulating the flow about it. The representation 
is the starting point for developing a surface and volume grid. The reconstructed 
polyhedral surface, consisting of triangles, constitutes an unstructured surface grid. 
However, the surface grid is not readily usable as it is usually over-resolved in some 
areas. Typically, the initial grid has ten times the number of points needed for an 
effective surface grid. The quality of the grid (aspect ratio of the triangles) is also a 
concern. An efficient and accurate unstructured surface grid must be generated from 
the polyhedral surface models. 
Two of the algorithms found in the literature, for improving the quality of the 
surface grid, are discussed here. Another algorithm that is currently being developed 
is also presented. These algorithms significantly reduce the number of triangles re­
quired to represent a polyhedral surface without changing the geometry and topology 
of the surface. Also, the new surface grid uses triangles that are of lower aspect ratio 
compared to the old surface grid. (Aspect ratio of a triangle is defined as the ratio of 
its circumcircle radius to its incircle radius. Thus the aspect ratio of an equilateral 
triangle is 2.0. A grid consisting of triangles with aspect ratios close to this value is 
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considered reasonable.) 
Schroeder et al. [38] have proposed an algorithm that reduces the number of 
triangles by removing a few of the vertices. The algorithm first studies the local 
geometry and topology of the surface surrounding each vertex and decides whether 
the vertex is a candidate for removal. Once a list of candidate vertices is prepared, the 
algorithm removes those vertices that pass a distance or angle criterion. The hole left 
by the vertex removal is then patched using a triangulation algorithm. Multiple passes 
are made and the process of removal is continued until the number of vertices on the 
polyhedral surface falls to that specified by the user. The authors have demonstrated 
the effectiveness of the algorithm using large medical and terrain models as examples. 
(This algorithm is now part of the Cyberware standard package.) 
Turk [39] has proposed an algorithm that involves re-tiling the original polyhedral 
surface. This is accomplished by distributing a new set of vertices (the number is 
specified by the user) over the surface and connecting them by new triangles. The re-
tiled surface is faithful to both the geometry and topology of the original surface. The 
first step in the algorithm is to decide on how to distribute the new points. Bach point 
is placed by making a random area-weighted choice among all the triangles on the 
surface and placing the point at a random position on this triangle. Once all points 
have been placed on the surface, a relaxation procedure is applied to move each point 
away from all the nearby points. This results in a more or less uniform distribution 
of points. The next step is the creation of an intermediate polygonal surface, called 
a mutual tessellation, that incorporates both the old vertices of the original surface 
and the new points that are to become vertices in the re-tiled surface. A greedy 
triangulation algorithm is used to accomplish this task. The final step involves the 
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removal of the old vertices and re-triangulation of the resulting holes to produce the 
re-tiled surface. Turk discusses a few extensions to the above algorithm. One such 
is in the distribution of points depending on the curvature estimate of the surface. 
Thus, regions of higher curvature get more vertices and are better resolved. 
Maksymiuk [40] is currently pursuing an idea where the surface is decomposed 
into patches. Each patch is a collection of a few of the original faces and reflects 
the local topology of the surface. Grids can now be generated independently in each 
patch. The patches at present are all planar, but plans for the future include higher-
order patches and, ultimately, NURBS patches. A number of issues regarding the 
quality of the grid, particularly control of the cell-size variation, optimality of the 
triangulation, consistent tolerances for refining the grid and measurement of surface 
fidelity are addressed. 
An area for future research, in regards to the surface grid, is an algorithm for 
remedying the holes on the surface. These occur due to digitizing errors (see Chap­
ter 2). An algorithm for mending these holes would be helpful. 
Once a surface triangulation is obtained it is necessary to expand it into a vol­
ume grid that fills the computational domain. An unstructured mesh can be again 
used to accomplish this task. The unstructured mesh can be generated using a three-
dimensional Delaunay triangulation algorithm [22]. The algorithm is an extension of 
the 2-D algorithm described in Chapter 2. Each triangle is promoted into a tetra­
hedron by connecting the three vertices to a fourth grid point (the grid points are 
defined a priori, perhaps by generating them at random) chosen arbitrarily. This 
tetrahedron is a Delaunay tetrahedron only if the circumsphere of the tetrahedron 
contains no other grid point inside. If it does, of the grid points that lie inside the 
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circumsphere, the point closest to the center is chosen to form a new tetrahedron. 
About three to four iterations are typical to determine the final Delaunay tetra­
hedron. This algorithm can be parallelized efficiently using a divide and conquer 
strategy. Merriam [36] has demonstrated this on the Intel Gamma Prototype. 
There is a large body of literature on solving the Euler and Navier-Stokes equa­
tions on unstructured grids to simulate the flow around two and three-dimensional 
objects. A detailed overview can be found in Barth [23]. These algorithms vary 
in sophistication from Galerkin-like formulations with added artificial dissipation to 
upwind algorithms utilizing Riemann solver based flux functions and high order re­
construction. 
There is scope for producing mature and faster algorithms in all of the afore­
mentioned areas, i.e., surface grid and volume grid generation and flow algorithms. 
These improvements coupled with a fast and automatic procedure for surface defini­
tion, a topic covered in this work, will allow CFD to be more widely used as a design 
tool for aerospace vehicles and other practical applications. 
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