Including disaggregate variables or using information extracted from the disaggregate variables into a forecasting model for an economic aggregate may improve the forecasting accuracy. In this paper we suggest to use the boosting method to select the disaggregate variables which are most helpful in predicting an aggregate of interest. We conduct a simulation study to investigate the variable selection ability of this method. To assess the forecasting performance a recursive pseudo-out-of-sample forecasting experiment for six key Euro area macroeconomic variables is conducted. The results suggest that using boosting to select relevant predictors is a feasible and competitive approach in forecasting an aggregate.
Introduction
The challenge of forecasting macroeconomic aggregate variables is gaining increasing importance with the creation of European Monetary Union (EMU). Many Euro area economic series are contemporaneous aggregates of disaggregate country-specific variables. In some real-life situations the forecaster encounters the problem of choosing an appropriate econometric procedure to forecast a contemporaneously aggregated variable. Traditionally, the aggregate variable can be forecasted by specifying a time series model for this aggregate variable, where the forecast is then computed by using only the historical values of this aggregate variable. In this approach, none of the disaggregate components is considered. Another approach builds a separate time series model for each disaggregate variable and forecasts the disaggregate variables first. The forecast of the aggregate variable is then computed by pooling the disaggregate forecasts together. In this approach, the aggregate variable itself is not considered. Choosing between these two strategies is not an easy task in real forecasting applications.
The theoretical literature provides inconclusive results regarding the ranking of these two approaches (Lütkepohl (2010) ). In practice, in forecasting four macroeconomic Euro area aggregate variables over the period 1982 -1997 Marcellino et al. (2003 find that pooling country-specific forecasts produces the most accurate forecasts for the aggregate variables. Hubrich (2005) , however, shows that forecasting the Euro area year-on-year inflation using only the aggregate data results in higher forecast accuracy. In the course of further developments in this discussion, Hubrich (2006, 2011) show analytically that taking disaggregate variables or information into account in the forecasting model should be helpful for reducing the forecast mean squared error. However, this improvement in the forecast accuracy can be effected by estimation uncertainty and model selection. Based on the analysis for aggregates with time-varying weights, Lütkepohl (2011) and Brüggemann and Lütkepohl (2013) also point out that incorporating disaggregate information contained in the stochastic weights in the forecasting model will generally lead to forecast improvements.
Including all disaggregate variables is often inappropriate since too many parameters have to be estimated, which makes the forecast inefficient. This paper focuses on how to include the relevant disaggregate variables in the forecasting model which originally uses only the lags of the aggregate variable.
One popular existing approach of exploiting the high-dimensional disaggregate data is the factor method that summarizes the information contained in a large number of series in just a few unobservable common factors. If the factors can be estimated accurately and precisely, then forecasting an aggregate using disaggregate variables as an additional source of information is obtained by using the estimated factors as additional predictors. Another way of exploiting the high-dimensional disaggregate data is to select observed variables as predictors from a large feasible set which are most relevant in predicting an aggregate of interest. This paper suggests to use boosting as such a variable selection device. Boosting stems from the machine learning and biostatistics literature for analyzing high-dimensional data and has proven to be very competitive in terms of prediction accuracy (Bühlmann and Hothorn (2007) ). Until now, there are some applications in the macroeconometric forecasting literature. Bai and Ng (2009) use boosting to pick out the most relevant predictors in the factor-augmented forecasting model. The results indicate that some form of the boosting procedure outperforms the standard factor-augmented forecasts. Buchen and Wohlrabe (2011) evaluate the forecasting performance of boosting and compare it with the forecast combination schemes and dynamic factor models. Using the same data presented in Stock and Watson (2006) they find that boosting is a viable and computationally efficient approach to improve the forecasting accuracy. In the later work (Wohlrabe and Buchen (2014) ) they confirm this result by examining the data for the United States, the Euro area and Germany. By investigating the forecasting performance of multivariate models, Carriero et al. (2011) also include multivariate boosting in their forecast comparison. They show that boosting performs best in forecasting CPI inflation one month ahead. Robinzonov et al. (2012) apply different boosting strategies on nonlinear autoregressive time series and find that boosting of high-order autoregressive time series is very competitive in terms of function estimation, and forecasting with boosting may successfully improve the forecasting quality of the German industrial production. In a re-lated exercise, Taieb and Hyndman (2014) propose a new forecasting strategy for producing multi-step forecasts which uses boosting to avoid the difficult choice between the iterated and direct forecasts. They demonstrate from theoretical and empirical perspective that their method is quite attractive for the multi-step forecasting.
In terms of forecasting an aggregate variable, the boosting method has the advantage that it allows us to select, among a large number of disaggregate variables, the predictors which are most relevant in predicting the aggregate. In this paper, we investigate the properties of boosting as a selection device by conducting simulation experiments that mimic the empirical problem of selecting disaggregate components. The alternative approach, the factor method, performs a dimension reduction as well. However, it estimates only the information contained in the disaggregate variables and uses unobservable factors as predictors.
To evaluate the empirical forecasting performance of boosting, this paper compares the performance of the forecasting model which uses the boosting method to select relevant disaggregate variables with other three commonly used models in forecasting an aggregate: the forecast of an aggregate based only on the lagged values of this aggregate variable, forecasting the disaggregate variables first and then aggregating all the disaggregate forecasts and including the disaggregate information summarized in factor series in the forecasting model. The main purpose of this study is to answer two empirical questions: First, does using disaggregate information or variables as additional predictors in the forecasting model improve the forecasting performance? Second, can boosting help to select the most relevant disaggregate variables which can be incorporated in the forecasting model? In the empirical application to the Euro area macroeconomic key variables such as real GDP and consumer price index, we find that substantial improvements in terms of forecasting accuracy can be achieved when using the relevant disaggregate variables selected by the componentwise boosting as additional predictors in the forecasting model based on the historical values of the aggregate.
The structure of the remaining paper is organized as follows. Section 2 describes briefly the commonly used forecasting models for an aggregate variable. Section 3 outlines the boosting procedure, especially the componentwise boosting. The simulation study is discussed in Section 4. Section 5 describes the empirical analysis and Section 6 concludes.
2 Forecasting strategies for an aggregate variable In this section three different forecasting models which can be used to forecast an aggregate variable are described and discussed. Consider a univariate aggregate variable of interest y AGG t which can be defined as the weighted sum of N disaggregate component variables x t = (x 1,t , . . . , x N,t ) . Thus, the contemporaneous aggregation relationship can be written as
where w = (w 1 , . . . , w N ) is the weighting vector with fixed values 1 : w i > 0 and w i = 1 for i = 1, . . . , N . The value of the aggregate variable h periods ahead y AGG t+h should be predicted. The optimal forecast at horizon h is the conditional mean:
It is assumed that possible transformations are taken so that y t and x t are stationary series.
To obtain the multi-period ahead forecast y AGG t+h|t , a separate time series model for each forecasting horizon is estimated. Then the forecast is computed directly by using the estimated model.
Univariate forecast of the aggregate
To forecast the aggregate, the most commonly used technique is the univariate autoregressive model:
p denotes the number of the lags of the aggregate variable y AGG t . Using the information set available until the period t, the parameters c h and α j (j = 1, . . . , p) can be estimated by the ordinary least squares method (OLS). The estimated forecast of the aggregate variable can be computed as:
This forecasting model does not take any disaggregate variables or information into account. The predictors are only the p lagged values of the aggregate. We refer to this method as AR in the following.
Aggregation of disaggregate forecasts
This approach estimates first for each disaggregate variable x 1 , . . . , x N the univariate autoregressive model:
where i = 1, . . . , N . p i denotes the lags of the disaggregate variable x i,t . Thus N individual forecasts for N disaggregate variables can be obtained with the estimated coefficients:
Then these forecasts are aggregated using the weighting vector w to construct the forecast of y
This forecasting method is referred to as FD in the following.
Direct forecast using disaggregate information summarized in factors
A widely discussed method to extract the information contained in a large number of predictors uses a factor model which has been proposed in Stock and Watson (2002a,b) . In their approach, the information contained in the N -dimensional stationary disaggregate variables x t = (x 1,t , . . . , x N,t ) can be summarized by a small number of r unobserved common factors F t and an idiosyncratic part:
Λ is a N × r matrix of factor loadings, F t is the r × 1 vector of common factors and e t is an N × 1 vector of idiosyncratic components.
The forecast for the aggregate variable y AGG t by using factors as additional predictors can be carried out in a two-step process. In the first step, principle components ofx t are calculated as estimated factors.x t is obtained by standardizing the disaggregate variables x t = (x 1,t , . . . , x N,t ) to have zero mean and unit variance (Stock and Watson (2002b) ). The choice of the number of factors r may be based on the proposed information criteria of Bai and Ng (2002) or on the fraction of total variance inx t explained by the first r factors. Thus, r estimated factors can be obtained from this step. Stock and Watson (2002a) show that under mild conditions the principal components ofx t are consistent estimators of the true unobservable factors. In the second step, the disaggregate information contained in the estimated factors serves as explanatory variables in the model:
The h-step-forecastŷ AGG t+h|t can be then obtained with the estimated coefficients:ŷ
This forecasting model (referred to as FF1) has the advantage that it considers information from both, the aggregate variable (through the lags of the aggregate) and its disaggregate components (through the factors).
Since the target variable y AGG t is aggregated by using the disaggregate variables, it may be interesting to check whether taking only factors extracted from the disaggregate variables into account is helpful for improving the forecasting performance, thus the second model variant which has the following form can be considered (FF2):
The lagged values of the aggregate variable are not included in the forecasting model. Only the estimated factors are considered as predictors.
The boosting method
This paper suggests to use the boosting method to select a small subset of the most relevant predictors from a large set of candidate variables. Starting point is a forecasting model which has the following form:
In this model the lagged values of the aggregate, all the disaggregate variables and their lags are considered as candidate predictors. So there are (p + p 1 + · · · + p N ) candidate predictors in total, which may be summarized in z t . By using the boosting procedure the predictors which have the largest contribution to the improvement of the model fit will be selected.
Review of the boosting procedure
The basic idea of boosting is to combine some simple function estimates such that the performance of each single function estimate can be enhanced. More precisely, it estimates an unknown function f (x t ) for the target variable y t as a sum of M estimated functions: Friedman (2001) introduce the shrinkage parameter ν into the boosting algorithm to prevent overfitting. ν should be chosen small (0 < ν < 1) so that the effect of the base learner g (m) in each iteration step is weak and shrinks towards zero and an optimal solution can be achieved in small steps. According to the specification of the target variable y t , the base learners and the loss functions, different boosting algorithms are designed in literature. The well-known AdaBoost of Freund and Schapire (1996) can be applied for binary classification. If the function of interest f (x t ) is the conditional mean f (x t ) = E(y t |x t ), the L 1 -Boosting or L 2 -Boosting can be used based on the form of the loss functions. Different from the L 1 -loss, which is not differentiable at some points, the L 2 -Boosting uses the squared errors as the loss function. It is very useful for regressions especially with many variables as candidate predictors. The loss function of the L 2 -Boosting has the form 3 :
2 Bai and Ng (2009) propose two methods to deal with the lags. In the component-wise L 2 boost, each lag of each variable is treated as a separate candidate predictor, while the block-wise L 2 boost treats each variable and all its lags as a group. 3 This term is scaled by the factor 1/2 so that the negative gradient vector can equal the residuals.
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Componentwise L 2 -Boosting
The specification of the base learner g (m) is of great importance. The L 2 -Boosting chooses the linear least squares as the base learner for linear models.
In each iteration the base learner is applied to each candidate variable in turn and only one variable will be selected in the sense of ordinary least squares fitting (hence componentwise). The componentwise boosting treats the lags of one predictor as separate predictors so that the variables and lags are selected simultaneously from a large set of candidates for forecasting (Bai and Ng (2009) ). Note that for each iteration the same predictor variable or the lag can be selected. In the following we will only consider this boosting variant for our simulation and empirical study.
Componentwise L 2 -Boosting algorithm
Increase m by 1:
• Compute the negative gradient of the loss function − ∂L(yt,f ) ∂f and evaluate at the estimate of the previous iterationf
• Regress u
• Choose the predictor z (k * ),t−h which minimizes SSR.
•
• Iterate step 2 until m = m stop .
In the first step of the componentwise boosting, the mean of the target variable y t is used as the initial value. So this starting value will be boosted with the later M iterations to improve the forecast. Next, the negative gradient of the loss function is computed and this is evaluated at the estimate of the previous iteration. As explained before the squared errors scaled by the factor 1/2 are used as the loss function, so we obtain for this step the current residual which is just the difference between the actual data y t and the fitted value up to that iterationf
The deviation of the fitted data in the previous step from the true data is then estimated by regressing u (m) t on each of the (p + p 1 + · · · + p N ) candidate variables in turn. The variable z (m) k * which produces the smallest sum of squared errors is selected and can enter the next iteration with its fitted valueθ
(k * ),t−h can be viewed as an approximation of the current residual u t in the iteration step m. Suppose the variable z k * is selected in the iteration step m, it will then receive less attention in the step m + 1 due to u
(k * ),t−h , while the other non-selected variables have relatively larger chance to be selected in the step m + 1.
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The choice of a small shrinkage parameter ν ensures that the improvement throughθ
(k * ),t−h takes only limited contribution to the updates. With ν = 0.1 for example, the variables which are selected 10 times (or more than 10 times) can contribute to the fit completely. Hence, the discrepancy between the true and fitted data is then continuously corrected in small steps and the most relevant predictors can be selected to improve the forecast performance.
The algorithm terminates when the final iteration step m stop is reached. The estimate for the target variable y t is:
The forecast of the aggregate variable h-period ahead can be estimated as follows:ŷ
Key parameters
There are two key parameters which should be considered carefully when applying the boosting algorithm: the shrinkage parameter ν and the final iteration step m stop . As explained before, Friedman (2001) uses the shrinkage parameter ν (0 < ν < 1) to ensure that the effect of the base learnerθ (k * ) z (k * ) is weak so that the deviations from the true data can be modified in small steps. Thus, if ν is chosen large, then in each step the selected variable z (k * ) will have larger contribution to the update with the value νθ (k * ) z (k * ) . In the following step other variables which are not selected previously receive more attention, thus they have an increasing chance to be selected. This can lead to overfitting, that is, too many predictors will be selected. On the other hand, if ν is chosen too small, the change of the current residuals in two steps u
is small as well so that the algorithm needs more iteration steps to identify a different predictor. Thus, a smaller value of the shrinkage parameter ν results in a larger number of optimal iteration steps m stop . The larger m stop becomes, more irrelevant predictors will be considered and selected. This leads again to the problem of overfitting. For the choice of the shrinkage parameter ν Friedman (2001) and Bühlmann and Hothorn (2007) suggest to use a sufficiently small value like ν = 0.1 based on empirical evidence.
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For determining the optimal iteration number m stop Bühlmann and Hothorn (2007) propose to use the corrected version of the Akaike Information Criterion (AIC) (Akaike (1973) , Hurvich and Tsai (1989) , Hurvich et al. (1998)) or the resampling techniques.
The corrected AIC for the iteration step m has the following form 6 :
is the estimated residual variance and df (m) are the degrees of freedom in the iteration step m. The iteration step number which minimizes AIC c (m) with m = 1, . . . , m max will be selected as the optimal iteration number m stop .
The main problem of this approach is that the true degrees of freedom are 5 For example, Buchen and Wohlrabe (2011) , Wohlrabe and Buchen (2014) and Robinzonov et al. (2012) use the value of 0.1 for the shrinkage parameter, while Taieb and Hyndman (2014) set the value of ν to 0.2. 6 The corrected AIC adds an additional nonstochastic penalty term to the standard AIC in order to have better small sample performance. More details can be found in Hurvich and Tsai (1989) and Hurvich et al. (1998) .
unknown and should be estimated. Bühlmann and Hothorn (2007) suggest to estimate df (m) by using the trace of the boosting hat matrix 7 in the iteration step m. However, Hastie (2007) acknowledges that this estimate generally underestimates the true degrees of freedom and thus the use of the corrected AIC always lead to select m stop too large.
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In the literature it is also advised to use the resampling methods such as bootstrap, k-fold cross validation or subsampling to choose an appropriate number of iterations (Bühlmann and Hothorn (2007) ). When using the bootstrap method to determine the m stop , the bootstrapped samples are drawn with replacement from the original data. The data which are not drawn are used as the test sample. The k-fold cross validation divides the original dataset into k roughly equal subsamples and uses k − 1 of them as the evaluation sample. The remaining one is retained for validation. In subsampling the dataset are randomly divided into two subsamples with the same size, one for evaluation and the other one for validation. Obviously, none of these resampling methods captures the dependence structure in the time series data appropriately. Thus selecting the optimal number of iterations m stop based on the resampling techniques may be problematic when applying the boosting algorithm to the time series data and therefore and we do not use it here. 3.2 Forecasting an aggregate variable using disaggregate variables selected by the componentwise L 2 -Boosting
As in forecasting models FF1 and FF2 where factors are used as additional predictors we consider three variants here. The first variant (FB1) includes the lagged values of the aggregate variable and all the disaggregate variables 7 Details are given in Bühlmann and Hothorn (2007) . 8 Based on this corrected version of AIC Chang et al. (2010) propose a change point detection method to avoid the problem of running all iterations under consideration, while Mayr et al. (2012) modify the approach of Chang et al. (2010) by using a sequential stopping rule for boosting. 9 It should be noticed that Buchen and Wohlrabe (2011) and Wohlrabe and Buchen (2014) still use the resampling methods for analyzing time series data.
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and their lags:
The variables or the lagged values which are most helpful to improve the model fit are selected by using the componentwise boosting algorithm discussed above. Then they are used as predictors to obtain the forecast of the aggregate variableŷ AGG t+h|t . The second variant (FB2) considered in this forecasting model focuses only on the disaggregate variables and their lags:
The componentwise L 2 -Boosting is used to select the most relevant predictors. The idea behind this variant is the same as in FF2: The aggregate variables are constructed by aggregating the disaggregate variables. When combining the aggregate and disaggregate information together, the information set is used twice. So it may be interesting to investigate whether only using information from the disaggregate variables provides a better forecasting performance.
The third variant (FB3) uses the partial boosting idea put forward in Tutz and Binder (2007) . More precisely, we distinguish between the 'must have' predictors which must be included in the forecasting model and optional variables which can only stay in the forecasting model if they pass the boosting selection. The 'must have' predictors considered in FB3 are the lags of the aggregate variable:
Thus with this variant we may check whether including additional selected disaggregate variables or lags to the forecasting model AR can help to improve the forecast accuracy. Taking into account the dependence structure of the time series data, this approach can be carried out in three steps. First, we estimate the following model by using the OLS method:
As a result, the estimated values of the coefficientsα i (i = 1, . . . , p), the constantĉ AGG h and residualsû AGG t can be obtained. Then each lag of the disaggregate variables is regressed on the same lags of the aggregate variables:
where i = 1, . . . , N and j = 1, . . . , p i . With the estimated residuals for each lag of the disaggregate variables we can use the componentwise L 2 -Boosting for the following model:
Using the results from this boosting step the forecasting value for the residualsû AGG t+h|t can be computed. The estimated forecastŷ 
Simulation study
In this section a simulation study is conducted which aims at 1) investigating whether the componentwise L 2 -Boosting can select the disaggregate components of an aggregate variable correctly and 2) investigating whether the componentwise L 2 -Boosting can select the most relevant predictors of an aggregate variable among a lot of candidate predictors.
In this study 50 variables x 1,t , . . . , x 50,t with t = 1, . . . , T are generated by stationary AR(1) processes without constant:
where the coefficients α i for i = 1, . . . , 50 are uniformly distributed random numbers strictly between 0 and 1 and the residuals ε i,t are i.i.d. standard normal distributed random numbers. Hence, all the variables x i,t for i = 1, . . . , 50 are stationary and independent.
Three variables x 1,t , x 2,t and x 3,t are used as relevant disaggregate components for computing the aggregate variable. The other 47 variables serve as irrelevant variables. The weighting matrix is set as w = (0.2, 0.3, 0.5) . For each simulated time series the first 50 values are discarded to avoid the starting-up impact. Then the aggregate variable y AGG t is computed as 11 :
At first we investigate whether using the componentwise L 2 -Boosting method can indeed help to select the true disaggregate variables x 1,t , x 2,t and x 3,t among a lot of candidate variables, where the corrected AIC is used to find the optimal iterations number m stop and the shrinkage parameter is chosen as ν = 0.1 12 . m max is set as 100. Different sample sizes T = 100, 500, 1000 and 2000 are generated. 5000 simulation runs are considered in this experiment.
To check the selection ability of the componentwise L 2 -Boosting for the disaggregate components, we find that the true disaggregate components x 1,t , x 2,t and x 3,t are selected in all simulation runs for all considered different sample sizes (from small to large), while all other irrelevant variables cannot pass the boosting selection. This perfect variable selection ability of boosting can be explained by taking a deeper insight into the boosting algorithm and 11 We have tried more than three relevant disaggregate variables for the aggregation and used other values for the weighting vector. The results are quite similar, so they are not explicitly reported here.
12 Other values (e.g. 0.01, 0.05 and 0.2) for the shrinkage parameter have also been considered in our experiment. They affect mostly the optimal number of iterations m stop .
The main results are similar.
the aggregation structure of y AGG t
. If y AGG t is aggregated by using only the variables x 1,t , x 2,t and x 3,t , then these three variables are correlated with y AGG t . Since all the generated series x 1,t , . . . , x 50,t are independent, so the other irrelevant variables x 4,t , . . . , x 50,t should not be correlated with y AGG t . In the first iteration step of the componentwise boosting, using the mean of the aggregate variableȳ AGG as the initial value, the current residuals u (m=1) t can be calculated as:
Sinceȳ AGG is a constant value, thus the correlation coefficients between
and the variables should be equal to the correlation coefficients between u (m=1) t and the variables. The results for the correlation coefficients between u (m=1) t and the considered variables in Table 1 indicate that with an increasing T the correlations between y AGG t and its disaggregate components x 1,t , x 2,t and x 3,t converge to their real values which are significant different from zero, while the correlations between y AGG t and irrelevant variables go towards zero. With T = 2000, the mean of the absolute value of the correlation coefficients from 5000 simulation runs between the current residuals in the first iteration step u (m=1) t and the true disaggregate variables are 0.335, 0.479 and 0.766. For three arbitrarily chosen irrelevant variables x 8,t , x 25,t and x 46,t these values are around 0.027, which indicates that x 8,t , x 25,t and x 46,t are asymptotically uncorrelated with u (m=1) t . The variable which is mostly correlated with u (m=1) t should provide the best least squares fitting for u (m=1) t . In our simulation example, the variable x 3,t which has the largest correlation coefficient 13 is then selected in the first step and can enter with its fitted valueθ
x 3,t into the second iteration. The fitted value for the aggregate in the first step is obtained as:f
x 3,t . In the second step, the variable x 3,t will be less weighted in u (m=2) t because of:
x 3,t = 0.2x 1,t + 0.3x 2,t + 0.5x 3,t −ȳ AGG − νθ (m=1) 3
Hence, compared with the correlations with u (m=1) t , in the second iteration step x 3,t is less correlated with u (m=2) t and the other two true variables x 1,t and x 2,t have relatively larger correlation coefficients with u (m=2) t , while the irrelevant variables are still not correlated with u (m=2) t and therefore cannot contribute to the fit of u (m=2) t . As long as x 3,t is mostly correlated with the current residuals in the iterations, it will be selected by boosting. The selection of the same variable in different iteration steps leads to an improvement of the fit, namely, the discrepancy between the true and fitted data are corrected. Once another variable has the largest correlation coefficient with the corresponding current residuals, this variable will be selected. If m stop is chosen appropriately, then the irrelevant variables which are not used for the aggregation have no chance to be selected by boosting since they are not correlated with y AGG t and therefore not correlated with the current residuals in the iterations.
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The strength of the correlation between the aggregate variable and its disaggregate components depends obviously on the aggregation weights. If a disaggregate variable has a very small weight in aggregating, then it will be weakly correlated with the aggregate variable at the beginning of the boosting iteration. However, this variable can still be selected by boosting. This is because the relevant variables which are already selected in the former iterations will be less weighted in the current residuals u (m) t of the later iterations. Thus the disaggregate variable which is originally weakly correlated with y AGG t increases its correlations with the current residuals and can be selected, although more iteration steps are needed. The irrelevant variables cannot affect its correlations with the current residuals with an increasing number of iteration steps.
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Note that for this simulation experiment the corrected AIC always selects m stop = 100 and in our simulation for applying the corrected AIC the m max is set as 100. In reality, in order to identify the three disaggregate variables, less than 100 iteration steps are needed. More iterations are suggested by the corrected AIC so that the discrepancy between the true and fitted data can be more precisely corrected. To be more clearly, by examining an arbitrarily selected simulation example with T = 100, the boosting method requires only 17 iteration steps to identify the three true disaggregate variables x 1,t , x 2,t and x 3,t . With these 17 iteration steps, the estimated relationship is:
If the maximal possible iteration numbers m max is set as 100, then the corrected AIC suggests m stop = 100 as well. With 100 iteration steps these true disaggregate variables are still selected, however, with another estimated relationship:ŷ Thus with more iterations the weights for the disaggregate variables can be more precisely estimated. Although the boosting method can select the true disaggregate variables of an aggregate quite correctly, a problem will occur when forecasting this aggregate, namely, only the past values can be used as predictors. Since y AGG t is aggregated by x 1,t , x 2,t and x 3,t which are stationary AR(1) series, we can expect that x 1,t−1 , x 2,t−1 and x 3,t−1 can be used as reasonable predictors for forecasting y AGG t . Furthermore, the sum of three stationary AR(1) 15 In the simulation experiments, we have also considered very small values (e.g. 0.01) for the weights, the selection rate is still 1 for these disaggregate variables with small weights. processes can be represented by an ARM A(p, q) process where p ≤ 2 and q ≤ 2 (Granger and Morris (1976) ), so using the lagged values of y AGG t as predictors makes sense as well. Now, from the group of the candidate predictors y AGG t−1 and x 1,t−1 , . . . , x 50,t−1 , we check wether y AGG t−1 , x 1,t−1 , x 2,t−1 and x 3,t−1 can be detected by using the componentwise L 2 -Boosting.
16 Note that this simulation setup also mimics the empirical forecasting exercise in the later section. Table 2 shows the selection rates from 5000 simulation runs for the relevant predictors y AGG t−1 , x 1,t−1 , x 2,t−1 and x 3,t−1 . Three irrelevant candidate predictors x 8,t−1 , x 25,t−1 and x 46,t−1 are arbitrarily chosen to see how these irrelevant predictors are selected by the boosting method. Furthermore, the average selection rates for all 47 irrelevant candidate predictors are reported in the last column of Table 2 .
First of all, it can be seen that the lagged values of y AGG t are selected most often. If the sample sizes are larger than 100, in more than 90% of all 5000 simulation runs y by T = 100, while with 80 iterations the selection rate increases slightly to 80.9%. For other sample sizes, similar results can be observed.
Compared to y AGG t−1 , a relatively poor selection rate of the relevant predictors x 1,t−1 , x 2,t−1 and x 3,t−1 can be observed in Table 2 . For a small sample size T = 100, these relevant predictors are selected in less than 60% of all 5000 simulation runs. With an increasing sample size the selection rates for these predictors increase as well, however, they are still less than 90% even for T = 2000. This is due to the selection of the variable y AGG t−1 which is aggregated by x 1,t−1 , x 2,t−1 and x 3,t−1 . If y AGG t−1 is not used as a candidate predictor, then x 1,t−1 , x 2,t−1 and x 3,t−1 have a much more larger chance to be selected 17 .
For the irrelevant variables which should not be considered as predictors for forecasting y AGG t
, relatively large selection rates can be observed in Table   16 In the simulation study, we also included more lags in the candidate group. The results are quite robust.
17 Detailed results are not presented here, but are available on request. 20 2, especially if the corrected AIC is used to determine m stop . For example, considering m stop 1 which is suggested by the corrected AIC using m max = 100, from 5000 simulation runs the variable x 25,t−1 are selected 1640 times which results in a selection rate of 32.8% for a small sample size of T = 100. If the sample size is increased to T = 2000, boosting still selects the variable x 25,t−1 in 27.3% of all 5000 simulation runs. When increasing m max to 200, using m stop 2 leads to a selection rate of 40.6% of all irrelevant predictors in average. This is associated with the problem of using the corrected AIC. As explained in Section 3, the true degrees of freedom in each iteration step df (m) are underestimated by using the trace of the boosting hat matrix suggested in Bühlmann and Hothorn (2007) , thus the corrected AIC always overestimates the true m stop which leads to overfitting. In Figure 1 , the m stop estimated by using the corrected AIC criterion for 200 simulations runs for different sample sizes are plotted. The left column shows the results of m stop 1 which is determined by using the corrected AIC, when m max is set as 100, while the right column plots m stop 2 based on m max = 200. It can be seen that if m max is set as 100, then in many iteration runs the corrected AIC chooses the maximum number m max as m stop , especially when a large sample size T = 2000 is considered. However, using m max = 200, the corrected AIC tends to choose the optimal iteration numbers between 100 and 200. With more iteration numbers, the irrelevant predictors have a larger chance to be selected. Therefore we also add results for the selection rates in Table 2 if smaller numbers of iterations m stop = 20, 40, 60 and 80 are used. As expected, a smaller m stop leads to sparse models. For large sample sizes T = 1000 and T = 2000 the irrelevant variables are selected in less than 60 simulations runs with m stop = 20. However, the selection rates for the relevant predictors x 1,t−1 , x 2,t−1 and x 3,t−1 decrease as well if smaller numbers of iterations are used for boosting, but they are still much more larger than the selection rates of the irrelevant predictors.
From the simulation experiments discussed above, we find that using the boosting method can detect the disaggregate components of an aggregate variable quite exactly. With respect to the selection of the relevant predictors for this aggregate, boosting selects most likely the lagged values of the aggregate itself and the relevant disaggregate predictors have always much more larger chance to be selected than the irrelevant predictors.
Empirical Analysis
We now apply the the componentwise L 2 -Boosting on the Euro area aggregate variables and evaluate the forecasting performance of this method.
Data
To compare the forecast accuracy of the model which uses the boosting method to select the most relevant predictors with other models described in Section 2, six macroeconomic key variables for the Euro area with quarterly frequency from 1970Q1 to 2011Q4 are considered: the real GDP (YER), the consumer price index (CPI), the GDP deflator (YED), the exchange rate against the US-Dollar (EER) and short-and long-term interest rates (STN  and LTN) . 
22
The individual member countries' time series data for the same period from 1970Q1 to 2011Q4 are taken from the OECD quarterly national accounts database.
20 Twelve eurozone countries are considered. (Greece, which joined the EMU in 2001, is also included.) All the series are seasonally adjusted and transformed so that they have the same base year. Thus, for each macroeconomic aggregate variable 12 disaggregate European countries data are observed (N = 12). Logarithms are taken on the real GDP, the CPI, the GDP deflator and the exchange rate EER, while the short-and long-term interest rates are left in levels. A formal unit root analysis has been conducted and all the time series for all countries can be characterized as I(1) processes.
21 To ensure the stationarity the first differences of the variables enter the forecasting models. To estimate the common factors, the first differences of the series are standardized to have zero mean and unit variance. For the time series with missing observations which are listed in Table 4 , the expectation-maximization (EM) algorithm proposed in Stock and Watson (2002a) is applied to construct a balanced panel 22 .
Comparison methodology
A recursive pseudo-out-of-sample forecasting experiment is conducted for comparing the performance of the forecasting models discussed in Section 2 and Section 3. That is, the starting point of the estimation period is fixed at The results for the unit root tests are available on request. 22 A list of variables with missing observations can be found in Table 4 in Appendix.
23
2011Q2 and 2011Q4. Hence, the forecasting covers the period from 2003Q1 to 2011Q4. To evaluate the forecasting accuracy, the mean squared forecast error (MSFE) is used as loss function, where the forecast error is defined as the difference between the estimated forecasting value and its actual value e t+h = y AGG t+h|t − y AGG t+h . The first forecasting model (AR) with a fixed lag length p = 4 is used as benchmark. To assess the forecasting accuracy, the MSFE obtained from other forecasting models (and their variants) will be expressed relative to the MSFE obtained from the first forecasting model. Thus, any value of the relative MSFE less than one indicates an improvement of the forecasting performance against the benchmark.
For the empirical results reported here, a fixed number of four lags for the autoregressive part and two lags for all disaggregate variables are used. Results for the other choices of the lag lengths are not reported, since similar results have been obtained and they are quite robust with respect to this choice.
The forecasting variants FF1 and FF2 extract factors by using only the country information on the aggregate variable to be predicted. For instance, when forecasting the Euro area real GDP, the factors are estimated from the dataset that only includes real GDP from the 12 member countries and no other variables are taken into account. The number of factors used in FF1 and FF2 has to be determined. When using the information criteria proposed by Bai and Ng (2002) , we found that the maximum number of factors are suggested by all three criteria. Giving the relatively low number of disaggregate variables (N = 12), this is not a meaningful choice. Therefore, we decided to explore the cumulative percentage of the variance in the dataset that can be explained by the factors. For all possible estimation periods which start in 1970Q1 and end in 2002Q4, . . . , 2010Q4, it can be found that for each variable at least 35% of the total variance in the respective data set can be explained by two factors. Accordingly two factors with respectively two lags are used in FF1 and FF2.
L 2 -Boosting to select the most relevant predictors, the shrinkage parameter ν is set to the commonly used value of 0.1 (Bühlmann and Hothorn (2007) 
Empirical results
Detailed results from the forecasting comparison for all the considered macroeconomic aggregate variables are presented in Table 3 With a smaller number of iteration numbers, the relevant predictors have less chance to be selected by the boosting method, thus using smaller m stop the variants FB1, FB2 and FB3 show worse forecasting results compared to the use of the corrected AIC for determining m stop .
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The smallest MSFE ratio for each variable and forecasting horizon is in bold. Table 3 suggests several conclusions. First, combining the disaggregate forecasts does not necessarily provide more accurate forecasts than the forecasts based on the aggregate variable when forecasting the macroeconomic key variables for the Euro area. For example, when forecasting the growth rate of the real GDP (YER), the relative MSFEs for the forecasting model FD at the horizons h = 1 and h = 4 are larger than one. Similar results hold for some other variables especially for YED and STN where on all horizons the model FD provide worse forecasts compared to the benchmark AR. Only for the variables CPI and LTN, gains can be observed by pooling all the country-specific forecasts together.
Second, overall there is evidence that taking into account disaggregate information in form of factors or selected disaggregate variables can improve the forecasting performance. For the variable YER, forecasting models and variants based on factors or boosting procedure lead for almost all horizons to smaller MSFEs. For the other variables, the use of disaggregate information or variables may not lead to sizable gains in forecasting precision in all cases, however, for some forecasting horizons such gains are always observable.
Third, it is difficult to find an appropriate way to incorporate the disaggregate information or disaggregate variables in the forecasting model. This depends mainly on the forecasting problem and the variables which are investigated. In our empirical exercise, in some cases using factors as predictors tends to have lower MSFEs, for example for YER at h = 1. However, in many cases the boosting method can indeed improve the forecasting performance compared to the factor approach. Furthermore, in Table 3 the smallest MSFE ratio for each variable and forecasting horizon is in bold. It can be seen that especially for the variables CPI, EER and interest rates, using boosting to select the predictors yields for all horizons the smallest relative MSFEs.
Fourth, when comparing the model variants FF1 with FF2 and FB1 with FB2, it can be found that there is no compelling evidence that using only the disaggregate information or variables, without considering the lagged values of the aggregate variables in the forecasting model, is helpful in improving the forecasting precision, since the second variant of the forecasting model which uses only factors as predictors and the second variant of the boosting procedure perform in most cases worse than the respective first variant. For example, when forecasting CPI at all forecasting horizons, using factors extracted from all disaggregate variables as single predictors lead to larger MSFE than the variant FF1 where the lagged values of CPI are used as predictors as well. Similarly, using the model variant FB1 can improve the forecasting performance in most cases. Generally, Table 3 indicates that even if the aggregate variables are constructed by aggregating the disaggregate variables, the information hidden in the aggregate variables is important and therefore should be considered for forecasting. Fifth, the model variant FB3 is an extension of the benchmark forecasting model AR, since in FB3 the lagged values of the aggregate variable are treated as 'must have' predictors. The boosting method selects among the disaggregate variables and adds the selected ones as additional predictors. Thus, by comparing AR and FB3 it can be seen that for YER at horizons h = 2 and h = 4, for CPI at h = 1 and h = 2, for YED at h = 1 and EER and interest rates at all horizons, using FB3 leads to an improvement in the forecasting accuracy. This means that adding some additional selected predictors to the model AR can be helpful. Compared to the model variants FB1 and FB2, using FB3 cannot achieve better forecasting results.
Sixth, the optimal iteration number m stop determined by the corrected AIC is a key parameter which has an impressive effect on the forecasting results. If m max is chosen as 200, then the boosting procedure stops with more iteration numbers. In our empirical experiment, it can be seen that the use of m stop 2 leads to an improvement in the forecasting performance in almost all cases. The reason for this is that we do not include any irrelevant variables in the forecasting models. All the lags of the aggregate and disaggregate variables are reasonable candidate predictors, thus with more iterations the boosting method selects the most relevant ones from them.
Conclusion
The main purpose of this paper is to check whether taking into account disaggregate information or variables is helpful for improving the forecasting accuracy of an aggregate variable. A related question is how to include the disaggregate information or the relevant disaggregate variables in the direct forecasting model appropriately. A new variable selection method, the boosting procedure is introduced and discussed. A simulation study is performed to investigate the variable selection performance of the componentwise L 2 -Boosting method. We find that the true disaggregate components of an aggregate variable can be detected by the boosting method. Moreover, when using boosting to select the most relevant predictors, care must be taken. If the lagged values of the aggregate variable are used as candidate predictors, then they will be most likely selected by boosting. Once the lagged values of the aggregate variable are already selected as predictors, the lagged values of the disaggregate variables have smaller chance to be selected. However, compared to the irrelevant predictors, all relevant predictors have an reasonable chance to be selected.
By forecasting the six macroeconomic variables for the Euro area, four forecasting models (and their variants) are compared: (1) the forecast of an aggregate which uses only the lagged values of the aggregate as predictors, (2) first forecasting the disaggregate variables respectively and then aggregating the disaggregate forecasts, (3) including disaggregate information with the help of the factor model as additional predictors in the forecasting model and (4) including disaggregate variables selected by boosting in the forecasting model. The empirical results indicate that in comparison to the forecasting model which uses only past values of the aggregate variable, using disaggregate information summarized in the factors or using disaggregate variables selected by boosting as additional predictors may provide more accurate forecasts. Moreover, it is shown that using boosting to select disaggregate variables outperforms the benchmark for all considered variables. Compared to the factor approach, boosting is a competitive approach of exploiting the high-dimensional disaggregate data. Table 1 : The mean of the absolute value of the correlation coefficients from 5000 simulation runs between the current residuals u t of the first three iteration steps and the true disaggregate and the irrelevant variables, respectively. Note: m stop 1 is determined by using the corrected AIC, when m max is set as 100. m stop 2 is determined by using the corrected AIC, when m max is set as 200. The smallest MSFE ratio for each variable and forecasting horizon is in bold. Figure 1 : The optimal iteration number estimated by using the corrected AIC for 200 simulation runs for T = 100, 500, 1000 and 2000.
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Note: m stop 1 is determined by using the corrected AIC, when m max is set as 100. m stop 2 is determined by using the corrected AIC, when m max is set as 200.
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