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Abstract
Let ϕ ∼∑∞−∞ ak eikθ be a bounded measurable function on the unit circle T. Given
m, n ∈ N, the sampling operator Sϕ(m, n) is a bounded linear operator on L2(T) whose
matrix with respect to the standard basis {ek(z) = zk : k ∈ Z} is given by (ami−nj )i,j∈Z.
In [Proc. AMS 129 (11) (2001) 3285], a formula for the L2 spectral radius r of Sϕ(m, n) is
obtained in terms of the asymptotic behavior of the supnorms of some continuous functions
of when ϕ is continuous and positive on T, where m = pt , n = qt , t = g.c.d.(m, n). In this
paper, we shall establish an inequality that provide upper and lower bounds for r in terms of
the parameter m, n and a positive eigenvalue of Sϕ(m, n)|C(T) with maximal module, where
Sϕ(m, n)|C(T) is the restriction of Sϕ(m, n) on C(T), the space of continuous functions on T.
We will also compute the actual value of r in some nontrivial cases.
© 2003 Published by Elsevier Inc.
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1. Introduction
Let ϕ be a bounded measurable function on the unit circle T = {z ∈ C : |z| = 1}
and
∑∞
−∞ ak eikθ be its Fourier series. Also, let L2(T) =
{
f : ∫
T
|f |2 dσ <∞}
(where σ = dθ2π is the normalized Lebesgue measure on T) be the Hilbert space
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of square Lebesgue integrable functions on T with the usual inner product 〈f, g〉 =∫
T
f g dσ . We will denote the operator of multiplication by ϕ on as Mϕ . It is
well-known that the matrix of Mϕ with respect to the standard basis {ek(z) = zk :
k ∈ Z} is given by (ai−j )i,j∈Z. It is also known that the norm and spectral radius of
Mϕ are the same, given by ‖ϕ‖∞ = esssupz∈T{|ϕ(z)|}.
On the other hand, given m ∈ N, the average operator Rm and the composition
operator Cm on L2(T) are defined by
(Rmf )(z) := 1
m
∑
ζm=z
f (ζ )
and
(Cmf )(z) := f (zm)
for all f ∈ L2(T). It is easy to see thatRmCm = I andCmRm = Pm, where Pm is the
projection from L2(T) onto ∨{ekm(z) : k ∈ Z}. Furthermore, we have Rm = C∗m,
where A∗ is the adjoint operator of A.
We now define the sampling operator. Given m, n ∈ N and ϕ ∈ L∞(T), the sam-
pling operator Sϕ(m, n) on L2(T) is the product RmMϕCn. Sampling operators arise
from the study of the regularity for interpolation schemes on regular or irregular grid
points in approximation theory (see, for instance [14]): Given a function f on R
and the values of f at some equally spaced points, say, the integers, one could use
the so-called interpolation scheme to estimate the values of f at some other set of
equally spaced points, say, { km
n
: k ∈ Z}. Suppose that yi is the estimate value of f
at im
n
, then, depending on the chosen scheme (linear, quadratic, cubic, etc.), there are
ak ∈ C (k ∈ Z) such that the yi’s satisfy the system of equations
yi =
∞∑
j=−∞
ami−njf (j), i ∈ Z. (1)
Usually there are just finitely many nonzero ak but, in general, we only require that
the ak’s are Fourier coefficients of some bounded measurable function ϕ on T for
each k. Note that the infinite matrix of the above system of equations is precisely
the matrix of Sϕ(m, n) with respect to {ek(z) : k ∈ Z}. The connection between an
interpolation scheme and its related sampling operator is that the question of the
whether the iteration of system (1) converges, and the regularity of the limit function
if (1) converges, can both be determined by the spectral radius of the operator. For
example, when m = 1, n = 2 (the dyadic interpolation), one obtain the regularity by
calculating, for example, the quantity
s0 = M − log2 r(Sϕ˜(2, 1))− 12 ,
where s0 is the so-called Sobolev exponent and M is the multiplicity of ϕ at θ = π .
The term r(Sϕ˜(2, 1)) is the L2 spectral radius for Sϕ˜(2, 1) and ϕ˜ is obtained basically
by factoring out the zeros of ϕ at θ = π up to its multiplicity. For information on the
subjects concerning the estimation of the regularity of interpolation schemes we refer
the readers to, for examples [2–6,12–15] for details.
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It is shown in [9] that if 0  ϕ ∈ C(T) and m > n, then r = r(Sϕ(m, n)), the L2
spectral radius of Sϕ(m, n), equals
lim
k→∞
∥∥∥Rpk (Rqkψk)2
∥∥∥
1
2k
∞ , (2)
where m = pt , n = qt , t = g.c.d.(m, n) and ψk is defined by
ψk(z) =
k−1∏
s=0
ψ(zp
sqk−1−s ), z ∈ T,
where ψ = Rtϕ (In this paper we will frequently make the assumption that m > n,
since Sϕ(m, n)∗ = Sϕ(n,m)). Until now, we have only very limited success on the
actual computation of r (except when m > n = 1). It turns out that even for com-
puting r in examples as seemingly simple as the case ϕ(z) = c z2 + b z+ a + bz+
cz2  0, with m = 3 and n = 2 (Example 2, Section 3) requires some relatively
sophisticated techniques. We have, however, been able to obtain nontrivial upper
and lower bounds for r in general (Proposition 3.1).
2. Perron–Frobenius theorem for Sϕ(m, n)
In this section we shall focus our attention to Sϕ(m, n)|C(T), the restriction of
Sϕ(m, n) on C(T), since it will be shown later that the computation of the L2 spectral
radius of Sϕ(m, n) depends on the spectral properties of Sϕ(m, n)|C(T) (see Section 3).
Since C(T) can regarded as the subspace periodic functions on C(R) with period
2π , we shall also use the notation f (θ) = f (eiθ ) throughout the rest of the article.
Given m, n ∈ N and let us consider the functions gs on R defined by
gs(θ) = n(θ + 2πs)
m
, θ ∈ R, s = 0, 1, 2, . . . , m− 1
and G = {g0, g1, . . . , gm−1}. Let µ be the discrete (probability) measure on G de-
fined by µ(gs) = 1m for each s. Then it is easy to see that the function ϕ(θ, g) on
R ×G defined by ϕ(θ, gs) = ϕ(gs(θ)) is measurable on R ×G. Now consider the
usual metric on R, i.e., d(θ, φ) = |θ − φ|, and, given f ∈ C(T), let
δ(f ) = sup
{ |f (θ)− f (φ)|
d(θ, φ)
: θ /= φ
}
.
Then the space L of Lipchitz functions on T is simply the collection of f in C(T)
satisfying
‖f ‖ = ‖f ‖∞ + δ(f ) <∞.
It is also evident that, if ϕ ∈ L, then
sup
g
‖ϕ(·, g)‖∞ <∞ and sup
g
δ(ϕ(·, g)) <∞.
With these notations, it is not difficult to see that Sϕ = Sϕ(m, n) is the same as the
operator given by
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f (θ) −→
∫
G
ϕ(θ, g)f (g(θ)) dµ(g),
with
Skϕf (θ) =
∫
Gk
ϕk(θ, gs1 , . . . , gsk )f (gsk · · · gs1(θ)) dµ(gs1) · · · dµ(gsk )
for k = 1, 2, . . . , where ϕ1 = ϕ and ϕk defined inductively by
ϕk+j (θ, gs1 , . . . , gsk+j )=ϕk(θ, gs1 , . . . , gsk )ϕj (gsk· · ·gs1(θ), gsk+1 , . . . , gsk+j ).
Moreover, let us set c(Skϕ) to be
sup
θ /=φ
∫
Gk
ϕk(θ, gs1 , . . . , gsk )
d(gsk · · ·gs1(θ), gsk · · ·gs1(φ))
d(θ, φ)
dµ(gs1) · · · dµ(gsk ).
Then it is not difficult to verify that c(Skϕ) is submultiplicative if ϕ ∈ L, i.e.,
c(S
k+j
ϕ )  c(Skϕ)c(S
j
ϕ), and consequently (See, for example, Lemma 1.18 in [1]),
we have
c(Sϕ) = lim
k→∞ c(S
k
ϕ)
1
k = inf
k
c(Skϕ)
1
k .
The next result, due to Hennion (see Theorem 2 in [8]), can be regarded as the
“Perron–Frobenius theorem” for Sϕ :
Theorem 2.1. Let ϕ  0 be continuous on T. Then the spectral radius of Sϕ |C(T) is
ρ˜(Sϕ) = limk ‖Skϕ1‖
1
k∞. In addition, if c(Sϕ) <∞, then Sϕ sends C(T) into L.
If c(Sϕ) < ρ˜(Sϕ), then Sϕ sending (L, ‖ · ‖) into (L, ‖ · ‖∞) is quasi-compact.
In this case ρ(Sϕ), the spectral radius of Sϕ |L, equals ρ˜(Sϕ). Furthermore, ρ(Sϕ)
is an eigenvalue with maximal order on the spectral circle, and with an associated
nonnegative eigenfunction.
If, moreover, Sϕ is irreducible, i.e., for any nonzero f  0 in C(T), there exists
k such that Skϕf > 0, then ρ(Sϕ) is the only eigenvalue of Sϕ on the spectral circle,
with a positive eigenfunction h with order 1.
Also, according to the corollary of Theorem 2.6 in [11], we have
Theorem 2.2. Let ϕ  0 be continuous on T. Then ρ˜(Sϕ) is an eigenvalue of S′ϕ,
the conjugate operator of Sϕ on C(T)′.
Combining Theorems 2.1 and 2.2, we have
Proposition 2.3. Let ϕ > 0 be Lipchitz on T and m > n. Then there exists a λ > 0,
a Lipchitz function h > 0, and a probability measure ν on T such that
lim
k→∞
∥∥∥λ−kSkϕf − ν(f )h
∥∥∥∞ = 0
for any f ∈ C(T), where ν(f ) = ∫ f dν.
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Proof. By the definition of gs, we have
d(gs(θ), gs(φ)) = n
m
|θ − φ| = n
m
d(θ, φ).
Therefore, it follows that c(Sϕ)  nm ρ˜(Sϕ) < ρ˜(Sϕ) since m > n and
‖Skϕ1‖∞ = sup
θ∈R
∫
Gk
ϕk(θ, gs1 , . . . , gsk ) dµ(gs1) · · · dµ(gsk ).
Furthermore, since ϕ > 0, Sϕ is irreducible. Therefore by Theorem 2.1, given f ∈
C(T), there is a constant c such that
λ−kSkϕf −→ cf uniformly,
where λ = ρ(Sϕ).
The fact that c = ν(f ) follows immediately from Theorem 2.2, by observing that
ν(λ−kSkϕf ) = ν(f ), k = 0, 1, 2, . . . 
Remark. The notations introduced in this section for the definition of sampling
operators are due to Hennion [8]. In fact, Hennion uses a much more general space
X ×G, where X is a compact metric space and (G,µ) can be any measure space
consisting of functions. On the other hand, let X be a compact metric space and
C(X) be the space of continuous function on X. Given τ : X → X, a covering map
with finitely many covers, and ϕ ∈ C(X), the (standard) Ruelle operator on C(X)
with respect to ϕ and τ is defined by
(Lf )(x) :=
∑
y∈τ−1(x)
ϕ(y)f (y), f ∈ C(X).
It is easy to see that by letting G = {τ−11 , . . . , τ−1n } (where n is the number of cov-
ering and τ−1k is the kth sectional inverse of τ ), and µ the discrete measure µ(τ−1k ) =
1 for each k, the Ruelle operator is just the special case
f −→
∫
G
ϕ(x, τ−1k )f (τ
−1
k (x)) dµ(τ
−1
k ), where ϕ(x, τ
−1
k ) = ϕ(τ−1k (x)).
The spectral properties of the Ruelle operator (typically called the Ruelle’s Perron–
Frobenius theorems), similar to those in the conclusion of Theorems 2.1, 2.2 and
Proposition 2.3, are often used in the construction of equilibrium measures (see,
for examples [1,8,10]). This more general form of Ruelle operator introduced by
Hennion allows one to apply the essence of the classical results to the construction
of equilibrium measures in more general settings (see also [8]). We would also like
to point out that in the special case m > n = 1, since
Rmk(Rnkϕk)
2 = Rmk(|ϕk|2) = S|ϕ|2(m, 1)k(1).
Proposition 2.3 can be applied directly to formula (2) to obtain the L2 spectral
radius of Sϕ(m, 1), namely, we have r(Sϕ(m, 1)) =
√
λ, where λ > 0 is the “excep-
tional” eigenvalue of S|ϕ|2(m, 1)|C(T), as described in the proposition.
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Finally, we would like to state a result as a consequence of Proposition 2.3, but in
a way making the conclusion of Proposition 2.3 more accessible:
Proposition 2.4. Let ϕ > 0 be a trigonometric polynomial on T, m > n, and let
λ > 0 be the eigenvalue of Sψ = Sψ(p, q), where p, q, ψ are defined in (2), with
the corresponding eigenfunction h, as described in Proposition 2.1. Then there exist
an k0 ∈ N and a finite dimensional subspace N of C(T) invariant under Sk0ψ such
that λk0 is the eigenvalue of Sk0ψ |N with maximum modulus.
Proof. For a trigonometric polynomial ϕ(z) =∑M−M akzk with aM /= 0 or a−M /=
0 we set o(ϕ) = M (the order of ϕ). First assume that g.c.d.(m, n) = 1. In this case,
it is not difficult to check, by the definitions, that
Skϕ = Sϕk (mk, nk) = RmkMϕkCnk ,
where
ϕk(z) =
k−1∏
s=0
ϕ(zp
sqk−1−s ).
On the other hand, let N ∈ N such that N > M
m−n . Then for |α|  N there exists
k0 ∈ N such that
M
n
k∑
s=1
ns
ms
+ |α|n
k
mk
 M
m− n +
|α|nk
mk
 N,
if k  k0 since m > n. Now by definitions Rm and Cn satisfy
Rmei =
{
es if i = ms
0 otherwise and Cnei = eni (ei(z) = z
i).
It follows that o(Skϕeα) = o(RmkMϕkCnk eα)N if |α|N and k k0,which means
that the subspace N of C(T) generated by {eα : |α|  N} is invariant under Sk0ϕ . It
then follows that Sk0tϕ (1) ∈N for all t since 1 ∈N. However, by Proposition 2.3,
we have λ−k0t Sk0tϕ (1) converge to h uniformly. So h ∈N since N is closed, which
implies that λk0 is an eigenvalue of Sk0ϕ |N. The fact that λk0 is an eigenvalue of
maximum modulus also follows directly from Proposition 2.3.
Finally, for the general m and n, simply apply the above result to
Sψ(p, q) = RpMψCq = Rp(RtMϕCt )Cq = RmMϕCn = Sϕ(m, n)
(recall that ψ = Rtϕ and t = g.c.d.(m, n)). 
3. Computation of some nontrivial examples
Again let us assume that ϕ > 0 is continuous on T. Since T is compact, ϕ is
uniformly continuous on T in the sense that given 0 < 7 < 1 < ρ, there exists δ > 0
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such that 7ϕ(ω) < ϕ(z) < ρϕ(ω) whenever d(z, ω) < δ. It follows that there is a
large k0 and a s0 depending only on m and n so that
K−s07k−s0ϕk(ω)  ϕk(z)  Ks0ρk−s0ϕk(ω)
if d(z, ω)  2π
mk
, whenever k  k0, for some K > 0. (This is possible since m > n.)
This implies that
ϕk
(
θ1 + 2πi
mknk
+ 2πj
nk
)
≈ ϕk
(
θ2 + 2πi
mknk
+ 2πj
nk
)
(3)
and
ϕk
(
θ1 + 2πi
mk
+ 2πj
nk
)
≈ ϕk
(
θ2 + 2πi
mk
+ 2πj
nk
)
(4)
if |θ1 − θ2|  2π, where ak ≈ bk means that, given arbitrary 0 < 7 < 1 < δ, there
exists c > 0 such that c−17kak  bk  cδkak for all k (which implies that lim
k→∞ a
1/k =
lim
k→∞ b
1/k whenever the limits exist). Combining these and the following easy to
check properties:
• RmCn = CnRm if g.c.d.(m, n) = 1;
• (CmRmf )(z) = 1m
∑m−1
s=0 f (ζ sz) (ζ = ei
2π
m );
• fRmg = Rm((Cmf )g) (∀f, g ∈ L2(T)).
We see that the spectral radius formula (2) can be rewritten as
r= lim
k→∞
∥∥∥Rpk (Rqkψk)2
∥∥∥
1
2k
∞ = limk→∞
(∫
T
Rpk (Rqkψk)
2
) 1
2k
(by (3))
= lim
k→∞
(∫
T
(Rqkψk)
2
) 1
2k = lim
k→∞
〈
T k1, T k1
〉 1
2k
= lim
k→∞
〈
SkψT
k1, 1
〉 1
2k = lim
k→∞
(∫
T
SkψT
k1
) 1
2k
= lim
k→∞
∥∥∥SkψT k1
∥∥∥
1
2k
∞ = limk→∞
(
(SkψT
k1)(zk)
) 1
2k
(by (4))
for any sequence {zk} in T, where Sψ = Sψ(p, q) and T = S∗ψ is the adjoint of Sψ
on L2(T). Now since C(T) is invariant under both Sψ and T , we have
r(Sϕ(m, n)) = lim
k→∞
(∫
T
(SkψT
k1) dµ
) 1
2k = lim
k→∞µ(S
k
ψT
k1)
1
2k
for any positive Borel measure µ on T. This means, in particular, that
r(Sϕ(m, n)) = lim
k→∞ ν(S
k
ψT
k1)
1
2k = √λ lim
k→∞
(
(T ′kν)(1)
) 1
2k
, (5)
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where λ, ν are defined in Proposition 2.3. Here T ′ is the conjugate operator of T
acting on C(T)′. We shall now apply the above observation to the following three
examples:
Example 1. Consider ϕ(z) = bz+ a + bz  0, z = eiθ (which means a > 0 and
a  2|b|) and m = 3, n = 2. First assume that a > 2|b|. It is easy to verify that
N =∨{ek : |k|  1} is invariant under S = Sϕ(3, 2), and that the matrix of SN
with respect to the basis e−1, e0 and e1 is
b 0 00 a 0
0 0 b

 .
Therefore, by Proposition 2.4, λ = a and ν satisfies c0 = ν(1) = 1 and cs = ν(es) =
0 for all k /= 0 (i.e., ν is the normalized Lebesgue measure on T). Let νk = T ′kν. By
straightforward computation we see that νk(es) is the sth Fourier coefficient of the
function fk =Sk1 for every s. Since by Proposition 2.3 λ−kfk → h uniformly and
h > 0, we have
r(Sϕ(3, 2)) = a 12 lim
k→∞ νk(1)
1
2k = a 12 lim
k→∞〈fk, 1〉
1
2k = a lim
k→∞〈h, 1〉
1
2k = a.
As for the general case a  2|b|, let ϕε = ϕ + ε (ε > 0), then since the spectral
radius functional r(·) is upper semicontinuous (see [7]), we have
a = lim sup
ε→0
r(Sϕε (3, 2))  r(Sϕ(3, 2))  lim inf
ε→0 r(Sϕε (3, 2)) = a.
Remark. There is a much easier way to compute Example 1. As we have seen, the
spectral radius (2) equals
lim
k→∞〈T
k1, T k1〉 12k = lim
k→∞‖T
k1‖
1
k
2 ,
where T =S∗ = Sψ(p, q)∗.Now for the case in Example 1 we have T k1 = (R2Mϕ
C3)k(1) = ak for each k,which implies that r(Sϕ(3, 2)) = a. (In fact, if as = 〈ψ, es〉,
the sth Fourier coefficient of ψ = Rrϕ equals 0 whenever s ≡ 0 mod q, then
r(Sϕ(m, n)) = c0 if ϕ  0.)
Example 2. Consider ϕ(z) = c z2 + bz+ a + bz+ cz2  0, where z = eiθ , a 
2(|b| + |c|), and m = 3, n = 2. Let us first assume that a > 2(|b| + |c|) and a  1
so that
2|c|2
|a − b|2 +
|b|2
|a − c|2
(
2 + 2
a2 − 1 +
4
a2(a2 − 1)
)
< 1.
(This is possible since |c||a−b| , |b||a−c| < 12 ). It is easy to see that the spaceN =
∨{ek :
|k|  1} is invariant underS = Sϕ(3, 2) and the matrixSN with respect to e−1, e0
and e1 is
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
b 0 0c a c
0 0 b

 .
So again, by Proposition 2.4, we have λ = a and ν satisfying
cs = ν(es) =


c2t if s = 3t,
a−1(cc2t−1 + bc2t ) if s = 3t + 1,
a−1(bc2t−1 + cc2t ) if s = 3t + 2,
if s  0 and cs = c−s if s  0. It then follows that c0 = 1, c1 = ca−b , c2 = ba−c and
|cs | 


a
−
[ |t |
2
]
|c2| if s = 3t,
a
−
[ |t |
2
]
−1|c2| if s = 3t + 1 or s = 3t + 2,
where [x] is the largest integer less than or equal to x. Therefore the series ∑ cs is
absolutely convergent (since a > 1) and, consequently, the function f (z) =∑ cszs,
z ∈ T, is continuous on T. Furthermore for each k the measure νk = T ′kν satisfies
νk(es) = 〈fk, es〉 for all s, where fk =Skf. By Proposition 2.3, we have a−kfk →
g = ν(f )h uniformly. However, since ν(f ) =∑ csν(es) =∑ c2s ,we have |ν(f )| >
0 (by our choice of the “large” a), which means that g is bounded away from 0. It
follows, in particular, that 〈g, 1〉 = lim a−kνk(1) > 0 and therefore
r(Sϕ(3, 2)) =
√
a lim
k→∞ νk(1)
1
2k = a lim
k→∞〈g, 1〉
1
2k = a.
By the spectral mapping theorem and again by the fact that r(·) is upper semicontin-
uous, the above equation remains true in the general case.
Here we would like to point out that the difference between Examples 1 and 2
lies not so much in the fact that the symbol in the latter one has more terms, but
rather in the fact that the symbol in the latter one has nonzero terms whose indices
are multiple of 2 (see the remark following Example 1).
Next, let us present a nontrivial upper bound for r(Sϕ(m, n)):
Proposition 3.1. Let ϕ ≡ 0 be a nonnegative continuous function on T and
g.c.d.(m, n) = 1. If m > n, then there exists λ  0 such that λ is in the approximate
spectrum of Sϕ(m, n) and
r(Sϕ(m, n)) 
√
m
n
λ.
Moreover, if ϕ > 0 and Lipchitz on T, then λ can be chosen to be the largest eigen-
value of Sϕ(m, n) on C(T).
Proof. First suppose that ϕ > 0 and ϕ is a trigonometric polynomial. Then ϕ is
Lipchitz on T and Sϕ is irreducible. Therefore, by Proposition 2.3,
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lim
k→∞‖λ
−kSkϕ1 − ν(f )h‖∞ = 0,
where Sϕ = Sϕ(m, n), with λ, h and ν as usual. Also, it is not difficult to check that
the integer Nk defined by
Nk := max
{
s ∈ N : 〈Skϕ(es), 1〉 /= 0
}
satisfies Nk+1  mn Nk +M for some M > 0 independent of k. Moreover, one can
verify that
(T ′kν)(1) =
Nk∑
s=−Nk
〈Skϕ(es), 1〉ν(es).
Therefore, by the fact that |ν(es)|  1 for all s, we see that
(T ′kν)(1) 
Nk∑
s=−Nk
|〈Skϕ(es), 1〉ν(es)|  C
mk
nk
‖Sk(1)‖∞
for some C > 0 (independent of k). So as a consequence of Proposition 2.3 and Eq.
(5) we have
r(Sϕ(m, n)) =
√
λ lim
k→∞
(
(T ′kν)(1)
) 1
2k 
√
m
n
λ.
The fact that λ is the largest eigenvalue of Sϕ(m, n) on C(T) also follows easily from
the conclusion of Proposition 2.3.
For the case when ϕ  0, it is possible to choose ϕi > 0 such that ϕi ↘ ϕ and
ϕi is a trigonometric polynomial. Let λi be the corresponding eigenvalue of ri =
Sϕi (m, n). It is evident that ri  ri+1 and λi  λi+1 for all i. Set λ = limk→∞ λi,
then clearly λ is in the approximate spectrum of Sϕ(m, n). Furthermore, again by the
fact that r(·) is an upper semicontinuous functional, we see that
r(Sϕ(m, n)) = lim
i→∞ ri 
√
m
n
lim
i→∞ λi =
√
m
n
λ.
Finally, the conclusion for the cases in general follows from the fact that
r(Sϕ(m, n))  r(S|ϕ|(m, n)). 
Note that as a consequence of Proposition 3.1, we have
λ  r(Sϕ(m, n)) 
√
m
n
λ,
if g.c.d.(m, n) = 1 and m > n for all ϕ  0 continuous on T.
Example 3. Consider ϕ(z) = ez4 + dz3 + cz2 + bz+ a + bz+ cz2 + dz3 +
ez4  0, with z = eiθ , m = 4, n = 3 and b, c, d, e ∈ R. It is not difficult to verify
that the space N =∨{ek : |k|  1} is invariant under S = Sϕ(4, 3) and the matrix
of SN with respect to e−1, e0 and e1 is
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
b e 0d a d
0 e b

 .
So by Proposition 2.4 we have
λ = a + b +
√
(a + b)2 + 8de
2
and therefore, by Proposition 3.1,
a + b +√(a + b)2 + 8de
2
 r(Sϕ(4, 3)) 
a + b +√(a + b)2 + 8de√
3
.
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