This paper solves the open problem for an elliptical matrix variate version of the well known univariate Birnbaum and Saunders distribution. A generalisation based on a matrix transformation, instead of the independent element by element representation, was elusive in literature since the Gaussian univariate version was proposed in 1969. New results on linear structures were needed to derived the matrix variate distribution. A number of special cases are studied and some basic properties are found.
Introduction
Some restricted situations in statistics accepts that the hypothesis for an experimental or observational data can be based on univariate tests. But the complex reality involves multivariate or matrix variate decision problems with several dependent variables that must be considered simultaneously. This is the source of motivation to generalise the univariate probability distributions into the multivariate or matrix variate cases. However, the few known successful generalisations have required the creation of advanced mathematics, usually out of the scope of popular books and journals of high impact in decision sciences. Moreover, sometimes the leading techniques and the representations are not unique, then the associated theoretical relations enlarge the problem. For example, the extension of the univariate chi-squared into the so termed matrix variate Wishart distribution required the construction in the 50's of the theory of zonal polynomials of matrix arguments. Three different methods constructed the non singular central distribution: the singular value decomposition (SVD), the QR decomposition and the polar factorisation; see for example James (1954) , Roy (1957) and Herz (1955) , respectively. But their use in the computation of the joint latent roots distribution in the central case took more than 50 years after their apparition, and the relations among the densities are still unclear today. In fact, the theory for the extension to the non central Wishart was so advanced that the created invariant polynomials of several matrix arguments of Davis (1979) cannot be calculated even in this time of super computers. Now, there are two ways to generalise a univariate random variable into a random vector or a random matrix: i) Define the random vector or random matrix element by element.
ii) Propose a matrix transformation equivalent to the univariate function that defines the random variable Y .
For example, suppose a random variable Y with a chi-square distribution of n degrees of freedom, that is, Y ∼ χ 2 (n). Now, assume that the random vector Z ∈ ℜ n follows an ndimensional normal distribution, with vector mean E(Z) = 0 n ∈ ℜ n and covariance matrix Cov(Z) = I n ; where 0 n is a vector of zeros and I n is the n × n identity matrix. In notation, Z ∼ N n (0 n , I n ). Then, we know that Y Applying the first method (element-to-element) we can proceed as follows: let Z ∼ N n (0 n , I n ), such that n = n 1 + n 2 and
and Z 2 ∈ ℜ n2 . Then, define the random variables Y i = Z i 2 , i = 1, 2 and the vector random Libby and Novick (1982) . Using the same technique we can get the multivariate version of the random variable Y . Sometimes the matrix case can be obtained directly from multivariate (vector) version: let Y ∈ ℜ n×m and define v = vec(Y), where vec(Y) denotes de vectorisation of the matrix Y, then the distribution of Y is obtained from the distribution of the random vector v.
Alternatively, the matrix variate extension of the χ 2 -distribution became more popular that the addressed multivariate case. Assume n independent Z i ∼ N m (0, Σ), with Cov(Z i ) = Σ and i = 1, . . . , n. Define the random matrix
Otherwise, if n < m, then V is positive semidefinite, (V ≥ 0) and V is said to have a pseudoWishart distribution. These facts are denoted as V ∼ W m (n, Σ) and V ∼ PW m (n, Σ), respectively, see Srivastava and Khatri (1979) and Muirhead (2005) , among many others. Note that, if m = 1, Σ is an scalar, say σ 2 , then nV/σ 2 ≡ nY /σ 2 ∼ χ 2 (n). However, note that it is impossible to obtain a vector version of the distribution of V from the Wishart distribution. In addition, not all elements v ij (in V) follow a χ 2 -distribution. Note that, if the univariate random variable is a function of square or square root operators, the corresponding matrix variate version via a matrix transformation, must be a random square matrix; moreover, in general, it must be a random symmetric matrix, see Cadet (1996) , Olkin and Rubin (1964) , Muirhead (2005) , and references therein. Then, the matrix version includes the univariate case, but the vector version cannot be derived, moreover, the elements of the matrix does not follow the original univariate distribution.
However, a matrix variate version via element-to-element has not order constraint. The vectorial and the univariate cases can be derived directly from the matrix case, and all the elements of the matrix have as marginal distribution, the original univariate distribution, see Chen and Novick (1984) and Libby and Novick (1982) .
Extreme unusual cases allows equivalence among the vector version and the elementto-element representation and the matrix transformation. This occurs in the multivariate t-distribution; which is a consequence of a property for the t-distribution family, see (Kotz and Nadarajah, 2004, p. 2, 4) . A random p-dimensional vector with distribution t can be defined in two ways:
with (W 1/2 ) 2 = W and µ : p × 1 a constant vector. Nevertheless, this unusual property is not fulfilled in the matrix case. Consider the sample t 1 , . . . , t n of a multivariate population with t distribution, and consider the matrix
where
. But the random matrix T does not have the same distribution under the above two representations, even when their rows have the same distribution. In the first representation, T has a matrix multivariate t−distribution and under the second one it has a matricvariate T −distribution, see (Kotz and Nadarajah, 2004, p. 2, 4) . Also, note that the matricvariate T −distribution cannot be obtained from the matrix-variate t−distribution, and vice versa. Now we focus on the distribution of this work. An important lifetime model was introduced by Birnbaum and Saunders (1969) in the context of a problem of material fatigue. The so called Birbaum-Saunders distribution is a lifetime model for fatigue failure caused under cyclic loading and assumed that the failure is due to the development and growth of a dominant crack. A more general derivation was provided by Desmond (1985) based on a biological model.
The original univariate random variable was supported by a normal distribution, then the so termed Gaussian Birnbaum-Saunders random variable T is the distribution of
where Z ∼ N (0, 1). We shall denotes this fact as T ∼ BS(α, β), where α > 0 is the shape parameter, and β > 0 is both scale parameter an the median value of the distribution. Then, the inverse relation establishes that if T ∼ BS(α, β), then
Díaz-García and Leiva- Sánchez ( , 2006 propose a generalization of the Birnbaum-Saunders distribution, replacing the Gaussian hypothesis in (2) by a symmetric distribution, i.e. they assume that Z ∼ E(0, 1, h). We recall that the density function of
, for z ∈ ℜ. Therefore, (1) defines the so called generalized BirnbaumSaunders distribution, which shall be denoted by T ∼ GBS(α, β; h). Note the long delay to appear the elliptical univariate version. In fact, the element-to-element elliptical matrix variate version of Birnbaum and Saunders (1969) was published in Caro-Lopera et al. (2012) , it demanded the develop of some theory to connect the Hadamard product and the usual matrix product. In the same direction, Caro-Lopera and Díaz-García (2016) studied the so termed diagonalization matrix and applied it in another matrix representation of the element-to-element generalized matrix variate Birnbaum-Saunders distribution. Moreover, Sánchez et al. (2015) performed estimation for the matrix parameters of that type matrix case. But a matrix transformation has been so elusive in literature and no clue to derive such transformation can be inferred or proposed from the existing extensions of another families matrix variate distributions. This paper develops a particular theory of linear structures in order to derive the matrix variate Birnbaum-Saunders distribution under elliptical models. Some basic properties are studied and the expected corollaries are derived.
Preliminary results
Some properties and definitions in matrix variate elliptical theory are summarised below. A detailed study of this family of distributions is presented in Fang and Zhang (1990) and Gupta and Varga (1993) , among many others authors. This section also presents the published element-to-element representations of the Birnbaum-Saunders distribution. First, some results and notations about the new required matrix algebra are considered, see Magnus (1988) .
Notation
For our purposes: if A ∈ ℜ n×m denotes a matrix, this is, A have n rows and m columns, then A ′ ∈ ℜ m×n denotes its transpose matrix, and if A ∈ ℜ n×n has an inverse, it shall be denoted by A −1 ∈ ℜ n×n . An identity matrix shall be denoted by I ∈ ℜ n×n , to specified the size of the identity, we will use I n . A null matrix shall be denoted as 0 ≡ 0 n×m ∈ ℜ n×m . For all matrix A ∈ ℜ n×m exist A − ∈ ℜ m×n which is termed Moore-Penrose inverse. The eigenvalues of A ∈ ℜ n×n are the roots of the equation |λI n − A| = 0. A ∈ ℜ n×n is a symmetric matrix if A = A ′ and if all their eigenvalues are positive then A is positive definite matrix, which shall be denoted as A > 0. Given a definite positive matrix A ∈ ℜ m×m , there exist a positive definite matrix A 1/2 ∈ ℜ m×m such that A = A 1/2 2 , which is termed positive definite root matrix. If A ∈ ℜ n×m is writing in terms of its m columns,
sn×rm denotes its Kronecker product. For A, B, and C, matrices of suitable matrices orders, we have
The commutative matrix K nm ∈ ℜ nm×nm is the matrix with the property that K nm vec A = vec A ′ , for every matrix A ∈ ℜ n×m . In addition for A ∈ ℜ m×m , and B ∈ ℜ p×q ,
Let A ∈ ℜ n×m with rank r. Denote the r nonzero (hence positive) eigenvalues of A ′ A as λ 1 , . . . , λ r . Then the eigenvalues of the matrix K nm (A ′ ⊗ A) are given by λ i , i = 1, . . . , r and ± λ i λ j , i < j.
2.2 Matrix variate distribution.
Definition 2.1. Is said that Y ∈ ℜ n×m has a matrix variate elliptically contoured distribution if its density with respect to the Lebesgue measure is given by:
where µ ∈ ℜ n×m , Σ ∈ ℜ m×m , Θ ∈ ℜ n×n , Σ > 0 and Θ > 0 and (dY) is the Lebesgue measure. The function h : ℜ → [0, ∞) is termed the generator function and satisfies Gupta and Varga (1993) .
When µ = 0 n×m , Σ = I m and Θ = I n , such distribution is termed matrix variate symmetric distribution and shall be denoted as Y ∼ E n×m (0, I nm , h).
Finally, observe that this class of matrix variate distributions includes normal, contaminated normal, Pearson type II and VI, Kotz, logistic, power exponential, and so on; these distributions have tails that are weighted more or less, and/or they have greater or smaller degree of kurtosis than the normal distribution. Now, from Díaz-García and Leiva- Sánchez ( , 2006 
Alternatively, let V = √ T , with dt = 2vdv, then under a symmetric distribution, (2) can be rewrite as
Moreover
Among other authors, Díaz-García and Domínguez Molina (2006) proposed a multivariate version (vector version) defined element-to-element of the density function (6), this is, they assumed that z ∼ E n (0 n , I n ; h) and define the change of variable
Then, the distribution DF t (t 1 , . . . , t n ) of t = (t 1 , . . . , t n ) ′ ∈ ℜ n + , termed multivariate generalised Birnbaum-Saunders distribution, is given by
where denotes the exterior product, see (Muirhead, 2005 , Section 2.1.1, p. 50). This fact is denoted as t ∼ GBS n (α, β; h), with α = (α 1 , . . . , α n ) ′ and β = (β 1 , . . . , β n ) ′ . This distribution was studied in detail by Díaz-García and Domínguez Molina (2007) when β 1 = · · · = β n = β and α 1 = · · · = α n = α.
As we mentioned above, the matrix variate generalised Birbaum-Saunders distribution can be obtained from the multivariate case by defining the vector r = vec T, where T ∈ ℜ n×m and
with i = 1, . . . , n;, j = 1, . . . , m. Then, assuming that Z ∼ E n×m (0, I nm , h) the distribution
which is denoted as T ∼ GBS n×m (A, B; h), with A = (α ij ), and B = (β ij ), i = 1, . . . , n;, j = 1, . . . , m. This distribution was found and studied by Caro-Lopera et al. (2012) . Their main goal was to construct a matrix representation of the matrix variate generalised BirnbaumSaunders distribution. Using the diagonalisation operator, the Hadamard product and partition theory, they propose two matrix representations of the density function (10). In terms of the diagonalisation matrix, an alternative matrix representation of the generalised matrix variate Birnbaum-Saunders distribution was proposed by Caro-Lopera and Díaz-García (2016).
Generalised matrix variate Birnbaum-Saunders distribution
This section derives the main result of the paper, the so termed generalised matrix variate Birnbaum-Saunders distribution via a matrix transformation. First we find the distribution of a random matrix V ∈ ℜ n×m , such that T = V ′ V has a generalised matrix variate Birnbaum-Saunders distribution; i.e. we shall get the matrix variate version of the density function defined by (8). Then, some special cases are found and, finally the generalised matrix variate Birnbaum-Saunders distribution is obtained.
Theorem 3.1. Assume that Z ∼ E n×m (0 n×m , I nm , h) and consider the following matrix version of (7)
where Ξ ∈ ℜ m×m , Ξ > 0 is the shape parameter matrix; ∆ ∈ ℜ m×m , ∆ > 0 is the scale parameter matrix, such that ∆ is the positive definite square root of β ( ∆ 2 = β); and
Proof. Write
The density of Z is dF Z (Z) = h(tr Z ′ Z)(dZ).
To determine the explicit form of the volume element (dZ) under the change of variable (13), we will proceed using the theory developed by Magnus (1988) . Hence, taking differentials in (13) we have
By vectorisation, we get
Therefore, given that Ξ and ∆ are symmetric matrices,
Thus,
The required result is obtained by noting that rank (
Now, some special cases of the density function (12) are found.
Corollary 3.1. Under the hypotheses of Theorem 3.1 we obtain the following results:
i) Assuming that Ξ = αI m , α > 0, the density function (12) turns into
Where λ i , i = 1, . . . , m, are the eigenvalues of the matrix (V ′ V) −1 and abs(·) denotes de absolute value, furthermore,
iii) Analogously, taking Ξ = αI m and ∆ = √ βI m , we obtain
Proof. i) The result follows by using tr(aI)B = a tr B and |aI m | = a m .
ii) First recall that: if the eigenvalues of the matrix A are λ 1 , . . . , λ m the eigenvalues of the matrix (I ± A) are 1 ± λ 1 , . . . , 1 ± λ m . Also, observe that if ∆ = √ βI m ,
, we have that the eigenvalues of
. . , m and ±β λ i λ j , i < j. Hence,
where abs(·) denotes de absolute value, and
The result now is evident.
iii) The result follows from i) and ii).
iv) The result is a consequence of iii), taking m = n = 1 and observing that (
The next result considers β = βI m as a particular case of generalised matrix variate Birnbaum-Saunders distribution via matrix transformation . This fact shall be denoted as T ∼ GBS m (n, Ξ, β, h), where Ξ ∈ ℜ m×m , Ξ > 0 is the shape parameter matrix, ∆ ∈ ℜ m×m , ∆ > 0 such that ∆ is the positive definite square root of the scale parameter matrix β, i.e. ∆ 2 = β.
Theorem 3.2. We say that T ∼ GBS m (n, Ξ, βI m , h) if its density function is given by
Where λ i , i = 1, . . . , m are the eigenvalues of T −1 , and Γ m [·] denotes de multivariate gamma function, see (Muirhead, 2005, Definition 2.1.10, p.61) ,
and Re(·) denotes de real part of the argument.
Proof. By analogy with the univariate case, Equations (6), (7) and (8), starting from (11), we shall say that the positive definite matrix T = V ′ V have a generalised matrix variate Birnbaum-Saunders distribution. First consider that β = βI m then the density function of the corresponding random matrix V is given in Corollary 3.1 ii), moreover,
m×m is a real upper triangular matrix. Then T = V ′ V = R ′ R. Note that in the considered QR factorisation (V = H 1 R), the matrices H 1 and R are defined in (Mathai, 1997, p. 100) , see Theorem 2.9 and the preceding discussion for the unique choice of H 1 and R. Then by (Muirhead, 2005, Theorem 2.1.14, p. 66) (dV) = 2 −m |T| (n−m−1)/2 (dT)(H ′ 1 dH 1 ) Thus, the joint density function of T and H 1 is
where λ i , i = 1, . . . , m are the eigenvalues of T −1 . In this case, see (Mathai, 1997, p. 117) ,
Then the required result is obtained.
Corollary 3.2. A particular case of Theorem 3.2 is given next:
ii) If m = n = 1 then Ξ ≡ α and β ≡ β and
Proof. This follows directly from Theorem 3.2, just recall that Γ[1/2] = √ π.
Next, we propose a general expression for the density function of T, when T ∼ GBS m (n, Ξ, β, h).
where δ i are the eigenvalues of βT −1 .
Proof. Assume that U ∼ GBS m (Ξ, βI m , h). By (14), taking β = 1 and considering the change of variable T = ∆U∆, such that (dU) = |∆| −(m+1) (dT) = |β| −(m+1)/2 (dT). Then we have that U = ∆ −1 T∆ −1 , with
and δ i , i = 1, . . . , m are the eigenvalues of (∆ −1 T∆ −1 ) −1 = ∆T −1 ∆ or βT −1 . And the required result follows.
The Gaussian case is obtained by taking Z as a matrix variate normal distribution in Theorem 3.1. Hence, from Theorem 3.3 we obtain the matrix variate Birnbaum-Saunders distribution, which shall be denoted as T ∼ BS m (n, Ξ, β)
Proof. In the Gaussian case we just take h(z) = (2π) −nm/2 etr(−z/2). Then the proof follows straightforwardly from Theorem 3.3.
Some basic properties of the generalised matrix variate Birnbaum-Saunders distribution are summarised in the next result.
where ρ i are the eigenvalues of βS.
ii) The density function of
where ̺ i are the eigenvalues of
Proof. The corresponding proofs are obtained by considering the following Jacobians, see (Muirhead, 2005 , Section 2.1.1).
i) Let S = T −1 , then (dT) = |S| −(m+1) (dS) and ii) Let Y = C ′ TC, then (dT) = |C| −(m+1) (dY), respectively.
We note that the general and particular distributions here derived can be easily computed. A number of challenges for future work involve the parameter estimation, the moments, the associated Wishart type distributions, etc.. An interesting application refers to their use in shape theory under skew distributions. We must say that at present, the statistical shape theory has been supported only by symmetric distributions. Scatters of certain classical landmark data suggest multi modal clusters and skew elliptical distribution. Some special transformation such as QR, SVD and polar are of interest for applications, but at first sight the kernel of the transformed matrix distribution ask for a new theory of integrals and properties of zonal polynomials.
Conclusions
This paper revised the literature and techniques for extending the univariate Gaussian Birnbaum-Saunders distribution into a matrix version. The addressed distribution was defined more than 50 years ago and its generalisation in the matrix case was of interest for applications in complex data model by skew and multimodal distributions. Literature tells that a number of efforts were given to obtained a matrix version, but only the restricted element-to-element representation was achieved. This paper obtains a consistent matrix representation via a matrix transformation which allows to express the density in terms of the random matrix instead of their elements. The new representation demanded the construction of some aspects in linear structures. This work also sets the matrix variate Birnbaum-Saunders distribution into a general class of elliptical distribution, which allows a number dependent relations and models. From the algebraical point of view, the new family of generalised matrix variate Birnbaum-Saunders distribution is set into the classical matrix theory and allows a number of possible transformations to research in future. Finally, the work establishes several particular matrix variate distributions and particular low order cases which allows posterior works for inference and related aspects.
