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ABSTRACT 
Fiedler and Pt& called a cone tninimal if it is n-dimensional and has n + 1 
extremal rays. We call a cone almost minimal if it is n-dimensional and has n +2 
extremal rays. Duality properties stemming from the use of Gale pairs lead to a 
general technique for identifying the extreme cone-preserving (positive) operators 
between polyhedral cones. This technique is most effective for cones with dimension 
not much smaller than the number of their extreme rays. In particular, the Fiedler-Ptak 
characterization of extreme positive operators between minimal cones is extended to 
the following cases: (i) operators from a minimal cone to an arbitrary polyhedral cone, 
(ii) operators from an almost minimal cone to a minimal cone. 
1. INTRODUCTION 
This paper deals with positive-or, more accurately, cone-preserving- 
operators between polyhedral cones. A technique for dealing with the ex- 
tremal vectors in the cone of these positive operators is developed, which is 
most effective for cones of dimension not much smaller than the number of 
their extreme rays. This technique is in the spirit of Fiedler and Ptalc [3]. It 
allows the treatment of more general cases. The simplest such cases are dealt 
with in more detail, leading to a constructive description of the extremal 
operators. 
The basic tools in the development of this technique are the concepts of 
Gale pair and bipositive operator. Gale pairs are established as convenient 
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means for representing polyhedral cones, and bipositive operators are the 
corresponding form of cone-preserving operators. The cone of bipositive 
operators is simpler to define and visualize than the usual cone of positive 
operators, and because of the duality inherent in the Gale pair structure it is 
more susceptible to analysis (at least in the cases discussed here). Transition 
back to the cone of positive operators can be accomplished by a suitable 
linear transformation. 
We now sketch the structure of the paper. 
Notation and general terminology are given in Section 2. 
Section 3, “Gale pairs,” starts with the definitions of Gale pair and related 
concepts. The connection to polyhedral cones (via their extremals) is estab- 
lished, and relevant properties mentioned. The section ends with a theorem of 
M. A. Perles, which has been one of the motivations for the present paper. 
Section 4, “Bipositive operators,” introduces this concept and links it, 
through suitable projections, with those of X-positive and Z-positive operators. 
The first refers to the ordinary cone-preserving operators, while the latter 
serves as the main tool for our investigations. 
Section 5, “Extreme bipositive and positive operators,” constitutes the 
main (and largest) part of the paper. It starts with theorems giving necessary 
and sufficient, relatively constructive conditions for the extremality of biposi- 
tive operators in the two possible cases. Then the cases of simplicial, minimal, 
and almost minimal cones are dealt with in detail. In particular, a result of 
Fiedler and PC& is reestablished. 
Section 6 contains examples illustrating the important special cases dis- 
cussed in Section 5. 
2. TERMINOLOGY AND NOTATIONS 
All scalars, vectors, and matrices mentioned in this paper are real. The 
field of real numbers will be denoted by Iw, the vector space of real n-tuples 
by I%“, and the vector space of m X n real matrices by M,x,. Since no 
change of basis takes place, the terms vector and n-tuple, as well as linear 
operator and matrix, will be used synonymously. 
Occasionally we follow [9] in using empty matrices, i.e. matrices in MOxn 
(or in Mm,,,). Th eir arithmetic manipulation is based upon a careful applica- 
tion of the usual formal definitions and properties of matrices to the case of 
empty index sets. For example, every empty matrix is zero (since each of its 
entries is zero), and if A E MmxO and B E Moxn, then AB is a zero m X n 
matrix. 
The transpose of the matrix A will be denoted AT. 
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Throughout the paper, standard terminoIogy concerning convex cones is 
used (see, for instance, [2]). All cones considered are full, pointed, polyhedral 
(and thus closed) cones. K* denotes the cone dual to a cone K, int K the 
interior of K, and ext K the union of the extremal rays of K. A vector in ext K 
will be called, for short, an extrenuzl of K. lI( K,, K,) will denote the cone of 
positive (or cone-preserving) linear operators from a cone K, to a cone K,, 
that is, those mapping K, into K,. 
3. GALE PAIRS 
Let C!?CD+,, denote the group of positive generalized diagonal matrices of 
order n X n, i.e., the set of n X n matrices having in each row and column 
exactly one nonzero entry-and these entries ah positive. 
Motivated by the concepts of “Gale diagram” and “Gale transformation” 
[4, 9, 11, we have 
DEFINITION 3.1. Let X and 2 be two matrices, both having n columns. 
(i) The pair (X, 2) will be called a Gale pair if 
(a) XZr = 0, 
(b) rankX+rankZ=n. 
(ii) The pair (X, Z) will be called a generalized Gale pair if 
(a) XDZr=O for some DE 5?CDi)nXn, 
(b) rankX+rankZ=n. 
DEFINITION 3.2. 
(i) The matrix XE Mkxn is linearly equivalent to the matrix XE Mix, if 
there exist matrices TE Mix, and FE Mkxk such that 
x=TX and X=FX. 
This will be denoted X -I %. 
(ii) The matrix XE MkXn is linearly cone-equivalent to the matrix XE 
Mix, if there exist matrices TE Mix,, FE M,,, and D, DE 9?qnx,, such 
that 
x=TXD and X=TXD. 
This will be denoted X - lC x 
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(iii) The pair of matrices (X, Z) is linearly equivalent (line&y cone- -- -- 
equivalent) to the pain of matrices (X, Z)-denoted (X,Z) - l( X, Z)(( X, Z) -- 
- lC( X, Z))-if X -IX and Z - 1 Z (respectively, X -1,X and Z - lr Z). 
Observe that X is linearly equivalent to Xif and only if they have the same 
row space, and also that (X, Z) is a Gale pair if and only if the row-spaces of 
X and of Z are orthogonal complements. The same can be said about linear, 
cone-equivalence and a generalized Gale pair, provided that one properly 
“stretches” and permutes the columns of the matrices. 
These observations lead immediately to the following 
LEMMA 3.3. 
(i) Linear and cone-linear equivalence (of matrices and of matrix pairs) 
are equivalence relations. 
(ii) If X - lC x (in particular, if X - IX), then 
rank X = rank X. 
-- 
(iii) Zf (X, Z)-l(X, Z), then (X, Z) is a Gale pair iff (X, Z) is a Gale 
pair. -- 
(iv) Similarly, if (X, Z) - -- lC(X, Z), then (X, Z) is a generalized Gale pair 
iff (X, Z) is a generalized Gale pair. 
We also obtain the following useful lemmas: 
-- 
LEMMA 3.4. Let (X, Z) and (X, Z) be Gale pairs. The following state- 
ments are equivalent: 
(9 X -I q 
(ii) Z -I Z, -- 
(iii) (X, Z)-l(X, Z). 
Needless to say, a similar statement holds for generalized Gale pairs and 
cone-linear equivalence. 
COROLLARY 3.5. Zf (X, Z) and (X, z) are Gale pairs, then Z -I z 
LEMMA 3.6. Zf XEM,,, and rank X = r, then there exists a matrix 
FEM rXn which is linearly equivalent to X. 
Proof. The rows of Xshould form a basis for the row space of X. n 
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The use of Gale pairs will be restricted, from now on, to the special 
context of 
DEFINITION 3.7. Let (X, 2) be a (generalized) Gale pair where X E MkXn 
and ZE M,,,. Let K be a (full and pointed) polyhedral cone in Iw k. The pair 
(X, Z) represents K if: 
(i) the columns of X are representatives of the extremal rays of K (i.e., 
they are all extremal vectors, and each extremal ray contains exactly one of 
them), 
(ii) rank Z = E. 
Note that rank X = k follows from the fullness of K. 
Considerations of efficiency and ease of description lead us to restrict the 
notion of Gale pair even further. 
DEFINITION 3.8. A Gale pair (X, Z) will be called rwrmulized if every 
column of Z is either zero or a unit vector. 
Obviously, every (generalized) Gale pair is linearly cone-equivalent to a 
normalized Gale pair. 
The existence and uniqueness properties of (generalized) Gale pair repre- 
sentations of a cone K will now be described. Let us recall that the cones K 
and K are (linearly) isomorphic if there exist linear maps T and r such that -- 
K=T(K) and K=T(K). 
THEOREM 3.9. Let K and K be polyhedral cones. Then: 
(i) K has a normalized Gale pair representation. 
(ii) All generalized Gale pairs representing K are linearly cone-equivalent. 
(iii) More generally, if (X, Z) and (X, Z) are generalized Gale pairs 
representing K and K, then (X, Z) and (X, Z) are linearly cone-equivalent if 
and only if K and K are (linearly) isomorphic. 
Proof. (i): Let X have as columns representatives of the extremal rays of 
K, and let Z have as a row space the orthogonal complement of the row space 
of X. According to Lemma 3.6, Z can be chosen to have a minimal number of 
rows, so that (X, Z) will be a Gale pair representing K. Now each column of 
Z may be (separately) normalized through multiplication by a suitable 
positive scalar. Dividing the columns of X by the corresponding scalars leads 
to a normalized Gale pair, as required. 
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Statement (ii) is a special case of (iii). -- 
(iii): If (X, 2) - lc(X, Z), then in particular X - lc x Assume that X= TXD --- 
and X = I’XD as in Definition 3.2(ii). Then T maps the extremal rays of K -- 
onto the extremal rays of K, so that K= T(K). Similarly, Kz T(K). -- 
Conversely, let K = T(K) and K = T(K). Then ext K c T(ext K) and 
ext K c T(ext K), so that K and K have the same number of extremal rays. 
These rays are in one-to-one linear correspondence, so that TX = x0-l for 
some D-‘E 9q,,,. 
--- 
Gerefore X= TXD, and similarly X = Z’XD. According -- 
to Lemma 3.4, X - k X now forces (X, Z) - k( X, Z). n 
In the rest of the paper, use will be made of (nongeneralized) Gale pairs 
only. Quite often they will be assumed to be normalized, but this will be 
explicitly stated. 
Finally, let us mention the following result of M. A. Perles [4, 9, 11, 
formulated in terms of Gale pairs. . 
THEOREM 3.10. Let K be a polyhedral cone, and let (X, Z) be a Gale 
pair representing it. Denote by x~,...,x, (z,,...,z,) the columns of X 
(respectively, Z), and let N = { 1,2,. . . , n}. Then, for 0# Z c N, the following 
statements are equivalent: 
(i) The set {xjliEZ} is a set of representatives of the extremal rays of a 
face of K. 
(ii) 0 E relint(conv{zi 1 i @ Z}) ( i.e., cone{zi 1 i 54 Z} is a linear space). 
NOTE. If the (equivalent) conditions of the theorem are satisfied, { zi 1 i t? 
Z} will be called a coface of {ziliE N}. 
4. BIPOSITIVE OPERATORS 
Let us now discuss positive operators on cones. 
DEFINITION 4.1. Let (Xi, Z,) and (X,, Z,) be Gale pairs. Assume that 
Xi and Zi have ni columns (i = 1,2). A bipositive operator jknn (X,, Z,) to 
(X,, Z,) is an 12s X n1 matrix B, satisfying: 
(i) B 2 0, 
(ii) X,BZ; = 0. 
(The matrix B in Section 1 of [3] is an example of a bipositive operator.) 
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NOTATION. Let ?i393[(X,, Z,), (X,, Z,)] denote the set of bipositive 
operators from (X,, Z,) to (X,, Z,). If no ambiguity results, this will be 
abbreviated to 939. 
THEOREM 4.2. 
(i) Zf(X,, Z,) and (X,, Z,) are Gale pairs, then ‘%CT’u[(X,, Z,), (X,, Z,)] 
is a pointed polyhedral cone. 
(ii) Zf(X,, Z,)-l(x,, z,) and (X,, Z,)-l(g2, z2) are four Gale pairs, 
then %9[(Xi, Z,), (X,, Z,>l = %9KFI, &>, <&, z,)l. 
Proof (i): The bipositive operators are the solutions of a set of homoge- 
neous linear equations and inequalities. Therefore they form a polyhedral 
cone, and since the inequalities in Definition 4.1(i) are satisfied (simulta- 
neously) as equalities only for B = 0, this cone is also pointed. 
(ii): If X2 = TX, and Zi = SZ,, then every BE ?i!~‘??[(Xi, Z,), (X,, Z,)] 
satisfies B 2 0 and also XaSZT = TX,BZTSr = 0. Therefore BE ?i3?? [( Fi, Z,), 
(X2> %>I. n 
DEFINITION 4.3. Let (X,, Z,) and (X,, Z,) be Gale pairs, and let Cl39 be 
as above. Assume that each of Xi and Z, has its rank equal to the number of 
its rows. Denote 
V= I BEM, Xn 2 1 IX,BZ;=O), 
vi = Mk,Xk,T 
Define now rx : V + V, by 
r,( @Xi = X,B, 
and rznz:V-Vz by 
71,( B)Z, = Z,BT. 
rx( %C?) will be called the cone of X-positive operators (from Xi to X,), while 
~=(a??) will be called the cone of Zpositive operators (from Z, to Z,). 
Notice that the special assumptions on Xi and Z, imply that rx and rrz are 
well defined. These assumptions are satisfied, in particular, if (Xi, Z,) and 
(X,, Z,) represent cones. 
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LEMMA 4.4. Let K, and K, be polyhedral cones, represented by the Gale 
pairs (X,, Z,) and (X,, Z,), respectively. Then an operator is X-positive from 
X, to X, if and only if it is a positive operator (in the usual sense) from K, to 
K,. 
In other words: VI-~ maps ‘??19 onto the cone of positive operators II( K,, K2). 
Proof. Let BE %I??‘. By Definition 4.3, VTJB) maps every column of X, 
into a linear combination of columns of X,, with nonnegative coefficients. 
Therefore it maps the extremals (and consequently all) of K, into K,. 
Conversely, let A be a positive operator from K, to K,. A maps every 
column of X, into the cone K,, that is, into a linear combination of the 
columns of X,, with nonnegative coefficients. Therefore AX, = X,B for some 
nonnegative matrix BE Mnzxn,. Multiplying on the right by Zy, we get 
X2BZ~=AX,Z~=0.ThusB~‘%?andA=~,(B). H 
THEOREM 4.5. Let K,, K, be polyhedral cones represented by Gale pairs 
(X,, Z,) and (X,, Z,), respectively, and let %?I??’ be the corresponding cone of 
bipositive operators. 
(i) Zf F, is a face of 7rJ%?_?) then F=~;‘(F,)n%? is a face of 39. 
Moreover, rx( F) = F,. 
(ii) Let F be a face of %I??. Then there exists a face F, of IT~(%??) such 
thatF=~~1(F,)t193C?ifandonZyifF=(F+ker~JfY33Ci’. 
(iii) (ker~~)n%?? = (0). 
Proof. Recall that a cone F c K is a face of the cone K if x, YE K, 
r+y~F ==, x,y~F. 
(i): Let F, be a face of 7rz(%??); then F = ~x-‘(F,)n%T is a cone 
contained in a??‘. If B,, B,E ?i3? and B, + I&E F, then vJB,), ~~lr,(Ba)~ 
7~,( a??‘) and rz( B,) + n,( B,) = VJ B, + B,) E F,, and therefore T~,( B,), r.J B,) 
E F, and B,, B,E ~x~‘(F,)n~9 = F. Thus F is a face of 939. 
Certainly T~,( F) c 7~,( rx- ‘( F,)) c F,. On the other hand, since rx maps $39 
onto ~~(a??), every operator in F, c ~~(339) is the image of an operator in 
$39, which is necessarily in F. Thus T~( F) = F,. 
(ii): First of all, F + ker rr = n; ‘( ?T,( F)). 
Suppose that F = ~:‘(F,)n%9 for some face F, of ~~(99). Then, 
according to (i) above, rl( F) = F, and therefore F = ~7~~ ‘( 7~,( F)) f-Y@? = (F 
+ker:rz)n%3. 
Conversely, let F be a face of 939 satisfying F = Tag ‘( T~( F)) fV@?, and let 
F, = 7~,( F). F, c 7~,( a??‘) is a cone, and it suffices to show that it is a face of 
T~(%~!). Let A,, A,E ~~(a??) be such that A, + A,E F,. There exist B,, B, 
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~a’?? such that Ai=~,(Bi) (i=1,2). Then ~JB,+B,)=A,+A,EF,= 
r*(F), and therefore B, + B,E rL’(rJF)) fYi39 = F. Since F is a face of 
39, we have B,, B,E F and Ai =7rZ(Bi)~ r=(F)= F, (i = 1,2), and F, is a 
face of 7rZ(?i3??). 
(iii): A nonzero BE (ker rZ) f%?? satisfies B > 0 and X,B = 0. Therefore 
every nonzero column of B gives rise to a linear combination of the columns 
of X,, with nonnegative coefficients (not all zero), which is equal to zero. This 
is impossible for a pointed K,. W 
COROLLARY 4.6. Let K,, K, be polyhedral cones, and let 99 be a 
corresponding cone of bipositive operators (defined by suitable Gale pair 
representations). Then 
ext II( K,, K,) c v,(ext 939). 
Proof. Let F, be an extremal ray of IRK,, K,) = T~(??I~). According to 
Theorem 4.5(i), there exists a face F of a?? such that rx(F) = F,. If F’ is an 
extremal ray of F (and therefore also of a??), then according to Theorem 
4.5(m), 7r1( F’) # {0}, and therefore 
F,=r,.(F’) c rZ(ext’%9’). n 
Corollary 4.6 enables one to find the extremals of II(K,, K,): First find the 
extremals of (the relatively simply defined) ifi??, or even merely a small finite 
set containing the representatives of all the extremal rays. Then project them 
by means of TV, and pick out those projections that are not nonnegative 
combinations of others. 
This result will be used in the next section to find ext II(K,, K,) in case 
K, has relatively few extremals. 
5. EXTREME BIPOSITIVE AND POSITIVE OPERATORS 
This section describes a principal application of the concepts and methods 
developed in the previous sections. In it, the extreme rays of the cone 
II(K,, K,) of positive (that is, cone-preserving) operators between two gen- 
eral polyhedral cones K, and K,, are briefly discussed. Some simple cases are 
dealt with in more detail, and a construction of the extremals is given. These 
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results generalize the one by Fiedler and Ptak [3], characterizing the extremal 
rays of II( K,, K,) in case both K, and K, are indecomposable minimal cones. 
These characterizations are achieved by the technique mentioned at the 
end of the previous section, employing the cone a?? of bipositive operators. 
The structure of a?? is determined through the Gale-pair duality, exploiting 
the assumed low rank of Z (that is, the small difference between the number 
of extremal rays of a cone and its dimension). 
A few examples, illustrating the above mentioned results, will be given at 
the next section. 
Let (X,, Z,) and (X,, Z,) be Gale pairs representing the polyhedral cones 
K, and K,, respectively; Xi E Mkixn, and Zi E Mrzx,, (i = 1,2). Again, let 
From the definition and properties of rrz it follows that 
This definition will be more convenient when dealing with cones with few 
extremals. 
The following two theorems contain important facts about the extremal 
rays of 99’. The first one deals with the case C = 0, characterizing the 
extremals completely (for general polyhedral cones). The second theorem 
deals with C # 0. 
THEOREM 5.1. 
) Let B = ( bij) be a nonzero extremul operator in ‘489, and assume that 
rJB)=O (i.e., Z,BT=O). Then: 
(a) All the rows of B-with one exception-are zero. 
(b) There exists a vanishing convex combination of the columns of Z,, the 
coefficients of which are --up to a constant positive factor-the 
entries in the unique rumzero row of B. 
(c) The support of the rwnzero row at B is minimal in 
(ii) Conversely, every n2 X n1 matrix B satisfying (a), (b), and (c) is an 
extremul of 339, and induces (through ITS) an extremal operator in 
EXTREME POSITIVE OPERATORS 71 
II(K,, K,). All the rank-l extremuls of II(K,, K,) (and only these) are 
obtained in this way. 
Proof. (i): If an operator BE 39 with Z,Br = 0 has two (or more) 
nonzero rows, we may define B, to de identical to B in one of these rows, and 
zero elsewhere; and let B, = B - B,. Then B, and B, are n, X nr nonnegative 
matrices satisfying Z,Br = Z,Bl = 0, and therefore B,, B,E 39. Since B = 
B, + B, and B is not a multiple of B,, B cannot be an extremal of a’??. That 
proves (a). Property (b) follows directly from Z, BT = 0. If (c) is not true, we 
may define B, like B-but corresponding to a convex combination (of the 
columns of 2,) with a set of indices of the nonzero coefficients properly 
contained in the set corresponding to B. If B, is multiplied by a sufficiently 
small E> 0, then B, = B - EBB will be nonnegative and we may conclude 
again that B is not extremal in 39. 
(ii): Let B be an ns X n, matrix satisfying (a), (b), and (c) of (i). Then B is 
nonnegative and satisfies Z,BT = O-and thus BE %I??‘. If B = B, + B, where 
B,, B,E a??‘, then the nonnegativity of B, and of B, forces their entries to be 
zero wherever the corresponding entry of B is zero. Therefore B, and B,ZF 
have (at most) one nonzero row, and together with X,B,ZT = 0 and the fact 
that X, has no zero columns, this forces B,ZF = 0. 
Now, there exists E> 0 such that B - eB1 is nonnegative but has fewer 
nonzero entries than B-and in view of Z,( B - EB,)~ = 0 and property (c), 
this implies B - &B1 = 0, and thus B, is a multiple of B. Therefore B is 
extremal in 939. 
Let A = TJB), that is, X,B = AX,. Assume that A = A, + A,, where 
A,,A,EII(K,,K,). Then A,=rJB,) for some Bj~%T (i=1,2). A maps 
every column of X, to a nonnegative multiple of a fixed column of X, (the one 
with the same index as the nonzero row of B), and therefore so do A, and A, 
(the columns of X, are extremals of Ks). Since no column of X, is a (multiple 
of a) convex combination of other columns, we deduce that B, and B, also 
have at most one nonzero row (with the same index as B)-and consequently 
B = B, + B,. Since B has been shown to be extremal in a’??, B, and B, are 
multiples of it and A,, A, are multiples of A -which is therefore extremal in 
WK,, K,). 
Finally, A (defined as above) is certainly of rank 1 (mapping a spanning 
set of R’ ‘1 into a l-dimensional subspace of R ‘2). On the other hand, if A is a 
rank-l extremal of II( K,, K,), then Im A = A@ ‘1) is spanned by an extremal 
of K,, and so every B E % 9 such that A = rl( B) has only one nonzero row 
and thus satisfies Z,BT = 0. Since (by Corollary 4.6) we may take B to be an 
extremal of ?i39, it will then satisfy (a), (b), and (c) of (i). n 
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REMARK. Let Nr={l,..., nr} and N,=(l)..., rzs}. Let X; (i=l,..., n,) 
denote the columns of Z,, and similarly for X, and X,. Let 
9-r= (Ir:iv,lOEconv({zfljEl})) 
be ordered by inclusion, and let ?IR, be the set of minimal elements in %r. 
Note that by Caratheodory’s theorem (cf., e.g., [8]), every member of %, has 
at most 1, + 1 elements. 
For every JE a,, assume that ZiEN1ai(J)z~ = 0, where ai 2 0 for all 
in N,, and 
q(I)=0 * i@.l. 
Let i,~ N,. Then Theorem 5.1 gives us the following extremals of 39: 
i=i,, 
otherwise 
(i&N,, JE Xl) 
and projected to ff(K,, Ks): 
A(i,]J): Ax; = ‘yi(J)xFO (i&N,, EQ,). 
Notice that the elements of a, are exactly the complements in Nr of the sets 
of (indices of) minimal cofaces of { zf 1 in NI}. This means (according to 
Theorem 3.10) that %, is composed of the index sets of extremals of the 
maximal faces of K,. Thus our result coincides with the well-known descrip- 
tion of rank-l extremals of fI(K,, Ks) (x,yr, where r,~ ext K, and yr~ 
ext K;; cf. [5], for instance). 
(9 
THEOREM 5.2. 
Let B = (bii) be an extremal operator in 39, and assume that C = rz( B) 
#O.Letzf(j=1,...,n,)and~~(i=1,...,n~)bethecolumnsofZ,and 
of Z,, respectively. Then: 
(a) The columns zf corresponding to the positive entries bii in any 
specific row i of B are linearly independent. In particular, every row 
of B contains at most 1, nonzero entries. 
(b) dim 
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(ii) Conditions (a) and (b) are also sufficient for I3 E 3 9 with T~,( B) # 0 to be 
extremd. 
Proof (i): Suppose that B has a row i such that the elements of 
{_zf 1 b,, > 0} are linearly dependent: 8y~r1cr~z; = 0, where oi = 0 if bii = 0. Let 
B be an n2 X n, matrix with zero entries, except for row i, which is equal to 
(a,, os,. . ., CX,~). Then Z,Br=O, and B&&E%?? for a small enough E>O. 
Since B is not a multiple of B [n,(B) # 01, B is not extremal. Hence (a) is 
proven. 
Now let W denote the intersection in (b). Since 0 # C = 7JB) E W, 
certainly dimW 2 1. If equality does not hold, there exists 6~ W which is 
linearly independent of C. There exists E? = (Gii)E V (cf. Definition 4.3) such 
that d=7rJB) and gii=O whenever b,,=O. Hence Bt-.sB~?ij$? for E>O 
small enough, and since B is not a multiple of B, this contradicts the 
assumption that B is extremal. This proves (b) and completes the proof of (i). 
(ii): Let BE 99 satisfy (a), (b), and C = r,(S) # 0. 
Assume that B = B, + B, for B,, B,E %‘??. Then 
and since dimW = 1, one concludes that rz( B,) and rJBs) are multiples of 
r=(B): c,(B,) = .eirz( B) (i = 1,2). Thus T~,( B, - eiB) = 0, and since the entries 
of Bj are zero whenever the corresponding entry of B is zero, condition (a) 
implies that B, = .siB. Therefore B is extremal. 
, 
n 
The general discussion so far will now be applied to a detailed examina- 
tion of the special cases 1, = 0,1,2. The Gale pair (X,, Z,) will be assumed to 
be normalized. 
(i) I,=0 
The cone K, is simplicial (and decomposable). 
matrices, and therefore 
and the extremal rays are represented by 
Z, and C are empty 
B(ioIio): 
0 otherwise. 
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A projection of If(K,, K,) gives 
%lIGJ: 
!=joI 
otherwise. 
and all these matrices (corresponding to C = 0) have, obviously, rank equal 
to 1. 
This result may be obtained, of course, by other methods as well (for 
instance, using the fact that K, is a direct sum of one-dimensional rays, and 
suitable results from [5]). 
(ii) I,=1 
The cone K, is minimal. The columns of Z, are scalars belonging to 
{O,l, -l>. C=L&. 
(a) C = 0. According to Theorem 5.1, ah the rows of B-with one 
exception- are zero. The unique nonzero row has either one positive entry 
(corresponding to zf = 0) or two positive entries (corresponding to z;, = 1 and 
z1!, = - 1). 
This yields 
B(‘)( i, 1 i. ) : 
B(2)(iolil, i,): 
1, i=i,, i=h, 
0 otherwise. 
(for i,EN2, joEN,, Z:,=O), 
bii= 1, i=i,, iE{il,i2}, 
i 0 otherwise 
Using rrz we finally get 
f’iO? 
otherwise 
(for i,EiV,, joENl, z:“=O), 
Ac2)(i,li,, i,): 
. ,. 
6{h>d, 
otherwise 
(for &EN,, ir,izEiVr, Z:,= -z;2=l). 
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Note that .zI!, = 0 if and only if the ray generated by xi: is a direct 
summand in a decomposition of K, (xi,. . . , xi, denote the columns of X,, and 
similarly for xf,. . . ,rz2 and X,). 
This disposes of the rank-l extremals of II(K,, K,). 
(b) C # 0. This case is possible, of course, only for I, > 0. According to 
Theorem 5.2, each row of B contains at most one positive entry, correspond- 
ing to a nonzero zf. Let 
Then, according to condition (b) in Theorem 5.2 (i), 
l-dim f-J {ZIEM~~~, 
i E S” 
=I,-dimspan{zFIiES,}. 
Therefore, let 
4= {I CN,Idimspan{zzIiEZ}=Z2-1} 
be ordered by inclusion, and let G% be the set of maximal elements in g. 
For every ZE 9K there is a solution C = C(Z) E M, xlz, unique up to a 
constant factor, to the homogeneous system of equations 
and this solution also satisfies 
cz;io (i@Z) 
For such C(Z), and for every i 6L I, choose ii E Nr such that 
zi’, = sign( C(Z)ZB), 
,t and le 
B$?( I I{iili~Z}): bii= IC(z)$l> i@zy i=ii> 
0 otherwise 
[z~=sign(C(Z)Z~) for i4Z]. 
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Similarly, choosing for every i @ I a ii E Ni such that 
zi, = -sign(C(Z)zP), 
one may define 
[z:= -sign(C(Z)zF) for i@Z]. 
[This corresponds to taking the solution - C( I ) instead of C(Z).] 
These matrices represent, according to Theorem 5.2, all the extreme rays 
of 39 not dealt with in the case C = 0. Projecting them to II( K,, K,), we get 
A($)(ZI{jili@Z}): Ax; = 2 lC(Z)+; 
ic3l 
i,=i 
[ZE% and z:&=sign(C(Z)zF) fori@Z], 
A’?(Z\{jili @I}): Ax;= z lC(Z)+; 
it21 
i, =i 
[ZE% and ,zi’,= -sign(C(Z)zz) fori41]. 
When may A’3_’ not be an extremal of II(K,, K,)? (In the sequel, 2 will 
mean an arbitrary choice of one of the two signs.) 
Let 4 denote, besides the usual order in R, also the partial-orders 
induced, by the various cones in our discussion, on their linear spans; that is: 
For xi, X,E K - K, xi< x2 if and only if x2 - r,~ K. Obviously, for A,, A,E 
II(K,, K,), A, =G A, if and only if A,x G A,x for every x E ext K,. 
Certainly, EA (‘) C A$ can never occur. What about &Ac2) (ia 1 jl, jz) G 
A(3,‘(Z 1 {ii 1 i @ I})? This may happen if, for E > 0 small enough, 
In terms of the linear relations satisfied by of (which form the row-space of 
Z,), this is equivalent to the following two conditions being simultaneously 
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satisfied: 
(1) ii,,= jr, or there exists d,~ Iwz2 such that 
{ildTz~>O} c{ilji=jl} and dFzFO<O, 
(2) jio= iz, or there exists d,~ R’s such that 
{ild,Tz;>O} c{ilji=iz} and d,T+O. 
Similarly,~A~3,)(Z’~{j~~i~Z’)~A~3i)(Z”~{j(’~i~Z”})ifandonlyif,for~~O 
small enough, 
E 2 x?G z xf Vie Nr. 
j: = j j:’ = i 
These conditions should be checked in each specific instance of K,, in 
order to find whether the set of “extremal candidates” received so far may be 
reduced in size. 
For example, let 1, = 1. Then Z,E Mrxno, and its single row represents 
the unique linear relation satisfied by the xi’. Assume (X,, Z,) to be normal- 
ized. 
Obviously, nt = {I,}, where Z,={ilx~=O}. Then C(Z,)EM,,,,=R 
may be chosen to be 1, and we get A’3,‘(Z, 1 {ii 1 i 65 lo}), where z:, = zf (for 
A(T) or zI!, = - zz (for A?). 
No~~A~~~(i,~j~,j~)~A~3,)(Z~~{j~~i~Z~})ifandonlyifj~~=j~and{i~x~= 
-z,“,}G{ilii=ia} ( or vice versa, interchanging fr and ia). This is avoided by 
requiring each of the sets 
and 
to contain at least two elements. 
Also, ~A(~(ZO~{i[~i~ZO})~A(3_)(Z0~{~~‘~i~ZO}) if and only if, for every 
in N,, one of the following alternatives is true: 
(1) {ilj;=j}r{ilj;‘=j}, 
(2) {ilz;=l}c{ilj;‘=j}, 
(3) {BlzP= -l}c{i(j;‘=j}. 
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Cases (2) and (3) are excluded by the previous requirement. On the other 
hand, if (1) holds for all i, then (using the fact that UiEh,Ji 1 jl = j} = A?,\I, = 
Ui, A,l{i 1 jl’ = j} are disjoint unions) alternative (1) is always satisfied as an 
equality, forcing our two matrices to be equal (the choice of 2 sign is also 
necessarily identical in both). 
Together with the types A(” and A@) (which are always extremal), we 
have now arrived at an explicit description of the extremals of lI(K,, K,) in 
case I, = Za = 1. 
Paying attention to the nonexistence of type A(‘) for an indecomposable 
K,, one obtains a well-known result of Fiedler and PtGk [3]. 
(iii) 1, = 2 
As mentioned in the abstract, we call K, in such a case almost minimal. 
(a) C = 0. The general case is best described by the remark following 
Theorem 5.1. We only note that the nonzero row of such an extremal B 
contains one (only for decomposable K,), two, or three nonzero entries. 
(b) C # 0. This is possible, of course, only for I, > 0. Theorem 5.2 
implies that each row of B has at most two nonzero entries, corresponding to 
linearly independent of. Let 
S,= {iEN,Icard{jEN,]bii>O} =l} 
(where card S is the cardinality of the set S). Then condition (b) in Theorem 
5.2(i) states that 
dim(DEMSXll((ViESO) (Dzz=O) A (ViES,) (D~fERzi)]=l, 
where j = ii is the unique index satisfying bii > 0 (for i E S,). 
Since the solution space of the homogeneous equations above has an even 
dimension, one concludes that 
dimspan{zy]iES,} <Z2, 
dimspan{z~]iES,,US,} =I,. 
In order to avoid the complications of the general case, we prefer now to 
restrict attention even further, by also assuming that Za = I. 
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(iii’) 1, = 2, l2 = 1 
The case C = 0 has been already dealt with, so we assume C # 0. Notice 
that CE Mzxl, and that [assuming (X,, Z,) to be normalized] zf~ (1, - l,O} 
(Vi E N,). 
In the above notation we conclude that S, #0, so let i,E S,. Thus row i, 
of B has exactly one nonzero entry, say bioio. We also have dim span{ z” ) i E 
S,}=O, so that zB=O for every iES,. Because of condition (a) in Theorem 
5.2(i), a row of B with index i such that zf = 0 (and therefore also xitN,bii~: 
= 0) must be zero-so that, in conclusion, z” = 0 if and only if i E S,. 
We thus deduce that .zI”, = k 1. The condition Czt”, = binio~;” determines C 
up to the positive scalar factor bioio. This, in turn, enables us to give an 
explicit construction of all extreme operators in a’?? with C # 0: Choose 
jot N1 such that zi’, # 0. Let a’( io) be the set of minimal elements in the set 
(ordered by inclusion), and let a-( jo) be the set of minimal elements in the 
(similarly ordered) set 
Note that every member of %‘(&,) and of %-(j,) has one or two 
elements, and also that {jo} E %‘( Jo). 
Now choose, for every i E N, with zz # 0, 
and 
provided that Ji+ = {i,} for at least one index i. 
Every JE ‘%,f(~o)U~-(~,) d e ines f a unique set of nonnegative coeffi- 
cients {cyi(J)lj~ N,}, such that 
and ai( J) = 0 for j 6! J. 
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Then 
B+(j,,{J~la;=l}, {h-112;= -l}): bji= 
One defines similarly BP(j,, (1; 1zF=l}, {&+[zF= -I}), choosing 
and 
lj+E91L+(j,) if zF= -1. 
These are all the extremal operators in 939 with C # 0. Projecting to 
ll(K,, K,), we have . 
A+(io> {J,+Iz;=l}, {A-Iz;= -1)): Ax;= 2 q(J)& 
itN2 
iE I, 
and similarly for A_. 
The extremality of A-t should be checked in each particular case. Note 
that I3 k (and A k ) depend, in fact, not on & but merely on zi’, (so that the list 
above may contain duplicates, if 2, has identical columns). 
6. EXAMPLES 
To illustrate the results in the previous section, two examples will now be 
given. They represent the cones of operators from a minimal to an almost 
minimal cone, and from an almost minimal to a minimal cone, respectively. 
The. cones dealt with are 3dimensional, with a regular polygon as a 
cross-section. The general cone of this form, with a regular n-gonal cross-sec- 
tion, is conveniently represented by its extremals 
cos(25Tt/n) 
rt = sin(27rt/n) 1 1 (t-1,2 ,..., n). 1 
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The first step in the analysis is to find a Gale pair representing such a cone 
-that is, a matrix 2 E M,_,, n corresponding to the matrix X E M,, n with 
columns rt (t=l,...,n). 
Let 0 = ezniin (n>3), where i2= -1. 
A row (a,,..., a,) of Z consists of real numbers satisfying 
i utwt = 0, 
t=1 
i a,o-t=o, 
t=1 
i a,=o. 
t=1 
(*I 
Note that if m is an integer not divisible by n, then O* # 1 and (0)” = 1 
imply ~~=~cP = E~&mt = 0. Therefore the equations (*) are satisfied upon 
replacing a, by wit (t=l,..., n), provided that none of the integers j, j + 1, 
and i - 1 is divisible by n. The requirement that a, be real may now be 
satisfied by taking either 
ut+‘l+w-“)=cos~ (t=1 ,...,n) 
or 
,,+i’-q= sin2njt 
n 
(t=l,...,n) 
The rows of Z should form a basis for the solution space of (*), and we 
claim that this may be accomplished by taking 2 < j < In/e] in (1) and 
2GjG [(n-1)/2] in (2) (where, for a real number x, 1x1 denotes the 
largest integer not exceeding x). Indeed, since ( 1 n/2] - 1) + ( [(n - 1)/2] - 
1) = n -3, we only have to show the independence of the n -3 vectors 
(a i,. . . ,a,) thus defined. This is easily seen to be equivalent to the indepen- 
dence of the vectors (wi, w2i,. . . ,di) for i = - I( n - 1)/2], , . . , 
-3,-2,2,3 ,..., Ln/Zj, or more conveniently (using ~9 = l), for 2 < i < n - 
2. Indeed, if Zyz,$+oit = 0 (t = 1,. . . , n), then the polynomial Cy~&~xi has at 
least n distinct roots-and this is possible only if ci = 0 for all i. 
The specific cones we examine are those corresponding to n = 4 and 
n = 5, i.e., those having a square or a pentagonal cross-section. 
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(a) Square cross-section. This is a minimal cone with n = 4, k = 3, I= 1. 
A Gale pair (X, Z) representing it may be chosen as above. 
x=: [ -1 0 1 1 -1 0 0, 1 I 11 
z=[-1 1 -1 11. 
(b) Pentagonal cross-section. This is an almost minimal cone with n = 5, 
k = 3, 2 = 2. A representing Gale pair (X, Z) may be composed of 
We now turn to the examples themselves. 
EXAMPLE 1. Let K, have a square cross-section, and K, a pentagonal 
cross-section. Referring to the case 1, = 1 in the previous section, we have no 
matrices of type A(‘). Type k2’, defined by 
A(2’(io(il, id: Ax; = ‘t’ 
0 
iE {il? j2) 1 
otherwise, 
requires an arbitrary 1~ i, C 5 but z;, = - ztf, = 1, that is, 
(i,,i&{@J), (2,3), (479, (493)). 
Inspection reveals that all these 3 X 3 matrices have the column structure 
where 1~ i, < 5 and the two sign choices are arbitrary and independent. 
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Now, concerning A &. (3)* In the notation of the above section, 
~={Z~N,~dimspan{z~~iEI}=l}~{{~~}~I~i~5) 
and ti9R, = ‘9. 
The columns of Z, are 
q = 
cos( $i7r ) I I sin($in) (i=l ,...,5), 
so that a solution C = C( iO) to the equation 
cz;“=o (c-&z) 
is 
Therefore 
C(i,)=[- sin$i,n,cos$i,m 1, 
C(iO)zB = sin$(i - i,)7r. 
Letting computations concerning 
conclude that 
sign( C( io)zF) = 
the indices i be made modulo 5, we 
I, i-i,E{1,3}, 
-I, i - i,E {2,4}, 
0, i=i 0’ 
Now note that the sum of any two nonadjacent extremals (that is, not 
belonging to the same e-dimensional face) of the cone K, belongs to its 
interior, int K,. Therefore, if (in the construction of some d3)) there is an 
index 1 G j G 4 such that card {i 1 ii = j} = 2, then the indices i in this set 
belong to nonadjacent extremals of K o, and this Ac3) is nonextremal (since 
&A(‘) G Ac3) for suitable A@) and E > 0). On the other hand, if i + ii is 
one-to-one then &A(‘) =G Ac3’ can never happen, and a similar argument also 
excludes :A(:) G A$) for two operators A (f), A$) corresponding to different 
one-to-one mappings. All in all, an extremal A(‘) is uniquely determined by the 
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choice of an index 1 G i, G 5 and of a one-to-one correspondence between 
{l,..., 5}\{i,} and {l,..., 4) which preserves or reverses the cyclic order. 
Summing up, we have found the 60 extremal rays of II(K,, K,) for K, 
with a square cross-section and K, with a regular pentagonal cross-section. 20 
of them are of rank 1, mapping K, onto an extremal ray of K,. The other 40 
are nonsingular (rank-3), mapping K, onto the cone generated by 4 out of the 
5 extremals of K,. 
EXAMPLE 2. Let K, have a pentagonal, and K, a square cross-section, 
Let us deal first with the case C = 0. Using the notation of the remark 
following Theorem 5.1, and since 
Zf = 
cos$a 
[ 1 sin$j77 (i=l ,...,5), 
we have 
9R,={{1,2,3}, {2,3,4}, {3,4,5}, {4,5,1}, {5,1,2}}. 
Every 1 G i, G 4 and HE %, define (uniquely, up to a positive factor) 
A(i,lJ): 
where ai( 1) = 0 for j @ 1. (For the exact definition see the remark mentioned 
above.) For J= {1,2,3}, f or instance, we may take (~r( J) = (~a( J) = 8, aa 
= COS$, ad(J) = a,(J) = 0. The values for the other possible J may be 
obtained through a cyclic permutation of indices. 
Now consider the case C # 0. We use the notation of the discussion of the 
case I, = 2, 1, = 1 in the previous section. Choose 1 G j0 =G 5. Then $I?,‘( &,) 
are obtained by adding j0 (mod 5) to each index in 
a+(5)={(5), {2,3}}, 
X-(5)= {{3>4}, {4>1}, {1,2}}. 
Now we should choose Jc, Jz E”X+(~,) and Jr-, J; E $K(&,) (for A+), 
or J;,J;E9Rp(i,) and JT, J3+ E “9R,‘(i0) (for A_ ). This should be done 
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under the proviso that at least one of the J+ ‘s is { ia}, and then we get 
where c+(J,) = 0 for i ~5 Ji. 
These conditions might not be sufficient for the extremality of A, although 
they do suffice for the extremality of BE 339 from which A is derived. First 
of all, if A is extremal, then the existence of extremal A(i, ] J) excludes the 
existence of i,~ N, and iE Ni such that, for E> 0 small enough, 
EX$ Ax;, EX;,G Ax;,,, and .sxfO< Ax,!,,. 
Let us concentrate on A+ (the case of A_ is completely analogous). If 
J2+ = J41_ = {Jo} then Ax,!o~ int K,, and therefore EX~” =G Ax:” for every i,~ N,, 
taking E > 0 small enough. Since any choice of J;, together with iO, forms a 
set of three consecutive indices, we conclude that the above choice of JZ+ and 
J41 is impossible. The case 1: = + - J4 {iO +2, i0 +3} was excluded above 
(requiring Jc = {ia} f or at least one index i), and therefore we must have 
Jc # J: [and J:, 1,’ exhaust L)n+( i,,)]. 
A similar argument excludes the possibility of 1; = JT. Moreover, if 
J- = { i0 +4, i0 + l} for some i, then either i0 +4 or i0 + 1 will appear in two 
JiP ‘s, and therefore Ax:“+~E in\ K, (or Ax:“+~E int K,). Since Ii” = {i0 +2, i0 
13) for some i, this will lead to the nonextremality of A. Therefore 
and 
One easily checks that these conditions suffice to solve the extremality 
problems raised by the A(i, 1 J), as well as by the other A ~. Note that the 
choice of &, and the Ji’ determines A up to a positive scalar factor. 
In conclusion, we have found the 60 extremal rays of II(K,, K,) for K, 
with a regular pentagonal cross-section and K, with a square cross-section. 20 
of them are of rank 1, mapping K, onto an extremal of K,. The other 40 are 
nonsingular (rank 3), mapping 3 adjacent extremals of K, onto 3 (adjacent) 
extremals of K,, and mapping the other 2 extremals of K, into the 2dimen- 
sional faces containing the fourth extremal of K,. 
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