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Provably safe and scalable multi-vehicle path planning is an important and urgent
problem due to the expected increase of automation in civilian airspace in the near
future. Hamilton-Jacobi (HJ) reachability is an ideal tool for analyzing such safety-
critical systems and has been successfully applied to several small-scale problems.
However, a direct application of HJ reachability to large scale systems is often in-
tractable because of its exponentially-scaling computation complexity with respect
to system dimension, also known as the “curse of dimensionality”. To overcome
this problem, the sequential path planning (SPP) method, which assigns strict pri-
orities to vehicles, was previously proposed; SPP allows multi-vehicle path plan-
ning to be done with a linearly-scaling computation complexity. In this work, we
demonstrate the potential of SPP algorithm for large-scale systems. In particular,
we simulate large-scale multi-vehicle systems in two different urban environments,
a city environment and a multi-city environment, and use the SPP algorithm for
trajectory planning. SPP is able to efficiently design collision-free trajectories in
both environments despite the presence of disturbances in vehicles’ dynamics. To
ensure a safe transition of vehicles to their destinations, our method automatically
allocates space-time reservations to vehicles while accounting for the magnitude of
disturbances such as wind in a provably safe way. Our simulation results show
an intuitive multi-lane structure in airspace, where the number of lanes and the
distance between the lanes depend on the size of disturbances and other problem
parameters.
I. Introduction
Due to the recent surge of interest in the use of unmanned aerial systems (UASs) for civil
applications such as package delivery, aerial surveillance, disaster response, among many others
[1–5], civilian airspace may in the near future contain up to thousands of unmanned aerial vehicles
(UAVs), potentially in close proximity of humans, other UAVs, and other important assets. As
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a result, government agencies such as the Federal Aviation Administration (FAA) and National
Aeronautics and Space Administration (NASA) of the United States are urgently trying to develop
new scalable ways to organize an airspace in which potentially thousands of UAVs can fly together
[6, 7].
One essential problem that needs to be addressed for this endeavor to be successful is that of
trajectory planning: how a group of vehicles in the same vicinity can reach their destinations while
avoiding situations which are considered dangerous, such as collisions. Many previous studies ad-
dress this problem under different assumptions. In some studies, specific control strategies for the
vehicles are assumed, and approaches such as those involving induced velocity obstacles [8–11]
and involving virtual potential fields to maintain collision avoidance [12,13] have been used. Meth-
ods have also been proposed for real-time trajectory generation [14], for path planning for vehicles
with linear dynamics in the presence of obstacles with known motion [15], and for cooperative
path planning via waypoints which do not account for vehicle dynamics [16]. Other related work
include those which consider only the collision avoidance problem without path planning. These
results include those that assume the system has a linear model [17–19], rely on a linearization of
the system model [20, 21], assume a simple positional state space [22], and many others [23–25].
However, to make sure that a dense group of UAVs can safely fly in the close vicinity of each
other, we need the capability to flexibly plan provably safe and dynamically feasible trajectories
without making strong assumptions on the vehicles’ dynamics and other vehicles’ motion. More-
over, any trajectory planning scheme that addresses collision avoidance must also guarantee both
goal satisfaction and safety of UAVs despite disturbances caused by wind and communication
faults [7]. Finally, the proposed scheme should scale well with the number of vehicles, as well as
result in an intuitive airspace structure for humans to monitor and potentially adjust.
The problem of trajectory planning and collision avoidance under disturbances in safety-critical
systems has been well-studied using Hamilton-Jacobi (HJ) reachability analysis, which provides
guarantees on goal satisfaction and safety of optimal system trajectories [26–31]. Reachability-
based methods are particularly suitable in the context of UAVs because of the hard guarantees that
are provided. In reachability analysis, one computes the reach-avoid set, defined as the set of states
from which the system can be driven to a target set while satisfying (possibly time-varying) state
constraints at all times. A major practical appeal of this approach stems from the availability of
modern numerical tools, which can compute various definitions of reachable sets [32–35]. These
numerical tools, for example, have been successfully used to solve a variety of differential games,
path planning problems, and optimal control problems. Concrete practical applications include
aircraft auto-landing [36], automated aerial refueling [37], MPC control of quadrotors [38], and
multiplayer reach-avoid games [39]. Despite its power, the approach becomes numerically in-
tractable as the state space dimension increases. In particular, reachable set computations involve
solving a HJ partial differential equation (PDE) or variational inequality (VI) on a grid representing
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a discretization of the state space, resulting in an exponential scaling of computational complexity
with respect to the dimensionality of the problem. Therefore, dynamic programming-based ap-
proaches such as reachability analysis are not directly suitable for managing the next generation
airspace, which is a large-scale system with a high-dimensional joint state space because of the
high density of vehicles that needs to be accommodated [7].
To overcome this problem, the Sequential Path Planning (SPP) method was proposed in [40].
Here, vehicles are assigned a strict priority ordering. Higher-priority vehicles plan their paths with-
out taking into account the lower-priority vehicles. Lower-priority vehicles treat higher-priority
vehicles as moving obstacles. Under this assumption, time-varying formulations of reachabil-
ity [29,31] can be used to obtain the optimal and provably safe paths for each vehicle, starting from
the highest-priority vehicle. Thus, the curse of dimensionality is overcome for the multi-vehicle
path planning problem at the cost of a mild structural assumption, under which the computation
complexity scales just linearly with the number of vehicles. Intuitively, SPP algorithm allocates
a space-time trajectory to each vehicle based on their priorities. The highest-priority vehicle gets
to choose any space-time trajectory that does not collide with static obstacles, such as the optimal
trajectory. The next vehicle’s trajectory must not intersect with the trajectory of the highest-priority
vehicle, and so on. Hence two vehicles can either follow same state tarjectory but at different times
(referred to as time-separated trajectories here on) or follow different state trajectories but at the
same time (referred to as state-separated trajectories here on), but not both. Finally, they can have
different state trajectories at different times (referred to as state-time separated trajectories here
on). So by design, SPP algorithm ensures that the space-time trajectories of the vehicles do not
intersect, and hence a safe transition to destination is guaranteed for all vehicles.
Authors in [41] and [42], respectively, extend SPP to the scenarios where disturbances and ad-
versarial intruders are present in the system, resolving some of the practical challenges associated
with the basic SPP algorithm in [40]. The focus of these works, however, have mostly been on the
theoretical development of SPP algorithm. Our focus in this work is instead on demonstrating the
potential of SPP algorithm as a provably safe trajectory planning algorithm for large-scale systems.
In particular, our main contributions in this paper are as follows:
• We simulate large-scale multi-vehicle systems in two different urban environments under the
presence of disturbances in vehicles’ dynamics. First, the SPP algorithm is used for trajec-
tory planning at a city level and then at a regional level. For city level planning, we consider
the city of San Francisco in California, USA, and for regional level planning we consider
a part of San Francisco Bay Area in California, USA. The main differences between these
two case studies are that the city level planning needs to take into account static physical
obstacles such as tall buildings, whereas the origins and destinations are farther apart at the
regional level. In both cases, we demonstrate that SPP algorithm is able to design provably-
safe trajectories despite the disturbances.
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• We demonstrate how different types of space-time trajectories emerge naturally out of SPP
algorithm between a given pair of origin and destination for different disturbance conditions
and other problem parameters. These emerging behaviors, while being provably safe, are
also intuitive and would facilitate human monitoring.
• We also show the reactivity of the control law obtained from SPP algorithm. In other words,
we show that the obtained control law is able to effectively counteract the disturbances in
real-time without requiring any communication with other vehicles.
The rest of the paper is organized as follows: in Section II, we formally present the SPP prob-
lem in the presence of disturbances. In Section III, we present a brief review of time-varying
reachability, the basic SPP algorithm [40] in the absence of disturbances, and the Robust Trajec-
tory Tracking (RTT) method [41] to account for disturbances. We also use this algorithm for all
our simulations in this paper. Simulation results are in Sections IV and V.
II. Sequential Path Planning Problem
Consider N vehicles (also denoted as SPP vehicles) which participate in the SPP process
Qi, i = 1, . . . , N . We assume their dynamics are given by
x˙i = fi(xi, ui, di), t ≤ tSTAi
ui ∈ Ui, di ∈ Di, i = 1 . . . , N
(1)
where xi ∈ Rni , ui ∈ Ui and di ∈ Di, respectively, represent the state, control and disturbance
experienced by vehicle Qi. We partition the state xi into the position component pi ∈ Rnp and the
non-position component hi ∈ Rni−np: xi = (pi, hi). We will use the sets Ui,Di to respectively
denote the set of functions from which the control and disturbance functions ui(·), di(·) are drawn.
Each vehicle Qi has initial state x0i , and aims to reach its target Li by some scheduled time of
arrival tSTAi . The target in general represents some set of desirable states, for example the destina-
tion ofQi. On its way to Li,Qi must avoid a set of static obstaclesOstatici ⊂ Rni . The interpretation
of Ostatici could be a tall building or any set of states that are forbidden for each SPP vehicle. In
addition to the static obstacles, each vehicle Qi must also avoid the danger zones with respect to
every other vehicle Qj, j 6= i. The danger zones in general can represent any joint configurations
between Qi and Qj that are considered to be unsafe. We define the danger zone of Qi with respect
to Qj to be
Zij = {(xi, xj) : ‖pi − pj‖2 ≤ Rc} (2)
whose interpretation is that Qi and Qj are considered to be in an unsafe configuration when they
are within a distance of Rc of each other. In particular, Qi and Qj are said to have collided, ifif
(xi, xj) ∈ Zij .
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Given the set of SPP vehicles, their targets Li, the static obstacles Ostatici , and the vehicles’
danger zones with respect to each other Zij , our goal is, for each vehicle Qi, to synthesize a
controller which guarantees that Qi reaches its target Li at or before the scheduled time of arrival
tSTAi , while avoiding the static obstacles Ostatici as well as the danger zones with respect to all other
vehicles Zij, j 6= i. In addition, we would like to obtain the latest departure time tLDTi such that Qi
can still arrive at Li on time.
In general, the above optimal path planning problem must be solved in the joint space of all N
SPP vehicles. However, due to the high joint dimensionality, a direct dynamic programming-based
solution is intractable. Therefore, authors in [40] proposed to assign a priority to each vehicle, and
perform SPP given the assigned priorities. Without loss of generality, let Qj have a higher priority
than Qi if j < i. Under the SPP scheme, higher-priority vehicles can ignore the presence of
lower-priority vehicles, and perform path planning without taking into account the lower-priority
vehicles’ danger zones. A lower-priority vehicle Qi, on the other hand, must ensure that it does
not enter the danger zones of the higher-priority vehicles Qj, j < i; each higher-priority vehicle
Qj induces a set of time-varying obstacles Oji (t), which represents the possible states of Qi such
that a collision between Qi and Qj could occur.
It is straight-forward to see that if each vehicle Qi is able to plan a trajectory that takes it
to Li while avoiding the static obstacles Ostatici and the danger zones of higher-priority vehicles
Qj, j < i, then the set of SPP vehicles Qi, i = 1, . . . , N would all be able to reach their targets
safely. Under the SPP scheme, path planning can be done sequentially in descending order of
vehicle priority in the state space of only a single vehicle. Thus, SPP provides a solution whose
complexity scales linearly with the number of vehicles, as opposed to exponentially with a direct
application of dynamic programming approaches.
III. Background
In this section, we present the basic SPP algorithm [40] in which disturbances are ignored
and perfect information of vehicles positions is assumed. This simplification allows us to clearly
present the basic SPP algorithm. However, in presence of disturbances, it is no longer possible to
commit to exact trajectories (and hence positions), since the disturbance di(·) is a priori unknown.
Thus, disturbances and incomplete information significantly complicate the SPP scheme. We next
present the robust trajectory tracking algorithm [41] that can be used to make basic SPP approach
robust to disturbances as well as to an imperfect knowledge of other vehicles’ positions. All
of these algorithms use time-varying reachability analysis to provide goal satisfaction and safety
guarantees; therefore, we start with an overview of time-varying reachability.
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A. Time-Varying Reachability Background
We will be using reachability analysis to compute a backward reachable set (BRS) V given some
target setL, time-varying obstacle G(t), and the Hamiltonian functionH which captures the system
dynamics as well as the roles of the control and disturbance. The BRS V in a time interval [t, tf ]
will be denoted by
V(t, tf ) (backward reachable set) (3)
Several formulations of reachability are able to account for time-varying obstacles [29, 31] (or
state constraints in general). For our application in SPP, we utilize the time-varying formulation
in [31], which accounts for the time-varying nature of systems without requiring augmentation of
the state space with the time variable. In the formulation in [31], a BRS is computed by solving
the following final value double-obstacle HJ VI:
max
{
min{DtV (t, x) +H(t, x,∇V (t, x)), l(x)− V (t, x)},
− g(t, x)− V (t, x)
}
= 0, t ≤ tf
V (tf , x) = max{l(x),−g(tf , x)}
(4)
In (4), the function l(x) is the implicit surface function representing the target set L = {x :
l(x) ≤ 0}. Similarly, the function g(t, x) is the implicit surface function representing the time-
varying obstacles G(t) = {x : g(t, x) ≤ 0}. The BRS V(t, tf ) is given by
V(t, tf ) = {x : V (t, x) ≤ 0} (5)
Some of the reachability computations will not involve an obstacle set G(t), in which case we
can simply set g(t, x) ≡ ∞ which effectively means that the outside maximum is ignored in (4).
The Hamiltonian, H(t, x,∇V (t, x)), depends on the system dynamics, and the role of control
and disturbance. Whenever H does not depend explicit on t, we will drop the argument. In ad-
dition, the Hamiltonian is an optimization that produces the optimal control u∗(t, x) and optimal
disturbance d∗(t, x), once V is determined. For BRSs, whenever the existence of a control (“∃u”)
or disturbance is sought, the optimization is a minimum over the set of controls or disturbance.
Whenever a BRS characterizes the behavior of the system for all controls (“∀u”) or disturbances,
the optimization is a maximum. We will introduce precise definitions of reachable sets, expres-
sions for the Hamiltonian, expressions for the optimal controls as needed for the many different
reachability calculations we use.
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B. SPP Without Disturbances and Intruder
In this section, we give an overview of the basic SPP algorithm assuming that there is no distur-
bance and intruder affecting the vehicles. Although in practice, such assumptions do not hold,
the description of the basic SPP algorithm will introduce the notation needed for describing the
subsequent, more realistic versions of SPP. The majority of the content in this section is taken
from [40].
Recall that the SPP vehiclesQi, i = 1, . . . , N , are each assigned a strict priority, withQj having
a higher priority than Qi if j < i. In the absence of disturbances, we can write the dynamics of the
SPP vehicles as
x˙i = fi(xi, ui), t ≤ tSTAi
ui ∈ Ui, i = 1 . . . , N
(6)
In SPP, each vehicle Qi plans the path to its target set Li while avoiding static obstacles Ostatici
and the obstacles Oji (t) induced by higher-priority vehicles Qj, j < i. Path planning is done
sequentially starting from the first vehicle and proceeding in descending priority, Q1, Q2, . . . , QN
so that each of the path planning problems can be done in the state space of only one vehicle.
During its path planning process, Qi ignores the presence of lower-priority vehicles Qk, k > i, and
induces the obstacles Oik(t) for Qk, k > i.
From the perspective of Qi, each of the higher-priority vehicles Qj, j < i induces a time-
varying obstacle denoted Oji (t) that Qi needs to avoid. Therefore, each vehicle Qi must plan its
path to Li while avoiding the union of all the induced obstacles as well as the static obstacles. Let
Gi(t) be the union of all the obstacles that Qi must avoid on its way to Li:
Gi(t) = Ostatici ∪
i−1⋃
j=1
Oji (t) (7)
With full position information of higher priority vehicles, the obstacle induced for Qi by Qj is
simply
Oji (t) = {xi : ‖pi − pj(t)‖2 ≤ Rc} (8)
Each higher priority vehicle Qj plans its path while ignoring Qi. Since path planning is done
sequentially in descending order or priority, the vehicles Qj, j < i would have planned their
paths before Qi does. Thus, in the absence of disturbances, pj(t) is a priori known, and therefore
Oji (t), j < i are known, deterministic moving obstacles, which means that Gi(t) is also known and
deterministic. Therefore, the path planning problem for Qi can be solved by first computing the
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BRS Vbasici (t, tSTAi ), defined as follows:
Vbasici (t, tSTAi ) ={y : ∃ui(·) ∈ Ui, xi(·) satisfies (23),
∀s ∈ [t, tSTAi ], xi(s) /∈ Gi(s),
∃s ∈ [t, tSTAi ], xi(s) ∈ Li, xi(t) = y}
(9)
The BRS V(t, tSTAi ) can be obtained by solving (4) with L = Li, G(t) = Gi(t), and the Hamil-
tonian
Hbasici (xi, λ) = min
ui∈Ui
λ · fi(xi, ui) (10)
The optimal control for reaching Li while avoiding Gi(t) is then given by
ubasici (t, xi) = arg min
ui∈Ui
λ · fi(xi, ui) (11)
from which the trajectory xi(·) can be computed by integrating the system dynamics, which in this
case are given by (23). In addition, the latest departure time tLDTi can be obtained from the BRS
V(t, tSTAi ) as tLDTi = arg supt{x0i ∈ V(t, tSTAi )}. In summary, the basic SPP algorithm is given as
follows:
Algorithm 1 Basic SPP algorithm: Suppose we are given initial conditions x0i , vehicle dynamics
(23), target sets Li, and static obstaclesOstatici , i = 1 . . . , N . For each i in ascending order starting
from i = 1 (which corresponds to descending order of priority),
1. determine the total obstacle set Gi(t), given in (18). In the case i = 1, Gi(t) = Ostatici ∀t;
2. compute the BRS Vbasici (t, tSTAi ) defined in (9). The latest departure time tLDTi is then given by
arg supt{x0i ∈ Vbasici (t, tSTAi )};
3. determine the trajectory xi(·) using vehicle dynamics (23), with the optimal control ubasici (·)
given by (11);
4. given xi(·), compute the induced obstacles Oik(t) for each k > i. In the absence of distur-
bances, Oik(t) is given by (8).
C. Robust Trajectory Tracking (RTT)
In the basic SPP algorithm, lower priority vehicles know the trajectories of all higher priority ve-
hicles. The region that a lower priority vehicle needs to avoid is thus simply given by the danger
zones around these trajectories; however, disturbances and incomplete information significantly
complicate the SPP scheme. Committing to exact trajectories is no longer possible, since the dis-
turbance di(·) is a priori unknown. Thus, the induced obstaclesOji (t) are no longer just the danger
zones centered around positions. In this section, we provide an overview of the RTT algorithm that
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can overcome these issues. For simplicity of explanation, we will assume that no static obstacles
exist, but method can be generalized even when static obstacles do exist. The material in this sec-
tion is taken partially from [41]. Note that other algorithms have been developed in [41] to account
for the disturbances, we use RTT algorithm for the simulations in this paper and only present RTT
algorithm here. Interested readers are referred to [41] for the other algorithms.
Even though it is impossible to commit to and track an exact trajectory in the presence of
disturbances, it may still be possible to instead robustly track a feasible nominal trajectory with
a bounded error at all times. If this can be done, then the tracking error bound can be used to
determine the induced obstacles. Here, computation is done in two phases: the planning phase and
the disturbance rejection phase.
In the planning phase, a nominal trajectory xr,j(·) is computed that is feasible in the absence of
disturbances. This planning is done for a reduced control set Up ⊂ U , as some margin is needed to
reject unexpected disturbances while tracking the nominal trajectory.
In the disturbance rejection phase, we compute a bound on the tracking error, independently
of the nominal trajectory. To compute this error bound, we find a robust controlled-invariant set
in the joint state space of the vehicle and a tracking reference that may “maneuver” arbitrarily
in the presence of an unknown bounded disturbance. Taking a worst-case approach, the tracking
reference can be viewed as a virtual evader vehicle that is optimally avoiding the actual vehicle to
enlarge the tracking error. We therefore can model trajectory tracking as a pursuit-evasion game in
which the actual vehicle is playing against the coordinated worst-case action of the virtual vehicle
and the disturbance.
Let xj and xr,j denote the states of the actual vehicle Qj and the virtual evader, respectively,
and define the tracking error ej = xj − xr,j . When the error dynamics are independent of the
absolute state as in (12) (and also (7) in [27]), we can obtain error dynamics of the form
e˙j = fej(ej, uj, ur,j, dj),
uj ∈ Uj, ur,j ∈ Upj , dj ∈ Dj, t ≤ 0
(12)
To obtain bounds on the tracking error, we first conservatively estimate the error bound around
any reference state xr,j , denoted Ej:
Ej = {ej : ‖pej‖2 ≤ REB}, (13)
where pej denotes the position coordinates of ej and REB is a design parameter. We next solve a
reachability problem with its complement Ecj , the set of tracking errors violating the error bound,
as the target in the space of the error dynamics. From Ecj , we compute the following BRS:
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VEBj (t, 0) ={y : ∀uj(·) ∈ Uj,∃ur,j(·) ∈ Upj ,∃dj(·) ∈ Di,
ej(·) satisfies (12), ej(t) = y,
∃s ∈ [t, 0], ej(s) ∈ Ecj },
(14)
where the Hamiltonian to compute the BRS is given by:
HEBj (ej, λ) = max
uj∈Uj
min
ur∈Upj ,dj∈Dj
λ · fej(ej, uj, ur,j, dj). (15)
Letting t→ −∞, we obtain the infinite-horizon control-invariant set Ωj := limt→−∞
(VEBj (t, 0))c.
If Ωj is nonempty, then the tracking error ej at flight time is guaranteed to remain within Ωj ⊆ Ej
provided that the vehicle starts inside Ωj and subsequently applies the feedback control law
κj(ej) = arg max
uj∈Uj
min
ur∈Upj ,dj∈Dj
λ · fej(ej, uj, ur,j, dj). (16)
The induced obstacles by each higher-priority vehicle Qj can thus be obtained by:
Oji (t) = {xi : ∃y ∈ Pj(t), ‖pi − y‖2 ≤ Rc}
Pj(t) = {pj : ∃hj, (pj, hj) ∈Mj(t)}
Mj(t) = Ωj + xr,j(t),
(17)
where the “+” in (17) denotes the Minkowski suma. Intuitively, ifQj is tracking xr,j(t), then it will
remain within the error bound Ωj around xr,j(t) ∀t. This is precisely the set Pj(t). The induced
obstacles can then be obtained by augmenting a danger zone around this set. Finally, we can obtain
the total obstacle set Gi(t) using:
Gi(t) = Ostatici ∪
i−1⋃
j=1
Oji (t) (18)
Since each vehicle Qj , j < i, can only be guaranteed to stay within Ωj , we must make sure
during the path planning of Qi that at any given time, the error bounds of Qi and Qj , Ωi and Ωj ,
do not intersect. This can be done by augmenting the total obstacle set by Ωi:
G˜i(t) = Gi(t) + Ωi. (19)
Finally, given Ωi, we can guarantee that Qi will reach its target Li if Ωi ⊆ Li; thus, in the path
planning phase, we modify Li to be L˜i := {xi : Ωi + xi ⊆ Li}, and compute a BRS, with the
control authority Upi , that contains the initial state of the vehicle. Mathematically,
aThe Minkowski sum of sets A and B is the set of all points that are the sum of any point in A and B.
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V rtti (t, tSTAi ) ={y : ∃ui(·) ∈ Upi , xi(·) satisfies (23),
∀s ∈ [t, tSTAi ], xi(s) /∈ G˜i(t),
∃s ∈ [t, tSTAi ], xi(s) ∈ L˜i, xi(t) = y}
(20)
The BRS V rtti (t, tSTAi ) can be obtained by solving (4) using the Hamiltonian:
H rtti (xi, λ) = min
ui∈Upi
λ · fi(xi, ui) (21)
The corresponding optimal control for reaching L˜i is given by:
urtti (t) = arg min
ui∈Upi
λ · fi(xi, ui). (22)
The nominal trajectory xr,i(·) can thus be obtained by using vehicle dynamics in the absence
of disturbances
x˙i = fi(xi, ui), t ≤ tSTAi
ui ∈ Ui, i = 1 . . . , N,
(23)
with the optimal control urtti (·) given by (22). From the resulting nominal trajectory xr,i(·), the
overall control policy to reach Li can be obtained via (16). The robust trajectory tracking method
can be summarized as follows:
Algorithm 2 Robust trajectory tracking algorithm: Given initial conditions x0i , vehicle dynamics
(1), target sets Li, and static obstacles Ostatici , i = 1 . . . , N , for each i,
1. determine the total obstacle set Gi(t), given in (18). In the case i = 1, Gi(t) = Ostatici ∀t;
2. decide on a reduced control authority Upi for the planning phase, and choose a parameter
REB to conservatively bound the tracking error;
3. compute the BRS VEBi (t, 0) using (14) and make sure that Ωi 6= ∅. Given REB, the error
bound on the tracking error is given by Ωi;
4. using Ωi, determine the augmented obstacle set G˜i(t), given in (19);
5. compute the BRS V rtti (t, tSTAi ) as described in (20) using the reduced target set L˜i, G˜i(t) as
obstacles, and the control authority Upi . The latest departure time tLDTi is then given by
arg supt x
0
i ∈ V rtti (t, tSTAi );
6. compute the nominal trajectory xr,i(·) for Qi in the absence of disturbances, which can be
obtained using the vehicle dynamics in (23) and the optimal control given in (22);
7. the induced obstacles Oik(t) for each k > i can be computed using Ωi and xr,i(·) via (17).
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IV. City Environment Simulation
We now illustrate SPP algorithm using a 50-vehicle UAV system where UAVs are flying
through a city environment. This setup can be representative of many UAV applications, such
as package delivery, aerial surveillance, etc.
A. Setup
We grid the City of San Francisco (SF) in California, USA, and use it as our position space, as
shown in Figure 1.
Simulation Setup
48
0 1 2 3 4 5 km
0
1
2
3
4
5 km
Figure 1. Simulation setup. A 25 km2 area in the City of San Francisco is used as the space for the SPP
vehicles. SPP vehicles originate from the blue star and go to one of the four destinations, denoted by circles.
Tall buildings in the downtown area are used as static obstacles, represented by the black contours.
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Each box in Figure 1 represents a 1 km2 area of SF. The origin point for the vehicles is denoted
by the blue star. Four different areas in the city are chosen as the destinations for the vehicles.
Mathematically, the target sets Li of the vehicles are circles of radius r in the position space, i.e.
each vehicle is trying to reach some desired set of positions. In terms of the state space xi, the
target sets are defined as
Li = {xi : ‖pi − ci‖2 ≤ r} (24)
where ci are centers of the target circles. In this simulation, we use r = 100 m. The four targets
are represented by four circles in Figure 1. The destination of each vehicle is chosen randomly
from these four destinations. Finally, some areas in downtown SF and the city hall are used as
representative static obstacles for the SPP vehicles, denoted by black contours in Figure 1.
For this simulation, we use the following dynamics for each vehicle:
p˙x,i = vi cos θi + dx,i
p˙y,i = vi sin θi + dy,i
θ˙i = ωi,
v ≤ vi ≤ v¯, |ωi| ≤ ω¯,
‖(dx,i, dy,i)‖2 ≤ dr
(25)
where xi = (px,i, py,i, θi) is the state of vehicle Qi, pi = (px,i, py,i) is the position, θi is the
heading, and d = (dx,i, dy,i) represents Qi’s disturbances, for example wind, that affect its position
evolution. The control of Qi is ui = (vi, ωi), where vi is the speed of Qi and ωi is the turn rate;
both controls have a lower and upper bound. To make our simulations as close as possible to
real scenarios, we choose velocity and turn-rate bounds as v = 0 m/s, v¯ = 25 m/s, ω¯ = 2 rad/s,
aligned with the modern UAV specifications [43, 44]. The disturbance bounds are chosen to be
either dr = 6 m/s or dr = 11 m/s. These conditions correspond to moderate breeze and strong
breeze respectively on the Beaufort scale [45]. The scheduled times of arrival tSTAi for all vehicles
are chosen to be all 0 for a high UAV density condition. For medium and low density conditions,
we separated the tSTAi for the vehicles by 5 s and 10 s respectively, with the latest t
STA
i being 0. Note
that we have used same dynamics and input bounds across all vehicles for clarity of illustration;
however, SPP can easily handle more general systems of the form in which the vehicles have
different control bounds, tSTAi and dynamics.
The goal of the vehicles is to reach their destinations while avoiding a collision with the other
vehicles or the static obstacles. The joint state space of this 50-vehicle system is 150-dimensional
(150D), making the joint path planning and collision avoidance problem intractable for direct anal-
ysis. Therefore, we assign a priority ordering to vehicles and solve the path planning problem
sequentially. For this simulation, we assign a random priority order to fifty vehicles and use RTT
algorithm to compute the trajectories of the vehicles.
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B. Results for 6 m/s wind and no arrival time separation
As per Algorithm 2, we start with Q1 and sequentially compute the optimal control policy κj and
the latest departure time tLDTj for each vehicle. To compute the error bound Ej on the tracking error
of vehicle j, we choose REB = 5 m and use the reduced control authority Upj = {(vr,j, ωr,j) :
11 m/s ≤ vr,j ≤ 13 m/s, |ωr,j| ≤ 1.2 rad/s}. Given dynamics in (25), the error dynamics between
Qj and the virtual evader are given by [27]:
e˙x,j = vj cos(eθ,j)− vr,j + ωr,jey,j + dx,j
e˙y,j = vr,j sin(eθ,j)− ωr,jex,j + dy,j
e˙θ,j = ωj − ωr,j,
(26)
where ej = (ex,j, ey,j, eθ,j) is the tracking error in the three states of Qj . Given relative dynamics,
we compute the BRS VEB using (14) and evaluate the infinite-horizon control invariant set Ωj .
For all the BRS computations in this simulation, we use Level Set Toolbox [35]. In presence of
moderate winds, the obtained tracking error bound is 5 m. This means that given any trajectory
(which is a sequence of states over time) of vehicle, winds can at most cause a deviation of 5 m
from this trajectory at all times. Consequently, the vehicle will be within a distance of 5 m from
the trajectory. Note that since all SPP vehicles have same dynamics, the error bound is also same
for all vehicles.
The optimal control policy for Qj is thus given by κj(ej) in (16). However, to compute the
relative state ej , the nominal trajectory xr,j for Qj is required. Using Ωj , we compute the obstacles
induced by the higher-priority vehicles forQj and the obstacle induced byQj for the lower-priority
vehicles. These obstacles are given by (19) and (17) respectively. Note that since disturbance
directly impacts the computation of tracking error bound, these obstacles also grow as disturbance
magnitude increases. We will illustrate the effect of disturbance magnitude on the trajectories of
vehicles in IV-C.
The nominal trajectory can now be obtained by computing V rttj in (20) and executing the cor-
responding control policy urttj in (22), starting from the initial state x
0
j . Finally, the latest departure
time tLDTj is given by arg supt x
0
j ∈ V rttj (t, tSTAj ). It is important to note that since the BRS V rttj is
computed backwards starting from the scheduled time of arrival tSTAj , (a) the latest departure time
tLDTj directly depends on and varies with t
STA
j and (b) it directly impacts the obstacles that Qj needs
to avoid in its path towards its destination. We will illustrate the effect of the scheduled time of
arrival on the trajectories of vehicles also in IV-C.
The resulting trajectories of vehicles for dr = 6 m/s and tSTAj = 0 ∀j at different times are
shown in Figure 2. As evident from the figures, the vehicles remain clear of all the static obstacles
(the black contours) and make steady progress towards reaching their destinations. The vehicles
whose destinations are relatively closer need less time to travel to their destinations and depart
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later. Note that the shown trajectories are simulated under uniformly random disturbance (i.e., for
every vehicle, the disturbance is uniformly sampled from a circle of radius dr = 6 m/s at each time
step), but the SPP algorithm guarantees safety and reactivity despite the worst case disturbance, as
we show later in this section.
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Figure 2. Snapshots of vehicle trajectories at different times for uniform disturbance with dr = 6 m/s. The
vehicles remain clear of all static obstacles despite the disturbance in the dynamics.
The full trajectories of vehicles are shown in Figure 7a. All vehicles reach their respective des-
tinations. A zoomed-in version of Figure 7a near the red-target (Figure 3) illustrates that vehicles
are also outside each other’s danger zones (circles around the vehicles) as required. It is interesting
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Figure 3. Zoomed-in version of vehicle trajectories near the red target in Figure 7a. The SPP algorithm ensures
that the vehicles are outside each other’s danger zones (circles around the vehicles).
to note that the vehicles going to the same destination take different trajectories. This is because
all vehicles have same scheduled time of arrival, and hence the lower-priority vehicles do not have
the flexibility to wait for the higher-priority vehicles. In order to ensure that they reach their des-
tinations on time, they take alternative trajectories to their destinations, forming different “traffic
lanes”. Thus, the vehicles’ trajectories obtained in this case are predominately state-separated
trajectories, i.e., they follow different state trajectories but at the same time.
Although the plotted trajectories in Figure 7a are for a particular realization of the (uniformly
random) disturbances, the SPP algorithm guarantees obstacle avoidance regardless of the realized
disturbance. To illustrate this, we plot the trajectories of a particular vehicle (Q17) for three differ-
ent disturbance realizations – uniform, worst-case, and constant wind from the west direction – in
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Figure 4. One can see that the trajectories are nearly indistinguishable even in the zoomed-in plot
on the right.
constant
none
uniformly random
worst-case
(a)
constant
none
uniformly random
worst-case
(b)
Figure 4. Trajectories of Q17 under different types of bounded disturbances – constant wind from the west, no
wind, uniformly random wind, and worse-case wind. The right plot zooms in on the beginning of the left plot.
Figure 5 shows the minimum distance between Q17 and other vehicles. One can see that this
distance is never below 10 m, which is minimum required separation between the vehicles. The
separation distance is small in the beginning because the vehicles need to depart as soon as possible
while maintaining this minimum required separation.
Figure 6 shows the optimal control action in terms of the turn rate and the linear speed of each
vehicle, demonstrating that the tracking control law reacts to tracking error due to disturbances in
an intuitive way. Both subplots show the control law when the vehicle is facing east. Figure 6a
indicates, for example, that generally when the tracking error is such that the vehicle is too far to
the right compared to the nominal position, the optimal tracking control is to turn left. Figure 6b
indicates, for example, that when the vehicle is too far ahead of the nominal position, it should
slow down. The optimal turn rate and linear speed controls ensure that the vehicle never deviates
from the nominal trajectory for more than 5 m.
The average trajectory computation time per vehicle is 2 s using a CUDA implementation of
the level set toolbox on a desktop computer with a Core i7 5820K processor and two GeForce GTX
Titan X graphics processing units. Note that all this computation is done offline and the resulting
optimal policy κj(ej) is obtained as a lookup table. In real time, neither any computation nor any
communication between vehicles is required. Only a lookup table query is required, and this can
be performed very quickly in real time. This illustrates the capability of SPP as a provably safe
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Figure 5. Minimum distance to other vehicles for Q17 under different types of bounded disturbances – constant
wind from the west, no wind, uniformly random wind, and worse-case wind. The right plot zooms in on the
beginning of the left plot.
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(a) Turn rate control as a function of tracking error.
White: turn right; red: turn left; blue: go straight.
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(b) Linear speed control as a function of tracking er-
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Figure 6. Optimal tracking control law for each vehicle for a heading of zero degrees (facing towards the right).
path planning algorithm for large multi-vehicle systems. Without CUDA, the computation time
per vehicle is 33 s using a C++ implementation of the level set toolbox, and 200 s using a Matlab
implementation.
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C. Effect of Disturbance and Scheduled Time of Arrival
In this section, we illustrate how the disturbance bound dr in (25) and the relative tSTAs of vehicles
affect the vehicle trajectories. For this purpose, we simulate the SPP algorithm for four additional
scenarios:
• Case-0: dr = 6 m/s, tSTAi = 0 ∀i
• Case-1: dr = 11 m/s, tSTAi = 0 ∀i
• Case-2: dr = 6 m/s, tSTAi = 5(i− 1) ∀i
• Case-3: dr = 11 m/s, tSTAi = 5(i− 1) ∀i
• Case-4: dr = 11 m/s, tSTAi = 10(i− 1) ∀i
The interpretation tSTAi = 5(i − 1) is that the scheduled time of arrival of any two consecutive
vehicles is separated by 5 s, which represents a medium vehicle density scenario; a separation of
10 s represents a low vehicle density scenario. dr = 6 m/s and dr = 11 m/s correspond to the
moderate breeze and strong breeze respectively on Beaufort wind force scale [45].
Intuitively, as dr increases, it is harder for a vehicle to closely track a particular nominal trajec-
tory, which results in a higher tracking error bound. As mentioned previously, with a 6 m/s wind
speed, the tracking error bound is 5 m; however, with an 11 m/s wind speed, the tracking error
bound becomes 35 m. Thus, the vehicles need to be separated more from each other in space to
ensure that they do not enter each other’s danger zones. This is also evident from comparing the
results corresponding to Case-0 (Fig. 7a) and Case-1 (Fig. 7b). As the disturbance magnitude
increases from dr = 6 m/s (moderate breeze) to dr = 11 m/s (strong breeze), the vehicles’ trajec-
tories get farther apart from each other. Since tSTA is same for all vehicles, the vehicles trajectories
are still predominately state-separated trajectories.
We next compare Case-0 and Case-2. The difference between these two cases is that vehicles
have a 5 second separation in their schedule times of arrival in Case-2. When vehicles Qi and
Qj (j > i) have same scheduled time of arrival and are going to the same destination, they are
constrained to travel at the same time to make sure they reach the destination by the designated
tSTA. However, sinceQi is high-priority, it gets access to the optimal trajectory (in terms of the total
time of travel to destination) and Qj has to settle for a relatively sub-optimal trajectory. Thus, all
vehicles going to a particular destination take different trajectories creating a “band” of trajectories
between the origin and the destination, as shown in Figure 7a; the high-priority vehicles take a
relatively straight path between the origin and the destination whereas the low-priority vehicles
take a (relatively sub-optimal) curved path. If we think of an air highway between the origin and
the destination, then vehicles take different lanes of that highway to reach the destination in Case-
0. Thus, the trajectories of vehicles in this case are state-separated. However, when tSTAj > t
STA
i ,
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then Qj is not bound to travel at the same time as Qi; it can wait for Qi to depart and take a shorter
path later on. Thus, vehicles travel in a single (optimal) lane in this case, as shown in Figure 7c.
In other words, they take the same trajectory to the destination, but at different times. Thus, the
trajectories of vehicles in this case are time-separated.
Note that the exact number of lanes depends on both the disturbance and separation of sched-
uled times of arrival. As the disturbance increases, vehicles need to be separated more from each
other to ensure safety. A larger arrival time difference between vehicles is also able to ensure this
separation even if the vehicles were to take the same lane. As shown in Figure 7d, a difference of
5 s in the tSTA’s is not sufficient to achieve a single lane behavior for stronger 11 m/s wind con-
ditions. However, the number of lanes is significantly less than that in Case-1 (Fig. 7b). Finally,
a separation of 10 s in tSTA’s ensure that we get the single lane behavior even in the presence of
11 m/s winds, leading to time-separated trajectories. Videos of the simulations can be found at
https://youtu.be/1ocaBGZqSAE.
Overall, the relative magnitude of disturbance and scheduled times of arrival separation deter-
mines the number of lanes and type of trajectories that emerge out of the SPP algorithm. For a fixed
disturbance magnitude, as the separation in the scheduled times of arrival of vehicles increases, the
number of lanes between a pair of origin and destination decreases, and more and more trajectories
become time-separated. On the other hand, for a fixed separation in the scheduled times of arrival
of vehicles, as the disturbance magnitude increases, the number of lanes between a pair of origin
and destination increases, and more and more trajectories become state-separated.
V. Multi-city Environment Simulation
We next use SPP algorithm to design trajectories for a 200-vehicle UAV system where UAVs
are flying through a multi-city region.
A. Setup
We grid the San Francisco Bay Area in California, US and use it as our state space, as shown in
Figure 9. We consider the UAVs flying to and from four cities: Richmond, Berkeley, Oakland, and
San Francisco. The blue region in Fig. 9 represents bay. This environment is different from the
city environment in Section IV in that now the UAVs need to fly for longer distances and through
a high-density vehicle environment with strong winds, but have very few static obstacles like tall
buildings.
Each box in Figure 9 represents a 25 km2 area. The vehicles are flying to and from the four
cities indicated by the four circles. The origin and the destination of each vehicle is chosen ran-
domly from these four cities. The vehicle dynamics are given by (25). We choose velocity and
turn-rate bounds as v = 0 m/s, v¯ = 25 m/s, ω¯ = 2 rad/s. The disturbance bound is chosen as
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Figure 7. Effect of the disturbance magnitude and the scheduled times of arrival on vehicle trajectories. All tra-
jectories are simulated under uniformly random disturbance. The relative separation in the scheduled times of
arrival of vehicles determines the number of lanes between a pair of origin and destination, and more and more
tarjectories become time-separated as this relative separation increases. The disturbance magnitude deter-
mines the relative separation between different lanes, and more and more tarjectories become state-separated
as the disturbance increases.
dr = 11 m/s, which corresponds to strong breeze on Beaufort wind force scale [45]. The sched-
uled time of arrival tSTA for vehicles are chosen as 5(i− 1) s.
The goal of the vehicles is to reach their destinations while avoiding a collision with the other
vehicles. The joint state space of this 200-vehicle system is 600-dimensional, making the joint path
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planning and collision avoidance problem intractable for direct analysis. Therefore, we assign a
priority order to vehicles and solve the path planning problem sequentially.
B. Results
The trajectory planning for the vehicles is done using RTT algorithm, similar to that in Section
IV-B. The resulting trajectories of vehicles are shown in Figure 10a. Once again, the vehicles
remain clear of all other vehicles and reach their respective destinations. Given the separation
between the scheduled times of arrival, the trajectories are predominately time-separated, with
roughly two lanes for each pair of cities (one for going from city A to city B and another for
from city B to city A). A high-density of vehicles is achieved in the center since the 4 paths
are intersecting in the center (Richmond-Oakland, Oakland-Richmond, Berkeley-San Francisco,
San Francisco-Berkeley), but the SPP algorithm ensures safety despite this high-density, as shown
in the zoomed-in version of center at an intermediate time when a large number of vehicles are
passing through the central region (Figure 10b).
Finally, we simulate the system for the case where tSTAi = 0 ∀i. As evident from Figure 11, we
get multiple lanes between each pair of cities in this case and trajectories become predominately
state-separated, as we expect based on the discussion in Section IV-C.
The average computation time per vehicle is 4 minutes using a CUDA implementation of the
Level Set Toolbox on a desktop computer with a Core i7 5820K processor and two GeForce GTX
Titan X graphics processing units. The computation time is much longer than in the previous
simulation in SF because of the larger space over which planning is done. Once again all the
computation is done offline and only a lookup table query is required in real-time, which can be
performed very efficiently. This simulation illustrates the scalability and the potential of deploying
the SPP algorithm for provably safe path planning for large multi-vehicle systems.
VI. Conclusion
Provably safe multi-vehicle path planning in an important problem that needs to be addressed
to ensure that vehicles can fly in close proximity of each other. Recently, the SPP algorithm
was proposed for multi-vehicle path planning problem that scales linearly with the number of
vehicles. We illustrate the full potential of the algorithm by using it for large-scale multi-vehicle
path planning problems under different flying conditions. We demonstrate how different types of
space-time trajectories emerge naturally out of the algorithm for different disturbance conditions
and other problem parameters. The reactivity of the obtained controller is also demonstrated under
different wind conditions.
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Figure 8. Vehicle trajectories for Case-4: dr = 11m/s, tSTAi = 10(i− 1). Since different vehicles have different
scheduled times of arrival, there is a single lane between every origin-destination pair.
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Figure 9. Multi-city simulation setup. A 300km2 area of San Francisco Bay Area is used as the state-space for
vehicles. SPP vehicles fly to and from the four cities indicated by the four circles. The simulations are performed
under the strong winds condition with dr = 11m/s.
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Figure 10. (a) Trajectories obtained from the SPP algorithm for the multi-city simulation with dr = 11m/s,
tSTAi = 5(i − 1). (b) Zoomed-in version of the central area. A high density of vehicles is achieved at the center
because of the intersection of several trajectories; however, the SPP algorithm still ensures that vehicles do not
enter each other’s danger zones and reach their destinations.
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Figure 11. Vehicle trajectories for dr = 11m/s, tSTAi = 0. Since different vehicles have same scheduled times of
arrival, a multiple-lane behavior is observed between every pair of cities.
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