Simulations of glass and ceramic systems for nuclear waste applications by Rushton, M. J. D. & Rushton, M. J. D.
Simulations of Glass and Ceramic Systems 
for Nuclear Waste Applications 
A dissertation submitted to the University of London 
for the degree of Doctor of Philosophy 
and the Diploma of Imperial College 
by 
M.J.D. Rushton 
Department of Materials 
Imperial College of SCience, Technology and Medicine 2006 
The work presented in this thesis is by Michael James Daniel Rushton. 
M.J.D Rushton 
Abstract 
Glass and ceramic materials have been used for the immobilisation of nuclear wastes. A greater 
understanding of these materials and the way in which they interact will lead to better waste-
form design and performance. For this reason, atomic scale simulations were performed on 
glass, ceramic and glass-ceramic systems relevant to nuclear waste applications. 
Here molecular dynamics techniques are used to form models of vitreous silica, alkali sili-
cate, alkali borosilicate and alkali aluminoborosilicate glasses using a melt-quench procedure. 
The interactions occurring at interfaces between these glass compositions and (100) and (110) 
surfaces of ceramics exhibiting the rock-salt crystal structure are considered. Three different 
methods for interface formation are considered and their relative merits explored. 
In particular, the changes in the modifier and network structure of glasses, encountered at 
glass-ceramic interfaces were investigated. Considerable modifier enhancement at interfaces 
was observed. In addition, considerable differences in the modifier distribution were found 
between (100) and (110) interfaces. Interfacial energies were calculated for each interface; of 
the interfaces considered it was found that (110) interfaces consistently gave lower energies 
than comparable (100) interfaces. A borosilicate waste glass composition was compared to a 
similar glass which had small additions of aluminium and magnesium. In general, interfacial 
energies for this aluminoborosilicate glass composition were found to be lower than those 
corresponding to the borosilicate glass. 
Partial ordering of the glass network adjacent to the glass-ceramic interfaces was observed. 
Borate and silicate polyhedra in the glass close to glass-ceramic interfaces were found to adopt 
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preferred orientations based on the structure of the ceramic surface. At interfaces with the 
(100) surfaces of CaO, SrO and BaO, glass anions were found to sit over interstitial sites. By 
comparison, at interfaces with the (100) surface of MgO, glass anions were associated with 
cations in the ceramic surface. 
The presence of the ceramic interface was found to cause layering of the glass network. Regu-
larly spaced boron/silicon and oxygen rich layers were found parallel to the plane of all glass 
ceramic interfaces except that formed between SiO2 and the (100) surface of MgO. The lack 
of layering in this system was attributed to the absence of network modifiers in this system. 
Rare earth pyrochlore materials have been proposed as host materials for nuclear waste appli-
cations. A systematic series of calculations on AP-B1+07 pyrochlores were performed. In 
particular the results of static energy minimisation and molecular dynamics simulations were 
used to explore transformations occurring between pyrochlore, defect fluorite and amorphous 
states. Predictions were made for the volume changes experienced as a consequence of these 
transformations. It was found that volume changes were lowest for compositions close to the 
pyrochlore-defect fluorite phase boundary. Finally, pyrochlore to defect fluorite transformation 
temperatures were predicted for rare-earth zirconate pyrochlores. 
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Chapter 1 
Introduction 
In its energy review, published in 2006 [1], the government of the United Kingdom opened the 
way for a new generation of nuclear fission electricity power stations. At the time of writing, 
about 20% of Britain's energy consumption is satisfied by nuclear power plants [2, 3], yet 
Britain's twelve nuclear power stations are nearing the end of their lives, with over half due 
to be decommissioned by 2011 [4]. Only two are expected to be generating beyond 2020. It 
is also thought that many coal-fired stations will have to close under new EU regulations on 
sulphur emissions [5]. Unless Britain starts importing electricity (which is undesirable in terms 
of security of supply) new generating capacity will have to be built. Given that current estimates 
put reserves of gas and oil at around forty years [2], nuclear power is a strong candidate for 
replacing this generating capacity as part of a long term energy strategy. 
Through the Kyoto Protocol on greenhouse gas emissions [6], the United Kingdom has made 
a legally binding commitment to cut greenhouse gas emissions by 12.5% of their 1990 levels 
no later than 2010. In Europe, Britain is one of two nations (the other being Sweden) that is on 
course to meet its Kyoto obligations [7], however the government has committed to exceeding 
this by reducing greenhouse gas emissions by 20% by 2010 [1]. Although time to build will 
preclude nuclear power generation contributing towards a reduction in CO2 emissions by 2020, 
a new fleet of nuclear power stations would help maintain this commitment in the longer term. 
1 
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Although generating electricity using nuclear fission is desirable in terms of security of supply 
and low CO2 emissions, the enduring legacy of nuclear waste represents both technical and en-
vironmental issues and is also a barrier to its acceptance by the general public. The responsible 
management of nuclear waste is therefore of great importance. In an effort to add understanding 
of materials used for the immobilisation of nuclear waste, the results of simulations performed 
for glass and ceramic systems used as nuclear wasteforms are presented in chapters 3 and 6 
respectively. Furthermore, the structure and interactions occurring at glass-ceramic interfaces 
are considered in chapter 4 and chapter 5. 
1.1 Nuclear Waste Immobilisation 
The work contained in this thesis is concerned with glass compositions related to the immo-
bilisation of high level nuclear waste resulting from the reprocessing of nuclear fuel. When 
fuel is burnt in a nuclear reactor, energy is released by the fission of actinides such as U-235 
and Pu-239; this results in the build up of fission products in the fuel. Some of these (e.g. 
a number of rare earth elements) absorb neutrons, whilst others alter the fuel's structure, re-
ducing the efficiency of the fission process [8]. Eventually, the continued irradiation of a fuel 
pellet becomes uneconomical and it must be removed from the reactor. After removal however, 
fuel pellets still contain useful amounts of unfissioned uranium and plutonium. In the closed 
fuel cycle favoured by France, Japan and Britain the spent fuel is reprocessed to recover this 
remaining fissionable material [9]. 
In the United Kingdom, fuel reprocessing proceeds as follows [8]: 
• Remove fuel cladding. 
• Dissolve fuel in nitric acid. 
• Remove insoluble fission products. 
• Extract useful fuel elements using solvent extraction. 
CHAPTER 1. INTRODUCTION 	 3 
The waste resulting from this process is a highly acidic radioactive slurry containing fission 
products (e.g. Rb, Sr, Y, Zr, Nb, Mo, Tc, Ru, Cs), fuel alloying elements (e.g. Fe, Si and Mo), 
cladding elements (e.g. Al and Mg) and some transuranic elements (e.g. Am, Cm) [10]. This 
liquid waste is harmful to humans and the biosphere [11]. The responsible disposal of such 
wastes is an important challenge that needs to be met [10]. 
Historically, the storage of high level waste in a liquid form has been considered as an accept-
able short-term solution [10]. As an example, high level liquid waste was stored in 149 single 
walled carbon steel vessels at the U.S. Hanford complex [12]. As tank leakage and gas ex-
plosion are very real threats, the unstable nature of historical waste facilities has led to a drive 
towards more stable and easily managed wasteforms with improved longevity [10]. 
Immobilisation is defined as the conversion of a waste into a wasteform by solidification, em-
bedding or encapsulation (by the IAEA) [11]. The aim of immobilisation is to provide a waste-
form that is more stable, can be more easily managed and is suitable for long-term geological 
disposal [10]. The work in this thesis is related to the structure and properties of glass and 
ceramic mateerials used as hosts for the immobilisation of high level nuclear wastes. 
1.1.1 Vitrification 
In the context of this thesis, vitrification describes the process of immobilising waste materials 
in glass. Figure 1.1, shows a schematic diagram of a vitrification rig similar to that used by the 
UK and France to immobilise high level wastes arising from reprocessing [8]. 
A large proportion of high level liquid waste's (HLLW) volume is due to its water content. 
This is removed by passing the waste through a rotating kiln, known as a calciner, operated at 
850'C [8]. As the HLLW flows through the calciner its water content is progressively evapo-
rated to leave a fine powder called the calcine. Caking of the calcine is avoided by the tumbling 
action induced by the rotation of the calciner. 
The calcine is then fused with glass to form a vitrified wasteform. This is achieved by mixing 
the calcine with glass frit (previously made glass ground into a powder) which is then admitted 
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to the melter. The calcine-frit mixture is melted using an induction furnace at a temperature 
of about 1100°C [8]. After about eight hours, the molten glass is drained into stainless steel 
containers. After solidifying, these containers are moved to interim storage where they are kept 
for at least 50 years [8, 11]. 
1.1.2 Ceramic Wasteforms 
It has been observed that certain mineral phases containing radioactive elements have been 
stable for tens to hundreds of millions of years, even when in contact with water. As a result, 
it has been argued that synthetic analogues of such minerals would make suitable hosts for 
high level nuclear waste. An example of such a material is pyrochlore. This material will 
be discussed in chapter 6 in terms of its suitability as a host for nuclear waste. Crystalline 
materials of this kind offer several potential benefits over vitrified wastes. 
Ceramic wasteforms can exhibit higher thermal stability than vitrified wasteforms. This is sig-
nificant as the radionuclides dispersed in a nuclear waste material, decay and generate heat [11]. 
Self heating of waste is related to waste loading. The higher the loading the more energy the 
host matrix must dissipate. Higher thermal stability offers the potential of higher waste load-
ings, which in turn leads to a reduction in the volume of waste bearing material which needs to 
be managed [13]. 
Unlike vitrified waste, where atoms are homogeneously distributed through the glass structure, 
radionuclides are incorporated into ceramic wasteforms at particular sites in the crystal lattice. 
This is because the coordination environment of different sites in the crystal structure impose 
specific size, charge and bonding constraints upon the atoms which they can accomodate [14]. 
This means the composition of ceramic wasteforms must be tailored to incorporate particular 
waste elements. 
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Gas and Dust Treatment 
= Additives 
I 
V Calcine 
Rotary Calciner 
Melter 
CHAPTER 1. INTRODUCTION 	 5 
Stainless Steel Canister 
Lid Welding 
Interim Storage 
Figure 1.1: Schematic diagram of a typical rig used to immobilise high level nuclear waste. 
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1.2 	The Structure of Glass 
Glasses are amorphous solids which do not exhibit long range order. The term glass can be 
applied to a large range of materials which are X-ray amorphous and have a clearly defined 
glass transition temperature [15]. This definition is quite broad and can include organic mate-
rials such as glycerol [15] and metals in which a glassy state can be induced [16]. The glasses 
considered by this thesis and those used to make such items as windows, glass bottles, light 
bulbs and camera lenses can be defined using the more restrictive definition from the American 
Society for Testing Materials that states: "glass is an inorganic product of fusion which has 
cooled to a rigid condition without crystallizing" [15]. 
Typically, glasses are formed by cooling a glass forming composition from the molten state. 
Many glass forming systems readily form crystalline materials. For instance, Si02 has several 
crystalline polymorphs such as a-quartz, n-quartz and cristobalite [17]. To prevent crystallisa-
tion, an amorphous state is induced by rapid cooling from the melt. As heat is removed quickly, 
there is insufficient time for atoms in the material to undergo the concerted rearrangement re-
quired to form a crystalline material, instead a metastable structure is formed which does not 
exhibit long range order. 
The choice of composition for nuclear waste host glasses is a compromise between process-
ability and wasteform durability. Ideally, the glass should have high waste solubility, low pro-
cessing temperatures, mechanical integrity, low leachability under repository conditions and 
excellent radiation and thermal stability [10,11]. Although phosphate and rare earth glasses 
have been considered as nuclear waste hosts [10] most commercial vitrification plants have 
employed borosilicate glasses. Before considering borosilicate glass, the structure of silicate 
and alkali silicate glasses will be described. 
1.2.1 Silicate Glass 
Although several theories exist to describe the structure of amorphous Si02 [18] perhaps 
the mostly widely accepted is the continuous random network model originally proposed by 
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Zachariasen [19]. This proposed that silicon atoms in vitreous Si02 are invariably coordinated 
by four oxygen atoms, forming well defined SiO4 tetrahedral units. These tetrahedra then form 
a polymerised network in which each tetrahedra shares an oxygen atom with four other SiO4 
units. Oxygen atoms shared by two SiO4 tetrahedra are known as bridging oxygens. In the 
glass network it is assumed that there is a random distribution of inter-tetrahedral angles, ac-
counting for the lack of long range order observed in amorphous silica. A representation of a 
continuous random network structure of an A2B3 glass is given in figure 1.2. 
1.2.2 Alkali Silicate Glass 
In the same paper in which he proposed the continuous random network model [19], Zachari-
asen defined a set of structural rules for determining which systems can form continuous ran-
dom network oxide glasses these stated that: 
1. No oxygen atom may be linked to more than two cations. 
2. Oxygen polyhedra are corner sharing (rather than edge of face sharing). 
3. For three dimensional networks, at least three corners of each oxygen polyhedron must 
be shared. 
4. The cation's coordination number must be small, four or less. 
These rules have been found to be quite good at predicting glass formation and accurately 
predict the main glass forming oxides: B203, SiO2 , Ge02 and P205 [16,20]. These oxides are 
commonly referred to as network formers. 
Glasses composed entirely of network formers are rarely used for practical applications. For 
example B203 is not water resistant and, although it has good chemical durability, Si02 has a 
very high processing temperature of over 1750°C. The majority of technologically significant 
glasses contain additional components. 
CHAPTER 1. INTRODUCTION 	 8 
Figure 1.2: Continuous random network of a glass (adapted from [19]). 
Alkali oxides such as Li20, Na20 and MgO are often added to Si02 as fluxes to lower the 
melt viscosity and glass transition temperature [15]. This allows alkali silicate glasses to be 
processed at lower temperatures than Si02. Each alkali ion added to the glass leads to the 
breaking of an Si-O-Si bonds to create a non-bridging oxygen (NBO) which the charge com-
pensating alkali ion is then associated with. Normally oxygen atoms in the silicate network 
link two silicate tetrahedra, NBOs are only associated with a single tetrahedron. The effect of 
the alkali additions on the glass structure is therefore to cause depolymerisation of the glass 
network. The depolymerisation process can be thought of as an acid-base reaction that, for a 
monovalent alkali oxide (M20), proceeds as follows [11]: 
i 	i 	 i 	1 
O o o o 
I 	I I I 
Si Si 	+ M,0 ---).- 	Si 	NI , 	Si 
0 0l',-f 0 0 .0 0 0" "C'c 0 0 , 	P 	II 	•4. 	 P 	 M- 	N 
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Due to their depolymerising effect, alkali, alkaline earth, transition metal and highly charged 
ions with a large size, that cannot substitute for network formers, are known as network modi-
fiers [11]. 
In Zachariasen's continuous random network model [19], the position of network modifiers 
in the glass network is left unspecified, with modifiers sitting in naturally occurring 'holes' in 
the glass network close to their charge compensating NBO. Greaves et al. [21, 22] examined 
the local structure around modifier atoms in various glass compositions using the extended X-
ray absorption fine structure (EXAFS) technique. Rather than the homogeneous distribution of 
modifiers described by Zachariasen [19], they found evidence to suggest that modifier atoms sat 
in modifier rich ion channels. The theory that nanoscale segregation of oxide glasses occurs, 
leading to the formation of different regions rich in modifiers and network formers is often 
referred to as the 'modified random network' (MRN) model. Atomic computer simulations 
of alkali silicate glasses have also shown evidence to support the MRN model [23, 24]. It 
has been argued that ion channels of the type predicted by the MRN model would provide 
rapid migration and percolation channels for the leaching of radionuclides from nuclear waste 
bearing glasses [25]. The modifier distribution in simulated glasses will be discussed further in 
chapter 3. 
The Mixed Alkali Effect 
The addition of a second alkali to an alkali silicate glass leads to a sharp decrease in ionic 
conductivity [20]. Figure 1.3 shows ionic conductivities for Li-Na, Na-K and K-Li mixed 
alkali silicate glasses. Conductivity falls, sometimes by orders of magnitude, as the ratio of the 
two alkali species approaches 50:50. Indeed, the minima in the ionic conductivities for each 
mixed alkali series, were close to a concentration ratio of 0.5, the point at which there was an 
equal quantity of each modifier species. The non-linear dependence of glass properties to their 
mixed alkali concentration ratio is known as the mixed alkali effect [26]. 
In addition to ionic conductivity, minima are seen in other properties of mixed alkali glasses. 
Minima have been observed for the following properties: hardness, high-temperature elastic 
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moduli, electrical conductivity, dielectric constant, dielectric loss and viscosity [27]. By com-
parison, maxima are observed in the chemical durability and electrical conduction activation 
energy [27]. 
It is thought that the mixed alkali effect is related to modifier mobility. Measurements of diffu-
sion coefficients have shown that the mobility of each modifier species is lower in mixed alkali 
compositions than equivalent single alkali glasses [20]. Reasons for the decreased modifier mo-
bility in mixed alkali glasses are discussed in chapter 3, with relation to modifier distribution 
in simulated glasses. 
1.2.3 Borosilicate Glass 
During the vitrification of high level nuclear waste, melting should be carried out between 
1100 and 1250°C, as at higher temperatures, excessive volatilisation of both radioactive and 
non-radioactive waste components occurs [11]. The processing temperature of alkali silicates, 
although lower than vitreous silica, still tend to be too high for use in the vitrification of high 
level nuclear waste. To bring down the processing temperature further, glass formers other than 
silica are added [11]. Borosilicate glasses, as their name suggests, contain both silicon and 
boron as network formers and represent the first generation wasteform for the immobilisation 
of high and intermediate level nuclear waste, with plants operating throughout the world [10]. 
In addition to lowering the processing temperature, the addition of boron (at levels below 
15wt%) to silicate glasses has a number positive benefits: thermal expansion coefficient is 
reduced and chemical durability and resistance to mechanical abrasion are also improved [11]. 
Silicon in oxide glasses is invariably coordinated by four oxygen atoms. By comparison, boron 
exhibits a variable coordination state and can exist either as B03 triangles or B04 tetrahedra. 
The addition of alkali atoms to vitreous B203, rather than leading to the formation of NBOs (as 
described for silicate glasses) instead initially causes the conversion of B03 to B04 [28-30]. 
This increases the polymerisation of the boron network and leads to a minimum being observed 
in the thermal expansion coefficient at around 16 mol.% Na20 (this is the opposite of what 
happens when modifiers are added to vitreous silica). This behaviour is normally referred 
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Figure 1.3: Ionic conductivity in mixed alkali silicate glasses [20]. 
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to as the 'boron-anomaly'. The number of fully polymerised B04 tetrahedra increases up to 
a maximum value as a function of alkali concentration, further alkali additions then lead to 
formation of NBOs in the borate network. 
The fraction of three coordinated boron atoms is an important structural parameter in borosili-
cate glasses. B03 is a relatively unstable component in borosilicate glass and is easily leached 
by acids [11]. In order to minimise the B03 population, and therefore improve wasteform dura-
bility, nuclear waste glasses are normally based on alkali borosilicate compositions. To further 
improve durability mixed alkali compositions are chosen. As described above, the presence of 
more than one modifier species in a glass leads to an overall reduction in modifier mobility and 
hence the leachability of these species. 
The glass compositions chosen for study in this work are based on the mixed alkali borosilicate 
composition (described further in chapter 2) used by British Nuclear Fuels Limited to immo-
bilise wastes issuing from the reprocessing of magnox waste fuel. Magnox fuel is clad in an 
aluminium and magnesium alloy and although efforts are made to remove this cladding [8], 
the resulting waste stream is high in these elements [10, 31]. Magnesium is a divalent modifier 
species whilst alumina is an intermediate oxide. 
Intermediates are species which cannot form oxide glasses on their own, but can play a network 
forming role in the presence of other network formers [16]. Al3+ can substitute for Si4+, 
however due to its lower charge, it relies on the presence of a nearby alkali atom for charge 
compensation. The effect of this is to cause alkali atoms to move out of their network modifying 
role, as a result, the number of NBOs in the system decreases on the addition of aluminium, 
resulting in a more polymerised glass network. In terms of wasteform durability, alkali atoms 
that charge compensate aluminium are tightly bound to A104 tetrahedra, and are not as readily 
leached as, alkalis that are more weakly bonded to NBOs [11]. 
1.2.4 A Note on Structural Notation 
Experimental techniques such as nuclear magnetic resonance spectroscopy (NMR) allow the 
local environment of glass constituents to be determined [32]. In particular it is possible to 
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detect differences in the environment of a network former based on the number of bridging and 
non-bridging oxygens surrounding it. Results determined in this way are expressed in terms 
of the number of bridging oxygens a network former has. In chapter 3 comparison will be 
made between simulation and structural data of this kind. For this reason the notation used 
to describe such data will now be introduced. The notation used to describe speciation data 
will be that adopted by Eckert [33] where the number of bridging oxygens is written as the 
superscript to the network forming species of interest. As an example, a silicon atom with four 
bridging oxygens is written as: 
Similarly, a borate unit with three bridging oxygens becomes B(3). Likewise, aluminate tetra-
hedra with four bridging oxygens is described as A1(4) whilst those with three bridging oxygens 
would be A1(3), This notation is equivalent to Q and N notation sometimes used to describe Si 
and B speciation. 
1.2.5 Glass Ceramic Interfaces 
In chapters 4 and 5 results are presented for atomic scale computer simulations of glass-ceramic 
interfaces. At the atomic scale relatively little is known about the structure of glass at the 
interface with a ceramic material. 
High level nuclear waste contains components, (such as S, Cl and Ru [11]) that are sparsely 
soluble in borosilicate glass [11, 34]. Precipitation of these phases can occur during vitrifica-
tion, especially at high waste loadings [34]. Large numbers of crystals, which tend to settle at 
the bottom of the glass, can interrupt melter operation [34,35]. In addition, certain crystalline 
phases are water soluble which tends to decrease wasteform durability. For instance, a water 
soluble 'yellow phase' (based on an assemblage of alkali sulphates, alkali chromates, alkali 
molybdates, CaMoO4 and Ba(Sr)Cr04) has been observed in magnox waste glasses [11, 36]. 
Knowledge of the atomic scale structure of glass-ceramic interfaces could potentially lead to 
improvements in the composition and processing conditions allowing the presence of undesir- 
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able crystalline phases in vitrified wastes to be reduced. It is hoped that the work contained in 
this thesis will contribute to this knowledge. 
In certain instances, the presence of a ceramic and glass together in the same material can be 
desirable. Designed glass-ceramic composite materials have been proposed as hosts for high 
level nuclear waste [10, 11, 37, 38]. Depending on application, the glass phase can be used 
either as a binding agent (holding ceramic particles together), or as a matrix, in which ceramic 
particles are dispersed [11]. Glass-ceramic composite wasteforms offer some benefits. Glass 
immisicible phases (e.g. sulphates and chlorides) can be contained in the ceramic phase [11]. 
A glass composite material may also show improved durability in comparison to a monolithic 
ceramic wasteform, with the glass matrix acting as a further barrier between waste components 
and the biosphere [37, 38]. The knowledge gained through the use of techniques, such as those 
described in chapter 3, could help in understanding how waste components partition between 
the ceramic and glass phase in these materials, and additionally how they would be expected to 
perform under repository conditions. 
1.3 Atomic Scale Glass Simulation Techniques 
The lack of periodicity, symmetry and long range order in amorphous materials makes it dif-
ficult to determine their structure, at the atomic scale, using experiment [18]. The structure 
of a defect free crystalline material, can be described by specifying the structure of a single 
unit cell (defined by a relatively small number of independent parameters). This can be deter-
mined from diffraction data obtained from X-ray and neutron sources. By comparison, due to 
their lack of long-range order, diffraction techniques only yield isotropic structural information 
related to pair correlations in amorphous materials (this is discussed in more depth in chap-
ter 3). A unique atomic scale definition of a glass cannot be obtained from this pair correlation 
data [18]. It is for this reason that computer simulation has played such an important role in de-
termining the structure and dynamic processes of glasses. At the time of writing, the two main 
simulation methodologies applied to the study of glass structures were molecular dynamics and 
the reverse Monte Carlo technique [39]. 
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The aim of reverse Monte Carlo (RMC) modelling is to produce a model, or a series of models 
that are consistent with any available experimental data and any applied constraints [40]. In ef-
fect, RMC generates a number of candidate structures for a set of experimental data. The struc-
tures are generated by randomly displacing atoms (complying with any applied constraints) in 
the simulation cell. Each atom movement is accepted or rejected based on a probability de-
pending on whether or not it improved the level of agreement between properties of the model 
system and experimental data [39-41]. 
During molecular dynamics (described in chapter 2), Newton's law's of motion [42] are solved 
as a function of time for a simulation cell containing a collection of atoms acting under the 
influence of forces due to other atoms in the system [43]. Using this method the time evolution 
of the atoms in the system can be observed as a function of variables such as temperature and 
pressure. Molecular dynamics simulations of glass normally employ the melt-quench tech-
nique (described further in chapter 2), in which a model system is heated to a high tempera-
ture, the temperature of the system is then reduced incrementally until an amorphous state is 
obtained [44]. 
As mentioned above, the RMC method requires experimental data against which to fit. Due to a 
lack of suitable experimental data for glass ceramic interfaces, the melt-quench method, which 
requires only a description of the forces acting between atoms in a system, was chosen for the 
simulations of glass-ceramic interfaces given in chapters 4 and 5. In addition, Garofalini et al. 
have found some success in using molecular dynamics to simulate glass-ceramic interfaces for 
battery applications [45,46]. 
Chapter 2 
Method 
Atomic scale computer simulations were used to examine glass, glass-ceramic and crystalline 
systems relevant to nuclear waste immobilisation. In this chapter, the methods used to model 
these materials are described. 
2.1 Glass Simulation 
When an assemblage of atoms, with a suitable composition, is cooled quickly from the molten 
state, a glass can be formed. The glass simulations reported in this thesis were produced us-
ing the melt-quench method (first described in section 1.3), in which a good description of 
the interatomic forces acting in a material were used in conjunction with molecular-dynamics 
simulations to mimic the thermal processes experienced during a quench and so induce the 
amorphous state. In simple terms during a melt-quench, the following takes place: 
• Melt: An atomic system is heated to a high temperature to induce a liquid like state. 
• Quench: Molten system is rapidly cooled to create an amorphous system. 
• Equilibration and Data Collection: The system is allowed to equilibrate and statistics 
are collected from the glass. 
16 
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2.1.1 Molecular Dynamics 
Before moving on to consider the specific details of the melt-quench algorithm it is necessary 
to understand the principles underlying molecular-dynamics simulations. When given a set 
of atoms and a description of the forces acting between them (see section 2.1.2), molecular-
dynamics allows the time evolution of atom positions to be followed. As such, this technique 
is well suited to studying the influence of temperature on the time dependent properties of a 
system, and therefore, is well suited to reproducing the thermal processes involved in glass 
formation. 
At its most basic, during molecular-dynamics the forces between atoms are calculated and the 
atoms are moved in response to these forces. In the same way that Newton's laws of motion are 
used to predict the motion of celestial bodies, they can also be used to calculate the motion of 
atoms acting under the influence of interionic rather than gravitational forces. Newton's second 
law of motion can be expressed as (assuming that the mass of the object being considered is 
time invariant): 
Fi(t) = miai(t) 	 (2.1) 
where t is time, Fi is force, nzi is mass and ai is the acceleration of an atom i (emboldened text 
represents a vector quantity). For an ion with a position in cartesian space of 11 and a potential 
energy of 0, Newton's first law can be rewritten as: 
a2r. 
=_ 
ar; 	at (2.2) 
The potential energy (01) of an ion is dependent on interactions with the other atoms in the 
system. As a result of the large number of time and position dependent interactions involved, 
solving equation 2.2 analytically is impractical. Instead, Newton's laws of motion are numer-
ically integrated. Treating time as a discrete quantity, and given knowledge of atom position 
and momentum at time t, it is possible to determine positions and velocities at some later time, 
t 	St. The smaller the timestep St, the more exact the solution to equation 2.2 becomes. This 
work, used the velocity Verlet integration method throughout [47]. This is an extension of the 
original Verlet algorithm [48] which improves efficiency by overcoming the older algorithm's 
need to store previous simulation frame data in order to calculate velocities. The position and 
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velocity (v) of an atom are calculated as follows: 
r(t + St) = r(t) + Stv(t) + ,St2a(t) 
	
(2.3) 
v (t ± St) = v (t) + St[a(t) + a (t + St)] 
	
(2.4) 
Therefore, with knowledge of the positions and velocities of atoms at some time t, it is possible 
to calculate their positions and velocities at some point in the future. This is achieved by 
repeatedly solving equations 2.3 and 2.4 and incrementing time by St. The state of the system 
in the future can be calculated by simply repeating this procedure until the desired time is 
reached. Although the processing power of computers is always increasing, limits to the size 
of system accessible by molecular-dynamics still remain. Whether limited by memory or time 
considerations, the number of atoms in a molecular dynamics system is small in comparison 
to Avogadro's number. For example, the simulations presented in this thesis contained in the 
order of 103-104 atoms, without resorting to large parallel machines, this number of particles 
is approaching the upper limit of what can be studied in a practical time period with a modern 
computer. The need to keep St small to provide reliable solutions to equation 2.2 means that 
the timescales accessible by molecular dynamics are quite short (in the order of picoseconds). 
Comparing the results of a simulation containing several thousand atoms with those obtained 
from a macroscopic sample poses several challenges. For example, a volume element in a ma-
terial is constrained by the surrounding bulk. At a surface these constraints break down and 
sometimes quite extensive atomic relaxation can occur. In macroscopic systems, only a small 
percentage of the atoms are at the surface and therefore contribute little to bulk properties. This 
is not the case for the small number of atoms constituting a molecular-dynamics simulation. 
Here the surface area to volume ratio is considerable and surface effects can hinder attempts 
to obtain bulk properties from such a system. To counteract this, periodic boundaries are in-
troduced. Illustrated in figure 2.1, periodic boundary conditions give the impression of the 
simulation cell being embedded in an infinite bulk material. This is achieved by surrounding 
the primary simulation cell by images of itself; atoms moved in the primary cell are also moved 
in the image cells. Any atom crossing a periodic boundary is wrapped around to appear at the 
other side of the cell. For instance, in fractional coordinates, an atom crossing the boundary 
at x = 1 would appear at x = 0. As bulk materials were considered by this work, periodic 
boundary conditions were employed for all molecular-dynamics calculations. 
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Any atom crossing a periodic 
boundary wraps around to 
the other side of the cell. 
Figure 2.1: Illustration of periodic boundary conditions in two dimensions. The central simu-
lation cell is surrounded by images of itself tesellated in space. 
Molecular-dynamics calculates the position and velocity of atoms in a model. A measurable 
quantity such as temperature is a macroscopic property: somehow the atomic quantities probed 
by simulation must be reconciled with bulk properties. Statistical mechanics provides the 
bridge between the atomic scale and macroscopic properties and at its centre is the concept 
of the thermodynamic ensemble. A thermodynamic ensemble represents all the different ways 
in which the positions and momenta of atoms in a system can arrange themselves, where each 
state has one or more extensive quantities in common. Extensive quantities are the indepen-
dent thermodynamic variables of a system, from which all other quantities can be obtained. For 
instance, it is implicit in the description of molecular-dynamics given above that, as time devel-
ops, the total energy of the system remains constant. In addition the volume and the number of 
atoms in the system also remain constant. In other words the state of the molecular-dynamics 
system at each time-step is a member of an ensemble where the number of atoms (N), volume 
(V) and energy (E) are the extensive variables. This gives rise to what is known as the NV E of 
micro canonical ensemble. 
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Bulk properties are extracted from an ensemble by taking an ensemble average. Essentially, the 
observable value of interest is obtained by taking the average of the observable value over all 
the states in the ensemble; where the average is weighted in favour of more probable low energy 
states. For most purposes, it is only possible to sample a finite number of these states. In effect 
during the equilibration stage of a molecular-dynamics simulation, each timestep represents a 
member of the ensemble: as the simulation proceeds it provides a way of sampling the more 
thermodynamically favourable members of phase space. This leads to the Ergodic hypothesis 
which states that the time average over the states of a single structure is equal to the ensemble 
average over many structures. It is for this reason that the data presented later were averaged 
over states obtained from the final 5000fs of the melt-quench procedure. 
The aim of the melt-quench procedure is to mimic the thermal processes that give rise to a glass. 
It is therefore necessary to introduce the concept of temperature to molecular-dynamics. Tem-
perature is an observable property due mainly to the kinetic energies of atoms in the system. 
Once more, due to the relatively small number of atoms in the system, controlling temperature 
presents a challenge. Consider a macroscopic sample containing a mole of atoms, when aver-
aged over these many billions of atoms the temperature may appear constant. At the atomic 
level however, considerable localised fluctuations in the atomic motion take place. A volume 
element within the material is constantly subjected to these fluctuations in energy and volume. 
In fact these fluctuations are necessary for the system to explore configurational space and pro-
ceed along its thermodynamical trajectory [49]. Basic molecular-dynamics produces states in 
the NVE ensemble, as energy is kept constant, this suppresses fluctuations. Performing dy-
namics in the canonical, NVT ensemble must allow fluctuations whilst making sure that the 
time averaged temperature remains constant. This is achieved by introducing the concept of a 
thermostat. 
Thermostats couple a notional heat bath of the desired temperature to the molecular dynamics 
system. Energy can be transferred to and from the atomic system to this bath. High energy 
fluctuations are permitted by this scheme. For instance if a high energy state was experienced, 
energy would be transferred from the atoms to the heat bath over a set period of time as the 
system was gradually brought back into thermodynamic equilibrium. The time period over 
which this occurs is known as the thermostat's relaxation time. All the molecular-dynamics 
CHAPTER 2. METHOD 	 21 
runs presented in this thesis were produced in either the canonical (NV T) or isobaric-isothermal 
(NPT) ensembles and employed the Nose-Hoover thermostat (originally proposed by Nose [50, 
51] and developed independently by Hoover [52]). The Nose-Hoover thermostat extended the 
basic description of the coupled heat bath by introducing the concept of a thermostat mass. This 
additional degree of freedom allowed the way in which the atomic system exchanged energy 
with the bath to be controlled in a more granular fashion than a simple thermostat relaxation 
time, thus allowing the thermostat to produce true isothermal ensemble members [53]. 
For calculations in the isobaric-isothermal ensemble, the thermostat was augmented by a baro-
stat. As the name suggests, a barostat allows constant pressure molecular-dynamics. Cell 
volume was allowed to change in order to give a pressure of OPa. A barostat that varied cell 
volume in an isotropic manner was chosen, in order to maintain the simulation cell's orthog-
onality. This was considered desirable as it meant that an interface normal to the cell's z-axis 
could be maintained. This allowed more straightforward analyses and descriptions of the glass-
ceramic interface. The barostat used for this purpose was that introduced by Andersen [49]. 
2.1.2 Describing Interatomic Forces 
The quality of the results obtained from molecular dynamics is dependent on the quality of the 
description of forces operating between atoms in the system under consideration. For this work, 
a classical Born interpretation of interionic forces was adopted [54]. In this, ions are treated as 
points acting under the influence of spherical, pair interactions with other atoms in the material. 
The total energy of the system (U) can be written as the sum of the pairwise contributions to 
the potential energy, where (1)i 1(0 is the potential energy for ions i and j separated by a distance 
r: 
u=EE0,;(r) 
i Jo;  
(2.5) 
The bonds in the silicate and borosilicate glass networks have considerable covalent charac-
ter. In addition, boron can have variable coordination states in these networks. Modelling 
these phenomena using a classical approach is difficult; therefore, quantum mechanical meth-
ods which explicitly consider electronic interactions between atoms may seem preferable for 
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calculating interatomic forces. Unfortunately they are very computationally demanding, this 
limits the size of systems that can be studied. Due to their lack of periodicity, glass simulations 
must be large in order to gain statistically representative glass structures. For this reason and 
given currently available computational resources, quantum mechanical methods were not used 
for this work'. 
Pair potentials relate the potential energy of a pair of interacting species to their relative posi-
tions and can be decomposed into short, Oshort (r) and long-range Oiong(r), electrostatic contri-
butions: 
(Pi.i (r) = Oiong(r) Oshort(r) 	 (2.6) 
The long-range or Coulombic contribution(Tong) arises due the electrostatic repulsion/attraction 
between ions: 
1 	qi qj 
Olong = 47ceo rii (2.7) 
Where: 
EO 	= Permittivity of free space 
r, 	= Separation between i and j 
qi, qj = Charges on ions i and j 
The short-range contribution to the pair potential defines the character of the interaction be-
tween two ions. As its name suggests, this predominates at small interatomic separations and 
defines the behaviour of atoms at their equilibrium separations. It is therefore very important, 
if the results of a molecular dynamics simulation are to be valid, to use a potential form that 
adequately describes the nuances of the potential surface at these equilibrium separations. The 
potential used during glass simulations was based on the form proposed by Lennard-Jones [57]: 
'Although not directly applicable to large glass simulations, quantum mechanical methods have been used in 
the successful derivation of pair potentials which are applicable to MD studies (for examples see [55,561) 
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N/AiAj N/BiBj 
Oshort r12 1." 1  
Where: 
4short = 	Short range contribution to potential energy between ions i and j 
A, B 	= 	Parameters specific to interacting species 
The parameters of the short range potential (A and B) are specific to each species. A list of the 
parameters used for the glass and glass-ceramic simulations is presented in table 2.1. These 
potentials were based on the consistent valence force field [58-60], with additional values 
suitable for the simulation of borosilicate glasses being used. The ability of this forcefield to 
describe glass structures is demonstrated in chapter 3, however it was also necessary for these 
potentials to describe the ceramic systems involved in interfacial simulations. To this end, static 
energy minimisation (see section 2.3 for description of technique) was performed for the MgO, 
CaO, SrO and BaO rocksalt structures, the lattice parameters obtained by this procedure are 
compared with experimental values in table 2.2. It can be seen that the potentials are in good 
agreement with experiment. The barium potential reported here was derived for this study. 
Once the interactions between pairs of atoms have been adequately parameterised, it is possible 
to calculate the potential energy of an ion i, based on its position relative to the other atoms in 
the system, by summing over the pairwise energy contributions with the other atoms: 
qiqj 	 Bii 
= 
	
4neo r• • + rtt• 	r• 4.1 	J.1 	1.1 1.] 
(2.9) 
From the gradient of the potential energy surface, the force (Fi) and hence velocity vector for 
an ion i can be calculated and the molecular-dynamics time can be incremented: 
(2.8) 
Fi = 	 (2.10) 
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Potential Parameters 
Species Charge A (eVA12) B (eVA6) 
Al 3+ 100.869 0.089 
B 3+ 0.579 0.001 
B a 2+ 232051.153 0.612 
Ca 2+ 18661.429 66.589 
Li 1+ 50.055 0.000 
Mg 2+ 1179.259 103.097 
Na 1+ 9735.806 103.097 
0 2- 42895.736 29.351 
Si 4+ 368.510 0.000 
Sr 2+ 47594.021 0.000 
Table 2.1: Short range potential parameters for glass and glass-ceramic simulations. 
Lattice Parameter (A) 
System Simulated Experimental Difference (%) 
MgO 
CaO 
SrO 
BaO 
4.17 
4.83 
5.15 
5.54 
4.19 [61] 
4.81 [62] 
5.14 [63] 
5.52 [63] 
-0.48 
0.42 
0.19 
0.30 
Table 2.2: Comparison of experimental and simulated lattice parameters for rock-salt struc-
tures. Simulated lattice parameters determined using static energy minimisation. 
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As was discussed earlier in the chapter, periodic boundary conditions were applied to the sim-
ulation cell. Although they offer an elegant way of representing a bulk material with a small 
number of atoms, periodic boundaries introduce some complexity into the calculation of the 
Coulombic part of the potential energy function. 
An atom at the centre of the infinite periodic array described by periodic boundary conditions, 
not only interacts with its immediate neighbours, but also with all the other atoms in the bulk 
of the material. For obvious reasons, it is not possible to explicitly calculate equation 2.9 
over an unbounded number atoms. Instead the potential is calculated for a finite interaction 
volume surrounding each atom in simulation cell. Enough atoms must be included within the 
interaction volume for the potential energy to converge on the infinite sum; this requirement 
must be balanced against the need to reduce the number of interactions considered in order to 
promote computational efficiency. Given these conflicting requirements, imagine the spherical 
interaction volume surrounding an atom at the centre of the system. As the radius (r) of the 
sphere increases, the number of interacting species inside the sphere's radius is proportional to 
r3. From equation 2.7, it can be seen that potential energy only decays as r-1  as the sphere 
expands. As convergence of the Coulomb sum, is also conditional on the order in which the 
charges are summed [43], its evaluation by conventional means is not practical. 
A naïve solution to the problems outlined above might be to simply truncate the Coulomb sum 
at a certain maximum separation. This is unsuitable as not only would it lead to large errors in 
the electrostatic energy of the system, truncating the potential would lead to a discontinuity of 
the first derivative of the energy surface and hence an infinite force at that point. This means 
such a method is totally unsuitable for use in molecular dynamics simulations. Instead, the 
long-range interactions for simulations appearing in this work were calculated using an Ewald 
sum [64]. This method splits the electrostatic sum into real and reciprocal space contributions. 
The sum is made to converge quickly in real space by applying a shielding function to the 
point charges [65]. The reciprocal part of the Ewald sum requires that each point charge is 
`smeared' to form a charge density expressed by a Gaussian function. This is necessary as 
an impulse like a point charge would require an infinite series to be represented in reciprocal 
space. The Gaussian charge distributions are transformed to reciprocal space using a Fourier 
transform. Due to the periodic boundaries, each atom can be thought not as an isolated point, 
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but rather an array of repeating points with a frequency related to the lattice vectors of the 
repeating cell. As such, the transformation into the frequency domain neatly side-steps the 
slow convergence experienced in real-space. By taking the sum of the real and reciprocal 
contributions with additional dipole and self-energy correction terms, the Ewald sum allows 
the long ranged electrostatic energy of the system to be calculated. For implementation details 
of the Ewald sum algorithm readers are referred to [43]. 
In summary, short range interactions between ions in simulations of glass and glass-ceramic 
systems were described using a Lennard-Jones 12-6 potential. As these interactions tend to zero 
at relatively small separations, the short-range interaction was truncated at separations greater 
than 9.5A, to encourage computational efficiency. Electrostatic interactions were calculated 
using the Ewald sum. 
2.1.3 Melt-Quench 
The following section gives details of the melt-quench method used to generate glass structures 
for this work. All glass simulations were performed using Accelrys' Discover code [66]. Figure 
2.2 shows the temperature vs. time used during quenches. Each glass composition (see section 
2.1.3) was heated to 7000K for 15ps, by performing molecular-dynamics in the NVT ensemble 
using a time-step of ifs (1 x 10-15s). Tests with a longer time-step of 2fs were performed but 
gave very large fluctuations in the total energy of the system. It is likely that this was because 
atomic velocities at the high temperatures used during the melting stage of glass formation were 
sufficient to cause atoms to reach unrealistically small interatomic separations and produce 
these high energies. As a consequence a 1 fs time-step was used for all molecular-dynamics 
simulations presented in this work. Initial velocities were randomly assigned to atoms using a 
Boltzmann distribution. 
The temperatures used during the first 15ps of the quench were much higher than the melting 
points of any of the glasses considered here. This was to ensure that a random, liquid like 
structure was obtained in a relatively short time. For this reason it may be more appropriate to 
refer to this as a randomisation stage (see figure 2.2). 
20 	40 	60 	80 0 I00 
Glass was quenched by 
repeatedly performing 
molecular-dynamics for 
0.1 ps then reducing 
temperature by 10K 
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NPT ensemble introduced here 
(except when block size held fixed to produce 
starting point for interface simulations) 
Figure 2.2: Temperature vs. time profile used to create the glass system. 
Subsequently, the randomised structure was quenched to 1000K. This was achieved by de-
creasing temperature in 10K increments. For each temperature step, 100fs of NVT molecular-
dynamics was performed. Temperature was controlled during dynamics runs using the Nose-
Hoover thermostat 2. At the beginning of each temperature step, atomic velocities were scaled 
to give the required temperature. 
The quench rate for the procedure outlined above was 1 x 1014Ks-1. Although many times 
quicker than experimental quench rates, it compares favourably with other contemporary sim-
ulation studies (e.g. 1 x 1014 --> 1 x 1015Ks-1  Abbas et al. [67] and 1 x 1013Ks-1  Cormack 
et al. 1681). 
Following the quench to 1000K, another 15ps of NVT dynamics was performed. This equili-
bration stage was provided to allow the network and modifier structures to develop. Up until 
the end of the 1000K equilibration, all dynamics were performed in the NVT ensemble. In 
the case of glass only simulations the NPT ensemble was introduced at temperatures below 
2Thermostat parameters appropriate to the system's size were chosen automatically by the simulation code 
t (ps) 
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1000K (to reduce unintended residual strain in the glass). Those systems destined to become 
the starting point for interfacial calculations used the NVT ensemble throughout (in order to 
provide a glass block with the same x and y dimensions as ceramic system). 
From 1000K the glass was quenched to 300K. This was followed by 5ps of room tempera-
ture (300K) equilibration. An additional 5ps of NPT dynamics were performed, during which 
atomic coordinates and velocities were collected at 50fs intervals. 
Starting point for glass quenches 
The following section gives details of the system-configurations used as the starting point for 
the melt-quench method. The choices made with respect to system size, composition, simula-
tion cell dimensions and starting configuration are described. 
One of the aims of this work was to understand glass ceramic interfaces in the context of vitri-
fied nuclear wasteforms. For this reason, the glass compositions examined were related to the 
composition used by British Nuclear Fuels Ltd. (BNFL) for vitrification of wastes resulting 
from reprocessing magnox fuel. The basic glass composition used during the vitrification of 
magnox waste is given in table 2.4. It is a borosilicate composition which contains approxi-
mately equal amounts (in atomic percent) of sodium and lithium as modifiers. Henceforth this 
glass will be referred to as MW glass. 
Magnox waste streams contain many different components. This can be seen in table 2.3 which 
shows the results of a compositional analysis for a BNFL MW glass containing simulated mag-
nox waste oxides. Magnox fuel assemblies are clad in an alloy of aluminium and magnesium; 
although efforts are made to remove this cladding during reprocessing, table 2.3 shows that 
Al and Mg are present in relatively large amounts in the resulting vitrified waste. In an effort 
to characterise the effect of these additions on interfaces, a magnox waste glass containing Al 
and Mg was considered. The composition of this MW+Al+Mg glass composition was derived 
from the compositional analysis given in table 2.3, with fission products and iron contributions 
removed [31]. This simplified MW+Al+Mg composition, is described in table 2.4. 
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In order to examine the effect of glass composition on glass ceramic interfaces, three glasses 
with simpler compositions were also considered. These comprised of a pure silica glass (Si02) 
and sodium silicate (Si02+Na) and mixed alkali silicate (Si02+Na+Li) glass. In modifier con-
taining glass, the total modifier concentration (in mol %) was chosen to match that of the MW 
glass. Once more, these compositions are expressed as oxide component concentrations in 
table 2.4. 
The number of atoms in the glass system was chosen such that the interfacial systems were as 
large as possible without becoming computationally unmanageable. After preliminary tests, a 
target system size of ,- 3000 atoms for the glass was chosen. The total number of atoms by 
species are given in table 2.5 for the compositions considered. 
Simulation cell dimensions were chosen to give cell volumes consistent with the experimentally 
determined glass densities shown in table 2.5. Glass blocks from which interfacial systems 
were generated had the same x and y dimensions as the ceramic block to which they were 
interfaced. The desired starting density of the glass was then obtained by varying the length of 
the cell's z dimension to give the required density. 
It was shown by Montorsi et al. that starting configuration has little effect on the glass structure 
resulting from a melt-quench [731. For this reason initial glass atom positions were assigned at 
random within the simulation cell. Twenty steps of static energy minimisation were used to re-
move any 'hot-spots' caused by randomly positioned atoms sitting at small separations, which 
could have caused unrealistically high velocities during the early stages of randomisation. 
2.2 	Glass Ceramic Interfaces 
Interfaces were constructed between the glass blocks (which were formed in the manner de-
scribed above) and ceramic supercells. Interfaces were made with the (100) and (110) surfaces 
of alkali oxides with the rock-salt structure shown in figure 2.3. The ceramic compositions 
examined were, in order of increasing lattice parameter, MgO, CaO, SrO and BaO. The (110) 
surface of the rock-salt structure is shown in figure 2.4 in relation to the rock-salt unit cell. 
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Oxide Component Nominal-Composition (wt%) Analysed Composition (wt%) 
Si02 47.2 47.5 
Fe203 4.82 5.00 
MgO 5.29 5.03 
Na20 8.38 7.82 
P205 0.18 0.08 
Cr203 0.41 0.39 
Zr02 1.55 1.61 
BaO 0.61 0.52 
SrO 0.32 0.32 
NiO 0.24 0.25 
B203 16.9 16.9 
Li20 3.76 3.55 
Ru02 0.85 1.13 
MoO2 1.59 1.69 
Cs20 1.02 1.05 
Nd2 03 1.45 1.48 
Sm203 0.29 0.29 
CeO2 0.90 0.91 
La203 0.47 0.40 
Pr6O11 0.44 0.43 
Y203 0.19 0.19 
Rb20 0.12 0.12 
Te02 0.17 0.13 
Totals 99.58 98.96 
Table 2.3: Experimentally determined composition for BNFL MW glass containing simu-
lated magnox waste oxides on which MW+Al+Mg composition was based. Reproduced from 
ref. [31]. 
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Oxide Component (wt %) 
Glass SiO2 B2O3 A1203 Na2O Li2O MgO 
MW Glass 64.7 18.8 - 11.2 5.3 - 
(61.3) (18.2) (10.3) (10.2) 
MW+Al+Mg 54.6 19.6 5.6 9.7 4.4 6.1 
(52.0) (19.0) (3.1) (8.9) (8.3) (8.7) 
SiO2 100 - 
(100) 
SiO2 + Na 74.7 - - 25.3 - - 
(79.5) (20.5) 
SiO2 + Na + Li 83.5 - - 11.2 5.3 - 
(79.5) (10.3) (10.2) 
Table 2.4: Glass compositions (concentrations in brackets are expressed as mol. %.) 
Number of Atoms 
Glass p (gcm-3) Si B Al Mg Na Li 0 Total 
MW Glass 2.4 [69] 613 364 - - 206 204 1977 3364 
MW+Al+Mg 2.47 551 328 64 89 184 184 1963 3363 
SiO2 2.202 [70] 1000 - - - - - 2000 3000 
SiO2 + Na 2.38 [71] 795 - - - 410 - 1795 3000 
SiO2 + Na + Li 2.35 [72] 795 - - - 206 204 1795 3000 
Table 2.5: Atom composition for different glasses. 
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Three different interface creation methods were examined as described below. 
2.2.1 Cut and Shut Method for Interface Formation 
Named in allusion to the practice of marrying two halves of crash damaged cars together to 
form one complete car for fraudulent purposes [74], the cut and shut method for interface 
formation is perhaps the most naive of those proposed here. 
Illustrated in figure 2.5 a ceramic super-cell was generated with the terminating surfaces normal 
to the z-axis. A glass block generated in accordance with the method from section 2.1.3, was 
then split in half to create a gap between the upper and lower halves. This was achieved by 
increasing the glass cell's z-dimension by the desired gap size then translating the top half of 
atoms (those with z coordinate > half of z dimension) by the gap size. The gap height was 
chosen to be equal to the height of the ceramic block plus two ceramic interlayer spacings. 
The ceramic super-cell was then inserted at the centre of this gap to produce a ceramic and 
glass sandwich with a single crystal layer spacing between the glass and the upper and lower 
surfaces of the ceramic. 
Having inserted the ceramic, the glass ceramic system was equilibrated using 15ps of NVT 
dynamics at 1000K. This was followed by an NPT quench to 300K, 5ps of equilibration and 
5ps of data collection at 50fs intervals. These latter stages will be referred to as the equilibration 
and data collection stages of interface formation. 
2.2.2 Gap Close Method for Interface Formation 
The gap close method describes a more gradual way to form interfaces. The glass is introduced 
gradually rather than in the instantaneous way used for the previous cut and shut method. 
Thus, in the gap close method, the glass and ceramic surfaces are relaxed before being brought 
together. 
The method is summarised in figure 2.6. The glass block was split as before, but before in- 
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Figure 2.3: Unit cell of the A2 +02— rock-salt structure. 
t[110] 
[1001J 	 
A2+ 	02- 
Figure 2.4: The (110) surface of the rock-salt structure. The rocksalt unit cell is highlighted. 
Crystallographic directions given relative to rock-salt unit cell (figure 2.3). 
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• Glass block formed via NVT quench. 
• Block x and y dimensions match 
ceramic supercell. 
• Height of block chosen to give 
experimental glass density. 
a. Form Glass 
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Figure 2.5: Cut and shut method for glass ceramic interface formation. 
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• Glass block formed in the same way 
as for other methods. 
• Glass split in same way as for the 
other interface formation methods 
creating gap adequate in size for 
ceramic. 
• Cut surfaces are equilibrated over 
15 ps of molecular-dynamics in the 
NVT ensemble at 1000 K. 
 
a. Create vacuum surfaces 
• Gap increased by 8 A and ceramic inserted at 
its centre. 
• Top half of glass block moved down in 200 x 
0.04 A steps. 
• Ceramic kept in centre of gap by moving 
downwards in 0.02 A steps. 
• At each step 100 fs of molecular-dynamics 
performed at 1000 K. 
Time 
b. Close gap between glass and ceramic 
c. Equilibration & 
Data Collection 
Figure 2.6: Gap close method for glass ceramic interface formation. 
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serting the ceramic, the glass surfaces, exposed during the cut, were equilibrated at 1000K for 
15ps. The vacuum surfaces were then introduced gradually to the ceramic by opening the gap 
by a further 8A (a distance a-z 3 MgO (100) layer spacings), inserting the ceramic at the centre 
of the gap then incrementally closing the gap whilst time was evolved. This was achieved by 
moving the top half of the glass downwards along the z axis and then reducing the cell's z 
dimension by the same amount. The gap was closed over 200 steps. At each position 100fs of 
NVT dynamics was performed. In order to keep the ceramic block close to the centre of the 
closing gap, the ceramic was translated downwards at half the rate of the top half of the glass. 
This procedure is described pictorially in figure 2.6b. After the gap was closed the equilibration 
and data collection stages described previously were performed. 
In essence, the close gap method is the same as that employed by Garofalini et al. to form 
interfaces between V205 crystals and lithium silicate glass [45,46,75]. This previous work did 
not, however, include the gradual introduction of ceramic to glass provided by the incremental 
gap closing procedure. Instead the relaxed glass surface was placed directly in contact with the 
ceramic. During the present work it was found that the relaxed glass surfaces did not remain 
flat but were quite rough. Given the single crystal layer spacing between glass and ceramic, this 
roughness meant that simply placing the glass in contact with the ceramic resulted in overlap 
between the glass and ceramic blocks, with glass atoms entering the ceramic and vice versa. It 
is for this reason that the method where the glass was moved towards the ceramic in a gradual 
fashion was adopted. 
Due to a limitation of the Discover code, atomic velocities could not be carried over between 
gap close steps. Velocities were re-initialised from a Boltzmann distribution each time the cell 
dimension was changed. 
The 8A increase in gap size was adopted after a larger, 20A gap had been tried. Over the larger 
separation, significant glass-ceramic interaction only occurred during the final few angstroms 
of the gap close. The smaller 8A gap was used to afford greater temporal resolution to these 
important later stages. 
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2.2.3 Quench with Ceramic Method for Interface Formation 
Summarised in figure 2.7, the quench with ceramic method avoids the problems associated 
with surface formation. An initial interface was generated in the same way as the cut and shut 
method by simply splitting the glass and inserting the ceramic block (see section 2.2.1). Rather 
than proceeding with the equilibration phase as before, a full melt-quench was performed with 
the ceramic block in-situ. In other words, the glass component of the system is heated to 7000K, 
randomised and then quenched to 1000K in the same way as the glass block was formed, 
however due to the presence of the ceramic, the glass structure can form in a modified way to 
accommodate the ceramic. 
As the room temperature structure of the interface was of interest, and to prevent the ceramic 
block melting or high temperature mixing of the glass and ceramic components: the atoms of 
the ceramic were held fixed as the system was randomised and quenched to 1000K. Although 
immobile, interactions between glass and ceramic atoms were still calculated such that the 
glass could react to the ceramic's presence. The constraint on the ceramic block was released 
at 1000K during the equilibration and data collection stages of the simulation. 
2.2.4 Ceramic Super-Cell and Simulation Cell Dimensions 
The dimensions of the (100) super-cells used in this work are given in table 2.6; those for the 
(110) cells are given in table 2.7. The size of these cells are referred to in terms of 'repeat-
units'. The repeat-unit for (100) interfaces was the full rock-salt unit cell shown in figure 2.3. 
The repeat unit for the (110) interfaces is shown in figure 2.8. In addition, the dimensions of 
the glass blocks used as the precursors to interface formation are given in table 2.8 for the (100) 
and (110) glass-ceramic systems examined. Note, interfaces with (110) ceramic surfaces were 
only constructed for the MW glass composition. 
Several considerations were made in choosing the size of the ceramic blocks. Firstly, the size 
had to be large enough to allow a representative interfacial area to be considered. Secondly, in 
order to prevent unwanted interactions between the ceramic block and its periodic images along 
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a. Glass block formed and ceramic inserted 
Ceramic held fixed 	 Ceramic released 
I 
Glass was formed in presence of ceramic 
using the same melt-quench recipe used 
previously for the formation of glass. 
• During the randomisation stage of 
melt-quench, very high temperatures are 
used. As the state of the interface at 
technologically relevant temperatures is 
of interest ceramic atoms were held fixed 
until quenches reached 1000 K 
Interactions with fixed atoms were 
calculated but atoms were not allowed to 	2000 
move. 
• Constraints were released during the 
	1000 
equilibration and data collection stage of 
interface formation. 	 0 
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b. Melt-quench performed in presence of ceramic 
Figure 2.7: Quench with ceramic method for glass ceramic interface formation. 
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Figure 2.8: Repeat unit for (110) super-cells. Crystallographic directions given relative to 
rock-salt unit cell (figure 2.3). 
Super Cell Dimensions (x,y,z) 
Ceramic Repeat Units Cell Lengths (A) 
BaO 6 x 6 x 2 33.238 x 33.238 x 11.079 
CaO 7 x 7 x 2 33.840 x 33.840 x 9.668 
MgO 8 x 8 x 3 33.358 x 33.358 x 12.509 
SrO 7 x 7 x 2 36.066 x 36.066 x 10.304 
Table 2.6: Ceramic super-cell dimensions for (100) surface. 
Super Cell Dimensions (x,y,z) 
Ceramic Repeat Units Cell Lengths (A) 
BaO 6 x 9 x 2 33.238 x 35.254 x 7.834 
CaO 7 x 10 x 2 33.840 x 34.183 x 6.837 
MgO 8 x 11 x 2 33.358 x 32.433 x 5.897 
SrO 7 x 9 x 2 36.066 x 32.789 x 7.286 
Table 2.7: Ceramic super-cell dimensions for (110) surface, 
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Glass Block Dimensions for Ceramic Super-Cell (A 
Glass BaO CaO MgO SrO 
MW Glass 33.238 x 33.238 x 36.680 33.840 x 33.840 x 35.388 33.358 x 33.358 x 36.418 36.066 x 36.066 x 31.154 
MW+Al+Mg 33.238 x 33.238 x 36.344 33.840 x 33.840 x 35.064 33.358 x 33.358 x 36.084 36.066 x 36.066 x 30.869 
SiO2  33.358 x 33.358 x 41.255 - 
Si02 + Na 33.358 x 33.358 x 37.918 
Si02 + Na + Li 33.358 x 33.358 x 36.322 - 
MW Glass, (110) surface 33.238 x 35.254 x 34.582 33.840 x 34.183 x 35.032 33.358 x 32.433 x 37.456 36.066 x 32.789 x 34.268 
Table 2.8: Glass block dimensions for use with ceramic super-cells. Note, interfaces with (110) surface were only created for MW glass. 
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the z axis, the height of the glass in the interfacial system was 30A or more in all simulation 
cells. This second requirement was introduced to help ensure that the upper and lower surfaces 
of the ceramic block remained independent i.e. diffusion of atoms towards or away from the 
one interface with the block would not affect the diffusion processes for the opposite side of 
the block. The third requirement was that height of the ceramic in the z-direction was sufficient 
to represent a bulk ceramic. 
The first ceramic system considered was the interface of MW glass with MgO (100) system. 
An 8 x 8 x 3 super-cell was chosen. The x and y dimensions being maximised whilst still 
maintaining a glass block height > 30A. The (100) super-cell dimensions for BaO, CaO and 
SrO were chosen to closely match those of the MgO cell. The (110) cell sizes were chosen to 
closely match the interfacial areas of the (100) cells. 
2.3 	Static Energy Minimisation 
Static energy minimisation describes a class of techniques used for finding local energy minima 
within an atomic system. In many ways, the equilibration period of a molecular dynamics 
simulation serves the same purpose as static energy minimisation. As time is evolved, atoms 
in an MD simulation explore configurational space, in the process it is likely that they will 
find more favourable low energy states (if given sufficient time). As this process continues, the 
free energy of the system becomes lower and lower until it reaches a minimum, at which point 
energy minimisation has been achieved. As the name might suggest, static energy minimisation 
does not rely on the thermal motion of atoms to sample a system's energy surface. 
Equation 2.9 gave an expression for an ion's potential energy (0i) as a function of its pairwise 
interaction with the other ions in the system. The total potential energy of the system (U) can 
be calculated by summing over all pairs of ions: 
	
u =LE  gig.' 	Oshortfrii) . 	. . 4ner. (2.11) 
From this it can be seen that the internal energy of the system can be expressed as a function 
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of atomic position. U is related to the Helmholtz free energy (G) in the following manner: 
G=U—TS 	 (2.12) 
where T is temperature and S is entropy. When T=OK the entropic contribution to free energy 
becomes zero, at this temperature free energy is equivalent to the internal energy. Minimising 
the potential energy of the system is therefore equivalent to minimising free energy at a tem-
perature of OK. As atoms at this temperature are immobile, the classical energy minimisation 
techniques are often referred to as static. 
The energy surface described by equation 2.11 is analogous to a landscape containing hills and 
valleys. Atoms sitting on the peaks and valley sides of the structure used as the starting point for 
minimisation, are moved into the valleys during minimisation. Just as a hill walker determines 
his path from the hill top to valley floor by looking at the direction and magnitude of the slope, 
the direction and distance an atom is moved during energy minimisation is determined from 
the gradient of the energy surface. Differentiating U in terms of atomic position at each atomic 
site, gives a force vector along which the atom should be moved to reduce its energy. This, in 
conjunction with the second derivative of U is used to determine the distance along this vector 
an atom should be moved. When the atoms are moved during each iteration, the energy surface 
changes. Therefore, the minimisation process must proceed iteratively until the force on each 
atom approaches zero. Convergence is said to have occurred once the change in U between 
two consecutive minimisation steps falls below a chosen value. This basic energy minimisation 
algorithm is summarised in the flowchart given in figure 2.9. In addition to allowing atomic 
coordinates to be minimised, the lattice vectors which define the periodicity of the simulated 
system can be relaxed to zero strain. As a consequence, static energy minimisation can be used 
to predict lattice parameters for simulated structures. For instance, static energy minimisation 
was used to validate the glass potentials by comparing with experimental lattice parameters for 
MgO, CaO, SrO and BaO structures (see table 2.2). Energy minimisations where lattice vectors 
were allowed to vary correspond to constant pressure calculations, and those where they were 
held are known as constant volume calculations. 
Move each atom to 
lower energy along 
force vector 
Minimised Structure 
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Evaluate forces on 
atoms 
Yes 
1 
Figure 2.9: The basic energy minimisation algorithm. 
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2.3.1 The Defective Lattice 
Unlike a glass, where no long range order exists, the structure of a perfect crystalline material 
can be fully described in terms of a set of lattice vectors and a repeating atomic motif. Most 
crystalline materials are not perfect however, and contain defects. Therefore to understand the 
properties of real ceramic materials, an understanding of their defect structure is necessary. 
Chapter 6, relates point defects in pyrochlore oxides to their ability to resist radiation damage 
and radiation induced volume changes. In the course of this work, super-cell and Mott-Littleton 
methods were used to describe the defective crystal lattice, these techniques are described 
below. 
Super Cell Methods 
Energy minimisation used in conjunction with a defective super cell provides a simple method 
for studying defect processes. Defects are described explicitly by removing, replacing or in-
serting atoms at the desired location in the simulation cell. This can then be used as the starting 
point for lattice relaxation. During minimisation, the lattice can relax in response to the defects 
it contains. The properties of the defective material can then be extracted from the relaxed 
structure. 
The simulation cell containing the defects is tessellated in space to describe an effectively in-
finite bulk material. As the number of atoms of the repeat unit is small when compared to 
Avogadro's number, the effective concentration of defects in the simulated material will be 
high. This is because the distance between defects in the primary cell and its surrounding im-
ages will be limited by the length of the cell's lattice vectors. The small separation can also give 
rise to large defect-defect interactions. In order to reduce these effects, a large simulation cell is 
constructed by assembling several unit cells (hence the name super-cell). The additional cells 
act in effect as a dilutant, reducing defect concentration and increasing inter-defect separations. 
In certain cases it is desirable to consider large defect concentrations. In such instances, use 
of a super-cell allows several defect structures to be considered in the same simulation. For 
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instance, in chapter 6, super-cells are used to model the structure of disordered fluorite in terms 
of a defective pyrochlore lattice. 
Mott-Littleton 
The Mott-Littleton method allows point defects to be studied at the dilute limit, avoiding the 
potentially unwanted defect-defect interactions associated with super-cell methods. Based on 
the work of Mott and Littleton [76], in essence it provides a way of coupling a region of 
defective lattice to a perfect bulk material in order to monitor the response of the lattice to 
defect. To achieve this the simulation system is decomposed into two regions, a central region 
containing the defects and an outer region representing the remainder of the lattice (see fig-
ure 2.10) [77, 78]. Within this two region approach, the total energy of the system (Utotal)  can 
be written as: 
utotal (x , y) = Ui i (x) + Ut2(x, Y) + U22 (Y) 	 (2.13) 
where U11 is the potential energy of ions in region I, U22 is the energy of the region II and U12 
is the interaction energy between the two regions. Displacements in region II are represented 
by y and the cartesian coordinates of ions in region I by x. 
Region I is a sphere which extends from the system's centre outward to a diameter suitable 
to the system being examined. As the relaxation of the lattice is greatest near the defects, the 
ions in region I undergo explicit energy minimisation, taking into account the short range and 
Coulombic interactions with other atoms in region I. 
Region II is the outer region and extends from the boundary with region I to infinity. The 
distance to the defects such that the forces arising from the defects are relatively weak. As 
a result, the response of the lattice can be calculated using a more approximate continuum 
approach based on the polarising effects of the defects, rather than the explicit energy min-
imisation required in region I. The polarisation per unit cell due a defect with charge q can be 
calculated from [79]: 
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Region I 
Region Ila 
Region Ilb 
Figure 2.10: Schematic representation of the Mott-Littleton regions. 
Vqr 
p = 	
r 
 (1 E6, 1 ) (2.14) 
where V is unit cell volume and r is the distance to the defect. For simplicity, equation 2.14 
shows the polarisation for materials with isotropic dielectric properties. The polarisation is split 
into its atomic contributions and the displacements in region II, y, are calculated by dividing 
each ion's polarisation by the ionic charge [77]. Assuming harmonic behaviour in region II, 
U22 from equation 2.13 can be written as: 
A 
U22 = 
1 
yi-vy 
where A is the hessian or force constant matrix for region II. This poses a problem: region 11 is 
infinite in size, therefore A cannot be evaluated directly. This problem is avoided by expressing 
U22 in terms of a derivative of U12. Using the condition that displacements in region II are the 
equilibrium values, ye then: 
(2.15) 
aUtotai (x, y) 
ay 
aU12 (X, Y)  
Y=Ye 	ay 
+ Ay = 0 
Y=Ye 
(2.16) 
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Substituting this into equation 2.15 allows the dependence of U22 on A to be removed, meaning 
the energy of the defect bearing system becomes: 
	
1 	ay  X, (x, y) = Ui 1 (x) + Un 	
( aUi 
ayx, Y)  (x,y) 2 	) Y (2.17) 
In a refinement of the original two region Mott-Littleton method, region II is split further, with 
the introduction of region Ha which provides a transition between, region I and the contin-
uum region Hb. Within region Ha energy minimisation is performed in one step using the 
Mott-Littleton approximation, however the interaction with region I is calculated by explicit 
summation [79]. The sizes of region I and Ha, were determined by performing a series of 
calculations in which region size was increased incrementally. Defect energy was then plotted 
against region size and the radius at which energy had converged with respect to region size 
was used for subsequent calculations. All the Mott-Littleton calculations appearing in chapter 6 
were performed using the CASCADE code [80]. 
Chapter 3 
Glass Simulations 
The following chapter aims to examine the simulated glass structures produced by the melt-
quench method described previously (chapter 2). Prior to a discussion of the features exhibited 
by glass ceramic interfaces, it will be demonstrated that the simulated glasses are consistent 
with available experimental data. The glass compositions are considered in order of increasing 
complexity, starting first with vitreous silica before moving on to the alkali, mixed-alkali and 
borosilicate compositions. 
3.1 Model Comparison with Silicate Glass 
The discovery that crystals diffracted X-rays during the early years of the twentieth century by 
Laue, Friedrich and Knipping has probably extended our knowledge of the structure of crys-
talline materials more than any other single discovery [81]. The periodicity and symmetry 
relationships which exist in crystals means that, in most cases, the positions of atoms in the 
crystal's unit cell can be quite accurately determined. By comparison, the lack of long range 
order in amorphous materials, means that diffraction data cannot be used to give the full struc-
tural characterisation possible with crystals. Although it is not possible to fully characterise 
the position of the atoms in a glass, diffraction can be used to extract more structural infor-
mation associated with the relative position of atoms in the system to produce pair correlation 
48 
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functions. In the following pages, the type of pair correlation functions obtained from the ex-
perimental analysis of silica glass are described, these are then compared with data obtained 
from the simulated systems. 
As the name suggests, pair correlation functions describe structural relationships between pairs 
of atoms in a material. Of these relationships, perhaps the simplest is the radial density func-
tion, p(r). This describes the average number density of atoms surrounding an atomic site as 
a function of the distance from that site (r). As MD simulations yield the positions of atoms, 
p(r) can be calculated directly from these results by counting the number of atoms in a series 
of coordination shells surrounding each site in the system [43]. 
The procedure used in the direct calculation of p(r) from molecular dynamics results is shown 
in figure 3.1. This shows a central atom surrounded by a random distribution of atoms. The 
atoms surrounding this site fall into a series of concentric shells with radius increasing by 
Sr between consecutive shells. The number of atoms in each shell are counted to produce a 
histogram describing the number of atoms surrounding a site as a function of distance from that 
site, densities are then obtained by dividing the binned values by their respective shell volumes. 
This calculation is repeated at all other sites in the system to yield p(r). 
3.1.1 Experimental pair correlation functions 
Experimental pair correlation functions cannot be determined in the direct manner described 
above. Instead, they must be extracted from the interference functions usually obtained from 
X-ray or neutron diffraction. 
When a beam of radiation interacts with a solid, scattering can take place. The portion of the 
radiation not absorbed by the material can emerge deviated from its original path. The amount 
of deviation and the intensity of the deviated beam is related to the internal structure of the 
material it has passed through. When radiation interacts with a single atom, it is scattered in 
all directions, however in certain directions the scattered radiation constructively interferes and 
diffraction takes place. If lip and k are the wave vectors for the incident and scattered radiation 
As the atomic coordinates are known. 
pair correlation functions can be 
calculated directly from the results 
of a molecular dynamics 
simulation. 
I . Calculate interatomic 
separations between all 
atom pairs in the system. 
2. Create a histogram 
by assigning separa- 
tions to bins of width 
or. 
3. Normalize histogram 
frequencies by dividing 
through by the number 
of atoms in the system. 
4. Represent pair correla- 
tions as radial density function 
p(r) by dividing by bin volume: 
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Figure 3.1: As atomic coordinates are known, pair correlation functions can be calculated 
directly from simulation results as shown here. 
then the scattering vector, Q, can be defined as [18]: 
Q = k — ko 
This relationship is illustrated in figure 3.2a. The magnitude of the scattering vector is depen-
dent on the radiation's wavelength (A) and scattering angle (20): 
47t sin 0 
Q =  	 (3.1) 
The superposition of waves scattered coherently from different atoms leads to interference, 
whether this is constructive or destructive depends on the phase difference between the scat-
tered waves. Constructive interference is favoured by a phase difference of 27t which is equiva-
lent to a path difference of A (or integer multiples thereof). Figure 3.2b shows how Q is related 
to interatomic separation (r11 ) as a function of the path difference. This means that interatomic 
separations can be measured and as a result pair correlation functions can be obtained, exper-
imentally, by measuring the intensity of the radiation scattered by a sample for a series of Q 
values. The interference function, I(Q). is described by the Debye relationship: 
A 
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k0 
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= k - k„ 
 
a. Scattering Vector 
 
   
b. Path Difference 
Figure 3.2: Geometric relationship between scattering vector and interatomic separation. 
1(Q) =ER + Evki7 sinri jQ 
ri fQ (3.2) 
where T represents the average neutron scattering length (for neutron diffraction), and is a mea-
sure of the scattering efficiency for an atomic species. The Debye equation, as expressed above 
involves a double summation over the interatomic separation vectors, as these are unknown it 
is rephrased as the integral over the component correlation functions, pii(r): 
1(Q) =Eq + EEbi bjf: 47crpij(r) sinQQr dr 	 (3.3) 
The component correlation functions are the deconvolution of p(r) into component pair con-
tributions, in the case of Si02 there are three component pairs: Si—O, Si—Si and 0-0. 
In the experimental literature, the interference function is normally published in a modified 
form which does not include the self scattering term (El  q) or contributions due to the average 
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density, p° (which is not recorded by the diffraction experiment) hence the reciprocal space 
interference function, Qi (Q) is expressed as: 
Qi (Q) -= ELbi bi foc* 4nr [pii(r) - p0] sin Qr dr 	 (3.4) 
Although equation 3.4 is written in terms of component correlation functions, experimentally 
it is very difficult to extract the individual effects of the Si-0, Si—Si and 0-0 contributions as 
there is considerable overlap between their individual contributions. It does, however, show 
how reciprocal space interference functions are related to the real space correlation functions, 
and for this reason provides the framework for the comparison of experimental and simulated 
results which follows. 
3.1.2 Comparing the Results of Simulation and Experiment 
For a comparison of pair correlation functions to be valid, it is necessary that both sets of 
data have been treated in the same way. Experimentally determined correlation functions are 
affected by the resolution of the diffractometer used and the different scattering lengths of the 
elements in the sample. Correlation functions obtained from molecular dynamics results must 
also include these effects for a comparison with experimental data to be valid. 
The range of Q values which diffraction experiments can explore has a finite upper bound. As 
real space pair correlation functions are obtained from Qi(Q) by a sine fourier transform, the 
maximum experimental scattering vector Qmax determines the resolution of the pair correlation 
function in real space. The higher Qmax the greater the real space resolution. Truncating 
the interference function at Qmax causes broadening of the peaks in the real space correlation 
functions. If any sort of valid comparison is to be made between simulation and experiment, 
the effect of this truncation has to be reflected in the simulated results [18,82]. 
Abruptly cutting off the interference function at Qm , creates a step function, which leads to 
the formation of spurious satellite ripples around the peaks of any resulting real space correla-
tion function. To reduce this effect, a windowing function M(Q) is introduced that gradually 
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attenuates the interference function to zero at Qr.: 
4nr [p(r) — 	= —Th2 f o— Qi(Q)M(Q) sin rQ dQ 	 (3.5) 
The neutron diffraction data used here for comparison was taken from Grimley, Wright and 
Sinclair [83]. The windowing function adopted by their work and so too in the comparison that 
follows was provided by Lorch [84, 85] and is illustrated in figure 3.3 
The resolution of the real space correlation function is related to Qmax by the component peak 
function, Pii(r), which is proportional to the fourier transform of the Lorch function: 
_Yi b7 	sin (n/ Qt.) 
 cos rQ dQ 	 (3.6) 
lt 	7C/Qmax 
The radial density function, p(r) was obtained directly from the coordinates obtained during 
the final stages of the melt-quench procedure using the method described in figure 3.1. To 
avoid unwanted broadening from the binning procedure used in creating a histogram a small 
bin width (Sr) compared with the width of the component peak function at half its maximum 
height 8r112, was used. In line with Wright's recommendation that Sr should be < 0.18r1/2 a 
value of 0.01A was used [82]. The effects of thermal broadening were included in the simulated 
correlation function by taking the average of the interatomic separations obtained over the final 
5ps of the data collection stage of the simulation at 300K. 
The simulated total correlation functions, tii(r), were calculated from the p(r) density functions 
as follows: 
	
tii(r) = 41tr [p(r) — 	 (3.7) 
The peak functions relevant to the current comparison are plotted in figure 3.4 these were cal-
culated using a Qmax  value of 45.2A (the same value quoted for the experimental data) and the 
neutron scattering lengths given in table 3.1. These were combined with the simulated compo-
nent total correlation functions by fourier convolution. The component correlation broadened 
functions were then added together to produce the total correlation function T(r) which was 
plotted in figure 3.5 together with the experimental data from reference [83]. 
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Figure 3.3: The Lorch function used to gradually truncate the interference function. 
Element Average Neutron Scattering Length (fm) 
Oxygen 5.803 
Silicon 4.1491 
Table 3.1: Neutron scattering lengths (taken from [86]). 
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Figure 3.4: Component peak functions used in comparison of simulated and experimental SiO2 
pair correlation functions. 
The agreement between experimental and simulated results are in good general agreement. 
Wright proposed a standard reliability index (R.,) to measure the goodness of fit between ex-
perimental and simulated correlation functions which is defined as follows: 
Rx -=- 
 E [Texpt (n) — Tsim(ri)] 	 (3.8) 
where the subscripts expt and sim indicate experimental and simulated values respectively. The 
value of R, for the SiO2 simulation presented here was 8.3% which compares well with other 
simulations of this type (for comparison, a value of 8% was quoted by Cormack and Park [87]). 
The position and height of the first peak, representing the Si—O separations is in very good 
agreement with the neutron diffraction results. The position of the second peak is also in very 
good agreement, being lower than experiment by only 0.02A. The main contribution to this 
peak comes from 0-0 pairs; it is slightly broader than the experimental peak indicating that 
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Figure 3.5: Comparison of experimental and simulated total correlation functions for vitreous 
silica (experimental neutron diffraction data by Grimley et al. [83]). 
a slightly wider range of 0-0 separations were found in the simulated glass than might be 
expected. 
Since the first two peaks in figure 3.5 are due to Si-0 and 0-0 pairs, they describe atomic 
separations in the SiO4 tetrahedra of a glass. The good level of agreement between the ex-
perimental and calculated correlation functions, indicates that these building blocks are well 
described in the model system. 
The third peak in figure 3.5 (between 2.8 and 3.4A) can be attributed to Si-Si interactions and 
describes the intermediate range order of the glass. In vitreous silica, tetrahedra are joined by 
bridging oxygens, this first Si-Si peak therefore shows how the tetrahedra are arranged relative 
to one another. In this regard there was some disagreement between the model and experiment: 
the model Si-Si peak position was some 0.3A higher than expected, indicating that the packing 
of the tetrahedra was less efficient in the model than in the real glass. Although the model 
density of 2.17 g cm-3 was lower than the experimental value of 2.20 g cm-3 (from [70]), it 
CHAPTER 3. GLASS SIMULATIONS 	 57 
is not thought that this small difference 	1.4%) was sufficient to account for the shift in the 
Si—Si peak. As a result this may indicate that the simulated glass had a larger Si—O—Si bond 
angle than would expected experimentally (the bond angle distribution is discussed below). 
3.1.3 0-Si-0 Bond Angle Distribution 
Silicate glasses are built from SiO4 tetrahedra it is important therefore that any simulated glass 
correctly describes the shape of these basic building blocks. From the peak positions in the total 
correlation function (figure 3.5) it has been shown that the Si—O bond length in the simulated 
glass match experiment well. It is important however to correctly replicate the distribution of 
tetrahedral 0—Si-0 bond angles (the 0—Si-0 angle is defined in figure 3.6). 
Experimental bond angle distributions are obtained from the shape and position of the Si—O 
peak in the radial distribution function, by assuming regular undistorted tetrahedra. Poulsen 
has reported a Gaussian distribution centred about 109.3° with a root mean squared deviation 
of 4.2° [88]. This has been plotted with the distribution obtained from the simulated silica glass 
in figure 3.7. In comparison, the simulated distribution was wider than experiment, with a peak 
width (full width at half maximum) of 17.1° compared to 9.9°. The position of the peaks, 
however, were broadly the same: the experimental peak sat at 109.3°, whilst the model gave a 
modal bond angle of 106.0°. 
The results of this comparison show that the simulated glass had a larger range of tetrahedral 
angles than experiment. In reality, the directed nature of the Si-O covalent bonds means that 
SiO4 forms very regular tetrahedra with only small deviation due to thermal vibrations. The 
less regular tetrahedra found in the model glass (suggested by the broad angular distribution) 
were probably a consequence of the two body potential form used; as the forcefield did not 
impose an explicit penalty for departures from the equilibrium bond angle a broad distribution 
resulted. It must be emphasised, especially in light of the good agreement with the first peak of 
the pair-correlation, and the good agreement in modal bond angle, that most of the tetrahedra 
in the model system showed only small differences from the ideal. 
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Figure 3.6: The 0-Si-0 bond angle describes the shape of SiO4 tetrahedra, the Si-O-Si bond 
angle shows how tetrahedra relate to each other. 
Figure 3.7: 0-Si-0 bond angle distribution, experimental distribution from [88]. 
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3.1.4 Si-O-Si Bond Angle Distribution 
The 0-Si-0 bond angle describes the structure of the silicate tetrahedron, the Si-O-Si bond 
angle describes how neighbouring tetrahedra arrange themselves in relation to each other (see 
figure 3.6 for an example). The Si-O-Si bond angle distribution is important to any description 
of the secondary and long range structure of glass. It is unfortunate, therefore, that a canonical 
description of this distribution cannot be constructed purely from experimental pair correla-
tion functions. The one dimensional nature of such data means that Si-O-Si distributions are 
obtained indirectly, by first fitting a structural model to the experimental correlation function, 
then measuring angles from this model. 
An example of a very early model, was that adopted by Mozzi and Warren [89]. This made 
simple assumptions based on a fixed Si-0 bond length and an even distribution of torsion 
angles. Trial fits to experimental data gave a distribution with a modal bond angle of --, 144° 
and a full width at half maximum (FWHM) peak width of ,s, 35° [89]. With a peak skewed 
towards smaller bond angles. 
Yuan and Cormack [90] published a review of angular distributions for Si02 which highlighted 
the differences present in distributions obtained from different experimental data using various 
structural models. They considered experimental data obtained from neutron/X-ray diffraction 
and nuclear magnetic resonance spectroscopy (NMR). Those results obtained from X-ray and 
neutron diffraction showed very similar modal bond angles of 147°. More variation was seen in 
the widths of the bond angle distributions since they varied from 20° to 30°. Interestingly, the 
NMR technique consistently yielded distributions which were both narrower and had higher 
modal bond angles than distributions from diffraction data. 
The variation in the Si-O-Si angles predicted by these distributions can be seen in table 3.2. 
Much of the difference arises from the structural models used to interpret the experimental data. 
For instance, the results of Mozzi and Warren [89] and also Poulsen [88] were interpreted using 
the simple structural model described above; even though the modern high energy X-ray source 
used by Poulsen had a better resolution both sets of results gave very similar distributions. 
As before, their model employed simple geometrical constraints to form a set of analytical 
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expressions through which pair distribution data could be interpreted. An alternative to this 
kind of approach is to generate an explicit atomic scale representation of the glass, in which 
atom positions are fully described (much like the results of an MD simulation). This can then 
be refined to provide a good match to the experimental data; bond angles can then be calculated 
directly from the structural model. Such an approach was taken by Gladden [91] and Neuefeind 
et al. [92], in which initially random structures were refined to give excellent agreement with 
experiment using a Monte-Carlo method. They predicted distributions with modal bond angles 
of 146° and 147° and widths of 21° and 35° respectively. An interesting extension to this 
technique was used by Tucker et al. in which a glass was initially generated using molecular-
dynamics then refined to match experiment again using a Monte-Carlo method, this gave a 
width of 20° and a peak position of 153° [93]. 
The discussion above, has hopefully highlighted some of the vagaries involved in a comparison 
with experimental Si-O-Si bond angle distributions. The Si-O-Si distribution obtained from the 
simulations performed for this work is shown in figure 3.8 and a modal bond angle of 154° was 
obtained with a peak width of 36°. As before, the peak position showed good agreement with 
the distributions given in table 3.2. In particular agreement was good with the distribution ob-
tained using reverse Monte-Carlo data by Tucker from the NMR data due to Mauri [94]. Again, 
the distribution was much wider than those obtained from experiment which, as suggested for 
the 0-Si-0 angles, was probably a consequence of the lack of explicit bond bending terms in 
the forcefield. The result is, however, comparable to other two-bodied potential sets. As an 
example, the well regarded partial charge model of van Beest, Kramer and Santen (sometimes 
known as the BKS potentials) [56, 95] gave a very similar bond angle distribution to that seen 
here, with a modal angle of 152° and peak width of 36° [90]. 
In this section, it has been shown that there was good general agreement between experimental 
pair correlation functions and the 0—Si-0 and Si—O—Si bond angle distributions for silica glass. 
This suggests that the simulation method employed gives a reliable description of the silicate 
network which can be applied to the study of glass-ceramic interfaces. 
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Year Reference Modal Angle (°) Width FWHM (°) Notes 
1969 Mozzi & Warren [89] 144 35 XRD results interpreted using simple 
model based on bond lengths and equal 
distribution of torsional angles. 
1992 Gladden [91] 146 21 Neutron diffraction results interpreted 
using reverse Monte-Carlo refinement 
of a space filling sphere model. 
1995 Poulsen, Neuefeind et. al. [88] 147 35 High energy XRD interpreted using 
similar model to Mozzi & Warren. 
1996 Neuefeind & Liss [92] 147 17 High energy XRD and neutron diffrac- 
tion 	interpreted by 	a Monte-Carlo 
model in which -Si-O-Si-O... 	chains 
were built. 
2000 Mauri et. al. [94] 151 17.5 NMR data interpreted using bond an-
gle calculations made using density 
functional theory for crystalline quartz 
polymorphs. 
2003 Yuan & Cormack [90] 147 23-30 Molecular dynamics and reasoned ar-
gument from literature. 
2005 Tucker et. al. [93] 152.6 20.45 Molecular dynamics results refined by 
reverse Monte-Carlo against neutron 
diffraction data from [83]. 
Table 3.2: Si-O-Si bond angle distributions obtained by different authors using different methods. 
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Figure 3.8: Si-O-Si bond angle distribution. 
3.2 	Sodium Silicate and Sodium Lithium Silicate Glass 
It was seen in the previous section that simulations of vitreous silica showed, with a few caveats, 
good agreement with available experimental data, here, the alkali containing compositions are 
now considered. 
Silicate compositions containing alkali species represent a technologically more significant 
class of materials than pure silicate glass. The alkali atoms act as network modifiers to depoly-
merise the silicate network and as a result lower the melting point and processing temperature 
of the material. For obvious reasons this helps reduce the cost of manufacture. In terms of 
the vitrification of nuclear waste, the less obvious benefit is that lower processing temperature 
reduces the chances of losing volatile fission products during processing [Il]. Again this has 
positive implications for reducing the cost and complexity of any vitrification plant and asso-
ciated gas treatment equipment. It is clear that any glass model must correctly describe alkali 
ion behaviour. 
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When an alkali ion is introduced into the silicate network it becomes associated with an oxygen 
ion and through a localised charge compensation reaction a non-bridging oxygen (NBO) is 
formed. Given that glass compositions are normally expressed in terms of oxide concentrations 
the effect of each M20 unit (where M is a monovalent cation) on the network can be expressed 
as follows: 
2Si(4) + M20 --> 2Si(3) 
where Si(n) is an Si atom connected to n bridging oxygens. In other words, each M20 unit 
converts a bridging oxygen (BO) into two non-bridging oxygens (NBOs). In this way, the 
connectivity of the glass is reduced. 
3.2.1 Bond Angles in Si02+Na 
Figures 3.7 and 3.8 show the 0-Si-0 and Si-O-Si angle distributions for the simulated Si02+Na 
glass. In comparison to the alkali free, Si02 glass, the tetrahedral, 0—Si-0 angle, moved from 
106° for Si02 to 108° Si02+Na, which is much closer to the 'ideal' value of 109.3°. The width 
of the distribution, 12°, was also much closer to the experimentally expected 9.9°. 
It could be argued that the changes seen in the inter-tetrahedral Si-O-Si bond angle distribu-
tion were the result of the network moving to a state of lower internal strain. It is tempting 
to think that a less interconnected network has more conformational freedom, and as a result 
would show a narrower Si-O-Si distribution, since the added freedom to explore conforma-
tional space allows more of the network to approach equilibrium bond angles. This conjecture 
is supported by experimental data. For instance, Henderson's EXAFS study showed Si-Si sepa-
ration decrease with increasing Na20 concentration, this was interpreted in terms of a decrease 
in Si—O—Si angles [96]. Such a conclusion has also been supported by neutron diffraction 
experiments refined using the Monte-Carlo method [97]. 
The simulation results for Si02+Na glass showed the expected narrowing of the bond angle 
distribution, with a width of 29.5° compared to a value of 36.0° for the pure silica glass. The 
CHAPTER 3. GLASS SIMULATIONS 	 64 
modal bond angle did not move to a lower value, in fact there was a slight increase to 157°. 
The fact that the simulated Si02+Na glass did not show the peak moving to lower angles was 
not unexpected. Yuan and Cormack [90] noticed that the two bodied BKS potentials also failed 
to reproduce the shift, whereas a force field that included bond bending terms did. 
Before moving on to consider the MW glass, it is interesting to compare the bond angle dis-
tributions in the Si02+Na and Si02+Na+Li glasses. In general these were very similar. This 
suggests, that from the network's point of view, overall alkali concentration was more impor-
tant to the structure, than the glass being a single or mixed alkali composition. 
3.3 Magnox Waste Glass 
As a borosilicate composition, MW glass contains both silicon and boron as network formers. 
As has already been demonstrated in this chapter (see section 3.1) the melt-quench method 
and forcefield employed, generates reliable descriptions of silicate and alkali silicate glass net-
works. Unlike the silicate network, in which silicon sits in regular tetrahedra, boron will form 
both B03 triangles and B04 tetrahedra depending on its environment. In the following section, 
the structure of the simulated MW glass was compared with the available experimental data to 
show that the simulation method was suitable for generating amorphous borosilicate structures. 
Using the notation introduced in section 1.2.4, table 3.3 shows the speciation of the simulated 
MW-glass in terms of the number of bridging oxygens connected to the network formers for 
the MW and MW+A1+Mg glasses. Considering just the MW glass for a moment, it can be seen 
that for the silicate network 80% of the tetrahedra were fully polymerised whilst the remainder 
was accounted for by silicate units with a single non-bridging oxygen, SP). A small amount 
of Si(2) was present in the system. Structural models and experimental data indicate that this 
species is only present when very high alkali concentrations are present [98]. Therefore, this, 
and the over coordinated Si(5) species should be considered as defect species. Thankfully their 
population was low which is a good sign that the model was viable. 
Unlike the silicate network, where alkali atoms act as network modifiers and lead to the creation 
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of non-bridging oxygens, in the compositional range considered here, alkali atoms associated 
with the borate network are thought to bring about the conversion of trigonal B03 to tetrahedral 
B04 [98-100]. To avoid confusion, it must be made clear that in the context of the current 
analyses B(3) refers to trigonal boron with three bridging oxygens rather than a more highly 
coordinated boron atom with a non-bridging oxygen. Consulting with table 3.3 it can be seen 
that in the MW glass, most boron existed as B(4), although almost a quarter of boron atoms 
were B(3). The B(2) population, whilst not insignificant, was still low at --,4%, again this must 
be considered as an artefact of the simulation method. 
So, how well do these results compare with experiment? The 11B NMR study of Roderick et 
al. [69] showed that for a glass with the MW composition, the boron speciation was as follows: 
B(4) = 69% and consequently B0)=31%. The model system's B(4) population was 71.9% 
and therefore showed an excellent level of agreement with experiment falling well within the 
quoted error of ±5%. The B(3) value was somewhat lower in the simulated glass, however if 
the contribution due to B (2) was included then the value increased to 28.1% and once more fell 
within the experimental error. 
The speciation of the silicate network was compared with experiment in a similar fashion. The 
NMR/Raman results of Bunker et al. [101] suggest the following speciation for a 20Na20.20B203.60Si02 
glass: Si(4) 75% and 25% Si(3). Again this tallies well with the structural results presented in 
table 3.3. It should be noted that this comparison was made with a single alkali composition 
whereas the MW glass contains both Na and Li. As will be discussed later (see section 3.4), 
the main effect of having mixed rather than a single alkali species is one of alkali redistribution 
rather than altering bridging oxygen speciation. As was seen for the silicate glasses discussed 
earlier, the speciation of the network does not change significantly on going from a single to a 
mixed alkali composition. This comparison therefore seems quite reasonable. 
The MW+Al+Mg glass shows a species distribution similar to that of the MW glass for the 
silicate and borate networks. The MW+Al+Mg glass shows an increase in the population of 
Si(3) units, with a concomitant decrease in the number of Si(4) units when compared to the MW 
composition. This is interesting as adding aluminium to borosilicate glasses is normally asso-
ciated with increased network polymerisation (see section 1.2.3), however the MW+Al+Mg 
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glass described here shows decreased polymerisation; indicating that the addition of the diva-
lent Mg ions to the system seem to have counteracted the polymerising effect of the aluminium. 
The speciation of aluminium was predominantly A1(4), in addition there was also a significant 
population of Al 2) and A1(3). It was expected that most aluminate units would occur as A1(4): 
it is thought that the high number of A1(3) and A1(2) was due to statistical noise brought about 
by the small number (64 atoms) of Al in the MW+Al+Mg system. 
3.4 Alkali Distribution 
As will be shown in following chapters (chapters 4 and 5) the spatial distribution of alkali 
species in the glass adjacent to a ceramic interface is significantly different to that in the bulk 
of the glass. To fully appreciate this change, it is necessary to understand the distribution of 
the alkali species in a glass that does not contain a ceramic interface. 
In the following section, the Voronoi tessellation is used to describe the volume occupied by 
each alkali ion. This allows the structure and clustering behaviour of alkali ions in the simulated 
glasses to be described. 
3.4.1 Voronoi Tessellation 
The Voronoi tessellation is a particularly useful geometric construct, lying at the heart of com-
putational geometry [102]. For a set of sites distributed in space, the Voronoi tessellation 
partitions space into a set of domains. The volume enclosed by such a domain represents the 
region of space in which points are closer to the generating site than any other [102]. Figure 3.9 
shows the Voronoi tessellation for a set of randomly distributed sites, from this, some of the 
Voronoi tessellation's interesting properties can be observed: 
• Edges in the Voronoi diagram are equidistant between two sites. 
• Edges are perpendicular bisectors of the lines connecting two sites. 
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Species MW Glass (%) MW+A1+Mg Glass (%) 
Si(2)  1.4 (0.1) 3.8 (0.1) 
Si(3)  18.2 (0.5) 26.5 (0.8) 
Si(4)  80.1 (0.8) 69.1 (0.7) 
Si(5)  0.3 (0.2) 0.6 (0.2) 
B(1)  0.9 (0.1) 
B(2)  4.2 (0.4) 6.8 (0.2) 
B(3)  23.9 (0.9) 27.4 (1.1) 
B(4)  71.9 (1.1) 64.9 (1.2) 
Al( i ) 1 (0.3) 
A1(2) 4.9 (0.1) 
A1(3) 22.0 (1.9) 
A1(4) 71.7 (3.6) 
AO) 0.4 (0.1) 
Table 3.3: Bridging oxygen speciation for network formers in simulated MW and MW+A1+Mg 
glasses (values are expressed as percentages of each network former's total population, values 
for standard deviation over the range of MD frames sampled are given in parentheses). 
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• Sites which share edges are nearest neighbours. 
These interesting properties have made it useful in many fields from city planning (e.g. where 
best to site hospitals and mobile phone masts to cover the largest population), to route finding 
applications [103]. An example of its use in materials science and metallurgy can be found 
in the work of Wigner & Seitz who used the Voronoi construct to study conduction in met-
als [104]. It has also been used to define the volume occupied by each atom in molecular 
dynamics glass simulations by Delaye and Ghaleb [105, 106]. 
In the present work, the nearest neighbour property of the Voronoi diagram was used to define 
coordination polyhedra around alkali atoms in the simulated glasses. From these it was possible 
to show spatial relationships between alkali atoms and highlight any alkali clusters/channels. 
The Voronoi tessellations presented here were generated from atomic positions using the qhull 
computer package [107]. 
3.4.2 Voronoi Tessellations of Simulated Glasses 
Figure 3.10, shows the Voronoi domains for a molecular dynamics frame from the data collec-
tion stage of the Si02+Na melt-quench simulation. Although quite impressive in appearance 
this figure is not very enlightening. Only Voronoi domains at the edge of the simulation box 
can be seen, and the relationship alkali atoms have with the network is lost. In an effort to 
overcome these obvious shortcomings, figures 3.11,3.13, 3.15 and 3.17 were devised. For each 
alkali containing glass, these show a representative cross section through the Voronoi cells 
associated with the alkali species. These have been given in the context of the network by 
showing a slice, with a thickness of --, 3A, through the system centred about the Voronoi cross 
section. As this kind of representation can only ever show a small portion of the system, they 
are supported by statistics obtained from the Voronoi diagram. Histograms showing the distri-
bution of alkali cell volumes are given in figures 3.12,3.14, 3.16 and 3.18. To shed some light 
on how the alkali atoms organise themselves in relation to each other, tables 3.4, 3.5, 3.6 and 
3.7 are given. These show the proportion of alkali cells that: 
• 
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Figure 3.9: Voronoi diagram for a random set of points. 
Figure 3.10: In 3D, Voronoi cells can be obtained from a Delaunay tetrahedralisation, shown 
here are the Voronoi domains for the SilaH-Na glass. 
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• Share faces with no other alkali atoms. 
• Share faces with another alkali of the same kind. 
• Share faces with two different kinds of alkali species. 
• In the case of the MW+Al+Mg glass share faces with three different kinds of alkali 
atoms. 
The average volume for each of these alkali environments have also been reported. 
Alkali Distribution in Si02+Na 
The cross section taken through the Si02+Na glass, (figure 3.11), indicates that considerable 
alkali aggregation has taken place; almost all alkali cells share at least one face with another 
alkali cell. In several cases, these extended alkali structures form into quite extensive networks. 
In this glass, the morphology of these networks was perhaps best described as string like, with 
little branching taking place. 
These observation that alkali atoms seemed to aggregate, was reiterated by the alkali environ-
ment statistics given in table 3.4. These showed that over 97% of the Na cells shared a face 
with other sodium cells. 
Alkali Distribution in Si02+Na+Li 
The introduction of the second alkali species represented by the Si02+Na+Li composition 
poses new questions. For instance, does the presence of Li significantly alter the Na environ- 
Modifier Site Neighbouring Modifiers % Avg. Volume of Environment (A3) 
Na Na 97.4 (0.4) 19.9 
Na None 2.6 (0.4) 21.6 
Table 3.4: Table showing incidence of alkali-alkali environments in Si02+Na (values in paren-
theses indicate standard deviation for each observation). 
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Figure 3.11: Slice through Si02+Na glass, showing cross-section through Voronoi cells for 
alkali species (YZ plane). 
30  
	 Na 
25 
20 
10 
5 
	10 	15 	20 	25 	30 
Voronoi Cell Volume (A') 
4;14 	•tilt 0,„  0 	II 0 • 
00 0 (.4 0;„.,' • 1114 0,
4-.4,, 
0 L3 • t • 0 14  04.6 
" o • • 4. 	0 • ' 	• 
• do 0  "_go 
; 	• 
35 
Figure 3.12: Histogram of Voronoi cell volumes for alkali species in Si02+Na glass. 
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ment? Does the sort of clustering described in Si02+Na still occur when two alkali species 
coexist? If so do Na and Li mix or form segregated regions rich in each species? Each of these 
will be discussed below, in turn. 
As would be expected, the Voronoi cells belonging to Li ions were generally smaller than those 
belonging to Na, as shown by cell volume histograms in figure 3.14. Gaussian peak fits to 
these distributions showed that the most likely volume was 19.6A3 for Na and 15.2A3 for Li. 
In addition, the Na peak position in this glass was not significantly different to the value seen 
in Si02+Na of (19.4A3) (see figure 3.12). At least in terms of the volume therefore, adding a 
second alkali species to the glass did not significantly change the Na environment. 
Turning now to consider the clustering behaviour of the two alkali species, the section of glass 
in figure 3.13 does show evidence of clustering. For a better idea of the degree of this clustering 
and the mixing of different species it is necessary to turn to the alkali environment statistics of 
table 3.5. Once more, only a small number of alkali atoms (1.2% for Na and 2.2% for Li) sat 
in isolated sites. Again this suggests that alkali aggregation was favoured in this glass. 
In terms of alkali mixing, the majority of Na and Li sites were bordered by both Li and Na 
neighbours: this environment for 71% of Li and 73% of Na atoms. Additionally, substantial 
numbers of Li and Na atoms were bordered by a single different species. These coordination 
statistics indicate that Li and Na do not segregate into single alkali regions. Rather they suggest 
that mixed alkali clusters are favoured. 
Alkali Distribution in MW Glass 
The presence of the borate network in the MW glass significantly changed the distribution 
and intermixing of the sodium and lithium alkali atoms. The clustering seen in the Voronoi 
cross section in figure 3.15 was quite different in character to that found in the silicate glasses. 
The string like clusters found in the Si02+Na and Si02+Na+Li compositions, were not in 
evidence here. Instead long thin clusters gave way to pairs of connected cells as shown in 
figure 3.15. These qualitative observations were borne out by the coordination statistics for 
this glass (table 3.6). When compared to Si02+Na+Li the number of sodium atoms sitting 
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Figure 3.13: Slice through Si02+Na+Li glass, showing cross-section through Voronoi cells for 
alkali species (YZ plane). 
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Figure 3.14; Histogram of Voronoi cell volumes for alkali species in Si02-Na+Li glass. 
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Modifier Site Neighbouring Modifiers % Avg. Volume of Environment (A3) 
Li Li,Na 70.8 (1.3) 15.4 
Li 14.2 (0.8) 16.0 
Na 13.7 (0.9) 16.1 
None 1.2 (0.6) 14.5 
Na Li, Na 73.3 (1.3) 20.4 
Li 14.2 (0.9) 21.6 
Na 11.3 (0.8) 21.2 
None 2.2 (0.3) 21.4 
Table 3.5: Table showing incidence of alkali-alkali environments in Si02+Na+Li (values in 
parentheses indicate standard deviation for each observation). 
outside clusters nearly doubled for Na (3.9%) whilst the number increased by around six times 
to 7.4% for Li. 
Although still the single most prevalent environment, the number of alkali atoms sitting in 
mixed alkali sites bordered by both Na and Li saw a dramatic reduction. Again, comparing 
with Si02+Na+Li, this number fell from 71% to 41% for Li and from 73% to 56% for Na. 
The volume of almost all the alkali environments was smaller in MW glass. This was particu-
larly apparent when the Li volume distributions in figure 3.16 are compared with the distribu-
tions seen in Si02+Na+Li. In MW glass, the Li peak position moved from 15.2A3 to 14.0A3. 
Alkali Distribution in MW+Al+Mg Glass 
The alkali distribution seen in the MW+A1+Mg composition was again quite different to the 
MW glass. In figure 3.17 it can be seen that relatively small additions of aluminium and magne-
sium led to the reappearance of contiguous areas of Na. These co-existed with the isolated and 
cell pairs seen for the MW glass. Once more heterogeneous alkali coordination environments 
were favoured by Na and Li, although the concentration of atoms in these sites was reduced. 
It is likely that this reduction was due to the introduction of Mg: the overall concentration of 
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Figure 3.15: Slice through MW glass, showing cross-section through Voronoi cells for alkali 
species (YZ plane). 
Modifier Site Neighbouring Modifiers % Avg. Volume of Environment (A3) 
Li Li, Na 41.2 (1.2) 14.4 
Na 28.6 (0.8) 15.0 
Li 20.9 (1.0) 14.2 
None 7.4 (0.9) 14.7 
Na Li, Na 55.5 (1.3) 19.8 
Na 24.1 (1.4) 19.6 
Li 16.4 (1.1) 19.8 
None 3.9 (0.7) 19.5 
Table 3.6: Table showing incidence of alkali-alkali environments in MW glass (values in paren-
theses indicate standard deviation for each observation). 
• 
CHAPTER 3. GLASS SIMULATIONS 
30 	  
76 
Li 	0 Na 
25 
20 
= 15 
u.  
10 
5 I0 	15 	20 	25 	30 	35 
Voronoi Cell Volume (A3) 
Figure 3.16: Histogram of Voronoi cell volumes for alkali species in MW glass. 
alkali sites with two different kinds of alkali neighbours was comparable between the MW and 
MW+Al+Mg glasses. Magnesium showed a very slight preference for sitting in clusters with 
Li, Mg and Na. 
Peak fits to the volume distributions, shown in figure 3.18, gave peak positions of 12.0, 13.2 
and 18.6A3 for Mg, Li and Na respectively. Once more the Na and Li peaks moved to lower 
values. Although there was a consistent decrease in the volume of the alkali environments 
from Si02+Na through to MW+Al+Mg, it is interesting to notice that the relative positions of 
the Na and Li peaks in SiG.,+Na+Li, MW and MW+Al+Mg compositions stay quite constant. 
This can be seen when the distances between the Na and Li peaks are compared. These were 
were 5.7, 5.4, 5.4A3 for the Si0/+Na+Li, MW and MW+Al+Mg glasses respectively. This 
indicates that the reduction in volume between glass compositions was shared equally between 
the different alkali species. It must be emphasised that Voronoi volumes were obtained from 
systems which had been equilibrated using constant pressure molecular dynamics calculations, 
meaning relaxation of the simulation's box had been allowed during glass formation. 
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Figure 3.17: Slice through MW+Al+Mg glass, showing cross section through Voronoi cells for 
alkali species (YZ plane). 
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Figure 3.18: Histogram of Voronoi cell volumes for alkali species in MW+Al+Mg glass. 
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Modifier Site Neighbouring Modifiers % Avg. Volume of Environment (A3) 
Li Li, Na 26.6 (1.1) 14.9 
Na 18.8 (0.8) 14.4 
Li 17.0 (0.7) 13.9 
Li, Mg, Na 11.6 (1.2) 14.4 
Mg, Na 8.7 (0.7) 13.9 
Li, Mg 8.0 (1.0) 14.0 
None 6.3 (0.8) 13.8 
Mg 2.9 (0.7) 15.5 
Mg Li, Mg, Na 9.1 (1.5) 12.7 
Li, Na 8.5 (1.5) 12.7 
Na 8.5 (1.0) 13.0 
Mg, Na 6.5 (1.3) 13.3 
Mg 5.1 (0.7) 12.0 
Li 4.7 (0.8) 12.7 
None 3.1 (1.1) 13.3 
Li, Mg 2.9 (0.9) 12.2 
Na Li, Na 29.3 (0.9) 19.6 
Li, Mg, Na 15.7 (1.1) 18.9 
Na 15.0 (1.0) 18.9 
Mg, Na 14.5 (1.3) 19.4 
Li 8.9 (0.6) 20.4 
Li, Mg 8.0 (0.6) 18.3 
None 5.4 (0.5) 18.5 
Mg 3.1 (0.5) 20.0 
Table 3.7: Table showing incidence of alkali-alkali environments in MW+Al+Mg glass (values 
in parentheses indicate standard deviation for each observation). 
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3.4.3 Alkali Aggregation and Mixing 
Both the Voronoi coordination data and cross sectional images, presented in the previous sec-
tion, showed evidence for alkali aggregation. In Zachariasen's original random network the-
ory [19] it was assumed that alkali atoms would be uniformly distributed through the glass 
and as a result would not tend to cluster until high alkali concentrations were reached. More 
recently, Greaves [22] proposed the modified random network theory in which using EXAFS 
(extended X-ray absorption fine structure) results he argued that alkali ions would cluster to 
form alkali rich ion channels. The aggregation of alkali species shown by the results given here 
is consistent with the modified random network theory. 
The coordination data also showed that, in mixed alkali compositions, atoms often sat in het-
erogeneous coordination environments suggesting that there was considerable intermixing of 
Li and Na atoms within alkali clusters. 
3.5 	Implications for Alkali Mobility Processes 
In this work, the effects of radiation damage on glass have not be considered explicitly. From 
the alkali structures discussed above, however, it may be possible to suggest which glass com-
position would be expected to show the best radiation tolerance. 
In repository conditions self-irradiation of nuclear waste bearing glass occurs mainly in the 
form of a-decay of actinides and 13-decay of fission products. During the first 500 years of 
storage, 13-decay predominates, with a-decay being more important on longer time scales [108]. 
Studies of 13-irradiation on sodium aluminoborosilicate nuclear waste glasses have shown ev-
idence for irradiation induced alkali segregation. Boizot et al., whilst using Raman spec-
troscopy, observed an increase in the Si(3):Si(2) ratio and a conversion of tetrahedral B04 to 
trigonal B03 under 13-irradiation [109]. The change from Si(2) to Si(3) indicates increased 
polymerisation of the silicate network (i.e. a decrease in the number of NBOs) and was in-
terpreted in terms of a movement of Na out of the network into Na rich areas. Furthermore, 
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tetrahedral borate is stabilised by nearby alkali cations, therefore a decrease in B04 population 
also points towards a movement of Na away from the glass network. The natural conclusion to 
draw from this was that irradiation induced Na segregation had taken place. Interestingly, no 
change in aluminium environment was reported [110]. 
The mixed alkali effect describes the profoundly non-linear variation in glass properties as a 
function of the relative fraction of different alkali species in the system. Properties, such as 
electrical conductivity, related to the movement of the mobile alkali species can be several 
orders of magnitude lower in a mixed alkali glass, than in similar glasses containing only a 
single alkali species (see section 1.2.2). NMR examinations of various mixed alkali alumi-
noborosilicate glasses, by Oilier et al. have revealed that the degree of network polymerisation 
and borate conversion experienced under irradiation could be linked to the mixed alkali ef-
fect [111]. Mixed alkali glasses containing sodium and potassium were compared with sodium 
and lithium compositions. Of these, the mixed alkali effect is more pronounced in the Na:Li 
series of glasses, and it was found that the Na:Li ratio also had a far more pronounced effect 
on alkali segregation than the Na:K ratio. No polymerisation increase was observed in 50:50 
Na:Li compositions, this is interesting because this composition also shows the lowest elec-
trical conductivity in the Na-Li series (it also corresponds with the MW based compositions 
studied here) [110]. 
Conductivity is linked with the ability of conducting species to migrate, low electrical conduc-
tivity and decreased polymerisation are suggestive of low alkali ion migration in this glass. In 
addition, the conversion of B04 to B03 under irradiation was also linked to the ability of the 
charge balancing cation to migrate. The conversion of B04 to B03 increased as cation radius 
decreased, in the series K--INTa.—Li [111]. This suggests that in order to reduce (3-irradiation 
induced structural changes, alkali migration must also be reduced. Radiation tolerance might 
therefore also be expected to be better in those glasses in which limited alkali migration takes 
place. 
Durability is an important material selection criterion for choosing glass compositions suitable 
for use as nuclear wasteforms [11]. The rate of dissolution of an alkali containing glass is 
initially determined by the rate of alkali diffusion in the glass [20]. Reducing the rate of alkali 
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diffusion in a glass would therefore be expected to decrease its rate of dissolution by water thus 
increasing its durability. Experimentally there is good evidence to suggest that this is the case, 
many of the effects of glass composition on chemical durability can be understood in terms of 
changes in glass diffusion coefficients [20]. An understanding of the alkali migration pathways 
in simulated glasses, could therefore provide insight into which glass compositions would be 
expected to show resistance to dissolution by water and thus provide durable wasteforms. 
3.5.1 Proposed Mechanisms for Alkali Migration 
Various molecular dynamics studies have been used to study alkali ion migration in glass sys-
tems [68,112-114]. These showed that, for the most mobile atoms in the system, alkali migra-
tion occurs in a series of concerted hops between homogeneous sites. Of the proposed mech-
anisms, that given in reference [112], for Na migration in a sodium silicate glass, is perhaps 
most specific in its detail and is repeated here. 
Concerted Hop Mechanism 
In the concerted hop mechanism each hop process involves the cooperative motion of two Na 
atoms. Shown in schematic form in figure 3.19, the migrating atom momentarily moves into 
a transitional site, then a fraction later a second Na atom moves into the site left vacant by the 
first Na atom. The first Na atom then moves out of the transitional site to its destination. 
This mechanism has been likened to vacancy migration in crystalline materials because as the 
ion hops forward along its channel, the empty site previously occupied by a sodium ion moves 
in the opposite direction [68]. It has been suggested that Na migration adopts this concerted 
motion as it allows the migrating ion's environment to change gradually. On moving into the 
transitional state, the sodium ion maintains coordination with some of the oxygen atoms that 
surrounded it at its initial site. It then breaks the links with its initial site by hopping into a site 
recently vacated by another Na atom. 
This need to maintain a similar coordination environment during alkali migration was explored 
CHAPTER 3. GLASS SIMULATIONS 	 82 
by Habasaki et al. [113] in an effort to explain aspects of the mixed alkali effect such as the 
drop in ionic conductivity. In a simulated Li-K mixed alkali glass they substituted Li for K at 
several sites in the system. The energy associated with this substitution was then calculated 
using static energy minimisation in conjunction with classical pair potentials. Notionally this 
is similar to calculating the energy of a substitutional defect in a crystal. As a result they 
found that Li sitting in a K environment increased the energy of the system by 200 kJmor . 
Therefore a hop by an alkali atom into a site previously occupied by another type of alkali 
species can be thought of as unfavourable. This finding was supported by the observations, 
made from the results of molecular dynamics simulations, that migration trajectories for Li and 
K never crossed and instead proceeded in separate Li and K channels. 
3.5.2 Migration Path Prediction from Alkali Cluster Morphology 
As described above, alkali atoms migrate in a series of hops between similar nearest neighbour 
sites. Ion migration would therefore be expected to occur readily in glasses with extensive, 
interconnected alkali clusters (as this would provide more pathways through the glass along 
which migration could take place). In the following section 'hop' networks were generated 
for each glass from their Voronoi tessellations. This allowed the size and interconnectivity of 
clusters in these glasses to be analysed. From the structure of these clusters it was possible to 
infer the compositions in which migration would be most prevalent. 
Hop networks were generated from each glass' Voronoi tessellation by creating connections 
between each alkali and its nearest alkali neighbours (i.e. those alkali atoms which share a 
face with each site's Voronoi cell). This resulted in networks where each node represented 
an alkali site and the edges showed potential paths for hops between sites. Due to the energy 
penalty associated with hops between heterogeneous sites (see section 3.5.1), edges were only 
between nodes with the same species, this resulted in distinct sub-networks for each alkali type 
in the glass as shown in figure 3.20. In addition, combined networks were generated, where 
hops between heterogeneous sites were allowed (e.g. figure 3.20c). The aim of these combined 
alkali graphs was to see to what extent the alkali intermixing described in section 3.4.2 might 
block ion migration. 
Initial 
Configuration 
Destination Site 
Transitional Site 
Site I? 
Site 2\ ii 
Final 
Configuration 
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Figure 3.19: Alkali migration occurs by a concerted hopping mechanism (after [112]). 
Spanning Clusters 
As periodic boundaries were employed during simulations, any cluster that extended from 
one face of the simulation cell to the other is effectively infinite in size. In terms of mass 
transport, the presence of these spanning clusters in a system is important. For instance, in 
percolation theory', their existence can be used to define when a material has exceeded its 
percolation threshold. Above this threshold, mass transport through random media shows an 
abrupt increase. In a glass, the existence of these clusters might also be expected to encourage 
rapid alkali ion migration. 
Each alkali containing glass was examined for spanning clusters by searching the alkali net-
work for any path that led from alkali sites coincident with the simulation cell's (100) face 
'Percolation theory was originally concerned with the movement of fluids through porous media. It was found 
that movement through such random media could be likened to electricity moving through a random network 
of resistors. When the connectivity of these networks exceeded a critical value its resistance fell dramatically. 
Similarly mass transport through a random system shows an abrupt change at a threshold value known as the 
percolation threshold [16]. 
CHAPTER 3. GLASS SIMULATIONS 	 84 
a. Sub Network 
	
b. Sub Network 
	
c. Combined 
Figure 3.20: Hop networks were obtained from Voronoi tessellation. Edges were formed be-
tween face sharing sites of the same kind. For each glass, individual networks were formed for 
each alkali species (a & b) and also a global alkali network showing what could happen if hops 
were allowed between dissimilar alkali sites (c). 
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across the cell to those touching the simulation cell's (100) face, on the opposite side of the 
cell. This procedure was then repeated for the planes normal to the cell's [010] and [001] axes. 
Ten different frames from the data collection stage of the simulations were tested in this manner 
for each glass. 
Spanning clusters were only found in the Si02+Na glass. In all ten of the frames examined 
spanning paths were found along all three of the x, y and z axes. The remaining glass com-
positions did not show this behaviour, showing that of the compositions considered only the 
Si02+Na glass was above the percolation threshold. 
Alkali Cluster Topology 
Visualisations of alkali cluster topology were made for each glass. Figures 3.21, 3.22 and 3.23 
show the topology of the individual alkali networks in Si02+Na+Li, MW and MW+Al+Mg 
glasses. These aim to show the connections between each alkali site and its neighbours. It 
must be emphasised that these figures show topology and do not portray accurate atomic po-
sitions and separations (in the same way that distances on the London Underground map are 
not representative of the real distances between stations). These figures were created using the 
NetworkX and graphviz software packages [115, 116]. 
Many of the observations made earlier for the Voronoi cross sections are reiterated by these 
diagrams. In particular, the differences between the Si02+Na+Li and MW glass compositions 
are perhaps most significant. Si02+Na+Li exhibited large Na clusters containing loops and 
branches. The Na clusters in MW glass however, were far simpler showing less branching, 
fewer loops and appeared more string-like than clumped. Interestingly, some branching and 
looping reappeared for the Na clusters in MW+Al+Mg diagram. 
As each glass contained approximately the same number of alkali atoms2, the number of clus-
ters in each glass can be used as a rough measure of how interconnected they were. A large 
number of clusters indicating that atoms sat in many, smaller clusters, whilst fewer clusters 
suggest more interconnection between the sites. 
2SiO2+Na, Si02+Na+Li and MW compositions all contained 410 alkali atoms whilst MW+Al+Mg had 457 
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Table 3.8 shows the average number of clusters in each glass, averaged over ten MD frames. 
Particularly striking was the increase in the number of Na clusters from Si02+Na to the mixed 
alkali Si02+Na+Li, going from 6 to 29. Even though the number of Li atoms in Si02+Na+Li 
was almost the same, the number of Li clusters was larger at 45. The large number of clusters in 
the individual networks was not mirrored in the combined network, which only had one more 
cluster than the single alkali glass, thus confirming the earlier finding that there was profound 
mixing of the two alkali species. As migratory hops are thought to only happen between like 
sites, this mixing of the two species would block continuous motion through the alkali network. 
Longest Path Lengths 
In the graphs of alkali topology, certain paths were shown in red. These indicate the longest 
paths in each alkali sub-network. The length of these paths gives an impression of the maxi-
mum number of migratory hops a alkali atom could achieve in these glasses (without requiring 
network rearrangement). In the current context, a longest path was defined as: the path passing 
through the largest number of vertices when paths that detour backtrack or loop were excluded. 
In graph theory, this metric is defined as a network's diameter [117]. In certain cases, more than 
one path was found that contained the same maximum number of hops; in these instances, the 
length of the path was calculated in angstroms by summing the individual atomic separations 
traversed by the path, the longer path measured in this way was then given. 
The results of the longest path analyses are shown in figure 3.24. As expected the Si02+Na 
Number of Clusters 
Glass Na Li Mg Combined 
Si02+Na 6 - - 6 
Si02+Na+Li 29 45 - 7 
MW 39 34 - 12 
MW+Al+Mg 35 31 16 9 
Table 3.8: Number of clusters in simulated glasses by alkali species. Only clusters containing 
two or more atoms were included. 
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Figure 3.21: Graph showing topography of Si02+Na+Li alkali network, longest paths, con-
taining most inter-site hops, are highlighted in red for each alkali species (Li- • ,Na- 0). 
glass showed the longest path length (for an individual network). For all the mixed alkali 
compositions the sodium path length, when measured in site to site hops, was longer than the 
lithium path length. In the Si02+Na+Li glass the longest Na path was more than twice that 
of the longest Li path. This is interesting as both Na and Li occur in similar numbers within 
this glass so may be expected to show similar path lengths. The alkali environment statistics 
of section 3.4.2 showed that both alkali species had the same proportion of atoms sitting in 
mixed alkali sites, which would also lead to the belief that they should have similar longest 
path lengths. That they do not perhaps suggests that the topography of the Li network has 
more branches than the more string-like Na network, making the longest path shorter. This 
difference is greatly reduced in the MW composition, mainly due to a large reduction in the 
Na chain length. This finding is consistent with the qualitative observation, made from the 
Voronoi cross section, that there were fewer long chains and many more Na atoms sitting in 
pairs. Combined with the earlier alkali environment statistics it seems likely that many of the 
Na atoms sit in pairs at the expense of long chains in the borosilicate glass. The MW+Al+Mg 
results are also consistent with the observation that the presence of Al and Mg in the glass led 
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Figure 3.22: Graph showing topography of MW glass alkali network, longest paths, containing 
most inter-site hops, are highlighted in red for each alkali species (Li- • ,Na- • ). 
to longer ion channels than in MW glass. 
Clearly the individual alkali networks showed significant changes in longest path length be-
tween compositions. It is therefore surprising that the longest paths for the combined network 
were so similar. Especially striking is the similarity between the Si02+Na, Si02+Na+Li and 
MW glasses with lengths of 29, 31 and 32 hops respectively. This may suggest that the distribu-
tion and connectivity of alkali sites in these glasses were very similar with differences between 
the mixing behaviour of the different alkali species accounting for changes in the maximum 
hop-lengths of the individual Na and Li networks. 
3.5.3 Conclusions 
As Si02+Na had the fewest clusters and the longest maximum path length, it can be concluded 
that, of the compositions considered, the Na clusters in this glass were the largest and most in- 
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Figure 3.23: Graph showing topography of MW+Al+Mg glass alkali network, longest 
paths, containing most inter-site hops, are highlighted in red for each alkali species 
(Li- ®,Mg- 0 ,Na- • ). 
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Figure 3.24: Longest paths measured in hops. 
terconnected. Conversely, the borosilicate glasses, MW and MW+Al+Mg, had short maximum 
path lengths accompanied by a large number of small clusters. 
The interconnection of atoms in the clusters in Si02+Na (and the existence of spanning clus-
ters), would allow Na atoms to hop through the glass structure along several largely indepen-
dent pathways, without requiring rearrangement of the silicate network. It is thought this would 
favour rapid ion migration. By comparison, the large number of smaller clusters found in MW 
and MW+Al+Mg would probably hinder the hopping processes associated with ion migration. 
In section 3.4 it was found that there was considerable intermixing of Na and Li in the mixed 
alkali glasses considered. This intermixing seems to have had a dramatic effect on the structure 
of the alkali clusters in these glasses. In comparison to the single alkali glass (Si02+Na), the 
mixed alkali glasses (Si02+Na+Li, MW and MW+AI+Mg) contained a lot of small clusters. 
However, if the Na and Li hop networks were combined, the number of clusters and maximum 
path length statistics became comparable to Si02+Na. This suggests that Li atoms sitting in 
Na clusters (or the other way around), disrupts the pathways available for fast ion migration. 
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With fast migration favoured by hops between homogeneous sites, the presence of, for exam-
ple a Na site within a mainly Li cluster could block migration. This would be particularly true 
if the cluster morphology prevented alternative paths being found around the blocking atom. 
The topology of the clusters in the simulated Si02+Na+Li, MW and MW+Al+Mg glasses was 
perhaps best described as string like, with clusters having few side branches or loops. The ten-
dency for alkali atoms in these glasses to sit in coordination environments with heterogeneous 
alkali neighbours suggests that the ability for alkali atoms to perform migratory hops would be 
supressed in these glasses. As alkali diffusion can be linked to the early stages of glass disso-
lution by water, the MW and MW+A1+Mg glasses would be expected to show better durability 
than the Si02+Na and Si02+Na+Li glasses. 
Chapter 4 
Glass Ceramic Interfaces 
In the following chapter, the results of computer simulations on glass-ceramic interfaces are 
presented and the presence of the interface and their effect on the structure of the glass and 
ceramic components of the system are discussed. 
4.1 	Comparison of Interface Formation Techniques 
In chapter 2, three different methods were described for creating glass-ceramic interfaces. The 
main features of each technique were as follows: 
• Cut and shut: A glass block was split to create a gap into which a ceramic supercell 
was placed. The system was then equilibrated at 1500K and quenched to 300K. 
• Gap close: Glass block was split in two, the halves were then separated to create a 
gap 8A larger than needed by the ceramic supercell. This gap was then closed, gradu-
ally bringing the glass into contact with the ceramic supercell. Equilibration and data-
collection was then performed in the same way as the other methods. 
• Quench with ceramic: A glass-ceramic system was created in the same way as the cut 
and shut method. Rather than equilibrating at 1500K however, the ceramic atoms were 
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held fixed and the melt-quench procedure originally used to create the glass block was 
performed. The constraint on the ceramic atoms was released at 1500K and equilibration 
and data-collection performed. 
In an effort to see which of these three simulation methods yields the most reasonable glass-
ceramic interfaces, interfacial simulations were performed between the (100) surface of MgO 
and Si02, Si02+Na, Si02+Na+Li and MW glasses using each interface formation method. 
Atomic scale visualisation of the resulting interfaces revealed systems which all had similar 
attributes: little or no intermixing of the glass and ceramic had occurred. The structure of the 
ceramic was largely unperturbed and the (100) surface at the interface had remained flat and 
in approximately the same position as when the simulation started. In all three methods, the 
glass component was amorphous and displayed evidence of the movement of modifiers to the 
interface. 
4.1.1 Definition of Interfacial Energy 
To allow further comparison of the different interface generation methods, the interface forma-
tion energy for each simulated system was calculated. Here, interfacial energy was defined as: 
the energy difference between the interfacial glass-ceramic system and the glass and ceramic 
components considered independently. 
The interfacial energy, when defined in this way, is a measure of how stable the combined 
glass and ceramic components are in comparison to when separate. Bearing this in mind, the 
interfacial energy (E,nterface) can be expressed as: 
Einterface Egiass.ceram 
(Egl's Ece )  
A 
(4.1) 
where: 
Eghss,cerain = Energy of system containing glass ceramic interface. 
Egiass 	Energy of glass block with free surfaces. 
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Eceram 	= Energy of ceramic block with free surfaces. 
A 	= 	Interfacial area in glass-ceramic system. 
An interfacial energy obtained in this way for a system is dependent on how the initial glass 
and ceramic components are configured. For this reason, the interfacial energy was further 
defined as the energy difference between separate glass and ceramic blocks, each with two free 
surfaces (equilibrated in vacuo) and the final energy of the interfacial system. 
In section 2.2 the method by which the glass-ceramic systems were created was described. Put 
simply, a glass block was split in half to create a gap along the cell's z-axis into which a ceramic 
block was inserted. A very similar procedure was used to create glass and ceramic blocks with 
free surfaces from which Eglass and E„,..4  were calculated. In the case of the glass component, 
two free surfaces were created by splitting the glass block in half to create a 50 A gap. Similarly 
each ceramic block was placed at the centre of a simulation cell 50 A larger than the block along 
the z-axis. The same glass and ceramic blocks used at the start of the interface generation 
also provided the starting point for the calculation of 4. and EC.. The cut surfaces were 
equilibrated with the vacuum by performing 7000fs of NPT molecular dynamics at 300K. 
Average values for Eggs and Ecera,„ were calculated from the average obtained over a further 
5000fs of NPT molecular dynamics. 
4.1.2 Interfacial Energies Compared 
Interfacial energies were calculated for each interface formation technique, these are given in 
table 4.1. Lower (i.e. more negative) energies indicate more stable interfacial systems. In 
all the cases considered, the quench with ceramic method gives the lowest energies. This is 
followed, in turn by the gap-close and cut and shut methods. 
During the relatively short time accessed by molecular dynamics, little rearrangement of the 
highly polymerised glass networks would be expected to occur. This might help to explain 
why the quench with ceramic method gives lower energies than either of the other interface 
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E,„„bce (Jm-2) 
System Cut & Shut Gap Close Quench with Ceramic 
Si02-MgO -1.39 -2.59 -3.25 
Si02+Na-MgO -1.57 -2.48 -3.37 
Si02+Na+Li-MgO -1.27 -2.12 -3.15 
MW-MgO -0.52 -2.04 -2.85 
Table 4.1: Comparison of interfacial energies for different interface generation methods. Ener-
gies are for (100) ceramic surfaces. 
formation methods. 
The glass transition temperature (Tg) of the simulated glasses was estimated. This was achieved 
by plotting each glass' potential energy as a function temperature and finding the temperature 
at which the gradient of the data changed. These estimates are given in table 4.2. Both cut 
& shut and gap-close techniques were equilibrated at relatively high temperatures (the high 
temperature stage of their equilibration was performed at 1000K). This temperature is below 
the glass transition temperature of the simulated glasses, which means that for these techniques, 
it would have been difficult for rearrangement of the silicate/borate networks to occur. By 
comparison, during the quench with ceramic method it is thought that the glass component 
of the system has more time to relax in response to the ceramic before its structure becomes 
frozen at Tg. 
The close-gap energies were lower than the equivalent cut & shut values. It is thought that 
this can be attributed to the free surfaces that existed during the early stages of the close-gap 
method. The gradual introduction of the glass' surface to the ceramic would have allowed some 
time for surface relaxation to occur in response to the ceramic's potential. This relaxation of 
the borate and silicate networks could have allowed the close-gap method to achieve lower 
energies than the cut & shut systems (where the added conformational freedom associated with 
the free surface did not exist). 
As a result of the high quench rates associated with MD generated glass structures, the Tg val-
ues of the simulated glasses are high. In a real glass Tg would be lower, therefore the structures 
1, 
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Glass Tg (K) 
Si02 3800 
MW 3680 
Si02+Na+Li 3650 
Table 4.2: Estimated glass transition temperatures for simulated glasses. 
generated by the quench with ceramic method were probably more like experimentally gen-
erated glass-ceramic systems than those from the other methods. The low energies obtained 
using the quench with ceramic method suggest that this method produces the best equilibrated 
and therefore most reasonable interfacial structures. For this reason, the glass-ceramic results 
presented from this point onward were obtained from simulations performed using the quench 
with ceramic method. 
4.2 	The Effect of Glass Composition on Interfacial Energy 
Interfacial energies were calculated for the interface between the (100) surface of MgO and 
each of the glass compositions considered. This gives an indication of the relative stabilities of 
the interfaces made with each glass. Figure 4.1 shows the results of this comparison. 
It is interesting that Si02 doesn't have the highest energy. The lack of modifier atoms means 
that Si02 is the most polymerised glass. The less constrained network brought about by mod-
ifiers might be expected to allow the glass to relax more effectively, producing a less strained 
and lower energy structure at the glass-ceramic interface. The Si02+Na+Li and MW glasses 
however, both have higher energies than Si02. This is unexpected. 
In effect, the interfacial energy represents the energy change in going from a system with 
free surfaces to one without. The unexpectedly low Si02 energy may show that the energy 
associated with SiO2's free surface was very high, leading to a large and negative change in 
interfacial energy on interface formation. In comparison the Si02+Na+Li and MW glasses may 
form relatively stable free surfaces. If so, from an energetic point of view, these glasses might 
see less benefit from interface formation than Si02. This seems quite likely as, of those glasses 
Si02 	S 102+ Na Si02-Na+Li 
	
MW 
	
MW-A1+ Mg 
-2.9 
-3.1 
-3.3 
-3.4 
-3.7 
CHAPTER 4. GLASS CERAMIC INTERFACES 	 97 
E -I 
no L 
uJ 
LLJ 
_2
E 
E U  U 
0'1) 
(1) 
-4 
Figure 4.1: Comparison of interfacial energies for interfaces between the 100 surface of MgO 
and the five glass compositions considered. 
considered, Si02 shows the least interfacially induced network relaxation (this is discussed 
further in section 5.3.2). 
The difference in energy between the MW and MW+Al+Mg compositions is also striking. The 
addition of a small number of Mg and AI atoms to the MW composition brought about a signifi-
cant change in interfacial energy: the MW glass has the highest energy whilst MW+Al+Mg has 
the lowest. Unlike the Si02 energy discussed in the previous paragraph, it seems unlikely that 
the large energy difference between MW and MW+Al+Mg was caused by MW+Al+Mg having 
an unusually large surface energy. Instead it seems likely that the energy of the MW+Al+Mg 
system was lower due to the presence of Mg and Al. In effect, Mg and Al helped stabilise the 
interface of MgO-(100) with MW+Al+Mg. 
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4.3 	Interfacial Energy as Function of Ceramic Substrate 
The interfacial systems examined by this work contained ceramic materials with the rocksalt 
structure. One reason that MgO, CaO, SrO and BaO, were chosen for study was because many 
of their properties are linearly dependent on cation radius. For example, figures 4.2, 4.3 and 
4.4, show experimentally determined lattice parameter, bulk-modulus and lattice energy have 
been plotted against cation radius for these materials (cation radii are VI coordinate ionic radii 
from Shannon [118]). As a consequence it may be expected that the interfacial energies for 
MgO, CaO, SrO and BaO with a particular glass, may also show a linear dependence on cation 
radius. To explore this possibility, interfacial energies were calculated from the results of the 
interfacial simulations. 
Simulations were performed for interfaces between the MW and MW+A1+Mg glasses and the 
(100) surfaces of all four ceramic compositions. In addition, for the MW glass, interfaces were 
generated with the (110) terminating surface of each ceramic. Interfacial energies for the MW 
glass, (100) and (110) results are plotted against cation radius in figure 4.5. Similarly, the 
interfacial energies obtained for MW+Al+Mg glass are plotted in figure 4.6. 
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Figure 4.2: The lattice parameters of the rocksalt structures considered showed a linear depen-
dence to their cation radius (data taken from references given in table 2.2). 
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Figure 4.3: Bulk modulus varies linearly with cation radius for the A2+O crystal structures 
studied (values taken from [119]). 
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Figure 4.4: Graph showing linear dependence of lattice energy on cation radius for the A2+O 
structures considered (data taken from [120]). 
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4.3.1 Comparison of (100) and (110) Interfacial Energies 
Figure 4.5 shows that, for all the ceramic compositions, the (110) surface exhibits substantially 
lower interfacial energies than the (100) surface. 
The energy associated with the (100) surface of the rocksalt structure has previously been 
shown to be lower than that for the (110) surface [121]. The interfacial energies given in 
figure 4.5 suggest that the higher energy (110) surface was stabilised to a greater degree by 
interface formation than the already relatively stable (100) surface. This may indicate that, for 
a specific glass composition, ceramic surface energy could be used as an indicator of interfacial 
energy. This is likely to be an overly simplistic view; a systematic study of interfaces contain-
ing different combinations of glass and ceramic would need to be performed to confirm any 
correlation between interfacial and surface energies. 
In general, the interfacial energies for both terminating surfaces showed a linear dependence on 
ceramic cation radius. The (110) energies for MgO, CaO and SrO, increase linearly from -5.14 
for MgO to -3.9 Jm-2 for SrO. Over the same range, the (100) interfaces show a similar but 
smaller increase. The upward trend in energy with increasing cation radius does not continue 
beyond SrO; BaO had a lower energy than SrO for both the (100) and (110) cases. Indeed, for 
the (100) surface the interface with BaO gave an energy lower than that seen for MgO. This is 
an interesting effect, as it suggests a change in interface behaviour between SrO and BaO. 
4.3.2 Comparison of MW and MW+A1+Mg Glasses 
When attachment energies were compared, as a function of glass composition in section 4.2, 
it was found that the MW+Al+Mg glass had a significantly lower energy than the MW glass 
even though both glasses have very similar compositions. This comparison was extended to 
the CaO, SrO, and BaO ceramic compositions. 
The trend shown by the MW+A1+Mg energies (shown in figure 4.6) is the same shape as that 
exhibited for the MW glass/(100) interfaces. That is to say, a small increase in energy be-
tween MgO and CaO, followed by a larger increase on going to SrO, again followed by a drop 
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Figure 4.5: Interfacial energies for MW glass systems plotted against ceramic cation radius. 
in energy on going to BaO. Comparison of the MW and MW+Al+Mg energies in table 4.3 
demonstrates that the Al and Mg additions to the MW glass brought about a decrease in inter-
facial energy. In general, the MW+Al+Mg values are about 0.5 Jm-2 lower than the equivalent 
MW energy. This once more suggests that Mg and Al stablilise the glass ceramic interfaces 
and would therefore be expected to also improve the ability of the glass to wet the ceramic's 
surface. 
Interfacial Energy (Jm-2) 
Ceramic System MW (100) MW+Al+Mg (100) Difference 
MgO -2.85 -3.67 -0.82 
CaO -2.79 -3.29 -0.50 
SrO -1.92 -2.39 -0.47 
BaO -3.48 -3.98 -0.50 
Table 4.3: Comparison of (100) surface interfacial energies for MW and MW+Al+Mg glasses. 
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Figure 4.6: Interface interfacial energies for MW+Al+Mg glass systems plotted against ceramic 
cation radius (MW glass data included for purposes of comparison). 
4.3.3 BaO 
The plots of interfacial energy against cation radius described above, suggest that interface 
energy is proportional to ceramic cation radius. However, in all cases, the energy of interfaces 
with BaO did not follow this trend: BaO data points are consistently lower in energy than 
would be predicted using a linear model. 
The low BaO interfacial energies might suggest a problem with the potential model employed. 
This possibility was considered, however, the barium pair potentials are consistent with those 
used to describe other ceramic interactions. The pairwise interactions between the ceramic 
cations and oxygen are plotted in figure 4.7 from the potential parameters given in table 2.1. 
A visual examination of the potential energy curves show a systematic progression in both the 
depth and position of the potential energy minima, consistent with the change in cation radius. 
Static energy minimisation was used in conjunction with these pair potentials in order to allow 
a comparison of the experimental and simulated lattice parameters to be made (shown in fig- 
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ure 4.8). Once more, the potential model replicates the experimental values well. The internal 
energy of the crystal (lattice energy), was also calculated and is compared with experiment in 
figure 4.9. The lattice energies produced by the potential model are consistently lower than 
experiment. Although this is a failing of the potential set, the general trend matches the exper-
imental values which supports the view that the low BaO interface energies were caused by a 
change in interfacial behaviour for BaO, rather than an artefact of the potential model. 
4.4 Interfacially Induced Changes to Ceramic 
The following section considers the structural changes experienced by MgO, CaO, SrO and 
BaO resulting from the presence of the glass ceramic interface. 
4.4.1 Changes at (100) Interfaces 
Figure 4.10 shows the top three layers of MgO, CaO, SrO and BaO from MW glass (100) 
interfaces in the absence of the glass. The MD frames from which these images were generated 
are representative of the equilibration and data collection stage of the simulations and show the 
state of the ceramic at a temperature of 300K. The left hand column of the diagram shows 
views along the ceramic's [100] direction whilst the right of the diagram shows plan views of 
the same structure. To allow direct comparison of the different systems, all images are drawn 
to the same scale. 
Between MgO and BaO, the plan views of the (100) surfaces show that the surface remained 
very regular. The regular, undistorted grid of the (100) surface in figure 4.10 shows that glass 
induced surface relaxation was small in the plane of the surface. 
The side-on views of the ceramic blocks show that in certain cases, ions sat proud of the ceramic 
surface. The number of ions above the surface plane increased in order of increasing ceramic 
cation radius from MgO to BaO. 
The MgO surface was almost completely flat. The surface of CaO was also flat however several 
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Figure 4.7: Plot of potential energy vs. separation for pairwise interactions between 02- and 
2+ ceramic cation species (the Coulombic contribution to the energy is shown as a dashed line). 
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Figure 4.8: Comparison of simulated and experimental lattice parameters for the rock-salt 
structures considered plotted against A2+ cation radius (see references in table 2.2 for source 
of experimental data). 
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Figure 4.9: Comparison of simulated and experimental lattice energies plotted against cation 
radius for rock-salt structures considered (experimental data from [120]). 
anions sat proud of the surface. The trend continued with SrO with entire rows of atoms bowing 
upwards. Even more surface distortion was presented by the BaO surface. At this surface, 
anions bonded to the glass were pulled out of the surface to form surface vacancies; the anion 
sitting directly above the vacancy but separate to the surface. Valentin et al. [122] used density 
functional theory calculations to show that the oxygen vacancy defect formation energy for 
{100} surfaces of rocksalt decreased in the MgO, CaO, Sr() and BaO series (with values of 
9.26, 9.24, 8.62 and 7.67 eV respectively). This is consistent with the behaviour witnessed at 
the glass ceramic interfaces where oxygen atoms were seen sitting above the surface in BaO 
and SrO but not in MgO or CaO. 
4.4.2 Changes at (110) Interfaces 
A view of the MgO-(110) surface is shown in plan view (i.e. viewed down the z-axis) in 
figure 4.12a. When the ceramic block is considered as a series of layers, for (100) each atom at 
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Figure 4.10: Representative images of top three layers (100) ceramic blocks taken from equi-
libration and data collection stage of melt-quench. Left: view down [100]. Right: view down 
[001]. In both cases [010] runs left to right across page. 
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Figure 4.11: Representative images of top three layers of (110) ceramic blocks taken from 
equilibration and data collection stage of melt-quench. Left: view down [100]. Right: view 
down [001] with [100]. In both cases [010] runs left to right across page. 
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the ceramic surface sits directly above an atom in the layer below. By comparison, atoms in the 
top layer of the (110) surface sit above atoms two layers below, whilst the rows of atoms in the 
second layer of atoms are offset relative to the surface layer along the [011] direction. When 
viewed along the [100] direction (figure 4.12b) this gives the surface the appearance of ridges 
and furrows running along [100]. Rows containing either Mg or 0 at 90° to the [100] direction 
run across the furrows and ridges (i.e. from top to bottom in figure 4.12a). 
Figure 4.11 shows visualisations of the top layers of ceramic blocks taken from (110) interface 
simulations. In comparison to the (100) surface, the plan views of the surface seem to show 
more glass induced modification of the ceramic surface plane occurred with the (110) surface. 
In MgO, relaxation was limited to the contraction of 0-0 distances between surface ridges 
(this can be explained in terms of borate tetrahedra sharing an edge with surface anions, see 
section 4.4.3 below). Whilst in CaO ions were displaced from their sites by the glass. In the 
(100) cases, ions leaving the surface were displaced directly upwards out of the ceramic's sur-
face. Here, ions were displaced so that they no longer sat above their original site, presumably 
due to the less dense packing of the surface along [OT1]. Again, the number of displaced atoms 
increased with ceramic cation radius on moving from SrO to BaO. 
At the (100) surface, certain atoms left the surface to form vacancies. These were found to be 
anions. By comparison, the side views of the (110) surfaces, showed that for this surface, cation 
vacancies were also formed. As interactions between the ceramic and glass were calculated 
using the same set of potentials and the same simulation method for both surfaces, this would 
suggest that the configuration of the (110) surface allowed the glass to bond more strongly to 
ceramic cations than at the (100) surface. Movement of the glass relative to the ceramic and 
the strong bond between them could then account for cations being pulled out of the surface. 
Surface disruption was particularly evident at the (110) surface of BaO. In figure 4.11 a highly 
perturbed area is visible at the right of the surface images. In this region, several Ba2+ ions 
appear to have broken free of the surface. Although clearly still a ceramic, the large pertur-
bation may be showing the early stages of BaO dissolution by the glass. During interface 
formation, atoms in the ceramic block were held fixed until the temperature fell below 1500K. 
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Figure 4.12: a. Plan view of the Mg0-(110) surface, b. view along the [100] direction showing 
the distinctive ridge and furrow configuration of the (110) surface (directions in diagram are 
given relative to the MgO unit cell). 
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This temperature was well below the melting point of all the ceramic compositions considered 
(as shown in table 4.4), meaning that the mixing of ceramic and glass cannot be explained by 
ceramic melting. 
Barium can act as a network modifier in glasses and as discussed in chapter 3, network mod-
ifiers can migrate relatively quickly through the glass structure. Once free from the ceramic 
surface therefore, barium atoms from the ceramic might be expected to migrate away from 
the ceramic surface. This ability for the ceramic to effectively dissolve in the glass may also 
account for BaO's low interfacial energies. 
In conclusion, at both surfaces, the ability of the glass to perturb the ceramic surface increased 
with ceramic cation radius. The (110) surface was more susceptible to perturbation than the 
(100) surface. 
4.4.3 Furrow Bridging 
A significant number of the borate polyhedra in the glass adjacent to the ceramic interface were 
found to include anions from the ceramic surface. At the MW glass, MgO-(100) interface, the 
ceramic surface never contributed more than one anion to a borate unit. By comparison a 
large proportion of the borate polyhedra at the MW glass, Mg0-(110) interface contained two 
surface anions. Analysis revealed that, of the ten borate units that contained ceramic anions, 
seven were tetrahedra (the remaining three were B03 units) and of these, 53% contained two 
anions which sat in the ceramic surface. 
Composition Melting Point (K) 
MgO 3098 
CaO 2886 
SrO 2804 
BaO 2246 
Table 4.4: Melting points for ceramic compositions (taken from [123]). 
A[110 
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Figure 4.13: A borate unit spanning a furrow in at the MW glass MgO-(110) interface. 
Further examination of the borate units which contained two ceramic anions showed that they 
took on a distinct configuration at the surface. An example of this is shown in figure 4.13 where 
a B04 unit shares two vertices with the ceramic. When viewed along the ridges and furrows of 
the (110) surface (i.e. from left to right in the plan view given in figure 4.12) the boron atom 
sits directly above a surface furrow and forms bonds to oxygen atoms in the ridges on either 
side; effectively, leading to a borate unit being formed with one edge forming a bridge across 
the furrow. 
The average B—O bond length was found to be 1.49A in the MW glass, MgO-(110) system. 
Based on this length, a regular borate tetrahedron would be expected to have an edge length of 
2.43A. For a tetrahedron to form an edge with the ceramic, a surface anion separation close 
to this value would be required. The average inter-ridge spacing at the MW glass Mg0-(110) 
surface was found to be 2.96A. The average separation between the ceramic anions which 
formed the edge of borate tetrahedra was to 2.48A. This shows that surface relaxation occurred 
allowing the inter-ridge spacing to become compatible with the borate tetrahedral edge length. 
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Furrow bridging by boron was only observed at the MW glass Mg0-(110) interface. It is 
thought that CaO, SrO and BaO's increased lattice parameters meant that the inter-ridge spac-
ing became too large for bridging to occur at interfaces with these ceramics. 
4.5 	Alkali Distribution at Interfaces 
The spatial distribution of alkali species, both parallel and perpendicular to the interfaces was 
examined. It was found that the presence of the ceramic phase had a definite and profound 
effect on the alkali distribution at the interfaces considered. In the following section, these 
changes are discussed. 
4.5.1 Alkali Enhancement at Interface 
In every system which contained alkali atoms, it was found that the concentration of at least 
one alkali species increased towards the glass-ceramic interface. Figure 4.14 shows a represen-
tative frame taken from the data-collection stage of the Si02+Na glass and Mg0-(100) ceramic 
interface simulation. To allow the distribution of Na atoms to be seen more easily, the Si and 
0 atoms have been removed from the right of this figure. This shows that the concentration 
of sodium atoms was considerably enhanced, leading to the formation of a 'sodium blanket' at 
the interface. To a varying degree, this sort of interface induced enhancement was seen in all 
the modifier containing systems examined. 
Density Fluctuations 
In an effort to quantify the magnitude of the alkali enhancement described above, the density 
of alkali atoms was calculated as a function of distance from each interface. These density 
distributions were obtained in the following manner. The simulation cell was decomposed into 
a series 0.19 A histogram bins along the z-axis, perpendicular to the interface. The z-coordinate 
of an atom was thus a measure of the perpendicular distance to the glass-ceramic interface. The 
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Figure 4.14: The interface between Si02+Na and MgO-(100) showing the distribution of mod-
ifier atoms in the system. 
total number of each species in each slice was calculated and divided by the slice volume to 
give the localised number density for that species. This procedure was repeated for all the data 
collection frames of the simulation to produce a time averaged concentration profile. 
Glasses are often considered to be compositionally homogeneous, however, at the nanometre 
length scale considered in atomic scale computer simulation, sometimes quite substantial fluc-
tuations in density and composition have been reported [124, 125]. Fluctuations are initially 
frozen in at the glass transition temperature and reflect the degree of heterogeneity present in 
the super-cooled liquid from which the glass was formed. As a result, glasses with high fictive 
temperatures, such as those created by the high quench rates typical of molecular simulation, 
would be expected to show a higher degree of density fluctuation than more slowly cooled 
glasses. In order to prevent the noise associated with these fluctuations from masking any 
significant trends in concentration, each density distribution was the average of four separate 
distributions, derived as follows. First, the sandwich like configuration of the glass ceramic 
simulations meant that each system effectively contained two interfaces (one at the top and one 
at the bottom surface of the ceramic block). This symmetry allowed two density distributions 
to be obtained from each simulation. Second, another two distributions were obtained by per- 
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forming another simulation for each glass-ceramic system. To ensure that this second run was 
not the same as the first, initial velocities were assigned using a different random seed and the 
glass block was split at a different point. 
During molecular dynamics there is nothing to prevent movement in space, of the system as a 
whole. Although each half of the two simulated interfaces obtained from molecular dynamics 
effectively described the same system, there was no guarantee that the interface would occur 
at the same position along the z-axis in both. Before combining the four halves to create the 
density distribution, it was necessary to compensate for any system drift. This was achieved by 
expressing the z-coordinate of each atom relative to a common reference point. As the centre 
of each ceramic block was relatively unperturbed by the presence of the interface, the average 
z-coordinate of the middle layer of atoms in each interfacial system was used for this purpose. 
Having expressed the z-coordinate relative to the middle layer, the concentration profile was 
obtained by taking the average of the four distributions. 
4.5.2 Alkali Density Plots 
A full set of alkali density distributions were plotted and can be found in the pages that follow 
(table 4.5 is provided to make navigating these figures easier). These concentration profiles 
are shown in context with a visualisation of the interfacial system they represent'. To allow 
straightforward comparisons to be made between the density of different alkali species and dif-
ferent glass compositions, alkali densities were expressed as a percentage of the homogeneous 
number density for that species in the equivalent bulk glass. For example, an Na density of 
200% at an interface with MW glass represents a region containing twice as many Na atoms as 
would be expected in a homogeneous bulk MW glass. 
The height of the first peak in each alkali density distribution was measured to allow com-
parison of the modifier concentration increases seen at each interface. These values appear in 
table 4.6, values marked by N/A mean that no distinct initial peak was observed. 
Several general observations can be made from the modifier density plots. The largest increase 
'Visualisations were made using a combination of VMD [126] and Raster3D [127-129]. 
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Glass Ceramic Figure 
Si02+Na MgO-(100) 4.15, p.121 
Si02+Na+Li Mg0-(100) 4.16, p.122 
MW MgO-(100) 4.17, p.123 
CaO-(100) 4.18, p.124 
Sr0-(100) 4.19, p.125 
BaO-(100) 4.20, p.126 
MW MgO-(110) 4.21, p.127 
Ca0-(110) 4.22, p.128 
SrO-(110) 4.23, p.129 
Ba0-(110) 4.24, p.130 
MW+Al+Mg MgO-(100) 4.25, p.131 
CaO-(100) 4.26, p.132 
SrO-(100) 4.27, p.133 
BaO-(100) 4.28, p.134 
Table 4.5: Concentration profile table of figures. 
in alkali concentration was found in the Si02+Na+Li glass (figure 4.16). Here the concentration 
of Li at the interface with Mg0-(100) was almost ten times that found in the bulk Si02+Na+Li 
glass. 
In general, the Li concentration was enhanced to a greater degree than the Na concentration 
for mixed alkali glass interfaces. The only exception was for the MW MgO-(100) interface 
(figure 4.17) where the Na concentration was 588% and Li was 569%, however this increase is 
essentially the same. 
Although some form of alkali increase was observed at every interface considered, in some 
mixed alkali glasses this increase was not observed for all the alkali species. For example, 
no distinct Na peak is observed at the interface between MW glass and the (100) surface of 
BaO (figure 4.21). Instead, the Na concentration increased gradually with distance from the 
interface (by comparison the Li peak had a height of 265% at the same interface). Similarly, 
the initial peak of the Na distribution in the MW+AI+Mg Sr0-(100) system (figure 4.27) was 
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no larger than the fluctuations seen further from the interface. 
Enhancement as a Function of Ceramic Composition 
For the MW and MW+A1+Mg glasses, interfaces were generated for the MgO, CaO, SrO and 
BaO ceramics. In the case of MW glass both (100) and (110) terminating surfaces were con-
sidered. When placed in order of increasing lattice parameter, in general, the level of modifier 
enhancement at the glass-ceramic interfaces decreased. 
Comparing the interfacial peak heights for each ceramic composition showed that, with the 
exception of Li at the interface with MgO (figure 4.21), the concentration of alkali atoms at 
the (110) interfaces were lower than at comparable (100) interfaces. The largest difference is 
seen at the CaO interface: the relative concentration of Li atoms at the (100) interface with MW 
glass (figure 4.18) was 738%, at the (110) interface, however (figure 4.22), the Li concentration 
is less than half at 316%. 
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Height of Initial Peak (%) 
Glass Ceramic Surface Li Na Mg 
MW MgO-(100) 569 588 - 
CaO-(100) 738 454 
Sr0-(100) 563 221 - 
BaO-(100) 738 199 - 
MW MgO-(110) 856 515 
Ca0-(110) 316 205 - 
Sr0-(110) 305 170 - 
BaO-(110) 265 N/A - 
MW+Al+Mg Mg0-(100) 468 468 935 
CaO-(100) 474 383 592 
Sr0-(100) 534 N/A 297 
BaO-(100) 578 N/A 378 
Si02+Na Mg0-(100) - 654 - 
Si02+Na+Li MgO-(100) 990 767 - 
Table 4.6: Height of initial peaks in alkali density distributions. 
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Figure 4.18: Alkali Concentration Profile: MW glass CaO-(100). 
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Figure 4.19: Alkali Concentration Profile: MW glass SrO-(100). 
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Figure 4.21: Alkali Concentration Profile: MW glass Mg0-(110). 
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Figure 4.24: Alkali Concentration Profile: MW glass Ba0-(110). 
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Figure 4.26: Alkali Concentration Profile: MW+Al+Mg glass Ca0-(100). 
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Figure 4.28: Alkali Concentration Profile: MW+Al+Mg glass BaO-(100). 
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4.5.3 Position of Alkali Ions at Interface 
The density distributions given above have shown the distribution of alkali atoms as a function 
of their distance from the interface. Their positions relative to different crystallographic sites in 
the ceramic surface are now considered. For each interface, surface concentration maps were 
generated which highlight the correspondence between particular crystallographic sites in the 
surface of the ceramic block and different species in the glass. Before going on to discuss the 
results obtained from these diagrams the details of their construction are described. 
Construction of Surface Density Maps 
On the whole, the top layer of the ceramic blocks in the interfacial systems remained flat and 
maintained periodicity (see section 4.4). This meant that the cation sites in the top layer of 
each ceramic block could be considered as crystallographically equivalent. This convenient 
property allows alkali atom positions to be expressed relative to the position of cation sites in 
the ceramic surface. 
In each map, black represents areas of high concentration whereas low concentrations are 
shown as white. For example, if a surface concentration map shows a black spot above the 
ceramic's anion site for sodium atoms, this would indicate that sodium atoms were associated 
with ceramic anions. In effect the maps give a plan view of the most probable sites for the 
alkali atoms adjacent to the ceramic surface. 
The position of each glass atom was calculated relative to each cation in the top layer of the 
ceramic block. Surface concentrations were then calculated using a two dimensional binning 
procedure. Using a grid with a 0.1 x 0.1.E resolution, the number of atoms sitting over each 
grid cell was calculated. A greyscale plot was then made to show the density calculated for 
each cell. The data was normalised, so that the areas with the highest concentration appeared 
black in the final diagram. Positions were expressed relative to the surface repeat unit, meaning 
that not only were the results obtained by averaging over the simulations equilibration period, 
but also by averaging over the entire area of the ceramic block's upper and lower surfaces. In 
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each case, the maps shown below were obtained from a 5A slice of glass immediately above 
the top layer of each interfacial system's ceramic block. 
Surface Density Maps for (100) Interfaces 
Maps for the interfaces between MW glass and the (100) surface of MgO, CaO, SrO and BaO 
are given in figures 4.29, 4.30, 4.31 and 4.32 respectively. 
All the maps show the same basic alkali distribution. In all cases, including maps for the 
Si02+Na, Si02+Na+Li and MW+Al+Mg glasses, the regions of high alkali concentration cor-
respond with the position of oxygen atoms in the ceramic's surface; as expected, the positively 
charged alkali ions are localised above the ceramic's negatively charged anions. 
Each atom in the bulk of the rocksalt structure is coordinated by six other atoms. An atom 
sitting at the (100) surface is only coordinated by five atoms, as there is no layer of atoms 
above it, there is a potential cation site to be occupied. In effect each atom in the ceramic's 
surface is under-coordinated. The strong association between alkali atoms and ceramic anions 
demonstrated by the surface concentration maps suggests that alkali atoms at the glass-ceramic 
interface helped satisfy the coordination sphere of the atoms in the ceramic surface. By sitting 
close to the negatively charged anions, this would also help the alkali atoms to reduce the 
electrostatic contribution to their potential energy. 
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Figure 4.29: Density plot of alkali species above interface of MW-glass with (100) surface of 
MgO (view down z-axis). 
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Figure 4.30: Density plot of alkali species above interface of MW-glass with (100) surface of 
CaO (view down z-axis). 
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Figure 4.31: Density plot of alkali species above interface of MW-glass with (100) surface of 
Sr0 (view down z-axis). 
CHAPTER 4. GLASS CERAMIC INTERFACES 	 140 
Li 
	
Na 
0 Ba 00 
Figure 4.32: Density plot of alkali species above interface of MW-glass with (100) surface of 
BaO (view down z-axis). 
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Surface Density Maps for (110) Interfaces 
Surface density maps were also prepared for the alkali atoms at the (110) interfaces considered. 
Maps for interfaces made with the MW glass are shown in figures 4.33, 4.34, 4.35 and 4.36, 
for the MgO, CaO, SrO and BaO ceramics. 
At the (100) interfaces, alkali atoms sat directly above anion sites in the ceramic surface. This 
was not the case for the (110) interfaces considered. Examination of the surface concentration 
maps for the MW glass, Mg0-(110) interface (figure 4.33) shows dark spots, equidistant be-
tween two anions in the ceramic's top layer and directly above cations in the second layer of 
the ceramic. Using the terminology introduced earlier (in section 4.4.3) this position can be 
described as lying directly above furrows in the ceramic surface. Both Li and Na maps showed 
regions of high concentration in this region. The surface maps for the (110) interfaces for CaO, 
SrO and BaO, showed distributions similar to that of the MgO interface. 
The surface concentration maps for the alkali species at the MW glass, Mg0-(110) ceramic 
interface is particular striking (see figure 4.33). In comparison to the maps for equivalent (110) 
interfaces between MW glass and CaO, SrO and BaO, the regions of high alkali density are 
more tightly localised over the cation site from the second layer of the ceramic block. The 
positions occupied by the alkali atoms above this surface, therefore correspond to what would 
be ceramic cation sites, if another layer was added to the ceramic block. This indicates that, at 
the MW glass, Mg0-(110) ceramic interface, the glass adjacent to the interface may have been 
structurally similar to a layer in the rocksalt structure. 
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Figure 4.33: Density plot of alkali species above interface of MW-glass with (110) surface 
of MgO, dashed circles show position of atoms in second layer of ceramic block (view down 
z-axis). 
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Figure 4.34: Density plot of alkali species above interface of MW-glass with (110) surface 
of CaO, dashed circles show position of atoms in second layer of ceramic block (view down 
z-axis). 
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Figure 4.35: Density plot of alkali species above interface of MW-glass with (110) surface 
of SrO, dashed circles show position of atoms in second layer of ceramic block (view down 
z-axis). 
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Figure 4.36: Density plot of alkali species above interface of MW-glass with (110) surface 
of BaO, dashed circles show position of atoms in second layer of ceramic block (view down 
z-axis). 
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4.5.4 Discussion of Changes to Alkali Distribution 
The results presented above showed that the alkali concentration in these glasses increased 
towards the ceramic surface. At interfaces with (100) ceramic surfaces, alkali atoms sat in 
sites directly above oxygen atoms in the surface. By comparison most alkali atoms at the 
(110) interfaces sat between surface anions (sometimes close to positions that would have 
accommodated cations if the ceramic had continued). In the following section, possible reasons 
for the behaviour of alkali atoms at glass-ceramic interfaces are discussed. 
Comparison with Free Surfaces 
The alkali distribution at the surface of a glass, equilibrated with a vacuum, bears certain simi-
larities to that observed for glass-ceramic interfaces during the current work. 
Abbas et al. [67] performed molecular dynamics simulations to determine the concentration 
of alkali atoms as a function of distance from the vacuum surfaces of a mixed alkali alumi-
noborosilicate nuclear waste glass. The method they used generated surfaces which were sim-
ilar to freshly fractured glass surfaces (i.e. interactions with the environment such as hydrox-
ylation had not yet taken place). The results of their study showed an increased concentration 
of alkali atoms (Ca2+ and Na+) at the surface of the glass. 
At a glass fracture surface, oxygen atoms that would normally bridge two structural units might 
only be connected to a single silicon or boron atom. In addition network forming silicon and 
boron atoms may be under-coordinated. Abbas et al. [67] explained the movement of modifier 
atoms to the glass surface as follows: modifiers moved out of their role stabilising NBOs and 
went to stabilise under-coordinated oxygen atoms at the glass' surface. This was found to have 
the additional effect of forming an alkali depleted zone to a depth of 4A beneath the surface. 
It seems likely that alkali atoms must move towards glass-ceramic interfaces for the same sort 
of reasons that they move towards free surfaces. In effect, a glass-interface with a ceramic 
represents a discontinuity in the glass network (and indeed the bulk structure of the ceramic 
phase) in the same way that a surface does. The response of the ceramic and glass near an 
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interface can therefore be considered as an attempt by both components to mitigate the effects 
of the interface. Alkali atoms at the interface could act to charge compensate anions in both 
the glass and ceramic phase adjacent to the interface. In so doing they could also allow the 
coordination environment of atoms in the ceramic surface to mimic that found in the ceramic's 
bulk. 
Effects of Ceramic Surface on Interface Alkali Concentration 
In general, alkali concentration at the interface was found to decrease as ceramic cation radius 
increased. Alkali concentration was also lower at (110) interfaces with MW glass than the (100) 
surfaces. It is likely that the concentration differences between the various ceramic surfaces can 
be related to the density of sites in the ceramic surface. 
The lattice parameters for MgO, CaO, Sr() and BaO were found to be 4.17, 4.83, 5.15 and 
5.54 A from static energy minimisation calculations. As these compositions all share the same 
structure, the density of atoms (per unit area) at their (100) surfaces is: :4. The increase in 
lattice parameter (c) from MgO to BaO means that the number of anion sites in the ceramic 
surface, with which alkali atoms in the glass can interact decreases. This means that fewer 
alkali atoms were required to charge compensate sites in the ceramic surface. 
A similar explanation might account for the difference in alkali concentration between (100) 
and (110) interfaces. The number of sites, per unit area, in the top layer of the the (110) ceramic 
blocks can be expressed as: 	- There are Nh times more atomic sites at the (100) surface 
than the (110) surface. For the reasons described above, this could help account for the lower 
alkali concentration at (110) interfaces. 
Given that the (100) surface contained If times more sites than (110) over the same area, 
it might be expected that the concentration of alkali atoms at (100) interfaces would also be 
fi times higher than those at the equivalent (110) interface. This was not the case. With the 
exception of the MW glass Mg0 interfaces, the ratio was found to be somewhat higher (for 
instance a value of around 2.3 was found for the MW CaO interfaces). A possible reason for 
this difference could be due to the position of alkali atoms at the (110) interface, where, rather 
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than being associated with a single ceramic site, they tended to sit above a furrow between two 
anions. This might account for why alkali concentration was lower than expected at the (110) 
surface. In addition, it is likely that the ability of alkali ions to reach sites in the ceramic surface 
is affected by the response of the glass network to the ceramic interface. 
Peak Positions 
The order in which alkali concentration peaks occurred at the interface was found to be consis-
tent for all the interfaces considered. In systems with glasses containing Li and Na, the lithium 
peak was always closer to the interface than the sodium peak. In MW+Al+Mg glasses (which 
had Na, Li and Mg as modifiers) the order was Li, Mg then Na (as shown for the interface of 
MW+A1+Mg and Ca0-(100) in figure 4.37). This ordering seems to scale with the size of the 
different alkali species. The Shannon [118] VI coordinate radii for Li, Mg and Na are 0.72, 
0.76 and 1.02 A respectively. These show that, when moving away from the interface, the 
peaks occurred in order of increasing alkali radius. 
The ability of smaller ions to sit closer to the interface may suggest a reason for the concen-
tration difference between Na and Li at the interfaces considered. In general, Li concentration 
was higher than Na (with the exception of the MW glass MgO-(100) interface). The number 
of ceramic anion sites with which alkali atoms could associate, was limited. Competition for 
this limited number of sites could help account for the lower Na concentration at the interface. 
The smaller Li ions could get closer to the interface, meaning that the available ceramic sites 
were preferentially occupied by Li at the expense of Na. Saturation of the surface by Li could 
account for the lack of distinct peaks in the Na distributions of SrO and BaO at interfaces with 
the MW glass. 
Alkali Depletion 
In previous work [67] it was observed that alkali atoms moved into charge compensating roles 
at the free surface of a glass. This led to the formation of an alkali depleted zone just below the 
surface. A similar effect was observed here for the glass ceramic interfaces. 
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Figure 4.37: Region close to the interface of MW+Al+Mg glass and CaO-(100). This shows 
that peaks occurred in modifier size order when moving away from interface. 
1000 
900 
800 
e 700 
4—) • — 600 
a) 
500 0 
a) 
> 400 
CC1 
ra) 300 
200 
100 
CHAPTER 4. GLASS CERAMIC INTERFACES 	 150 
Si02+Na 	 Si02+Na+Li 
1 	2 	3 	4 	5 6 0 	1 	2 	3 	4 	5 	6 0 	1 	2 	3 	4 	5 6 
Li 	• Na Distance from Interface (A) 
Figure 4.38: Alkali distribution close to the interfaces of Si02+Na and Si02+Na+Li with Mg0-
(100). Behind the initial peak a region of low alkali concentration existed. 
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Alkali depletion was most noticeable at the interfaces between the silicate, Si02+Na and 
Si02+Na+Li glasses and the MgO-(100) ceramic. The concentration profiles for these in-
terfaces are given in figure 4.38. In both cases, the Na concentration dropped to below 50% of 
its level in the bulk glass in a region extending for distances between 2.8 and 4A from the in-
terface. The depleted region for Li in Si02+Na+Li was even more apparent: no Li atoms were 
found in a region — IA in breadth, --, 3A from the interface. Although not as pronounced as 
that seen in the silicate glass compositions, depletion of alkali concentration was also observed 
at the interfaces made with the MW and MW+Al+Mg glasses. 
Peak Splitting at (110) Interfaces 
Figure 4.39 shows the initial peaks of the Li concentration profiles for interfaces of MgO, CaO 
and SrO with MW glass. In the case of MgO, the first peak was monolithic, those of CaO and 
SrO however were double peaks. 
The first lithium peak in the Mg0-(110) concentration profile sat 1.4 A away from the interface. 
The layer spacing of the Mg0-(110) block, calculated from a lattice parameter of 4.17 A would 
be expected to be 1.5 A (as layer spacing = —1  2fic)' In addition, the surface concentration map 
(figure 4.33) showed that Li atoms sat above cation sites in the second layer of the ceramic 
block. This is interesting as, if the ceramic structure had continued its cations would have sat 
at approximately the same position as those occupied by modifier atoms near the interface. In 
effect, a partially occupied layer of the MgO cation sublattice was formed in the glass. 
By comparison, layer spacings of 1.71 and 1.82A would be expected for the CaO and SrO 
(110) surfaces. The first of the two Li peaks was only 0.6 A from the CaO interface and 1.3 
A from the SrO interface. Rather than sitting further from the interface as might be predicted 
from the increased lattice parameter the Li modifiers sat closer. 
Visualisation of each interface revealed that Li atoms sitting above the furrows in the CaO and 
SrO surfaces were almost level with the plane of the interface, whilst those in the MgO system 
were well clear of the ceramic's surface. It seems likely that this change in behaviour was due 
to the increase in inter-ridge spacing between the CaO and MgO structures. It seems that the 
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Figure 4.39: The Li peaks nearest to the interface for (110) interfaces with MW glass. The 
peaks for Ca0 and Sr0 showed splitting, this may indicate that Li atoms occupied two distinct 
environments at these interfaces. 
CHAPTER 4. GLASS CERAMIC INTERFACES 	 153 
lattice parameter of MgO was too small to provide furrows wide enough to accommodate the 
Li ions and the its electrostatic field (see section 5.3.1) was sufficient to maintain the observed 
separation between the modifiers and the ceramic surface. The furrow width in CaO, however, 
was sufficiently wide to accommodate the Li ion allowing the alkali ions to sit closer to the 
interface. 
Concluding Remarks 
The creation of an alkali rich layer in the glass near to a glass ceramic interface poses some 
interesting questions. This layer has the appearance of a partially occupied ceramic cation 
sublattice layer (as shown by the alkali concentration maps in section 4.5.3). By using the 
ceramic as a template, the alkali ions became partially ordered and in this way, some of the 
crystal's periodic nature was imparted to the glass. Although not considered here, this could 
have implications for devitrification in nuclear wasteforms. It is possible that alkali atoms 
deeper in the glass could template off the alkali atoms close to the interface, in this way, the 
ordering imposed by the interface could be propogated through the glass structure encouraging 
crystallisation. It is possible that an ordered layer would provide pathways for cation migration 
and reduce wasteform durability. 
Chapter 5 
Interfacially Induced Changes to Glass 
Network 
In the previous chapter, the distribution of alkali ions at glass-rocksalt interfaces were de-
scribed. Here, interfacially induced changes to the structure of the glass network adjacent to 
ceramic interfaces are described. 
5.1 	Network Former Density Profiles 
Density profiles showing the density of network forming species at glass ceramic interfaces 
were created in the same way as described in section 4.5.2. Again, these are presented with 
a visualisation of the interfacial system that they represent. To allow particular concentration 
profiles to be located more easily, table 5.1 is provided. 
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Glass Ceramic Figure 
SiO2 MgO-(100) 5.1, p.156 
Si02+Na MgO-(100) 5.2, p.157 
Si02+Na+Li MgO-(100) 5.3, p.158 
MW MgO-(100) 5.4, p.159 
CaO-(100) 5.5, p.160 
SrO-(100) 5.6, p.161 
BaO-(100) 5.7, p.162 
MW MgO-(110) 5.8, p.163 
CaO-(110) 5.9, p.164 
SrO-(110) 5.10, p.165 
BaO-(110) 5.11, p.166 
MW+A1+Mg MgO-(100) 5.12, p.167 
CaO-(100) 5.13, p.168 
SrO-(100) 5.14, p.169 
BaO-(100) 5.15, p.170 
Table 5.1: Network former density profiles, table of figures. 
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Figure 5.2: Network Former Concentration Profile: Si02+Na MgO-(100). 
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Figure 5.4: Network Former Concentration Profile: MW glass MgO-(100). 
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Figure 5.5: Network Former Concentration Profile: MW glass CaO-(100). 
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Figure 5.6: Network Former Concentration Profile: MW glass Sr0-(100). 
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Figure 5.7: Network Former Concentration Profile: MW glass Ba0-(100). 
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Figure 5.8: Network Former Concentration Profile: MW glass Mg0-(110). 
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Figure 5.14: Network Former Concentration Profile: MW+Al+Mg glass Sr0-(100). 
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5.1.1 General Observations 
In the previous chapter (section 4.5.1), enhancement of modifier species in the glass close to 
interfaces with the (100) and (110) surfaces was described. In certain cases, modifier concen-
trations close to the interface were up to ten times higher than in the bulk glass. The density 
profiles given in figures 5.1 to 5.15 show that concentration increases also occurred for network 
formers close to most of the glass ceramic interfaces considered. 
Unfortunately, the small number of aluminium atoms in the MW+Al+Mg-glass meant it was 
difficult to get reliable statistics for Al and resulted in the noisy density profiles seen above. As 
a result it was not possible to determine with sufficient certainty if Al enhancement occurred at 
the MW+Al+Mg glass-ceramic interfaces. 
Table 5.2 lists the heights of the first major peak of the network former density profiles, to pro-
vide a quantitative measure of the level of network former enhancement at each interface. At 
the (100) interfaces, Si concentrations ranged between 181% for the MW glass Sr0-(100) in-
terface (figure 5.6) , to 258% for the MW+A1+Mg Ba0-(100) interface (figure 5.15). Increases 
in oxygen density close to the interface were also seen; the largest oxygen concentration was 
340% at the interface between MW+Al+Mg glass and MgO-(100) (see figure 5.12). 
The concentration of boron also saw significant enhancement at the (100) interfaces. In par-
ticular, the largest boron peaks were seen at the interfaces between the MW and MW+Al+Mg 
glasses with Ca0-(100) which had relative densities of 412% and 420% (see figures 5.5 and 
5.13). 
Of the (100) interfaces considered, only the interface between MgO and Si02 (figure 5.1) 
showed no enhancement of network forming species close to the interface. Possible reasons 
for the behaviour of this system are discussed in section 5.3.2. 
The peak heights in table 5.2 show that there was a general trend for oxygen peak height to 
decrease as ceramic cation radius increased. For example, the oxygen peak height more than 
halved between MgO and BaO for both the MW and MW+Al+Mg series of interfaces. This 
trend, was not however seen for Si and B. 
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Height of Initial Peak (%) 
Glass Ceramic Surface Si 0 B 
MW MgO-(100) 254 299 374 
CaO-(100) 215 193 412 
SrO-(100) 181 161 275 
BaO-(100) 206 143 175 
MW+A1+Mg MgO-(100) 225 340 385 
CaO-(100) 237 236 420 
SrO-(100) 231 162 292 
BaO-(100) 258 139 200 
Si02+Na MgO-(100) 234 230 - 
Si02+Na+Li MgO-(100) 196 318 - 
Table 5.2: Height of first major peak in network former density profiles. 
Peak Order 
Figure 5.16 shows a region of the density profiles for the network forming species at the MW 
glass CaO-(100) interface, where the profiles have been plotted on the same axes so that the 
relative order of the boron, silicon and oxygen peaks at this interface can be seen (the same 
profiles are plotted separately in figure 5.5). This interface has been chosen as its density plots 
are representative of those found at most of the (100) interfaces. 
Moving from the interface into the glass, the peaks occur in the following order: boron, oxy-
gen and silicon. Interestingly, the position of the second boron peak corresponds with the 
first Si peak. When modifier species are included, the order of peaks moving away from 
the interface was (for reference, ionic radii from [118] are given in brackets): B (0.27A), 
Li (0.76A), 0 (1.4A), Na (1.02A) and Si (0.4A). This peak order was seen at all the MW 
and MW+Al+Mg glass (100) interfaces considered. This order was also maintained at the 
Si02+Na and Si02+Na+Li interfaces, albeit without boron and in the case of the Si02+Na 
interface, without Li. 
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Figure 5.16: Detail of the density profiles for network formers at MW glass Ca0-(100) inter-
face. 
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Direct Bonding of Si and B to Ceramic 
Just as in the simulated bulk glass, the boron and silicon atoms at the glass-ceramic interfaces 
sat in borate (B03 and B04) and silicate (SiO4) polyhedra. These could interact with the 
ceramic surface in a number of ways: one, two or even three oxygen atoms in a silicate/borate 
polyhedron could become associated with the ceramic surface. Alternatively, a polyhedron's 
silicon or boron atom could bind directly to anions in the ceramic's surface. By this method, 
silicon and boron atoms could become coordinated by anions in the ceramic's surface, so that 
the ceramic surface contributed anions to silicate and borate units at the interface, leading to a 
boron/silicon polyhedron sharing an edge or vertex with the ceramic. 
At the (100) interfaces, the main boron peak sat closer to the interface than the first oxygen 
peak. This suggests that the borate units represented by this peak contained anions from the 
ceramic. This view was confirmed by visualisation of the interface which showed borate units 
(mainly tetrahedra) in which one vertex was an anion in the ceramic surface. 
By comparison, the first major silicon peak sat further from the interface than the first oxygen 
peak. This shows that the silicon atoms were separated from the ceramic surface by a layer 
of oxygen atoms. This suggested that, most silicate units close to the interface did not contain 
anions from the ceramic's surface. As a result, the response of these silicate units to the ceramic 
surface seems mainly be due to the interaction of their oxygen atoms with the ceramic surface. 
Although the main silicon peak in the (100) systems was separated from the interface by the 
oxygen peak, a small Si peak was predicted at the interfaces between MW glass and Ca0-(100), 
SrO-(100) and Ba0-(100); these are highlighted in figure 5.17. Computer visualisation of the 
region represented by these sub-peaks, showed that they were due to silicon atoms in tetrahedra 
which shared an oxygen vertex with the ceramic surface (i.e. silicon atoms bound to surface 
anion sites). As the low peak height indicates, the population of these vertex sharing silicon 
tetrahedra was relatively low. For instance, the largest sub-peak in figure 5.17 was seen at the 
MW glass SrO-(100) interface and represented a population of 15 silicate units distributed over 
both the upper and lower surfaces of the ceramic block. 
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are highlighted. 
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Comparison of (100) and (110) Interfaces 
At the (100) interfaces, although most of the borate units close to the interface shared an anion 
with the ceramic surface, silicon tetrahedra did not. Instead the first peak of (100) silicon 
density profiles sat further from the interface than the first oxygen peak. The distribution of 
network formers at (110) glass-ceramic interfaces showed significant differences to those of 
the (100) interfaces. 
The density profiles for network formers at the MW glass Ca0-(110) interface are plotted on 
the same axes in figure 5.18. This not only allows a comparison with the equivalent (100) plot 
given in figure 5.9, but also allows the relative position of the B, 0 and Si peaks at this interface 
to be seen. 
A major difference between the density profiles for (100) and (110) is in the position of the first 
silicon peak: at the (100) interfaces this sat further from the interface than the oxygen peak. By 
comparison, the first silicon peak at (110) interfaces sat nearer to the interface than the oxygen 
peak indicating that a significant number of silicon atoms bonded to ceramic anions at the (110) 
surface. To confirm this interpretation, the number of silicon atoms bonded to ceramic anions 
for the (100) and (110) interfaces of MW glass and CaO were counted. For every one hundred 
ceramic anion sites in the ceramic surface only 5 directly bonded silicon atoms were found for 
(100) whilst the number was 21 at (110) interfaces; in other words, more than four times the 
number of silicon atoms bonded to ceramic anions at the (110) interface than did at the (100) 
CaO interface with MW glass. A similar difference was found between the (110) and (100) 
MW glass interfaces for MgO, SrO and BaO. 
5.2 Periodicity 
The density profiles for the network formers (section 5.1) showed evidence of regular density 
oscillations close to the interface. Unlike the random fluctuations which would be observed in 
a bulk glass, the oscillations in the boron, oxygen and silicon profiles have the appearance of 
damped sine waves with well defined, and constant frequencies. Oscillations were seen in all 
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Figure 5.18: Density profile for network formers close to interface of MW glass with CaO-
(110) ceramic (these density profiles are plotted separately in figure 5.5). 
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systems except the Si02 MgO-(100) system. 
A typical example of the density oscillations observed at (100) interfaces can be seen in fig-
ure 5.19 which shows the densities of B, 0 and Si close to the MW glass CaO-(100) interface. 
Within 8A of the interface, regular density oscillations can be seen for all three network form-
ing species. In particular, the oxygen profile appears sinusoidal with an amplitude that decays 
with distance from the interface. In addition, peaks in the Si and B profiles correspond to 
troughs in the 0 density, suggesting that their densities were mutually related. Although the 
discussion which follows will focus on the MW glass interfaces, density oscillations were not 
restricted to the MW glass interfaces: with the exception of the pure silicate glass, oscillations 
were seen at interfaces with all other glasse (i.e. Si02+Na, Si02+Na+Li and MW+Al+Mg). 
The presence of regularly spaced peaks in the density profile of network formers close to 
glass-ceramic interfaces is potentially very significant. Each peak in the density profile can 
be thought of as a densified layer of atoms parallel to the interface. The presence of regularly 
spaced layers of atoms, as signified by the regular peak spacing seen in the network former den-
sity profiles, indicates that, the presence of the ceramic led to partial ordering of the glass close 
to the interface. This view is further supported by the correlation between the silicon/boron 
profiles and their respective oxygen profiles: the position of silicon and boron density peaks 
corresponded to troughs in the oxygen distribution. This suggested alternating oxygen and 
silicon/boron layers exist parallel to the interface. 
In the random network of the bulk glass, the orientation of borate and silicate polyhedra are 
essentially random. The effects of this on the density profiles for a bulk glass can be seen in 
figure 5.20, which shows profiles for a section of the bulk MW glass. In this figure, the position 
and separation of peaks is essentially random. Additionally, there was no correlation between 
the individual 0, Si and B curves, with no systematic correspondence between boron/silicon 
peaks and oxygen troughs being evident. 
The regularly spaced and alternating oxygen and boron/silicon layers parallel to glass ceramic 
interfaces can be interpreted in terms of alignment of the borate and silicate polyhedra relative 
to the interface. In section 5.1.1, increased oxygen densities and hence oxygen rich layers 
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Figure 5.19: Density profile for network formers at the interface of MW glass and (100) surface 
of CaO. 
were observed close to most glass ceramic interfaces considered. As oxygen atoms in the 
glass network were bound to boron and silicon atoms, the formation of such layers would have 
required the alignment of borate and silicate polyhedra close to the interface. Silicate and 
borate units could align themselves to contribute, one, two or three oxygen atoms to an oxygen 
layer (as demonstrated by figure 5.21). 
The orientations shown in figure 5.21 may also help explain why alternating oxygen and sili-
con/boron layers were observed. In figure 5.21a, a tetrahedron is shown with its lowest anion 
sitting in the plane at the bottom of the diagram; the bond between this anion and the cation 
at the tetrahedron's centre is shown pointing along the plane's normal. In this configuration, 
the tetrahedron can be thought of as containing three layers normal to the z axis: the lowest 
anion, the cation at the centre of the tetrahedron and the three anions forming the upper tetra-
hedral facet. In a similar manner, tetrahedra with an edge (figure 5.21b) or face (figure 5.21c) 
constrained to a particular plane, contain three layers. The density distributions for a layer of 
tetrahedra, with alignments similar to those given in figure 5.21, would give an 0 layer, fol- 
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lowed by an Si layer and then another 0 layer. In other words a distribution similar to the 
alternating 0-Si-0 pattern seen in the interfacial density distributions. 
5.2.1 The Effect of Ceramic Composition on Density Oscillations 
The period of oscillation for the oxygen density profile at each interface was examined. This 
was performed to see if the period of density oscillations in the glass close to the interface was 
affected by glass composition or the interface's ceramic surface. 
Figure 5.23 shows the oxygen profiles for the MW glass (100) and (110) interface for the MgO 
to BaO series of ceramics. In order to measure the oxygen peak spacing, a function describing 
a damped sine wave was fitted to the density profiles: 
p(r) = A • exp[—b(r s)] • cos [ 2+1 (r s)1+ d 	 (5.1) 
where r is the distance to the interface, A and b determine the rate amplitude decay, s describes 
the position of the first peak, X is the period of oscillation (in A) and d is the intercept with the 
density axis. 
This function was fit to each oxygen profile by a least squares method [130, 131] as imple-
mented by the gnuplot computer package [132]. The results of these fits for the MW glass 
interfaces are overlaid onto the plots in figure 5.23. The fit parameters (A, b,d,$) for each in-
terface are given in table 5.3. In addition, peak separations were measured directly from the 
oxygen curves, the results, obtained by taking an average of the separations between the first 
three peaks are also given in table 5.3. 
The period of oscillation (X) was plotted against ceramic cation radius in figure 5.24. As the 
cation radius increased, a small decrease in peak spacing was seen for both the (100) and (110) 
surfaces. The measurements made by curve fitting and direct measurement from the plots 
gave slightly different results, however, the same trend of decreasing oscillation period with 
increasing ceramic cation radius, was observed using both methods. 
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Figure 5.20: Network former density profiles taken along z-axis of MW glass. From this it can 
be seen that. in the bulk glass, density peaks were randomly distributed and the B, 0 and Si 
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Figure 5.21: Silicate tetrahedra could contribute a. a single vertex, b. two anions or c. three 
anions to an oxygen layer close to the interface. 
Fit Parameters Direct Measurement 
System A b s (A) d (%) X (A) X (A) 
MW-MgO-(100) 87.84 0.363 2.394 98.56 2.189 2.273 
MW-CaO-(100) 74.47 0.363 2.315 94.52 2.159 2.263 
MW-SrO-(100) 61.28 0.350 2.271 92.40 2.107 2.230 
MW-BaO-(100) 33.97 0.641 2.904 93.15 2.006 2.140 
MW A1+Mg-Mg0-(100) 129.87 0.605 2.246 97.43 2.121 2.177 
MW A1+Mg-Ca0-(100) 74.10 0.267 2.301 95.62 2.257 2.308 
MW A1+Mg-Sr0-(100) 58.19 0.224 2.441 94.83 2.280 2.189 
MW A1+Mg-Ba0-(100) 25.49 0.075 2.579 96.80 2.185 2.406 
Si02+Na-MgO-(100) 79.56 0.492 2.227 96.90 2.172 2.213 
Si02+Na+Li-MgO-(100) 78.62 0.731 2.323 99.04 2.030 2.160 
MW-Mg0-(110) 160.52 0.478 1.691 94.85 2.307 2.308 
MW-CaO-(110) 74.88 0.258 1.693 96.98 2.208 2.229 
MW-SrO-(110) 57.21 0.221 2.498 95.61 2.191 2.199 
MW-BaO-(110) 60.71 0.251 2.257 94.26 2.190 2.138 
Table 5.3: Parameters for equation 5.1 fitted to interfacial oxygen density profiles and peak spacing measurements made by a direct method. 
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Figure 5.22: Density profile for network formers at interface between MW-glass and (110) 
surface of CaO. 
The density profiles from which figure 5.24 was derived were generated using a binning method 
by counting the number of atoms in a series of 0.1875 A slices parallel to the interface. The 
width of each bin meant that there was an uncertainty in the position of density profile peaks 
of +0.094 leading to an uncertainty in the peak spacing (X) value of +0.1875A. 
The peak separation in the oxygen density profiles for the MW glass interfaces decreased by a 
small amount over the MgO to BaO range. For the (100) interfaces, the change was 0.18, and 
only 0.11.E for the (110) systems. For both families of interface, the change in peak separation 
observed between MgO and BaO was within the error given above. The magnitude of the 
change in peak spacing was also small in comparison to the change in lattice parameter, which 
on going from MgO to BaO increases by over 30%. 
The small changes in peak-spacing seem to indicate that oxygen peak spacing in the glass near 
the interface, was effectively independent of ceramic composition and the ceramic's terminat-
ing surface. This suggests that, although the ceramic seems to have induced layering in the 
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Figure 5.23: Oxygen density profiles and least squares fits for MW-glass interfaces. 
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Figure 5.24: Peak spacing vs. ceramic cation radius for interfaces with MW glass. 
glass, the spacing of these layers was governed by the glass network. It is also interesting 
to note that layer spacing was similar between the silicate (Si02+Na, Si02+Na+Li) and the 
borosilicate (MW and MW+Al+Mg) glasses. As the silicate glasses did not contain boron and 
yet had very similar peak spacings, this may indicate that in borosilicate interfacial systems, 
the layer spacing was determined by the silicate portion of the glass network. 
It is interesting to note, that the oxygen peak separations were similar to the height of a silicon 
tetrahedron. Based on an Si-0 bond length of 1.6A, the height of an Sial. unit (labelled h in fig-
ure 5.21), is 2.1 A. This may suggest that the vertex and face constrained tetrahedral alignments 
illustrated in figures 5.21a and 5.21c were favoured over the edge constrained configuration of 
figure 5.21b. 
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5.2.2 Alignment of Borate and Silicate Units Relative to Surface 
The partial layering of the glass close to the interface (evidenced by periodic oscillations in 
the glass' density profiles) indicated that oxygen atoms in the silicate and borate units close 
to the interface were associated with the ceramic's surface and as a result formed a densified 
oxygen layer just above the interface. Surface concentration maps were generated (as described 
in section 4.5.3) to see with which sites in the ceramic's surface these oxygen atoms were 
associated. 
(100) Surfaces 
Figure 5.25 shows the concentration maps for oxygen at the MW glass (100) interfaces. Each 
map represents the first oxygen peak of their respective density profiles (i.e. between the plane 
of the interface and 2.7, 2.9, 2.7 and 3.13 A away from the interface for MgO, CaO, SrO 
and BaO interfaces respectively). These maps revealed that an interesting structural change 
occurred between MgO and CaO. 
The MgO map (figure 5.25) shows a distinctive diamond pattern, indicating that the oxygen 
atoms nearest the interface were mainly associated with surface cations, with a smaller popu-
lation sitting along the < 110 > surface vectors running between surface cation sites. By com-
parison, the maps for CaO, SrO and BaO, show a quite different oxygen distribution. Rather 
than a diamond, the distribution for these systems was a box pattern. In addition, the areas 
of high oxygen concentration at these interfaces sat above surface interstitial sites rather than 
cation sites. 
At all the MW glass (100) interfaces, the side length of the box or diamond described by the 
regions of high concentration in the surface maps was close to the edge length of a silicon 
tetrahedron (2.6A). To highlight this, a square of side length 2.6 A was overlaid (in orange) 
onto the concentration maps in figure 5.25. This correlation between the tetrahedral edge length 
and the concentration maps is interesting as it may suggest that tetrahedra at the interface 
oriented themselves along the edges of the box/diamond distributions found in the surface 
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maps. Computer visualisation of the simulation results was used to test this theory. 
Figure 5.26, shows a small portion of the glass above the MW glass Mg0-(100) interface. The 
position and orientation of the silicate tetrahedron shown in this figure was typical of that of 
many of the silicate and borate tetrahedra found at this interface. The silicon atom at its centre 
sat over an anion in the ceramic surface, whilst two of the three oxygen atoms in its base sat 
over ceramic cation sites, this resulted in the third basal anion sitting over an interstitial site in 
the ceramic's surface. This arrangement, where the base of a tetrahedron is associated with the 
ceramic and one of its edges runs along a < 110 > direction parallel to the surface, accounts 
for the main features of the Mg0-(100) surface map in figure 5.25. 
The nearest neighbour Mg—Mg distance along < 110 > was 2.9 A at the MgO surface. This 
value is close to the tetrahedral edge lengths of boron and silicon (2.4 and 2.6A respectively) 
though already larger. This helps explain why a diamond pattern was seen in the surface map 
in figure 5.25. By aligning an edge along < 110 > the borate and silicate units were able to 
lower their energy through the association of two of their oxygen atoms with cations in the 
ceramic. At the same time, the silicon/boron atoms at the tetrahedron's centre were able to 
sit over a ceramic anion site, further lowering the energy of the system. By comparison, the 
Ca—Ca distance along < 110 > is 3.4 A: substantially larger than the tetrahedral edge length. 
Figure 5.27 shows a region of the MW glass CaO-(100) interface. The four membered ring 
shown in this figure was typical of the structures found close to the (100) interfaces of MW 
glass and CaO, SrO and BaO. As was seen for the MgO-(100) interface, the silicon atoms in 
each tetrahedron sat over anions in the ceramic surface. Unlike the MgO interface, however, 
the oxygen atoms in the tetrahedra did not sit over ceramic cations, instead sitting over surface 
interstices. The lattice parameter of the CaO surface is larger than that of MgO, as a result 
the nearest neighbour Ca—Ca distance is larger than the silicate and borate tetrahedral edge 
lengths. Without significant relaxation of the surface (which did not take place as shown in 
section 4.4) it would be unlikely that the silicate and borate tetrahedra could align themselves 
to bring more than one of their oxygen atoms over a ceramic cation (i.e. the configuration 
illustrated in figure 5.21a). The nearest neighbour separation between interstitial sites on the 
CaO surface was 2.4 A, a value compatible with borate and tetrahedral edge lengths. Through 
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Figure 5.25: Oxygen Surface concentration maps for MW glass (100) interfaces. An orange 
box, with side length equal to that of an SiO4 tetrahedron has been overlaid on the plot. 
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association of their oxygen atoms with ceramic interstitial sites, the silicate and borate units 
allowed more of their anions to sit closer to the interface (lowering the energy of the system), 
whilst still allowing boron and silicon atoms to sit over ceramic anions. 
In conclusion, at (100) interfaces it seems that, certain alignments were favoured by borate 
and silicate units close to the glass-ceramic interface. At the MgO-(100) interface, the nearest 
neighbour Mg—Mg distance was compatible with borate and silicate tetrahedral edge lengths. 
This meant that tetrahedra tended to align one of their edges along the ceramic's < 110 > 
directions. The increases in lattice parameters of CaO, SrO and BaO led to the alignment of 
tetrahedral edges along < 100 > being favoured at these interfaces. 
(110) Interfaces 
As was discussed earlier (see section 5.1.1), many of the silicate and borate units close to (110) 
interfaces were bonded directly to the ceramic surface (i.e. they incorporated oxygen atoms 
from the ceramic). With the exception of the MW glass Mg0-(110) interface, where furrow 
bridging took place (see section 4.4.3), the directly bonded silicate and borate units tended to 
only share a single vertex with the ceramic. Visualisation of the interface revealed that these 
vertex sharing poyhedra favoured the configuration shown in figure 5.21, with one oxygen in 
the ceramic surface and the remaining three sitting in the oxygen rich layer parallel to the 
interface. 
Figure 5.28, shows surface concentration maps for oxygen at MW glass (110) interfaces with 
MgO, CaO, SrO and BaO. As was seen for the (100) interfaces, the CaO, SrO and BaO maps 
appeared quite similar with dark bands (representing areas of high oxygen concentration) run-
ning perpendicularly to the ridges and furrows of the (110) surface. By comparison, the map 
for the MgO interface shows dark spots sitting over anion sites from the second layer of the 
ceramic block. 
The MgO map can be explained in terms of furrow bridging by borate and silicate units. Fig-
ure 5.29 shows scale drawings of silicate and borate tetrahedra in furrow bridging configuration, 
these have been superimposed onto the MW glass Mg0-(110) oxygen surface concentration 
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Figure 5.26: The smaller ceramic cation separation in the MW glass MgO-(l00) system meant 
that silicon tetrahedra were aligned such that the silicon atom sat above a ceramic anion and 
one of the tetrahedral edges became associated with a pair of surface cations. To allow their 
easy identification, atoms belonging to the ceramic have been enlarged. 
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Figure 5.27: Plan view of portion of MW glass CaO-(100) interface, showing that silicon 
tetrahedra aligned their basal oxygens to sit over surface interstices. To allow their easy iden-
tification, atoms belonging to the ceramic have been enlarged. 
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Figure 5.28: Oxygen Surface concentration maps for MW glass (110) interfaces. An orange 
box, with side length equal to that of an SiO4 tetrahedron has been overlaid on the plot. 
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map. From this, it can be seen that the position of oxygen atoms, belonging to furrow bridging 
tetrahedra, correspond well with regions of high oxygen concentration found in the oxygen 
layer above this interface. Furrow bridging was not seen, to any great extent, at interfaces 
with CaO, SrO and BaO. It seems likely therefore that the difference between the MgO pattern 
and those of CaO, SrO and BaO can be attributed to the occurrence of furrow bridging at this 
interface. 
In the discussion of the modifier distribution at the MW glass Mg0-(110) interface (sec-
tion 4.5.3) it was noted that the position of modifiers close to the interface corresponded to 
Mg sites had the ceramic continued. In other words, the modifiers above the surface formed 
what appeared to be a partially occupied layer of the MgO's cation sublattice. The MgO con-
centration map suggests that something similar occurred for the oxygen atoms in the glass close 
to the interface. The concentration map showed that oxygen atoms were found sitting (in the 
xy plane at least) at locations which would be occupied by anions in a subsequent layer of the 
MgO structure. 
From analysis of the oxygen density profile (figure 5.8), it was found that oxygen atoms sat, on 
average, 1.6.E from the interface, a value which is quite close to the Mg0-(110) layer spacing 
(1.5A). This suggests that, not only did the structure of the glass close to this interface mimic 
MgO's cation sublattice but also the anion sublattice. In other words, above the Mg0-(110) 
interface, a partially occupied layer of the MgO structure existed in the glass (albeit with Na and 
Li atoms replacing Mg atoms). This is particularly significant as, unlike the mobile modifier 
species, oxygen atoms in the glass were strongly bound to silicon and boron atoms. In order 
to create the MgO-like layer in the glass, cooperative rearrangement of the Si, 0 and B would 
have been required. 
5.3 Discussion 
The data presented over the preceding pages showed that, close to the glass-ceramic interfaces, 
structural modification of the glass network took place as a response to the ceramic: 
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Figure 5.29: A silicate (top) and borate tetrahedron (bottom) in furrow bridging configuration 
superimposed onto the MW glass Mg0-(110) concentration map. 
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• In the immediate vicinity of the interface, anions sitting in the ceramic's surface con-
tributed to borate and silicate polyhedra. This behaviour was found to be more prevalent 
at (110) than (100) interfaces (it is not clear if this is responsible for the greater stability 
of (110) interfaces). 
• A little further from the interface, a densified layer mostly containing oxygen atoms was 
found. This suggested an association between the oxygen atoms in the borate and silicate 
units close to the interface and the ceramic surface. 
• Extending further into the glass, periodic and alternating layers of boron/silicon and 
oxygen were seen. Their presence suggested that partial ordering of the glass close to 
the interface had taken place. 
The following discussion proposes mechanisms by which the interfacially induced changes to 
the glass network might have taken place. 
5.3.1 Possible Reasons for Density Oscillations 
The silicate and borate polyhedra in the layer of glass at the glass-ceramic interface were found 
to favour alignments where one of their facets (a triangle containing three anions) was parallel 
to the glass-ceramic interface. A layer of tetrahedra aligned in this manner could account for 
two oxygen and one boron/silicon layer in the glass close to the interface. However, the density 
profiles for the network formers near the glass-ceramic interfaces showed evidence for layers 
extending a significant distance into the glass. As an example, oscillations were still clearly 
detectable over 10A from the MW glass MgO-(100) interface (see figure 5.4). Somehow, the 
ceramic was affecting the structure of the glass at a considerable distance from the interface. 
Two possible mechanisms by which this could have occurred were considered: 
1. Periodicity in the electric field above the ceramic. 
2. A localised mechanism based on layering similar to that seen in epitaxial growth, where 
the arrangement of atoms is influenced by the structure of underlying atomic layers. 
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Electrostatic Field 
The effect of the electric field, above the ceramic's surface was considered as a possible cause 
for the layering of the glass structure. Experimentally it has been shown that glasses can be 
poled through the application of an electric field; the application of an electric field across a 
sodium silicate glass at high temperature caused Na+ enrichment at the cathode [133]. This 
structure was maintained after the glass was cooled and the field was withdrawn. The electro-
static field caused by the ceramic might also be expected to cause periodic changes to the glass 
structure. 
In terms of the periodicity observed in the glass near to the ceramic, if the ceramic's electric 
field gradient varied as a function of distance along the z-axis it would be expected that cations 
would move towards regions of positive electric field gradient and anions towards regions of 
negative field gradient. Segregation of this kind could then account for the alternating layers 
of cations and anions seen in the glass' density profiles. In order to test this hypothesis, the 
electric fields above the (100) and (110) surfaces of MgO were mapped. 
The electric field was mapped using the following procedure. For each surface, MgO supercells 
were created. For the (1 0 0) surface this was 3 x 3 x 3 unit cells in size. That for the (1 1 0) 
surface had dimensions of 3 x 3 x 2. These cell sizes were chosen to have the same thickness 
as the ceramic blocks used in the glass-ceramic simulations. Static energy minimisation was 
performed on the supercells. The electric field was then measured in a grid pattern above 
the surface by placing a +1 point charge at each position the measuring the potential energy 
gradient at that point. The grid ranged from one angstrom above to three layer spacings above 
the surface (along the z axis) and had a 0.1 A resolution. These calculations were performed 
using version three of the GULP code [134-136]. 
A series of slices were taken along [100] through the electric field above each surface, the 
component of the electric field vector acting along the z axis was plotted as a series of contour 
plots in figures 5.30 and 5.31 for (100) and (110) respectively. As might be expected, at both 
surfaces, the field strength above oxygen atoms was positive and above magnesium atoms was 
negative. Moving away from each atom, the field strength decayed quickly with distance from 
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the surface. In all the contour plots, there was no evidence for periodicity along the z axis. This 
means that the periodic layering of the glass was not caused by oscillations in the electrostatic 
field caused by the ceramic. 
Templating 
It is possible that the layering observed at the glass ceramic interfaces occurred through a 
templating mechanism. The layer of glass closest to the glass-ceramic interfaces considered, 
showed evidence of partial ordering. This ordered layer may have acted as a template for layers 
further from the interface: layers further from the interface could inherit some of the ceramic 
surface's structure at second hand through interactions with the ordered layer of glass at the 
interface. 
An example of a process where layers of material inherit the structure of an underlying substrate 
is epitaxial growth. This process, which is often used to generate thin films in the semiconduc-
tor industry, involves gradually depositing atoms onto a substrate (normally from the vapour 
phase) [137]. Layers form as the atoms are adsorbed onto the substrate. Further layers then 
form on top of these deposited layers. As each layer is deposited its structure is related to the 
previously deposited layer, which in turn are related to the structure of the original substrate. 
In effect each layer acts as a blueprint for the following layer. Although the glass was not 
deposited onto the ceramic surface in the same way as in epitaxial growth, propagation of the 
ceramic phase's order into the glass structure may have ocurred by a similar layering process. 
In most of the glass-ceramic systems considered, the ceramic phase caused alignment of borate 
and silicate polyhedra close to the interface (see section 5.2.2). Anions in these polyhedra were 
constrained to form a partial oxygen layer parallel to the interface. The effect of this constraint 
on borate and silicate tetrahedra is to cause their faces or edges to sit parallel to the interface 
leading to the formation of a layer in which many of the borate and silicate polyhedra had 
common alignments. 
In addition it was shown in section 5.2.2 that network forming species became associated with 
particular sites at the ceramic surface. For instance, Si and B atoms tended to sit over anion sites 
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Figure 5.31: Contour plots showing slices taken through the electric field above the {110} 
surface of MgO (slices are in the (100) plane). 
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whereas glass anions were associated with cation sites at MgO interfaces, and with ceramic 
interstices at the CaO, SrO and BaO interfaces. The regular arrangement of sites at the crystal 
surface meant that, the glass polyhedra in a layer near the interface were partly arranged on a 
grid. Compared to the bulk glass, the layer of glass near the interface was relatively ordered 
and had taken on much of the character of a ceramic surface. 
The constraints imposed by the ceramic surface would be expected to limit the amount by 
which silicate and borate polyhedra in the ordered layer close to the interface could relax to 
accommodate the bulk glass. Instead, the silicate and borate polyhedra in the glass adjacent 
to this constrained layer would be expected to adopt similar orientations to those in the con-
strained layer, in order to continue the corner sharing glass network. In this way, some of the 
constraints imposed by the ceramic on the glass near the interface would be propagated through 
the glass. This could then continue, layer by layer, as glass units partly aligned themselves to 
the previous layer. 
5.3.2 Lack of Periodicity in Si02 
Density oscillations were found in the oxygen density profiles of all the interfacial systems 
considered, with one notable exception: the interface between Si02 and MgO-(100). This is 
interesting as the Si02 glass did not contain network modifiers. 
The formation of densified layers of oxygen and silicon at the Mg0-(100) interfaces of the 
Si02+Na and Si02+Na+Li glasses indicated that some order had been imparted to the glass' 
silicate network at these interfaces. By comparison, the Si02 MgO-(100) interface showed no 
such ordering. 
Although some silicate tetrahedra shared an anion with the MgO surface, the alignment of 
tetrahedral edges along < 110 > witnessed at other Mg0-(100) interfaces did not occur. A 
prerequisite of layering via the templating mechanism proposed above is the formation of an 
ordered layer of tetrahedra close to the interface. In the ordered layers seen at other interfaces, 
the position of tetrahedra became correlated to the surface, taking on preferred orientations 
which were related to the structure of the ceramic surface. Without this ordering templating 
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and therefore layering could not occur. 
Of the glasses considered, the Si02 composition had the most polymerised network; the ma-
jority of silicate units shared bridging oxygens with another four tetrahedra. This high degree 
of polymerisation would be expected to limit the glass' conformational freedom. It seems 
likely that this lack of freedom prevented the alignment of tetrahedral edges along the < 110 > 
directions of the MgO surface. As each tetrahedron was highly connected, alignment would 
require the concerted motion of many, interconnected tetrahedra. It seems therefore that the 
Si02 network was too constrained to allow its tetrahedra to explore conformational space and 
find the favourable low energy orientations seen at other MgO-(100) interfaces. In the absence 
of a layer of partially ordered glass, templating and layering could not take place. 
Chapter 6 
Pyrochlore: A Ceramic Wasteform 
A2B207 pyrochlores are a class of ceramic materials which have been suggested as hosts for 
the long term storage of high level nuclear waste. Several compositions with the pyrochlore and 
closely related disordered fluorite crystal structures have shown excellent radiation tolerance to 
heavy ion bombardment [138,139]. Unfortunately, there is a paucity of published experimental 
data describing the effects of irradiation on the dimensional stability of these materials. In an 
effort to rectify this situation, the following chapter presents the results of a systematic study 
which attempted to predict the volume change experienced by a series of rare-earth pyrochlore 
materials when amorphised or otherwise disordered so as to mimic the effects of irradiation. 
The transformation of pyrochlore to disordered fluorite can also be thermally induced. In the 
second part of this chapter, predictions for the order to disorder transformation temperature for 
a series of zirconate pyrochlores will be presented. This also has implications to wasteform 
design as, at least initially, the radioactive species in the waste generate considerable heat. 
This may induce an order disorder transformation, though this may also aid in recovery from 
radiation damage events. 
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6.1 	Pyrochlore's Crystal Structure 
Pyrochlore occurs naturally as a mineral which has the following chemical formula (NaCa)(NbTa)06F/OH. 
Technologically, however, pyrochlore usually refers to materials with the formula A2B207 
(where A and B are cations). There are about 150 ternary oxides with a A2B207 stoichiom-
etry and a structure closely related to the pyrochlore mineral [140]. These exist in two general 
forms; the (3+, 4+) and (2+, 5+) pyrochlores which have the chemical formulae of A2+B42+07 
and A3+44-07 respectively [141]. The results presented in this chapter pertain to (3+, 4+) 
pyrochlores. 
The full cubic pyrochlore unit cell is shown in figure 6.1 and has the FclIn space group. If the 
unit cell origin is chosen to coincide with a B4+ cation 1 the atom positions, described using 
Wyckoff notation are as follows [143]: 
Species Wyckoff Positions 
A3+ 16d 
B4+ 16c 
02— 48f, 8b 
In pyrochlore the large A3+ cations sit on 16d sites within distorted cubic polyhedra and are 
coordinated by eight oxygen atoms. The small B4+ cations on the 16c site form corner shar-
ing sheets of distorted B06 octahedra, in three and six membered rings parallel to the (111) 
plane [14]. In the anion sublattice, oxygen atoms at the 48f site are coordinated by two B4+ 
and two A3+ cations, whilst those at 8b are tetrahedrally coordinated by A3+ cations. 
t origin choice 2 from the International Tables For X-Ray Crystallography [142] 
CA3+ 0 B4+ 002  Unoccupied 8a Site 
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Figure 6.1: The full A2B207 unit cell (subdivisions for fluorite related 1/8 cell are also high-
lighted). 
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6.1.1 Pyrochlore and its Relationship to Fluorite 
The structure of pyrochlore is closely related to that of B4+Or fluorites. This similarity is 
demonstrated in figure 6.2 where sof the full pyrochlore cell (figure 6.2a) is compared with 
the full fluorite cell (figure 6.2b). From these diagrams it can be seen that, in effect, pyrochlore 
is a fluorite in which half the B4+ cations have been replaced with A3+ and the 8a site is 
unoccupied in order to maintain charge neutrality. 
The oxygen atoms in figure 6.2a were shown at their ideal, unrelaxed positions to allow better 
comparison with the fluorite structure (this corresponds to a 48f oxygen positional parameter of 
0.375). In reality there is significant relaxation of the surrounding ions towards the unoccupied 
8a site [144]. This is illustrated in figure 6.3, which shows the relaxed structure of La2Zr2O7 
(which has a 48f positional parameter of 0.333 [139]). 
6.1.2 Pyrochlore, Defects and Disorder 
As the sizes of the A and B cations become more similar, A2B207 stoichiometric compositions 
with the pyrochlore structure can exhibit an order-disorder transformation to an oxygen defi-
cient, disordered fluorite structure [140]. In the disordered state, A cations sit on B sites and 
vice versa. Disordering also occurs on the anion sublattice where the normally unoccupied 
8a oxygen site becomes partially occupied with the formation of vacancies on the 48f and 8b 
anion sites. There also exists a threshold in the A:B radius ratio beyond which A2B207 compo-
sitions no longer exhibit the ordered cubic pyrochlore structure, even after lower temperature 
anneals for extended periods. Broadly speaking, in terms of the A:B radius ratio, the pyrochlore 
stability range extends between 1.46 (e.g. Gd2Zr2O7) and 1.78 (e.g. Sm2Ti2O7) [138]. Fig-
ure 6.4 shows the extent of the pyrochlore and defect fluorite phase fields. The boundaries of 
these regions were determined from computer simulations by Minervini et al. [145]. In the 
lower right hand corner, a region containing compositions that are found as disordered fluorites 
is shown. Moving towards the top left corner, a region containing cubic pyrochlore compo-
sitions is shown. The region indicated in the top left hand corner contains compounds which 
have been observed experimentally to form non-cubic phases; the precise bounds of this region 
010 
a. 'A Pyrochlore 
8a 8b 48f Site: 16d 	16c 
A3+ 	0 134+ • 02 Unoccupied 
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0 A3+ 0 B4+  • 02 
b. Fluorite 
Figure 6.2: The pyrochlore structure can be thought of as an oxygen deficient fluorite. 
Figure 6.3: One eighth of the full pyrochlore unit cell, showing relaxation of anions towards 
unoccupied 8a site. 
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are unknown. Next to the disordered fluorite region, several compositions have been found to 
exhibit the 8-phase structure [146]2. 
For specific compositions, the change from ordered pyrochlore to disordered fluorite can be 
thermally activated. Above a critical temperature, the pyrochlore structure can spontaneously 
transform to become disordered fluorite. Compositions which undergo this transformation are 
often located close to the pyrochlore-fluorite phase boundary and include Gd2Zr2O7. A list 
of experimentally determined transformation temperatures is listed in table 6.1 for zirconate 
and hafnate pyrochlores. From these it can be seen that the transition temperature decreases 
as A, B cation size mismatch decreases. By comparison, no thermally induced order disorder 
transformation has been seen in rare-earth titanate pyrochlores [14]. 
A knowledge of the disordered state is also critical to understanding the radiation tolerance be-
haviour of pyrochlore and its related oxides. Bombardment of materials using beams of heavy 
ions (such as Pb+ or Kr+) is often used to simulate the effects of radiation damage due to a 
decay. Lian et al. have shown that ordered Gd2Zr2O7 undergoes a transformation to disordered 
fluorite when bombarded by 1.5 MeV Xe+ ions [152]. Even though the ion dose was estimated 
to have caused 34 displacements per atom (dpa), the disordered Gd2Zr2O7 structure remained 
crystalline and did not amorphise. Other zirconate pyrochlores have also been reported as 
showing good radiation tolerance; having first transformed to disordered fluorite, Sm2Zr2O7 
and Nd2Zr2O7 resisted amorphisation under bombardment at high ion fluences [139]. Further-
more, Sickafus et al. have demonstrated that Er2Zr2O7 remains crystalline even at a dose of 
140 dpa (5 x 1016 ions/cm2 by 350 keV Xe+ at room temperature) [141, 153]. To put these 
figures into context, Gd2Ti2O7 amorphised at a dose of 0.18 dpa [152], Er2Ti2O7 at 0.25 dpa 
whilst Lu2Ti2O7 was slightly more tolerant at 0.51 dpa [154]. It must be highlighted that, al-
though they show worse radiation tolerance than zirconate pyrochlores, these titanate ceramics 
are still considered radiation tolerant when compared with most ceramics. 
Sickafus et al. [141] argue that the cation antisite defect formation energy can be used to pre-
dict radiation damage behaviour. As cation antisite defects are an unavoidable consequence of 
2A4B3012 8-phase materials are rhombohedral materials (exhibiting the R3 space-group), that are structurally 
similar to pyrochlore. [147] 
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Ti Ru 	Mo 	Sn 	Zr 	 Pb 
Figure 6.4: Pyrochlore stability map showing the extent of different phase fields predicted 
by Minervini [145], this is overlaid with points showing where experimentally observed py-
rochlore compositions [140]. 
System Order-Disorder Temperature (K) Ref. 
Gd2Zr2O7 1803 [148] 
Sm2Zr2O7 2273 [148] 
Nd2Zr2O7 2573 [148]  
Tb211f207 2423 [149]  
Gd2Hf2 07 2623 [149] 
Eu2Hf2O7  2723 [150] 
Sm2Hf2O7 2823 [151] 
Table 6.1: Experimentally determined order-disorder transformation temperatures for hafnate 
and zirconate pyrochlores. 
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displacive radiation environments, it is argued that those compounds with large defect forma-
tion energies would be expected to undergo destabilisation of their crystal structures and then 
amorphisation (due to the larger retained energy). In Kroger Vink notation (see reference [155] 
for details) the cation antisite formation reaction can be expressed as: 
A:1` + B3 	+ BA. 	 (6.1) 
An extensive set of atomic scale computer simulations were conducted by Minervini et al. 
to determine the isolated cation antisite defect formation energies for a wide range of rare 
earth pyrochlores [141, 145]. As might be expected, this showed that antisite formation was 
energetically expensive in those compounds in which the A cation was much larger than the 
B cation (i.e. a large A : B radius ratio). These compounds would be expected to amorphise 
under irradiation whereas compositions with more similar radii would be more robust. These 
findings correspond well with available ion bombardment results [139, 141,152,154]. 
In simple terms, it is thought that, compositions which tolerate the cation disorder associ-
ated with becoming a defective fluorite, can also tolerate the additional disorder imparted by 
the displacive radiation effects caused by a-decay. As a result, compositions sitting close to 
the pyrochlore-fluorite phase boundary exhibit good radiation tolerance. Pyrochlores with a 
stronger tendency towards cation ordering, such as the titanate series, show a greater propen-
sity for amorphisation in displacive radiation environments. 
As the level of disorder increases in the cation sublattice, the 8b and 48f oxygen sites become 
more and more crystallographically equivalent. As a consequence of this, Wilde and Cat-
low [156] found that the presence of disordering in the cation sublattice dramatically reduced 
the formation energy of Frenkel defects through: 
itQ + BB +1:38 	AB 	+ Vo(48f) + 0/(8a) 	 (6.2) 
This is an interesting result as it shows that disordering of the cation lattice encourages an-
ion disordering. The work of Minervini [145] confirmed this view and further indicated that 
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clustering of cation antisite and oxygen Frenkel defects was important. Over the range of com-
positions considered, the energy of the defect reaction given in equation 6.2 was 3-6 eV when 
defect association was not considered. This energy fell by approximately 1 eV when clustering 
was introduced. This shows that it is important to consider defect associations when modelling 
disorder in pyrochlore and its related phases. 
6.2 Volume Change 
As a general rule, radiation induced volume change in immobilised nuclear waste is unde-
sirable. For instance in a multi-barrier containment system [11], large volume increases could 
breech the canisters into which the immobilised waste had been placed. Alternatively, localised 
volume changes could lead to large internal strain within a material, causing microcracking and 
increased waste dissolution rates [138]. Along with chemical durability, thermal stability and 
radiation tolerance, dimensional stability is therefore an important selection criterion for nu-
clear waste materials. In an effort to help inform materials selection, the following section 
presents predictions for radiation induced volume change in pyrochlore and related oxides. 
Simulations were performed that considered transformations between pyrochlore, disordered 
fluorite and an amorphous state for a wide range of pyrochlore compositions. 
Swelling can be defined as the dose dependent volume change a material experiences on irra-
diation (where dose is the number of a decay events per unit mass). For pyrochlore related 
materials this can be expressed as [138]: 
AV(d) 
 = fc 
AVc (d) 
 + fA 
AVA(d) + VEx(d)  
Vo 	Vo 	Vo 	Vo 
(6.3) 
where: 
d 	= 	Radiation dose 
Vo 	= Original volume of pyrochlore 
AV (d) = Overall volume change 
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fc 	= Crystalline fraction of material, by mass 
Amorphous fraction of material, by mass 
(d) = Volume change of crystalline component of irradiated material 
AVA (d) = Volume change of amorphous component of irradiated material 
VEX (d) = Volume of extended void like microstructures 
As radiation dose increases, the volume of the material tends also to increase [138]. This can 
be caused by an increase in the material's amorphous fraction or an increasingly disordered 
pyrochlore lattice. Beyond a critical dose however, the volume change levels off and increas-
ing dose does not yield increased swelling. Depending on composition, this normally occurs 
when the material has either fully amorphised or become fully disordered. The aim of the 
current work was to calculate this saturation volume change and hence produce "worst-case" 
predictions for swelling under repository conditions. For this reason, the volume of pyrochlore 
compositions, amorphised using a melt-quench method were calculated to produce values for 
. Similarly the volume change experienced on going from ordered pyrochlore to disordered 
fluorite were calculated to give values for 140 . Under typical actinide immobilisation condi-
tions VEX (d) is negligible for most pyrochlore compositions [138]. For this reason volume 
changes due to void, pore and bubble formation and micro-cracking were not considered. 
6.2.1 Volume Change on Becoming 100% Disordered 
Two methods were used to calculate the volume of pyrochlore on becoming a fully disordered 
fluorite. In the first, the relaxation volumes, for defect clusters representing 100% disorder were 
calculated. The second represented disorder using large supercells, which were relaxed using 
isobaric molecular dynamics. The exact details of these different methodologies are described 
below. Volume changes on going from ordered pyrochlore to disordered fluorite and to the 
amorphous state were calculated for each of the unique pairs of A and B cations in table 6.2. 
In addition, the volume change on going from disordered fluorite to the amorphous state was 
calculated. 
A3+ Cations La, Nd, Sm, Eu, Gd, Y, Er, Yb, Lu 
B4+ Cations Ti, Ru, Mo, Sn, Zr, Pb 
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Table 6.2: Compositions for which volume changes were calculated. 
Defining 100% Disorder 
On undergoing disorder, A3+ ions can move from their original 16c sites onto 16d sites. This is 
accompanied by the movement of B4+ from 16d to 16c sites. In a fully disordered fluorite, 50% 
of A sites would be occupied by B cations and 50% B sites would be occupied by A cations. 
This is expressed in terms of site occupancies for the 16c and 16d sites in table 6.3. 
Applying the same treatment to the anion lattice: there are 64 sites on which oxygen atoms 
can sit (i.e. 48f, 8b and the normally unoccupied 8a site). Again, if it is assumed that there is 
an equal chance that any anion species can occupy any site available to it, then the 56 oxygen 
atoms in the full pyrochlore unit cell would be uniformly distributed amongst the 64 available 
anion sites in the fully disordered state. In other words, the anion occupancy for each oxygen 
site becomes 56/64 = i as summarised in table 6.3. 
Species Site Site Occupancy 
A3+ 16c 0.5 
16d 0.5 
B4+ 16c 0.5 
16d 0.5 
02— 8a 0.875 
8b 0.875 
48f 0.875 
Table 6.3: Site occupancies for fully disordered fluorite. 
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Relaxation Volume Calculation using Mott-Littleton Method 
The first method used to calculate the volume change on going from pyrochlore to fluorite 
involved using static energy minimisation to calculate the volume change experienced when a 
small area of disorder, represented by a cluster of point defects, was introduced into the perfect 
pyrochlore lattice. The change in volume due to these defects (the so called defect volume) 
can be obtained from defect energies calculated using the Mott-Littleton method, as described 
by Grimes et al. [157] for the spinel system and originally described by Catlow et al. [158]. In 
this method, defect volumes (Vp) are obtained from the following relationship: 
d f 
Vp = -KT VO 
V 
(6.4) 
Defect volume (A3) 
Isothermal compressibility (A3eV-1) 
Pyrochlore unit cell volume (A3) 
(g) 	. Isothermal variation of free energy with cell volume (eVA-3) 
T 
Isothermal compressibility, KT, is obtained by taking the reciprocal of bulk modulus (K). For 
a cubic material this is [159]: 
where: 
Vp = 
KT = 
V0 = 
KT = 
3 
(6.5) 
(C11 2c12) 
where ci f are members of the material's elastic constant tensor. Values of cii and hence KT 
were obtained from constant pressure simulations of the perfect pyrochlore lattice. Values for 
Vo were also obtained from these calculations. 
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The value of (40T  (where c is lattice parameter) was obtained for each pyrochlore compo-
sition
d 
 using a finite difference method. Cluster defect formation energies (f) were calculated 
for a series of lattice parameters, by performing constant volume calculations. The values of 
c chosen for these simulations were taken either side of the constant pressure lattice parame-
ter obtained from perfect lattice energy minimisation. In practice lattice parameters 1% and 
2% above and below the constant pressure lattice parameter were used. Including the constant 
pressure value, this gave five values for defect energy and lattice parameter per system. Finally, 
elf was obtained by plotting f against c and taking the gradient of the data's line of best fit. The dc 
Mott-Littleton calculations were performed using the CASCADE code [80]. 
The observant reader will have noticed that in equation 6.4, defect volume was calculated from 
g, however the procedure described in the previous paragraph gives g. For this reason, defect 
volumes were calculated using the following modified form of equation 6.4: 
cKT df 
V = — — 
P 	3 dc (6.6) 
Defect clusters were chosen to represent a fully disordered pyrochlore with the site occupancies 
listed in table 6.3. To obtain a site occupancy of 0.5 for A cations on B sites, 8 x AB antisite 
defects are required and 8 x BA.  are required on the B sites. 
In terms of anion defects, -1- of the 48f sites, are unoccupied, meaning that 6 x Vo..(48f) are 
required. In the same way, one 8b oxygen vacancy is required to account for the partial occu-
pancy of this site. Conversely, seven interstitial defects are required on the 8b site to represent 
an occupancy of 8. In summary, the point defects required to represent a disordered fluorite 
are as follows: 
8 x AB 
8 x BA 
6 x V..  o(48f) 
1 X V..  0(86) 
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7 x Ofi(8a) 
As described earlier, Minervini et al. showed that defect clustering must be taken into account 
when modelling disorder in pyrochlore related oxides [1451. She found that the most stable 
cluster configuration in A2B207 pyrochlore was made up of an anion Frenkel defect and two 
cation antisite defects in nearest neighbour positions: 
{A13 : BA : V.(48 f) : 0(8a)y 
	
(6.7) 
Henceforth this cluster will be referred to as cluster A. The full complement of point defects 
listed above cannot, however, be arrived at with this cluster alone. A maximum of six of these 
clusters can be used in the pyrochlore cell before excess V(;(48 f) defects are introduced. A 
second cluster (cluster B) was introduced which comprised of the defects remaining after six 
instances of cluster A had been accounted for: 
2A'B : 2BA : V0(80 : 0;(8a) x 	 (6.8) 
The defect volumes associated with the lowest energy configurations of clusters A and B were 
calculated for each pyrochlore composition. From these, the overall volume changes on going 
from ordered pyrochlore to disordered fluorite were calculated thus: 
AVM = 6 x VclusterA VclusterB  
Vo 	 Vo 
(6.9) 
where VclusterA and VclusterB are the defect volumes for cluster A and cluster B respectively. 
Supercell Calculations 
In addition to the cluster calculations described in the previous section, disordered supercells 
were created (as described below) then equilibrated using isobaric molecular dynamics. The 
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volume of a disordered fluorite was obtained from the size of the cell averaged over the data 
collection stages of equilibration. 
A 3 x 3 x 3 pyrochlore supercell containing 2376 atoms was used as the starting point from 
which disordered cells were generated. The initial dimensions of the simulation cell were 
determined from the results of static energy minimisation of the pyrochlore structure. 
A simple model for disorder was assumed. For each composition, the A3+ and B4+ ions were 
assigned randomly to the available 16c and 16d sites. A similar procedure was employed on 
the oxygen sub-lattice, where anions were distributed not only to the 48f and 8b sites occupied 
in pyrochlore but also to the normally unoccupied 8a site. The resulting supercell was then 
equilibrated using the following series of molecular dynamics runs: 
1. Molecular dynamics performed for 7.5ps at 1500K in the canonical (NVT) ensemble. 
2. NPT equilibration at 1500K. 
3. NPT quench to 1200K. 
4. NPT equilibration at 1200K. 
5. NPT quench to 900K. 
6. NPT equilibration at 900K. 
7. NPT quench to 600K. 
8. NPT data collection at 600K. 
9. NPT quench to 300K. 
10. NPT equilibration and data collection at 300K. 
The quench steps listed above were achieved by an iterative procedure where temperature was 
reduced in 10K steps with 0.lps of molecular dynamics being performed at each temperature. 
Equilibration stages were 7.5ps long and during the data collection steps, cell volume was 
sampled at 0.05ps intervals. All dynamics runs used a timestep of 1 fs. 
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Temperature was maintained during dynamics calculations by using the Nose-Hoover thermo-
stat. Isobaric simulation steps used the anisotropic Hoover barostat and were performed with 
OPa of applied pressure. This barostat allowed both cell volume and shape to vary during 
molecular dynamics. Both the thermostat and barostat had a relaxation time of 0.5ps. Calcula-
tions were performed using version 2.14 of the DLYOLY simulation code [160]. 
For each composition, five randomised fluorite super-cells were examined. The results pre-
sented later are the average of these five structures. As each 3 x 3 x 3 supercell contained 27 
pyrochlore cells, this effectively meant that 135 disordered pyrochlore cells were sampled for 
each composition. In practice, the energies of the five different randomised cells were found to 
be very similar. For example, the average total energy at 300K for the five Gd2Ti207 cells was 
272.8 eV per A2B207 formula unit and only had a standard deviation of 0.04 eV. Similarly, the 
average energy of the five disordered Gd2Zr2O7 cells was 262.4 eV per formula unit, and had 
a standard deviation of 0.05 eV. 
In addition MD derived 170 values were calculated for each composition by performing 7.5ps 
of NPT equilibration at 300K on an ordered 3 x 3 x 3 pyrochlore cell. 
6.2.2 Volume Change on Becoming Amorphous 
Amorphous structures were created from 3 x 3 x 3 pyrochlore supercells using a melt-quench 
method. The melt-quench 'recipe' was as follows: 
1. 15ps NVT randomisation stage at 7000K (9000K for titanates). 
2. NVT quench to 5000K. 
3. NPT quench to 1500K. 
4. NPT equilibration for 7.5ps at 1500K. 
5. NPT equilibration at 1500K. 
6. NPT quench to 1200K. 
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7. NPT equilibration at 1200K. 
8. NPT quench to 900K. 
9. NPT equilibration at 900K. 
10. NPT quench to 600K. 
11. NPT data collection at 600K. 
12. NPT quench to 300K. 
13. NPT equilibration and data collection at 300K. 
The details of the quench and equilibration stages were the same as those used during the sim-
ulation of the disordered structures described above and is similar to that used when creating 
the silicate and borosilicate glasses described in earlier chapters (see chapter 2). With the ex-
ception of A2Ti2O7 compositions the initial randomisation stage of the melt-quench process 
was performed at a temperature of 7000K. However, certain titanate compositions failed to 
amorphise at this temperature, as a consequence, the titanates were heated to 9000K. All the 
structures resulting from melt-quenches were examined using molecular visualisation to con-
firm that they had amorphised. As before volumes were sampled every 0.05ps at 300K during 
the data collection stage of the simulation. 
Pair Potentials 
As with the glass simulations presented earlier, short range atomic interactions between ions 
in the pyrochlore system were described using classical pair-potentials. A slightly different 
potential form was employed than with the glass systems; pair interactions were described 
using the Buckingham potential [161]: 
Oshort = A exp
rij Cif 
6 p 	Yu  
(6.10) 
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where A, p and C are parameters specific to pairs of interacting species. As before, .short was 
the potential energy between a pair of ions (i and j) separated by rii. Electrostatic forces were 
calculated using the Ewald sum [64]. 
The potentials used during both the molecular dynamics and Mott-Littleton volume calcula-
tions were based on those by Cleave [146]. These used partial charges of —1.7, +2.55 and 
+3.4 for the 0, A and B ions respectively. The values of A, p and C used can be found in 
table 6.4. 
6.2.3 Volume Change Predictions 
Having obtained volumes for pyrochlore compositions in the ordered, disordered and amor-
phous states, it was possible to calculate the volume change associated with moving between 
from one state to another. The following state changes were calculated: pyrochlore to amor-
phous, fluorite to amorphous and pyrochlore to fluorite. These were obtained simply by taking 
the volume difference between each state. For example, the volume change on going from 
pyrochlore to amorphous was calculated by subtracting the volume of the pyrochlore cell from 
the volume of the amorphous simulation cell. The volume change was then expressed as a 
percentage of the original state (in this case as a percentage of the original pyrochlore cell 
size). 
As shown earlier (section 6.1.1), the fluorite unit cell is comparable with s  of the full pyrochlore 
cell; the lattice parameter of the fluorite cell being half that of the equivalent pyrochlore struc-
ture. The dimensions of a 2 x 2 x 2 fluorite supercell are therefore directly comparable to those 
of the equivalent pyrochlore unit cell. The volume changes that follow, were calculated against 
this comparable cell. For example, the volume change, on going from pyrochlore to disordered 
fluorite is the volume change between a full pyrochlore cell and a cell containing eight fluorite 
unit-cells. 
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Interacting Species A (eV) p (A) C (eV A6) 
Er2.55±-013-  2103.60 0.3097 17.55 
Eu2.55±-01-7- 2172.45 0.3168 20.59 
Gd2.55+-013-  2165.40 0.3158 19.90 
La2.55+-01.7- 2306.26 0.3263 23.25 
Lu2.55+-01.7- 2069.99 0.3067 16.87 
Mo3.4+-01-7- 1901.50 0.3011 0.00 
Nd2.55+_01.7- 2205.88 0.3206 22.59 
013--01.7- 4870.00 0.2670 77.00 
Pb3.4±-013-  2005.10 0.3203 19.50 
RU34+-01.7- 1883.39 0.2954 0.00 
Sm2.55±-01-7- 2179.20 0.3181 21.28 
Sn3.4±-01.7- 1945.41 0.3099 13.66 
Ti34+-01 3- 1865.80 0.2946 0.00 
y2.55+_01.7- 2107.60 0.3109 17.51 
Yb2.55±-01 7- 2075.26 0.3076 16.57 
Zr3.4+-01.7- 1953.80 0.3109 5.10 
Table 6.4: Short range pair potential parameters: Partial charge model. 
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Contour plots 
Contour plots provide a convenient way for elucidating the trends in smoothly varying sets of 
related data. As a consequence, contour maps were used to show the results of the volume 
change calculations. These were constructed by ordering B4+ cation radius along the x-axis 
whilst the A3+ radii were ordered along the y-axis. The material property of interest (i.e. 
volume change predictions) were shown in the contour plots by levels of varying colour. Hot 
colours represented high values and cold colours, low values. Points at which simulations had 
been performed were indicated using white circles overlaid onto the plot. The filled regions 
were bounded by contour lines connecting values with the same property value. All cation radii 
were taken from Shannon [118]; VIII coordinate radii were used for the A3+ cations and VI 
coordinate radii were used for the B4+ cations. Values falling between simulation results were 
obtained using a spline based interpolation scheme [162]. All contour maps were made using 
the Generic Mapping Tools computer package [163]. 
Volume Changes Associated with Irradiation Processes 
Contour plots showing volume change on going from ordered pyrochlore to the amorphous 
state and from fluorite to amorphous are shown in figures 6.5 and 6.6 respectively. Two meth-
ods were used to calculate the volume change from pyrochlore to fluorite. The results of the 
supercell method appear in figure 6.7 whilst those calculated using the cluster method are given 
in figure 6.8. 
The general trend, observed in all the contour plots, shows volume change decreasing from 
the top left to the bottom right of the contour plots. In other words, volume change tended to 
decrease as B cation radius increased and A cation radius decreased (a decrease in A:B cation 
radius ratio). In terms of the magnitude of change, the fluorite to amorphous results yielded the 
largest variation, with volume changes ranging from ,--, 10% in La2Ti2O7 to 2% for Lu2Pb2O7. 
The pyrochlore to fluorite transformation yielded a smaller range and the fluorite to amorphous 
volume changes were almost independent of composition showing only a ,s, 2% variation across 
the compositional range considered. 
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Figure 6.5: Volume change between ordered pyrochlore and amorphous state, calculated from 
MD results. 
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Figure 6.6: Volume change on going from disordered fluorite to amorphous state, calculated 
from MD results. 
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Figure 6.7: Volume change between ordered pyrochlore and disordered fluorite, calculated 
from MD results. 
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As few experimental values for volume change have been published for the compositions con-
sidered, reasonable comparison of the values calculated here with published values was diffi-
cult. Ewing et al. [138] have however, quoted an experimentally determined volume change 
of 5.85% for Gd2Ti2O7 on going from pyrochlore to becoming amorphous at a temperature of 
350K. This compares to the value calculated here of 7.5% at 300K which is an over-estimation 
of 1.7%. This assumes, of course, that the material measured by Ewing et al. was indeed 100% 
amorphous with no residual ordered fraction. 
It is possible that the high quench rate (1 x 1014 K/s) used during the melt-quench procedure 
could also account for this difference. A high quench rate leads to an amorphous state with 
a high fictive temperature [20, 164]. The fast quench rate leads to some of the attributes of 
a material's high temperature structure being preserved at room temperature. As atoms in a 
high temperature structure tend to have less efficient packing, amorphous systems which have 
been quenched rapidly tend to have larger volumes than those which have been quenched more 
slowly. As a result, it is perhaps not surprising that this method slightly over-estimates the vol-
ume of the amorphous state. In order to test this hypothesis, an amorphous Gd2Ti2O7 structure 
was created using a slower quench rate of 1 x 1013 K/s. This was an order of magnitude slower 
than that used for the other quenches and had the desired effect in reducing the predicted py-
rochlore to amorphous volume change by 1.4%. Unfortunately, longer quench times lead to 
longer simulation times. With the available computational resource and the large number of 
compositions examined, it was not possible to run simulations at the slower quench rate for all 
compositions. The level of over estimation should be the same for all the amorphous volumes, 
as such the general trends in this data should be valid (see section 7.3). Volumes obtained from 
molecular dynamics for the fluorite and pyrochlore supercells were not quenched, therefore the 
volume changes obtained from these results are expected to have a smaller error. 
The volume changes predicted by the supercell method (figure 6.7) suggest that there is essen-
tially no volume change for the zirconates on going from pyrochlore to fluorite. By compar-
ison, the titanates showed significant volume increases, ranging from over 3% for La2Ti2O7  
to around 0.5% for Lu2Ti2O7. These changes were however, somewhat lower, than those ob-
served for the transformation from pyrochlore to amorphous. 
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The volume change results may suggest a reason why certain materials undergo a transforma-
tion to fluorite before amorphising. The overall volume change on going from pyrochlore to 
fluorite, then from fluorite to the amorphous state is equal to that experienced when amorphis-
ing directly from ordered pyrochlore. 
Comparison of Supercell and Cluster Methodologies 
The pyrochlore to fluorite volume change results obtained using the supercell (figure 6.7) and 
cluster (figure 6.8) methods show a good level of agreement. The same general trend is seen 
in the contour plots generated via both methodologies, and if viewed side by side, the contour 
lines in both figures are parallel. The level of agreement obtained between the two sets of 
data is gratifying given the quite different methodologies used. This cross validation should 
engender some confidence in predictions made from these results. 
Although in good general agreement, some differences are apparent between the two sets of 
results. The contour lines were more closely spaced in the cluster results suggesting that py-
rochlore to fluorite volume change was more sensitive to the A:B cation radius ratio than pre-
dicted by the supercell method. This difference means that as A:B ratio increased towards the 
titanates, volume change predictions from the cluster model increase more rapidly than the su-
percell values. This led to a 1-2% difference at large A:B ratios. Both models, however, predict 
a position for the technologically significant 0% contour that corresponds, approximately, to 
the edge of the disordered fluorite phase field shown in figure 6.4. 
What could account for the differences observed between the supercell and cluster methods? 
In the supercell model, the thermal motion of atoms was considered explicitly. As the name 
suggests, the static energy minimisation procedure used during cluster calculations, does not 
consider thermal motion. In effect structures are relaxed at a temperature of OK. The volume 
of the pyrochlore and fluorite systems would be expected to increase with temperature as they 
both have positive thermal expansion coefficients. If the difference between thermal expansion 
coefficients for the fluorite and pyrochlore phases decreased as a function of composition on 
moving from the zirconates, to the titanates, the volume changes predicted by the supercell 
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Figure 6.8: Volume change between ordered pyrochlore and disordered fluorite, calculated 
from Mott-Littleton defect energies. 
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method would be smaller. This could help explain the divergence between the two models, but 
clearly more work is necessary to verify this hypothesis. 
The other main difference between the supercell and cluster models was in the way they rep-
resented disorder. The cluster used during Mott-Littleton calculations represented the lowest 
energy configuration for the defects in each cluster. By comparison, disorder was introduced 
into the supercells using a simpler, probabilistic approach. Atoms were assigned at random 
to available sites without consideration as to which configurations were more thermodynami-
cally likely. Given the relatively low equilibration temperature it is unlikely that localised, high 
energy defect configurations, would have had a chance to anneal out of the structure during 
equilibration (particularly on the cation sublattice). This would mean that the volume changes 
predicted by the supercell method are likely to have been for systems with higher internal en-
ergy than those represented by the cluster method. If this was the case however, it might be 
expected that the volume change predictions for the titanate compositions would be higher than 
the cluster predictions. As discussed earlier, the titanates are more sensitive to lattice disorder 
than the zirconate pyrochlores. Therefore, if they contained high energy defect configurations, 
it is possible that this would manifest itself in terms of higher lattice strain and thus large 
order-disorder volume changes. Instead, it was the cluster method that predicted larger values 
for these compositions. This suggests that the simple disorder model adopted for the supercell 
calculations, was not to blame for the divergence between the two models. 
Volume Change in Relation to Irradiation Stability 
How can the volume change results be interpreted in terms of the irradiation stability of the dif-
ferent compositions? As previously mentioned (see section 6.1.2), Sickafus et al. argued that 
the internal energy of formation for a cluster (similar to cluster A), could be used to predict the 
radiation tolerance of a pyrochlore material [141]. Those materials, found to have low disorder 
energies (and hence good radiation tolerance), coincide with those compositions which showed 
little or no overall volume change on becoming disordered fluorite. Similarly, those materials 
which have previously shown large defect energies (see refs. [141, 145, 165]) correspond to 
compositions in which a transformation to a disordered fluorite causes significant volume in- 
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creases and would therefore induce significant lattice strain. This means that on becoming 
disordered, the penalty imposed by the change in internal energy and by the increase in lattice 
strain makes it more difficult for these materials to tolerate the disordered fluorite state, as a 
consequence it is possible that this makes it more difficult for them to tolerate disordering by 
displacive radiation events. 
In conclusion, if volume change is considered as a materials selection criterion for nuclear 
waste materials, those materials close to the 0% contour of the pyrochlore to fluorite contour 
plot (figure 6.7) should be favoured. Under irradiation these compositions would be expected 
to show good dimensional stability. In addition, compositions close to this contour, such as 
Gd2Zr2O7, have already been shown to display good radiation tolerance. It is also interesting 
that the 0% contour sits close to the pyrochlore to fluorite phase transition. This suggests that 
the small volume changes and good radiation tolerance of these compositions is due to their 
structural similarity to the parent fluorite phase rather than anything specific to the pyrochlore 
structure. 
6.3 Predicting Pyrochlore to Disordered Fluorite Transformation 
Temperature 
It has been established experimentally that at high temperatures, some pyrochlore compounds 
undergo a transformation from ordered pyrochlore to disordered fluorite whilst others remain 
as pyrochlore until they melt [140]. On transforming to disordered fluorite, the properties 
of the material can change. For instance thermal conductivity can decrease as disorder in-
creases [166], whilst oxide ion conductivity can see large increases [167]. In high temperature 
applications, such as fuel cells and thermal barrier coatings for gas turbine engines, it is useful 
to know at what temperature any order-disorder transformation might occur. Previously, Stanek 
and Grimes [168] described an Arrhenius type relationship between the formation energy (f) 
for a defect cluster containing cation antisite and oxygen Frenkel pairs and the order-disorder 
transformation temperature (ToD): 
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ln (f) = ni x 
1
+ c 
TOD 
(6.11) 
This takes the form of a straight line with gradient, in, and an intercept with the dependent axis 
of c. Using experimental values for Top (see table 6.1), and defect energies from Mott-Littleton 
calculations it was possible to establish values for m and c that allowed predictions for Top to 
be made by extrapolating from the existing experimental data. An Arrhenius model was chosen 
by Stanek and Grimes [169] as they assumed that the transformation to disordered fluorite was 
governed by a diffusion process. 
A similar approach has been used here to predict order-disorder temperatures for zirconate 
pyrochlores. In the same way as Stanek and Grimes [168], a small area of the disordered 
lattice was represented using a cluster of point defects consisting of both oxygen Frenkel and 
cation antisite defects in nearest neighbour positions (i.e. cluster A from the Mott-Littleton 
defect volume calculations in section 6.2.1). It is assumed that the internal energy to form this 
small section of disorder was representative of the disorder in a defect fluorite as a whole. 
In order to allow direct comparison of the current results with those of Stanek and Grimes [168], 
the same set of pair potentials was employed during defect calculations. These were based on 
Minervini's potentials from refs. [145] and [165]. The potential parameters used are given in 
table 6.5. In contrast to the potential set used during the volume calculations of section 6.2, 
formal charges of —2, +3 and +4 were assigned to the 0, A and B ions. Calculations were 
performed using both the CASCADE and GULP codes. 
Order-disorder transformation temperature predictions made using the ln f  oc — 7k) relation-
ship (equation 6.11) are plotted in figure 6.9 along with Stanek and Grimes' earlier hafnate 
results (from ref. [168]). Using the experimentally determined order-disorder temperatures for 
Nd2Zr2O7, Sm2Zr2O7 and Gd2Zr2O7, given in table 6.1, it was possible to plot lnf vs. — T*. 
A trend line was then constructed through these points, using a least squares fit. Having es-
tablished the gradient (in) and intercept (c), it was possible to use equation 6.11 to predict Top 
from cluster formation energies for compositions with unknown transformation temperatures. 
The predictions resulting from this are given in table 6.7 and the defect energies used in their 
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Interacting Species A (eV) p (A) C (eV A6) 
Er3+-02-  1739.91 0.3399 15.55 
Eu3+-02-  1925.71 0.3403 20.59 
Gd3+-02-  1885.75 0.3399 20.34 
La3+-02-  2088.89 0.3460 23.25 
Lu3+-02-  1618.80 0.33849 16.27 
Mo4+-02-  1223.97 0.3470 0.00 
Nd3+-02-  1995.20 0.3430 23.95 
02-_02- 9547.96 0.2192 32.00 
Pb4+-02-  1640.34 0.3507 19.50 
Ru4+-02-  1215.78 0.3441 0.00 
Sm3+-02-  1944.44 0.3414 21.49 
Sn4+-02-  1414.32 0.3479 13.66 
Ti4+-02-  2131.04 0.3088 8.986 
Y3+-02-  1766.40 0.33849 19.43 
Yb3+-02-  1649.80 0.3386 16.57 
Zr4+-02-  1502.11 0.3477 5.10 
Table 6.5: Short range pair potential parameters for formal charge model used to predict order-
disorder temperature. 
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calculation, in table 6.6. 
6.3.1 Comparison of f vs TOD and lnf vs --Tol D models 
Equation 6.11 relates defect energy to transformation temperature through an Arrhenius type 
equation. It is by no means clear that this provides a better fit to experimental transformation 
temperatures than a simple linear model in which defect energy is assumed to be proportional 
to Top: 
f = mToD C 	 (6.12) 
where in and c are the gradient and intercept of a straight line linking defect energy (f) to 
transformation temperature (ToD). Using this relationship, values for in and c were once more 
established from a least squares fit to the experimental transformation temperatures in table 6.1. 
The predictions made using the linear model are plotted in figure 6.10 and compared with those 
made with the Arrhenius model in table 6.7. 
The residual error between predicted Top values and known experimental transformation tem-
peratures were calculated in an effort to show which of the linear and Arrhenius models best 
described the order-disorder transformation and are given in table 6.8. For the hafnate py-
rochlores the average error was 18K for the linear model and 22K for the Arrhenius model. 
The average error for the zirconates was 33K and 64K for the linear and Arrhenius models 
respectively (these compare with the ±50K error quoted for experimental transformation tem- 
System Defect Energy (eV) 
Nd2Zr2O7 3.81 
S m2Zr207  3.58 
Eu2Zr2O7 3.46 
Gd2Zr2O7 3.34 
Tb2Zr2O7 3.22 
Dy2Zr2O7 3.06 
Y2a207 2.97 
Table 6.6: Defect energies used to predict order-disorder transformation temperatures. 
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Figure 6.9: Plot of ln(f) vs. 	(hafnate data taken from [168]). 
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Figure 6.10: Predicted order-disorder transformation temperatures for zirconate and hafnate 
pyrochlores. Linear model. (hafnate data taken from [168]). 
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Order Disorder Temperature (K) 
System f vs. Top lnf vs. — 7*.) 
Ho2Zr2O7 1132 1378 
Y2Zr207 1214 1422 
Dy2Zr2O7 1362 1506 
Tb2Zr207 1625 1675 
Eu2Zr2O7 2020 1989 
Er2Hf2O7 2052 2100 
Ho2Hf2O7 2150 2179 
Dy2Hf207 2269 2280 
Table 6.7: Order disorder temperatures predicted from defect energies using linear and lnf vs 
—1/T models, (hafnate data from [168], for compositions whose transformation temperatures 
have not been established experimentally). 
peratures). In both cases, the linear model fitted the experimental transformation temperatures 
better than the Arrhenius model. For this reason, predictions made from the linear model were 
used in the discussion that follows. It must be noted however, that the linear model has been 
chosen on an empirical basis, clearly further work that established the physical processes un-
derlying the order-disorder transformation, should be carried out (see 7.3). 
6.3.2 Eu2Zr2O7 
Phase diagrams published for the Zr02-Eu2O3 system suggest the existence of a pyrochlore 
phase field [170]. The bounds of this field, however, are hypothetical with no order-disorder 
transformation temperature indicated (see figure 6.11). In addition, this composition is bounded 
by Gd2Zr207 and Sm2Zr207 in the plot of f vs. Top in figure 6.7, both of which have experi-
mentally verified transformation temperatures. Structurally, these pyrochlores are also similar 
to Eu2Zr2O7: Gd, Eu and Sm have ionic radii of 1.053, 1.066 and 1.079A respectively [118]. 
Their 48f positional parameters are also very similar all having values about 0.333 [171]. It 
seems likely therefore that this composition will undergo a transformation from an ordered 
pyrochlore to disordered fluorite at around the predicted value of 2020K. 
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Figure 6.11: Zr02-Eu203 phase diagram reproduced from [170]. 
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Order Disorder Temperature (K) 
System Experiment f vs. Top ± In f vs. TOD 1  
Gd2Zr207 1803 1823 20 1821 18 
Sm2Zr2O7 2273 2217 56 2184 89 
Nd2Zr2O7 2573 2595 22 2658 85 
Tb211f207 2423 2444 21 2439 16 
Gd2Hf2O7 2623 2592 31 2584 39 
Eu2Hf2O7 2723 2721 4 2720 5 
Sm2Hf2O7 2823 2838 15 2851 29 
Table 6.8: Residual values for linear and lnf vs —1/T, Top values predicted by each model 
are compared with experimental values. 
As Tb3+ is only 0.01.E smaller3 than Gd3+ and the predicted transformation temperature for 
Tb2Zr207 (1622K) lies close to that of the known transformation temperature of Gd2Zr2O7 this 
composition may also be worthy of further investigation. 
The pyrochlore stability map in figure 6.4 shows that Ho2Zr207, Dy2Zr2O7 and Y2Zr2O7 have 
not been seen as ordered pyrochlores even under conditions of high pressure synthesis [140]. 
The low predicted transformation temperatures for these compounds (1132, 1214 and 1362K 
respectively) support this finding. The low temperatures indicate that the activation energy for 
disorder would be sufficiently low for ordering not to occur (even if it were possible to form 
these A2B207 compositions). 
The transformation temperatures plotted in figure 6.10 also suggest another interesting possi-
bility; the predictions for Dy2Hf207, Ho2Hf2O7 and Er2Hf2O7 were close enough to the exper-
imental value for Gd2Zr2O7 that it may be possible to observe these compositions as ordered 
pyrochlores. 
3 Calculated from +3 VIII coordinated Shannon radii [118] 
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sitions", Journal of Materials Research, vol. 19, p. 1603, 2004. 
Chapter 7 
Suggestions for Further Work 
The following chapter, provides suggestions on how the glass, glass-ceramic and pyrochlore 
work contained in this thesis could be extended. 
7.1 Glass Simulations 
In section 3.5.2, Voronoi tessellations were generated for simulated glass systems. These were 
used to establish connectivity between the alkali atoms in these glasses; this information was 
then used to define the alkali distribution in terms of a network structure. As migration of alkali 
atoms through glasses is thought to proceed via a hopping mechanism (in which atoms jump 
between neighbouring sites) it was argued that each network edge represented a possible path 
along which a migratory hop could occur. It was then argued that analysis of the connectivity 
and length of paths in these networks could be used to predict the efficiency of alkali migration 
through the glass and hence glass durability. 
Defining a glass' alkali distribution as a network is potentially a very powerful technique. In 
effect it makes a link between the structure of a glass and some of its dynamic properties. As it 
stands, however, this technique is largely untested. Further research must therefore be carried 
out to determine if intrinsic properties of networks (describing connectivity and path lengths), 
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are physically significant to alkali migration. As further work, alkali network predictions must 
be tested. This could be achieved as follows: a series of model glass structures could be created 
comprising of alkali and mixed alkali compositions. Predictions for the relative migration 
behaviour of atoms in these model systems could then be made using the Voronoi cell method. 
These predictions would then be tested using molecular dynamics simulations, from which the 
rate of alkali ion migration could be calculated. This could be partnered by an experimental 
programme in which the same series of glasses could be generated, allowing migration of alkali 
atoms to be measured and compared with the model predictions. 
Reverse Monte Carlo (RMC) provides a useful technique for generating model glass structures 
that provide excellent agreement with experimental data. RMC can also be used to refine the 
structure of simulated glasses generated using molecular dynamics, to give a better level of 
agreement with experiment [93]. A disadvantage of the traditional RMC technique is that it 
creates static structures (although a hybrid technique that combines RMC and MD has been 
suggested [40]). As the migration of alkali atoms is a dynamic process RMC cannot be applied 
to its study. This is unfortunate because RMC can generate structures that match experiment 
better than molecular dynamics alone. Assuming it is valid, the Voronoi cell method could be 
used to make predictions for alkali migration from static models of the sort generated by RMC. 
The MW and MW+Al+Mg glass compositions used during the simulation of glass ceramic 
interfaces were closely related to those used in commercial vitrification processes [11]. The 
effects of nuclear waste on these systems has however, not been considered explicitly by this 
work. The effect of waste elements on the structure of glasses should be considered in future. 
This could yield useful information that would help improve the design of future wasteforms. 
7.2 Glass Ceramic Interfaces 
Techniques similar to those used to generate the results shown in chapters 4 and 5 could be 
adapted to consider the effects of waste elements on glass ceramic interfaces. With suitable 
pair-potentials there is no practical reason why the quench with ceramic technique could not 
be used to simulate waste bearing simulated glass-ceramic systems. These systems could then 
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be examined to answer a number of interesting questions. 
Glass-ceramic composite wasteforms are sometimes used to immobilise high level nuclear 
waste [11]. Computer simulations could be used to determine whether certain elements par-
tition to the ceramic or the glass phase in these materials. Using a technique similar to that 
employed here, energies could be calculated for glass-ceramic systems where the waste ele-
ments were, in the first instance, dispersed in the glass phase, and in the second instance in the 
ceramic phase. The energy difference between the two systems could then be used to see if 
the waste would rather sit in the glass or ceramic phase. Systematic calculations of this sort 
for different glass and ceramic compositions could highlight regions of compositional interest. 
This information could then be used to optimise the composition of glass-ceramic composites 
used for nuclear waste containment. 
Self irradiation of nuclear wasteforms by the radionuclides they contain is a concern when 
considering a wasteform's long-term performance [11]. Molecular dynamics has been used to 
successfully simulate the effects of a-particle radiation on the structure of nuclear waste glass 
compositions [172]. It has also been used to study the performance of ceramic wasteforms 
under a irradiation [173]. Similarly, molecular dynamics could be used to study the way in 
which glass-ceramic interfaces react to the type of ballistic damage caused by a-particles. The 
damage (and recovery processes) associated with primary knock-on atoms approaching the 
interface at different angles and with different energies could be examined. This could show if 
these damage processes encouraged or discouraged devitrification of waste glasses. 
In section 4.3.3 it was found that the potential model employed for glass and glass-ceramic 
simulations, gave lattice energies for MgO, CaO, SrO and BaO that were significantly lower 
than those obtained experimentally. Although the potentials predicted glass and ceramic struc-
tures consistent with the available experimental data, the difference in lattice energy indicates 
that this potential set could be improved. As further work, an improved set of pair poten-
tials should be derived that not only correctly predicts structural properties but also lattice and 
surface energies for both glass and ceramic materials. 
The analyses in chapters 4 and 5 focused on the structure of the ceramic and glass close to 
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glass-ceramic interfaces. As further work it would be interesting to consider the effects of 
interfaces on dynamic processes in the glass and ceramic phase adjacent to the interface. It 
was found that often quite profound structural changes had occurred in the systems examined. 
In particular, at most interfaces the concentration of alkali species in the glass proximal to the 
interface was enhanced. Further analysis showed that at the interface, alkali atoms sat above 
particular crystallographic sites in the ceramic's surface leading to partial ordering of the glass. 
The mobility of alkali species in the glass is much higher than the network formers (e.g. Si, 0 
and B). It is likely that the interfacially induced ordering of these mobile species would have 
changed their mobility in comparison to the bulk glass. For instance, alkali atoms might be 
quite tightly bound to sites at the ceramic surface decreasing their mobility. Alternatively, the 
ordered arrangement of alkali ions at the interface might allow diffusion to occur more rapidly 
(as the diffusion pathways would be straighter and less tortuous) the same may be true for 
segregated fission products. Examination of long timescale MD simulations would allow the 
dynamic behaviour of alkali atoms close to simulated glass ceramic interfaces to be compared 
with those in the bulk glass. Bearing in mind that long timescale techniques are dominated by 
the fastest process, the migration of alkalis may occur on a timescale that is too small to allow 
significant acceleration of the simulation. 
The enhancement of alkali ions adjacent to glass-ceramic interfaces led to their depletion for 
a small region further from the interface (see section 4.5.1). Longer equilibration times might 
show that this depletion region disappeared as diffusion of alkali atoms from the bulk glass 
into this region occurred. Long MD runs of this kind would be worthwhile as they would 
show whether or not this depletion region was a characteristic of glass ceramic interfaces or a 
temporary response to the enhanced alkali concentration at the interface. 
In section 4.3.2 it was found that interfaces containing MW+Al+Mg glass consistently showed 
lower interfacial energies than equivalent interfaces with the MW glass composition. Unfortu-
nately, it was found that the small number of Mg and Al atoms in the MW+Al+Mg glass made 
it difficult to obtain reasonable statistics for these species. As a result, it was not possible to 
determine the effects of adding Al and Mg to the MW glass interfaces. As further work, larger 
systems containing more particles could be created. This would allow statistics to be obtained 
from a significant sample of Mg and Al atoms, without changing the composition of the glass. 
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Additionally, glass compositions could be created allowing the individual effects of Al and Mg 
to be observed. Glass ceramic interfaces for MW glass with Al (but not Mg) could be exam-
ined to see if the interface's energy decreased due to the polymerising effect of Al. Similar 
simulations for MW glass with Mg (but not Al) would show if the energy decrease could be 
attributed to the network modifying effects of Mg. 
Ravishankar et al. [174] have reported that faceting of a ceramic may occur at a glass-ceramic 
interface. Droplets of anorthite liquid (a calcium aluminosilicate) were cooled rapidly on the 
surface of alumina. These were then etched away using HF acid. In regions that had been 
underneath droplets, faceting of the ceramic surface was observed. The work presented in this 
thesis considers the planar (100) and (110) terminating surfaces of rocksalt compositions. It is 
possible that faceting of the surface could help lower the energy of glass-ceramic interfaces. A 
future study could look at whether surface faceting also lowered interfacial energies at glass-
rocksalt interfaces. In addition, it would be interesting to see if the densified layers found 
parallel to planar interfaces (described in chapter 5), also occurred at a non planar, faceted 
surfaces. 
In section 4.3.1, a general trend was observed whereby, interfacial energy could be linked 
to the ceramic component's surface energy for the MW glass series of interfaces. Ceramic 
surfaces with large surface energies had smaller interfacial energies, whilst smaller surface 
energies indicated larger interfacial energies. This is interesting, however, to properly establish 
any trend between surface energy and interfacial energy, more interfacial systems would need 
to be considered. If such a link could be established, a knowledge of surface energy could, 
potentially be used to predict interfacial properties. 
Density oscillations were found in the glass adjacent to glass ceramic interfaces. These oscil-
lations took the form of decaying sinusoidal wave. In section 5.2.1, a function of the following 
form was used to describe these oscillations: 
p(r) = A • exp[—b(r — s)]• cos[ 2±E (r — s)1 + d 
The exponential component of this expression was used to represent the attenuation in the 
amplitude of the density oscillations as the distance from the interface increased. However, the 
choice of an exponential form to describe the decaying amplitude was rather arbitrary. Work 
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should be done in establishing the underlying physical processes that determine the rate of 
density oscillation decay (as a function of distance from the interface). It may be that this is 
related to the dielectric behaviour of the glass close to the interface (which would be expected 
to vary depending on the interface), if so, a decay function proportional to 	(where r is the 
distance to the interface) might be expected. 
7.3 Pyrochlore 
Volume change predictions were calculated for pyrochlore compositions on going from an or-
dered pyrochlore to an amorphous state (see chapter 6). Volumes for the amorphous state were 
calculated by using a melt-quench procedure (see chapter 2). It was found that, when compared 
to the limited amount of experimental data available, the amorphous volumes predicted by this 
method were too large. As a test, a lower quench rate (1 x 1013 compared to 1 x 1014 Ks-1) 
was used for the Gd2Ti2O7 system. The amorphous volume change predicted using this lower 
quench rate was found to be much closer to the experimental value. This suggests that, in order 
to improve the pyrochlore to amorphous volume change predictions, all of the other pyrochlore 
compositions examined should be obtained using this lower quench rate. 
It has been found that certain rare-earth A2B207 compositions exhibit the delta phase structure 
rather than pyrochlore [146]. For completeness therefore, volume changes between pyrochlore, 
defect-fluorite and the delta phase should be calculated. 
The predictions for volume changes occurring between the pyrochlore and defect-fluorite struc-
tures were obtained using two distinct methodologies. In the first, volumes were obtained for 
the pyrochlore and fluorite states using molecular dynamics in conjunction with large super-
cells. In the second, clusters of point defects were used to represent a small portion of the 
disordered fluorite lattice from which volume changes were obtained. In general both, the 
supercell and cluster models predicted the same variation for volume changes as a function 
of composition. In particular, both methods predicted that pyrochlore compositions near the 
pyrochlore-defect fluorite phase boundary would show very small volume increases on becom-
ing disordered. However, as the A:B cation radius ratio increased on moving from the zirconate 
CHAPTER 7. SUGGESTIONS FOR FURTHER WORK 	 244 
to titanate pyrochlores, the level of agreement between the two models decreased. For titanate 
compositions, the cluster model predicted larger volume changes than the supercell method. 
This behaviour was unexpected (for the reasons given in section 6.2.3). The difference be-
tween the two models could be accounted for by a difference in thermal expansion coefficient 
between the zirconate and titanate series. Alternatively, this may indicate that the low energy 
nearest neighbour defect clusters employed in the cluster method, did not represent the lowest 
energy defect configuration for these materials. Further investigations should be performed to 
establish why the two models did not agree. It would be enlightening to compare the thermal 
expansion coefficients for the zirconate and titanate series of compositions. In addition, de-
fect clusters that take in, not only nearest neighbour but next nearest neighbour configurations 
should be considered, to see if a lower energy defect configuration exists. 
Amorphous structures were generated for pyrochlore materials by performing a melt-quench. 
At the end of each quench, computer visualisation was used to establish that each material 
had amorphised and had not retained the crystalline structure used as the starting point of the 
quench. The amorphous structure of the pyrochlore was not however characterised further. 
The details of the amorphised pyrochlore structures should be examined. For instance, the 
coordination environments of the A and B cations in the amorphous state could be compared 
to those in the pyrochlore crystal. It would be interesting to see if the local order of the crystal 
was maintained in the amorphous state (as is the case in vitreous silica). 
In section 6.3, predictions were made for pyrochlore to defect fluorite transformation tempera-
tures. In order to make these predictions, a correlation was established between the formation 
energy for a cluster of isolated defects and experimentally determined order-disorder trans-
formation temperatures. Once this had been achieved, calculated defect energies were used 
to predict order-disorder temperatures for compositions where an experimental value was not 
available. It was established that a linear relationship between defect energy and transfor-
mation temperature gave a better fit to experimental data, than an Arrhenius type expression 
that had been used previously [168]. The basis for choosing this linear model was empirical. 
Work should be carried out to establish the basic physics governing the order-disorder trans-
formation and to help justify the choice of a linear model. This could, in theory, be achieved 
by performing molecular dynamics on pyrochlore and disordered fluorite supercells. Energies 
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could be obtained for each structure by performing a series of MD equilibration runs, gradually 
increasing the temperature at each stage. The energy obtained for the pyrochlore and fluorite 
structures could be compared at each temperature: the point at which the fluorite cell gives a 
lower energy, would define the order-disorder temperature. 
Pyrochlore glass-composites have been proposed as nuclear wasteforms [37, 38], in which ra-
dionuclides would be contained in the pyrochlore phase which would then be dispersed in a 
glass matrix (to provide a further barrier between the waste atoms and the biosphere). Ruthe-
nium lead pyrochlores have also been observed [175] to form in lead borosilicate glasses con-
taining Ru additions. This is of interest as Ru02 accounts for 7.8 wt% of the calcine obtained 
from the reprocessing of magnox nuclear fuel [10]. It was always the intention of the work 
presented here, to consider pyrochlore-glass interfaces using the same techniques employed 
for the glass-rocksalt interfaces. Unfortunately, time constraints did not allow this to happen. 
However, a study of the interfaces between borosilicate glass and pyrochlore ceramics would 
help lead to a better understanding of these materials and should be carried out as further work. 
The volume changes predicted for pyrochlore materials in section 6.2, could also be applied 
to the study of glass-pyrochlore composites. Large pyrochlore volume changes could lead to 
microcracking of the glass matrix and have implications for wasteform durability by providing 
pathways for the ingress of water into the material. 
Chapter 8 
Conclusions 
The aim of the work presented in this thesis was to model glass, ceramic and glass-ceramic ma-
terials relevant to the immobilisation of nuclear waste. To this end simulations were performed 
which allowed the atomic scale structure of glass and glass-ceramic interfaces to be studied. In 
addition, order-disorder transformations and associated volume changes were considered for 
pyrochlore and pyrochlore related materials. 
8.1 Glass and Glass Ceramics 
In chapter 3, simulated silicate, alkali silicate, borosilicate and aluminoborosilicate glass sys-
tems were generated by performing a simulated quench from the molten state. These systems 
were compared with experimentally determined structural data which showed there was a good 
level of agreement between experimental and model systems. The experimental radial distri-
bution function for vitreous Si02 was compared with that obtained from the simulated glass. 
This showed, using Wright's reliability index [82], that the model system was within 8% of the 
experimental structure. The bond angle distribution for the silicate glasses was also compared 
with experiment and showed a similar level of agreement. The speciation of the borosilicate 
glasses was also compared with experimental values, again this showed that the simulation 
method had replicated the main structural features well. 
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For the alkali silicate and mixed alkali silicate glasses, the distribution of network modifying 
species was examined. Each glass system was partitioned using the Voronoi tessellation [102]. 
This was used to determine the coordination environment of the alkali atoms in the system. 
From this it was determined that significant aggregation of alkali species took place in a manner 
consistent with Greaves' modified random network theory [21]. 
With respect to the alkali distribution in the simulated mixed alkali glass compositions (i.e. 
Si02+Na+Li, MW and MW+Al+Mg glasses) it was found that, when considered as a whole, 
the alkali distribution was very similar to that seen in a single alkali, sodium silicate glass. 
In other words, considerable alkali aggregation was also observed in the mixed-alkali glasses. 
Extensive intermixing of the Li and Na species present in the mixed alkali glasses was ob-
served. In addition, the alkali species in these glasses were predicted to favour coordination 
environments in which they had heterogeneous alkali neighbours (i.e. Li atoms tended to have 
Na neighbours). The extent to which this is an active process, rather than a consequence of the 
random distribution of alkali atoms in the glass also needs to be investigated. 
Nearest neighbour alkali sites (defined using the Voronoi construct), were used to define net-
works of interconnected alkali sites. These were then used to predict the migration behaviour of 
alkali atoms in the Si02+Na, Si02+Na+Li, MW and MW+Al+Mg glasses. The Si02+Na glass 
was found to contain contiguous Na clusters which spanned the entire simulation cell. This 
indicated that this glass had exceeded its percolation threshold and would exhibit rapid alkali 
migration. The extensive intermixing of alkali sites in Si02+Na+Li, MW and MW+Al+Mg 
was predicted to reduce the ability of alkali species to migrate through these glasses. This view 
is consistent with the theory that a heterogeneous site blocking mechanism is responsible for 
the mixed alkali effect observed in oxide glasses. 
8.1.1 Glass Ceramic Interfaces 
The structure of glass-ceramic interfaces were predicted for several glass ceramic interfaces. 
Interfaces were generated between the (100) surface of MgO and Si02, Si02+Na, Si02+Na+Li, 
MW and MW+Al+Mg glass compositions. In addition, for the MW and MW+Al+Mg glasses 
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interfaces with CaO, SrO and BaO were studied. A comparison was also made between the 
(110) and (100) interfaces between MW glass and MgO, CaO, Sr() and BaO. 
Interfacial energies were defined for all the interfaces considered. These showed that, for the 
MW glass, (110) surfaces were stabilised by the glass-ceramic interface to a greater degree 
than equivalent (100) surfaces. 
For both the (100) and (110) MW glass interfaces it was found that the interfacial energy 
increased with ceramic cation radius between MgO and SrO. Unexpectedly, a drop in inter-
facial energy was found as the ceramic cation radius increased between Sr() and BaO. These 
trends were also observed for the (100) interfaces between MgO, CaO, SrO and BaO and the 
MW+A1+Mg glass. 
The alkali distribution at glass ceramic interfaces was examined. Increased alkali concentra-
tions adjacent to the interface were observed in most of the simulated glass-ceramic systems. 
As an example, a Li concentration ten times that found in the equivalent bulk glass was found 
adjacent to the interface of MgO (100) and MW glass. The level of interfacial alkali enhance-
ment decreased with increasing ceramic cation radius. This was attributed to a decrease in the 
number of anion sites found in the ceramic surface as the lattice parameter increased from MgO 
to BaO. 
Alkali atoms sitting at (100) interfaces sat in positions directly above anion sites in the ceramic 
surface. At (110) interfaces alkali atoms sat over furrows in the ceramic surface, above cations 
in the second layer of the ceramic block. Alkali atoms at interfaces between glasses and the 
MgO ceramic, sat in positions which represented cation sites in the next layer of the MgO 
lattice (if the lattice had continued). In effect a layer of the MgO cation sublattice, partially 
occupied by alkali atoms, was formed in the glass adjacent to MgO interfaces. 
At the interfaces between the (100) surface of MgO and the Si02+Na, Si02+Na+Li, MW and 
MW+Al+Mg glasses, oxygen atoms in the glass adjacent to the interfaces tended to sit over 
cation sites in the ceramic's surface. At the same interfaces, the glass cations near the interface 
were associated with anion sites in the surface. In effect silicate tetrahedra aligned one of their 
edges along the ceramic's < 110 > vector, parallel to the plane of the interface. 
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By comparison, the borate and silicate polyhedra at the interfaces between the (100) surfaces 
of CaO, SrO, BaO and the MW and MW+A1+Mg glasses tended towards different orienta-
tions. Whilst glass cations adjacent to these interfaces tended to sit above anion sites in the 
glass surface, anions did not sit directly above ceramic cations (as observed at MgO-(100) in-
terfaces). Instead, glass sat above interstitial sites in the (100) ceramic surface. This change 
in behaviour between MgO and the other rocksalt compositions, was attributed to the nearest 
neighbour cation separation in the ceramic surface being approximately equal to the tetrahedral 
edge lengths of borate and silicate tetrahedra, but larger in CaO, SrO and BaO. 
For the MW glass interfaces between MgO, CaO, SrO and BaO, the effect of the ceramic's 
terminating surface on the glass' network was examined and the (100) and (110) surfaces were 
compared. At (110) interfaces, a substantial number of silicate and borate polyhedra were 
found to contain oxygen atoms from the ceramic surface. At the (100) interfaces, borate poly-
hedra also showed this behaviour, whilst only relatively few silicate tetrahedra shared a vertex 
with (100) ceramic surfaces. 
Glass anions adjacent to the MW glass, MgO (110) interface formed a layer in which the atoms 
occupied positions consistent with the subsequent layer of the ceramic block (had it formed). 
Adjacent to the interface, therefore, a partially occupied layer that mimicked a layer of the 
ceramic was formed in the glass. 
The alignment of borate and silicate polyhedra, along preferred directions at the (100) and 
(110) interfaces was found to induce the formation of densified layers in the glass parallel to 
the interface. These layers extended a substantial distance into the glass, indicating that the 
interface had induced partial ordering in the glass network. A templating mechanism has been 
proposed to account for the formation of these layers. 
Layering was not observed for the interface between Si02 and MgO-(100) ceramic. The lack 
of conformational freedom in Si02 (due to the highly polymerised nature of this glass) seems 
to have prevented the alignment of silicate tetrahedra along preferred directions in the crystal's 
surface. This lack of concerted alignment by the tetrahedra at the interface, prevented tem-
plating and the formation of subsequent densified layers in the glass further from the interface. 
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This indicates that depolymerisation of the glass network is required before layering of a glass 
close to a glass-ceramic interface can take place. 
8.2 Pyrochlore 
Atomic scale computer simulations were used to study order-disorder transformations in rare-
earth pyrochlore and pyrochlore related materials. Volume change predictions were made for 
A2B207 compositions on undergoing transformations from pyrochlore to disordered fluorite 
and amorphous states (again generated by quenching the liquid). For the transformation to 
disordered fluorite, predicted volume changes decreased as A:B cation radius ratio decreased. A 
similar trend was observed for the transformation from pyrochlore to the amorphous state. By 
comparison, the volume change on transforming from a disordered fluorite to the amorphous 
state was predicted to be largely independent of composition. 
Dimensional stability is a desirable property for a nuclear wasteform. Pyrochlore composi-
tions which do not show a volume increase on transforming to the disordered or amorphous 
states, are potentially of great technological significance. A2B207 compositions close to the 
pyrochlore-disordered fluorite phase boundary were predicted to show small volume increases 
on undergoing the transformation to disordered fluorite or even to the amorphous state. 
Certain A2B207 compositions which exhibit the pyrochlore structure at room temperature, un-
dergo a transformation to become a disordered fluorite at a certain temperature, whilst others 
stay as pyrochlore until they melt. In section 6.3, predictions for this transformation tempera-
ture were made for a series of zirconate pyrochlores. Of particular interest is the transformation 
temperature of 2020K, proposed for Eu2Zr2O7. The predicted transformation temperature for 
Tb2Zr207 (1622K) was found to lie close to that of the experimentally known temperature of 
Gd2Zr2O7, as a result, this composition would also be worth investigating experimentally. 
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