Abstract-In this paper, the problem of reconstructing the electromagnetic properties of unknown scatterers is treated by means of a spatial-domain technique. This technique combines the finite-element method and the Polak-Ribière nonlinear conjugate gradient optimization algorithm. The forward scattering problem is solved via the finite-element method, while the inversion is implemented by minimizing a cost function. This function consists of a standard error term and a regularization term. The first one is related to the scattered near-field measurements, which are obtained by illuminating the scatterer with plane waves from various directions of incidence. The regularization term is introduced in order to cope with the ill-posedness of the inversion. A sensitivity analysis, which is performed by an elaborate finite-element procedure, provides the direction required for updating the estimate of the scatterer profile. Significant reduction of the computation time is obtained by applying the adjoint-state-vector methodology.
Microwave Imaging: Inversion of Scattered Near-Field Measurements
I. INTRODUCTION
T HE INVERSION of microwave electromagnetic data is an imaging technique of great interest since it is related to the estimation of the material properties of unknown scatterers. This technique can be applied to numerous imaging problems such as nondestructive testing, geophysical prospecting and medical imaging. Various spatial-domain algorithms have been proposed [1] - [4] , which are based on iterative optimization schemes where the objective is to match the estimated scattered field to the measured field. Since the inversion results are very sensitive in the presence of noise, regularization techniques have been implemented to improve the reconstruction in the case of noisy measurements and to speed up the convergence. In most approaches, the forward scattering problem is described via the integral formulation. Then, the numerical solution is obtained by means of the method of moments, which is applied to the Lippmann-Schwinger integral equation [5] .
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Publisher Item Identifier S 0018-9464(01)07804-9. measurements is presented. The case of using near-field measurements is of great importance, since it appears in biomedical imaging applications [6] , [7] . However, such problems are nonlinear and ill-posed. In this work, the nonlinearity is treated by applying the Polak-Ribière optimization algorithm [8] , while the ill-posedness is healed by introducing the first-order Tikhonov's regularization term [9] . The solution of the direct problem is based on the differential formulation and the application of the finite-element method (FEM). The scatterer profile is updated by a sensitivity-analysis scheme, which is enhanced by the adjoint-state-vector methodology [10] . Thus, the computation time is drastically reduced. This methodology is successfully applied to two-dimensional scatterer reconstruction problems where simulated data measurements, corrupted by additive Gaussian white noise, are used. Furthermore, different values of the regularization factor in the Tikhonov's regularization scheme are examined.
II. FEM-SENSITIVITY ANALYSIS INVERSION SCHEME
We consider an infinitely long isotropic and nonmagnetic cylindrical scatterer of arbitrary cross-section, shown in Fig. 1 . The material properties of the scatterer do not vary along the axis of the scatterer and are represented by the relative complex permittivity (RCP) (1) where and are the permittivity and conductivity of the scatterer for the excitation frequency . The corresponding electromagnetic properties of the surrounding medium are represented by and . If the scatterer is illuminated by a monochromatic, transversemagnetic, incident plane wave , then the scattered electric field is given by the solution of the Helmholtz equation (2) To solve this open-boundary problem numerically, we can apply the FEM where the infinite domain is truncated by an absorbingboundary condition. By discretizing the Galerkin formulation of (2) via the FEM, we obtain the system of equations (3) where is the column matrix of scattered field values at the nodes of the mesh. The finite-element matrices depend on the vector , which is a discretized form of the scatterer properties (1). In case we are interested in computing the scattered near-field at a set of specific points inside the region of computation, we can apply the standard finite-element interpolation. This can be written in the matrix form (4) where is the scattered near-field at the th point, and is a sparse matrix. Thus, we have described the method for evaluating the scattered near-field, when the properties of the scatterer are known or estimated.
Assuming a set of scattered near-field measurements, the objective of the inverse problem is to estimate the vector . This is achieved by minimizing the cost function (5) where is the measured scattered near-field, is the number of illuminations, and is the error term associated with the th incidence. The last term of (5) is related to the Tikhonov's regularization and is introduced in order to reduce the effects of ill-posedness. The product , where is a real matrix, is an estimate of the gradient of the relative complex permittivity. Hence, the regularization term describes the variation of the estimate of the RCP of the scatterer. The selection of the value of the regularization factor, , is closely related to the level of the noise in the measurements. In general, the higher the noise is, the higher the value of to be selected. However, a high regularization factor decreases the spatial resolution of the reconstructed RCP and results in poor edge preservation when the original scatterer profile is discontinuous.
To minimize the cost function (5), we have applied the Polak-Ribière gradient algorithm [8] . This approach requires the evaluation of the gradient of (5) with respect to both the real and the imaginary part of the vector . The above can be expressed by the complex gradient of the real function with respect to the complex vector-variable . This complex gradient is defined by [9] (6)
For the term of the cost function, which is related to th incidence, an algebraic treatment results in the compact form (7) where the asterisk denotes the complex conjugate, and is the Jacobian matrix (8) consisting of the partial derivatives of the FEM solution with respect to the components of the vector . A further algebraic manipulation gives (9) The matrix , which represents the sensitivity of the field solution with respect to the unknown RCP, is computed by differentiating the FEM system of equations. In particular, if we differentiate (3) with respect to the th component of , we get (10) where is the th column of . We note that (10) is similar to the system (3), which is obtained from the direct problem. This result could be useful for reducing the number of computations. Although the use of Cholesky decomposition can reduce dramatically the computation time, the task of evaluating requires the solution of a large number, , of systems. However, we can further reduce the computational burden, by applying the adjoint-state-vector methodology [10] . According to this methodology, we define the adjoint-state vector , as the solution of the system (11) Solving (11) and combining (7), (9), and (10), we can compute , which is given by (12) Therefore, we can bypass the computation of and reduce the initial computational requirements by a factor equal to the number of unknowns. Concerning the complex gradient of the regularization term with respect to , we notice that it is independent of the incidence and is given by (13) Hence, the complex gradient of the cost function with respect to is given by (14) Finally, according to the Polak-Ribière minimization algorithm, during the th iteration of the algorithm, the direction , which is used for updating the RCP vector, is computed as follows:
(15) Afterwards, the vector representing the relative complex permittivity is updated by applying the formula (16) where the step size is given by the line-search minimization scheme (17) This line-search task is performed by a quasisecond-order minimization technique. According to this technique, the minimization of (17) is achieved by applying a quasi-Newton gradient algorithm where the second-order derivatives are computed by means of first-order derivatives.
III. APPLICATIONS
The presented inverse scattering methodology is applied to two different problems of scatterer profile reconstruction. In both problems, the medium surrounding the scatterer domain is the air.
The first application comprises a single inhomogeneous twodimensional scatterer of square cross-section where is the wavelength of the incident field. As it is shown in Fig. 2(a) and (d) , the RCP of the inner domain of the scatterer is equal to , while the RCP in the rest cross-section is equal to . The reconstruction is based on noisy data measurements of the scattered field. A set of 30 incidences of transverse-magnetic plane waves, around the scatterer domain, is applied. For each incidence the scattered near-field is measured at 30 positions lying in a circle enclosing the scatterer. The distance of the measurement positions from the scatterer is approximately equal to . Finally, these synthetic measurements are corrupted by additive Gaussian white noise of signal-to-noise ratio (SNR) equal to 20 dB.
During the inversion, we initially assume the absence of the scatterer. The reconstruction results after 24 iterations and without applying the regularization term are shown in Fig. 2(b) and (e). By introducing the regularization term ( ) in the cost function (5), we obtain significantly improved reconstructed profiles, shown in Fig. 2(c) and (f) , where the effect of the noise is suppressed.
The second example involves a more complex problem of two distinct scatterers, shown in Fig. 3(a) and (d) . The dimensions of the cross-sections of each scatterer are equal to . The relative complex conductivity of the two scatterers is different and is equal to and , respectively. The synthesis of the measurements and the reconstruction process are carried out as in the first problem. The profiles of the RCP for (without regularization) and for are shown in Fig. 3 .
By observing the reconstructed profiles, we conclude that the inversion has been performed successfully even when the data measurements were noisy. Furthermore, we conclude that the introduction of the regularization term in the cost function plays a crucial role to the success of the inversion. Actually, we observe that the effect of the noise in the reconstructed profiles, which appears as a wavy reconstruction in areas where the relative complex permittivity should be constant, is significantly suppressed.
IV. CONCLUSIONS
A spatial-domain inverse scattering technique, which is based on a combination of the FEM and a nonlinear conjugate gradient optimization scheme, has been presented. The use of the FEM has been proven to be a very efficient tool for both the solution of the forward scattering problem and the sensitivity analysis. Furthermore, by introducing the adjoint-state-vector methodology we have reduced the computational cost dramatically, since the extended computation of sensitivity of the field with respect to the RCP is not required. The results of the application of the technique to two-dimensional inverse scattering problems, illustrate the efficiency of the proposed method and its applicability to noisy scattered near-field measurements. Thus, the proposed technique could be effective for numerous microwave imaging applications.
