Abstract-Tracking control for soft robots is challenging due to uncertainties in the system model and environment. Using high feedback gains to overcome this issue results in an increasing stiffness that clearly destroys the inherent safety property of soft robots. However, accurate models for feed-forward control are often difficult to obtain. In this article, we employ Gaussian Process regression to obtain a data-driven model that is used for the feed-forward compensation of unknown dynamics. The model fidelity is used to adapt the feed-forward and feedback part allowing low feedback gains in regions of high model confidence.
I. INTRODUCTION
Soft robots represent one significant evolution of robotic systems, since they are designed to embody safe and natural behaviors [5] . The control of the robots is often challenging due to complex physical structures based on the soft materials. A common approach is to derive a simple, dynamic model from first order physics and increase the feedback gains to compensate the uncertainties until a desired tracking performance is achieved [15] . However, high gain control is undesirable since this results in an increased stiffness that destroys the inherent safety properties [5] ; deriving a more accurate model of the system is often difficult if not impossible [1] . To overcome this issue, data-driven techniques deliver promising results in modeling and control of soft robot dynamics [14, 10, 4] . The accurate model based on data-driven techniques allows a more precise feed-forward control such that high feedback gains are needless. However, it is often difficult to decide if the quality of the model is good enough to rely on feed-forward control only or if feedback control is required to ensure the tracking performance. Gaussian Process regression (GPR) is a supervised learning technique which provides not only a mean function but also a predicted variance, and therefore a measure of the model fidelity based on the distance to the training data. It requires only a minimum of prior knowledge, generalizes well even for small training data sets and has a precise trade-off between fitting the data and smoothing [13] . In this article, we present a GPR based control law for soft robots with automatic trade-off between feed-forward and feedback control. For this purpose, a GP learns the unknown system dynamics from training data. The proposed control law uses the mean of the GPR to compensate the unknown dynamics in a feed-forward manner and the model fidelity to adapt the influence of the feedback control part. As result, the the robot is softer in regions with training data.
II. METHODOLOGY
We focus on the class of pneumatic-or tendon-actuated, worm-like robots. For the modeling, the robot is virtually separated into n s 1 rigid sections with constant curvature, see e.g. [12] . Each section consists of n a actuators, e.g. the number of muscles. Falkenhahn et al. [7] , Della Santina et al. [6] develop for such class of robots an approximated dynamical model given by
, (1) where q ∈ R n , n = n s n a is the generalized vector of positions and y ∈ R m the output of the system defined by the sensors used, e.g. a vision based system [8] . In addition, there are the positive definite mass matrix M (q) ∈ R n×n , the Coriolis matrix C(q, q) ∈ R n×n and the force vector N (q, q) ∈ R n . The passive forces of gravity and the force resulting from the nominal position of the robot are included in N . The actuator force vector τ (q, p) ∈ R n depends on the applied force p along the generalized coordinates and the muscle lengths q.
A. Learning
To achieve a controller with a good feed-forward compensation, the system (1) must be identified. Since partial a priori knowledge of the system is often available, we use a gray-box model which combines an estimated and a data-driven model, see [14] . A Gaussian Process learns the difference between the actual and the estimated output given byp = h(ỹ), whereỹ = [ÿ ,ẏ , y ] ,p ∈ R n is the estimated force for the outputỹ. For this purpose, a set Fig. 1 . The function h : × R 3m → R n of the estimated model can be determined by system identification or first order principles. If no a priori knowledge is available, the function h is set to zero. A force generator produce the desired profiles to collect at least a finite number of training points. After the data collecting step, the generated data is used to train a GP model.
B. Control
The control of the soft robot consists of a feed-forward and a feedback part. For the desired outputỹ
, the predicted mean of the Gaussian process
combined with the estimated model are used to estimate the necessary force p that is used as feed-forward control. The prediction of each component of p for aỹ d is derived from a Gaussian joint distribution with the covariance function k : R n × R n → R as a measure of the correlation of two points (ỹ,ỹ ), see [13] . Alternatively, a vector-valued GP regression could also consider the spatial correlations among the input values [11] . The matrix function K : The variance σ i of the output noise can be determined based on the output data P . A comparison of the characteristics of the different covariance functions and tuning algorithms for the hyperparameters can be found in [3] . A feedback controller p = u(y) with u : R m → R n , e.g. a PID-controller, should eliminate the remaining control error due to model uncertainties. The feed-forward control allows to keep the robot soft, see [5] . Therefore, the feedback control part should only be used if the feed-forward generated force is not accurate enough. To monitor the quality of the estimated force, we use the predicted variance
of the Gaussian Process. Based on this variance, the weight of the feedback and feed-forward part is adapted by a function α : R n → [0, 1]. Thus, the control law is given by
A possible function for α is, e.g. the sigmoid function
Thus, in regions with high model fidelity, the feedback is reduced whereas an uncertain force prediction increase the weight of the feedback to keep the control error low. As result, the robot remains softer while keeping the tracking error low. A similar control law for Euler-Langrange systems with guaranteed stability is presented in [2] .
III. SIMULATION
A simulation with the proposed control law is implemented in Matlab/Simulink and the soft robot framework SOFA [9] . A worm-like robot is modeled with one artificial muscles on each side. The output y of the robot is the angle of the tip with respect to the base. 250 data points consisting of the tip position and the force are collected in the upper half plane of the work space are used to train a GP with squared exponential kernel. The hyperparameters are optimized based on the likelihood function. The estimated model is set to zero and the feedback part is realized with a discrete PI-controller. Depending on the predicted variance of the GP, a sigmoid function as (2) is used to weight between feed-forward and feedback control. Although the undisturbed system's tracking error is small inside and outside the training area Fig. 2 , there is a significant difference regarding the stiffness Fig. 3 the training area, the robot is soft which is shown by a large deflection due to a small force (green arrow). In contrast, outside the training area, the stiffness is increasing due to the feedback control to keep the tracking error low.
IV. CONCLUSION
We present a Gaussian Process based control law that keeps the robot soft without losing the tracking performance. For this purpose, an automatic weighting between feed-forward and feedback control based on the predicted variance of the GP is proposed. If the the robot operates inside an area of the workspace where training data was collected, the predicted mean of a GP is used as feed-forward control. Outside this area, the feedback part is getting more dominant that keeps the tracking error low but also increase the stiffness.
