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Introduction
Afin de construire une catégorie de coefficients p-adiques stables par les six opérations de Grothendieck,
Berthelot a eu l’idée d’élaborer une théorie p-adique de la théorie algébrique des "coefficients de de Rham"
en caractéristique 0, i.e., celle des D-modules arithmétiques (voir [Ber02]). D’autre part, Mebkhout et Nar-
vaez ont entrepris l’étude des coefficients p-adiques ([MNM90]), par des méthodes voisines, reposant sur
une sorte de complétion faible du faisceau des opérateurs différentiels sur les schémas faiblement formels,
ces objets géométriques ayant été étudiés et développés par Meredith ([Mer72]). Dans le cas général, ces
deux constructions ne sont pas comparables. Néanmoins, (lorsque le diviseur de Cartier est ample) Noot-
Huyghe (voir [NH03]) a prouvé un très utile théorème de comparaison (nous nous en servirons par exemple
dans [Cara]). Quoique ces deux constructions soient différentes, elles apparaissent complémentaires (cela
sera techniquement mis en exergue dans [Cara]).
Cet article s’insère dans l’étude de la stabilité par cinq des six opérations de Grothendieck de l’holonomie
ou de la surholonomie ([Carb]) des D-modules arithmétiques ; nous allons expliquer pourquoi et comment.
Soient V un anneau de valuation discrète d’inégales caractéristiques (0, p), X un V-schéma formel propre
et lisse, X sa fibre spéciale et Z un diviseur de X , XK sa fibre générique (en tant qu’espace analytique rigide)
et sp : XK →X le morphisme de spécialisation (qui est un morphisme de sites annelés). Berthelot a construit
(voir [Ber96, 4.2.5]) le faisceau des opérateurs différentiels de niveau fini, à singularités surconvergentes
le long de Z, qu’il note D†X(†Z)Q (ou D†X,Q(†Z)). Celui-ci a spécialement été conçu afin d’interpréter en
terme de D-modules arithmétiques la notion d’isocristaux surconvergents. En effet, Berthelot a prouvé que
le foncteur sp∗ induit un foncteur pleinement fidèle de la catégorie des isocristaux sur X \Z surconvergent
le long de Z dans celle desD†X(†Z)Q-modules cohérents ([Ber96, 4.4.5 et 4.4.12]). Dans un prochain travail
([Cara]), nous établirons que certains complexes de D-modules arithmétiques (par exemple surholonomes)
se dévissent en isocristaux surconvergents, ce qui correspondra à l’analogue p-adique de la décomposition
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au dessus d’une stratification d’un faisceau constructible en faisceaux lisses. En d’autres termes, l’étude des
propriétés de stabilité (notamment par produit tensoriel interne ou externe) de la surholonomie (et sans-doute
de l’holonomie) devrait se ramener par dévissage à celle des isocristaux surconvergents. Or, via le théorème
de monodromie génériquement fini ou étale de Tsuzuki ([Tsu02]), valable pour les F-isocristaux unités, on
parvient, en pratiquant de la descente propre, génériquement finie et étale, à prouver la cohérence ([Car04a]),
l’holonomie ([Car04c]) ou la surholonomie ([Carb]) de ces derniers. Les deux ingrédients techniques fon-
damentaux sont l’existence du morphisme trace de Virrion ([Virre]) puis l’interprétation en terme de D-
modules arithmétiques du dual d’un isocristal surconvergent. En effet, le foncteur dual permet d’obtenir une
flèche en sens inverse de celle que l’on obtient via le morphisme trace (on prouve ensuite que la composée
des deux flèches est génériquement un isomorphisme). Le but de cet article est de démontrer cette interpré-
tation, i.e., pour tout isocristal E sur X \Z, surconvergent le long de Z, la formule D†Z ◦ sp∗(E)→˜sp∗(E∨), où
D†Z désigne le dual D
†
X(
†Z)Q-linéaire et E∨ et le dual de E. Enfin, pour obtenir la compatibilité à Frobenius
de ce dernier, nous ajouterons à sp∗(E∨) le twist D†Z(OX(†Z)Q).
Cet article est composé de deux parties :
Soient S un Z(p)-schéma (resp. un V-schéma formel dont mOX est un idéal de définition) muni d’un
m-PD-idéal quasi-cohérent (resp. cohérent) (a, b, α), X un S-schéma lisse (resp. S-schéma formel lisse). Soit
en outre une OX -algèbre,BX , munie d’une structure compatible deD(m)X -module.
Dans la première partie de ce travail, nous généralisons d’abord la notion de m-PD-stratification en
"remplaçant" le faisceau OX parBX . De telles m-PD-stratifications seront dites relatives àBX . Cette exten-
sion apparaît naturellement dans la définition, sur la catégorie des BX ⊗OX D(m)X -modules, des bifoncteurs
−⊗BX − et HomBX (−,−). Ceux-ci seront utilisés dans la preuve du résultat principal de cet article, i.e.,
la formule D†Z ◦ sp∗(E)→˜sp∗(E∨). Puis, nous décrivons, au moyen des m-PD-stratifications relatives à BX ,
l’extension des coefficients de l’anneau opérateurs différentiels, les images inverses et, lorsque X est un
schéma, l’élévation du niveau par Frobenius. Nous vérifions enfin la commutation à Frobenius de certains
foncteurs ou bifoncteurs, notamment −⊗BX − et HomBX (−,−).
Dans la deuxième partie, nous prouvons laD(m)X -linéarité et la compatibilité à Frobenius de quelques iso-
morphismes canoniques, la plupart faisant exclusivement intervenir les bifoncteurs−⊗BX − etHomBX (−,−)
(par exemple les isomorphismes de Cartan), voire −⊗
BX⊗OXD
(m)
X
− et Hom
BX⊗OXD
(m)
X
(−,−). Ces isomor-
phismes nous permettent ensuite d’établir la relation D†Z ◦ sp∗(E)→˜sp∗(E∨). Nous utiliserons cet isomor-
phisme dans [Carc, 3.3.3] afin de vérifier que les complexes pseudo-cohérents dont les espaces de coho-
mologie sont associés à des isocristaux surconvergents satisfont la formule L = P. Enfin, afin d’obtenir
la compatibilité à Frobenius de D†Z ◦ sp∗(E)→˜sp∗(E∨), on fait intervenir le twist D†Z(OX(†Z)Q. En effet,
l’isomorphisme canonique D†Z(OX(†Z)Q)→˜OX(†Z)Q ne paraît pas compatible à Frobenius. On établit alors
que l’on dispose de l’isomorphismeD†Z(OX(†Z)Q)⊗OX(†Z)Q sp∗(E∨)→˜D†Z(sp∗(E)) compatible à Frobenius.
Ce travail est en grande partie issu de ma thèse. Je remercie B. Le Stum pour son soutien constant durant
celle-ci et P. Berthelot pour le séminaire où la formule analogue en caractéristiques 0 était utilisée et pour
ses précisions concernant ce passage.
Conventions
Soient D, D′ deux anneaux (objet d’un topos). Nous dirons que E est un (D,D′)-bimodule (resp. bimodule
à gauche, resp. bimodule à droite) si E est muni de deux structures compatibles de D -module à gauche
(resp. à gauche, resp. à droite) et D′-module à droite (resp. à gauche, resp. à droite). Si D = D′, nous dirons
simplement D-bimodules (resp. bimodules à gauche, resp. à droite). Si cela n’est pas précisé, un D-module
est un D-module à gauche. Enfin, si E est un faisceau en groupe, EQ signifie E⊗ZQ.
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1. PD-stratifications de niveau m relatives àBX
La lettre V désignera un anneau de valuations discrètes, d’idéal maximal m, de corps résiduel parfait k de
caractéristique p > 0 et de corps de fractions K de caractéristique 0.
1.1 Définitions
1.1.1 NOTATIONS. On désigne par m un entier positif. Soient S un Z(p)-schéma (resp. un V-schéma formel
dont mOX est un idéal de définition) muni d’un m-PD-idéal quasi-cohérent (resp. cohérent) (a, b, α), X un S-
schéma lisse (resp. S-schéma formel lisse), I l’idéal de l’immersion diagonale de X et dX (ou d) la dimension
de Krull de X . On rappelle que comme X est S-plat, la m-PD-structure de S s’étend à X .
SoientA etB deux faisceaux d’anneaux. Si ∗ est l’un des symboles /0,+,−, ou b, D∗(A) désigne la caté-
gorie dérivée des complexes de A-modules à gauche vérifiant les conditions correspondantes d’annulation
des faisceaux de cohomologie. Lorsque l’on souhaitera préciser entre droite et gauche, on notera alors
D∗(gA) ou D∗(Ad). Conformément aux notations et définitions de [sga71, 4.8,5.2], on désignera par Dbcoh(A)
(resp. Dtdf(A), Dparf(A)) la sous-catégorie pleine de D(A) dont les objets sont les complexes à cohomolo-
gie cohérente et bornée (resp. les complexes de Tor-dimensions finies, les complexes parfaits). On notera
D(.,parf)(
∗A, ∗B) (resp. D(., tdf)(∗A, ∗B)) la sous catégorie pleine de D(∗A, ∗B) formée des complexes par-
faits à droite (resp. de Tor-dimension finie à droite). De même en mettant le point à droite et en remplaçant
"droite" par "gauche" etc. Enfin, nous désignerons par D∗qc(A) la sous-catégorie pleine de D∗(A) formée des
complexes dont les faisceaux de cohomologie sontA-quasi-cohérents.
Remarques 1.1.2. Les liens qui existent entre ces catégories sont les suivants.
D’après [sga71, I.5.8.1], pour qu’un complexe soit parfait, il faut et il suffit qu’il soit pseudo-cohérent
(confère [sga71, I.2.15]) et localement de Tor-dimension finie. Or, si X est quasi-compact, un complexe est
localement de Tor-dimension finie si et seulement s’il est de Tor-dimension finie. De plus, lorsque A est
un faisceau d’anneaux cohérent, un complexe deA-modules borné inférieurement est pseudo-cohérent si et
seulement s’il est à cohomologie cohérente ([sga71, I.3.5]). Si A est un faisceau d’anneaux cohérent et si X
est quasi-compact, il en dérive Dparf(A) = Dbcoh(A)∩Dtdf(A).
Enfin, lorsque le faisceau A est de dimension cohomologique finie, il découle de [sga71, I.5.9] l’égalité
Dqc(A) = Dqc,tdf(A). Si le faisceau A est un faisceau cohérent, de dimension cohomologique finie et si X
est quasi-compact, on obtient la relation Dparf(A) = Dbcoh(A).
1.1.3. Maintenant, rappelons la construction (que nous étendrons) des opérateurs différentiels de niveau m.
D’abord, signalons que pour une étude approfondie des PD-structures partielles de niveau m sur un idéal et
des enveloppes à puissances divisées partielles, on renvoie à [Ber96, 1.3 et 1.4] ou à [LSQ97, 1.3]. Notons
PX/S,(m) l’enveloppe à puissances divisées partielles de niveau m du couple (OX×SX , I), et I son m-PD-idéal
canonique. On notera I{n} la filtration m-PD-adique associée puis PnX/S,(m) := PX/S,(m)/I
{n+1} le faisceau
des parties principales de niveau m et d’ordre n. Ce faisceau à une description locale très simple. En effet,
soient t1, . . . , td des coordonnées locales au voisinage Ux d’un point x ∈ X , ∂1, . . . ,∂d les dérivations corre-
spondantes et τi := 1⊗ ti− ti⊗1. On note aussi
τ{k} = τ{k1}1 · · ·τ{kd}d et ∂<k> = ∂<k1>1 · · ·∂<kd>d . (1.1.3.1)
Le faisceau PnX/S,(m) est alors un OX -module libre au dessus de Ux de base les τ{k} pour ∑i ki 6 n. De plus,
les deux projections canoniques p0 et p1 : X ×X → X fournissent respectivement (confère [Ber96, 2.1.4])
deux homomorphismes dn0 et dn1 :OX →PnX/S,(m), dont chacun munitPnX/S,(m) d’une structure deOX -algèbre
sur PnX/S,(m). La structure induite par dn0 (resp. dn1) est appelée structure gauche (resp. droite).
On définit ensuite le faisceau des opérateurs différentiels de niveau m et d’ordre 6 n sur X relativement
à S comme étant le dual OX -linéaire pour la structure gauche du faisceau des parties principales PnX/S,(m) :
D
(m)
X/S,n =HomOX (P
n
X/S,(m),OX).
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Pour n′ > n variable, les surjections Pn′X/S,(m)→PnX/S,(m) permettent de définir le faisceau des opérateurs
différentiels de niveau m en posant
D
(m)
X/S = ∪n∈ND
(m)
X/S,n.
Par la suite, sauf indication express du contraire, le schéma de base S sera fixé, et nous omettrons alors
d’écrire l’indice S dans les notations.
1.1.4. Dans la section [Ber96, 2.3], Berthelot définit les m-PD-stratifications et montre (confère [Ber96,
2.3.2]) qu’une structure de D(m)X/S-module à gauche prolongeant une structure de OX -module est équivalente
à celle d’une m-PD-stratification.
Rappelons en outre qu’un faisceau de OX -algèbre commutative BX est muni d’une structure de D(m)X -
module à gauche compatible à sa structure de OX -algèbre signifie que la structure de OX -module sous-
jacente à la structure deD(m)X -module est celle qu’induit la structure deOX -algèbre, et que les isomorphismes
εBXn : P
n
X(m)⊗OX BX→˜BX ⊗OX PnX(m) de la m-PD-stratification correspondante sont des isomorphismes de
PnX(m)-algèbres.
1.1.5. Fixons BX une OX -algèbre commutative munie d’une structure de D(m)X -module à gauche compat-
ible à sa structure de OX -algèbre. Nous allons maintenant généraliser la notion de m-PD-stratification en
"remplaçant" le faisceau OX par BX .
On notera par la suite P˜
n
X(m) le faisceau de PnX(m)-algèbre BX ⊗OX PnX(m). Le morphisme canonique ˜dn0
: BX →BX ⊗OX PnX(m) munit le faisceau P˜
n
X(m) d’une structure de BX -algèbre, que l’on appellera structure
gauche. De plus, le morphisme deBX -algèbres
˜dn1 : BX →PnX(m)⊗OX BX
ε
BX
n−→BX ⊗OX PnX(m)
induit une deuxième structure de BX -algèbre sur P˜
n
X(m), que l’on appellera structure droite. Or, comme les
εBXn sont des isomorphismes de PnX(m)-algèbres, on obtient le diagramme commutatif de gauche suivant qui
implique le diagramme cocartésien de droite :
BX // P
n
X(m)⊗OX BX ε
BX
n˜ // BX ⊗OX PnX(m)
OX
dn1 //
OO
PnX(m)
OO
PnX(m),
OO
OX
²²
dn0 //
dn1
// P
n
X/S(m)
²²
BX
˜dn0 //
˜dn1
// P˜
n
X/S(m).
(1.1.5.1)
1.1.6. Pour tout couple d’entiers positifs, n et n′, le faisceau PnX(m)⊗OX Pn
′
X(m) possède trois structures de
OX -algèbres. La structure de OX -algèbre de PnX(m)⊗OX Pn
′
X(m) provenant de la structure gauche de P
n
X(m)
sera appelée structure gauche, celle provenant de la structure "produit tensoriel" sera dénommée structure du
centre et enfin celle découlant de la structure droite de Pn′X(m) sera dite structure droite. On notera alors d
n,n′
0 ,
dn,n
′
1 , d
n,n′
2 les morphismes d’anneaux OX →PnX(m)⊗OX Pn
′
X(m) correspondants.
On notera δn,n′(m) :P
n+n′
X(m)→PnX(m)⊗OX Pn
′
X(m) le morphisme défini dans [Ber96, 2.1.3]. Il résulte d’un calcul
en coordonnées locales que ce morphisme est OX -linéaire pour les structures gauches et droites respectives,
i.e., δn,n′(m) ◦ dn+n
′
0 = d
n,n′
0 et δ
n,n′
(m) ◦ dn+n
′
1 = d
n,n′
2 . On écrira aussi q
n,n′
0 et q
n,n′
1 : P
n+n′
X(m) → PnX(m)⊗OX Pn
′
X(m) les
homomorphismes naturels définis en [Ber96, 2.3.1]. Le morphisme qn,n′0 est OX -linéaire pour la structure
gauche (resp. droite) de Pn+n′X(m) et la structure gauche (resp. du centre) de PnX(m)⊗OX Pn
′
X(m). Enfin, le mor-
phisme qn,n
′
1 est OX -linéaire pour la structure gauche (resp. droite) de Pn+n
′
X(m) et la structure du centre (resp.
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droite) de PnX(m)⊗OX Pn
′
X(m).
1.1.7. Le faisceau BX ⊗OX (PnX(m)⊗OX Pn
′
X(m)) se calcule en prenant, pour le produit tensoriel de gauche,
la structure gauche de PnX(m)⊗OX Pn
′
X(m) et, pour celui de droite, la structure droite de P
n
X(m) et la structure
gauche de Pn′X(m).
De même, munissonsBX⊗OX (PnX(m)⊗OX Pn
′
X(m)) de trois structures canoniques deBX -algèbres. D’abord,
la structure gauche est induite par le morphisme canonique ˜dn,n
′
0 :BX →BX ⊗OX PnX(m)⊗OX Pn
′
X(m). Ensuite,
la structure droite se construit de la manière suivante :
˜dn,n
′
2 : BX → PnX(m)⊗OX Pn
′
X(m)⊗OX BX
δn,n
′∗
(m) (ε
BX
n+n′ ) // BX ⊗OX PnX(m)⊗OX Pn
′
X(m) . (1.1.7.1)
Enfin, on définit la structure du centre via le morphisme deBX -algèbres
˜dn,n
′
1 : BX → PnX(m)⊗OX BX ⊗OX Pn
′
X(m)
qn,n
′∗
0 (ε
BX
n+n′ ) // BX ⊗OX PnX(m)⊗OX Pn
′
X(m) .
1.1.8. On a BX ⊗OX (PnX(m)⊗OX Pn
′
X(m))→˜(BX ⊗OX PnX(m))⊗OX Pn
′
X(m). Or, grâce au diagramme de gauche
de 1.1.5.1, le faisceau (BX ⊗OX PnX(m))⊗OX Pn
′
X(m) se calcule via la structure de OX -algèbre de BX ⊗OX
PnX(m) induite par sa structure droite de BX -algèbre. Il en découle l’isomorphisme BX ⊗OX (PnX(m) ⊗OX
Pn
′
X(m))→˜P˜
n
X(m)⊗BX P˜
n′
X(m) (pour calculer le terme de droite, on utilise la structure droite de P˜
n
X(m)de P˜
n
X(m)
et la structure gauche de P˜
n′
X(m)). On munit P˜
n
X(m)⊗BX P˜
n′
X(m), de manière analogue à (PnX(m)⊗OX Pn
′
X(m)), de
structures gauche, du centre et droite deBX -algèbres.
1.1.9. L’isomorphisme BX ⊗OX (PnX(m)⊗OX Pn
′
X(m))→˜P˜
n
X(m)⊗BX P˜
n′
X(m) est un morphisme de BX -algèbres
pour les structures gauche (resp. du centre et droite) respectives. Par exemple, vérifions-le pour la structure
droite. Dans le diagramme commutatif suivant,
B // Pn
′⊗OB
²²
εB
n′˜ // B⊗OPn′ ˜ //
²²
(B⊗OPn)⊗B (B⊗OPn′)
B // Pn⊗OPn′⊗OB
Id⊗εB
n′˜ // Pn⊗OB⊗OPn′ ˜ // (Pn⊗OB)⊗B (B⊗OPn′),
εBn ⊗Id ˜
OO
(1.1.9.1)
où l’on a omis d’inscrire les indices "X" ou "X(m)", celle de P˜
n
X(m)⊗BX P˜
n′
X(m) provient du morphisme com-
posé du haut. Grâce à la condition de cocycle ([Ber96, 2.3.1.1]) (en remarquant que Id⊗ εBn′ = qn,n
′∗
1 (ε
BX
n+n′)
et εBn ⊗ Id = qn,n
′∗
0 (ε
BX
n+n′)), ˜dn,n
′
2 correspond au chemin de 1.1.9.1 passant par le bas. D’où le résultat.
En outre, ces structures gauche, du centre et droite sont compatibles avec celles définies sur PnX(m)⊗OX
Pn
′
X(m), i.e., on a le diagramme suivant canonique cocartésien
OX
²²
//
//// P
n
X/S(m)⊗OX Pn
′
X/S(m)
²²
BX
//
//// P˜
n
X/S(m)⊗BX P˜
n′
X/S(m),
(1.1.9.2)
où les triples flèches du haut (resp. du bas) désignent les morphismes dn,n′0 , dn,n
′
1 , d
n,n′
2 (resp. avec des tildes).
1.1.10. On introduit les homomorphismes deBX -algèbres suivants
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δ˜n,n′(m) : P˜
n+n′
X(m)
BX⊗δn,n
′
(m) // P˜
n
X(m)⊗BX P˜
n′
X(m) ,
q˜0n,n
′
: P˜
n+n′
X(m) −→ P˜
n
X(m) −→ P˜
n
X(m)⊗BX P˜
n′
X(m),
q˜1n,n
′
: P˜
n+n′
X(m) −→ P˜
n′
X(m) −→ P˜
n
X(m)⊗BX P˜
n′
X(m).
On bénéficie du diagramme canonique cocartésien :
Pn+n
′
X/S(m)
²²
//
//// P
n
X/S(m)⊗OX Pn
′
X/S(m)
²²
P˜
n+n′
X/S(m)
//
//// P˜
n
X/S(m)⊗BX P˜
n′
X/S(m),
(1.1.10.1)
où les triples flèches du haut (resp. du bas) désignent les morphismes qn,n′0 , qn,n
′
1 , δ
n,n′
(m) (resp. avec des tildes).
En outre, ces homomorphismes vérifient les propriétés analogues énoncées ci-dessus sans les tildes. Par
exemple, le morphisme δ˜n,n′(m) est BX -linéaire pour les structures droites respectives. En effet, cela résulte par
construction de 1.1.7.1.
Enfin, on dispose du diagramme commutatif
P˜
n+n′+n′′
X(m)
δ˜n+n
′ ,n′′
(m) //
δ˜n,n
′+n′′
(m)
²²
P˜
n+n′
X(m)⊗BX P˜
n′′
X(m)
δ˜n,n
′
(m)⊗Id
²²
P˜
n
X(m)⊗BX P˜
n′+n′′
X(m)
Id⊗δ˜n′,n′′(m) // P˜
n
X(m)⊗BX P˜
n′
X(m)⊗BX P˜
n′′
X(m).
(1.1.10.2)
En effet, le diagramme analogue où l’on a remplacé "P˜X(m)" (resp. "δ˜(m)") par "PX " (resp. "δ" : notation
standard de [Ber96, 2.1.3]) est commutatif. Puis, par construction des m-PD-morphisme de la forme δn,n′(m)
(voir [Ber96, 2.1.3]), on en déduit la commutativité de 1.1.10.2. Pour finir, on remarque que le diagramme
analogue à 1.1.10.2, avec "δ˜(m)" remplacé par "q˜0" (resp. "q˜1"), n’est pas commutatif.
1.1.11. On notera D˜(m)X ,n :=HomBX (P˜
n
X(m),BX) le dualBX -linéaire pour la structure gauche de P˜
n
X(m). Pour
n′> n, les surjections P˜n
′
X(m)→ P˜
n
X(m) (car le foncteurBX⊗OX − est exact à droite) fournissent des injections
D˜
(m)
X ,n ↪→ D˜(m)X ,n′ .
On munit le faisceau D˜(m)X := ∪n∈ND˜(m)X ,n d’une structure de faisceau d’anneaux grâce aux accouplements
D˜
(m)
X ,n×D˜(m)X ,n′ → D˜(m)X ,n+n′ (1.1.11.1)
définis comme suit : si P˜ ∈ D˜(m)X ,n, P˜′ ∈ D˜(m)X ,n′ , alors P˜ · P˜′ est l’homomorphisme composé
P˜
n+n′
X(m)
δ˜n,n
′
(m)−→ P˜nX(m)⊗BX P˜
n′
X(m)
Id⊗P˜′−→ P˜nX(m) P˜−→BX . (1.1.11.2)
Cette loi de composition est bien associative : cela se vérifie par un calcul (en utilisant le diagramme com-
mutatif 1.1.10.2).
1.1.12. Dans [Ber96, 2.3.5], Berthelot munit le faisceau BX ⊗OX D(m)X d’une structure de BX -algèbre en
définissant le produit P′′ := P · P′ de P ∈ HomOX (PnX(m),BX) et de P′ ∈ HomOX (Pn
′
X(m),BX) comme le
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composé
Pn+n
′
X(m)
δn,n
′
(m)−→PnX(m)⊗OX Pn
′
X(m)
Id⊗P′−→ PnX(m)⊗OX BX
ε
BX
n−→BX ⊗OX PnX(m) Id⊗P−→ BX ⊗OX BX
µ−→BX ,
où µ est la multiplication canonique deBX .
Des isomorphismes canoniques deBX -algèbres
BX ⊗OX D(m)X ,n→˜HomOX (PnX(m),BX)→˜HomBX (P˜
n
X(m),BX) = D˜
(m)
X ,n, (1.1.12.1)
il s’en suit le suivant BX ⊗OX D(m)X →˜D˜(m)X . La proposition qui suit nous dit que ces deux structures de
BX -algèbre sont compatibles.
PROPOSITION 1.1.13. L’isomorphisme canonique BX ⊗OX D(m)X →˜D˜(m)X , où le terme de droite (resp. de
gauche) est muni de la structure deBX -algèbre de 1.1.12 (resp. 1.1.11), est un isomorphisme deBX -algèbres.
Preuve. Notons θ := εBXn ◦(Id⊗P′)◦δn,n
′
(m) et θ˜ le morphismeBX⊗OX Pn+n
′
X(m)→BX⊗OX PnX(m) déduit par ex-
tension de θ. Avec les notations de 1.1.12, notons de plus P˜ (resp. P˜′, P˜′′) l’opérateur deHomBX (P˜
n
X(m),BX)
(resp. HomBX (P˜
n′
X(m),BX), HomBX (P˜
n+n′
X(m),BX)) associé à P (resp. P′, P′′) via les isomorphismes 1.1.12.1.
Comme P˜ = µ◦ (Id⊗P), l’opérateur P˜′′ est le composé
P˜
n+n′
X(m)
θ˜−→ P˜nX(m) P˜−→BX .
D’après 1.1.11.2, il suffit de prouver l’égalité θ˜ = (Id⊗ P˜′) ◦ δ˜n,n′(m) . Pour cela, vérifions-le localement : on
suppose X muni de coordonnées locales t1, . . . , td et on note alors ∂1, . . . ,∂d les dérivations correspondantes
et τi = 1⊗ ti− ti⊗1. Pour tout k ∈ Nd , on note |k|= ∑ki. Il résulte alors de [Ber96, 2.1.3.1] la formule
δn,n′(m)(τ
{k}) = (τ⊗1+1⊗ τ){k} = ∑
|k′|6n,|k′′|6n′,k′+k′′=k
〈
k
k′
〉
τ{k
′}⊗ τ{k′′}.
Comme εBXn est un morphisme de PnX(m)-algèbres,
εBXn ◦ (Id⊗P′)(τ{k
′}⊗ τ{k′′}) = εBXn (τ{k
′}⊗P′(τ{k′′})) = (1⊗ τ{k′})× εBXn (1⊗P′(τ{k
′′})).
On obtient ainsi :
θ˜(1⊗ τ{k}) = ∑
|k′|6n,|k′′|6n′,k′+k′′=k
〈
k
k′
〉
(1⊗ τ{k′})× εBXn (1⊗P′(τ{k
′′})).
D’un autre côté, en posant, pour tout k ∈ Nd , τ˜{k} := 1⊗ τ{k},
δ˜n,n′(m) (˜τ
{k}) = ∑
|k′|6n,|k′′|6n′,k′+k′′=k
〈
k
k′
〉
τ˜{k
′}⊗ τ˜{k′′}.
On a en outre la relation
(Id⊗ P˜′)(˜τ{k′}⊗ τ˜{k′′}) = τ˜{k′} ·P′(τ{k′′}),
le terme P′(τ{k′′}) agissant sur τ˜{k
′} pour la structure droite deBX -module de P˜
n
X(m). Par définition, on a alors
τ˜{k
′} ·P′(τ{k′′}) = τ˜{k′}× εBXn (1⊗P′(τ{k
′′})).
Il en résulte par linéarité la formule θ˜ = (Id⊗ P˜′)◦ δ˜n,n′(m) .
1.1.14 NOTATIONS. Si t1, . . . , td , sont des coordonnées locales au voisinage d’un point x ∈ X , ∂1, . . . ,∂d les
dérivations correspondantes, par abus de notation, on notera (confère 1.1.3.1) τ{k} (resp. ∂<k>) à la place de
τ˜{k} (resp. ∂˜<k>).
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DÉFINITION 1.1.15. Soit E un BX -module. Une m-PD-stratification (ou PD-stratification de niveau m) ε˜
sur E relativement à (S,BX) (ou relativement à BX si le schéma de base ne fait aucun doute) est la donnée
d’une famille compatible d’isomorphismes P˜
n
X(m)-linéaires
ε˜n : P˜
n
X(m)⊗BX E→˜E⊗BX P˜
n
X(m),
où les produits tensoriels sont respectivement pris pour les structures droite et gauche de P˜
n
X(m), ces isomor-
phismes étant astreints aux conditions suivantes :
i) ε˜0 = IdE ;
ii) La condition de cocycle est validée, i.e., pour tous n, n′, le diagramme
P˜
n
X(m)⊗ P˜
n′
X(m)⊗E
δ˜n,n
′∗
(m) (˜εn+n′ )˜ //
q˜n,n
′∗
1 (˜εn+n′ )˜ ((QQQQQQQQ
QQQ
QQ
E⊗ P˜nX(m)⊗ P˜
n′
X(m)
P˜
n
X(m)⊗E⊗ P˜
n′
X(m)
q˜n,n
′∗
0 (˜εn+n′ )˜
66mmmmmmmmmmmmm
est commutatif.
PROPOSITION 1.1.16. SoientB′X uneBX -algèbre commutative munie d’une structure compatible deD
(m)
X -
module à gauche telle que BX →B′X soit D(m)X -linéaire. Pour tout B′X -module E, il y a équivalence entre
les données suivantes :
a) Une structure de B′X ⊗OX D(m)X -module à gauche sur E prolongeant sa structure canonique de B′X -
module ;
b) Une m-PD-stratification ε˜′E = (˜ε′En ) sur E relative àB′X .
Notons alors (˜εB
′
X
n ) la m-PD-stratification relative à BX de B′X . Les données a) et b) sont équivalentes à
la suivante :
c) Une m-PD-stratification ε˜E = (˜εEn ) sur E relative à BX dont les isomorphismes ε˜En sont semi-linéaires
par rapport aux isomorphismes ε˜B
′
X
n ;
De plus, un homomorphisme B′X -linéaire φ : E→ F entre deux B′X ⊗OX D(m)X -modules à gauche est
B′X ⊗OX D(m)X -linéaire si et seulement s’il commute aux isomorphismes ε˜En (resp. ε˜′En ). Le morphisme sera
dit horizontal.
Enfin, en coordonnées locales, pour toute section x de E, on a la formule :
ε˜′En (1⊗ x) = ∑
|k|6n
∂<k>x⊗ τ{k}. (1.1.16.1)
Preuve. Notons P˜
n
:= P˜
n
X(m) et P˜
′n
:=B′X ⊗OX PnX(m). On prouve l’équivalence entre a) et c), en calquant
la démonstration de [Ber96, 2.3.2]. De plus, l’équivalence entre b) et c) est aisée : on définit une bijection
entre les données (˜εEn ) et (˜ε′En ) via le diagramme commutatif suivant :
P˜
′n⊗B′X E
(˜ε
B′X
n )−1⊗Id˜ //
ε˜′En˜
²²
(P˜
n ⊗
BX
B′X)⊗B′X E ˜ // P˜
n ⊗
BX
E
ε˜En˜
²²
E⊗B′X P˜
′n ˜ // E ⊗BX P˜
n
.
(1.1.16.2)
De plus, on vérifie par fonctorialité en E de 1.1.16.2, qu’un morphisme E→F de B′X ⊗OX D(m)X -modules à
gauche commutent aux isomorphismes de la forme ε˜En si et seulement s’il commutent à ceux de la forme ε˜′En .
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En outre, en procédant comme pour [Ber96, 2.3.2], on établit d’abord que E→F estB′X ⊗OX D(m)X -linéaire
si et seulement s’il commute aux stratifications ε˜′En , puis la formule 1.1.16.1.
1.1.17 REMARQUE. Avec les notations de 1.1.16 et de sa preuve, si E = B′X , alors, via le diagramme
1.1.16.2 (en prenant aussi BX = OX ), les isomorphismes de la m-PD-stratification relative à OX , notés
ε
B′X
n , sont des isomorphismes de PnX(m)-algèbres si et seulement si les ε˜
′B′X
n sont des isomorphismes de P˜
′n
-
algèbres, si et seulement si les ε˜B
′
X
n sont des isomorphismes de P˜
n
-algèbres. Si on définit la notion de BX -
algèbres compatibles à sa structures de D˜(m)X -module en demandant que les isomorphismes ε˜
B′X
n soient des
isomorphismes de P˜
n
-algèbres, cela revient à réclamer que la structure de OX -algèbre soit compatible à sa
structure deD(m)X -module (définition [Ber96, 2.3.4]).
PROPOSITION 1.1.18. Soient E et F deux D˜(m)X -modules à gauche.
(i) Il existe sur le produit tensorielE⊗BX F une unique structure de D˜(m)X -module à gauche fonctorielle en
E et F telle que, pour tout système de coordonnées locales sur un ouvert U ⊂ X , et tous k ∈Nd , x ∈ Γ(U,E),
y ∈ Γ(U,F), on ait
∂<k>(x⊗ y) = ∑
i6k
{
k
i
}
∂<i>x⊗∂<k−i>y. (1.1.18.1)
(ii) Il existe sur le faisceau HomBX (E,F) une unique structure de D˜(m)X -module à gauche fonctorielle en
E et F telle que, pour tout système de coordonnées locales sur un ouvert U ⊂ X , et tous k ∈Nd , x ∈ Γ(U,E),
φ : E|U →F|U , on ait
(∂<k>φ)(x) = ∑
i6k
(−1)|i|
{
k
i
}
∂<k−i>(φ(∂<i>x)). (1.1.18.2)
(iii) Si la structure de D˜(m)X -module à gauche de E (resp. F) se prolonge en une structure de D˜(m)X -
bimodule alors la structure de D˜(m)X -module à gauche de E⊗BX F se prolonge en une structure de D˜(m)X -
bimodule. La structure de D˜(m)X -module à gauche est la structure produit tensoriel. De même, le faisceau
HomBX (E,F) est muni d’une structure canonique de D˜
(m)
X -bimodule (resp. D˜(m)X -bimodule à gauche). La
structure gauche est la structure interne. On a des résultats analogues lorsque E ou F sont des bimodules à
gauche.
Preuve. On munit le faisceauE⊗BX F de la m-PD stratification relative àBX : ε˜E⊗Fn := ε˜En ⊗ ε˜Fn . En utilisant
la formule 1.1.16.1, on vérifie la formule 1.1.18.1.
De même, modulo les isomorphismes canoniques (pour les deux structures deBX -algèbres de P˜
n
X(m))
P˜
n
X(m)⊗BX HomBX (E,F)→˜HomP˜nX(m)(P˜
n
X(m)⊗BX E,P˜
n
X(m)⊗BX F),
on munit G :=HomBX (E,F) d’une m-PD-structure relative à BX en posant εGn =HomP˜nX(m)((ε
E
n )
−1,εFn ).
On vérifie alors la formule 1.1.18.2 au moyen de 1.1.16.1.
La fonctorialité en E et F de ces structures de D˜(m)X -modules résulte par exemple des formules 1.1.18.1
et 1.1.18.2. Il découle de cette fonctorialité que la partie iii) est exacte (on peut aussi le prouver directement
via les formules 1.1.18.1 et 1.1.18.2).
1.1.19 REMARQUES. La remarque [Car04b, 1.2.19] se généralise : soit f : X → Y un morphisme de S-
schémas lisses (resp. V-schémas formels lisses). De manière analogue à 1.1.15, on définit sur un f−1BY -
moduleE une m-PD-stratification comme étant la donnée d’une famille compatible d’isomorphismes f−1P˜nY (m)-
linéaires
εEn : f−1P˜
n
Y (m)⊗ f−1BY E→˜E⊗ f−1BY f−1P˜
n
Y (m)
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vérifiant deux conditions analogues à 1.1.15. Comme pour 1.1.16, si E est un f−1BY -module, il y a alors
équivalence entre la donnée d’une structure de f−1D˜(m)Y -module à gauche prolongeant sa structure de f−1BY -
module et la donnée d’une m-PD-stratification. De plus, si E et F sont deux f−1D˜(m)Y -modules à gauche, on
munit le produit tensoriel E⊗ f−1BY F (resp. HomBX (E,F)) d’une structure de f−1D˜(m)Y -module à gauche
en prenant la stratification εEn ⊗ f−1P˜nY (m) ε
F
n (resp. Hom f−1P˜nY (m)((ε
E
n )
−1,εFn )).
1.1.20 REMARQUES. Les structures de D˜(m)X -modules définies dans le corollaire ci-dessus, ne dépendent
pas du niveau m choisi. Précisons ce que cela signifie. Donnons-nous m′ 6 m un couple d’entiers positifs et
notons alors oubm′,m le foncteur oubli de la catégorie des D˜(m)X -modules vers celle des D˜
(m′)
X -modules. Si E
et F sont deux D˜(m)X -modules, on a alors les égalités
oubm′,m(E⊗BX F)= oubm′,m(E)⊗BX oubm′,m(F) et oubm′,mHomBX (E,F)=HomBX (oubm′,mE, oubm′,mF).
En effet, cela résulte des formules 1.1.18.1 et 1.1.18.2, ainsi que de la relation [Ber96, 2.2.3.1].
1.1.21. Si φ : A→B est un homomorphisme de faisceaux d’anneaux, pour tout A-module M (resp. B-
moduleN), on notera φ[(M) :=HomA(B,M) (resp. φ∗(N) désigneN vu commeA-module). La conven-
tion est de travailler dans les catégories dérivées mais les foncteurs de la forme φ[ que nous utiliseront seront
exacts.
De manière analogue à [Ber00, 1.1], on définit les m-PD-costratifications relativement àBX sur unBX -
moduleM.
DÉFINITION 1.1.22. Soit M un BX -module. Une m-PD-costratification sur M relativement à (S,BX) (ou
BX si le schéma de base S ne prête pas à confusion) est la donnée d’une famille compatible d’isomorphismes
P˜
n
X ,(m)-linéaires
ε˜n : HomBX ( ˜dn0∗P˜
n
X ,(m),M)→˜HomBX ( ˜dn1∗P˜
n
X ,(m),M),
ceux-ci vérifiant les conditions suivantes :
i) ε˜0 = IdM ;
ii) Pour tous n, n′, le diagramme
HomBX ( ˜d
n,n′
0∗ (P˜
n
X(m)⊗BX P˜
n′
X(m)),M)
δ˜n,n
′[
(m) (˜εn+n′ )˜ //
q˜n,n
′[
0 (˜εn+n′ )˜ **TTTTTTTTT
TTTT
TT
HomBX ( ˜d
n,n′
2∗ (P˜
n
X(m)⊗BX P˜
n′
X(m)),M)
HomBX ( ˜d
n,n′
1∗ (P˜
n
X(m)⊗BX P˜
n′
X(m)),M)
q˜n,n
′[
1 (˜εn+n′ )˜
44jjjjjjjjjjjjjjj
(1.1.22.1)
est commutatif.
PROPOSITION 1.1.23. SoientB′X uneBX -algèbre commutative munie d’une structure compatible deD
(m)
X -
module à gauche telle que BX →B′X soit D(m)X -linéaire. Pour tout B′X -module M, il y a équivalence entre
les données suivantes :
a) Une structure deB′X ⊗OX D(m)X -module à droite surM prolongeant sa structure deB′X -module ;
b) Une m-PD-costratification (˜εMn ) relativement à BX sur M telle que les isomorphismes ε˜Mn soient
semi-linéaires par rapport à (˜εB
′
X
n )−1 ;
c) Une m-PD-costratification (˜ε′Mn ) relativement àB′X surM.
Un homomorphisme B′X -linéaire entre deux B′X ⊗OX D(m)X -modules à droite est B′X ⊗OX D(m)X -linéaire
si et seulement s’il commute aux isomorphismes ε˜Mn (resp. ε˜′Mn ).
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Preuve. Notons P˜
n
:= P˜
n
X(m), P˜
′n
:=B′X ⊗OX PnX(m), ˜d′n0∗ et ˜d′n1∗ les structures gauches et droites de P˜
′n
.
L’équivalence entre a) et c) se prouve de manière identique à celle de [Ber00, 1.1.4]. Pour celle entre
b) et c), cela dérive de la correspondance entre les deux m-PD-costratifications ε˜Mn et ε˜′Mn , qui se lit via le
diagramme commutatif suivant :
HomB( ˜dn0∗P˜
n
,M)
ε˜Mn˜
²²
˜ // HomB′( ˜d′n0∗P˜′n,M)
ε˜′Mn˜
²²
HomB( ˜dn1∗P˜
n
,M) ˜ // HomB′(P˜n⊗BB′,M)HomB′ (˜ε
B′−1
n ,M)˜ // HomB′( ˜d′n1∗P˜′n,M),
(1.1.23.1)
où l’on a omis d’indiquer les indices "X" ou "X , (m)".
En outre, en calquant [Ber00, 1.1.4], on obtient la deuxième partie de la proposition.
PROPOSITION 1.1.24. Soient E un D˜(m)X -module à gauche,M, N deux D˜
(m)
X -modules à droite.
(i) Il existe sur M⊗BX E (resp. HomBX (E,M)) une unique structure de D˜(m)X -module à droite foncto-
rielle en M et E telle que, pour tout système de coordonnées locales sur un ouvert U ⊂ X , et tous k ∈ Nd ,
x ∈ Γ(U,E), y ∈ Γ(U,M) (resp. φ : E|U →M|U ), on ait
(y⊗ x)∂<k> = ∑
h6k
(−1)|h|
{
k
h
}
y∂<k−h>⊗∂<h>x, (1.1.24.1)
(φ∂<k>)(x) = ∑
h6k
{
k
h
}
φ(∂<h>x)∂<k−h>. (1.1.24.2)
(ii) Il existe sur HomBX (N,M) une unique structure de D˜(m)X -module à gauche fonctorielle en N et M
telle que, pour tout système de coordonnées locales sur un ouvert U ⊂ X , et tous k ∈ Nd , z ∈ Γ(U,N), ψ :
N|U →M|U , on ait
(∂<k>ψ)(z) = ∑
h6k
(−1)|k−h|
{
k
h
}
ψ(z∂<h>)∂<k−h>. (1.1.24.3)
(iii) En outre, si la structure de D˜(m)X -module à droite de M se prolonge en une structure de D˜(m)X -
bimodule (resp. bimodule à droite), alors les structures de D˜(m)X -module à droite deM⊗BX E et deHomBX (E,M)
se prolongent en des structures de D˜(m)X -bimodule (resp bimodule à droite). De plus, si la structure de D˜(m)X -
module à droite deM (resp. deN) se prolonge en une structure de D˜(m)X -bimodule ou bimodule à droite, alors
la structure de D˜(m)X -module à gauche de HomBX (N,M) se prolonge en une structure de D˜
(m)
X -bimodule ou
bimodule à droite (resp. D˜(m)X -bimodule à gauche ou bimodule).
De même, ces structures deD(m)X -module ne dépendent pas du niveau m.
Preuve. Les formules de 1.1.24.1, 1.1.24.2 et 1.1.24.3 se prouvent de manière analogue à [Ber00, 1.1.7]. La
fonctorialité en E, M ou N se vérifient d’après ces formules. Il dérive de cette fonctorialité (ou à nouveau
grâce à 1.1.24.1, 1.1.24.2 et 1.1.24.3) la partie iii) de la proposition.
Remarques 1.1.25. SoientE un D˜(m)X -module à gauche etM un D˜
(m)
X -module à droite. Pour éviter les risques
de confusions, on adoptera la convention suivante : la structure produit tensoriel de E⊗BX M provient de
la structure de D˜(m)X -module à gauche de M tandis que celle de M⊗BX E se calcule via la structure de
D˜
(m)
X -module à droite deM.
1.1.26. On construit alors, de manière analogue à [BGK+87, I.10], un foncteur :
RHomBX (−,−) : D(∗D˜(m)X )◦×D+(∗D˜(m)X )→ D(∗D˜(m)X ),
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celui-ci se calculant en prenant une résolution droite par des D˜(m)X -modules injectifs du complexe de droite.
En effet, comme l’extensionBX → D˜(m)X est plate, un D˜(m)X -module injectif est aussi unBX -module injectif.
De même, puisqu’un D˜(m)X -module plat est aussi unBX -module plat, on construit le foncteur :
−⊗LBX − : D−(∗D˜
(m)
X )×D−(∗D˜(m)X )→ D−(∗D˜(m)X ),
qui se calcule via une résolution gauche, de l’un des deux termes, par des D˜(m)X -modules plats.
1.2 Extension des coefficients de l’anneau des opérateurs différentiels
On garde les notations de la section 1.1 et on se donne B′X une BX -algèbre commutative munie d’une
structure compatible de D˜(m)X -module à gauche telle queBX →B′X soit D˜(m)X -linéaire.
1.2.1. Soit E un D˜(m)X -module à gauche. On écrira E
′ :=B′X ⊗BX E, D˜′(m)X :=B′X ⊗OX D(m)X et P˜
′n
X(m) :=
B′X ⊗OX Pn
′
X(m). On dispose, grâce à 1.1.9.2 et 1.1.10.1,du diagramme commutatif d’algèbres :
BX
²²
dn0 //
dn1
// P˜
n+n′
X(m)
²²
//
//// P˜
n
X(m)⊗BX P˜
n′
X(m)
²²
B′X
˜dn0 //
˜dn1
// P˜
′n+n′
X(m)
//
//// P˜
′n
X(m)⊗B′X P˜
′n′
X(m),
(1.2.1.1)
où les triples flèches du haut (resp. du bas) désignent les morphismes q˜n,n′0 , q˜n,n
′
1 , δ˜
n,n′
(m) (resp. avec des primes).
Le diagramme ci-dessus nous permet alors de définir une m-PD-stratification relative àB′X sur E′ :
P˜
′n
X(m)⊗B′X E′ ˜ //
ε˜E
′
n
²²
P˜
′n
X(m)⊗P˜nX(m) (P˜
n
X(m)⊗BX E)
P˜
n
X/S⊗P˜nX/S ε˜
E
n˜
²²
E′⊗B′X P˜
′n
X(m) ˜ // (E⊗BX P˜nX(m))⊗P˜nX(m) P˜ ′nX(m).
(1.2.1.2)
Si b∈B′X , e∈E, on obtient, via 1.1.16.1, ε˜E
′
n ((1⊗1)⊗(b⊗e)) =∑|k|6n(1⊗∂<k>e)⊗τ{k}εB
′
X
n ((1⊗1)⊗b),
où (1⊗1) désigne l’unité de P˜ ′nX(m).
1.2.2. La m-PD-stratification relativement à BX de E′ correspondant à (˜εB
′
X
n ⊗ ε˜En )n est semi-linéaire par
rapport aux ε˜B
′
X
n . Grâce à 1.1.16.2, il lui est associé une m-PD-stratification relativement à B′X , notée ε˜ ′E
′
n ,
s’inscrivant dans le diagramme commutatif suivant (où l’on a omis d’indiquer les indices "X" et "X(m)")
P˜
′n⊗B′ E′
(˜εB
′
n )
−1⊗Id)˜ //
ε˜ ′E′n
²²
(P˜
n⊗
B
B′)⊗B′ E′ ˜ // P˜
n⊗
B
E′ ˜ //
˜
²²
(P˜
n⊗
B
B′)⊗
P˜
n (P˜
n⊗
B
E)
ε˜
B′X
n ⊗ε˜En˜
²²
E′⊗B′ P˜
′n ˜ // E′⊗B P˜
n
˜ // (B′⊗B P˜
n
)⊗
P˜
n (E⊗
B
P˜
n
).
(1.2.2.1)
Si b∈B′X , e∈E, on calcule ε˜ ′E
′
n ((1⊗1)⊗(b⊗e)) =∑|k|6n(1⊗∂<k>e)⊗τ{k}εB
′
n ((1⊗1)⊗b). D’où l’égalité
ε˜ ′E
′
n = ε˜
E′
n (défini en 1.2.1). Le faisceauB′X ⊗BX E est ainsi muni d’une structure canonique de D˜′(m)X -module
à gauche.
1.2.3. Le morphisme canonique BX ⊗BX D(m)X → B′X ⊗BX D(m)X est un homomorphisme d’anneaux (cela
se voit par exemple via la formule [Ber96, 2.3.5.1]). En particulier, B′X ⊗BX D(m)X est muni d’une structure
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de BX ⊗BX D(m)X -bimodule et donc de D(m)X -bimodule. On remarque que cette dernière correspond à sa
structure canonique de D(m)X -bimodule, i.e., celle dont la structure droite est la multiplication à droite et la
structure gauche provient de celle du produit tensoriel. En effet, cela découle de la formule [Ber96, 2.3.5.1].
Si E′ est un D˜(m)X -module, on vérifie par un calcul (via les formules 1.1.18.1 et [Ber96, 2.3.5]) que
l’homomorphisme canonique
B′X ⊗BX E′→ (B′X ⊗BX D(m)X )⊗D˜(m)X E
′, (1.2.3.1)
est un isomorphisme deB′X ⊗OX D(m)X -modules à gauche.
Si E′ ∈D−(gD˜(m)X ), une résolution gauche de E′ par des D˜(m)X -modules à gauche plats est alors aussi une
résolution gauche de E′ par desBX -modules plats. Il en dérive un isomorphisme canonique dans D−(gD˜(m)X )
B′X ⊗LBX E′→˜(B′X ⊗OX D
(m)
X )⊗LD˜(m)X E
′. (1.2.3.2)
1.2.4. Passons maintenant à l’extension desD(m)X -modules à droite. L’isomorphisme de transposition ([Ber00,
1.3.1]) fournit un isomorphisme de D(m)X -bimodules γBX : D(m)X ⊗OX BX→˜D˜(m)X , de sorte qu’on obtient par
transport de structure une structure d’anneau surD(m)X ⊗OX BX . Lorsque nous travaillerons avec des modules
à droite, nous préférerons le faisceau d’anneau D(m)X ⊗OX BX en raison de la formule suivante (voir [Ber00,
1.3.2]) :
(1⊗b)(∂<k>⊗1) = ∑
h6k
(−1)|h|
{
k
h
}
∂<k−h>⊗∂<h>b, (1.2.4.1)
qui est analogue à 1.1.24.1. Il résulte de 1.2.4.1 que le morphisme canoniqueD(m)X ⊗OX BX →D(m)X ⊗OX B′X
est un homomorphisme d’anneaux. On dispose de plus du diagramme commutatif
BX ⊗OX D(m)X // B′X ⊗OX D(m)X
D
(m)
X ⊗OX BX //
γBX
OO
D
(m)
X ⊗OX B′X .
γB′X
OO
(1.2.4.2)
En effet, par D(m)X -linéarité à gauche, il suffit de le vérifier pour les éléments de la forme 1⊗b ∈D(m)X ⊗OX
BX , où b est une section deBX , ce qui est immédiat (on se rappelle que γBX (1⊗b) = b⊗1).
Soit M un D(m)X ⊗OX BX -module à droite. La m-PD-costratification produit tensoriel ε˜Mn ⊗ (˜εB
′
X
n )−1
de M⊗BX B′X est semi-linéaire par rapport à (˜εB
′
X
n )−1. On définit alors des isomorphismes ε˜M⊗BXB
′
X de
P˜
′n
X ,(m)-algèbres via le diagramme commutatif suivant :
HomB( ˜dn0∗P˜
n
,M⊗BB′) ˜ //
ε˜Mn ⊗(˜εB
′
n )
−1˜
²²
HomB′( ˜dn0∗P˜
′n
,M⊗BB′)
ε˜M⊗BB′
²²
HomB( ˜dn1∗P˜
n
,M⊗BB′) ˜ // HomB′( ˜dn1∗P˜n⊗BB′,M⊗BB′) (˜ε
B
n )
−1
˜ // HomB′( ˜dn1∗P˜′n,M⊗BB′),
où l’on a omis d’inscrire les indices "X" et "X , (m)". La structure de D(m)X ⊗OX BX -module à droite du
produit tensorielM⊗BX B′X se prolonge ainsi en une structure deD(m)X ⊗OX B′X -module à droite.
SiM est unD(m)X ⊗OX BX -module à droite, on vérifie, via les formules 1.1.24.1 et 1.2.4.1, que l’homomorphisme
canonique
M⊗BX B′X →M⊗D(m)X ⊗OXBX (D
(m)
X ⊗OX B′X), (1.2.4.3)
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est un isomorphisme deD(m)X ⊗OX B′X -modules à droite.
En outre, si M ∈ D−(D(m)X ⊗OX BX d), une résolution gauche de M par des D(m)X ⊗OX BX -modules à
droite plats est aussi une résolution gauche par des BX -modules plats. On obtient alors dans D−(D(m)X ⊗OX
B′X
d) :
M⊗LBX B′X→˜M⊗LD(m)X ⊗OXBX (D
(m)
X ⊗OX B′X). (1.2.4.4)
La proposition qui suit indique que les extensions à droite et à gauche de l’anneau des opérateurs dif-
férentiels sont compatibles.
PROPOSITION 1.2.5. Pour tout D˜(m)X -module E, on a l’isomorphisme canonique de D
(m)
X ⊗OX B′X -modules
à droite :
ωX ⊗OX
(
(B′X ⊗OX D(m)X )⊗D˜(m)X E
)
→˜(ωX ⊗OX E)⊗D(m)X ⊗OXBX (D
(m)
X ⊗OX B′X). (1.2.5.1)
Preuve. Grâce à 2.1.22, il existe un isomorphisme canonique deD(m)X ⊗OX B′X -modules à droite :
ωX ⊗OX
(
(B′X ⊗OX D(m)X )⊗D˜(m)X E
)
→˜
(
ωX ⊗OX (B′X ⊗OX D(m)X )
)
⊗
D˜
(m)
X
E.
En notant δωX l’isomorphisme de transposition de ωX (voir [Ber00, 1.3.3, remarque(ii)]), on obtient :
δωX ⊗ Id :
(
ωX ⊗OX (B′X ⊗OX D(m)X )
)
⊗
D˜
(m)
X
E→˜
(
ωX ⊗OX (B′X ⊗OX D(m)X )
)
g
⊗
D˜
(m)
X
E, (1.2.5.2)
l’indice g signifiant que l’on a pris, pour définir le produit tensoriel, la structure gauche de B′X ⊗OX D(m)X -
module à droite de ωX ⊗OX (B′X ⊗OX D(m)X ) ; la structure droite permettant de munir le terme de droite tout
entier de 1.2.5.2 d’une structure deB′X ⊗OX D(m)X -module à droite.
Or, d’après [Vir00, I.2.2.i)],
(ωX ⊗OX (B′X ⊗OX D(m)X ))g⊗D˜(m)X E→˜(ωX ⊗OX E)⊗D˜(m)X
(
(ωX ⊗OX (B′X ⊗OX D(m)X ))g⊗OX ω−1X
)
.
Enfin, l’isomorphisme deB′X ⊗OX D(m)X -bimodulesB′X ⊗OX D(m)X →˜(ωX ⊗OX (B′X ⊗OX D(m)X ))g⊗OX ω−1X et
1.2.4.2 permettent de conclure.
PROPOSITION 1.2.6. Pour tout D˜(m)X -module E, le diagramme canonique
ωX ⊗OX ((B′X ⊗OX D(m)X )⊗D˜(m)X E) ˜ // (ωX ⊗OX E)⊗D(m)X ⊗OXBX (D(m)X ⊗OX B′X)
ωX ⊗OX
(
B′X ⊗BX E
)
˜ //
˜
OO
(ωX ⊗OX E)⊗BX B′X
˜
OO
est commutatif.
Preuve. Le calcul est aisé.
1.3 Foncteur image inverse
1.3.1. On garde les notations de 1.1 et on se donne un diagramme commutatif
X
f //
²²
Y
²²
(S,aS,bS,αS) // (T,aT ,bT ,αT ),
(1.3.1.1)
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où S et T sont des Z(p)-schémas (resp. V-schémas formels dont l’idéal engendré par m est un idéal de défini-
tion) munis de m-PD-idéaux quasi-cohérents (resp. cohérents), où la flèche du bas est un m-PD-morphisme
et où X est un S-schéma lisse (resp. S-schéma formel lisse) et Y est un T -schéma lisse (resp. T -schéma
formel lisse). Soit BX (resp. BY ) une OX -algèbre (resp. OY -algèbre) commutative munie d’une structure
compatible de D(m)X -module (resp. D(m)Y -module). Rappelons que l’action de D(m)X à gauche sur f ∗BY est
compatible à sa structure de OX -algèbre (confère [Ber00, 2.1.4]). On suppose enfin que l’on dispose d’un
morphisme d’algèbres f ∗BY →BX qui soit en outreD(m)X -linéaire. On notera encore D˜(m)X =BX ⊗OX D(m)X
et D˜(m)Y =BY ⊗OY D(m)Y .
1.3.2. Voyons maintenant l’image inverse d’un D˜(m)Y -module de manière analogue à [Ber00, 2.1.2] avec la
terminologie des m-PD-stratifications relatives àBY .
En notant X˜ (resp. Y˜ ) l’espace annelé (X ,BX ) (resp. (Y ,BY )), le morphisme f induit alors un morphisme
d’espaces annelés ˜f : X˜ → Y˜ . On écrira de plus ∆˜nX/S(m) (resp. ∆˜nY/T (m)) l’espace annelé (X , P˜
n
X/S(m)) (resp.
(Y , P˜nY/T (m))). Le morphisme canonique
f ∗(P˜nY/T (m))→˜ f ∗BY ⊗OX f ∗(PnY/T (m))→BX ⊗OX PnX/S(m) = P˜
n
X/S(m) (1.3.2.1)
est semi-linéaire par rapport au morphisme f ∗BY → BX pour les structures droite et gauche. Pour tout
couple d’entiers n> n′, les homomorphismes 1.3.2.1 fournissent donc des morphismes d’espaces annelés ˜fn
: ∆˜nX/S(m)→ ∆˜nY/T (m) s’inscrivant, grâce à [Ber96, 2.1.4.3], dans le diagramme commutatif
∆˜n′X/S(m)
˜fn′
²²
Â Ä // ∆˜nX/S(m)
˜fn
²²
p˜′n1 //
p˜′n2
// X˜
˜f
²²
∆˜n′Y/T (m)
Â Ä // ∆˜nY/T (m)
p˜n1 //
p˜n2
// Y˜ .
(1.3.2.2)
Soient E un D˜(m)Y -module à gauche et (˜εEn ) sa m-PD-stratification. LeBX -module ˜f ∗E possède une structure
canonique de D˜(m)X -module à gauche. En effet, il résulte du diagramme commutatif 1.3.2.2 que les isomor-
phismes ε˜ ˜f
∗E
n := ˜f ∗n (˜εEn ) munissent ˜f ∗E d’une m-PD-stratification (pour les conditions de cocycle, on utilise
de plus un diagramme commutatif analogue avec ∆˜nX/S(m)(2)). Si BX = OX , on note fn à la place de ˜fn, et
plus généralement, on enlève les tildes.
Exemple 1.3.3. Considérons le morphisme d’espaces annelés : (X ,BX)
I˜d−→ (X ,OX). Si E est un D(m)X -
module, il résulte de 1.2.1.2, que la structure de D˜
(m)
X -module sur (I˜d)∗(E) définie par image inverse est
égale à la structure de D˜
(m)
X -module définie par extension.
1.3.4. Pour vérifier que l’image inverse se comporte bien par composition, donnons-nous en outre le dia-
gramme commutatif
Y
g //
²²
Z
²²
(T,aT ,bT ,αT ) // (U,aU ,bU ,αU),
(1.3.4.1)
où U est un Z(p)-schéma (resp. V-schéma formel dont l’idéal engendré par m est un idéal de définition)
muni d’un m-PD-idéal quasi-cohérent (resp. cohérent), où la flèche du bas est un m-PD-morphisme et où Z
est un U-schéma lisse (resp. U-schéma formel lisse). On se donne de plus une OZ-algèbre BZ munie d’une
structure compatible deD(mZ -module et un morphisme d’algèbres g∗BZ →BY qui soit en outreD(mZ -linéaire.
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PROPOSITION 1.3.5. Soit G un D˜
(m)
Z -module. L’isomorphisme canonique
˜f ∗ ◦ g˜∗(G)→˜ g˜◦ f ∗(G)
est D˜
(m)
X -linéaire.
Preuve. En notant h le morphisme composé g◦ f , il s’agit de prouver que l’on a un isomorphisme canonique
g˜n ◦ ˜fn→˜ h˜n (notations de 1.3.2). D’après [Ber00, 2.1.1.1], on le sait déjà sans les tildes, i.e., le morphisme
composé canonique
f ∗(g∗PnZ/U(m))→ f ∗(PnY/T (m))→PnX/S(m)
est isomorphe au morphisme canonique h∗PnZ/U(m)→PnX/S(m). Il en dérive par construction (1.3.2.1) que
˜f ∗(g˜∗P˜nZ/U(m))→ ˜f ∗(P˜
n
Y/T (m))→ P˜
n
X/S(m)
est isomorphisme au morphisme canonique ˜h∗P˜
n
Z/U(m)→ P˜
n
X/S(m). D’où le résultat.
COROLLAIRE 1.3.6. Soit E unD(m)Y -module. L’isomorphisme canonique
BX ⊗OX f ∗E→ f˜ ∗(BY ⊗OY E),
est D˜(m)X -linéaire.
Preuve. Cela résulte de l’exemple 1.3.3 et de la proposition 1.3.5.
1.3.7. SiF est un -module à gauche, les isomorphismes définissant la m-PD-stratification image inverse deF
par f (i.e. f ∗n (εFn )) sont semi-linéaires par rapport aux isomorphismes ε f
∗BY
n := f ∗n (εBYn ) (voir [Ber00, 2.1.4]).
La structure deD(m)X -module à gauche de f ∗F se prolonge donc en une structure de f ∗BY ⊗OX D(m)X -module
à gauche. Lorsque BX = f ∗BY , la proposition qui suit nous dit que les deux définitions de l’image inverse
sont identiques.
PROPOSITION 1.3.8. On suppose que f ∗BY →BX est un isomorphisme. Pour tout D˜(m)Y -module à gauche
F, l’isomorphisme canonique
f ∗(F)→˜ f˜ ∗(F)
est D˜(m)X -linéaire.
Preuve. Il s’agit de prouver que l’isomorphisme BX -linéaire canonique f ∗(F)→˜ f˜ ∗(F) est horizontal. Or,
on dispose par construction (1.3.2.1) du diagramme canonique commutatif
f ∗PnY/T (m) //
²²
PnX/S(m)
²²
˜f ∗P˜nY/T (m) // P˜
n
X/S(m)
cocartésien. Les foncteurs PnX/S(m)⊗ f ∗PnY/T (m) f ∗(−) et P˜
n
X/S(m)⊗ ˜f ∗P˜nY/T (m) ˜f
∗(−) sont donc isomorphes. En
outre, d’après 1.1.16.2, le diagramme
P˜
n
Y/T (m)⊗BY F ˜˜εn //
can˜
²²
F⊗BY P˜
n
Y/T (m)
can˜
²²
PnY/T (m)⊗OY F εn˜ // F⊗OY PnY/T (m)
(1.3.8.1)
est commutatif. En appliquant le foncteur PnX/S(m)⊗ f ∗PnY/T (m) f ∗(−) à 1.3.8.1, on en déduit un isomorphisme
canonique f ∗n (εn)→˜ ˜f ∗n (˜εn). D’où le résultat.
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PROPOSITION 1.3.9. On garde les notations de la section 1.3.1. Soient E etF deux D˜(m)Y -modules à gauche.
Le morphisme canonique
˜f ∗(HomBY (E,F))→HomBX ( ˜f ∗E, ˜f ∗F) (1.3.9.1)
est D˜(m)X -linéaire.
Preuve. On notera ici P˜
n
:= P˜
n
Y/T (m). Par fonctorialité, le diagramme suivant
˜f ∗n (HomP˜n(P˜
n⊗BY E,P˜
n⊗BY F))
˜
²²
// Hom
P˜
n( ˜f ∗n (P˜
n⊗BY E), ˜f ∗n (P˜
n⊗BY F))
˜
²²
˜f ∗n (HomP˜n(E⊗BY P˜
n
,F⊗BY P˜
n
)) // Hom
P˜
n( ˜f ∗n (E⊗BY P˜
n
), ˜f ∗n (F⊗BY P˜
n
)),
(1.3.9.2)
où les flèches horizontales sont les homomorphismes canoniques et celles verticales sont induites par les
isomorphismes ε˜En et ε˜Fn , est commutatif. Or, par définition, le morphisme du haut du diagramme 1.3.9.2 est
le morphisme défini par la m-PD-stratification de ˜f ∗(HomBY (E,F)) tandis que celui du bas provient de la
m-PD-stratification de HomBX ( ˜f ∗E, f ∗F). Le morphisme 1.3.9.1 est donc horizontal.
1.4 Élévation du niveau par Frobenius
1.4.1. On prend ici les notations non respectives de la section 1.3.1 et on désigne par S0 = V (a) et par X0
la réduction de X sur S0. On suppose aussi vérifiées les conditions suivantes de [Ber00, 2.3.1] (ou [Ber00,
3.0.1.(iii)]):
i) p est nilpotent sur S (donc, grâce à [Ber96, 1.3.5.1], |X |= |X0|) ;
ii) p ∈ a (on dispose ainsi d’un Frobenius sur X0).
Soit s > 0 un entier fixé, X (s)0 le S0-schéma déduit de X0 par le s-ième itéré du Frobenius absolu de S0, X ′
un S-schéma lisse relevant X (s)0 et F : X → X ′ un S-morphisme relevant le morphisme de Frobenius relatif
FsX0/S0 : X0 → X
(s)
0 .
On suppose donnés de plus une OX ′-algèbre BX ′ munie d’une action à gauche de D(m)X ′ compatible à sa
structure d’algèbre. On pose BX := F∗BX ′ . On notera D˜(m)X =BX ⊗OX D(m)X , D˜(m)X ′ =BX ′ ⊗OX ′ D
(m)
X ′ et F˜
le morphisme d’espaces annelés (X ,BX)→ (X ′,BX ′) induit par F .
LEMME 1.4.2. Le morphisme canonique F˜n : ∆˜nX/S(m) → ∆˜nX ′/S(m) se factorise en un morphisme d’espaces
annelés
∆˜nX/S(m+s)→ ∆˜nX ′/S(m). (1.4.2.1)
Preuve. Il s’agit d’établir que le morphisme canonique F∗P˜
n
X ′/S(m)→ P˜
n
X/S(m) se factorise par un morphisme
F∗P˜
n
X ′/S(m) → P˜
n
X/S(m+s). D’après la proposition [Ber00, 2.2.2], c’est le cas sans les tildes. Grâce à 1.3.2.1,
on conclut la démonstration.
PROPOSITION 1.4.3. Soient E′ un D˜(m)X ′ -module à gauche etM
′ un D˜(m)X ′ -module à droite. Le faisceau F˜∗E
′
(resp., avec les notations de 1.1.21, F˜[M′) est muni d’une structure de D˜(m+s)X -module à gauche (resp. à
droite). De plus, F˜∗E′→˜ F˜∗D˜(m)X ′ ⊗D˜(m)X ′ E
′ et F˜[M′→˜M′⊗
D˜
(m)
X ′
F˜[D˜(m)X ′ .
Preuve. En prenant l’image inverse par les morphismes ∆˜nX/S(m+s) → ∆˜nX ′/S(m) de la m-PD-stratification rel-
ative àBX ′ de E′, on obtient une (m+ s)-PD-stratification relative àBX de F˜∗E′. Le cas respectif se montre
de la même façon. Les deux isomorphismes se vérifient par fonctorialité.
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Remarques 1.4.4. (i) On garde les notations de 1.4.1. Soit E′ un D˜(m)X ′ -module à gauche. D’après [Ber00,
2.2.7], F∗(E′) est muni d’une structure de D˜(m+s)X -module prolongeant sa structure de D(m+s)X -module. On
vérifie, comme pour 1.3.8, que l’isomorphisme F∗(E′)→˜ F˜∗(E′) est D˜(m+s)X -linéaire. Par la suite, on notera
donc simplement F∗ à la place de F˜∗.
(ii) Lorsque l’on suppose que a est m-PD-nilpotent, de manière analogue à [Ber00, 2.1.6.(a),2.2.6.(i) et
2.4.5.(ii)], on construit un foncteur Fs∗X0/S0 (resp. Fs[X0/S0) de la catégorie des D˜
(m)
X ′ -modules à gauche (resp.
à droite) dans celle des D˜(m+s)X -modules à gauche (resp. à droite) : cela résulte du fait que localement le
morphisme FsX0/S0 se relève en un morphisme F : X → X ′ et que, comme pour [Ber00, 2.1.5], l’image inverse
F∗ ne dépend pas du relèvement. Tous les résultats de cette section seront valides en remplaçant FX par
FsX0/S0 .
DÉFINITION 1.4.5. Soit M une famille de morphismes f : X → Y s’inscrivant dans un diagramme com-
mutatif de la forme 1.3.1.1 telle que M soit stable par changement de base. Pour tout entier m et tout mor-
phisme f de M, supposons donnés des foncteurs φ(m)f : D−(gD˜(m)X/S)→D−(gD˜(m)Y/T ) (resp. φ(m)f : D−(D˜(m)X/Sd)→
D−(D˜(m)Y/T
d)). La famille (φ(m)f ) f∈M commute à Frobenius si pour tout entier s, pour tous relèvements X ′ (resp.
Y ′) lisse sur S (resp. T ) de X (s)0 (resp. Y (s)0 ) et f : X →Y , f ′ : X ′→Y ′, FX : X → X ′, FY : Y →Y ′ relèvements
de f0, f (s)0 , FsX0/S0 , FsY0/T0 tels que f , f ′ ∈ M et FY ◦ f = f ′ ◦FX , il existe pour tout E′ ∈ D−(
gD˜
(m)
X ′/S) (resp.
M′ ∈ D−(D˜(m)X ′/Sd)) un isomorphisme canonique dans D−(gD˜
(m+s)
Y/T ) (resp. D−(D˜
(m+s)
Y/T
d)):
F∗Y ◦φ(m)f ′ (E′)→˜φ(m+s)f ◦F∗X (E′) (resp. F[Y ◦φ(m)f ′ (M′))→ φ(m+s)f ◦F[X(M′). (1.4.5.1)
Cette définition s’étend aux bifoncteurs, aux complexes de bimodules ou aux foncteurs de la forme φ(m)f :
D−(gD˜(m)Y/T )→ D−(gD˜
(m)
X/S) etc.
DÉFINITION 1.4.6. On garde les hypothèses et notations de la définition 1.4.5. Pour tout entier m, soient
(φ(m)f ) f∈M et (ψ(m)f )) f∈M deux familles de foncteurs commutant à Frobenius et, pour tout f ∈ M, θ(m)f :
φ(m)f → ψ(m)f un morphisme de foncteurs. La famille (θ(m)f ) f∈M est dite compatible à Frobenius si elle induit
un diagramme commutatif
F∗Y ◦φ(m)f ′
²²
// φ(m+s)f ◦F∗X
²²
F∗Y ◦ψ(m)f ′ // ψ(m+s)f ◦F∗X ,
(1.4.6.1)
(resp. en remplaçant F∗ par F[).
Rappelons le théorème de descente par Frobenius de [Ber00, 2.3.6] :
THÉORÈME 1.4.7. Le foncteur F∗ induit une équivalence entre la catégorie des D˜(m)X ′ -modules à gauche
(resp. quasi-cohérents) et celle des D˜(m+s)X -modules à gauche (resp. quasi-cohérents).
PROPOSITION 1.4.8. Soient E′ et F′ deux D˜(m)X ′ -modules à gauche. Le morphisme canonique
F∗(HomBX ′ (E
′,F′))→HomBX (F∗E′,F∗F′) (1.4.8.1)
est D˜(m+s)X -linéaire.
Preuve. Il suffit de reprendre la démonstration de 1.3.9 en remplaçant le morphisme ˜fn par le morphisme
∆˜nX/S(m+s)→ ∆˜nX ′/S(m).
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1.4.9 REMARQUES. Nous verrons, via 2.1.32.ii), que le morphisme 1.4.8.1 est un isomorphisme. La propo-
sition 1.4.8 signifie donc que le bifoncteur HomBX ′ (−,−) commute à Frobenius.
PROPOSITION 1.4.10. Soient E′ et F′ deux D˜(m)X ′ -modules à gauche. L’isomorphisme canonique :
F∗E′⊗BX F∗F′→˜F∗(E′⊗BX ′ F′) (1.4.10.1)
est D˜(m+s)X -linéaire. Ainsi, le bifoncteur −⊗BX ′ − commute à Frobenius.
Preuve. Analogue à [Ber00, 3.3.1].
PROPOSITION 1.4.11. Soient E′ un D˜(m)X ′ -bimodule et F
′ un D˜(m)X ′ -module à gauche. On a alors un isomor-
phisme canonique :
(F∗F[E′)⊗
D˜
(m+s)
X
(F∗F′)→˜F∗(E′⊗
D˜
(m)
X ′
F′). (1.4.11.1)
Le bifoncteur −⊗
D˜
(m)
X ′
− commute donc à Frobenius.
Preuve. Grâce à [Ber00, 2.5.7], on a l’isomorphisme canonique de D˜(m)X ′ -modules à gauche :
F[E′⊗
D˜
(m+s)
X
F∗F′→˜E′⊗
D˜
(m)
X ′
F′.
En lui appliquant le foncteur F∗, on en déduit la proposition.
PROPOSITION 1.4.12. Soient E′ un D˜(m)X ′ -module à gauche et F
′ un D˜(m)X ′ -bimodule. On dispose alors de
l’isomorphisme canonique de D˜(m)X ′ -modules à droite :
F[Hom
D˜
(m)
X ′
(E′,F′)→˜Hom
D˜
(m+s)
X
(F∗E′,F∗F[F′).
Preuve. On a un isomorphisme canonique F[Hom
D˜
(m)
X ′
(E′,F′)→˜Hom
D˜
(m)
X ′
(E′,F[F′). De plus, le théorème
1.4.7 nous fournit un isomorphisme Hom
D˜
(m)
X ′
(E′,F[F′)→˜Hom
D˜
(m+s)
X
(F∗E′,F∗F[F′). En composant ces
deux isomorphismes, on obtient la proposition.
1.4.13. Soient m′ > m,BX ′ (resp.B′X ′) une OX ′-algèbre munie d’une action à gauche deD(m)X ′ (resp.D
(m′)
X ′ )
compatible à sa structure d’algèbre et BX ′ → B′X ′ un homomorphisme D(m)X ′ -linéaire de OX ′-algèbres. On
notera D˜(m)X ′ = BX ′ ⊗OX ′ D
(m)
X ′ et D˜
(m′)
X ′ = B
′
X ′ ⊗OX ′ D
(m′)
X ′ . Enfin, on pose BX := F
∗BX ′ , B′X := F∗B
′
X ′ ,
D˜
(m+s)
X :=BX ⊗OX D(m+s)X et D˜(m
′+s)
X :=B
′
X ⊗OX D(m
′+s)
X .
1.4.14. Avec les notations de 1.4.13, Berthelot a construit (voir [Ber00, 3.1.3]), pour tout D(m)X ′ -module à
gauche E′, l’isomorphisme
D˜
(m′+s)
X ⊗D˜(m+s)X F
∗E′→˜F∗(D˜(m′)X ′ ⊗D˜(m)X ′ E
′)
comme étant l’unique morphisme D˜(m
′+s)
X -linéaire rendant commutatif le diagramme suivant :
F∗E
--
// D˜
(m′+s)
X ⊗D˜(m+s)X F
∗E′ // F∗(D˜(m
′)
X ′ ⊗D˜(m)X ′ E
′). (1.4.14.1)
Or, en s’inspirant de 1.4.11.1, on construit celui-ci d’une deuxième façon : en considérant D˜(m
′)
X ′ comme
(D˜(m
′)
X ′ , D˜
(m)
X ′ )-bimodule, on obtient d’abord, avec [Ber00, 2.5.7], l’isomorphisme
F∗F[D˜(m
′)
X ′ ⊗D˜(m+s)X F
∗E′→˜F∗D˜(m′)X ′ ⊗D˜(m′)X ′ D˜
(m′)
X ′ ⊗D˜(m)X ′ (F
[D˜
(m)
X ′ ⊗D˜(m+s)X F
∗E′)→˜F∗(D˜(m′)X ′ ⊗D˜(m)X ′ E
′)
(1.4.14.2)
fonctoriel en D˜(m
′)
X ′ (dans la catégorie des (D˜
(m′)
X ′ , D˜
(m)
X ′ )-bimodules). Ensuite, on termine la construction via
l’isomorphisme D˜(m+s)X →˜F∗F[D˜(m)X ′ ([Ber00, 2.5.2]).
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PROPOSITION 1.4.15. Les deux constructions de D˜(m
′+s)
X ⊗D˜(m+s)X F
∗E′→˜F∗(D˜(m′)X ′ ⊗D˜(m)X ′ E
′) coïncident.
Preuve. Notons θ les isomorphismes de la forme D˜(m+s)X →˜F∗F[D˜(m)X ′ et ρ ceux de la forme D˜(m)X ′ → D˜(m
′)
X ′
ou D˜
(m+s)
X → D˜(m
′+s)
X etc. Par unicité de la factorisation du diagramme 1.4.14.1, il suffit d’établir la commu-
tativité de
F∗E′ F∗E′
D˜
(m+s)
X ⊗D˜(m+s)X F
∗E′ θ⊗id˜ //
ρ⊗id
²²
˜
OO
F∗F[D˜(m)X ′ ⊗D˜(m+s)X F
∗E′ ˜ //
F∗F[(ρ)⊗id
²²
F∗(D˜(m)X ′ ⊗D˜(m)X ′ E
′)
F∗(ρ)⊗id
²²
˜
OO
D˜
(m′+s)
X ⊗D˜(m+s)X F
∗E′ θ⊗id˜ // F∗F[D˜(m
′)
X ′ ⊗D˜(m+s)X F
∗E′ ˜ // F∗(D˜(m
′)
X ′ ⊗D˜(m)X ′ E
′).
(1.4.15.1)
Par fonctorialité de 1.4.14.2, le diagramme de droite est commutatif. De plus, l’isomorphisme canonique
F[D(m)X ′ ⊗D(m+s)X F
∗E′→˜E′ a été construit de telle façon que le rectangle du haut de 1.4.15.1 soit commutatif
(voir la preuve de [Ber00, 2.5.5.(i)]). Prouvons à présent la commutativité de carré de gauche de 1.4.15.1.
Tout d’abord, par construction de [Ber00, 2.5.2] des isomorphismes de la forme θ, on a le diagramme com-
mutatif suivant :
F∗F[D(m)X ′ ρ
//
F∗F[(ρ)
--
BX ⊗OX F∗F[D(m)X ′ ˜ // F∗F[(BX ′⊗OX ′D(m)X ′ )
D
(m+s)
X
θ ˜
OO
ρ
// BX ⊗OX D(m+s)X .
θ˜
55
BX⊗OX θ ˜
OO
(1.4.15.2)
D’ailleurs, ce morphisme θ est l’unique morphisme de BX ⊗OX D(m+s)X -bimodules rendant commutatifs le
diagramme 1.4.15.2. Il en résulte le diagramme commutatif suivant :
F∗F[(BX ′⊗OX ′D
(m)
X ′ )
F∗F[(ρ)// F∗F[(B′X ′⊗OX ′D
(m)
X ′ )
BX ⊗OX D(m+s)X
θ ˜OO
ρ // B′X ⊗OX D(m+s)X .
θ ˜OO
(1.4.15.3)
De plus, on vérifie que la construction de θ dans [Ber00, 2.5.2] est compatible aux changements de niveau,
i.e., le diagramme suivant de gauche est commutatif :
F∗F[(D(m)X ′ )
F∗F[(ρ)// F∗F[(D(m
′)
X ′ )
D
(m+s)
X
θ ˜
OO
ρ //D
(m′+s)
X ,
θ ˜OO
F∗F[(BX ′⊗OX ′D
(m)
X ′ )
F∗F[(ρ)// F∗F[(B′X ′⊗OX ′D
(m′)
X ′ )
BX ⊗OX D(m+s)X
θ ˜OO
ρ // B′X ⊗OX D(m
′+s)
X .
θ ˜OO
(1.4.15.4)
Grâce à 1.4.15.3, il en découle la commutativité du diagramme de droite de 1.4.15.4. En appliquant à ce
dernier le foncteur −⊗
D˜
(m+s)
X
F∗E′, il en dérive celle du carré de gauche de 1.4.15.1.
PROPOSITION 1.4.16. Soit E′ unBX ′⊗OX ′ D˜
(m)
X ′ -module à gauche. L’isomorphisme canonique fonctoriel en
E′
B′X ′⊗BX ′ E′→˜B′X ′⊗OX ′D
(m)
X ′ ⊗BX ′⊗OX ′D(m)X ′ E
′ (1.4.16.1)
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est compatible à Frobenius.
Preuve. Il s’agit de prouver que le carré de droite du diagramme
F∗E //
%%JJ
JJ
JJ
JJ
JJ
JJ
J F
∗(B′X ′⊗BX ′ E′) ˜ // F∗((B′X ′⊗OX ′D(m)X ′ )⊗BX ′⊗OX ′D(m)X ′ E′)
B′X ⊗BX F∗E′ ˜ //
˜
OO
(B′X ⊗OX D(m)X )⊗BX⊗OXD(m)X F
∗E′
˜OO
est commutatif. Par B′X -linéarité, il suffit de vérifier que le grand diagramme est commutatif, ce qui est
tautologique (1.4.14.1).
2. Sur la dualité arithmétiqueD-linéaire d’un isocristal surconvergent
2.1 Préliminaires : quelques isomorphismes canoniques
On garde les mêmes notations et hypothèses que 1.4.1 (il n’est pas nécessaire que Frobenius se relève :
1.4.4.(ii)). Sous les conditions plus générales 1.1, tous les résultats de cette section seront valables à la
condition de supprimer “compatible à Frobenius” et tout ce qui est lié à Frobenius.
On se donne B′X ′ une BX ′-algèbre commutative munie d’une structure compatible de D
(m)
X ′ -module à
gauche telle que BX ′ →B′X ′ soit D(m)X ′ -linéaire (et donc D˜(m)X ′ -linéaire). On note comme d’habitude B′X :=
F∗B′X ′ . Enfin, on supposera que S est un schéma noethérien (hypothèse utile pour 2.1.10 et donc pour 2.1.17
etc.).
PROPOSITION 2.1.1. Soient E′, F′ des D˜(m)X ′ -modules à gauche et M
′
, N′ des D˜(m)X ′ -modules à droite. Les
isomorphismes canoniques suivants
ωX ′⊗OX ′ (E′⊗BX ′ F′)→˜(ωX ′⊗OX ′ E′)⊗BX ′ F′, (M′⊗BX ′ E′)⊗OX ′ ω−1X ′ →˜(M′⊗OX ′ ω−1X ′ )⊗BX ′ E′
(ωX ′⊗OX ′ E′)⊗BX ′ (M′⊗OX ′ ω−1X ′ )→˜M′⊗BX ′ E′, ωX ′⊗OX ′ HomBX ′ (E′,F′)→˜HomBX ′ (E′,ωX ′⊗OX ′ F′),
ωX ′⊗OX ′ HomBX ′ (M′,N′)→˜HomBX ′ (M′⊗OX ′ ω−1X ′ ,N′) et
HomBX ′ (E
′,M′)⊗OX ′ ω−1X ′ →˜HomBX ′ (E′,M′⊗OX ′ ω−1X ′ )
sont D˜(m)X ′ -linéaires et compatibles à Frobenius.
Preuve. La compatibilité à Frobenius est élémentaire. Il reste ainsi à vérifier la D˜(m)X ′ -linéarité. L’assertion
étant locale, on se ramène à supposer X affine et muni de coordonnées locales. Les formules 1.1.18.1,
1.1.24.1, 1.1.18.2, 1.1.24.2 et 1.1.24.3 nous permettent de conclure.
PROPOSITION 2.1.2. SoientE′ un D˜(m)X ′ -module à gauche,F
′ unB′X ′⊗OX ′D
(m)
X ′ -module à gauche etE
′→F′
un morphisme D˜(m)X ′ -linéaire. Le morphisme canonique
ρ : B′X ′⊗BX ′ E′→F′,
estB′X ′⊗OX ′D
(m)
X ′ -linéaire et compatible à Frobenius.
Preuve. Commençons par démontrer laB′X ′⊗OX ′D
(m)
X ′ -linéarité. ParB
′
X ′-linéarité, contentons-nous de prou-
ver la D˜(m)X ′ -linéarité. Notons (˜εF
′
n ), la stratification relative àBX ′ de F′. Comme les isomorphismes ε˜F
′
n sont
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semi-linéaires par rapport aux isomorphismes ε˜BX ′n , le diagramme
(P˜
n
X ′(m)⊗BX ′ B′X ′)⊗P˜nX ′(m) (P˜
n
X ′(m)⊗BX ′ E′) //
ε˜
B′X ′
n ⊗ε˜E′n˜ ²²
P˜
n
X ′(m)⊗BX ′ F′
ε˜F
′
n˜
²²
(B′X ′⊗BX ′ P˜
n
X ′(m))⊗P˜nX ′(m) (E
′⊗BX ′ P˜
n
X ′(m)) // F′⊗BX ′ P˜
n
X ′(m),
où les flèches horizontales sont les morphismes canoniques déduits par extension de ρ, est commutatif, i.e.,
ρ est horizontal.
Pour la compatibilité à Frobenius, il s’agit de vérifier que le diagramme canonique suivant
F∗(B′X ′⊗BX ′ E′) ˜ //
F∗ρ ''NN
NNN
NNN
NNN
B′X ⊗BX F∗E′
ρ
xxqqq
qqq
qqq
q
F∗F′
est commutatif, ce qui est élémentaire.
COROLLAIRE 2.1.3. Soient E′ un D˜(m)X ′ -module à gauche etF
′ unB′X ′⊗OX ′D
(m)
X ′ -module à gauche. Il existe
un isomorphisme canonique
HomD˜X ′ (E
′,F′)→˜Hom
B′X ′⊗OX ′D
(m)
X ′
(B′X ′⊗BX ′ E′,F′). (2.1.3.1)
Preuve. Grâce à 2.1.2, on construit l’homomorphisme 2.1.3.1. Comme le morphisme canonique E′ →
B′X ′⊗BX ′ E′ est D˜
(m)
X ′ -linéaire, on construit l’homomorphisme inverse de 2.1.3.1 via celui-ci.
PROPOSITION 2.1.4. SoientE′ un D˜(m)X ′ -module à gauche,F
′ unB′X ′⊗OX ′D
(m)
X ′ -module à gauche. L’isomorphisme
canonique
HomBX ′ (E
′,F′)→˜HomB′X ′ (B
′
X ′⊗BX ′ E′,F′)
est B′X ′⊗OX ′D
(m)
X ′ -linéaire et compatible à Frobenius.
Preuve. La compatibilité à Frobenius signifie que le diagramme canonique ci-après
F∗HomBX ′ (E
′,F′) ˜ //
˜
²²
HomBX (F∗E
′,F∗F′)
˜
²²
F∗HomB′X ′ (B
′
X ′⊗BX ′ E′,F′) ˜ // HomB′X (F∗(B′X ′⊗BX ′ E′),F∗F′) ˜ // HomB′X (B′X ⊗BX F∗E′,F∗F′)
est commutatif, ce qui est local. On peut donc supposer que Frobenius se relève. La vérification de la com-
mutativité est alors élémentaire. Enfin, la D˜(m)X ′ -linéarité résulte de 1.1.18.2.
PROPOSITION 2.1.5. Soient E′ un D˜(m)X ′ -module à gauche, F
′ un B′X ′ ⊗OX ′ D
(m)
X ′ -module à gauche, M
′ un
D˜
(m)
X ′ -module à droite etN
′ unB′X ′⊗OX ′D
(m)
X ′ -module à droite. Les isomorphismes canoniques
(E′⊗BX ′ B′X ′)⊗B′X ′ F
′→˜E′⊗BX ′ F′ (2.1.5.1)
N′⊗B′X ′ (B
′
X ′⊗BX ′ E′)→˜N′⊗BX ′ E′ et (M′⊗BX ′ B′X ′)⊗B′X ′ F
′→˜M′⊗BX ′ F′ (2.1.5.2)
sontBX ′⊗OX ′D
(m)
X ′ -linéaires et compatibles à Frobenius. Par transport de structure, on munit ainsiE
′⊗BX ′F′
(resp.N′⊗BX ′ E′ et M′⊗BX ′ F′) d’une structure deB′X ′⊗OX ′D
(m)
X ′ -module à gauche (resp. à droite).
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Preuve. La D˜(m)X ′ -linéarité des isomorphismes de 2.1.5 résulte des formules 1.1.18.1 et 1.1.24.1 (cela se
vérifie aussi en constatant que les isomorphismes sont horizontaux). La compatibilité à Frobenius est aisée.
PROPOSITION 2.1.6. Soient E′ et G′ deux D˜(m)X ′ -modules à gauche et F
′ un D˜(m)X ′ -module à droite ou à
gauche. Les isomorphismes canoniques suivants
E′⊗BX ′ G′→˜G′⊗BX ′ E′, E′⊗BX ′ (F′⊗BX ′ G′)→˜(E′⊗BX ′ F′)⊗BX ′ G′. (2.1.6.1)
sont D˜(m)X ′ -linéaires et sont compatibles à Frobenius.
Preuve. La D˜(m)X ′ -linéarité résulte des formules 1.1.24.1 et 1.1.18.1 et la compatibilité à Frobenius est im-
médiate.
PROPOSITION 2.1.7. SoitM′ ∈D(D˜(m)X ′ d). L’isomorphisme de transposition δM′ :M′⊗BX ′ D˜
(m)
X ′ →˜M′⊗BX ′
D˜
(m)
X ′ qui échange les deux structures droites de D˜
(m)
X ′ -modules (voir [Ber00, 1.3.3.(ii)]) est compatible à
Frobenius, i.e., le diagramme suivant est commutatif :
F[M′⊗BX D˜
(m+s)
X
δF[M′˜ //
˜
²²
F[M′⊗BX D˜
(m+s)
X
˜
²²
F[M′⊗BX F∗F[D˜
(m)
X ′
F[g F[d δM′˜ // F[M′⊗BX F[F∗D˜(m)X ′
(2.1.7.1)
compatible à Frobenius.
Preuve. Il suffit de reprendre la démonstration de Virrion de [Vir00, II.1.12.1] en rajoutant des tildes et en
remplaçant "ωX ′" par "M′" et "ωX " par "F[M′".
PROPOSITION 2.1.8. Soit E′ ∈ D(gD˜(m)X ′ ). L’isomorphisme de D˜
(m)
X ′ -bimodules de transposition relatif à E,
γE′ : D˜
(m)
X ′ ⊗BX ′ E′→˜E′⊗BX ′ D˜
(m)
X ′ (voir [Ber00, 1.3.2.d]), est compatible à Frobenius, i.e., le diagramme
canonique
F∗F[(D˜
(m)
X ′ ⊗BX ′ E′)
F∗F[(δE′ )˜ // F∗F[(E′⊗BX ′ D˜(m)X ′ )
D˜
(m+s)
X ⊗BX F∗E′
˜OO
δF∗E′˜ // F∗E′⊗BX D˜(m+s)X
˜ OO
(2.1.8.1)
est commutatif.
De même, on dispose de l’isomorphisme de D˜
(m)
X ′ -bimodules à gauche compatible à Frobenius
(D˜
(m)
X ′ ⊗OX ′ ω−1X ′ )⊗BX ′ E′→˜E′⊗BX ′ (D˜
(m)
X ′ ⊗OX ′ ω−1X ′ ). (2.1.8.2)
Preuve. Tout d’abord, il (faut et il) suffit de démontrer la compatibilité à Frobenius de
ωX ′⊗OX ′ (γE′) : (ωX ′⊗OX ′ D˜
(m)
X ′ )⊗BX ′ E′→˜(ωX ′⊗OX ′ E′)⊗BX ′ D˜
(m)
X ′ .
Or, l’isomorphisme
E′⊗BX ′ δωX ′ : E′⊗BX ′ (ωX ′⊗OX ′ D˜
(m)
X ′ )→˜(ωX ′⊗OX ′ D˜
(m)
X ′ )⊗BX ′ E′
est compatible à Frobenius (2.1.7.1). En outre, grâce à 2.1.1 et 2.1.6.1, l’isomorphisme canonique
(ωX ′⊗OX ′ E′)⊗BX ′ D˜
(m)
X ′ →˜E′⊗BX ′ (ωX ′⊗OX ′ D˜
(m)
X ′ )
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est compatible à Frobenius. Puisqu’en composant ces trois isomorphismes, on obtient l’isomorphisme de
transposition δωX ′⊗OX ′E′ (il suffit de vérifier, d’après [Ber00, 1.3.3], que, pour toute section x de ωX ′⊗OX ′ E
′
,
δωX ′⊗OX ′E′(x⊗1) = x⊗1) qui est compatible à Frobenius d’après 2.1.7.1. D’où la commutativité de 2.1.8.1.
L’isomorphisme 2.1.8.2 dérive du diagramme suivant commutatif
(E′⊗BX ′ D˜
(m)
X ′ )⊗OX ′ ω−1X ′ ˜ // E′⊗BX ′ (D˜(m)X ′ ⊗OX ′ ω−1X ′ )
(D˜
(m)
X ′ ⊗BX ′ E′)⊗OX ′ ω−1X ′ ˜ //
˜ γE′⊗OX ′ω−1X ′
OO
(D˜
(m)
X ′ ⊗OX ′ ω−1X ′ )⊗BX ′ E′.
OO
(2.1.8.3)
Remarques 2.1.9. Soient A, B, C trois faisceaux d’anneaux, E ∈ D−(gA,Bd) et F ∈ D−(gB,Cd). Il n’est
pas clair que l’on sache dériver le foncteur E⊗BF. Cependant, comme l’a remarqué Berthelot, avec les
hypothèses pratiques ci-après, ce foncteur se calcule sans problème. Par commodité, introduisons la défini-
tion suivante. Un anneau R est dit anneau de résolution de E ∈ D(gA,Bd) si les conditions suivantes sont
réalisées :
(i) Les anneaux A et B sont munis de structures de R-algèbres telles que R s’envoie dans le centre de
A et de B ;
(ii) Les structures deR-module induites, sur les (A,B)-bimodules de E, par la structure deA-module à
gauche et par celle deB-module à droite coïncident ;
(iii)A etB sont plats sur R
Un anneau de résolution de A est un anneau de résolution de A vu comme (A,A)-bimodule. Le com-
plexe E ou A est alors dit résoluble. Une famille d’anneaux est dite deux à deux résoluble, si, en choisis-
sant deux éléments de cette famille, il existe un anneau de résolution qui leur sont commun. Dans la suite,
nous ne considérerons que les complexes résolubles et, par abus de notations, D(gA,Bd) désignera la sous-
catégorie pleine de D(gA,Bd) des complexes résolubles (de même en rajoutant des hypothèses de finitude
et en changeant les lettres g et d etc.). On notera que le faisceau D(m)Xi est résoluble (comme (D
(m)
Xi ,D
(m)
Xi )-
bimodule) mais n’est pas (à priori) résoluble en tant que (D(m)Xi ,D
(m)
X )-bimodule. On définit de même les
anneaux de résolutions pour les complexes D(gA, gB). Grâce à (i), A⊗RB0 (où B0 désigne l’anneau op-
posé de B) est muni d’une structure canonique d’anneau et, avec en outre (ii), les données d’une structure
de (A,B)-bimodule ou deA⊗RB0-module sont identiques.
Si E ∈ D−(gA,Bd) ou F ∈ D−(gB,Cd) ont un anneau de résolution, alors on peut calculer E⊗LBF. En
effet, si R est un anneau de résolution de E, une résolution plate de E par des A⊗RB0-modules plats est,
via (iii), plate surB. Lorsque E ∈ D−(gA, gB), on procède de manière analogue mais avecA⊗RB etc.
De même, si E ∈ D(gA) et E′ ∈ D+(gA,Bd) tel que E′ possède un anneau de résolution, alors on peut
calculer RHomA(E,E′). En effet, il suffit de résoudre E′ par des A⊗RB0-modules injectifs.
Pour résumer, avec notre abus de notations, on obtient les bifoncteurs
RHomgA(−,−) : D(gA,Bd)×D+(gA,Cd)→ D(gB,Cd), (2.1.9.1)
−⊗LA− : D−(∗B,Ad)×D−(gA, ∗C)→ D(∗B, ∗C). (2.1.9.2)
Bien-entendu, on dispose de bifoncteurs analogues en changeant les indices g et d.
PROPOSITION 2.1.10. SoientA etB deux faisceaux d’anneaux sur X , E ∈ Dparf(gA), F ∈ Db(gA, ∗B). On
a :
(i) RHomgA(E,F) ∈ Db(∗B),
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(ii) SiF∈D(.,parf)(gA, ∗B) (resp. D(.,tdf)(gA, ∗B)), alorsRHomgA(E,F)∈Dparf(∗B) (resp.RHomgA(E,F)∈
Dtdf(∗B)).
Preuve. Comme X est quasi-compact, cela se vérifie par localisation et dévissage.
Remarques 2.1.11. Si X n’est pas quasi-compact, il faut remplacer "complexes bornées" par "complexes
localement bornées" et "complexes de Tor-dimension finie" par "complexes localement de Tor-dimension
finie".
PROPOSITION 2.1.12. Soient A, B, C et D des faisceaux d’anneaux sur X résolubles deux à deux (2.1.9),
E ∈ D(gA), F ∈ D+(gA,Bd), et G ∈ D(tdf, .)(gB,Cd).
(i) Il existe alors un homomorphisme canonique dans D(∗C), fonctoriel en E, F et G :
RHomgA(E,F)⊗LBG→ RHomgA(E,F⊗LBG).
Celui-ci est un isomorphisme quand E ∈ Dparf(gA).
(ii) L’isomorphisme de i) est transitif, i.e., si H ∈ D(tdf, .)(gC,Dd), on dispose du diagramme commutatif
RHomgA(E,F)⊗LBG⊗LCH //
++VVVV
VVVVV
VVVVV
VVVVV
RHomgA(E,F⊗LBG⊗LCH)
RHomgA(E,F⊗LBG)⊗LCH.
33hhhhhhhhhhhhhhhhhhh
(iii) LorsqueA,B et C sont égaux à D˜(m)X ′ , le morphisme canonique
RHomgD˜(m)X ′
(E,F)⊗L
D˜
(m)
X ′
G→ RHomgD˜(m)X ′ (E,F⊗
L
D˜
(m)
X ′
G)
est compatible à Frobenius.
Preuve. Pour la première partie, il suffit de résoudre F injectivement et G platement. La transitivité du
morphisme ainsi construit est immédiate. Il reste à vérifier la compatibilité à Frobenius. Par transitivité (voir
ii)), on dispose du diagramme commutatif suivant.
F[(RHomgD˜(m)X ′
(E,F)⊗L
D˜
(m)
X ′
G) ˜ //
²²
RHomgD˜(m)X ′
(E,F)⊗L
D˜
(m)
X ′
F[G
²²
F[RHomgD˜(m)X ′
(E,F⊗L
D˜
(m)
X ′
G) ˜ // RHomgD˜(m)X ′ (E,F⊗LD˜(m)X ′ F[G).
(2.1.12.1)
De plus, via l’isomorphisme F[G→˜(F[D˜(m)X ′ ⊗D˜(m+s)X F
∗D˜(m)X ′ )⊗LD˜(m)X ′
F[G→˜F[D˜(m)X ′ ⊗LD˜(m+s)X F
∗F[G, on béné-
ficie par fonctorialité du diagramme commutatif :
RHom
D˜
(m)
X ′
(E,F)⊗L
D˜
(m)
X ′
F[G
²²
˜ // RHomD˜(m)X ′ (E,F)⊗LD˜(m)X ′ F[D˜
(m)
X ′ ⊗LD˜(m+s)X F
∗F[G
²²
RHom
D˜
(m)
X ′
(E,F⊗L
D˜
(m)
X ′
F[G) ˜ // RHomD˜(m)X ′ (E,F⊗LD˜(m)X ′ F[D˜
(m)
X ′ ⊗LD˜(m+s)X F
∗F[G).
En invoquant la transitivité de ii), on obtient celle de
RHom
D˜
(m)
X ′
(E,F)⊗L
D˜
(m)
X ′
F[D˜(m)X ′ ⊗LD˜(m+s)X F
∗F[G
²²
˜ // RHomD˜(m)X ′ (E,F[F)⊗LD˜(m+s)X F∗F[G
²²
RHom
D˜
(m)
X ′
(E,F⊗L
D˜
(m)
X ′
F[D˜(m)X ′ ⊗LD˜(m+s)X F
∗F[G) ˜ // RHomD˜(m)X ′ (E,F[F⊗LD˜(m+s)X F∗F[G).
(2.1.12.2)
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Enfin, en résolvant F∗F[G platement et F[F injectivement, on calcule que le diagramme
RHom
D˜
(m)
X ′
(E,F[F)⊗L
D˜
(m+s)
X
F∗F[G
²²
F∗⊗id˜ // RHomD˜(m+s)X (F∗E,F∗F[F)⊗LD˜(m+s)X F∗F[G
²²
RHom
D˜
(m)
X ′
(E,F[F⊗L
D˜
(m+s)
X
F∗F[G) F∗˜ // RHomD˜(m+s)X (F∗E,F∗F[F⊗LD˜(m+s)X F∗F[G).
(2.1.12.3)
est commutatif. En mettant bout à bout ces quatre diagrammes commutatifs, on obtient celui signifiant la
commutativité à Frobenius du morphisme de 2.1.12.(iii).
Sous d’autres hypothèses, on a la proposition analogue 2.1.19 que nous utiliserons pour prouver (entre
autres), 2.1.26 et 2.1.36. Avant de prouver 2.1.19, nous aurons besoin de ce qui suit.
PROPOSITION 2.1.13 ISOMORPHISMES DE CARTAN. Soient A, A′ et C des faisceaux d’anneaux sur X ,
E ∈ D−(gA,A′d) (resp. D(., tdf)(gA,A′d)), F ∈ D−(gA′, ∗C) (resp. D(gA′, ∗C)) et G ∈ D+(gA, ∗C).
On les isomorphismes fonctoriels :
RHom(gA,∗C)(E⊗LA′ F,G)→˜RHom(gA′,∗C)(F,RHomgA(E,G))
RHom(gA,∗C)(E⊗LA′ F,G)→˜RHom(gA′,∗C)(F,RHomgA(E,G))
Hom(gA,∗C)(E⊗LA′ F,G)→˜Hom(gA′,∗C)(F,RHomgA(E,G)). (2.1.13.1)
Preuve. Par commodité, notons par la même lettre R, les anneaux de résolutions (2.1.9). Soient P une
résolution droite de E par des A⊗RA′-modules plats et I une résolution gauche de G par des A⊗R
C-modules injectifs (ou par des A⊗R C0-modules injectifs selon que ∗ = g ou ∗ = d). Ces résolutions
permettent de calculer les termes de gauche des isomorphismes de la proposition. En outre, il résulte de
[sga72, V.1.2.1], queHomgA(P,I) est un complexe deA′-modules injectifs borné inférieurement. Ces deux
résolutions permettent donc aussi de calculer les termes de droite des isomorphismes de la proposition.
Remarques 2.1.14. Avec les notations de 2.1.13, on se donne f :E→E′ un morphisme de D−(gA,A′d) (resp.
D(., tdf)(
gA,A′d)), g : F→F′ un morphisme de D−(gA′, ∗C) (resp. D(gA′, ∗C)) et h : G→ G′ un morphisme
de D+(gA, ∗C). En notant Ca, la bijection 2.1.13.1, les diagrammes suivants de droite sont commutatifs si et
seulement si ceux situés à leur gauche le sont.
E⊗L
A′ F
φ //
id⊗g
²²
ª
G
h
²²
⇔
F
Ca(φ) //
g
²²
ª
RHomgA(E, G)
h
²²
E⊗L
A′ F
′ φ′ // G′ F′
Ca(φ′)// RHomgA(E, G
′),
(2.1.14.1)
E⊗L
A′ F
φ //
f⊗g
²²
ª
G
⇔
F
g
²²
Ca(φ) //
ª
RHomgA(E, G)
E′⊗L
A′ F
′ φ // G F′
Ca(φ′)// RHomgA(E
′, G).
f
OO
(2.1.14.2)
PROPOSITION 2.1.15. SoientA,A′ etB des faisceaux d’anneaux sur X ,E∈D(., tdf)(gA,A′d),F∈D+(gA,Bd).
On dispose du morphisme canonique dans D+(gA,Bd), dit morphisme d’évaluation et fonctoriel en F :
ev : E⊗LA′ RHomgA(E,F)→F.
Preuve. On résout E platement et F injectivement.
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Remarques 2.1.16. i) Via l’isomorphisme de Cartan 2.1.13.1, le morphisme d’évaluation de 2.1.15 corre-
spond à l’identité de RHomgA(E,F).
ii) Le morphisme d’évaluation n’est pas fonctoriel en E, mais, si f : E→ E′ est un morphisme dans
D(., tdf)(
gA,A′d), le diagramme suivant est commutatif.
E⊗L
A′ RHomgA(E,F)
ev // F
E⊗L
A′ RHomgA(E
′,F)
f⊗id //
id⊗ f
OO
E′⊗L
A′ RHomgA(E
′,F)
ev
OO (2.1.16.1)
PROPOSITION 2.1.17. SoientA,B, C etD des faisceaux d’anneaux sur X d’anneau de résolutionR. Soient
E ∈ Dparf(gA), F ∈ D(., tdf)(gA,Bd) et G ∈ Db(gB, ∗C).
i) Il existe un isomorphisme canonique dans D(∗C), fonctoriel en E, F et G :
RHomgA(E,F)⊗LBG→˜RHomgA(E,F⊗LBG). (2.1.17.1)
ii) L’isomorphisme de i) est transitif, i.e., si G ∈ D(., tdf)(gB, dC) et si H ∈ Db(gC,D∗), on dispose du
diagramme commutatif
RHomgA(E,F)⊗LBG⊗LCH //
++VVVV
VVVVV
VVVVV
VVVVV
RHomgA(E,F⊗LBG⊗LCH)
RHomgA(E,F⊗LBG)⊗LCH.
33hhhhhhhhhhhhhhhhhhh
(2.1.17.2)
iii) Soient A′ une R-algèbre plate, telle que R soit dans le centre de A′, et M un (A′,A)-bimodule
tel que M soit A-plat et tel que, pour tout A-module plat (resp. injectif, resp. localement projectif de type
fini) H, leA′-moduleM⊗AH soit plat (resp. injectif, resp. localement projectif de type fini). En notant ρ :
RHomgA(−,−)→ RHomgA′(M⊗A−,M⊗A−), le diagramme
RHomgA(E,F)⊗LBG //
ρ⊗id
²²
RHomgA(E,F⊗LBG)
ρ
²²
RHomgA′(M⊗AE,M⊗AF)⊗LBG // RHomgA′(M⊗AE,M⊗AF⊗LBG),
(2.1.17.3)
où les flèches horizontales sont celles de i), est commutatif.
Preuve. Construisons d’abord le morphisme 2.1.17.1. En utilisant 2.1.10.(ii), le terme de gauche de 2.1.17.1
a un sens, tandis que pour celui de droite, cela est immédiat. Construisons maintenant le morphisme 2.1.17.1.
Posons, F′ = RHomgA(E,F)⊗LB G et G′ = F⊗LB G. D’après 2.1.10.(ii), RHomgA(E,F) ∈ Dtdf(Bd). On
en déduit que F′ ∈ Db(R). On a aussi G′ ∈ Db(gA, ∗C). Via l’isomorphisme de Cartan 2.1.13.1 (appliqué à
A′ :=R , F :=F′ et G := G′), que l’on notera Ca, on se ramène à construire un morphisme dans D(gA, ∗C)
de la forme
E⊗LRRHomgA(E,F)⊗LBG→F⊗LBG.
Comme A est une R-algèbre plate, E ∈ D(., tdf)(gA,R). La proposition 2.1.15.(ii), nous donne alors un
morphisme canonique dans D−(gA,Bd) : E⊗LRRHomgA(E,F)→F. En lui appliquant le foncteur−⊗LBG,
on obtient le morphisme 2.1.17.1, que l’on notera θ (ainsi que ceux construits de manière identique). La
fonctorialité de θ en F et G est immédiate. Vérifions à présent celle en E. En appliquant ⊗LBG à 2.1.16.1, on
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obtient le diagramme commutatif
E⊗L
A′ RHomgA(E,F)⊗LBG
ev⊗id // F⊗LBG
E⊗L
A′ RHomgA(E
′,F)⊗LBG
f⊗id //
id⊗ f⊗id
OO
comp
33hhhhhhhhhhhhhhhhhhhhhh
E′⊗L
A′ RHomgA(E
′,F)⊗LBG,
ev⊗id
OO
(2.1.17.4)
où "comp" désigne le morphisme composé. Grâce à 2.1.14.1 (resp. 2.1.14.2), la commutativité du triangle
supérieur (resp. inférieur) de 2.1.17.4 implique celle du diagramme
RHomgA(E,F)⊗LBG
θ // RHomgA(E,F⊗LBG)
RHomgA(E
′,F)⊗LBG
θ //
Ca(comp)
44iiiiiiiiiiiiiiii
f⊗id
OO
RHomgA(E
′,F⊗LBG).
f
OO
(2.1.17.5)
D’où la fonctorialité en E de θ. Pour prouver que θ est un isomorphisme, par localisation puis dévissage,
on se ramène au cas où E =A. Dans ce cas, ev⊗ id s’identifie au morphisme canonique A⊗RF⊗LBG→
F⊗LB G. En résolvant injectivement F⊗LB G, on calcule alors que Ca(ev⊗ id) s’identifie au morphisme
canonique F⊗LBG→HomgA(A,F⊗LBG), qui est un isomorphisme.
Vérifions à présent 2.1.17.2. Le diagramme suivant
E⊗LRRHomgA(E,F)⊗LBG
ev⊗id //
id⊗θ
++VVVV
VVVV
VVVV
VVVV
VV
F⊗LBG
E⊗LRRHomgA(E,F⊗LBG)
ev
55lllllllllllllll
est commutatif. En effet, cela résulte de 2.1.14.1 et du fait que Ca(ev) est l’identité de RHomgA(E,F⊗LBG)
(2.1.16) et, par construction, θ = Ca(ev⊗ id). On en déduit la commutativité de
E⊗LRRHomgA(E,F)⊗LBG⊗LCH
ev⊗id⊗id //
id⊗θ⊗id
++XXXX
XXXXX
XXXXX
XXXXX
XX
F⊗LBG⊗LCH
E⊗LRRHomgA(E,F⊗LBG)⊗LCH.
ev⊗id
44iiiiiiiiiiiiiiiii
(2.1.17.6)
Grâce à 2.1.14.1, on obtient celle de 2.1.17.2.
Il reste à prouver 2.1.17.3. Pour tout complexe H de A-module, pour tout m ∈M, notons m : H→
M⊗AH, le morphisme R-linéaire défini par h 7→ m⊗ h. Pour conclure la démonstration, nous aurons du
lemme qui suit.
LEMME 2.1.18. Soient θ : F1 → F2 un morphisme dans D(∗C), G1 ∈ D+(gA, ∗C), f : E⊗LRF1 → G1 un
morphisme (A, C)-linéaire et g :M⊗AE⊗LRF2 →M⊗AG1 un morphisme (A′, C)-linéaire. Si, pour tout
m ∈M, le diagramme de gauche suivant
E⊗LRF1
f //
m⊗θ
²²
G1
m
²²
M⊗AE⊗LRF2
g //M⊗AG1,
F1
Ca( f ) //
θ
²²
RHomgA(E,G1)
ρ
²²
F2
Ca(g) // RHomgA′(M⊗AE,M⊗AG1)
est commutatif, alors celui de droite l’est aussi.
Preuve. Cela se vérifie par un calcul, après avoir résolu E platement et G1 injectivement.
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En résolvant platement E et injectivement F, on vérifie que, pour tout m ∈M, le diagramme suivant
E⊗LRRHomgA(E,F)
ev //
m⊗ρ
²²
F
m
²²
M⊗AE⊗LRRHomgA′(M⊗AE,M⊗AF)
ev //M⊗AF
est commutatif. En lui appliquant le foncteur −⊗LBG, on obtient, pour tout m ∈M, le suivant
E⊗LRRHomgA(E,F)⊗LBG
ev⊗id //
m⊗ρ⊗id
²²
F⊗LBG
m⊗id
²²
M⊗AE⊗LRRHomgA′(M⊗AE,M⊗AF)⊗LBG
ev⊗id //M⊗AF⊗LBG
(2.1.18.1)
Grâce au lemme 2.1.18, la commutativité de 2.1.18.1 implique celle de 2.1.17.3.
PROPOSITION 2.1.19. Soient E′ ∈ Dparf(gD˜(m)X ′ ), F′ ∈ D(.,tdf)(gD˜(m)X ′ ,D˜(m)X ′ d) et G′ ∈ Db(gD˜(m)X ′ ,D˜(m)X ′ d).
L’isomorphisme
RHomgD˜(m)X ′
(E′,F′)⊗L
D˜
(m)
X ′
G′→ RHomgD˜(m)X ′ (E
′,F′⊗L
D˜
(m)
X ′
G′) (2.1.19.1)
construit en 2.1.17.1 est compatible à Frobenius.
Preuve. Il suffit de reprendre la preuve de 2.1.12.iii). En effet, on dispose de la commutativité du diagramme
2.1.17.2 qui implique celle de 2.1.12.1 et 2.1.12.2. Enfin, celle de 2.1.17.3 nous permet d’obtenir celle de
2.1.12.3.
PROPOSITION 2.1.20. Soient A, B et C des faisceaux d’anneaux sur X d’anneau de résolution R, E ∈
Dparf(gA), F ∈ D(., tdf)(gA,Bd) et G ∈ D(tdf, .)(gB, ∗C).
Alors, les deux constructions (2.1.17 et 2.1.12) de RHomgA(E,F)⊗LBG→RHomgA(E,F⊗LBG) coïn-
cident.
Preuve. Notons θ : RHomgA(E,F)⊗LBG→RHomgA(E,F⊗LBG), le morphisme construit dans 2.1.12 et φ
: E⊗LRRHomgA(E,F)⊗LBG→F⊗LBG celui que l’on déduit de θ via l’isomorphisme de Cartan. SoitP une
résolution plate bornée de E, I une résolution injective de F, P′ une résolution plate bornée de G et I′ une
résolution injective de I⊗BP′. Le morphisme θ correspond au morphisme composéHomgA(P,I)⊗BP′→
HomgA(P,I⊗B P′)→ HomgA(P,I′). Par construction de l’isomorphisme de Cartan, on calcule que φ
correspond à P⊗RHomgA(P,I)⊗BP′ ev⊗id−→ I⊗BP′→˜I′. Ainsi, φ = ev⊗ id. Il en résulte que θ est le
même que celui de 2.1.17.
PROPOSITION 2.1.21. Soient M′ un D˜(m)X ′ -module à droite, E
′ un D˜(m)X ′ -module à gauche et N
′ un D˜(m)X ′ -
bimodule. Les isomorphismes canoniques
M′⊗
D˜
(m)
X ′
(N′⊗BX ′ E′)→˜(M′⊗D˜(m)X ′ N
′)⊗BX ′ E′, (2.1.21.1)
M′⊗BX ′ (N′⊗D˜(m)X ′ E
′)→˜(M′⊗BX ′ N′)⊗D˜(m)X ′ E
′, (2.1.21.2)
sont D˜(m)X ′ -linéaires et compatibles à Frobenius.
Preuve. Commençons par prouver la D˜(m)X ′ -linéarité du morphisme 2.1.21.1, que l’on notera ρ. Dans un
premier temps, supposons N′ égal à D˜(m)X ′ . La proposition étant locale, il suffit de le vérifier sur un ouvert
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possédant des coordonnées locales. Par linéarité, il suffit de montrer que, pour tous k ∈ Nd , m ∈ Γ(X ′,M′),
e ∈ Γ(X ′, E′), on ait ρ([m⊗ (1⊗ e)]∂<k>) = (m⊗ e)∂<k>.
Or, [m⊗ (1⊗e)]∂<k> =m⊗ (1⊗e)∂<k> et (1⊗e)∂<k> =∑h6k(−1)|h|∂<k−h>⊗∂<h>e (1.1.24.1). D’où,
ρ([m⊗(1⊗e)]∂<k>) =∑h6k(−1)|h|m∂<k−h>⊗∂<h>e= [m⊗e]∂<k> (la dernière égalité résulte de 1.1.24.1).
Passons maintenant au cas général. Le premier cas (appliqué à M′ =N′) nous donne un isomorphisme,
N′ ⊗
D˜
(m)
X ′
(D˜(m)X ′ ⊗BX ′ E′)→˜N′ ⊗BX ′ E′, D˜
(m)
X ′ -linéaire à droite. Par fonctorialité, celui-ci est aussi D˜
(m)
X ′ -
linéaire à gauche. Il en découle les isomorphismes D˜(m)X ′ -linéaires
M′⊗
D˜
(m)
X ′
(N′⊗BX ′ E′)←˜M′⊗D˜(m)X ′ N
′⊗
D˜
(m)
X ′
(D˜(m)X ′ ⊗BX ′ E′)→˜(M′⊗D˜(m)X ′ N
′)⊗BX ′ E′,
le dernier isomorphisme résultant aussi du premier cas.
Afin de prouver la compatibilité à Frobenius de 2.1.21.1, démontrons d’abord que le diagramme canon-
ique suivant
F[[M′⊗
D˜
(m)
X ′
(N′⊗BX ′ E′)] ˜ //˜ ²²
M′⊗
D˜
(m)
X ′
F[(N′⊗BX ′ E′) ˜ //M′⊗D˜(m)X ′ (F[N′⊗BX F∗E′)˜ ²²
F[[(M′⊗
D˜
(m)
X ′
N′)⊗BX ′ E′] ˜ // F[(M′⊗D˜(m)X ′ N′)⊗BX F∗E′ ˜ // (M′⊗D˜(m)X ′ F[N′)⊗BX F∗E′,
(2.1.21.3)
où les morphismes verticaux se déduisent de 2.1.21.1, est commutatif. Pour cela, soient m′ une section locale
deM′, n′ deN′, e′ de E′ et θ de HomOX ′ (OX ,OX ′). Le morphisme composé du haut du diagramme 2.1.21.3
envoie la section [m′⊗ (n′⊗ e′)]⊗θ sur m′⊗ [(n′⊗ θ)⊗ (1⊗ e′)] ; celui de droite envoie m′⊗ [(n′⊗ θ)⊗
(1⊗ e′)] sur [m′⊗ (n′⊗θ)]⊗ (1⊗ e′) ; celui de gauche envoie [m′⊗ (n′⊗ e′)]⊗θ sur [(m′⊗ n′)⊗ e′]⊗θ et
enfin celui du bas envoie [(m′⊗ n′)⊗ e′]⊗θ sur [m′⊗ (n′⊗θ)]⊗ (1⊗ e′). Le diagramme 2.1.21.3 est donc
commutatif.
Ensuite, via (l’inverse de) l’isomorphisme canonique φ : F[D˜(m)X ′ ⊗D˜(m+s)X F
∗D˜(m)X ′ →˜D˜(m)X ′ , on vérifie par
un calcul (on écrit l’image de 1 par φ−1 etc.) la commutativité du diagramme ci-dessous
M′⊗
D˜
(m)
X ′
(F[N′⊗BX F∗E′) ˜ //˜ ²²
F[M′⊗
D˜
(m+s)
X
(F∗F[N′⊗BX F∗E′)
˜ ²²
(M′⊗
D˜
(m)
X ′
F[N′)⊗BX F∗E′ ˜ // (F[M′⊗D˜(m+s)X F∗F[N′)⊗BX F∗E′.
(2.1.21.4)
En composant 2.1.21.3 et 2.1.21.4, on obtient le diagramme signifiant que l’isomorphisme 2.1.21.1 est com-
patible à Frobenius.
Quant au deuxième isomorphisme de la proposition, on procède de façon similaire.
COROLLAIRE 2.1.22. Le foncteur ωX ′ ⊗OX ′ − de la catégorie des D˜
(m)
X ′ -modules à gauche dans celle des
D˜
(m)
X ′ -modules à droite est canoniquement isomorphe au foncteur (ωX ′⊗OX ′ D˜
(m)
X ′ )⊗D˜(m)X ′ −.
Preuve. En prenantM′ = ωX ′⊗OX ′ BX ′ etN′ = D˜
(m)
X ′ , cela résulte de 2.1.21.2.
2.1.23 REMARQUE. Les propositions 2.1.1 et 2.1.22 permettent dans les propositions de cette section, de
remplacer "D˜(m)X -module(s) à gauche" par "D˜(m)X -module(s) à droite", et réciproquement.
PROPOSITION 2.1.24. Soient E′ ∈ D−(gD˜(m)X ′ ), N′ ∈ D−(gD˜(m)X ′ ,D˜(m)X ′ d), M′ ∈ D−(D˜(m)X ′ d). On dispose des
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isomorphismes suivants
M′⊗L
D˜
(m)
X ′
(N′⊗LBX ′ E
′)→˜(M′⊗L
D˜
(m)
X ′
N′)⊗LBX ′ E
′, (2.1.24.1)
M′⊗LBX ′ (N
′⊗L
D˜
(m)
X ′
E′)→˜(M′⊗LBX ′ N
′)⊗L
D˜
(m)
X ′
E′, (2.1.24.2)
D˜
(m)
X ′ -linéaires et compatibles à Frobenius.
Preuve. Il suffit de résoudre E′ etN′ platement puis d’utiliser 2.1.21.2 et 2.1.21.1.
PROPOSITION 2.1.25. Soient E′ et G′ deux D˜(m)X ′ -modules à gauche etF
′ un D˜(m)X ′ -bimodule. Le morphisme
canonique
HomgD˜(m)X ′
(E′,F′)⊗BX ′ G′→HomgD˜(m)X ′ (E
′,F′⊗BX ′ G′), (2.1.25.1)
est D˜(m)X ′ -linéaire et compatible à Frobenius.
Preuve. L’inverse de l’isomorphisme 2.1.21.1 appliqué à M′ = HomgD˜(m)X ′
(E′,F′), N′ = D˜(m)X ′ et E
′ = G′
s’écrit
HomgD˜(m)X ′
(E′,F′)⊗BX ′ G′→˜HomgD˜(m)X ′ (E
′,F′)⊗
D˜
(m)
X ′
(D˜(m)X ′ ⊗BX ′ G′).
De plus, on dispose du morphisme canonique
HomgD˜(m)X ′
(E′,F′)⊗
D˜
(m)
X ′
(D˜(m)X ′ ⊗BX ′ G′)→HomgD˜(m)X ′ (E
′,F′⊗
D˜
(m)
X ′
(D˜(m)X ′ ⊗BX ′ G′)).
Enfin, en utilisant 2.1.21.1, on obtient :
HomgD˜(m)X ′
(E′,F′⊗
D˜
(m)
X ′
(D˜(m)X ′ ⊗BX ′ G′))→˜HomgD˜(m)X ′ (E
′,F′⊗BX ′ G′).
En composant ces trois morphismes, on obtient 2.1.25.1. On termine la preuve en constatant que ceux-ci
sont D˜(m)X ′ -linéaires et compatibles à Frobenius. En effet, en procédant de manière analogue à la preuve de
2.1.12(iii) (on enlève R et L), on prouve que le deuxième morphisme est compatible à Frobenius. Pour les
deux autres, cela résulte de 2.1.21.1.
PROPOSITION 2.1.26. Soient E′ ∈ Dparf(gD˜(m)X ′ ) (resp. E′ ∈ D(gD˜(m)X ′ )), F′ ∈ D(.,tdf)(gD˜(m)X ′ ,D˜(m)X ′ d) (resp.
D+(gD˜(m)X ′ ,D˜
(m)
X ′
d)) et G′ ∈ Db(gD˜(m)X ′ ) (resp. Dtdf(gD˜(m)X ′ )).
Il existe un isomorphisme (resp. morphisme) canonique fonctoriel dans D(D˜(m)X ′ d) et compatible à Frobe-
nius
RHomgD˜(m)X ′
(E′,F′)⊗LBX ′ G
′→ RHomgD˜(m)X ′ (E
′,F′⊗LBX ′ G
′).
Dans le cas respectif, celui-ci est un isomorphisme si E′ ∈ Dparf(gD˜(m)X ′ ) ou G′ ∈ Dparf(BX ′).
Preuve. Pour le cas respectif, on résout F′ injectivement et G′ platement. Sinon, grâce aux propositions
2.1.19 et 2.1.24, il suffit de calquer la démonstration de la proposition 2.1.25 (en rajoutant des R et des
L).
PROPOSITION 2.1.27. SoientM′ un complexe de D−(g f−1D˜(m)X ,D˜(m)X ′ d),E′ etF′ deux complexes de D−(gD˜(m)X ′ ).
On a alors un isomorphisme canonique dans D−(g f−1D˜(m)X ) compatible à Frobenius :
(M′⊗LBX ′ F
′)⊗L
D˜
(m)
X ′
E′→˜M′⊗L
D˜
(m)
X ′
(F′⊗LBX ′ E
′).
Preuve. Grâce à 2.1.24.1, 2.1.8 puis 2.1.24.2, il suffit de reprendre la démonstration de [Car04b, 1.2.23].
PROPOSITION 2.1.28. Soient E′, F′ deux D˜(m)X ′ -modules à gauche. Le morphisme d’évaluation
ev : HomBX ′ (E
′,F′)⊗BX ′ E′→F′,
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est D˜(m)X ′ -linéaire et compatible à Frobenius.
Preuve. La compatibilité à Frobenius signifie que le diagramme canonique
F∗E′⊗BX F∗HomBX ′ (E′,F′) ˜ //˜ ²²
F∗E′⊗BX HomBX (F∗E′,F∗F′)
ev
²²
F∗(E′⊗BX ′ HomBX ′ (E′,F′))
F∗ev // F∗F′
(2.1.28.1)
est commutatif. L’assertion est locale et on peut supposer que Frobenius se relève. La commutativité de
2.1.28.1 se résout alors à la main.
Traitons à présent la D˜(m)X ′ -linéarité. La proposition étant locale, il suffit de le vérifier sur un ouvert
possédant des coordonnées locales. Soient k ∈ Nd , φ une section de HomBX ′ (E′,F′) et e une section de E′.
D’après la formule 1.1.18.1, ∂<k>(φ⊗ e) = ∑i6k
{
k
i
}
(∂<k−i>φ)⊗ (∂<i>e). Via 1.1.18.2, il en dérive :
ev(∂<k>(φ⊗ e)) = ∑
i6k
∑
j6k−i
{
k
i
}
(−1)| j|
{
k−i
j
}
∂<k−i− j>
(
φ(∂< j>∂<i>e)
)
.
En posant l = i+ j, il en dérive :
ev(∂<k>(φ⊗ e)) = ∑
l6k
∑
i6l
(−1)|l−i|
{
k
i
}{
k−i
l−i
}〈
l
i
〉
∂<k−l>(φ(∂<l>e)).
Pour k et l fixés, l’entier
{
k
i
}{
k−i
l−i
}〈
l
i
〉
est égal à une constante multipliée par
(
l
i
)
. D’où ev(∂<k>(φ⊗e))=
∂<k>(φ(e)).
COROLLAIRE 2.1.29. Soient E′ ∈ Dtdf(gD˜(m)X ′ ) et F′ ∈ D+(gD˜(m)X ′ ). Le morphisme canonique d’évaluation
ev : RHomBX ′ (E
′,F′)⊗LBX ′ E
′→F′
est D˜(m)X ′ -linéaire et compatible à Frobenius.
Preuve. Il suffit de prendre une résolution gauche bornée de E′ par des D˜(m)X ′ -modules à gauche plats et une
résolution droite de F′ par des D˜(m)X ′ -modules injectifs, puis d’appliquer la proposition 2.1.28.
PROPOSITION 2.1.30. Soient E′, F′, G′ des D˜(m)X ′ -modules à gauche. L’isomorphisme canonique
HomBX ′ (E
′⊗BX ′ F′,G′)→˜HomBX ′ (E′,HomBX ′ (F′,G′)), (2.1.30.1)
est D˜(m)X ′ -linéaire et compatible à Frobenius.
Preuve. Notons θ les isomorphismes de la forme 2.1.30.1. La compatibilité à Frobenius de θ signifie que le
diagramme canonique
F∗[HomBX ′ (E
′⊗BX ′ F′,G′)]
F∗θ˜ //˜ ²²
F∗[HomBX ′ (E
′,HomBX ′ (F
′,G′))]
˜ ²²
HomBX (F∗(E
′⊗BX ′ F′),F∗G′)˜ ²²
HomBX (F∗E
′,F∗HomBX ′ (F
′,G′))
˜ ²²
HomBX (F∗E
′⊗BX F∗F′,F∗G′) θ˜ // HomBX (F∗E′,HomBX (F∗F′,F∗G′))
est commutatif. Cela se vérifie par un calcul : pour tout b0 ∈ BX , pour tout φ ∈HomBX ′ (E′⊗BX ′ F′,G′),
b0⊗φ, s’envoie par les deux chemins possibles sur b1⊗e′ 7→ (b2⊗ f ′ 7→ b0b1b2⊗φ(e′⊗ f ′)), où b1,b2 ∈BX ,
e′ ∈ E′ et f ′ ∈F′.
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Prouvons maintenant sa D˜(m)X ′ -linéarité. L’assertion étant locale, on se ramène au cas où X ′ est un ouvert
affine muni de coordonnées locales. Soient k un élément de Nd , φ une section HomBX ′ (E′⊗BX ′ F′,G′), e
une section de E′ et f de F′. ParBX ′-linéarité, il suffit alors d’établir :[
∂<k>θ(φ)
]
(e)( f ) =
[
θ(∂<k>φ)
]
(e)( f ).
D’après 1.1.18.2, [
∂<k>θ(φ)
]
(e) = ∑
h6k
(−1)|h|
{
k
h
}
∂<k−h>
(
θ(φ)(∂<h>e)
)
.
Encore d’après 1.1.18.2, on obtient alors[
∂<k>θ(φ)
]
(e)( f ) = ∑
h6k
∑
l6k−h
(−1)|h|
{
k
h
}
(−1)|l|
{
k−h
l
}
∂<k−h−l>φ(∂<h>e⊗∂<l> f ).
En posant i := h+ l, cela devient[
∂<k>θ(φ)
]
(e)( f ) = ∑
i6k
∑
h6i
(−1)|i|
{
k
h
}{
k−h
i−h
}
∂<k−i>φ(∂<h>e⊗∂<i−h> f ).
On remarque que
{
k
h
}{
k−h
i−h
}
=
{
k
i
}{
i
h
}
. On en déduit, via 1.1.18.1 (pour l’égalité de gauche) et 1.1.18.2
(pour celle du milieu), les formules[
∂<k>θ(φ)
]
(e)( f ) = ∑
i6k
(−1)|i|
{
k
i
}
∂<k−i>φ(∂<i>(e⊗ f )) = (∂<k>φ)(e⊗ f ) =
[
θ(∂<k>φ)
]
(e)( f ).
PROPOSITION 2.1.31. Soient E′, F′, G′ des D˜(m)X ′ -modules à gauche. Le morphisme canonique :
HomBX ′ (E
′,F′)⊗BX ′ G′→HomBX ′ (E′,F′⊗BX ′ G′) (2.1.31.1)
est D˜(m)X ′ -linéaire et compatible à Frobenius.
Preuve. Notons θ les morphisme de la forme 2.1.31.1. Pour la compatibilité à Frobenius, il s’agit d’établir
la commutativité du diagramme ci-dessous
F∗[HomBX ′ (E
′,F′)⊗BX ′ G′] ˜ //
F∗(θ)²²
F∗HomBX ′ (E
′,F′)⊗BX F∗G′ ˜ // HomBX (F∗E′,F∗F′)⊗BX F∗G′
θ²²
F∗[HomBX ′ (E
′,F′⊗BX ′ G′)] ˜ // HomBX (F∗E′,F∗(F′⊗BX ′ G′)) ˜ // HomBX (F∗E′,F∗F′⊗BX F∗G′).
Pour cela, on calcule que, pour tous b0 ∈BX , φ ∈HomBX ′ (E′,F′), g′ ∈ G′, la section b0⊗φ⊗ g′ s’envoie
pour les deux chemins sur (b1⊗ e′ 7→ b0b1⊗φ(e′)⊗ (1⊗g′)), avec b1 ∈BX , e′ ∈ E′ et g′ ∈ G′.
Traitons à présent la D˜(m)X ′ -linéarité. Par BX ′-linéarité, il suffit de calculer que, pour tout k ∈ Nd , pour
toutes sections φ de HomBX ′ (E′,F′), e de E′ et g de G′,(
∂<k>θ(φ⊗g)
)
(e) = θ
(
∂<k>(φ⊗g)
)
(e).
Or, via la formule 1.1.18.2, on établit l’égalité :(
∂<k>θ(φ⊗g)
)
(e) = ∑
j6k
(−1)| j|
{
k
j
}
∂<k− j>
(
θ(φ⊗g)(∂< j>e)
)
.
Comme θ(φ⊗g)(∂< j>e) = φ(∂< j>e)⊗g, grâce à 1.1.18.1, il en dérive la relation(
∂<k>θ(φ⊗g)
)
(e) = ∑
j6k
∑
l6k− j
(−1)| j|
{
k
j
}{
k− j
l
}
∂<l>φ(∂< j>e)⊗∂<k− j−l>g.
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Calculons à présent θ
(
∂<k>(φ⊗g)
)
(e). D’abord ∂<k>(φ⊗g) = ∑i6k
{
k
i
}
∂<i>φ⊗∂<k−i>g (1.1.18.1).
Puis, via 1.1.18.2, on obtient :
(
∂<i>φ
)
(e) = ∑ j6i(−1)| j|
{
i
j
}
∂<i− j>φ(∂< j>e). Il en dérive :
θ
(
∂<k>(φ⊗g)
)
(e) = ∑
i6k
∑
j6i
(−1)| j|
{
k
i
}{
i
j
}
∂<i− j>φ(∂< j>e)⊗∂<k−i>g.
En posant l = i− j, on constate que 0 6 l 6 k− j équivaut à j 6 i 6 k. De plus, on vérifie les égalités{
k
j
}{
k− j
l
}
=
{
k
j
}{ k− j
i− j
}
=
{
k
i
}{
i
j
}
. D’où le résultat.
PROPOSITION 2.1.32. Soient E′, F′ et G′ des D˜(m)X ′ -modules à gauche.
i) On dispose d’un isomorphisme canonique :
Hom
D˜
(m)
X ′
(E′⊗BX ′ F′, G′)→˜HomD˜(m)X ′ (E
′,HomBX ′ (F
′, G′)). (2.1.32.1)
ii) Le morphisme canonique F∗HomBX ′ (F′, G′)→HomBX (F∗F′, F∗G′) est un isomorphisme.
ii) Si la structure de D˜(m)X ′ -module de E′, F′ ou G′ se prolonge en une structure de D˜(m)X ′ -bimodule ou
bimodule à gauche, alors l’isomorphisme 2.1.32.1 est D˜(m)X ′ -linéaire et compatible à Frobenius.
Preuve. Notons θ l’isomorphisme canonique suivant :
HomBX ′ (E
′⊗BX ′ F′, G′)→˜HomBX ′ (E′,HomBX ′ (F′, G′)).
Soit φ un morphisme de HomBX ′ (E′⊗BX ′ F′,G′). Vérifions que si φ est D˜
(m)
X ′ -linéaire alors θ(φ) l’est aussi.
ParBX ′-linéarité, il suffit de prouver que, pour tout k ∈ Nd , pour toutes sections e de E′ et f de F′, on a
θ(φ)(∂<k>e)( f ) = ∂<k>(θ(φ)(e))( f ).
D’après 1.1.18.2,
∂<k>(θ(φ)(e))( f ) = ∑
h6k
(−1)|k−h|
{
k
h
}
∂<h>(θ(φ)(e)(∂<k−h> f )).
Comme θ(φ)(e)(∂<k−h> f ) = φ(e⊗∂<k−h> f ), par D˜(m)X ′ -linéarité de φ, on obtient
∂<k>(θ(φ)(e))( f ) = φ(∑
h6k
(−1)|k−h|
{
k
h
}
∂<h>(e⊗∂<k−h> f )).
Or, d’après 1.1.18.1, on a ∂<h>(e⊗∂<k−h> f ) =∑i6h
{
h
i
}
∂<i>e⊗∂<h−i>∂<k−h> f . En réordonnant les deux
sommes, et comme ∂<h−i>∂<k−h> =
〈
k−i
h−i
〉
∂<k−i>, il en dérive la formule :
∂<k>(θ(φ)(e))( f ) = φ(∑
i6k
∑
i6h6k
(−1)|k−h|
{
k
h
}{
h
i
}〈
k−i
h−i
〉
∂<i>e⊗∂<k−i> f ) .
Or, pour k et i fixés et en posant l := k−h, on obtient :
∑
i6h6k
(−1)|k−h|
{
k
h
}{
h
i
}〈
k−i
h−i
〉
= ∑
06l6k−i
(−1)|l|
{
k
l
}{
k−l
i
}〈
k−i
k−l−i
〉
= c ∑
06l6k−i
(−1)|l|
(
k−i
l
)
,
où c est une constante. Il en dérive ∂<k>(θ(φ)(e))( f ) = φ(∂<k>e⊗ f ) = θ(φ)(∂<k>e)( f ).
Réciproquement, via le calcul analogue qui suit, la D˜(m)X ′ -linéarité de ψ := θ(φ) implique celle de φ.
φ(∂<k>(e⊗ f )) = ∑
h6k
∑
i6h
(−1)|h−i|
{
k
h
}{
h
i
}〈
k−i
h−i
〉
∂<i>(ψ(e)(∂<k−i> f )) = ∂<k>(ψ(e)( f )) = ∂<k>φ(e⊗ f ).
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L’isomorphisme θ induit donc celui de 2.1.32.1. Notons-le ρ(m)X ′ . A présent, prouvons ii). Le diagramme
canonique
HomD˜(E′⊗BF′, G′)
ρ(m)X ′˜ ²²
F∗˜ // HomD˜(F∗(E′⊗BF′), F∗G′) ˜ // HomD˜(F∗E′⊗B F∗F′, F∗G′)
ρ(m+s)X˜ ²²
HomD˜(E′,HomB(F′,G′))
F∗˜ // HomD˜(F∗E′,F∗HomB(F′,G′)) // HomD˜(F∗E′,HomB(F∗F′,F∗G′)),
(2.1.32.2)
où l’on a omis d’indiquer "(m+ s)", "m", "X" ou "X ′", est commutatif. En effet, si φ ∈Hom
D˜
(m)
X ′
(E′⊗BX ′
F′, G′), la section locale de Hom
D˜
(m+s)
X
(F∗E′,HomBX (F∗F
′,F∗G′)) induite via le chemin du haut ou du bas
est a1⊗ e′ 7→ (a2⊗ f ′ 7→ a1a2φ(e′⊗ f ′)), avec a1 et a2 ∈ BX et f ′ ∈ F′. Comme tout D˜(m+s)X -module est
de la forme F∗E′, il découle de 2.1.32.2, que le morphisme F∗HomBX ′ (F
′,G′)→HomBX (F∗F′,F∗G′) est
donc un isomorphisme.
Maintenant, prouvons la partie iii) de la proposition. Contentons-nous de traiter le cas où G′ est un
bimodule. Soient φ ∈Hom
D˜
(m)
X ′
(E′⊗BX ′ F′, G′) et P ∈ D˜
(m)
X ′ . On calcule que ρ
(m)
X ′ (φP) = ρ(m)X ′ (φ)P = e 7→
( f 7→ φ(e⊗ f )P). L’application ρ(m)X ′ est donc D˜(m)X ′ -linéaire. Il reste à traiter la compatibilité à Frobenius. On
notera que, puisqueOX est localement libre surOX ′ , le morphisme F[HomBX ′ (F
′, G′)→HomBX ′ (F′, F[G′)
est un isomorphisme. On vérifie ensuite par un calcul la commutativité du diagramme suivant
F[Hom
D˜
(m)
X ′
(E′⊗BX ′ F′, G′) ˜ //
F[ρ(m)X ′²²
Hom
D˜
(m)
X ′
(E′⊗BX ′ F′, F[G′)
ρ(m)X ′²²
F[Hom
D˜
(m)
X ′
(E′,HomBX ′ (F
′, G′)) ˜ // HomD˜(m)X ′ (E′,HomBX ′ (F′, F[G′)).
(2.1.32.3)
Dans le diagramme 2.1.32.2, en remplaçant G′ par F[G′, on obtient la commutativité de
Hom
D˜
(m)
X ′
(E′⊗BX ′ F′, F[G′)
ρ(m)X ′²²
˜ // HomD˜(m+s)X (F∗E′⊗BX ′ F∗F′, F∗F[G′)
ρ(m+s)X²²
Hom
D˜
(m)
X ′
(E′,HomBX ′ (F
′, F[G′)) ˜ // HomD˜(m+s)X (F∗E′,HomBX ′ (F∗F′, F∗F[G′)).
(2.1.32.4)
La compatibilité à Frobenius s’obtient en composant 2.1.32.3 et 2.1.32.4.
COROLLAIRE 2.1.33. Soient F′ et G′ deux D˜(m)X ′ -modules. Si F
′ estBX ′-plat et que G′ est un D˜
(m)
X ′ -module
injectif alors HomBX ′ (F′,G′) est un D˜(m)X ′ -module injectif.
Preuve. Soit ρ : HomBX ′ (F
′,G′) ↪→ E′ un morphisme injectif de D˜(m)X ′ -modules. Comme F′ est BX ′-plat,
le morphisme ρ′ = ρ⊗ Id : HomBX ′ (F′,G′)⊗BX ′ F′ ↪→ E′ ⊗BX ′ F′ est injectif. Puisque le morphisme
d’évaluation ev : HomBX ′ (F
′,G′)⊗BX ′ F′→ G′ est D˜
(m)
X ′ -linéaire (2.1.28) et comme G′ est un D˜
(m)
X ′ -module
injectif, on obtient la factorisation f ′ : E′⊗BX ′ F′→ G′, i.e., f ′ ◦ρ′ = ev. Grâce à 2.1.32, f ′ s’identifie à un
morphisme f : E′→HomBX ′ (F′,G′). On termine la preuve en vérifiant que f est une section de ρ.
COROLLAIRE 2.1.34. Soient E′ ∈ D−(gD˜(m)X ′ ), F′ ∈ D−(gD˜(m)X ′ ) et G′ ∈ D+(gD˜(m)X ′ , ∗D˜(m)X ′ ). On dispose de
l’isomorphisme D˜(m)X ′ -linéaire et compatible à Frobenius
RHom
D˜
(m)
X ′
(E′
L⊗BX ′ F′,G′)→˜RHomD˜(m)X ′ (E
′,RHomBX ′ (F
′,G′)).
Preuve. Soient P une résolution gauche de F′ par des D˜(m)X ′ -modules à gauche plats et I une résolution
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droite de G′ par des D˜(m)X ′ -bimodules injectifs (resp. à gauche si ∗= g). On calcule dans D(∗D˜(m)X ′ ) :
RHom
D˜
(m)
X ′
(E′
L⊗BX ′ F′,G′)→˜RHomD˜(m)X ′ (E
′⊗BX ′ P,G′)→˜HomD˜(m)X ′ (E
′⊗BX ′ P,I),
RHomBX ′ (F
′,G′)→˜RHomBX ′ (P,G′)→˜HomBX ′ (P,I).
Comme HomBX ′ (P,I) est une résolution droite par des D˜
(m)
X ′ -modules à gauche injectifs (2.1.33), la propo-
sition 2.1.32 nous permet de conclure.
COROLLAIRE 2.1.35 CARTAN. SoientE′ ∈D−(gD˜(m)X ′ ),F′ ∈D−(gD˜(m)X ′ ) etG′ ∈D+(gD˜(m)X ′ ). L’isomorphisme
canonique
RHomBX ′ (E
′⊗LBX ′ F
′,G′)→˜RHomBX ′ (E′,RHomBX ′ (F′,G′)),
est D˜(m)X ′ -linéaire et compatible à Frobenius.
Preuve. On prend une résolution droite deF′ par des D˜(m)X ′ -modules plats et une résolution gauche de G
′ par
des D˜(m)X ′ -modules injectifs. Le corollaire 2.1.33 et la proposition 2.1.30 nous permettent alors de conclure.
COROLLAIRE 2.1.36. Soient E′ ∈ Dparf(BX ′)∩D(gD˜(m)X ′ ), F′ ∈ Dtdf(gD˜(m)X ′ ) et G′ ∈ Db(gD˜(m)X ′ ). On dispose
de l’isomorphisme canonique dans D+(gD˜(m)X ′ ),
RHomBX ′ (E
′,F′)⊗LBX ′ G
′→˜RHomBX ′ (E′,F′⊗LBX ′ G
′),
fonctoriel en E′, F′ et G′ et compatible à Frobenius.
Preuve. Grâce à 2.1.29, le morphisme
ev⊗ id : E′⊗LBX ′ RHomBX ′ (E
′,F′)⊗LBX ′ G
′→F′⊗LBX ′ G
′
est D˜(m)X ′ -linéaire. Il découle de 2.1.34, que le morphisme
θ : RHomBX ′ (E
′,F′)⊗LBX ′ G
′→˜RHomBX ′ (E′,F′⊗LBX ′ G
′),
que l’on déduit via l’isomorphisme de Cartan, est aussi D˜(m)X ′ -linéaire. Comme E
′ ∈ Dparf(BX ′), par locali-
sation et dévissage, on vérifie que celui-ci est un isomorphisme. La fonctorialité en F′ et G′ est immédiate.
Celle en E′ dérive du diagramme 2.1.16.1.
Traitons à présent la compatibilité à Frobenius. Tout d’abord, on vérifie que le diagramme
F∗E′⊗LBX F∗RHomBX ′ (E′,F′)⊗LBX F∗G′ ˜ //˜ ²²
F∗E′⊗LBX RHomBX (F∗E′,F∗F′)⊗LBX F∗G′
ev⊗id²²
F∗[E′⊗LBX ′ RHomBX ′ (E
′,F′)]⊗LBX F∗G′
F∗(ev)⊗id //
˜ ²²
F∗F′⊗LBX F∗G′˜ ²²
F∗[E′⊗LBX ′ RHomBX ′ (E
′,F′)⊗LBX ′ G
′] F
∗(ev⊗id) // F∗(F′⊗LBX ′ G
′)
(2.1.36.1)
est commutatif. En effet, le carré du haut correspond au diagramme commutatif signifiant la compatibilité
à Frobenius du morphisme d’évaluation 2.1.29 (on ajoute des R et L à 2.1.28.1), auquel on a appliqué le
foncteur−⊗LBX F∗G′. De plus, par fonctorialité enF′ et G′ de l’isomorphisme F∗F′⊗LBX F∗G′→˜F∗(F′⊗LBX ′
G′), on obtient la commutativité du carré du bas. Notons φ′ : F∗E′⊗LBX F∗[RHomBX ′ (E′,F′)⊗LBX ′ G
′]→
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F∗(F′⊗LBX ′ G
′), le morphisme rendant commutatif le triangle de gauche du diagramme suivant :
F∗E′⊗LBX F∗[RHomBX ′ (E′,F′)⊗LBX ′ G
′]
˜ ²² φ′ --
F∗E′⊗LBX RHomBX (F∗E′,F∗F′)⊗LBX F∗G′
ev⊗id
++XXXXX
XXXXX
XXX˜oo
F∗[E′⊗LBX ′ RHomBX ′ (E
′,F′)⊗LBX ′ G
′]
F∗(ev⊗id)
// F∗(F′⊗LBX ′ G
′) F∗F′⊗LBX F∗G′.˜oo
(2.1.36.2)
On remarque que la commutativité de 2.1.36.1 implique celle de 2.1.36.2 (on peut à présent oublier 2.1.36.1).
Notons θ′ (resp. θ′′) le morphisme rendant commutatif le triangle supérieur (resp. le diagramme en entier)
de
F∗[RHomBX ′ (E
′,F′⊗LBX ′ G
′)]
˜ ²²
F∗[RHomBX ′ (E
′,F′)⊗LBX ′ G
′] θ
′
//
F∗θ 22eeeeeeeeeeeee
RHomBX (F∗E
′,F∗(F′⊗LBX ′ G
′))
RHomBX (F∗E
′,F∗F′)⊗LBX F∗G′
˜ OO
θ′′ // RHomBX (F∗E
′,F∗F′⊗LBX F∗G′)
˜ OO
(2.1.36.3)
Le lemme qui suit permet d’établir la relation Ca(φ′) = θ′.
LEMME 2.1.37. Soient E′ ∈ D−(gD˜(m)X ′ ) (resp. Dtdf(gD˜(m)X ′ )), F′1 ∈ D−(gD˜(m)X ′ ) (resp. D(gD˜(m)X ′ )) et G′1 ∈
D+(gD˜(m)X ′ ). Le diagramme suivant
Hom
D
(m)
X ′
(E′⊗LBX ′ F
′
1,G
′
1) Ca˜ //
F∗˜ ²²
Hom
D
(m)
X ′
(F′1,RHomBX ′ (E
′,G′1))
F∗˜ ²²
Hom
D
(m+s)
X
(F∗(E′⊗LBX ′ F
′
1),F∗G
′
1)
˜ ²²
Hom
D
(m+s)
X
(F∗F′1,F∗RHomBX ′ (E
′,G′1))
˜ ²²
Hom
D
(m+s)
X
(F∗E′⊗LBX F∗F′1,F∗G′1) Ca˜ // HomD(m+s)X (F∗F′1,RHomBX (F∗E′,F∗G′1)),
où les flèches horizontales désignent les isomorphismes de Cartan, est commutatif.
Preuve. On résout platement E′ et injectivement G′1, puis on utilise 2.1.32.2.
Via le lemme appliqué à F′1 = RHomBX ′ (E
′,F′)⊗LBX ′ G
′ et G′1 = F
′ ⊗LBX ′ G
′
, on obtient Ca(φ′) =
θ′. Comme Ca(φ′) = θ′, grâce à 2.1.14.1, on déduit du losange de 2.1.36.2 et du carré de 2.1.36.3 que
Ca(ev⊗ id) = θ′′. La commutativité du diagramme 2.1.36.3 signifie alors que le morphisme θ est compatible
à Frobenius.
PROPOSITION 2.1.38. Soient E′ ∈ D(D˜(m)X ′ ), F′ ∈ D+(D˜(m)X ′ ) et G′ ∈ Dtdf(D˜(m)X ′ ). On a un homomorphisme
canonique fonctoriel D˜(m)X ′ -linéaire et compatible à Frobenius :
RHomBX ′ (E
′,F′)⊗LBX ′ G
′→ RHomBX ′ (E′,F′⊗LBX ′ G
′). (2.1.38.1)
Si E′ est en outre dans Dparf(BX ′), ce morphisme est un isomorphisme.
Preuve. On construit le morphisme 2.1.38.1 en résolvant F′ par des D˜(m)X ′ -modules injectifs et G′ par des
D˜
(m)
X ′ -modules plats (la Tor-dimension finie de G′ est indispensable : [Har66, II.4.1]). Grâce à 2.1.31, celui-ci
est D˜(m)X ′ -linéaire et compatible à Frobenius.
Comme un D˜(m)X ′ -module injectif (resp. plat) est unBX ′-module injectif (resp. plat), si E′ ∈Dparf(BX ′), il
résulte de 2.1.12.(i) (avec A=B= C=BX ′) que 2.1.38.1 est un isomorphisme dans D(BX ′) et donc dans
D(D˜(m)X ′ ).
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2.2 Construction de l’isomorphisme de comparaison des foncteurs duaux
PROPOSITION 2.2.1. On reprend les notations de la section 1.1. Dans le cas où X est un schéma, afin de
donner un sens à la compatibilité à Frobenius, on adoptera les hypothèses supplémentaires de 1.4.1. On se
donne F ∈ Db(D˜(m)X ) tel que l’une des hypothèses suivantes soit validée :
(a)BX ∈ Dparf(D˜(m)X ) et RHomBX (F,BX) ∈ Db(D˜(m)X ) ;
(b) RHomBX (F,BX) ∈ Dtdf(D˜(m)X ).
Sous ces conditions, nous obtenons les trois assertions ci-après :
(i) Il existe un morphisme canonique D˜(m)X -linéaire :
RHom
D˜
(m)
X
(BX , D˜
(m)
X ⊗OX ω−1X )⊗LBX RHomBX (F,BX)→ RHomD˜(m)X (F,D˜
(m)
X ⊗OX ω−1X [dX ]).
(ii) Si X est un schéma, celui-ci est compatible à Frobenius.
(iii) Si F ∈ Dparf(BX), celui-ci est un isomorphisme.
Preuve. On écrira⊗ω−1 pour⊗OX ω−1X , D˜ pour D˜(m)X etB pourBX . Via 2.1.38, on dispose par fonctorialité
d’un morphisme dans D(gD˜, gD˜) :
RHomB(F,B)⊗B D˜⊗ω−1 → RHomB(F,D˜⊗ω−1). (2.2.1.1)
En lui appliquant le foncteur RHomD˜ (B,−), on obtient dans D(gD˜) le morphisme :
RHomD˜(B,RHomB(F,B)⊗B D˜⊗ω−1)→ RHomD˜(B,RHomB(F,D˜⊗ω−1)). (2.2.1.2)
On dispose de l’isomorphisme de Cartan (2.1.34) :
RHomD˜(B,RHomB(F, D˜⊗ω−1))←˜RHomD˜(F, D˜⊗ω−1). (2.2.1.3)
L’isomorphisme de transposition 2.1.8.2 de RHomB(F,B) fournit l’isomorphisme :
RHomD˜(B, D˜⊗ω−1⊗BRHomB(F,B))→˜RHomD˜(B,RHomB(F,B)⊗B D˜⊗ω−1). (2.2.1.4)
Comme l’hypothèse a) ou b) est validée, il découle de la proposition 2.1.26 (valable en remplaçant "d"
par "g") la flèche :
RHomD˜(B, D˜⊗ω−1)⊗LBRHomB(F,B)→ RHomD˜(B, D˜⊗ω−1⊗BRHomB(F,B)). (2.2.1.5)
En mettant bout à bout 2.2.1.5, 2.2.1.4, 2.2.1.2 et 2.2.1.3 et en ajoutant le décalage [dX ], on obtient le
morphisme de 2.2.1.(i).
Lorsque X est un schéma, tous les morphismes utilisés dans la construction sont compatibles à Frobenius.
D’où (ii). Enfin, lorsque F ∈ Dparf(B), les morphismes 2.2.1.1 (et donc 2.2.1.2) et 2.2.1.5 deviennent des
isomorphismes.
2.2.2. Dans la suite, on adoptera les notations suivantes : soient X un V-schéma formel lisse, Z un diviseur de
sa fibre spéciale d’ouvert complémentaire Y,XK la fibre générique deX, qui est un K-espace analytique rigide
lisse, et sp : XK → X le morphisme de spécialisation. On note de plus DX(†Z)Q :=OX,Q(†Z)⊗OX,QDX,Q.
On se donne aussi E un isocristal sur Y surconvergent le long de Z. Si EX est une réalisation de E sur X, on
note E := sp∗(EX). On écrira abusivement E à la place de EX.
On rappelle les égalités Dbcoh(OX(†Z)Q) = Dparf(OX(†Z)Q) et Dbcoh(D
†
X(
†Z)Q) = Dparf(D†X(
†Z)Q) (voir
[Huy53]). On obtient E ∈ Dparf(OX(†Z)Q) et E ∈ Dparf(D†X(†Z)Q).
Notations 2.2.3. Pour tout F ∈ D(DX(†Z)Q), on pose DZ(F) = RHomDX(†Z)Q(F,DX,Q(†Z)⊗OX ω−1X ) et
F∨ = RHomOX(†Z)Q(F,OX,Q(
†Z)).
38
COMPARAISON DES FONCTEURS DUAUX DES ISOCRISTAUX SURCONVERGENTS
PROPOSITION 2.2.4. Il existe un isomorphisme canonique
θ : DZ(OX(†Z)Q)⊗LOX(†Z)Q E
∨→˜DZ(E).
Preuve. Cela dérive de 2.2.1.
LEMME 2.2.5. i) OX,Q(†Z) ∈ Dparf(DX(†Z)Q).
ii) On a un isomorphisme canonique :
DZ(OX(†Z)Q)→˜OX(†Z)Q. (2.2.5.1)
Preuve. Prouvons i). En appliquant le foncteur DX(†Z)Q⊗D(0)X − au lemme [Ber00, 4.3.1.(ii)], on vérifie
que le morphisme DX(†Z)Q→ OX(†Z)Q, induit par l’action canonique de DX(†Z)Q sur OX(†Z)Q, fait du
complexe de Spencer
DX(†Z)Q⊗OX
d∧TX→ ·· · →DX(†Z)Q⊗OX TX→DX(†Z)Q, (2.2.5.2)
une résolutionDX(†Z)Q-linéaire de OX(†Z)Q.
Démontrons à présent ii). Notons ωX(†Z)Q :=ωX⊗OXOX(†Z)Q. Il ne coûte rien de supposer que X soit
irréductible. En appliquant le foncteur −⊗
D
(0)
X
DX(†Z)Q au lemme [Ber00, 4.4.1.(i)] (toujours valable en
remplaçant "schéma" par "schéma formel"), on vérifie que le morphisme canonique ωX⊗OXDX(†Z)Q →
ωX(†Z)Q, défini par la structure de DX(†Z)Q-module à droite de ωX(†Z)Q, fait du complexe de de Rham
Ω•X⊗OXDX(†Z)Q (on prend la structure gauche pour le calcul du produit tensoriel) une résolutionDX(†Z)Q-
linéaire à droite de ωX(†Z)Q placé en degré dX . Via la résolution de Spencer 2.2.5.2), on obtient, pour i 6= dX,
la relation Ext i
DX(†Z)Q
(OX,Q(†Z),DX(†Z)Q) = 0, ainsi que l’isomorphisme deDX(†Z)Q-modules à droite
ExtdX
DX(†Z)Q
(OX,Q(†Z),DX(†Z)Q)→˜ωX(†Z)Q.
Remarques 2.2.6. Il découle de 2.2.5.1 et 2.2.4 l’isomorphisme E∨→˜DZ(E).
PROPOSITION 2.2.7. On dispose des isomorphismes canoniques compatibles à Frobenius
sp∗HomOX,Q(†Z)(E,OX,Q(
†Z))→˜Hom j†OXK (sp
∗E, j†OXK ) (2.2.7.1)
HomOX,Q(†Z)(sp∗E,OX,Q(
†Z))→˜sp∗(Hom j†OXK (E, j
†OXK )). (2.2.7.2)
Preuve. CommeE est unOX,Q(†Z)-module localement projectif de type fini (voir [Ber96, 4.4.2]), l’homomorphisme
canonique
sp∗HomOX,Q(†Z)(E,OX,Q(
†Z))→Hom j†OXK (sp
∗E, j†OXK )
est un isomorphisme. Construisons à présent l’isomorphisme 2.2.7.2. Pour cela, rappelons que les foncteurs
sp∗ et sp∗ induisent des équivalences quasi-inverses entre la catégorie des j†OXK -modules localement li-
bres de type fini munis d’une connexion intégrable et celle des OX,Q(†Z)-modules localement projectifs de
type fini munis d’une connexion intégrable (voir [Ber96, 4.4.2]). Comme HomOX,Q(†Z)(E,OX,Q(†Z)) est
un OX,Q(†Z)-module localement projectif de type fini muni d’une connexion intégrable, en appliquant le
foncteur sp∗ à 2.2.7.1, on en déduit l’isomorphisme 2.2.7.2.
PROPOSITION 2.2.8. Le faisceau E estDX(†Z)Q-cohérent et le morphisme canonique
E→D†X(†Z)Q⊗DX(†Z)Q E (2.2.8.1)
est un isomorphisme.
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Preuve. Soient E0 un B̂
(n0)
X (Z)Q-module cohérent et (nm)m∈N une suite d’entiers vérifiant les conditions
[Ber96, 4.4.5.1. et 4.4.5.2]. On poseE(m) := B̂(nm)X (Z)Q⊗B̂(n0)X (Z)QE0. CommeE
(1) est un B̂
(n1)
X (Z)⊗̂OXD̂
(0)
X,Q-
module, cohérent sur B̂
(n1)
X (Z)Q, et topologiquement nilpotent (cela résulte de la remarque de [Ber96, 4.4.6.]
), grâce à [Ber96, 4.4.7.], il existe un B̂(n1)X (Z)⊗̂OXD̂
(0)
X -module
◦
E(1), B̂
(n1)
X (Z)-cohérent, et un isomorphisme
B̂
(n1)
X (Z)⊗̂OXD̂
(0)
X,Q-linéaire
◦
E
(1)
Q →˜E(1). De manière analogue à [Ber90, 3.1.3 (i)], on prouve que
◦
E(1) est
B̂
(n1)
X (Z)⊗OXD(0)X -cohérent. De plus, via [Ber96, 4.4.5.1], on obtientDX(†Z)Q⊗B̂(n1)X (Z)Q⊗OXDX,Q
E(1)→˜E.
Le faisceau E est doncDX(†Z)Q-cohérent. L’isomorphisme 2.2.8.1 résulte alors de [Ber90, 3.1.4.2], [Ber96,
4.3.12] et [Ber96, 4.4.12].
2.2.9. On construit le morphisme
ρ†Z : DZ(E)→D†X(†Z)Q⊗DX(†Z)Q DZ(E)→˜D†Z(D†X(†Z)Q⊗DX(†Z)Q E)→ D†Z(E),
où D†Z désigne le dual D
†
X(
†Z)Q-linéaire. Si Z est vide, on écrira ρ† . Or, comme E est localement projectif
de type fini surOX,Q(†Z), le morphisme HomOX,Q(†Z)(E,OX,Q(
†Z))→RHomOX,Q(†Z)(E,OX,Q(†Z)) =E∨
est un isomorphisme. Il découle de 2.2.7.2 que E∨ est un isocristal sur Y surconvergent le long de Z. Grâce
à 2.2.6, il en est de même de DZ(E). Il dérive alors de 2.2.8.1 que ρ†Z est un isomorphisme.
2.2.10. On définit l’isomorphisme θ† : D†Z(OX(†Z)Q)⊗OX(†Z)Q E∨→˜D†Z(E), via le diagramme commutatif
suivant :
DZ(OX(†Z)Q)⊗OX(†Z)Q E∨ θ˜ //
ρ†Z⊗id˜
²²
DZ(E)
ρ†Z˜
²²
D†Z(OX(†Z)Q)⊗OX(†Z)Q E∨
θ†˜ // D†Z(E)
2.2.11. Il dérive de 2.2.5.1 et de 2.2.9, l’isomorphismeD†Z(OX(†Z)Q)→˜OX(†Z)Q. L’isomorphisme θ† induit
donc un isomorphisme E∨→˜D†Z(E). Cependant, comme il est raisonnable de penser que l’isomorphisme
D†Z(OX(†Z)Q)→˜OX(†Z)Q n’est pas compatible à Frobenius, il en sera de même de E∨→˜D†Z(E). Le "twist"
D†Z(OX(†Z)Q) paraît donc indispensable pour l’obtention de celle-ci.
THÉORÈME 2.2.12. On a un isomorphisme canonique
sp∗(E∨)→˜D†Z(E), (2.2.12.1)
où E∨ =Hom j†OXK (E, j
†OXK ).
Preuve. Cela résulte aussitôt de 2.2.7, 2.2.10 et 2.2.11.
COROLLAIRE 2.2.13. Soit F ∈ Dbcoh(D†X(†Z)Q). Les assertions suivantes sont équivalentes :
i) Les espaces de cohomologie de F sont associés, via l’équivalence de catégorie [Ber96, 4.4.5], à des
isocristaux surconvergents ;
ii) Les espaces de cohomologie de D†Z(F) sont associés à des isocristaux surconvergents.
Si F vérifie l’une ces conditions équivalentes, alors, pour tous r, s ∈ Z tels que r 6= 0, Hr(D†Z(Hs(F)) = 0 et
D†Z(Hs(F))→˜Hs(D†Z(F)).
Preuve. Les foncteurs E 7→ sp∗E et E 7→ E∨ sont exacts sur la catégorie des isocristaux sur X \Z surconver-
gents le long de Z (pour le premier, cela résulte du fait que Z est un diviseur). On conclut la démonstration
grâce au théorème 2.2.12.
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2.3 Compatibilité à Frobenius
2.3.1. Soient X un V-schéma formel lisse, σ : V→ V un relèvement de la puissance s-ième de Frobenius, X′
le V-schéma formel déduit de X par le changement de base relatif à σ, Z un diviseur X et Z′ le diviseur de X ′
déduit de Z par le changement de base relatif à σ. Soit E ′ un isocristal sur X ′ \Z′ surconvergent le long de
X ′ et E′ (= sp∗(E ′)) le D†X′(†Z′)Q-module cohérent, OX′(†Z′)Q-cohérent associé. Nous prouvons dans cette
section, la compatibilité à Frobenius de l’isomorphisme θ† (2.2.10), i.e. que le diagramme canonique suivant
:
F∗[D†Z′(OX′(
†Z′)Q)⊗OX′ (†Z′)Q E′∨]
F∗θ†˜ //
˜
²²
F∗D†Z′(E
′)
˜
²²
D†Z(OX(†Z)Q)⊗OX(†Z)Q (F∗E′)∨
θ†˜ // D†Z(F∗E′)
(2.3.1.1)
est commutatif. Comme les arêtes de 2.3.1.1 sont des D†X(†Z)Q-modules cohérents, grâce à [Ber00, 4.3.10
et 4.3.12], il suffit de prouver la commutativité de 2.3.1.1 lorsque Z est vide.
Notons D̂(m)X ou D̂
(m) le foncteur dual D̂(m)X -linéaire. La première étape est de construire (voir 2.3.15.2),
pour tout E ∈ Dparf(OX)∩D(gD(m)X ), l’isomorphisme θ̂(m) : D̂(m)(OX)⊗OX E∨ → D̂(m)(E) compatible à
Frobenius (2.3.25.1), où ∨ désigne le foncteur dual OX-linéaire. L’idée est de compléter l’isomorphisme
construit via 2.2.1 θ(m) : D(m)(OX)⊗LOX E∨→ D(m)(E), où, lorsque X est un schéma lisse ou un V-schéma
formel lisse, D(m)X ou D(m) désigne le foncteur dualD
(m)
X -linéaire. Commençons par établir que les foncteurs
duaux commutent transitivement à l’extension des scalaires.
Dans toute la suite, i0 sera un entier positif fixé, X désignera soit X, soit Xi0 (lorsque X = X, on pourra
considérer i0 = ∞) et S sera soit SpfV ou SpecV/mVi+1, avec m l’idéal maximal de V.
Remarques 2.3.2. Rappelons que dimcohD(0)X = dimcohD̂
(m)
X = 2dX+ 1 ([Ber00, 4.4.4] et [Vir00, 0.4.3]
pour la première égalité). Comme les faisceaux D(m)X et D̂(m)X sont cohérents, on obtient Dparf(D(0)X ) =
Dbcoh(D
(0)
X ), Dparf(D̂
(m)
X ) = D
b
coh(D̂
(m)
X ) et Dparf(D
(m)
X ) = D
b
coh(D
(m)
X )∩Dtdf(D(m)X ).
Via [Ber90, 3.1.3], il en découle que tout objetE de D(D(m)X )∩Dparf(OX) est aussi un objet de Dbcoh(D(m)X )
et de Dparf(D̂(m)X ). En outre, puisque que l’extensionD
(m)
X → D̂(m)X est plate,E appartient aussi à Dparf(D(m)X ).
Remarques 2.3.3. De manière analogue à 2.2.5.1, pour tout entier positif m, on construit des isomorphismes
D(0)(OX)→˜OX, D̂(m)(OX)→˜OX et pour tout entier positif i, D(m)(OXi)→˜OXi . J’ignore si l’on dispose d’un
isomorphisme D(m)(OX)→˜OX ni si D(m)(OX) ∈ Dparf(OX).
2.3.4. SoitD=D(m)X ou D̂
(m)
X . Pour tout entier i6 i0 et toutE∈D−(gD), on poseEi =OXi⊗LOX E→˜D
(m)
Xi ⊗LD
E. Soient f : E→ E′ un morphisme de D−(D(m)X ), gi : Fi →F′i un morphisme de D−(D(m)Xi ), α : E→Fi et
β : E′→ F′i deux morphismes de D−(D(m)X ) tels que β ◦ f = gi ◦α. Les morphismes α et β se factorise en
des morphismes αi : Ei →Fi et βi : E′i →Fi. On obtient aussi le diagramme commutatif suivant :
E
f //
²²
α
¿¿8
88
88
88
88
8 E
′
β
¿¿9
99
99
99
99²²
Ei
αi %%
// E′i
βi %%
Fi gi
// F′i.
PROPOSITION 2.3.5. Soient E ∈ D(gD(m)X )∩Dparf(OX) et F ∈ Dtdf(gD(m)X ).
(i) Pour tout i6 i0, on a les isomorphismes canoniquesD(m)Xi -linéaires :
α : RHomOX (E,F)⊗LOX OXi→˜RHomOX (E,Fi)→˜RHomOXi (Ei,Fi);
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(ii) Ceux-ci sont transitifs, i.e., si j 6 i6 i0 est un entier positif, le diagramme suivant
RHomOX (E,F)⊗LOX OXi ⊗LOXi OX j
α⊗LOXiOXj˜ //
˜
²²
RHomOXi (Ei,Fi)⊗LOXi OX j
α˜
²²
RHomOX (E,F)⊗LOX OX j
α˜ // RHomOXj (E j,F j)
(2.3.5.1)
est commutatif.
Preuve. Le morphisme canonique F→ F⊗LOX OXi induit RHomOX (E,F)→ RHomOX (E,Fi). Celui-ci
se factorise par β : RHomOX (E,F)⊗LOX OXi → RHomOX (E,Fi). Par localisation et dévissage, ce dernier
est un isomorphisme. Enfin, en résolvant E par des D(m)X -modules plats et Fi par des D
(m)
Xi -modules injec-
tifs, on construit l’isomorphisme (on utilise le lemme [Vir00, 1.4] déjà connu dans le cas commutatif) γ :
RHomOX (E,Fi)→˜RHomOXi (Ei,Fi).
Les deux chemins de 2.3.5.1 induisent deux flèches RHomOX (E,F)→ RHomOXj (E j,F j). Il suffit de
prouver que celles-ci coïncident, ce qui résulte du diagramme commutatif suivant :
RHomOX (E,F)⊗LOX OXi ⊗LOXi OX j
β⊗LOXiOXj // RHomOX (E,Fi)⊗LOXi OX j
γ⊗LOXiOXj
))SSS
SSSS
SSSS
SSS
RHomOX (E,F)
OO
//
²²
RHomOX (E,Fi)
77nnnnnnnnnnnnn γ //
²²
RHomOXi (Ei,Fi) //
²²
RHomOXi (Ei,Fi)⊗LOXi OX j
βu ukkkkk
kkk
kkk
kkk
α
²²
RHomOX (E,F)⊗LOX OX j
β // RHomOX (E,F j) // RHomOXi (Ei,F j)
γ // RHomOXj (E j,F j).
(2.3.5.2)
En effet, le morphisme composé du bas de 2.3.5.2 correspond à celui de 2.3.5.1 (car, en résolvant F j par
des D(m)X j -modules injectifs et E par des D
(m)
X -modules plats, on calcule que la composée des morphismes
canoniques RHomOX (E,F j)→ RHomOXi (Ei,F j)→ RHomOXj (E j,F j) est le morphisme canonique γ).
De plus, les chemins RHomOX (E,F)⊗LOX OXi ⊗LOXi OX j → RHomOXj (E j,F j) de 2.3.5.1 et 2.3.5.2 sont
identiques.
PROPOSITION 2.3.6. Soit A→B un morphisme d’anneaux tel que, pour tout A-bimodule G, la structure
canonique de (A,B)-bimodule de G⊗AB se prolonge en une structure deB-bimodule.
Pour tout E ∈ Dparf(gA), F ∈ D(., tdf)(gA,Ad), on dispose des isomorphismes canoniques :
α : RHomA(E,F)⊗LAB→˜RHomA(E,F⊗LAB)→˜RHomB(B⊗LAE,F⊗LAB).
De plus, ceux-ci sont transitifs, i.e., siB→ C un morphisme d’anneaux tel que, pour toutB-bimodule G, la
structure canonique de (B, C)-bimodule de G⊗BC se prolonge en une structure de C-bimodule, on dispose
du diagramme commutatif suivant :
RHomA(E,F)⊗LAB⊗LBC
α⊗LBC˜ //
˜
²²
RHomB(B⊗LAE,F⊗LAB)⊗LBC
α˜
²²
RHomA(E,F)⊗LAC
α˜ // RHomC(C⊗LAE,F⊗LAC).
Preuve. La preuve est analogue à celle de 2.3.5.
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Remarques 2.3.7. (i) On pose D = D̂(m)X ou D(m)X . Soient E ∈ D−(gD,Dd) (pour fixer les idées) et P une
résolution de E par des D⊗OS D0-modules plats. On a alors D(m)Xi ⊗LDE→˜E⊗LDD
(m)
Xi →˜P/mi+1P. Ainsi,
la proposition 2.3.6 est valable pour les extensionsD(m)X →D(m)Xi et D̂
(m)
X →D(m)Xi .
(ii) Avec les notations de 2.3.6, lorsque F = A, les hypothèses “tel que, pour tout A-bimodule G, la
structure canonique de (A,B)-bimodule de G⊗AB se prolonge en une structure de B-bimodule” et “tel
que, pour tout B-bimodule G, la structure canonique de (B, C)-bimodule de G⊗B C se prolonge en une
structure de C-bimodule” sont inutiles.
PROPOSITION 2.3.8. Soient i6 i0 un entier positif et E∈Dparf(OX)∩D(D(m)X ). Il existe des isomorphismes
canoniques
OXi ⊗LOX [D(m)(OX)⊗LOX E∨]→˜D(m)(OXi)⊗OXi E∨i , (2.3.8.1)
OXi ⊗LOX [D̂(m)(OX)⊗OX E∨]→˜ D̂(m)(OXi)⊗OXi E∨i , (2.3.8.2)
où, pour le deuxième, on suppose X = X. De plus, ceux-ci sont transitifs.
Preuve. Traitons le premier cas. D’après 2.3.5 et 2.3.6, les isomorphismes OXi ⊗LOX D(m)(OX)→˜D(m)(OXi)
et OXi ⊗LOX E∨→˜E∨i sont transitifs. On obtient alors
OXi ⊗LOX [D(m)(OX)⊗OX E∨]→˜(OXi ⊗LOX D(m)(OX))⊗OXi (OXi ⊗LOX E∨)→˜D(m)(OXi)⊗OXi E∨i .
Comme l’isomorphisme OXi ⊗LOX [−⊗OX −]→˜(OXi ⊗LOX −)⊗OXi (OXi ⊗LOX −) est aussi transitif, on obtient
la transitivité par fonctorialité.
Le deuxième cas se prouve de manière identique.
LEMME 2.3.9. Soient i 6 i0 un entier positif, E ∈ Dparf(OX)∩D(D(m)X ), F ∈ Db(D(m)X ) et G ∈ Dtdf(D(m)X ).
Le diagramme suivant
OXi ⊗LOX [RHomOX (E,F)⊗LOX G] ˜ //
˜
²²
RHomOXi (Ei,Fi)⊗LOXi Gi
˜
²²
OXi ⊗LOX [RHomOX (E,F⊗LOX G)] ˜ // RHomOXi (Ei,Fi⊗LOXi Gi),
(2.3.9.1)
dont les flèches verticales découlent de 2.1.38, est commutatif.
Preuve. Tout d’abord, grâce aux hypothèses faites, le diagramme 2.3.9.1 a un sens. Ensuite, considérons le
diagramme
RHomOX (E,F)⊗LOX G //
˜
²²
RHomOX (E,Fi)⊗LOX G ˜ //
˜
²²
RHomOXi (Ei,Fi)⊗LOXi Gi
˜
²²
RHomOX (E,F⊗LOX G) // RHomOX (E,Fi⊗LOX G) ˜ // RHomOXi (Ei,Fi⊗LOXi Gi).
(2.3.9.2)
Par fonctorialité, celui de gauche est commutatif. Pour vérifier celui de droite, soient Ii une résolution de
Fi par des D(m)Xi -modules injectifs (et donc par des OXi-modules injectifs), P (resp. P′) une résolution de E
(resp. G) par desD(m)X -modules plats et I′i une résolution de Ii⊗OX P′ (→˜Ii⊗OXi P′i) par desD
(m)
Xi -modules
injectifs. Rappelons que celles-ci permettent de calculer les foncteurs dérivées du diagramme de droite de
2.3.9.2 (on utilise le lemme de [Vir00, 1.4] déjà connu dans le cas commutatif). On calcule ensuite que le
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diagramme canonique
HomOX (P,Ii)⊗OX P′ //
²²
HomOX (P,Ii⊗OX P′) //
²²
HomOX (P,I
′
i)
²²
HomOXi (Pi,Ii)⊗OXi P′i // HomOXi (Pi,Ii⊗OXi P′i) // HomOXi (Pi,I′i)
est commutatif. D’où celle du diagramme de droite de 2.3.9.2. On conclut grâce à 2.3.4.
LEMME 2.3.10. Soient i6 i0 un entier positif, E ∈D(gD(m)X )∩Dparf(OX) et F ∈Db(gD(m)X ). Le diagramme
OXi ⊗LOX [RHomD(m)X (E,F)] ˜ //
˜
²²
RHom
D
(m)
Xi
(Ei,Fi)
˜
²²
OXi ⊗LOX [RHomD(m)X (OX ,RHomOX (E,F))] ˜ // RHomD(m)Xi (OXi ,RHomOXi (Ei,Fi))
(2.3.10.1)
où les isomorphismes verticaux se déduisent de 2.1.34, est commutatif.
Preuve. Par fonctorialité, le diagramme de gauche de
RHom
D
(m)
X
(E,F) //
˜ ²²
RHom
D
(m)
X
(E,Fi) ˜ //˜ ²²
RHom
D
(m)
Xi
(Ei,Fi)
˜ ²²
RHom
D
(m)
X
(OX ,RHomOX (E,F)) // RHomD(m)X
(OX ,RHomOX (E,Fi))˜ // RHomD(m)Xi (OXi ,RHomOXi (Ei,Fi))
(2.3.10.2)
est commutatif. Prouvons à présent celle de droite. SoientP (resp.P′) une résolution deOX (resp. E) par des
D
(m)
X -modules plats, Ii une résolution de Fi par desD
(m)
Xi -modules injectifs. On remarque que P⊗OX P′ est
alors une résolution de E par des D(m)X -modules plats. De plus, comme HomOX (P
′,Ii)→˜HomOXi (P′i,Ii),
d’après 2.1.33, HomOX (P′,Ii) est un D
(m)
Xi -modules injectifs. Ces résolutions permettent ainsi de calculer
les termes du diagramme de droite de 2.3.10.2 (pour la flèche du haut, on utilise le lemme de [Vir00, I.1.4]).
Sa commutativité résulte alors de celle du carré :
Hom
D
(m)
X
(P⊗OX P′,Ii) //
²²
Hom
D
(m)
Xi
(Pi⊗OXi P′i,Ii)
²²
Hom
D
(m)
X
(P,HomOX (P
′,Ii)) // HomD(m)Xi
(Pi,HomOXi (P
′
i,Ii)).
Enfin, via 2.3.4, la commutativité de 2.3.10.1 découle de celle de 2.3.10.2.
LEMME 2.3.11. Pour tout entier positif i6 i0, pour tout E ∈D−(gD(m)X ), on dispose du diagramme commu-
tatif :
D
(m)
Xi ⊗LD(m)X [D
(m)
X ⊗OX E]
D
(m)
Xi
⊗γE˜ //˜ ²²
D
(m)
Xi ⊗LD(m)X [E⊗OX D
(m)
X ]
˜ ²²
D
(m)
Xi ⊗OXi Ei
γEi˜ // Ei⊗OXi D(m)Xi ,
où γ désigne l’isomorphisme de transposition ([Ber00, 1.3.1]).
Preuve. Soit P une résolution de E par des D(m)X -modules à gauche plats. Par D
(m)
Xi -linéarité, il suffit de
vérifier que, quelque soit le chemin choisi, pour tout x ∈ P, 1⊗ [1⊗ x] s’envoie sur (1⊗ x)⊗ 1, ce qui est
immédiat.
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LEMME 2.3.12. Soient i6 i0 un entier positif et E ∈ Dtdf(gD(m)X ). Le diagramme suivant
OXi ⊗LOX [RHomgD(m)X (OX ,D
(m)
X )⊗LOX E] ˜ //
˜
²²
RHomgD(m)Xi
(OXi ,D
(m)
Xi )⊗LOXi Ei
˜
²²
OXi ⊗LOX [RHomgD(m)X (OX ,D
(m)
X ⊗OX E)] ˜ // RHomgD(m)Xi (OXi ,D
(m)
Xi ⊗OXi Ei),
(2.3.12.1)
où les isomorphismes horizontaux découlent de 2.3.6 et ceux verticaux de 2.1.26, est commutatif.
Preuve. Puisque OX ∈ Dparf(gD(m)X ) et OXi ∈ Dparf(gD(m)Xi ) (voir 2.3.2), les flèches verticales sont donc bien
des isomorphismes. De plus, on vérifie par fonctorialité la commutativité du diagramme de gauche ci-après.
RHomgD(m)X
(OX ,D
(m)
X )⊗LOX E //
˜ ²²
RHomgD(m)X
(OX ,D
(m)
Xi )⊗LOX E ˜ //˜ ²²
RHomgD(m)Xi
(OXi ,D
(m)
Xi )⊗LOXi Ei˜ ²²
RHomgD(m)X (OX ,D
(m)
X ⊗OX E) // RHomgD(m)X (OX ,D
(m)
Xi ⊗OX E) ˜ // RHomgD(m)Xi (OXi ,D
(m)
Xi ⊗OXi Ei).
(2.3.12.2)
Soient Ii une résolution deD(m)Xi par desD
(m)
Xi ⊗OSi D
(m)
Xi -modules à gauche injectifs, P une résolution de E
par desD(m)X -modules plats et I
′
i une résolution de Ii⊗OX P (→˜Ii⊗OXi Pi) par desD
(m)
Xi ⊗OSi D
(m)
Xi -modules
injectifs. La commutativité du diagramme de droite de 2.3.12.2 dérive de celle de
HomgD(m)X
(OX , Ii)⊗OX P //
²²
HomgD(m)X
(OX , Ii⊗OX P)
²²
// HomgD(m)X
(OX , I′i)
²²
HomgD(m)Xi
(OXi , Ii)⊗OXi Pi // HomgD(m)Xi (OXi , Ii⊗OXi Pi) // HomgD(m)Xi (OXi , I
′
i).
(2.3.12.3)
Or, si φ ∈ HomgD(m)X (OX , Ii) et x ∈ P, on calcule que φ⊗ x s’envoie, via les deux chemins possibles du
diagramme de gauche de 2.3.12.3, sur Pi⊗ a 7→ Pi[φ(a)⊗ (1⊗ x)] = (Piφ(a))⊗ (1⊗ x), avec Pi ∈D(m)Xi et
a ∈OX . Comme le diagramme de droite de de 2.3.12.3 est commutatif par fonctorialité, il en résulte celle de
2.3.12.3.
Enfin, avec la remarque 2.3.4, on déduit de la commutativité de 2.3.12.2 celle de 2.3.12.1.
2.3.13. Pour tout E ∈Dparf(OX)∩D(gD(m)X ), on note θ(m) : D(m)(OX)⊗LOX E∨→˜D(m)(E) et θ
(m)
i les isomor-
phismes D(m)(OXi)⊗OXi E∨i →˜D(m)(Ei) que l’on déduit de 2.2.1.
PROPOSITION 2.3.14. Soient i6 i0 un entier positif et E ∈ Dparf(OX)∩D(gD(m)X ). Le diagramme suivant
D
(m)
Xi ⊗LD(m)X [D
(m)(OX)⊗LOX E∨] ˜ //
D
(m)
Xi
⊗θ(m)˜
²²
D(m)(OXi)⊗OXi E∨i
θ(m)i˜
²²
D
(m)
Xi ⊗LD(m)X [D
(m)(E)] ˜ // D(m)(Ei),
où les isomorphismes verticaux proviennent de 2.3.6 (voir aussi la remarque 2.3.7.(i)) et de 2.3.8, est com-
mutatif.
Preuve. Par construction de θ(m) et θ(m)i (2.2.1), cela découle des lemmes 2.3.9, 2.3.10.1, 2.3.11 et 2.3.12.1.
2.3.15. Pour tout entier positif i6 i0, pour tout E ∈Dparf(OX)∩D(gD(m)X ), on définit le morphisme θ′(m)i via
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le diagramme
OXi ⊗LOX [D̂(m)(OX)⊗OX E∨]˜ ²²
θ′(m)i ˜ // OXi ⊗LOX [D̂(m)(E)]˜ ²²
D(m)(OXi)⊗OXi E∨i
θ(m)i˜ // D(m)(Ei),
(2.3.15.1)
où les isomorphismes verticaux sont construits grâce à 2.3.6 (voir aussi la remarque 2.3.7.(i)) et à 2.3.8. Pour
tout j 6 i6 i0, considérons le diagramme
OX j ⊗LOX [D̂(m)(OX)⊗OX E∨]
θ′(m)j //
²²
OX j ⊗LOX [D̂(m)E]
²²
OX j ⊗LOXi OXi ⊗
L
OX
[D̂(m)(OX)⊗OX E∨]
22fffffffff OXj⊗LOXi θ
′(m)
i
//
²²
OX j ⊗LOXi OXi ⊗
L
OX
[D̂(m)E]
55jjjjjj
²²
D(m)(OX j)⊗OXj E∨j
θ(m)j // D(m)(E j)
OX j ⊗LOXi [D
(m)(OXi)⊗OXi E∨i ]
22ffffffffff OXj⊗LOXi θ
(m)
i
// OX j ⊗LOXi [D
(m)Ei].
55jjjjjjj
Les carrés de devant et de derrière sont commutatifs par construction de θ′(m)i (2.3.15.1). De plus, grâce
à 2.3.14 (resp. 2.3.6 et 2.3.7.(i), resp. 2.3.8.2), il en est de même de celui du bas (resp. de droite, resp.
de gauche). Puisque les flèches sont des isomorphismes, il en dérive que le carré du haut est commutatif.
Autrement dit, la famille d’isomorphisme (θ′(m)i )i∈N est compatible. Grâce à [Ber02, 3.2.3], il en résulte la
construction d’un isomorphisme θ̂(m) : D̂(m)(OX)⊗OX E∨→ D̂(m)(E) induisant le diagramme suivant
OX j ⊗LOX [D̂(m)(OX)⊗OX E∨]
OXj⊗LOX θ̂
(m)˜
²²
OX j ⊗LOX [D̂(m)(OX)⊗OX E∨]
θ′(m)j
²²
˜ // D(m)(OXi)⊗OXi E∨i
θ(m)i˜
²²
OX j ⊗LOX [D̂(m)E] OX j ⊗LOX [D̂(m)E] ˜ // D(m)(Ei).
(2.3.15.2)
2.3.16. Pour tout E ∈ D(D(m)X )∩Dparf(OX), on note ρ(m)E ou ρ(m) le morphisme
ρ(m)E : D
(m)(E)→ D̂(m)X ⊗D(m)X D
(m)(E)→˜ D̂(m)(D̂(m)X ⊗D(m)X E)→˜ D̂
(m)(E), (2.3.16.1)
le dernier isomorphisme résultant de [Ber90, 3.1.3].
LEMME 2.3.17. Soient f : E→E′ un morphisme de Dbcoh(D(m)X ), g : F→F′ un morphisme de Dbcoh(D̂(m)X ),
α : E→F et β : E′→F deux morphismes de D(D(m)X ).
Le diagramme de gauche suivant
E
f //
α
²²
E′
β
²²
F
g // F′,
OXi ⊗LOX E
id⊗ f //
id⊗α
²²
OXi ⊗LOX E′
id⊗β
²²
OXi ⊗LOX F
id⊗g // OXi ⊗LOX F′
(2.3.17.1)
est commutatif si et seulement si, pour tout entier positif i, celui de droite l’est.
Preuve. Les morphismes α et β se factorisent par α′ : D̂(m)X ⊗D(m)X E→ F et β
′ : D̂(m)X ⊗D(m)X E
′ → F′. En
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considérant le diagramme
E
f //
²²
α
ÃÃB
BB
BB
BB
BB
BB
BB
B E
′
β
!!D
DD
DD
DD
DD
DD
DD
D
²²
D̂
(m)
X ⊗D(m)X E
α′ ((PP
PPP
PP
// D̂
(m)
X ⊗D(m)X E
′
β′ ((QQQQ
QQQ
F g
// F′,
(2.3.17.2)
on vérifie que celui de gauche de 2.3.17.1 est commutatif si et seulement si le carré horizontal de 2.3.17.2
l’est. On conclut via [Ber02, 3.2.3].
PROPOSITION 2.3.18. Pour tout E ∈ D(D(m)X )∩Dparf(OX), le diagramme suivant
D(m)(OX)⊗LOX E∨
θ(m)˜ //
ρ(m)OX⊗id
²²
D(m)(E)
ρ(m)E
²²
D̂(m)(OX)⊗OX E∨
θ̂(m)˜ // D̂(m)(E)
est commutatif.
Preuve. Grâce à 2.3.17, il suffit de prouver, pour tout entier positif i, que le carré central du diagramme
D(m)(OXi)⊗OXi E∨i OXi ⊗LOX [D(m)(OX)⊗LOX E∨]
θ(m)˜ //
id⊗ρ(m)OX⊗id²²
˜oo OXi ⊗LOX [D(m)(E)]
id⊗ρ(m)E²²
˜ // D(m)(Ei)
D(m)(OXi)⊗OXi E∨i OXi ⊗LOX [D̂(m)(OX)⊗OX E∨]˜oo id⊗θ̂
(m)
˜ // OXi ⊗LOX [D̂(m)(E)] ˜ // D(m)(Ei)
(2.3.18.1)
est commutatif. D’après 2.3.14, le composée des morphismes du haut de 2.3.18.1 est égale à θ(m)i . Par con-
struction (2.3.15.2), il en est de même de celui du bas. Comme les flèches horizontales de 2.3.18.1 sont des
isomorphismes, pour obtenir la commutativité du carré du centre, il suffit de prouver celle des carrés latéraux.
Le carré de droite de 2.3.18.1 correspond au contour du diagramme suivant
OXi ⊗LOX D(E) //
²²
OXi ⊗LOX [D̂X⊗DX D(E)] //
²²
OXi ⊗LOX D̂(D̂X⊗DX E) //
²²
OXi ⊗LOX D̂(E)
²²
DXi ⊗LDX D(E) //
²²
DXi ⊗L̂DX [D̂X⊗DX D(E)] //DXi ⊗L̂DX D̂(D̂X⊗DX E) //
²²
DXi ⊗L̂DX D̂(E)
²²
D(DXi ⊗LDX E)
²²
D(DXi ⊗L̂DX D̂X⊗DX E)oo // D(DXi ⊗D̂X E)
²²
D(OXi ⊗LOX E) D(OXi ⊗LOX E),
(2.3.18.2)
où l’on a omis d’inscrire les indices (m). Or, on calcule que le carré en haut à droite (on résout platement
D(m)(E)) et le grand rectangle du bas (en oubliant D(m), on résout platement E) sont commutatifs. De plus,
le rectangle de la ligne du milieu l’est grâce à la transitivité de 2.3.6 (avec aussi la remarque 2.3.7.(i)). La
commutativité des autres carrés est fonctorielle. D’où celle du diagramme de droite de 2.3.18.1.
Enfin, la commutativité du carré gauche de 2.3.18.1 résulte de celle du diagramme ci-après :
OXi ⊗LOX [D(m)(OX)⊗LOX E∨] ˜ //
id⊗ρ(m)⊗id²²
[OXi ⊗LOX D(m)(OX)]⊗OXi [OXi ⊗LOX E∨] ˜ //
(id⊗ρ(m))⊗id²²
D(m)(OXi)⊗OXi E∨i
OXi ⊗LOX [D̂(m)(OX)⊗OX E∨] ˜ // [OXi ⊗LOX D̂(m)(OX)]⊗OXi [OXi ⊗LOX E∨] ˜ // D(m)(OXi)⊗OXi E∨i ,
dont celle du carré de droite se prouve par fonctorialité grâce à celle du carré de droite de 2.3.18.1.
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2.3.19. Le foncteur D̂(m) commute à Frobenius. En effet, si on note D˜(m) le foncteur D̂(m) auquel on applique
⊗OX ωX, pour tout E′ ∈ Dbcoh(D̂(m)X′ ), on dispose des isomorphismes
F[D˜(m)(E′)→˜RHom
D̂
(m)
X′
(E′,F[D̂(m)X′ )→˜RHomD̂(m+s)X (F
∗E′,F∗F[D̂(m)X′ )→˜ D˜(m+s)(F∗E′). (2.3.19.1)
Afin de prouver 2.3.23, que nous utiliserons lors de la démonstration du théorème 2.3.25 de commutation
à Frobenius de θ̂(m), nous aurons besoin des trois lemmes ci-après.
LEMME 2.3.20. Soient i un entier positif et E′ ∈ Dparf(gD̂(m)X′ ). Le diagramme suivant
RHomgD̂(m)
X′
(E′,D̂(m)X′ )⊗D̂(m)
X′
F[D̂(m)X′ ⊗LD̂(m+s)X D
(m+s)
Xi ˜ //
˜ ²²
RHomgD̂(m)
X′
(E′,D̂(m)X′ )⊗LD̂(m)
X′
D
(m)
X ′i
⊗
D
(m)
X ′i
F[D̂(m)X ′i
˜ ²²
RHomgD̂(m)
X′
(E′,F[D̂(m)X′ )⊗LD̂(m+s)X D
(m+s)
Xi
˜ ²²
RHomgD(m)X ′i
(E′i,D̂
(m)
X ′i
)⊗
D
(m)
X ′i
F[D̂(m)X ′i
˜ ²²
RHomgD̂(m)X ′i
(E′i,F[D̂
(m)
X′ ⊗D̂(m+s)X D
(m+s)
Xi ) ˜ // RHomgD̂(m)X ′i (E
′
i,F[D̂
(m)
X ′i
),
où les flèches horizontales se déduisent de l’isomorphisme F[D̂(m)X′ ⊗D̂(m+s)X D
(m+s)
Xi →˜F[D̂
(m)
X ′i
, est localement
commutatif.
Preuve. Lorsque E′ admet une résolution gauche par des D̂(m)X′ -modules à gauche localement projectifs de
type fini, la commutativité est immédiate. L’hypothèse que E′ soit un complexe parfait nous permet de
conclure.
LEMME 2.3.21. Soient i un entier positif, E′ ∈ Dparf(gD̂(m)X′ ) et F′ ∈ Db(gD̂(m)X′ , D̂(m+s)X d) ("d" pour fixer les
idées). Le diagramme suivant
RHom
D̂
(m)
X′
(E′,F′)⊗L
D̂
(m+s)
X
D
(m+s)
Xi ˜ //
F∗⊗id˜
²²
RHom
D
(m)
X ′i
(E′i,F
′
i)
F∗˜
²²
RHom
D̂
(m+s)
X
(F∗E′,F∗F′)⊗L
D̂
(m+s)
X
D
(m+s)
Xi ˜ // RHomD(m+s)Xi (F∗E′i,F∗F′i)
est commutatif.
Preuve. Il suffit de prouver la commutativité du diagramme ci-dessous
RHom
D̂
(m)
X′
(E′,F′) //
F∗˜ ²²
RHom
D̂
(m)
X′
(E′,F′i) ˜ //
F∗˜ ²²
RHom
D
(m)
X ′i
(E′i,F
′
i)
F∗˜ ²²
RHom
D̂
(m+s)
X
(F∗E′,F∗F′) // RHom
D̂
(m+s)
X
(F∗E′,F∗F′i) ˜ // RHomD(m+s)Xi (F∗E′i,F∗F′i).
Celle du carré de gauche se prouve par fonctorialité, tandis que pour vérifier celle de droite, on résout F′i
par des D(m)X ′i ⊗OSi D
(m+s)
Xi -modules injectifs et E′ par des D
(m)
X′ -modules plats (le foncteur F∗, en élevant le
niveau, préserve la platitude et l’injectivité).
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LEMME 2.3.22. Soit i un entier positif. Le diagramme canonique suivant
D̂
(m+s)
X ⊗D̂(m+s)X D
(m+s)
Xi ˜α⊗id //
˜
²²
[F∗F[D̂(m)X′ ]⊗D̂(m+s)X D
(m+s)
Xi
˜
²²
D
(m+s)
Xi
α˜ // F∗F[D(m)X ′i ,
où l’isomorphisme α du bas (resp. du haut) est [Ber00, 2.5.2.1] (resp. [Ber00, 4.1.2.1]), est commutatif.
Preuve. La preuve est une tautologie.
PROPOSITION 2.3.23. Soient i un entier positif et E′ ∈ Dparf(gD̂(m)X′ ). Le diagramme canonique suivant
D
(m+s)
Xi ⊗LD̂(m+s)X [F
∗D̂(m)(E′)] ˜ //
˜
²²
F∗[D(m)X ′i ⊗
L
D̂
(m)
X′
D̂(m)(E′)] ˜ // F∗D(m)(E′i)
˜
²²
D
(m+s)
Xi ⊗LD̂(m+s)X [D̂
(m+s)F∗(E′)] ˜ // D(m+s)(D(m+s)Xi ⊗LD̂(m+s)X F∗(E′)) ˜ // D(m+s)F∗(E′i),
où les isomorphismes verticaux résultent de ceux de 2.3.19.1, est localement commutatif.
Preuve. Cela découle de 2.3.20, 2.3.21 et 2.3.22.
PROPOSITION 2.3.24. Pour tout entier positif i, pour tout E′ ∈ D(D(m)X′ )∩Dparf(OX′), le diagramme
F∗[OX ′i ⊗LOX RHomOX′ (E′,OX′)] ˜ //
˜
²²
F∗RHomOX ′i (E
′
i,OX ′i ) ˜ // RHomOXi (F∗E′i,OXi)
˜
²²
OXi ⊗LOX F∗RHomOX′ (E′,OX′) ˜ // OXi ⊗LOX RHomOX(F∗E′,OX) ˜ // RHomOXi (OXi ⊗LOX F∗E′,OXi)
est cohomologiquement commutatif.
Preuve. La proposition est locale et il suffit de prouver que les espaces de cohomologie des deux morphismes
sont égaux en tant que morphismeOXi-linéaire. Par localisation, on se ramène au cas où E′ se résout par des
OX′-modules localement projectifs de type fini. Ce dernier cas se vérifie élémentairement.
THÉORÈME 2.3.25. Pour tout E′ ∈ D(D(m)X′ )∩Dparf(OX′), le diagramme qui suit
F∗(E′∨⊗LOX′ D̂
(m)(OX′))
F∗θ̂(m)˜ //
˜
²²
F∗D̂(m)(E′)
˜
²²
(F∗E′)∨⊗OX D̂(m+s)(OX)
θ̂(m+s)˜ // D̂(m+s)(F∗E′)
(2.3.25.1)
est cohomologiquement commutatif.
Preuve. D’après [Ber02, 3.2.3], il suffit de démontrer que, pour tout entier positif i, le carré de devant du
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cube
F∗(E′∨i ⊗OX ′i D
(m)OX ′i )
F∗θ(m)i //
²²
F∗D(m)(E′i)
²²
OXi ⊗LOX′ [F
∗(E′∨⊗LOX′ D̂
(m)(OX′))]
33gggggggg
id⊗F∗θ̂(m) //
²²
OXi ⊗LOX′ [F
∗D̂(m)(E′)]
66mmmmmm
²²
(F∗E′i)∨⊗OXi D(m+s)OXi
θ(m+s)i // D(m+s)(F∗E′i)
OXi ⊗LOX′ [(F
∗E′)∨⊗OX D̂(m+s)(OX)]
33gggggggg
id⊗θ̂(m+s) // OXi ⊗LOX′ D̂
(m+s)(F∗E′)
66llllll
(2.3.25.2)
est cohomologiquement commutatif. Or, d’après 2.3.23, c’est le cas pour le carré de droite. De plus, il résulte
de 2.3.23 et de 2.3.24 qu’il en est de même pour celui de gauche. Pour le carré du bas, cela découle, modulo
F∗E′i→˜OXi ⊗LOX F∗E′, des définitions (2.3.15.2). Le carré du haut correspond au grand rectangle de
OXi ⊗LOX [F∗(E′∨⊗LOX′ D̂
(m)(OX′))] ˜ //
id⊗F∗(θ̂(m))˜ ²²
F∗[OX ′i ⊗LOX′ (E
′∨⊗LOX′ D̂
(m)(OX′))] ˜ //
F∗(id⊗θ̂(m))˜ ²²
F∗(E′∨i ⊗OX ′i D
(m)OX ′i )
F∗θ(m)i˜ ²²
OXi ⊗LOX [F∗D̂(m)(E′)] ˜ // F∗[OX ′i ⊗LOX′ D̂(m)(E′)] ˜ // F∗D(m)(E′i).
(2.3.25.3)
La commutativité du carré de gauche de 2.3.25.3 est fonctorielle et celle du carré de droite découle de
2.3.15.2. Enfin, celle du carré du fond de 2.3.25.2 est dû au fait que θ(m)i est compatible à Frobenius
(2.2.1.(ii)). Les flèches de 2.3.25.2 étant des isomorphismes, puisque l’on vérifié que cinq de ses faces sont
cohomologiquement commutatifs, celui de devant l’est aussi.
2.3.26. Soient E′ un D†X′,Q-module cohérent OX′,Q-cohérent (i.e., il correspond à un isocristal convergent
sur X ′) et, pour tout entier positif m, ◦E′(m) un D̂(m)X′ -module OX′-cohérent tel qu’il existe un isomorphisme
D̂
(m)
X′,Q-linéaire
◦
E
′(m)
Q →˜E′.
On désigne par DX ou D, le foncteur dualDX,Q-linéaire, et par D(m)X,Q ou D
(m)
Q , le dual D̂
(m)
X,Q-linéaire. On
remarque qu’il découle de 2.3.3 que, pour tout entier positif m, on dispose des isomorphismesD(OX,Q)→˜OX,Q
et D(m)Q (OX,Q)→˜OX,Q, ce dernier n’étant probablement pas compatible à Frobenius.
On construit l’isomorphisme θ(m)Q , via le diagramme commutatif :
D(m)Q (OX′,Q)⊗OX′,Q E′∨
θ(m)Q˜ // D(m)Q (E′)
(D̂(m)(OX′)⊗OX′
◦
E′(m)∨)⊗ZQ θ̂
(m)⊗Q˜ //
˜OO
(D̂(m)(
◦
E′(m)))⊗ZQ.
˜OO
(2.3.26.1)
On constate que grâce à 2.3.28, celui-ci est indépendant du choix de
◦
E′(m).
2.3.27. Pour toutD†X,Q-module cohérentOX,Q-cohérentE (de même en remplaçantX par un autreV-schéma
formel lisse, comme par exemple X′), on note ρ(m)Q , l’isomorphisme composé :
ρ(m)Q : D(E)→˜D̂(m)X,Q⊗DX,Q D(E)→˜D(m)Q (D̂(m)X,Q⊗DX,Q E)→˜D(m)Q (E).
De plus, on désigne par θ, l’isomorphisme D(OX,Q)⊗OX,Q E∨→˜D(E) construit via 2.2.1.
50
COMPARAISON DES FONCTEURS DUAUX DES ISOCRISTAUX SURCONVERGENTS
THÉORÈME 2.3.28. Avec les notations de 2.3.26, le diagramme suivant
D(OX,Q)⊗OX,Q E′∨ θ˜ //
ρ(m)Q ⊗id˜ ²²
D(E′)
ρ(m)Q˜ ²²
D(m)Q (OX,Q)⊗OX,Q E′∨
θ(m)Q˜ // D(m)Q (E′)
(2.3.28.1)
est commutatif
Preuve. Considérons le cube
(D(m)(OX)⊗OX
◦
E′(m)∨)⊗Q θ
(m)⊗Q //
ρ(m)⊗id⊗Q
²²
rrffffff
fffff
D(m)(
◦
E′(m))⊗Q
ρ(m)⊗Q
²²
ttjjjj
jjjj
jj
D(OX,Q)⊗OX,Q E′∨ θ //
ρ(m)Q ⊗id
²²
D(E′)
ρ(m)Q
²²
(D̂(m)(OX)⊗OX
◦
E′(m)∨)⊗Q θ̂
(m)⊗Q //
ssffffff
fffff
(D̂(m)(
◦
E′(m)))⊗Q
uujjjj
jjjj
j
D(m)Q (OX,Q)⊗OX,Q E′∨
θ(m)Q // D(m)Q (E
′),
(2.3.28.2)
où les quatre isomorphismes de l’arrière vers l’avant se construisent via 2.3.6 et la remarque 2.3.7(i) (dans
la catégorie des D̂(m)X,Q-modules, le foncteur −⊗ZQ s’identifie à D̂(m)X,Q⊗D̂(m)X − et de même en remplaçant
D̂
(m)
X parD
(m)
X ). Le carré du bas est commutatif par définition (2.3.26.1). De plus, celui de droite correspond
au diagramme ci-dessous
D(m)(
◦
E′(m))Q //
²²
D̂Q⊗D̂ D̂⊗DD(m)(
◦
E′(m)) //
²²
D̂Q⊗D̂ D̂(m)(D̂⊗D
◦
E′(m)) //
²² ++WWWW
WWWWW
D̂(m)(
◦
E′(m))Q
²²
DQ⊗DD(m)(
◦
E′(m)) //
²²
D̂Q⊗DQDQ⊗DD(m)(
◦
E′(m))
²²
D(m)Q (D̂Q⊗D̂ D̂⊗D
◦
E′(m))
²² ++WWWW
WWWWW
WWW
D̂Q⊗D̂ D̂(m)(
◦
E′(m))
²²
D(E′) // D̂Q⊗DQ D(E′) // D(m)Q (D̂Q⊗DQ E′) // D(m)Q (E′),
(2.3.28.3)
où l’anneau D désigne D(m)X . Par transitivité de 2.3.6, on prouve que le rectangle du milieu est commutatif.
Il en résulte que 2.3.28.3 est commutatif. Le diagramme de droite de 2.3.28.2 l’est donc aussi. On vérifie
ensuite que la commutativité du carré de droite de 2.3.28.2 implique celle du carré de gauche. Pour celui
de derrière, cela résulte de 2.3.18. En outre, de manière analogue à 2.3.14 (i.e., on vérifie que les quatre
morphismes que l’on utilise dans la construction de θ(m) et θ commutent aux foncteurs −⊗ZQ), on prouve
que le carré du haut est commutatif. Comme les flèches de 2.3.28.2 sont des isomorphismes, il en dérive
celle de celui de devant.
2.3.29. Le foncteur D(m)Q commute à Frobenius. En effet, si on note D˜
(m)
Q le foncteur D
(m)
Q auquel on applique
⊗OX ωX, pour tout E′ ∈ Dbcoh(D̂(m)X′,Q), on dispose des isomorphismes
F[D˜(m)Q (E
′)→˜RHom
D̂
(m)
X′,Q
(E′,F[D̂(m)X′,Q)→˜RHomD̂(m+s)X,Q (F
∗E′,F∗F[D̂(m)X′,Q)→˜ D˜(m+s)Q (F∗E′). (2.3.29.1)
THÉORÈME 2.3.30. Avec les notations de 2.3.26, le diagramme canonique suivant
D(m+s)Q (OX,Q)⊗OX,Q (F∗E′)∨
θ(m+s)Q˜ // D(m+s)Q (F∗E′)
F∗[D(m)Q (OX′,Q)⊗OX′ ,Q (E′)∨]
˜
OO
F∗θ(m)Q˜ // F∗[D(m)Q (E′)],
˜
OO
(2.3.30.1)
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où les isomorphismes verticaux se déduisent de 2.3.29.1, est commutatif.
Preuve. Considérons le cube suivant :
(D̂(m+s)(OX)⊗OX (F∗
◦
E′(m))∨)Q
θ̂(m+s)⊗Q //
²²
D̂(m+s)(F∗
◦
E′(m))Q
²²
F∗[(D̂(m)(OX′)⊗OX′ (
◦
E′(m))∨)Q]
22fffffffff
F∗(θ̂(m)⊗Q) //
²²
F∗[D̂(m)(
◦
E′(m))Q]
55kkkkkk
²²
D(m+s)Q (OX,Q)⊗OX,Q (F∗E′)∨
θ(m+s)Q // D(m+s)Q (F
∗E′)
F∗[D(m)Q (OX′,Q)⊗OX′,Q (E′)∨]
33ffffffff F∗θ(m)Q // F∗[D(m)Q (E
′)].
66lllll
(2.3.30.2)
La commutativité des carrés de devant et de derrière découle de la construction de θ(m)Q (et θ(m+s)Q ) donnée via
2.3.26.1. On noteD′ := D̂(m)X′ etD := D̂
(m+s)
X . On mettera un tilde au-dessus deD ouD
′ pour signifier que
l’on tensorise ce dernier par ⊗OXω−1X ou ⊗OX′ω−1X′ . La commutativité du carré de droite de 2.3.30.2 signifie
que le contour du diagramme
F∗D′Q⊗D′QD′Q⊗D′ RHomD′(
◦
E′(m),D˜′) ˜ //˜ ²²
DQ⊗D F∗D′⊗D′ RHomD′(
◦
E′(m),D˜′)˜ ²²
F∗D′Q⊗D′Q RHomD′(
◦
E′(m),D˜′Q)˜ ²²
DQ⊗DRHomD′(
◦
E′(m),F∗d D˜
′)˜ ²²˜
tthhhhh
hhhh
hhhh
hhhh
hhhh
hhhh
hhhh
F∗D′Q⊗D′Q RHomD′Q(E′,D˜′Q)˜ ²²
DQ⊗DRHomD(F∗
◦
E′(m),F∗g F∗d D˜
′)˜ ²²
RHomD′Q(E
′,F∗d D˜
′
Q)˜ ²²
DQ⊗DRHomD(F∗
◦
E′(m),D˜)˜ ²²˜
sshhhhh
hhhh
hhhh
hhhh
hhhh
hhhh
hhhh
RHomDQ(F∗E
′,F∗g F∗d D˜
′
Q)˜ ²²
RHomD(F∗
◦
E′(m),D˜Q)˜ ²²
RHomDQ(F∗E
′,D˜Q) RHomDQ((F∗
◦
E′(m))Q,D˜Q).
˜oo
(2.3.30.3)
est commutatif. On remarque que la commutativité du trapèze (en haut) de 2.3.30.3 résulte de celle du
diagramme
F∗D′Q⊗D′Q RHomD′(
◦
E′(m),D˜′Q)˜ ²² ˜
// RHomD′(
◦
E′(m),F∗d D˜
′
Q)˜ ²²
F∗D′Q⊗D′Q RHomD′Q(E′,D˜′Q) ˜ // RHomD′Q(E′,F∗d D˜′Q).
(2.3.30.4)
et de la transitivité 2.1.12. Pour prouver celle de 2.3.30.4, on utilise une résolution de
◦
E′(m) par des D′-
modules plats, une résolution notée I′ de D˜′Q par desD
′
Q⊗VD′Q-modules à gauche injectifs et une résolution
de F∗d I
′ par des D′Q⊗VDQ-modules à gauche injectifs.
Le losange de 2.3.30.3 correspond au contours de
RHomD′Q(E
′,F∗d D˜
′
Q)
F∗˜ ²²
RHomD′(
◦
E′(m),F∗d D˜
′
Q)˜oo
F∗˜ ²²
DQ⊗DRHomD′(
◦
E′(m),F∗d D˜
′)
id⊗F∗˜ ²²˜
oo
RHomDQ(F∗E
′,F∗g F∗d D˜
′
Q)˜ ²²
RHomD(F∗
◦
E′(m),F∗g F∗d D˜
′
Q)˜oo ˜ ²²
DQ⊗DRHomD(F∗
◦
E′(m),F∗g F∗d D˜
′)
²²
˜oo
RHomDQ(F∗E
′,D˜Q) RHomD(F∗
◦
E′(m),D˜′Q)˜oo DQ⊗DRHomD(F∗ ◦E′(m),D˜),˜oo
(2.3.30.5)
dont la commutativité est aisée à vérifier. Enfin, comme le triangle (en bas) de 2.3.30.3 est aussi commutatif,
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on conclut que le carré de droite de 2.3.30.2 est commutatif.
On procède de même pour prouver celle du carré de gauche de 2.3.30.2.
Enfin, le carré du haut de 2.3.30.2 correspond au grand rectangle suivant :
F∗[(D̂(m)(OX′)⊗OX′ (
◦
E′(m))∨)Q] ˜ //
F∗(θ̂(m)⊗Q)˜ ²²
[F∗(D̂(m)(OX′)⊗OX′ (
◦
E′(m))∨)]Q ˜ //
(F∗θ̂(m))⊗Q˜ ²²
(D̂(m+s)(OX)⊗OX (F∗
◦
E′(m))∨)Q
θ̂(m+s)Q ⊗Q˜ ²²
F∗[D̂(m)(
◦
E′(m))Q] ˜ // [F∗D̂(m)( ◦E′(m))]Q ˜ // D̂(m+s)(F∗ ◦E′(m))Q.
(2.3.30.6)
Le carré de gauche de 2.3.30.6 est commutatif par fonctorialité. Comme les termes de 2.3.30.6 sont iso-
morphes à un complexe concentré en une place, il résulte de 2.3.25.1 que le carré de droite de 2.3.30.6 est
commutatif.
On a donc prouvé que cinq des carrés de 2.3.30.2 sont commutatifs. Il en est donc de même de celui du
bas.
2.3.31. Pour toutD†X,Q-module cohérent OX,Q-cohérent E, notons σ
(m)
Q l’isomorphisme
σ
(m)
Q : D
(m)
Q (E)→˜D†XQ⊗D̂(m)X,Q D
(m)
Q (E)→˜D†(D†XQ⊗D̂(m)X,Q E)→˜D
†(E). (2.3.31.1)
PROPOSITION 2.3.32. Soit E unD†X,Q-module cohérent OX,Q-cohérent. Le carré
D(m)Q (OX,Q)⊗OX,Q E∨
θ(m)Q˜ //
σ
(m)
Q ⊗id˜
²²
D(m)Q (E)
σ
(m)
Q˜
²²
D†(OX,Q)⊗OX,Q E∨ θ
†
˜ // D†(E),
où θ† a été défini en 2.2.10, est commutatif.
Preuve. Grâce aux diagrammes commutatifs 2.2.10 et 2.3.28.1, il s’agit de prouver l’égalité σ(m)Q ◦ρ(m)Q = ρ†,
où ρ† a été construit 2.2.9. Cela revient à dire que le contour du diagramme
D(m)Q (E) //D
†
XQ⊗D̂(m)X,Q D
(m)
Q (E) // D
†(D†XQ⊗D̂(m)X,Q E) // D†(E)
D(m)Q (D̂
(m)
X,Q⊗DX,Q E) //
OO
D†XQ⊗D̂(m)X,Q D
(m)
Q (D̂
(m)
X,Q⊗DX,Q E) //
OO
D†(D†XQ⊗DX,Q E)
OO
66llllllllll
D̂
(m)
X,Q⊗DX,Q D(E) //
OO
D†X,Q⊗DX,Q D(E)
OO 33ffffffffffff
D(E)
OO 22eeeeeeeeeeeeeeeeeee
(2.3.32.1)
est commutatif. Or, celle des carrés se vérifie par fonctorialité et celle des deux triangles de droite et de
gauche est immédiate. Enfin, celle du triangle du milieu découle de la transitivité de 2.3.6 (voir aussi la
remarque 2.3.7.(ii)).
2.3.33. Avec les notations de 2.3.26, on dispose d’un morphismeD†XQ⊗D̂(m+s)X,Q F
∗E′→ F∗(D†X′Q⊗D̂(m)
X′,Q
E′)
rendant commutatif le diagramme suivant
F∗E′
--
//D†XQ⊗D̂(m+s)X,Q F
∗E′ // F∗(D†X′Q⊗D̂(m)
X′,Q
E′).
Par complétion, tensorisation par Q et passage à la limite, il découle de [Ber00, 3.1.3] que ce morphisme est
un isomorphisme.
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Nous aurons besoin du lemme suivant afin de prouver la proposition ci-après.
LEMME 2.3.34. Pour tout E′ ∈ Dparf(gD̂(m)X′,Q), le diagramme suivant
F∗D†X′,Q⊗D̂(m)
X′,Q
D(m)Q (E
′) ˜ //
˜
²²
D†XQ⊗D̂(m+s)X,Q F
∗D(m)Q (E
′) ˜ //D†X,Q⊗D̂(m+s)X,Q D(m+s)Q (F∗E′)
˜
²²
F∗D†(D†X′,Q⊗D̂(m)
X′,Q
E′) ˜ // D†F∗(D†X′,Q⊗D̂(m)X′,Q E′) ˜ // D†(D†X,Q⊗D̂(m+s)X,Q F∗E′),
où les isomorphismes horizontaux se construisent via 2.3.29.1 et 2.3.33, est commutatif.
Preuve. Un tilde au-dessus de D signifiera que l’on tensorise le foncteur correspondant par −⊗OX ωX (ou
−⊗OX′ ωX′). On se ramène à prouver la commutativité du diagramme :
D˜(m)Q (E
′)⊗
D̂
(m)
X′,Q
F[D†X′,Q ˜ //
˜
²²
D˜(m)Q (E
′)⊗
D̂
(m)
X′ ,Q
F[D̂(m)X′,Q⊗D̂(m+s)X,Q D
†
X,Q ˜ // D˜(m+s)Q (F∗E′)⊗D̂(m+s)X,Q D†X,Q
˜
²²
F[D˜†(D†X′,Q⊗D̂(m)
X′,Q
E′) ˜ // D˜†(F∗D†X′,Q⊗D̂(m)X′,Q E′) ˜ // D˜†(D†X,Q⊗D̂(m+s)X,Q F∗E′).
(2.3.34.1)
On désigne par τ, l’isomorphisme composé :
τ : F[D†X′,Q→˜F[D̂(m)X′,Q⊗D̂(m+s)X,Q F
∗F[D†X′,Q
id⊗α†−→ F[D̂(m)X′,Q⊗D̂(m+s)X,Q D
†
X,Q,
où la flèche de gauche est l’inverse de l’isomorphisme qui se déduit de [Ber00, 4.1.2.2] et où α† est l’inverse
de l’isomorphisme canoniqueD†X,Q→˜F∗F[D†X′,Q ([Ber00, 4.2.2.1]). La structure de (D̂(m)X′,Q,D†X,Q)-bimodule
de F[D̂(m)X′,Q⊗D̂(m+s)X,Q D
†
X,Q se prolonge ainsi en une structure de (D
†
X′,Q,D
†
X,Q)-bimodule. De manière ana-
logue à 1.4.15, on vérifie que τ correspond à l’inverse de l’isomorphisme que l’on déduit de 2.3.33.
On écrira D† (resp. DX′ , resp. DX) à la place de D†X′,Q ou D†X,Q (resp. D̂(m)X′,Q, resp. D̂(m+s)X,Q ). On pose
E′† :=D†⊗DX′ E′ et (F∗E′)† =D†⊗DX F∗E′. Considérons le diagramme
D˜(m)Q (E
′)⊗DX′ F[D†
id⊗τ //
²²
D˜(m)Q (E
′)⊗DX′ F[DX′⊗DXD† // RHomDX′ (E′,F[DX′)⊗DXD†
²²
RHomDX′ (E
′,D†)⊗D† F[D† //
²²
RHomDX′ (E
′,F[D†) τ //
²²
RHomDX′ (E
′,F[DX′⊗DXD†)
²²
D˜†(E′†)⊗D† F[D† // RHomD†(E′†,F[D†)
τ //
F∗²²
RHomD†(E
′†,F[DX′⊗DXD†)
F∗²²
RHomD†(F
∗E′†,F∗F[D†) τ //
²²
RHomD†(F
∗E′†,F∗F[DX′⊗DXD†)
²²
D˜†(E′†)⊗D† F[D† // RHomD†((F∗E′)†,F∗F[D†)
τ // RHomD†((F
∗E′)†,F∗F[DX′⊗DXD†),
(2.3.34.2)
où la flèche en bas à gauche est définie de façon à rendre commutatif le rectangle en bas à gauche. En lui
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ajoutant le suivant
RHomDX′ (E
′,F[DX′)⊗DXD†
²²
F∗ // RHomDX(F∗E
′,F∗F[DX′)⊗DXD†
²²
α(m)// D˜(m+s)Q (F
∗E′)⊗DXD†
²²
RHomDX′ (E
′,F[DX′⊗DXD†) F
∗
//
²²
RHomDX(F∗E
′,F∗F[DX′⊗DXD†)
α(m) //
²²
RHomDX(F∗E
′,D†)
²²
RHomD†(E
′†,F[DX′⊗DXD†)
F∗²²
RHomD†(F
∗E′†,F∗F[DX′⊗DXD†)
²²
RHomD†((F
∗E′)†,F∗F[DX′⊗DXD†) RHomD†((F∗E′)†,F∗F[DX′⊗DXD†)
α(m) // D˜†((F∗E′)†),
(2.3.34.3)
où α(m) est l’inverse de l’isomorphisme canonique DX→˜F∗F[DX′ ([Ber00, 4.1.2.1]), on obtient le carré
2.3.34.1. En effet, en ce qui concerne les flèches du haut, de droite et de gauche, c’est immédiat. Pour établir
qu’il en est de même de celle du bas, il s’agit de vérifier que la flèche composée du haut du diagramme
commutatif ci-après
RHomD†(F
∗E′†,F∗F[D†) τ // RHomD†(F
∗E′†,F∗F[DX′⊗DXD†)
²²
α(m) // D˜†(F∗E′†)
²²
RHomD†((F
∗E′)†,F∗F[DX′⊗DXD†)
α(m) // D˜†((F∗E′)†).
(2.3.34.4)
est le morphisme canonique induit par α†. Ce dernier fait résulte de la commutativité de
F∗F[D† //
F∗τ
((RR
RRR
RRR
RRR
RRR
F∗F[DX′⊗DX F∗F[D†)
id⊗α†
²²
α(m)⊗id //DX⊗DX F∗F[D†
id⊗α†
²²
F∗F[DX′⊗DXD†
α(m)⊗id //DX⊗DXD†.
(2.3.34.5)
Il résulte de la commutativité du rectangle du haut de 1.4.15.1 (on complète, on tensorise par Q et on
l’applique à E′ = F[DX′), celle du diagramme du haut de 2.3.34.5. Celle du carré de 2.3.34.5 est fonctorielle
et celle du triangle est tautologique.
Il reste à présent à prouver que les diagrammes 2.3.34.2 et 2.3.34.3 sont commutatifs. Celle du rectangle
supérieur de 2.3.34.2 découle, via la remarque 2.3.7.(ii), de la transitivité de 2.3.6. On prouve celle du carré
de gauche de la deuxième ligne de 2.3.34.2 en procédant de manière analogue à 2.3.30.4. Pour vérifier
la commutativité du rectangle en bas à gauche de 2.3.34.3, il suffit de résoudre F[DX′ ⊗DXD† par des
D†X′,Q⊗VD†X,Q-modules injectifs etE′ par desDX′-modules plats. Celle du carré en haut à droite de 2.3.34.3
se calcule en résolvant E′ par des DX′-modules plats et F[DX′ par des DX′ ⊗VDX-modules injectifs. La
commutativité des autres carrés ou rectangles est fonctorielle.
PROPOSITION 2.3.35. Avec les notations de 2.3.26, le diagramme
F∗[D(m)Q (E
′)] //
σ
(m)
Q
²²
D(m+s)Q (F
∗E′)
σ
(m+s)
Q
²²
F∗[D†(E′)] // D†(F∗E′)
est commutatif.
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Preuve. Par construction de l’isomorphismeD†XQ⊗D̂(m+s)X,Q F
∗E→˜F∗(D†X′Q⊗D̂(m)
X′,Q
E) (2.3.33), le premier et
le dernier isomorphisme de 2.3.31.1 sont compatibles à Frobenius. Pour celui du milieu, cela correspond à
2.3.34.
THÉORÈME 2.3.36. Avec les notations 2.3.1, le diagramme
F∗[D†Z′(OX′(
†Z′)Q)⊗OX′ (†Z′)Q E′∨]
F∗θ† //
²²
F∗D†Z′(E
′)
²²
D†Z(OX(†Z)Q)⊗OX(†Z)Q (F∗E′)∨
θ† // D†Z(F∗E
′).
(2.3.36.1)
est commutatif.
Preuve. Comme cela est expliqué en 2.3.1, il suffit de prouver le théorème pour Z vide. Considérons le cube
ci-après.
(D(m+s)Q (OX,Q)⊗OX,Q (F∗E′)∨)
θ(m+s)Q //
²²
D(m+s)Q (F
∗E′)
²²
F∗[(D(m)Q (OX′,Q)⊗OX′,Q (E′)∨)]
33hhhhhhhhhhh F∗(θ(m)Q ) //
²²
F∗[D(m)Q (E
′)]
::tttttt
²²
D†(OX,Q)⊗OX,Q (F∗E′)∨ θ
†
// D†(F∗E′)
F∗[D†(OX′,Q)⊗OX′,Q (E′)∨]
33gggggggggggg
F∗θ† // F∗[D†(E′)],
99sssssss
(2.3.36.2)
où les flèches verticales sont induites par les morphismes de la forme σ(m)Q . D’après 2.3.30, le carré du haut
est commutatif. De plus, grâce à 2.3.32, ceux de devant et de derrière le sont aussi. Via 2.3.35, les carrés
de droite et de gauche sont commutatifs. Comme les morphismes sont des isomorphismes, il en dérive la
commutativité du carré du bas.
THÉORÈME 2.3.37. Avec les notations 2.3.1, l’isomorphisme
D†Z′(OX′(
†Z′)Q)⊗OX′ (†Z′)Q sp∗(E ′∨)→˜D
†
Z′(sp∗(E
′))
est compatible à Frobenius.
Preuve. Cela résulte de 2.2.7.2 et de 2.3.36.
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