Abstract-Authentication is the process where claims of identity are verified. Most mechanisms of authentication (e.g., digital signatures and certificates) exist above the physical layer, though some (e.g., spread-spectrum communications) exist at the physical layer often with an additional cost in bandwidth. This paper introduces a general analysis and design framework for authentication at the physical layer where the authentication information is transmitted concurrently with the data. By superimposing a carefully designed secret modulation on the waveforms, authentication is added to the signal without requiring additional bandwidth, as do spread-spectrum methods. The authentication is designed to be stealthy to the uninformed user, robust to interference, and secure for identity verification. The tradeoffs between these three goals are identified and analyzed in block fading channels. The use of the authentication for channel estimation is also considered, and an improved bit-error rate is demonstrated for time-varying channels. Finally, simulation results are given that demonstrate the potential application of this authentication technique.
I. INTRODUCTION
T HE concept of security encapsulates a set of ideas that includes authentication, integrity, and secrecy. This paper focuses on the authentication aspect of security; namely, can a node be identified solely by its transmission characteristics? We show that the answer is yes, subject to specifically identified tradeoffs in the stealth, robustness, and security of the system. For an authentication system, the uniqueness and nonreproducibility of the identification signal are of the utmost importance.
In conventional digital communications systems, a sender uses a message signal to transmit message symbols to a receiver. The sender and receiver agree upon a transmission scheme such that the mapping between signals and symbols is unique and known by both parties. The framework presented here extends the conventional communications system to transmit an additional authentication signal concurrently with messages. The authentication signal is subject to the same constraints as the message signal and, hence, unlike a spread-spectrum signal, can avoid using extra bandwidth. The authentication provides a security mechanism supplemental to those present at higher layers. With programmable radios, these modifications can be made at low cost. This paper diverges from much of the previous work. Research in authentication systems and mechanisms have mostly focused above the physical layer. There are two paradigms of adding authentication: multiplexing or embedding. Some examples of multiplexed authentication are message authentication codes or authentication protocols that require a series of messages devoted to authentication. An overview of these methods may be found in [1] and in [2, Ch. 9 and 10] . The advantage of these methods is that the authentication is received with the same quality as the data. However, data throughput is penalized since some of the bits carry authentication instead of data.
In 1972, Cover [3] analyzed broadcast channels and demonstrated that high joint rates of transmissions are best achieved with simultaneous, as opposed to time-multiplexed, transmissions. Digital watermarking follows the paradigm of embedded signalling by modifying the data in a controlled manner that provides additional information to the receiver. Authentication may be transmitted in this manner [4] , [5] and the addition is stealthy. Unlike the multiplexing approach, embedding additional information degrades the data quality [6] . Much of the research in digital watermarking has focused on watermarking multimedia data and minimizing the distortion at the receiver in terms of human perception.
At the physical layer, there has been work in authenticating the sender and receiver based on prior coordination or secret sharing, where the sender is authenticated if the receiver can successfully demodulate and decode the transmission. In this light, spread-spectrum techniques, such as direct sequence and frequency hopping, may be viewed as examples of physicallayer authentication systems [7] . While these techniques are covert and provide robustness to interference, they achieve this at the cost of bandwidth expansion and allow only authenticated parties with knowledge of the secret to participate in communications.
Suppose that we want to add authentication to a system in a stealthy way so that users unaware of the authentication can continue to communicate without any modifications to the hardware or protocol. The need for such stealth arises, for example, when authentication is piggybacked onto an existing system. Our approach to authentication exists at the physical layer, and may be used together with spread-spectrum methods or other security schemes at the higher layers to provide a more secure system.
The idea of transparently adding information at the physical layer has been discussed for some specific cases. Supangkat et al. [8] proposed one such authentication scheme for telephony where an encrypted hash of the conversation is added back into the signal. Similarly, Kleider et al. [9] proposed a scheme where a low-power watermark signal is added to the data signal with spread-spectrum techniques. Wang et al. [10] proposed a scheme for broadcast television where each transmitter adds a unique low-power signal to its transmissions in order to prove its identity to the receivers. The transparent transmission of data may also be realized by using multiresolution transmissions, where varying levels of protection are guaranteed for multiple data streams [11] - [13] . With this idea, the data symbols are sent with a high rate while the authentication is sent with a lower rate. Multiresolution (also known as asymmetric or nonuniform) constellations, where important data signal points are far apart and less important signal points are close together, can be used for this purpose.
Authentication at the physical layer may be viewed as a special use of pilot symbols, since the authentication signal is verified and, therefore, known at the receiver. However, a subtle difference arises since the authentication signal may or may not be present. Pilots are either superimposed (SI) or time division multiplexed (TDM) with the messages. Dong et al. [14] showed that SI schemes can outperform TDM schemes when the channel becomes sufficiently time varying. For a packet-based multicarrier system, Kleider et al. [15] showed that SI pilots can be utilized for channel acquisition while incurring only a 1-dB penalty when compared to a TDM training scheme. Thus, the idea of superimposing the data for transparency is motivated by previous work on channel estimation and authentication that provides specific examples of success. Our work unifies and generalizes many of the previous methods. This paper introduces a broad analytical framework for describing physical-level authentication systems that do not require excess bandwidth. Using this setup, we analyze the stealth, robustness, and security of the scheme. The stealth of a scheme describes how covert the authentication is to a bystander. The bystander should not be able to detect that the signal is anomalous, nor should it detect any change in his or her own performance as a result of the scheme. The robustness of a scheme describes the resistance of the authentication to interference. Finally, the security of a scheme describes the inability of the adversary to mount successful attacks. Fundamental performance and tradeoffs are characterized between these desirable system characteristics. We also consider how the authentication may be used to improve channel estimation and demonstrate how bit-error rates may be lowered in time-varying channels.
II. PROPOSED SCHEME

A. Scenario
In this paper, we consider the scenario depicted in Fig. 1 where four nodes share a wireless medium. Alice sends messages to Bob using reference signals while Carol and Eve listen. This network has no privacy, so Carol and Eve can understand what Alice is sending to Bob. Now suppose that Alice and Bob agree on a keyed authentication scheme that allows Bob to verify that the messages he receives are from Alice. In order to authenticate, Alice sends a proof of authentication, called a tag, 1 together with each message for Bob's verification. We call the transmitted signal under this scheme as the tagged signal. The tags reflect knowledge of the key shared between Alice and Bob. Carol does not know the scheme and cannot authenticate Alice's messages, but she still can recover the messages. Eve knows the scheme, but without the secret key, she also cannot authenticate Alice's messages. We say that Bob and Eve are aware receivers and Carol is an unaware receiver. A scheme has stealth if it: 1) does not significantly impact unaware receivers and 2) is not easily detectable. Note that we are not adding any privacy to the transmissions because we allow unaware receivers to continue message decoding.
Authentication is a security mechanism and we must therefore consider the possible attacks on it. Assume that Eve is an adversary that is aware of the scheme but does not know the secret key. Eve wishes to disrupt the authentication process by causing Bob to either reject authentic messages or accept inauthentic messages. We say that the authentication scheme is defeated when Eve can achieve her goals above a certain small probability . Eve plays an active role and can inject her own malicious signals into the medium. The tags are commonly dependent on the message so that unauthorized modifications to the message or tag can be detected. Authentication is useful only when it is difficult for Eve to defeat the scheme by creating valid tags for her messages (impersonating), modifying Alice's messages without Bob's knowledge (tampering), or corrupting the tag so that Bob cannot verify authenticity (removing). When it is difficult for Eve to defeat the scheme, the scheme is said to be secure.
Since the transmissions are present in random fading environments, it is highly desirable that the scheme be resistant to channel and noise effects. A scheme that is able to continue operation in the midst of interference is called robust.
B. Reference System
In this paper, we consider single-antenna transceivers transmitting narrowband signals in flat fading channels. We introduce the reference system as the baseline communications system upon which we build our proposed scheme. We refer the reader to Table I for a table of our notation.
1) Signal Model:
The sender wants to transmit a message to the receiver so that it can be recovered and understood. When the message must pass through a random channel, the sender codes and modulates the message to protect against errors. . We refer to this as the reference signal and will compare it with the tagged signal in the sequel. We assume that
Then, the message signal also satisfies and .
2) Channel Model:
We assume a Rayleigh block fading channel so that different message blocks experience independent fades. The channel for the th block is , a complex zero-mean Gaussian variable with variance . The receiver observes the block (4) where and is white Gaussian noise. The average signal-to-noise ratio (SNR) is , and the SNR experienced by each block is Rayleigh distributed with density (5) When the SNR falls below a certain threshold, say , the th message block becomes unacceptably corrupted. The outage probability is the fraction of time that this occurs. The outage probability is fixed by setting
3) Channel Estimation: A block diagram of the unaware receiver is found in Fig. 2 .
We assume that the channel is constant for the duration of the block. While this may not be strictly true, it is a reasonable assumption for slow fading channels. Pilot symbols are typically used to aid in channel estimation, and we insert them in the middle of the block as in Global System for Mobile Communications (GSM). (We use this as a representative pilot scheme, however, we emphasize that our framework is easily generalized to other cases). For the pilot symbols and their observations , the MMSE channel estimate is simply (8) where is the Hermitian transpose. We assume that .
4) Message Recovery:
The unaware receiver uses its channel estimate to estimate the th message signal (9) It then uses to recover the message symbols (10)
C. Proposed System With Authentication
The proposed authentication system builds upon the reference system introduced in Section II-B.
1) Signal Model:
The sender wants to transmit the authentication tag together with the message so the receiver can verify his or her identity. In general, the tag is a function of the message and the secret key (11) The tag is padded (if necessary) to the message length and simultaneously transmitted. The tagged signal is (see Fig. 3 ) (12) where , . As with the message signal, we assume the tags satisfy and . We also assume that so that we can interpret and as energy allocations of the message and tag, respectively. Note that we are not forcing each tag to be orthogonal to its corresponding message, but rather that the pair be statistically uncorrelated. 2 An appropriate would make the message and tag appear uncorrelated (but not independent). We have the constraint because (3) must be satisfied for both tagged and reference signals. In the case where , the transmitted signal does not contain any authentication tag and . We introduce the terminology message-to-interference ratio (MIR) and tag-to-noise ratio (TNR) to facilitate future discussion (13) and (14) The reference system devotes all of the signal energy to the message [i.e., , , and, therefore, and ( dB]. The proposed system divides the signal energy between the message and tag so that with , , , and dB.
2) Channel Model and Estimation:
We assume the same channel model as in Sections II-B2 and II-B3. Since the energy allocation is different for the proposed scheme, the pilot symbols are modified so that decision regions remain valid. Since for our proposed scheme, the pilot symbols should be scaled accordingly with . For amplitude insensitive modulations, such as 4-QAM or BPSK, this is not necessary.
3) Message Recovery: A block diagram of the aware receiver is found in Fig. 4 .
The aware receiver is an enhanced version of the unaware receiver. Message recovery may proceed as in Section II-B4. 2 The effect of orthogonality on bandwidth is discussed in Section III-A1.
However, if we make some additional assumptions, the aware receiver may do better. We see from Section II-B4 that the unaware receiver treats all observations the same way. This may be suboptimal when two classes of signals may be observed. Since the aware receiver knows that a tag may be present, it can remove the tag prior to message recovery and, hence, reduce the error, provided that 1) it knows the tag exactly and 2) the tag is present.
Recall from (11) that the tag is generated from the secret key and the message. When the message is recovered without error, Bob can generate the tag because he has the secret key. Even if the message is recovered with errors, in some cases, the tag can be correctly generated if the tag generating function has some robustness against the message error. In the extreme case, the tag is independent of the message and maximally robust in this sense. However, as we will discuss in Section III-C, this is inadequate for security. A reasonable compromise can be reached by having the tag depend on the message number . Since the message numbers are known, the receiver is always able to generate valid tags using this scheme.
Section II-C4 details how the tag is detected. If the tag is detected and estimated, then the aware receiver may choose to remove it from the received signal [compared with (12)] (15) 4) Authentication: In addition to recovering the message, the aware receiver also decides on the authenticity of the signal. If the receiver decides that the observation demonstrates knowledge of the key, then it authenticates the sender. Otherwise, the signal is not authenticated.
After estimating the channel, the receiver proceeds to perform message estimation and obtains . With the secret key, it can generate the estimated tag using (11) and look for it in the residual . The tag can be generated without error even when contains some error when is robust against input error. For example, robust hash functions [16] , [17] are suitable for this purpose (16) (17) We perform a threshold test with hypotheses is not present (18) is present (19) We obtain our test statistic by match filtering the residual with the estimated tag. When we assume perfect channel estimation , message recovery , and tag estimation , the statistic when the tagged signal is received is (20) where conditioned on , is a zero-mean Gaussian variable with variance . When the reference signal is received, the statistic is (21) and since we assume . The decision of authenticity for the th block is made according to (22) The threshold of this test is determined for a false alarm probability according to the distribution of (23) where is the standard Gaussian cumulative distribution function and we estimate the SNR and . The probability of detection for the th tag is (24) and the probability of detection of a randomly chosen tag with a random channel realization is (25) where is the probability density of given in (5).
III. PROPERTIES
We examine how the scheme proposed in Section II-C can achieve the properties of stealth, robustness, and security. We elaborate on the definitions and provide performance estimates.
A. Stealth
There are two aspects of a stealthy scheme. First, it should be covert: the presence of the scheme should not be easily detectable or obvious. Second, it should be unobtrusive: it should not have a noticeable effect on the unaware receivers' ability to recover messages.
1) Covertness:
Consider how the unaware receiver may decide if the observed signal is anomalous. By definition, an anomalous signal has characteristics that are deviant from the reference signal. For example, signals are often constrained to occupy a certain frequency band. If a signal leaks out of its allocated band, then the receiver can identify it as anomalous. Therefore, the tagged signal should respect the same bandwidth constraints as the reference signal. In the proposed setup, the tags are superimposed onto the messages (12), and we assume that the tags and messages are uncorrelated. Note that we do not enforce orthogonality for each (message, tag) pair. It is known that the bandwidth efficiency (bits per Hertz) of orthogonal signaling is low: for a given rate, the required bandwidth is relatively high compared to nonorthogonal signaling [7] . A slight bandwidth expansion that is dependent on may be observed. Since the tags are very low bit rate, the expansion will be small. Also, by reducing the message energy, some bandwidth becomes available for signaling the tag.
Rather than relying solely on the power allocation to constrain bandwidth, we can also use a basis decomposition (e.g., wavelets) to control the bandwidth of the tag. The wavelet transform gives a constant-Q tiling of the time-frequency plane, where every tile has bandwidth with constant proportion to the others. Fig. 5 illustrates the concept. A common implementation of the transform uses filter banks. We focus on this particular approach as a concrete exposition. Consider the sampled signal . The wavelet transform passes the signal through two filters simultaneously-one highpass and one lowpass , and then downsamples the outputs by 2. The downsampled output of the highpass filter is the level 1 detail coefficients, and the downsampled output of the lowpass filter is the level 1 approximation coefficients. The filter and downsampling is repeated with the approximation coefficients to yield additional levels of detail and approximation coefficients. The further analysis of the approximation coefficients is a characteristic of the wavelet transform and provides multiresolution signal representation. We refer to the coefficient level as the scale, and note that large scales correspond to low frequencies. For a signal with small bandwidth, most of the energy will reside in the largescale coefficients. For a signal with large bandwidth, however, energy will be spread across the smaller scales as well. Thus, for covertness, we place tag energy only in the appropriate scales depending on the signal. The tag signal may be synthesized from the coefficients by upsampling by 2 and filtering with impulse responses and . The details of the analysis and synthesis filters are outside the scope of this paper, but a good tutorial may be found in [18] . With any finite support wavelet, some spectral leakage will occur. However, we place tag energy only in the coefficients where the message has energy also. Since we reduce the message energy and superimpose tag energy, the bandwidth should not be greatly perturbed with appropriate power allocation.
The receiver may also flag the signal as anomalous if the noise statistics are significantly different from what is expected. Goodness-of-fit tests, such as the Kolmogorov-Smirnov or Lilliefors tests, provide a well-known class of anomaly detection algorithms. All such tests give decisions with certain false alarm probabilities. Therefore, for a scheme to be covert, the estimated noise should be able to pass these goodness-of-fit tests without a significantly higher rate of alarm. Noise is generally assumed to be within a family of distributions with unknown parameters that must be estimated from the signal. It is within these unknown parameters that we covertly place the authentication tags. For example, if the tag is a Gaussian distributed signal, the residual is a sum of two Gaussians variables and, hence, distribution tests are insufficient to distinguish its presence.
Next, we consider the effect of tag energy on detectability. For a simple experiment, we ignore the effects of the channel, and suppose that the tag symbol is 2o b and can take one of the values { 1.51, 0.453, .453, 1.51} with respective probabilities {0.163, 0.327, 0.327, 0.163}. This is the MMSE four-level quantizer for a Gaussian random variable with zero mean and unit variance [7] . The tag is observed in AWGN . Let the TNR be defined as where . The receiver tests to see if the observation is Gaussian or not by using the Lilliefors test. This goodness of fit test compares the empirical cumulative distribution function (CDF) with the normal CDF with mean and variance estimated from the observations. Fig. 6 shows the empirical versus normal CDFs when the 1000 2-b i.i.d. tag symbols are drawn and observed with dB. The Lilliefors test at significance level is unable to distinguish between the CDFs and indicates that the observation is not anomalous. Now suppose that each tag symbol is represented by one of two equiprobable and polar values . Fig. 7 shows the empirical versus normal CDFs when the tag has 1-b symbols and dB. This time, the Lilliefors test flags the observation as anomalous with significance level . However, when we lower the TNR to 10 dB in Fig. 8 , the observed CDF becomes indistinguishable from the normal distribution. These examples demonstrate that we can improve covertness by transmitting the tag at low power or by making the tag follow a noise-like distribution.
2) Impact on the Unaware Receiver: When the tag is indistinguishable from noise (Section III-A1), we may treat it as noise without much loss of precision. We now consider how the outage probability increases when the tag energy increases. Consider the SNR threshold defined in Section II-B2. With tagged signals, an outage occurs whenever the MIR falls below and, hence, the outage probability becomes
where satisfies . Suppose that we fix . Fig. 9 shows the probability density of the MIR for different when dB. As power is allocated away from the message, lower SNRs become more probable, leading to more frequent outages. Fig. 10 shows the outage probabilities as a function of for , 6, and 9 dB. The outage probability is less sensitive to changes in for low . In any case, high message energy allocation keeps the outage probability close to . Thus, though the authentication is covert at any power when it is distributed as noise, at high power, it has a large impact on the unaware receiver. It is only for low tag power that the impact is small, regardless of how covert it is. Hence, the most important parameter for stealth is a small , which leads to a covert signal with low TNR and high MIR. The potential difficulty of detecting a low power tag is overcome with coding, which is treated next.
B. Robustness
A robust scheme is resistant to channel and noise effects and can continue the authentication process in the midst of interference. With our channel assumptions (Section II-B2), each block suffers a random fade which affects the SNR . Our authentication process fixes the false alarm probability at but the detection probability varies with the SNR. Additive noise and jamming signals also decrease the SNR. Thus, the fading channel, combined with noise and other interference, present difficulties to the authentication.
One possible method of improving robustness is to increase the power of the transmission signal to raise the average SNR . This lowers the probability of unsuitably low SNRs, but is not always feasible. Alternatively, we may extend the authentication process to consider many blocks together instead of each block separately.Since we assume a Rayleigh block fading channel model, each block experiences independent fades, and conditioned on the authenticity of the signal, the authentication decisions are independent events as well.
Let tally the number of detected tags in blocks. When no tag is sent, the probability of detecting more than tags is (27) where is the binomial probability mass function of obtaining exactly successes in identical and independent trials with the probability of success . For the extended test, we compare with a threshold that is set so that the false alarm probability does not exceed the new false alarm probability (28)
The Neyman-Pearson test gives the probability of deciding as (29) where is the randomization of the detection rule and is given by (30) For a randomly selected group of tagged signal blocks, the probability of correctly deciding is simply (31) where is the probability of detection for a randomly observed block [see (25)].
There is a fundamental tradeoff between robustness and security. When a scheme is made more robust in this manner, we are allowing more errors to be made in the tag detection before rejecting an authentic signal. However, this gives the adversary more opportunity to inject malicious blocks that may be accepted as authentic. We will discuss the security issues in the next section.
C. Security
A secure scheme is resistant to adversarial attacks. First, we define the adversary model and then we examine the security of our proposed scheme.
1) Adversary Model:
Eve the adversary is an aware receiver and knows the authentication scheme that Alice and Bob are using. However, she does not know the secret key. She is an active opponent and can transmit her own signals that are observable by Bob. However, under our assumptions, it is impossible for Eve to coherently disrupt Alice's signals. The reason is that any error in estimating the propagation delay, multipath, and possibly mobility between Alice, Bob, and herself will result in noncoherent interruption. Thus, though Eve may try to modify certain symbols by overpowering Alice's signal with her malicious signal, she will only corrupt the signal incoherently. Hence, Eve can transmit her own blocks, or noncoherently interfere with Alice's blocks, but cannot arbitrarily modify Alice's signals en route in a controlled manner. This is a fundamental restriction at the physical layer of a mobile wireless system.
To defeat the authentication scheme, Eve must be able to cause Bob to 1) reject authentic messages or 2) accept inauthentic messages with nonzero probability. In order to succeed with goal 1), Eve needs to remove or corrupt the authentication tag, and to succeed with goal 2), Eve needs to have her malicious block accepted by Bob since she is unable to intelligently alter Alice's messages.
2) Jamming Attacks: One way that Eve can try to remove the authentication tag is through corruption. She can do this by transmitting a jamming signal while Alice is transmitting to Bob in an attempt to mask the tag. This signal may be viewed as a degradation in SNR and, hence, may be combatted by increasing the strength of the authentication test as discussed in Section III-B, or through conventional physical-layer methods of cochannel interference rejection.
3) Replay Attacks: Eve may be interested in having Bob accept inauthentic messages (i.e., the messages that someone other than Alice transmits). Eve can simply replay a message that Alice transmitted in the past in what is called a replay attack. However, since we assume the tag is time-varying (11), Bob will not accept it again.
4) Impersonation Attacks:
Eve may try to create her own messages and tags that she hopes will be accepted by Bob. In this way, she impersonates Alice. The probability that Eve's message will be authenticated depends on the authentication performed by Bob. When the authentication considers multiple blocks and requires a certain number of tags to be verified, Eve may be able to have her block accepted even if it does not contain a valid tag. Suppose that Bob requires at least tag detections in blocks to authenticate. When only Alice transmits to Bob, the detection probability is simply .
However, when Eve inserts her own block, a tag is detected in the block with probability . The new detection probability is then . Realistically, there would be additional safeguards at the other layers to prevent malicious messages from being accepted in the midst of authentic messages. For example, the authentication requires multiple blocks only when a single block is insufficient to provide an accurate decision. This case indicates a noisy channel and, hence, the messages would be coded across multiple blocks as well, for example, by using an erasure code. In such cases, malicious blocks will be either detected or discarded, but will not have an impact on the decoded messages.
However, in the original scheme (Section II-C4), each message is required to have a valid tag. Since Eve does not have the secret key, she must generate valid tags based on her observations. In other words, she must predict future tags. Tag prediction is resisted by having a key with reasonable entropy and a suitable tag generation function . For example, may be a pseudorandom number generator seeded by . The output of the generator appears to be random and difficult to predict by design. The subsets of the output can be used as the tags.
Eve may take a more direct approach and attempt to gain information about the secret key. In the worst case, Eve can completely recover and impersonate Alice at will. With a -bit secret key, one of up to distinct tags will be assigned to a given message. If the tags are observed without noise and the observation length is sufficiently large, the key may be recovered without error.
However, the tags are always observed with noise, and the key recovery becomes probabilistic. Intuitively, the key can be recovered with high probability when the noise is minimal but with lower probability when the noise is more powerful. This is a fundamental difference between our proposed scheme and previous work in authentication: we capitalize on the noise to hide the authentication tags and protect the key from discovery.
To state the key recovery problem precisely, we introduce equivocation as our central measure for key security. Equivocation [19] , [20] is the entropy of the key given all past observations
When there is no noise and sufficiently many blocks are observed, we have , , and key recovery is guaranteed in finite time. In the presence of noise, however, the equivocation is nonzero for finitely many observations and, hence, the probability of key recovery is strictly less than unity. As the noise becomes more powerful, the equivocation is near its upper bound , and approaches zero very slowly. Assuming uniformly distributed keys, the probability of key recovery is about for finite , the same as a random guess. To get a feel for the equivocation present in our system, we revisit the simple example introduced in Section III-A1 and consider the equivocation of a tag symbol. Again, each tag symbol is represented by one of two equiprobable and polar values and is observed in AWGN . The TNR is . Eve determines which tag symbol was sent by performing a sign test on . The probability of error is simply . The equivocation of the decision is given by the binary entropy (33) At low TNR, the equivocation of the transmitted symbol is quite high as seen in Fig. 11 . As the equivocation approaches unity, no information is gained about the tag symbol.
We now consider how Eve may attempt to recover the key. She estimates the residual by removing the message from . Since Eve estimates each tag symbol with some nonzero error, her search space for the key expands depending on the tag symbol equivocation. A straightforward solution is to compute the tags corresponding to each possible key (there are ), then select the key that generates the signal most similar to the residual. This is the brute force method. However, with a sufficiently large , this is impractical since Eve will run into computation and memory restraints. The remaining alternative is to attempt the inversion of . When the image of is observed with sufficient length and without noise, Eve may be able to recover the key in reasonable time. This would be a real concern in the higher layers. However, we use in the physical layer where the tag is never known without error. The adversary has no choice but to spread its key recovery efforts among the probable tags. For binary tag symbols, the number of possible transmitted words doubles as each tag symbol is estimated. The receiver must prune the possibilities to consider only the more probable tags; otherwise, all possible tags would be considered.
The set of probable tags depends on the tag symbol error probability . When is small, the paths that include few errors should be considered more probable, while the opposite is true when is large. For example, suppose that the receiver estimates the tag sequence 000. When is small, the most likely transmitted sequence is 000, and the second most likely sequences are {001, 010, 100}. The least likely transmitted sequence is 111. If we have a length-observation and choose to consider paths with or fewer errors, we expand the search space by , which is a polynomial factor for fixed . Because of Eve's uncertainty in her estimation of tag symbols, the search space for the secret key expands significantly. As long as the secret key has sufficient entropy to resist brute force attacks and the tag has low power, it becomes very difficult for Eve to recover the key.
IV. SYSTEM TRADEOFFS
A. Tradeoffs
We illustrate the tradeoffs of the scheme by studying an example.
Consider a system where the message symbols are i.i.d. equiprobable binary variables. The message is coded with a rate 1/2 Hamming code and then modulated with binary phase-shift keying (BPSK) and a root raised cosine pulse shape (with rolloff factor 0.5). The block length is determined by the coherence time of the channel. We insert a 16-b pilot sequence in the middle of the block for channel estimation.
We use the Haar (or, equivalently, the Daubechies 2) wavelet to decompose the BPSK signal prior to pulse shaping. We use one level of wavelet decomposition and use all possible coefficients to describe the tags. The spectrum is slightly perturbed and managed by pulse shaping. The tag energy is distributed as follows. The th tag is generated from the -bit output of a pseudorandom number generator (PRNG) using as its seed. The bits are mapped to 1 so that . Without loss of generality, we assume . The tag is therefore
Over a fading block, we therefore have a constant for each coefficient.
With the aforementioned parameters in place, the system chooses to operate with a given power allocation and uses a detection test with certain false alarm and detection probabilities. To give a preview of the results, is the major parameter that affects all three properties: stealth, robustness, and security. Stealth and security require low tag energy, while robustness requires the opposite. However, these requirements are able to find common ground when the detection test is chosen appropriately. When a power allocation gives insufficient power to the tag, the authentication probability of a single tag may be unacceptably low. This problem is easily addressed by extending the authentication decision to consider multiple blocks instead. We elaborate on this discussion by considering the three properties in turn.
B. Stealth
We consider the impact of the scheme on the unaware receiver by observing the increase in outage probability and BER. The outage probability is shown in Fig. 10 as a function of for various minimum SNR . The outage probability is fixed at 0.05. When the requirements of the channel are less stringent (higher ), there is more flexibility in the allocation of power to the tag. For example, when 9 dB, we can allocate 2% of the power to the tag without pushing the outage probability over 0.06. However, when 6 or 3 dB, we can allocate more than 4 or 5% of the power. The outage probability is therefore dependent on power allocation and the SNR requirements with increased sensitivity for stricter requirements.
The BER for the unaware receiver is shown in Fig. 12 as a function of for various minimum SNR . The outage probability is fixed at 0.05. The baseline BER is the point where , because no power is allocated to the tag. We note that the BER curves are rather flat where is near 1. This gives us the flexibility of choosing from a range of possible power allocations. As shown before in the outage probabilities, stricter SNR requirements restrict the power allocations. As discussed in Section III-A1, the Lilliefors test is unable to detect anomalous signals for near 1. Thus, the requirements given by the outage probabilities and BER are harmonious and advocate high . Suppose that 6 dB and we can tolerate a BER of ( 0.98) and an outage probability of 0.055 ( 0.985). Thus, we satisfy both constraints with (0.98, 0.985) and, hence, we can safely allocate up to 1.5% of the power to signal the tag while satisfying the constraints of stealth.
C. Robustness
While stealth requires low tag power, robustness requires sufficient tag energy for reliable detection. The tag energy is dependent on two factors: tag power and tag length. When the tag length exceeds the block length, the authentication decision would consider multiple tags. The effect of tag length on the authentication probability is shown in Fig. 13 for various power allocations . Here, we assume that the tag is as long as a single fading block. The minimum SNR is 6 dB with outage probability 0.05.
For a fixed , the energy of the tag increases and, hence, the authentication performance improves with increasing the block length, so the performance is tied directly to the coherence time of the channel. Consider the situation when 0.999 and the false alarm probability is 0.01. When 1024 symbols, the tag detection probability is 0.973, while it drops to 0.811 when . Though the channel coherence time is out of our control, we can code across blocks by authenticating only when at least two tags are detected out of four blocks. With this rule, the new authentication probability is 0.978 and the false alarm probability is 0.0006 (using (31) and (27), respectively).
D. Security
When multiple blocks are used for the authentication, the additional robustness gives the adversary more opportunities to pass inauthentic blocks to Bob. The tradeoff between robustness and security is fundamental-by allowing more errors in the authentication process, Eve has a better opportunity to sneak in her own messages. However, we suggest that Eve's impersonation attempts are futile when messages are coded across blocks, which is typically incorporated in the presence of block fading to mitigate outage effects. Hence, Eve's message will be decoded as part of a larger stream, and will be either corrected or discarded by the decoder. Eve must therefore be able to convince Bob to accept a stream of tagged messages, something that is very difficult when she does not know the secret key.
The security of the scheme is demonstrated by its stealth and the analysis in Section III-C. For a fixed , the TNR is different for every realization of the channel. Of course, assuming that Eve is able to estimate the tags, she still must break the tag generation in order to perform her attacks. Thus, we see that the scheme has two levels of defense: Eve has difficulty understanding the stealthy transmissions, and even if she can correct any errors in her observation, she still has the nontrivial task of breaking the tag generation.
E. Operating Point
The choice of parameters is guided by the relative importance of stealth, robustness, and security. In our example system, we see that our stealth requirements are satisfied when 0.985. If we choose the minimum acceptable 0.985, then we see from Fig. 13 that the authentication is robust to even short coherence times, with authentication probabilities above 0.99 for 96 b. The corresponding equivocation for this power allocation is 0.51 b/coefficient. If the tag generation function is reasonably difficult to break, then this equivocation is acceptable. However, if we want to transmit the tags in near perfect secrecy, we must increase the equivocation by increasing .
Suppose that we set 0.999. In this case, the tag has a minimal impact on BER and outage probability, and the equivocation rises to 0.95 b/coefficient. However, the tag detection probability over a single tag is decreased depending on . For all but relatively long coherence times ( 1024), the authentication probability should be increased by using multiple blocks for the decision. When the coherence time is short, many blocks may be necessary: in the case where 256, the authentication probability of 0.99 requires that at least 1 tag be detected out of 23 blocks. (As discussed in Section III-C, this situation is not usually vulnerable to impersonation attacks because of message coding across blocks). A decision is then made after 256 23 5888 b in comparison to after 1024 b in the long coherence time situation.
V. EXTENSION TO TIME-VARYING FADING CHANNELS
A natural question that may arise is how well the scheme works in fast fading channels. To tackle this question, we introduce another channel model and the associated channel estimation algorithm. We find that the aware receiver can even improve his or her message recovery by treating the authentication tag as pilot symbols, and we detail the necessary changes.
A. Channel Model
Instead of the channel used in Section II-B2, we use a Gauss-Markov channel model to describe fast flat fading [21] . Rather than assuming a constant fade for each block of symbols, each symbol suffers a different but correlated fade. The channel for the th symbol is (35) where is the fading correlation coefficient and , where . The fading correlation coefficient characterizes how quickly the channel fades: large values (close to unity) model slow fading channels while small values model fast where as before is white Gaussian noise. Note that we still treat the message in blocks but now the channel is a vector . The average SNR is .
B. Channel Estimation
By modeling the channel as an AR-1 process, we are able to use the Kalman filter to provide the linear minimum mean square error (MMSE) channel estimate. We use periodic pilot symbols to aid channel estimation but we use them more frequently because the channel is fast fading. We have pilot symbols preceding every cluster of data (i.e., message and tag) symbols and we let . Thus, pilots are inserted into such that are pilots and the rest are data (see Fig. 14) .
The channel estimation is slightly different depending on if the tag presence is unknown or if it is assumed to be present. The presence is unknown, for example, by the unaware receiver, the aware receiver without the key, or the aware receiver who has not been able to verify it yet. However, once the intended receiver verifies the presence, it may use the tag as extra information to estimate the channel.
1) Tag Presence Unknown:
The equations for channel state (35) and observation (4) are used to construct the filter. The filter trains itself to make increasingly accurate estimates while it is receiving the pilot symbols . We have the following filter update equations during the training period [14] :
When the training period is over, the filter estimates the channel based on the AR-1 model (35). The update equations during the data period are
Channel Estimate
The channel estimate for the th block is the vector .
2) Tag Assumed Present:
The aware receiver with the secret key can potentially obtain a better channel estimate than the unaware receiver. Recall that for authentication, our authentica-tion tags must be known at the receiver. Therefore, they may be used for channel estimation in exactly the way as pilot symbols, provided that the tag is indeed present. The receiver who uses this information operates as follows. As soon as it can generate the estimated tag using (16) , it uses to adaptively track the channel during data symbol reception. Since the channel estimation does not change during the pilot symbol reception, (38)-(40) do not change.
When the data symbols are received, however, the Kalman filter continues to update and track the signal by using the tag which it decides is present. Assuming that the estimated tag is present, we rewrite the observation (41) (42) Note that
. The update equations during the training period are [14] Kalman gain (43)
Comparing (43)- (45) with (38)- (40) reveals that is replaced with and is replaced with . The channel estimate that assumes the tag is present for the th block is the vector .
C. Message Recovery
1) Tag Presence Unknown:
As before, the receiver uses its channel estimate to estimate the message signal (46) and uses (10) to recover the message symbols as before.
2) Tag Assumed Present: If the receiver decides that the tag is present, not only can it remove it prior to message estimation, it can also use the improved channel estimate . The estimated message signal is then (47) and uses (10) to recover the message symbols as before.
D. Authentication
The authentication process remains unchanged. Of course, the channel estimate used in the tag detection should not use the tag as pilot symbols; otherwise, the reasoning is circular (testing the tag presence while assuming that it is there for channel estimation).
E. Example and Results
We consider a system where messages are modulated with BPSK with a root-raised cosine pulse shape (rolloff 0.5). We do not code the message symbols. We set the length of the transmitted blocks to be 4096 b. Two pilot symbols precede every cluster of eight message and tag symbols ( , ). The tag is generated with a PRNG as in Section IV. The message and tag are then modulated, scaled with 0.995, and transmitted through the time-varying channel with 0.995. The detection and probabilities for various tag lengths are shown in Fig. 15 . The tags are more easily detected at higher SNRs and for longer tag lengths. The BER versus SNR is shown in Fig. 16 for the particular case of 4096. Note that the performance of the aware and unaware receivers coincides when the tag is not taken into account. However, when the tag is assumed to be present, the aware receiver with the key is able to decode the messages with lower BER. The decrease in BER is not apparent at low SNRs because the tags are not detected and, hence, the improved channel estimate is not used. Of course, at higher SNRs, the tags are detected more often and the alternate channel estimate can be used.
VI. CONCLUSION
A flexible framework for describing and analyzing a large family of physical-layer authentication schemes that can be built over existing transmission systems is presented. Authentication information is sent concurrently with data without requiring extra bandwidth or transmission power. With these constraints, energy is allocated away from the data signal to the authentication signal, thereby increasing the probability of data recovery error. However, with a long enough authentication codeword, a useful authentication system can be achieved with very slight data degradation. Additionally, by treating the authentication tag as a sequence of pilot symbols, the data recovery can actually be improved by the aware receiver. An interesting extension to the framework considers how cross-layer designs may strengthen node security. Authentication policies based on the authentication mechanism may adapt according to the environment for example.
