Abstract. Fisheries bycatch is a global threat to marine megafauna. Environmental laws require bycatch assessment for protected species, but this is difficult when bycatch is rare. Low bycatch rates, combined with low observer coverage, may lead to biased, imprecise estimates when using standard ratio estimators. Bayesian model-based approaches incorporate uncertainty, produce less volatile estimates, and enable probabilistic evaluation of estimates relative to management thresholds. Here, we demonstrate a pragmatic decision-making process that uses Bayesian model-based inferences to estimate the probability of exceeding management thresholds for bycatch in fisheries with ,100% observer coverage. Using the California drift gillnet fishery as a case study, we (1) model rates of rare-event bycatch and mortality using Bayesian Markov chain Monte Carlo estimation methods and 20 years of observer data; (2) predict unobserved counts of bycatch and mortality; (3) infer expected annual mortality; (4) determine probabilities of mortality exceeding regulatory thresholds; and (5) classify the fishery as having low, medium, or high bycatch impact using those probabilities. We focused on leatherback sea turtles (Dermochelys coriacea) and humpback whales (Megaptera novaeangliae). Candidate models included Poisson or zero-inflated Poisson likelihood, fishing effort, and a bycatch rate that varied with area, time, or regulatory regime. Regulatory regime had the strongest effect on leatherback bycatch, with the highest levels occurring prior to a regulatory change. Area had the strongest effect on humpback bycatch. Cumulative bycatch estimates for the 20-year period were 104-242 leatherbacks (52-153 deaths) and 6-50 humpbacks (0-21 deaths). The probability of exceeding a regulatory threshold under the U.S. Marine Mammal Protection Act (Potential Biological Removal, PBR) of 0.113 humpback deaths was 0.58, warranting a ''medium bycatch impact'' classification of the fishery. No PBR thresholds exist for leatherbacks, but the probability of exceeding an anticipated level of two deaths per year, stated as part of a U.S. Endangered Species Act assessment process, was 0.0007. The approach demonstrated here would allow managers to objectively and probabilistically classify fisheries with respect to bycatch impacts on species that have population-relevant mortality reference points, and declare with a stipulated level of certainty that bycatch did or did not exceed estimated upper bounds.
INTRODUCTION

Rare events in ecology and management
Rare events can be ecologically important when they have high impacts (e.g., dispersal events, catastrophic weather, or disease) or accumulate to levels that affect wildlife populations or human decision-making (e.g., ship strikes of whales, shark attacks on humans, or sightings of endangered species). However, inferring ecological parameters from rare-event data is challenging. The sample sizes typically required to estimate them with reasonable precision are quite large (Dixon et al. 2005 , Amande et al. 2012 . The data are commonly, although not always, overdispersed, often with more zeros than expected for conventional statistical distributions, and thus violate model assumptions (Cunningham and Lindenmayer 2005 , Lewin et al. 2010 , Webley et al. 2011 . For instance, the Poisson distribution is useful for modeling count data, but its requirement for equal mean and variance is often violated by rare-event data. Despite these challenges, natural resource managers often must make inferences about rare events to inform their decisions (e.g., Rojas-Bracho et al. 2006) .
Numerous approaches have been developed to deal with the analytical challenges posed by rare-event data. Most fall into the category of using mixture models consisting of one or more count and binomial processes (e.g., zero-inflated or hurdle models) to cope with the many-zeros problem (e.g., Ver Hoef and Jansen 2007, Manuscript received 14 January 2014; revised 11 July 2014; accepted 30 July 2014. Corresponding Editor: S. S. Heppell.
3 E-mail: s2martin@ucsd.edu Lewin et al. 2010 , Barlow and Berkson 2012 , Okamura et al. 2012 . Precision can sometimes be improved by utilizing ancillary information in the form of informative Bayesian priors, modified sampling designs (e.g., stratification), covariate-based prediction models, or additional data sets that inform the same process of interest (e.g., Dixon et al. 2005 ). All of these strategies can be accommodated by a Bayesian approach. Bayesian methods emphasize probabilistic inference and posterior distribution summaries, which facilitate full and transparent communication of uncertainty (Ellison 1996 , Wade 2000 . Because of these features, Bayesian methods have a substantial history of application in the life sciences, ranging from human health and biomedical research (Manton et al. 1989 , Richardson and Gilks 1993 , Cai et al. 2010 ) to wildlife population dynamics and stock assessments (McAllister et al. 1994 , Punt and Hilborn 1997 , McAllister and Kirkwood 1998 , Maunder et al. 2000 , Maunder and Starr 2001 , Hoyle and Maunder 2004 , Amstrup et al. 2010 , Jay et al. 2011 . Given the high levels of uncertainty associated with rareevent problems and the importance of quantifying management error, Bayesian statistics provide a transparent method for estimating the probability of Type I (falsely inferring an effect) and Type II (failing to identify an important effect) error (Maunder et al. 2000 , Ludwig et al. 2001 , Hoyle and Maunder 2004 .
Fisheries bycatch
Bycatch (the incidental capture of nontarget species in fisheries operations) remains a major global threat to marine megafauna, including sea turtles, marine mammals, and seabirds (Dayton et al. 1995 , Lewison et al. 2004 , Read et al. 2006 , Wallace et al. 2010 , Croxall et al. 2012 . The United States has enacted a series of laws, including the Endangered Species Act (ESA) and the Marine Mammal Protection Act (MMPA), which require assessment of bycatch impacts on legally protected species (Moore et al. 2009) . Assessment is more difficult in practice than in principle because bycatch of some species is such a rare event (McCracken 2004 , Amande et al. 2012 .
The characteristics of rare-event bycatch pose estimation challenges. First, protected megafauna are typically not targeted; in fact, fishers in many countries have incentives not to catch these species (e.g., avoidance of damaged gear, legal fines, and increased fishery regulation). Thus, the number of animals caught is relatively low. Second, bycatch is recorded by scientific observers on board fishing vessels, but deploying observers on every fishing trip is typically cost-prohibitive. Thus, in most U.S. fisheries, observer coverage is less than 20%; in many, it is less than 5% (Moore et al. 2009 ). Low bycatch rates combined with sparse observer coverage may lead to unacceptably low precision and severe bias in bycatch estimates (McCracken 2004 , Amande et al. 2012 , Carretta and Moore 2014 .
Ratio estimators are commonly used to extrapolate bycatch estimates as the product of an observed bycatch rate (e.g., number of catches per observed fishing set or trip) and total effort in a fishery (e.g., number of sets or trips); however, they are not suitable when observer coverages or bycatch rates are relatively low. When applied in such cases, commonly observed zeros result in underestimates of zero bycatch, whereas those events observed by chance result in implausibly high estimates. For example, in the California drift gillnet fishery (DGN fishery) off the west coast of the United States, after 11 years (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) ) without a single observed sperm whale (Physeter macrocephalus) interaction (observer coverage ranging from 13.0% to 22.7% annually), two sperm whales were observed entangled in 2010 (Carretta et al. 2010) , resulting in a ratio-based estimate of 16 deaths or serious injuries for the year. In reality, total bycatch probably was not as high as 16 in 2010 and not zero for all 11 of the previous years.
The issues with rare-event bycatch, including chance volatility in single-year estimates, are not just a statistical abstraction; they present managers with real problems related to MMPA and ESA regulations. To reduce the bias associated with single-year estimates, the U.S. National Marine Fisheries Service (NMFS) typically uses 5-year means in its assessments. This approach offers some improvement, but it is ad hoc and does not necessarily provide an adequate solution (Carretta and Moore 2014) . In particular, it does not transparently communicate the uncertainty in single-year estimates, which may still be taken at face value by stakeholders. This problem arose recently when the 2010 sperm whale estimate was cited in a lawsuit against the NMFS as evidence that regulatory thresholds were being exceeded (Center for Biological Diversity 2012). Such conclusions could have considerable, unnecessary impacts on the fishery, and they could be avoided with less volatile estimates.
Model-based approaches can reduce the volatility of bycatch estimates. There are several recent examples of using GLM-based mixture (e.g., zero-inflated) models to improve bycatch estimates (Pradhan and Leung 2006 , Minami et al. 2007 , Cambie 2011 , Winter et al. 2011 . Bayesian methods are also particularly well suited for these problems (e.g., Gardner et al. 2008 , Sims et al. 2008 and have been used to estimate bycatch of some protected species, including the vaquita (Phocoena sinus; Gerrodette and Rojas-Bracho 2011), Hector's dolphins (Cephalorhynchus hectori; Davies et al. 2008) , and New Zealand fur seals (Arctocephalus forsteri; Thompson et al. 2013) . These methods more fully integrate uncertainty and are quite useful for producing less volatile bycatch estimates; however, they could be taken a step further to inform decision-making. Here, we propose a pragmatic decision-making process that uses Bayesian model-based inferences to classify the probability of protected species bycatch exceeding regulatory thresh-olds or other reference points in fisheries with less than 100% observer coverage.
In this paper, we use fisheries observer data (1) to model rates (per unit of fishing effort) of rare-event bycatch and mortality (some animals are released alive but others die) for protected species; our models view observed bycatch counts as random variables, accounting for both observation error (imperfect detection of bycatch given incomplete observer coverage) and biological process error (true annual variation); (2) to use those inferred rates to predict unobserved counts of bycatch and mortality, given a specified level of fishing effort; (3) to infer expected annual mortality, given the data and a specified level of fishing effort; (4) to determine probabilities of expected annual mortality falling within certain ranges defined by regulatory thresholds; and (5) to classify a fishery into a category of low, medium, or high bycatch impact using these probabilities. In this classification system, placing a fishery into a higher impact category when, in fact, the level of impact is low would be analogous to a Type I error. Assigning a lower impact category when, in fact, bycatch impacts are high would be analogous to a Type II error.
We demonstrate our approach using the DGN fishery as a case study. Rare-event bycatch has been observed in this fishery for numerous protected species, including leatherback sea turtles (Dermochelys coriacea), loggerhead sea turtles (Caretta caretta), short-finned pilot whales (Globicephala macrorhynchus), humpback whales (Megaptera novaeangliae), sperm whales, and beaked whales (Family Ziphiidae) (HMSMT 2012) . We analyze data for leatherback sea turtles and humpback whales as representative examples of endangered species regulated under the ESA and MMPA, respectively.
METHODS
California drift gillnet fishery history and data
The DGN fishery has existed since the late 1970s, operating primarily from August through December and targeting large, pelagic species such as thresher shark (Alopias vulpinus) and swordfish (Xiphias gladius). Effort in the fishery has declined over time, according to California Department of Fish and Wildlife (CDFW) vessel logbook data (Table 1, Fig.  1 ) (Hanan et al. 1993) . NMFS has maintained an observer program since 1990 to monitor marine mammal bycatch pursuant to the MMPA (Marine Mammal Protection Act; Barlow 1989) . The observer data provide details of fishing effort including the date, latitude and longitude coordinates, target and bycatch species caught, and condition of bycatch. From 1990 through 2009, there were 8152 observations, with mean observer coverage of 15.6% per year (Table 1 ). There were 24 observed leatherback takes (a ''take'' is a single bycatch event), 13 of which resulted in mortality and one (''unknown'') that we conservatively assumed to also be fatal (Table 2 ). There were 0-5 observed leatherback takes per year in 1990-1999, none in 2000-2008, and one in 2009 (Table 2 ). There were three observed humpback takes, none of which resulted in death. The maximum Notes: The number of sets is shown for four time-area categories related to the leatherback sea turtle closure implemented in 2001 (O, outside closure area; I, inside closure area; N, nonclosure period before 15 August and after 15 November; C, closure period from 15 August through 15 November). Observed and unobserved sets are separated, with the level of observer coverage shown in the rightmost column. The mean observer coverage across all years was 15.6%. number of leatherbacks or humpbacks ever observed entangled at one time was one.
The gear type used in this fishery is a long, large-mesh net (;1800 m length with 35.6 cm mesh), which fishers deploy offshore at dusk and retrieve at dawn (PFMC 2011) . One iteration of this process is referred to as a ''set.'' Based on similarity among DGN sets in gear, technology, methods, and soak time, we treat the set as the basic unit of fishing effort (a conventional unit in bycatch analyses). Some physical variability in net characteristics (length, mesh size, depth) exists but has not been found to be a significant driver of bycatch variation (Julian and Beeson 1998) . Since 1997, all nets have been equipped with acoustic pingers (to deter odontocetes) and 36-foot net extenders to reduce marine mammal bycatch.
Previous studies suggest that the amount, location, and timing of fishing effort are the most significant drivers of bycatch variation in this fishery, at least for leatherbacks (Julian and Beeson 1998 , NMFS 2000 , Benson et al. 2007 ). In 2001, NMFS implemented a time-area fishery closure (NMFS 2001) with an objective to limit leatherback bycatch to nine takes and six deaths over a 3-year period (NMFS 2000) . Annually, from 15 August through 15 November (''closure period'' or ''closure months''), the DGN fishery is prohibited from operating in the Pacific leatherback conservation area (''closure area''), composed of state and federal waters from Point Conception (near Monterey Bay, California) north to 458 N latitude in Oregon ( Fig. 1) (NMFS 2001) . This regulation targeted a time-area combination where most historical leatherback bycatch (18 takes) was observed ( Fig. 1) . For our analysis, we classified all sets and takes as to whether they occurred inside or outside of the area or months delimited by the seasonal closure (Table 1 and locations of fishing effort at the CDFW block level (typically 10-arcminute square blocks on a latitudelongitude grid).
Modeling rare-event bycatch in the DGN fishery with a Bayesian approach
We explored models that could account for potential time-area differences in bycatch rates. Models varied with respect to available spatial and temporal covariates, functional form, and number of estimated parameters (Tables 3 and 4) .
For a single species (e.g., leatherbacks), we used a Poisson likelihood function to model the stochastic dependence of x i , the number of observed takes in year i, on h, the per-set take rate parameter, and n i , the number of observed sets in year i:
where hn i ¼ k i is the Poisson rate (mean) parameter. Previous studies have also used the Poisson distribution to model bycatch (NMFS 2004 , Pradhan and Leung 2006 , Gardner et al. 2008 , Murray 2009 because it can characterize data in which each observation has a high probability for a zero count, a small probability for a count of one, and an infinitesimal probability for a count of two or more. The DGN fishery data have these Poisson characteristics plus one more: a mean per-set take rate (2.944 3 10 À3 ) roughly equal to the variance (2.936 3 10 À3 ). A strong positive correlation between the numbers of observed takes and sets per year (Pearson's r ¼ 0.672, P ¼ 0.001; Figs. 1 and 2 ) supports including the number of sets in the model. We assume statistical independence of all sets and takes.
We modeled the number of observed deaths, w i , with a binomial likelihood function, which quantifies the stochastic dependence of w i on x i and a conditional mortality parameter, q (i.e., given that a take of this species occurs, the probability that the animal dies):
To estimate q for each species, we followed Chapter 2 in Gelman et al. (2004) in specifying a flat prior of Beta(1, 1), which yields a posterior distribution of the form Beta(1 þ w all , 1 þ x all À w all ), where w all and x all are the respective numbers of deaths and takes in all years of the data. For leatherbacks, w all ¼ 14 deaths and x all ¼ 24 takes; for humpbacks, w all ¼ 1 death and x all ¼ 4 takes (the fisher-reported mortality is conservatively treated as a take for purposes of estimating the conditional mortality rate for humpbacks). Thus, for the posterior of q in our analyses, we used Beta(15, 11) for leatherbacks and Beta(2, 4) for humpbacks. The Appendix contains more theoretical background on our Bayesian modeling approach for interested readers.
Candidate models are outlined in Table 3 . In M1 (simple model), the bycatch rate h is constant across all locations and times, such that expected annual observed bycatch (k i ) varies simply with the number of observed fishing sets (n i ). For M1r (regulation model), h differs for pre-and post-regulation periods (i.e., 1990-2000 and 2001-2009) . In M2 (area model), M3 (time model), M4 (area 3 time interaction model), and M5 (area and time model), h varies across different time-area combinations defined by the closure limits (Table 1 ). The binary area variable, a, indicates whether effort occurred inside or outside the area defined by the closure, whether or not the closure was in effect that year (in M2, M4, M5). The binary time variable, t, indicates whether or not effort occurred during the closure period of 15 August through 15 November, again, irrespective of whether it was a closure year (in M3, M4, M5). Model M2 describes area-only differences in h. Model M3 describes seasononly differences in h. For model M4, h differs for sets inside the closure area and season from those conducted either outside the closure area or season. Finally, M5 allows for a unique h for each combination of being in or out of the closure area or season. Regulation versions of M2-M5 (e.g., M2r) were not tested because the binary regulation variable r would be confounded with a and/or t, and there are not enough observed takes in post-regulation years (takes ¼ 1) to fit overly complex models.
We included zero-inflated Poisson (ZIP) versions of each model to allow for the possibility that some effort may occur in time periods (e.g., post-regulation) or time-area combinations with no exposure to bycatch risk. A mixture of effort where a portion ( p) is exposed to bycatch risk at Poisson rates (i.e., animals are present) and the other portion (1 À p) has no exposure to the risk (i.e., animals are not present) will result in more zeros and higher variance than predicted by the Poisson distribution. The ZIP likelihood function (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) p r ; Beta(1, 1) r ¼ 1: post-regulation years (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) M1r: regulation
at ¼ 1: inside both closure area and months
(a,t) ¼ (1,0): inside closure area; outside closure months (a,t) ¼ (0,1): outside closure area; inside closure months (a,t) ¼ (1,1): inside both closure area and months M5z: all, ZIP Notes: In all models, x i , the number of observed takes in year i, is modeled with a Poisson likelihood characterized by h, the perset take rate parameter, and n i , the number of observed sets in year i. Fishing effort variables include r (2001 regulation), a (closure area), and t (closure time). Zero-inflated Poisson models (ZIP) include parameter p, indicating the proportion of sets subject to bycatch risk. Prior distributions are specified with large variances to make them flat and relatively noninformative.
is simply an extension of the Poisson likelihood function (Eq. 1). M1z, M2z, M3z, M4z, and M5z add ZIP parameters ( p 0 Àp 3 ) to their parent models to allow the degree of zero-inflation to vary across time-area categories (Table 3) . For example, we hypothesize a higher probability of zero bycatch for effort occurring outside the closure area than inside. We used WinBUGS to implement Bayesian Markov chain Monte Carlo (MCMC) methods for model estimation (Lunn et al. 2000) . WinBUGS uses the Gibbs sampling algorithm to sample from the posterior distributions of parameters. We used the R statistical environment with packages R2WinBUGS and Coda to interface with WinBUGS (Lunn et al. 2000 , R Development Core Team 2013). Flat priors were specified for all parameters (Table 3 ). All 20 years of NMFS observer data were included in the estimation process. MCMC runs consisted of 200 000 iterations, including a burn-in of 50 000, and three chains (see Supplement 1 for WinBUGS code in R). Convergence of chains onto stable estimates was confirmed using the diagnostic statisticR and trace plots of parameter estimates over MCMC iterations.
To select the best model, we used the deviance information criterion (DIC), a Bayesian measure of model fit that includes a penalty factor for the number of parameters (Spiegelhalter et al. 2002) . Low DIC values are preferred to high DIC values. Models with DIC values within 1-2 points of the lowest value deserve consideration (Spiegelhalter et al. 2002) . We selected models M1r and M2 as the best models for leatherbacks and humpbacks, respectively (see Results).
Predicting total takes, total mortality, and expected annual mortality
The Poisson rate parameters k i ¼ hn i and m i ¼ k i q are the expected annual takes and deaths, respectively, given fishing effort n i , and where q is the conditional mortality rate for takes.
For each species, we generated posterior distributions for m i and posterior predictive distributions (PPDs, estimated distributions of unobserved bycatch or mortality counts, given the estimated posterior for h and a specified level a fishing effort; see Appendix) for x i (observed takes), y i À x i (unobserved takes), y i (total takes), w i (observed deaths), z i À w i (unobserved deaths), and z i (total deaths), using the following simulation steps (model details in Table 3 ; parameter estimates in Table 4 ; R prediction code in Supplement 2). (1) Calculate pre-regulation h pre and post-regulation h post for leatherbacks (M1r was the best leatherback model; see Results), and h out and h in for humpbacks outside or inside the closure area (M2 was the best humpback model), using random draws from the posteriors for b 0 and b 1 . (2) For year i, calculate a mean k i,e , where e is the observed, unobserved, or total sets in year i, i.e., k i,e ¼ P 1 r¼0 h r n i;r;e f i;r;e for leatherbacks Notes: Here, h is the mean per-set bycatch rate across all fishing sets in the data set. For model M5z, p 0 ¼ p 0,0 (see Table 3 ),
a¼0 h a n i;a;e f i;a;e for humpbacks, where f is the fraction of sets in a data classification. year, 1990-2009. (11) Repeat steps 1-3 to calculate mortality for a hypothetical future year, m fut . For this, we use the average number of sets from the most recent 5-year period in the data (2005) (2006) (2007) (2008) (2009) , assuming that this reasonably estimates the level of effort that would probably occur in near future years given the capacity (boats, permits, gear, and so forth) and recent activity in the fishery. This simulation allowed us to recreate the 20-year history of the fishery in terms of observed, unobserved, and total bycatch and mortality (Figs. 3  and 4 ).
Comparison to ratio estimators
For fisheries with ,100% observer coverage, ratio estimators are commonly used to estimate total bycatch and mortality (e.g., Julian and Beeson 1998 , Carretta et al. 2004 , Amande et al. 2012 ). The annual set-level bycatch rate for species s, r s , is estimated as total observed bycatch divided by the total number of observed sets for the year. Multiplying this by the total number of sets fished for the year,D, generates the estimate of total bycatch (Carretta et al. 2004 ). The variance for total bycatch is r 2 m ¼D 2 r 2 r , where r 2 r is the variance estimate for the set-level bycatch rate. Following Carretta et al. (2004) , this may be obtained by resampling individual fishing trips (each containing one or more sets) from the data set to construct a nonparametric bootstrap distribution for r s , from which the variance is calculated. For comparison to the Bayesian model-based approach presented here, we calculated ratio estimates for total takes and total mortality for both leatherbacks and humpbacks (Table  5 , Figs. 3 and 4) . Our calculations vary slightly from those reported by Julian and Beeson (1998) and Carretta et al. (2004) due to slight differences in our estimates of total fishing effort.
Comparing expected annual mortality to policy thresholds
We compared the posterior distributions of future mortality, m fut , for each species to relevant policy thresholds. For humpbacks, the thresholds are prescribed by the MMPA. For the stock affected by the DGN fishery (California/Oregon/Washington stock), the maximum cumulative number of allowable deaths or serious injuries each year from all anthropogenic sources, or Potential Biological Removal (PBR), is 11.3 (this estimate applies to 2010-2012) (Carretta et al. 2010) . Based on its annual interactions with a stock of marine mammals, a fishery can be classified as Category I (mortality ! 50% of the PBR level, i.e., frequent incidental mortality, or ''high bycatch impact''); Category II (1% of the PBR level , mortality , 50% of the PBR level, i.e., occasional incidental mortality, or ''medium bycatch impact''); or Category III (mortality 1% of the PBR level, i.e., rare or no known incidental mortality, or ''low bycatch impact''). We superimposed these classification thresholds (1% of PBR or 0.113 humpbacks per year and 50% of PBR or 5.65 humpbacks per year) onto the posterior distribution of m fut and calculated the probability that the DGN fishery would fall into each of the categories in future years. PBR is not used to manage sea turtles; however, Incidental Take Statements contained within Biological Opinions pursuant to the Endangered Species Act essentially serve as de facto take limits (provided that the stated take levels are associated with a no-jeopardy finding in the Biological Opinion). In this sense, NMFS ''authorized'' a maximum of six leatherback deaths in a 3-year period in 2000 (NMFS 2000) . We evaluated the probability of m fut for leatherbacks exceeding two deaths per year.
RESULTS
Model selection
Models M1r (simple model with regulation variable) and M1z (simple model with ZIP parameters corresponding to pre-and post-regulation) had the lowest DIC values for leatherbacks (Table 4) ; we favored M1r because of its simpler model structure (no zero-inflation) and its better fit to the data (M1z underestimated observed takes for pre-2001 years). There was little support for the next-best models (M1, M2z, and M2), for which DIC values were 6-10 points higher. Model choice for humpback whales was less clear, owing to limited information in the data set (only three observed takes). Models M2, M2z, M4, and M4z had the lowest DIC values, followed within 1-3 DIC points by M1, M1z, and M1r. We favored M2 (area model) for its simpler structure and because it captured the effect of area suggested by the observer data (all three humpback takes occurred outside the closure area).
In most cases, the addition of ZIP parameters did not substantially decrease the DIC value; ZIP models typically had DIC values within 0-2 points of their non-ZIP counterparts (Table 4) . One exception was M1z for leatherbacks, which yielded a 6-point improvement over M1. However, the same decrease was achieved by M1r, which separated pre-and post-regulation periods without the addition of ZIP parameters. For most ZIP models, the ZIP parameter estimates were roughly equal across data classifications, suggesting that a simpler model could have been specified with a h parameter that varies and ZIP parameter p that remains constant. We specified and tested such models, but they were not wellsupported (i.e., DIC values were too high) and they did not change results. Similarly, we tested models that held h constant and let p vary across data classifications; again, we observed no improvements.
Based on model M1r for leatherbacks, the estimate of b 0 ¼ À5.6 (Table 4 , posterior mean) corresponds to a pre-regulation bycatch rate of h ¼ e b 0 ¼ 0.0037 takes per set. The estimate of b 1 ¼ À2.6 corresponds to a postregulation bycatch rate of h ¼ e b 0 þb 1 ¼ 0.0003, which suggests that the per-set bycatch rate was more than 10 times higher before the 2001 regulation was implemented. Based on model M2 for humpback whales, b 0 ¼À7.8 corresponds to h ¼ 0.0004 for effort outside the closure area, whereas b 1 ¼ À800 corresponds to h being effectively zero for effort inside the closure area.
Predictions for leatherback turtles
Data and predictions for observed leatherback takes from model M1r show a distinct drop in takes after year 2000 (Fig. 3a) . The upper limit of the 99% prediction interval (the prediction and credible intervals that we describe are one-tailed) had a maximum of eight takes in pre-regulation years and two takes in post-regulation years (Fig. 3a) . It was higher than the actual number of observed takes for all but one year. The median predictions ranged from zero to three takes per year and appeared to fit the data well.
M1r predictions for total takes, total mortality, and expected annual mortality generally decreased from 1990 to 2000 (Figs. 3b, c, and 5a) , reflecting a steady decline in fishing effort over that time period (Table 1) .
The upper limit of the 99% prediction interval during this time ranged annually from 13 to 36 for takes and from 9 to 25 for mortality; the upper limit of the 99% credible interval ranged from 7.4 to 21.6 for expected annual mortality. After 2000, predictions for all three quantities were close to zero. Pre-regulatory ratio estimates (Table 5) were much more volatile than our model-based estimates, ranging from zero in years when no bycatch was observed (even though some may well have occurred) to values considered rather unlikely by our model estimates (e.g., in 1992, 1995) (Fig. 3b, c) .
Based on the predicted mode across 20 years, the most probable cumulative number of leatherback takes in this fishery was 141 takes (mean ¼ 163 takes; 95% prediction interval [PI] ¼ 104-242 takes), with 88 of those resulting in mortality (mean ¼ 94 takes; 95% PI ¼ 52-153).
Predictions for humpback whales
Data and predictions for observed humpback whale takes from model M2 remained relatively steady through time (Fig. 4a) . The upper limit of the 99% prediction interval had a maximum of two takes in both pre-and post-regulation periods. It was higher than the true number of observed takes in all but one year (Fig. 4a) . The median prediction was zero for all years. M2 predictions for total takes, total mortality, and expected annual mortality decreased slightly from 1990 to 2000 (Figs. 4b, c, and 5c ). The upper limit of the 99% prediction interval over this time ranged annually from 4 to 6 for takes and from 2 to 3 for mortality; the upper limit of the 99% credible interval ranged from 1.1 to 2.0 For 1996 For -1997 were no ratio estimates published for total bycatch, only total mortality. For 1998-2002, there was no observed mortality and thus no estimate reported. Differences between our ratio estimates and those previously published are attributed to subtle differences in the estimates of total fishing effort. For years in which all observed takes resulted in mortality, the ratio estimates for total takes and total mortality are equal.
Previously published (Julian and Beeson 1998, Carretta et al. 2004 ).
for expected annual mortality. After 2000, predictions for all three quantities were similar but slightly closer to zero. The three years with observed takes had positive ratio estimates for takes; all other ratio estimates were zero (Fig. 4b, c) . There are no previously reported ratio estimates for humpback mortality, but Julian and Beeson (1998) provided an estimate of total takes for 1994 (6 takes, CV ¼ 0.91). The most probable cumulative number (the predicted mode) of humpback whale takes in this fishery over 20 years was 17 (mean ¼ 21 takes; 95% PI ¼ 6-50 takes), with one of those resulting in mortality (mean ¼ 6 takes; 95% PI ¼ 0-21 takes).
Comparing expected annual mortality to policy thresholds
Posterior distributions for future mortality, m fut , are shown in Fig. 5b, d . For leatherback turtles, the 113 whales/year) represents a decision point for classification of the fishery into either Category III (mortality 1% of PBR) or Category II (1% of PBR , mortality , 50% of PBR). Category I (mortality ! 50% of PBR) is not shown because 50% of PBR ¼ 5.65 humpback whales per year, which falls too far to the right to fit on the x-axis. The de facto limit based on incidental mortality of leatherbacks authorized by the National Marine Fisheries Service is shown in (b). The 99% credible intervals are associated with posterior distributions of bycatch rate parameters (not counts) inferred from data that have already been observed. probability of m fut exceeding two deaths per year was 7.0 3 10 À4 . For humpback whales, the probability that m fut was 1% of the 2010-2012 PBR level (Category III) was 0.4198; the probability that it was between 1% and 50% of the PBR level (Category II) was 0.5802; the probability that it was !50% of the PBR level (Category I) was 0. The cutoff threshold between Categories I and II (50% of PBR level, or 5.65 whales per year) did not overlap with the posterior distribution and is therefore not shown in Fig. 5d. 
DISCUSSION
Estimating rare-event fisheries bycatch
When applied to fisheries with rare-event bycatch and low observer coverage, ratio estimators may provide misleading inference, with high levels of sampling variance generating a false appearance of catches ranging from zero in some years to alarmingly high values in others. Fisheries managers have recognized these issues and have sometimes used multiyear averages when assessing fisheries interactions for policy purposes. Pooling observer data from multiple years effectively reduces the volatility (sampling variance) of estimates associated with small numbers of observed takes, but pooling is an ad hoc strategy that leaves open questions as to how many of years of information should be pooled under different circumstances, and it may fail to address stakeholders' perceptions of low or high catches in individual years. The model-based Bayesian approach presented here achieves the same objective of reducing volatility through its formal use of all information contained in the time series, but it carries the added benefits of obviating arbitrary decisions about how many years of data to combine and enabling probabilistic inference for bycatch and mortality within a single year, conditional on the amount and known characteristics of fishing effort.
Modeling conclusions
The purpose of this paper was to demonstrate a Bayesian model-based approach that uses rare-event bycatch data and minimal supporting detail on fishing effort to estimate bycatch, infer expected annual mortality, and evaluate the probability of exceeding regulatory thresholds. We explored the importance of relevant covariates to account for broadscale differences in bycatch rates across regulatory regimes and time-area combinations, but causal inference was not our focus. Fully explaining variation in bycatch rates is important, but would require a richer data set, including, for example, fishery-independent data on the habitat, range, migration, population structure, status, and so forth, for bycatch species (T. Eguchi et al., unpublished manuscript). In reality, the rare-event nature of bycatch typically limits evaluation of causal factors to simple models, because the associated small number of observed takes is difficult to fit to models with a large number of parameters. Our analysis suggested that the highest levels of leatherback bycatch occurred in years with higher levels of effort, and in years prior to regulatory implementation of the leatherback closure (decreased by an order of magnitude after the closure). For humpbacks whales, area had the strongest effect.
Management and policy applications
In our case study analysis of the DGN fishery, we expressed estimates of total bycatch and mortality for leatherbacks and humpbacks as PPDs (Figs. 3b, c and  4b, c) , which allowed us to quantify upper limits of the 99% prediction intervals for the estimates. These limits can be interpreted as upper bounds on the number of leatherbacks or humpbacks that are predicted to be incidentally caught or killed in a given year, and managers can declare with 99% certainty that total bycatch or mortality did not exceed those upper bounds. It would be straightforward to evaluate other limits as well (e.g., obtain minimum estimates, or upper or lower limits for multiyear sums). We also presented median model predictions, which can be interpreted as point estimates of total bycatch or mortality and compared to ratio estimates (Figs. 3b, c and 4b, c) . Median model predictions fluctuated with annual variations in fishing effort, but otherwise varied over a narrower range than ratio estimates. This is due to the assumed model structure (i.e., bycatch rates that vary with regulatory regime or area, but not year) and our use of 20 years of data to estimate model parameters.
Although estimates of total bycatch and mortality are important, regulatory reference points are based on limits to annual rates of mortality. The use of posterior distributions allows straightforward assessment of the probability that such limits (for a single year, or for multiple years combined) are exceeded. For humpbacks, we were able to make probability statements with respect to PBR-based thresholds used for MMPA fishery classification (Fig. 5d) . Using this approach, the DGN fishery might best be classified as a Category II fishery, because this is the most likely scenario, given the data. If the model used for inference accurately represents the true data-generating process and parameter estimation is unbiased, the probability that the fishery should actually be classified in the low impact Category III (0.42) can be thought of as the probability of committing a Type I error (falsely inferring that bycatch impact is medium rather than low). Alternatively, if managers chose to classify the fishery as Category III, there would be a 0.58 probability of committing a Type II error (failing to recognize that bycatch impact is medium rather than low). A similar management model could potentially be implemented for sea turtles, although suitable population-relevant reference points for fisheries mortality would be needed to support this approach (Curtis and Moore 2013) . This pragmatic approach for classifying fisheries bycatch impact would be novel for sea turtles.
