Singular perturbation of nonlinear two-point boundary-value problems  by Cohen, Donald S
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 43, 151-160 (1973) 
Singular Perturbation of Nonlinear Two-Point 
Boundary-Value Problems 
DONALD S. COHEN 
Department of Applied Mathematics, California Institute of Technology, 
Pasadena, California 
Submitted by N. Levinson 
1. INTRODUCTION 
This paper was motivated by certain nonlinear boundary-value problems 
which occur in fluid and gas dynamics. We shall treat them and some mathe- 
matical generalizations of them here. 
Specifically, we shall be concerned with establishing the existence and 
asymptotic behavior for small E > 0 of the solution of the nonlinear two- 
point boundary-value problem: 
Et/ + f(X, u, u’) u’ = 0, O<x<l (1.1) 
u'(0) - au(O) = A 3 0, (a > 0) 
u’(1) + bu(l) = B > 0, (b > 0). 
There has been a considerable amount of recent interest in singular perturba- 
tion problems of this nature, and a rather complete list of references is 
contained in the review article by O’Malley [I]. Among the most pertinent are 
the contributions of Coddington and Levinson, Wasow, ErdClyi, O’Malley, 
and Willett. The contributions of the present paper are considered primarily 
to be the following: 
(i) Equation (1.3) is nonlinear in u’. Almost all previous work has 
required the restriction that the differential equation be linear in u’; notable 
exceptions are the investigations of ErdClyi [4], Bris [5], Willett [6], and 
O’Malley [12], but their results and our results are mutually exclusive. 
Under conditions to be stated below, we shall show that there exists a solution 
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u(x, E) of (l.l)-( 1.3) such that u(x, c) --) B/b and u’(x, c) + 0 uniformly on 
any subinterval 0 < 6 < x < 1. This result is not trivial as can be seen from 
a very simple example due to Coddington and Levinson [7]. They present 
the problem of l y” + y’ + (y’)” = 0 with n = 3 subject to the boundary 
conditions u(0) = A and u(1) = B as a simple example of a problem for 
which a solution will fail to exist for small E. However, our results do apply 
to the same equation with n = 2. 
(ii) The proof here is essentially different from those just mentioned. 
It was suggested by the classical paper of Hermann Weyl [2], and it provides 
a constructive iteration procedure yielding an alternating sequence which 
gives pointwise upper and lower bounds on the solution. 
(iii) Although our investigation is confined to problem (l.l)-(1.3) for 
simplicity, the proofs can be extended with relative ease to problems on an 
infinite interval 0 < x < co. Cohen and Lagerstrom [3] have given such 
an analysis for a model example of low Reynolds number flow past an object. 
Furthermore, some types of higher-order equations (on a finite or infinite 
interval) can also be treated. The extension to these problems is similar to 
that done by Weyl [2] in extending his proofs from the Blasius problem to 
the Homann problem. 
We should point out that an interesting qualitative difference exists 
between solutions of problems (l.l)-(1.3) and those of similar problems 
involving the more general equation EU” +f(~, U, u’) u’ - g(x, U) = 0. The 
solutions of this latter problem have interior corner layers, whereas the case 
treated here seems to be in some sense a dividing line for equations nonlinear 
in u’ where the boundary layer occurs at an end of the interval. With regard 
to applications this latter class of problem arises in chemical reactor dynamics 
where the interior layers are associated with ignition and extinction processes. 
These are currently being investigated. 
Motivated by various physical problems (see [2], [8], [9] for examples) 
which are described by our formulation (l.l)-( 1.3), we are led to impose the 
following conditions on the nonlinearity f  in (1.1): 
H-l. f(~, u, u’) is continuously differentiable in the region 
R={(x,u,u’)IO<x< l,O<u<B/b,u’>O} 
H-2. ur < ua and ur’ < ua’ imply that f(~, ur , u’) <f(~, ua , u,‘) on R. 
H-3. f(~, u, u’) >, /3 > 0 on R. 
H-4. There exists a constant k such that for all (x, u, u’) E R, 
lf(X,U,U’>-f(X,ZI,Zl’)l <k(lu--I + lu’--‘I). 
Our entire analysis is based on the so-called “shooting method” for ordinary 
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differential equations. Accordingly, in Section 2 we study the initial-value 
problem 
EU” + f(X, 24, 24’) u’ = 0, x>o (1.4) 
u(0) = h > 0, (1.5) 
u’(0) = A + ah. (I.61 
(Note that the initial conditions (1.5) and (1.6) imply that the boundary 
condition (1.2) is satisfied.) We shall prove that for all E > 0 the initial-value 
problem, (1.4)-( 1.6) possesses a unique solution u(x, h) and that u(x, h) and 
u’(x, h) depend continuously on h. Existence of a solution of the boundary- 
value problem, (I.])-(1.3), for sufficiently small E > 0 is then proved by 
demonstrating that for sufficiently small 6 > 0 the quantity u’( 1, h) + bu( I, h) 
is less than B for h = 0 and is arbitrarily large for h sufficiently large. It then 
follows that there exists an h > 0, say h, , such that u’( 1, h,) + bu( 1, h,) = B. 
In Section 3 we study the asymptotic behavior of the solution of the 
boundary-value problem for small E > 0. Our main result is that for suffi- 
ciently small E > 0 there exists a solution u(x, 6) of (l.l)-( 1.3) such that 
u(x, 6) -+ B/6 and u’(x, c) + 0 as E + 0 uniformly on any subinterval 
O<S<X<l. 
2. EXISTENCE, UNIQUENESS, AND CONTINUOUS DEPENDENCE 
For the purpose of investigating the initial-value problem, (1.4)-( 1.6), 
it will be convenient to temporarily replace condition H-l by the condition 
H-l’. f(~, u, u’) is continuously differentiable in the region 
R = {(x, u, u’) IO < x < 1, u > 0, u’ 3 O}. 
Thus, associated with a boundary, value problem (I.])-(1.3), in which f 
satisfies H-l, we consider the initial-value problem (1.4)-(1.6) in which f 
has been smoothly extended to the larger region required in H-l’. Now 
viewing the differential equation (1.4) as a first-order equation in u’ with 
initial condition u’(0) = A + ah, we can write 
u’(x) = (A + ah) exp [+ /ozf(h u(E), u’(5)) &] . (2.1) 
Clearly, u’(x) >, 0 on 0 < x < 1 if u(X) exists on 0 < x < 1. Integrating 
(2.1) and using the condition that u(O) = h, we obtain 
u(x) = h -I- (A + ah) Jo% exp [G Jo8f(6, u(t), u’(E)) d.!] ds. (2.2) 
154 COHEN 
For later convenience we shall write (2.1) and (2.2), respectively, as 
u’(x) = S[u], 44 = n4, (2.3) 
where the operators S and T are defined as 
(2.4) 
The conditions H-2 and H-3 imply the following lemma which is basic for 
all our results: 
LEMMA 2.1. Let y1 and yz be continuously d@mntiable functions of x 
dejined on 0 < x < 1. If y,(x) < y&) mui yl’(x) < ys’(x), t&n S[y,l 2 SLY& 
and T[Y,I 3 T[Y~ 
Define the sequences (u%(x)> and (u,l(x)> by 
uo(x) = h, un+&) = T[~nl~ n = 0, 1, 2,... (2.6) 
uo’(x) s+E 0, 4+1(x) = mn1, n = 0, 1, 2 ,.... (2.7) 
Clearly, t+(x) 3 u,,(x) = h, us(x) > z&) = h, aI’ > =0’(x) c 0, and 
us’(x) >, uo’(x) = 0. Th ese facts and Lemma 2.1 immediately imply Lem- 
ma 2.2. 
LEMMA 2.2. 
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That this alternating pincer movement converges to the unique solution 
of (1.4)-(1.6) is the content of Theorem 2: 
THEOREM 2.1. Let f(x, u, u’) satisfy H-l’ and H-2 to H-4. Then, for 
any h 3 0 the sequences {uJx)} and {Us’} defined by (2.6) and (2.7) converge, 
respectively, to the unique solution U(X) of the initial-value problem (1.4)-(1.6) 
and to its derivative u’(x) on the interval 0 < x < I. 
P~oqf. First, we prove that for all n 3 1 we have 
and 
I %’ - 
u;-l , < [W + ah) 4” x”-1 
\ l (n - l)! * 
(2.10) 
Th e proof is by induction. Now, using the fact that e-+ < 1 for v > 0, we 
obtain 
1 % - uo 1 = (A + ah) joz exp (+ ~08f(5, h, 0) df) ds 
< (A + ah) x < 
2(A + ah) kx 
E 
(2.12) 
Here K is the constant of condition H-4, and from (2.12) we see that we must 
take Iz > c/2. Similarly, 
I 111’ - uo’ I = (A + ah) exp [+ If (6, h, 0) d5] 
2(A + ah) K 
(2.13) 
< (A + ah) < E 
Hence, (2.10) and (2.11) are valid for n = 1. Now, assume that (2.10) and 
(2.11) are valid for all integers up to and including a given integer n. We must 
prove they are valid for n + 1. 
Now, H-2, H-3, and the fact that 0 < e-U - e-v < v - u for 0 < u < v 
imply that 
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Then from H-4 and the induction hypotheses (2.10) and (2.11) we proceed 
further to obtain 
< (A + ah)k z 8 
\ E ss [I f&q - %&)I + I %w - 4-I(491 dS ds o o 
< (A + ah) k r s [2(A + ah) kin \ E ss 0 0 En [ 
= 29(A + ah) kln+l 
en+1 r&+&1 
~ [2(A + ah) k]“+l xn+l 
En++2 + l)! * 
Similarly, 
Therefore, we have verified that (2.10) and (2.11) hold for all 12 3 1. Now, 
write U,(X) as 
&ix) = uo(x) + i lI”dx) - uj-l(x)I, (2.14) 
j=l 
with a similar formula for U,‘(X). The estimates (2.10) and (2.11) immediately 
imply that in the limit as n + 03 the series in (2.14) converges absolutely and 
uniformly on the interval 0 < x < 1. Consequently, the limit functions 
U(X) = lim,+,Jun(x)] and U’(X) = lim,+Jun’(x)] exist and are continuous 
(since each U,(X) and U,‘(X) is continuous), and it then follows in the usual 
manner that U(X) is a solution of (1.4)-(1.6) with derivative U’(X). 
We shall now prove the uniqueness of the solution u(x). Suppose that 
G(X) is another solution. Then, G(X) > uo(x) = h, and hence, 
T[O] = 22 < u1 = T[u,]. 
In the same way we show that ~a,, < I < uZn+i . As we have just showed, the 
sequence {uJx)> converges (i.e., the pincer closes). Thus, 
22(x) = l&[u&)] = u(x). 
We shall now show that for sufficiently small E the boundary-value problem 
(1. I)-( 1.3) has a solution. Existence will be demonstrated by proving that the 
solution u(x, h) of (1.4)-(1.6) and also u’(x, h) vary continuously with h 
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and that for sufficiently small c the quantity u’( 1, h) + bu(1, h) is less than B 
for h = 0 and is arbitrarily large for h sufficiently large. It will then follow 
that there exists an h > 0, say h, , such that u’( 1, ha) + bu(1, h,) = B. 
THEOREM 2.4. Let f(x, u, u’) satisfy H-l’ and H-2 to H-4. Then, for aZZ 
suficiently small E > 0 there exists a solution of the boundary value problem 
(l.l)-(1.3). 
Proof. First, we compute the quantity Q(h) = ~‘(1, h) + bu(1, h) where 
u(x, h) is the solution of (1.4)-(1.6). Clearly, from (2.1) and (2.2), we obtain 
Q(h) = (A + 4 exp (- f If (5,&t), u’(5)) dt) 
+ bh f b(A + ah) IO1 exp (G j:f(S), 4% u’(t)) d5) ds. 
Clearly, Q(h) 3 bh. Thus, we can choose h so large that Q(h) > B. Similarly, 
from H-3 we have 
Q(h) ,< (A + ah) e-elf + bh + b(A + ah) ($) (1 - e-a/c). 
Thus, 
Q(0) < Ae--B/c + y  (1 - e--B/E). 
Hence, E can be taken so small that Q(0) < B. Now, the continuous depend- 
ence of U(X, h) and u’(x, h) on h is an immediate consequence of Theorem 
2.1, p. 94, of Hartman [lo]. Therefore, Q(h) varies continuously with h, and 
for sufficiently small l it is less than B for h = 0, and it exceeds B for suffi- 
ciently large h. It follows that there exists an h > 0, say h, , such that 
Q(h,) = u’(x, h,) + bu(1, h,) = B. 
3. THE ASYMPTOTIC EXPANSION 
We shall now study the asymptotic behavior of the solution of the 
boundary-value problem (l.l)-( 1.3) f or small E > 0. We shall prove that the 
solution u(x, c) possesses the properties that u(x, c) -+ B/b and u’(x, 6) -+ 0 as 
E --f 0 uniformly on any subinterval 0 < 6 < x < 1. The iteration schemes 
(2.6) and (2.7) could be used as the basis of a method for actually constructing 
asymptotic approximations to the solution. However, for our type of problem 
(and indeed for the previously mentioned physical problems [2, 8, 91) a 
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better description of the boundary-layer structure (near x = 0) is obtained 
by using the formal “matching” technique or “two-timing” technique. 
(See Cole [II] f or an excellent description of these methods.) 
Recall that h, = h,(e) is the value of h such that the solution U(X, h, 6) 
of the initial-value problem (1.4)-( 1.6) satisfies 
~‘(1, ha, <) + bu(1, h, , l ) = B; 
that is, h, is the “correct” initial value of the function so that the corre- 
sponding solution U(X, h, , E) is the solution of the boundary value problem 
(1 .l)-( 1.3). Basic for all the results of this section is Lemma 3.1. 
LEMMA 3.1. h, = O(1) US e-+0. 
Proof. From the proof of Theorem 2.3 we know that U(X, ha, c) and 
u’(x, h, , 6) are continuous functions on the closed interval 0 < x < 1 and 
hence they are bounded on 0 < x < 1. Furthermore, from (2.1) and (2.2) 
they are both positive on 0 < x < 1. Hence, the boundary condition (1.3) 
implies that both U( 1, h, , c) and u’( 1, h, , l ) are bounded above by B. Thus, 
B 3 ~(1, h, 3 6) 
Therefore, h,(E) = O(1) as E + 0. 
THEOREM 3.2. Let f  (x, u, u’) satisfy H-l to H-4. Then, for aZZ su$kientZy 
small E > 0 there exists a solution u(x, l ) of the boundary-value problem (l.l)- 
(1.3) such that u(x, 6) + B/b and u’(x, l ) -+ 0 as E + 0 uniformly on any 
subinterval 0 < 6 < x < 1. 
Proof. Let f  (x, u, u’) satisfy H-l’ and H-2 to H-4, and write the solution 
u(x, E) of the boundary-value problem (l.l)-(1.3) as 
4x, 6) = h, + (A + 4,) Jo1 exp (G 10’f d6) ds 
- (A + &J jzl exp (--,’ I f  d6) ds 
= u( 1, E) - (A + ah,) jzl exp (G jas f d[) ds. 
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We now estimate the second term on the right-hand side of (4.1). Condition 
H-3 and Lemma 4.1 imply that on 0 < 8 < x < 1, we have 
(A + ah,) 1’ exp (- f 10’fd[) ds < (A + ah,) Ia1 e-flslf ds 
m 4A +aho) - = B [e 66/F _ e-0lr] 
40 as E --f 0. 
Thus, limeJU(X, c)] = lim,,,[u( 1, E)], and the boundary condition (1.3) 
implies that 
U(1, <) = $ - $UJ(1,6). 
Now, 
u’( 1, c) = (A + ah,) exp (- f ilf d[) < (A + ah,) eeBls + 0 as E+O. 
0 
Therefore, on 0 < 6 < x < 1, we have 
li+i[u(x, e)] = !;$u( 1) E)] = + . 
Since u(x) 2 0 and U’(X) > 0 on 0 < x < I, it is now clear that we can 
replace H-l’ by the condition H-l, and thus our result is valid under the 
assumptions that f(x, II, u’) satisfies H-l to H-4. 
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