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ABSTRACT
This dissertation studies the person verification problem in modern surveillance
and video retrieval systems. The problem is to identify whether a pair of face or
human body images is about the same person, even if the person is not seen be-
fore. Traditional methods either model the intrapersonal and extrapersonal varia-
tions with probabilistic distributions, or look for a distance (or similarity) measure
between images (e.g., by metric learning algorithms), and make decisions based
on a fixed threshold. We show that the resulting decisions, depending merely on
pairwise image differences, are nevertheless insufficient and sub-optimal for the
verification problem. In this dissertation, we study both generative and discrim-
inative models for person verification. Both methods consider a joint model of
two images in a pair, and provide a decision function of second-order form that
generalizes from previous approaches. We also generalize our model to a multi-
setting scenario, where environment mismatch, a major challenge in cross-setting
person verification, is handled. We evaluate our algorithms on face verification
and human body verification problems on a number benchmark datasets, such as
Multi-PIE, LFW, CIGIT-AIS, VIPer, VIPeR, and CAVIAR4REID. Our methods
outperform not only the classical Bayesian Face Recognition approach, metric
learning algorithms (LMNN, ITML, etc.), but also the state-of-the-art in the com-
puter vision community.
This dissertation also considers efficient person search, a potential application
of person verification in surveillance systems. To this end, we propose a general
learning-to-search framework for efficient similarity search in high dimensions.
Experimental results show that our approach significantly outperforms the state-
of-the-art learning-to-hash methods (such as spectral hashing), as well as state-of-
the-art high-dimensional search algorithms (such as LSH and k-means trees).
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CHAPTER 1
INTRODUCTION
Person verification – “Are you the person you claim to be?” – is an important
problem with many applications. Modern image retrieval systems often want to
verify whether photos contain the same person or the same object. Person veri-
fication also gets more and more important for social network websites, where it
is highly preferred to automatically assign person tags to user uploaded photos.
More importantly, the huge amount of surveillance cameras – there are more than
30 million surveillance cameras in U. S. recording about 4 billion hours of videos
per week – calls for reliable systems which are able to identify the same person
across different videos, a critical task that cannot merely rely on human labors. So
developing an automatic verification system is of great interest in practice.
There are two main visual clues for person verification: face images and human
body figures. Although our human vision system has the amazing ability of per-
forming verification – we can judge whether two images are about the same person
without even seeing that person before – it is difficult to build a computer-based
automatic system for this purpose. The two major challenges are:
 Limited-sample issue. For a given query image, the person in the image
might have never appeared before, or has only one or very few images avail-
able in the database. This makes it impossible to train a person-dependent
model, which is usually the strategy taken in traditional classification prob-
lems.
 Environment mismatch. The query image and the other images in the
database are rarely collected in exactly the same environment. The huge
intra-person variations including viewpoint, lighting condition, image qual-
ity, resolution, etc., pose tremendous challenges to building robust person
verification systems.
Figure 1.1 provides some examples illustrating the difficulties with the person
verification problem.
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Figure 1.1: Example images of George W. Bush showing huge intra-person
variations.
The problem of person verification arises from a more general and better-known
problem - person identification (or recognition). Generally speaking, person iden-
tification refers to assigning a query image to one of the several known identities,
each of which has a number of images available in the database.1 With images rep-
resented as numerical feature vectors, the person identification problem becomes
a standard classification problem. Then it can be solved by either generative mod-
els that characterize the person-dependent feature distributions, or discriminative
classifiers such as Support Vector Machines (SVMs) [3].
The key difference between person identification and person verification – a
fundamental and more practical case of the former problem – is the limited-sample
issue we describe above. And due to this, traditional classification methods would
no longer apply. Specifically, in person verification, each person usually has only
one or very few images in the database (imagine a surveillance scenario where
only a few ID photos are available for target subjects), which makes it intractable
to either reliably estimate the class-conditional distributions or learn robust dis-
criminative classifiers. Therefore, the entire problem needs to be reconsidered
from the machine learning perspective.
We now define the person verification problem under the setting of “identifica-
tion with limited samples,” or in an extreme case, “identification with one sam-
ple per person.” This naturally implies a more fundamental problem - to identify
1In some cases, the system is also required to determinate if the query image is not from any
of the known people, or in other words, is from an imposter.
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whether two images are about the same person, which we formally refer to as
the person verification problem. Mathematically, it can be described as follows:
for a pair of images represented by x, y 2 Rd, respectively, each of which cor-
responds to an identity label m(x) and m(y), we aim to decide whether they are
from the same person, i.e.,m(x) = m(y), or not.
We should note that the verification problem is fundamentally different from
learning a classifier traditional machine learning problems. Traditional machine
learning algorithms consider individual samples instead of a pair of samples. This
paired setup for verification naturally imposes some symmetry constraint between
x and y, a constraint seldom seen in ordinary learning algorithms. More impor-
tantly, for verification, of interest is to determine whether a pair of samples is from
the same category or not, but not to answer which category/categories they belong
to.
This dissertation focuses on machine learning aspects of the verification prob-
lem. The general methodology for person verification is shown in Figure 1.2.
Offline we form a training set by collecting many images from many people. The
training set, with groundtruth identity labels, is used to learn a verification model
that takes as input a pair of images. In the testing phase, we apply the learned
model to a pair of images from some unseen people, and determine if these two
images are from the same person.
In principle, the verification models fall into two categories: generative and
discriminative.
 Based on Bayesian decision theory [4], the verification problem can be
solved by computing the log-likelihood ratio (LLR) of two hypothesis test-
ings:
LLR(x; y) = log
p(x; yjHs)
p(x; yjHd) ; (1.1)
whereHs andHd are:
– Hs: image x and y are from the same person;
– Hd: image x and y are from different people.
 More generally, we could directly learn a decision function, f(x; y) 
3
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Figure 1.2: General methodology for person verification.
LLR(x; y), with the following properties in its ideal case:
f(x; y)
8<: > 0; ifm(x) = m(y);< 0; otherwise. (1.2)
For either type of method, an appropriate model family or function family needs
to be presumed. Then we learn the model parameters on the training set under
certain criterion (e.g. maximum likelihood). In the testing phase, we make the
decision, whether two images are about the same person, by evaluating either
the log-likelihood ratio in (1.1) or the decision function in (1.2), and comparing
against certain threshold.2 It should be noted that both LLR(x; y) and f(x; y)
must be symmetric with respect to x and y.
The rest of the dissertation is organized as follows. In Chapter 2, we first discuss
the relationship between person verification and identification, and briefly review
some of the previous works on person verification. In Chapter 3 we propose a
generative model for the general person verification problem following (1.1). A
discriminative approach that directly learns the decision function in (1.2) is in-
2The threshold is usually set to be 0, if the prior probabilities of the two hypotheses are regarded
as being equal. In practice, one might need to tune the threshold in order to meet certain operating
requirements (e.g. false alarm rate below 1%).
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vestigated in Chapter 4. In Chapter 5 we generalize our model to a multi-setting
scenario, where environment mismatch is handled for cross-setting person verifi-
cation. Chapter 6 studies person search, a potential application of person verifica-
tion, and proposes a general learning framework for the underlying fast similarity
search problem. Finally, we make conclusions and explore future directions in
Chapter 7.
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CHAPTER 2
FROM PERSON IDENTIFICATION TO
VERIFICATION
In this chapter, we discuss in detail the relationship between person verification
and the more conventional problem, person identification. We shall see that the
verification problem, to determine if two images in a pair are from the same per-
son, is a more fundamental problem, while person identification can be tackled
by solving multiple verification problems. Later in this chapter, we briefly review
some of the representative works on person verification.
2.1 Limited-Sample Issue in Person Identification
The person identification problem has long been studied in the computer vision
community. The general setup is shown in Figure 2.1. We have a set of people
of interest, and each of them has a few images available. These images form a
so-called gallery set. Now given a test image, also referred to as the probe, the
goal is to decide which of the people in the gallery set this probe image comes
from. In some cases, the system is also required to identify that the probe image
is not from any of the known people, or in other words, is from an imposter.
From the machine learning perspective, the person identification problem is a
standard classification problem. It can be solved by learning person dependent
classification models (shown as M1 – M4 in Figure 2.1) from the gallery set.
These models could be either generative, modeling the person-dependent image
distributions, or discriminative classifiers such as k-Nearest Neighbors (k-NN)
[4], AdaBoost [5], or Support Vector Machines (SVMs) [3].
In practice, however, we are often confronted with the so-called “limited-sample
issue,” as illustrated in Figure 2.2, which makes the traditional classification meth-
ods no long applicable. Specifically, people in the gallery set usually have very
few images, or even a single image available. For example, it is common that
only a single ID photo can be retrieved for a suspect at large. Or an access control
6
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Figure 2.1: General setup for person identification.
system should be able to identify a person with granted access by just one or a few
photos of him or her. In these cases, however, the above classification methods
could hardly learn reliable person dependent models with a single or few images
per person. Therefore, a traditional person identification system is likely to fail in
many practical application scenarios.
2.2 Verification as Identification with a Single
Example
The discussion above indicates that the person identification problem needs to be
reconsidered from a machine learning perspective. Here we focus on the most
challenging case – only one image per person in the gallery set – though general-
ization can be made in cases of more than one gallery images per person. Under
this “one-gallery-image” condition, we could formally derive person verification
as “identification with a single example.”
We know that the classification problem can be understood as a hypothesis test.
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Figure 2.2: Illustration of the limited-sample issue in person identification, which
often results in the failure of learning person dependent classification models.
Given a gallery set with s people, each with a single image, fx1;    ; xsg (xi
denotes the image of the i-th person), and a probe image xp, the s+ 1 hypotheses
we consider are:
- Hi: xp is from the i-th person, for 1  i  s;
- H0: xp is from an imposter.
According to the Bayes decision theory [4], the goal of person identification is to
find the most likely hypothesis that has the largest data likelihood, namely,
H = arg max
0is
p(xp; x1;    ; xsjHi)
To compute the data likelihood, one common assumption we can make is that
the images are independently distributed conditioning on the class (identity). That
means two images from different classes are independent random variables. So
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under the i-th hypothesis, 1  i  s, the likelihood can be written as:
p(xp; x1;    ; xsjHi) = p(xp; xijHi)
sY
j=1;j 6=i
p(xj)
=
p(xp; xijHi)
p(xp)p(xi)
p(xp)
sY
j=1
p(xj)
=
p(xp; xijHs)
p(xp; xijHd)p(xp)
sY
j=1
p(xj):
Note that the third equality holds because underHi: (1) xp and xi is from the same
class and hence p(xp; xijHi) = p(xp; xijHs), and (2) p(xp; xijHd) = p(xp)p(xi)
due to conditional independence. For hypothesis H0, since xp is not from any
of the gallery people, all gallery and probe images are independently distributed.
Therefore,
p(xp; x1;    ; xsjH0) = p(xp)
sY
j=1
p(xj):
We immediately see that the most likely class can be determined by performing
the verification tests for all possible pairs of a gallery image and the probe image,
i.e.,
H = arg max
0is
8<: LLR(xp; xi); for i  1  s;1; for i = 0; (2.1)
where LLR(; ) is given by (1.1).
In this way, we reduce the person identification problem to multiple verification
problems, as shown in Figure 2.3. It can be understood in the following way.
The identification problem is to find the most likely person from whom the probe
image xp comes. In the “one-gallery-image” case, each person has only one image
in the gallery set, and thus we have p(xpjxi;Hi) / LLR(xp; xi) = p(xp;xijHs)p(xp;xijHd)
(p(xp) does not matter for classification).
The above observation indicates that person verification is a more fundamental
problem we need to solve. And it can also be understood as “identification with a
single example” because of p(xpjxi;Hi) / LLR(xp; xi).
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Figure 2.3: Person identification with one gallery image per person as multiple
person verification problems.
2.3 Related Work on Person Verification
One of the early studies of the person verification problem is the Bayesian Face
Recognition (BFR) work byMoghaddam et al. [2]. This work proposes a Bayesian
approach similar to (1.1). However, one simplification the authors make is to
model the difference vector  = x   y, rather than having a joint model of x
and y. They further assume that  follows zero-mean multivariate Gaussian dis-
tributions, with covariance 
I for intrapersonal variations (hypothesis Hs), and
covariance 
E for extrapersonal variations (hypothesis Hd). The log-likelihood
ratio is then given by:
LLRBFR() = log
p(j
I)
p(j
E) =
1
2
T
 

 1E   
 1I

+ const (2.2)
One underlying assumption behind the BFR work is that the difference vector
 = x   y captures most of the information to distinguish intrapersonal and
extrapersonal variations, or in other words, image pairs from the same person and
from different people. This assumption is nevertheless problematic and would
lead to non-optimal decisions. We will discuss this in detail in Chapter 4.
More recently, many learning based approaches for person verification focus
on learning a distance (similarity) measure between two images d(x; y). Then one
can decide whether x and y are from the same person based on some thresholding
rule, i.e., d(x; y)  d0.
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One of the most straightforward distance measures is the Euclidean distance
kx yk2. Without supervised learning, however, the Euclidean distance generally
does not perform well in verification tasks. As a contrast, metric learning (ML)
approaches [6] have been successfully applied to person verification [7, 8, 9],
generating satisfactory performance. The key idea behind ML is to supervisedly
learn a parametric distance metric, which in most cases takes the form of (x  
y)TM(x  y) whereM is a positive semi-definite (PSD) matrix.1
Although ML is very important for many supervised learning applications (e.g.
classification) that often deal with complex and high-dimensional features, it has
a few limitations particularly in the verification setting. The objective of many
ML algorithms is to ensure that samples from the same class be closer to each
other than those from different classes. In other words, it enforces a relative rank-
ing constraint between intra-class and inter-class pairs (in terms of pairwise dis-
tances), and this is why ML is often tied with the nearest neighbor classifier for
a classification task. However, for verification where many test samples might
come from unseen classes, nearest neighbor classifiers are not applicable. Then
ML only leads to an absolute decision rule with a constant threshold d0:
fML(x; y) = d0   (x  y)TM(x  y): (2.3)
This intrinsic mismatch (classification vs. verification, relative ranking vs. abso-
lute discrimination) leaves ML approaches not optimal for verification problems.
We also note that decision function by ML in (2.3) depends on x   y alone, and
thus suffers from the same issue as BFR.
While ML gives a simple linear distance measure (on the original or kernel
space), works exist that exploit complex, nonlinear, and less well-parameterized
similarity measures between images. For instance, [10, 11] implement the visual
similarity as an ensemble of ad-hoc, one-dimensional feature comparisons, via ei-
ther randomized decision trees or AdaBoost. This type of method works well only
with a collection of simple, low-dimensional, loosely coupled features, whereas
state-of-the-art image/video features are usually complex and of very high dimen-
sions [1].
Besides the above probabilistic models and distance based methods, another
genre of approaches focus on extracting pairwise features (such that traditional
1A comprehensive review of ML methods can be found in the survey paper by Yang and Jin
[6].
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classifiers, e.g. SVM, can directly be applied). For instance, [12, 13, 14] construct
pairwise features as the element-wise absolute difference and/or element-wise
multiplication of two individual features. One shortcoming of these approaches
is that the pairwise features are usually hand-crafted. And forcing the verification
process into two disjoint steps, pairwise feature extraction and binary classifica-
tion, often leaves the resulting verification model less optimized.
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CHAPTER 3
MAXIMUM A POSTERIORI COVARIANCE
VERIFICATION MODEL
In this chapter, we propose a parametric model for the verification problem under
the Bayesian framework.
From the generative model point of view, it is common to assume that the im-
ages are independently distributed conditioning on the identity. Specifically, two
images x1 and x2 are independent if they come from different classes (hypothesis
Hd), while under hypothesisHs, x1 and x2 are independent only if the underlying
identity model is given.
Mathematically, the likelihood probabilities of the two hypotheses can be writ-
ten as:
p(x1; x2jHs) =
Z
p(x1jm)p(x2jm)p(m)dm; (3.1)
p(x1; x2jHd) = p(x1)p(x2)
=
Z
p(x1jm1)p(m1)dm1
Z
p(x2jm2)p(m2)dm2; (3.2)
where m, m1, m2 denote the underlying identity models. Substituting (3.1)-(3.2)
into (1.1) leads to:
LLR(x1; x2) = log
R
p(x1jm)p(x2jm)p(m)dm
p(x1)p(x2)
= log
R
p(x1jm)p(x2jm)p(m)dmR
p(x1jm1)p(m1)dm1
R
p(x2jm2)p(m2)dm2 : (3.3)
3.1 Covariance Verification Model (CVM)
To compute the log-likelihood ratio in (3.3), the underlying models for the two
distributions p(m) and p(xjm) need to be assumed. Inspired by [15], we start
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with simple Gaussian models, namely,
m  N (;b) (3.4)
xjm  N (+m;w) (3.5)
Interestingly, (3.4)-(3.5) is equivalent to an additive, generative model, where
each image is decomposed into two independent Gaussian distributed compo-
nents: the identity component and the noise component. Denoting by xij the j-th
image of the i-th person we have:
xij = mi + eij; (3.6)
wheremi is the identity component/model for the i-th person, and eij is the noise
component, whose distribution, N (0;w), is assumed the same for all people. It
is easy to show that, because of the independence between the identity compo-
nent and the noise component, the additive model in (3.6) satisfies the conditional
independence assumption.
Before going into details of model estimation and evaluation, we discuss a few
interesting interpretations of the proposed model. First of all, p(m) = N (mj;b)
characterizes the extrapersonal variations, and p(xjm) = N (xj+m;w)models
the intrapersonal variations given the identity model m. Second, the distribution
of images of each person is a Gaussian with tied covariance matrix w, and mean
vector m uniquely defining the identity; at a higher level, the identity vectors of
all people follow another Gaussian distribution with mean  and covariance b.
Finally, the marginal distribution of the images is also a Gaussian, given by:
p(x) =
Z
p(xjm)p(m)dm = N (;t); (3.7)
where t = b + w. Because t = Cov(x), b = Cov(m), and w = Cov(x 
m(x)) can be understood as the total covariance, between-class covariance, and
with-class covariance, respectively, we term the proposed model in (3.4)-(3.5) or
(3.6) as Covariance Verification Model (CVM). The parameter set of CVM is
denoted as  = f;b;wg.
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3.1.1 Scoring of CVM
In this section, we show that given learned model parameter , the log-likelihood
can be evaluated in closed-form as follows:
LLR(x1; x2) =
1
2
x01
T
Ax01 +
1
2
x02
T
Ax02 + x
0
1
T
Bx02 + const; (3.8)
where x01 = x1   , x02 = x2   , and
A =  1t   (t   b 1t b) 1; (3.9)
B =  1t b(t   b 1t b) 1: (3.10)
Proof
Under hypothesis Hs, x1 and x2 share the same identity component, i.e., x1 =
m + e1 and x2 = m + e2. m, e1, e2 are independent Gaussian random variables,
and thus
p(x1; x2jHs) = N
 "
x1
x2
# 
"


#
;
"
t b
b t
#!
: (3.11)
Under hypothesisHd, x1 and x2 have their own identity components, i.e., x1 =
m1 + e1 and x2 = m2 + e2. m1, m2, e1 and e2 are independent Gaussian random
variables, and thus
p(x1; x2jHd) = N
 "
x1
x2
# 
"


#
;
"
t 0
0 t
#!
: (3.12)
Therefore, the log-likelihood ratio in (3.3) can be rewritten as:
LLR(x1; x2) = log p(x1; x2jHs)  log p(x1; x2jHd)
=  1
2
h
x01
T
x02
T
i " C 1  1t bC 1
C 1b 1t C
 1
#"
x01
x02
#
+
1
2
h
x01
T
x02
T
i "  1t 0
0  1t
#"
x01
x02
#
+ const
=
1
2
x01
T
Ax01 +
1
2
x02
T
Ax02 + x
0
1
T
Bx02 + const; (3.13)
where C = t   b 1t b. Here we make use of the blockwise matrix inversion
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identity [16]:"
A B
C D
# 1
=
"
A 1 +A 1B(D   CA 1B) 1CA 1  A 1B(D   CA 1B) 1
(D   CA 1B) 1CA 1 (D   CA 1B) 1
#
and Woodbury matrix identity (matrix inverse lemma) [17]:
(A+ UCV ) 1 = A 1   A 1U(C 1 + V A 1U) 1V A 1:
A few interesting properties of A and B are as follows:
(i) Both A and B are symmetric;
(ii) rank(A) = rank(B) = rank(b);
(iii) A is negative semi-definite (NSD) and B is positive semi-definite (PSD).
Proof
(i) ClearlyA is symmetric. To showB is also symmetric, we first applyWoodbury
matrix identity and obtain
b(I    1t b 1t b) 1 = b

I +  1t b
 1
t (I   b 1t b 1t ) 1b

=

I + b
 1
t b
 1
t (I   b 1t b 1t ) 1

b
= (I   b 1t b 1t ) 1b:
Then
B =  1t bC
 1 =  1t

b(I    1t b 1t b) 1

 1t
=  1t

(I   b 1t b 1t ) 1b

 1t
= C 1b 1t = B
T :
Hence B is symmetric.
(ii) It is trivial when b has full rank, in which case both A and B are full rank
matrices. If b is rank deficient, for example, rank(b) = p < d where d is the
original dimension, we show that rank(A) = rank(B) = p.
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Let b = FF T ; F 2 Rdp be a low-rank decomposition of b.1 Again by
Woodbury matrix identity we have
C 1 = (t   FF T 1t FF T ) 1
= (t   FDF T ) 1
=  1t + 
 1
t F (D
 1  D) 1F T 1t
where D = F T 1t F is a rank-p matrix. Thus
A =  1t   C 1 =   1t F (D 1  D) 1F T 1t (3.14)
and
B =  1t bC
 1 =  1t FF
T 1t + 
 1
t FF
T 1t F (D
 1  D) 1F T 1t
=  1t F (I + (D
 2   I) 1)F T 1t
=  1t F (I  D2) 1F T 1t (3.15)
are both of rank p.
(iii) Since
"
t b
b t
#
is the covariance matrix of the Gaussian distribution p(x1; x2jHs),
it must be positive definite, and so is its inverse. Thus we know

xT1 x
T
2
 " C 1  1t bC 1
C 1b 1t C
 1
#"
x1
x2
#
> 0 8x1; x2:
Simply setting x2 = 0 leads to xT1C
 1x1 > 0 for any x1, which indicates that C
is positive definite (and so is C 1).
Therefore, A is negative semi-definite (NSD) because
A =  1t   C 1 =  1t  

 1t    1t b(I   b 1t b) 1b 1t ]

=   1t bC 1b 1t :
To show B is positive semi-definite, we need to rewrite (3.15) as
B =  1t FD
  1
2 (D 1  D) 1D  12F T 1t :
1This can be obtained by eigen decomposition with all p non-zeros eigen values.
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Since D = F T 1t F is of full rank p, we immediately see that B is positive
semi-definite (PSD) by comparing the above equation with A in (3.14).
3.1.2 Maximum a posteriori estimation of CVM using EM
In this section, we study algorithms to learn the parameters of the CVM. Suppose
we are given a dataset of images:
X = xij 2 Rd : 1  i  r; 1  j  ni	 ; (3.16)
where xij denotes the j-th image of the i-th person (with ni images in total),
and r is the number of people in this dataset. The total number of images is
n =
Pr
i=1 ni.
Given the probabilistic model in (3.4)-(3.5), it is intuitive to estimate the pa-
rameter  = f;b;wg under maximum likelihood (ML) criterion, i.e.,
ML = argmax

log p(Xj): (3.17)
However, substituting (3.4)-(3.5) into (3.17) under conditional independence as-
sumption leads to no closed-form solution. Instead, we observe from (3.6) that the
images of a particular person are associated with a same hidden variable. There-
fore, we can regard the p(Xj) as the likelihood of the incomplete data (the hidden
data denoted by Z = fmi : 1  i  rg), and thus the well-known Expectation-
Maximization (EM) algorithm [18] can be applied.
In principle, the EM algorithm is an iterative method for estimating the param-
eters of a statistical model by finding the maximum likelihood over a set of data
samples with unobserved latent variables. The EM iterations alternate between an
expectation (E) step and a maximization (M) step. In an E-step, it uses the cur-
rent estimate for the parameters to compute the expectation of the log-likelihood,
and in an M-step, it estimates the parameters by maximizing the expected log-
likelihood found on the E-step. These parameter estimates are then used to deter-
mine the distribution of the latent variables in the next E-step. The convergence
of this iterative algorithm is guaranteed.
Mathematically, EM algorithm iterates between the two following procedures:
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 Expectation step (E-step): Calculate the expected value of the log likeli-
hood function, with respect to the conditional distribution of given under
the current estimate of the parameters:
QML(j(t)) = EZjX ;(t) [log p(X ;Zj)] (3.18)
 Maximization step (M-step): Find the parameter that maximizes this quan-
tity:
(t+1) = argmax

QML(j(t)) (3.19)
The ML criterion used in conventional EM algorithm assumes that the size of
the training data is large enough to provide robust parameter estimation. This is
not always the case in practice, though. On a d-dimensional space, the number
of parameters in CVM is O(d2). Common sense in machine learning requires
the number of samples n be on the same order in order for a reliable parameter
estimation, while in practice usually n < d2. On the other hand, consider the
parameter b that can be understood as the between-class covariance. From the
knowledge in linear discriminant analysis (LDA) [4], between-class covariance
is computed based on r class means only, and thus cannot be reliably estimated
empirically due to the limited number of classes (people).
Motivated by [19], we adoptmaximum a posteriori (MAP) estimation in the EM
algorithm. The idea of MAP estimation is to leverage on some prior knowledge
of parameters rather than fully relying on the training data. In this method, the pa-
rameters to be estimated are regarded as random variables whose prior probability
is assumed. Instead of maximizing the log-likelihood in (3.17), MAP estimator
tries to maximize the posterior probability of the parameters given the training
data, i.e.,
MAP = argmax

log p(jX ;)
= argmax

log p(Xj)p(j); (3.20)
where p(j) is the prior distribution of , parameterized by . The according
change to the original EM algorithm is to augment the Q() function in (3.18)-
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(3.19) with an additional term log p(j), i.e.,
QMAP(j(t)) = EZjX ;(t) [log p(X ;Z; j)]
= QML(j(t)) + log p(j): (3.21)
The MAP estimation provides a framework for incorporating prior information
in the training process. This is particularly useful in dealing with problems posed
by sparse training data when the ML approach fails to give accurate estimates of
the parameters. From another point of view, MAP estimation can be regarded
as a way of parameter smoothing/interpolation. It is well-known that the MAP
estimates are asymptotically convergent to the ML ones [4]. As the amount of
training data increases from zero to infinity, the MAP approach will generate pa-
rameter estimates that smoothly vary from the priors to the ML estimates.
What remains now is the choice of prior distribution family and the specification
of the parameters of prior densities. It is common to assume the conjugate prior
such that the prior and posterior distribution are of the same distribution family
[4]. The conjugate prior for multivariate Gaussian with known mean (3.5) is an
Inverse-Wishart distribution:
p(wj	w; w) = W 1(wj	w; w)
/ jwj  w+d+12 exp

 1
2
tr(	w
 1
w )

; (3.22)
and for multivariate Gaussian with unknownmean and covariance (3.4) is aNormal-
Inverse-Wishart distribution:
p(;bj0; ;	b; b) = N (j0; b)  W 1(bj	b; b)
/ jbj 
b+d+2
2 exp

  1
2
(  0)T 1b (  0)

 exp

 1
2
tr(	b
 1
b )

; (3.23)
where 0 2 Rd,  > 0, 	b;	w are dd PSD matrices, and b; w > d  1 are the
real-valued degree of freedom of the two Wishart distribution, respectively. We
leave the choice of these parameter in later discussion.
To distinguish with CVM by conventional maximum likelihood EM algorithm,
we name the model estimated under MAP criterion asMAP-CVM. Without proof
we show that the EM steps for MAP-CVM can be computed as follows.
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 E-step:
E[mijX ] = + ( 1b + ni 1w ) 1 1w
niX
j=1
(xij   ); (3.24)
Cov[mijX ] = ( 1b + ni 1w ) 1: (3.25)
We denote ui = E[mijX ] and Vi = E[mimTi jX ] = Cov[mijX ] + uiuTi .
 M-step:
 = u+ (1  )0; (3.26)
b = b
h
V   2uT + T
i
+ (1  b)	b; (3.27)
w = w
1
n
24X
ij
xijx
T
ij   2
X
ij
xiju
T
i +
X
i
niVi
35
+(1  w)	w; (3.28)
where
u =
1
r
X
i
ui; V =
1
r
X
i
Vi; (3.29)
 =
r
r + 
; b =
r
r + b
; w =
n
n+ w
; (3.30)
 =
1

; b = b + d+ 2; w = w + d+ 1: (3.31)
We should note that the parameters reestimated in the M-step are interpolations
between the ML estimates and the priors given by 0, 	b, and 	w. Moreover, the
weights on the ML estimates, given by (3.30), increase as the number of people
r and the number of images n increase. In an extreme case where both r and n
are indefinitely large, the prior terms vanish and the final estimates become the
ML ones. On the other hand, when only limited data is available, the estimation
procedure tends to put more “trust” in the prior information.
Also note that the six prior parameters f0;	b;	wg and f; b; wg need to be
specified in the learning phase. While the MAP framework provides no specific
ways to calculate these parameters, optimal values have to be determined empir-
ically. The former set of parameters provides prior knowledge about the CVM
parameters to be estimated, and the latter set controls the smoothing/interpolation
coefficients. In practice, f0;	b;	wg can be inferred from some other datasets,
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or we can simply set 0 = 0 and 	b = 	w = I . The controlling parameters
f; b; wg, on the other hand, can be determined via cross-validation.
3.1.3 Closed-form solutions to CVM
In this section we provide an alternative method to estimate the parameters of
CVM. This method leads to closed-form solutions, which are much more effi-
cient than the above EM algorithm. Moreover, the derived closed-form solutions
well approximate the true ML or MAP estimation, and become exact under many
common conditions. In practice, we find that the close-form solutions always
yield comparable performance to the EM algorithm.
Given the fact that the parameters in CVM, , b, and w, implicitly character-
ize the data mean, between-class covariance, and within-class covariance respec-
tively, one may naturally wonder if it is possible to compute them analytically.
One choice is to use the empirical estimation, i.e.,
~ =
1
n
rX
i=1
niX
j=1
xij; (3.32)
~w =
1
n
rX
i=1
niX
j=1
(xij   ~i)(xij   ~i)T ; (3.33)
~b =
1
n
rX
i=1
ni(~i   ~)(~i   ~)T ; (3.34)
where ~i = 1ni
Pni
j=1 xij is the empirical mean of images from the i-th person.
Note that this is the same empirical estimation used in LDA [4]. As we shall see
next, it is in fact an approximate solution of CVM under the maximum likelihood
(ML) criterion. We also derive similar results for maximum a posteriori (MAP)
estimation.
Recall that in order to obtain the ML estimates, one needs to optimize the objec-
tive function in (3.17). Considering the conditional independence of the images
of the same person on their shared identity component (3.5), we can break down
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the log-likelihood as follows:
LML = log p(Xj) =
rX
i=1
log p(Xij)
=
rX
i=1
log
Z niY
j=1
Z
p(xijjmi;w)dxij

p(mij;b)dm; (3.35)
whereXi = fxi1;    ; xinig denotes the set of images belonging to the i-th person.
At the first glance, directly optimizing (3.35) seems to be intractable. However,
we note that both p(mij;b) (3.4) and p(xijjmi;w) (3.5) are Gaussian PDFs,
which indicates that a closed form can be obtained for the above integrations. In
fact, we could approach this problem in a more straightforward way.
Consider a new random variable as the concatenation of all ni images from the
i-th person, namely,
X i =
2664
xi1
...
xini
3775 =
2664
mi + ei1
...
mi + eini
3775 2 Rnid:
Since mi and eij’s are independent Gaussian random variables, Xi is also Gaus-
sianly distributed: X i  N (i;i), with mean and covariance as follows:
i =
2664

...

3775 = Ini;
i =
266664
b + w b    b
b b + w    b
...
... . . .
...
b b    b + w
377775
= Diagni(w) + InibI
T
ni
;
where In = [I    I]| {z }
n
T and Diagn(A) =
266664
A 0    0
0 A    0
...
... . . .
...
0 0    A
377775
| {z }
n
.
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Then the log-likelihood in (3.35) can be simplified as:
LML =
rX
i=1
N (X iji;i)
=  1
2
rX
i=1
log jij   1
2
rX
i=1
(X i   i)T 1i (X i   i) + const:
(3.36)
The first term on the righthand side can be computed as follows:
rX
i=1
log jij =
rX
i=1
log
 Diagni(w) + InibITni 
=
rX
i=1
log
 Diagni(w)  I + bITniDiagni(w) 1Ini 
=
rX
i=1
log jwjnijI + nib 1w j
=
rX
i=1

(ni   1) log jwj+ log jw + nibj

= (n  r) log jwj+
rX
i=1
log jw + nibj: (3.37)
To compute the second-term, we first apply Woodbury matrix identity to the in-
version of i:
 1i = Diagni(w)
 1   Diagni(w) 1Ini( 1b + ni 1w ) 1ITniDiagni(w) 1
= Diagni(w)
 1   Ini 1w ( 1b + ni 1w ) 1 1w ITni :
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Thus,
(X i   i)T 1i (X i   i)
=
niX
j
(xij   )T 1w (xij   )  n2i (~i   )T 1w ( 1b + ni 1w ) 1 1w (~i   )
= tr
h
 1w
niX
j
(xij   )(xij   )T
i
 tr
h
n2i
 1
w (
 1
b + ni
 1
w )
 1 1w (~i   )(~i   )T
i
= tr
h
 1w
  niX
j
(xij   )(xij   )T   ni(~i   )(~i   )T
i
+nitr
h
( 1w   ni 1w ( 1b + ni 1w ) 1 1w )(~i   )(~i   )T
i
= tr
h
 1w
niX
j
(xij   ~i)(xij   ~i)T
i
+ nitr
h
(w + nib)
 1(~i   )(~i   )T
i
:
Then the second term on the righthand side of (3.36) becomes:
rX
i=1
(X i   i)T 1i (X i   i)
= ntr( 1w ~w) + tr
h rX
i=1
ni(w + nib)
 1(~i   )(~i   )T
i
: (3.38)
Nowwe can rewrite the log-likelihood by substituting (3.37) and (3.38) into (3.36):
LML =  1
2
(n  r) log jwj   1
2
rX
i=1
log jw + nibj   n
2
tr
h
 1w ~w
i
 1
2
tr
h rX
i=1
ni(w + nib)
 1(~i   )(~i   )T
i
+ const: (3.39)
To find the optimal parameter set  = f;b;wg that maximizes the data log-
likelihood, we need to find the stationary point of LML. So we take the derivatives
of LML with respect to , b, and w respectively, and equate them to zero. This
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leads to the following stationary point equations:
@LML
@
=
rX
i=1
ni(w + nib)
 1(~i   ) = 0; (3.40)
@LML
@w
=
n
2
 1w ~w
 1
w  
1
2
(n  r)logjwj
+
1
2
rX
i=1
ni(w + nib)
 1(~i   )(~i   )T (w + nib) 1
 1
2
rX
i=1
(w + nib)
 1 = 0; (3.41)
@LML
@b
=
1
2
rX
i=1
n2i (w + nib)
 1(~i   )(~i   )T (w + nib) 1
 1
2
rX
i=1
ni(w + nib)
 1 = 0: (3.42)
While directly solving (3.40)-(3.42) is non-trivial, we can show that the em-
pirical solution, given by (3.32)-(3.34), is a good approximation to the optimal .
More formally we have:
Proposition 3.1 The empirical estimates of , w and b, given by (3.32), (3.33)
and (3.34) respectively, asymptotically converge to the ML estimates as ni !
1; 8i.
Proof As ni ! 1, (w + nib) 1 ! 0 and ni(w + nib) 1 !  1b . Substi-
tuting them into (3.40) leads to  =
Pr
i=1 ~i ! ~. Similarly, based on (3.41)
and (3.42) we can arrive at w = ~w and 

b =
1
r
Pr
i=1(~i   ~)(~i   ~)T ! ~b,
respectively.
In fact, the asymptotical convergence can be understood intuitively. Suppose
there are an infinite number of samples for each person (ni ! 1; 8i). Based
on the law of large numbers (LLN) in probability theory, it is then safe to claim
that the empirical mean of the i-th person, ~i = 1ni
Pr
i=1 xij , gives the true class
mean, or the identity component mi, i.e., ~i ! mi as ni ! 1. In this way the
hidden variables mi’s are exactly inferred without resorting to the EM algorithm.
Therefore we can separately estimate the distribution of the identity component,
parameterized by  and b, and that of the noise term, parameterized by w. And
the solution is the same as the empirical estimation in (3.32)-(3.34).
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Balanced-classes case
In addition to the empirical estimation, we further provide a more “accurate” ap-
proximation to the true ML estimation. This approximate solution becomes exact
not only asymptotically, but also in cases where the classes are well-balanced,
i.e., consisting of a equal number of samples. In the latter case, we obtain the
following closed-form solution to the stationary point equations in (3.40)-(3.41):
 = ~;
w =
n
n  r
~w;
b = ~b  
r
n  r
~w:
Note that the above estimates are closely related to the empirical ones. First, both
lead to the same estimate for the total covariance, namely, t = 

w + 

b =
~b + ~w = ~t. Second, as the number of samples n grows, the above estimates
also converge to the empirical ones.
In practice, we observe minimal difference between the above estimates, and
the empirical ones in (3.32)-(3.34), and those by EM algorithm. This is because,
for one thing, people tend to use balanced training sets to avoid being biased
toward the classes with dominant number of samples, and for the second, the
number of samples is usually much larger than the number of people in the dataset
(n  r). (It is a lot easier to collect more images for each person rather than
collecting images from more people.)
Closed forms for MAP-CVM
The discussion above focuses on finding closed-form solutions to CVM under the
maximum likelihood criterion. However, as we discuss in Section 3.1.2, MAP es-
timation, as a way of incorporating prior information in the training process, usu-
ally provides more reliable parameter estimates than ML, especially when training
data is limited. So it would be of great interest to derive closed-form solutions for
MAP-CVM as well.
In MAP estimation we seek the optimal parameter set  = f;b;wg that
maximizes the posterior probability in (3.20) instead of the likelihood in (3.17).
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Mathematically, the objective for MAP estimation is:
LMAP = log p(Xj)p(j)
= LML + log p(wj	w; w) + log p(;bj0; ;	b; b)
= LML   w
2
log jwj   1
2
tr( 1w 	w) 
b
2
log jbj
 
2
tr
h
 1b (  0)(  0)T
i
  1
2
tr( 1b 	b); (3.43)
where p(j) is the prior distribution of  specified in (3.22) and (3.23), and ,
b and w are given by (3.31). Thus its stationary point equations are given by:
@LMAP
@
=
@LML
@
+ 
 1
b (0   ) = 0;
@LMAP
@w
=
@LML
@w
  w
2
 1w +
1
2
 1w 	w
 1
w = 0;
@LMAP
@b
=
@LML
@b
  b
2
 1b
+
1
2
 1b

(  0)(  0)T +	b

 1b = 0:
Similarly, we could not directly find an analytic solution to the above equations.
Instead, we seek an approximation by letting mi  ~i, which is true when ni is
large. Then the following analytic solution can be obtained for MAP-CVM:
^ = ~;
^w = w ~w + (1  w)	w;
^b = b ~b + (1  b)	b;
where w and b are given by (3.30). Note that we simply use the empirical
estimate for  and disregard its prior. This is because we find in practice that the
global mean can always be reliably estimated, given n =
P
i ni while ni is large.
The above MAP estimation is naturally a smoothed version between the empirical
solution, obtained under ML criterion, and the prior. As the size of the training
set grows, w and b both go to 1, and thus the above degenerates to the empirical
estimation. On the other hand, when only limited data is available, the estimation
procedure tends to put more “trust” in the prior information.
Again, the prior parameters f	b;	wg and fb; wg need to specified in the
learning phase. The former set of parameters provides prior knowledge about
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Table 3.1: Statistics of the selected subset from Multi-PIE.
# images/person # people # images
< 100 7 451
[100; 200) 87 12575
[200; 300) 53 13626
[300; 400) 64 21859
 400 126 56676
total 337 105,187
the CVM parameters to be estimated, and the latter set controls the smooth-
ing/interpolation coefficients. In practice, we find that simply setting 	b = 	w =
I works pretty well. The controlling parameters fb; wg, on the other hand, can
be determined via cross-validation.
3.2 Experiments
In this section, we evaluate the proposed approach on the CMUMulti-PIE dataset
[20] and the Labeled Face in the Wild (LFW) dataset [21].
3.2.1 Multi-PIE
The CMU Multi-PIE database [20] is one of the largest face databases involving
both huge extrapersonal and intrapersonal variations. It consists of 337 subjects,
with more than 750,000 images captured under 15 viewpoints and 19 illumination
conditions while displaying a range of facial expressions. The images are taken in
up to four sessions over the span of five months.
We select a subset of 105,187 images for evaluation. These images are from
5 near-frontal views, from -30 to 30 with a 15 interval (numbered as 13 0,
14 0, 05 1, 05 0, and 04 1), and 13 ordinary (no side light) lighting conditions
(numbered as 04, 05, 06, 07, 08, 09, 10, 14, 15, 16, 17, 18, and 19). Figure 3.1
shows the same subject under the selected poses and illumination conditions (all
with neutral expression). We choose only neutral and smile expressions from all
four sessions. Since not all subjects appear in all four sessions, and also due to the
failure of the face detector, the number of face images per person ranges from 63
to 455. Some detailed statistics are listed in Table 3.1.
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Figure 3.1: Example images of Multi-PIE dataset, showing the same subject
under the 5 selected poses and 13 selected illumination conditions (all with
neutral expression).
In the experiments, we partition the dataset into two disjoint parts in terms of
identities. First, to ensure enough intrapersonal variations, we keep only 243 peo-
ple with more than 200 images each (92161 images in total). We then randomly
select a fixed set of 30 people as the testing set. In the remaining data, we fur-
ther sample r = f25; 50; 100; 150; 200g people, each with r images, to form the
training set.
The evaluation protocol is as follows. The parameters of CVM are learned on
the training set. Since minimal difference is observed between the EM algorithm
and the closed-form solution (for both ML-CVM and MAP-CVM), we use the
closed-form estimation in all experiments due to its efficiency. In testing, we
draw positive (same-person) and negative (different-person) image pairs from the
test set, and compute for each pair the log-likelihood ratio in (3.8). We report the
accuracy (recall rate) at 1% false alarm rate on the ROC curve. All results are
averaged over 10 random runs.
We employ the Hierarchical Gaussianization (HG) [1] as image features. The
HG representation has generated many state-of-the-art results in a number of vi-
sual recognition tasks, including object categorization [1], person identification
[1], age/gender estimation [22, 23], video event recognition [24], etc. The de-
tailed feature extraction procedure is as follows. First each face image is resize
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Figure 3.2: Comparison of MAP-CVM with previous methods on Multi-PIE
dataset: DAP [1], and BFR [2].
to a resolution of 160  160 pixels. Then we extract SIFT [25] descriptors on a
dense grid of overlapping patches, with patch size being 16, 24, and 32 and grid
spacing being 4 pixels; the 128-dim SIFT descriptors are subsequently projected
to 50 dimensions with PCA. Based on the local SIFT descriptors, we obtain the
512-mixture HG features, whose dimensionality is further reduced from 26624 to
200 by PCA.
Figure 3.2 compares the proposed MAP-CVMwith Bayesian Face Recognition
(BFR) [2], and Discriminant Attribute Projection (DAP) in the original HG paper
[1]. It can be observed that our proposed method consistently outperforms previ-
ous works while the number of people in the training set varies from 25 to 200
(the number of images varies from 625 to 40000). Note the baseline accuracy by
Euclidean distance is only 27.87%.
We are also interested in how much the MAP training improves over traditional
ML. So we compare MAP-CVM with ML-CVM by setting w = b = 0 in
(3.30). We also separately set w = 0 or b = 0 in order to see which of w and
b is more reliably estimated. As shown in Figure 3.3, MAP-CVM consistently
achieves better results than ML-CVM, especially when there are only very limited
training data (e.g. r = 25). And as the size of training set grows, the performance
by ML gradually approaches that by MAP. We also observe that setting w = 0
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Figure 3.3: Comparison of learning parameters in MAP-CVM.
in MAP-CVM results in less degradation of performance than setting b = 0.
This phenomenon to some extent verifies our conjecture that the between-class
covariance matrix is more vulnerable to the sparsity of the training data. Note that
in the experiment, we set the other prior parameters as 0 = 0;	b = 	w = I , and
we set  = 0 since we find the estimation of  is usually quite robust.
3.2.2 LFW
The “Labeled Faces in theWild” (LFW) [21] is a database of face images designed
for studying the problem of unconstrained face recognition. The face images are
downloaded from Yahoo! News in 2002–2003, and demonstrate a large variety of
pose, expression, lighting, etc. The dataset contains more than 13,000 face images
from 5,749 people, among which 1,680 people have two or more distinct photos.
We extract the same HG feature as in previous section. The features are reduced
to 500 dimensions by PCA.
We test our algorithm under the standard “image restricted” setting that is par-
ticularly designed for verification. In this setting, the dataset is divided into 10
fully independent folds, and it is ensured that the same person does not appear
across different folds. Each fold contains between 527 and 609 people, and the
number of corresponding faces varies from 1016 to 1783. Moreover, the identities
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(a) Example of positive image pairs.
(b) Example of negative image pairs.
Figure 3.4: Example of positive (same-person) and negative (different-person)
pairs in the LFW dataset.
of the people are hidden from use. Instead, 300 positive and 300 negative image
pairs are provided within each fold. Figure 3.4 shows some examples of positive
and negative image pairs. Each time we learn both the PCA projection and the
parameters of our decision function on 9 training folds, and evaluate on the re-
maining fold. Pairwise classification accuracy averaged over 10 runs is reported,
as suggested by [21].
As shown in Table 3.2, our approach significantly outperforms state-of-the-art
works on the LFW dataset. It should be noted that our verification accuracy of
91.4% is the best reported result2 on LFW under the category of “no outside data
is used beyond alignment/feature extraction.”
2http://vis-www.cs.umass.edu/lfw/results.html
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Table 3.2: Comparison with state-of-the-art algorithms on LFW dataset. The best
performance is highlighted in bold.
Methods Accuracy (%)
MERL+Nowak [26] 76.2
LDML [7] 79.3
LBP + CSML [8] 85.6
CSML + SVM [8] 88.0
Combined b/g samples [27] 86.8
DML-eig combined [28] 85.7
MAP-CVM 91.4
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CHAPTER 4
DISCRIMINATIVE LEARNING OF
DECISION FUNCTIONS
This chapter studies discriminative methods for the verification problem. In par-
ticular, we propose to learn a decision function in (1.2) directly without having
to assume certain probabilistic distributions of the images.
We are motivated from two aspects.
 Traditional discriminative approaches, in particular metric learning (ML),
provide a nice framework of learning from pairwise constraints. However,
as we will show in Section 4.1, the constant thresholding rule by ML (2.3)
is usually suboptimal. We can therefore modify it by adjusting the decision
rule locally, i.e., consider f(x; y) = d(x; y)   (x   y)TM(x   y) where
d(x; y) is a function of x; y rather than a constant. As a starting point, we
assume d(x; y) takes a simple quadratic form, which leads to our general
second-order decision function.
 In addition to ML (2.3), the decision functions (or more precisely log-
likelihood ratio) by both Bayesian Face Recognition (BFR) (2.2) and the
Covariance Verification Model (CVM) (3.8) fall into a second-order form.
One may naturally wonder whether it is possible to directly learn a second-
order decision function without having to assume certain probabilistic mod-
els as in BFR and CVM.
4.1 Bridging Distance Metric and Local Decision
Rules
Metric learning (related to feature selection, dimension reduction, or subspace
projection, etc.) plays a fundamental role in machine learning. It is particularly
important for computer vision applications, where the feature representation of
images or videos is usually of complex high-dimensional form [1, 29]. In these
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cases, the Euclidean norm associated with the original feature space usually does
not provide much useful information for the subsequent learning tasks. In most
applications we consider here, the sample data are sparse in the high-dimensional
feature space. So we focus on metric learning with respect to a global metric, i.e.,
the matrixM in (2.3), although learning a local metric has attracted an increasing
interest in machine learning research.
However, metric learning itself is insufficient for the verification problem, as
discussed in Chapter 2. The problem is that after metric learning, we still need to
make a decision. A simple constant threshold in (2.3) is sub-optimal, as shown in
Proposition 4.1, even if the associated metric is correct. A decision rule that can
adapt to the local structures of data [30] is the key to achieve good verification
performance. To this end, we consider a joint model that bridges a global distance
metric and a local decision rule, and we further show the optimality of our method
over ML in the verification setting.
Consider f(x; y) = d(x; y)  (x  y)TM(x  y) where d(x; y) acts as a local
decision rule for a learned metric M . Since the metric itself is quadratic, as a
starting point, we also assume d(x; y) takes a simple quadratic form. We will
see later in Section 4.2 that this formulation leads to a kernelized large-margin
learning problem, and thus can be easily generalized to decision functions of high-
orders by the kernel trick [31].
For now, let us focus on the second-order decision rule, i.e., d(x; y) = 1
2
zTQz+
wT z + b, where zT =

xT yT
 2 R2d, Q = " Qxx Qxy
Qyx Qyy
#
2 R2d2d, wT =
wTx w
T
y
 2 R2d, and b 2 R. Due to the symmetry property with respect to x and
y, we can rewrite d(x; y) as follows:
d(x; y) =
1
2
xT ~Ax+
1
2
yT ~Ay + xT ~By + cT (x+ y) + b
=
1
4
(x  y)T ( ~A  ~B)(x  y) + 1
4
(x+ y)T ( ~A+ ~B)(x+ y)
+cT (x+ y) + b; (4.1)
where ~A = Qxx = Qyy and ~B = Qxy = Qyx are both d  d real symmetric
matrices (not necessarily positive semidefinite), c = wx = wy is a d-dimensional
vector, and b is the bias term.
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Now we obtain the second-order decision function for verification:
f(x; y) = d(x; y)  (x  y)TM(x  y)
=
1
2
xTAx+
1
2
yTAy + xTBy + cT (x+ y) + b; (4.2)
by letting A B = ~A  ~B   4M and A+B = ~A+ ~B. Again, A and B are real
symmetric and need not to be PSD.
The above decision function has the following desirable properties:
 Learning globally, acting locally. We bridge a global metric M and a
local decision rule using a joint model (4.2). Interestingly, the number of
parameters is at the same order (O(d2)) as that of ML.
 Fully informed decision making. The local decision rule in (4.1) depends
not only on x   y, the difference vector usually considered by ML, but
also on x + y, which contains orthogonal information of (x; y) that would
otherwise be neglected by x  y alone.
 Kernelizable to higher order. As we will see in Section 4.2, the decision
function in (4.2) leads to a kernelized large-margin learning problem, and
thus can be easily generalized to decision functions of higher-orders by the
kernel trick [31].
We now formally show the optimality of our decision function over ML by
considering a simple case where two categories of samples in Rd are linearly
separable. We show that in the verification setting, the performance of any given
metric is inferior to that of our model, in this simple case.
Proposition 4.1 Given two linearly separable classes, the verification error rate
by our second-order decision function (4.2) is always lower than that by a learned
metric with a fixed threshold (2.3). More specifically, in this particular setting, our
model can always achieve zero verification error while ML does not.
Proof Suppose the two classes in Rd satisfy: wTx + b > 0 for class 1, and
wTx + b < 0 for class 2. In verification, we aim to identify if two samples x and
y are from the same class or different ones.
We first show that our decision function in (4.2) always achieves zero veri-
fication error. x and y are from the same class if and only if (wTx + b) and
(wTy + b) are of the same sign. In other words, we can perfectly identify pairs
from the same class vs. those from different classes, by checking the sign of
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(wTx+ b)(wTy + b) = xT (wwT )y + bwT (x+ y) + b2. This decision function is
clearly a special case of (4.2).
We then show that the ML approach in (2.3) does not always achieve zero
verification error. Any Mahalanobis distance between x and y can be regarded
as the Euclidean distance on the space transformed by L, namely, d(x; y) = (x 
y)TM(x   y) = (x   y)LTL(x   y) = kx0   y0k22, where M = LTL, x0 = Lx
and y0 = Ly. In this new space, the two classes are still linearly separable, since
wTx + b = w0Tx0 + b and w0 = wL 1 (assuming M is full rank). Therefore, in
order for ML method in (2.3), or simply jx  yj < d, to achieve zero verification
error, the following condition needs to be satisfied:
max
m(x)=m(y)
kx0   y0k2 < min
m(x) 6=m(y)
kx0   y0k2: (4.3)
Unfortunately, the above condition does not always hold. Consider a coun-
terexample in 1-D: class 1 is uniformly distributed in [ 2;  0:5] and class 2 in
[0:5; 2]. The two classes are indeed separable, but condition (4.3) is not satisfied
since maxm(x)=m(y) kx0   y0k2 = 1:5 and minm(x)6=m(y) kx0   y0k2 = 1. In fact,
from Figure 4.1(b) we see that ML method (jx yj < d) inevitably results in finite
verification error, while our model is able to perfectly separate the two types of
pairs on the (x; y) space, shown in Figure 4.1(a).
A more realistic example that also violates (4.3) is this: Face images of the
same person but from different poses are usually more dissimilar than those from
different people but of the same pose. Figure 4.2 shows such an example with
selected image pairs of the LFW dataset [21].
4.2 A Large-Margin Solution with an Efficient
Algorithm
4.2.1 A large margin formulation
Recall that the objective of a verification problem is to learn a symmetric decision
function: f(x; y) : Rd Rd ! R that takes a pair of samples x; y 2 Rd as inputs,
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(b) Distribution of  = x  y in case of metric learning, with finite veri-
fication error.
Figure 4.1: Distributions of same-class pairs (red) vs. different-class pairs (blue).
with decision rule:
f(x; y)
8<: > 0; ifm(x) = m(y);< 0; otherwise. (4.4)
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(a) Intra-person distances (different poses).
(b) Inter-person distances (same pose).
Figure 4.2: Comparison of intra-person and inter-person distances under a
learned metric.
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Our goal is to find the optimal second-order decision function f(x; y) in (4.2)
that is parametrized by fA;B; c; bg. This naturally leads to a choice of an SVM-
like [3] objective function, as the resulting large-margin model generalizes well to
unseen examples.
Specifically, assume we are given a dataset of examples, and pairwise labels are
assigned. A sample pair pi = (xi; yi) is labeled as either “positive” (li = +1), if
xi and yi are from the same class, or “negative” (li =  1), otherwise. We further
denote by P the set of all labeled sample pairs. An SVM-like objective function
can be formulated as:
min
1
2
 kAk2F + kBk2F + kck22+ X
i2P
i (4.5)
s.t. lif(xi; yi)  1  i 8i 2 P
i  0 8i 2 P :
Here kAkF =
p
tr(ATA) is the Frobenius matrix norm, and tr(A) denotes the
trace of matrix A.
Noticing the inner product defined on the matrix space, hA;Bi = tr(ATB), we
reformulate the decision function (4.2) into:
f(x; y) =
1
2
tr
 
A (xxT + yyT )

+
1
2
tr
 
B (xyT + yxT )

+ cT (x+ y) + b
=
1
2


A; xxT + yyT

+
1
2


B; xyT + yxT

+ hc; x+ yi+ b
= h;  (x; y)i+ b; (4.6)
where  2 R2d2+2 is a vectorized representation of the hyper-parameters (exclud-
ing b), and  (x; y) defines a mapping Rd  Rd ! R2d2+d:
 =
264 vec(A)vec(B)
c
375 ;  (x; y) =
264
1
2
vec(xxT + yyT )
1
2
vec(xyT + yxT )
x+ y
375 ; (4.7)
where vec() denotes the vectorization of a matrix. Note that  (x; y) can be
viewed as a symmetrization of the original feature space (x; y); that is, any func-
tion of  (x; y) is now a symmetric function of x and y.
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Similarly, the objective function can be rewritten as:
min
1
2
h; i+ 
X
i2P
i (4.8)
s.t. li(h;  ii+ b)  1  i 8i 2 P
i  0 8i 2 P ;
where  i is an abbreviation of  (xi; yi). This looks identical to the standard SVM
problem [3]. Thus existing SVM solvers could be employed to solve this problem,
such as stochastic gradient decent [32] that works on the primal problem directly,
or sequential minimal optimization (SMO) [33] that solves the dual problem in-
stead.
4.2.2 An efficient dual solver
Though it appears straightforward, solving (4.8) directly is infeasible due to the
high dimensionality of 2d2 + d. For instance, a moderate image feature of 1000
dimensions will lead to more than 1 million parameters to estimate. What’s more,
direct application of existing SVM solvers may require forming  (xi; yi)’s explic-
itly, which is highly inefficient and prohibitive in memory usage. In this section,
we will show that the original problem can actually be converted into a kernelized
SVM problem that could be solved much more efficiently.
We start with the Lagrange dual of (4.8):
max
1
2
X
i
i   1
2
X
i;j
ijlilj h i;  ji (4.9)
s.t.
P
i ili = 0
0  i  ;
where i is the Lagrange multiplier corresponding to the i-th constraint. If we
could have solved the above problem with optimal i ’s, the solution for the primal
is then given by:
 =
X
i
i li i (4.10)
b =  li   h;  ii ; 8i : 0 < i < : (4.11)
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And the optimal decision function is therefore:
f(x; y) = h;  (x; y)i+ b =
X
i
i li h i;  i+ b: (4.12)
We notice that either solving the dual problem (4.9) or applying the optimal
function (4.12) involves only the so-called kernel function K( i;  j) = h i;  ji.
By substituting (4.7) and the equality vec(A)Tvec(B) = hA;Bi = tr(ATB), we
arrive at:
K( i;  j) =
1
4
tr
 
(xix
T
i + yiy
T
i )(xjx
T
j + yjy
T
j )

+
1
4
tr
 
(xiy
T
i + yix
T
i )(xjy
T
j + yjx
T
j )

+ (xi + yi)
T (xj + yj)
=
1
4
(xTi xj + y
T
i yj)
2 +
1
4
(xTi yj + y
T
i xj)
2 + (xi + yi)
T (xj + yj):
(4.13)
Note that the kernel function here is defined on a new space of  (x; y) that is
symmetric with respect to x and y. More specifically, in contrast to the traditional
kernel function that is between two individual samples, K( i;  j) is defined be-
tween two pairs of samples.
We now see that, to evaluate each kernel function K( i;  j), one only needs
to calculate 4 inner products on Rd: xTi xj , xTi yj , yTi xj , and yTi yj , rather than
working on the (2d2 + d)-dimensional space instead. In this way we reduce the
complexity of each kernel evaluation from O(d2) to O(d), which is usually the
most costly operation in solving large-scale dual SVM problems [34]. In addition,
the memory cost is alleviated accordingly, as explicitly constructing  (x; y)’s by
(4.7) is no longer necessary. Based on (4.13), existing dual SVM solvers such as
SMO algorithm [33, 34] can be applied to solve (4.9) efficiently.
Moreover, the fact that only inner products are involved in K( i;  j) implies
the extension to implicit kernel embedding of original features, namely,
K( i;  j) =
1
4
(G(xi; xj) +G(yi; yj))
2 +
1
4
(G(xi; yj) +G(yi; xj))
2
+G(xi; xj) +G(xi; yj) +G(yi; xj) +G(yi; yj); (4.14)
where G(; ) is a kernel function of the original feature space. Based on this ker-
nel embedding, we can thus extend our decision function (4.2) to higher orders
by the kernel trick [31]. However, in practice, cubic polynomials or higher or-
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der functions often work less robustly, so in experiments, we will mainly use the
second-order decision functions.
4.3 Experiments
We conduct experiments on three different datasets: Viewpoint Invariant Pedes-
trian Recognition (VIPeR) [11], Context Aware Vision using Image-based Active
Recognition for Re-Identification (CAVIAR4REID) [35], and Labeled Faces in
the Wild (LFW) [21]. The first two datasets focus on person verification from
human body images, and the latter on face verification. In each experiment, we
present results by comparing with classic metric learning (ML) algorithms as well
as other state-of-the-art approaches. We demonstrate that our proposed approach
significantly outperforms existing works and achieves state-of-the-art results on
all datasets.
4.3.1 VIPeR
The VIPeR dataset consists of images from 632 pedestrians with resolution 48
128. For each person, a pair of images are taken from different cameras with
widely view angle variations. Viewpoint change of 90 degree or more as well as
huge lighting variations make this dataset one of the most challenging datasets
available for human body verification. Example images are shown in Figure 4.3.
As in Section 3.2, we extract HG features except that here we use local color
descriptors instead of SIFT. To accelerate the learning process, we further reduce
the dimensionality of the final feature representation to 600 using PCA (learned
on the training set). We also follow exactly the same setup as in [36, 11, 35]:
each time half of the 632 people are selected randomly to form the training set,
and the remaining people are left for testing (so that no people will appear in both
the training and testing). The cumulative matching characteristic (CMC) curve,
an estimate of the expectation of finding the correct match in the top n matches,
is calculated on the testing set to measure the verification performance (see [36]
for details on computing the CMC curve). The final results are averaged over ten
random runs.
Figure 4.4(a) compares our proposed method with classicML algorithms, LMNN
[37] and ITML [38], using the same feature. It is apparent that, in the verification
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Figure 4.3: Example images of VIPer dataset. Each column shows two images of
the same pedestrian captured under two different cameras.
problem, the optimal second-order decision function (4.2) does significantly im-
prove over traditional ML approaches with a fixed threshold (2.3). Note that here
LMNN performs the worst. One possible reason is that each class contains only
two examples with huge intra-class variations. We are also interested in compar-
ing with other state-of-the-art methods on this dataset, though different features
and/or learning algorithms have been used. Figure 4.4(b) shows the comparison
with PS [35], SDALF [39], ELF [11], and PRSVM [40]. Clearly our method
outperforms all previous works and achieves state-of-the-art performance.
4.3.2 CAVIAR4REID
CAVIAR4REID [35], extracted from the CAVIAR dataset, is another famous
dataset widely used for person verification tasks. This dataset not only covers
a wide range of poses and real surveillance footage, but also includes multiple im-
ages per pedestrian with different view angles and resolutions. There are in total
72 pedestrians, and each person has images recorded from two different cameras
in an indoor shopping mall in Lisbon. All the human body images have been
cropped with respect to the ground truth, and the resolution varies from 17  39
to 72  144. Here we extract the same image feature as in Section 4.3.1, and we
also use the same training/testing protocol.
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Again, we compare with popular ML algorithms as well as other state-of-the-
art approaches, as shown in Figure 4.5(a) and Figure 4.5(b), respectively. As in
Section 4.3.1, we observe a substantial improvement over traditional ML algo-
rithms, and our method also outperforms state-of-the-art works including PS [35]
and SDALF [39]. It should be noted that the curves by both PS and SDALF shown
in 4.5(b) have been extrapolated for the sake of fair comparison. The reason is that
we have to separate a subset of 36 people for learning the parameters of our deci-
sion function (4.2) or distance metric. With only half of the people left in testing,
we rescale the horizontal axis of PS and SDALF by 50% for a fair comparison.
4.3.3 LFW
Again we conduct experiments on the LFW dataset, under exactly the same setting
as in Section 3.2.2. Table 4.1 shows that our approach significantly outperforms
state-of-the-art works on the LFW dataset. It should be noted that our verification
accuracy of 89.6% is the best reported result1 on LFW under the category of “no
outside data is used beyond alignment/feature extraction.”
Table 4.1: Comparison with state-of-the-art algorithms on LFW dataset. The best
performance is highlighted in bold.
Methods Accuracy (%)
MERL+Nowak [26] 76.2
LDML [7] 79.3
LBP + CSML [8] 85.6
CSML + SVM [8] 88.0
Combined b/g samples [27] 86.8
DML-eig combined [28] 85.7
Our method 89.6
1http://vis-www.cs.umass.edu/lfw/results.html
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(b) Comparison with other state-of-art algorithms.
Figure 4.4: Experimental results on VIPeR dataset.
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Figure 4.5: Experimental results on CAVIAR4REID dataset.
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CHAPTER 5
MULTI-SETTING PERSON VERIFICATION
Chapter 3 and Chapter 4 study models for person verification in general. The goal
of these models is mainly to resolve the limited-sample issue in person identifica-
tion systems. In this chapter, we investigate the other challenge in person verifi-
cation – environment mismatch, which often hugely degrades the performance of
conventional approaches in practical applications.
In this chapter we propose a Multi-setting Covariance Verification Model
(MCVM) for this purpose. It generalizes the Covariance Verification Model
(CVM) in Chapter 3 by modeling the environmental variations of images. Ex-
perimental results show significant improvement over a universal CVM when en-
vironment mismatch exists.
5.1 Environment Mismatch in Person Verification
Human images often exhibit huge variations under different imaging settings or
environments, including viewpoint, lighting conditions, occlusion, image qual-
ity, etc. Examples of these variations are shown in Figure 1.1 and Figure 3.1.
These variations pose a tremendous challenge to person verification in real-world
application scenarios. One direct consequence is the so-called “environment mis-
match” issue: the probe/query image is acquired under a different setting from
images in the gallery set. In other words, we need to deal with the cross-setting
person verification problem, i.e., to identity if two images that are captured under
different environments are from the same person.
Typical examples of environment mismatch include tracing a suspect in the
surveillance systems, with only few ID photos available to the police. This in-
evitably involves comparing an ID photo with images captured under surveillance
scenarios. While the former is usually captured with a high-quality camera, under
frontal pose and sufficient lighting, and without facial expression or occlusions,
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the latter could look totally different, with uncontrolled outdoor lighting, large
viewpoint deviation from the frontal pose, occasional facial movement, and even
substantial motion blurs.
The underlying cause for the failure of traditional approaches in mismatches
cases is the multi-modality of image distributions. Given the complexity of vari-
ous imaging environments, it is more natural to assume that image distribution ex-
hibits multi-mode property. In contrast, most existing person identification or ver-
ification methods, not only simple ones like eigen-face [41] and Fisher-face [42],
but also our models proposed in previous chapters, consider only simple mod-
els with uni-mode distributions (e.g. the single Gaussian assumption in CVM).
Therefore, we might need to consider multi-mode models for multi-setting person
verification.
Before going into details of our approach, we briefly review existing approaches
to deal with the environmental mismatch. One simple approach one can always
envision is to the “universal” approach, that is, to disregard the environmental
differences, and learn a universal model for all settings. As we have discussed
above, this would perform poorly with the existence of multiple complex envi-
ronments. A number of research works focus on how to convert images captured
under different settings to a unified one. For instance, [43, 44] resort to appear-
ance or shape models for aligning face images under different viewpoints to the
frontal view. However, these methods work primarily for pose mismatch, and no
general solution exists for other types of environment mismatch. More recently,
learning-based approaches that are supposed to work with general environment
mismatch have become popular. Among them a large family of methods tries to
synchronize different settings by learning, for each setting, a separate embedding
onto a common subspace. These approaches, such as Multiview Fisher Discrim-
inant Analysis (MFDA) [45], Common Discriminant Feature Extraction (CDFE)
[46], Multi-set CCA (MCCA) [47], Generalized Discriminant Analysis (GDA)
[48], and Multi-view Discriminant Analysis (MvDA) [49], are mostly motivated
by Canonical Correlation Analysis (CCA) [50], and consider extra discriminative
information (similar as LDA) in learning the subspace embedding. However, none
of them are designed for the verification problem rather than person identification.
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5.2 Multi-setting Covariance Verification Model
(MCVM)
In this section, we propose aMulti-setting Covariance VerificationModel (MCVM)
for person verification across settings. We start with separate CVMs for different
settings. Suppose there are K different settings, and each one of them is associ-
ated with a simple CVM:
x
(k)
ij = m
(k)
i + e
(k)
ij ; (5.1)
where x(k)ij denotes the j-th image of i-th person under setting k, whose distribu-
tion is given by
m(k)  N ((k);(k)b ); (5.2)
x(k)jm(k)  N ((k) +m(k);(k)w ): (5.3)
However, the above formulation provides no solution for verifying image pairs
from two settings due to the lack of knowledge about the relationship between the
two settings. Therefore, further assumptions need to be imposed. Knowing that
under two settings (e.g. setting k and l), the latent identity components of the same
person (e.g. m(k) and ml ) might exhibit certain correlation, we use a joint Gaus-
sian to model them, with cross-covariance denoted by (kl)b = Cov(m
(k);m(l)).
More generally, we replace the K independent Gaussians in (5.2) by266664
m(1)
m(2)
...
m(K)
377775  N
0BBBB@
266664
(1)
(2)
...
(K)
377775 ;
266664

(11)
b 
(12)
b    (1K)b

(21)
b 
(22)
b    (2K)b
...
... . . .
...

(K1)
b 
(K2)
b    (KK)b
377775
1CCCCA (5.4)
where (kk)b = 
(k)
b ; 8k. We term this model Multi-setting Covariance Verifi-
cation Model, orMCVM in short.
Note that the parameters of MCVM fall into two groups:
 Intra-setting parameters: I = f(k); (k)w ; (k)b ; for 1  k  Kg;
 Inter-setting parameters: E = f(kl)b ; for 1  k; l  K and k 6= lg.
Essentially, I models the image distribution under each setting with a separate
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CVM, and E associates different settings by modeling the correlations of the
identity components.
Before going into the details of the learning and evaluation of MCVM, we
summarize its merits as follows:
 Unified model for multi-setting person verification. Many of the previ-
ous multi-setting approaches only consider a special type of environment
mismatch (e.g. pose), or provide solutions for two settings only (e.g. CCA
[50] and CDFE [46]). Moreover, most existing approaches are designed for
person identification rather than verification.
 Simple (closed-form) estimation algorithm. Similar to CVM, we derive
a closed-form solution for learning the parameters of MCVM, with only
simple linear algebra operations. This solution, though not exact, yields
comparable results to the more complicated EM algorithm. In contrast,
existing approaches often involve numerical optimization of complicated
objective functions, or solving a large eigen decomposition problem.
 MAP estimation for insufficient training data. We estimate the parame-
ters of MCVM under maximum a posteriori (MAP) criterion. This is par-
ticularly useful for estimating the between-class covariances matrices (both
intra-setting and inter-setting) in (5.4), due to the insufficient number of
people in training.
 Easy data collection. Our model correlates different settings through the
identity components which appear at the person level. Thus we only need
to guarantee that each person be captured under different settings (intraper-
sonal variations could be arbitrary). In contrast, some existing works model
image-level correlations, and thus require the same intrapersonal variations
for all people under all settings, which makes the data collection much more
difficult and expensive.
5.2.1 Scoring of MCVM
Given a learned model, the scoring of MCVM is slightly more complicated than
that of CVM (3.8). Given two test images, x(k)1 and x
(l)
2 from setting k and l
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respectively, the log-likelihood ratio by MCVM can be computed as:
LLR(x
(k)
1 ; x
(l)
2 ) =
1
2
x
0(k)
1
T
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(kl)
k x
0(k)
1 +
1
2
x
0(l)
2
T
A
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l x
0(l)
2 + x
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1
T
B(kl)x
0(l)
2 + c
(kl)
(5.5)
where x0(k)1 = x
(k)
1   (k), x0(l)2 = x(l)2   (l), and
A
(kl)
k =  (k)t
 1

(kl)
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(l)
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( 1)
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A
(kl)
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(kl)
b M
(lk) 1;
c(kl) = log
(l)t   log M (kl)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M (lk) = 
(l)
t   (lk)b (k)t
 1

(kl)
b :
We omit the proof here, which follows from similar derivation in Section 3.1.1.
5.2.2 Closed-form solution for MCVM
The exact inference of MCVM parameters under either ML or MAP criterion can
be carried out by the EM algorithm. Alternatively, we could obtain approximate
closed-form solution, which proves to be much more efficient and perform simi-
larly as the EM algorithm. Therefore, we only present the latter method here.
Under mild assumptions (a moderate number of examples per person), the hid-
den identity components can be regarded as if they were exactly inferred from the
empirical means, i.e.,
m
(k)
i  ~(k)i =
1
n
(k)
i
n
(k)
iX
j=1
x
(k)
ij ; 8k and i;
where n(k)i is the number of images of the i-th person under setting k. Then we
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arrive at the following empirical estimation under ML criterion:
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where n(k) =
Pr
i=1 n
(k)
i is the total number of images under setting k, and r is the
number of people in the training set.
Similarly the approximate solution for MAP estimation is as follows:
^(k) = ~(k); 8k;
^(k)w = 
(k)
w
~(k)w + (1  (k)w )	(k)w ; 8k;
^
(k)
b = 
(k)
b
~
(k)
b + (1  (k)b )	(k)b ; 8k;
^
(kl)
b = 
(kl)
b
~
(kl)
b + (1  (kl)b )	(kl)b ; 8k 6= l:
Here f(k)w g, f(k)b g, and f(kl)b g, given in a similar form as (3.30), serve as the
smoothing/interpolation coefficients for MAP estimation, while f	(k)w g, f	(k)b g,
f	(k)b g specify the prior parameters for f~(k)w g, f~(k)b g, and f~(kl)b g respectively
(see Section 3.1.2 for more discussion on the prior distributions). In practice, we
find that simply setting (k)w = 	
(k)
w = 	
(kl)
w = I; 8k; l works pretty well, and
we determine f(k)w g, f(k)b g, and f(kl)b g via cross-validation. Note that we again
disregard the priors for the f(k)g, and use the empirical estimates instead.
5.3 Experiments
In this section, we conduct experiments on two datasets. One is the same Multi-
PIE subset used in Chapter 3, and the other is the CIGIT-AIS dataset. We compare
the proposal MCVM with both universal CVM and other state-of-the-art algo-
rithms for multi-setting person identification (e.g. Multi-view Discriminant Anal-
54
ysis (MvDA) [49]).
5.3.1 Multi-PIE
In this experiment, we use the same subset of CMU Multi-PIE database as Sec-
tion 3.2.1, with 5 different views, from -30 to 30, and 13 lighting conditions.
Here we treat the viewpoints as the “settings,” and the differences in lighting con-
ditions and facial expressions as intrapersonal noises. For each train/test partition,
we fix the training set as consisting of r = 200 people (instead of varying r), each
with 200 images. This gives us around 40 training images per person under each
different view. Again we use 30 people for testing.
Since we are mainly interested in studying the effect of viewpoint mismatches,
we purposely set up a “one-gallery-image” identification task (which we have
shown in Chapter 2 to be equivalent to verification). In particular, we use the
same train/test partition as Section 3.2.1. For testing, we randomly choose one
frontal view image from each test person to form a gallery set, and leave the rest
as probe images. We then do person identification with the decision rule in (2.1).
The average identification/verification rate1 is reported for each view separately.
Here we compare with three methods shown in Table 5.1. “CVM (frontal)”
stands for training a single CVM on the frontal view data only, while “CVM (uni-
versal)” learns a universal CVM on images from all poses. “MvDA” or Multi-
view Discriminant Analysis (MvDA) [49], on the other hand, is a multi-setting
person identification (not verification) algorithm proposed recently. It has shown
to outperform most previous methods in its category, including Multiview Fisher
Discriminant Analysis (MFDA) [45], Common Discriminant Feature Extraction
(CDFE) [46], Multi-set CCA (MCCA) [47], and Generalized Discriminant Anal-
ysis (GDA) [48].
Table 5.1 reports the average verification rate for each probe view. Clearly
our MCVM achieves the best results among all methods. In addition, its perfor-
mance degrades much slower as the amount of mismatch increases. For example,
the accuracy of “CVM (frontal)” is as high as MCVM with frontal probe im-
age (no mismatch), but drops quickly as probe images deviate from frontal pose
(large mismatch). In contrast, our MCVM still archives around 82% verification
accuracy for 30 probe images. Universal CVM simply disregards the setting
1Since (2.1) is essentially based on the verification, we use “verification rate” and “identifica-
tion rate” interchangeably.
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differences and thus performs poorly even with frontal probe image. Our method
is also much better than MvDA,2 though as a multi-view method, MvDA also
demonstrates insignificant performance degradation with mismatch. We believe
that the moderate performance of MvDA is mainly due to its limitation in person
identification problems
Table 5.1: Multi-view verification rate on Multi-PIE dataset. The best
performance is highlighted in bold.
Method -30 -15 0 15 30
CVM (frontal) 34.6% 63.3% 88.3% 56.7% 30.7%
CVM (universal) 77.9% 84.4% 82.3% 83.4% 75.3%
MvDA [49] 77.5% 81.8% 83.7% 84.1% 74.1%
MCVM 82.4% 86.5% 88.3% 88.3% 83.3%
5.3.2 CIGIT-AIS
CIGIT-AIS is a much more challenging dataset for multi-setting person verifica-
tion. It is collected by Chongqing Institute for Green and Intelligent Technology
(CIGIT), Chinese Academy of Sciences. This dataset captures images under three
very different scenarios: camera array (A), ID photo (I) and surveillance videos
(S), as shown in the middle, left and right columns of Figure 5.1 respectively. We
note that not only do the three main settings greatly differ from each other, but
also there exist significant variations within the same setting (e.g. pose, lighting
condition, occlusion for camera array, and motion blur for surveillance videos).
In summary, the CIGIT-AIS dataset consists of 120 subjects. And each of them
has around 200 images acquired with camera array, 80 ID photos, and 100 image
from surveillance videos.
Here we adopt a similar setup as Section 5.3.1. We select 100 people for train-
ing, and 20 remaining ones for gallery and probe. We fix the gallery image to be
from ID photos. Verification rate is reported for the three probe settings, as shown
in Table 5.2. Again, our MCVM significantly outperforms other methods. We also
note that the performance gap between ID photo and surveillance videos is much
larger than that between ID photo and camera array. This in some sense implies
the great difficulty in applying person verification in surveillance scenarios.
2Note that we have tuned the hyper-parameter of MvDA (number of dimensions) for its best
performance.
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Figure 5.1: Example images from CIGIT-AIS dataset. Each row shows the
example images from the same subject. The left three columns show the ID
photo, the middle three columns show the images captured with camera array,
and the right two columns show images from surveillance videos.
Table 5.2: Multi-setting verification rate on CIGIT-AIS dataset. The best
performance is highlighted in bold.
Method ID photo Camera array Surveil. videos
CVM (ID) 88.9% 55.0% 32.3%
CVM (universal) 69.0% 67.8% 50.1%
MvDA [49] 80.6% 66.8% 52.1%
MCVM 88.9% 72.1% 60.1%
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CHAPTER 6
LEARNING TOWARD EFFICIENT
PERSON SEARCH
In the previous chapters, we develop both generative and discriminative models
for the person verification problem. In this chapter, we look into a potential appli-
cation – person search.
Imagine a typical application scenario: we have a picture (e.g. an ID photo) of
a target subject, and would like to search within a surveillance system the appear-
ances of this particular person. At first glance, this task looks quite straightfor-
ward as it merely involves ranking all candidate images (detected faces or human
bodies) in the video recordings with respect to their “identity similarities” to the
query image. While we have found meaningful similarity measures such as the
log-likelihood ratio in (3.8), and the decision function in (4.2), what remains is
computing the similarity function between all candidate images and the query im-
age. This procedure, however, becomes impractical when it comes to the entire
surveillance video recordings in a large city such as New York or London, where
millions of face or human body images are captured per day. The person search
problem becomes even more challenging due to the high dimensionality of image
representations (e.g. HG [1]), and the quadratic complexity of evaluating either
(3.8) or (4.2).
We abstract the person search problem to fast similarity search, a better-understood
problem in the computer vision and machine learning communities. The objec-
tive is to efficiently obtain the most “similar” items to an input query in a huge
database, according to a given similarity measure. This chapter studies this prob-
lem in general.
6.1 Background
The design of efficient algorithms for large scale similarity search (such as near-
est neighbor search) has been a central problem in computer science. This prob-
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lem becomes increasingly challenging in modern applications because the scale
of modern databases has grown substantially and many of them are composed
of high dimensional data. This means that classical algorithms such as kd-trees
are no longer suitable [51] and new algorithms have to be designed to handle
high dimensionality. However, existing approaches for large scale search in high
dimension relied mainly on algorithmic constructions that are either data indepen-
dent or weakly dependent. Motivated by the success of machine learning in the
design of ranking functions for information retrieval (the learning to rank problem
[52, 53]) and the design of compact embedding into binary codes (the learning to
hash problem [54]), it is natural to ask whether we can use machine learning (in
particular, supervised learning) to optimize data structures that can improve search
efficiency. We call this problem learning to search, and this paper demonstrates
that supervised learning can lead to improved search efficiency over algorithms
that are not optimized using supervised information.
To leverage machine learning techniques, we need to consider a scalable search
structure with parameters optimizable using labeled data. The data structure con-
sidered in this chapter is motivated by the success of the vocabulary tree method
in image retrieval [55, 56, 57], which has been adopted in modern image search
engines to find near duplicate images. Although the original proposal was based
on “bag of local patch” image representation, this chapter considers a general set-
ting where each database item is represented as a high dimensional vector. Recent
advances in computer vision show that it is desirable to represent images as nu-
merical vectors of as high as thousands or even millions of dimensions [58, 1]. We
can easily adapt the vocabulary tree to this setting: we partition the high dimen-
sional space into disjoint regions using hierarchical k-means, and regard them as
the “vocabulary.” This representation can then be integrated into an inverted index
based text search engine for efficient large scale retrieval. In this paper, we refer
to this approach as k-means trees because the underlying algorithm is the same as
in [59, 60]. Note that k-means trees can be used for high dimensional data, while
the classical kd-trees [61, 62, 63] are limited to dimensions of no more than a few
hundred.
In this chapter, we also adopt the tree structural representation, and propose a
learning algorithm to construct the trees using supervised data. It is worth not-
ing that the k-means trees approach suffers from several drawbacks that can be
addressed in our approach. First the k-means trees only use unsupervised clus-
tering algorithm, which is not optimized for search purposes; as we will show
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in the experiments, by employing supervised information, our learning to search
approach can achieve significantly better performance. Second, the underlying
k-means clustering limits the k-means tree approach to Euclidean similarity mea-
sures (though possible to extended to Bregman distances), while our approach can
be easily applied to more general metrics (including semantic ones) that prove ef-
fective in many scenarios [64, 65, 66]. Nevertheless our experiments still focus
on Euclidean distance search, which is to show the advantage over the k-means
trees.
The learning to search framework proposed in this chapter is based on a for-
mulation of search as a supervised learning problem that jointly optimizes two
key factors of search: retrieval quality and computational cost. Specifically, we
learn a set of selection functions in the form of a tree ensemble, as motivated by
the aforementioned kd-trees and k-means trees approaches. However, unlike the
traditional methods that are based only on unsupervised information, our trees
are learned under the supervision of pairwise similarity information, and are opti-
mized for the defined search criteria, i.e., to maximize the retrieval quality while
keeping the computational cost low. In order to form the forest, boosting is em-
ployed to learn the trees sequentially. We call this particular method Boosted
Search Forest (BSF).
6.1.1 Related work
It is worth comparing the influential Locality Sensitive Hashing (LSH) [67, 68]
approach with our learning to search approach. The idea of LSH is to employ
random projections to approximate the Euclidean distance of original features.
An inverted index structure can be constructed based on the hashing results [67],
which facilitates efficient search. However, the LSH algorithm is completely data
independent (using random projections), and thus the data structure is constructed
without any learning. While interesting theoretical results can be obtained for
LSH, as we shall see with the experiments, in practice its performance is inferior to
the data-dependent search structures optimized via the learning to search approach
of this chapter.
Another closely related problem is learning to hash, which includes Boost-
SSC [69], Spectral Hashing [70], Restricted Boltzmann Machines [71], Semi-
Supervised Hashing [72], Hashing with Graphs [73], etc. However, the motiva-
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tion of the hashing problem is fundamentally different from that of the search
problem considered in this work. Specifically, the goal of learning to hash is to
embed data into compact binary codes so that the Hamming distance between
two codes reflects their original similarity. In order to perform efficient Hamming
distance search using the embedded representation, an additional efficient algo-
rithmic structure is still needed. (How to come up with such an efficient algorithm
is an issue usually ignored by learning to hash algorithms.) The compact hash
codes were traditionally believed to achieve low search latency by employing ei-
ther linear scan, hash table lookup, or more sophisticated search mechanism. As
we shall see in our experiments, however, linear scan on the Hamming space is not
a feasible solution for large scale search problems. Moreover, if other search data
structure is implemented on top of the hash code, the optimality of the embedding
is likely to be lost, which usually yields suboptimal solution inferior to directly
optimizing a search criteria.
6.1.2 Problem setup
Given a database X = fx1; : : : ; xng and a query q, the search problem is to re-
turn top ranked items from the database that are most similar to the query. Let
s(q; x)  0 be a ranking function that measures the similarity between q and x. In
large-scale search applications, the database size n can be billions or larger. Ex-
plicitly evaluating the ranking function s(q; x) against all samples is very expen-
sive. On the other hand, in order to achieve accurate search results, a complicated
ranking function s(q; x) is indispensible.
Modern search engines handle this problem by first employing a non-negative
selection function T (q; x) that selects a small set of candidatesXq = fx : T (q; x) >
0; x 2 Xg with most of the top ranked items (T (q; x) = 0 means “not selected”).
This is called candidate selection stage, which is followed by a reranking stage
where a more costly ranking function s(q; x) is evaluated on Xq.
Two properties of the selection function T (q; x) are: (1) It must be evaluated
much more efficiently than the ranking function s(q; x). In particular, for a given
query, the complexity of evaluating T (q; x) over the entire dataset should be sub-
linear or even constant, which is usually made possible by dedicated data struc-
tures such as inverted index tables. (2) The selection function is an approximation
to s(q; x). In other words, with high probability, the more similar q and x are, the
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more likely x is contained in Xq (which means T (q; x) should take a larger value).
This chapter focuses on the candidate selection stage, i.e., learning the selec-
tion function T (q; x). In order to achieve both effectiveness and efficiency, three
aspects need to be taken into account:
 Xq can be efficiently obtained (this is ensured by properties of selection
function).
 The size of Xq should be small since it indicates the computational cost for
reranking.
 The retrieval quality of Xq measured by the total similarity
P
x2Xq s(q; x)
should be large.
Therefore, our objective is to retrieve a set of items that maximizes the ranking
quality while lowering the computational cost (keeping the candidate set as small
as possible). In addition, to achieve search efficiency, the selection stage employs
the inverted index structure as in standard text search engines to handle web-scale
dataset.
6.2 Learning to Search
This section presents the proposed learning to search framework. We present
the general formulation first, followed by a specific algorithm based on boosted
search trees.
6.2.1 Problem formulation
As stated in Section 6.1.2, the set of candidates returned for a query q is given by
Xq = fx 2 X : T (q; x) > 0g. Intuitively, the quality of this candidate set can
be measured by the overall similarities while the reranking cost is linear in jXqj.
Mathematically, we define:
Retrieval Quality: Q(T ) =
X
q
X
x2X
s(q; x)1(T (q; x) > 0) (6.1)
Computational Cost: C(T ) =
X
q
X
x2X
1(T (q; x) > 0) (6.2)
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where 1() is the indicator function.
The learning to search framework considers the search problem as a machine
learning problem that finds the optimal selection function T as follows:
max
T
Q(T ) subject to C(T )  C0; (6.3)
where C0 is the upper-bound of computational cost. Alternatively, we can rewrite
the optimization problem in (6.3) by applying Lagrange multiplier:
max
T
Q(T )  C(T ); (6.4)
where  is a tuning parameter that balances the retrieval quality and computational
cost.
To simplify the learning process, we assume that the queries are randomly
drawn from the database. Let xi and xj be two arbitrary samples in the dataset,
and let sij = s(xi; xj) 2 f1; 0g indicate if they are “similar” or “dissimilar”.
Problem in (6.4) becomes:
max
T
J(T ) = max
T
X
i;j
sij1(T (xi; xj) > 0)  
X
i;j
1(T (xi; xj) > 0)
= max
T
X
i;j
zij1(T (xi; xj) > 0) (6.5)
where
zij =
8<:1   for similar pairs  for dissimilar pairs : (6.6)
6.2.2 Learning ensemble selection function via boosting
Note that (6.5) is nonconvex in T and thus is difficult to optimize. Inspired by
AdaBoost [74], we employ the standard trick of using a convex relaxation, and in
particular, we consider the exponential loss as a convex surrogate:
min
T
L(T ) =
X
i;j
e zijT (xi;xj) = E[e zT (xi;xj)]: (6.7)
Here we replace the summation over 8(xi; xj) 2 X  X by the expectation over
two i.i.d. random variables xi and xj . We also drop the subscripts of zij and regard
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z as a random variable conditioned on xi and xj .
We define the ensemble selection function as a weighted sum of a set of base
selection functions:
T (xi; xj) =
MX
m=1
cm  tm(xi; xj): (6.8)
Suppose we have learnedM base functions, and we are about to learn the (M+1)-
th selection function, denoted as t(xi; xj) with weight given by c. The updated loss
function is hence given by
min
t
L(t; c) = E[e z[T (xi;xj)+ct(xi;xj)]] = Ew[e czt(xi;xj)]; (6.9)
where Ew[] denotes the weighted expectation with weights given by
wij = w(xi; xj) = e
 zijT (xi;xj) =
8<:e (1 )T (xi;xj) for similar pairseT (xi;xj) for dissimilar pairs (6.10)
This reweighting scheme leads to the boosting algorithm in Algorithm 1.
In many application scenarios, each base selection function t(xi; xj) takes only
binary values 1 or 0. Thus, we may want to minimize L(t; c) by choosing the
optimal value of t(xi; xj) for any given pair (xi; xj).
Case 1: t(xi; xj) = 0
L(t; c) = Ew[e 0] = 1: (6.11)
Case 2: t(xi; xj) = 1
L(t; c) = Ew[e zc] = e (1 )cPw[sij = 1jxi; xj]+ecPw[sij = 0jxi; xj]: (6.12)
Comparing the two cases leads to:
t(xi; xj) =
8<:1 if Pw[sij = 1jxi; xj] > 1 e
 c
1 e c
0 otherwise
(6.13)
To find the optimal c, we first decompose L in the following way:
L(t; c) = Ew[e czt(xi;xj)]
= Pw[t(xi; xj) = 0jxi; xj] + e c(1 )  Pw[t(xi; xj) = 1; sij = 1jxi; xj]
+ec  Pw[t(xi; xj) = 1; sij = 0jxi; xj]: (6.14)
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Taking the derivative of L with respect to c, we arrive at the optimal solution for
c:
c = log
(1  )Pw[t(xi; xj) = 1; sij = 1jxi; xj]
Pw[t(xi; xj) = 1; sij = 0jxi; xj] : (6.15)
Algorithm 1 Boosted Selection Function Learning
Input: A set of data points X ; pairwise similarities sij 2 f0; 1g and weights
wij = 1
1: form 2 1; 2;    ;M do
2: Learn a base selection function tm(x; y) based on weights wij
3: Update ensemble: T (xi; xj) T (xi; xj) + cm  tm(xi; xj)
4: Update weights: wij  wij  e zijcmtm(xi;xj)
5: end for
6.2.3 Tree implementation of the base selection function
Simultaneously solving (6.13) and (6.15) leads to the optimal solutions at each
iteration of boosting. In practice, however, the optimality can hardly be achieved.
This is particularly because the binary-valued base selection function t(xi; xj)
has to be selected from limited function families to ensure the wearability (finite
model complexity) and more importantly, the efficiency. As mentioned in Sec-
tion 6.1.2, evaluating t(q; x) for 8x 2 X needs to be accomplished in sublinear
or constant time when a query q comes. This suggests using an inverted table
data structure as an efficient implantation of the selection function. Specifically,
t(xi; xj) = 1 if xi and xj get hashed into the same bucket of the inverted table,
and 0 otherwise. This work considers trees (we name it “search trees”) as an ap-
proximation to the optimal selection functions, and quick inverted table lookup
follows naturally.
A natural consideration for the tree construction is that the tree must be bal-
anced. However, we do not need to explicitly enforce this constraint: the bal-
ancedness is automatically favored by the term C in (6.4) as balanced trees give
the minimum computational cost. In this sense, unlike other methods that explic-
itly enforce balancing constraint, we relax it while jointly optimizing the retrieval
quality and computational cost.
Consider a search tree with L leaf nodes f`1;    ; `Lg. The selection function
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given by this tree is defined as
t(xi; xj) =
LX
k=1
t(xi; xj; `k); (6.16)
where t(xi; xj; `k) 2 f0; 1g indicating whether both xi and xj reach the same leaf
node `k. Similar to (6.5), the objective function for a search tree can be written as:
max
t
J = max
t
X
i;j
wijzij
LX
k=1
t(xi; xj; `k) = max
t
LX
k=1
Jk; (6.17)
where Jk =
P
ij wijzijt(xi; xj; `k) is a partial objective function for the k-th leaf
node, and wij is given by (6.10).
The appealing additive property of the objective function J makes it trackable
to analyze each split when the search tree grows. In particular, we split the k-
th leaf node into two child nodes k(1) and k(2) if and only if it increases the
overall objective function Jk(1) + Jk(2) > Jk. Moreover, we optimize each split
by choosing the one that maximizes Jk(1) + Jk(2).
To find the optimal split for a leaf node `k, we confine to the hyperplane split
cases, i.e., a sample x is assigned to the left child `k(1) if p>x + b = ~p>~x > 0
and right child otherwise, where ~p = [p> b]> and ~x = [x> 1]> are the augmented
projection and data vectors. The splitting criterion is given by:
max Jk(1) + Jk(2) = max
k~pk=1
X
ij
wijzij1(~p
>~xi  ~p>~xj > 0)
 max
k~pk=1
X
ij
wijzij[~p
>~xi~x>j ~p]
= max
k~pk=1
~p> ~XM ~X>~p; (6.18)
where Mij = wijzij , and ~X is the stack of all augmented samples at node `k.
Note that as 1(a > 0) = 1
2
sign(a) + 1
2
is non-differentiable, we approximate it
using 1
2
a + 1
2
. The optimal ~p of the above objective function is the eigenvector
corresponding to the largest eigenvalue of ~XM ~X>.
The search tree construction algorithm is listed in Algorithm 2. In the imple-
mentation, if computation resource is critical, we may use stump functions to split
the nodes with a large amount of samples, while applying the optimal projection
p to the small nodes. The selection of the stump functions is similar to that in
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traditional decision trees: on the given leaf node, a set of stump functions are
attempted and the one that maximizes (6.17) is selected if the objective function
increases.
Algorithm 2 Search Tree Construction
Input: A set of data points X ; pairwise similarities sij 2 f0; 1g and weights wij
given by (6.10)
Output: Tree t
1: Assign X as root; enqueue root
2: repeat
3: Find a leaf node ` in the queue; dequeue `
4: Find the optimal split for ` by solving (6.18)
5: if criteria in (6.17) increases then
6: Split ` into `1 and `2; enqueue `1 and `2
7: end if
8: until Queue is empty
6.2.4 Boosted search forest
In summary, we present a Boosted Search Forest (BSF) algorithm for the learn-
ing to search problem. In the learning stage, this algorithm follows the boosting
framework described in Algorithm 1 to learn an ensemble of selection functions;
each base selection function, in the form of a search tree, is learned with Algo-
rithm 2. We then build inverted indices by passing all data points through the
learned search trees. In analogy to text search, each leaf node corresponds to an
“index word” in the vocabulary and the data points reaching this leaf node are the
“documents” associated with this “index word”. In the candidate selection stage,
instead of exhaustively evaluating T (q; x) for 8x 2 X , we only need to traverse
the search trees and retrieve all items that collide with the query example for at
least one tree. The selected candidate set, given by Xq = fx 2 X : T (q; x) > 0g,
is statistically optimized to have a small size (small computation cost) while con-
taining a large number of relevant samples (good retrieval quality).
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6.3 Experiments
We evaluate the Boosted Search Forest (BSF) algorithm on several image search
tasks. Although a more general similarity measure can be used, for simplicity
we set s(xi; xj) 2 f0; 1g according to whether xj is within the top K nearest
neighbors (K-NN) of xi on the designated metric space. We use K = 100 in the
implementation.
We compare the performance of BSF to two most popular algorithms on high
dimensional image search: k-means trees and LSH. We also compare to a repre-
sentative method in the learning to hash community: spectral hashing, although
this algorithm was designed for Hamming embedding instead of search. Here
linear scan is adopted on top of spectral hashing for search, because its more ef-
ficient alternatives are either directly compared (such as LSH) or can easily fail
as noticed in [72]. Our experiment shows that exhaustive linear scan is not scal-
able, especially with long hash codes needed for better retrieval accuracy (see
Table 6.1).
The above algorithms are most representative. We do not compare with other
algorithms for several reasons. Fist, LSH was reported to be superior to kd-trees
[75] and spectral hashing was reported to out-perform RBM and BoostSCC [70].
Second, kd-trees and its extensions still work on low dimensions, and is known
to behave poorly on high dimension data like in image search. Third, since this
work focuses on learning to search, not learning to hash (Hamming embedding)
or learning distance metrics that consider different goals, it is not essential to
compare with more recent work on those topics such as [64, 65, 72, 66].
6.3.1 Concept-1000 dataset
This dataset consists of more than 150K images of 1000 concepts selected from
the Large Scale Concept Ontology for Multimedia (LSCOM) [76]. The LSCOM
categories were specifically selected for multimedia annotation and retrieval, and
have been used in the TRECVID video retrieval series. These concept names were
input as queries in Google and Bing, and the top returned images were collected.
We choose the image representation proposed in [1], which is a high dimen-
sional (84K) feature with reported state-of-the-art performance in many visual
recognition tasks. PCA is applied to reduce the dimension to 1000. We then
randomly select around 6000 images as queries, and use the remaining (150K)
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images as the search database.
In image search, we are interested in the overall quality of the set of candidate
images returned by a search algorithm. This notion coincides with our formulation
of the search problem in (6.4) that is aimed at maximizing retrieval quality while
maintaining a relative low computational cost (for reranking stage). The num-
ber of returned images clearly reflects the computational cost, and the retrieval
quality is measured by the recall of retrieved images, i.e., the number of retrieved
images that are among the 100-NN of the query. Note that we use recall instead
of accuracy because recall gives the upper-bound performance of the reranking
stage.
Figure 6.1(a) shows the performance comparison with two search algorithms:
k-means trees and LSH. Since our boosted search forest consists of tree ensem-
bles, for a fair comparison, we also construct equivalent number of k-means trees
(with random initializations) and multiple sets of LSH codes. Our proposed ap-
proach significantly outperforms k-means trees and LSH. The better performance
is due to our learning to search formulation that simultaneously maximizes recall
while minimizing the size of returned candidate set. In contrast, k-means trees
uses only unsupervised clustering algorithm and LSH employs purely random
projections. Moreover, the performance of the k-means algorithm deteriorates
with the increasing dimensions.
It is still interesting to compare to spectral hashing, although it is not a search
algorithm. Since our approach requires more trees when the number of returns
increases, we implement spectral hashing with varying bits: 32-bit, 96-bit, and
200-bit. As illustrated in Figure 6.1(b), our approach significantly outperforms
spectral hashing under all configurations. Although the search forest does not
have an explicit concept of bits, we can measure it from the information theoretical
point of view, by counting every binary-branching in the trees as one bit. In the
experiment, our approach retrieves about 70% of 100-NN out of 500 returned
images, after traversing 17 trees, each of 12 layers. This is equivalent to 1712 =
204 bits. With the same number of bits, spectral hashing only achieves a recall
rate around 60%.
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6.3.2 One million tiny images
In order to examine the scalability of BSF, we conducted experiments on a much
larger database. We randomly sample one million images from the 80 Millions
Tiny Images dataset [77] as the search database, and 5000 additional images as
queries. We use the 384-dimensional GIST feature provided by the authors of
[77]. Comparison with search algorithms (Figure 6.2(a)) and hashing methods
(Figure 6.2(b)) are made in a similar way as in the previous section. Again, the
BSF algorithm substantially outperforms the other methods: using 60 trees (less
than 800 bits), our approach retrieves 55.0% of the 100-NN with 5000 returns
(0.5% of the entire database), while k-means trees achieves only 47.1% recall
rate and LSH and spectral hashing are even worse. Note that using more bits in
spectral hashing can even hurt performance on this dataset.
6.3.3 Search speed
All three aforementioned search algorithms (boosted search trees, k-means trees,
and LSH) can naturally utilize inverted index structures to facilitate very efficient
search. In particular, both our boosted search trees and k-means trees use the leaf
nodes as the keys to index a list of data points in the database, while LSH uses
multiple independently generated bits to form the indexing key. In this sense, all
three algorithms have the same order of efficiency (constant time complexity).
On the other hand, in order to perform search with compact Hamming codes
generated by a learning to hash method (e.g. spectral hashing), one has to either
use a linear scan approach or a hash table lookup technique that finds the samples
within a radius-1 Hamming ball (or more complex methods like LSH). Although
much more efficient, the hash table lookup approach is likely to fail as the di-
mension of hash code grows to a few dozens, as observed in [72]. The retrieval
speed using exhaustive linear scan is, however, far from satisfactory. Table 6.1
clearly illustrates this phenomenon on a database of 0.5 billion synthesized items.
Even small codes with 32 bits take around 1.55 seconds (without sorting). When
the hash codes grow to 512 bits (which is not unusual for high-dimensional im-
age/video data), the query time is almost 20 seconds. This is not acceptable for
most real applications. On the contrary, our boosted search forest with 32 16-layer
trees (512 bits) responds in less than 0.073s. Our timing is carried out on a Intel
Xeon Quad X5560 CPU, with a highly optimized implementation of Hamming
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distance which is at least 8–10 times faster than a naive implementation.
Table 6.1: Comparison of retrieval time in a database with 0.5 billion synthesized
samples.
#bits 32 64 128 256 512
Linear scan 1.55s 2.74s 5.13s 10.11s 19.79s
Boosted search forest 0.006s 0.009s 0.017s 0.034s 0.073s
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(a) Comparison of Boosted Search Forest (BSF) with k-means trees and LSH.
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(b) Comparison of Boosted Search Forest (BSF) with Spectral Hashing (SH) of varying bits.
Figure 6.1: Experimental results on Concept-1000 dataset.
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Figure 6.2: Experimental results on one million tiny images.
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CHAPTER 7
CONCLUSION AND FUTURE WORK
In this dissertation we mainly study the person verification problem from the ma-
chine learning perspective. We are motivated by the two major challenges in prac-
tical person verification applications: limited sample issue and environment mis-
match. To overcome these obstacles as well as the limitations of existing work,
we propose several models, including both generative and discriminative ones.
We also look into one potential application, person search in surveillance systems,
and propose a machine learning framework for fast similarity search problem in
a general sense. In this final chapter we briefly summarize our contributions and
point out some directions for future research.
7.1 Contributions
The detailed contributions of this dissertation are listed as follows.
 We examine the two major challenges in person verification, limited sample
issue and environment mismatch, in Chapter 2 and Chapter 5 respectively.
The analysis of the these issues lays the foundation for the relationship be-
tween the conventional person identification problem, and the more funda-
mental and challenging problem – person verification. This also motivates
the general methodologies for person verification, based on which we pro-
pose both generative and discriminative models.
 We propose the Covariance Verification Model (CVM) for person verifica-
tion under a Bayesian framework. Under simple additive Gaussian assump-
tions we arrive at a verification model that bypasses the limited sample is-
sue. Maximum a posteriori (MAP) estimation is employed for learning the
model parameters. It incorporates prior knowledge and leads to more reli-
able parameter estimation, especially for small-scale datasets with a limited
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number of people. In addition to standard EM algorithm, we also derive an
approximate closed-form solution for CVM learning, which is much more
efficient and proves to perform comparably. Experiments show that our ap-
proach consistently outperforms previous methods on both Multi-PIE and
LFW datasets.
 We propose to learn a decision function for verification in a discriminative
manner. This alleviates the need for any probabilistic distribution assump-
tions. The second-order formulation generalizes from both Bayesian Face
Recognition (BFR) [2] and traditional metric learning (ML) approaches by
offering a locally adaptive decision rule. We further formulate the infer-
ence on our decision function as a second-order large-margin regularization
problem, and provide an efficient algorithm in its dual from. Compared with
existing approaches including ML, our approach demonstrates state-of-the-
art performance on several person verification benchmark datasets such as
VIPeR, CAVIAR4REID, and LFW.
 We propose the Multi-setting Covariance Verification Model (MCVM) for
person verification across settings. MCVM extends CVM by modeling the
underlying correlations among different settings such that environment mis-
match can be handled. It provides a unified model that accommodates all
kinds of environmental variations, while many existing works only consider
a special type (e.g. pose), or solve only the two-setting problems. Similar to
CVM, we also provide efficient closed-form inferring algorithm for learn-
ing MCVM under the MAP criterion. Experimental results show significant
improvement over universal CVM that treats all settings as the same.
 We introduce a learning-to-search framework for scalable similarity search
in high dimensions. This lays the foundation for an efficient person search
module in surveillance system. Unlike previous methods, our algorithm
learns a boosted search forest by jointly optimizing search quality versus
computational efficiency, under the supervision of pair-wise similarity la-
bels. With a natural integration of the inverted index search structure, our
method can handle web-scale datasets efficiently. Experiments show that
our approach leads to better retrieval accuracy than the state-of-the-art search
methods such as locality sensitive hashing and k-means trees.
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7.2 Future Research
Models discussed in previous chapters seem to have resolved most issues in prac-
tical person verification applications. However, they are not without limitations.
First, all the above methods consider only simple models, for instance, Gaussian
assumptions in both CVM and MCVM, and second-order forms in the decision
functions in Chapter 4. This inevitably limits the capability of the person veri-
fication models in dealing with complex situations, especially when huge intra-
personal variations or environment mismatch exist. Second, while we focus on
the machine learning aspects, an equally important problem, feature learning, has
been largely neglected. Note that the features we use in our experiments are gen-
eral image features such as Hierarchical Gaussianization [1], and not designed for
face or human body images.
The recently popular deep learning (DL) techniques [78, 79] seem to be the
remedy to both issues above. For one thing, they learn task-specific features di-
rectly from raw images. Thus they bridge feature learning and pattern classifica-
tion (classification/verification) with a unified model. For the other, DL methods
are usually implemented as deep neural networks (DNNs), which have the capac-
ity of capturing arbitrarily complex models (given sufficiently many layers and
large amount of training data).
Another direction that is of great interest to person verification problems is to
take into account the domain knowledge. Specifically, we could make use of the
well-studied 3D (pose) models or illumination models to eliminate or reduce the
variations on these factors. Then machine learning would only need to focus on
other variations, which makes the entire problem much easier.
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