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Abstract
This paper develops a novel approach for high dynamic-
range compression. It relies on the widely accepted assump-
tion that the human visual system is not very sensitive to ab-
solute luminance reaching the retina, but rather responds to
relative luminance ratios. Dynamic-range compression is
then formulated as a regularized optimization in which the
image dynamic range is reduced while the local contrast of
the original scene is preserved. Our method is shown to be
capable of drastic dynamic-range compression, while pre-
serving fine details and avoiding common artifacts such as
halos, gradient reversals, or loss of local contrast.
1. Introduction
The dynamic range of a natural image is defined as the
ratio of the lightest to darkest point in the image. Due to the
limitation inherent in most digital image sensors, and to a
lesser degree in film emulsions, it is not generally possible
to capture the full spectral content and dynamic range of a
scene in a single exposure. To cover the full dynamic range
in such a scene, one can take a series of photographs of
the same subject matter with different exposures and com-
bine them to produce a high-dynamic range (HDR) image.
Displaying HDR images is another problem. Various com-
mon display devices, such as CRTs, LCDs, and print me-
dia are limited to a small dynamic range of roughly one
to two log units, whereas the dynamic range commonly
found in real-world scenes fall well outside this range. The
challenge posed is how to display HDR images on low-
dynamic range display devices while preserving as much
of their visual content. The conversion from real-world to
display luminance is known as tone-mapping. Several ap-
proaches exist to transform HDR images into low-dynamic
range images where the general appearance of the origi-
nal is matched. These approaches can be classified into
two categories: tone-reproduction curves (TRCs) and tone-
reproduction operators (TROs). The former are transforma-
tions that adjust the intensity of each pixel using a function
that is independent of the local spatial context, and the latter
are context sensitive approaches which attempt to preserve
local contrast by using the spatial structure of the image.
Methods for tone-mapping started to appear in the early
1990s, and have since evolved rapidly with a vast num-
ber of tone-mapping operators introduced in the literature
[18, 17, 19, 1, 11, 15, 16, 3, 9, 2, 6]. A nice overview of
published work in the area of tone-mapping that focuses on
tracking the evolution of tone-mapping is given in [5].
In this work we propose a novel approach for high
dynamic-range compression. We formulate the compres-
sion problem as a least-squares (LS) optimization and pro-
pose an iterative technique for efficiently solving it. Our
technique produces very compelling natural looking results
and it can address some of the most challenging photo-
graphic scenarios. Our results are shown to outperform
other results obtained with competing approaches. Our pro-
posed iterative procedure also makes our approach compet-
itive in terms of running time.
The rest of the paper is organized as follows: Section 2
formulates the problem of dynamic-range compression as a
regularized LS optimization; halos artifacts and approaches
to mitigating them are discussed in Section 3; an iterative
approach for solving the optimization is proposed in Section
4; and details on the implementation together with results of
our proposed method are shown in Section 5.
2. Problem Formulation
Motivated by principles of the human visual system and
in particular its sensitivity to relative rather than absolute
luminance values, we aim at producing a reduced dynamic-
range image whose local contrast is matched to that of the
original scene. Our measure of local contrast is next de-
fined.
2.1. DRC as a regularized least-squares optimiza-
tion
Given an HDR image whose luminance is denoted as Y
and where B = logY represents a crude approximation of
its perceived brightness, we aim for reducing its dynamic
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range. Our measure of contrast Cij between pixel i and
pixel j is defined as the logarithm of their luminance ratios,
or equivalently as the difference between their brightness
levels, i.e.,
Cij = log (Yi/Yj) = Bi −Bj . (1)
Perfectly matching the contrast of the displayed image to
that of the original image is not possible if dynamic-range
compression is desired. Since certain ratios are more vi-
sually significant than others, in the trade-off between con-
trast preservation and dynamic-range compression, higher
importance should be given to matching ratios that are more
visually significant. We thus propose formulating the prob-
lem of dynamic-range compression as the following regu-
larized optimization:
min
bˆ≤0
{
||Hbˆ− c|||2W + λ||bˆ− r||2
}
. (2)
The objective function in (2) consists of two terms: the first
is responsible for contrast preservation, whereas the second
is a regularization term whose role is to shape the histogram
of the image and reduce its dynamic-range. The amount of
regularization is controlled by the tuning parameter λwhich
determines the right balance of these two terms.
The matrix H in (2) is a sparse matrix of size M × Np
where M is the number of selected pairs involved in the
contrast matching term, andNp is the total number of pixels
in the image. Each row of H that corresponds to a pair
(i, j) has all its entities zeros except the ith and jth, which
take the values 1 and −1, respectively. The vectors bˆ and
r are column vectors representing the brightness levels of
the desired image and of the reference image, both formed
by columns concatenation of their matrix representations Bˆ
and R, respectively. The vector c is a column vector whose
values represent the relative intensity ratios of all selected
pairs in the HDR image.
In designing the low dynamic-range image and to reflect
our desire to preserve local contrast, more importance is
given to preserving relative luminance ratios of neighbor-
ing pixels than to ratios of pixels that are farther apart. This
goal can be achieved with a weighting function that is in-
versely proportional to the distance between pixels in the
image. To further reduce the computational complexity, we
match contrast ratios of adjacent pairs only. The contrast
ratios of all adjacent pairs get equal importance so that the
weighting matrix W reduces to an identity matrix.
The regularization term guarantees that the resulting im-
age will be close in the LS sense to a reference image
r, whose dynamic range is reduced relative to that of the
original HDR image. When the regularization parameter
λ → ∞, solving the optimization in (2) yields bˆ = r. As
we decrease λ, the contrast of the displayed image is im-
proved and more details are added, as illustrated in Fig. 1.
The optimization yields the brightness Bˆ, from which
the desired luminance Yˆ = exp(Bˆ) of the reduced
dynamic-range image can be obtained. The optimization
is constrained since Y lies in the displayable range [0, 1]
and thus Bˆ = log Yˆ is restricted to be non-positive. It is
worth noting that apart from the fact that applying the loga-
rithm function on the luminance produces an approximation
of the perceived brightness, it also simplifies our model so
that the unknown parameters {Bˆi} are linearly related to
the observations. The next section discusses the design of
the reference image.
2.2. Histogram adjustment through regularization
In addition to preserving the local contrast of the origi-
nal HDR image, we would like to shape its histogram. Di-
rect optimization of this form where there are constraints
on the output distribution is computationally complex. This
goal can be indirectly achieved by a regularization term that
penalizes large deviations of the output image from a pre-
specified image, whose histogram is designed as desired.
For this purpose, we propose the following monotonic log-
arithmic TRO:
gi(Yi) =
log
(
Yi + βY i
γ
)
− log
(
βY i
γ
)
log
(
1 + βY i
γ
)
− log
(
βY i
γ
) , β, γ > 0. (3)
In this mapping, the parameters β and γ are image-
dependent constants and Y i is a local geometric mean of
luminance values around pixel i. The local-average mea-
sure Y i is low for dark regions and high for bright regions
of the image. This local behaviour of Y i has the effect of
expanding more dark regions and compressing less bright
regions and it will thus preserve more details of the origi-
nal scene. Applying this mapping on the luminance Y of
the HDR image will produce a reduced-dynamic range im-
age, whose logarithm will produce the brightness R of the
reference image.
3. Special treatment around edges
Matching the local contrast of the displayed image to
that of the HDR image may reveal some difficulties around
strong edges. Specifically, high local contrast around strong
edges together with the unforgiving behaviour of l2-norm to
large errors results in over-exaggerated contrast, referred to
as halos. To reduce these halos, we propose gradually in-
creasing the regularization parameter λ in the vicinity of
strong edges. The importance of preserving local contrast
of the HDR image in these regions will decrease relative
to the importance of matching the reference image, whose
contrast is reduced. While this approach works well in re-
ducing dark halos, for bright halos around dark edges, a dif-
ferent approach is found to work better. Specifically, rather
Figure 1. mpi office: linear scaling (left), reference image R (middle), and final compressed output Bˆ (right). The reference image has a
reduced dynamic range and the optimization adds details and enhances its local contrast, as seen in the final output (preferable viewing in
a monitor).
than constraining the desired brightness to be non-positive,
in the regions of strong edges we gradually reduce its up-
per bound from zero until it matches the reference image.
These two context-dependent solutions significantly reduce
halos artifacts. Fig. 2 illustrates halos reduction when using
local upper bound.
Figure 2. Halos reduction with local upper bound. Left: zero upper
bound. Right: upper bound is edge aware.
4. Efficiently Solving the Optimization
The enormous size of the problem makes the constrained
optimization of (2) computationally demanding, despite the
sparseness of H. This section introduces the Iterated Con-
ditional Modes (ICM) method [10] as an efficient technique
for solving the LS optimization. The ICM technique is
simply an application of coordinate-wise gradient ascent.
It consists of a simple local computation that can be per-
formed efficiently. This local computation can be repeated
in a systematic way, for instance by repeatedly raster scan-
ning through the image, or by choosing nodes at random,
until some suitable stopping criterion is satisfied. The ICM
algorithm is claimed to converge to a local optimum if no
changes are made to the variables in a sequence of updates
where every node is visited at least once. This need not,
however, correspond to the global optimum. This means
that ICM can be used to iteratively solve the constrained
LS optimization of (2). Since each step of the procedure
is just a scalar optimization, the computational cost of the
iterative procedure is much cheaper than that of a direct so-
lution. With asynchronous updating, the iterative procedure
is guaranteed to converge. Since the objective function is
convex it is assured to converge to the global optimum. Syn-
chronous updating, on the other hand, has the advantage of
being parallelized.
5. Implementation and Results
This section discusses the implementation details and the
results achieved with our proposed algorithm. Our method
operates on the luminance of the RGB image in the linear
domain and as such it keeps the colors unchanged [3]. The
luminance values are chosen as the maximum of the RGB
triplet. This choice guarantees that none of the RGB chan-
nels will exceed the displayable range when multiplied with
the gain representing the ratio between the luminance after
compression and the luminance of the HDR image. The
luminance of the compressed image is computed by itera-
tively solving the constrained LS optimization using ICM
with synchronous updating with the reference image used
as an initialization.
Our proposed algorithm was implemented in C++ using
Intel’s SSE intrinsic instructions. One megapixel image is
processed in about 100 msec on a 3.6GHz Intel Core i7
CPU with a single thread. The computation time is linear
with the size of the image and it can be speed-up further
using OpenMP. Experiments show convergence of the iter-
ative procedure to the optimal solution in less than 50 iter-
ations. We expect to achieve faster convergence rate with
better initializations. This can be utilized for video process-
ing as well. In order to accelerate the convergence rate one
can use the optimal solution of the previous frame as an ini-
tialization for the next frame. Apart from saving in compu-
tation, the iterative form of our proposed solution can pro-
vide better temporal stability and no flickering during video
capture.
We have validated our method on a variety of HDR ra-
diance images commonly used in the literature. Two are
shown in figures 3, 4 and the remaining images are in-
cluded in the supplementary material. Our method can ad-
dress some of the most challenging photographic scenar-
ios. In all cases tested it produced natural-looking results
with the appearance of the original scene preserved. We
compared our algorithm with other popular methods. For
this purpose, we chose a representative set of tone repro-
duction algorithms producing subjectively pleasing results,
i.e., [9, 4, 3, 12, 7, 8, 14]. It is worth noting that the goal
of some of these operators is details enhancement as well as
range compression, whereas our goal is to maintain the sub-
jective experience with the real scene. We therefore selected
only those results representing neutral image rendition. Be-
low are the resulting images where their full resolution can
be found in the supplementary material. In producing our
results we used default tuning parameters that were found
to yield satisfactory results. Processing the results was done
using the pfstools package [13] and a standard gamma curve
was used for displaying purposes. Fig. 3 compares our
proposed method with three classical tone-mapping algo-
rithms, i.e., Durand and Dorsey [3], Reinhard et al. [4] and
Mantiuk et al. [12] for the challenging Belgium house HDR
image. All tone-mapping algorithms show pleasing and nat-
ural images, however while [3], [4], and [12] fail to repro-
duce information in highlights, our proposed method suc-
ceeds to extract many details in highlights. Fig. 4 compares
our algorithm with three other multi-scale approaches, i.e.,
Farbman et al. [7], Fattal [8] and Paris et al. [14] for Stan-
ford Memorial Church. The dynamic range of this image
exceeds 250,000:1. Images produced by [7] and [8] appear
′′flat′′ while [14] has an unrealistic look. Details in high-
lights are lost in all three images, as can be seen in the small
crops. While maintaining overall natural look, our method
achieves better details extraction.
6. Future work
As a future work we plan to extend this framework to ap-
ply local-contrast enhancement to non-HDR images. This
can be achieved by modifying the first term in the optimiza-
tion to enhance rather than preserve contrast. Enhancement
should be content dependent so that contrast of flat regions
will be preserved whereas contrast of detailed areas will
be enhanced. We also plan to investigate a different ap-
proach for reducing halos artifacts that adds monotonicity
constraints to the optimization to avoid reversals. In ad-
dition, we plan to adapt the proposed approach to video
sequencing and utilize the similarity between consecutive
frames in the iterative procedure.
7. Conclusion
This paper proposes a novel approach for high-dynamic
range compression. We formulate the compression problem
as a regularized least-squares optimization which consists
of a contrast preserving term and a regularization term that
shapes the histogram of the resulting output and reduces its
dynamic range. It is shown that using ICM to solve the op-
timization significantly reduces the running time, and con-
vergence to the optimal solution with synchronous updat-
ing is achieved in less than 50 iterations. Our proposed
method is shown to produce natural-looking artifact-free
images that maintain the subjective experience with the real
scene. Comparing our results to other popular techniques
commonly used to compress HDR images reveals that our
approach reveals more details and look more natural.
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Figure 3. Belgium House: full image rendition (1st row) and close up of the garden (2nd row). All operators show pleasing and natural
images. (a)-(c) lose information in bright regions whereas our method renders the highlights better without sacrificing visibility at shadows.
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Figure 4. A comparison of our approach with multi-scale approaches for tone-mapping. In our result, as seen on the window crop, details
are better recovered in highlights and the image has an overall natural look.
