Abstract: Given a linear functional system (e.g., ordinary/partial differential system, differential time-delay system, difference system), Serre's reduction aims at finding an equivalent linear functional system which contains fewer equations and fewer unknowns. The purpose of this paper is to study Serre's reduction of underdetermined linear systems of partial differential equations with either polynomial, formal power series or analytic coefficients and with holonomic adjoints in the sense of algebraic analysis. We prove that these linear partial differential systems can be defined by means of a single linear partial differential equation. In the case of polynomial coefficients, we give an algorithm to compute the corresponding equation.
Introduction
One of the main goals of symbolic computation is the problem of rewriting linear/polynomial/ algebraic/differential systems of equations in such a way that interesting information on the systems, which does not clearly appear in their original forms, can be easily extracted from their new forms (e.g., Gaussian elimination, Smith or Jacobson normal forms, Gröbner or Janet bases, triangular sets, formal integrability).
Serre's reduction problem aims at simplifying linear functional systems (e.g., ordinary (OD) or partial differential (PD) equations, time-delay equations, difference equations) in the sense of finding an equivalent presentation of the linear functional system which contains fewer unknowns and fewer equations. Serre's reduction generally helps studying the structural properties of the linear functional system and it can sometimes be used to compute its closed-form solutions. This problem also finds applications in numerical analysis. In module theory, Serre's reduction is related to the problem of characterizing the minimal number of generators (and relations) of a module finitely presented by a full row rank matrix. The efficient generation of ideals of commutative polynomial rings and its interpretation in terms of complete intersection of affine algebraic varieties of codimension 2 were the reasons for which Serre studied this problem ( [30] ).
The constructive study of Serre's reduction problem has recently been initiated in [2, 3] . Despite a precise mathematical characterization of the existence of Serre's reduction (see Section 4), to effectively recognize it and compute its reduced form is quite an issue. Moreover, as indicated by Serre in [30] , this problem is connected to the difficult problem of recognizing whether or not certain projective or stably free modules are free (e.g., Serre's conjecture for the commutative polynomial case, nowadays known as the Quillen-Suslin theorem (see, e.g., [29] )). An important case where Serre's reduction can be constructively tested is the case of a full row rank matrix R ∈ D q×p , where D = k[x 1 , . . . , x n ] and k is a computable field, for which the D-module D q /(R D p ) is 0-dimensional, namely, is a finite-dimensional k-vector space. In this case, we can test whether or not two invertible square matrices V and W exist such that V R W = diag(I r , S), where diag(A, B) stands for the block-diagonal matrix formed by the two matrices A and B, and I r is the r × r identity matrix. In particular, the computation of the matrices V and W requires the computation of bases of finitely generated free D-modules using an implementation of the Quillen-Suslin theorem such as can be found in the QuillenSuslin package for instance ([14] ). As explained in [3] , the class of controllable linear OD time-delay systems studied in control theory fits in the above situation, which explained why it was possible in [2, 3, 9, 26] to exhibit Serre's reductions for many linear OD time-delay systems studied in the literature of control theory.
The purpose of this paper is to study Serre's reduction of underdetermined linear PD systems. More precisely, we focus on the situation which generalizes the case of a 0-dimensional D = k[x 1 , . . . , x n ]-module D q /(R D p ), namely, the case where the right D = A n (k)-module D q /(R D p ) is holonomic in the sense of algebraic analysis (see [1, 20] and the references therein), where A n (k) denotes the first (polynomial) Weyl algebra, i.e., the noncommutative ring of PD operators with polynomial coefficients over a base field k of characteristic 0. In this case, if p − q ≥ 1, then, combining a classical result in algebraic analysis which asserts that a holonomic module is cyclic (see Section 3) with Stafford's theorem proving that finitely generated projective left A n (k)-modules are free when their ranks are at least 2 (see Section 2), we prove in Section 5 that the left D-module M = D 1×p /(D 1×q R) always admits Serre's reduction, i.e., there exists always a row vector Q ∈ D 1×(p−q+1) such that M ∼ = D 1×(p−q+1) /(D Q). If F is a left D-module (e.g., F = R[x 1 , . . . , x n ], R(x 1 , . . . , x n ), C ∞ (R n ), D (R n )), then this result shows
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hal-00760057, version 1 -3 Dec 2012 that the solution space ker F (R.) = {η ∈ F p | R η = 0} of the linear PD system defined by the matrix R ∈ D q×p of PD operators is equivalent to the solution space defined by a sole linear PD equation ker F (Q.) = {ζ ∈ F (p−q+1) | Q ζ = 0}. In particular, the knowledge of ker F (Q.) fully characterizes ker F (R.) and conversely. In order to compute the matrix Q, we first need to compute a cyclic element for the cyclic right D-module D q /(RD p ) using, for instance, an algorithm developed in [19] , and then compute bases of certain finitely generated free left D-modules using, for instance, the algorithm obtained in [27] and implemented in the Stafford package ( [27] ). Moreover, if q ≥ 3, then we prove that the matrix R is equivalent to diag(I q−1 , Q), i.e., two square invertible matrices V and W exist such that V R W = diag(I q−1 , Q). The corresponding algorithms, described in Section 5, are implemented in the Serre package ( [9] ) built upon the OreModules package ( [6] ).
Extensions of the above results are then studied when polynomial coefficients are replaced by formal power series or locally convergent power series coefficients. Using the recent extension of Stafford's theorem to the case of the ring D of OD operators with either formal power series or locally convergent series coefficients ( [28] ), we prove that every linear OD equations with either power series or locally convergent power series coefficients and represented by a full row rank matrix R ∈ D q×p , where p − q ≥ 1, can be defined by a row vector Q ∈ D 1×(p−q+1) , which yields ker F (R.) ∼ = ker F (Q.) for all left D-modules F. Moreover, if q ≥ 3, then the matrix R is equivalent to the matrix diag(I q−1 , Q). This result is particularly interesting in control theory where p − q is the number of inputs of the system. We point out that the above results allow us to avoid singularities which may appear in the Jacobson normal forms of the matrix R (see [18, 32] ). Finally, in Section 4, we explain the connections between Serre's reduction of first order linear OD system or linear evolution PD systems with the concepts of observability and controllability developed in control theory and show how Serre's reduction extends the concept of cyclic vectors classically used in the literature of linear OD systems with coefficients in a differential field (e.g., R(t), R t [t −1 ], R{t}[t −1 ]) (see, e.g., [4, 10] ) to linear OD systems with coefficients in a differential ring (e.g., R[t], R t , R{t}).
This paper is an extension of the results obtained in [8] .
Algebraic analysis approach to linear systems theory
In this section, we recall the algebraic analysis approach to mathematical systems theory that will be used in the next sections. Moreover, we introduce the main notations and state a few results which will be used in what follows.
We shall denote by D 1×p (resp., D q ) the left (resp., right) D-module formed by row (resp., column) vectors of length p (resp., q) with entries in D and by R ∈ D q×p a q × p matrix with entries in D. The general linear group of D of index p, namely,
is the subgroup of the ring D p×p formed by invertible (unimodular) matrices.
In what follows, we shall use the following notations:
Within algebraic analysis (see, e.g., [1, 5, 20] ), a linear functional system (e.g., linear systems of ODEs or PDEs, OD time-delay equations, difference equations) can be studied by means of module theory and homological algebra. More precisely, if D is a noncommutative polynomial ring of functional operators (e.g., OD or PD operators, time-delay operators, shift operators, difference operators), R ∈ D q×p and F a left D-module, then the linear functional system ker F (R.) {η ∈ F p | R η = 0}, i.e., the abelian group formed by the F-solutions of the linear system R η = 0, can be studied by means of the left D-module M D 1×p /(D 1×q R) finitely presented by the matrix R. Indeed, Malgrange's remark ( [21] ) asserts the existence of the abelian group isomorphism ker
where hom D (M, F) denotes the abelian group (i.e., Z-module) of left D-homomorphisms from M to F (i.e., maps f :
2 ∈ D and all m 1 , m 2 ∈ M ) and ∼ = is the equivalence relation of being isomorphic ( [29] ).
Let us describe the isomorphism (1). To do that, we first give an explicit description of M in terms of generators and relations. Let π : D 1×p −→ M = D 1×p /(D 1×q R) be the canonical projection onto M , namely, the left D-homomorphism which sends a row vector of D 1×p to its residue class π(λ) in M , {f j } j=1,...,p the standard basis of D 1×p , namely, f j is the row vector of length p defined by 1 at the j th entry and 0 elsewhere, and y j = π(f j ) the residue class of f j in M for j = 1, . . . , p. Since every element m ∈ M is the residue class of an element
which shows that {y j } j=1,...,p is a family of generators of the left D-module M . Now, if R i• denotes the i th row of R, then R i• ∈ D 1×q R, which yields π(R i• ) = 0 and thus
which shows that the set of generators {y j } j=1,...,p of M satisfies the left D-linear relations (2) and their left D-linear combinations. Therefore, if we set y = (y 1 
, and thus φ η (π(λ)) = λ η = λ η + µ R η = λ η = φ η (π(λ )). Moreover, χ is injective since φ η = 0 yields λ η = 0 for all λ ∈ D 1×p , and thus η j = f j η = 0 for all j = 1, . . . , p, i.e., η = 0. It is also surjective since for all φ ∈ hom D (M, F), η = (φ(y 1 ) . . . φ(y p )) T ∈ F p satisfies χ(η) = φ and
i.e., η ∈ ker F (R.). Thus, the Z-homomorphism χ is an isomorphism.
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Hence, there is a one-to-one correspondence between the elements of hom D (M, F) and the elements of ker F (R.).
Remark 1 A differential ring (A, {δ 1 , . . . , δ n }) is a commutative ring A equipped with n commuting derivations δ i : A −→ A for i = 1, . . . , n, namely, maps satisfying:
If we take a 1 = a 2 = 1, then the above equality yields δ i (1) = 2 δ i (1), i.e., δ i (1) = 0. If A is a field and a ∈ A \ {0},
In what follows, we shall mainly focus on the differential ring A,
. . , x n (i.e., the ring of formal power series at 0 with coefficients in k), where k is a field of characteristic 0 (e.g., Q, R, C), k{x 1 , . . . , x n } where k = R or C (i.e., the ring of locally convergent power series at 0 or equivalently, the ring of germs of real analytic or holomorphic functions at 0) or on the differential fields A = k and k(x 1 , . . . , x n ), where k is a field.
The ring D = A ∂ 1 , . . . , ∂ n of PD operators in ∂ 1 , . . . , ∂ n with coefficients in the differential ring (A, {δ 1 , . . . , δ n }) is the noncommutative polynomial ring in the ∂ i 's with coefficients in the ring A satisfying: The first (polynomial) and the second (rational) Weyl algebra are defined by:
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Let us recall a few definitions of module theory.
Definition 1 ( [17, 29] ). Let D be a left noetherian domain and M a finitely generated left D-module, namely, M can be generated by a finite family of elements of M as a left D-module. 
is reduced to 0, i.e., if t(M ) = 0. The elements of t(M ) are called the torsion elements.
A free module is clearly stably free (take s = 0 in 2 of Definition 1), a stably free module is projective (take P = D 1×s in 3 of Definition 1) and a projective module is torsion-free (since it can be embedded into a free, and thus, into a torsion-free module).
The converses of the previous results are generally not true. However, some of them hold in the following interesting situations for mathematical systems theory ( [17, 23, 28, 29] ). Theorem 2.
1. If D is a principal left ideal domain, namely, every left ideal of the domain D is principal (e.g., the ring A ∂ of OD operators with coefficients in a differential field A such as A = k, k(t) and k t [t −1 ], where k is a field of characteristic 0 (e.g., k = Q, R, C), or k{t}[t −1 ], where k = R or C), then every finitely generated torsion-free left D-module is free.
If
is a commutative polynomial ring with coefficients in a field k, then every finitely generated projective D-module is free (Quillen-Suslin theorem).
If D is the Weyl algebra
where k is a field of characteristic 0, then every finitely generated projective left D-module is stably free and every finitely generated stably free left D-module of rank at least 2 is free (Stafford's theorem). 4 . If D = A ∂ is the ring of OD operators with coefficients in a differential ring A = k t , where k is a field of characteristic 0, or k{t}, where k = R or C, then every finitely generated projective left D-module is stably free and every finitely generated stably free left D-module of rank at least 2 is free.
If the matrix R has full row rank, namely, ker D (.R) {µ ∈ D 1×q | µ R = 0} = 0, i.e., the rows of R are left D-linearly independent, then the next proposition characterizes when the left D-module M = D 1×p /(D 1×q R) is a stably free or free module. 
2.
M is a stably free left D-module of rank p − q iff R admits a right inverses, namely, iff there exists a matrix S ∈ D p×q satisfying R S = I q .
3. M is a free left D-module of rank p − q iff there exists U ∈ GL p (D) such that:
, where S ∈ D p×q and Q ∈ D p×(p−q) , then we have
where the matrix T ∈ D (p−q)×p is defined by:
The Quillen-Suslin theorem (resp., the Stafford's theorem) has recently been implemented in the QuillenSuslin package ( [14] ) (resp., Stafford package ([27])). Hence, we can compute bases and injective parametrizations of finitely generated free left D-modules, where
Holonomic D-modules
In this section, we consider the ring D = A ∂ 1 , . . . , ∂ n of PD operators with coefficients in the differential ring . . , x n , where k is a field of characteristic 0, or k{x 1 , . . . , x n }, where k = R or C. The purpose of this section is to recall two important results on the so-called holonomic D-modules, namely, the forthcoming Theorems 4 and 5, which will play a central role in Section 5.
The ring D is endowed with the order filtration defined by:
We can check that the filtration properties hold, namely:
The ring D is called a filtered ring and an element of D r has a degree less than or equal to r. We can easily check that D 0 = A and D r is a finitely generated A-module.
Let us now introduce the following A-module
where we have set
is the canonical projection for all r ∈ N, then the A-module gr(D) inherits a ring structure defined by
where t = max(r, s). The ring gr(D) is called the graded ring associated with the order filtration of D.
is the commutative polynomial ring in χ 1 , . . . , χ n with coefficients in the commutative noetherian ring A.
We can now extend the concepts of filtered and graded rings to modules.
The left D-module M is then called a filtered module
The associated graded gr(D)-module gr(M ) is defined by:
(b) For every d ∈ D r and every m ∈ M q , we set
where
3. A filtration {M q } q∈N is called a good filtration if one of the two following equivalent conditions is satisfied:
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(a) M q is a finitely generated A-module for all q ∈ N and there exists p ∈ N such that
Example 1. Let M be a finitely generated left D-module defined by a family of generators
which proves that gr(M ) is a finitely generated left gr(D)-module.
If M is a finitely generated left D = A ∂ 1 , . . . , ∂ n -module, then gr(M ) is a finitely generated module over the commutative polynomial ring gr(D) = A[χ 1 , . . . , χ n ]. Hence, we are back to the realm of commutative algebra. Based on techniques of algebraic geometry and commutative algebra, one can then use invariants of gr(M ) (e.g., dimension, multiplicity) to characterize the left D-module M (see, e.g., [1, 11, 20] ).
Definition 3 ([13]). A proper prime ideal of a commutative ring A is an ideal p
A which satisfies that a b ∈ p implies a ∈ p or b ∈ p. Endowed with the Zariski topology defined by the Zariski-closed sets V (I) = {p ∈ spec(A) | I ⊆ p}, where I is an ideal of A, the set of all the proper prime ideals of A, denoted by spec(A), is a topological space.
We can now introduce the concept of a characteristic variety of a differential module. 
It does not depend on the good filtration of M . The characteristic variety of M is then the subset of spec(gr(D)) defined by:
According to Example 1, every finitely generated left D = A ∂ 1 , . . . , ∂ n -module M admits a good filtration and thus a characteristic variety. In what follows, we shall simply write dim(D) instead of dim D (D).
where k is a field, k is a field of characteristic 0 and A = k[x 1 , . . . , x n ], k x 1 , . . . , x n , where k is a field of characteristic 0, or k{x 1 , . . . , x n }, where k = R or C. 
We can check that (4) is not formally integrable since
is a new non-trivial first order PD equation which does not appear in (4). Adding this new equation to (4), then we can check that the new linear PD system defined by
is formally integrable and involutive (see, e.g., [25] and the references therein). Therefore, using the Cartan-Kähler-Janet's theorem (see, e.g., [25] ), there exists a formal power series (locally convergent power series) solution of (5) in a neighbourhood of the point a = (a 1 , a 2 , a 3 , a 4 ) ∈ R 4 which satisfies an appropriate set of initial conditions which can be determined (see, e.g., [25] ). 
Using (5), the characteristic variety of the left
The next two theorems will play important roles in Section 5. 
Serre's reduction of linear systems
In this section, we study when a finitely presented left (resp., right)
can be generated by less than p (resp., q) generators. Then, we recall recent results on Serre's reduction ( [30] ) obtained in [2, 3] . They will be used in Section 5 to study Serre's reduction of the class of linear PD systems with holonomic Auslander transposes or adjoints.
If R ∈ D q×p and {f j } j=1,...,p is the standard basis of D 1×p , then the beginning of Section 2 shows that {y j = π(f j )} j=1,...,p is a family of generators of the finitely presented left
Let us first investigate when the left D-module M = D 1×p /(D 1×q R) can be generated by less generators than p. Let 0 ≤ r ≤ p − 1 and Λ ∈ D (p−r)×p be such that
, where S 1 ∈ D p×q and S 2 ∈ D p×(p−r) . We note that this result always holds if we take Λ = I p , which shows that the interesting case starts with r ≥ 1. By hypothesis, we have D 1×(q+p−r) P = D 1×p , which yields
and shows that
..,p−r is a family of generators of M . Let us give another way to understand this result. The identity S 1 R + S 2 Λ = I p yields
Using the identity R = (I q 0) P , Lemma 3.1 of [7] then yields
where the left
. . , p − r, which shows that, up to isomorphism, M can be generated by p − r elements satisfying s relations. Finally, we can interpret this result by noticing that Q 2 z = 0 generates the compatibility conditions of the following inhomogeneous linear system: R y = 0,
Conversely, let us suppose that the left 
is reduced to 0. In terms of generators and relations, the left D-module E is generated by {x i } i=1,...,n which satisfies the relations:
Since ∂ x = F x and F ∈ A n×n , without loss of generality, we can take H ∈ A p×n . Premultiplying the second equation of (7) by ∂ and taking into account the first equation of (7), we obtain H ∂ x +Ḣ x = 0 and thus (H F +Ḣ) x = 0. We can now repeat the same operations with this new zero-order equation and so on. We obtain:
where the matrices H i 's are inductively defined by:
Let L j j i=0 A 1×p H i be the A-submodule of the left A-module A 1×n generated by the H i 's for i = 1, . . . , j. Since L j ⊆ L j+1 for all j ∈ N, the sequence (L j ) j∈N of A-submodules of the noetherian A-module A 1×n stabilizes, namely, there exists s ∈ N such that:
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Therefore, we get:
T admits a left inverse, then (7) yields x = 0, i.e., E = D 1×n /(D 1×(n+p) P ) = 0, which shows that P admits a left inverse, and thus M is generated by {π(H k• )} k=1,...,p by Lemma 1.
Conversely, let us suppose that there exists a left inverse (X Y ) of the matrix P , where X ∈ D n×n and Y ∈ D n×p , i.e., X (∂ I n − F ) + Y H = I n . Using (8), we have:
Moreover, we have:
More generally, we can inductively prove:
If Y = d l=0 C l ∂ l , where C l ∈ A n×p , then using H 0 = H and (9) with i = 0, we obtain
for a certain matrix Z, which implies that X (∂ I n − F ) + Y H = I n is equivalent to:
Since each entry of the matrix ∂ I n − F has degree 1 in ∂, the identity (10) can only hold when X = −Z, which yields If we want to check whether or not the left D-module M can be generated by {π(H k• )} k=1,...,p , then we first have to saturate (7) (formal integrability of (7)), namely, find s ∈ N such that L s+j = L s for all j ∈ N, and then test whether or not the matrix (H T 0 . . . H T s ) T admits a left inverse. For instance, if A = k{t}, where k = R or C, then the last step can be achieved by checking whether or not rank R (H T 0 . . . H T s ) T (0) is equal to n (an element a of the local ring A is an invertible iff a / ∈ (t), i.e., a(0) = 0).
In control theory (see, e.g., [15, 31] ), the state x ofẋ = F x is said to be observable from the output y H x if x can be expressed by means of y and its derivatives, which means that the matrix P = ((∂ I n − F ) T H T ) T admits a left inverse. Using the above results, x is observable
T admits a left inverse is the observability condition. Hence, the search for a generating set of M can be interpreted as the search for outputs y = H x of the linear systeṁ x = F x such that x is observable. Finally, if A = k[t] or k t , where k is a field of characteristic 0, or A = k{t}, where k = R or C, then Theorem 5 shows that the state x ofẋ = F x can always be observed by a single output y = H x, where H ∈ A 1×n is a certain matrix which can be computed by means of Algorithm 3 of [19] in the case of A = k(t), where k is a computable field of characteristic 0 (see Remark 2). 
Theorem 6 ([2, 3]).
Let D be a noetherian domain, R ∈ D q×p a full row rank matrix, i.e., ker D (.R) = 0, 0 ≤ r ≤ q − 1, Λ ∈ D q×(q−r) , P = (R − Λ) and M = D 1×p /(D 1×q R) (resp., E = D 1×(p+q−r) /(D 1×q P )) the left D-module finitely presented by R (resp., P ) which defines the following short exact sequence
namely, α is injective, β is surjective and ker β = im α. Then, the following results are equivalent:
1. The left D-module E is stably free of rank p − r.
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hal-00760057, version 1 -3 Dec 2012 2. The matrix P = (R − Λ) ∈ D q×(p+q−r) admits a right inverse, i.e., there exists a matrix S ∈ D (p+q−r)×q such that P S = I q . 3 . D q / P D (p+q−r) = 0. Finally, the previous results depend only on the residue class ρ(Λ) of Λ ∈ D q×(q−r) in the following right D-module
{τ (Λ
i.e., they depend only on the following row vector:
A main point of the above result is that the equivalences of Theorem 6 depend only on the residue class ρ(Λ) of Λ in ext 1 D M, D 1×(q−r) , i.e., the matrix Λ Λ + R X can be taken instead of Λ for all X ∈ D p×(q−r) .
Remark 3.
If we take r = q − 1, i.e., Λ ∈ D q , then Theorem 6 shows that the left
is a cyclic right D-module. This result was first pointed out by [30] . 
The matrix R is called the formal adjoint of R and the left
Let D = A ∂ be the ring of OD operators with coefficients in a noetherian differential integral domain A,
, iff the matrix P (∂ I n − F − G) ∈ D n×(n+m) admits a right inverse, i.e., iff the left D-module E = D 1×(n+m) /(D 1×n P ) is stably free. Using the involution θ of D defined by θ(a) = a for all a ∈ A and θ(∂) = −∂, Remark 4 shows that P admits a right inverse iff P = −(∂ I n +F T G T ) T admits a left inverse, i.e., iff the left D-module E = D 1×n /(D 1×(n+m) (− P )) defined by
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of A-submodules of the noetherian A-module A 1×n satisfies L s = A 1×n for a certain s ∈ N, where the matrices H i 's are defined by
i.e., iff the matrix (H T 0 . . . H T s ) T admits a left inverse, and thus iff the matrix (G 0 . . . G s ) admits a right inverse, where the matrices G i 's are defined by:
Corollary 2. Let A, In control theory (see [15, 31] ), a linear OD systeṁ
is called controllable on [t 0 , t 1 ] if for every x 1 ∈ R n , there exists an essentially bounded function u : [t 0 , t 1 ] −→ R m such that x(t 1 ) = x 1 , where x satisfies (13) with the initial condition x(t 0 ) = 0. The sequence of matrices G i 's is called the controllability distribution and the condition that there exists s ∈ N such that the matrix (G 0 . . . G s ) admits a right inverse is the controllability condition.
Using the Cayley-Hamilton theorem, the controllability condition becomes the existence of a right inverse of the following matrix:
Example 5. Let us consider the trivial derivation
) is a cyclic D-module iff there exists G ∈ A 2 such that the matrix P = (R − G) admits a right inverse by Theorem 6. Then, we get:
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is a polynomial in ∂ x of degree at least 1, Ω is not invertible in A, which proves that the D-module N is not cyclic. Now, if we consider
and thus det Ω = ∂ 2
, we obtain that M and M are not isomorphic D-modules.
Let us give a necessary and sufficient condition for the existence of Serre's reduction.
Theorem 7 ([2, 3]).
Let D be a noetherian domain, R ∈ D q×p a full row rank matrix, i.e., ker D (.R) = 0, 0 ≤ r ≤ q − 1 and Λ ∈ D q×(q−r) such that there exists U ∈ GL p+q−r (D)
finitely presented by the full row rank matrix Q 2 , i.e., defined by the following short exact sequence
then we have:
Conversely, if M is isomorphic to a left D-module L defined by the short exact sequence (17) , then there exist two matrices Λ ∈ D q×(q−r) and U ∈ GL p+q−r (D) satisfying:
Corollary 3 ([2, 3]). With the notations of Theorem 7, the left D-isomorphism (18) obtained in Theorem 7 is defined by
and its inverse ϕ −1 : L −→ M is defined by ϕ −1 (κ(µ)) = π(µ T 1 ), where A straightforward consequence of Corollary 3 is the following result.
Corollary 4 ([2, 3]).
Let F be a left D-module and:
Then, we have ker F (R.) ∼ = ker F (Q 2 .) and, more precisely:
Corollary 5 ([2, 3]).
Let R ∈ D q×p be a full row rank matrix and Λ ∈ D q×(q−r) such that P = (R − Λ) admits a right inverse over D. Then, Theorem 7 holds when D satisfies one of the following properties:
1. D is a principal left ideal domain (e.g., the ring A ∂ of OD operators with coefficients in a differential field A such as k or k(t), where k is a field),
where k is a field of characteristic 0, and p − r ≥ 2. 
D =
2. If A = k[t] or k t , where k is a field of characteristic 0, or k{t}, where k = R or C, and n ≥ m ≥ 2, then there exists a matrix Q 2 ∈ D m×m such that (19) holds by 4 of Corollary 5. 
If
Thus, we get M ∼ = D/(D Q 2 ), where
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be a commutative polynomial ring in ∂ with coefficients in a commutative ring A, F ∈ A n×n , R = ∂ I n −F ∈ D n×n and M = D 1×n /(D 1×n R). Let us suppose that there exists G ∈ A n such that the finitely presented D-module E = D 1×(n+1) /(D 1×n P ) is free, where P = (∂ I n − F − G). For i = 1, . . . , n + 1, let m i det P i be the determinant of the n × n submatrix of P obtained by removing the i th column of P (e.g., m n+1 = det(∂ I n − F )). Since P admits a right inverse, we can prove that there exist
, then developing the determinant of the following matrix
along its last row using Laplace's formula, we get that its determinant is 1, i.e., the above unimodular matrix corresponds to the matrix U −1 defined in Corollary 3. Moreover, we have
For more details, see [14] . For instance, if we consider again the end of Example 6, we get m 1 = 1, m 2 = −∂ t and 
is unimodular, i.e., X ∈ GL q (D) and:
The matrix R is then equivalent to the matrix X diag(I r , Q 2 ) W −1 , i.e.:
Finally, the left D-module ker D (.Q 1 ) is free when D satisfies 1 or 2 of Corollary 5 or if D = A n (k) or B n (k), where k is a field of characteristic 0, and r ≥ 2 or if D = A ∂ is the ring of OD operators with coefficients in A = k t , where k a field of characteristic 0, or in A = k{t} and k = R or C, and r ≥ 2.
Example 8. Let us consider a model of a two reflector antenna studied in [16, 24] which is defined by the linear differential time-delay system ker F (R.), where
and ∂ y(t) =ẏ(t), δ y(t) = y(t − 1) for all y ∈ F = C ∞ (R), and 
, where Q 2 is the matrix defined by the last three rows of Q, and thus ker F (R.) ∼ = ker F (Q 2 .), i.e.:
We note that the equations of the previous system are uncoupled, i.e.:
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, where the matrix F is defined by:
Computing a right inverse of F , we obtain that the matrix Q 3 ∈ D 9×3 defined by is such that the matrix W defined in Figure 3 is unimodular, i.e., W ∈ GL 9 (D). Forming
Its inverse is defined by
and R = V R W has finally the form diag(I 3 , Q 2 ): 
is clearly torsionfree and δ-free ( [24] ) and, using (21) , so is M ∼ = N 3 .
Example 9. Let us consider again the PD linear system defined by R = ∂ t I 2 − F , where F is given by (15) . In Example 6, we showed that we could take Λ = (0 1) T . Since Λ admits the left inverse Γ = (0 1) and D = Q[∂ x , ∂ t ] is a commutative polynomial ring over the field Q, Corollary 5 shows that R is equivalent to the diagonal matrix diag(1, Q 2 ), where
We have ker D (.Q 1 ) = D K, where K = (∂ t − 1), and K admits the right inverse Q 3 = (0 − 1) T . Hence, if we introduce the following matrices
then the matrix R is equivalent to the following diagonal matrix:
.
As explained in [3] , the existence of Serre's reduction can be constructively checked when Example 10. Let us consider the wind tunnel model studied in [22] which is described by an OD time-delay linear system defined by the following matrix
where ∂ y(t) =ẏ(t) is the differential operator and δ y(t) = y(t−1) is the time-delay operator and ζ, k, ω and a are constant parameters of the system. We note that the functional operators ∂ and δ commute since (∂ • δ) y(t) = (ẏ)(t − 1) = (δ • ∂) y(t). Hence, we can consider the commutative polynomial ring D = Q(ζ, k, ω, a)[∂, δ] of differential time-delay operators with coefficients in the field Q(ζ, k, ω, a), where we simply denote the composition of two functional operators by the standard product (e.g., ∂ • δ is written as ∂ δ). Now, if we introduce the finitely presented , we obtain that the matrix Q ∈ D 5×2 defined by
is an injective parametrization of the free D-module E, i.e., U = (S Q) ∈ GL 5 (D) is such that P U = (I 3 0). Theorem 7 then shows that M ∼ = D 1×2 /(D Q 2 ), where Q 2 = (∂ + a ω 2 k a δ) is the last row of the matrix Q.
We note that Γ = (1 0 0) is a left inverse of Λ, which shows by Corollary 6 that ker D (.Q 1 ) is a free D-module of 1, where Q 1 is the matrix formed by the four first rows of Q. In particular, we can check that ker D (.Q 1 ) = D 1×2 K, where the full row rank matrix K is defined by:
Computing a right inverse of K, we get that the matrix
is such that W = (Q 3 Q 1 ) ∈ GL 4 (D) and:
Corollary 6 shows that the matrix R is equivalent to the following block-diagonal matrix
which proves that the wind tunnel model can be defined by an OD time-delay equation:
For more sophisticated examples, see [3, 9, 26] .
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We are now in position to state the main result of this paper. In the case of D = A n (k), where k is a field of characteristic 0, we can use [19] and [27] to obtain the following algorithm implemented in the Serre package ( [9] ).
Algorithm 1.
• Input: A full row rank matrix R ∈ D q×p such that p − q ≥ 1 and the right D = A n (k)-module N D q /(R D p ) is holonomic (k a field of characteristic 0).
q ≥ 3, then two more matrices V ∈ GL q (D) and W ∈ GL p (D) are returned such that:
2. Using Algorithm 3 of [27] , compute two matrices
3. If q ≤ 2, then return the matrix Q 2 .
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The matrix R defines the equation R σ = 0 of the equilibrium of the stress tensor in R 2 :
We can check that ext 1 
The left B-module E = B 1×4 /(B 1×2 P ) is then stably free of rank 2 (see Remark 3), i.e., free by Stafford's theorem (see 3 of Theorem 2). Using the Stafford package ( [27] ), an injective parametrization of E is defined by
Since Γ = (1 0) is a left inverse of Λ, using Corollary 6, we obtain the following unimodular matrices:
Then, the matrix R defined by (22) is equivalent to the following block-diagonal matrix We note that we have lost the symmetry of (23). It would be interesting to get a more symmetric equivalent PD equation by considering another cyclic vector of ext 1 E (M , E). Corollary 7 shows that every analytic linear OD system defined by a full row rank matrix with at least one column more than rows is isomorphic to an analytic linear OD equation. Moreover, if the system has at least 3 equations, then the system is equivalent to a sole OD equation. These results are particularly meaningful in control theory. For instance, if we consider the analytic linear OD systemẋ = F x + G u,
where F ∈ A n×n and G ∈ A n×m , where A = k[t] or k t and k is a field of characteristic 0, or A = k{t} and k = R or C, then we get M = D 1×(n+m) /(D 1×n R), where D = A ∂ and R = (∂ I n − F − G) ∈ D n×(n+m) . In particular, we have p = n + m, q = n and rank D (M ) = p − q = m. Therefore, if m ≥ 1, i.e., if the dimension of the input vector u of (24) is at least 1, i.e., F = 0, then M ∼ = D 1×(m+1) /(D Q 2 ) for a certain row vector Q 2 ∈ D 1×(m+1) . Moreover, if n ≥ 3, i.e., if the dimension of the state vector x of (24) is at least 3, then (24) is equivalent to the linear analytic OD equation Q 2 ζ = 0.
Since the rings D = B 1 (k), k t [t −1 ] ∂ , where k is a field of characteristic 0, or k{t}[t −1 ] ∂ , where k = R or C, are simple principal left ideal domains (see, e.g., [1, 20] ), using the concept of Jacobson normal form, namely, a generalization of the Smith normal form to principal left or right ideal domains (see, e.g., [12, 18, 32] 
Using Algorithm 3 of [19] , we obtain that the column vector Λ = (0 0 1) T is such that the matrix P = (R − Λ) admits the following right inverse: We obtain that the matrix R is equivalent to the following block-diagonal matrix: 
