The understanding of the dynamics of the El Niño-La Niña phenomenon in the tropical Pacific has been the subject of an impressive number of works in the last 20 years. The delayed oscillator theory provides an interpretative framework that has allowed enormous advances in understanding. Much evidence that stochastic forcing does play a role in the dynamics of ENSO has been discussed and it is possible to shape a theory of El Niño as a stochastically forced linear system. However, it is still uncertain if El Niño is a self-sustained nonlinear oscillatory system, a chaotic system, or a stochastically forced linear system. The authors propose in this paper that it is possible to have realistic El Niño probability distributions assuming that the system is a nonlinear stochastically forced system. In this paper a simple system is proposed that retains the main characteristics of the El Niño-La Niña variations, such as the skewness and the autocorrelation, and it is shown how solutions for the probability distribution can be obtained using a Fokker-Planck equation.
Introduction
Simple models of El Niño-Southern Oscillation (ENSO) were able to reproduce the basic characteristic behavior and scale of ENSO (Cane and Zebiak 1985; Cane et al. 1986; Zebiak and Cane 1987 ) and a dynamical framework was developed to explain the underlying dynamics in terms of delayed oscillators Suarez and Schopf 1988; Battisti and Hirst 1989; Philander 1990; Jin and Neelin 1993; Neelin et al. 1994 Neelin et al. , 1998 or in terms of the recharge mechanism (Jin 1996 (Jin , 1997 . Other conceptual models have also been proposed, like for instance the advective-reflective oscillator (Picaut et al. 1997 ), but they have been shown to be an equivalent representation of a more general oscillatory dynamics (Wang 2001) .
However, the observations show that the time series of the ENSO indices is strongly irregular and the differentiation from one event to the next is strong, with significant differences in the termination and startup of the different phases. These observations prompted the hypothesis that ENSO could instead be described as a stochastically forced linear system (Penland and Sardeshmukh 1995; Moore and Kleeman 1999a,b; Thompson and Battisti 2000, 2001; Penland 1996) . It is still unclear if the nature of ENSO is therefore a deterministic system with strong nonlinearities or a linear system stochastically forced (Chang et al. 1996; Philander and Fedorov 2003) .
The issue of the statistical distribution of the ENSO phenomenon has been considered several times. Early works (Burgers and Stephenson 1999) showed that there is considerable deviation from normality in the west and east Pacific, but some noticeable deviations exist also in the central Pacific region where widely used indexes such as ENSO3 and ENSO3.4 are computed. They also showed that histograms are suitable to identify deviations from normality and to estimate the probability distribution of the SST in each point or region. Monahan and Dai (2004) investigated the non-Gaussian character of ENSO using principal component analysis. The skewness has been attributed to nonlinear interactions by An et al. (2005) , showing that probably a clear distinction between the previous choices may not be necessary and the final conclusion is still unclear (Kapur et al. 2012) .
A simple linear model proposed by Jin (1997) can sustain oscillations as a function of the interaction parameter between the wind stress and the SST. A single oscillatory mode exists for most of the range of the parameter except for regions of large values, corresponding to a very tight coupling between SST and wind stress, and also for very small values, corresponding to relative independence. The model shows oscillations also when a cubic nonlinear term is introduced following Suarez and Schopf (1988) . Jin concentrated on the oscillatory range to develop further his theory deeming unphysical both weak and strong coupling since they could not sustain oscillations. Available evidence indicates that ENSO is indeed coupled, so it is reasonable to ignore the weak coupling limit, but the high end of the parameter range (strong coupling) is more puzzling. Strong dynamical constraints are required to prevent the system to exit the range of values for which oscillations exist, but no explanation has been put forward. On the other hand, the estimation of the interaction coefficient has proven elusive. It is difficult to reduce the complex relation between wind and SST to a single simple parameter that could be diagnosed from observation and models. It is possible that energy-based approaches Brown and Fedorov 2010) can shed some light on the issue, but they have still to deliver a definitive answer that would allow us to assess the interaction regime for observations or the models.
There is, however, a third possibility. It is possible that the coupled system is not so finely tuned, but it goes through different stages as the evolution of the basic state on longer time scales, like interdecadal variation and the interaction with anthropogenic climate change, progresses. It would be then conceivable that that there will be phases of strong interaction and phases of moderate interaction and so it is worthwhile to further investigate the strong interaction phase. In this phase the system does not have oscillations, but it can have a number of stable or unstable critical points and in the case of Jin model it will have two stable points. Transitions from one point to the other are impossible in the deterministic dynamical system, but become possible if we introduce a stochastic forcing that allows fluctuations between two different states. In this theory what we call ENSO events are the transitions between two different states driven by noise. We will develop in this paper a theory of a stochastic ENSO showing that we can get realistic probability distributions and that we can identify different ENSO states in the observations. A suitable equation for the evolution of the probability distribution will be developed. In this sense we are proposing that ENSO is a stochastically driven system with strong nonlinearities.
Although we are using additive noise as the stochastic component, we do not advocate it as the only forcing mechanism for ENSO. Most probably multiplicative noise will need to be considered (Penland and Sardeshmukh 1995; Penland 2003; Sura et al. 2005; Berner 2005 ), but the framework that we introduce here is not limited to additive noise and it can be extended to consider other kind of noises. It is a framework that allows a theoretical investigation of various kind of noise, additive, multiplicative, or colored, that can be involved in developing a full theory of ENSO. We show that even a drastically simplified model has some of the features found in the behavior of a Niño index.
The asymmetry of the positive and negative ENSO events has also been discussed by several studies, although the issue has often been discussed together with the irregularity of the oscillations. Jin et al. (1994 Jin et al. ( , 1996 and Tziperman et al. (1994) proposed that the interactions of the seasonal cycle with the chaotic dynamics of the system caused the irregularity, whereas Penland and Sardeshmukh (1995) , Moore and Kleeman (1999a,b) , Kleeman (2008) , and Thompson and Battisti (2000) discussed the effect of stochastic forcing onto the nonnormal modes of the linear system. The role played by the nonlinear component of the thermal advection has been investigated by Jin et al. (2003) and An and Jin (2004) . Timmermann et al. (2003) proposed an intermittent nonlinear theory and Majda et al. (2006) investigated stochastic effects in deterministic systems. Other nonlinear mechanisms that generate an asymmetry between El Niño and La Niña cases have been proposed, such as vertical mixing processes (Wang and McPhaden 2000) and asymmetric atmospheric responses (Kang and Kug 2002) .
Recently, some interest has arisen as to the interaction of the Madden-Julian oscillation (MJO; Madden and Julian 1971) with ENSO (Kapur et al. 2012) . The MJO can contribute to the generation of positive anomalies in the east and central Pacific (Zhang and Gottschalck 2002; Zhang 2001) and models tend to have a better representation of ENSO events if MJO variability is enhanced or better represented (Zavala-Garay et al. 2008; Lengaigne et al. 2004) . Correlations between ENSO and MJO activity have been detected in the observations (Zhang and Gottschalck 2002; Hendon et al. 2007 ), whereas models have advanced significantly the capability to describe the MJO (Subramanian et al. 2011; Sperber et al. 2005; Gualdi et al. 1997) and recently models have shown a capacity to improve both the MJO and ENSO (Neale et al. 2008) . This correlation has led to the consideration of multiplicative stochastic noise as a generalization of the additive noise more generally used. However, many of the techniques that we are going to describe are not dependent on the additive or multiplicative nature of the noise.
In this paper we are proposing a new approach to the ENSO variability that centers on the hypothesis that ENSO can be described as a nonlinear system that can sustain oscillations as a function of the coupling strength, but that can also generate fluctuations when oscillations cannot be sustained between different states via stochastic fluctuations. The probability distribution of the ENSO will be obtained directly via solving the FokkerPlanck equation of a simplified model and it will be shown that the asymmetry can be explained in terms of a simple parameter that can be interpreted as related to the average seasonal MJO activity. The general picture that emerges is that ENSO is acted on by different mechanisms as the coupling strength and intensity of the stochastic forcing vary, providing possible explanations for the variety of behavior that we experience in models and in the observations. Although strict realism is not the purpose of this paper, we will be able to offer a new framework for investigating ENSO from a different angle and the model shows some interesting properties.
The probability distribution of ENSO
Considering the nonnormalized 1871-2011 Niño-3.4 index (available online at www.esrl.noaa.gov/psd/gcos_ wgsp/Timeseries/Nino34) computed from version 1 of the Hadley Centre Sea Ice and Sea Surface Temperature dataset (HadISST1; Rayner et al. 2003) as the area averaged over 58S-58N and 1708-1208W, we can estimate the stationary component of the empirical probability distribution by computing the histogram of the Niño-3.4 anomalies. A 5-month running mean to remove the highfrequency components has been applied. The estimated probability distribution is an asymmetric shape with a marked shift toward negative anomalies that generates a peak around 20.2. A good fit can be obtained with a superposition of two normal distributions, suitably weighted,
with the mixing parameter p constrained as 0 , p , 1, resulting in the superposed line visible in Fig. 1 . The bottom panel shows also the same fit applied to the residual obtained subtracting the filtered components from the total anomalies. In this case there is no sign of a double Gaussian nature and a single Gaussian is a good fit. This result suggests that variability faster than 5 months may be described by Gaussian stochastic fluctuations, whereas the slower variability is well captured by two states represented by the Gaussians. However, the models tell a different story. Just to give an appreciation of the variability that different models can exhibit, we show in the following figures the estimated probability distribution obtained from long simulations of the Centro Euromediterraneo sui Cambiamenti Climatici (CMCC) Scale Interaction Experiment (SINTEX) model (Navarra et al. 2008; Gualdi et al. 2003) . In these experiments a different resolution atmospheric model was coupled to the same ocean model. It is a T106 spectral resolution for Fig. 2 and spectral T30 for Fig. 3 . It is possible to note that the T106 model shows some signs of developing an asymmetry like the observations whereas the T30 model appears to be rather symmetric, resembling a pure normal distribution.
The results can also be understood in terms of the two Gaussians composing the probability distribution. If we plot the individual states, combined with the weights obtained from the fit, we get Fig. 4 . The probability of a particular observed value can therefore be understood as the probability of being in one state or the other. It is interesting to note that the variability in the T30 case is so poor that the second state is almost disappearing, indicating that in fact there is little difference from a simple normal distribution with zero mean in this case.
We can shed some light on the interpretation of these results by considering some simple idealized cases. Let us consider the case of an oscillation on which some Gaussian white noise with zero mean is added (top panel, Fig. 5 ). The time series of the oscillation shows variability, but the probability histogram has a noticeable two-peak structure that can be readily identified as two separate states. However, the states are symmetric, both in the location of their maximum and in the amount of probability they explain. The two states are equally probable. The result is rather insensitive to the amount of noise, as the histogram in this case easily captures the signature of the underlying oscillation even in the case of strong noise (not shown). As the noise becomes dominant the probability distribution loses track of the oscillation, showing only the Gaussian distribution of the noise. The result is rather insensitive to the particular shape of the oscillation; a square wave yields the same symmetric two-peak result, with a better separation between the peaks due to the faster transition between high and low states.
The only way to get an asymmetric distribution like in the observations, within the assumptions of additive Gaussian white noise and a two-state ENSO, is to allow different resident times in the two different states. Figure 6 shows the same information as Fig. 5 , but in this case the noise has been superposed onto a square wave with different lengths of the extreme states. We can see how the asymmetry can be easily identified and the relative weight of the states found. The probability distribution signature of a pure oscillation can also easily be identified, even if there is a considerable amount of noise superposed. The observation seems to indicate that the asymmetry is intrinsic and cannot be explained with stochastic forcing.
Visual inspection of the T30 time series will not give the same impression and also a false impression can be obtained from spectral analysis of the same experiments (Navarra et al. 2008 ) that yields peaks with some significance. In reality there are almost no oscillations in the case of the T30. This simple diagnostic is also showing a very powerful method to evaluate the quality of the performance of models.
An equation for the probability distribution
We will describe in this section how we can formulate an equation that will allow us to investigate the properties of the probability distribution itself. In general terms a system describing ENSO and an additive stochastic forcing can be written as a Langevin-like equation:
where x(t) 5 [x 1 (t), . . . , x K (t)] represents the instantaneous state of the system and f m (x) a differentiable function of x for m 5 1, . . . , K. The noise functions m (t) are defined by their correlation functions as The same estimate applied to the residual signal after the running mean has been subtracted. In both panels, the line represents the best fit of a mixture of two normal distributions. The deviations from the running mean appear to be represented well by a single normal distribution. The parameters of the fit have been determined at 99% confidence level.
and they have zero means; h.i is an average with respect to the probability distribution of the realizations of the stochastic variables m (t).
a. The Fokker-Planck equation
We are interested in the transition probability distribution for the stochastic process P(x, t, x 0 , t 0 ), describing the probability for the system to be in x at time t, given that it was in x 0 at time t 0 . In what follows we shall often omit the dependence on the initial data and use the simplified notation P(x, t). Using the Gaussian nature of the noise it is possible to write a Fokker-Planck equation (FP) for P(x, t) (Risken 1989 ) with an implied summation over repeated indices:
The Fokker-Planck equation can be written also for multiplicative noise, but we will consider only the additive case here; Q represents here a constant diffusion coefficient while f m is the drift term. In principle, the solution of this equation contains all the information we need on the probability distribution and its evolution in time, but explicit solution can often be very difficult except in simple cases. However, we might see the situation from a different angle by realizing that the solution of this equation can be written as a path integral (Haken 1976; Navarra et al. 2013 )
where the integration is done over all paths x(t) that go from an initial state x 0 at time t 0 to a final state x f at time t f . The functional S(x) is the continuous OnsagerMachlup action that can then be defined in the white noise case as
The extra divergence term in the action is generated by the difficulty of defining the derivative of a stochastic process and it corresponds to the choice of the Stratonovich differentiation for the stochastic process. It is worthwhile to mention here that the introduction of noise into a differential equation changes profoundly the character of the equation. In particular, individual realizations have little meaning and it opens a classification between quantities that can be measured in a repeatable and consistent manner (observables) and quantities that cannot really be measured. Fig. 1 , but for the monthly mean Niño-3 index obtained from a 200-yr simulations of the CMCC coupled spectral T106 model (Navarra et al. 2008; Gualdi et al. 2003) .
FIG. 2. As in
Equation (4) can be solved by separating the time dependence and solving a stationary problem:
where the f are the eigenfunctions and eigenvalues of the Fokker-Planck stationary operator
Note that L FP is not self-adjoint and therefore we would need to consider also the eigenvectors of its adjoint. However, a self-adjoint system can be obtained if the drift term can be expressed in terms of a drift potential U(x, t) according to f m 5 2[›U(x, t)/›x m ]. In this case it is then possible to use the transformation
obtaining ›c ›t
where
The operator L is now self-adjoint and it has the same eigenvalues as L FP . Their eigenfunctions are linked so that
and they form an orthonormal system such that
The operator L can be expressed in a compact way as
The existence of stationary solutions depends on the asymptotic behavior of the potential V(x). For natural FIG. 3 . As in Fig. 1 , but for the monthly mean Niño-3.4 index obtained from a 200-yr simulations of the CMCC coupled spectral T30 model (Navarra et al. 2008; Gualdi et al. 2003 ).
boundary conditions where the potential goes to very large values for x / ' the operatorâ becomes the adjoint of a and stationary states exist. However, also in the opposite case when the potential becomes very negative it is possible to find an eigenfunction and eigenvalues. Defining the eigenfunction and eigenvalues of L as
we can write the transition probability as
The transition probability allows us to compute all the joint probability distributions that express the probability W n of the system assuming the values (x 1 , t 1 ), (x 2 , t 2 ), . . . , (x n , t n ). There is an infinite hierarchy of joint distribution factors that collectively defines the property of the stochastic system; however, for a Markov system all the higher-order W can be obtained from the twopoint distribution W 2 that describes completely the system at equilibrium according to
where W st is the stationary distribution, corresponding to the eigenvalue zero. It is easy to show that a solution of Eq. (8) for the eigenvalue zero is
However, such a solution exists only for suitable boundary conditions. The so-called natural boundary conditions correspond to the potential going to very large values as jxj / ', reflecting boundary conditions requiring c / 0 can then guarantee the existence of a stationary solution.
In terms of eigenfunctions and using the explicit form of the stationary solution we get
and the correlation function is therefore given by the expectation value
The expectation value of any function g(x, t) can be readily calculated as follows: hg(x, t)i 5
in a similar way one can obtain h f(x)i, simply integrating over time.
b. The relation with the Schr€ odinger equation
The modified form of the Fokker-Planck equation (10) used in quantum mechanics and this observation may be worth investigating a little bit more since both equations describe the evolution of probability or of quantities closely related to it. There is also another reason to look further in this relation. There are an enormous number of methods developed to deal with problems involving the Schr€ odinger equation and a multidecadal expertise in discussing the concepts and interpretations required. The potential of trying to use some of this wealth for application in our field is simply too large to ignore. The detail of the relation linking the two equations can be made explicit. The Schr€ odinger equation for a point particle of mass m can be written as
where m is the mass of the particle, Z is the Planck constant divided by 2p, and c S is the quantum wave function. An analytical continuation of the time t 5 2it (sometimes known as Wick's rotation in the physics literature) will transform this form of the Schr€ odinger equation into
We can recover (10) in form by substituting Z/2m/Q and rescaling the potential V by Z. It is interesting to note that the stochastic parameter Q plays the same role as Planck's constant Z. They are the controlling parameters of the uncertainty of the system. The limit Q / 0 will yield the deterministic solution of the evolution equations in a similar sense that the limit Z / 0 yields the classical (deterministic) solutions in the case of Schr€ odinger's equation. The remaining difference is the interpretation of the wave function c S . The probability distribution can be obtained from the solution of (24) by P S 5 jc S j 2 whereas the solution of the Fokker-Planck Eq. (10) is directly the probability distribution itself. Therefore, the evolution of the probability for a stochastic system is given by a Schr€ odinger-like equation, but whose solution c represents the probability distribution itself (scaled by an exponential factor), rather than its density.
A self-excitation ENSO model with a cubic nonlinear term
A simple model of the ENSO system based on the recharge theory was proposed by Jin (1997) . The model is a nonlinear system in terms of nondimensional variables T, h; T is representing the anomaly SST in the eastern Pacific, whereas h is the anomaly of the depth of thermocline in the western Pacific. 
The coupling strength will be measured by a parameter m according to t 5 b 0 mT; m measures the strength of the interaction between the SST and the wind stress relative to a scale b 0 . The parameters can then be expressed as nondimensional values c 5 1, g 5 0.75, r 5 0.25, a 5 0.125, and b 0 5 2.5 using the same choices of scales made by Jin (1997) . Jin (1997) studied the bifurcation diagram of the stationary solution of this system as a function of the interaction parameter m and he found that the system has a single oscillatory solution for values of m , 16/15 and then two exponential solutions that are stable for large values of m . 19/15. The delayed oscillator theory focus on the parameter space below this threshold that allows oscillations and therefore the appearance of something like an ENSO cycle, but the introduction of stochastic noise also makes the regime with stable stationary states capable producing ENSO variability. They also investigated the behavior of the system under a stochastic forcing of strength Q, but still with a linear system to describe ENSO.
The addition of Gaussian white noise to the two equations in (39) will allow the system to vacillate between one stable point and the other. Figures 7 and 8 show the trajectory for increasing values of the noise strength Q. The corresponding probability distributions are peaked in correspondence of the stationary points (not shown). The fluctuation between the two stable states can be clearly seen and also the degradation of the bimodal nature of the distribution as the noise gets large, making the transition from one stable point to the other much easier. For larger values of the noise a completely normal distribution can be reached.
The variations of the trajectory are confined, however, and the path taken by the variables from one point to the other seems rather limited in a direction normal to the line joining the two centers. This suggests that if we could transform variables in such a way to introduce new variables (u, z), obtained with a rotation
we will be able to transform the system in such a way that the stationary states in the (z, u) coordinates are given by along the z axis. We can then transform the system to a single equation for z by assuming that u ' 0. This approximation implies that h ' z and T ' 2m/0:8z, which is consistent with the solution of the original system (39) as described in (Jin 1997) .
We can now apply the arguments developed in section 3. Using the approximations just described we can get a one-variable stochastic equation:
with
Defining the parameters
we can get a compact form
This forcing function f(z) admits a potential U(z) that can be obtained from f(z) by integration,
and therefore we can use the self-adjoint form of the Fokker-Planck Eq. (10),
that in our case becomes
The complete Fokker-Planck equation for our simple model can then be written as
The probability distribution can be obtained from the solutions of (36) via The solution for the Fokker-Planck equation is a transition probability density distribution that can be expressed in terms of eigenfunctions. The eigenfunctions of the transformed operator L are a complete set and they allow the representation of any initial probability but because of the positive definite nature of the probability every initial condition will always be a mixture of different eigenfunctions. The first five eigenfunctions transformed back using (12) to the eigenfunction of L FP are shown in Fig. 10 . They basically represent an ascending order of orthogonal functions sampling the region around the potential. Except for the mode corresponding to the eigenvalue zero (i.e., the stationary solution), they all have an oscillatory character. The eigenfunctions for the asymmetric case, to be discussed later, is shown in Fig. 11 .
It is important to note here that the solution cannot collapse to a single oscillatory eigenvector because only combinations of eigenvectors that preserve the positive definiteness of the probability distribution will be described by the equation.
The different stationary solution obtained for various values of m are shown in Fig. 12 . The probability has a single maximum for values below the threshold where there is only one critical point and an oscillation, but they become a doublet when m is large. The dependence from the value of the noise, Q, can be easily guessed from (20) : large values of the noise will tend to flatten and eliminate the double peaks, resulting in a single normal distribution centered at the origin. The stationary density probability distribution from the one-dimensional model is therefore very consistent with the probability distribution obtained from the numerical experiments.
The evolution of the probability density distribution can be obtained from the transition probability (18) as Figure 13 shows the evolution of the probability for an initial distribution centered at x 5 20.7. The coupling is set at m 5 21/15 and it generates a rather well-defined potential with a high barrier. For this value of the noise (Q 5 0.15) the stationary solution is still not fully achieved at a final time of 60 months. Several factors can influence the evolution for a given value of the coupling coefficient. Increasing the strength of the forcing will make easier the transition to the neighboring potential well, resulting in a faster convergence to the stationary state. Localization of the initial condition also affects the following evolution. In general, a well-localized distribution will have a slower transition outside of the region where the stationary solution exists, like those in Fig. 13 will have a slower evolution. An extremely localized distribution, as a d(x) function, will project equally on all eigenfunctions and the convergence to the zero eigenvalue will be influenced by higher eigenvalues with long decay scales. On the other hand, an initial condition that projects better on the slower mode will have a faster evolution (Fig. 14) , showing a rapid convergence to the equilibrium distribution.
The origin of the asymmetry
The model shown in the previous section shows some of the aspects of the El Niño variability, but it lacks the difference between cold and warm states that the observations have (Fig. 1 ). An et al. (2005) and An and Jin (2004) have proposed that the effects of the neglected nonlinear terms in the advection can explain some of the amplified magnitude that warm events show. Intraseasonal variations in convection has also received considerable attention for the forcing that they can exert, once their effects is rectified in the seasonal mean, to the interannual variability.
The Madden-Julian oscillation in particular has been the subject of observational and modeling studies. In general, it has been considered to be a component of the stochastic forcing; however, it does seem to have a systematic, rather than stochastic, effects on the anomaly SST in the eastern Pacific. Zhang and Gottschalck (2002) and Zhang (2001) have shown that it is the seasonal activity of the MJO that is correlated with positive SST anomalies in the east Pacific. These results imply that the rectified effect of the MJO is rather of one sign, tending to push the system toward warmer states. This systematic effect seems to indicate that it is more reasonable to extract the MJO from the stochastic forcing and try to reproduce its effect more directly.
The nonlinear system (39) can then be easily modified to take into account the effect of the MJO by adding a constant term in the temperature equation. However, this would not be consistent with the dynamics of the MJO perturbation on the equatorial Pacific Ocean. A simple constant in the temperature equation will force a change in the thermocline depth of opposite sign, as required by the interannual dynamics. To get a constant response it is necessary to add a term also in the thermocline equation in order to represent the change in depth produced at seasonal scales by the MJO forcing. The It is still possible to obtain a one-dimensional model such that
The scale of the constants can be derived from the observations (Zhang 2001) and it is estimated to be of the order of 0.18C at seasonal scale for the SST and of the order of 2m for the average effect on the thermocline. The potential that can be obtained using the above constant is shown in Fig. 15 . The presence of the MJO breaks the symmetry and makes the potential well for the warm stable case deeper. (The variable z is proportional to the negative of the temperature anomalies.) Increasing the coupling intensifies the asymmetry and the separation between the states, making it more difficult to overcome the central barrier.
Breaking the asymmetry creates a different situation. The initial condition at neutral conditions (x 5 0) in Fig. 16 is showing a faster adjustment to the equilibrium than the previous case. This is more evident in the initial condition centered at x 5 20.7 (Fig. 17) that is showing clear signs of a faster transition, even if it is yet not completely finished at 48 months. The inspection of these solutions seems to indicate that breaking the symmetry has changed the structure of the eigenvalues that represent the inverse time scales of the evolution of each eigenfunction.
It is possible to analyze the dependence of the skewness of the theoretical distribution as a function of the coupling parameter m. Table 1 shows the skewness, computed as the normalized third moment of the distribution, for increasing coupling strength. The value for the observations based on the Niño-3.4 set already used in the paper is also shown at the bottom. The skewness is largely a function of the coupling parameter and of the symmetry parameter g, whereas for larger values of the noise it tends to become smaller. Realistic values of skewness can be obtained within the parameter range of the coupling.
a. Time correlations
Correlations can be easily obtained from the joint probability in the stationary state. The autocorrelation length, for instance, can be written as FIG. 14. As in Fig. 13 , but for an initial distribution centered at x 5 0.
This relation reduces to the covariance for t 5 0, whereas the values at different t depend on the contribution of each eigenfunction. For very large lags t / ' it is interesting to see that we can recover easily the Onsager regression hypothesis so that
The autocorrelation in general tends to be shorter for increasing noise and increasing asymmetry. The asymmetric potential yields shorter autocorrelations than the symmetric potential for the same value of the coupling and asymmetry parameter g. The best results are obtained for relatively large values of gamma; in this case 0.06 was used. Figure 18 shows the autocorrelation for the symmetric and asymmetric potential with Q 5 0.1 and m 5 27/15. The asymmetric model has some correspondence with the observations for lags up to 10 months, but the symmetric model decays too slowly. The simple asymmetric model captures the main behavior, but it does not fall quickly enough and it does not cross the zero line.
The behavior of the autocorrelation is determined by the eigenvalue structure. Figure 19 shows the structure of the first eigenvalue in the symmetric and in the asymmetric case corresponding to the autocorrelation in Fig. 18 . The physical interpretation of these eigenvalues in the quantum mechanics case is that they represent the energy levels of the states; in this case they can be interpreted as the decay time scale for each eigenfunction that contributes to the probability distribution. The symmetric case on the left in Fig. 19 tends to have larger eigenvalues and so the second one has also a very long decay scale of about 38 months inverse. In general the decay scales in the asymmetric case are shorter and so the result is that the autocorrelation as a function of the lag (Fig. 18) is showing a faster drop, on the order of 10 months for the asymmetric case. 
b. Transition from warm and cold cases
The probability of transition from one probability distribution to another can be obtained from the density probability distribution [Eqs. (18) or (38)] inserting an initial distribution. In the simplest case we can assume for the initial distribution a delta function in a particular value W IC 5 d(x 0 2 x 0 ), so that the distribution at time t is given by FIG. 16 . As in Fig. 14, but for the asymmetric potential. Fig. 13 , but for the asymmetric potential.
FIG. 17. As in
It is of particular interest to evaluate the probability to evolve starting from one potential well (a warm El Niño state) to the other well (a cold La Niña state).
In the symmetric case we expect that these two probabilities will be the same because of the symmetry, but the asymmetric case is more interesting. The probability distribution for a transition from a sharp, d-like distribution at t 5 0 in the cold well located around z 5 0.5 (solid line in Fig. 20) to a later time (in this case 12 months later) is showing a secondary peak in the warm well (located around z 5 20.5), indicating tunneling across the potential barrier induced by the stochastic noise. This is to be expected as we have seen in the previous sections; however, the opposite transition, from the warm well to the cold well (dashed line) is also showing a secondary peak, but the probability density is smaller, indicating that warm states are more likely to be followed by cold states than the opposite. This feature tends to be stronger as the asymmetry increases (growing values of m) or the noise becomes larger. Observations show a similar feature if the probability of the two transitions is estimated from the data (K. Choi and G. Vecchi 2012, unpublished manuscript).
Conclusions
The probability distribution of the Niño-3.4 index, considered as an indicator of ENSO dynamics, can be reproduced by a simple nonlinear system stochastically forced by Gaussian noise. A probability distribution with many properties similar to the observed Niño-3.4 can be obtained also in a regime that does not support FIG. 18 . Autocorrelation function for the two models. The asymmetric model has shorter correlation length for the same value of the coupling constant m, indicating that the asymmetry is also introducing a faster decorrelation that brings the system to a realistic value of 10-12 months. Horizontal lines indicate the 95% confidence level for the observed autocorrelations. TABLE 1. Skewness parameter for the asymmetric distribution and various values of the coupling parameter and for Q 5 0.15 and g 5 0.01. The skewness increases for larger couplings and becomes smaller for increasing noise. The skewness for the estimated probability distribution for the observation shown in Fig. 1 self-sustained oscillations, characterized by large values of the coupling constant between stress and surface temperature. This regime has usually been neglected in the past as a regime where ENSO dynamics could not be deployed because of the absence of oscillations, but we show that indeed this may be the case if stochastic forcing is included. The theoretical probability distribution allows the calculation of time correlation and other quantities, showing that the asymmetry is necessary to achieve the time scales that are typical of ENSO. The skewness of the distribution is increasing with the coupling parameter and realistic values can be obtained. It was not the intention of this paper to advocate a bimodal probability distribution for ENSO; in fact, the distribution is probably unimodal. We propose instead here a representation of ENSO as transitions between states, even as few as only two, that can be a viable framework to study it. Further work is required to clarify what will be the total number of states that will be needed for the final theory.
The Madden-Julian oscillation has a systematic effect on the eastern Pacific SST and on the depth of the thermocline in the western Pacific that can be represented in this model in the simplest way with a constant forcing. The presence of the forcing breaks the symmetry, producing a more realistic asymmetric probability distribution between cold and warm states that also explains the gap in the probability of the warm to cold and cold to warm transition. The theoretical autocorrelation is also impacted by the asymmetries and it tends to be closer to the observations. In this hypothesis, the rectified seasonal effect of the MJO activity has a systematic impact on the ENSO dynamics, producing the asymmetries observed in the probability distribution.
The theory proposed here unifies in a simple logical framework the hypothesis that ENSO is a chaotic nonlinear system or a linear but stochastically forced case; in fact, both these cases can be obtained as limiting cases of the system proposed here. Weak noise and/or weak coupling will result in a self-sustained oscillation, whereas weak nonlinearities (although we did not discuss this case here) will recover the linear stochastic system. This study shows that the dynamics of ENSO is possibly far richer than previously thought and different regimes can be active at different times as the coupling constant and the magnitude of the noise vary. We also think that this approach can be extended in a number of ways, considering FIG. 20 . The probability distribution for a transition from a sharp, d-like distribution at t 5 0 in the cold well (solid) to t 5 12 months, compared with the same transition from the warm well to the cold well (dashed). The final probability density of the cold to warm transition is smaller than the probability of a warm to cold transition, indicating that El Niño is more likely to be followed by a La Niña than the other way around. The peaks indicate the positions of the cold and warm wells.
higher-dimensional systems, multiplicative or colored noise, and more realistic approaches, but this will be the subject of our next papers.
