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Abstract
Localization and Mitigation of Radio Frequency
Interference for Interferometric Arrays
J. W. Steeb
Department of Electrical and Electronic Engineering,
University of Stellenbosch,
Private Bag X1, Matieland 7602, South Africa.
Dissertation: PhD (Eng)
December 2018
Radio telescopes have increased exponentially in sensitivity ever since the
ﬁrst single dish radio telescopes were built in the 1930's. This trend continues
with the development of next generation telescopes such as the Square Kilo-
metre Array (SKA). Parallel to the development of radio telescopes, has been
the rapid expansion of telecommunication technologies. Consequently, radio
telescopes are becoming more sensitive in an environment with ever increasing
radio frequency interference (RFI).
The ideal solution to RFI that is detected by a radio telescope is to locate its
source and then have it removed. Removal of the source is usually only possible
if it is occurring in a protected band or the radio telescope is in a radio quiet
zone. Unfortunately, most of the radio spectrum has been allocated to active
communication services and not all radio telescopes are in radio quiet zones.
The alternative is to mitigate its eﬀect using methods such as spatial RFI
mitigation. The contributions of this PhD dissertation are twofold: ﬁrstly,
a source localization algorithm that takes into account the constraints and
advantages of the arrays used for radio astronomy has been developed; and
secondly, existing spatial RFI mitigation techniques have been adapted to take
into account the bandwidth of the RFI signals.
The computationally eﬃcient localization algorithm that was developed
is best suited for interferometric arrays with low array beam sidelobes. Two
variants of the algorithm were developed, one that works for sources in the
near-ﬁeld and the other for far-ﬁeld sources. In the near-ﬁeld, the computa-
tional complexity of the algorithm is linear with search grid size compared to
cubic scaling of the state-of-the-art 3-D MUSIC method. The trade-oﬀ is that
ii
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the proposed algorithm requires a once-oﬀ a priori calculation and storing of
weighting matrices. In an experiment using a station of the Low Frequency
Array (LOFAR) a hexacopter was ﬂown around the array, at a mean radial
distance of 190 m, broadcasting a signal. The mean error in distance bet-
ween the estimated position of the hexacopter and the GPS position of the
hexacopter was 2 m for a wavelength of 6.7 m.
The non-narrowband RFI mitigation method developed consists of a second
order ﬁlter that is used to mitigate powerful RFI with bandwidth suﬃcient to
cause aberrations that are below the noise, but with power that competes
with the astronomical sources. The second order ﬁlter consists of a ﬁrst order
subspace subtraction ﬁlter combined with a ﬂat frequency response model for
the RFI source. Taking into account mutual coupling as well as a calibration
step to account for unknown complex gains, the algorithm was found to process
approximately 1.6 times more bandwidth than using just a ﬁrst order subspace
subtraction ﬁlter.
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Lokalisering en Mitigasie van Radiofrekwensie-inmenging
vir Interferometriese Skikkings
(Localization and Mitigation of Radio Frequency Interference for Interferometric
Arrays)
J. W. Steeb
Departement Elektriese en Elektroniese Ingenieurswese,
Universiteit van Stellenbosch,
Privaatsak X1, Matieland 7602, Suid Afrika.
Proefskrif: PhD (Ing)
Desember 2018
Sedert die eerste enkelskottel radioteleskope in die 1930's gebou is, het
die sensitiwiteit van radioteleskope eksponensieël toegeneem. Hierdie tendens
gaan voort met die ontwikkeling van volgende generasie teleskope, soos by-
voorbeeld die Square Kilometer Array (SKA). In parallel met die ontwikke-
ling van radioteleskope, het telekommunikasietegnologieë ook vinnig uitgebrei.
Gevolglik word radioteleskope meer sensitief in 'n omgewing met toenemende
radiofrekwensie-inmenging (RFI).
Die optimale oplossing vir RFI is om die bron daarvan op te spoor en te
verwyder. Verwydering van die bron is gewoonlik net moontlik as dit teenwoor-
ding is in 'n beskermde band of as die radio teleskoop in 'n radio-stil gebied
is. Ongelukkig is meeste van die radio spectrum toegeken aan kommunikasie-
dienste en nie alle radio teleskope is in radio-stil gebiede nie. Die alternatief
om die eﬀek daarvan te mitigeer deur middel van metodes soos ruimtelike
RFI-mitigasie. Die bydraes van hierdie doktorale proefskrif is tweeledig: eer-
stens, die ontwikkeling van 'n bronlokaliseringsalgoritme wat die beperkings en
voordele van die skikkings wat gebruik word vir radio astronomie in ag neem
en tweedens, die aanpassing van bestaande ruimtelike RFI mitigeringstegnieke
om die bandwydte van die RFI seine in ag te neem.
Die berekeningsdoeltreﬀende lokaliseringsalgoritme wat ontwikkel is, is die
beste geskik vir interferometriese skikkings met lae samestelling-bundel sy-
lobbe. Twee weergawes van die algoritme is ontwikkel, die eerste hanteer
bronne in die nabyveld en die ander hanteer vêrveld bronne. In die nabyveld
iv
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is die berekeningskompleksiteit van die algoritme lineêr met soektogrooster-
grootte in vergelyking met die kubieke skalering van die 3-D MUSIC-metode.
Die nadeel is dat die voorgestelde algoritme 'n eenmalige a priori berekening
en stoor van gewigsmatrikse vereis. In 'n eksperiment by 'n stasie van die Low
Frequency Array (LOFAR), het 'n heksakopter oor die skikking gevlieg met
'n gemiddelde radiale afstand van 190 m en 'n sein uitgesaai. Die gemiddelde
fout in die afstand tussen die beraamde posisie van die heksakopter en die
GPS-posisie van die heksakopter was 2 m vir 'n golﬂengte van 6.7 m.
Die nie-smalband RFI mitigasie metode wat ontwikkel is, fasiliteer die de-
ﬁnieering van 'n tweede-orde ﬁlter wat gebruik word om kragtige RFI met
bandwydte verwante krag onder die geruis, maar met krag wat met die astro-
nomiese bronne kompeteer, te mitigeer. Die tweede order ﬁlter bestaan uit 'n
eerste orde subruimte verminderingsﬁlter gekombineer met 'n plat frekwensie
responsmodel vir die RFI bron. Met inagneming van wedersydse koppeling
asook 'n kalibrasie stap om vir onbekende komplekse antenna aanwinste voor-
siening te maak, is gevind dat die algoritme ongeveer 1.6 meer bandwydte kan
verwerk as 'n eerste orde subruimte verminderingsﬁter.
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Chapter 1
Introduction
1.1 Overview
On 17 August 2017 the ﬁrst multi-messenger observation was done of an as-
tronomical event [1]. The gravitational waves generated by a binary neutron
star merger was ﬁrst detected by the LIGO-Virgo detector and, 1.7 s later, by
the Fermi Gamma-ray telescope detected gamma-rays from the same location.
Observations were then completed across the electromagnetic spectrum, which
was made possible due to the pooling of expertise and resources worldwide.
Ultimately the goal of astronomy is to chart and understand the entire his-
tory of the universe [2]. Radio astronomy forms a core part of achieving this
goal. Currently, earth based radio telescopes can observe frequencies as low
as 10 MHz with the Low Frequency Array (LOFAR) and as high as 950 GHz
with the Atacama Large Millimeter Array (ALMA) [3; 4].
Radio Astronomy is a passive service that ideally would want access to the
entire radio spectrum (3 Hz to 3 THz). However, due to the commercial value
of the radio spectrum, radio astronomy has to compete for spectrum. For
example, the third generation spectrum auction in Germany alone brought in
AC 50.8 billion for 140 MHz of spectrum [5]. Consequently, radio telescopes are
built in remote areas in order to minimize radio frequency interference (RFI)
and maximize the amount of bandwidth that can be used for observation.
Nevertheless, RFI can still easily be detected due to the high sensitivity of the
radio telescope arrays.
Radio telescope sensitivity has increased by ﬁve orders of magnitude from
1940 to 2010 [6] and the trend will continue with the Square Kilometre Array
(SKA) [2]. The SKA will consist of diﬀerent radio telescope arrays, each
designed for a diﬀerent band of the radio spectrum. Pathﬁnder telescopes
for the SKA, such as the Netherlands' LOFAR and South Africa's MeerKAT
telescope [7], have already been built. The RFI detected by LOFAR is typically
20 to 100 dB stronger than the astronomical sources being observed.
The ideal solution for RFI is to identify the emitting location and have it
1
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switched oﬀ. An RFI signal can either be in the far-ﬁeld (when only direction
of arrival can be determined) or near-ﬁeld (when it is possible to localize the
RFI) of the array. If the RFI can not be switched oﬀ, the goal becomes to
mitigate the eﬀect of the RFI on the astronomical data. Spatial RFI mitigation
techniques work by steering a null in the direction of the RFI. However, these
techniques currently assume that the RFI signal is narrowband.
1.2 Background
An interferometer is an array of at least two antennas where for each antenna
pair the covariance of these antennas' signals is calculated [8, p. 16-18]. The
simplest case is an interferometer which consists of two antennas and the inci-
dent signal is from a far-ﬁeld point source, see ﬁgure 1.1. Since the source is in
the far-ﬁeld, the signal approaches the array as a plane wave. The amplitude
of the calculated covariance will be proportional to the source's ﬂux density
and the phase will depend on the point source's frequency and the signal delay
due to the distance between the antennas. The spacings between antennas are
called baselines. As baseline length increases, so does the angular resolution
[9, p. 202].
There exists a three-dimensional Fourier relation between the measured
covariance (also called the visibility data) and the intensity distribution on the
sky [10]. By increasing the number of antennas, Nb = Ne(Ne − 1)/2 baselines
are formed, where Ne is the number of antennas. Each baseline then has an
associated covariance or visibility. These visibilities form part of the u, v,w
space where the plane u, v is normal to the direction of the phase center. Due
to ﬁnite sampling of the u, v,w space, any algorithm which attempts to create
an accurate image (skymap) also requires deconvolution, see for example the
CLEAN algorithm [8, p. 427-432].
1.3 Phased and Interferometric Array Data
Model
When a signal is detected by an antenna, that signal is a delayed version
x(t − τ) of the signal at its source x(t), where τ is the delay. If the array's
frequency channels are suﬃciently narrowband, then the time delays can be
represented as phase delays. For the jth antenna the delayed signal can be
approximated by x(t− τj) ≈ x(t)e−i2piν0τj , where ν0 is the center frequency of
the channel. This condition is satisﬁed if [11, p. 23]
2pi∆ντmax  1, (1.1)
where ∆ν is the channel's bandwidth and τmax is the delay given by the longest
baseline (greatest distance between any two antennas).
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Figure 1.1: Diagram of a two element interferometer where ds is the direction
of arrival of a planar wavefront (far-ﬁeld source), b is the baseline vector and
b·ds
c
is the geometric delay (the time diﬀerence between the antennas receiving
the signal).
For an array with Ne antennas the phase delays can be stacked into a vector
that is called the geometric delay vector
a =
 e
−i2piν0τ1
...
e−i2piν0τNe
 . (1.2)
Using the geometric delay vector in equation (1.2) the following general
model (used in [1116]) will be considered for the output generated, from a
single source x(t) at time t, for one polarization and frequency channel:
y(t) = g  a x(t) + xn(t) (1.3)
where
y(t) =
 y1(t)...
y
Ne
(t)
 is the vector of the measured array output signals,
g =
 g1...
g
Ne
 is the vector of complex gains for each antenna,
xn(t) =
 xn,1(t)...
xn,Ne(t)
 is the vector of instrumental noise for each antenna.
The complex gains in g represent the direction independent gains that are
assumed to not vary for the time scales considered. Examples of direction
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independent eﬀects are path loss, the polarization mismatch factor, the gain
of the antennas and atmospheric eﬀects. Direction dependent gains will not be
considered, because the non-narrowband RFI mitigation algorithm presented
in sections 2.5 and 2.6 is designed to work on a single source. Furthermore,
the localization algorithm in sections 2.3 and 2.4 makes use of factor analysis
to separate sources.
The model in equation (1.3) can now be expanded for Nc cosmic sources
and Nr RFI sources
y(t) = g  (Acxc(t) +Arxr(t)) + xn(t), (1.4)
where
Ac =
[
ac,1 · · · ac,Nc
] is the matrix of concatenated geometric delay vectors
for the cosmic sources,
xc =
 xc,1(t)...
xc,Nc(t)
 is the vector of cosmic sources,
Ar =
[
ar,1 · · · ar,Nr
] is the matrix of concatenated geometric delay vectors
for the RFI sources,
xr(t) =
 xr,1(t)...
xr,Nr(t)
 is the vector of RFI sources.
The model in equation (1.4) is valid for both phased arrays and interfero-
metric arrays. For a phased array the signals are beamformed to simulate a
single dish with larger aperture that is electronically steerable. In comparison,
for an interferometric array the signals from diﬀerent antennas are correlated
and then used for imaging.
1.3.1 Standard Covariance Matrix Model
The zero lag covariance matrix (the jkth element of the matrix is the covari-
ance of the jth and kth antenna [17, p. 501]) of the vectorized data model in
equation (1.4) is given by
R = E{y(t)yH(t)}, (1.5)
where E is the expectation.
Independence is assumed between the cosmic, RFI and noise sources. The-
refore, when substituting equation (1.4) into equation (1.5) the expectation of
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any non-self multiplication terms are zero and consequently the substitution
yields
R = G(Rc +Rr)G
H +Rn
= G(AcBcA
H
c +ArBrA
H
r )G
H +Rn, (1.6)
where Bc = E{xc(t)xHc (t)}, Br = E{xr(t)xHr (t)}, Rn = E{xn(t)xHn (t)}, G =
diag(g), Rc = AcBcA
H
c and Rr = ArBrA
H
r . The matrix Bc = Dc will be
diagonal if the cosmic signals are uncorrelated and the same applies toBr = Dr
and Rn = Dn if the RFI and noise signals are respectively uncorrelated.
For a single source and no noise the jkth element of the covariance matrix
is given by
Rjk = gjgkσ
2ajak = gjgkσ
2e−i2piν0τjk , (1.7)
where σ2 is the power of the source and τjk = τj − τk. This covariance matrix
is a rank one matrix. If sources are added the number of non-zero eigenvalues
will increase.
It is assumed that for short time periods the signals are stationary ergodic
processes (the position of the source and its amplitude must remain constant).
Therefore, the covariance is constant over this time period. The covariance
matrix can then be estimated using
R̂ =
1
Nt
Nt∑
l=1
y(lTs)y
H(lTs), (1.8)
where
R̂ is the estimated covariance matrix,
Nt is the number of samples for which the signals are stationary,
Ts is the sample time.
The covariance matrix has the following useful properties: R is Hermitian
and is positive semi-deﬁnite [18, p. 558].
Many of the spatial RFI mitigation schemes [11; 1315] that have been de-
veloped make use of at least one of the following assumptions (the narrowband
and statistical independence assumptions have already been introduced):
 Point Source: The RFI signals can be modelled as point sources (a
source of electromagnetic radiation that is spatially inﬁnitesimally small).
 Narrowband: The channel bandwidth ∆ν is suﬃciently narrow so that
the propagation delay experienced by a signal can be represented as a
phase shift.
 Stationarity: The cosmic signal is assumed to be a stationary Gaussian
process for 10 s to 100 s, while the RFI signal must be stationary for
durations less than 100 ms.
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 Gaussian Distributions with Mean Zero: The cosmic, RFI and
noise signals have Gaussian distributions and mean µ = 0, therefore
signal power is equal to the variance σ2.
 Statistical Independence: The cosmic, RFI and noise signals are sta-
tistically independent and therefore uncorrelated.
 Identically Distributed Noise: If the antennas are calibrated, the
random noise process in each antenna has the same distribution and
consequently, the noise power σ2n is approximately the same over short
time periods and also for narrow frequency bands.
 Low Signal Power: The cosmic sources' contribution must be small in
comparison to the noise contribution.
 Number of RFI Sources: The number of interferers must be less than
the number of antennas for a given frequency and integration time. Also,
the RFI must aﬀect at least two dishes.
1.3.2 Near-ﬁeld Model
The delay between the jth array element and a signal is τj = ||v − vj||/c,
where v = [x, y, z]T and vj = [xj, yj, zj]
T are the position vector of the signal
source and array element, respectively. Therefore, the geometric delay vector
in equation (1.2) becomes [16, p. 32]
a =
 e
−i2piν0||v−v1||/c
...
e−i2piν0||v−vNe ||/c
 . (1.9)
Using the near-ﬁeld geometric delay vector in equation (1.9) the jkth ele-
ment of a covariance matrix for a single source without noise is then given
by
Rjk = gjgkσ
2e−i2piν0[||v−vj ||−||v−vk||]/c
= gjgkσ
2e
−i2piν0
[√
(x−xj)2+(y−yj)2+(z−zj)2−
√
(x−xk)2+(y−yk)2+(z−zk)2
]
/c
.
(1.10)
1.3.3 Far-ﬁeld Model
The spherical wave front of a source in the far-ﬁeld of the array can be ap-
proximated by a plane wave. The far-ﬁeld distance is deﬁned as [8, p. 601]
dfar  B
2
max
λ
, (1.11)
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where Bmax is the longest baseline and λ is the wavelength of the signal. At
this distance the diﬀerence in path length between the source and the antennas
forming the longest baseline, is much smaller than the wavelength. Therefore,
all distance information is lost and only direction of arrival information can be
recovered.
The following derivation will show how equation (1.9) can be adapted for a
far-ﬁeld source. Using the Taylor expansion of the distance between the signal
and the jth array element as well as
||vj ||2
||v||2 ≈ 0, yields
||v − vj|| =
√
||v||2 + ||vj||2 − 2v · vj
≈ ||v||
√
1− 2v · vj||v||2
≈ ||v|| − v · vj||v|| . (1.12)
Subtracting the distances between the signal and the jth and kth array
element, respectively, and using the approximation in equation (1.12) yields
||v − vj|| − ||v − vk|| ≈ −v · vj||v|| +
v · vk
||v|| . (1.13)
Therefore, when the geometric delay vector is multiplied with its Hermitian
in the covariance equation (1.7) and the assumption is made that the source
is in the far-ﬁeld, then the phase is only dependent on the direction of arrival.
That is, the eﬀect of ||v|| on the phase of the geometric delay vector is cancelled
out in the covariance matrix. Consequently, the geometric delay vector for a
far-ﬁeld source can be modelled as
a =
 e
i2piν0(v·v1)/(c||v||)
...
ei2piν0(v·vNe )/(c||v||)
 =
 e
i2piν0(lx1+my1+nz1)/c
...
ei2piν0(lxNe+myNe+nzNe )/c
 , (1.14)
where the directional cosines are deﬁned as lm
n
 = v||v|| =
x/||v||y/||v||
z/||v||
 . (1.15)
Using the far-ﬁeld geometric delay vector in equation (1.14), the jkth element
of a covariance matrix for a single source without noise is then given by
Rjk = gjgkσ
2ei2piν0[v·vj−v·vk]/(c||v||)
= gjgkσ
2ei2piν0[l(xj−xk)+m(yj−yk)+n(zj−zk)]/c. (1.16)
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1.3.4 Eﬀect of Bandwidth on the Signal Model
If the channel bandwidth is not suﬃciently narrow, the dependence of the
geometric delay vector on frequency becomes signiﬁcant. To simulate the eﬀect
of signal bandwidth on an array, the layout of a LOFAR Low Band Antenna
(LBA) station was used and a signal with a center frequency of 45 MHz. The
normalized eigenvalues of the simulated covariance matrix are plotted as a
function of fractional bandwidth in ﬁgure 1.2 a. At zero fractional bandwidth,
there is only one non-zero eigenvalue. As the fractional bandwidth increases,
the ﬁrst eigenvalue decreases and the other eigenvalues become non-zero. The
severity of the bandwidth eﬀect on the eigenstructure of the covariance matrix
is also dependent on the location of the source. For a planar array, such as a
LOFAR station, sources closer to the horizon cause the most distortion of the
eigenstructure (see ﬁgure 1.2 b).
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Figure 1.2: (a) Plot of normalized eigenvalues of a covariance matrix where
the fractional bandwidth of a single source is increased and the source position
is ﬁxed. (b) Plot of normalized eigenvalues of a covariance matrix where a
single source moves from zenith (0 rad) to the horizon (pi rad) with a ﬁxed
bandwidth. For both plots no noise is present and the layout of a LOFAR low
band antenna station is used.
The LOFAR telescope's antennas are optimized to work from 10 to 240 MHz
and typically have a channel bandwidth of 195 kHz. If the narrowband criteria
in equation (1.1) is used, any signal detected by a LOFAR LBA or High Band
Antenna (HBA) core station (with longest baselines 107 m and 159 m, respecti-
vely) would be classiﬁed as narrowband. However, this criterion is not valid
in the case of powerful RFI signals with spectrum that spans the channel. In
ﬁgure 1.3 a the skymap of such a RFI source is given and appears to be a point
source. When the ﬁrst eigenvalue is nulled the RFI is suppressed by 24.3 dB,
as can be seen in the skymap in ﬁgure 1.3 b. Two weaker sources adjacent to
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 1. INTRODUCTION 9
the location of the RFI are now visible and are caused by the bandwidth of
the RFI source. The power of these two bandwidth-related sources is of the
same order of magnitude as those of the visible cosmic sources, in this case
Cassiopeia A and Cygnus A. Consequently, a signal will then be classiﬁed as
non-narrowband if its second eigenvalue is large enough to cause interference
with the cosmic sources being studied.
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Figure 1.3: (a) Skymap of non-narrowband RFI source visible in dB (the RFI
source is the 0 dB point). (b) Skymap of non-narrowband RFI source where
the ﬁrst eigenvalue of the covaraince matrix has been nulled. Two weaker
sources adjacent to the location of the RFI are now visible and are caused by
the bandwidth of the RFI source. Cassiopeia A and Cygnus A are also visible
as point sources.
1.3.5 Non-identically Distributed Noise
Consider a covariance matrix R = Rr +Rr which consists of a non-identically
distributed noise covariance matrix Rn = diag(σ
2
n,1, . . . , σ
2
n,Ne
) and an RFI co-
variance matrix Rr. Since Rn is not an identically distributed noise covariance
matrix, the eigenvectors of R and Rr will diﬀer [11, p. 64-65]. However, if the
power of the RFI is much larger than the noise power (σ2r,i  σ2n,i), the eﬀect
of noise on the covariance matrix's eigenvalues will diminish. Two methods to
remove the eﬀect of the noise for cases in which this assumption does not hold,
will be presented.
1.3.5.1 Noise Whitening
If an estimate of the noise covariance matrix1 R˜n is available, then the inter-
1A tilde is used to distinguish R˜n from R̂n which, is the noise estimate that forms part
of R̂.
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ferometer covariance matrix can be whitened [16, p. 34],
Rw =R˜
− 1
2
n (GRrG
H +Rn)R˜
− 1
2
n
≈R˜−
1
2
n GRrG
HR˜
− 1
2
n + I. (1.17)
The result is that the noise covariance matrix becomes the identity matrix
and consequently eigenvalue decomposition can be applied to identify a basis
for the RFI vector space. An estimate of the noise can be obtained either by
calibration or by examining regions where there are no interference.
1.3.5.2 Factor Analysis
Factor analysis [19, p.211-232] is a statistical method that decomposes a p× p
covariance matrix R = ZZH +D, where Z is a p× q matrix and D is a p× p
diagonal matrix. This decomposition can be applied to an interferometer's
covariance matrix R [15] in the case where the noise is not calibrated by equa-
ting Rr = ZZ
H and Rn = D (the inﬂuence of the cosmic source is considered
negligible). Thus
R =ZZH +D
=Rr +Rn. (1.18)
This method places a restriction on the number of factors (that is interferers),
namely q < p−√p [15].
1.4 RFI Mitigation Techniques
RFI mitigation by subspace projection for radio astronomy was ﬁrst propo-
sed in [12], where orthogonal projection with bias correction was introduced.
This method requires high interference-to-noise-ratio and relative movement
between the interferer and the phase reference position of the array. Further
analysis of this method is given in [1315]. Other projection methods, such
as oblique projection are explained in [11]. For the case where there is low
interference-to-noise-ratio and relative movement between the interferer and
the phase reference position of the array, the method in [20] can be used. Furt-
hermore, low-cost auxiliary antennas can be included to improve performance
[21].
1.4.1 Orthogonal Projection
If the column vectors of Ar are linearly independent, they form a basis for a
vector space Vr. Therefore, an orthogonal projector can be constructed [18, p.
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430] which projects along Vr onto a vector space orthogonal to Vr , namely
P = I−Ar(AHr Ar)−1AHr , (1.19)
such that PAr = 0. The projector is Hermitian and therefore P = P
H [18, p.
433]. Applying the projector to equation (1.6) yields (assuming G = I)
PRP =PRcP+PArBrArP+PRnP
=PRcP+PRnP
=PRcnP, (1.20)
where Rcn = Rc + Rn. The RFI contribution to the covariance is completely
nulled, however, the noise and cosmic signals are biased.
1.4.2 RFI Subspace Estimation
Any basis of the RFI subspace Vr can be used to construct the projector in
equation (1.19), not justAr. The ability of the orthogonal projector to null the
contribution of RFI is dependent on the accuracy of the estimate of a basis set
that spans the vector space Vr. When the direction of arrival for the RFI is not
known, Ar cannot be calculated. However, an orthogonal set of eigenvectors
can be found by applying eigenvalue decomposition (EVD) to the covariance
matrix, because the covariance matrix is positive deﬁnite [18, p. 517]. If it
can be assumed that the cosmic signal contribution can be ignored, that the
noise is independently and identically distributed and that the RFI signals are
uncorrelated, then the EVD of the covariance matrix yields [11, p. 64-65]
R ≈Rr +Dn
=
[
Mr Kr
] [Dr 0
0 0
] [
MHr
KHr
]
+ σ2nI
=
[
Mr Kr
]
Drn
[
MHr
KHr
]
=
[
Mr Kr
] [Dr + σ2nINr×Nr 0
0 σ2nI(Ne−Nr)×(Ne−Nr)
] [
MHr
KHr
]
, (1.21)
where
Mr is the matrix of eigenvectors that form the range of Vr,
Kr is the matrix of eigenvectors that form the kernel of Vr,
Dr is the diagonal matrix of eigenvalues (λr,j) for Rr,
Drn is the diagonal matrix of eigenvalues (λj) for R.
The column vectors of Mr are orthogonal as well as those of Kr. For the
case where there are two or more RFI signals, it is unlikely that Mr will be
equal to Ar. Therefore, the vector space Vr is spanned diﬀerently and the
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eigenvalues λr,j will not be equal to the RFI powers σ
2
r,j (however the total
power will be the same). The noise only aﬀects the eigenvalues of the Rr and
not its eigenvectors, because the noise is identically distributed [11, p. 65].
The orthogonal projector in equation (1.19) can now be constructed using
Mr, which is identiﬁed by the larger eigenvalues in Drn. The requirement
that Rc can be ignored is necessary, since its contribution will inﬂuence the
eigenvalues and eigenvectors of R. This requirement is made more precise in
[14] with the expression
|(Rc)jk|  σ
2
n√
N
, (1.22)
where N is the number of samples taken to estimate R.
One simple method [22] to identify the RFI is to count the eigenvalues
which exceed three median absolute deviations from the median
λj > 3 ·median(|Drn −median(Drn)|) + median(Drn), (1.23)
where λj is the j
th eigenvalue contained in Drn. Using the median lessens
the inﬂuence of outliers, that is, the values aﬀected by the RFI. Alternative
methods are given in [2325].
1.4.3 Orthogonal Projection with Bias Correction
For any useful orthogonal projector P, the kernel basis includes the zero vector
and at least one non-zero vector. Therefore, P has a column rank less than
the number of columns in P which consequently makes the matrix singular.
The orthogonal projection method bias (see equation (1.20)) can therefore not
be corrected by multiplying with the inverted orthogonal projector.
For the orthogonal projection correction scheme [1215] the number of
samples Nt is divided into NG equally sized groups, where each group consists
of Nt,st samples (st denotes short term), that is, Nt = NGNt,st. For a sampling
time Ts the overall integration time is NtTs, while Nt,stTs is the short term
integration time for any of the NG groups. The following assumptions must
also hold:
 The cosmic signals are stationary for NtTs seconds.
 The RFI signals are stationary for Nt,stTs seconds.
 The RFI signals are not stationary for NtTs seconds.
 G = I.
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The lth short term covariance matrix estimate is given by
R̂l =
1
Nt,st
lNt,st∑
m=(l−1)Nt,st+1
y(mTs)y(mTs)
H , (1.24)
where l ∈ {1, · · · , NG}. The covariance matrix estimate can then be written
as
R̂ =
1
NG
NG∑
l=1
R̂l. (1.25)
For each short term integration covariance matrix estimate R̂l, an orthogo-
nal RFI projector Pl, can be constructed, since the RFI is assumed stationary
over the short term integration time (Nt,stTs). The averaged orthogonal pro-
jected covariance matrix estimate is then
R̂orth =
1
NG
NG∑
l=1
PlR̂lPl
=
1
NG
NG∑
l=1
Pl(R̂c + R̂r,l + R̂n)Pl
=
1
NG
NG∑
l=1
Pl(R̂c + R̂n)Pl
=
1
NG
NG∑
l=1
Pl(R̂cn)Pl. (1.26)
Applying the matrix identity
vec(ABC) ≡ (CT ⊗A) vec(B), (1.27)
to equation (1.26) yields
vec(R̂orth) =
1
NG
NG∑
k=1
(PTl ⊗Pl) vec(R̂cn)
=
{
1
NG
NG∑
k=1
(PTl ⊗Pl)
}
vec(R̂cn)
= C vec(R̂cn). (1.28)
The RFI is however assumed to be non-stationary over the total integration
time NtTs, therefore, Pl will vary between the short term integration groups.
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The matrix C becomes non-singular if NG is large enough and the orthogonal
projectors vary suﬃciently. The corrected covariance matrix is then
R̂cn = unvec(C
−1 vec(R̂orth)). (1.29)
In ﬁgure 1.4, a diagram is given showing how the orthogonal projection with
bias correction algorithm can be implemented.
Figure 1.4: Diagram of the orthogonal projection with bias correction algo-
rithm.
1.4.4 Oblique Projection
The oblique projection method projects along the RFI vector space Vr onto the
cosmic vector space Vc. To construct this oblique projector it is required that
the column vectors in [AcAr] are independent (Vr ∩ Vc = {0}). The oblique
projector is given by [11, p. 51]
EVr→Vc = Ac(A
H
c P
⊥
VrAc)
−1AHc P
⊥
Vr , (1.30)
where P⊥Vr is an orthogonal projector that projects along Vr onto a vector
space that is orthogonal to Vr. When an oblique projector is applied the RFI
is completely nulled and the cosmic signal is completely recovered, however
the noise is biased
Robl = EVr→VcRE
H
Vr→Vc
= Rc + EVr→VcRnE
H
Vr→Vc . (1.31)
For the case when Vr and Vc are orthogonal, the oblique and orthogonal
projectors are equivalent. This method's accuracy depends not only on the
RFI subspace estimation, but also on the accuracy of the sources' positions in
the model skymap.
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1.5 Source Localization Techniques
For near-ﬁeld sources, it is possible to get the location of the source while, for
far-ﬁeld sources, it is only possible to recover the direction of arrival. Three
methods, that can be adapted for both far-ﬁeld and near-ﬁeld cases, will be
discussed: discrete Fourier transform based method, Minimum Variance Dis-
tortionless Response (MVDR) and MUltiple SIgnal Classiﬁcation (MUSIC).
All these methods are computationally expensive, brute force methods; howe-
ver, no assumptions are made about the array layout.
For the near-ﬁeld case the vector v is a set of Cartesian coordinates and
a is the near-ﬁeld geometric delay (see equation (1.9)). In the far-ﬁeld case
the vector v is a set of directional cosine coordinates and a is the far-ﬁeld
geometric delay (see equation (1.14)).
1.5.1 Classical Delay Beamforming Imaging (CDB)
CDB imaging is an algorithm that makes use of a classical delay beamformer
(bCDB) [26, p. 78-79]
bCDB(v) = (a
H(v)a(v))−1aH(v). (1.32)
The CDB spatial spectrum or CDB skymap is then given by
JCDB(v) = E{bCDB(v)x(t)(bCDB(v)x(t))H}
= bCDB(v)Rb
H
CDB(v)
=
aH(v)Ra(v)
(aH(v)a(v))2
. (1.33)
The algorithm therefore requires that a beamfomer be constructed for every
pixel (coordinate of interest). The advantage of this method is that the ﬂux
of the source is recovered.
1.5.2 Minimum Variance Distortionless Response
Imaging (MVDR)
MVDR imaging is an algorithm which makes use of a beamformer (bMVDR)
that minimizes the output energy of a given position on a skymap [26, p. 96]
bMVDR =
R−1a(v)
aH(v)R−1a(v)
. (1.34)
The MVDR spatial spectrum or MVDR skymap is given by
JMVDR(v) = b
H
MVDRRbMVDR
=
1
a(v)R−1aH(v)
, (1.35)
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where the peaks of JMVDR(v) are the locations of the sources. The disadvan-
tages of this method are that the covariance matrix must be non-singular and
calibration errors lead to underestimation of the source's power.
1.5.3 MUltiple SIgnal Classiﬁcation Imaging (MUSIC)
The MUSIC algorithm is an algorithm that calculates the MUSIC spatial
spectrum or MUSIC skymap [26, p. 80-82]
JMUSIC(v) =
1
a(v)KrK
H
r a
H(v)
, (1.36)
where the peaks of JMUSIC(v) are the locations of the RFI sources and Kr is
the signal nullspace (see section 1.4.2). The peaks of J(v)MUSIC occur when
a(v) is approaching orthogonality to Kr. The disadvantage of this method is
that the source's nullspace must be correctly estimated.
1.5.4 Current Research in Source Localization
The computational cost of the aforementioned imaging methods are prohibi-
tive. Currently there are numerous computationally more eﬃcient methods
that have been developed. Examples include path following [27], polynomial
rooting [28], weighted linear prediction [29] and estimation of signal parame-
ters using rotational invariance techniques (ESPRIT) [30; 31]. These methods
reduce computational complexity by assuming and then exploiting a uniform
linear array layout. In papers [32] and [33] an improvement of the MUSIC
algorithm is proposed that replaces searching a dimension with solving the
roots of a polynomial. This polynomial arises from calculating a Fourier series
which estimates the geometric delay function. This method introduces an es-
timation error. Furthermore, all these methods assume a narrowband source
signal. Methods that can localize wideband signals make use of an initial
Fourier transform of the data [34; 35].
1.6 The Low-Frequency Array (LOFAR)
The Low-Frequency Array (LOFAR) is a radio telescope interferometer that
was completed in 2012 by ASTRON (the Netherlands Institute for Radio As-
tronomy) and its international partners [3]. The telescope has stations across
Europe with the current (as of October 2018) longest baseline between Birr,
Ireland and Łazy, Poland, which is almost 2000 km (see ﬁgure 1.5). Additional
stations are also planned for Irbene, Latvia and Medicina, Italy. Each station
consists of an array of Low Band Antennas (LBA's) and an array of High
Band Antennas (HBA's). The HBA's are arranged into tiles that each consist
of 16 HBA's. The LBA's are optimized to observe from 10 to 80 MHz and
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the HBA's from 120 to 240 MHz. There are 24 core stations around Exloo,
the Netherlands where each has one ﬁeld of 96 LBA's and two ﬁelds of 24
HBA tiles, each straddling the LBA's. The 14 remote non-core stations in the
Netherlands each consist of one ﬁeld of 96 LBA's and one ﬁeld of 48 HBA
tiles. In ﬁgure 1.6 a satellite image is given of a LOFAR remote station. The
13 international stations (non-Dutch stations) consist of one ﬁeld of 96 LBA's
and one ﬁeld of 96 HBA tiles. The LBA's and HBA's are both dipole designs
and are immovable. To point in a certain direction the antennas in a ﬁeld are
beamformed to synthesize a larger aperture. The beamformed data from each
station is sent to the LOFAR Central Processing Facilities in Groningen to be
correlated.
One of the most common RFI signals that is detected by the HBA's of
LOFAR is digital audio broadcasts (DAB). These broadcasts make use of po-
werful transmitters and occupy the frequency band from 174 to 228 MHz in
the Netherlands. For example, Zendstation Smilde has a DAB transmitter
at 253 m altitude and transmits at 3.5 kW. This tower is only 9.16 km from
LOFAR station RS409. In ﬁgure 1.8 the power spectral density of one of the
LOFAR HBA's is plotted and a DAB signal is approximately 95 dB above the
noise and occupies the 182.9 to 184.4 MHz band.
Figure 1.5: Map of LOFAR stations across Europe. Stations that are con-
nected with a dotted line are being built. Image courtesy of Dr. Tammo Jan
Dijkema from the Computing Group at ASTRON.
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 1. INTRODUCTION 18
Figure 1.6: Google Earth satellite image of LOFAR remote station RS409 with
the HBA and LBA encircled.
1.7 Objectives and Original Contributions
The best solution to RFI is to remove the source. Therefore, the source must
be identiﬁed and localized. Radio astronomy arrays have the following con-
straints: the array layout is usually non-uniform in order to maximize uv
coverage; RFI sources can not be assumed to be narrowband; RFI sources can
be far-ﬁeld or near-ﬁeld and the data from the arrays are not calibrated in the
direction of the RFI. Thus, most recent methods that make use of uniform
linear arrays can not be used. Radio astronomy arrays have the advantages
that they have a large number of elements, they measure a wide bandwidth
which is broken up into a large number of channels, cosmic source signal po-
wers are far below the instrumental noise level (therefore it will not interfere
with RFI source identiﬁcation) and covariance matrices have to be produced
for the science objectives (such as imaging). The next paragraph provides a
summary of the contributions to source localization (see the journal paper in
section 2.4).
A new computationally eﬃcient localization algorithm has been developed
for interferometric arrays with low array beam sidelobes. The algorithm has
been adapted to work both in the near-ﬁeld and far-ﬁeld (only the direction
of arrival can be recovered when the source is in the far-ﬁeld). The algorithm
consists of three stages. The ﬁrst is a preprocessing stage that attempts to
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Figure 1.7: Map of LOFAR stations in the Netherlands along with DAB broad-
cast towers. Zendstation Smilde has a DAB transmitter at 253 m altitude and
is only 9.16 km from station RS409. Image courtesy of Dr Tammo Jan Dijkema
from the Computing Group at ASTRON.
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Figure 1.8: Power spectral density of signal received by a HBA in LOFAR
station RS409. Reproduced from journal paper in section 2.6
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isolate the RFI source by using factor analysis. The second is the integrating-
out-variables method that, for the near-ﬁeld case, changes a three dimensional
search to three one dimensional searches by integrating out coordinate vari-
ables. This gives a reasonable estimate for the minimum error convergence
(MEC) algorithm, which is a fast converging iterative method. The MEC li-
nearizes the single source array covariance matrix model by reformulating it
in terms of the estimation error of the source's location. In the near-ﬁeld,
the computational complexity of the algorithm is linear with search grid size
compared to cubic scaling of the state-of-the-art 3-D MUSIC method. The
trade-oﬀ is that the proposed algorithm requires a once-oﬀ a priori calculation
and storing of weighting matrices. To reduce the storage requirements, one of
the weighting matrices can be calculated on the ﬂy using a Taylor expansion
of the function to be integrated. To test the algorithm, uncalibrated data from
a LOFAR LBA station was used where a hexacopter, with a transmitter, was
ﬂown around the array. The result was that the mean distance between the
estimated position of the hexacopter and the GPS position of the hexacopter
was 2 m at a wavelength of 6.7 m. In ﬁgure 1.9 a, b and c plots are given of
the GPS and recovered spherical coordinates.
If an RFI source can not be localized or can not be switched oﬀ, the alter-
native is to mitigate its eﬀect using methods such as spatial RFI mitigation
(see section 1.4). These methods are able to recover astronomical data from
the presence of powerful RFI sources. However, most of the methods assume a
narrowband signal which is not always the case. The next paragraph provides
a summary of the contributions to RFI mitigation (see the journal papers in
sections 2.5 and 2.6).
Two related RFI mitigation algorithms have been developed for non-narrow-
band RFI signals which assume that the frequency response of the RFI signal
is approximately ﬂat. The ﬁrst algorithm is based on a ﬂat frequency response
model and the second is based on an approximation of the ﬂat frequency
response model that uses two frequency shifted monochromatic signals, deve-
loped by [36]. These models are then combined with a ﬁrst order subspace
subtraction method. The algorithms are of use when the power in the fre-
quency smeared component of an RFI source has a power similar to those of
the cosmic sources. In section 2.5 these algorithms are described in detail,
as well as an equation which gives the direction of arrival for a far-ﬁeld non-
narrowband signal that causes the greatest distortion of the visibilities. Anot-
her equation included gives the appropriate frequency channel bandwidth at
which to implement the proposed non-narrowband RFI mitigation algorithms.
Array imperfections such as unknown complex gains and mutual coupling are
also considered and incorporated into the non-narrowband signal models in
section 2.6. The evaluation of the algorithm was done using the layout of
a LOFAR High Band Antenna (HBA) station and a digital audio broadcast
recorded with a software deﬁned radio. Using only the DAB spectrum and
no array imperfections, the proposed algorithms processed six times the band-
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Figure 1.9: (a) GPS and estimated radial distances of the hexacopter from the
array center, observed over time. (b) GPS and estimated polar angles of the
hexacopter from the array center, observed over time. (c) GPS and estimated
azimuthal angles of the hexacopter from the array center, observed over time.
Reproduced from journal paper in section 2.4.
width per channel when compared to conventional narrowband techniques.
This performance reduces to twice more bandwidth when unknown complex
gains are added and then calibrated for. When mutual coupling is also added,
the performance declines further to 1.6 more bandwidth that can be processed.
In ﬁgure 1.10 the bandwidth processing performance for all three cases is plot-
ted. Both algorithms have the same performance for the bandwidths tested,
the only diﬀerence being that the two frequency shifted monochromatic signals
based algorithm is computationally slightly less expensive (see section 2.5).
1.8 List of Appended Papers
1. Section 2.2: Conference Paper - Spatial Filtering of Near-Field
Radio Frequency Interference at a LOFAR LBA Station
This paper was presented at the RFI 2016 Conference in Socorro, New
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Figure 1.10: To evaluate the proposed algorithms, a DAB signal captured
by a software deﬁned radio was used. The DAB signal was delayed by the
appropriate amount for each antenna in the LOFAR HBA station RS407.
A plot of the bandwidth required by the proposed algorithms as a function
of the bandwidth of a ﬁrst order orthogonal projector to achieve the same
attenuation for three cases: there is no mutual coupling or unknown gains,
there are unknown gains that have been calibrated for and ﬁnally unknown
gains that have been calibrated for and mutual coupling. Reproduced from
journal paper in section 2.6.
Mexico and published as part of the conference proceedings on IEEE
Xplore. Four spatial RFI mitigation techniques are applied to LOFAR
LBA data where a hexacopter is broadcasting a signal and moving in the
near-ﬁeld. The diﬀerent techniques are benchmarked against each other.
2. Section 2.3: Conference Paper - Computationally Eﬃcient Near-
ﬁeld Radio Frequency Source Localization
This paper was presented at the 32nd URSI GASS Conference in Montreal,
Canada and published as part of the conference proceedings on IEEE
Xplore. In this paper, a new near-ﬁeld localization algorithm for inter-
ferometric arrays with low array beam side-lobes, is presented.
3. Section 2.4: Journal Paper - Computationally Eﬃcient Source
Localization for Radio Interferometric Arrays
This journal paper was originally submitted to the student paper compe-
tition at the 32nd URSI GASS Conference in Montreal, Canada and was
selected as one of the top ten papers. This paper expands the algorithm
in section 2.3 by adding far-ﬁeld source localization, a way to reduce the
algorithms memory requirement, improving the algorithms performance
for RFI sources on the horizon and a performance comparison with 3-D
MUSIC. The source localization algorithm is tested on simulated as well
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 1. INTRODUCTION 23
as real data from a LOFAR LBA station.
4. Section 2.5: Journal Paper - Mitigation of Non-Narrowband
Radio Frequency Interference
This journal paper was originally submitted to the student paper com-
petition at the 2nd URSI AT-RASC Conference in Gran Canaria, Spain.
The paper won the ﬁrst prize in the competition and an invitation to
publish in the Radio Science Bulletin was extended. The paper has
been submitted and is awaiting publication. In this paper, a new non-
narrowband RFI mitigation algorithm is presented. An equation is de-
rived which gives the direction of arrival for a far-ﬁeld non-narrowband
signal that causes the greatest distortion of the visibilities. Another
equation is derived for the appropriate frequency channel bandwidth at
which to implement the proposed non-narrowband RFI mitigation algo-
rithm. The algorithm is tested using real DAB data that is delayed to
simulate the eﬀect of a signal being detected by an array.
5. Section 2.6: Journal Paper - Mitigation of Non-Narrowband
Radio Frequency Interference Incorporating Array Imperfecti-
ons
The paper has been submitted to a special issue of the Journal of Astro-
nomical Instrumentation on Interference Mitigation Techniques in Radio
Astronomy and is awaiting review. This paper extended the algorithm
in section 2.5 by including the eﬀect of unknown complex gains as well
as mutual coupling on the signal model. A gain calibration step is also
added to the algorithm.
1.9 Conclusion
The overarching aim of the research conducted was to contribute to the locali-
zation and mitigation of RFI which contaminates interferometer measurements
in radio astronomy.
The near- and far-ﬁeld localization algorithm developed has computational
complexity that is linear with search grid size compared to cubic scaling for
3-D MUSIC. However, it does require the storing of weighting matrices and
the array beam side-lobes must be suﬃciently low so that the integrating out
variables stage ﬁnds the correct peak. The algorithm predominantly makes
use of simple linear algebra operations, therefore, in future work, the algorithm
can be parallelized. Furthermore, a quantitative criterion can be developed to
determine for which arrays the algorithm would work.
The non-narrowband RFI mitigation algorithm developed is a second order
ﬁlter that consists of a ﬁrst order subspace subtraction method with a non-
narrowband signal model. In the simulations conducted, the non-narrowband
RFI mitigation algorithm had superior performance relative to the ﬁrst and
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second order subspace subtraction methods. The algorithm was also improved
by including a calibration step. Furthermore, the eﬀect of mutual coupling
was studied and, in future work, it should be explored whether the algorithm
can be extended to take mutual coupling into account. One limitation of
the algorithm is that it is designed for signals with a relatively ﬂat frequency
response (such as DAB signals). Therefore, the non-narrowband signal model
can, in future, be updated for signals with diﬀerent frequency responses.
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ABSTRACT
In preparation for the SKA, many new RFI (radio frequency
interference) mitigation algorithms have been developed.
However, these algorithms usually assume that the RFI source
is in the far-field and that the array is calibrated. In this pa-
per, the recovery of astronomical signals from uncalibrated
RFI-corrupted LOFAR visibility data using spatial filtering
methods are presented. For this demonstration, a near-field
continuous-wave RFI source was generated by a hexacopter
that was flown around one of the LOFAR LBA (low-band
antenna) arrays. Four spatial filtering methods were applied
to the RFI contaminated data: orthogonal projection, or-
thogonal projection with subspace bias correction, oblique
projection and subspace subtraction. Overall, orthogonal
projection with subspace bias correction performed the best,
however it requires that the RFI source moves relative to the
array and it is computationally expensive. Oblique projec-
tion performs similar to orthogonal projection with subspace
bias correction when point sources are to be recovered and
is furthermore considerably less computationally expensive.
Subspace subtraction is a suitable alternative if a large field
of view is to be recovered at a relatively low computational
cost.
Index Terms— RFI mitigation, LOFAR, near-field RFI,
spatial filtering.
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1. INTRODUCTION
LOFAR is part of a new generation of radio telescope arrays
with large bandwidths, high sensitivity and resolution. To ob-
tain high resolutions long baselines are required and there-
fore most RFI sources will be in the near-field. Consequently,
powerful near-field RFI presents a serious challenge. In this
paper the application of spatial RFI mitigation techniques to
uncalibrated data which has been corrupted with a near-field
source is presented. The experimental setup is explained, fol-
lowed by a description of the mathematical model and applied
RFI mitigation techniques. Finally, the experimental results
are given.
2. EXPERIMENTAL SETUP
For this demonstration, a near-field continuous-wave RFI
source was generated by a hexacopter that was flown around
the LOFAR LBA (low-band antenna) array CS302. A sig-
nifcant feature of this test is that the hexacopter’s flight path
was within the array’s near-field. The Rayleigh distance for a
LOFAR station is approximately 1900 m for a given longest
baseline of approximately 85 m and a wavelength of 6.74 m
(the sub-band with centre frequency 44.5095 MHz was used).
3. MODEL
The following general model (used in [1, 2, 3, 4, 5]) is consid-
ered for the output generated at time t by an antenna array that
consists of Ne elements, for one polarization and frequency
channel:
y(t) = g (xc(t) + xr(t)) + xn(t) (1)
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where
y(t) is an Ne × 1 vector of measured array output signals,
g is the vector of complex gains for each antenna,
 Hadamard product,
xc(t) is the vector where each element is the sum of Nc
delayed cosmic signals for a given antenna,
xr(t) is the vector where each element is the sum of Nr
delayed RFI signals for a given antenna,
xn(t) is the vector of instrumental noise for each antenna.
The gains g are unknown, since the array is assumed to be
uncalibrated.
The frequency channel is assumed to be sufficiently nar-
rowband, so that the time delays τ can be represented as phase
delays. Therefore, a delayed signal can be approximated by
s(t − τ) ≈ s(t)e−i2piν0τ , where ν0 is the centre frequency
of the channel. This condition is satisfied for the array, if
2pi∆ντmax  1, where ∆ν is the signal’s bandwidth and
τmax is the delay given by the longest baseline (greatest dis-
tance between any two antennas) [6].
The phase delays for the kth RFI source can be stacked
into a vector that is called the geometric delay vector
ark =
 e
−i2piν0τ1rk
...
e
−i2piν0τNerk
 . (2)
An Ne×Nr matrix can now be constructed from the geo-
metric delay vectors, Ar = [ar1 . . . arNr ]
T (the same applies
for the cosmic signals, Ac = [ac1 . . . acNc ]
T ), and therefore
the model in equation 1 can be written as
y(t) = g (Acsc(t) + Arsr(t)) + xn(t), (3)
where sc(t) and sr(t) are respectively, the vectors of the cos-
mic and RFI signals without delays.
The zero lag covariance matrix (the ijth element of the
matrix is the covariance of the ith and jth antenna [7, p. 501])
of the vectorised data model in equation 1 is given by
R = E{y(t)yH(t)}, (4)
where E is the expectation, H is the Hermitian transpose or
complex conjugate transpose and it is assumed that for a given
time period none of the signals change position. Therefore,
the covariance is constant over this time period as long as the
signals are themselves stationary.
Independence between the cosmic, RFI and noise sources
is assumed, therefore, when substituting equation 3 into equa-
tion 4 the expectation of any non-self multiplication terms is
zero and consequently the substitution yields
R = G(Rc + Rr)GH + Rn
= G(AcBcAHc + ArBrA
H
r )G
H + Rn, (5)
where Bc = E{sc(t)sHc (t)}, Br = E{sr(t)sHr (t)}, Rn =
E{xn(t)xHn (t)} and G is the diagonal matrix of g. The matri-
ces Bc will be diagonal if the cosmic signals are uncorrelated
and the same applies toBr andRn if the RFI and noise signals
are, respectively, uncorrelated. Since the signals are spatially
and temporally stationary, the covariance matrix is estimated
by
R̂ =
1
Nt
Nt∑
i=1
y(iTs)yH(iTs), (6)
where
R̂ is the estimated covariance matrix,
Nt is the number of samples for which the signals
are stationary,
Ts is the sample time.
The covariance matrix has the following useful properties: R
is Hermitian and is positive semi-definite [8, p. 558].
4. SPATIAL RFI MITIGATION
4.1. Orthogonal Projection
If the columns of Ar are linearly independent, they form a ba-
sis for a vector space Vr. Therefore, an orthogonal projector
can be constructed [8, p. 430] which projects along Vr onto a
vector space orthogonal to Vr , namely
P = I− Ar(AHr Ar)−1AHr , (7)
such that PAr = 0. The projector is Hermitian and therefore
P = PH [8, p. 433]. Applying the projector to equation 5
yields (assuming G = I)
PRP =PRcP + PArBrAHr P + PRnP
=PRcP + PRnP
=PRcnP. (8)
The RFI contribution to the covariance is completely nulled;
however, the noise and cosmic signals are biased.
4.2. Orthogonal Projection with Subspace Bias Correc-
tion
For any useful orthogonal projector P the kernel basis in-
cludes the zero vector and at least one non-zero vector, there-
fore, P has a column rank less than the number of columns in
P which consequently makes the matrix singular. The orthog-
onal projection method bias (see equation 8) can therefore not
be corrected by multiplying with the inverted orthogonal pro-
jector.
For the orthogonal projection correction scheme ([2, 3, 4])
the number of samples Nt is divided into NG equally sized
groups, where each group consists ofNst samples (st denotes
short term), that is, Nt = NGNst. For a sampling time Ts
the overall integration time is NtTs, while NstTs is the short
term integration time for any of theNG groups. The following
assumptions must also hold:
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• The cosmic signals are stationary for NtTs seconds.
• The RFI signals are stationary for NstTs seconds.
• The RFI signals are not stationary for NtTs seconds.
The kth short term covariance matrix estimate is given by
R̂k =
1
Nst
kNst∑
n=(k−1)Nst+1
y(nTs)y(nTs)H (9)
where k ∈ {1, · · · , NG}. The covariance matrix estimate can
then be written as
R̂ =
1
NG
NG∑
k=1
R̂k. (10)
For each short term integration covariance matrix estimate
R̂k, an orthogonal RFI projector Pk, can be constructed, since
the RFI is assumed stationary over the short term integration
time (NstTs). The averaged orthogonal projected covariance
matrix estimate is then
R̂orth =
1
NG
NG∑
k=1
PkR̂kPk
=
1
NG
NG∑
k=1
Pk(R̂c + R̂k,r + R̂n)Pk
=
1
NG
NG∑
k=1
Pk(R̂c + R̂n)Pk
=
1
NG
NG∑
k=1
Pk(R̂cn)Pk. (11)
Applying the matrix identity
vec(ABC) ≡ (CT ⊗ A)vec(B), (12)
where vec(·) indicates the stacking of column vectors of a
matrix and ⊗ the Kronecker product, to equation 11 yields
vec(R̂orth) =
1
NG
NG∑
k=1
(PTk ⊗ Pk)vec(R̂cn)
=
{
1
NG
NG∑
k=1
(PTk ⊗ Pk)
}
vec(R̂cn)
= Cvec(R̂cn). (13)
The RFI is however assumed to be non-stationary over the
total integration time NtTs, therefore, Pk will vary between
the short term integration groups. The matrix C becomes non-
singular if NG is large enough and the orthogonal projectors
vary sufficiently. The corrected covariance matrix is then
R̂cn = unvec(C−1vec(R̂orth)), (14)
where the unvec(·) operator is the inverse of the vec(·) oper-
ator in equation 12.
4.3. Oblique Projection
The oblique projection method projects along the RFI vec-
tor space Vr onto the cosmic vector space Vc. To construct
this oblique projector it is required that the column vectors in
[AcAr] are independent (Vr ∩Vc = {0}). The oblique projec-
tor is given by [1, p. 51]
EVr→Vc = Ac(A
H
c P
⊥
VrAc)
−1AHc P
⊥
Vr , (15)
where P⊥Vr is an orthogonal projector which projects along
Vr onto a vector space that is orthogonal to Vr. When an
oblique projector is applied, the RFI is nulled and the cosmic
signal is recovered, however the noise is biased
Robl = EVr→VcRE
H
Vr→Vc
= Rc +EVr→VcRnE
H
Vr→Vc . (16)
For the case when Vr and Vc are orthogonal, the oblique
and orthogonal projectors are equivalent. The basis for Vc
can be constructed from either a skymap or choosing an area
of interest that does not contain the RFI.
4.4. Subspace Subtraction
If the power and the geometric delay vectors of the RFI
sources are known, then the effect of the RFI sources can be
subtracted [5, p. 115]
Rcn = R−
Nr∑
i=1
σ2i aia
H
i . (17)
The power of the RFI source and a basis for the geometric
delay vectors can be estimated by using factor analysis, see
section 4.5.
4.5. RFI Subspace Estimation
Any basis of the RFI subspace Vr can be used to construct
the aforementioned projectors, not just Ar. The ability of the
projection and subtraction methods to null the contribution of
RFI is dependent on the accuracy of the estimate of a basis set
that spans the vector space Vr. When the direction of arrival
of the RFI is not known, Ar cannot be calculated. However,
an orthogonal set of eigenvectors can be found by applying
eigenvalue decomposition (EVD) to the covariance matrix,
because the covariance matrix is positive semi-definite [8, p.
517]. If it can be assumed that the cosmic signal contribution
can be ignored, that the noise is independently and identically
distributed and that the RFI signals are uncorrelated, then the
EVD of the covariance matrix yields [1, p. 64-65]
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R ≈Rr + Dn
=
[
Mr Kr
] [Dr 0
0 0
] [
MHr
KHr
]
+ σ2nI
=
[
Mr Kr
]
Drn
[
MHr
KHr
]
=
[
Mr Kr
] [Dr + σ2nINr 0
0 σ2nINe−Nr
] [
MHr
KHr
]
, (18)
where
Mr is the eigenvectors that form the range of Vr,
Kr is the eigenvectors that form the kernel of Vr,
Dr is the matrix of eigenvalues (λr,j) for Rr,
Drn is the matrix of eigenvalues (λj) for R.
The column vectors of Mr are orthogonal as well as those
of Kr. For the case where there are two or more RFI signals it
is unlikely that Mr will be equal to Ar. Therefore, the vector
space Vr is spanned differently and the eigenvalues λr,j will
not be equal to the RFI powers σ2r,j (however the total power
will be the same). The noise only affects the eigenvalues of
Rr but not its eigenvectors, because the noise is identically
distributed [1, p. 65].
The orthogonal projector in equation 7 can now be con-
structed using Mr, which is identified by the larger eigenval-
ues in Drn. One simple method [9] to identify the RFI is
to count the eigenvalues which exceed three median absolute
deviations from the median
λj > 3 ·median(|Drn −median(Drn)|) + median(Drn),
(19)
where λj is the jth eigenvalue contained in Drn. Using the
median lessens the influence of outliers, that is, the values
affected by the RFI. Alternative methods are given in [10, 11,
12].
If the noise is not identically distributed, then adding the
noise covariance matrix Rn = diag(σ2n,1, . . . , σ2n,ne) to the
RFI covariance matrix Rr causes the eigenvectors1 of the sum
to change [1, p. 64-65].
When the instrumental noise is not calibrated for an inter-
ferometer, factor analysis [13] can be used. Factor analysis is
a statistical method that decomposes a p × p covariance ma-
trix, that is, R = ZZH + D, where Z is a p × q matrix and
D is a p × p diagonal matrix. Applying this decomposition
to an interferometer’s covariance (the influence of the cosmic
source is considered negligible) yields
R =ZZH + D
=Rr + Rn. (20)
This method places a restriction on the number of factors (that
is interferers), namely q < (p−√p) [4, 13].
1However, if the power of the RFI is much larger than the noise power
(σ2r,i  σ2n,i), the effect of noise on the RFI covariance matrix’s eigenval-
ues will diminish.
5. EXPERIMENTAL RESULTS
To show the effect of the spatial RFI mitigation methods, full
sky dirty images were created by classical delay beamform-
ing [1, p. 36] on each pixel. In figure 1 the RFI source is
clearly seen at the top and its intensity is chosen as the 0 dB
point. Data was also saved when the hexacopter was switched
off and a ground truth image was created, see figure 2. In the
ground truth image Cassiopeia A (the brightest source) and
Cygnus A are clearly seen. When the orthogonal projector is
applied it is seen in figure 3 that the strong cosmic sources are
recovered, however, there is a null in the position where the
RFI source was. Orthogonal projection with subspace bias
correction recovers the information that was lost due to the
orthogonal projection, as seen in figure 4. For the oblique
projector a skymap was chosen that consists of Cassiopeia A
and Cygnus A, see figure 5. The oblique projector recovers
what was specified in the skymap and nulls everything else.
Subspace subtraction seems to perform similarly to orthog-
onal projection with bias correction, however the reliability
of the information recovered in the position of the RFI can
be questioned, since this method effectively replaces the null
with noise, see figure 6.
Fig. 1: Full skymap with RFI source visible at the top right
in dB. All other sources are drowned in the sidelobe response
of the RFI source. The power of the cosmic sources are at
least 39 dB below that of the RFI source. The scale is set to
saturate at -15 dB so that the RFI source is clearly visible.
As a figure of merit the Mean Absolute Percentage Error
was chosen
MAPE = 100
Ne∑
i
Ne∑
j
|R̂proj,i,j − R̂clean,i,j |
|R̂clean,i,j |
(21)
where R̂proj,i,j is the ijth element of the covariance matri-
ces recovered with a spatial filtering method and R̂clean is the
ijth element of the covariance matrix estimated from the data
where the hexacopter is switched off. The results are given in
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Fig. 2: Full skymap without RFI source in dB.
Fig. 3: Full skymap with RFI source removed using orthogo-
nal projection in dB.
Fig. 4: Full skymap with RFI source removed using orthogo-
nal projection with bias correction in dB.
a bar graph in figure 7. To make the comparison more mean-
ingful the MAPE is also calculated between two different time
step covariance matrices for when the hexacopter is switched
Fig. 5: Full skymap with RFI source removed using Oblique
Projection in dB. The scale is set to saturate at -43 dB so that
the recovered sources are clearly visible.
Fig. 6: Full skymap with RFI source removed using subspace
subtraction.
off (this is labelled as clean). Any mitigation method that has
a MAPE close to the clean MAPE is considered to have re-
covered the ground truth successfully. The orthogonal projec-
tor with subspace bias correction performs the best, however
it is computationally the most expensive. The subspace sub-
traction method also performs well in recovering the ground
truth. The oblique projector performs the poorest, since it was
implemented only to recover the two bright cosmic sources.
To measure the ability of the mitigation methods to re-
cover a source’s power, the power of Cassiopia A in the RFI
mitigated images is compared to that of the RFI free sky
image, see figure 8. The percentage error in power is also
calculated between two different time step images for when
the hexacopter is switched off (this is labelled as clean). The
oblique projector and orthogonal projection with subspace
bias correction methods performs the best. However, all of
the methods produced results with recovered power within
3.5% of the estimate of the source’s power.
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Fig. 7: MAPE of Spatial RFI Mitigation Techniques Covari-
ance Matrices relative to RFI Free Covariance Matrix.
Fig. 8: Percentage error of power for Cassiopeia A.
6. CONCLUSION
The hexacopter signal was 40 dB above the cosmic signals
and saturated the entire skymap. All the projection methods
that were implemented are able to remove the hexacopter sig-
nal and approximately recover the ground truth. If it is as-
sumed that factor analysis is used to determine the RFI sub-
space, then subspace subtraction has the lowest computational
cost (since no projector needs to be constructed) followed by
orthogonal projection. The oblique projector which includes
first calculating the orthogonal projector and then the oblique
projector has an increased computational cost. The orthog-
onal projector with subspace bias correction has the highest
computational cost, because the correction matrix C must be
calculated and inverted. Orthogonal projection with bias cor-
rection performs the best in recovering the entire image (this
is especially useful when the RFI source is in the desired field
of view). The oblique projector performs well when a region
is to be recovered where the RFI source is not located.
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Abstract
Radio frequency interference (RFI) is an ever-increasing
problem for remote sensing and radio astronomy, with radio
telescope arrays especially vulnerable to RFI. Localising
the RFI source is the ﬁrst step to dealing with the culprit
system. In this paper, a new near-ﬁeld localisation algo-
rithm for interferometric arrays with low array beam side
lobes, is presented. The computational complexity of the
algorithm is linear with search grid size compared to the 3D
MUSIC method which scales with the cube of search grid
size. The trade-off is that the algorithm requires a once-off
a priori calculation and storing of weighting matrices. The
proposed algorithm has the same accuracy as 3D MUSIC.
1 Introduction
Radio frequency interference (RFI) is an important issue
in many areas of scientiﬁc research, for example in remote
sensing and radio astronomy. The ideal solution is to iden-
tify the location of the RFI and then remove it. For arrays
with a high sensitivity or a large spatial extend, near-ﬁeld
sources are of particular interest. This is particularly true
for large radio astronomical arrays such as the Low Fre-
quency Array (LOFAR) [1] and the Square Kilometre Ar-
ray (SKA) [2], which span entire continents and therefore
detect many RFI signals from TV and radio broadcast to-
wers and even satellites in their near-ﬁeld. This makes these
arrays an excellent proving ground for near-ﬁeld RFI loca-
lisation and mitigation methods.
Current near-ﬁeld source localisation algorithms either
make use of brute force methods (such as MUSIC [7, p.
80-82] where the entire solution space is searched) or ex-
ploit the array layout (a common layout is a uniform linear
array). Methods that exploit a uniform linear array layout
include path following [3] and polynomial rooting [4].
For radio astronomy arrays, brute force methods are com-
putationally expensive due to the large near-ﬁeld area cau-
sed by long baselines. Furthermore, to obtain as much in-
formation as possible for imaging (optimising the UV co-
verage) the array layouts are non-uniform and non-linear.
However, radio astronomy interferometric arrays have the
advantage that the array beam has low side lobe levels. The-
refore, a novel computationally efﬁcient near-ﬁeld source
localisation algorithm is presented which is designed for ir-
regular interferometric arrays and takes advantage of low
array beam side lobes.
In this paper, the following notation is used:
A Bold upper-case letters are matrices.
The jkth element is indicated by A jk.
a Bold lower-case letters are column vectors.
The jth element is indicated by a j.
I Identity matrix.
|| · || Norm of a vector.
Tr(·) Trace of a matrix.
diag(·) Converts a vector into a diagonal matrix.
∠ Phase of a complex number.
i Square root of -1.
c Speed of light.
{·}H Hermitian transpose of a matrix.
{·}T Transpose of a matrix.
{·}∗ Complex conjugate of a scalar.
ℜ(·) Real part of a complex number.
ℑ(·) Imaginary part of a complex number.
2 Data Model
The scenario that is considered is where an array is obser-
ving astronomical sources and the measurements are con-
taminated by a single near-ﬁeld RFI source. This will later
be generalised to multiple RFI sources. The assumption
is made that the power of the RFI source is considerably
higher than the power from the astronomical sources, the-
refore the astronomical sources are omitted from the model.
Direction dependent effects such as path loss, polarisation
mismatch factor, the gain of the antennas and atmospheric
effects are not considered. Furthermore, direction indepen-
dent effects such as the receiver electronics, in particular
the low noise ampliﬁers, are also not considered.
To keep the model simple the output of the array will only
be considered for a single frequency channel and polarisa-
tion. If the array consists of Ne elements, then at time t the
voltage output can be expressed as [5]
y(t) = xs(t)+xn(t), (1)
where y(t) = [y1(t), . . . ,yNe(t)]T is the vector of the me-
asured array output signals, xs(t) = [s(t − τ1), . . . ,s(t −
τNe )]
T is the vector of the delayed RFI signal and xn(t) =
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[n1(t), . . . ,nNe(t)]
T is the vector of instrumental noise for
each antenna.
For the jth antenna, τ j is the delay between the source loca-
tion and the array element and is given by τ j = ||vs−v j||/c
where vs and v j are the position vectors of the RFI source
and antenna, respectively. The delayed signal can be ap-
proximated by s(t− τ j)≈ s(t)e−i2πντ j , where ν is the cen-
tre frequency of the channel. This condition is satisﬁed if
2πΔντmax  1 [6], where Δν is the signal’s bandwidth and
τmax is the delay given by the longest baseline (greatest dis-
tance between any two antennas). The phase delays of the
source can be stacked into a vector that is called the geome-
tric delay vector a(vs) = [ei2πντ1 , . . . ,ei2πντNe ]T . Therefore,
the model in equation (1) can be written as
y(t) = a(vs)s(t)+xn(t). (2)
To create images, interferometric radio astronomy ar-
rays need the covariance matrix of the signals R =
E{y(t)yH(t)}, where E is the expectation. Independence
is assumed between the RFI source and the noise, there-
fore, the covariance matrix of equation (2) isR=Rs+Rn =
a(vs)σ2s aH(vs)+Rn where σ2s = E{s(t)s∗(t)} is the power
of the RFI signal. If Ns RFI signals are present, then the co-
variance matrix is the sum of the covariance matrices (Rs, j)
for each signal
R=
Ns
∑
j=1
Rs, j +Rn = R∑+Rn
= A(Vs)SAH(Vs)+Rn, (3)
because all the operators used are linear, where
A(Vs) = [a(vs,1), . . . ,a(vs,Ns)], Vs = [vs,1, . . . ,vs,Ne ]
and S = diag([σ2s,1, . . . ,σ
2
s,Ne ]). A classical delay beamfor-
mer can be used to create a dirty image from the covariance
matrix by calculating for every voxel [7, p. 88]
J(v) =
aH(v)Ra(v)
(Ne)2
. (4)
A peak in this image indicates the position of a source.
3 Proposed Source Localisation Algorithm
The proposed algorithm consists of three stages. The ﬁrst
is preprocessing, which attempts to remove instrumental
noise signals and isolate individual RFI sources. This is fol-
lowed by the intergrating-out-variables method which ex-
ploits the low side lobes and produces a good estimate. This
is then used as the initial guess for a fast converging itera-
tive method in the ﬁnal step.
3.1 Stage 1: Preprocessing
The objective of the preprocessing step is to reduce the ef-
fect of the instrumental noise signals and isolate individual
RFI sources. As the instrumental noise signals of the an-
tennas are not identically distributed, the noise powers in
Rn will differ. However, the assumption is made that the
instrumental noise signals of the antennas are independent,
therefore Rn is a diagonal matrix.
To remove the effect of Rn on R a statistical method such as
factor analysis [8, p.211-232] can be used, which decompo-
ses the Ne×Ne covariance matrix into R=ZZH +D, where
Z is an Ne ×Q matrix and D is a diagonal Ne ×Ne matrix.
If the method is applied successfully D≈ Rn and therefore
ZZH ≈ R∑ (see equation (3)). If the columns of A(Vs) are
linearly independent and Ns < Ne, then Q = Ns. For the
method to converge an upper limit on the number of factors
Q, namely Q < (Ne−
√
Ne), is imposed [5].
The columns of Z are now used to construct new cova-
riance matrices R f , j = Z(:, j)ZH(:, j). Consequently, the
sources are divided between these covariance matrices and
in the ideal case, where the columns of A(Vs) are ortho-
gonal, each R f , j will match with an Rs, j. In most radio
astronomy data sets a single snapshot covariance matrix is
affected by one or two RFI sources and even though the
columns of A(Vs) may not be orthogonal the separation is
sufﬁcient that each R f , j will contain the majority of one
source’s power. LOFAR data indicates that unwanted di-
rection and direction independent effects have the greatest
effect on the amplitude of the elements of R f , j. This effect
can be removed by considering only the phase information,
ei∠R f , j .
3.2 Stage 2: Integrating-out-variables
Let the matrix W = ei∠R f , j , where ei∠R f , j is a result from
the preprocessing step. Since W is Hermitian with no am-
plitude information, all the information is contained in the
top (or bottom) triangular part of W. There is a total of
Nb = (N2e − Ne)/2 elements in both the triangular parts
which is equal to the number of antenna combinations (also
called baselines). By stacking the transposed rows of the
top triangular part of W, an Nb×1 vector β is created. The
classical delay beamformer spectrum can then be rewritten
as a sum (omitting the dependency on v)
J = Tr(R)+2
Nb
∑
p=1
[
ℜ(β p)cos(ζ p)+ℑ(β p)sin(ζ p)
]
,
(5)
where vector ζ contains the stacked (similar to β ) angle
differences γ j − γk and γ j = 2πνc ||v− v j||, where v j is the
position of the jth antenna. The traditional method to ﬁnd
the location of the source requires that a beamformer must
be constructed for every voxel in the near-ﬁeld (where the
number of voxels is dependent on the resolution as well
as the size of the near-ﬁeld). This problem therefore has
computational complexity O(Nr ×Nθ ×Nφ ).
To reduce the computational complexity of ﬁnding a source
location from cubic to linear, the proposed method integra-
tes out variables and then only varies one variable to ﬁnd
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the peak. The trigonometric functions in equation (5) can
not be analytically integrated, therefore the integration is
done numerically once a priori and is stored (the trade off is
therefore that the storage requirement increases). The algo-
rithm notation is: Nφ is the number of φ values in vector φ ,
Nθ is the number of θ values in vector θ , Nr is the number
of r values in vector r and rn f is the radius of the near-ﬁeld.
Two weighting matrices are calculated a priori:
• W1 with dimension 2×Nb×Nφ : for cos(ζ ) and sin(ζ ),
vary φ ∈ [−π,π] and integrate out θ ∈ [0,π/2]1 and r ∈
[0,rn f ].
• W2 with dimension 2×Nb ×Nφ ×Nθ : for cos(ζ ) and
sin(ζ ), vary φ ∈ [−π,π] and vary θ ∈ [0,π/2]1 and inte-
grate out r ∈ [0,rn f ] .
The weighting matrices W1 and W2 are calculated only
once for a given array and frequency. The steps of the algo-
rithm are:
• Calculate
f1(φ (k)) =
Nb
∑
p=1
[
ℜ(β p)W1(1, p,k)+ℑ(β p)W1(2, p,k)
]
,
(6)
for k = 1, . . . ,Nφ . Find the peak of f1 and the correspon-
ding index iφ of φ .
• Use index iφ to ﬁx φ and ﬁnd the peak of
f2(θ (k)) =
Nb
∑
p=1
[
ℜ(β p)W2(1, p, iφ ,k)
+ℑ(β p)W2(2, p, iφ ,k)
]
, (7)
for k = 1, . . . ,Nθ . Find the peak of f2 and the correspon-
ding index iθ of θ .
• Use iφ and iθ to ﬁx φ and θ , respectively, and use one di-
mensional classical delay beamforming imaging to obtain
a value for r. If the recovered value is not close to 1, re-
turn to the ﬁrst step and choose the next highest peak (and
repeat this Ni times until the threshold is met or there are
no more peaks).
The position obtained is just an estimate and the accuracy
is dependent on how low the side lobe levels are. This met-
hod only needs to search an (Nr +Nθ +Nφ ) array Ni ti-
mes, while 3D MUSIC must search a 3 dimensional grid
(Nr×Nθ ×Nφ ). In the simulation results it is shown that Ni
is almost always equal to 1.
3.3 Stage 3: Minimum Error Convergence
The proposed convergence algorithm uses the same con-
cepts as those found in [9] which are used for antenna po-
sition calibration. The core idea is that a(v)aH(v) can be
linearised if the error of the estimate of vs is sufﬁciently
1Only one hemisphere needs to be considered for an Earth based array.
small. If it is assumed that the effect of G(Vs) can be dis-
counted and only one source is present then
∠W jk =
2πν
c
(||vs−v j||− ||vs−vk||)+2πmjk, (8)
where mjk is an integer that represents the phase ambiguity.
Let δ i = vos −v j, where vos is an estimate of the RFI position
and let the error ε = vos − vs (assumed small). Then the
Taylor expansion yields
||vs−v j||= ||δ j − ε ||=
√
||δ j||2+ ||ε ||2−2δ j · ε
≈ ||δ j||− δ j · ε||δ j|| . (9)
Using the approximation in equation (9), deﬁne
B jk =
( −δ j
||δ j|| +
δ k
||δ k||
)
· ε
≈ ∠
[
W jke
−i2πν
c (||δ j ||−||δ k||)
] c
2πν
, (10)
which only holds if ε is sufﬁciently small so that the phase
ambiguity mjk is zero. By stacking the transposed rows of
the top triangular part of B, an Nb×1 vector can be created
b=Mε , (11)
where M is an Nb × 3 matrix consisting of the stacked( −δ j
||δ j || +
δ k
||δ k||
)
vectors. Equation (11) is then used to de-
ﬁne the least squares (LS) problem ε̂ = argmin
ε
||b−Mε ||2.
The optimal solution in an LS sense is then
ε̂ = (MHM)−1MHb. (12)
When equation (12) is used to calculate εˆ iteratively and
the estimate vos := vos − ε̂ is updated, the estimate vos will
converge to vs if the initial estimate for vs is within the main
lobe of the beamformer.
4 Simulation in the Near-ﬁeld
To evaluate the proposed algorithm, a simulation was done
using the layout of the 48 coplanar antennas from the LO-
FAR CS302 station Low Band Antenna (LBA) subsystem
(see ﬁgure 1). A uniform distribution was used to generate
5000 random source positions which lie outside the afore-
mentioned array, but within the array near-ﬁeld. From the
positions, covariance matrices were generated and the algo-
rithm was applied to each one. For only 2.1 % of the co-
variance matrices did the integrating-out-variables method
have to iterate more than once.
For 95 % of the runs, the algorithm took less than 1.5 s (the
median of all runs was 1.16 s and the maximum 9 s). This
gives a speed-up in the order of 8000 compared to the 3D
MUSIC method when both methods were run on the same
hardware, had the same resolution and were not paralleli-
sed.
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Figure 1. Array layout of the LOFAR CS302 Low Band
Antenna subsystem.
To measure the accuracy of the algorithm, the euclidean
distance (now called the distance error) between the posi-
tion of each source and its corresponding estimated position
was calculated. The integrating-out-variables stage yielded
a median distance error of 2.19 m with a median average
deviation of 1.19 m (see ﬁgure 2). After the convergence
stage, the median as well as spread of the distance errors
are drastically reduced to effectively 0. Only 1.24% of the
distance errors are non-zero, however all are smaller than
3.2 m. These outliers all lie within 0.06 rad of the horizon,
lie further than 170 m from the array centre and the error
appears in the z direction (the direction orthogonal to the
plane that the array lies in). This occurs because the array
is planar and therefore has less resolution in the z direction
for sources further away from the array and closer to the
horizon (a similar loss in accuracy also occurs when using
the 3D MUSIC algorithm).
Figure 2. Relative frequency histogram of the distance er-
ror before the convergence stage for 5000 runs.
5 Conclusion
A new near-ﬁeld localisation algorithm for interferometric
arrays with low array beam side lobes is proposed. The
algorithm is validated using simulations and has a similar
accuracy to the 3D MUSIC algorithm. The advantage of
the proposed algorithm is that the computational complex-
ity is reduced from O(Nr ×Nθ ×Nφ ) to O(Nr +Nθ +Nφ ).
The drawback is that the algorithm introduces weighting
matrices that have to be calculated once a priori and stored.
The algorithm has the same accuracy as 3D MUSIC. These
results strongly indicate the accuracy and precision of the
proposed algorithm to locate RFI sources.
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Abstract Radio frequency interference (RFI) is an ever-increasing problem for remote sensing and
radio astronomy, with radio telescope arrays especially vulnerable to RFI. Localizing the RFI source is the ﬁrst
step to dealing with the culprit system. In this paper, a new localization algorithm for interferometric arrays
with low array beam sidelobes is presented. The algorithm has been adapted to work both in the near ﬁeld
and far ﬁeld (only the direction of arrival can be recovered when the source is in the far ﬁeld). In the near
ﬁeld the computational complexity of the algorithm is linear with search grid size compared to cubic scaling
of the state-of-the-art 3-D MUltiple SIgnal Classiﬁcation (MUSIC) method. The new method is as accurate as
3-D MUSIC. The trade-oﬀ is that the proposed algorithm requires a once-oﬀ a priori calculation and storing
of weighting matrices. The accuracy of the algorithm is validated using data generated by low-frequency
array while a hexacopter was ﬂying around it and broadcasting a continuous-wave signal. For the ﬂight, the
mean distance between the diﬀerential GPS positions and the corresponding estimated positions of the
hexacopter is 2 m at a wavelength of 6.7 m.
1. Introduction
Radio frequency interference (RFI) is an important issue in many areas of scientiﬁc research, for example, in
remote sensing and radio astronomy. The ideal solution is to identify the location of the RFI and then remove
it. Localization can be done using either the scientiﬁc instrument detecting the RFI or additional equipment.
This paper will focus on using radio astronomy interferometric arrays to localize RFI signals. If the RFI source
cannot be removed, spatial RFI mitigation methods such as found in Sardarabadi et al. (2015) and van der Tol
and van der Veen (2005) can be implemented.
An RFI signal can be in either the near ﬁeld or far ﬁeld of a sensor array. For sources in the far ﬁeld only the
direction of arrival information can be recovered. Current source localization algorithms either make use of
brute force methods (such as MUSIC; Balanis & Ioannides, 2007, p. 80–82) where the entire solution space is
searched) or exploit the array layout (a common layout is a uniform linear array). Methods that exploit a
uniform linear array layout include path following (Starer & Nehorai, 1994), polynomial rooting (Weiss &
Friedlander, 1993), weighted linear prediction (Grosicki et al., 2005), and estimation of signal parameters using
rotational invariance techniques (Challa & Shamsunder, 1995; Yuen & Friedlander, 1998). In Huang and Barkat
(1991) and Hung et al. (1996), an improvement of theMUSIC algorithm is proposed, which replaces searching
a dimension with solving the roots of a polynomial. This polynomial arises from calculating a Fourier series
which estimates the geometric delay function, but this method introduces an estimation error.
For radio astronomy arrays, brute force methods are computationally expensive due to the high resolution
caused by longbaselines. Furthermore, to obtain asmuch information as possible for imaging (optimizing the
spatial sampling) the array layouts are nonuniform and nonlinear. However, radio astronomy interferometric
arrays have the advantage that the array beam has low sidelobe levels. Therefore, a novel computationally
eﬃcient source localization algorithm is presented which is designed for irregular interferometric arrays and
takes advantage of low array beam sidelobes.
To evaluate the proposed localization algorithm, 48 of the outer antennas in the low-band antenna (LBA)
station CS302 of the low-frequency array (LOFAR) (van Haarlem et al., 2013) were used. A satellite image of
CS302 is given in Figure 1 as well as a plot of the LBAs used.
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Figure 1. (a) Satellite image of low-frequency array station CS302 with a low-band antenna array in the middle and two
high-band antenna arrays ﬂanking it. (b) Array layout of the LOFAR CS302 low-band antenna subsystem.
2. Data Model
We consider the scenario where an array is observing astronomical sources and the measurements are con-
taminated by a single RFI source. This is later generalized to multiple RFI sources. The assumption is made
that the power of the RFI source is considerably higher than the power of the astronomical sources. Therefore,
the astronomical sources are omitted from the model. RFI signals are also aﬀected by direction dependent
eﬀects such as path loss, polarization mismatch factor, the gain of the antennas, and atmospheric eﬀects.
Furthermore, direction-independent eﬀects include the receiver electronics, in particular the low noise
ampliﬁers. These eﬀects areusually removedby calibration; however, accurate calibration is notpossible in the
presence of strong RFI. For the jth antenna these eﬀects are contained in the complex gain gj(vs) which is a
function of the position vector of the RFI source vs=
[
xs, ys, zs
]T
.
To keep the model simple, the output of the array will only be considered for a single-frequency channel and
polarization. The single-frequency assumption is reasonable as radio telescopes are usually designed in such
a way that their individual frequency channels satisfy the narrowband assumption. Wideband signals, such
as Digital audio broadcasting, will simply be split over multiple channels, for each of which the signal can be
treated as a single-frequency signal. If the array consists of Ne elements, then at time t the voltage output can
be expressed as (van der Tol & van der Veen, 2005; van der Veen et al., 2004)
y(t) = xs(t) + xn(t), (1)
where y(t) =
[
y1(t),… , yNe (t)
]T
is the vector of measured array output signals, xn(t) =
[
n1(t),… , nNe (t)
]T
is
the vector of instrumental noise for each antenna, and xs(t) is the vector describing the RFI signal, which
experiences a delay for each antenna. This term is described in detail below.
For the jth antenna, 𝜏j is the delay between the source location and the array element. If the delayed signal
s(t−𝜏j) is to be used in the formulation of a covariancematrixmodel (see equation (6)), it can be approximated
by s(t− 𝜏j)≈s(t)e−i2𝜋𝜈𝜏j , where 𝜈 is the center frequency of the channel. This can be done, since only the delay
diﬀerences between antennas 𝜏jk=𝜏j−𝜏k are of importance in the covariancematrixmodel (see equation (6))
in conjunctionwith equation (2). This approximation is possible if the signal is suﬃciently narrowband, that is,
2𝜋Δ𝜈𝜏max≪1 (Zatman, 1998), whereΔ𝜈 is the signal’s bandwidth and 𝜏max=𝜏j − 𝜏k such that the jth and kth
antenna have the longest baseline (distance between antennas) and a straight line can be traced through the
source and the two antennas. The phase delays of the source can be stacked into a vector that is called the
geometric delay vector
a(vs) =
⎡⎢⎢⎣
e−i2𝜋𝜈𝜏1
⋮
e
−i2𝜋𝜈𝜏
Ne
⎤⎥⎥⎦ . (2)
When the RFI source is in the near ﬁeld, the jth delay is given by 𝜏j = ||vs − vj||∕c, where vj = [xj, yj, zj] is
the position vector of the antenna. For the far-ﬁeld case, the jth delay is given by 𝜏j = −
(
vT
s,ﬀ
vj
)
∕c, where
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vT
s,ﬀ
=
[
sin(𝜃s) cos(𝜙s), sin(𝜃s) sin(𝜙s), cos(𝜃s)
]T
is a direction vector. The angles 𝜃s and 𝜙s are respectively the
polar and azimuthal angles of the RFI source. The model in equation (1) can be rewritten, using a(vs) and
g(vs), as
y(t) = a(vs)⊙ g(vs)s(t) + xn(t), (3)
where g(vs) =
[
g1(vs),… , gNe (vs)
]T
is a vector that contains the complex gain for each antenna. To create
images, radio interferometric arrays use the covariance matrix of the signals
R = E{y(t)yH(t)}. (4)
This matrix can only be estimated by assuming that all signals are stationary for short time periods, that is,
R̂ = 1
Nt
Nt∑
l=1
y(lTs)yH(lTs), (5)
where R̂ is the estimated covariance matrix, Nt is the number of samples for which the signals are stationary,
and Ts is the sample time.
The covariance matrix and its estimate are Hermitian (complex symmetric) where the kjth element of the
matrix is the correlation of the kth and jth antenna and the kjth element and jkth element are complex
conjugates of each other.
Independence is assumed between the RFI source and the noise. Therefore, when substituting equation (3)
into equation (4), the expectation of any nonselfmultiplication term is zero and consequently the substitution
yields
R = Rs + Rn
= (a(vs)⊙ g(vs))𝜎2s (g(vs)⊙ a(vs))
H + Rn, (6)
where 𝜎2s =E{s(t)s
∗(t)} is the power of the RFI signal, since the signal has zero mean. If Ns RFI signals are
present, the covariance matrix is the sum of the covariance matrices (Rs,j) for each signal
R =
Ns∑
j=1
Rs,j + Rn
= R∑ + Rn
= (A(Vs)⊙ G(Vs))S(G(Vs)⊙ A(Vs))H + Rn, (7)
because all the operators used are linear, whereA(Vs)=
[
a
(
vs,1
)
,… , a
(
vs,Ns
)]
,G(Vs)=
[
g
(
vs,1
)
,… ,g
(
vs,Ns
)]
,
Vs=
[
vs,1,… , vs,Ns
]
and S = diag
([
𝜎2s,1,… , 𝜎
2
s,Ns
])
.
A classical delaybeamformer (CDB)bCDB(v)=(aH(v)a(v))−1aH(v) canbeused to create adirty image (Thompson
et al., 2004, p. 427–430) from the covariance matrix by calculating for every voxel (Balanis & Ioannides, 2007,
p. 78)
J(v) = E
{
bCDB(v)y(t)(bCDB(v)y(t))H
}
= bCDB(v)RbHCDB(v)
= 1
N2e
aH(v)Ra(v). (8)
A peak in this image indicates the position of a source.
3. Proposed Source Localization Algorithm
Before the localization algorithm is applied, the RFI must be detected, for which methods described in
(van der Tol & van der Veen, 2005) and van der Veen et al. (2004) can be used. The proposed localization algo-
rithm consists of three stages. The ﬁrst is preprocessing, which attempts to remove instrumental noise signals
and isolate individual RFI sources. This is followed by the integrating-out-variablesmethodwhich exploits the
low sidelobes and which produces a reasonable estimate. This estimate is then used as the initial guess for a
fast converging iterative method in the ﬁnal step.
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3.1. Stage 1: Preprocessing
The objective of the preprocessing step is to reduce the eﬀect of the instrumental noise signals and isolate
individual RFI sources. It is assumed that the power of the RFI signals is above the noise. As the instrumental
noise signalmaybediﬀerent for diﬀerent antennas, thenoisepowers inRn will diﬀer. However, the assumption
ismade that the instrumental noise signals of the antennas are independent; therefore,Rn is a diagonalmatrix.
To remove the eﬀect of Rn on R, a statistical method such as complex factor analysis (Sardarabadi, 2016,
p. 31–60) can be used, which decomposes the Ne × Ne covariance matrix into R = ZZH + D, where Z is an
Ne ×Nf matrix andD is a diagonal Ne ×Ne matrix. If the method is applied successfully,D ≈ Rn, and therefore
ZZH≈R∑ (see equation (7)). If the columns ofA(Vs)⊙G(Vs) are linearly independent andNs<Ne, thenNf=Ns.
For themethod to converge, an upper limit on the number of factorsNf , namely,Nf<
(
Ne −
√
Ne
)
, is imposed
(van der Veen et al., 2004). The columns of Z are now used to construct a set of new covariance matrices
Rf,1 = Z(∶, 1)ZH(∶, 1),
⋮
Rf,Ns = Z(∶,Ns)Z
H(∶,Ns).
Consequently, the sources are separated in these covariancematrices and in the ideal case,where the columns
of A(Vs) ⊙ G(Vs) are orthogonal, each Rf,j will match with an Rs,j . In most radio astronomy data sets, a single
snapshot covariancematrix is aﬀectedbyonlyoneor twoRFI sources and, even though the columnsofA(Vs)⊙
G(Vs)may not be orthogonal, the separation is suﬃcient for each Rf,j to contain the majority of one source’s
power.
The largest gain diﬀerences between the near-ﬁeld signal received by multiple elements are caused by path
loss diﬀerences which only aﬀect the amplitudes of the gains. This eﬀect can be removed by considering only
the phase information.
3.2. Stage 2: Integrating Out Variables
Let the matrix U = ei∠Rf,j , where ei∠Rf,j is a result from the preprocessing step. Since U is Hermitian with no
amplitude information, all the information is contained in the top (or bottom) triangular part of U. There is
a total of Nb=(N2e − Ne)∕2 elements in both the triangular parts, which is equal to the number of antenna
combinations (also called baselines). By stacking the transposed rows of the top triangular part ofU, anNb×1
vector 𝜷 is created. If the top triangular part of U is used, then the relationship between the pth element of 𝜷
and the jkth element of U is p=(j − 1)Ne − 0.5(j2 + j) + k, where j∈{1,… ,Ne − 1} and k∈{j + 1,… ,Ne}.
The classical delay beamformer spectrum (see equation (8)) for U can then be rewritten as a sum (the
dependency on vs will be omitted to make the notation more concise)
J = 1
Ne
+ 2
N2e
Nb∑
p=1
ℜ
[
𝜷pe
−i𝜻p
]
, (9)
where vector 𝜻 contains the stacked (similar to 𝜷) angle diﬀerences 𝛾j − 𝛾k and
𝛾j =
−2𝜋𝜈
c
||v − vj||
= −2𝜋𝜈
c
√
r2 − 2r(sin(𝜃) cos(𝜙)xj + sin(𝜃) sin(𝜙)yj + cos(𝜃)zj) + r2j . (10)
The coordinates of the voxel have been written in spherical coordinates (r, 𝜃, 𝜙) and (xj, yj, zj) is the position
of the jth antenna. The traditional method to ﬁnd the location of the source requires that a beamformer must
be constructed for every voxel in the near ﬁeld, where the number of voxels is dependent on the resolution
as well as the size of the near ﬁeld. This problem therefore has computational complexity (Nr × N𝜃 × N𝜙),
where Nr, N𝜃 , N𝜙 are, respectively, the number of r, 𝜃, and 𝜙 values.
To reduce the computational complexity of ﬁnding a source location from cubic to linear, the proposed
method integrates out variables and then only varies one variable to ﬁnd the peak. The complex exponential
function in equation (9) cannot be analytically integrated. Therefore, the integration is done numerically once
a priori and is stored (the trade-oﬀ is therefore that the storage requirement increases). The algorithm nota-
tion is 𝝓 is an N𝜙 × 1 vector of 𝜙 values, 𝜽 is an N𝜃 × 1 vector of 𝜃 values, r is an Nr × 1 vector of r values, ra is
the minimum radius wherein all the array elements lie and rnf = b2max𝜈0∕c is the radius at which the transition
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from radiating near ﬁeld to far ﬁeld starts (Thompson et al., 2004, p. 601), and bmax is the length of the longest
baseline. Two weighting matrices are calculated a priori:
1. First weighting matrix
W1(p, n) = ∫
𝜋∕2
0 ∫
rnf
ra
e−i𝜻p(𝜙n)drd𝜃, (11)
with dimension Nb × N𝜙 and 𝜙n ∈ [−𝜋, 𝜋]. The 𝜃 integral is over 0 to 𝜋∕2, because only one hemisphere
needs to be considered for an Earth-based array.
2. Second weighting matrix:
W2(p,m, n) = ∫
rnf
ra
e−i𝜻p(𝜃m ,𝜙n)dr, (12)
with dimension Nb × N𝜃 × N𝜙, 𝜙n ∈ [−𝜋, 𝜋] and 𝜃m ∈ [0, 𝜋∕2].
The weighting matricesW1 andW2 are calculated only once for a given array and frequency. The steps of the
algorithm are as follows:
1. Calculate
f1(𝝓(n)) =
Nb∑
p=1
ℜ
[
𝜷pW1(p, n)
]
, (13)
for n = 1,… ,N𝜙. Find the peak of f1 and the corresponding index n𝜙 of 𝝓.
2. Use index n𝜙 to ﬁx 𝜙 and ﬁnd the peak of
f2(𝜽(m)) =
Nb∑
p=1
ℜ
[
𝜷pW2(p,m, n𝜙)
]
, (14)
form = 1,… ,N𝜃 . Find the peak of f2 and the corresponding indexm𝜃 of 𝜽.
3. Usen𝜙 andm𝜃 toﬁx𝜙and𝜃, respectively, andusenormalizedone-dimensional classical delaybeamforming
imaging (see equation (8)) to obtain a value for r. If the recovered value is not close to 1, return to the ﬁrst
step and choose the next highest peak (and repeat this Ni times until the threshold is met or there are no
more peaks).
The position obtained is just an estimate, and the accuracy is dependent on how low the sidelobe levels
are. This method only needs to search an (Nr + N𝜃 + N𝜙) array Ni times, while 3-D MUSIC must search a
three-dimensional grid (Nr × N𝜃 × N𝜙). In our simulations, we found that Ni is almost always equal to 1.
3.2.1. Stage 2: Storage Requirement Reduction
For each iteration of stage 2 of the algorithm, all values inmatrixW1 are used; however, only anN
th
𝜙
part ofW2
is used, since n𝜙 is ﬁxed. Thememory requirement can be reduced by calculating the required weights on the
ﬂy. For the jk baseline and ﬁxed values for 𝜃 and 𝜙 the required integral is
W2(p,m, n𝜙) = ∫
rnf
ra
e−i[𝛾j(r)−𝛾k (r)]dr. (15)
This integral cannot be analytically solved, and solving it numerically is computationally expensive. Deﬁning
dj = −2(sin(𝜃) cos(𝜙)xj + sin(𝜃) sin(𝜙)yj + cos(𝜃)zj) and applying the Taylor expansion to equation (10) yields
𝛾j =
−2𝜋𝜈
c
√
r2 + djr + r2j
= −2𝜋𝜈
c
r
√
1 +
djr + r2j
r2
≈ −2𝜋𝜈
c
[
r +
dj
2
+
4r2j − d
2
j
8r
]
, (16)
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Figure 2. Plot of the mean absolute percentage error of W̃2 as a function of 𝜃 and 𝜙 (see equation (19)). Low-frequency
array station’s CS302 layout was used at a frequency of 44.5 MHz.
with the assumption that r2 > djr+ r2j (which is valid since the integral starts outside the array). The argument
of the complex exponential is then approximated by
𝛾j − 𝛾k ≈
−2𝜋𝜈
c
[
dj − dk
2
+
4(r2j − r
2
k ) − (d
2
j − d
2
k )
8r
]
= a + b
r
,
(17)
where
a = −𝜋𝜈c−1
[
dj − dk
]
,
b = −1
4
𝜋𝜈c−1
[
4
(
r2j − r
2
k
)
−
(
d2j − d
2
k
)]
.
Using the approximation in equation (17), the integral in equation (15) can be solved by using the exponential
integral function
W2(p, n,m) ≈ W̃2(p, n,m) = ∫
rnf
ra
e−i[a+b∕r]dsr
= e−ia
[
ibE1
(
ib
ra
)
− ibE1
(
ib
rnf
)
− rae−ib∕ra + rnfe−ib∕rnf
]
,
(18)
where |∠ ib
ra
| = |∠ ib
rnf
| = 𝜋
2
, because both arguments are only complex. A comparison of the compute time of
MATLAB’s global adaptive quadrature method and equation (18) showed a 7 times speedup, at a frequency
of 44.5 MHz using the LOFAR station’s CS302 layout (a desktop computer with an Intel Core i5-2500k chip was
used). To measure the accuracy of the approximation, the mean absolute percentage error is used
M(n,m) = 100
Nb∑
p=1
|||||W2(p, n,m) − W̃2(p, n,m)NbW2(p, n,m)
||||| . (19)
In Figure 2 a plot of M is given with a maximum mean absolute percentage error of 6% which occurs at
approximately 𝜃 = 𝜋∕4.
3.2.2. Stage 2: Far-Field Approach
For the far-ﬁeld case the classical delay beamformer (see equation (9)) is also used; however, it is a function of
vs,ﬀ and equation (10) is now given by
𝛾j =
2𝜋𝜈
c
vTs,ﬀvj
= 2𝜋𝜈
c
(
sin(𝜃) cos(𝜙)xj + sin(𝜃) sin(𝜙)yj + cos(𝜃)zj
)
.
(20)
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Since equation (20) is a function of (𝜃, 𝜙), only 𝜃 has to be integrated out to generate a weighting matrix.
The complex exponential that is integrated can be solved in terms of special functions if 𝜃 ∈ [0, 2𝜋] (instead
of 𝜃 ∈ [0, 𝜋∕2]) as follows
W1,ﬀ(p, n) = ∫
2𝜋
0
e−i𝜻p(𝜙n)d𝜃 = ∫
2𝜋
0
e−i[𝛾j(𝜙n)−𝛾k (𝜙n)]d𝜃
= ∫
2𝜋
0
e−i[a sin(𝜃)+b cos(𝜃)]d𝜃
= 2𝜋I0
(√
−a2 − b2
)
, (21)
where
a = i2𝜋𝜈c−1
(
cos(𝜙n)
(
xj − xk
)
+ sin(𝜙n)
(
yj − yk
))
,
b = i2𝜋𝜈c−1
(
zj − zk
)
.
Integrating over 2𝜋 will cause a mirror image when plotting f1,ﬀ(𝝓(k)) as given by equation (23). Therefore,
each peak will have to be investigated. In the special case that the array is planar, that is, zj = 0, it is possible
to do the integral over 𝜋∕2
W1,ﬀ(p, n) = ∫
𝜋∕2
0
e−ia sin(𝜃)d𝜃
= 𝜋
2
[
J0(a) + iH0(a)
]
.
(22)
The weighting matrixW1,ﬀ is calculated only once for a given array and frequency. The steps of the algorithm
are as follows:
1. Calculate
f1,ﬀ(𝝓(n)) =
Nb∑
p=1
ℜ
[
𝜷pW1,ﬀ(p, n)
]
, (23)
for n = 1,… ,N𝜙. Find the peak of f1,ﬀ and the corresponding index n𝜙 of 𝝓.
2. Use n𝜙 to ﬁx 𝜙 and use normalized one-dimensional near-ﬁeld classical delay beamforming imaging
(see equation (8)) to obtain a value for 𝜃. If the recovered value is not close to 1, return to the ﬁrst step and
choose thenext highest peak (and repeat thisNi times until the threshold ismet or there are nomorepeaks).
Thismethod only needs to search an (N𝜃+N𝜙) arrayNi times, while 2-DMUSICmust search a two-dimensional
grid (N𝜃 × N𝜙).
3.3. Stage 3: Minimum Error Convergence
The proposed convergence algorithmuses the same concepts as those found inWijnholds et al. (2016), which
are used for antenna position calibration. The core idea is that a(v)aH(v) can be linearized if the error of the
estimate of vs is suﬃciently small. If it is assumed that the eﬀect of G(Vs) can be discounted and only one
source is present, then
∠Ujk =
−2𝜋𝜈
c
(||vs − vj|| − ||vs − vk||) + 2𝜋mjk, (24)
wheremjk is an integer that represents the phase ambiguity. Let 𝜹j=vos −vj , where v
o
s is an estimate of the RFI
position. Assume that the error 𝝐 = vos − vs is small, then the Taylor expansion yields
||vs − vj|| = ||𝜹j − 𝝐|| =√||𝜹j||2 + ||𝝐||2 − 2𝜹Tj 𝝐
≈
√||𝜹j||2 − 2𝜹Tj 𝝐
= ||𝜹j||
√√√√1 − 2𝜹Tj 𝝐||𝜹j||2
≈ ||𝜹j|| − 𝜹Tj 𝝐||𝜹j|| .
(25)
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Substituting equation (25) into equation (24) yields a linear equation in terms of 𝝐
∠Ujk ≈
−2𝜋𝜈
c
[||𝜹j|| − ||𝜹k|| +( −𝜹j||𝜹j|| + 𝜹k||𝜹k||
)T
𝝐
]
+ 2𝜋mjk. (26)
Using the approximation in equation (26), deﬁne
Bjk =
( −𝜹j||𝜹j|| + 𝜹k||𝜹k||
)T
𝝐 ≈ ∠
[
Ujke
i2𝜋𝜈
c
(||𝜹j||−||𝜹k ||)] −c
2𝜋𝜈
, (27)
which only holds if 𝝐 is suﬃciently small so that the phase ambiguitymjk is zero. By stacking the transposed
rows of the top triangular part of B, an Nb × 1 vector can be created
b = M𝝐, (28)
whereM is an Nb × 3 matrix consisting of the stacked
( −𝜹j||𝜹j|| + 𝜹k||𝜹k || ) vectors. Equation (28) is used to deﬁne
the least squares (LS) problem ?̂?=arg min
𝝐
||b −M𝝐||2. The optimal solution in an LS sense is
?̂? = (MHM)−1MHb. (29)
When equation (29) is used to calculate ?̂? iteratively and the estimate vos ∶=v
o
s − ?̂? is updated, the estimate v
o
s
converges to vs if the initial estimate of vs is within the main lobe of the beamformer.
3.3.1. Stage 3: z Direction Search Correction Step
The minimum convergence algorithm may not always converge correctly if the source lies close to the hori-
zon for a planar array (due to the low resolution). Convergence can be improved by doing one-dimensional
classical delay beamforming imaging (see equation (8)) in the z direction, after the ﬁrst attempt of the mini-
mum convergence algorithm. The new estimate of z is then used to complete a second run of the minimum
convergence algorithm.
3.3.2. Stage 3: Far-Field Approach
When the source is in the far ﬁeld, a Taylor expansion is not necessary (see equation (25)), because the model
for the phase is already linear
∠Ujk =
2𝜋𝜈
c
(
vj − vk
)T
vs,ﬀ + 2𝜋mjk
= 2𝜋𝜈
c
(
vj − vk
)T (
vos,ﬀ − 𝝐
)
+ 2𝜋mjk,
(30)
where vo
s,ﬀ
is the estimate of the direction vector of the RFI and 𝝐 = vo
s,ﬀ
− vs,ﬀ. Using the approximation in
equation (30), deﬁne
Bjk = ∠
[
Ujke
−i2𝜋𝜈
c (vj−vk)
T
vo
s,ﬀ
]
c
2𝜋𝜈
=
(
vj − vk
)T
𝝐.
(31)
The least squares method outlined in equations (28) and (29) can be used to improve the estimate vo
s,ﬀ
.
4. High-Level Overview of Proposed Algorithm
Figure 3 contains a Uniﬁed Modeling Language (UML) activity diagram of the algorithm used to distin-
guish between far-ﬁeld and near-ﬁeld sources. Initially, it is assumed that no previous RFI source was found
(prev_found = 0) and that the ﬁrst source to be detected lies within the far ﬁeld (far_ﬁeld = 1). The initial
far-ﬁeld assumption is made because the far-ﬁeld version of the algorithm is computationally less expensive.
If the far-ﬁeld algorithm fails to converge ([conv == 0]), the near-ﬁeld algorithm is attempted. It is also pos-
sible that the far-ﬁeld algorithm converges for a near-ﬁeld source; consequently, a one-dimensional classical
delay beamforming imaging (1-D Search r) is done to check if the radial distance is larger than rnf. If RFI was
previously localized, then just theminimumerror convergence stage is attempted using the previously found
RFI coordinates as an initial estimate, thereby reducing computational cost and enabling the algorithm to
trackmoving RFI sources. For the hexacopter data (see Section 7), using the tracking feature reduced the total
computational time from 556 s to 5.2 s.
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Figure 3. UML activity diagram of the proposed algorithm. MEC = minimum error convergence; IOV = integrating out
variables; RFI = radio frequency interference.
5. Simulation in the Near Field
To evaluate the proposed algorithm, a simulationwas done using the layout of the 48 coplanar antennas from
the LOFAR CS302 station LBA subsystem (see Figure 1b) at a frequency of 44.5 MHz. A uniform distribution
was used to generate 5,000 random source positions which lie outside the aforementioned array, but within
the array near ﬁeld. From the positions, covariance matrices were generated where the complex gains were
set to g(Vs) = 1 and the algorithm was applied to each one. The case where the complex gains are not unity
is discussed in section 7.
For only 1.46%of the covariancematrices did the integrating-out-variablesmethod have to iteratemore than
once. The reason for this is that for some directions, the beamformer has sidelobes that create peaks in f1 that
are greater than the peak at the source’s angle 𝜙s. In Figure 4 plots of the number of peaks of f1 that had to
be tested as a function of the spherical coordinates of the source are given. These plots show that the region
most susceptible to distortion is the reactive near ﬁeld, which transitions to the radiating near ﬁeld at about
200 m from the array.
For 98% of the runs, the algorithm took less than 0.2 s (the mean of all runs is 0.18 s and the maximum 1.5 s),
see the histogram in Figure 5a. The relative frequency histogram in Figure 5b shows that for 98% of the runs
the convergence algorithm took four or ﬁve iterations.
To measure the accuracy of the algorithm, the Euclidean distance (now called the distance error) between
the position of each source (vs) and its corresponding estimated position (ṽs) was calculated. For the ith run,
the Euclidean distance is then di = ||vs,i − ṽs,i||. Themean distance error andmean absolute deviation for the
simulation are given, respectively, by
MDE =
Nr∑
i
di
Nr
, (32)
MAD =
Nr∑
i
|di −mean(d)|
Nr
, (33)
where Nr is the number runs. The integrating-out-variables stage yielded a mean distance error of 7.57 m
with a mean absolute deviation of 6.08 m (see Figure 5c). After the convergence step, without the z direction
search correction step, only 0.92%of the distance errors are nonzero, see Figure 5d. These outliers all liewithin
0.04 rad of the horizon and lie farther than 170 m from the array center, and the error appears in the z direc-
tion (the direction orthogonal to the plane that the array lies in). This occurs because the array is planar,
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Figure 4. The number of peaks of f1 which had to be tested before the threshold condition was met, (a) as function of
the radial distance of the source, (b) as a function of the polar angle of the source, and (c) as a function of the azimuthal
angle of the source.
and therefore, it is more diﬃcult to resolve the z coordinate for sources further away from the array and closer
to the horizon. After the convergence stage, with a z direction search correction step (see section 3.3.1), the
mean and the spread of the distance errors are reduced to 0 (this is only possible because there is no noise or
calibration errors in the simulated system).
6. Calibration Error Performance
To test the eﬀect of direction-independent calibration errors on the algorithm, a normal distributionwas used
to generate phases to calculate g (see equation (6)). The distribution has mean 0 and the standard deviation
was varied between 0 and 𝜋∕3 radians. At the ﬁnal standard deviation of 𝜋∕3, 99.73% of the values lie within
a 𝜋 rad band around the mean. For each standard deviation a thousand realizations for each antenna were
calculated. In Figure6a twoplots aregiven for theaveraged results of the thousand realizations. Theﬁrst shows
that theaveragednormalizedCDBspectrumdeteriorates as a functionof standarddeviation,while the second
plot shows that the mean distance error increases linearly. The threshold of a successful estimation was set
to a mean distance error of 135 m (this is the mean distance error value where the averaged normalized CDB
spectrum is at half power and the standard deviation is the same). In Figure 6b, the proportion or simulated
probability of an incorrect estimation is approximately zero for standard deviation in [0, 𝜋∕12]. However, for
standard deviation in (𝜋∕12, 𝜋∕3] the simulated probability increases approximately linearly from 0 to 0.43.
7. Testing of the Algorithm on Data From a LOFAR Station
The algorithm is further validated by using data generated by 48 LBAs from LOFAR station CS302 when a
hexacopterwasﬂownaround thearraybroadcasting continuous-wave signalswithdiﬀerent frequencies (Bolli
et al., 2017). The time series data of the subband with center frequency 44.5 MHz was selected, and every
0.2 s the data was correlated for 20 ms (this short correlation time was chosen so that the hexacopter could
be assumed stationary). Furthermore, the hexacopter recorded its location using diﬀerential GPS (accuracy
∼1 cm) and this information was used to calculate the distance errors (GPS data were recorded every 0.2 s).
The main diﬀerence between the simulation and real data is that the complex gains G(Vs) are no longer 1,
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Figure 5. (a) Relative frequency histogram of the computational time for 5,000 runs. (b) Relative frequency histogram
of the number of iterations required by the convergence stage for 5,000 runs. (c) Relative frequency histogram of the
distance error before the convergence stage for 5,000 runs. (d) Distance error after the convergence stage as a function
of polar angle 𝜃 for 5,000 runs without a z direction search correction step (see section 3.3.1).
since the array is not calibrated. After the convergence stage themean distance error reduced from4m to 2m
(withmean absolute deviation of 1.16m) which is less than the wavelength of 6.7 m, see Figure 7a. Themean
distance error for the hexacopter data, before the convergence stage, is smaller than that of the simulation.
This is due to the simulation containing sourceswith locations that aremore challenging for stage 2 to resolve.
However, after the convergence stage the simulation showed no error in the estimated location.
The distance error plot in Figure 7a forms an oscillating curve and has a pattern similar to the plot of the radial
distance that the hexacopter is from the array. This is due to the eﬀect of antennagain errors on the covariance
Figure 6. (a) Plots of averaged normalized classical delay beamformer (CDB) spectrum and mean distance error,
respectively, as a function of standard deviation. (b) Simulated probability for incorrect estimation of radio frequency
interference location plotted against standard deviation.
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Figure 7. (a) Distance errors before and after the convergence stage for 2,000 sample covariance matrices, observed
over time. The scaled plot of the hexacopter radial distances has a pattern similar to that of the distance error plots.
(b) The normalized CDB spectrum before the convergence stage and after the convergence stage, observed over time.
matrix, which increases the distance error as the radial distance of the hexacopter increases. Anothermeasure
of performance is to calculate the normalized classical delay beamformer spectrum, where a score of 1means
that the model perfectly describes the sampled covariance matrix which has been modiﬁed to contain only
phase information for one source, see U in section 3.1. In Figure 7b it is shown that the convergence stage
increases the accuracy of the model. In Figure 8, plots are given for the GPS and estimated coordinates of the
hexacopter over time and these show how closely the estimated values follow the GPS values.
Figure 8. (a) GPS and estimated radial distances of the hexacopter from the array center, observed over time. (b) GPS
and estimated polar angles of the hexacopter from the array center, observed over time. (c) GPS and estimated
azimuthal angles of the hexacopter from the array center, observed over time.
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Figure 9. The problem size 𝛼 is the factor by which the resolution is increased. (a) Computational time using the 3-D
MUSIC algorithm with a ﬁtted cubic polynomial. (b) Proposed algorithm with a ﬁtted straight line. (c) Speedup of
proposed algorithm relative to 3-D MUSIC. (d) Normalized spectrums for classical delay beamformer (CDB) and 3-D
MUSIC with y and z coordinates ﬁxed for data from the hexacopter measurement, see Section 7.
8. Performance Comparison Between Proposed Algorithm and 3-D MUSIC
To compare the performance of the proposed algorithm to 3-DMUSIC, a simulationwas preformedwhere the
computational timewasmeasured for diﬀerent search grid sizes. The starting search grid size of [Nr,N𝜃,N𝜙] =
[128, 128, 128] was scaled by 𝛼 ∈ [1, 2]. As expected, the computational time of the 3-D MUSIC algorithm
increased cubic with search grid size, while the new proposed algorithm increases linearly; see Figures 9a
and 9b, respectively. A signiﬁcant speedup of at least 2 orders of magnitude was achieved using a desktop
computer with an Intel Core i5-2500k chip; see Figure 9c.
Both 3-D MUSIC and the proposed algorithm have the same accuracy, since they both converge to the same
peak, see Figure 9d. The lower resolution of the CDB is not a concern, since the preprocessing in stage 1
separates the RFI sources.
9. Conclusion
A new localization algorithm for interferometric arrays with low-array beam sidelobes is proposed. The algo-
rithm is validated using simulations and has a similar accuracy to the 3-DMUSIC algorithm. The advantage of
theproposedalgorithm is that the computational complexity is reduced from(Nr×N𝜃×N𝜙) to(Nr+N𝜃+N𝜙).
The drawback is that the algorithm introducesweightingmatrices that have to be calculated once a priori and
stored. The method was also applied to uncalibrated data generated by a LOFAR station while a hexacopter
was ﬂying around the array and broadcasting a continuous-wave signal. For this data, the mean distance
between the estimated positions of the hexacopter and the corresponding real positions is 2 m (with mean
absolute deviation of 1.16 m) which is less than the wavelength of 6.7 m. These results clearly demonstrate
the accuracy and precision of the proposed algorithm to locate RFI sources.
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10. Special Functions
In this paper, we use several special functions, which are brieﬂy introduced below. The Exponential integral,
denoted by E1 is given by
E1(z) = ∫
∞
z
e−t
t
dt = −𝛾 − ln(z) −
∞∑
k=1
(−z)k
kk!
, (34)
where {z ∈ C:|∠z| < 𝜋} and 𝛾 is the Euler-Mascheroni constant. The Bessel function of the ﬁrst kind, denoted
by J0, is given by
J0(x) =
2
𝜋 ∫
𝜋∕2
0
cos(x sin(𝜃))d𝜃 =
∞∑
k=0
(−1)k
(
1
4
x2
)k
(k!)2
, (35)
where x ∈ R. The Modiﬁed Bessel function of the ﬁrst kind, denoted by I0 is given by
I0
(√
−x2 − y2
)
= 1
2𝜋 ∫
2𝜋
0
ei(x sin(𝜃)+y cos(𝜃))d𝜃 =
∞∑
k=0
(−1)k
(
1
4
(x2 + y2)
)k
(k!)2
, (36)
where x, y,∈ R. The Struve function, denoted by H0 is, given by
H0(x) =
2
𝜋 ∫
𝜋∕2
0
sin(x sin(𝜃))d𝜃 = 2
𝜋
∞∑
k=1
(−1)k
[(2k + 1)!!]2
x2k+1, (37)
where x ∈ R.
Notation
A Bold upper-case letters are matrices. The jkth element is indicated by Ajk .
a Bold lower-case letters are column vectors. The jth element is indicated by aj .
I Identity matrix.
⊙ Hadamard product.|| ⋅ || Euclidean norm of a vector.
diag(⋅) Converts a vector into a diagonal matrix.
∠ Argument of a complex number.
i Square root of −1.
c Speed of light.
{⋅}H Hermitian transpose of a matrix.
{⋅}T Transpose of a matrix.
{⋅}∗ Complex conjugate of a scalar.
ℜ(⋅) Real part of a complex number.
E{⋅} Expectation operator.
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In this paper we extend a non-narrowband spatial radio frequency interference (RFI) mitigation algorithm for
radio astronomy arrays to include a calibration step. The algorithm constructs a second order filter by combining
a first order subspace subtraction method with a non-narrowband signal model. The model is based on the
assumption that the frequency response is approximately flat. In addition, an approximation of this model is
presented that makes use of two frequency-shifted monochromatic sources. Array imperfections such as unknown
complex gains and mutual coupling are also considered and incorporated into the non-narrowband signal models.
Using the approximation of the flat frequency model, it is shown that gain calibration can be applied to improve
performance. With a gain calibration step and no mutual coupling, the proposed algorithm was able to process
twice the bandwidth per channel when compared to conventional narrowband techniques. This performance
declines to 1.6 times more bandwidth when the effect of mutual coupling is included. The evaluation of the
algorithm was done using the layout of a LOFAR High Band Antenna (HBA) station and a digital audio broadcast
recorded with a software defined radio.
Keywords: RFI Mitigation, Non-narrowband, Complex Gain Calibration, Mutual Coupling.
1. Introduction
Radio astronomy as a passive service competes with the telecommunication industry for radio spectrum
(3 Hz to 3 THz). For example, the Low Frequency Array (LOFAR) (van Haarlem et al. , 2013) operates
from 10 to 240 MHz and overlaps with the digital audio broadcasting (DAB) band (174 to 228 MHz) in
the Netherlands. In figure 1 a plot of the power spectral density for a LOFAR antenna shows a DAB signal
that is present from 182.9 MHz to 184.4 MHz and is approximately 100 dB above the noise.
When a non-narrowband signal is received by an interferometric array and the visibilities are imaged
it will appear as an extended source. This phenomena is called frequency smearing (Bridle & Schwab ,
1999). In this paper we address how to model this smearing if it is assumed that the frequency response
of the signal is relatively flat. Furthermore, we discuss an approximation of this model which makes use of
two frequency-shifted narrowband point sources.
Most radio frequency interference (RFI) that is detected by radio astronomy arrays comprises non-
narrowband signals. If the channel bandwidth of the array is sufficiently narrow, then the effects of frequency
smearing will be minimal. These effectively narrowband RFI sources can be removed by using spatial RFI
mitigation techniques such as orthogonal projection, orthogonal projection with subspace bias correction,
oblique projection and subspace subtraction (van der Tol & van der Veen , 2005; van der Veen et al., 2004;
Boonstra , 2005). However, if the power of the RFI signal is far above that of the astronomical sources, then
it is still possible for the frequency smearing to affect the image after a spatial RFI mitigation technique
has been applied. For example, in figure 2a a simulated skymap is given of a non-narrowband RFI source
with a bandwidth of 195 kHz and a center frequency of 145 MHz. For the simulation the layout of a LOFAR
4Corresponding author.
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Fig. 1. Power spectral density for a LOFAR High Band Antenna (HBA) in the RS409 station. The DAB signal is clearly
visible from 182.9 MHz to 184.4 MHz.
High Band Antenna (HBA) station is used. From the image it appears that the source is a narrowband
point source; however, when a first order orthogonal projector is applied, this results in two sources which
are separated along the radial direction (see figure 2b). These two sources are not real physical sources,
but are caused by frequency smearing and in this case lie 40 dB below the RFI source. If the power of the
astronomical sources are also in the region of -40 dB, then the effect of the RFI source cannot be fully
mitigated using standard spatial RFI techniques.
The effect of array imperfections, such as unknown complex gains as well as mutual coupling, on non-
narrowband signals is also considered. In figure 2c a skymap shows how unknown complex gains can distort
the structure of the frequency smearing component. The mutual coupling effect is considerably more subtle
for this simulation and in figure 2d only the side lobes are slightly distorted. The impact of mutual coupling
will in general depend on the array elements and layout, as well as operating frequency.
Finally, algorithms will be presented in this paper that are able to mitigate these non-narrowband RFI
signals and also take into account direction independent effects.
2. Notation
A Bold upper-case letters are matrices. The jkth element is indicated by Ajk.
a Bold lower-case letters are column vectors. The jth element is indicated by aj .
I Identity matrix.
 Hadamard product.
	 Element-wise division.
| · | Absolute value of a scalar.
Tr(·) Trace of a matrix.
diag(·) Converts a vector into a diagonal matrix.
∠ Phase of a complex number.
i Square root of -1.
c Speed of light.
{·}H Hermitian transpose of a matrix.
{·}T Transpose of a matrix.
{·}∗ Complex conjugate of a scalar.
sinc(x) = sin(pix)/(pix), normalized sinc function.
‖·‖F Frobenius norm of a matrix.
| · | Element-wise absolute value of a matrix.
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Fig. 2. (a) Skymap with non-narrowband RFI source in dB (the RFI source is the 0 dB point). The source has a bandwidth
of 195 kHz and a center frequency of 145 MHz. (b) Skymap with non-narrowband RFI source removed using a first order
orthogonal projection filter. Two weaker sources adjacent to the location of the RFI are now visible and are caused by the
bandwidth of the RFI source. (c) Skymap with non-narrowband RFI source affected by unknown complex gains, removed using
a first order orthogonal projection filter. The unknown complex gains distort the residual sources caused by the bandwidth.
(d) Skymap with non-narrowband RFI source affected by mutual coupling, removed using a first order orthogonal projection
filter. In this case, the mutual coupling slightly distorts the sidelobes of the residual sources caused by the bandwidth.
3. Signal Models
The standard narrowband signal model assumes that the received signal is monochromatic. In the flat
frequency model, the narrowband signal model is adapted to be frequency dependant and have a uniform
power spectral density. The Zatman’s approximation based model approximates the flat frequency model
using two monochromatic sources.
3.1. Narrowband Signal Model
If perfectly calibrated omnidirectional antennas are used, then the normalized array response vector for an
array with Ne elements and a continuous wave source with frequency ν is given by
a =
 b1e
−i2piντ1
...
bNee
−i2piντNe
 . (1)
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If the source lies in the far-field, then the geometrical delays and normalization constants are
τj = −(lsxj +msyj + nszj )/c, (2)
bj = 1/
√
Ne, (3)
where xj , yj , zj are the Cartesian coordinates of the j
th antenna and ls,ms, ns are the directional cosines
of the source. The array covariance matrix for a single source without noise is given by
R = σ2saa
H , (4)
Rjk = σ
2
s bjbke
−i2piτjkν , (5)
where σ2s is the signal power, Rjk is the jk
th element in the covariance matrix and τjk = τj − τk.
All examples in this paper make use of sources in the far-field. However, any of the presented methods
can be used for near-field sources by setting τj = rsj/c and bj = 1/
[
rsj
√∑Ne
n=1 1/r
2
sn
]
, where the distance
between the jth antenna and the source is denoted by rsj (Johnson & Dudgeon , 1993).
3.2. Flat Frequency Model
For a non-narrowband signal, the total covariance response is obtained by integrating over the entire signal
bandwidth ∆ν
R =
1
∆ν
∫ ν0+∆ν/2
ν0−∆ν/2
σ2s (ν)a(ν)a
H(ν)dν. (6)
If the spectrum of the signal is flat, σ2s = σ
2
s(ν), then the jk
th element of the covariance matrix is given by
Rjk =
σ2s bjbk
∆ν
∫ ν0+∆ν/2
ν0−∆ν/2
e−i2piτjkνdν = σ2s bjbk sinc(τjk∆ν)︸ ︷︷ ︸
Decorrelating Function
e−i2piτjkν0 . (7)
The difference between the single frequency model in Eq. (5) and the flat frequency model in Eq. (7) is
sinc(τjk∆ν), which causes Rjk to decorrelate as the bandwidth of the signal increases.
3.3. Zatman’s Approximation Based Model
In the approximation of the flat frequency model proposed by Zatman (1998) two equal power sources
that are frequency-shifted by κ = ∆ν/(2
√
3), are used
R ≈ σ2a(ν0 + κ)aH(ν0 + κ) + σ2a(ν0 − κ)aH(ν0 − κ) = σ2(a1aH1 + a2aH2 ), (8)
where σ2 = 0.5σ2s . Representing the two signals as Dirac deltas and integrating yields the total covariance
matrix
Rjk ≈ σ
2
s bjbk
2
[∫ ∞
−∞
δ(ν − ν0 + κ)e−i2piτjkνdν +
∫ ∞
−∞
δ(ν − ν0 − κ)e−i2piτjkνdν
]
= σ2s bjbk cos
(
piτjk∆ν/
√
3
)
︸ ︷︷ ︸
Decorrelating Function
e−i2piτjkν0 . (9)
The only difference between the flat frequency model and the Zatman’s approximation is the decorrelating
function (see Eq. (7) and (9)). The error between the two decorrelating functions is small for the peak
around ∆ν = 0. This is shown in figure 3 using LOFAR HBA station RS407 in a simulation with a center
frequency of 145 MHz and varying the signal bandwidth between 0 and 2 MHz for both models. In figures 3a
and b the percentage difference between the eigenvalues and one minus the cosine similarity between the
eigenvectors are respectively given between the flat frequency model and the Zatman’s approximation
based model as a function of fractional bandwidth. The cosine similarity is the cosine of the angle between
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Fig. 3. Results from simulation using LOFAR HBA station RS407 at a center frequency of 145 MHz. (a) Percentage difference
between the corresponding eigenvalues of the flat frequency model and the Zatman’s approximation based model. (b) One
minus the cosine similarity between the corresponding eigenvectors of the flat frequency model and the Zatman’s approximation
based model as a function of fractional bandwidth. A score of zero indicates that the eigenvectors are parallel.
two vectors. These plots clearly show that there is minimal error between the models even if the typical
channel bandwidth of 195 kHz is increased tenfold.
The covariance matrix for the Zatman’s approximation Rz can be written in terms of its eigenvalue
decomposition
Rz = λ1v1v
H
1 + λ2v2v
H
2 , (10)
where λ1 and λ2 are the largest and second largest eigenvalues and v1 and v2 are the corresponding
eigenvectors. Both the eigenvectors and eigenvalues can be written in terms of the Zatman’s approximation
sources’ power σ2 and array response vectors a1 and a2
λ1,2 = σ
2[1± |ψ|], (11)
ψ = aH1 a2 =
1
Ne
Ne∑
p=1
ei4piκτp , (12)
v1,2 =
1√
2(1± |ψ|)
[
a1 ± ψ
∗
|ψ|a2
]
. (13)
A detailed derivation of these equations can be found in Steeb et al. (2018). The covariance matrix for
each subspace is then given by
R1 = v1v
H
1 =
1
2(1 + |ψ|)
[
a1a
H
1 +
ψ∗
|ψ|a2a
H
1 +
ψ
|ψ|a1a
H
2 + a2a
H
2
]
, (14)
R2 = v2v
H
2 =
1
2(1− |ψ|)
[
a1a
H
1 −
ψ∗
|ψ|a2a
H
1 −
ψ
|ψ|a1a
H
2 + a2a
H
2
]
. (15)
Expanding the jkth element for each matrix, using (a1)j = e
−i2pi(ν0+κ)τj/
√
Ne, (a2)j = e
−i2pi(ν0−κ)τj/
√
Ne
Stellenbosch University  https://scholar.sun.ac.za
August 31, 2018 11:20 jwsteeb˙JAI
6 Author’s Name
and ψ = aH1 a2 = 1/Ne
∑Ne
p=1 e
i4piκτp , yields
(R1)jk =
1
2(1 + |ψ|)
[
e−i2piκτjk +
ψ∗
|ψ|e
i2piκ(τj+τk) +
ψ
|ψ|e
−i2piκ(τj+τk) + ei2piκτjk
]
e−i2piν0τjk
Ne
=
1
(1 + |ψ|)
cos(2piκτjk) + 1
Ne|ψ|
Ne∑
p=1
cos(2piκ(τpj + τpk))

︸ ︷︷ ︸
Positive Real Value if 2piκτjk<pi/2 and 2piκ(τpj+τpk)<pi/2
e−i2piν0τjk
Ne︸ ︷︷ ︸
Point Source Model
, (16)
(R2)jk =
1
2(1− |ψ|)
[
e−i2piκτjk − ψ
∗
|ψ|e
i2piκ(τj−τk) − ψ|ψ|e
−i2piκ(τj+τk) + ei2piκτjk
]
e−i2piν0τjk
Ne
=
1
(1− |ψ|)
cos(2piκτjk)− 1
Ne|ψ|
Ne∑
p=1
cos(2piκ(τpj + τpk))

︸ ︷︷ ︸
Real Value
e−i2piν0τjk
Ne︸ ︷︷ ︸
Point Source Model
. (17)
For both (R1)jk and (R2)jk the complex exponential part is the narrowband point source model for the
signal. The real part of (R1)jk is positive, therefore the phase of the point source is not changed and its
structure is maintained (see figure 2a). For (R2)jk the real part can be negative, which causes a pi phase
shift. This phase shift, in some of the elements, in R2 causes the single point source structure to change
to two adjacent sources (see figure 2b).
4. Unknown Complex Gain Model
In section 3.1 the assumption was made that there are no array imperfections or external effects on the
signal. However, in reality signals are affected by direction dependent effects such as path loss, the polariza-
tion mismatch factor, the gain of the antennas and atmospheric effects. Furthermore, direction independent
effects include the receiver electronics, in particular the low noise amplifiers. Direction independent and
dependant effects can be combined into one unknown complex gain per antenna if only one non-narrowband
RFI signal is assumed to be impinging on the array for a given band of the spectrum.
The Zatman’s model will now be expanded to include unknown complex gains, g = [g1 . . . gNe ]
T . The
two discrete signals from Eq. (8) are now given by
a1g =
√
Ne(a1  g), (18)
a2g =
√
Ne(a2  g). (19)
The complex gain vector g is defined as normalized and the inverse of the normalization factor is absorbed
into the signal’s eigenvalues (the ratio between the eigenvalues remains the same). Since the array response
vectors a1,2 represent plane waves (where each element is a phasor multiplied by 1/
√
Ne) the factor
√
Ne
is introduced to normalize both a1g and a2g in Eq. (18) and (19).
Eq. (11) which describes the relationship between the signal’s power and eigenvalues, is then given by
λ1g,2g = σ
2
g [1± |ψg|], (20)
where ψg = a
H
1ga2g =
∑Ne
p=1 |gp|2ei4piκτp and σ2g is the signal’s power multiplied by the inverse of the
normalization factor. The normalized covariance matrix for the first subspace (see Eq. (14)), including the
effect of g, can be expressed as
R1g = v1gv
H
1g =
1
2(1 + |ψg|)
[
a1ga
H
1g +
ψ∗g
|ψg|a2ga
H
1g +
ψg
|ψg|a1ga
H
2g + a2ga
H
2g
]
=
Ne
2(1 + |ψg|)
[
a1a
H
1 +
ψ∗g
|ψg|a2a
H
1 +
ψg
|ψg|a1a
H
2 + a2a
H
2
]
 ggH , (21)
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where
(R1g)jk =
Ne
(1 + |ψg|)
cos(2piκτjk) + 1
Ne|ψg|
Ne∑
p=1
|gp|2 cos(2piκ(τpj + τpk))

︸ ︷︷ ︸
Complex Gain Distorted Non-Narrowband Component
gjg
H
k︸ ︷︷ ︸
Complex
Gain
e−i2piν0τjk
Ne︸ ︷︷ ︸
Point Source Model
. (22)
The first component of (R1g)jk is caused by the non-narrowband nature of the signal and is distorted by
the complex gains, since ψ is replaced by ψg. Furthermore, the complex gain distorted non-narrowband
component is still real valued like the undistorted non-narrowband component (see Eq. (16)). The other
two components form the model for a point source that is distorted by complex gains.
To explore the effect of the complex gains on the non-narrowband factor in (R1g)jk, a simulation
was done using the layout of LOFAR HBA station RS407 with a channel bandwidth of 195 kHz and
an RFI source at the horizon. To calculate g, a normal distribution was used to generate phases and a
uniform distribution was used to generate amplitudes. Different distributions are used to reflect the distinct
physical effects that lead to amplitude gains and phase errors (Brossard et al., 2018; de Gasperin et al.,
2018). Furthermore, the uniform distribution used ensured that the generated amplitudes are positive. The
normal distribution used had mean 0 and the standard deviation was varied between 0 and pi/3 radians.
At the final standard deviation of pi/3, 99.73 % of the values lie within a pi-rad band around the mean.
The uniform distribution used had an upper bound fixed at 1 and the lower bound was varied from 1 to
0.0001, giving a standard deviation ranging from 0 to 0.29. The normal and uniform distributions were
paired according to increasing standard deviation and for each pair 1000 realizations for each antenna
were generated. Figure 4a shows plots of 1− |ψg| where the maximum and minimum values for |ψg| were
found for the 1000 realizations as a function of the distributions’ standard deviations. Even in the worst
case, the distorted |ψg| deviates only by 0.004 %. The largest percentage error simulated for the non-
narrowband factor (see Eq. (22)) for each element in the covariance matrix is plotted in figure 4b. This
plot was obtained by fixing the standard deviation of the normal distribution and uniform distribution
to pi/3 and 0.29, respectively. For the 1000 realizations used, the largest error for each element in the
covariance matrix was selected for the plot. The pattern obtained is a function of the position of the RFI
source. The maximum error in the plot is only 0.006 %. Therefore, for the LOFAR HBA case, the non-
narrowband factor is minimally affected by the complex gains and the complex gains can be recovered by
using ggH ≈ R1g 	R1 or calibration algorithms such as StEFCal (Salvini & Wijnholds , 2014).
Once the complex gains g have been recovered, the flat frequency model in Eq. (7) can be updated to
include its effect
(Rg)jk =
σ2s gjgk
Ne
sinc(τjk∆ν)e
−i2piτjkν0 . (23)
The Zatman’s approximation in Eq. (13) can also be updated to
v1g =
1√
2(1± |ψg|)
[
a1g ±
ψ∗g
|ψg|a2g
]
. (24)
5. Mutual Coupling Model
The mutual coupling in the array cannot be modelled by complex gains, since the signal in each antenna is a
weighted sum of the signals in all other antennas. Doing a full electromagnetic simulation of a LOFAR HBA
is computationally expensive. Therefore, the multiple input multiple output model developed in Wijnholds
(2008) is used to find qualitative results. The model assumes that the signals are narrowband and that the
antennas are dipoles.
The mutual coupling matrix M is calculated in two steps. The first is to calculate M0 which describes
how initially each antenna signal is the weighted sum of the direct signal each antenna receives
(M0)jk = −ma c
rjkν0
(1−md| cos(φjk)|)e−i2pirjkν0/c, (25)
(M0)jj = 1, (26)
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Fig. 4. (a) Plots of 1− |ψg| where the maximum and minimum value of |ψg| was found for a 1000 realizations as a function
of the distributions’ standard deviations, used to generate g. (b) Highest percentage error of the non-narrowband factor (see
Eq. (22)) for each element in the covariance matrix R1g. A 1000 realizations were generated where the normal distribution
and uniform distribution had a standard deviation of pi/3 and 0.29, respectively (the worst case).
where
ma is the proportionality constant which determines the strength of the coupling,
rjk is the distance between the j
th and kth antenna,
md is a directivity parameter,
φjk is the orientation of the line-of-sight between j
th and kth antenna.
The initial superposition of signals will be re-radiated by each antenna, which will induce (albeit weaker)
signals in each antenna, which will in turn be again re-radiate, and so forth. To describe this iterative
process the following infinite sum can be used
M = I+
∞∑
i=1
(M0 − I)i. (27)
This series will converge if M0,jk << 1. The mutual coupling matrix M should be scaled so that the total
power is conserved, that is Tr(R) = Tr(MRMH).
In Wijnholds (2008) values of ma = 0.07 and md = 0.9 are found to give good qualitative results
compared to full-EM simulations for the LOFAR HBA. Simulating the effect of ma and md on the eigen-
values and eigenvectors revealed that md has very little effect compared to ma. Therefore, md was fixed
at 0.9 and ma was varied between 0 and 0.085. The value of ma cannot be increased above 0.085, because
Eq. (27) then no longer converges in the case of a LOFAR HBA. For the simulation six different cases were
considered:
• Ideal: no complex gain errors or mutual coupling,
• Uncal: the covariance matrix is uncalibrated and there is no mutual coupling,
• MC: mutual coupling is present and there are no complex gain errors,
• MC Uncal: mutual coupling is present and the covariance matrix is uncalibrated,
• Cal: there are complex gain errors that have been calibrated,
• MC Cal: mutual coupling is present and complex gain errors have been calibrated.
In figures 5a and b the effect of ma on the first and second eigenvalues are shown. For the first eigenvalue, in
figure 5, the three lines where mutual coupling is present, MC, MC Uncal and MC Cal, all monotonically
decrease with ma. As the first eigenvalue decreases, the second eigenvalue increases in figure 5b. In addition,
for the cases where unknown complex gains are present, the first eigenvalue is smaller than the first
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eigenvalue of the Ideal case and the second eigenvalue is larger than the second eigenvalue of the Ideal
case. Therefore, an increase in mutual coupling and unknown complex gains causes decorrelation in the
signal. Even with the calibration step, the power of the first eigenvector is not completely recovered. The
reason for this is that the LOFAR HBA station RS407 consists of 48 tiles with 16 antennas, each of which
is analogue beamformed and only one gain solution per tile can be calculated with the recorded data.
In figure 6a the cosine similarity between the first eigenvector of the Ideal case and all the other cases’
eigenvectors is shown as a function of ma. The same is done for the second eigenvector in figure 6b. In
figures 6a and b the cosine similarities decrease as ma increases. The largest effect however, is caused by
the unknown complex gains.
The most realistic case is MC Cal where there are complex gains as well as mutual coupling and a
calibration step is applied. The largest error between the first eigenvalue of Ideal and MC Cal is 5×10−5
which is lower than all the values of the second eigenvalues. The cosine similarity between Ideal and MC
Cal is one. Therefore, the effect of mutual coupling on the first eigenvalue and eigenvector is minimal.
However, the effect of mutual coupling and gain calibration is relatively more pronounced on the second
eigenvalue and eigenvector. This is because the gain calibration procedure outlined in section 4 provides
only a rank one solution ggH , using only the first eigenvalue and eigenvector pair, while the mutual coupling
matrix M has full rank. The effect of mutual coupling is therefore included in the evaluation of the proposed
algorithms in section 7.
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Fig. 5. Ideal: no complex gain errors or mutual coupling. Uncal: the covariance matrix is uncalibrated and there is no
mutual coupling. MC: mutual coupling is present and there are no complex gain errors. MC Uncal: mutual coupling is
present and the covariance matrix is uncalibrated. Cal: there are complex gain errors that have been calibrated. MC Cal:
mutual coupling is present and complex gain errors have been calibrated. Figures (a) and (b) show the first and second
eigenvalues, respectively, as a function of the proportionality constant ma for different array conditions. The three horizontal
straight lines Ideal, Uncal and Cal have no mutual coupling, therefore ma = 0. All matrices have been normalized such that
Tr(R) = 1.
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Fig. 6. See figure 5 for definitions of the legend notation. Figure (a) shows the cosine similarity between the first eigenvector of
the Ideal case (no complex gain errors or mutual coupling) and different array conditions as a function of the proportionality
constant ma. Similar to figure (a), figure (b) considers the second eigenvector. The three horizontal straight lines Ideal,
Uncal and Cal have no mutual coupling, therefore ma = 0. A cosine similarity of 1 indicates that the two vectors are parallel,
while a cosine similarity of 0 indicates that the vectors are orthogonal.
6. Proposed RFI Mitigation Algorithms
The two spatial RFI mitigation algorithms based on subspace subtraction presented in Steeb et al. (2018)
are extended by adding a gain calibration step. These algorithms are designed for wideband RFI which
is stationary, such as DAB broadcasts. The channel bandwidth should be selected such that the second
eigenvalue of the sample covariance matrix R̂ is lower or equal to the power of the cosmic sources being
observed. The first algorithm is based on the flat frequency response model with unknown complex gains
(see Eq. (23)) and the other on Zatman’s approximation to that model (see Eq. (24)). The following
preprocessing steps are required (see figure 7 for an activity diagram of the preprocessing stage):
• Obtain the location of the RFI source, (l,m, n). For example, the location of DAB towers are fixed and
can be easily obtained from relevant authorities. Algorithms such as MUSIC or ESPRIT can also be used,
however this will bias the gain calibration step.
• Use the power iteration method on R̂ to find the largest eigenvalue s1 with the accompanying eigenvector
v1.
• Estimates for the two largest eigenvalues of the RFI-only covariance matrix can be obtained by using the
estimated location of the RFI and Eq. (11)
sr1 = s1 − Tr(R̂)− s1
Ne − 1 , (28)
sr2 = sr1
(
1− |ψ|
1 + |ψ|
)
. (29)
Use these two new eigenvalue estimates to create the matrix Sr = diag([sr1, sr2]
T ).
• An algorithm such as StEFCal can be used to calculate the complex gains in g.
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Fig. 7. Activity Diagram of the Preprocessing stage.
Algorithm 1: Flat frequency response model based algorithm (see figure 8a for activity diagram)
• Calculate the complex gains’ distorted normalized flat frequency covariance matrix model of the RFI source
Rfg, using Eq. (23). Note that this model’s covariance matrix does not include any noise and that σ
2
s = 1.
• Use the power iteration method on Rfg to find the second largest eigenvalue’s eigenvector v2fg.
• Apply subspace subtraction to obtain the flat frequency model based RFI mitigated covariance matrix
R̂mf = R̂− [v1,v2fg]Sr[v1,v2fg]H . (30)
Algorithm 2: Zatman’s approximation based algorithm (see figure 8b for activity diagram)
• Calculate the normalized Zatman’s approximation based model eigenvector v2zg using Eq. (24).
• Apply subspace subtraction to obtain the Zatman’s model based RFI mitigated covariance matrix
R̂mz = R̂− [v1,v2zg]Sr[v1,v2zg]H . (31)
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Fig. 8. (a) Activity diagram for algorithm 1 which uses the flat frequency model in Eq. (23). (b) Activity diagram for
algorithm 2 which uses the Zatman’s approximation in Eq. (24).
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7. Evaluation of RFI Mitigation Algorithms
To evaluate the performance of both proposed algorithms, an estimated covariance matrix was created
by adding an estimated noise and cosmic source covariance matrix R̂cn to an estimated RFI covariance
matrix R̂r. The matrix R̂cn was obtained from a real observation done with LOFAR HBA station RS407
(see figure 9a) where there is no RFI present. A software defined radio was used to record a DAB signal
with the power spectrum as shown in figure 9b which has a reasonably flat frequency spectrum. Finite
impulse response filters were used to produce 300 signals with bandwidths ranging from 763 Hz to 218 kHz.
Each filtered signal was used to generate a delayed signal for each antenna in the array (768 antennas).
The delay was added by computing the fast Fourier transform of the filtered signal and multiplying each
frequency component with the appropriate delay and then computing the inverse fast Fourier transform.
For each bandwidth a covariance matrix was created (with an integration time of 1.5 s) and reduced from
a 768×768 matrix to a 48×48 matrix by beamforming groups of 16 antennas. The effect of complex gains
and mutual coupling is applied before the beamforming step.
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Fig. 9. (a) Satellite image of LOFAR HBA station RS407. (b) Power spectral density of a DAB signal measured with a
software defined radio.
To measure the performance of the proposed algorithms, the Covariance Matrix Distance (CMD, see
Herdin et al. (2005)) and the Attenuation (ATT) are used
CMD = 1− Tr(R̂cnR̂m)∥∥∥R̂cn∥∥∥
F
∥∥∥R̂m∥∥∥
F
, (32)
ATT = 10 log
[
Tr(|R̂m − R̂cn|)
Tr(R̂r)
]
, (33)
where R̂m is the recovered matrix. The CMD and ATT measure, respectively, how well the eigenvectors
and eigenvalues of R̂cn are recovered. If the CMD is zero, then the matrices are equal up to a scaling
factor. At negative infinity the ATT indicates that the total power (sum of eigenvalues) for R̂m and R̂cn
are the same.
To test the effect of unknown complex gains the generated values for g in section 4 were used as well as
R̂r and R̂cn at a fixed bandwidth of 195 kHz. In figures 10a and b, respectively, the CMD and ATT are
plotted for three different cases as a function of the normal and uniform distributions’ standard deviations.
The 1st order lines are the performance achieved by subtracting the estimate of the subspace associated
with the largest eigenvalue R̂r. Using the FF Alg without a calibration step causes the performance to
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decline due to an increase in the distributions’ standard deviations. Introducing a calibration step greatly
improves the performance, but there is still a slightly increasing trend. This is caused by the beamforming
stage for the LOFAR HBA station which consists of 48 tiles with 16 antennas, each of which is analogue
beamformed and only one gain solution per tile can be calculated. Furthermore, the assumption made
in section 4 that the complex gains non-narrowband component of Eq. (22) is minimally affected by the
unknown complex gains, adds to the trend.
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Fig. 10. 1st Order: Subtracting the estimate of the subspace associated with the largest eigenvalue of R̂r from R̂cn.
FF Uncal: Using the Flat Frequency Algorithm without a calibration step. FF Cal: Using the Flat Frequency Algorithm
with a calibration step. In figure (a) the covariance matrix distance and in figure (b) the attenuation is plotted for three RFI
mitigation methods as a function of the distributions’ standard deviations, used to generate g.
Now the entire set of covariance matrices at different bandwidths are used. The mutual coupling matrix
was generated by setting ma = 0.07 and md = 0.9 and the unknown complex gains were generated using
a uniform distribution (standard deviation 0.29) for the magnitude and a normal distribution (standard
deviation pi/3) for the phase (only one set of complex gains was used). In figures 11a and b the performances
of four algorithms are given:
• 1st Order: Subtracting the estimate of the subspace associated with the largest eigenvalue of R̂r from
R̂cn.
• 2nd Order: Subtracting the estimate of the largest and second largest eigenvalue of R̂r and the accom-
panying eigenvectors from R̂cn.
• FF Alg: Using the Flat Frequency Algorithm with a calibration step.
• Zatman Alg: Using the Zatman’s Approximation Based Algorithm with a calibration step.
At close to zero fractional bandwidth, all methods have the same performance, since the estimate of the
second eigenvector of R̂r is almost zero and all methods are effectively only subtracting the first subspace.
The error for the 2nd Order increases until a fractional bandwidth of approximately 8 × 10−4. This
is due to eigenvalue decomposition that cannot differentiate between the second eigenvector of R̂r and
the noise. After a fractional bandwidth of 8 × 10−4, the 2nd Order method’s performance improves,
however it does not reach the same level of performance achieved at smaller fractional bandwidths. This
is caused by the third eigenvalue that becomes significant due to the bandwidth and the non-perfectly
flat spectrum of the signal. For all bandwidths the FF Alg and Zatman Alg methods have the same
performance and both have superior CMD performance to the 1st Order and 2nd Order subtraction
methods until approximately a fractional bandwidth of 11× 10−4. For the ATT performance the FF Alg
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and Zatman Alg methods have superior performance for the entire fractional bandwidth considered.
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Fig. 11. 1st Order: Subtracting the estimate of the largest eigenvalue of R̂r and its accompanying eigenvector from R̂cn.
2nd Order: Subtracting the estimate of the largest and second largest eigenvalue of R̂r and the accompanying eigenvectors
from R̂cn. FF Alg: Using the Flat Frequency Algorithm with a calibration step. Zatman Alg: Using the Zatman Approx-
imation Based Algorithm with a calibration step. In figures (a) and (b) the covariance matrix distance and attenuation,
respectively, for four RFI mitigation methods as a function of fractional bandwidth are plotted.
Channels with larger bandwidth can be processed using the FF Alg or Zatman Alg, while achieving
the same level of mitigation as the 1st order method which requires channels with smaller bandwidth. This
is shown in figure 12 where the bandwidth required by FF Alg is given as a function of the bandwidth
of the 1st Order method. When no array imperfections are present, approximately six times as much
bandwidth can be processed. When unknown complex gains are present and a calibration step is added,
the performance reduces to twice as much bandwidth. Finally, if mutual coupling is also present the
performance reduces further to 1.6 times more bandwidth.
In the simulations completed, both FF Alg and Zatman Alg provide the same results for mitigation.
However, the Zatman Alg is slightly computationally less expensive, because unlike FF Alg it does not
have to complete the power iteration method twice (see figure 7a and b). See Steeb et al. (2018) for the
computational complexity analysis.
8. Conclusion
The proposed algorithm extends a previously developed algorithm that now includes a gain calibration
step. The algorithm combines a first order subspace subtraction filter and a non-narrowband signal model,
that may be used to mitigate powerful RFI signals for which the second eigenvalue is below the noise, but
which has a power that is competing with the astronomical sources. Array imperfections such as unknown
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Fig. 12. A plot of the bandwidth required by the FF Alg as a function of the bandwidth of the 1st Order method to
achieve the same attenuation for three cases: there is no mutual coupling or unknown gains, there are unknown gains that
have been calibrated for and finally unknown gains that have been calibrated for and mutual coupling.
complex gains and mutual coupling reduce the performance of the algorithm. It was shown that a standard
gain calibration step can be applied to improve performance, since the non-narrowband factor is minimally
affected by the complex gains. With a gain calibration step and no mutual coupling the proposed algorithm
was able to process twice the bandwidth per channel that can be processed when applying conventional
narrowband techniques. This performance declines to 1.6 times more bandwidth when the effect of mutual
coupling is included.
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