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a b s t r a c t
We consider a paper of Banaś and Sadarangani (2008) [11] which deals with monotonicity
properties of the superposition operator and their applications. An application of the
monotonicity properties is to study the solvability of a quadratic Volterra integral equation.
In this paper, we prepare an efficient numerical technique based on the fixed pointmethod
and quadrature rules to approximate a solution for quadratic Volterra integral equation.
Then convergence of numerical scheme is proved by some theorems and some numerical
examples are given to show applicability and accuracy of the numerical method and
guarantee the theoretical results.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Integral equations play a very important role in nonlinear analysis and find numerous applications in engineering,
mathematical physics, economics and so on (cf. [1–3]). Some problems considered in the vehicular traffic theory, biology
and queuing theory lead to the following nonlinear functional-integral equation:
x(t) = f (t, x(t))
∫ 1
0
v(t, τ , x(τ ))dτ ,
where t ∈ I = [0, 1] (cf. [4]). In this paper, we will study the Volterra counterpart of the above equation denoted by
x(t) = g(t)+ f (t, x(t))
∫ t
0
v(t, τ , x(τ ))dτ , (1)
where t ∈ I = [0, 1].
Existence of solutions for nonlinear integral equations, which contain particular cases of important integral and
functional equations such as nonlinear Volterra integral equation, Urysohn integral equation and integral equations of
Chandrasekhar type, have been considered in many papers and books [3,5–10]. In [11], monotonicity properties of the
superposition operator has been applied in the investigations of the solvability of a nonlinear quadratic integral equation of
Volterra type. Also, authors have shown that under some assumptions the mentioned integral equation has monotonic and
nonnegative (or positive) solutions in the space of real functions continuous on some bounded and closed interval.
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Now, in this paper we try to prepare a numerical scheme to approximate a solution for integral equation (1) based on the
fixed pointmethod and some quadrature rules such as Sinc quadrature which has exponential rate of accuracy [12,13]. Then
convergence of this numerical technique will be discussed by some theorems to guarantee applicability of that. Finally, we
present some numerical examples to show the accuracy of the numerical method and also discuss theoretical and analytical
results which have been derived.
2. Preliminaries
Let us introduce some necessary tools which have been mentioned in [11]. The superposition operator is one of the
simplest nonlinear operator used in nonlinear functional analysis. On the other hand, it is very important in the theory of
integral and differential equations (cf. [14]). In order to define this operator, assume that J is a nonempty subset of real line
R. Consider the set XJ of real functions acting from the interval [a, b] into the set J . Further, let f : [a, b] × J → R be a given
function. Then, to every function x ∈ X we may assign the function Fx defined by the formula
(Fx)(t) = f (t, x(t)), t ∈ [a, b].
The operator F defined in such a way is called the superposition operator generated by the function f = f (t, x).
The main tools used in our considerations are the concept of a measure of noncompactness and the concept of degree of
monotonicity of a real function. In order to present the first concept mentioned above suppose that E is a real Banach space
with a norm ‖ · ‖. For a given nonempty subset X of E, denote by X, Conv X the closure and the closed convex hull of X ,
respectively. Further, letME denote the family of all nonempty and bounded subsets of E and by NE its subfamily consisting
of all relatively compact sets. We accept the following definition from [15].
Definition 2.1. A mapping µ : ME → R+ = [0,+∞) is said to be the measure of noncompactness in E, if it satisfies the
following conditions
(1) the family kerµ = {X ∈ ME : µ(X) = 0} is nonempty and kerµ ⊂ NE ;
(2) X ⊆ Y ⇒ µ(X) ≤ µ(Y );
(3) µ(X) = µ(Conv X) = µ(X);
(4) µ(λX + (1− λ)Y ) ≤ λµ(X)+ (1− λ)µ(Y ) for λ ∈ [0, 1];
(5) if (Xn) is a sequence of closed sets fromME such that Xn+1 ⊂ Xn for n = 1, 2, . . . , and if limn→∞ µ(Xn) = 0, then the set
X∞ =∞n=1 Xn is nonempty.
A measure µ is said to be sublinear if it satisfies the following two conditions:
(6) µ(λX) = |λ|µ(X) for λ ∈ R;
(7) µ(X + Y ) ≤ µ(X)+ µ(Y ).
The family kerµ described in (1) is called the kernel of the measure of noncompactness µ. More information about
measures of noncompactness and their properties can be found in [15]. For our purposes, we will only need the following
fixed point theorem [15].
Theorem 2.2. Let Q be a nonempty bounded closed convex subset of the Banach space E and let T : Q → Q be a continuous
mapping and µ(X) be the measure of noncompactness in E. Assume that there exists a constant k ∈ [0, 1) such that µ(TX) ≤
kµ(X) for any nonempty subset X of Q . Then T has a fixed point in the set Q .
In what follows, let I = [0, 1] be a fixed interval in R. Denote by C = C(I), the classical Banach space of all real functions
defined and continuous on I equipped with the standard norm ‖x‖ = max{|x(t)| : t ∈ I}. Now, let us fix a set X ∈ MC . For
x ∈ X , let us define the following quantities (cf. [16]):
d(x) = sup{|x(s)− x(t)| − [x(s)− x(t)] : t, s ∈ I, t ≤ s}.
Analogously, put
d(X) = sup{d(x) : x ∈ X}.
Observe that d(x) = 0 if and only if x is nondecreasing on I . Similarly, d(X) = 0 if and only if all functions belonging
to X are nondecreasing on I . Thus the index d(x) represents the degree of decrease of the function x on I . Analogously, the
quantity d(X)measures the degree of decrease of functions from the set X .
In what follows, ε > 0 and denote by ω(x, ε) the modulus of continuity of the function x, i.e.
ω(x, ε) = sup{|x(s)− x(t)| : t, s ∈ I, |t − s| ≤ ε}.
Similarly, let us put
ω(X, ε) = sup{ω(x, ε) : x ∈ X},
ω0(X) = lim
ε→0ω(X, ε).
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Finally, the function µ is defined on the familyMC by putting
µ(X) = ω0(X)+ d(X).
It can be shown [16] that the functionµ is ameasure of noncompactness in the space C(I)with the kernel kerµ consisting
of all nonempty and bounded sets X such that functions from X are equicontinuous and nondecreasing on I . For other
properties of µ, see [16].
3. Existence of the solution
For the nonlinear Volterra integral equation (1), the existence of the monotonic solution has been proved by Banaś and
Sadarangani [11]. Here we bring a concise of their proof.
Assume that f is a real function defined on the set I×J , where J is an arbitrary real interval.We consider the superposition
operator (Fx)(t) = f (t, x(t)) under the following assumptions.
(α) f is continuous on the set I × J .
(β) The function t → f (t, x) is nondecreasing on I for any fixed x ∈ J .
(γ ) For any fixed t ∈ I the function x → f (t, x) is nondecreasing on J .
(δ) The function f = f (t, x) satisfies the Lipschitz condition with respect to the variable x, i.e. there exists a constant k > 0
such that for any t ∈ I and for x1, x2 ∈ J the following inequality holds
|f (t, x2)− f (t, x1)| ≤ k|x2 − x1|.
Then the following result is implied.
Theorem 3.1. Assume that the hypotheses (α)–(δ) are satisfied and x ∈ XJ ⊆ C(I). Then
d(Fx) ≤ kd(x).
Proof ([11]). 
The above theorem follows that when the function f satisfies the Lipschitz condition with a constant k < 1 (cf. the
assumption (δ)) the superposition operator F generated by the function f improves the degree ofmonotonicity of any subset
X of XJ with the coefficient k.
Corollary 3.2. Suppose the function f (t, x) = f : I × J → R satisfies the assumptions (α), (β). Moreover, we assume that f
has partial derivative fx which is nonnegative and bounded on the set I × J . Then f satisfies the assumptions (γ ) and (δ)with the
Lipschitz constant k defined as follows
k = sup{fx(t, x) : (t, x) ∈ I × J}.
Using the measure of noncompactness and the results established in this section, Banaś and Sadarangani in [11] showed
that Eq. (1) has monotonic and nonnegative solutions under the following assumptions.
(i) g ∈ C(I) and g is nondecreasing and nonnegative on the interval I .
(ii) The function f : I × J → R satisfies the conditions (α)–(δ), where J is an unbounded interval such that J ⊂ R+ and
g0 ∈ J , where g0 = g(0) = min{g(t) : t ∈ I}. Moreover, f is nonnegative on I × J .
(iii) There exists a nondecreasing function k(r) = k : [g0,+∞)→ R+ such that
|f (t, x1)− f (t, x2)| ≤ k(r)|x1 − x2|
for any t ∈ I and for all x1, x2 ∈ [g0, r].
(iv) υ : I × I × R→ R is a continuous function such that υ : I × I × R+ → R+ and for arbitrarily fixed τ ∈ I and x ∈ R+
the function t → υ(t, τ , x) is nondecreasing on I .
(v) There exists a nondecreasing function p : R+ → R+ such that
v(t, τ , x) ≤ p(x),
for t, τ ∈ I and x ≥ 0.
(vi) There exists a positive solution r0 for the inequality
‖g‖ + (rk(r)+ F1)p(r) ≤ r,
where F1 = sup{f (t, 0) : t ∈ I}. Moreover, k(r0)p(r0) < 1.
Now, the existence result is proved in the following theorem.
Theorem 3.3. Under the assumptions (i)–(vi) Eq. (1) has at least one solution x = x(t) which belongs to the space C(I) and is
nondecreasing and nonnegative on the interval I.
Proof ([11]). 
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4. Numerical approach and its convergence
In this section, we present some assumptions to guarantee the uniqueness of solution of Eq. (1) and then we show that
the fixed point method converges to this solution. For this purpose we follow the notation in [11]. Let us take the subset S
of the space C(I), S = {x ∈ C(I) : x(t) ≥ g0 for t ∈ I}, and define the operator T on the set S by the formula
(Tx)(t) = g(t)+ f (t, x(t))
∫ t
0
v(t, τ , x(τ ))dτ .
According to the proof of Theorem 3.3, T transforms the set S into itself as well as the set Sr0 = {x ∈ S : ‖x‖ ≤ r0}
where r0 > 0 comes from assumption (vi) in the previous section. Sr0 is nonempty since r0 ≥ g0, Sr0 is a bounded, closed
and convex subset of C(I). Also T is continuous on the set Sr0 and has at least one fixed point in this set.
We choose the initial function x0(t) ∈ Sr0 and produce the sequence {xn(t)}∞n=0 as follows
xn+1(t) = (Txn)(t) = g(t)+ f (t, xn(t))
∫ t
0
v(t, τ , xn(τ ))dτ , t ∈ I, n ≥ 0.
We show in the following theorem that under the given assumptions the sequence {xn(t)}∞n=0 generated by T : Sr0 → Sr0
converges to the unique fixed pointx(t) of T .
Theorem 4.1. Let the function T : E → E have a fixed pointx : T (x) =x. Further, let Sr(x) = {x ∈ E : ‖x −x‖ < r} be a
neighborhood of x such that T is a contractive mapping in Sr(x), that is,
‖T (x)− T (y)‖ ≤ L‖x− y‖, 0 < L < 1,
for all x, y ∈ Sr(x). Then for any x0 ∈ Sr(x) the generated sequence xn+1 = T (xn), n = 0, 1, . . . , has the properties
(a) xn ∈ Sr(x) for all n = 0, 1, . . . .
(b) ‖xn+1 −x‖ ≤ L‖xn −x‖ ≤ Ln+1‖x0 −x‖, as well as
‖xn −x‖ ≤ Ln1− L‖x1 − x0‖,
i.e., {xn} converges at least linearly tox.
Proof ([17]). 
Theorem 4.2. Let the above operator T satisfies the following assumptions.
(a) The function v(t, τ , x) satisfies the Lipschitz condition with respect to variable x with constant h > 0, i.e. for any t, τ ∈ I and
for x1, x2 ∈ Sr0
|v(t, τ , x2)− v(t, τ , x1)| ≤ h|x2 − x1|.
(b) r0 satisfies assumption (vi), described in the previous section, as well as the following inequality
p(r0)k(r0)+ (r0k(r0)+ F1)h < 1,
this relation implies k(r0)p(r0) < 1 (mentioned in (vi)) automatically.
Then the operator T is a contractive mapping in Sr0 , so it has exactly one fixed point and the generated sequence {xn(t)}∞n=0 is
convergence to this fixed point, i.e.
lim
n→∞ xn(t) =x(t), ∀t ∈ I, (2)
where (Tx)(t) =x(t), and
‖xn −x‖ ≤ Ln1− L‖x1 − x0‖, (3)
where 0 < L < 1 is the contraction constant of T .
Proof. Suppose that x, y ∈ Sr0 , then for t ∈ I we can show the following relation
|(Tx)(t)− (Ty)(t)| ≤
f (t, x(t)) ∫ t
0
ν(t, τ , x(τ ))dτ − f (t, y(t))
∫ t
0
ν(t, τ , y(τ ))dτ

≤
f (t, x(t)) ∫ t
0
ν(t, τ , x(τ ))dτ − f (t, y(t))
∫ t
0
ν(t, τ , x(τ ))dτ

+
f (t, y(t)) ∫ t
0
ν(t, τ , x(τ ))dτ − f (t, y(t))
∫ t
0
ν(t, τ , y(τ ))dτ

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≤ k(r0)ε0
∫ t
0
ν(t, τ , x(τ ))+ f (t, y(t))
∫ t
0
|ν(t, τ , x(τ ))− ν(t, τ , y(τ ))|dτ
≤ p(r0)k(r0)‖x(t)− y(t)‖ + (r0k(r0)+ F1)h‖x(t)− y(t)‖
= (p(r0)k(r0)+ (r0k(r0)+ F1)h)‖x(t)− y(t)‖.
Let L = p(r0)k(r0) + (r0k(r0) + F1)h, with respect to assumption (b) we have L < 1. Hence the operator T satisfies the
Lipschitz condition, i.e.
‖Tx− Ty‖ ≤ L‖x− y‖. (4)
Now, supposex,y ∈ Sr0 be the fixed points of T then
‖x−y‖ = ‖Tx− Ty‖ ≤ L‖x−y‖.
Since 0 < L < 1, it impliesx ≡y. So T has a unique fixed point in Sr0 . Using Eq. (4) and by Theorem 4.1, relations (2) and (3)
can be proved where E = C(I). 
From assumption (vi) in the previous section we have ‖g‖ ≤ r0 then g(t) ∈ Sr0 and we can choose it as the initial
function x0 ≡ g . In each iteration we have to calculate the integral part of operator T ; it can be cumbersome if we compute
that integral analytically, then we need to apply a quadrature method such as trapezoidal, Simpson and Sinc integration to
evaluate integral part of operator T , numerically. Trapezoidal and Simpson methods and their error bounds can be found in
numerical analysis books such as [17], and here we only prepare some introductory Sinc quadrature properties as follow.
4.1. Sinc quadrature
In this section, we introduce the cardinal function and some of its quadrature properties. For this result, Sinc(x) definition
is followed by
Sinc(x) =

sin(πx)
πx
, x ≠ 0
1, x = 0.
Now, for h > 0 and integer k, we define k’th Sinc function with step size h by
S(k, h)(x) = sin(π(x− kh)/h)
π(x− kh)/h .
Let Dd = {z ∈ C : |Im(z)| < d} and t = φ(z) denote a conformal map which maps the simply connected domain Dwith
boundary ∂D onto a strip region Dd such that
φ((a, b)) = (−∞,∞), lim
t→aφ(t) = −∞, limt→bφ(t) = ∞.
Now, in order to have the Sinc approximation on a finite interval (a, b) conformal map is employed as φ(x) = ln  x−ab−x . This
map carries the eye-shaped complex domain
z = x+ iy :
arg z − ab− z
 < d ≤ π2

,
onto the infinite strip Dd =

µ = α + βi : |β| < d < π2

, and basis function on finite interval (a, b) are given by
S(k, h) ◦ φ(x) = sin(π(φ(x)− kh)/h)
π(φ(x)− kh)/h .
Now, we use the following Sinc quadrature [13] formulas to discrete an integral by
∫ b
a
f (z)dz = h
N−
k=−N
f (zk)
φ′(zk)
+ O
exp
− 2πdN
log

2πdN
β

 (5)
∫ x
a
f (t)dt = h
N−
k=−N
f (tk)
φ′(tk)
ηh,k(x)+ O
 logN
N
exp
− πdN
log

πdN
β

 (6)
where ηh,k(x) = 12 + 1π Si

π x−khh

and Si(t) =  t0 sin(x)x dxwith tk = zk = a+b ekh1+ekh for k = −N, . . . ,N and h = 1N log πdNβ .
2560 K. Maleknejad et al. / Computers and Mathematics with Applications 62 (2011) 2555–2566
Now, by using Sinc quadrature and the fixed point method for Eq. (1), we have
xn+1(t) = (Txn)(t) = g(t)+ f (t, xn(t))
∫ t
0
v(t, τ , xn(τ ))dτ
≈ g(t)+ f (t, xn(t))h
N−
k=−N
v(t, τk, xn(τk))
φ′(τk)
ηh,k(t),
where τk = a+b ekh1+ekh for k = −N, . . . ,N and h = 1N log

πdN
β

.
5. Experimental results
In order to test the utility of the proposed numerical method and show the results of analytical facts of the solution,
we give the following examples. In all examples we choose the tolerance ε = 10−7 to stop the iterations, i.e. fixed point
iterations stop when ‖xn − xn−1‖ < ε. All routines have been written in Fortran 90.
Example 5.1. Consider the Volterra integral equation (1) where g(t) = et + t
√
et
10 (ln(e
−t + 1) − ln 2), f (t, x) = √x and
υ(t, τ , x) = 0.1t1+x with the exact solution xexact(t) = et . So, we have
x(t) = et + t
√
et
10
(ln(e−t + 1)− ln 2)+x(t) ∫ t
0
0.1t
1+ x(τ )dτ , (7)
for t ∈ I = [0, 1]. Obviously, this equation satisfies assumptions of Theorems 3.3 and 4.2. g(t) is nonnegative and
nondecreasing on I = [0, 1] and g0 = g(0) = 1 and ‖g‖ = e+ 0.1e1/2 = 2.883153955. Function f (t, x) is continuous and
nondecreasing with respect to t ∈ I and with respect to x ∈ R+ and also it satisfies the Lipschitz condition with respect to
variable x such that for any r ≥ g0 we have k(r) = 12√g0 = 12 for any t ∈ I and for all x1, x2 ∈ [g0, r]. Function t → υ(t, τ , x)
is nondecreasing on I for fixed τ ∈ I and x ≥ 0. Moreover,
υ(t, τ , x) ≤ 0.1
1+ x ≤ 0.1
then p(x) = 0.1, and also υ(t, τ , x) satisfies the Lipschitz condition
|υ(t, τ , x2)− υ(t, τ , x1)| ≤ 0.1|x2 − x1|,
thus h = 0.1. Since F1 = 0 we obtain that inequalities in (vi) and (b) in Theorems 3.3 and 4.2, respectively as follows
2.883153955+ 0.1
2
r ≤ r,
0.1
2
+ 0.1
2
r ≤ 1.
It is easy to check that r0 = 3.0348989 is the solution of two above inequalities; thus by applying the fixed point method
proposed in the previous section we can find the unique positive and nondecreasing solutionx(t) for Eq. (7) such thatx(t) ∈ [g0, ro] for t ∈ I . Some quadrature rules such as trapezoidal, Simpson and Sinc quadratures were applied to compute
integral part. In Table 1, ‖e‖∞ = maxt∈I |xn(t) − xn−1(t)|, IT and N mean the infinity-norm of error, number of iterations
and number of quadrature points. It is clear that enough large number of quadrature points implies better approximation of
the solution. Exact and approximation solutions based on Sinc quadrature rule with N = 20 and N = 50 points are shown
in Fig. 1.
Example 5.2. In [11], authors showed that integral equation
x(t) = t3e−3t + t
t + 1 ln(1+ x(t))
∫ t
0
(tτ + x(τ ))dτ , t ∈ I = [0, 1]
has positive and nondecreasing solution by using Theorem 3.3. In this equation, we have g(t) = t3e−3t , f (t, x) =
t
t+1 ln(1 + x), and ν(t, τ , x) = tτ + x. It is easily seen that they satisfy in assumptions (i)–(vi). Indeed, the function g(t) is
positive, nondecreasing on I and g0 = g(0) = 0; and ‖g‖ = 1/e3. The function f (t, x) is nondecreasing on R+ and for any
r ≥ g0 we have k(r) = 1/2. Further, notice that the function t → ν(t, τ , x) is nondecreasing on I for fixed τ ∈ I and x ≥ 0.
Moreover, we have
ν(t, τ , x) ≤ 1+ x.
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Table 1
Numerical results for Example 5.1.
N = 20 N = 50 N = 100
‖e‖∞ IT ‖e‖∞ IT ‖e‖∞ IT
Trapezoidal 1.825E−6 3 3.943E−7 3 1.745E−7 4
Simpson 1.612E−6 4 2.620E−7 3 1.234E−7 3
Sinc 5.144E−4 3 2.435E−7 4 1.166E−7 3
Fig. 1. Approximation and exact solutions based on Sinc quadrature with N = 20 and N = 50 in Example 5.1.
Thus we conclude that the function p(x) appearing in the assumption (v) is p(x) = 1+ x. Also ν(t, τ , x) satisfies in Lipschitz
inequality
|ν(t, τ , x2)− ν(t, τ , x1)| ≤ |x2 − x1|,
then the Lipschitz constant is h = 1. Taking into account that F1 = 0, we obtain the following inequalities from the
assumptions (vi) and (b)
1
e3
+ 1
2
r(1+ r) ≤ r,
1
2
(1+ r)+ 1
2
r < 1.
It is easy to show that r0 = 0.11 satisfies the above inequalities. Table 2 shows the values of solution in some points that
were obtained by applying the fixed point method. In Fig. 2, approximation of first three iterations are shown, and we
can conclude that the approximation of the solution is a positive and nondecreasing function which attains its values in
[g0, r0] = [0, 0.11], so this numerical solution guarantees the analytical results.
Example 5.3. In [18] Volterra integral equation
x(t) = t
2
4
e−t +
∫ t
0
(t − τ)2
4
e(τ−t)x(τ )dτ ,
has been solved by a Runge–Kuttamethod for t ∈ I = [0, 1]. In this case we have g(t) = t24 e−t , f (t, x) = 1, and υ(t, τ , x) =
(t−τ)2
4 e
(τ−t)x. It is easy to derive that g(t) is nondecreasing and nonnegative on I = [0, 1] and g0 = g(0) = 0, ‖g‖ = 14e ,
also f is constant, so it is nondecreasing and nonnegative with respect to both variables. Obviously, we have k(r) = 0 for all
r > 0. Moreover, function t → υ(t, τ , x) is nondecreasing on I and υ(t, τ , x) ≤ e4x for t, τ ∈ I and x ≥ 0, thus p(x) = e4x.
Also υ(t, τ , x) satisfies Lipschitz condition with Lipschitz constant h = e4 . Finally, since F1 = f (t, 0) = 1 two inequalities of
assumptions (vi) and (b) are 14e + e4 r ≤ r and h < 1. It is easy to check that r0 = 0.29 is the solution of these inequalities.
Then there exists a unique nonnegative, continuous and nondecreasing solution in [g0, r0] = [0, 0.29] and we can find it
by the fixed point method. Graph of the solution is shown in Fig. 3 which has been obtained after two iterations with error
‖e‖∞ = ‖x2 − x1‖∞ = 7.451E− 9. Obviously, this numerical solution guarantees the analytical results.
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Table 2
Values of the Solution for some ti ’s in Example 5.2.
t Trapezoidal Simpson Sinc
0.0 0.000E+0 0.000E+0 0.000E+0
0.2 2.197E−2 2.197E−2 2.203E−2
0.4 4.874E−2 4.875E−2 4.942E−2
0.6 6.238E−2 6.242E−2 6.419E−2
0.8 6.621E−2 6.631E−2 6.848E−2
1.0 6.747E−2 6.769E−2 6.773E−2
‖e‖∞ 6.706E−8 7.451E−8 7.451E−8
IT 9 9 9
Fig. 2. Graph of xn(t) in three consecutive iterations for Example 5.2.
Fig. 3. Graph of x(t) obtained in Example 5.3 which is nonnegative, continuous and nondecreasing function in the interval [g0, r0] = [0, 0.29].
Example 5.4. In [19], an integral equation of Volterra type for the steady activation of a skeletalmuscle is obtained. Existence
and uniqueness of this equation is proved there. A skeletal muscle is composed of motor units (MUs), each consisting of a
motoneuron (MN) and the muscle fibers it innervates. The input to the motor units is formed of electrical signals coming
fromhighermotor centers and propagated to themotoneurons along a network of nerve fibers. The presentmodel describes
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the steady state activation of amuscle, i.e., of its motor units. It incorporates the network as an unknown quantity and, given
the latter, predicts the input-force relation (activation curve) of themuscle. Conversely, given a suitable activation curve, our
model enables the recovery of the network. This step is performed by using experimental data about the activation curve,
and the whole activation process of a muscle can then be theoretically investigated.
MUs are ordered according to theirmaximal (tetanic) contraction forces t . Theway input fibers activateMNs is extremely
complex and the details of a corresponding network are not yet understood. On the level of an MN, this network, also
called synaptic weight and denoted g(t) (or sometimes g), is the missing quantity in our approach. Observations provide
information about the shape of an activation curve. Our model is then used to recover g from this information (inverse
problem). At this point, all aspects of the activation process of a muscle can be predicted. For an arbitrary but fixed network,
let F(t) be the muscle force as a function of the last recruited MU. Clearly, F(t) has to be an increasing function of t . It will
be seen that g(t) can be deduced directly from F(t) and it is thus sufficient to focus on the last function. F(t) turns out to be
a solution of an integral equation of the form
F(t) =
∫ t
0
k(s, F(s), F(t))ds, (8)
and our taskwill be to solve (8). The presence of F(t) in the kernel of (8) has striking consequences: on one hand, this integral
equation is not a classical Volterra equation and thus belongs to an extended type; on the other hand, it admits infinitely
many discontinuous solutions. Fortunately, this equation has a unique continuous solution and this property turns out to be
equivalent to increasingness. Since F(t) is increasing in t , (8) admits one and only one physiologically meaningful solution.
By using the latter, (8) can be reduced to a classical Volterra equation whose analytical and numerical properties are well
known.
Since a typical skeletal muscle contains several hundredMUs, it is adequate to represent the MU population by a density
function ρ. Choosing the tetanic contraction force t as variable, we get t ∈ [tmin, tmax] → ρ(t), where tmin and tmax are
the tetanic forces of the weakest and strongest MUs and the number of MUs in the pool is given by
 tmax
tmin
ρ(s)ds. All our
considerations hold for all integrable and almost everywhere (a.e.) strictly positive functions ρ. We assume that tmin and
tmax are given through ρ. The integral equation for the unknown function F(t) takes the form
F(t) =
∫ t
tmin
h(s)

1− c exp

−α F(t)− F(s)
F(s)+∆

ds, t ∈ [tmin, tmax] (9)
where h(t) = tρ(t) is the force density function of the muscle and α > 0, 0 < c < 1 and ∆ > 0. On the basis of
experimental data, α was set to 1.14 and c to 0.9.
The presence of F(t) in the kernel of (9) rules out most of the arguments of the classical theory of integral equations. It is
not clear whether this equation admits a solution or not, and this point is important because, in our model, (9) governs the
activation of a muscle. Since ρ is strictly positive a.e., the function H(t) =  ttmin h(s)ds, t ∈ [tmin, tmax], is strictly increasing
and hence invertible. Let us note that H(t) is the force of the muscle when all MUs up to level t produce their tetanic force
and H(tmax) = F(tmax).
By introducing K(a, b) = 1 − c exp −α b−aa+∆  , a, b ∈ R+ = [0,+∞), (9) can be written as F(v) = v
tmin
K(F(u), F(v))h(u)du. Since H is strictly increasing and absolutely continuous, the change of variable u = H−1(s)
leads to F(v) =  H(v)H(tmin) K(F(H−1(s)), F(v))ds for v ∈ [tmin, tmax]. Without risk of confusion, we write H(v) = t and
because H(tmin) = 0,H(tmax) = Fmax, we obtain F(H−1(t)) =
 t
0 K(F(H
−1(s)), F(H−1(t)))ds for t ∈ [0, Fmax]. By defining
Y (t) := F(H−1(t)) and T = Fmax, we get
Y (t) =
∫ t
0

1− c exp

−α Y (t)− Y (s)
Y (s)+∆

ds, t ∈ [0, T ]. (10)
Since Eq. (10) describe the activation of a muscle whose MU density is the hyperbola ρ(t) = 1t (t > 0), it is natural to call it
hyperbolic. By applying with the notation, we get
F(t) = Y (H(t)), t ∈ [tmin, tmax],
and we see that the force of an arbitrary muscle can be deduce from that of a hyperbolic one. In [19], the existence
and uniqueness of a nonnegative solution of Eq. (10) for small values of T is proved. For 0 < T < ∞, the set ET =
{f : [0, T ] → R : f is measurable and bounded}, equipped with the metric d(f , g) := supt∈[0,T ] |f (t) − g(t)|, is a
complete metric space. Since uniform convergence preserves nonnegativity, E+T = {f ∈ ET : f ≥ 0} is a closed subset
of ET and hence also a complete metric space. Clearly, a solution of Eq. (10) is a fixed point of the operator AT f (t) = T
0 K(f (s), f (t))ds, t ∈ [0, T ], f ∈ E+T , which maps E+T into itself. It is shown that AT admits a unique fixed point for
T < 12M whereM := supa,b∈R+(|Ka(a, b)|, |Kb(a, b)|) and Ka(a, b), Kb(a, b) are partial derivatives of K(a, b).
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Fig. 4. Maximum error related to each iteration in Example 5.4 for∆ = 0.5.
Fig. 5. Maximum error related to each iteration in Example 5.4 for∆ = 1.0.
We solve Eq. (10) by a proposed approach in the previous section. Here we choose tmin = 10, tmax = 20, ρ(t) = t .
Decreasing of the error by increasing the number of iterations is shown in Figs. 4–6 for∆ = 0.5,∆ = 1.0 and∆ = 5.0. In
these cases, error tends to zero after 84, 74 and 69 iterations, respectively.
Example 5.5. The Hammerstein integral equations appears in nonlinear physical phenomenons such as electro-magnetic
fluid dynamics, reformulation of boundary value problems with a nonlinear boundary condition (see [20]). Many different
methods have been used to approximate the solution of such integral equations (such as [21–23]). Here we choose the
following Hammerstein integral equations of Volterra type and solve it by our proposed method
x(t) = √t + 0.1− t sin(t)+
∫ t
0
sin(t)x2(τ )
(
√
τ + 0.1)2 dτ , 0 ≤ t ≤ 1.
The exact solution of this equation is xexact =
√
t + 0.1. Approximation of the solution is obtained after 10 iterations with
‖e‖∞ = 2.161E− 7. Fig. 7 compares exact and approximation solutions obtained by Simpson quadrature with N = 20 and
N = 50.
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Fig. 6. Maximum error related to each iteration in Example 5.4 for∆ = 5.0.
Fig. 7. Approximation and exact solutions using Simpson quadrature with N = 20 and N = 50 for Volterra Hammerstein integral equation solved in
Example 5.5.
6. Conclusion
In summary, we use an iterative method based on fixed point technique and quadrature rule to find the approximate
solution of quadratic Volterra integral equation. Using this method, a sequence of functions is obtained which is proved
to converge to the exact solution uniformly and has exponential rate of convergence. Numerical results have verified that
the method employed in the paper is valid. It is worth noting that this method can be used as a very accurate algorithm
for solving linear and nonlinear integro-differential equations and functional integral equation arising in physics and other
field of applied mathematics.
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