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ON MODULAR SEMIFINITE INDEX THEORY
JENS KAAD
Abstract. We propose a definition of a modular spectral triple which covers existing
examples arising from KMS-states, Podles´ sphere and quantum SU(2). The defini-
tion also incorporates the notion of twisted commutators appearing in recent work of
Connes and Moscovici. We show how a finitely summable modular spectral triple ad-
mits a twisted index pairing with unitaries satisfying a modular condition. The twist
means that the dimensions of kernels and cokernels are measured with respect to two
different but intimately related traces. The twisted index pairing can be expressed by
pairing Chern characters in reduced versions of twisted cyclic theories. We end the
paper by giving a local formula for the reduced Chern character in the case of quan-
tum SU(2). It appears as a twisted coboundary of the Haar-state. In particular we
present an explicit computation of the twisted index pairing arising from the sequence
of corepresentation unitaries. As an important tool we construct a family of derived
integration spaces associated with a weight and a trace on a semifinite von Neumann
algebra.
Contents
1. Introduction 1
2. Derived Lp-spaces 6
3. Reduced twisted cyclic theory 11
4. The Chern character of a modular Fredholm module 14
5. Modular spectral triples 17
6. The Chern character of a modular unitary 20
7. The twisted index pairing 21
8. Example 1: KMS-states 24
9. Example 2: Quantum SU(2) 25
10. Example 3: Podles´ Sphere 33
References 34
1. Introduction
Let us consider the core object in noncommutative geometry: A spectral triple
(A,H, D). We recall that A is a (unital) ∗-algebra which is represented on a (pos-
sibly graded) Hilbert space H whereas D is an unbounded selfadjoint operator with
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compact resolvent and such that commutators with algebra elements are bounded, see
[Con94, CoMo95]. In recent work of Connes and Moscovici an extension of this notion
was proposed, [CoMo08, Definition 3.1]. Instead of bounded straight commutators one
allows for bounded twisted commutators where the twist is given by a (regular) auto-
morphism θ ∈ Aut(A) of the ∗-algebra. Thus, the commutator relation now becomes
[D′, x]θ = D
′x− θ(x)D′ ∈ L(H). As a guideline for this extension one can consider the
perturbed spectral (A,H, D′) obtained from the spectral triple (A,H, D) and a positive
invertible element g ∈ A by replacing D by D′ := gDg. The twisting automorphism
is then defined by θ(x) := g2xg−2, x ∈ A. The value at zero of zeta functions and the
Ray-Singer analytic torsion have been computed for perturbed spectral triples of the
above form for the noncommutative torus in [CoMo11]. See also [FaKh11].
A simple modification of the above idea motivates to some extend the definition of
a modular spectral triple. Indeed, one could ask the question:
What happens if the inverse of the perturbation factor g2 is an unbounded operator?
Let us be more precise. Thus, let ∆ : D(∆) → H be a bounded selfadjoint, positive
and injective diagonal operator. Associated with ∆ we then have the one-parameter
group of automorphisms {σt} defined by
σt(T ) := ∆
itT∆−it T ∈ L(H)
as well as the fixed point von Neumann algebra
L(H)σ := {T ∈ L(H) | σt(T ) = T , t ∈ R}.
As compatibility relations between the spectral triple (A,H, D) and ∆ we will then
require that:
(1) The one-parameter group of automorphisms group {σt} restricts to an automor-
phism group of A and each element in A is analytic for {σt}.
(2) The Dirac operator D is affiliated with the fixed point von Neumann algebra
L(H)σ.
We can then form the Dirac operator D′ := D∆ and define the perturbed spectral
triple (A,H, D′). It can be proved that the twisted commutator [D′, x]σ−i extends to
a bounded operator where σ−i ∈ Aut(A) denotes the analytic extension of the one-
parameter group of automorphisms at −i ∈ C. However, it is also not hard to see that
the resolvent (i+D′)−1 need no longer be compact with respect to the operator trace
due to the unboundedness of the operator ∆−1. In order to solve this problem one can
instead use the weight φ := Tr(∆·) : L(H)+ → [0,∞] to measure the growth of the
resolvent. Indeed, this weight descends to a semifinite normal faithful trace φ˜ on the
fixed point von Neumann algebra and we get that
(i+D′)−1 ∈ K
(
L(H)σ, φ˜
)
.
Here K(L(H)σ, φ˜) denotes the C∗-algebra of compacts associated with the fixed point
von Neumann algebra and the trace φ˜.
The perturbed spectral triple (A,H, D′) is an example of a modular spectral triple.
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Another motivating example comes from the work of Carey, Neshveyev, Nest and
Rennie on the modular index theory associated with a KMS-state on a C∗-algebra, see
[CNNR11]. Under some extra assumptions these authors obtain a triple (A,N , D)
where N is a semifinite von Neumann algebra equipped with both a weight φD and
a trace Trτ . In this example the straight commutators are bounded but the resolvent
again only lies in the compacts K(N σ, φ˜D) of the centralizer of the weight φD.
Recent analysis of the spectral triple over the Podles´ sphere, as it appears in [Da¸Si03]
for example, reveals that the introduction of extra unbounded factors in local Hochschild
cocycles and zeta functions gives rise to new interesting invariants of the coordinate
algebra, [KrWa10,NeTu05,ReSe11]. These changes can be captured by interpreting
the spectral triple in question as a modular spectral triple with respect to different
weights.
Finally, together with Roger Senior, we discovered an interesting triple
(A(SUq(2)),H, Dq) over quantum SU(2), see [KaSe11]. This triple also exhibits
a ”modular” behaviour and does indeed fit into the general context of the present
paper.
We will give a precise definition of a modular spectral triple in Section 5 of this paper.
As the examples indicate the main features are as follows:
(1) The commutator condition is replaced by a twisted commutator condition.
(2) The growth of the resolvent is measured with respect to a weight instead of a
trace.
With the concept of a modular spectral triple in hand a natural question is:
How to construct the Chern character of a modular spectral triple?
An approach to this question consists of looking at the phase F = D|D|−1 of the
Dirac operator D and try to mimic the construction of the Chern-Connes character as
exposed in [Con94, IV.1.α] while replacing the trace with the weight. Thus, the Chern
character should be defined by
(x0, . . . , xn) 7→
1
2
φ(F [F, x0] · . . . · [F, xn]) x0, . . . , xn ∈ A.
where φ : N+ → [0,∞] is a weight on a semifinite von Neumann algebra. Under the
extra condition of twisted Lipschitz regularity it can be seen that the commutator [F, x]
should have the same growth properties as the resolvent (i + D)−1. However, we are
faced with the problem of phrasing these growth properties in an appropriate way.
Indeed, the commutator [F, x] need not lie in the fixed point von Neumann algebra and
Segal’s theory of noncommutative Lp-spaces is therefore not available.
We present a solution to this problem by introducing a family of Fre´chet spaces
{Lp(φ, τ)}p∈[1,∞) associated with a pair consisting of a weight φ and a trace τ on a
semifinite von Neumann algebra N . Notably these derived Lp-spaces satisfy the Ho¨lder
type inclusions
Lp(φ, τ) · Lq(φ, τ) ⊆ Lr(φ, τ) 1/p+ 1/q = 1/r
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and furthermore, we have dense subspaces {L p(φ, τ)}p∈[1,∞) such that L p(φ, τ) ⊆
L q(φ, τ) whenever p ≤ q. Finally, the weight φ induces a twisted trace φ : L1(φ, τ)→ C
where the twist is given by the modular automorphism group of φ at the imaginary
unit.
The basic idea is that an element x in a von Neumann algebra N should be derived
p-summable when the product ∆1/px is p-summable with respect to the trace τ : N+ →
[0,∞]. Here ∆ denotes the Radon-Nikodym derivative of the weight φ with respect to
the trace τ .
As we have hinted at above the notion of derived summability allows us to construct
the Chern character of a modular spectral triple. We state the result as a theorem. It
can be obtained by combining Proposition 4.2 and Proposition 5.4 of the present paper.
Theorem 1.1. Suppose that D = (A,N , D) is a unital p-summable Lipschitz regular
modular θ-spectral triple w.r.t. the weight φ : N+ → [0,∞]. Let F = D|D|−1 denote
the phase of D. Then the Chern character
Chnφ(D) : (x0, . . . , xn) 7→
1
2
φ(γn+1F [F, x0] · . . . · [F, xn]) x0, . . . , xn ∈ A
is a well-defined twisted cyclic cocycle with twist given by the modular automorphism
σi ∈ Aut(A) at the imaginary unit. Here γ is the grading operator in the even case and
n is the smallest integer of the same parity as the spectral triple with n+ 1 ≥ p.
It is desirable to incorporate certain invariance properties of the modular spectral
triple into the above theorem. In particular it could turn out that the commutator
[D, x] = 0 was trivial for all elements in a subalgebra B ⊆ Aσ of the fixed point algebra
of the modular group of automorphisms {σt}. We cover this situation by introducing a
reduced version of the twisted cyclic theory. The main change consists of replacing the
algebra A with the vector space quotient A/B in the defining complexes. Surprisingly
enough this gives rise to well-defined chain and cochain complexes.
In order to extract interesting numerical information from the algebra A using the
Chern character of a modular spectral triple we need to construct a Chern character
from a class of objects in A with values in (reduced) twisted cyclic homology. We
will restrict ourselves to the odd case. A relevant class of objects would then a priori
be the unitaries over the algebra. However the presence of the twisting automorphism
σi ∈ Aut(A) forces us to impose an extra condition on the unitaries under consideration.
In this paper we look at right B-modular unitaries u ∈ Uk(A). This means that the
product
u∗ · σz(u) ∈ GLk(B)
is invertible over the subalgebra B ⊆ Aσ for all z ∈ C. It is then immediate that the
Chern character
Chφ2n−1(u) := TR([u]⊗Mk(B) [u
∗]⊗Mk(B) . . .⊗Mk(B) [u]⊗Mk(B) [u
∗]) ∈ Zλ2n−1(A/B, σi)
defines a B-reduced twisted cyclic homology class for all n ∈ N where TR denotes a
reduced twisted version of the generalized trace.
The final main question which we address in this paper can now be phrased:
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Is it possible to give an index theoretical interpretation of the pairing of Chern
characters in reduced twisted cyclic theory?
Let us form the abstract Toeplitz operator PuP ∈ N where P = ED([0,∞)) denotes
the spectral projection of D associated with the halfline [0,∞). The pairing of Chern
characters should then measure the difference in size of the kernel projection KPuP
and the cokernel projection KPu∗P . However, the asymmetric behaviour of the weight
and the modular unitary implies that these two projections lie in the trace ideal of
two different semifinite von Neumann algebras. To be more precise, let us form the
weight ψ := φ(g−i · ) where g−i := u∗σ−i(u) is a positive element in GLk(B). The
kernel projection KPuP then lies in the trace ideal L
1(N ψ, ψ˜) associated with the
centralizer of the weight ψ whereas the cokernel projection KPu∗P lies in the trace
ideal L 1(N φ, φ˜) associated with the centralizer of the weight φ. The relation between
the pairing of Chern characters in B-reduced twisted cyclic theory and the twisted (or
modular) index of the abstract Toeplitz operator PuP can now be stated:
Theorem 1.2. Let u ∈ Uk(A) be a right B-modular unitary and let D = (A,N , D) be
a B-invariant odd unital 2n-summable Lipschitz regular modular θ-spectral triple with
respect to (φ, τ). We then have the identity
Indφ(PuP ) := ψ(KPuP )− φ(KPu∗P ) =
(−1)n+1
22n−1
〈
Chφ2n−1(u),Ch
2n−1
φ (D)
〉
between the twisted index pairing and the pairing of reduced Chern characters.
The present paper concludes with a complete computation of the modular index
pairing in the case of the modular spectral tripleDq = (A(SUq(2)),H, Dq) over quantum
SU(2) defined in [KaSe11]. The main result is that the reduced Chern character
Ch1φ(Dq) ∈ H
1
λ(A/C, σi) is represented by the reduced twisted cocycle
(x, y) 7→ C · h(bσi(x, y))
where C > 0 is an explicit constant and h : SUq(2) → C denotes the Haar-state.
In particular we get that the Chern character is trivial in non-reduced twisted cyclic
cohomology. As a consequence we have the very simple formula for the modular index
pairings associated with the sequence of corepresentation unitaries:
Indφ(Pu
lP ) = C/2 ·
(
(2l + 1)− [2l + 1]q1/2
)
l ∈
1
2
N ∪ {0}.
Here [2l + 1]q1/2 :=
ql+1/2−q−(l+1/2)
q1/2−q−1/2
is a q1/2-integer.
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2. Derived Lp-spaces
Let N be a semifinite von Neumann algebra with a fixed semifinite normal faithful
trace τ : N+ → [0,∞]. Furthermore, let φ : N+ → [0,∞] be a fixed semifinite normal
faithful weight. We will use the notation {σt} for the modular group of automorphisms
associated with φ.
In this section we will introduce a family {Lp(φ, τ)}p∈[1,∞) of Fre´chet spaces. Each of
the Fre´chet spaces Lp(φ, τ) is a bimodule over the analytic operators with respect to the
modular automorphism group {σt}. Furthermore, we have the Ho¨lder type inclusions
Lp(φ, τ) · Lq(φ, τ) ⊆ Lr(φ, τ) 1/r = 1/p+ 1/q.
Finally, we get that the weight φ defines a twisted trace on L1(φ, τ) where the twist is
given by the analytic extension of the modular automorphism group at i. The bounded
analytic operators in the derived Lp-space will be denoted by L p(φ, τ) and we have
the inclusion L p(φ, τ) ⊆ L q(φ, τ) whenever p ≤ q. Even though the definition of the
Fre´chet spaces Lp(φ, τ) is still in a preliminary state, they will play an important role
for our development of a twisted index pairing. For convenience we will refer to the
Fre´chet space Lp(φ, τ) as the derived Lp-space of order p.
Let us recall the definition of the noncommutative Lp-space associated with the trace
τ , see [Seg53]. Let p ∈ [1,∞) and let L p(τ) denote the set of elements x ∈ N such
that τ(|x|p) < ∞. The set L p(τ) becomes a normed space when equipped with the
vector space structure from N and the norm ‖·‖p : L p(τ)→ [0,∞), ‖x‖p := τ(|x|p)1/p.
Definition 2.1. By the noncommutative Lp-space associated with the trace τ : N+ →
[0,∞] we will understand the Banach space obtained as the completion of L p(τ) with
respect to the norm ‖ · ‖p. The noncommutative L
p-space will be denoted by Lp(τ).
We remark that the noncommutative Lp-spaces have an equivalent definition in terms
of singular numbers of τ -measurable operators, see [FaKo86].
The noncommutative L2-space L2(τ) is in fact a Hilbert space with inner product in-
duced by 〈x, y〉 = τ(x∗y) for all x, y ∈ L 2(τ). There is a faithful normal representation
pi : N → L(L2(τ)) of the von Neumann algebra N on L2(τ) as left multiplication oper-
ators. We will identify N with its image pi(N ) and use the notation H := L2(τ). Note
that pi(N )′ = Jpi(N )J where J : L2(τ)→ L2(τ) is induced by the adjoint operation.
Now, by [PeTa73, Theorem 5.12] there exists a unique selfadjoint positive non-
singular operator ∆ : D(∆)→H such that
φ(x) = lim
n→∞
τ(∆
1/2
1/nx∆
1/2
1/n) ∆1/n := ∆(1 + ∆/n)
−1.
We will refer to ∆ as the Radon-Nikodym derivative. The modular automorphism group
of φ is then given by σt(x) = ∆
itx∆−it, x ∈ N , see [PeTa73, Theorem 4.6].
Definition 2.2. An element x ∈ N is said to be analytic when the map t 7→ σt(x)
extends to an entire map C→ N , z 7→ σz(x).
We recall that the analytic elements form a σ-weakly dense ∗-subalgebra of N and
that {σz}z∈C is a complex parameter group of algebra automorphisms of Nan with
σz(x
∗)∗ = σz(x). The analytic operators become a Fre´chet ∗-algebra when equipped
with the fundamental system of semi-norms {‖ · ‖n}, ‖x‖n := supt∈[−n,n]‖σit(x)‖.
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Let p ∈ [1,∞). We let L p(φ, τ) denote the set of analytic operators x ∈ Nan such
that
(1) The closed unbounded operator
∆1/pσit(x) : D(∆
1/pσir(x))→H
lies in the noncommutative Lp-space Lp(τ) for all r ∈ R.
(2) The map t 7→ ‖∆1/pσit(x)‖p is locally bounded.
We note that L p(φ, τ) is a vector space with a countable family of norms {‖·‖p,n}n∈N
defined by
‖x‖p,n = sup
t∈[−n,n]
‖∆1/pσit(x)‖p ∈ [0,∞).
We let dp denote the metric on L
p(φ, τ) defined by
dp(x, y) =
∑
n
2−n
‖x− y‖p,n
1 + ‖x− y‖p,n
.
Definition 2.3. By the derived Lp-space associated with the pair (φ, τ) we will under-
stand the completion of L p(φ, τ) with respect to the metric dp. The derived L
p-space
will be denoted by Lp(φ, τ).
The derived Lp-space Lp(φ, τ) is a Fre´chet space with a countable family of norms
given by {‖ · ‖p,n}n∈N.
Lemma 2.4. The derived Lp-space comes equipped with an anti-linear map ∗ :
Lp(φ, τ)→ Lp(φ, τ) with square equal to the identity and with ‖x∗‖p,n ≤ ‖x‖p,n+⌈1/p⌉ for
all x ∈ Lp(φ, τ). The operator ∗ is induced by the adjoint operation in N .
Proof. We only need to verify the claim on the dense subspace L p(φ, τ). Thus, let
x ∈ L p(φ, τ). We then have that (∆1/px)∗ = x∗∆1/p ⊆ ∆1/pσi/p(x
∗). In particular we
get by τ -measurability that (∆1/px)∗ = ∆1/pσi/p(x
∗), see [Ter, Proposition 12]. But
this implies that ∆1/pσit(x
∗) ∈ Lp(τ) for all t ∈ R. Furthermore, we get the inequality
‖x∗‖p,n ≤ ‖x‖p,n+⌈1/p⌉ since ∗ : L
p(τ)→ Lp(τ) is isometric. 
It follows from the proof given above that the dense subspace L p(φ, τ) is invariant
for the operator ∗ : Lp(φ, τ)→ Lp(φ, τ).
Lemma 2.5. The derived Lp-space is a bimodule over Nan and we have the inequality
‖y · x · z‖p,n ≤ ‖y‖n+⌈1/p⌉ · ‖x‖p,n · ‖z‖n
whenever x ∈ Lp(φ, τ), y, z ∈ Nan and n ∈ N. The module actions are induced by the
product in N .
Proof. As before we may restrict our attention to the dense subspace L p(φ, τ). Clearly
L p(φ, τ) is a right ideal in Nan. It is also a left ideal since L p(φ, τ)∗ = L p(φ, τ)
and N ∗an = Nan. To prove the desired product inequality we start by noting that
σ−i/p(y)∆
1/px ⊆ ∆1/pyx. By τ -measurability of ∆1/px we thus get the identity
σ−i/p(y)∆
1/px = ∆1/pyx. We can then conclude that
‖∆1/pyxz‖p ≤ ‖∆
1/pyx‖p‖z‖ ≤ ‖σ−i/p(y)‖ · ‖∆
1/px‖p · ‖z‖
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which proves the claim. 
It follows from the proof given above that the dense subspace L p(φ, τ) is an ideal in
Nan.
We are now ready to prove the Ho¨lder inequalities for the derived Lp-spaces. This
will be very important for our construction of the twisted index pairing.
Lemma 2.6. Let p, q ∈ [1,∞). Let x ∈ Lp(φ, τ) and let y ∈ Lq(φ, τ) and suppose that
1/p+ 1/q ≤ 1. Then we have a well-defined product x · y ∈ Lr(φ, τ) where 1/p+ 1/q =
1/r. Furthermore, we have the Ho¨lder inequality
‖xy‖r,n ≤ ‖x‖p,n+⌈1/q⌉ · ‖y‖q,n
for all n ∈ N.
Proof. We restrict our attention to the dense subspaces L p(φ, τ) and L q(φ, τ).
By [FaKo86, Theorem 4.2] we have that the closure of the unbounded operator
∆1/pσ−i/q(x) ·∆
1/qy lies in the Lr-space Lr(τ). However, using that σ−i/q(x)∆
1/q(ξ) =
∆1/qx(ξ) for all ξ ∈ D(∆1/q) we get the inclusion ∆1/pσ−i/q(x) · ∆1/qy ⊆ ∆1/rxy. It
then follows by τ -measurability that we have the identity
∆1/rxy = ∆1/pσ−i/q(x) ·∆1/qy ∈ L
r(τ).
Now, using the Ho¨lder inequality for Lp-spaces one more time we conclude that
‖∆1/rxy‖r ≤ ‖∆
1/pσ−i/q(x)‖p · ‖∆
1/qy‖q
which implies the stated Ho¨lder inequality for the derived Lp-spaces. 
We remark that the bilinear map Lp(φ, τ) × Lq(φ, τ) → Lr(φ, τ) is induced by the
product in N and that the restriction to L p(φ, τ)×L q(φ, τ) takes values in L r(φ, τ).
In the next lemma we study the question whether the derived Lp-space is included
in the derived Lq-space when p ≤ q. We are however only able to prove this property
for the dense subspaces of analytic bounded operators and leave it as an open question
whether the result is valid for the entire derived integration space.
Lemma 2.7. Let p, q ∈ [1,∞) with p ≤ q. We then have the inclusion L p(φ, τ) ⊆
L q(φ, τ). Furthermore, we have the size estimate
‖x‖q,n ≤ ‖x‖
1−p/q
n · ‖x‖
p/q
p,n
for all n ∈ N.
Proof. Let P := E([0, λ]) denote the spectral projection associated with the Radon-
Nikodym derivative ∆ and the interval [0, λ] for some λ > 0. We then have that
x ∈ L q(φ, τ) if and only if Px ∈ L q(φ, τ) and (1− P )x ∈ L q(φ, τ).
To continue we note that
∆1/qσit((1− P )x) = ∆
1/q−1/p(1− P )∆1/pσit((1− P )x).
This shows that (1−P )x ∈ L q(φ, τ) since ∆1/q−1/p(1−P ) ∈ N . Furthermore, we have
the norm estimate
‖(1− P )x‖q,n ≤ ‖∆
1/q−1/p(1− P )‖ · ‖x‖p,n ≤ λ
1/q−1/p · ‖x‖p,n
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for all n ∈ N.
Next, we consider the bounded analytic operator ∆1/qPx. Since ∆2/qP is a bounded
positive operator and t 7→ tq/p is a continuous increasing convex function on [0,∞)
which vanish at zero we get the inequality
µt
(
(x∗∆2/qPx)q/p
)
= ‖x‖2q/pµt
(
(x∗∆2/qPx/‖x‖2)q/p
)
≤ ‖x‖2q/pµt(x
∗∆2/pPx/‖x‖2)
= ‖x‖2(q/p−1)µt(x
∗∆2/pPx)
of singular values. See [FaKo86, Lemma 4.5] and [BrKo90, Theorem 11]. In particular
we get that
τ((x∗∆2/qPx)q/2) =
∫
µt
(
(x∗∆2/qPx)q/p
)p/2
dt ≤ ‖x‖q−p
∫
µt(x
∗∆2/pPx)p/2dt
= ‖x‖q−p‖∆1/pPx‖pp <∞.
This shows that Px ∈ L q(φ, τ) and that we have the norm estimate
‖Px‖q,n = sup
t∈[−n,n]
‖∆1/qσit(Px)‖q = sup
t∈[−n,n]
τ((σit(x)
∗∆2/qPσit(x))
q/2)1/q
≤ sup
t∈[−n,n]
‖σit(x)‖
1−p/q · ‖∆1/pσit(Px)‖
p/q
p ≤ ‖x‖
1−p/q
n · ‖x‖
p/q
p,n
for all n ∈ N.
We have thus proved that x ∈ L q(φ, τ) and furthermore, by the Minkowsky inequal-
ity we get that
‖x‖q,n ≤ ‖Px‖q,n + ‖(1− P )x‖q,n ≤ ‖x‖
1−p/q
n · ‖x‖
p/q
p,n + λ
1/q−1/p · ‖x‖p,n
for all λ > 0. But this proves the desired size estimate as well. 
In the following we will be concerned with the construction of a twisted trace φ :
L1(φ, τ)→ C which is induced by the weight φ : N+ → C.
We note that the complex parameter group of automorphisms σz : L
p(φ, τ) →
L p(φ, τ) extends to a complex parameter group of automorphisms on the derived Lp-
spaces. Furthermore, we have the size estimate ‖σz(x)‖p,n ≤ ‖x‖p,n+⌈Im(z)⌉ where Im(z)
refers to the imaginary part of z ∈ C.
We define the functional φ˜ : L 1(φ, τ)→ C by the formula
φ˜(x) = τ(∆x) x ∈ L 1(φ, τ).
We then have that |φ˜(x)| ≤ ‖x‖1,n for all n ∈ N. In particular, the functional φ˜ extends
by continuity to the derived L1-space L1(φ, τ).
Lemma 2.8. Let x ∈ L 1(φ, τ). We then have the convergence result
φ˜(x) = lim
n→∞
τ(∆1/nx) , ∆1/n := ∆(1 + ∆/n)
−1.
Proof. Using the tracial property of the functional τ : L1(τ) → C we get that
τ(∆1/nx) = τ(∆x(1 + ∆/n)
−1). It then follows by the normality of the trace that
limn→∞ τ(∆x(1 + ∆/n)
−1) = τ(∆x) = φ˜(x). 
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Lemma 2.9. The functional φ˜ : L1(φ, τ)→ C is invariant under the complex parameter
group of automorphisms {σz}. Thus, φ˜(σz(x)) = φ˜(x) for all x ∈ L1(φ, τ) and all z ∈ C.
Proof. As usually we may restrict our attention to the analytic operators L 1(φ, τ). Let
n ∈ N. Define φ˜n(y) := τ(∆1/ny) for all y ∈ L
1(φ, τ). By Lemma 2.8 we only need to
show that φ˜n(x) := φ˜n(σz(x)).
We start by proving that the map z 7→ φ˜n(σz(x)) is holomorphic.
Since τ is semifinite and normal we can find positive normal functionals {ωi}i∈I such
that τ(y) =
∑
i∈I ωi(y), y ∈ L
1(τ) where the sum is absolutely convergent with∑
i∈I
|ωi(y)| ≤ τ(|Re(y)|) + τ(|Im(y)|) ≤ 2‖y‖1.
In particular we get the identity φ˜n(σz(x)) =
∑
i∈I ωi(∆1/nσz(x)). Now, each of the
terms in the sum is holomorphic by the normality of the functionals. Furthermore, we
have the following local uniform convergence
supz∈Dm
∑
i∈I
|ωi(∆1/nσz(x))| ≤ 2 · supz∈Dm‖∆1/nσz(x)‖1 ≤ 2‖x‖1,m
where Dm ⊆ C is a closed disc of radius m ∈ N and center at the origin. But this
implies that z 7→ φ˜n(σz(x)) is holomorphic.
The result of the lemma now follows by the uniqueness of holomorphic extensions by
noting that φ˜n(σt(x)) = φ˜n(x), t ∈ R. 
We can now prove that the functional φ˜ : L1(φ, τ) → C agrees with the weight
φ : N+ → [0,∞] whenever they are both defined.
Lemma 2.10. Let x ∈ L 1(φ, τ) be positive. We then have the identity
φ(x) = φ˜(x).
Proof. We start by recalling that φ(x) = limn→∞ τ(∆
1/2
1/nx∆
1/2
1/n).
Let n ∈ N. We then have the identity ∆1/21/nx∆
1/2
1/n = ∆
1/2
1/n∆
1/2σi/2(x)(1 + ∆/n)
−1/2.
And it thus follows by the tracial property of τ that
τ(∆
1/2
1/nx∆
1/2
1/n) = τ(∆1/nσi/2(x)).
The result of the lemma is now a consequence of Lemma 2.8 and Lemma 2.9. 
From now on we will omit the ·˜ from the functional φ˜ = τ(∆·) : L1(φ, τ) → C. We
end this section by showing that φ is a twisted trace on L1(φ, τ).
Proposition 2.11. Let x ∈ Lp(φ, τ) and y ∈ Lq(φ, τ) with 1/p + 1/q = 1. Then the
operators x · y and σi(y) · x lie in the derived L1-space and we have the identity
φ(xy) = φ(σi(x)y). (2.1)
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Proof. As usually, we restrict our attention to the dense subspaces of bounded analytic
operators. We start by noting that ∆xy = ∆1/pσ−i/q(x) ·∆1/qy. Using the tracial
property of τ : L1(τ)→ C we can then compute as follows
φ(xy) = τ(∆1/pσ−i/q(x) ·∆1/qy) = τ(∆1/qy ·∆1/pσ−i/q(x))
= τ(∆σi/p(y)σ−i/q(x)) = φ(σi/p(y)σ−i/q(x)).
The result of the proposition is then a consequence of the invariance of φ under the
automorphism σi/q ∈ Aut(L1(φ, τ)). 
Remark 2.12. The derived Lp-spaces considered in this section are related to the Lp-
spaces Lp,α(φ), α ∈ [0, 1] considered by Trunov and Sherstnev in [TrSh85]. An impor-
tant difference is however our incorporation of the modular group of automorphisms in
the definition Lp(φ, τ). We believe that this is necessary in order to obtain many of the
results proved in this section.
We also remark that our derived Lp-spaces are different from the spatial Lp-spaces or
Haagerup Lp-spaces associated with the weight φ as defined in [Con80] and [Haa79,
Ter].
3. Reduced twisted cyclic theory
In this section we will develop a reduced version of the twisted cyclic theory as it
appears in [KMT03].
Throughout this section we let A be a unital algebra over C which comes equipped
with an automorphism σ ∈ Aut(A). Furthermore, we let B ⊆ A be a subalgebra
such that σ restricts to an automorphism σ ∈ Aut(B). The main idea is then to
replace the algebra A by the vector space quotient A/B in the definition of the twisted
cyclic complex. The corresponding theory allows us to incorporate certain invariance
properties of a (modular) Fredholm module into the definition of the Chern character.
See also the related concept of invariant cyclic cohomology as defined in [Con04, Section
9].
3.1. Reduced homology. Since the vector space quotient A/B is a bimodule over B
we can form the tensor product
(A/B)⊗B(n+1) := (A/B)⊗B . . .⊗B (A/B)︸ ︷︷ ︸
n+1
for each n ∈ N ∪ {0} which is again a bimodule over B.
For each ω ∈ (A/B)⊗B(n+1) and each b ∈ B we have the twisted commutator
[ω, b]σ = ω · b− σ(b) · ω.
We let
[
(A/B)⊗B(n+1),B
]
σ
denote the sub vector space of (A/B)⊗B(n+1) generated by
all twisted commutators of the above form. The notation Cn(A/B) will refer to the
vector space quotient
Cn(A/B) := (A/B)
⊗B(n+1)/
[
(A/B)⊗B(n+1),B
]
σ
.
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The twisted cyclic operator λ : A⊗(n+1) → A⊗(n+1) defined by λ(a0 ⊗ . . . ⊗ an) :=
(−1)nσ(an)⊗a0⊗ . . .⊗an then descends to a cyclic operator λ : Cn(A/B)→ Cn(A/B).
Remark that
λ(a0 ⊗ . . .⊗ an−1 ⊗ ban)− λ(a0 ⊗ . . .⊗ an−1b⊗ an)
= (−1)nσ(ban)⊗ a0 ⊗ . . .⊗ an−1 − (−1)
nσ(an)⊗ a0 ⊗ . . .⊗ (an−1b)
∈
[
(A/B)⊗B(n+1),B
]
σ
,
thus the cyclic operator is only well-defined because we compute modulo twisted com-
mutators with elements from B.
Definition 3.1. By the B-reduced σ-twisted cyclic n-chains we will understand the
vector space quotient
Cλn(A/B, σ) := Cn(A/B)/Im(1− λ).
We define the twisted Hochschild boundary bσ : A⊗(n+1) → A⊗n by the formula
bσ : a0 ⊗ . . .⊗ an 7→
n−1∑
i=0
(−1)ia0 ⊗ . . .⊗ ai · ai+1 ⊗ . . .⊗ an
+ (−1)nσ(an)a0 ⊗ a1 ⊗ . . .⊗ an−1
= b′(a0 ⊗ . . .⊗ an) + (−1)
nσ(an)a0 ⊗ a1 ⊗ . . .⊗ an−1
where b′ is the usual boundary operator of the bar complex. It can then be proved that
we have the identities
b2σ = 0 and (1− λ)b
′ = bσ(1− λ) (3.1)
which entail that the twisted Hochschild boundary and the twisted cyclic chains form
a chain complex. See [KMT03]. The main point is now that the twisted Hochschild
boundary induces a boundary map on the reduced twisted cyclic chains. Thus the
twisted cyclic homology exists in a reduced version where the reduction is carried out
with respect to any subalgebra which is preserved by the automorphism.
Proposition 3.2. The twisted Hochschild boundary descends to a map
bσ : C
λ
n(A/B, σ)→ C
λ
n−1(A/B, σ).
In particular we get a chain complex consisting of the reduced twisted cyclic chains and
the twisted Hochschild boundary.
Proof. We start by proving that the map
bσ : A/B ⊗C . . .⊗C A/B︸ ︷︷ ︸
n+1
→ Cλn−1(A/B, σ) (3.2)
is well defined. Thus, let a0, . . . , an ∈ A and assume that ai = b ∈ B for some
i ∈ {0, . . . , n}. We need to prove that bσ(a0 ⊗ . . . ⊗ an) ∼ 0. Now, using the second
identity of (3.1) we may assume that i = 0. We then have that
bσ(b⊗ a1 ⊗ . . .⊗ an)
∼ ba1 ⊗ a2 ⊗ . . .⊗ an + (−1)
nσ(an)b⊗ a1 ⊗ . . .⊗ an−1
∼ (1− λ)(ba1 ⊗ a2 ⊗ . . .⊗ an) ∼ 0.
(3.3)
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This proves the existence of the map in (3.2).
We continue by proving that the map
bσ : Cn(A/B)→ C
λ
n−1(A/B, σ) (3.4)
is well-defined. Thus, let a0, . . . , an ∈ A and let b ∈ B. We start by proving the
equivalence
bσ(a0 ⊗ . . .⊗ aib⊗ ai+1 ⊗ . . .⊗ an) ∼ bσ(a0 ⊗ . . .⊗ ai ⊗ bai+1 ⊗ . . .⊗ an)
for some i ∈ {0, . . . , n − 1}. Again, using the second identity of (3.1) we may assume
that i = 0. But in this case the result is straightforward. We conclude by proving the
equivalence
bσ(a0 ⊗ . . .⊗ an−1 ⊗ anb) ∼ bσ(σ(b)a0 ⊗ a1 ⊗ . . .⊗ an).
This follows from the computation
bσ(a0 ⊗ . . .⊗ an−1 ⊗ anb)− bσ(σ(b)a0 ⊗ a1 ⊗ . . .⊗ an)
=
n−1∑
i=0
(−1)i
[
a0 ⊗ . . .⊗ aiai+1 ⊗ . . .⊗ an, b
]
σ
∼ 0.
The result of the proposition now follows from the identities in (3.1). 
We would like to warn the reader that the twisted Hochschild boundary bσ :
A⊗(n+1) → A⊗n does not descend to a boundary map on the vector spaces C∗(A/B).
Indeed, the equivalence in (3.3) is only valid because of the invariance under twisted
cyclic permutations. In particular, the B-reduced twisted Hochschild homology is not
well-defined as such.
Definition 3.3. By the B-reduced twisted cyclic homology we will understand the
homology of the chain complex
. . .
bσ−−−→ Cλn(A/B, σ)
bσ−−−→ Cλn−1(A/B, σ)
bσ−−−→ . . .
The cycles and boundaries of degree n will be denoted by Zλn(A/B, σ) and B
λ
n(A/B, σ)
respectively. The homology in degree n will be denoted by Hλn(A/B, σ).
3.2. Generalized trace. Let us fix some m ∈ N. We let Mm(A) denote the unital
algebra of (m×m) matrices over A. The automorphism σ extends to an automorphism
σ ∈ Aut
(
Mm(A)
)
by entry-wise application.
Let n ∈ N ∪ {0}. The generalized trace map is defined by
TR : Cλn
(
Mm(A), σ
)
→ Cλn(A, σ) , TR(x
0 ⊗ . . .⊗ xn) :=
∑
(i0,...,in)∈Nn+1
x0i0i1 ⊗ . . .⊗ x
n
ini0
on twisted cyclic chains. We note that TR is well-defined since we clearly have the
identity TR ◦ λ = λ ◦ TR.
Lemma 3.4. The generalized trace is a chain map.
Proof. This is a direct computation. See [Lod98, Corollary 1.2.3] and incorporate the
automorphism. 
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Proposition 3.5. The generalized trace induces a chain map
TR : Cλn(Mm(A)/Mm(B), σ)→ C
λ
n(A/B, σ)
between reduced twisted cyclic chains.
Proof. Let x0, . . . , xn ∈Mm(A) and let y ∈Mm(B). We need to verify the identities
TR(y ⊗ x1 ⊗ . . .⊗ xn) = 0 (3.5)
TR(x0 · y ⊗ x1 ⊗ . . .⊗ xn) = TR(x0 ⊗ y · x1 ⊗ . . .⊗ xn) (3.6)
for the generalized trace TR : Cλn(Mm(A), σ)→ C
λ
n(A/B, σ). Both of them are straight-
forward and left to the reader. 
3.3. Reduced cohomology.
Definition 3.6. By a B-reduced twisted cyclic n-cochain we will understand a linear
map ϕ : Cλn(A/B, σ)→ C. The vector space of B-reduced twisted cyclic n-cochains will
be denoted by Cnλ (A/B, σ).
It follows from Proposition 3.2 that the reduced twisted cyclic cochains can be given
the structure of a cochain complex. The coboundary operator bσ : Cnλ (A/B, σ) →
Cn+1λ (A/B, σ) is given by b
σ(ϕ) := ϕ ◦ bσ.
Definition 3.7. By the B-reduced twisted cyclic cohomology we will understand the
homology of the cochain complex
. . .
bσ
−−−→ Cnλ (A/B, σ)
bσ
−−−→ Cn+1λ (A/B, σ)
bσ
−−−→ . . .
The cocycles and coboundaries of degree n will be denoted by Znλ (A/B, σ) and
Bnλ(A/B, σ) respectively. The homology in degree n will be denoted by H
n
λ (A/B, σ).
4. The Chern character of a modular Fredholm module
In this section we will introduce the notion of a modular Fredholm module with
respect to a pair consisting of a weight and a trace on a semifinite von Neumann
algebra. The concept uses the derived Lp-spaces which we constructed in Section 2.
We shall then see how to associate a Chern character in twisted cyclic cohomology to
a modular Fredholm module. The correct formula is a generalization of the Connes-
Chern character see [Con94, IV.1.α] to the case where the operator trace is replaced
by a weight on a semifinite von Neumann algebra. The construction can be refined to
the case where the Fredholm module satisfies an extra invariance property with respect
to a subalgebra. In this case the Chern character is a class in reduced twisted cyclic
cohomology which we introduced in Section 3. The construction of the Chern character
relies on the Ho¨lder type inclusions of the derived Lp-spaces, see Lemma 2.6.
LetN be a semifinite von Neumann algebra. Let τ : N+ → [0,∞] be a fixed semifinite
normal faithful weight and let φ : N+ → [0,∞] be a semifinite normal faithful weight.
We let {σt}t∈R denote the modular group of automorphisms for φ. The notation N σ
refers to the fixed point von Neumann algebra for {σt}t∈R (or the centralizer of the
weight φ). The notation Nan refers to the analytic operators in N with respect to
{σt}t∈R.
ON MODULAR INDEX THEORY 15
Definition 4.1. Let p ∈ [1,∞). By an odd unital p-summable modular Fredholm module
with respect to (φ, τ) we will understand the given of a selfadjoint unitary F ∈ N σ in
the centralizer and a unital ∗-subalgebra A ⊆ Nan such that
(1) The automorphism σz ∈ Aut(Nan) restricts to an automorphism σz ∈ Aut(A)
for all z ∈ C.
(2) The commutator [F, x] ∈ Lp(φ, τ) lies in the derived Lp-space for all x ∈ A.
We will use the notation (A,N , F ) for a modular Fredholm module.
We will say that (A,N , F ) is even instead of odd when there exists a Z/2Z grading
operator γ ∈ N σ such that xγ = γx and Fγ = −Fγ for all x ∈ A.
Suppose that F := (A,N , F ) is a unital p-summable modular Fredholm module. Let
n denote the smallest integer of the same parity as the Fredholm module such that
n+ 1 ≥ p.
Define the (n + 1)-linear map Chnφ(F) : A
n+1 → C by the formula
Chnφ(F)(x0, . . . , xn) :=
1
2
φ(γn+1F [F, x0][F, x1] · . . . · [F, xn]) , x0, . . . , xn ∈ A.
We note that Chnφ(F) is well-defined since [F, x] ∈ L
p(φ, τ) ⊆ Ln+1(φ, τ) and hence
the product [F, x0][F, x1] · . . . · [F, xn] ∈ L1(φ, τ) by Lemma 2.7 and Lemma 2.6.
Proposition 4.2. The character Chnφ(F) is a twisted cyclic cocycle with twist given by
the modular automorphism σi ∈ Aut(A).
Proof. Let x0, . . . , xn ∈ A. Using the twisted trace property of φ : L1(φ, τ)→ C we get
the identity
φ(γn+1F [F, x0] · . . . · [F, xn]) = (−1)
nφ(γn+1F [F, σi(xn)][F, x0] · . . . · [F, xn−1])
This proves that Chnφ(F) ∈ C
n
λ (A, σi).
To continue we let y ∈ A and note that
φ(γn+1[F, y][F, x0] · . . . · [F, xn])
= −φ(γn+1yF [F, x0] · . . . · [F, xn]) + (−1)
n+1φ(γn+1y[F, x0] · . . . · [F, xn]F ) = 0
where we have used that σ−i(F ) = F since F is an element of the centralizer.
Now, to see that Chnφ(F) is a cocycle we compute as follows
2(Chnφ(F) ◦ bσ)(x0, . . . , xn, y)
= (−1)nφ(γn+1F [F, x0] · . . . · [F, xn] · y) + φ(γ
n+1Fx0[F, x1] · . . . · [F, y])
+ (−1)n+1φ(γn+1F [F, σi(y)x0][F, x1] · . . . · [F, xn])
= (−1)nφ(γn+1F [F, x0] · . . . · [F, xn] · y) + φ(γ
n+1Fx0[F, x1] · . . . · [F, y])
+ (−1)nφ(γn+1[F, σi(y)]x0F [F, x1] · . . . · [F, xn])
+ (−1)nφ(γn+1σi(y)[F, x0]F [F, x1] · . . . · [F, xn])
= φ(γn+1[F, x0] · . . . · [F, y]) = 0.
This ends the proof of the proposition. 
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We will refer to the cohomology class [Chnφ(F)] ∈ H
n
λ (A, σi) as the Chern character
of the modular Fredholm module F .
It is worthwhile to refine the above situation to the case where B ⊆ A is a subalgebra
of A and the modular Fredholm module satisfies certain invariance properties with
respect to B.
Thus, let B ⊆ A be a subalgebra of A such that σz ∈ Aut(A) restricts to an auto-
morphism of B for all z ∈ C.
Definition 4.3. We will say that the modular Fredholm module F is B-invariant when
the commutator [F, x] is trivial for all x ∈ B.
We remark that a modular Fredholm module is automatically C-invariant.
Proposition 4.4. Suppose that F is a unital B-invariant p-summable modular Fred-
holm module. Then the twisted cyclic cocycle Chnφ(F) ∈ Z
n
λ (A, σi) descends to a B-
reduced twisted cyclic cocycle Chnφ(F) ∈ Z
n
λ (A/B, σi).
Proof. It follows immediately from the B-invariance that Chnφ(F) is well-defined on the
tensor product (A/B)⊗C(n+1). Furthermore, using that [F, ·] is a derivation we get that
Chnφ(F) descends to (A/B)
⊗B(n+1). Finally, for any y ∈ B we have the identity
φ(γn+1F [F, x0][F, x1] . . . [F, xny]) = φ(γ
n+1σi(y)F [F, x0][F, x1] . . . [F, xn])
= φ(γn+1F [F, σi(y)x0][F, x1] . . . [F, xn])
which shows that Chnφ(F) is well-defined on Cn(A/B). This proves the claim of the
proposition. 
We will refer to the cohomology class [Chnφ(F)] ∈ H
n
λ (A/B, σi) as the B-reduced
Chern character of the modular Fredholm module.
We end this section by spelling out the standard matrix construction for modular
Fredholm modules. Let k ∈ N. We can then lift the modular Fredholm module F
to a modular Fredholm module Fk := (Mk(A),Mk(N ), F ⊗ 1k). The new semifinite
normal faithful trace and semifinite normal faithful weight are given by (τ ⊗Tr)(xij) =∑k
i=1 τ(xii) and (φ ⊗ Tr)(xij) =
∑k
i=1 φ(xii) respectively. In the even case the new
grading operator is the diagonal operator γ ⊗ 1k. We remark that the new modular
group of automorphisms is given by {σt ⊗ 1k}t∈R where (σt ⊗ 1k)(xij) = (σt(xij)). We
leave it to the reader to verify that Fk is indeed a modular Fredholm module with
respect to (φ ⊗ Tr, τ ⊗ Tr) when F is a modular Fredholm module with respect to
(φ, τ). The summability and parity is preserved and Fk is Mk(B)-invariant when F is
B-invariant. We will often use the notation φ, τ : Mk(N )+ → [0,∞] and {σt} for the
induced weights, traces and modular automorphism groups on the matrix von Neumann
algebras hoping that this will not cause any confusion.
Lemma 4.5. Suppose that F is a unital B-invariant p-summable modular Fredholm
module. The Mk(B)-reduced Chern character [Ch
n
φ(Fk)] ∈ H
n
λ (Mk(A)/Mk(B), σi)
agrees with the cohomology class TR∗
(
[Chnφ(F)]
)
where TR∗ : Hnλ (A/B, σi) →
Hnλ (Mk(A)/Mk(B), σi) is the cohomological version of the generalized trace.
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Proof. Let x0, . . . , xn ∈Mk(A). We then note that(
(∆γn+1F ⊗ 1k)[F ⊗ 1k, x
0][F ⊗ 1k, x
1] · . . . · [F ⊗ 1k, x
n]
)
i0,i0
=
∑
(i1,...,in)∈Nn
∆γF [F, x0i0,i1][F, x
1
i1,i2
] · . . . · [F, xnin,i0].
In particular we get that
2Chnφ(Fk)(x
0, . . . , xn)
= (τ ⊗ Tr)
(
(∆γn+1F ⊗ 1k)[F ⊗ 1k, x
0][F ⊗ 1k, x
1] · . . . · [F ⊗ 1k, x
n]
)
=
∑
(i0,...,in)∈Nn+1
τ(∆γn+1F [F, x0i0,i1 ][F, x
1
i1,i2 ] · . . . · [F, x
n
in,i0])
= (Chnφ(F) ◦ TR)(x
0 ⊗ . . .⊗ xn)
and the lemma is proved. 
Remark 4.6. The definition of a modular Fredholm module and its associated Chern
character is very much related to a recent preprint of Rennie, Sitarz and Yamashita,
[RSY11]. However, the precise relation between the two concepts of modular Fredholm
modules still needs to be clarified.
5. Modular spectral triples
In this section we shall see how a finitely summable modular spectral triple gives rise
to a modular Fredholm module and thus in particular admits a Chern character. The
concept of a modular spectral triple has emerged from the series of papers [CRT09,
CPR10, CNNR11, ReSe11]. It is a generalization of a semifinite spectral triple,
[CPRS06a, CPRS06b], which in turn is a generalization of the notion of a spectral
triple, [Con94, CoMo95]. The main point in the modular version of a spectral triple
is to enable the use of a weight instead of a trace to measure the growth of the resolvent.
In order to incorporate some of our examples we need to enhance the definition of a
modular spectral triple even further by allowing for twisted commutators in the style
of A. Connes and H. Moscovici, [CoMo08].
Let N be a semifinite von Neumann algebra.
Let φ : N+ → [0,∞] be a strictly semifinite normal faithful weight with modular
group of automorphisms {σt}t∈R. The adjective ”strictly” means that φ descends to
a semifinite normal faithful trace on the fixed point von Neumann algebra N σ. In
particular we have the noncommutative Lp-spaces Lp(N σ, φ), p ∈ [1,∞). Furthermore,
we have the C∗-algebra of compacts K(N σ, φ) which is the smallest norm closed ∗-ideal
in N σ containing the projections Q ∈ N σ with φ(Q) <∞.
Definition 5.1. By an odd unital modular θ-spectral triple with respect to the weight
φ : N+ → [0,∞] we will understand a triple (A,N , D) such that
(1) A is a unital ∗-subalgebra of the semifinite von Neumann algebra N which in
turn acts on a separable Hilbert space H.
(2) D : D(D) → H is an unbounded selfadjoint operator affiliated with the fixed
point von Neumann algebra N σ.
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(3) θ : A → A is an algebra automorphism of A.
(4) Each element x ∈ A is analytic with respect to the modular automorphism
group {σt} and the operator σz(x) ∈ A is contained in A for all z ∈ C.
(5) Each element x ∈ A preserves the domain of D and the twisted commutator
[D, x]θ = Dx− θ(x)D : D(D)→H extends to an analytic bounded operator.
(6) The resolvent (λ − D)−1 ∈ K(N σ, φ) is compact with respect to the trace φ :
N σ+ → [0,∞] on the fixed point von Neumann algebra for all λ ∈ C \ R.
The modular spectral triple is said to be even instead of odd when there exists a
Z/(2Z) grading operator γ ∈ N σ such that γx = xγ for all x ∈ A and γD = −Dγ.
Let p ∈ [1,∞). We will say that the modular spectral triple is p-summable when the
resolvent (λ−D)−1 lies in the Lp-space Lp(N σ, φ) for all λ ∈ C \ R.
We will say that the modular spectral triple is Lipschitz regular when the twisted
commutator [|D|, x]θ with the absolute value extends to an analytic bounded operator
for all x ∈ A.
Let B ⊆ Aσ be a sub-algebra of the fixed point algebra Aσ := {x ∈ A | σt(x) =
x t ∈ R}. We will then say that the modular spectral triple is B-invariant when the
commutator [D, x] = 0 is trivial for all x ∈ B.
Remark 5.2. It is not hard to see that when θ = Id we get a unital semifinite spectral
triple (Aσ,N σ, D) over the fixed point algebra out of a unital modular spectral triple.
We shall now see how a unital p-summable Lipschitz regular modular θ-spectral triple
gives rise to a unital p-summable modular Fredholm module in the sense of Definition
4.1. Let us fix a semifinite normal faithful trace τ : N+ → [0,∞].
Lemma 5.3. We have the inclusion of ∗-ideals
L
p(N σ, φ) ⊆ L p(φ, τ)
for all p ∈ [1,∞).
Proof. Let x ∈ L p(N σ, φ). We thus have that φ(|x|p) < ∞. Now, let ∆ : D(∆) →
L2(τ) denote the Radon-Nikodym derivative of φ with respect to τ . We then have the
convergence result
φ(|x|p) = lim
n→∞
τ(∆
1/2
1/n|x|
p∆
1/2
1/n) = limn→∞
τ(∆1/n|x|
p).
It follows that the sequence of bounded positive operators ∆1/n|x|p converges in
L1(N , τ) to some τ -measurable operator y ∈ L1(N , τ). We start by proving that
y = ∆|x|p.
Let P := E([0, 1]) denote the spectral projection associated with ∆ and the interval
[0, 1]. We then have that Py = limn→∞ P∆1/n|x|p = ∆P |x|p where the convergence is
in measure. On the other hand, ∆−1(1− P )y = limn→∞(1 + ∆/n)−1(1− P )|x|p where
the convergence is in measure. But by normality we also have that limn→∞ τ
(
(1 +
∆/n)−1(1 − P )|x|p
)
= τ((1 − P )|x|p). These observations imply the identity ∆−1(1 −
P )y = (1− P )|x|p and we conclude that y = ∆|x|p, thus |x|p ∈ L1(φ, τ).
Next, since x ∈ N σ we get that x ∈ L p(φ, τ) if and only if |x| ∈ L p(φ, τ). We
aim at proving the identity (∆|x|p)1/p = ∆1/p|x| which implies the desired result, |x| ∈
L p(φ, τ).
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We start by noting that (∆|x|p)∗ = |x|p∆ ⊆ ∆|x|p. This implies that ∆|x|p is
selfadjoint by τ -measurability. We now define the projection E(λ, µ) = E∆(λ) ·E|x|p(µ)
for all λ, µ ∈ R where {E∆(λ)}λ∈R and {E|x|p(µ)}µ∈R denote the resolutions of the
identity associated with ∆ and |x|p. Remark that E(λ, µ) is a projection since |x|p ∈
N σ. It follows that {E(λ, µ)}λ,µ∈R is a resolution of the identity as well. In particular,
we have the associated unbounded selfadjoint positive operator
z :=
∫
R2
λ · µ dE(λ, µ)
See [Rud91, Theorem 13.24]. Now, it is not hard to see that we have the inclusion
|x|p∆ ⊆ z of unbounded operators. It thus follows by selfadjointness that ∆|x|p = z.
By [Rud91, Theorem 13.28] we then have the identities
z1/p =
∫
[0,∞)2
λ1/p · µ1/p dE(λ, µ) =
∫
[0,∞)2
λ · µ dE(λp, µp).
Now, as before we have the inclusion |x|∆1/p ⊆
∫
[0,∞)2
λ · µ dE(λp, µp) of unbounded
operators. (Indeed E∆(λ
p) = E∆1/p(λ) and E|x|1/p(µ) = E|x|(µ
p)). But this inclusion
implies that z1/p ⊆ ∆1/p|x| and it therefore follows by the τ -measurability of z1/p =
(∆|x|p)1/p that (∆|x|p)1/p = ∆1/p|x| as desired. 
We let F = 2P −1 denote the phase of the unbounded selfadjoint operator D. Thus,
P = ED([0,∞)) is the spectral projection associated with D and the halfline [0,∞).
Proposition 5.4. Suppose that (A,N , D) is a unital modular θ-spectral triple with
respect to the weight φ. Let p ∈ [1,∞) and suppose furthermore that (A,N , D) is
Lipschitz regular and p-summable. Then the triple (A,N , F ) is a unital modular p-
summable Fredholm module with respect to (φ, τ). The parity of the two triples is the
same and the grading operators coincide in the even case.
Proof. We only need to verify the second condition in Definition 4.1. The other condi-
tions follow easily from the assumptions on the modular spectral triple.
Let us form the bounded operator FD := D(1 + |D|)
−1 and let x ∈ A. We can then
compute the commutator as follows,
[FD, x] = D(1 + |D|)
−1x− xD(1 + |D|)−1
= D(1 + |D|)−1x+ [D, θ−1(x)]θ(1 + |D|)
−1 −Dθ−1(x)(1 + |D|)−1
= [D, θ−1(x)]θ(1 + |D|)
−1
+D(1 + |D|)−1
(
x(1 + |D|)− (1 + |D|)θ−1(x)
)
(1 + |D|)−1
= [D, θ−1(x)]θ(1 + |D|)
−1 − FD
([
|D|, θ−1(x)
]
θ
+ [1, θ−1(x)]θ
)
(1 + |D|)−1
This shows that the commutator [FD, x] lies in the derived L
p-space. Indeed, by assump-
tion all the commutators appearing are analytic operators and the resolvent (1+ |D|)−1
is derived p-summable by Lemma 5.3. Remark that Lp(φ, τ) is a module over Nan by
Lemma 2.5.
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To continue we note that FD = |D| where F = 2P−1 is the phase ofD. In particular
we get that F ·FD−1 = |D|(1+ |D|)−1−1 = −(1+ |D|)−1 ∈ Lp(φ, τ). But this implies
that [F, x] ∈ Lp(φ, τ) for all x ∈ A ⊆ Nan and the proposition is proved. 
We remark that the modular Fredholm module (A,N , F ) is B-invariant if the mod-
ular spectral triple (A,N , D) is B-invariant for some subalgebra B ⊆ Aσ.
As a consequence of the last proposition we can make the following definition:
Definition 5.5. Let (A,N , D) be a unital p-summable Lipschitz regular modular θ-
spectral triple. By the Chern character of (A,N , D) we will understand the Chern
character of the unital p-summable modular Fredholm module (A,N , F ) construced in
Proposition 5.4. The Chern character will be denoted by Chnφ(A,N , D) ∈ H
n
λ (A, σi).
In case the modular spectral triple (A,N , D) is B-invariant we also have the B-
reduced Chern character Chnφ(A,N , D) ∈ H
n
λ (A/B, σi).
6. The Chern character of a modular unitary
In order to extract interesting numerical information from an algebra A using the
Chern character of a modular Fredholm module we need to construct a Chern character
from a class of objects in the algebra to the reduced twisted cyclic homology. In the
non-twisted odd case a good class to look at is the unitaries in finite matrices over
the algebra. In the twisted odd case an extra condition on the relation between the
modular automorphism group and the unitary is needed.
Let N be a semifinite von Neumann algebra and let φ : N+ → [0,∞] be a semifinite
faithful normal weight on N with modular group of automorphisms {σt}. Let A ⊆ Nan
be a unital ∗-subalgebra of the analytic operators such that σz(x) ∈ A for all z ∈ C
and all x ∈ A.
We let Aσ denote the fixed point algebra for the one-parameter group of automor-
phisms σt : A → A. Let B ⊆ Aσ be a unital ∗-subalgebra of the fixed point algebra.
Definition 6.1. Let u ∈ Uk(A) be a unitary over A. We will say that u is right
B-modular when u∗σz(u) ∈ GLk(B) for all z ∈ C.
Lemma 6.2. Suppose that u ∈ Uk(A) is a right B-modular unitary. The assignment
z 7→ gz := u∗σz(u) ∈ GLk(B) is then a complex-parameter group of invertibles such
that (gz)
∗ = g−z. In particular we get that the invertible element git is selfadjoint and
positive for all t ∈ R.
Proof. Let z, w ∈ C. We then have that
gz · gw = u
∗σz(u) · u
∗σw(u) = u
∗σz(u)σz(u
∗)σz+w(u
∗) = gz+w.
Since also g0 = 1 we get that {gz}z∈C is a complex-parameter group of invertibles. The
assertion on the adjoint follows from the computation
(gz)
∗ = (u∗σz(u))
∗ = σz(u
∗)u = u∗σ−z(u) = g−z.

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Let us fix some n ∈ N. Suppose that u ∈ Uk(A) is a right B-modular unitary. We
then define the B-reduced σi-twisted cyclic (2n− 1)-cycle
Chφ2n−1(u) := TR
(
[u]⊗B [u
∗]⊗B . . .⊗B [u]⊗B [u
∗]
)
∈ Zλ2n−1(A/B, σi).
Here we recall that TR : Zλ2n−1
(
Mk(A)/Mk(B), σi
)
→ Zλ2n−1(A/B, σi) induces the gen-
eralized trace on reduced twisted cyclic homology, see Subsection 3.2.
Definition 6.3. By the Chern character of a right B-modular unitary in degree (2n−1)
we will understand the class [Chφ2n−1(u)] ∈ H
λ
2n−1(A/B, σi) in B-reduced twisted cyclic
homology.
Remark 6.4. The notion of a right B-modular unitary is related to the first modular K-
group as defined in [CPR10, Definition 4.2]. However our condition is not symmetrized.
Indeed, the invertible elements σz(u)u
∗ are not required to lie in the subalgebra Mk(B).
This lack of symmetry might be difficult to capture in the current K-theoretic frame-
work.
7. The twisted index pairing
Let N be a semifinite von Neumann algebra with a fixed semifinite normal faithful
trace τ : N+ → [0,∞] and a fixed semifinite normal faithful weight φ : N+ → [0,∞].
We let {σt} denote the modular group of automorphisms for φ. We will assume that φ
is strictly semifinite in the sense that the restriction to the centralizer φ : N σ+ → [0,∞]
is a semifinite normal faithful trace.
Let F = (A,N , F ) be an odd unital 2n-summable modular Fredholm module with
respect to (φ, τ). Furthermore, we let u ∈ Uk(A) be some right B-modular unitary with
respect to a unital ∗-subalgebra B ⊆ Aσ of the fixed point algebra and the modular
group of automorphisms {σt}. We assume that F is B-invariant, thus [F, b] = 0 for all
b ∈ B.
By the work carried out in Section 4 and Section 6 we can associate a num-
ber to the above data. Indeed, we can form the pairing of Chern characters,〈
Chφ2n−1(u),Ch
2n−1
φ (F)
〉
∈ C, in B-reduced twisted cyclic theory.
The purpose of this section is to give an index theoretical interpretation to this num-
ber. To be more precise, we shall see that the above pairing agress with a twisted index
of the abstract Toeplitz operator PuP where P is the projection onto the eigenspace of
F with eigenvalue 1. The twisting of the index means that the dimension of the kernel
and the dimension of the cokernel are measured with respect to two different traces.
Let us present the details.
As in the end of Section 4 we let φ := φ ⊗ Tr and τ := τ ⊗ Tr denote the semifinite
normal faithful weight and the semifinite normal faithful trace on the matrix von Neu-
mann Mk(N ). We then have the odd unital 2n-summable modular Fredholm module
Fk := (Mk(A),Mk(N ), F ) with respect to (φ, τ) where F := F ⊗ 1k.
Recall from Lemma 6.2 that g−i := u
∗σ−i(u) ∈ GLk(B) is a positive invertible matrix
which lies in the fixed point von Neumann algebra ofMk(N ) with respect to the weight
φ. In particular we get that the formula ψ(x) := φ(g
1/2
−i xg
1/2
−i ), x ∈ Mk(N )+ defines
a semifinite normal faithful weight on Mk(N ). Furthermore, we get that the modular
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group of automorphisms for ψ is given by θt(x) = σt(gtxg−t) for all t ∈ R. Here
gt := u
∗σt(u). See [PeTa73, Theorem 4.6].
We note that the weights φ :Mk(N )+ → [0,∞] and ψ :Mk(N )+ → [0,∞] are auto-
matically strictly semifinite since φ : N+ → [0,∞] is strictly semifinite by assumption.
Our first concern is to define a twisted index pairing of u and F . We start by stating
a well-known lemma.
Lemma 7.1. Let x ∈ M be an element in a von Neumann algebra M and let v ∈ M
be the partial isometry of the polar decomposition x = v|x|. Let m ∈ N. We then have
the formulas
(1− x∗x)m − (1− v∗v) = (1− x∗x)mv∗v and
(1− xx∗)m − (1− vv∗) = (1− xx∗)mvv∗.
Next, let P ∈Mk(N )φ denote the projection P := (F + 1)/2.
Lemma 7.2. The orthogonal projection onto the kernel of PuP + 1 − P lies in the
trace ideal L1(Mk(N )
ψ, ψ) associated with ψ and its centralizer Mk(N )
ψ. The orthog-
onal projection onto the kernel of Pu∗P + 1− P lies in the trace ideal L1(Mk(N )φ, φ)
associated with φ and its centralizer Mk(N )φ =Mk(N φ).
Proof. The projection onto the kernel of PuP + 1− P lies in Mk(N )ψ since
σt(Pu
∗PuP + 1− P ) = Pσt(u
∗)Pσt(u)P + 1− P = P (ugt)
∗PugtP + 1− P
= g−t(Pu
∗PuP + 1− P )gt.
Here we use that gtP = Pgt by the B-invariance of our modular Fredholm module. On
the other hand we have that
σt(PuPu
∗P + 1− P ) = PugtPg−tu
∗P + 1− P = PuPu∗P + 1− P,
which shows that the projection onto the kernel of Pu∗P + 1− P lies in Mk(N
φ).
Let v be the partial isometry associated with the polar decomposition of the operator
PuP + 1 − P . We need to show that 1 − v∗v ∈ L1(Mk(N )ψ, ψ) and that 1 − vv∗ ∈
L1(Mk(N φ), φ).
To obtain this, we note that
P − PuPu∗P = P − P [u, P ]u∗P ∈ L2n−1(φ, τ) and
P − Pu∗PuP = P − P [u∗, P ]uP ∈ L2n−1(φ, τ),
by the 2n-summability of our modular Fredholm module. Thus, from Lemma 2.6 we
get that (P − PuPu∗P )2n , g1/2i (P − Pu
∗PuP )2ng
1/2
i ∈ L
1(φ, τ). It then follows by
Lemma 2.10 that
φ((P − PuPu∗P )2n) , ψ((P − Pu∗PuP )2n) <∞.
We have thus proved the inclusions (P − PuPu∗P )2n ∈ L1(Mk(N )ψ, ψ) and (P −
Pu∗PuP )2n ∈ L1(Mk(N φ), φ). But this implies that 1 − v∗v ∈ L1(Mk(N )ψ, ψ) and
that 1− vv∗ ∈ L1(Mk(N φ), φk) by an application of Lemma 7.1. 
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Definition 7.3. By the twisted index pairing of the the right B-modular unitary u ∈
Uk(A) and the B-invariant odd unital 2n-summable modular Fredholm module F with
respect to the pair (φ, τ) we will understand the difference
Indφ(PuP ) := ψ(KPuP )− φ(KPu∗P )
where KPuP and KPu∗P denote the projections onto the kernel of PuP + 1 − P and
Pu∗P + 1− P respectively.
We are now going to see that the twisted index pairing coincides with the pairing of
Chern characters
〈
Chφ2n−1(u),Ch
2n−1
φ (F)
〉
∈ C.
Lemma 7.4. Let M be a von Neumann algebra and let {αt} be a one-parameter group
of ∗-automorphisms. Let x ∈ M and suppose the existence of a positive invertible
element g ∈ M such that αt(x) = gitx for all t ∈ R. We then have the identity
αt(v) = g
it, t ∈ R for the application of αt to the partial isometry v associated with the
polar decomposition of x = v|x|.
Proof. We remark that αt(x
∗) = αt(x)
∗ = x∗g−it. In particular, we get that x∗x ∈Mα
lies in the fixed point von Neumann algebra of {αt}. Now, the partial isometry v is
given as the strong limit of the sequence vn := x(1/n+ |x|)−1, see [Ped79, Proposition
2.2.9]. But this shows that αt(vn) = g
itvn converges σ-weakly to αt(v) for all t ∈ R
(since αt is normal). This proves the claim of the lemma. 
Proposition 7.5. Let u ∈ Uk(A) be a right B-modular unitary and let F = (A,N , F ) be
a B-invariant odd unital 2n-summable modular Fredholm module with respect to (φ, τ).
We then have the identity
(−1)n+1
22n−1
〈
Chφ2n−1(u),Ch
2n−1
φ (F)
〉
= Indφ(PuP )
between the pairing of Chern characters and the twisted index pairing.
Proof. We start by remarking that it follows by the right modular condition on u that
[u]⊗B. . .⊗B[u∗] = −[σi(u∗)]⊗B. . .⊗B[u] = −g
1/2
−i [u
∗]⊗B. . .⊗B[u]g
1/2
−i where gz := u
∗σz(u).
Here we compute inside the reduced twisted cyclic chains Cλ2n−1(A/B, σi). By definition
of the Chern classes and by Lemma 4.5 we thus get that〈
Chφ2n−1(u),Ch
2n−1
φ (F)
〉
=
〈
[u]⊗B . . .⊗B [u
∗],Ch2n−1φ (Fk)
〉
=
1
2
〈
[u]⊗B . . .⊗B [u
∗],Ch2n−1φ (Fk)
〉
−
1
2
〈
g
1/2
−i [u
∗]⊗B . . .⊗B [u]g
1/2
−i ,Ch
2n−1
φ (Fk)
〉
=
1
4
φ
(
F [F, u] · . . . · [F, u∗]
)
−
1
4
φ
(
g
1/2
−i F [F, u
∗] · . . . · [F, u]g1/2−i
)
= 22n−1φ
(
P [P, u] · . . . · [P, u∗]
)
− 22n−1φ
(
g
1/2
−i P [P, u
∗] · . . . · [P, u]g1/2−i
)
.
To continue we note that P [P, u][P, u∗]P = PuPu∗P − P and that P [P, u∗][P, u]P =
Pu∗PuP − P . To ease the notation we let PuP + 1− P = x. We thus have that〈
Chφ2n−1(u),Ch
2n−1
φ (F)
〉
= 22n−1φ((xx∗ − 1)n)− 22n−1φ(g1/2−i (x
∗x− 1)ng1/2−i ).
24 JENS KAAD
Let v denote the partial isometry associated with the polar decomposition x = v|x|.
By an application of Lemma 7.1 we then get the identity
(−1)n+1
22n−1
〈
Chφ2n−1(u),Ch
2n−1
φ (F)
〉
− Indφ(PuP )
= φ
(
g
1/2
−i (1− x
∗x)ng
1/2
−i
)
− φ(1− xx∗)n − φ
(
g
1/2
−i (1− v
∗v)g
1/2
−i
)
+ φ(1− vv∗)
= φ
(
g
1/2
−i (1− x
∗x)nv∗vg
1/2
−i
)
− φ((1− xx∗)nvv∗).
We now remark that (1 − x∗x)v∗ = v∗(1 − xx∗). Thus, Proposition 2.11 and Lemma
7.4 we get that
φ
(
g−i(1− x
∗x)nv∗v
)
− φ((1− xx∗)nvv∗) = φ
(
g−iv
∗(1− xx∗)nv
)
− φ((1− xx∗)nvv∗)
= φ
(
g−iv
∗(1− xx∗)nv
)
− φ(σi(v
∗)(1− xx∗)nv) = 0,
since σz(Px
∗P ) = g−zPx
∗P . 
Remark 7.6. It is an interesting question to compare our twisted index pairing with
the index problem appearing in [ReSe11, Section 2.2]. We leave this as a subject for
further research.
8. Example 1: KMS-states
In recent work of Carey, Neshveyev, Nest and Rennie a modular index pairing is
constructed, [CNNR11]. The main input data is a C∗-algebra A with a strongly
continuous action of the circle σ : S1 → Aut(A). The C∗-algebra comes equipped with
a fixed KMS-state φ : A → C where the KMS-condition is with respect to the circle
action at β ∈ (0,∞). In this section we shall outline how their constructions give
rise to an Aσ-invariant 1-summable modular spectral triple (A,N , D) in the sense of
Section 5. Here Aσ is the fixed point algebra for the circle action. In particular we
get a Chern character Ch1φD(A,H, D) ∈ H
1
λ(A/A
σ, σ−iβ) with values in the A
σ-reduced
twisted cyclic cohomology. The twist is given by the analytic extension of the circle
action to the value −iβ ∈ C. It is then of interest to compare the twisted index pairing
with the right modular unitaries as constructed in Section 6 with the modular index
map as it appears in [CNNR11, Theorem 4.11].
Let us briefly recall the main constructions of [CNNR11].
We start with a C∗-algebra A and a strongly continuous actions of the circle
σ : S1 → Aut(A). We will think of σ as a 2pi-periodic one parameter group of au-
tomorphisms σt := σ(e
it). The notation Aσ := {x ∈ A | σt(x) = x , ∀t ∈ R} refers
to the associated fixed point algebra. Under an extra assumption called the spectral
subspace assumption, see [CNNR11, Definition 2.2], an unbounded A-Aσ Kasparov
module (A, X,DX) is found, see [CNNR11, Proposition 2.9]. The dense ∗-subalgebra
A ⊆ A is the span of the eigenspaces for the circle action, the Hilbert C∗-module X is
a completion of the algebra A and the selfadjoint regular operator DX : D(DX)→ X is
the generator of the circle action. The unbounded operator DX satisfies the invariance
condition [DX , x] = 0 for all x ∈ Aσ.
In order to obtain numerical invariants the extra data of a faithful KMS-state φ :
A→ C is introduced. The KMS-condition is understood to be with respect to the circle
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action at some β ∈ (0,∞), thus we have the identity φ(yσz+iβ(x)) = φ(σz(x)y) for all
z ∈ C, all y ∈ A and all analytic elements x ∈ Aan.
The KMS-condition implies that the restriction to the fixed point algebra τ := φ|Aσ :
Aσ → C is a faithful tracial state. We thus have the Hilbert space H obtained as
the completion of X with respect to the inner product 〈ξ, η〉τ := τ(〈ξ, η〉Aσ). We let
Λ : X → H denote the inclusion. Note that H is a right module over the fixed point
algebra Aσ. We let N denote the von Neumann algebra of Aσ-module maps. Thus N
is defined by
N :=
{
T ∈ L(H) | T (ξ · x) = T (ξ) · x , ∀ξ ∈ H , ∀x ∈ Aσ
}
.
The von Neumann algebra N is a semifinite von Neumann algebra with semifinite
normal faithful trace Trτ : N+ → [0,∞] defined by
Trτ (T ) := supI⊆X
∑
ξ∈I
〈Λ(ξ), TΛ(ξ)〉τ
where the supremum is taken over all finite subsets I ⊆ X such that
∑
ξ∈I Θξ,ξ ≤ 1.
Here Θξ,ξ ∈ K(X) is the compact operator given by Θξ,ξ(ζ) = ξ〈ξ, ζ〉Aσ. See also
[LaNe04, Theorem 1.1].
The unbounded selfadjoint operator DX : D(DX) → X descends to an unbounded
selfadjoint operator D on H by localization which is affiliated with N . The problem
is now that the resolvent x(i + D)−1, x ∈ A is not usually compact with respect to
the trace Trτ : N+ → [0,∞]. However, letting ∆ = e
−βD and passing to the strictly
semifinite normal faithful weight φD : N+ → [0,∞], φD(T ) := limn→∞Trτ (∆
1/2
1/nT∆
1/2
1/n)
we have the following:
Proposition 8.1. Suppose that A is unital. The triple (A,N , D) is a unital odd p-
summable Aσ-invariant Lipschitz regular modular spectral triple with respect to φD in
the sense of Definition 5.1 for all p > 1.
Proof. The proof follows from the above observations and [CNNR11, Lemma 4.8]. Note
that the modular group of automorphisms for φD is given by σ
φD
t (T ) = e
−βitDTeβitD.
In particular we have that σφDt (x) = σ−βt(x) for all x ∈ A. Remark also that the
commutator estimates can be proved as for the Dirac operator on the circle. 
As a consequence of Proposition 8.1 and the results of Section 5 and Section 4 we have
the Chern character Ch1φD(A,N , D) ∈ H
1
λ(A/A
σ, σ−iβ) in A
σ-reduced twisted cyclic
cohomology. Furthermore, as we saw in Proposition 7.5 the pairing of Chern characters〈
ChφD1 (u),Ch
1
φD
(A,N , D)
〉
∈ C computes the twisted index of the abstract Toeplitz
operator PuP for any right Aσ-modular unitary u ∈ Uk(A). Here P = ED([0,∞))
denotes the spectral projection associated with the Dirac operator D and the halfline
[0,∞).
9. Example 2: Quantum SU(2)
In this section we present a complete computation of the twisted index pairing for the
modular spectral triple (A(SUq(2)),H, Dq) over quantum SU(2) which was introduced
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in [KaSe11]. To be more precise, we shall see that the twisted index pairing Indφ(PuP )
is given by the formula
Indφ(PuP ) =
1
2
〈
Chφ1(u),Ch
1
φ(A(SUq(2)),H, Dq)
〉
= C/2 · Tr
(
u · u∗ − σi(u
∗) · u
)
for any right modular unitary u ∈ Uk(A(SUq(2))). The constant C > 0 is explicit and
given by C = q
1/2
(1−q1/2)2
+ q
3/2
(1−q3/2)2
.
In particular we get the formula
Indφ(Pu
lP ) = C/2 ·
(
(2l + 1)− [2l + 1]q1/2
)
l ∈
1
2
N ∪ {0}
for the evaluation at the sequence of corepresentation unitaries. It is worthwhile to no-
tice that all these values are symmetric polynomials in q and q−1 with integer coefficients
up to the constant C/2.
9.1. Preliminaries on quantum SU(2). We start by fixing some notation and con-
ventions for the quantum group versions of the classical Lie-group SU(2). These
q-deformations of the special unitary matrices were introduced by Woronowicz in
[Wor87], and we denote them by SUq(2). Our main reference for this part is the
book [KlSc97] by Klimyk and Schmu¨dgen.
Let q ∈ (0, 1). We let A := A(SUq(2)) denote the coordinate algebra for the quantum
group SUq(2). This is the unital ∗-algebra generated by the symbols a, b, c, d ∈ A with
algebra relations
ab = qba , ac = qca , bd = qdb , cd = qdc , bc = cb
ad− qbc = 1 , da− q−1bc = 1.
(9.1)
and involution ∗ : A → A given by a∗ = d and b∗ = −qc. The coordinate ∗-algebra
A can be equipped with the extra structure of a Hopf ∗-algebra, see [KlSc97, Section
4.1.2] for example.
We let U be the unital ∗-algebra generated by the symbols e, f, k, k−1 ∈ U with
algebra relations
k−1k = 1 = kk−1
ke = qek , kf = q−1fk
ef − fe = (k2 − k−2)/(q − q−1)
(9.2)
and involution ∗ : U → U given by e∗ = f and k∗ = k. The ∗-algebra U can also be
given the structure of a Hopf ∗-algebra as in [KlSc97, Section 3.1.2].
The quantum group SUq(2) comes equipped with a Haar-state which we will denote
by h : SUq(2) → C. The Haar-state is a faithful state [Wor87]. We will use the
notation Hh for the associated GNS-space which then comes equipped with an action
pi : SUq(2)→ L(Hh) of SUq(2) as left-multiplication operators.
The coordinate algebra A has a vector space basis {tlmn ∈ A | 2l ∈ N ∪ {0} , n,m =
−l, . . . , l}, which are related to the Peter-Weyl decomposition of the Hopf ∗-algebra
A(SUq(2)), see [KlSc97, Theorem 17, Section 4.3.2]. This basis for A is actually an
orthogonal basis for the surrounding Hilbert space Hh. We will use the notation {ξ
l
mn}
for the associated orthonormal basis forHh and refer to this basis as the corepresentation
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basis. Each of the matrices ul := {tlmn}m,n=−l,...,l is a unitary and we will refer to them
as the corepresentation unitaries.
There is a ∗-representation of U as unbounded operators on Hh. The domain of each
unbounded operator is the ∗-algebra A ⊆ Hh regarded as a subspace of the GNS-space
Hh. The corresponding adjoint operation is the formal adjoint of unbounded operators.
The unbounded operators E, F,K and K−1 associated with the generators of U can be
neatly described in terms of the corepresentation basis. Indeed we have that
E : ξlmn 7→
√
[l − n]q[l + n + 1]q ξ
l
m,n+1
F : ξlmn 7→
√
[l + n]q[l − n+ 1]q ξ
l
m,n−1
K : ξlmn 7→ q
nξlmn.
(9.3)
Here we use the notation [z]q =
qz−q−z
q−q−1
for the q-integer associated with some complex
number z ∈ C. We remark that the ∗-representation comes from the left action associ-
ated with the dual pairing of Hopf ∗-algebras U and A(SUq(2)), see [KlSc97, Theorem
21].
We end by describing the multiplication operators pi(a), pi(c) in terms of the corep-
resentation basis. We have that
pi(a) : ξlmn 7→ α
+
lmnξ
l+1/2
m−1/2,n−1/2 + α
−
lmnξ
l−1/2
m−1/2,n−1/2
pi(c) : ξlmn 7→ γ
+
lmnξ
l+1/2
m+1/2,n−1/2 + γ
−
lmnξ
l−1/2
m+1/2,n−1/2,
where the coefficients are given by
α+lmn = q
(2l+m+n+1)/2
(
[l −m+ 1]q[l − n+ 1]q
[2l + 1]q[2l + 2]q
)1/2
α−lmn = q
(−2l+m+n−1)/2
(
[l +m]q[l + n]q
[2l]q[2l + 1]q
)1/2
γ+lmn = q
(m+n−1)/2
(
[l +m+ 1]q[l − n+ 1]q
[2l + 1]q[2l + 2]q
)1/2
γ−lmn = −q
(m+n−1)/2
(
[l −m]q
[l + n]q
[2l]q[2l + 1]q
)1/2
.
(9.4)
See [DLS+05, Proposition 3.3]. Note however that our conventions are different from
the conventions applied by Da¸browski et al.
9.2. The modular spectral triple. Let H = Hh ⊕Hh denote the separable Hilbert
space given by two copies of the GNS-space for the Haar-state. We will use the notation
pi := pi ⊗ 12 : A → L(H) for the diagonal representation with the GNS-representation
on the diagonal.
We have the unbounded symmetric operator
Dq,0 : A⊕A → H Dq,0 :=
(
(q−1K−2 − 1)/(q − q−1) FK−1q1/2
EK−1q−1/2 (1− qK−2)/(q − q−1)
)
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and let Dq := Dq,0 denote the closure. We will refer to Dq as the q-Dirac operator.
Furthermore, we have the unbounded diagonal operator
∆0 : A⊕A → H ∆0 :=
(
K−1q−1/2 0
0 K−1q1/2
)
and let ∆ := ∆0 denote the closure. Then ∆ is an unbounded positive selfadjoint
injective operator and we thus have the associated weight φ : L(H)+ → [0,∞] defined
by φ(T ) := limn→∞Tr(∆
1/2
1/nT∆
1/2
1/n). The weight φ is strictly semifinite since ∆ is
diagonal. The restriction of the modular group of automorphisms {σt} to the algebra
A(SUq(2)) is given by
σt(ξ
l
mn) = q
−itnξlmn l ∈
1
2
N ∪ {0} , m, n ∈ {−l, . . . , l}
in terms of the corepresentation basis.
The main results of the paper [KaSe11] can now be summarized as follows:
Theorem 9.1. The triple Dq := (A,H, Dq) is an odd unital 1-summable Lipschitz
regular modular σ−2i-spectral triple with respect to the weight φ : L(H)+ → [0,∞] (and
the operator trace).
As a consequence of Theorem 9.1 we get the reduced Chern character
Ch1φ(A,H, Dq) ∈ H
1
λ(A/C, σi)
in reduced twisted cyclic homology. The main achievement of the next subsections is a
complete computation of this reduced Chern character.
Remark 9.2. We note that the triple (A,H, Dq) is related to but distinct from the triple
(A,H,D) constructed and analyzed in [KRS11]. The difference of the Dirac operators
is an unbounded diagonal operator when restricted to the dense subspace A⊕A ⊆ H.
9.3. Approximation of the generators. In order to compute the reduced Chern
character of our modular spectral triple it is convenient to work with a different represen-
tation of SUq(2). This alternative representation approximates the GNS-representation
in the sense that the difference of representations ρ− pi takes values in the derived L1-
space. The technique is related to the approximation procedure of [DDLW07, Lemma
4.4] and [KrWa10, Lemma 3].
Let us define the bounded operator
ρ(x) : ξlmn 7→


√
1− q2l+2mξl−m−,n− x = a
−ql+m+1ξl+m−,n+ x = b
ql+mξl−m+,n− x = c√
1− q2l+2m+2ξl+m+,n+ x = d
(9.5)
on Hh for each generator of SUq(2). Here we use the short notation k+ = k + 1/2 and
k− = k − 1/2 for addition and subtraction of a half.
Proposition 9.3. The assignment in (9.5) defines a representation ρ : SUq(2) →
L(Hh) of quantum SU(2).
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Proof. Since SUq(2) is a universal C
∗-algebra we only need to verify that the bounded
operators defined by (9.5) satisfy the ∗-algebra relations of the generators a, b, c, d ∈
SUq(2), see (9.1). This can be proved by a direct computation. 
Proposition 9.4. The difference pi(x)− ρ(x) ∈ L1(φ) lies in the first derived Schatten
ideal associated with the weight φ : L(Hh)+ → [0,∞] (and the operator trace) for all
x ∈ A.
Proof. We only need to prove that the unbounded operator (pi(x)−ρ(x))K−1 : A → Hh
extends to a bounded operator of trace class for x = a or x = c.
Let us assume that x = a. We recall from (9.4) that pi(a) = a+ + a− ∈ L(Hh)
where the terms are defined by a+(ξ
l
mn) = α
+
lmnξ
l+
l−,m− and a−(ξ
l
mn) = α
−
lmnξ
l−
l−,m−. The
coefficients are given by
α+lmn = q
(2l+m+n+1)/2
(
[l −m+ 1]q[l − n+ 1]q
[2l + 1]q[2l + 2]q
)1/2
α−lmn = q
(−2l+m+n−1)/2
(
[l +m]q[l + n]q
[2l]q[2l + 1]q
)1/2
.
We start by showing that a+ ∈ L1(φ). This is equivalent to proving that the sum
Tr(|a+K
−1|) =
∑
l=0,1/2,...
l∑
n,m=−l
α+lmnq
−n <∞
is convergent. However, it follows from basic computations that α+lmnq
−n ≤ C1ql for
some constant C1 > 0 which is independent of the indices. This proves that a+ ∈ L1(φ)
since the sum
∑
l=0,1/2,... q
l · (2l + 1)2 <∞ is convergent.
We continue by proving that a− − ρ(a) ∈ L1(φ). This is equivalent to proving that
the sum
Tr|(a− − ρ(a))K
−1| =
∑
l=0,1/2,...
l∑
m,n=−l+1
|α−lmn −
√
1− q2l+2m|q−n <∞
is finite. Remark that ξl−m−,n− = 0 whenever m = −l or n = −l. In order to estimate this
sum we note that there exists a constant C2 > 0 such that |(α
−
lmn)
2− (1−q2l+2m)|q−n ≤
C2 · q
l for all indices l, m, n. This can be proved by straightforward computations.
Furthermore we clearly have that
√
1− q2 ≤ α−lmn+
√
1− q2l+2m for all l = 0, 1/2, 1, . . .
and n,m = −l + 1, . . . , l. These observations entail that
|α−lmn −
√
1− q2l+2m|q−n =
|(α−lmn)
2 − (1− q2l+2m)|
α−lmn +
√
1− q2l+2m
q−n
≤ C2 · q
l · (1− q2)−1/2
for all l = 0, 1/2, 1, . . ., n,m = −l + 1, . . . , l. In particular we get that
Tr|(a− − ρ(a))K
−1| ≤ C2(1− q
2)−1/2
∑
l=0,1/2,...
ql(2l)2 <∞.
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We have thus proved that pi(a)− ρ(a) ∈ L1(φ). The corresponding result for x = c can
be proved by similar methods and is left to the reader. 
9.4. Computation of the Chern character. Let F = Dq|Dq|−1 denote the phase of
the q-Dirac operator Dq. We recall from Section 4 and Section 5 that the formula
Ch1φ(Dq) := Ch
1
φ(A,H, Dq) : (x, y) 7→
1
2
Tr(∆F [F, pi(x)][F, pi(y)]) (9.6)
defines a reduced twisted cyclic 1-cocycle on the coordinate algebra A for quantum
SU(2). The purpose of this section is to show that the cocycle Ch1φ(Dq) agrees with
a ”local” cocycle up to reduced twisted coboundaries. To be more precise, we shall
see that the reduced Chern character Ch1φ(Dq) ∈ H
1
λ(A/C, σi) in reduced twisted cyclic
cohomology is represented by the reduced twisted cyclic cocycle
Λ : (x, y) 7→ C · h(bσi(x, y)).
Here h : SUq(2) → C is the Haar-state and C > 0 is an explicit constant. In order
to prove this result, we shall make use of the ”approximate” representation for SUq(2)
which we found in Proposition 9.3 and Proposition 9.4.
We let α ∈ Z1λ(A/C, σ) denote the reduced twisted cyclic cocycle defined by the
formula
α : (x, y) 7→
1
2
Tr(∆F [F, ρ(x)][F, ρ(y)]).
Thus, comparing with (9.6), we have simply replaced the usual representation of SUq(2)
by the representation of Proposition 9.3.
Lemma 9.5. We have the identity α = Ch1φ(Dq) in the cohomology group H
1
λ(A/C, σi).
Proof. We define a reduced twisted cyclic 0-cochain by the formula Γ : x 7→ Tr(∆(pi(x)−
ρ(x))F ). It is then not hard to verify that bσi(Γ) = α− Ch1φ(Dq) which in turn proves
the lemma. 
Let us introduce the positive trace class operator T : ξlmn 7→ q
l+1/2ξlmn. We note that
the unbounded operator T∆−1 : Dom(∆−1) → H extends to a bounded operator and
that we have the identity |Dq|−1 = (q−1 − q)(1 − T 2)−1(T∆−1), see [KaSe11, Lemma
3.3].
Proposition 9.6. The reduced twisted cyclic cocycle α ∈ Z1λ(A/C, σi) is given by the
formula
α(x, y) = (q−1 − q)Tr
(
ρ(bσ(x, y))R
)
.
for all x, y ∈ A/C. Here R = (T 2K−2)(1− T 2)−1T is a positive trace class operator.
Proof. Let x, y ∈ A and let ξ ∈ A⊕A. We have that
[F, ρ(y)](ξ) = (q−1 − q)
[
Dq(1− T
2)−1(T∆−1), ρ(y)
]
(ξ)
= (q−1 − q)
(
Dq(1− T
2)−1Tρ(σi(y))− ρ(y)Dq(1− T
2)−1T
)
∆−1(ξ).
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Now, since the diagonal of Dq,0 : A ⊕ A → Hh ⊕ Hh consists of the unbounded
operators (1− q−1K−2)/(q−1 − q) and (qK−2 − 1)/(q−1 − q) we get that
α(x, y) = Tr(∆ρ(x)[F, ρ(y)])
= Tr
(
ρ(x)
(
(1− q−1K−2) + (qK−2 − 1)
)
(1− T 2)−1Tρ(σi(y))
− ρ(xy)
(
(1− q−1K−2) + (qK−2 − 1)
)
(1− T 2)−1T
)
= (q−1 − q)Tr
(
ρ(xy)K−2(1− T 2)−1T − ρ(x)K−2(1− T 2)−1Tρ(σi(y))
)
.
(9.7)
To continue from this point we observe that
K−2(1− T 2)−1T (ξ) = K−2T 2(1− T 2)−1T (ξ) +K−2T (ξ) = R(ξ) +K−2T (ξ)
for all ξ ∈ A ⊆ Hh, where we recall that R = (K−2T 2)(1 − T 2)−1T is an operator of
trace class. In particular we get that
Tr
(
ρ(xy)K−2(1− T 2)−1T − ρ(x)K−2(1− T 2)−1Tρ(σi(y))
)
= Tr
(
ρ(xy)K−2T − ρ(x)K−2Tρ(σi(y))
)
+ Tr
(
ρ(xy)R− ρ(x)Rρ(σi(y))
)
= Tr
(
ρ(bσi(x, y))R
)
.
(9.8)
Here we have used the identity K−2Tρ(z)(ξ) = ρ(σ−i(z))K
−2T (ξ) which is valid for all
z ∈ A and all ξ ∈ A ⊆ Hh. The result of the lemma now follows by a combination of
(9.7) and (9.8). 
Lemma 9.7. The functional x 7→ Tr(ρ(x) · R) is invariant under the automorphism
σi ∈ Aut(A). Thus we have that Tr(ρ(σi(x))R) = Tr(ρ(x)R) for all x ∈ A. The value
at 1 is given by
Tr(R) =
1
q−1 − q
( q1/2
(1− q1/2)2
+
q3/2
(1− q3/2)2
)
.
Proof. For each z ∈ C we define the operator T z : D(T z) → Hh as the closure of the
diagonal operator given by ξlmn 7→ q
(l+1/2)zξlmn. Let S ∈ L(Hh). It is then not hard to
see that the zeta-function
z 7→ ζz(S) = Tr(ST
z)
is well-defined and holomorphic in the half plane Re(z) > 0.
Now, let z ∈ C with Re(z) > 2 and let S = (T 2K−2)(1 − T 2)−1 ∈ L(Hh). We
note that the operators S, T and K are diagonal operators with respect to the same
decomposition of the Hilbert space. In particular they mutually commute and we get
that
ζz(ρ(σi(x))S) = Tr(Tρ(σi(x))TST
z−2) = Tr
(
(TK)ρ(x)(K−1T )ST z−2
)
= Tr
(
ρ(x)ST z
)
= ζz(ρ(x)S).
This proves the desired invariance result for the functional x 7→ Tr(ρ(x)R) by the
uniqueness of holomorphic extensions.
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In order to compute the trace of R = (T 2K−2)(1 − T 2)−1T we note that R(ξlmn) =
q2l+1−2n(1− q2l+1)−1ql+1/2ξlmn. In particular we get that
Tr(R) =
∑
l=0,1/2,...
l∑
n,m=−l
q2l+1−2n(1− q2l+1)−1ql+1/2
The desired formula now follows from basic computations. 
Theorem 9.8. The reduced Chern character Ch1φ(Dq) ∈ H
1
λ(A/C, σi) of the modular
spectral triple Dq = (A(SUq(2)),H, Dq) w.r.t. φ is represented by the reduced twisted
cyclic 1-cocycle Λ : (x, y) 7→ C · h(bσi(x, y)). Here C > 0 is the constant
C := (q−1 − q)Tr(R) =
q1/2
(1− q1/2)2
+
q3/2
(1− q3/2)2
and h : SUq(2)→ C is the Haar-state.
Proof. By Lemma 9.5 we have that the reduced Chern character Ch1φ(Dq) ∈
H1λ(A/C, σi) is represented by the reduced twisted cyclic cocycle α. And by Propo-
sition 9.6 we have that
α(x, y) = (q−1 − q)Tr(ρ(bσi(x, y))R).
It follows from the invariance under σi ∈ Aut(A) of the Haar-state and the functional
x 7→ (q−1 − q)Tr(ρ(x)R) (see Lemma 9.7) that the map
Γ : x 7→ (q−1 − q)Tr(ρ(x)R)− (q−1 − q)Tr(R) · h(x)
defines a reduced twisted zero cochain Γ ∈ C0λ(A/C, σi). The coboundary of Γ clearly
agrees with the difference α− Λ and the theorem is proved. 
It is worthwhile to notice that the last theorem can be extended by replacing the
Haar-state by any linear functional β : A → C with β(1) = 1 and which is invariant
under the automorphism σi ∈ Aut(A).
Remark 9.9. It might also be of interest to study the reduced Chern characters of our
modular spectral triple with respect to a different choice of weight φ. For example,
we could replace the Radon-Nikodym derivative ∆ by a power ∆s, for s > 1. This
change will affect the summability of the modular spectral triple. In particular both
the twist and the degree of the associated reduced Chern character are affected. See
also [KaSe11, Remark 4.2]. Another possibility is to perturb the weight by powers of
the unbounded selfadjoint positive injective operator ∆R defined as the closure of the
diagonal operator ∆R,0 : ξ
l
mn 7→ q
2mξlmn.
9.5. The twisted index pairing. We end this paper by an investigation of the index
pairing between the corepresentation unitaries ul = {tlmn} ∈ U2l+1(A), l = 0, 1/2, . . .
and the modular spectral triple (A,H, Dq).
Lemma 9.10. Let l ∈ {0, 1/2, . . .}. Then the corepresentation unitary ul = {tlmn} ∈
U2l+1(A) satisfies the right modular condition for the modular group of automorphisms
{σt}. To be precise, we have that
(u∗)lσz(u
l) = diag(qilz, qi(l−1)z, . . . , q−ilz) ∈ GL2l+1(C)
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for all z ∈ C.
Proof. This follows immediately since σz(t
l
mn) = q
−inztlmn for all z ∈ C. 
Let l ∈ {0, 1/2, . . .}. We then get a twisted index
Indφ(Pu
lP ) = φ(g
1/2
l ·KPulP · g
1/2
l )− φ(KP (ul)∗P )
where P = 1[0,∞)(Dq) denotes the projection onto the positive part of the spectrum of
the q-Dirac operator Dq and gl = diag(q
−l, q(−l+1), . . . , ql).
The results of Section 7 and Subsection 9.4 now allow us to compute this twisted
index explicitly.
Proposition 9.11. Let ul = {tlmn} ∈ U2l+1(A) denote the corepresentation unitary for
some l ∈ {0, 1
2
, . . .}. The twisted index Indφ(PulP ) associated with the corepresentation
unitary and the modular spectral triple (A,H, Dq) is then given by the formula
Indφ(Pu
lP ) =
1
2
〈Chφ1(u
l),Ch1φ(Dq)〉 =
C
2
·
(
(2l + 1)− [2l + 1]q1/2
)
where C = q
1/2
(1−q1/2)2
+ q
3/2
(1−q3/2)2
.
Proof. By Proposition 7.5 and Theorem 9.8 we have the identities
Indφ(Pu
lP ) =
1
2
〈Chφ1(F ⊗ 1k), [u
l]⊗Mk(C) [(u
l)∗]〉 =
C
2
· h
(
bσi([u
l]⊗Mk(C) [(u
l)∗])
=
C
2
h(12l+1 − gl) =
C
2
(
2l + 1−
l∑
i=−l
qi
)
=
C
2
(
2l + 1− [2l + 1]q1/2
)
.
But this computation proves the proposition. 
10. Example 3: Podles´ Sphere
In this section we show that the spectral triple over the standard Podles´ sphere
satisfies the conditions of a 3-summable modular spectral triple for an appropriate choice
of weight ψ : L(H)+ → [0,∞]. In particular we obtain a reduced twisted index cocycle
Chφ(A(S2q ),H, Dq) ∈ H
2
λ(A(S
2
q )/C, σ
F
i ). The twisting automorphism σ
F
i ∈ Aut(A(S
2
q ))
is related to the Haar-state h : SUq(2) → C by the formula h(xy) = h(σFi (y)x) for all
x, y ∈ A(S2q ). It is then an interesting question to compare our reduced twisted index
cocycle (or its non-reduced analog) with the residue cocycle appearing in [ReSe11,
Section 4.2], see also [NeTu05, Theorem 4.1].
Let us start by recalling the ingredients of the spectral triple on the standard quantum
sphere as it appears in [Da¸Si03] for example.
We note that the quantum spheres S2q were introduced by Podles´ in [Pod87]. Let
q ∈ (0, 1). The coordinate algebra A(S2q ) is the unital ∗-algebra generated by A,B ∈
A(S2q ) with A = A
∗ satisfying the relations
AB = q2BA AB∗ = q−2B∗A
BB∗ = q−2A(1− A) B∗B = A(1− q2A).
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The coordinate algebra A(S2q ) can be realized as a ∗-subalgebra of A(SUq(2)) by letting
A = 1 − da and B = dc. The Hopf ∗-algebra structure on A(SUq(2)) induces a Hopf
∗-algebra structure on A(S2q ).
We let H+ and H− denote the Hilbert spaces obtained by
H+ := span{ξlmn |n = 1/2} and H− := span{ξ
l
mn |n = −1/2}
where the closures are taken inside the GNS-space Hh associated with the Haar-state
on SUq(2). The Hilbert space H := H+ ⊕ H− is then a Z/(2Z)-graded Hilbert space
which carries a representation of the quantum sphere S2q as even bounded operators,
ρ : S2q → L(H) ρ(x) =
(
pi(x)|H+ 0
0 pi(x)|H−
)
Here pi : SUq(2)→ L(Hh) denotes the GNS-representation of quantum SU(2).
We let A1 and A−1 denote the dense subspaces of H+ and H− defined by A1 :=
span{ξlmn |n = 1/2} and A−1 := span{ξ
l
mn |n = −1/2}. We then define the unbounded
operator
Dq,0 :=
(
0 E
F 0
)
Dq,0 : A1 ⊕A−1 → H.
We will use the notationDq := Dq,0 for the closure and refer to this unbounded operator
as the q-Dirac operator.
In order to define the appropriate weight φ : L(H+)→ [0,∞] we let ∆R : D(∆R)→
H denote the closure of the unbounded diagonal operator ∆R,0 : A1 ⊕ A−1 → H,
∆R,0(ξ
l
mn) = q
2mξlmn. The weight φ is then given by
φ(T ) = lim
n→∞
Tr((∆R)
1/2
1/nT (∆R)
1/2
1/n) T ∈ L(H)+.
See Section 2. The restriction of the modular group of automorphisms {σFt } to the
algebra A(S2q ) is given by σ
F
t (ξ
l
mn) := q
it2mξlmn, n = 0. In particular, we have that
h(xy) = h(σFi (y)x) for all x, y ∈ A(S
2
q ), see [KlSc97, Proposition 15].
The results of [Da¸Si03, Theorem 8] and [KrWa10, Lemma 1] then imply the fol-
lowing:
Theorem 10.1. The triple (A(S2q ),H, Dq) is an even unital p-summable Lipschitz reg-
ular modular spectral triple w.r.t. the weight φ for all p > 2.
We believe that the Hochschild class of the non-reduced version of the Chern character
Ch2φ(A(S
2
q ),H, Dq) ∈ H
2
λ(A(S
2
q ), σ
F
i ) coincides with the fundamental Hochschild class
appearing in [Kra¨08] for example. See also [KrWa10].
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