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Abstract
Large-amplitude nonlinear vibrations of micro and nano electromechanical resonant sensors around
their primary resonance are investigated. A comprehensive multiphysics model based on the
Galerkin decomposition method coupled with the averaging method is developed in the case of
electrostatically actuated clamped-clamped resonators. The model is purely analytical and in-
cludes the main sources of nonlinearities as well as fringing ﬁeld eﬀects. The inﬂuence of the
higher modes and the validation of the model are demonstrated with respect to the shooting method
as well as the harmonic balance coupled with the asymptotic numerical method. This model al-
lows designers to investigate the sensitivity variation of resonant sensors in the nonlinear regime
with respect to the electrostatic forcing.
Keywords:
MEMS, resonator, microbeam, nonlinear dynamics, reduced-order model, harmonic balance
method, asymptotic numerical method
1. Introduction
Today, micro-electro-mechanical systems (MEMS) are in the heart of new technologies which
are widely used in aerospace, automotive, biotechnology, instrumentation, robotics or manufac-
turing. Overcoming current technological challenges requires more and more reduced sizes. The
next step in miniaturization is the so-called nano-electro-mechanical systems (NEMS). Operating
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at the nanoscale, these systems come with many interesting physical attributes which makes them
the best candidates for ultrasensitive mass and force detection [1–3]. The transition from MEMS
to NEMS has implied many reconsiderations concerning the sensing techniques. Besides, in order
to compensate the loss of performances when sensors are scaled down to the NEMS level, the reso-
nant sensing has been widely implemented in nanosensors. This type of sensing basically consists
in detecting a frequency shift due to an applied axial force to be measured while electrostatically
exciting the resonator at its fundamental frequency.
The resolution of such a sensor is given by the minimum detectable frequency shift which is
inversely proportional to the resonator drive amplitude. It is limited by the onset of nonlinearities
which occur proportionally sooner with respect to the device size [4, 5]. Moreover, below the
bistability limit, it is extremely diﬃcult to detect the oscillations of such small sensors. Hence, it is
important to model the nonlinear dynamics of NEMS-based resonant sensors at large amplitudes.
The dynamic behavior of MEMS has been investigated by several authors so far. A survey of
the electrostatic force modeling, a comprehensive review on MEMS modeling and an overview
of the nonlinear dynamics of MEMS can be found in [6], [7] and [8]. Existing models are of
variable complexity, depending on assumptions concerning the mechanical and electrostatic non-
linearities. For example a simple lumped spring-mass model was considered in [9, 10] and the
continuous linear Euler-Bernoulli beam theory was used in [11]. Nevertheless, several studies
pointed out the importance of deformation dependent mid-plane stretching for axially constrained
microbeams undergoing large-amplitude vibration [12] and the nonlinear Euler-Bernoulli beam
theory is therefore used in most recent studies [13–21]. The electrostatic force is usually modeled
using the parallel-plate approximation together with correction terms accounting for the fringing
ﬁeld eﬀects due to beam’s ﬁnite width [22]. In order to facilitate the use of numerical or analytical
methods, the nonlinearity of the electrostatic forcing term was further simpliﬁed by means of a
high-order Taylor expansion in [10, 13, 21, 23] or a least squares approximation in [15].
Except for simpliﬁed models [9, 10, 20], analytical solutions are usually not obtainable for
the continuous model. Some authors used ﬁnite-element simulations to study the vibrational be-
havior of MEMS either by means of a speciﬁc fully coupled ﬁnite element formulation [24] or
a commercial software [20]. Reduced-order models are generally preferred due to their limited
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computational cost. The Galerkin method is used in [13, 15, 18, 19, 23], the simpliﬁed 1-mode
Galerkin method in [20, 21] and the diﬀerential quadrature method (DQM) in [16, 17]. Several
techniques have been proposed for solving the resulting nonlinear equations of motion, among
which time integration [13, 19, 23, 24], perturbation methods [14], the shooting method [18], the
invariant manifold method (or method of nonlinear normal forms) [15] or the homotopy analysis
method which provides semi-analytic solutions [21].
In this paper, the nonlinear dynamics of micro and nano electromechanical resonant sensors are
investigated at large amplitudes around their primary resonance. A comprehensive multiphysics
model accounting for main sources of nonlinearities as well as fringing ﬁeld eﬀects and based on
the Galerkin discretization is developed in the case of electrostatically actuated clamped-clamped
resonators. An eﬃcient numerical procedure for the continuation of periodic solutions based on
the harmonic balance method (HBM) coupled with the asymptotic numerical method (ANM) is
used to obtain the response curves of the resonator. A reduced-order purely analytical solution is
then derived and validated with respect to the numerical HBM+ANM solution for several designs
and working parameters. Finally, the interest of such an analytical solution is demonstrated though
a study of the sensitivity of the resonator to axial force for acceleration sensing purpose.
2. Model
A clamped-clamped micro-beam as sketched in Fig. 1 is considered in the present study.
It is actuated by a voltage v(t˜) = Vdc + Vac cos( ˜Ωt˜), where Vdc is the DC polarization voltage,
Vac is the amplitude of the applied AC voltage, and ˜Ω is the forcing frequency. A distributed
electrostatic force is created between the beam and the rigid electrode, thus leading to the micro-
beam deformation and vibration.
2.1. Equation of motion














where x˜ is the coordinate along the length l of the micro-beam which is assumed suﬃciently
narrow, so that the cylindrical deformations can be neglected, t˜ is time, E and ρ are the eﬀective
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Figure 1: Schema of an electrically actuated micro-beam
Young’s modulus and mass density of the beam material, b and h are the micro-beam thickness
and width, g is the capacitor gap width, i.e. the distance between the beam and the electrode at
the undeformed state, I = bh3/12 is the moment of inertia of the rectangular cross-section, c˜ is the
linear viscous damping per unit length, and ε0 is the permittivity of the gap medium. In addition,
˜N(t) is the axial tension force








which consists of a constant applied tensile axial force ˜N0 and a nonlinear part due to stretching
eﬀects [25]. ˜N0 results from the residual stress on the silicon or the eﬀect of the applied axial load
which controls the natural frequency of the micro-beam. The right-hand side of Eq. (1) corre-
sponds to the parallel-plate approximation of the electric force including the fringing ﬁeld eﬀects





has been validated using three-dimensional ﬁnite element simulations [4], where the assumption
of neglected eﬀect of the resonator thickness with respect to its transverse displacement has been
veriﬁed.
˜Fe(x˜, t˜) = 12ε0
bCn
[
Vdc + Vac cos( ˜Ωt˜)
]2
(g − w˜)2 (3)
The beam is subject to the boundary conditions
w˜(0, t˜) = w˜(l, t˜) = ∂w˜
∂x˜
(0, t˜) = ∂w˜
∂x˜
(l, t˜) = 0 (4)
2.2. Normalization






































[Vdc + Vac cos(Ωt)]2
(1 − w)2 (6)
w(0, t) = w(1, t) = ∂w
∂x
(0, t) = ∂w
∂x















, Ω = ˜Ωτ (8)
2.3. Modal decomposition
The beam deﬂection w(x, t) can be written as a sum of a static DC displacement ws(x) and a
time-varying AC displacement wd(x, t). However, for the considered devices, it is easy to check
that the static deﬂection is negligible. Typically, the measured quality factors Q are in the range




2Q.Vac ≤ 1% (9)
The Galerkin decomposition method based on linear undamped mode shapes is used to eliminate
the spatial dependence and transform Eq. (6) into a multiple degree-of-freedom system (MDOF)












Thus, the analytical form of the eigenmodes is given by
φk(x) = Ak
{
cos λkx − cosh λkx +
[
cosh λk − cos λk
sin λk − sinh λk
]
[sin λkx − sinhλkx]
}
(12)
with λk solutions of the transcendental equation
1 − cos λk cosh λk = 0 (13)
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and the coeﬃcients Ak are chosen to normalize the eigenmodes such that 〈φi, φ j〉 = δi j.
2.4. Galerkin procedure
In many models in the literature, the electrostatic nonlinear forcing term is approximated by
means of a Taylor development in order to simplify the Galerkin procedure [13, 15]. However,
when vibration amplitudes become large, such a development is no longer valid. Here, the com-
plete contribution of the nonlinear electrostatic forces is included in the resonator dynamics with-
out approximation since Eq. (6) is multiplied by φi(x)(1 − w)2.
This method has some disadvantages like the non orthogonality of the operator w4 ∂4w
∂x4
with
respect to the undamped linear mode shapes of the resonator, the increase of the nonlinearity level
in the normalized equation of motion (6) as well as the incorporation of new nonlinear terms
such as the Van der Pol damping. Nevertheless, the resulting equation contains less parametric
terms than if the nonlinear electrostatic forces were expanded in Taylor series and the solution of
nonlinear problem is valid for large displacements of the beam up to the gap. The modal projection
consists in substituting Eq. (10) in Eq. (6), using Eq. (11) to eliminate d4φk(x)/dx4 and integrating
6


























































































































for i = 1, 2, . . . ,Nm
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Eq. (15) can be written in matrix-vector form as
[M0 +M1(a) +M2(a)] a¨
+ [C0 + C1(a) + C2(a)] a˙
+ [K0 +K1(a) +K2(a)] a (16)
− [N0 + α1T2(a)] [KT +KT1(a) +KT2(a)] a
= α2 (Vdc + VaccosΩt)2 F
with a(t) = [a1(t), a2(t), . . . , aNm(t)]T . The components of matrices M0, M1 ,M2, C0, C1 ,C2, K0,
K1 ,K2, KT , KT1 and KT2 are respectively Mij, M1i j, M2i j, Ci j, C1i j, C2i j, Ki j, K1i j, K2i j, KTi j, KT1i j,
KT2i j with
M0i j = δi j


















C0i j = ciδi j C1i j = c jM1i j C2i j = c jM2i j
K0i j = λ4i δi j K1i j = λ
4
















































Indices 1 and 2 for matrices M, C, K, KT and for T2 denote nonlinearities of order 1 and 2 with
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respect to a. Once all these coeﬃcients have been computed, system (16) can be solved with a
suitable numerical procedure.
3. High order Harmonic Balance Method combined with the Asymptotic Numerical Method
(HBM+ANM)
The Harmonic Balance Method (HBM) is commonly used for computing periodic solutions.
It consists in assuming a time solution in the form of a Fourier series and comparing/balancing the
coeﬃcients of the same harmonic components. In this way, non linear diﬀerential equations in the
space variables and time are transformed into a nonlinear algebraic system in the space variables
and frequency. However, when nonlinearities are complicated, the derivation of the algebraic
system becomes very cumbersome. Alternative methods have been proposed to overcome these
shortcomings, such as the incremental harmonic balance method (IHBM) [26] or the alternating
frequency/time domain harmonic balance method (AFT) [27] but they are very demanding from a
computational point of view.
Recently, Cochelin et al. [28] have proposed another strategy for applying the classical HBM
with a large number of harmonics. The basic idea consists in recasting the original system (16)
into a new system where nonlinearities are at most quadratic polynomials by introducing as many
new variables as needed. This leads to an augmented, but quadratic only, nonlinear system for
which the application of the HBM is quite straightforward. Furthermore, this quadratic framework
makes it possible to use the so-called Asymptotic Numerical Method (ANM) for the continuation
of solutions. The ANM consists in computing power series expansions of solution branches and
presents several advantages: it provides continuous solutions, the continuation is very robust, and
the control of the step length is automatic and always optimal [29–32].
This method is detailled in [28]. Its application to our nonlinear diﬀerential system (16) is




The key point of this method lies in the quadratic recast of Eq. (16) by introducing the follow-
ing set of auxiliary variables,
y = a˙ (size Nm)
z = a¨ = y˙ (size Nm)
Mtot =M1(a) +M2(a) (size N2m) (19)
KTtot = KT1(a) +KT2(a) (size N2m)
S = KTtot a (size Nm)
T = T2(a) (size 1)
system (16) can be rewritten as
a˙ = y
y˙ = z
0 = Mtot −M1(a) −M2(a)
0 = KTtot −KT1(a) −KT2(a)
0 = S −KTtot a
0 = T −T2(a)
0 = −α2(Vdc+ +M0 z + C0 y +Mtot (z + C0 y +K0 a)
VaccosΩt)2F +K0 a − N0 KT a −N KTtota − α1Ta
−N0 S −α1TS
︸︷︷︸ ︸︷︷︸ ︸︷︷︸ ︸︷︷︸
m( ˙X) = l0(Ω) + l(X) + q(X,X) (20)
where X = (a, y, z,Mtot,KTtot, S, T )T is the unknown vector of size Neq = 2N2m +4Nm +1, in which
matrices Mtot and KTtot are reshaped as vectors. l0 is a constant vector with respect to X, l(·) and
m(·) are linear vector valued operators with respect to X, and q(·, ·) is a quadratic vector valued
operator.
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3.2. Application of the HBM
The HBM consists in decomposing X(t) into a truncated Fourier series
X(t) = X0 +
H∑
k=1
Xck cos (kΩt) +
H∑
k=1
Xsk sin (kΩt) (21)
and inserting this expansion in the nonlinear diﬀerential system (20). By balancing the ﬁrst 2H +
1 harmonic terms and neglecting the higher order harmonics, the following nonlinear algebraic
system of size (2H + 1) × Neq is obtained
ΩM(U) = L0 + L(U) + Q(U,U) (22)
where U = [X0,Xc1T ,Xs1T , . . . ,XcHT ,XsHT ]T contains the components of the Fourier series (21). The
new operators L0, M(·), L(·) and Q(·, ·) depend only on the operators l0, m(·), l(·) and q(·, ·). Their
explicit expressions can be found in Cochelin et al. [28].
3.3. Continuation by the ANM
In order to apply the Asymptotic Numerical Method, Eq. (22) is reformulated as
R(U,Ω) = L0 + L(U) + Q(U,U) −ΩM(U) = 0 (23)
Assuming that a regular solution (U0,Ω0) of Eq. (22) is known, the branch of solution starting
at (U0,Ω0) is represented as a power series expansion (truncated at order N) with respect to the
path-parameter η [32]
U(η) = U0 + ηU1 + η2U2 + . . . + ηNUN
Ω(η) = Ω0 + ηΩ1 + η2Ω2 + . . . + ηNΩN
(24)
If the pseudo-arclength deﬁnition is chosen, the path-parameter a can be expressed as [30]
η = U1.(U − U0)T + Ω1(Ω −Ω0) (25)
where (U1,Ω1) is the tangent vector at (U0,Ω0). Introducing the series expansions (24) into Eqs.
(23) and (25) and keeping the power terms up to order N leads to
R(η) = R0 + ηR1 + η2R2 + . . . + ηNRN = 0 (26)
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Equating the terms Ri (1≤i≤N) to zero permits transforming the nonlinear system (23) into N succes-
sive linear systems of Neq equations, that are then solved recursively in order to obtain Ui and Ωi
(1 ≤ i ≤ N). This is very eﬃcient from a computational point of view since all the linear systems
share the same matrix which corresponds to the Jacobian of R evaluated at (U0,Ω0). Only the
right-hand side vector changes with the order. Moreover, the range of validity amax of the series








where ε is a user-deﬁned tolerance parameter. Thus a part of the solution branch is obtained by
following Eq. (24) until η = ηmax. This end point is then used as a new starting point (U0,Ω0)
and the next part of the solution branch is obtained by restarting the continuation process. As a
consequence, the step length is naturally adaptive and optimal [31] and the continuation is very
robust.
3.4. Stability analysis
A stability analysis can be conducted during the continuation by studying the complex eigen-
values (Floquet multipliers) of the Monodromy matrix M associated with the periodic solution
of system (20). This Monodromy matrix is obtained by time integration over one period of the
diﬀerential system
˙M = JM (28)
where J is the Jacobian matrix of (20) and with the identity matrix as initial condition. The solution
is stable if all the multipliers lie inside the complex unit circle. It is unstable otherwise [33, 34].
4. Simpliﬁed analytical model
4.1. Mode properties and approximate integrals
Using the change of variable z = x− 12 for all the eigenmodes, it is easy to check that Δ : z = 0
represents an axis of symmetry for all the odd modes and an axis of antisymmetry for all the even






















































As a ﬁrst approximation, the eigenvalues λk which are solutions of the transcendental Eq. (13),
can be written as:
∀k ≥ 1 λk  [2k + 1]π2 (30)
Consequently:
∀k ≥ 1 cos [λk]  sin [2λk]  0
sin [λk]  [−1]k
cos [2λk]  −1
(31)
Moreover, cosh [λk] ∼ sinh [λk] in [λ1,+∞]. One can check that the validity of this equivalence
starts from the ﬁrst mode. In fact, for k = 1, λk  4.73 and cosh [λ1]  sinh [λ1]  56.65.
In order to simplify the diﬀerent integrals of Eqs. (17)-(18), Eqs. (30) and (31) are used combined
with the equivalence cosh [λk] ∼ sinh [λk]. Then, these integrals are approximated as equivalent to
their limit when the unbounded function cosh [λk] → +∞. Thus, approximate analytical closed-
form expressions of the diﬀerent integrals are obtained with respect to the mode number (see
Appendix).
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4.2. Reduced order model
Assuming that the ﬁrst mode should be the dominant mode of the system, only one mode is
retained (Nm = 1) and the other modes are neglected. Equation (16) becomes :
a¨1 + (500.564 + 12.3N0)a1 + (927 + 28N0 + 151α1) a13
+347α1a15 + (1330.9 + 38.3N0)a12 + 471α1a14
+2.66c1a1a˙1 + 1.85c1a12a˙1 + c1a˙1 + 2.66a1a¨1
+1.85a12a¨1 = − 83πα2 [Vdc + Vac cos(Ωt)]
2
(32)
To analyse the equation of motion (32), it proves convenient to invoke perturbation techniques
which work well with the assumptions of ”small” excitation and damping, typically valid in
MEMS resonators. To facilitate the perturbation approach, in this case the method of averag-
ing [33], a standard constrained coordinate transformation is introduced by assuming a slowly
time-varying amplitude: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
a1 = A(t) cos [Ωt + β(t)]
a˙1 = −A(t)Ω sin [Ωt + β(t)]
a¨1 = −A(t)Ω2 cos [Ωt + β(t)]
(33)
In addition, since near-resonant behavior is the principal operating regime of the proposed system,
a detuning parameter σ is introduced, as given by:
Ω = ωn + εσ (34)
Separating the resulting equations and averaging them over the period 2π
Ω
in the t-domain results









sinβ + O(ε2) (35)






















500.564 + 12.3N0 (37)
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and the other parameters are ξ0 = c1, ξ2 = 1.85c1, χ3 = 927 + 28N + 151α1, χ5 = 347α1 and
κ = 163πα2VacVdc.
The steady-state motions occur when ˙A = ˙β = 0, which corresponds to the singular points of























The normalized displacement Wmax with respect to the gap at the middle of the beam and the
forcing frequency Ω can be expressed in function of the phase β. Thus, the frequency response
curve can be plotted parametrically.
This analytical model is a lightweight, easy-to-use and very eﬃcient tool for MEMS designers.
Although it is very simple, it is able to capture all the nonlinear phenomena in the resonator
dynamics (hardening and softening behaviors) and describe the competition between them.
5. Results and discussion
For all the numerical simulations with the ANM+HBM, only symmetric modes were consid-
ered due to the symmetry of the problem. It was veriﬁed also numerically that antisymmetric
modes do not participate in the global dynamics of the resonator. In other words, a computation
with 3 modes uses the odd modes 1, 3 and 5. Two resonator designs were used, which have diﬀer-
ent size and quality factor Q as listed in Table 1. The ratio between the AC and DC voltages was
set at Vac = 0.1Vdc for all simulations.
Resonator L(μm) b(μm) h(μm) g(μm) Q
Design 1 400 10 10 2 10000
Design 2 50 1 1 0.4 1000
Table 1: Design parameters of investigated resonators.
5.1. Validation of the numerical solution
The dynamic response of the resonator obtained by HBM+ANM continuation is plotted in
























22.4206 22.4208 22.421 22.4212 22.4214 22.4216 22.4218
Figure 2: HBM+ANM continuation on a strongly nonlinear behavior (Design 1, Vdc=9V, Vac=0.9V), Nm=1, H=7,
N=30.
of the beam normalized by the gap g at its middle point x = l/2. For this set of parameters, the
resonator exhibits a strongly hardening behavior. The solution was computed with Nm=1 mode for
the Galerkin procedure, H=7 harmonics for the HBM and the series truncated at order N=30 for
the ANM. It can be observed that the high order polynomial expansions of the ANM continuation
permit the description of the complete resonance curve with only 15 continuation steps and going
through the sharp turning point with no diﬃculty. Unlike the classical continuation methods based
on the Newton-Raphson prediction-correction procedure, the solution curve can be accurately
evaluated and plotted between two consecutive ends of step. Moreover, the stability analysis can
also be conducted for any value of the continuation parameter η during one step and therefore
the transition between stable and unstable branches can be precisely observed even if it occurs
between two consecutive ends of step.
In order to validate the HBM+ANM, the shooting method was also implemented to be used as
a reference solution. For the sake of conciseness, the implementation of the well-known shooting
method is not detailed herein but can be found in [33] for instance. The confrontation is shown in
Figs. 3 and 4 on design 1 described in Table 1 for electrostatic forcing leading to slightly (Vdc=5V,
Vac=0.5V) and strongly (Vdc=9V, Vac=0.9V) nonlinear behaviors respectively. For each case, the
number of modes Nm retained in the simulation and the number of harmonics H used for the HBM


























































































Figure 4: Second confrontation Shooting/HBM+ANM on a strongly nonlinear behavior (Design 1, Vdc=9V,
Vac=0.9V).
according to H. In the slightly nonlinear case of Fig. 3, the convergence of the HBM+ANM is
achieved with only 3 harmonics and results are in very good agreement with the shooting method.
The slight diﬀerence between the curves obtained by shooting and HBM+ANM is due to the nu-
merical precision used for the time-integration scheme of the shooting procedure. Concerning
the number of modes, the results are identical with 2, 3 or 4 modes and the diﬀerence between 1
and 2 modes is negligible when compared to the peak frequency. In the strongly nonlinear case
of Fig. 4, a small diﬀerence between the curves for 1 mode and 2, 3 or 4 modes is noticeable.
Nevertheless, it is less than 0.1% with respect to the peak frequency, which is negligible com-
pared to the frequency shifts induced by the fabrication tolerances. Again, the results are in good
agreement between HBM+ANM and shooting methods, and 3 harmonics are suﬃcient to achieve
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a very good precision. It is important to underline that despite the higher number of equations to
be solved (255 equations for the HBM+ANM instead of 2 equations for the shooting in the case
Nm=2 H=7), the HBM+ANM is much faster than shooting and its continuation also proves to be
more robust as it does not require the development of speciﬁc adaptive step length strategies.
5.2. Validation of the analytical model
As previously demonstrated with the HBM+ANM, the errors made by using only the ﬁrst
mode in the Galerkin method are negligible with respect to errors due to others constraints such as
fabrication, temperature, pressure. . . Thus one can expect that the reduced order analytical model
should give satisfying results. For this purpose, the validation is ensured through comparisons
with the HBM+ANM results.
Figure 5 shows a ﬁrst confrontation between both methods on design 1 of Table 1 at a slight
nonlinear regime corresponding to a DC voltage Vdc=5V. Analytical and numerical results are in
good agreement. Particularly, at this nonlinear level, there is no notable diﬀerence between one,
two or three modes for the HBM+ANM model. Indeed, the slight variations reported here between
the resonance curves are below 15 parts per million (ppm) in resonance frequency and less than
1% in peak amplitude, which are very low compared to 0.5% in frequency due to residual stress
[35] or micromachining imperfections as well as 5% in peak amplitude due to the variation of the
quality factor by ohmic losses [36] for a reasonable DC voltage range. Obviously, the coupling
between the diﬀerent modes is extremely low in this case and the inﬂuence of higher modes is
negligible.
Then, the polarization voltage is increased up to 9V . Consequently, the dynamic behavior of
the resonator becomes strongly nonlinear as shown in Fig. 6 for peak amplitudes between 20%
and 35% of the gap. In these conﬁgurations, the coupling between the modes is strongly ampliﬁed.
Nevertheless, the error between the analytical model and the HBM+ANM model is still negligible,
even with respect to the computational solution with 3 modes (frequency shift< 0.1%).
Finally, for conﬁrmation, the same investigations have been made on a smaller resonator with
a diﬀerent geometry described in Table 1 (Design 2) . Figure 7 displays the confrontation of
both models at a high nonlinear regime for a polarization voltage Vdc=5V (Vac=0.5V). The same
18
Figure 5: Confrontation HBM+ANM/Analytical model on a slightly nonlinear behavior (Design 1, Vdc=5V,
Vac=0.5V).
Figure 6: Confrontation HBM+ANM/Analytical model on a strongly nonlinear behavior (Design 1, Vdc=9V,
Vac=0.9V).
conclusions as before can be drawn concerning accuracy, which completes the analytical model
validation.
The analytical model has the advantage to be fast and accurate. Furthermore, with this model it
is possible to perform analytical parametric investigations with respect to the phase of the resonator
oscillation and thus to derive analytical expressions that can be used as design rules by MEMS and
NEMS designers in order to enhance the performances of resonant sensors.
5.3. Sensitivity to axial force - Acceleration sensing
Resonators can be used for acceleration sensing. Basically, as shown in Fig. 8, a resonant
accelerometer consists in a proof mass M, suspended on the substrate by anchors (made of narrow
19
Figure 7: Confrontation HBM+ANM/Analytical model on a strongly nonlinear behavior (Design 2, Vdc=5V,
Vac=0.5V).
Figure 8: Resonant accelerometer structure
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beams), and a resonator placed close to the intersection of the anchors. The considered resonator is
a clamped-clamped micro/nanobeam electrostatically actuated. An external acceleration γ that is
applied to the proof mass along the sensitive X-axis of the device, results in a force communicated
axially onto the resonator. The applied axial force induces a shift in the resonator frequency due to
a change in the nominal stored potential energy of the system. Thus, by evaluating the frequency
shift, the acceleration applied to the device can be estimated.
The sensitivity or scale factor of the device is the constant of proportionality relating the input
(acceleration) and output (frequency shift). Since the relation between the acceleration γ and the
communicated force to the resonator is linear, the scale factor in term of axial force can be used
for parametric investigations with respect to the drive voltage when the resonator is driven in the
nonlinear regime. By using the analytical model in its parametric form with respect to the phase
β, the relative sensitivity of the resonator to an axial force can be written as:




f (β = π2 , ˜N0 = 0)
d f (β = π2 , ˜N0)
d ˜N0
(39)
with the forcing frequency f = Ω/2π, Ω computed from Eqs. (34)-(36). Figure 9 shows the
variation of the resonator sensitivity (Design1) with respect to the drive DC voltage for two axial
forces ˜N0 = 10−6N and ˜N0 = 10−3N. The diﬀerence between both curves is negligible which
ensures a large dynamic range inside which the scale factor is linear and is similar to the ﬁrst order
Taylor series expansion of Eq. (37). However, remarkably, the scale factor increases with respect
to the drive voltage from 4.82N−1 for Vdc = 1V up to 5.1N−1 for Vdc = 15V (WMax ≈ 0.95) which
is due to the variation of the nonlinear stiﬀness with respect to applied axial force ˜N0 at large
amplitudes. Indeed, the resonator sensitivity varies with respect to the level of nonlinearities as
opposed to the linear case for which the scale factor of the resonant sensor is constant.
As expected and due to the scaling eﬀects, the sensitivity of the second resonator is much
higher than the ﬁrst one which is shown in Fig. 10. Interestingly, the same investigations as
before demonstrate the decrease of the scale factor with respect to the DC voltage from 750N−1
for Vdc = 1V down to 630N−1 for Vdc = 8V . This can be explained by the onset of a typical mixed
hardening-softening behavior [4, 5, 37] when the resonator is actuated using a DC voltage beyond
5V .
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Figure 9: Variation of the resonator scale factor with respect to the drive DC voltage for design 1 (Vac = 0.1Vdc)















Figure 10: Variation of the resonator scale factor with respect to the drive DC voltage for design 2 (Vac = 0.1Vdc)
As a conclusion, for smaller ratio g/h the sensitivity of the resonator to axial force is improved
but can be drastically reduced at large displacements i.e. high actuation voltages.
6. Conclusions
In this paper, the nonlinear dynamics of MEMS and NEMS clamped-clamped beam resonators
electrostatically actuated was modeled including the main sources of nonlinearities as well as the
fringing ﬁeld eﬀects. The modal Galerkin decomposition method was used in order to transform
the nonlinear Euler-Bernoulli PDE that governs the resonator motion into a system of a coupled
nonlinear ODE.
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First, a multimodal numerical approach was developed by using the harmonic balance method
(HBM) coupled with the so-called asymptotic numerical method (ANM), and validated with re-
spect to a reference solution obtained by shooting.
Then, it was shown that the error made using only one mode is negligible compared to fabrica-
tion errors. A reduced order model neglecting the higher modes was therefore developed. To this
end, the mode properties were investigated in order to simplify the matrices of the considered non-
linear system and to provide simpliﬁed analytical expressions for the Galerkin coeﬃcients. Then,
a perturbation method, namely the averaging method, was used to obtain closed-form expressions
for the resonator dynamics which proved to be in very good agreement with the numerical results
obtained with the HBM+ANM.
Moreover, parametric investigations can be easily performed. Analysis concerning the varia-
tion of the resonator sensitivity to axial force (in the case of a resonant accelerometer) demonstrates
that when working in the nonlinear regime the scale factor is improved when the resonator is scaled
down to the NEMS level, but it can be signiﬁcantly reduced at high actuation voltages due to the
soon onset of the mixed behavior. Remarkably, the variation of the scale factor with respect to the
nonlinearity level was demonstrated. Consequently and in addition to the noise mixing issue [38],
this is another motivation for the nonlinearity cancellation strategy [4, 37] in resonant MEMS and
NEMS sensors.
More generally, this reduced-order analytical model is a fast but accurate tool for the prediction
of the nonlinear behavior of MEMS and NEMS resonators. It can be used to derive simple design
rules in order to enhance the performances of resonant sensors, which is of high interest for MEMS
designers. On the other hand, although it is computationally more demanding, the numerical
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