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Abstract. Let B be the Lie algebra of Block type with basis {Lα,i|α, i ∈ Z, i ≥ 0} and relations
[Lα,i, Lβ,j] = ((α− 1)(j + 1)− (β − 1)(i + 1))Lα+β,i+j. In the present paper, the derivation alge-
bra and the automorphism group of B are explicitly described. In particular, it is shown that the
outer derivation space is 1-dimensional and the inner automorphism group of B is trivial.
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1. Introduction
Since a class of infinite dimensional simple Lie algebras was introduced by Block [B],
generalizations of Lie algebras of this type (usually referred to as Lie algebras of Block
type) have been studied by many authors (see for example, [DZ,OZ, S1, S2, SZho,WT1,
WT2,X1,X2, Z, ZM]). Thanks to their relation to the Virasoro algebra, these algebras have
attracted more and more attention in the literature. See for example a survey paper [S4]
on quasifinite representations.
The author in [S2] studied the quasifinite representation of a family of Lie algebras of
this type B(s,G) with basis {xα,i|α ∈ G, i ∈ Z, i ≥ 0} over an algebraically closed field F
of characteristic zero and relations
[xα,i, xβ,j] = s(β − α)xα+β,i+j + ((α− 1 + s)j − (β − 1 + s)i)xα+β,i+j−1, (1.1)
where G is a nonzero additive subgroup of F and s = 0, 1.
In [S2], it is pointed out that in case s = 0, the Lie algebra B(0, G) with 2 ∈ G has a
nontrivial central extension induced by the following 2-cocycle
φ(xα,i, xβ,j) = (α− 1)δα+β,2δi,0δj,0c, (1.2)
where c is a central element. By taking Lα,i = x
α,i+1 in B(0, G), we see that the Lie brackets
in (1.1) take the following form
[Lα,i, Lβ,j] = ((α− 1)(j + 1)− (β − 1)(i+ 1))Lα+β,i+j for α, β ∈ G, i, j ≥ −1. (1.3)
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In this paper, we focus on the Lie subalgebra B of B(0,Z), with basis {Lα,i|α ∈ Z, i ≥ 0}
and the above relations. The motivation to study this special Block type Lie algebra is
mainly based on a fact that the central extension, denoted B̂, of B, which is completely
different from B(0,Z) (see (1.2)), is given by
[Lα,i, Lβ,j] = ((α− 1)(j + 1)− (β − 1)(i+ 1))Lα+β,i+j + δα+β,0δi,0δj,0
α3 − α
6
c,
for α, β ∈ Z, i, j ≥ 0, and which contains a subalgebra with basis {Lα,0, c|α ∈ Z} iso-
morphic to the well-known Virasoro algebra, whereas no central extensions of B(0,Z) can
contain such a subalgebra. Because of this, one may expect that the representation theory
of B̂ will be richer and more interesting than that of B(0,Z) or its central extension.
We realize that the Lie algebra B is in fact isomorphic to the Lie algebra defined in
[WT1, WT2] (by regarding Lα−i,i defined here as −Lα,i defined there). Thus central exten-
sions, modules of the intermediate series and quasifinite irreducible highest weight modules
of B have been considered in [WT1, WT2]. However, the problem of classification of quasifi-
nite irreducible B-modules (which is definitely an important problem in the representation
theory) remains open. It is well understood that the representation theory of a Lie algebra
often depends on its structure theory. The aim of the present paper is to further study
the structure theory of B in order to obtain sufficient information to give a classification
of quasifinite irreducible B-modules in the future. In this paper, we first characterize the
structure of the derivation algebra of B and prove that the outer derivation space or the
first cohomology group of B with coefficients in its adjoint module is 1-dimensional (see
Theorem 2.1). Then we determine the automorphism group of B and show that B has no
nontrivial inner automorphisms (see Theorem 3.6). Finally, we would like to point out that
although B is Z-graded with respect to eigenvalues of adL0,0 , it is not finitely-generated
Z-graded, some classical methods (e.g., that in [F]) cannot be applied in our case here.
2. Derivations of B
Recall that a derivation d of the Lie algebra B is a linear transformation on B such that
d([x, y]) = [d(x), y] + [x, d(y)] for x, y ∈ B.
Denote by DerB the space of the derivations of B and adB the space of the inner derivations
of B. It is well known that DerB forms a Lie algebra with respect to the commutators of
linear transformation of B and adB is an ideal of DerB. Elements in DerB\adB are called
outer derivations. The outer derivation space of B or the first cohomology group of B with
coefficients in its adjoint module is defined by
H1(B) = DerB/adB.
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Note that B = ⊕α∈ZBα is a Z-graded Lie algebra with Bα = span{Lα,i| i ∈ Z+}. For
α ∈ Z, i ∈ Z+, we give the following notations
B[i]α = span{Lα,j| j ≤ i}, B
(i)
α = span{Lα,j| j < i},
(DerB)α = {d ∈ DerB| d(Bβ) ⊂ Bα+β for β ≥ 0}.
In particular, DerB = ⊕α∈Z(DerB)α is Z-graded. Obviously, we have a homogeneous
derivation of B defined by
d0 : Lβ,j 7→ βLβ,j for β ∈ Z, j ∈ Z+, (2.1)
which can be easily verified to be an outer derivation.
Theorem 2.1 The Z-graded derivation algebra DerB = ⊕α∈Z(DerB)α has the following
decomposition:
DerB = adB ⊕D, where D = span{d0}.
In particular, the first cohomology group of B is 1-dimensional, namely, dimH1(B) = 1.
Proof. Let d ∈ DerB. The proof of the theorem is equivalent to proving that d is spanned
by adu ∈ adB for some u ∈ B and d0 ∈ D. This will be done by the following two lemmas
(Lemma 2.2 and 2.3). 
For a fixed integer α ∈ Z, consider a nonzero derivation d ∈ (DerB)α such that
d(B[j]) ⊂ B[i+j] for any j ∈ Z+, (2.2)
where i ∈ Z is a fixed integer. Using the similar technique as in [SZho], we assume that
the integer i is the minimal one satisfying (2.2). Then we can write
d(Lβ,j) ≡ eβ,jLα+β,i+j(mod B
(i+j)), (2.3)
where eβ,j ∈ F and we adopt the convention that if a notation is not defined but technically
appears in an expression, we always treat it as zero; for example, e1,0 = 0 if i < 0 in (2.2).
Applying d to [Lβ,j , Lγ,k] = ((β − 1)(k + 1)− (γ − 1)(j + 1))Lβ+γ,j+k, we have
((α + β − 1)(k + 1)− (γ − 1)(i+ j + 1))eβ,j
+ ((β − 1)(i+ k + 1)− (α + γ − 1)(j + 1))eγ,k
= ((β − 1)(k + 1)− (γ − 1)(j + 1))eβ+γ,j+k.
(2.4)
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Claim 1. We can assume that i ∈ Z+ in (2.2).
Otherwise, if i < 0, then e1,0 = 0 as stated above. Taking γ = 1, k = 0 in (2.4), we have
(α + β − 1)eβ,j = (β − 1)eβ+1,j,
which implies that eβ,j does not depend on j for any β. Letting j = 0 in (2.3), we obtain
that i ≥ 0 by the assumption on the minimality of i, a contradiction.
Lemma 2.2 If α + i 6= 0 or α+ i = 0 with i 6= 0, then d in (2.2) is an inner derivation.
Proof. For the case α + i 6= 0, taking γ = k = 0 in (2.4), we have
(α + i)eβ,j = ((α− 1)(j + 1)− (β − 1)(i+ 1))e0,0. (2.5)
Set u1 = (α + i)
−1e0,0Lα,i ∈ B and let d′ = d − adu1 . From (1.3) and (2.5) we see that
d′(Lβ,j) ∈ B(i+j) for β ∈ Z, j ∈ Z+. Now by induction on i, one can derive that d′ is an
inner derivation, and then d = d′ + adu1 is also an inner derivation.
For the other case α + i = 0 with i 6= 0, we see immediately that e0,0 = 0 by (2.5).
Applying d to [Lβ−1,j , L1,0] = (β−2)Lβ,j and [Lβ,j, L−1,0] = (β+2j+1)Lβ−1,j respectively,
we obtain
(β − i− 2)eβ−1,j + ((β − 2)(i+ 1) + i(j + 1))e1,0 = (β − 2)eβ,j, (2.6)
(β + i+ 2j + 1)eβ,j+((β − 1)(i+ 1) + (i+ 2)(j + 1))e−1,0 = (β + 2j + 1)eβ−1,j . (2.7)
In particular, taking β = j = 0 in (2.6), we see that
e−1,0 + e1,0 = 0. (2.8)
Multiplying (2.6) by β + 2j + 1, (2.7) by β − i− 2, and then adding both results together,
we obtain i(i+ 2j + 3)(eβ,j − (β + j)e1,0) = 0 by (2.8), which implies for i 6= 0 that
eβ,j = (β + j)e1,0 for β ∈ Z, j ∈ Z+. (2.9)
Set u2 = −
1
i+1
e1,0L−i,i ∈ B and let d′′ = d − adu2 . By (1.3) and (2.9), we obtain that
d′′(Lβ,j) ∈ B(i+j) for β ∈ Z, j ∈ Z+. As in the first case, by induction on i, we see that d′′
is an inner derivation, thus d is also an inner derivation. 
Lemma 2.3 If α = i = 0, then d in (2.2) can be written as d = adu + λd0 for some u ∈ B
and λ ∈ F.
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Proof. Now the equations (2.6) and (2.7) can be simplified as
(β − 2)(eβ−1,j + e1,0 − eβ,j) = 0, (2.6′)
(β + 2j + 1)(eβ−1,j − e−1,0 − eβ,j) = 0. (2.7
′)
We claim that
eβ,j = βe1,0 + e0,j for β ∈ Z, j ∈ Z+. (2.10)
In fact, if β 6= 2, then eβ,j = e1,0+eβ−1,j by (2.6′). By induction on β, one can easily obtain
that
eβ,j =
{
βe1,0 + e0,j if β ≤ 1,
(β − 2)e1,0 + e2,j if β ≥ 3.
(2.11)
If β = 2, then e2,j = e1,j − e−1,0 = e1,j + e1,0 = 2e1,0 + e0,j by (2.7′), (2.8) and the first case
of (2.11) respectively. This, together with (2.11), gives the claim.
On the other hand, the equation (2.4) can be rewritten as ((β− 1)(k+1)− (γ− 1)(j +
1))(eβ,j + eγ,k − eβ+γ,j+k) = 0. Substituting (2.10) in this formula gives
((β − 1)(k + 1)− (γ − 1)(j + 1))(e0,j + e0,k − e0,j+k) = 0.
Then e0,j+k = e0,j + e0,k by arbitrariness of β or γ. By induction on j, one can derive that
e0,j = je0,1, which, together with (2.10), gives
eβ,j = βe1,0 + je0,1 for β ∈ Z, j ∈ Z+. (2.12)
Set
d¯ = d+ adu3 − (e1,0 − e0,1)d0,
where u3 = e0,1L0,0 ∈ B and d0 is defined by (2.1). Applying d¯ to the formula [L0,0, Lβ,j] =
−(β+ j)Lβ,j, using (2.12), we obtain that d¯(Lβ,j) ∈ B(j) for β ∈ Z, j ∈ Z+. By Lemma 2.2,
d¯ is an inner derivation, and then d = adu + (e1,0 − e0,1)d0 for some u ∈ B. This completes
the proof. 
3. Automorphisms of B
An element S ∈ B is called
(i) ad-locally finite if for any given v ∈ B, the subspace Span{admS · v|m ∈ Z+} of B is
finite dimensional,
(ii) ad-locally nilpotent if for any given v∈B, there exists some N>0 such that adNS ·v=0.
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Denote by AutB the automorphism group of B, and IntB the inner automorphism group
of B, namely, the subgroup of AutB, generated by expadx for ad-locally nilpotent elements
x’s.
In this section, we first prove that B does not have a nonzero locally nilpotent element,
thus the inner automorphism group of B is trivial. Next we construct three kinds of outer
automorphisms of B, and then completely characterize the structure of the automorphism
group of the Lie algebra B.
Lemma 3.1 Up to scalars, L0,0 is the unique locally finite element of B. Furthermore, B
does not have a nonzero locally nilpotent element, thus the inner automorphism group of B
is trivial.
Proof. Take any locally finite element S =
∑
(α,i)∈IS
λα,iLα,i of B, where IS is a finite
subset of Z × Z+. First, suppose that there exists λα,i 6= 0 for some α < 0. Take the
minimal α0 < 0 such that there exists some i with λα0,i 6= 0, and then choose i = i0 to be
the maximal one satisfying this condition. By rescaling S, we may suppose
S = Lα0,i0 +
∑
α>α0 or
α=α0,i<i0
λα,iLα,i,
and in this case we say that S has the minimal term Lα0,i0 . Recall that [Lα0,i0 , Lβ,j] =
F jβLα0+β,i0+j , where we use the following notation
F jβ := (α0 − 1)(j + 1)− (β − 1)(i0 + 1).
If α0 + i0 ≥ 0 (or > 0), we can choose big (or small) enough β0 and suitable j0 such that
F j0β0 < 0 ( or > 0) and
F j0+ki0β0+kα0 = F
j0
β0
− k(α0 + i0) < 0 (or > 0) for all k ∈ Z+,
which implies that adkS(Lβ0,j0), with minimal terms Lβ0+kα0,j0+ki0, are linear independent
for all k, i.e., S is not ad-locally finite. Hence λα,i = 0 for all α < 0. Similarly, we can also
show that λα,i = 0 for all α > 0.
Now we can rewrite S =
∑
i∈I′
S
λ0,iL0,i, where I
′
S is a finite subset of Z+. If there exists
λ0,i 6= 0 for some i > 0, then similarly take i0 > 0 to be the maximal one and assume that
S = L0,i0 +
∑
i<i0
λ0,iL0,i.
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Now [L0,i0 , Lβ,j] = G
j
βLβ,i0+j , where G
j
β = −(j + 1) − (β − 1)(i0 + 1). One can take big
enough β0 and some j0 satisfying
Gj0+ki0β0 = G
j0
β0
− ki0 < 0 for k ∈ Z+,
which also contradicts our assumption. So λ0,i = 0 for all i > 0, and thus S = λ0,0L0,0 for
some λ0,0 ∈ F, namely, L0,0 is up to scalars the unique locally finite element of B.
Note that any locally nilpotent element must be locally finite element by definition.
Since adNL0,0Lα,i = −N(α+ i)Lα,i 6= 0 for any N > 0 if α+ i 6= 0, we know that the locally
finite element L0,0 is not locally nilpotent. Hence the above statement implies that B does
not have a nonzero locally nilpotent element, and then the inner automorphism group of
B is trivial. 
Recall that the centerless Virasoro algebra Vir with basis {Lα|α ∈ Z} is defined by the
commutation relations: [Lα, Lβ] = (β − α)Lα+β for α, β ∈ Z. We review a known result
about the structure of the automorphism group of Virasoro algebra. It can also be regarded
as a corollary of Theorem 2.3 in [SZha].
Proposition 3.2 (1) For any µ ∈ F∗, the following map is an automorphism of Vir.
χµ : Vir→ Vir, Lα 7→ µ
αLα for any α ∈ Z.
(2) For any s ∈ {±1} ∼= Z/2Z, the following map is an automorphism of Vir.
χ′s : Vir→ Vir, Lα 7→ sLsα for any α ∈ Z.
(3) Aut(Vir) ∼= F∗ ⋊ Z/2Z.
Motivated by the above, one can define the following three kinds of maps:
ϕµ : B → B Lα,i 7→ µ
αLα,i;
ϕ′ν : B → B Lα,i 7→ ν
iLα,i;
ρξ : B → B Lα,i 7→ ξLξ(α+i)−i,i,
where µ, ν ∈ F∗ = F\{0} and ξ ∈ {±1}. One can easily check that they are all (outer)
automorphisms of B. Furthermore, we have the following facts.
(1) {ϕµ|µ ∈ F∗} ∼= F∗ is a subgroup of AutB, where ϕµ1ϕµ2 = ϕµ1µ2 for µ1, µ2 ∈ F
∗.
(2) {ϕ′ν | ν ∈ F
∗} ∼= F∗ is a subgroup of AutB, where ϕ′ν1ϕ
′
ν2
= ϕ′ν1ν2 for ν1, ν2 ∈ F
∗.
(3) {ρξ| ξ = −1, 1} ∼= Z/2Z is a subgroup of AutB.
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Proposition 3.3 Let V = Span{L′α |α ∈ Z} be a subalgebra of B, which is isomorphic to
the centerless Virasoro algebra, i.e., [L′a, L
′
β] = (α − β)L
′
α+β. Suppose L
′
0 ∈ FL0,0. Then
L′α ∈ FLα,0 for all α ∈ Z.
Proof. By rescaling L′0, we can suppose L
′
0 = L0,0. Let 0 6= α ∈ Z. Write L
′
α =∑
(β,j)∈Jα
µβ,jLβ,j, where Jα is a finite subset of Z× Z+. Then
−α
∑
(β,j)∈Jα
µβ,jLβ,j = −αL
′
α = [L
′
0, L
′
α] =
[
L0,0,
∑
(β,j)∈Jα
µβ,jLβ,j
]
= −
∑
(β,j)∈Jα
(β + j)µβ,jLβ,j,
which implies that µβ,j = 0 if β + j 6= α. Hence we can rewrite
L′α =
∑
j∈J ′α
λα,jLα−j,j, where λα,j = µα−j,j, J
′
α = {j | (α− j, j) ∈ Ja} ⊂ Z+.
Then
2αL0,0 = [L
′
α, L
′
−α] =
[∑
i∈J ′α
λα,iLα−i,i,
∑
j∈J ′
−α
λ−α,jL−α−j,j
]
=
∑
(i,j)∈J ′α×J
′
−α
(i+ j + 2)αλα,iλ−α,jL−(i+j),i+j . (3.1)
Let i0 = max{i | i ∈ J ′α, λα,i 6= 0}, j0 = max{j | j ∈ J
′
−α, λ−α,j 6= 0}. If i0 + j0 > 0, then
the right-hand side of (3.1) contains the nonzero term (i0+j0+2)αλα,i0λ−α,j0L−(i0+j0),i0+j0,
which is not in FL0,0. Thus i0 = j0 = 0 (since i0, j0 are non-negative), in particular
L′α ∈ FLα,0. 
Lemma 3.4 Let τ ∈ AutB, then τ(Lα,0) = ξµαLξα,0 for some µ ∈ F∗, and ξ ∈ {±1}.
Proof. Suppose τ ∈ AutB. Let L′α = τ(Lα,0) for α ∈ Z. Since N = Span{Lα,0 |α ∈ Z}
is the centerless Virasoro algebra, we see that V = Span{L′α |α ∈ Z} is a subalgebra
isomorphic the centerless Virasoro algebra. Furthermore, since L0,0 is up to scalars the
unique ad-locally finite element in B, we must have L′0 = τ(L0,0) ∈ FL0,0. So Proposition
3.3 implies τ(N ) = V = N . Now the result follows from Proposition 3.2. 
Lemma 3.5 Let τ ∈ AutB, then τ(L0,i) = ξνiL(ξ−1)i,i for some ν ∈ F
∗, and ξ ∈ {±1}.
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Proof. Assume
τ(L0,i) =
∑
(p,q)∈Ji
νp,qLp,q for some νp,q ∈ F, (3.2)
where Ji is some finite subset of Z × Z+. Applying τ to the equation [L0,0, L0,i] = −iL0,i,
we get ∑
(p,q)∈Ji
(i− ξ(p+ q))νp,qLp,q = 0,
which implies that νp,q = 0 if p 6= ξi− q. Then (3.2) can be rewritten as
τ(L0,i) =
∑
q∈J ′i
λi,qLξi−q,q, where λi,q = νξi−q,q, J
′
i = {q | (ξi− q, q) ∈ Ji}. (3.3)
Applying τ to [L−1,0, [L1,0, L0,i]] = −2(i+ 1)L0,i, using Lemma 3.4, we obtain∑
q∈J ′i
(q − i+ 1)(q + i+ 2)λi,qLξi−q,q = 2(i+ 1)
∑
q∈J ′i
λi,qLξi−q,q,
which then implies that (q − i)(q + i + 3)λi,q = 0, and thus λi,q = 0 if q 6= i. Thus we can
rewrite (3.3) as
τ(L0,i) = ξνiL(ξ−1)i,i for some νi 6= 0.
Finally, applying τ to the relation [L0,i, L0,1] = (i − 1)L0,i+1, we obtain νi+1 = νiν1, which
implies νi = ν
i, where ν = ν1, and the lemma follows. 
Theorem 3.6 Let τ ∈ AutB, then there exist some µ, ν ∈ F∗, ξ ∈ {±1} such that
τ(Lα,i) = ξµ
ανiLξ(α+i)−i,i for α, i ∈ Z, i ∈ Z+.
In particular, AutB ∼= (F∗ × F∗)⋊ Z/2Z.
Proof. Let τ ∈ AutB, by Lemma 3.4 and 3.5, we have τ(Lα,0) = ξµαLξα,0 and τ(L0,i) =
ξνiL(ξ−1)i,i for some µ, ν ∈ F
∗ and ξ ∈ {±1}. Applying τ to the equation [Lα,0, L0,i] =
(α(i+ 1)− i)Lα,i gives
(α(i+ 1)− i)
(
τ(Lα,i)− ξµ
ανiLξ(α+i)−i,i
)
= 0.
Thus the result holds if α(i+ 1) 6= i. Assume α(i + 1) = i, which implies α = i = 0 since
i ∈ Z+. In this case, we have the result by Lemma 3.4. 
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