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Abstract
In this paper the problem of persistence of invariant tori under small per-
turbations of integrable Hamiltonian systems is considered. The existence
of one-to-one correspondence between hyperbolic invariant tori and critical
points of the function Ψ of two variables defined on semi-cylinder is estab-
lished. It is proved that if unperturbed Hamiltonian has a saddle point, then
under arbitrary perturbations there persists at least one hyperbolic torus.
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1 Notation
First, we introduce some notation which is used troughout of the paper.
Every vector v in m-dimensional Euclidean space is assumed to be a column
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vector. Row vectors are denoted by v⊤. Hence v = (v1, . . . , vm)
⊤. For
a matrix A = (Aij), i, j = 1, . . . , n, with entries Aij, i is the row index
and j the column index, and A⊤ = (Aji) stands for the transposed matrix.
The product of a matrix A by a column vector v is denoted by Av. It
is the column vector with the components (Av)i = Aijvj . The product of
a row vector v⊤ and a matrix A is the row vector with the components
(v⊤A)j = viAij . We thus get v
⊤A = (A⊤v)⊤. The product of two matrices
C = AB is a matrix with the entries Cij = AikBkj with the summation
convention over the repeated indices. The scalar product of two vectors is
v⊤ ·u = viui. By abuse of notation, we also denote by u ·v = uivi the scalar
product of two column vectors.
The tensor product of two vectors u,v ∈ Rn is the matrix A := u ⊗ v
with the entries Aij := uivj , i, j = 1, . . . , n. For the product of this matrix
with a vector we have
(u⊗ v)w = (v⊤ ·w)u and w⊤(u⊗ v) = (w⊤ · u)v.
There is a difference between the Jacobian v′(x) of a vector function v :
Rn → Rm and its gradient: the Jacobian is denoted by
v′ := (∂xjvi) =
[
∂v
∂x1
,
∂v
∂x2
, . . . ,
∂v
∂xn
]
,
and the gradient is its transpose
∇v = v′
⊤
= (∂xivj) = [∇v1,∇v2,∇v3]
If a function v : Rn−k × Rk depends on two variables y ∈ Rn−k and z ∈ Rk,
then
v′y(y, z) = (∂yjvi)ij =
[
∂v
∂y1
,
∂v
∂y2
, . . . ,
∂v
∂yn−k
]
,
and ∇yv = (v
′
y)
⊤. For the derivatives of a scalar function H we will use the
notation
∂H
∂y
(y, z) = H ′y(y, z) and
∂2H
∂z∂y
(y, z) = ∇z(H
′
y)(y, z). (1.1)
In other words, ∂2H/∂z∂y is the matrix with the entries ∂2H/∂zi∂yj and
∂2H
∂z∂y
=
( ∂2H
∂y∂z
)⊤
.
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Let ̺ > 0. Denote by Σ̺ the complex neighborhood
ℜ̺ = {ξ ∈ T
n−1 + iRn−1 : Re ξ ∈ Tn−1, |Im ξj| ≤ ̺, 1 ≤ j ≤ n− 1} (1.2)
of the (n-1)-dimensional torus Tn−1. We will identify ℜ̺ with the strip
{ξ : Re ξ ∈ Rn−1, |Im ξj| ≤ ̺, 1 ≤ j ≤ n− 1} ⊂ C
n−1.
We denote by Bn̺ the complex neighborhood
Bn̺ = {p ∈ C
n : |Rep | ≤ ̺ ∈ D, |Im pj | ≤ ̺, 1 ≤ j ≤ n} ⊂ C
n. (1.3)
.
2 Problem formulation. Results
Invariant tori. In this paper we consider the problem of persistence of
quasi-periodic motions spanning lower dimensional tori in a nearly-integrable
Hamiltonian system
p˙ = −∂qH(p, q), q˙ = ∂pH(p, q) (2.1)
with the Hamiltonian
H(p, q) = H0(p) + εH1(p, q). (2.2)
Here the functions H0 and H1 are analytic on the set D×T
n, where D ⊂ Rn
is a neighborhood of zero and Tn = Rn/2πZn is n-dimensional torus. In
particular, H1 is an analytic 2π-periodic function of the angle variable q =
(q1, . . . , qn). For ε = 0 the system is integrable and the phase space is foliated
by invariant n-dimensional invariant tori {q = ω t + const., t ∈ R} with the
frequency vectors ω = ∇H0(p), p ∈ D. If all components of ω are rationally
independent, then KAM theory, see [11] and [1], shows that, under suitable
non-degeneracy assumptions, such invariant tori persist under small analytic
perturbations.
An invariant n-dimensional invariant torus of the unperturbed system is
said to be resonance if the number of rationally independent components
of ω is m < n. A resonance invariant torus of the unperturbed system is
foliated by invariant m-dimensional tori. A resonance torus breaks-up under
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small perturbation and only a few of its constituent invariant m-dimensional
tori survive a perturbation.
The mathematical study of low-dimensional tori in Hamiltonian systems
dates back to the late 1960s. The intensive treatment of the problem starts
with pioneering papers [14] and [19]. We refer reader to the monographs [2],
[4], [12], [15], [20] and the papers [9], [10], [21], and [24] for the state of art
in the domain.
In this paper we deal with the problem of persistence of (n-1)- dimensional
tori in setting close to the original Kolmogorov theorem. Our goal is to find
conditions on the unperturbed Hamiltonian H0 under which system (2.1)
has an invariant torus of dimension n− 1 for every analytic perturbation and
all sufficiently small ε. This problem is still poor investigated. We refer to
papers [5] and [8] for results and discussion.
We focus on the problem on persistence of hyperbolic invariant tori for
arbitrary analytic perturbation of a Hamiltonian function. Throughout of
the paper we assume that the frequency vector ω = ∇pH(0, 0) has n− 1 ra-
tionally independent components and the Hessian H ′′0 (0, 0) is nondegenerate.
Then there exists, see [21], an affine symplectic transformation with rational
coefficients such that in new variables
p = (y, z2) ∈ R
n−1 × R, q = (x, z1) ∈ T
n−1 × T, z = (z1, z2),
the Hamiltonian H(x,y, z) = H0(y, z1) +H1(x,y, z) satisfies the following
condition.
H.1 Recall (1.2) and (1.3). There is ̺ > 0 with the properties. The function
H0(y, z2) is analytic in the complex ball (y, z2) ∈ B
n
3̺; the perturbation
H1(x,y, z) is analytic on the cartesian product of the complex strip
(x, z1) ∈ ℜ3̺ and the ball (y, z2) ∈ B
n
3̺. In particular, H1 is 2π-periodic
in x and z1. Moreover, there is c > 0 such that
sup
(y,z2)∈Bn3ρ
|H0(y, z2)|+ sup
(y,z2)∈Bn3ρ, (x,z1)∈ℜ3ρ
|H1(x,y, z)| ≤ c, (2.3)
H.2 The frequency vector ω = (ω, 0) and Hamiltonian H0 satisfy
∇yH0(0, 0) = ω ∈ R
n−1, ∂z2H0(0, 0) = 0. (2.4)
The components of ω are rationally independent. and satisfy the dio-
phantine condition∣∣ (ω⊤ · s)−1 ∣∣ ≤ c0|s|−n for all s ∈ Zn−1 \ {0}. (2.5)
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In the variables (x,y, z) system (2.1) reads
x˙ = ∇yH, y˙ = −∇xH, z˙ = J∇zH, where J =
(
0 1
−1 0
)
. (2.6)
Definition 2.1. Hamiltonian system (2.6) has an analytic (n−1)-dimensional
invariant torus with the frequency vector ω if there exists an analytic canon-
ical transform ϑ : (ξ,η, ζ) 7→ (x,y, z),
x = ξ + u(ξ), y = v(ξ) +O(|η|, |ζ|), z = w(ξ) +O(|ζ|),
ξ ∈ Tn−1, η ∈ Rn−1, ζ ∈ R2,
(2.7)
such that ϑ puts H into the normal form, i.e.,
N(ξ,η, ζ) ≡ H ◦ ϑ = ω · η +
1
2
Ω ζ · ζ + o(|η|, |ζ|2). (2.8)
Here Ω is a constant symmetric matrix. Without loss of generality we may
assume that
Ω = diag(−k, 1), k ∈ R, (2.9)
and
u := (2π)1−n
∫
Tn−1
u(ξ) dξ = 0, w = (α, 0), α ∈ R.
The invariant torus is weakly-hyperbolic if k ≥ 0. In the normal coordinates
system (2.6) reads
ξ˙ = ω +O(|η|, |ζ|), η˙ = O(|η|, |ζ|), ζ˙ = JΩζ +O(|η|, |ζ|2).
It has the solution ξ = ωt+ const, η = 0, ζ = 0, which defines an invariant
torus.
The invariant tori which meet all requirements of Definition 2.1 are known
as reducible tori. It was proved in [3] that every analytic hyperbolic invariant
torus is reducible.
If ε = 0, then the canonical transformation ϑ is trivial
x = ξ, y = η, z = (α, 0) + ζ,
6
and the normal form is given by
N(η, ζ2) ≡ H0(η, ζ2)
= ω · η +
1
2
ζ22 + t0 · ηζ2 +
1
2
S0η · η + o(|η|
2, |η||ζ2|, |ζ2|
2). (2.10)
Here t0 ∈ R
n−1 and the Hessian S0 are defined by
t0 = ∇y∂z2H(0, 0), S0 = ∂
2
yH0(0, 0, 0). (2.11)
If ε = 0, then Ω = diag {0, 1} is degenerate. In other words, the prob-
lem of persistence of lower dimensional tori is degenerate in the original
Kolmogorov- Melnikov formulation. Introduce the constant matrix
K0 = S0 − t0 ⊗ t0,
where the vector t0 and the matrix S0 are defined by equalities (2.11).
Theorem 2.2. Let Conditions (H.1) - (H.1) be satisfied. Furthermore,
assume that
K0η · η < 0 for all η ∈ R
n−1 \ {0}. (2.12)
Then there is ε0 > 0 such that for all ε ∈ (−ε0, ε0), Hamiltonian system (2.6)
has an invariant (n− 1)-dimensional weakly hyperbolic torus which meets all
requirements of Definition 2.1.
Now we can characterize the contents of the paper. In this paper we
apply to low-dimensional tori problem a modified version of the variational
principle proposed in [16] and developed in [17]. In Section 3 we introduce
the special group of canonical transforms which put the Hamiltonina H in
the normal form. We investigate in many details the structure of this group
and its tangent space.
In the Section 4 we employ the version of the Lyapunov-Schmidt method
developed in [19] in order to reduce the problem to the finite system of
functional equations named bifurcation equations. To this end we add the
modification term mz1 +Mz
2
1/2 to the original Hamiltonian. We obtain the
modified Hamiltonian Hm,
Hm(x,y, z) = H0(y, z2) + εH1(x,y, z) +mz1 +
1
2
Mz21
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Thus we come to the following modified problem. For given α ∈ R1 and
k ∈ [0, 1] to find parameters m,M , and a canonical mapping
θ : (ξ,η, ζ)→ (x,y, z),
x = ξ + u(ξ), y = v +V(ξ)η +Λ(ξ)ζ +
1
2
ζ⊤R(ξ)ζ,
z = w(ξ) +W(ξ)ζ.
which puts the modified hamiltonian in the normal form ,i.e.,
Hm ◦ θ = ω
⊤ · η +
1
2
ζ⊤Ωζ + o(|η|, |η||ζ|, |ζ|2), (2.13)
In this framework α and k are given, while m, M , and e are unknown and
should be defined along with a solution. The solvability of the modified
problem can be established by using the Nash-Moser implicit function theo-
rem. The obtained solution to the modified problem is a function of α and
k. In particular, we have m = m(α, k) and M = M(α, k). Obviously, if
m = M = 0, then the canonical mapping θ puts the original hamiltonian
H(x,y, z) in the normal form. Thus we reduce the original problem to the
system of two scalar equations
m(α, k) = M(α, k) = 0
named the bifurcation equations.
In Sections 5-6 we prove that the modified problem has an analytic solu-
tion for all sufficiently small ε. In Sections 7-9 we investigate in details the
dependence of solutions to the modified problem on the parameters α and
k. We define the Jacobi vector fields associated with the derivatives of these
solutions with respect to α and k. We also investigate the properties of the
quadratic form of the differential of the action functional. Finally, in Section
10 we prove the existence of the critical point of the action functional and
complete the proof of Theorem 2.2.
3 Basic group of of canonical transformations
Recall that our task is to find the canonical transformation (2.7) which puts
H into the normal form (2.8). An essential tool in our approach is a special
group of canonical transformations. In this section we define such a group
as a manifold in the space of analytic mappings and investigate a structure
of this manifold.
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Canonical transformations Let us consider the totality of all analytic
mappings ϑ : Tn−1 × Rn−1 × R2 → Tn−1 × Rn−1 × R2 of the form
ϑ : (ξ,η, ζ)→ (x,y, z),
x = ξ + u(ξ), y = v +V(ξ)η +Λ(ξ)ζ +
1
2
ζ⊤R(ξ)ζ,
z = w(ξ) +W(ξ)ζ. (3.1)
Here (n− 1)× (n− 1)- matrix valued function V, (n− 1)× 2- matrix valued
function Λ, 2 × 2- matrix values function W, and vector valued functions
u,v : Tn−1 → Rn−1, v : Tn−1 → Rn−1, w : Tn−1 → R2, are analytic and 2π
periodic in ξ, R is a vector valued quadratic form given by
ζ⊤Rζ =
(
ζ⊤R1ζ, . . . , ζ
⊤Rn−1ζ
)⊤
, Ri = R
⊤
i . (3.2)
where 2× 2 matrix valued functions Ri(ξ) are analytic and 2π periodic.
Recall that ϑ : Tn−1 × Rn−1 × R2 → Tn−1 × Rn−1 × R2 is a canonical if
ϑ−1 takes solutions of hamiltonian system with a hamiltonian H to solutions
of the hamiltonian system with the hamiltonian H ◦ϑ. The mapping ϑ is a
canonical if and only if its Jacobi matrix is symplectic, i.e.,
(ϑ′)⊤ J2n ϑ
′ = J2n, (3.3)
where
J2n =

 0 I 0−In−1 0 0
0 0 J

 , J = ( 0 1
−1 0
)
,
I is the identity matrix. The following First Structure Theorem gives the
complete description of the set of canonical mappings ϑ ∈ A.
Theorem 3.1. First Structure Theorem. Let ϑ ∈ A is given by (3.1).
Furthermore assume that the there are analytic inverses (Id+u)−1, V−1, and
W−1. Then ϑ is canonical if and only if
V = (In−1 + u
′)−⊤, (3.4a)
det W = 1⇔W⊤ JW = J, (3.4b)
Λ = −V (w′)⊤ JW ≡ −V∇wJW, (3.4c)
Ri = −Vik
∂
∂ξk
(
W⊤
)
JW, (3.4d)
d(ξk + uk) ∧ dvk + dw1 ∧ dw2 = 0. (3.4e)
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Moreover, there exist β ∈ Rn−1 and 2π -periodic scalar function ϕ0(ξ) such
that
v = β +V
(
∇ϕ0 − w2∇w1
)
. (3.4f)
Proof. The proof is given in Appendix A.
It is clear that the totality of the canonical mappings ϑ contains the
identity mapping and it is closed with respect to the composition. In other
words, it can be regarded as a subgroup of the group of analytical diffeomor-
phisms. Every mapping ϑ is completely characterized by the vector Θ of its
coefficients,
Θ =
(
u,v,w,V,Λ,W,Ri
)
. (3.5)
The group structure on the set of the canonical mappings ϑ induces the group
structure on the set of the corresponding vectors Θ. Hence the totality of
coefficient vectors Θ corresponding to the canonical transforms ϑ can be
regarded as a nonlinear manifold in the linear space of all vector-valued
analytic 2π-periodic vector-valued functions Θ. We denote this manifold by
G. Now our task is to supply G with a local chart.
In view of Theorem 3.1 the vector Θ are completely defined by a constant
vector β, a scalar function ϕ0, vector functions u, w, and by three elements of
a symplectic matrixW. We can consider these quantities as local coordinates
for the manifold G. More precisely, introduce the vector function
ϕ = (β, ϕ0,u,w,W11,W12,W21) (3.6)
such that the functions W11,W12,W21, ϕ0 : T
n−1 → R, the vector functions
u : Tn−1 → Rn−1, w : Tn−1 → R2 are analytic and
u ≡ (2π)1−n
∫
Tn−1
u dξ = 0, ψ0 ≡ (2π)
1−n
∫
Tn−1
ψ0 dξ = 0,
Next, introduce the mapping Θ(ϕ) defined by the formulae
Θ : ϕ 7→ Θ(ϕ) =
(
u,v,w,V,Λ,W,Ri
)
, (3.7)
where
V = (In−1 + u
′)−⊤, v = β +V(∇ϕ0 − w2∇w1),
W =
(
W11 W12
W21
1
W11
(1 +W12W21)
)
,
Λ = −V(w′)⊤JW, Ri = −Vik
( ∂
∂ξk
W⊤
)
JW.
(3.8)
10
In view of Theorem 3.1 the mapping ϕ 7→ Θ(ϕ) takes the vectors ϕ to the
elements of the manifold G. Hence, this mapping defines a local chart on
G. This chart is local since the mapping (3.7) develops singularities at the
points where W11 = 0 and det (In−1 + u
′) = 0.
Tangent space. Denote by L the linear space of all coordinate vectors
ϕ. Introduce that Gateaux differential
DΘ(ϕ)[δϕ] = lim
t→0
t−1
(
Θ(ϕ+ tδϕ)−Θ(ϕ)
)
. (3.9)
The totality of all vectors
δΘ = DΘ(ϕ)[δϕ], δϕ ∈ L, (3.10)
can be regarded as the tangential space TanΘG to the manifold G at the point
Θ(ϕ). Direct calculations show that for every
δϕ = (δβ, δϕ0, δu, δw, δW11, δW12, δW21). (3.11)
the vector
δΘ =
(
δu, δv, δw, δV, δW, δΛ, δRi
)
. (3.12)
is defined by the following formulae
δV = −V δ∇ξδuV, δW22 =
1
W11
(
W12δW21 +W21δW12 −W22δW11
)
,
δW =
(
δW11 δW12
δW21 δW22
)
, (3.13)
δv = δβ +V(∇δϕ0 − w2∇δw1 − δw2∇w1) + δV (∇ϕ0 − w2∇w1),
δΛ = δV∇w JW −V∇(δw)JW −W∇wJ δW,
δRi = −δVik
∂
∂ξk
(W⊤)JW − Vik
∂
∂ξk
(δW⊤)JW − Vik
∂
∂ξk
(W⊤)J δW.
The right hand sides of (3.13) are linear differential operators acting on δϕ.
They can be regarded as the Gaˆteaux derivatives of the components of Θ(ϕ)
at the point ϕ in the direction δϕ. These relations can be simplified in the
particular case when
ϕ = ϕ0(α) ≡ (0, 0, 0, αe1, 1, 0, 0).
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Notice that for ϕ = ϕ0 we have
V = In−1, W = I, Λ = 0, R = 0.
We consider this very special case in many details. For ϕ = ϕ0 we will use
the special notation for the components of the vector δϕ:
Υ ≡ δϕ = (ν, ψ0,χ,λ,Γ11,Γ12,Γ21). (3.14)
This means that
ν = δβ, ψ0 = δϕ0, χ = δu, λ = δw,
Γ11 = δW11, Γ12 = δW12, Γ21 = δW21,
(3.15)
It is easily seen that in this case
Z := δΘ ≡ DϕΘ(ϕ0)[Υ] (3.16)
is defined by the equalities
Z ≡
(
χ, µ, λ, −∇χ, Γ, ∇(Jλ), ∂ξi(JΓ)
)
, (3.17)
where
µ = ν +∇ψ0, Tr Γ = 0. (3.18)
This means that in this case
δV = −∇ξχ, δΛ = −∇λJ ≡ ∇(Jλ), Ri = −
∂
∂ξi
Γ⊤ J ≡
∂
∂ξi
(JΓ).
δW = Γ =
(
Γ11 Γ12
Γ21 Γ22
)
, where Γ22 = −Γ11.
In other words, we have the equality Tan Θ(ϕ0)G = {Z}. In particular, all
tangent spaces to the manifold G at pointsΘ(ϕ0) coincide. It is a remarkable
fact of the theory that for every ϕ there is a canonical algebraic isomorphism
between the tangent space to the manifold G at point Θ(ϕ) and the tangent
space to G at Θ(ϕ0). This result is given by the following theorem
Theorem 3.2. Second Structure Theorem. (i) Let ϕ ∈ L. Let Υ and
Z be given by (3.14) and (3.17). Then there exists a vector field
δϕ = (δβ, δϕ0, δu, δw, δW11, δW12, δW21) ∈ Xσ,d−1
12
such that the corresponding vector of coefficients
δΘ(ϕ) =
(
δu, δv, δw, δV, δW, δΛ, δRi
)
given by (3.12)-(3.13) are connected with the vector fields Υ and Z by the
relations
δu = χi
∂
∂ξi
(ξ + u), (3.19a)
δv = Vµ+Λλ+ χi
∂
∂ξi
v, (3.19b)
δw = Wλ+ χi
∂
∂ξi
w, (3.19c)
δW = WΓ+ χi
∂
∂ξi
W, (3.19d)
δV = −V∇ξχ+ χi
∂
∂ξi
V, (3.19e)
δΛ = V∇ξ(Jλ) + χi
∂
∂ξi
Λ+ λ⊤R+ΛΓ, (3.19f)
δRi =
∂
∂ξi
(JΓ) +RiΓ+ (RiΓ)
⊤ + χi
∂
∂ξi
Ri, (3.19g)
δβ = ν, δϕ0 = ψ0 + w2δw1 + χi
∂
∂ξi
ϕ0 − w2χi
∂
∂ξi
w1 − ν · u. (3.19h)
Here u, ϕ0, W, V, Λ, and Ri are the components of the vector fields ϕ and
Θ(ϕ).
(ii) Conversely, let δϕ and δΘ(ϕ) be given by the relations (3.11)-(3.13) .
Then there exist vector fields
Υ = (ν, ψ0,χ,λ,Γ11,Γ12,Γ21) ∈ Xσ,d−1
and
Z ≡
(
χ, µ, λ, −∇χ, Γ, ∇(Jλ), ∂ξi(JΓ)
)
,
which are connected with the components of the vector fields δϕ and δΘ by
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the recurrent relations
χ = V⊤ δu (3.20a)
λ = W−1δw− χiW
−1 ∂
∂ξi
w (3.20b)
Γ = W−1δW − χiW
−1 ∂
∂ξi
W, (3.20c)
µ = V−1
(
δW + χi
∂
∂ξi
v−Λλ
)
(3.20d)
∇ψ0 = µ− ν, ν =
1
(2π)n−1
∫
Tn−1
µ dξ = δβ. (3.20e)
Proof. The proof is in Appendix B.
4 A modified problem and bifurcation equa-
tions
Recall that the main problem is to prove that the Hamiltonian H(x,y, z) =
H0(y, z2) + εH1(x,y, z) has (n− 1)-dimensional weakly-hyperbolic invariant
torus for all sufficiently small ε. In view of Definition 2.1 it is necessary to
find a canonical mapping θ : (ξ,η, ζ)→ (x,y, z) which puts H in the normal
form
H ◦ θ = e+ ω⊤ · η +
1
2
ζ⊤Ωζ + o(|η|, |η||ζ|, |ζ|2), (4.1)
where Ω = diag (−k, 1), k ∈ [0, 1]. and e = const . For ε = 0 the problem
has a family of solutions given by
x = ξ, y = η, z = α+ ζ, α = (α, 0)⊤, e = k = 0, α ∈ R1.
It is easily seen that (n− 1)- dimensional manifold Tα = {x = ξ,y = 0, z =
α} is an invariant torus of the unperturbed system. The totality of these
tori forms a foliation of resonance n-dimensional invariant torus, and α can
be considered as a label of a leave of this foliation. Notice that α is nothing
else but the mean value of z1 over the invariant torus Tα. Perturbations
destroy n-dimensional resonance torus, and only a few (n − 1)-dimensional
invariant tori survive for ε 6= 0. The label α of surviving torus is unknown
and should be defined along with a solution to the problem. Therefore, the
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range of unknowns (α, k) is the whole strip R× [0, 1]. This means that the
problem of finding of α and k is not local and can not be solved by using an
iteration process. In order to cope with this difficulty we apply the version of
the Lyapunov-Schmidt method proposed in [19]. Following [19] we add the
modification term mz1 +Mz
2
1/2 to the original Hamiltonian. Thus we get
the modified Hamiltonian H
Hm(x,y, z) = H0(y, z2) + εH1(x,y, z) +m
⊤ · z+
1
2
z⊤Mz (4.2)
where
m = (m, 0)⊤, M = diag (M, 0) (4.3)
Consider the following
Modified problem. For given α ∈ R1 and k ∈ [0, 1] to find parameters
m,M, e, and a canonical mapping
θ : (ξ,η, ζ)→ (x,y, z), (4.4)
x = ξ + u(ξ), y = v +V(ξ)η +Λ(ξ)ζ +
1
2
ζ⊤R(ξ)ζ,
z = w(ξ) +W(ξ)ζ. (4.5)
with the following properties. The mapping θ satisfies the condition
1
(2π)n−1
∫
Tn−1
w1(ξ) dξ = α,
and puts the modified hamiltonian in the normal form ,i.e.,
Hm ◦ θ = e + ω
⊤ · η +
1
2
ζ⊤Ωζ + o(|η|, |η||ζ|, |ζ|2), (4.6)
We stress that in this framework α and k are given, while m, M , and e are
unknown and should be defined along with a solution. The advantage of this
approach is that the solvability of the modified problem can be established
by using the Nash-Moser implicit function theorem. The obtained solution
θ, e,m,M to the modified problem is a function of α and k. In particular,
we have m = m(α, k) and M = M(α, k). Obviously, if m =M = 0, then the
canonical mapping θ puts the original hamiltonian H(x,y, z) in the normal
form. Thus we reduce the original problem to the system of two scalar
equations
m(α, k) = M(α, k) = 0 (4.7)
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named the bifurcation equations. Hence our first task is to prove the local
existence and uniqueness of solutions to the modified problem for all (α, k)
and for all sufficiently small ε.
We reduce the modified problem to the system of nonlinear partial differ-
ential equations. Notice that in view of Theorem 3.1 the coefficient vectors
Θ =
(
u,v,w,V,Λ,W,Ri
)
is a function of the coordinate vector
ϕ = (β, ϕ0,u,w,W11,W12,W21). (4.8)
Moreover, the mapping ϕ 7→ Θ(ϕ) is given by explicit formulae (3.4). Thus
relation (4.6) can be regarded as a system of nonlinear equations for ϕ.
Substituting representation (4.5) with the coefficients Θ = Θ(ϕ) into (4.6)
we arrive at the following system of equations for the vector ϕ given by (4.8).
Φ1(ϕ, e,m,M) ≡ Hm(id + u,v,w)− e = 0, (4.9a)
Φ2(ϕ, m,M) ≡
{∂Hm
∂y
(id + u,v,w)Λ+
∂Hm
∂z
(id + u,v,w)W
}⊤
= 0,
(4.9b)
Φ3(ϕ, m,M) ≡
{∂Hm
∂y
(id + u,v,w)V
}⊤
− ω = 0 (4.9c)
Φ4(ϕ, m,M) ≡
∂Hm
∂yi
(id + u,v,w)Ri +Λ
⊤∂
2Hm
∂y2
(id + u,v,w)Λ+
W⊤
∂2Hm
∂z∂y
(id + u,v,w)Λ+
(
W⊤
∂2Hm
∂z∂y
(id + u,v,w)Λ
)⊤
+
W⊤
∂2Hm
∂z2
(id + u,v,w)W−Ω = 0
(4.9d)
Φ5(ϕ) ≡
1
(2π)n−1
∫
Tn−1
w1(ξ) dξ − α = 0. (4.9e)
Here matrices ∂2Hm/(∂y)
2, ∂2Hm/(∂z∂y), and ∂
2Hm/(∂z)
2 have the en-
tries(∂2Hm
∂y2
)
ij
=
∂2Hm
∂yi∂yj
,
( ∂Hm
∂z∂y
)
pj
=
∂2Hm
∂zp∂yj
,
(∂Hm
∂z2
)
pq
=
∂Hm
∂zp∂zq
,
1 ≤ i, j ≤ n− 1, 1 ≤ p, q ≤ 2,
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the row vectors ∂Hm/∂y, ∂Hm/∂z are given by (1.1), i.e.,
∂Hm
∂y
= (∇yHm)
⊤,
∂Hm
∂z
= (∇zHm)
⊤
The matrices Λ, V, W and the vector v are expressed in terms of ϕ by
equalities (3.8):
V = (In−1 + u
′)−⊤, v = β +V(∇ϕ0 − w2∇w1),
W =
(
W11 W12
W21
1
W11
(1 +W12W21)
)
,
Λ = −V(w′)⊤JW, Ri = −Vik
( ∂
∂ξk
W⊤
)
JW.
(4.9f)
Notice that the matricesRi are symmetric and the operator Φ4 is a symmetric
matrix valued function. Hence Φ1 is a scalar, Φ2 is a column vector of
dimension 2, Φ3 is a column vector of dimension n−1, Φ4 is 2×2 symmetric
matrix. Therefore, equations (4.9a)-(4.9d) form a system of (n+5) nonlinear
differential equations for n + 5 functional components of the vector- valued
function ϕ.
Notice that a solution to the modified problem is not unique. It is easily
seen that if a canonical mapping (ξ,η, ζ) → (x,y, z) puts the hamiltonian
Hm to the normal form, then the mapping
(ξ′,η′, ζ′)→ (ξ,η, ζ)→ (x,y, z),
ξ = ξ′ + c, η = η′, ζ =
(
(1 + kb2)1/2 b
kb (1 + kb2)1/2
)
ζ′,
c ∈ Rn−1, b ∈ R, also puts Hm in the normal form. Hence the modified
problem has n-parametric family of solutions. In order to eliminate this
arbitrariness, we impose the orthogonality conditions∫
Tn−1
u(ξ) dξ = 0,
∫
Tn−1
W12(ξ) dξ = 0. (4.9g)
Recall that by definition of the local coordinate on the manifold G, the func-
tion ϕ0 in (4.8) has zero mean. Thus we have to add the orthogonality
condition ∫
Tn−1
ϕ0(ξ) dξ = 0. (4.9h)
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Equations (4.9a)-(4.9e) and conditions (4.9g)-(4.9h) form a closed system
of equations for ϕ and parameters m,M , e.
Throughout of the paper we will use the following consequence of this
equations. Introduce the important differential operator
∂ := ω⊤ · ∇ξ ≡ ωi
∂
∂ξi
. (4.10)
Lemma 4.1. If ϕ is an analytic solution to equations (4.9a)- (4.9d) and v
is given by (4.9f), then
ω + ∂u = ∇yHm(ξ + u,v,w),
∂v = −∇xHm(ξ + u,v,w), ∂w = J∇zHm(ξ + u,v,w).
(4.11)
The proof is in Appendix C.
Operator equation. Now we reduce system of differential equations (4.9)
to the operator equation in Banach spaces of analytic functions. Notice that
unknowns are the vector-valued function ϕ and the constants e, m, and M .
Equations (4.9) also depend on the parameters α and k. It is convenient to
introduce the vectors
f = (α, k), u = (ϕ, e,m,M) (4.12)
where ϕ = (β, ϕ0,u,w,W11,W12,W22).
Now we introduce some notation which is used throughout the rest of the
paper.
Definition 4.2. Let ̺ > 0 be given by Condition (H.1). Denote by Σ̺ the
slab
Σ̺ =
{
(α, k) : Re α ∈ R, |Im α| ≤ ̺, Re k ∈ [0, 1], |Im k| ≤ ̺
}
(4.13)
Definition 4.3. Let ̺ > 0 bi given by Condition (H.1). For every σ ∈ [0, 1]
and any integer d ≥ 0 denote by Aσ,d the Banach space of all functions
u : ℜσ̺ → C, ℜσ̺ =
{
ξ : Re ξ ∈ Tn−1, |Im ξ| ≤ σ̺
}
,
with the finite norm
‖u‖σ,d = max
0≤|k|≤d
sup
ξ∈ℜσ̺
|∂ku(ξ)|. (4.14)
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Notice that system (4.9) consists of differential equations (4.9a)-(4.9d)
and orthogonality conditions (4.9e)-(4.9g). It is convenient to incorporate
the orthogonality conditions in the definition of the Banach spaces. Thus we
arrive at the following
Definition 4.4. For every σ ∈ [0, 1] and any integer d ≥ 0 denote by Eσ,d
the subspace of the Banach space Cn−1×Aσ,d×A
n−1
σ,d ×A
2
σ,d×A
3
σ,d×C
3 which
consists of all vectors
u = (ϕ, e,m,M) with ϕ = (β, ϕ0,u,w,W11,W12,W21),
satisfying the orthogonality conditions (4.9g)-(4.9h).
Definition 4.5. For every σ ∈ [0, 1] and any integer d ≥ 0 denote by Fσ,d
the subspace of Aσ,d ×A
n−1
σ,d ×A
2
σ,d ×A
4
σ,d × C which consists of all vectors
F = (F1, F2, F3, F4, f5)
such that F4 is a symmetric 2× 2-matrix valued function..
Introduce the nonlinear operator
Φ(u, f) =(
Φ1(ϕ, e,m,M), Φ2(ϕ, m,M),Φ3(ϕ, m,M),Φ4(ϕ, m,M ; k),Φ5(w;α)
)
,
(4.15)
where Φi are given by (4.9). It is worthy noting that Φ is a linear function
of the scalars e,m,M , and k, α. Hence the modified problem (4.9) can be
written in the form of the operator equation
Φ(f, u) = 0. (4.16)
Remark For ε = 0 and f ∈ C2, equation (4.16) has the unique solution
v(f) = (ϕ0(α),−kα− kα
2,−kα,−k), (4.17)
where
ϕ0(α) = (0, 0, αe1, 1, 0, 0)
Notice that Φ is a nonlinear analytic differential operator. The general
theory of the nonlinear differential operators in spaces of analytic functions
Aσ,d is considered in the monograph [15] and [20]. We use the following
proposition, see [15] Ch.6, which constitute the continuity and differentiabil-
ity of the operator Φ.
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Proposition 4.6. Let ̺ > 0 be given by Condition (H.1). For every σ ∈
[0, 1] and d ≥ 1, there are r > 0 and c > 0 with the properties. If f ∈ Σ̺ and
u ∈ Eσ,d satisfy
‖ϕ−ϕ0(α)‖σ,d ≤ r, ϕ0 = (0, 0, 0, αe1, 1, 0, 0),
then Φ(f, u) ∈ Fσ,0 and
‖Φ(f, u)‖σ,0 ≤ c+ c(|e|+ |m|+ |M |).
If in addition
‖ϕ+ δϕ−ϕ0(α)‖σ,d ≤ r
then
Φi(ϕ+ δϕ, e,m,M)− Φi(ϕ, e,m,M) =
DϕΦi(ϕ, e,m,M)[δϕ] +QΦi(ϕ, δϕ, e,m,M).
The linear operator DϕΦi and the remainder QΦi admit the estimates
‖DϕΦi(ϕ, e,m,M)[δϕ]‖σ,d−1 ≤ c(1 + |e|+ |m|+ |M |) ‖δϕ‖σ,d, (4.18)
‖QΦi(ϕ, δϕ, e,m,M)‖σ,d−1 ≤ c(1 + |e|+ |m|+ |M |) ‖δϕ‖
2
σ,d. (4.19)
Third structural theorem. In order to apply the Nash-Moser implicit
function theorem to operator equation (4.16), we have to prove that the
linear operator DuΦ has an approximate inverse. In other words, we have to
show that for every
F = (F1, F2, F3, F4, f5) ∈ Fσ,d (4.20)
the linear equation
DϕΦ(ϕ)[δϕ] +DeΦ(ϕ)[δe] +DmΦ(ϕ)[δm] +DMΦ(ϕ)[δM ] = F (4.21)
has an analytic approximate solution (δϕ, e,m,M). This problem looks
like very difficult because of the complexity of the expression for δΦ =
DϕΦ(ϕ)[δϕ]. The remarkable fact of KAM theory is that linear equation
(4.21) can be reduced to the triangle system of first order differential equa-
tions with constant coefficients in the principle part. This very special change
of variables is given by the second structural Theorem 3.2. In order to define,
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it choose an arbitrary vector δϕ = (δβ, δϕ0, δu, δw, δW11, δW12, δW21). Next
notice that relations (3.20) in Theorem 3.2 read
χ = V⊤ δu (4.22a)
λ = W−1δw− χiW
−1 ∂
∂ξi
w (4.22b)
Γ = W−1δW − χiW
−1 ∂
∂ξi
W, (4.22c)
µ = V−1
(
δv + χi
∂
∂ξi
v −Λλ
)
(4.22d)
∇ψ0 = µ− δβ, δβ =
1
(2π)n−1
∫
Tn−1
µ dξ, (4.22e)
where δW is given in terms of δϕ by (3.11). These equalities completely
define the vector
Υ = (δβ, ψ0,χ,λ,Γ11,Γ12,Γ21).
Recall that Γ is 2× 2 matrix such that Γ22 = −Γ11. It is worth noting that
equalities (4.22) establishes linear algebraic relations between δϕ and Υ The
following theorem shows that the change of variables (4.22) brings the linear
operator DϕΦ to the simple canonical form.
Theorem 4.7. Third Structure Theorem. Let ϕ, α and k meet all
requirements of Proposition 4.6. Furthermore assume that
δΦi = DϕΦi(ϕ)[δϕ]
Then for every δϕ ∈ Cn−1 ×Aσ,d ×A
n−1
σ,d ×A
2
σ,d ×A
3
σ,d,
δΦ1 = ∂ψ0 + ω
⊤ · δβ +Π1[χ,µ,λ], (4.23a)
δΦ2 = J∂λ+Ωλ+Tµ+Π2[χ,λ,Γ] (4.23b)
δΦ3 = −∂χ+ Sµ+T
⊤λ+Π3[χ], (4.23c)
δΦ4 = ∂(JΓ) +ΩΓ + (ΩΓ)
⊤ +Uij
∂λi
∂ξj
+ µiEi + λiKi +Π4[χ,Γ] (4.23d)
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δΦ5 =
1
(2π)n−1
∫
Tn−1
(
(Wλ)1 + χi
∂w1
∂ξi
)
dξ. (4.23e)
Here δβ, ψ0,χ,λ,Γ11,Γ12,Γ21 and δϕ are interrelated by relations (4.22) .
The linear differential operators Πi are defined by
Π1[χ,µ,µ,λ] =
∂Φ1
∂ξi
χi + Φ
⊤
2 · λ+ Φ
⊤
3 · µ, (4.24a)
Π2[χ,λ,Γ] = χi
∂Φ2
∂ξi
+ Γ⊤Φ2 + Φ4λ+ (Jλ)
′
ξΦ3, (4.24b)
Π3[χ] = χi
∂Φ3
∂ξi
− χ′ξΦ3, (4.24c)
Π4[χ,Γ] = χi
∂Φ4
∂ξi
+ Φ3,i
∂
∂ξi
(JΓ) + Φ4Γ + (Φ4Γ)
⊤, (4.24d)
where Φi = Φi(ϕ, e,m,M). The matrix S and T are given in terms of ϕ by
the equalities
S = V⊤
∂2H
∂y2
(
ξ + u,v,w)V,
T =W⊤
∂2H
∂z∂y
(
ξ + u,v,w)V+Λ⊤
∂2H
∂y2
(
ξ + u,v,w)V.
(4.25)
They admit the estimates
‖S− S0‖σ,d−1 + ‖T−T0‖σ,d−1 ≤ c(ε+ r), (4.26)
where c depends only on σ, d and H, the constant matrices S0, T0 are given
by
S0 =
∂2H0
∂y2
(
0, 0), T0 =
∂2H0
∂z∂y
(
0, 0) (4.27)
The symmetric matrix valued functions Uij, Ei, Ki admit the estimates
‖Uij‖σ,d−1 + ‖Ei‖σ,d−1 + ‖Ki‖σ,d−1 ≤ c. (4.28)
Proof. The proof is in Appendix D.
Theorem 4.7 gives the representation of the derivatives DϕΦ = δΦ. As
corollary of this result we obtain the representation for the full differential
DuΦ(f, u) defined by
DuΦ(f, u)[δu] = lim
τ→0
1
τ
(
Φ(f, u+ τδu)− Φ(f, u)
)
. (4.29)
The result is given by the following
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Corollary 4.8. Under the assumptions of Theorem 4.7 the operators DuΦi
admit the representation
DuΦ1(f, u)[δu] ≡ (4.30a)
∂ψ0 + ω
⊤ · δβ + δe+ δm · w1 +
1
2
δMw21 +Π1[χ,µ,λ],
DuΦ2(f, u)[δu] ≡ (4.30b)
J∂λ+Ωλ+Tµ+ δmW⊤e1 + δMw1W
⊤e1 +Π2[χ,λ,Γ],
µ = ∇ψ0 + δβ
DuΦ3(f, u)[δu] ≡ (4.30c)
−∂χ+ Sµ+T⊤λ+Π3[χ],
DuΦ4(f, u)[δu] ≡ (4.30d)
∂(JΓ) +ΩΓ+ (ΩΓ)⊤ +Uij
∂λi
∂ξj
+ µiEi + λiKi+
W⊤δMW +Π4[χ,Γ],
DuΦ5(f, u)[δu] ≡ (4.30e)
1
(2π)n−1
∫
Tn−1
(
(Wλ)1 + χi
∂w1
∂ξi
)
dξ
Proof. Relations (4.9), (4.15) lead to the following expressions forDeΦ, DmΦ,
and DMΦ
DeΦ1[δe] = δe, DeΦi[δe] = 0 for i = 2, 3, 4, 5
DmΦ1[δm] = δmw1, DmΦ2[δm] = δmW
⊤e1,
DmΦ3[δm] = 0, DmΦ4[m] = 0, DmΦ5[δm] = 0,
DMΦ1[δM ] =
1
2
w21δM, DMΦ2[δM ] =W
⊤δMw,
DMΦ3[δM ] = 0, DMΦ4[δM ] =W
⊤δMW, DMΦ5[δM ] = 0.
Substituting these expressions into the identity
DuΦ(f, u)[δu] = δΦ+DeΦ(f, u)δe+DmΦ(f, u)δm+DMΦ(f, u)δM
and recalling expressions (4.23) for δΦi in Theorem 4.7 we arrive at the
desired identity (4.30).
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5 Linear Problem
In this section we prove the existence an approximate inverse of the Gateux
derivative of the operator Φ. This result plays the crucial role in the proof
of solvability of the modified problem (4.9). Choose an arbitrary σ ∈ [1/2, 1]
and an arbitrary integer d ≥ 1. Next, fix f = (α, k) ∈ Σ̺. In view of
Corollary 4.8 the operator Φ(f, u) is differentiable with respect to u for all
u = (ϕ, e,m,M) satisfying the condition
‖ϕ− ϕ0(α)‖σ,d ≤ r.
Notice that Φ is a linear function of the parameters e,m,M . Consider the
linear operator equation
DuΦ(f, u)[δu] = F ∈ Fσ,d. (5.1)
We are looking for a solution
δu = (δϕ, δe, δm, δM)
to this equation in the space Eσ,d given by Definition 4.4. Hence δϕ have to
satisfy the orthogonality conditions∫
Tn−1
δϕ0 dξ = 0,
∫
Tn−1
δu dξ = 0,
∫
Tn−1
δW12 dξ = 0, (5.2)
which are similar condition (4.9h)-(4.9g) for ϕ. Relations (5.1)-(5.2) form
the closed system of equations for the vector δu. However, the operator
DuΦ has the complicated structure and its type is indefinite. In order to
simplify the equation, we exploit Corollary 4.8 of Third Structural Theo-
rem 4.7 and reduce equation (5.1) to the triangular canonical form with
constant coefficients in the principal part. To this end we make the linear
change of unknown functions and introduce the new unknown vector field
Υ = (δβ, ψ0,λ,χ,Γ, ) which is connected with
δϕ = (δβ, δϕ0, δu, δw, δW)
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by relations (4.22). Using identities (4.30) we rewrite equations (5.1)-(5.2)
in the equivalent form
∂ψ0 + ω
⊤ · δβ +Π1[χ,µ,λ] + δe+ δm ·w +
1
2
w⊤δMw = F1, (5.3a)
J∂λ+Tµ+Π2[χ,λ,Γ] +W
⊤δm+W⊤δMw = F2, (5.3b)
µ = ∇ψ0 + δβ
−∂χ+ Sµ+T⊤λ+Π3[χ] = F3, (5.3c)
∂(JΓ) +ΩΓ+ (ΩΓ)⊤ +Uij
∂λi
∂ξj
+ µiEi + λiKi (5.3d)
+W⊤δMW +Π4[χ,Γ] = F4.
(2π)1−n
∫
Tn−1
(
(Wλ)1 + χi
∂w1
∂ξi
)
dξ = f5, (5.3e)
(2π)1−n
∫
Tn−1
[
ψ0 − δβ · u+ w2
(
Wλ
)
1
]
dξ = 0 (5.3f)
(2π)1−n
∫
Tn−1
V−⊤χ dξ = 0,
∫
Tn−1
(WΓ)12 dξ = 0. (5.3g)
Recall that the matrices S and T are given by (4.25). This matrices along
with the matrices U, Ei, and Ki admit estimates (4.27) and (4.28). The
linear operators Π are defined by formulae (4.24). They vanishes when Φ = 0.
5.1 Approximate equations
Relations (5.3) form the closed system of equations and the orthogonality
conditions for the functions ψ0, χ, λ, Γ, and the parameters β, δm, δM ,
and δe. This system is not in a triangle form and it is inconvenient for
the investigation. In order to cope with this difficulty we notice that, in
accordance with the basic principles of the KAM theory, we are looking
for an approximate solution to equations (5.3). This approximate solutions
should satisfy equations (5.3) with the accuracy up to the discrepancy. Hence
we can omit the operators Πi in (5.3). Thus we arrive at the approximate
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equations
∂ψ0 + ω
⊤ · δβ + δe+ δm ·w +
1
2
w⊤δMw = F1, (5.4a)
J∂λ+Ωλ+Tµ+W⊤δm+W⊤δMw = F2, (5.4b)
µ = ∇ψ0 + δβ
−∂χ+ Sµ+T⊤λ = F3, (5.4c)
∂(JΓ) +ΩΓ + (ΩΓ)⊤ +Uij
∂λi
∂ξj
+ µiEi+ (5.4d)
λiKi +W
⊤δMW = F4.
(2π)1−n
∫
Tn−1
(
(Wλ)1 + χ · ∇w1
)
dξ = f5, (5.4e)
(2π)1−n
∫
Tn−1
[
ψ0 − δβ · βu+ w2
(
Wλ
)
1
]
dξ = 0 (5.4f)
(2π)1−n
∫
Tn−1
V−⊤χ dξ = 0, (2π)1−n
∫
Tn−1
(WΓ)12 dξ = 0, (5.4g)
where δm = (δm, 0)⊤ and δM = diag(δM, 0).
The difficulty is that the ”angle variable” w1 is a growing function of
α. Hence the extra term mw1 + 2
−1Mw21 in the modified Hamiltonian has
a polynomial growth in α. In other words, this means that the system of
equations (5.4) contain secular terms. To cope with this difficulty we collect
all secular terms together and introduce the new parameters
q = δe+ δβ⊤ · ω + αδm+ 2−1α2δM,
p = δm+ αδM, δp = (δp, 0)
(5.5)
Recall that δm = (δm, 0), δM = diag (δM, 0). Thus we arrive at the follow-
ing equations
∂ψ0 + q + p · (w1 − α) +
1
2
δM(w1 − α)
2 = F1, (5.6a)
J∂λ+Ωλ+Tµ+ pW⊤e1 + δM(w1 − α)W
⊤e1 = F2, (5.6b)
µ = ∇ψ0 + δβ
−∂χ+ Sµ+T⊤λ = F3, (5.6c)
∂(JΓ) +ΩΓ+ (ΩΓ)⊤ +Uij
∂λi
∂ξj
+ µiEi + λiKi+ (5.6d)
+W⊤δMW = F4, Γ11 = −Γ22,
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(2π)1−n
∫
Tn−1
(
(Wλ)1 + χ · ∇w1
)
dξ = f5, (5.6e)
(2π)1−n
∫
Tn−1
[
ψ0 − δβ · u+ w2
(
Wλ
)
1
]
dξ = 0 (5.6f)
(2π)1−n
∫
Tn−1
V−⊤χ dξ = 0, (2π)1−n
∫
Tn−1
(WΓ)12 dξ = 0. (5.6g)
The following theorem constitutes the existence and uniqueness of solu-
tions to problem (5.6)
Theorem 5.1. Let a fixed σ ∈ [1/4, 1], d ≥ 2, and the matrix K0 = S0 −
t0 ⊗ t0 given by (2.11), satisfies the condition det K0 6= 0. Then there are
ε0 > 0 and r0 with the following properties. For every
(α, k) ∈ Σ̺, ‖ϕ−ϕ0(α)‖σ,d ≤ r0, ϕ0(α) = (0, 0, 0, αe1, 1, 0, 0), |ε| ≤ ε0, ,
0 ≤ σ0 < σ1 ≤ σ, σ1 ≥ 1/4,
and all F = (F1, F2, F3, F4, f5) ∈ Fσ1,0, problem (5.6) has a unique solution
(ψ0,λ,χ,Γ, δβ, q, p, δM) ∈ Aσ0,0 ×A
2
σ0,0
×An−1σ,d ×A
4
σ0,0
× Cn−1 × C3.
This solution admits the estimate
‖(ψ0,λ,χ,Γ)‖σ0,0 + |(δβ, q, p, δM)| ≤ c(σ1 − σ0)
−8n−12‖F‖σ1,0 (5.7)
where the constant c is independent of ε0, r0, and σi.
Proof. The proof is in Appendix E.1.
Notice that problems (5.4) and (5.6) are equivalent. The vector Υ =
(δβ, ψ0,λ,χ,Γ) and the parameters δe, δm, and δM satisfy equations (5.4)
if and only if Υ, δM and the parameters δq, δp, given by (5.5), satisfy
equations (5.6). Thus we obtain the following
Corollary 5.2. Under the assumptions of Theorem 5.1, problem (5.4) has a
unique solution
(ψ0,λ,χ,Γ, δβ, δe, δm, δM) ∈ Aσ0,0 ×A
2
σ0,0 ×A
n−1
σ,d ×A
4
σ0,0 × C
n−1 × C3.
This solution admits the estimate
‖(ψ0,λ,χ,Γ)‖σ0,0 + |(δβ, δM)| ≤ c(σ1 − σ0)
−8n−12‖F‖σ1,0 (5.8)
|(δe, δm)| ≤ (1 + α2)c(σ1 − σ0)
−8n−12‖F‖σ1,0 (5.9)
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5.2 Differential of Φ. Approximate inverse
In this section we construct an approximate inverse to the operator DΦ. Our
considerations are based on the following construction. For given ϕ denote
by Ξ(ϕ) the linear operator defined by the equalities
Ξ : Υ = (δβ,ψ0,λ,χ,Γ)→ δϕ = (δβ, δϕ0, δu, δw, δW11, δW12, δW21)
(5.10a)
δu = χi
∂
∂ξi
(ξ + u), (5.10b)
δw = Wλ+ χi
∂
∂ξi
w, (5.10c)
δW = WΓ+ χi
∂
∂ξi
W, (5.10d)
δϕ0 = ψ0 + w2δw1 +
(∂ϕ0
∂ξi
− w2
∂w1
∂ξi
)
χi − u · δβ. (5.10e)
In view of the Second structural Theorem 3.2 the operator Ξ has the inverse
Ξ−1 defined by
Ξ−1δϕ = (δβ, δϕ0, δu, δw, δW11, δW12, δW21)Υ = (δβ,ψ0,λ,χ,Γ) (5.11a)
χ = V⊤ δu (5.11b)
λ = W−1δw− χiW
−1 ∂
∂ξi
w (5.11c)
Γ = W−1δW − χiW
−1 ∂
∂ξi
W, (5.11d)
µ = V−1
(
δv + χi
∂
∂ξi
v −Λλ
)
(5.11e)
ψ0 = δϕ0 − χi
∂ϕ0
∂ξi
+ w2χi
∂w1
∂ξi
+ δβ⊤ · u. (5.11f)
Recall the notation
f = (α, k), u = (ϕ, e,m,M)
Introduce also the notation
δu = (δϕ, δe, δm, δM).
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Definition 5.3. Let R(f, u) be a linear operator defined by the equality
R(f, u)[F] =
(
Ξ(ϕ)[Υ], δe, δm, δM) (5.12)
where Υ, δe, δm, δM is a solution to the approximate problem (5.4). Notice
that the coefficients of equations (5.4) are completely defined by f and u.
The following proposition constitutes the basic properties of the operator
R. In particular, it follows that R is an approximate inverse to the operator
DΦ.
Proposition 5.4. Let σ ∈ (0, 1]. Then there are ε0 > 0 and r0 > 0 with the
following properties. For all f, u, and ε, and σi satisfying the conditions
f ∈ Σ̺, |ε| ≤ ε0, ‖ϕ−ϕ0(α)‖σ,d ≤ r0,
0 ≤ σ0 < σ1 ≤ σ,
the operator R(f, u) : Fσ1,0 → Eσ0,d is bounded and admits the estimate
‖R(f, u)[δu]‖σ0,d ≤ c(1 + α
2)(σ1 − σ0)
−8n−12−d‖δu‖Eσ1,d. (5.13)
Moreover, it satisfies the inequalities
∥∥ (R(f, u)DΦ(f, u)− Id) [δu] ∥∥
σ0,d
≤
c(σ1 − σ0)
−8n−13−2d‖Φ(f, u)‖σ,0 ‖δu‖Eσ1,d. (5.14)
∥∥ (DΦ(f, u)R(f, u)− Id) [F] ∥∥
σ0,0
≤
c(σ1 − σ0)
−8n−14‖Φ(f, u))‖σ1,0 ‖F‖σ1,0, (5.15)
i.e., R is an approximate inverse to DΦ.
Proof. The proof is based on the following auxiliary lemma .
Lemma 5.5. Let a fixed σ ∈ (0, 1) and d ≥ 2 and r0 < 1/2. Then for every
f ∈ Σ̺, ‖ϕ− ϕ0(α)‖σ,d ≤ r0, ϕ0(α) = (0, 0, 0,α, 1, 0, 0),
and every
0 ≤ σ0 < σ1 ≤ σ,
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the operator
Ξ : C×Aσ1,0 ×A
2
σ1,0
×An−1σ1,0 ×A
4
σ1,0
→ C×Aσ0,d ×A
2
σ0,d
×An−1σ1,d ×A
3
σ0,d
is well defined and admits the estimate∥∥Ξ(ϕ) [Υ] ∥∥
σ0,d
≤ c(σ1 − σ0)
−d ‖Υ‖σ1,0. (5.16)
The inverse operator
Ξ−1 : C×Aσ1,0 ×A
2
σ1,0
×An−1σ1,0 ×A
4
σ1,0
→ C×Aσ0,d ×A
2
σ0,d
×An−1σ1,d ×A
3
σ0,d
is well defined and admits the estimate∥∥Ξ−1(ϕ) [δϕ] ∥∥
σ0,d
≤ c(σ1 − σ0)
−d ‖δϕ‖σ1,0. (5.17)
Proof. In order to avoid repetitions we prove estimate (5.16). The proof of
estimate (5.17) is similar. Notice that for d ≥ 1 and r0 ≤ 1/2, the equality
W22 = W
−1
11 (1−W1,2W21) implies
‖w2‖σ,0 + ‖∇w1‖σ,0 + ‖∇W ‖σ,0 + ‖W − I‖σ,0 ≤ c‖ϕ−ϕ(α)‖σ,d
Obviously we have
‖w2‖σ,0 + ‖∇w1‖σ,0 + ‖∇(ξ + u)‖+ ‖W ‖σ,0 ≤ c‖ϕ−ϕ(α)‖σ,d ≤ c
Since Aσ1,0 is a Banach algebra, it follows from this and (5.10) that
‖Ξ(ϕ)[Υ]‖σ1,0 ≤ c‖Υ]‖σ1,0.
It remains to note that
‖Ξ(ϕ)[Υ]‖σ0,d ≤ c(σ1 − σ0)
−d‖Ξ(ϕ)[Υ]‖σ1,0.
Let us turn to the proof of the proposition. The proof falls into three
steps.
Step 1. We begin with proving of estimate (5.13). It follows from Corol-
lary 5.2 that, under the assumptions of Proposition 5.4, for a suitable choice
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of ε0 and r0, problem (5.4) has the unique solution Υ = (δβ, ψ0,λ,χ,Γ), and
δe, δm, δM satisfying the inequality
‖Υ‖(σ0+σ1)/2,0 + |δe|+ |δm|+ |δM |
≤ c(1 + α2)(σ1 − σ0)
−8n−12 ‖F‖σ1,0. (5.18)
Using this estimate and applying Lemma 5.5 with σ1 replaced by (σ0+σ1)/2
we obtain ∥∥Ξ(ϕ) [Υ] ∥∥
σ0,d
≤ c (σ1 − σ0)
−d ‖Υ]‖(σ0+σ1)/2,0
≤ c(σ1 − σ0)
−8n−12−d ‖F‖σ1,0.
(5.19)
Combining (5.18) and (5.19) and recalling Definition 5.3 we arrive at (5.13).
Step 2. Now our task is to prove estimate (??). Assume that ε, r0 meet
all requirements of Corollary 5.2. Choose an arbitrary
δϕ = (δβ, δϕ0, δu, δW11, δW12, δW21) and (δe, δm, δM)
such that
δu ≡ (δϕ, δe, δm, δM) ∈ Eσ1,d.
Set
Υ = Ξ−1(ϕ)[δϕ] (5.20)
By construction, the vector
Υ = (δβ, ψ0,λ,χ,Γ)
is connected with δϕ by relations (4.22). Hence Υ and the parameters
(δe, δm, δM) meet all requirements of Corollary 4.8. It follows that they
satisfy identities (4.30). Notice that relations (4.30) can be regarded as sys-
tem of equations (5.4a)-(5.4e) with the right hand sides
F1 = −Π1[χ,λ,µ] +DuΦ1(f, u)[δu],
F2 = −Π2[χ,λ,Γ] +DuΦ2(f, u)[δu],
F3 = −Π3[χ] +DuΦ3(f, u)[δu],
F4 = −Π2[χ,Γ] +DuΦ4(f, u)[δu],
f5 = DuΦ5(f, u)[δu]
(5.21)
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Moreover, since δu ∈ Eσ1,d, its component δϕ satisfies the integral relations
(5.2) which, in view of (5.10b)-(5.10e), are equivalent to the integral condi-
tions (5.4f)-(5.4g). Therefore, the vector Υ and the parameters (δe, δm, δM)
satisfy equations (5.4) with the right hand sides given by (5.21).
On the other hand, Definition 5.3 implies the identity
R(f, u)
[
DuΦ(f, u)[δu]
]
=
(
Ξ(ϕ)[Υ′], δe′, δm′, δM ′) (5.22)
where the vectorΥ′ and the parameters (δe′, δm′, δM ′) satisfy equations (5.4)
with the right hand sides
F ′i = DΦi(f, u)[δu], i = 1, . . . , 4, f
′
5 = DΦ5(f, u)[δu] (5.23)
It follows from (5.20) that
R(f, u)
[
DuΦ(f, u)[δu]
]
− δu =
(
Ξ(ϕ)[Υ˜], δ˜e, ˜δm, ˜δM) (5.24)
Where
Υ˜ = Υ′ −Υ, δ˜e = δe′ − δe, ˜δm = δm′ − δm, ˜δM = δM ′ − δM.
Notice that (Υ, δe, δm, δM) satisfies equations (5.4) with the right hand sides
(5.21). On the other hand, (Υ′, δe′, δm′, δM ′) satisfies equations (5.4) with
the right hand sides (5.23). It follows from this that (Υ˜, δ˜e, ˜δm, ˜δM) satisfies
equations (5.4) with the right hand sides
F˜i = Πi[Υ], i = 1, . . . , 4, f˜5 = 0. (5.25)
Here the operators Πi are given by formulae (4.24):
Π1[Υ] =
∂Φ1
∂ξi
χi + Φ
⊤
2 · λ+ Φ
⊤
3 · µ, (5.26a)
Π2[χ,λ,Γ] = χi
∂Φ2
∂ξi
+ Γ⊤Φ2 + Φ4λ+ (Jλ)
′
ξΦ3, (5.26b)
Π3[χ] = χi
∂Φ3
∂ξi
− χ′ξΦ3, (5.26c)
Π4[χ,Γ] = χi
∂Φ4
∂ξi
+ Φ3,i
∂
∂ξi
(JΓ) + Φ4Γ + (Φ4Γ)
⊤, (5.26d)
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where Φi = Φi(f, u) and µ = δβ +∇ψ0. We thus get
∂ψ˜0 + ω
⊤ · δβ˜ + δ˜e+ ˜δm ·w +
1
2
w⊤ ˜δMw = F˜1, (5.27a)
J∂λ˜+Ωλ˜+Tµ˜+ ˜δmW⊤e1 +W
⊤ ˜δMw = F˜2, (5.27b)
µ˜ = ∇ψ˜0 + δβ˜
−∂χ˜+ Sµ˜+T⊤λ˜ = F˜3, (5.27c)
∂(JΓ˜) +ΩΓ˜ + (ΩΓ˜)⊤ +Uij
∂λi
∂ξ∗j
+ µ˜iEi+ (5.27d)
λ˜iKi +W
⊤δM˜W = F˜4.
∫
Tn−1
(
(Wλ˜)1 + χ˜ · ∇w1
)
dξ = 0, (5.27e)∫
Tn−1
[
ψ˜0 − δβ˜ · u+ w2
(
Wλ˜
)
1
]
dξ = 0 (5.27f)∫
Tn−1
V−⊤χ˜ dξ = 0,
∫
Tn−1
(WΓ˜)12 dξ = 0, (5.27g)
where δM˜ = diag(δM˜, 0). Let us estimate F˜. Equality Υ = Ξ−1δϕ and
estimate (5.17) imply
‖Υ‖(σ1+σ0)/2,d ≤ c(σ1 − σ0)
−d ‖δϕ‖σ1,0
It follows from this that
‖Υ‖(2σ1+σ0)/3,0 + ‖∂ξΥ‖(2σ1+σ0)/3,0 ≤ c(σ1 − σ0)
−d‖δϕ‖σ1,0. (5.28)
Next we have
‖Φ‖(2σ1+σ0)/3,0 + ‖∂ξΦ‖(2σ1+σ0)/3,0 ≤ c(σ1 − σ0)
−1‖Φ‖σ1,0. (5.29)
Combining estimates (5.28) and (5.29) and recalling formulae (5.26) we arrive
at
‖Π[Υ]‖(2σ1+σ0)/3,0 ≤ c(σ1 − σ0)
−d−1‖Φ‖σ1,0 ‖δϕ‖σ1,0 (5.30)
Since δϕ is the component of the vector u, it follows from this and (5.25)
that
‖F˜‖(2σ1+σ0)/3,0 ≤ c(σ1 − σ0)
−d−1 ‖Φ‖σ1,0 ‖δu‖σ1,0 (5.31)
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Applying Corollary 5.2 to problem (5.27) we conclude that it has the unique
solution. Moreover, estimates (5.8) and (5.9) in this corollary imply the
estimate
c(1 + |α2|)(σ1 − σ0)
−8n−12‖F˜‖(2σ1+σ0)/3,0.
This result along with inequality (5.31) leads to the estimate
‖Υ˜‖(σ1+σ0)/2,0 + |δe˜|+ |δm˜|+ |δM˜ | ≤
c(1 + |α2|)(σ1 − σ0)
−8n−13−d ‖Φ‖σ1,0 ‖δu‖σ1,0.
From this, relation (5.24) and estimate (5.16) for the norm of the operator
Ξ we obtain ∥∥R(f, u)[DuΦ(f, u) [δu] ]− δu ∥∥σ0,d =∥∥Ξ(ϕ)[Υ˜] ∥∥
σ0,d
+ |δe˜|+ |δm˜|+ |δM˜ | ≤
(σ1 − σ0)
−d‖Υ˜‖(σ1+σ0)/2,0 + |δe˜|+ |δm˜|+ |δM˜ | ≤
c(1 + |α2|)(σ1 − σ0)
−8n−13−2d‖Φ‖σ1,0‖δu‖σ1,0.
which obviously leads to (5.14).
Step 3. It remains to prove estimate (5.15). Choose an arbitrary F ∈
Fσ1,0 and set δu := R(f, u)[F]. It follows from the definition 5.3 that
δu = (Ξ[Υ], δe, δm, δM),
where (Υ, δe, δm, δM) is a solution to problem (5.4). On the other hand, in
view of Corollary 4.8, the vector
DuΦ(f, u)R(f, u)[F] ≡ DuΦ(f, u)δu
satisfies identities (4.30). Combining (4.30) and (5.4) we arrive at the identity
DuΦ(f, u)R(f, u)[F]− F = (Π1[Υ], Π2[Υ], Π3[Υ], Π4[Υ], Π5[Υ]). (5.32)
Applying Corollary 5.2 to equations (5.4) we conclude that
‖Υ‖(σ0+σ1)/2,0 + |δe|+ |δm|+ |δM | ≤ c(1 + |α
2|)(σ1 − σ0)
−8n−12‖F‖σ1,0,
which gives
‖Υ‖σ0,0 + ‖∂ξΥ‖σ0,0 ≤ c(σ1 − σ0)
−8n−13‖F‖σ1,0. (5.33)
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Next we have
‖Φ‖σ0,0 + ‖∂ξΦ‖σ0,0 ≤ c(σ1 − σ0)
−1‖Φ‖σ1,0. (5.34)
Combining estimates (5.33) and (5.34) and recalling formulae (5.26) we arrive
at
‖Π[Υ]‖σ0,0 ≤ c(σ1 − σ0)
−8n−14‖Φi‖σ1,0‖F‖σ1,0. (5.35)
It remains to note that desired estimate (5.15) is a straightforward conse-
quence of estimate (5.35) and equality (5.32).
6 Implicit function theorem
6.1 Nash-Moser-Zehnder Implicit Function Theorem
We prove the local solvability of operator equation (4.16) by using the nash-
Moser implicit function theorem. There are many different versions of this
celebrated theorem. Our considerations are based on the version of the Nash-
Moser implicit function theorem proposed by Zhender, see [15], [24].
Fix d ≥ 2. Recall Definitions 4.4 and 4.5 of spaces Eσ,d and Fσ,d. Let us
consider the abstract operator equation
Φ(f, u) = 0, f ∈ C2, u ∈ Eσ,d. (6.1)
Here Φ is a smooth operator. Assume that the operator Φ satisfies the
following conditions, cf. [15], ch.6.1.
For fixed R > 0, N > 0, and (f0, u0) ∈ C
2 × E1,d denote by Bσ(f0, u0) ⊂
C2 × Eσ,d the ball
Bσ(f0, u0) = {(f, u) : |f− f0| < N, ‖u− u0‖σ,d < R}. (6.2)
H.3 The mapping Φ is defined in B0(f0, u0). Moreover, the mapping Φ :
Bσ(f0, u0)→ Fσ,0 is continuous for all σ ∈ (0, 1]. For every σ
′ < σ, the
mapping Φ(f, ·) : Bσ(f0, u0) ∩ Eσ,d → Fσ′,0, σ
′ < σ is differentiable. For
every (f, u) ∈ Bσ(f0, u0), the quantity
Q(f; u, v) = Φ(f, u)−Φ(f, v)−DvΦ(f, v)(u− v)
admits the estimate
‖Q(f; u, v)‖σ′,0 ≤ c0(σ − σ
′)−2τ‖u− v‖2σ,d. (6.3)
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H.4 For every σ ∈ (0, 1] and (f, u), (g, u) ∈ Bσ(f0, u0), we have
‖Φ(f, u)−Φ(g, u)‖σ,0 ≤ c0|f− g|. (6.4)
H.5 For every σ ∈ (0, 1], every 0 ≤ σ′ < σ, and every (f, u),∈ Bσ(f0, u0),
there exists the linear continuous mapping R(f, u) : Fσ,0 → Eσ′,d such
that for all h ∈ Fσ,0 and all v ∈ Eσ,d,
‖R(f, u)h‖σ′,d ≤ c0(σ − σ
′)−γ‖h‖σ,0 (6.5)
‖
(
DuΦ(f, u)R(f, u)− I
)
h‖σ′,0
≤ c0(σ − σ
′)−2τ−γ‖ Φ(f, u)‖σ,0 ‖h‖σ,0. (6.6)
‖
(
R(f, u) DuΦ(f, u)− I
)
v‖σ′,d
≤ c0(σ − σ
′)−2τ−γ‖ Φ(f, u)‖σ,0 ‖v‖σ,d. (6.7)
The following theorem, see [15], Theorem 6.1 and Corollaries, constitute the
local existence and uniqueness of solutions to operator equation (6.1)
Theorem 6.1. Assume that Φ satisfies Conditions (H.3) − (H.5). Then
there exists a constant C, depending only on c0, τ , and γ with the following
properties. If for some σ ∈ (0, 1], the couple (f, v(f)) ∈ Bσ(f0, u0) satisfies the
conditions
‖v(f)− u0‖σ,d ≤ r ≤ R, ‖Φ(f, v(f))‖σ,0 ≤ C(R− r)σ
2(τ+γ), (6.8)
then equation (6.1) have a solution u = u(f) ∈ Eσ/2,d such that
‖v(f)− u(f)‖σ/2,d ≤ C
−1‖Φ(f, v(f))‖σ,0σ
−γ. (6.9)
Moreover, if the mapping Bσ ∩ C
2 ∋ f → v(f) ∈ Eσ,d is continuous, then the
mapping Bσ(f0, u0) ∩ C
2 ∋ f → u(f) ∈ Eσ/2,d is continuous. If, in addition,
v(f) satisfies the inequality
2C−1‖Φ(f, v(f)‖σ,0σ
−γ < 1, (6.10)
then the solution u(f) is unique.
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Proof. Existence of solution u(f) is exactly the statement Theorem 6.1 in
[15]. The continuity of this solution is a consequence of the Corollary of this
theorem, see [15]. The uniqueness also results from ch.6 in[15]. However,
since our formulation is slightly different, we recall these arguments. Let
u(f), u′(f) ∈ Bσ(f0, u0) satisfy equation (6.1) and inequalities (6.9). It follows
that
DuΦ(f, u(f))(u
′(f)− u(f)) = −Q(f, u, u′)
Applying to both sides of this identity the operator R(f, u(f) and recalling
that u(f) satisfies equation (6.1) we obtain
u′(f)− u(f) = −R(f, u(f)Q(f, u, u′).
Choose an arbitrary σ′′ < σ′ ≤ σ.Applying inequalities (6.3) and (6.5) we
arrive at
‖u′(f)− u(f)‖σ′′,d ≤ c(σ
′ − σ′′)−γ‖Q(f, u, u′)‖(σ′+σ′′)/2,d ≤
c(σ′ − σ′′)−2τ−γ‖u′(f)− u(f)‖2σ′′,d.
Now set σn = 2
−n−1σ, n ≥ 0. We have
‖u′(f)− u(f)‖σn+1,d ≤ c2
n(γ+2τ)‖u′(f)− u(f)‖σn,d,
which leads to the inequality
‖u′(f)− u(f)‖σn+1,d ≤ c
n2n
2(γ+2τ)‖u′(f)− u(f)‖2
n
σ/2,d,
On the other hand, estimate (6.9) imply
‖u′(f)− u(f)‖σ/2,d ≤ 2C
−1‖Φ(f, v(f))‖σ,0σ
−γ .
Combining the obtained results and recalling (6.10) we finally obtain
‖u′(f)− u(f)‖0,d ≤ ‖u
′(f)− u(f)‖σn+1,d ≤
cn2n
2(γ+2τ)(2C−1‖Φ(f, v(f))‖σ,0σ
−γ)2
n
→ 0 as n→∞.
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6.2 Solvability of the main operator equation
We are now in a position to prove the local solvability and uniqueness result
for the main operator equation (4.16). Recall the notation
f = (α, k), u = (ϕ, e,m,M) whereϕ = (β, ϕ0,u,w,W11,W12,W22). (6.11)
and
v(f) = (ϕ0(α), −kα − kα
2/2, kα, −k), (6.12)
where
ϕ0(α) = (0, 0, αe1, 1, 0, 0).
Fix an arbitrary σ ∈ (0, 1] and d ≥ 1. Next, fix ̺ > 0 satisfying Condition
(H.1) of Theorem 2.2 and set
G = {(α, k) ∈ C2 : |Re α| ≤ 4π,Re k ∈ [0, 1], |Im α| ≤ ̺, |Im k| ≤ ̺}.
(6.13)
The following theorem is the main result of this section
Theorem 6.2. Let conditions (H.1)-(H.2) be satisfied. Then there is ε0 > 0
such that for all |ε| ≤ ε0 and for all f ∈ G operator equation (4.16) has a
unique solution u(f) ∈ Eσ/2,d such that
‖u(f)− v(f)‖σ/2,d ≤ c|ε|. (6.14)
The mapping G ∋ f→ u(f) ∈ Eσ/2,d has a continuous extension to the strip
Σρ = {(α, k) ∈ C
2 : Re α ∈ R, Re k ∈ [0, 1], |Im α| ≤ ̺, |Im k| ≤ ̺}.
Moreover, the extended mappings
f→ ϕ−ϕ0(α), f→ M, f→ m+ αM
are 2π- periodic in α.
Proof. In view of Proposition 4.6 for every f ∈ G, there is r > 0 independent
of f with the following property. If
‖v(f)− u‖σ,d ≤ r, (6.15)
then the operator Φ(f, u) ∈ Fσ,0 is differentiable at the point (f, u) with re-
spect to u and satisfies estimate (6.3) with the exponent τ = 0. On the other
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hand, it follows from Proposition 5.4, that there exists ε0 > 0 independent
of f with the following properties. If f ∈ G, u ∈ Fσ,0 satisfy inequality (6.15),
and |ε| ≤ ε0, then there is the linear operator R(f, u) satisfying inequalities
(6.5)-(6.7) with the exponents τ = 0 and γ = 8n+ 14 + 2d. In other words,
if (f, u) satisfies inequality (6.15) and |ε| ≤ ε0, then the operator Φ satisfies
inequalities (6.3) and (6.5)-(6.7) in Conditions (H.3)-(H.5) of Theorem 6.1.
Now choose an arbitrary f0 = (α0, k0) ∈ G and set u0 = v(f0). It follows
from this and (6.12) that
‖v(f)− u0‖σ,d ≤ 20|f− f0| for all f ∈ G. (6.16)
Recall definition (6.2) of the ball Bσ(f0, u0):
Bσ(f0, u0) = {(f, u) : |f− f0| < N, ‖u− u0‖σ,d < R}.
We have
‖v(f)− u‖σ,d ≤ ‖u0 − u‖σ,d + ‖v(f)− u0‖σ,d
≤ R + 20|f− f0| ≤ R + 20N
for (f, u) ∈ Bσ. Hence for
R + 20N ≤ r, N < ρ (6.17)
the vectors f and u satisfy inequality (6.15) in the ball Bσ(f0, u0). Moreover,
we have Bσ(f0, u0) ∩ C
2 ⊂ Σρ. Now fix N and R satisfying (6.17). It follows
from this and what was mentioned above that for |ε| ≤ ε0, the operator Φ
satisfies Conditions (H.3)-(H.5) with the exponents τ = 0, γ = 9n+ 12+ d,
and the constant c0 independent of f0. Hence Φ meets all requirements of
Theorem 6.1. Applying this theorem we conclude that there is a constant
C, depending only on c0 and γ, with the following properties. If the couple
(f, v(f)) ∈ Bσ(f0, u0) satisfies the conditions
‖v(f)− u0‖σ,d ≤ R/2, ‖Φ(f, v(f))‖σ,0 ≤ 2
−1CRσ2γ , (6.18)
then equation (6.1) have a unique solution u = u(f) ∈ Eσ/2,d such that
‖v(f)− u(f)‖σ/2,d ≤ C
−1‖Φ(f, v(f))‖σ,0σ
−γ. (6.19)
Moreover, the mapping Bσ(f0, u0) ∩ C
2 ∋ f → u(f) ∈ Eσ/2,d is continuous.
In order to prove the local existence and uniqueness of solution to equation
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(4.16), we have to show that conditions (6.18)is fulfilled in the ball Bσ(f0, u0).
First we notice that, in view of relations (6.12) and (4.9) , we have
Φ1(f, v(f)) = εH1(id, 0, αe1),
Φ2(f, v(f)) = ε
∂H1
∂z
(id, 0, αe1)
}⊤
,
Φ3(f, v(f)) = ε
{∂H1
∂y
(id, 0, αe1)
}⊤
,
Φ4(f, v(f)) = ε
∂2H1
∂z2
(id, 0, αe1),
Φ5(f, v(f)) = 0.
It follows from this and analyticity conditions (2.3) imposed on H1 that
‖Φ(f, v(f))‖σ,0 ≤ c1|ε|
for all f ∈ Σρ. Here the constant c1 is independent on f. From this and (6.16)
we obtain that condition (6.18) is fulfilled for all f satisfying the inequality
|f− f0| ≤ N1 = N/40, (6.20)
and all ε such that
ε ≤ ε0 < c
−1
1 CNσ
2γ .
Applying Theorem 6.1 we conclude that for all f ∈ G satisfying (6.20) and
for all |ε| ≤ ε0 operator equation (4.16) has a solution u(f) satisfying the
inequality
‖v(f)− u(f)‖σ/2,d ≤ c1C
−1σ−γ|ε| ≡ c2|ε|. (6.21)
This solution is unique. Moreover, the mapping C2 ∋ f → u(f) ∈ Eσ/2,d is
continuous in the disk {|f− f0| ≤ N1}.
Our next task is to prove that this solution is defined for all f ∈ G. Since
G is a compact set, there is a finite collection of the balls
Gi = {|f− fi| ≤ N1/2}, 1 ≤ i ≤ m, fi ∈ G
such that G ⊂ ∪iGi. It follows from the local solvability of operator equation
(4.16) that for |ε| ≤ ε0 there is a unique continuous mapping Gi ∋ f→ ui(f) ∈
Eσ/2,d such that
Φ(f, ui(f)) = 0, ‖ui(f)− v(f)‖σ/2,d ≤ c2|ε|. (6.22)
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If f ∈ Gi∩Gj then ui(f) = uj(f). Indeed, uj satisfies inequality (6.22) and the
equation Φ(f, uj) = 0. On the other hand, ui(f) is the unique solution to the
equation Φ(f, u) = 0 with f ∈ Gi satisfying this inequality. Hence ui = uj.
Therefore, the relation u(f) = ui(f) for f ∈ Gi defines the continuous mapping
G ∋ f→ u(f) ∈ Eσ/2,d.
It remains to prove that this mapping has the analytic extension to the
strip Σρ. Fix an arbitrary f = (α, k) ∈ G such that
Re α ∈ [0, π/2] (6.23)
and set
α˜ = α + 2π, f˜ = (α˜, k).
Let u˜ = u(˜f) be a solution to the operator equation Φ(˜f, u˜) = 0. We have
u˜ = (ϕ˜, e˜, m˜, M˜), where ϕ˜ = (β˜, ϕ˜0, u˜, w˜, W˜11, W˜12, W˜22).
Now set
u∗ = (ϕ∗, e∗, m∗,M∗),
where
ϕ∗ = ϕ˜− (0, 0, 0, 2πe1, 0, 0, 0),
e∗ = e˜− (2πm˜+ 2π2M˜), m∗ = m˜+ 2πM˜, M∗ = M˜.
(6.24)
Since the basic Hamiltonian H(x,y, z) is 2π-periodic in z1 it follows from
definition (4.9) of the operator Φ that
Φ(f, u∗) ≡ Φ(˜f, u˜). (6.25)
Next, we have
v(˜f) = v(f)− (2πk + 2π2k,−2πk, k).
Relations (6.24) imply
u∗ − v(f) = u˜− v(˜f) (6.26)
Recall that u˜ = u(˜f) satisfies the inequality
‖u˜− v(˜f)‖σ/2,d ≤ c2|ε|.
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and Φ(˜f, u˜) = 0. From this, (6.25) and (6.26) we obtain
Φ(f, u∗) = 0, ‖u∗ − v(f)‖σ/2,d ≤ c2|ε|, f ∈ G.
Hence u∗ = u(f), which along with (6.24) and the equality u˜ = u(˜f) yields
ϕ(f) + 2π(0, 0, 0, e1, 0, 0, 0) = ϕ(˜f),
m(f) = m(˜f) + 2πM (˜f), M(f) =M (˜f).
We can rewrite these relations in the equivalent form
ϕ(f)− α(0, 0, 0, e1, 0, 0, 0) = ϕ(˜f)− (α + 2π)(0, 0, 0, e1, 0, 0, 0),
m(f) + αM(f) = m(˜f) + (α + 2π)M (˜f), M(f) =M (˜f).
(6.27)
Recall that these relations holds true for all f and f˜ satisfying the conditions
f = (α, k) ∈ G, f˜ = (α+ 2π, k), Re α ∈ [0, π/2].
Since the vector-function u(f) and all its components are holomorphic in α,
relations (6.27) imply that the mappings
f→ ϕ−ϕ0(α), f→ M, f→ m+ αM
are holomorphic in the strip Σρ and 2π periodic in α. This completes the
proof of Theorem 6.2.
7 Dependence on parameters. Jacobi vector
fields
7.1 Differentiability with respect to parameters
Theorem 6.2 guarantees the local existence of solutions to the operator equa-
tion
Φ(f, u) = 0. (7.1)
In this section we investigate in details the dependence of this solution on
the parameter f. The result is given by the following
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Theorem 7.1. Let conditions (H.1)-(H.2) be satisfied and ε0 > 0 be given
by Theorem 6.2. Let |ε| ≤ ε0 and u = u(f) be a solution to equation (7.1),
u(f) = (ϕ(α, k), e(α, k), m(α, k),M(α, k),
ϕ(α, k) = (β, ϕ0,u,w,W11,W12,W21).
(7.2)
Then the mappings
R× [0, 1] ∋ (α, k)→ u(α, k) ∈ Aσ/4,d,
R× [0, 1] ∋ (α, k)→ ϕ0(α, k) ∈ Xσ/4,d,
R× [0, 1] ∋ (α, k)→ w(α, k)− αe1 ∈ Aσ/2,d,
R× [0, 1] ∋ (α, k)→W(α, k) ∈ Aσ/2,d,
R× [0, 1] ∋ (α, k)→ β(α, k) ∈ Rn−1,
R× [0, 1] ∋ (α, k)→M(α, k) ∈ R1,
R× [0, 1] ∋ (α, k)→ m(α, k) + αM(α, k) ∈ R1,
(7.3)
are continuously differentiable and 2π-periodic in α. Moreover, they are an-
alytic in R× (0, 1) and satisfy the inequalities
‖∂rαu‖σ/2,d + ‖∂
r
αϕ0‖σ/2,d ≤ c(r)|ε|,
‖∂rα(w− αe1)‖σ/2,d + ‖∂
r
α(W − I)‖σ/2,d ≤ c(r)|ε|,
|∂rαβ|+ |∂
r
α(m+ αM)|+ |∂
r
α(M + k)| ≤ c(r)|ε|,
(7.4)
and
‖∂ku‖σ/2,d + ‖∂kϕ0‖σ/2,d ≤ c|ε|,
‖∂k(w − αe1)‖σ/2,d + ‖∂k(W − I)‖σ/2,d ≤ c|ε|,
|∂kβ|+ |∂k(m+ αM)|+ |∂k(M + k)| ≤ c|ε|,
(7.5)
where r ≥ 0 is an arbitrary integer, the constant c is independent of α, k,
and ε.
Proof. By virtue of Theorem (6.2), the mapping Σρ ∋ f → u(f) ∈ Eσ/2,0 is
continuous in the complex strip Σρ which contains the real axis. Hence this
mapping is holomorphic function of α. It is also a holomorphic function of k
on the interval (0, 1). Moreover, Theorem 6.2 shows that β, ϕ0, u, w− αe1,
Wij, m+αM andM are periodic in α. Since these functions are holomorphic
in α on the real axis, estimates (7.4) obviously follows from estimates (6.14)
in Theorem 6.2.
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However, this theorem does not guarantee the differentiability of u(α, k)
with respect to k on the closed segment k ∈ [0, 1]. In order to prove estimates
(7.5) fix an arbitrary α ∈ R1 and consider the function u(α, k). In view of
Theorem 6.2 this function is continuous in the rectangular Re k ∈ [0, 1],
|Im k| ≤ ρ. Hence it is holomorphic on the interval (0, 1) and continuous on
[0, 1]. Next the function u(α, k) satisfies the operator equation
Φ(f, u) ≡ (Φ1(u),Φ2(u),Φ3(u),Φ4(k, u),Φ5(u)) = 0, (7.6)
where the differential operators Φi are defined by (4.9). It follows from this
relation that the only Φ4 depends on k via the matrix Ω = diag (−k, 1) in
the left hand side of (4.9d). Since u is analytic function of k on the interval
(0, 1), we can differentiate (7.6) with respect to k to obtain
DϕΦ(f, u)∂kϕ+DeΦ(f, u)∂ke+
DmΦ(f, u)∂km+DMΦ(f, u)(∂kM + 1) = Z for k ∈ (0, 1). (7.7)
Here
Z = (0, 0, 0,Z4, 0), Z4 = diag (1, 0)−W
⊤diag (1, 0)W.
It follows from estimate (7.4) that
‖Z‖σ/2,0 ≤ c|ε|. (7.8)
Relation (7.7) can be considered as equation for
∂ku = (∂kϕ, ∂ke, ∂km, ∂kM).
Applying to (7.7) Proposition 5.4 with σ, σ1, and σ
′ replaced by σ/2, σ/2,
and σ/4 we conclude that for a suitable choice of ε0, equation (7.7) has a
unique solution
(∂kϕ, ∂ke, ∂km, ∂kM + 1) = R(f, u)Z
Estimate (5.13)for the resolvent R in Proposition (5.4) implies the inequality
‖∂kϕ‖σ/4,d + |∂km|+ |∂kM + 1| ≤ cσ
−9n−12−d‖Z‖σ/2,0 ≤ c|ε|,
which obviously yields (7.5). This completes the proof of Theorem 7.1.
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7.2 Representation of derivatives. Jacobi vector fields
In this section we obtain the representation for the derivatives of solutions to
the modified problem with respect to the parameters α and k. Let ϕ(α, k) =
(β, ϕ0,u,w,W11,W12,W21) be a solution to the operator equation (7.1) given
by Theorem 7.1. Let V, W, and v are given by (3.4)
V = (In−1 + u
′)−⊤, v = β +V
(
∇ϕ0 − w2∇w1
)
,
W22 = W
−1
11 (1 +W12W21).
(7.9)
For τ = α, k denote by χ(τ), λ(τ), and µ(τ) the functions
χ(τ) = V⊤ ∂τu (7.10a)
λ(τ) = W−1∂τw− χ
(τ)
i W
−1 ∂
∂ξi
w (7.10b)
µ(τ) = V−1
(
∂τv + χ
(τ)
i
∂
∂ξi
v −Λλ(τ)
)
. (7.10c)
The vector fields χ(τ), λ(τ), and µ(τ) can be regarded as the Jacobi vector
fields for the invariant tori problem. We also set
p(τ) = ∂τm + α∂τM. (7.11)
Here the matrix Λ are given by (3.8):
Λ = −V (w′)JW.
Throughout of this an the next sections we will use the following notation.
For every integrable periodic function f(ξ) we set
f = (2π)1−n
∫
Tn−1
f(ξ) dξ, f ∗ = f − f. (7.12)
We have the following
Lemma 7.2. Under the assumptions of Theorem 7.1, the functions χ(τ),
λ(τ), µ(τ), and the parameter q(τ) satisfy the equations
∂ µ(τ) = −p(τ)∇w1 −
1
2
∂τM ∇(w
∗
1)
2, (7.13a)
∂ λ(τ) + Ωλ(τ) + Tµ(τ) + p(τ)W⊤e1 = − ∂τMw
∗
1W
⊤e1, (7.13b)
−∂ λ(τ) + Sµ(τ) + T⊤λ(τ) = 0 (7.13c)
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and the orthogonality conditions
{Wλ(τ) · e1} + {χ(τ) · ∇w1} = δατ , (7.13d)
{V−⊤χ(τ)} = 0 (7.13e)
Here the matrices S and T are defined by (4.25)
S = V⊤
∂2H
∂y2
(
ξ + u,v,w)V,
T =W⊤
∂2H
∂z∂y
(
ξ + u,v,w)V+Λ⊤
∂2H
∂y2
(
ξ + u,v,w)V.
(7.14)
In view of (4.26) and (7.3), they admit the estimates
‖S− S0‖σ/2,d−1 + ‖T−T0‖σ/2,d−1 ≤ c|ε|, (7.15)
where the constant matrices S0, T0 are given by
S0 =
∂2H0
∂y2
(
0, 0), T0 =
∂2H0
∂z∂y
(
0, 0) (7.16)
Proof. Since u = (ϕ, e,m,M) is continuously differentiable with respect to
τ = α, k we can differentiate (7.6) with respect to τ to obtain
DϕΦi(f, u)∂τϕ+DeΦi(f, u)∂τe+
DmΦi(f, u)∂τm+DMΦ(f, u)(∂τM) + ∂τΦi = 0. (7.17)
i = 1, . . . , 5. Introduce the functions
χ(τ) = V⊤ ∂τu (7.18a)
λ(τ) = W−1∂τw− χ
(τ)
i W
−1 ∂
∂ξi
w (7.18b)
Γ(τ) = W−1∂τW − χ
(τ)
i W
−1 ∂
∂ξi
W, (7.18c)
µ(τ) = V−1
(
∂τv + χ
(τ)
i
∂
∂ξi
v −Λλ(τ)
)
(7.18d)
∇ψ
(τ)
0 = µ
(τ) − β(τ), β(τ) =
1
(2π)n−1
∫
Tn−1
µ(τ) dξ, (7.18e)
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Since u, v, w, and W form a canonical mapping in the group G, the vector
functions ∂τu, ∂τv, ∂τw, and ∂τW determine the element of the tangent
space of G. Hence we can apply Corollary 4.8 of the structural theorem 4.7
to obtain
DϕΦ1[∂τϕ] +DeΦ1[∂τe] +DmΦ1[∂τm] +DMΦ1[∂τM ] = (7.19a)
∂ψ
(τ)
0 + ω
⊤ · βτ + ∂τe+ ∂τmw1 + ∂τM
1
2
w21,
DϕΦ2[∂τϕ] +DeΦ2[∂τe] +DmΦ2[∂τm] +DMΦb[∂τM ] ≡ (7.19b)
J∂λ(τ) +Ωλ(τ) +Tµ(τ) + ∂τmW
⊤e1 + ∂τMw1W
⊤e1,
µ(τ) = ∇ψ
(τ)
0 + β
(τ)
DϕΦ3[∂τϕ] +DeΦ3[∂τe] +DmΦ3[∂τm] +DMΦM [∂τM ] ≡ (7.19c)
−∂χ(τ) + Sµ(τ) +T⊤λ(τ),
DϕΦ5[∂τϕ] +DeΦ5[∂τe] +DmΦ3[∂τm] +DMΦM [∂τM ] ≡ (7.19d)
λ(τ) ·W⊤e1 + χ(τ) · ∇w1
Since DτΦ1 = 0 we have from equality (7.17)
∂ψ
(τ)
0 + ω
⊤ · β(τ) + ∂τe+ ∂τmw1 + ∂τM
1
2
w21 = 0 (7.20)
Next we have
∇ (∂ψ
(τ)
0 + ω
⊤ · β(τ)) = ∂µ(τ). (7.21)
On the other hand, relations p(τ) = ∂τm+ α∂τM and w1 = α + w
∗
1 yield
∇(∂τmw1 + ∂τM
1
2
w21) = p
(τ)∇w∗1 + ∂τM
1
2
∇(w∗1)
2 (7.22)
Taking the gradient from both the sides of (7.20) and using equalities (7.21)-
(7.22) we arrive at (7.13a). Since ∂τΦ2 = 0 it follows from (7.17) and (7.19b)
that
J∂λ(τ) +Ωλ(τ) +Tµ(τ) + ∂τmW
⊤e1 + ∂τMw1W
⊤e1 = 0. (7.23)
It is easily seen that
∂τmW
⊤e1 + ∂τMw1W
⊤e1 = p
(τ)W⊤e1 + w
∗
1W
⊤e1.
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Substituting this relation into (7.23) we arrive at (7.13b). Next (7.17) and
(7.19c) yield (7.13c) since ∂τΦ3 = 0. Next, we have ∂τΦ5 = −δτα. Sub-
stituting this equality and relation (7.19d) into (7.17) we arrive at (7.13d).
It remains to note that equation (7.13e) obviously follows from the equality
∂τu = 0 and relation (7.18a).
Corollary 7.3. Under the assumptions of Theorem 7.1, we have
(µ(α),λ(α),χ(α), p(α)) = (µ(1),λ(1),χ(1), p(1)) + ∂αM(µ
(2),λ(2),χ(2), p(2))
(µ(k),λ(k),χ(k), p(k)) = ∂kM(µ
(2),λ(2),χ(2), p(2)),
(7.24)
Where (µ(i),λ(i),χ(i), q(i)), i = 1, 2 are solutions to the equations
∂ µ(1) = −p(1)∇w1, (7.25a)
J∂ λ(1) + Ωλ(1) + Tµ(1) + p(1)W⊤e1 = 0, (7.25b)
−∂ λ(1) + Sµ(1) + T⊤λ(1) = 0 (7.25c)
{Wλ(1) · e1} + {χ(1) · ∇w1} = 1, (7.25d)
{V−⊤χ(1)} = 0, (7.25e)
and
∂ µ(2) = −p(2)∇w1 −
1
2
∇(w∗1)
2, (7.26a)
J∂ λ(2) + Ωλ(2) + Tµ(2) + p(2)W⊤e1 = −w
∗
1W
⊤e1, (7.26b)
−∂ λ(2) + Sµ(2) + T⊤λ(2) = 0 (7.26c)
{Wλ(2) · e1} + {χ(2) · ∇w1} = 0, (7.26d)
{V−⊤χ(2)} = 0 (7.26e)
In the next section we investigate problems (7.25) and (7.26) in many
details.
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8 Linear problem
In this section we prove the solvability of problems (7.25) and (7.26) and
establish estimates for their solutions in the spaces of analytic functions and
the Sobolev spaces. First we recall the basic facts from the theory of Sobolev
spaces on torus.
8.1 Preliminaries. Sobolev spaces
For every s ∈ R, we denote by Hs the Hilbert space which consists of all
distributions u on the tori Tn−1 such that
|u|s =
( ∑
m∈Zn−1
(1 + |m|2)s|uˆ(m)|2
)1/2
, (8.1)
where uˆ is the Fourier transform of u. If u is an integrable function, then
uˆ(m) = (2π)−(n−1)/2
∫
Tn−1
e−im·ξ u(ξ) dξ.
It is clear that H0 = L
2(Tn−1) and
|u|s = ‖(−∆+ 1)
s/2u‖L2(Tn−1).
For every s′ < s′′ the embedding Hs′′ →֒ Hs′ is compact. For every integer
l ≥ 0 the embedding Hn−1+l →֒ C
l(Tn−1) is compact. Next, we have
|uv|s ≤ c(s)|u|s‖v‖s for s ≥ n− 1. (8.2)
For all −∞ < r ≤ s <∞ we have the interpolation inequality
‖u‖(s+r)/2 ≤ c(s, r)‖u‖
1/2
s ‖u‖
1/2
r . (8.3)
Recall the estimate |uˆ(m)| ≤ ‖u‖σ,0 exp(−σ|m|). It follows that
|u|s ≤ c(s, σ)‖u‖σ,0 for all s ∈ R and σ > 0. (8.4)
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8.2 Basic linear problem.
In this section we prove the solvability of linear problems (7.25) and (7.26).
We investigate the qualitative properties of their solutions. First we con-
sider the general boundary value problem which includes problems (7.25)
and (7.26) as particular cases.
∂ µ = −p∇w1 −∇g1, (8.5a)
J∂ λ + Ωλ + Tµ+ pW⊤e1 = g2 (8.5b)
−∂ λ + Sµ + T⊤λ = 0 (8.5c)
{Wλ} · e1 + {χ · ∇w1} = γ, (8.5d)
{V−⊤χ} = 0. (8.5e)
Assume that w1 and W meet all requirements of Theorem 7.1, i.e.
‖V−1 − I‖σ/2,0 + ‖(w1 − α)‖σ/2,d + ‖W − I‖σ/2,d ≤ c|ε|. (8.6)
We also assume that the matrix -valued functions S and T meet all require-
ments of Lemma 7.2, i.e.
‖S− S0‖σ/2,d−1 + ‖T−T0‖σ/2,d−1 ≤ c|ε|, (8.7)
where the constant matrices S0, T0 are given by
S0 =
∂2H0
∂y2
(
0, 0), T0 =
∂2H0
∂z∂y
(
0, 0) (8.8)
Recall that d ≥ 2 is a fixed number. The following theorem is the main result
of this section.
Theorem 8.1. Let s ∈ R1 be an arbitrary number and σ ∈ (1/2, 1]. Then
there is ε0 > 0 independent on α and k with the following properties. For
every |ε| ≤ ε0, g1, g2 ∈ Aσ/2,0 and γ ∈ R
1, problem (8.5) has a unique
solution (µ,λ,χ) ∈ Aσ/4,0, p ∈ R
1. This solution admits the estimates
‖µ‖σ/4,0 + ‖λ‖σ/4,0 + ‖χ‖σ/4,0 + |p| ≤ c
(
‖g1‖σ/2,0 + ‖g2‖σ/2,0 + |γ|
)
, (8.9)
|µ|s + |λ|s + |χ|s + |p| ≤ c
(
|g1|s+4n+6 + |g2|s+4n+6 + |γ|
)
. (8.10)
|µ| ≤ c|g2|+ ε0c
(
|g1|s+4n+6 + |g2|s+4n+6 + |γ|
)
. (8.11)
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Proof. The proof is in Appendix E.2.
We employ Theorem 8.1 in order to investigate the structure of solutions
to problems (7.25) and (7.26) and to establish robust estimates of these solu-
tions. We start with detailed analysis of problem (7.26). The corresponding
results is given by the following theorem which is the second main statement
of this section.
Theorem 8.2. Under the assumptions of of Theorem 8.1, there exists ε0 > 0
with the following property. For every |ε| ≤ ε0, problem (7.26) has a unique
analytic solution (µ(2),λ(2),χ(2)) ∈ Aσ/4,0, p
(2) ∈ C. This solution admits
the estimate
‖µ(2)‖σ/4,0 + ‖λ
(2)‖σ/4,0 + ‖χ
(2)‖σ/4,0 + |p
(2)| ≤ c‖w∗1‖σ/2,0 ≤ c|ε|, (8.12)
|µ(2)|0 ≤ cε0 |w
∗
1|−1, |λ
(2)
2 |0 + |k| |λ
(2)
1 |0 ≥ c
−1 |w∗1|−1. (8.13)
Here the strictly positive constant c is independent of α, k, and ε.
Proof. Notice that problem (7.26) is a particular case of problem (8.5) with
the right hand sides
g1∗ = (w
∗
1)
2, g2 = −w
∗
1We1, γ = 0. (8.14)
It follows from inequalities (8.6) and the identity w∗1 = w1 − α that
‖g∗1‖σ/2,0 ≤ c‖w
∗
1‖
2
σ/2,0, ‖g2‖σ/2,0 ≤ c‖w
∗
1‖σ/2,0.
Applying Theorem 8.1 we conclude that problem (7.26) has a unique solution,
satisfying inequality (8.12). It remains to prove estimates (8.13) Choose an
arbitrary t > n. Since the space Ht+1 is a Banach algebra, we have
|∇(w∗1)
2|t ≤ |(w
∗
1)
2|t+1 ≤ c|w
∗
1|
2
t+1.
On the other hand, the interpolation inequality implies
|w∗1|t+1 ≤ c|w
∗
1|
1/2
−1 |w
∗
1|
1/2
2t+3 ≤ c|w
∗
1|
1/2
−1 ‖w
∗
1‖
1/2
σ/2,0 ≤ cε
1/2
0 |w
∗
1|
1/2
−1 .
We thus get
|∇(w∗1)
2|t ≤ c|ε| |w
∗
1|−1. (8.15)
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Obviously, this inequality holds true for all t ∈ R. Next we have
|w∗1We1|t ≤ c‖W‖σ/2,0 |w
∗
1|t ≤ c|w
∗
1|t. (8.16)
Now set s = −1−4n−6 and t = −1. Apply Theorem 8.1 to problem (7.26).
It follows from the estimate (8.10) in this theorem and relations (8.13)-(8.16)
that
|µ(2)|−4n−7 + |λ
(2)|−4n−7 + |χ
(2)|−4n−7 + |p
(2)| ≤ c|w∗1|−1. (8.17)
Since s + 4n+ 6 = −1, estimate (8.11) implies
|µ(2)| ≤ |g2|+ cε0|w
∗
1|−1.
We have
|g2| = |w∗1We1| = |w
∗
1(W − I)e1| ≤ |w
∗
1|−1 |W − I|1 ≤ cε0|w
∗
1|−1.
Combining the obtained results we arrive at the estimate
|µ(2)| ≤ cε0|w
∗
1|−1 (8.18)
Let us estimate µ(2)
∗
. The first equation (7.26a) in system (7.26) reads
∂ µ(2)
∗
= −p(2)∇w1 −
1
2
∇(w∗1)
2
Applying Lemma E.2 to this equation we obtain
|µ(2)
∗
|0 ≤ c|p
(2)| |w∗1|4n+7 + c|∇(w
∗
1)
2|4n+6
It follows from inequality (8.15) with t = 4n + 6 that
|w∗1|4n+7 ≤ c‖w
∗
1‖σ/2,0 ≤ cε0, |∇(w
∗
1)
2|4n+6 ≤ cε0|w
∗
1|−1.
It follows that
|µ(2)
∗
|0 ≤ cε0|w
∗
1|−1.
Combining this result with (8.18) we obtain the first estimate in (8.13). Let
us prove the second. Notice that |∂λ
(2)
2 |−1 ≤ c|λ
(2)
2 |0. It follows that
|λ
(2)
2 |0 + |k| |λ
(2)
1 |0 ≥ c
−1(|∂λ
(2)
2 |−1 + |k| |λ
(2)
1 |−1) ≥
c−1(|∂λ
(2)
2 − k λ
(2)
1 |−1) ≥ c
−1(|∂λ
(2)
2
∗
− k λ
(2)
1
∗
|−1). (8.19)
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On the other hand, the second equation (7.26b) in system (7.26) implies
∂λ
(2)
2
∗
− k λ
(2)
1
∗
= −w∗1 − (Tµ
(2))∗ − p(2)(W⊤ − I)∗e1 − (w
∗
1(W
⊤ − I)e1)
∗.
We have
|(W⊤ − I)∗|−1 ≤ ‖(W
⊤ − I)∗‖σ/2,0 ≤ cε0,
|w∗1(W
⊤ − I)e1|−1 ≤ c|w
∗
1|−1‖(W
⊤ − I)∗‖σ/2,0 ≤ cε0|w
∗
1|−1.
Next, the first estimate in (8.13) implies
|Tµ(2)|0 ≤ cε0 |w
∗
1|−1.
Combining obtained inequalities we arrive at the estimate
|w∗1+(Tµ
(2))∗+p(2)(W⊤− I)∗e1+(w
∗
1(W
⊤− I)e1)
∗|−1 ≥ |w
∗
1|−1− cε0|w
∗
1|−1,
which yields
|∂λ
(2)
2
∗
− k λ
(2)
1
∗
|−1 ≥ |w
∗
1|−1 − cε0|w
∗
1|−1.
This estimate along with (8.19) implies the estimate
|λ
(2)
2 |0 + |k| |λ
(2)
1 |0 ≥ c
−1(|w∗1|−1 − cε0|w
∗
1|−1).
Choosing ε0 sufficiently small we obtain the second estimate in (8.13) and
the theorem follows.
Now turn to problem (7.25). Our goal is to prove the existence and
uniqueness of solutions to this problem and to obtain the asymptotic expan-
sion of its solutions near ε = 0. In order to formulate the results we introduce
the auxiliary denotations. Recall denotations (7.14)-(7.16) for the matrix T.
Denote by t⊤i , i = 1, 2, the rows of T. They can be regarded al analytic
periodic functions ti : T
n−1 → Cn−1. Notice that for ε = 0, we have t1 = 0
and t2 = t0, where t0 is the only nonzero row of the matrix T0. It follows
from this and estimate (7.15) that
‖t1‖σ/2,d−1 + ‖t2 − t0‖σ/2,d−1 ≤ c|ε|. (8.20)
Recall the denotation
t1 =
1
(2π)n−1
∫
Tn−1
t1 dξ.
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Introduce the constant vector
µ0 = K
−1
0 t1. (8.21)
Our considerations are based on the following algebraic lemma.
Lemma 8.3. Let k = 0. There is ε0 > 0 with the following properties. For
every |ε| ≤ ε0, the system of linear equations
Ωλ1 +T µ1 + p1 e1 = 0,
T
⊤
λ1 + S µ1 = 0,
λ1e1 = 1.
(8.22)
has a unique solution λ1 ∈ C
2, µ1 ∈ C
n−1, p1 ∈ C such that
µ1 = µ0 + µ2, λ1 = e1 − (t0 · µ0)e2 + λ2 (8.23)
|µ2| ≤ c|ε| |µ0|, |p1| ≤ c|ε| |µ0|, |λ2| ≤ c|ε| |µ0|. (8.24)
Proof. Rewrite the first two equations in the form
Ωλ1 +T0 µ1 + p1 e1 = (T0 −T)µ1,
T0
⊤ λ1 + S0 µ1 = (T
⊤
0 −T
⊤
)λ1 + (S0 − S) µ1.
Notice that λ1 = λ1,2e2+ e1. Thus we get the linear system of the equations
for λ1,2 and µ1
λ1,2 + t0 · µ1 = {(T0 −T)µ1} · e2
S0µ1 + λ1,2 t0 = (T
⊤
0 −T
⊤
)e1+
λ1,2(T
⊤
0 −T
⊤
)e2 + (S0 − S)µ1.
(8.25)
Express λ1,2 in terms of µ1 using the first equation in (8.25). Substituting
the result into the second equation in (8.25) we obtain the following equation
for µ1
K0µ1 = (S0 − S)µ1 + {(T0 −T)µ1}2
(
(T⊤0 −T
⊤
)e2 − t0
)
−(µ1 · t0)(T
⊤
0 −T
⊤
)e2 + (T
⊤
0 −T
⊤
)e1,
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where the matrix K0 = S0 − t0 ⊗ t0 has a bounded inverse. Using the
identities (T⊤0 − T
⊤
)e2 − t0 = −t2 and (T
⊤
0 − T
⊤
)e1 = t1, we can rewrite
this equation in the equivalent form
K0µ1 = (S0 − S)µ1 − {(T0 −T)µ1}2 t2
−(µ1 · t0)(T
⊤
0 −T
⊤
)e2 − t1
Thus we get the following equation for µ0
µ1 −Aµ1 = −µ0, (8.26)
where the linear mapping A : C2 → C2 is given by
A : µ1 7→ K
−1
0
{
(S0 − S)µ1 − {(T0 −T)µ}2 t2 − (µ1 · t0)
(
(T⊤0 −T
⊤
)e2
}
.
In view of estimates (7.14), the mapping A admits the estimate
|Aµ1| ≤ c|ε| |µ1|. (8.27)
Choosing ε0 sufficiently small we obtain that equation (8.27) has a unique
solution which admits decomposition estimate (8.23) with the reminder
µ2 = (I− (I−A)
−1)µ0.
When equation (8.27) is solved the vector λ1 and the scalar p1 are restored
by the relations
λ1 = e1 − (t0 · µ1)e2
p1 = (T0 −T)µ1 · e1 (8.28)
which gives decomposition (8.23) with the reminder
λ2 = −(t0 · µ1)e2
Estimate (8.24) for λ2 and p1 obviously follows from estimate (8.24) for µ2
and the decomposition (8.23) for µ1 .
The following theorem, which is the third main result of this section,
constitutes the properties of solutions to problem (7.26)
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Theorem 8.4. Under the assumptions of of Theorem 8.1, there exists ε0 > 0
with the following property. For every |ε| ≤ ε0, problem (7.25) has a unique
analytic solution (µ(1),λ(1),χ(1)) ∈ Aσ/4,0, p
(1) ∈ C. This solution admits
the estimate
‖µ(1)‖σ/4,0 + ‖λ
(1)‖σ/4,0 + ‖χ
(1)‖σ/4,0 + |p
(1)| ≤ c. (8.29)
If k = 0, then this solution has the decomposition
µ(1) = −µ0 + µε, λ
(1) = Ce1 − (µ0 · t0)e2 + λε. (8.30)
Here the the constant C and functions µε, λε admit the estimates
|C − 1| ≤ c|ε|, ‖µε‖σ/4,0 + ‖λε‖σ/4,0 ≤ c|ε||µ0|. (8.31)
The constant c is independent of α, k, and ε.
Proof. Notice that problem (7.26) is a particular case of problem (8.5) with
the right hand sides g1∗ = 0, g2 = 0 , and γ = 1. Hence, the existence of
a solution and estimate (8.29) is a straightforward consequence of Theorem
8.1. It remains to prove decompositiion (8.31).
Now our task is to justify decomposition (8.30). Let µ1, λ1, and p1 be
given by Lemma 8.3. Set
χ1 = χ1 + χ
∗
1,
Here χ∗1 is a solution solution to the equations
∂χ∗1 = Sµ1 +T
⊤λ1, χ∗1 = 0. (8.32)
By virtue of (8.22), the mean value of the right hand side of equation (8.32)
over the torus Tn−1 is equal to zero. Hence this problem have an analytic
periodic solution. The constant vector χ1 is defined by
χ1 = −(V
−⊤ − I)χ∗ (8.33)
Represent the solution (µ(1),λ(1),χ(1), p(1)) to problem (7.25) in the form
µ(1) = Cµ1+µ, λ
(1) = Cλ1+λ, χ
(1) = Cχ1+χ, p
(1) = Cp1+p, (8.34)
where the constant C will be specified below. The calculations show that
∂ µ1 = 0, (8.35a)
J∂ λ1 + Ωλ1 + Tµ1 + p1W
⊤e1 = p1(W
⊤ − I)e1 (8.35b)
−∂ χ1 + Sµ1 + T
⊤λ1 = 0 (8.35c)
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Next, notice that V−⊤ − I = u′, which yields
V−⊤ − I = u′ = 0, (V−⊤ − I)χ1 = (V
−⊤ − I)χ∗1
It follows from this and (8.33) that
{V−⊤χ1} = 0. (8.35d)
Finally set
C =
{
{Wλ1} · e1 + {χ1 · ∇w1}
}−1
, (8.35e)
Substituting decomposition (8.34) in equations (7.25) and using relations
(8.35) we conclude that the quantities (µ,λ,χ, p) in (8.34) satisfy equations
(8.5) with the right hand sides
g1 = Cp1w
∗
1, g2 = −Cp1(W
⊤ − I)e1, γ = 0. (8.36)
In order to apply Theorem (8.1) to the obtained problem (8.5), we have to
estimate the the constant C and functions g1, g2. In order to estimate C, we
substitute decomposition (8.23) into the right hand side of relation (8.35e).
We get
{Wλ1} · e1 = 1 + λ2 + ({(W − I)λ1} · e1).
Notice that
|λ2| ≤ c|µ0| ≤ c|ε|, |λ1| ≤ c, |W − I| ≤ c|ε|,
which yields the estimate
|{Wλ1} · e1 − 1| ≤ c|ε| (8.37)
Next, estimate (7.15) and estimates (7.25) imply the inequality ‖Sµ1 +
T⊤λ1‖σ/2,0 ≤ c. Hence we can apply Lemma E.2 to equation (8.32) to
obtain ‖χ∗1‖σ/4,0 ≤ c. On the other hand, we have |∇w1 ∗ | ≤ c|ε|. It follows
that
|χ1 · ∇w
∗
1| = |χ
∗
1 · ∇w
∗
1| ≤ c|ε|. (8.38)
Combining (8.37), (8.38) and recalling expression (8.35e) we arrive at the
estimate
|C−1 − 1| ≤ c|ε|
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Choosing |ε| ≤ ε0 sufficiently small we obtain the desired estimate (8.31) for
C. We are now in a position to estimate the functions g1 and g2 in (8.36). It
follows from estimate (8.24) for p1 and estimate (8.31) for C that
‖g1‖σ/2,0 ≤ c|p1|‖w
∗
1‖σ/2,0 ≤ c|µ0||ε|, ‖g2‖σ/2,0 ≤ c|p1|‖W−I‖σ/2,0 ≤ c|µ0||ε|
Applying Theorem 8.1 to the problem (8.5) with the right hand sides (8.36)
we arrive at the estimate
‖µ‖σ/4,0 + ‖λ‖σ/4,0 ≤ c|ε||µ0|. (8.39)
Finally set
µε = µ+ (C − 1)µ1 + µ2, λε = λ− (C − 1)(t0 · µ0)e2 + Cλ2.
It remains to note that decomposition (8.30) follows from decompositions
(8.23) and (8.34), and estimates (8.31) for µε and λε follow from estimate
(8.31) for C, estimate (8.39) for µ and λ and estimates (8.24) for µi and λi.
9 Quadratic form
Let µ(i), λ(i) , given by Theorems 8.2 and 8.4, be solutions to problems (7.25)
and (7.26). We define the quadratic form L = (Lij), 1 ≤ i, j ≤ 2, as follows
Lij =
∫
Tn−1
{
Sµ(i) · µ(j) − (J∂λ(i) +Ωλ(i)) · λ(j)
}
dξ. (9.1)
This form plays the key role in our analysis of the bifurcation equation (4.7).
As it will be shown in the next section, the derivatives of the action functional
are represented in the terms of this form. The following theorem, which is
the main result of this section, describe the properties of the quadratic form
(9.1).
Theorem 9.1. Under the assumptions of of Theorem 8.1, there exists ε0 > 0
with the following property. For every |ε| ≤ ε0, the elements of the quadratic
form L satisfy the inequalities
|L12| ≤ c|ε|, |L11| ≤ c,
c−1|w∗1|
2
−1 ≤ |L22| ≤ c‖w
∗
1‖
2
σ/2,0 ≤ c|ε|
2.
(9.2)
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If k = 0, then
|L11 − (2π)
n−1K0µ0 · µ0| ≤ c|ε||µ0|
2, |L12| ≤ c|ε| |µ0|. (9.3)
Here the strictly positive constant c is independent of α, k, and ε, the vector
µ0 is given by (8.21).
Proof. We begin with the observation that
|Lij| ≤ c(|µ
(i)|0|µ
(j)|0 + |λ
(i)|1|λ
(j)|0)
≤ c(‖µ(i)‖σ/4,0‖µ
(j)‖σ/4,0 + ‖λ
(i)‖σ/4,0|λ
(j)|σ/4,0).
Therefore, estimates of |Lij| from above in (9.3) obviously follows from esti-
mates (8.12) and (8.29) in Theorems 8.2 and 8.4. Let us estimate L22 from
below. It follows from the expressions (2.6) and (2.9) for J and Ω that
L22 =
∫
Tn−1
{
Sµ(2) · µ(2) + kλ
(2)
1
2
− λ
(2)
2
2
− λ
(2)
1 ∂λ
(2)
2 + λ
(2)
2 ∂λ
(2)
1
}
dξ.
Integrating by parts gives
L22 =
∫
Tn−1
{
Sµ(2) · µ(2) + kλ
(2)
1
2
− λ
(2)
2
2
+ 2λ
(2)
2 ∂λ
(2)
1
}
dξ. (9.4)
Next, multiplying both sides of equation (7.26b) by e2 we obtain
−∂λ
(2)
1 + λ
(2)
2 + t2 · µ
(2) = −(p(2) + w∗1)W
⊤e1 · e2.
It follows that
2∂λ
(2)
1 − λ
(2)
2 = λ
(2)
2 + 2t2 · µ
(2) + 2(p(2) + w∗1)W
⊤e1 · e2.
Substituting this expression into (9.4) and noting that W⊤e1 · e2 = W12 we
arrive at the identity
L22 =
∫
Tn−1
{
Sµ(2) · µ(2) + kλ
(2)
1
2
+ λ
(2)
2
2
+ 2λ
(2)
2 (t2 · µ
(2) + 2(p(2) + w∗1))W12
}
dξ. (9.5)
Introduce the denotation κ =W12W
−1
11 . Multiplying both side of (7.26b) by
κe1 we arrive at
−(p(2) + w∗1)W12 = −κ(p
(2) + w∗1)W11 = κ(∂λ
(2)
2 − kλ
(2)
1 + t1 · µ
(2))
59
Thus we get∫
Tn−1
2λ
(2)
2 (t2 · µ
(2) + 2(p(2) + w∗1))W12 dξ =∫
Tn−1
{ 2λ
(2)
2 (t2 · µ
(2))− κλ
(2)
2 ∂λ
(2)
2 + κkλ
(2)
2 λ
(2)
1 − κλ
(2)
2 (t1 · µ
(2))} dξ =∫
Tn−1
{ 2λ
(2)
2 (t2 ·µ
(2))+
1
2
∂κ(λ
(2)
2 )
2+κkλ
(2)
2 λ
(2)
1 −κλ
(2)
2 (t1 ·µ
(2))} dξ := I0.
Let us estimate the quantity I0. It follows from estimates (7.4) for the matrix
W in Theorem 7.1 and estimate (7.15) for the matrix T⊤ = [t1, t2] in Lemma
7.2 that
|κ|+ |∂κ| ≤ c|ε|, |t2| ≤ c, |t1| ≤ c|ε|. (9.6)
Thus we get
|I0| ≤ c
∫
Tn−1
|λ
(2)
2 ||µ
(2)|dξ + c|ε|
∫
Tn−1
(|λ
(2)
2 |
2 + k|λ
(2)
1 |
2)dξ ≤
c|ε|
∫
Tn−1
(|λ
(2)
2 |
2 + k|λ
(2)
1 |
2)dξ + |ε|−1
∫
Tn−1
|µ(2)|2dξ (9.7)
On the other hand, we have
L22 =
∫
Tn−1
{
Sµ(2) · µ(2) + kλ
(2)
1
2
+ λ
(2)
2
2 }
+ I0.
It follows from this and (9.7) that
L22 ≥ (1− c|ε|)|λ
(2)
2 |
2
0 + k|λ
(2)
1 |
2 − c|ε|−1|µ(2)|20
Applying estimates (8.12) and (8.13) in Theorem 8.2 we arrive at the in-
equality
L22 ≥ c
−1(1− c|ε|)|w∗1|
2
−1 − c|ε||w
∗
1|
2
−1.
Choosing ε sufficiently small we obtain the desired estimate (9.2). It remains
to prove inequalities (9.3). Notice that for k = 0, the equality Ωa = a2e2
holds for every vector a. Substituting decomposition (8.30) into the expres-
sion (9.1) we arrive at the identity
L11 =
∫
Tn−1
{
S0µ0 · µ0 − (µ0 · t0)
2
}
dξ + I1, (9.8)
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where
I1 =
∫
Tn−1
(S− S0)µ0 · µ0 dξ +
∫
Tn−1
Sµε · (2µ0 + µε) dξ
−
∫
Tn−1
{
(J∂λε +Ωλε) · λε + 2(µ0 · t0)λε,2
}
, dξ (9.9)
Estimates (7.15) for the matrices S and T⊤ = [t1, t2] in Lemma 7.2 imply
|S− S0| ≤ c|ε|, |t2| ≤ c.
In its turn, estimates (8.31) in Theorem 8.4 imply
|µε|+ |∂µε + ||λε| ≤ c|ε||µ0|.
Combining these estimates we finally obtain
|I1| ≤ c|ε||µ0|
2. (9.10)
Next notice that∫
Tn−1
{
S0µ0 · µ0 − (µ0 · t0)
2
}
dξ = (2π)n−1K0µ0 · µ0.
Substituting this equality into (9.8) and using inequality (9.10) we obtain
estimate (9.3) for L11. It remains to estimate L12. Since k = 0 we have
L12 =
∫
Tn−1
{
Sµ(1) · µ(2) − (J∂λ(2) +Ωλ(2)) · (λ(1) − Ce1)
}
dξ. (9.11)
In view of estimates (8.31) in Theorem 8.4, we have
|µ(1)| ≤ c|µ0, |λ
(1) − Ce1|| ≤ c|µ0|, |∂λ
(1)| ≤ c|µ0|
On the other hand, estimates (8.12) in Theorem 8.4 yield
‖λ(2)‖σ/4,0 + ‖mu
(2)‖σ/4,0 + |p
(2)| ≤ c|ε|.
This result and the expression (9.11) for L12 lead to the estimate |L12| ≤
c|ε||µ0|. This completes the proof of Theorem
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10 Action functional. Proof of Theorem 2.2
Theorem 7.1 constitutes the existence and uniqueness of the solution
u =
(
ϕ(α, k), e(α, k)
)
, m(α, k),M(α, k),
ϕ(α, k) = (β, ϕ0,u,w,W11,W12,W21).
(10.1)
of the main operator equation (4.16) for every (α, k) ∈ T × [0, 1] and for all
sufficiently small ε. This means that the vector
Θ(ϕ) =
(
u,v,w,V,Λ,W,Ri
)
, (10.2)
with the components v, V,W, and Ri defined by relations (3.8), determines
the canonical mapping ϑ given by (3.1). By the definition of the operator Φ,
this mapping puts the modified Hamiltonian Hm into the normal form (2.8).
By virtue of Definition 2.1 of the normal form, the modified Hamiltonian has
a weakly hyperbolic invariant torus. In the phase space, these torus has the
the parametric representation
x(ξ) = ξ + u(ξ), y(ξ) = v(ξ), z = w(ξ), ξ ∈ Tn−1, (10.3)
in which u , w are the components of the vector ϕ(α, k), and the component
v of the vector Θ is defined by the relation (3.7), i.e.,
v = β +V(∇ϕ0 − w2∇w1), V = (I+ u
′)−⊤. (10.4)
By virtue of Theorem 6.2, the main operator equation (4.16) has an analytic
periodic solution for all (α, k) ∈ T × [0, 1] and for all sufficiently small ε.
In other words, the modified Hamiltonian has the two-parametric family of
weakly hyperbolic invariant tori labeled by (α, k). Notice that Hm(x,y, z) =
H(x,y, z) + mz1 + 2
−1Mz21 , where m = m(α, k), M = M(α, k) are the
components of the vector u satisfying (4.16). Therefore, the hamiltonian H
has a weakly hyperbolic invariant torus if and only if
m(α, k) = 0,M(α, k) = 0 (10.5)
Relations (10.5) give the system of two scalar bifurcation equations for (α, k) ∈
T1× [0, 1]. The difficulty is that the scalars (m,M) are the integral part of a
solution to the complicated operator equation, and we know nothing about
their properties. In order to cope with this problem, we notice that every
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Hamiltonian system has a variational formulation, and its solutions are crit-
ical points of the action functional. For quasi-periodic solutions, the action
functional can be written as the Perceval functional, see [16],
Ψ =
∫
Tn−1
(
(ω + ∂u)v + w2∂w1 −H(ξ + u,v,w)
)
dξ. (10.6)
In view of Theorem 7.1, the mappings
R× [0, 1] ∋ (α, k)→ u(α, k) ∈ Aσ/4,d,
R× [0, 1] ∋ (α, k)→ v(α, k) ∈ Aσ/4,d,
R× [0, 1] ∋ (α, k)→ w(α, k)− αe1 ∈ Aσ/2,d,
R× [0, 1] ∋ (α, k)→W(α, k) ∈ Aσ/2,d,
R× [0, 1] ∋ (α, k)→M(α, k) ∈ R1,
R× [0, 1] ∋ (α, k)→ m(α, k) + αM(α, k) ∈ R1,
(10.7)
are continuously differentiable and 2π-periodic in α. Moreover, they are
analytic in R× (0, 1) and satisfy the inequalities
‖∂rαu‖σ/2,d + ‖∂
r
αv‖σ/2,d ≤ c(r)|ε|,
‖∂rα(w− αe1)‖σ/2,d ++‖∂
r
α(W − I)‖σ/2,d ≤ c(r)|ε|,
|∂rαβ|+ |∂
r
α(m+ αM)|+ |∂
r
α(M + k)| ≤ c(r)|ε|,
(10.8)
and
‖∂rα∂ku‖σ/2,d + ‖∂
r
α∂kv‖σ/2,d ≤ c|ε|,
‖∂rα∂k(w − αe1)‖σ/2,d + ‖∂
r
α∂k(W − I)‖σ/2,d ≤ c|ε|,
|∂rα∂k(m+ αM)| + |∂
r
α∂k(M + k)| ≤ c(r)|ε|,
(10.9)
where r ≥ 0 is an arbitrary integer, the constant c is independent of α, k,
and ε. It follows from this that the mapping Ψ is a function of the variables
(α, k), which belong to the Banach space C1([0, 1];Aσ/2,0). In particular, Ψ
and ∂kΨ are continuous in k and analytic in α ”uniformly” with respect to
k ∈ [0, 1].
The following Theorem constitutes the relations between Ψ, m, M and
the quadratic form (Lij).
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Theorem 10.1. Under the above assumptions, there is ε0 > 0 with the
properties. For every |ε| ≤ ε0 the derivatives of the function Ψ admit the
representation
∂αΨ(α, k) = (2π)
n−1(m+ αM) + ς1M, (10.10)
∂kΨ(α, k) = M ∂kM L22, (10.11)
∂2αΨ(α, k) = (2π)
n−1M + ς2M + L11 + 2L12∂αM + L22(∂αM)
2. (10.12)
Here Lij are given by (9.1), the quantities ςi(α, k) satisfy the inequalities
|ςi|+ |∂αςi| ≤ c|ε|
2. (10.13)
Proof. Differentiation (10.6) with respect to the variable τ , τ = α, k, and
integrating by parts gives
∂τΨ(α, k) =
∫
Tn−1
(
(ω + ∂u−∇yH(ξ + u,v,w)) · ∂τv dξ
−
∫
Tn−1
(
∂v +∇xH(ξ + u,v,w)) · ∂τu dξ+∫
Tn−1
(
∂w1 − ∂z2H(ξ + u,v,w)) · ∂τw2 dξ
−
∫
Tn−1
(
∂w2 + ∂z1H(ξ + u,v,w)) · ∂τw1 dξ (10.14)
Next notice that
∇yH = ∇yHm, ∇xH = ∇xHm, ∂z2H = ∂z2Hm,
∂z1H(ξ + u,v,w)) +m+Mw1 = ∂z1Hm(ξ + u,v,w)). (10.15)
Recall that the vector ϕ given by (10.1) serves as a solution to operator
equation (4.16). From this and Lemma 4.1 we conclude that u, v, and w
satisfy equations (4.11), i.e.,
ω + ∂u = ∇yHm(ξ + u,v,w),
∂v = −∇xHm(ξ + u,v,w), ∂w = J∇zHm(ξ + u,v,w).
Substituting these equality along with (10.15) into (10.14) we arrive at the
identity
∂τΨ(α, k) =
∫
Tn−1
(m+ w1M)∂τw1 dξ, τ = α, k. (10.16)
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Recall the denotations
w1 = (2π)
−n+1
∫
Tn−1
w1 dξ, w
∗
1 = w1 − w1.
Notice that
w1 = α + w
∗
1, ∂αw1 = 1 + ∂αw
∗
1, ∂kw1 = ∂kw
∗
1.
From this and (10.16) we obtain
∂αΨ(α, k) = (2π)
n−1(m+ αM) + ς1M,
∂kΨ(α, k) =M
∫
Tn−1
w∗1∂kw
∗
1 dξ,
(10.17)
where
ς1 =
∫
Tn−1
w∗1∂αw
∗
1 dξ.
It obviously follows from estimates (10.8) that ς1 satisfies inequality (10.13).
This leads to representation (10.10).
Let us prove representation (10.11). Recall formulae (7.10) which con-
stitutes the linear algebraic relation between the vector field (∂τu, ∂τv, ∂τw)
and the vector field (µ(τ),λ(τ),χ(τ)). In view of the Second Structure The-
orem (3.2) this relation has the inverse given by (3.19). In particular, we
have
∂τw = Wλ
(τ) + χ
(τ)
i
∂
∂ξi
w. (10.18)
On the other hand, relation (7.24) in Corollary 7.3 yields
(µ(k),λ(k),χ(k)) = ∂kM(µ
(2),λ(2),χ(2))
Substituting this relation into identity (10.18) with τ replaced by k, we obtain
∂kw
∗
1 = ∂kw · e1 = ∂kM
{
(W⊤e1) · λ
(2) +∇w∗1 · χ
(2)
}
. (10.19)
It follows that ∫
Tn−1
w∗1∂kw
∗
1 dξ =
∫
Tn−1
(p(2) + w∗1)∂kw
∗
1 dξ =
∂kM
∫
Tn−1
{
(p(2) + w∗1)W
⊤e1
}
· λ(2) dξ + ∂kM
∫
Tn−1
{
(p(2) + w∗1)∇w
∗
1
}
· χ(2) dξ
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Next, equations (7.26) imply the equalities
(p(2) + w∗1)∇w
∗
1 = −∂ µ
(2),
(p(2) + w∗1)W
⊤e1 = −J∂ λ
(2) − Ωλ(2) − Tµ(2).
Combining the obtained results we arrive at the identity∫
Tn−1
w∗1∂kw
∗
1 dξ = −∂kM
∫
Tn−1
(
(J∂ λ(2)
+ Ωλ(2) + Tµ(2)) · λ(2) + ∂ µ(2) · χ(2)
)
dξ. (10.20)
Equation (7.26c) yields the identity
−∂kM
∫
Tn−1
∂ µ(2) · χ(2) dξ = ∂kM
∫
Tn−1
∂ µ(2) · χ(2) dξ
= ∂kM
∫
Tn−1
(
Sµ(2) + T⊤λ(2)
)
· µ(2) dξ
Substituting this equality into (10.20) we finally obtain∫
Tn−1
w∗1∂kw
∗
1 dξ = ∂kM
∫
Tn−1
(
Sµ(2) · µ(2)
− (J∂ λ(2) + Ωλ(2)) · λ(2)
)
dξ = ∂kM L22. (10.21)
It remains to notice that desired identity (10.11) obviously follows from
(10.21) and identity (10.17).
Our next task is to prove identity (10.12). Differentiating identity (10.10)
with respect to α and noting that ∂2αw1 = 0 we obtain
∂2αΨ(α, k) =M
∫
Tn−1
((∂αw1)
2 + w∗1∂
2
αw
∗
1) dξ +R, (10.22)
where
R =
∫
Tn−1
(∂αm+ w1∂αM) dξ. (10.23)
Since (∂αw1)
2 = 1 + 2∂αw
∗
1 + (∂αw
∗
1)
2, we have∫
Tn−1
((∂αw1)
2 + w∗1∂
2
αw
∗
1) dξ = (2π)
n−1 + ς2, (10.24)
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where
ς2 =
∫
Tn−1
((∂αw
∗
1)
2 + w∗1∂
2
αw
∗
1) dξ. (10.25)
Estimate (10.8) implies that ς2 satisfies inequality (10.13). It remains to
calculate R. Equality (7.11) yields
∂αm+ w1∂αM = ∂αm+ α∂αM + ∂αMw
∗
1 = p
(α) + ∂αMw
∗
1.
Thus we get
R =
∫
Tn−1
(p(α) + ∂αMw
∗
1)∂αw1 dξ. (10.26)
Next, relation (10.18) with τ = α gives the identity
∂αw1 = ∂αw · e1 = W
⊤e1 · λ
(α) + χ(α) · ∇w∗1. (10.27)
Substituting this result into (10.26) we arrive at the identity
R =
∫
Tn−1
(p(α) + ∂αMw
∗
1)W
⊤e1 · λ
(α) dξ
+
∫
Tn−1
(p(α) + ∂αMw
∗
1)∇w
∗
1 · χ
(α) dξ. (10.28)
Next, equations (7.13a) and (7.13b) in Lemma 7.2 imply the equalities
(p(α) + w∗1)∇w
∗
1 = −∂ µ
(α),
(p(α) + w∗1)W
⊤e1 = −J∂ λ
(α) − Ωλ(α) − Tµ(α),
Substituting these equalities into (10.26) we arrive at the identity
R = −
∫
Tn−1
(
(J∂ λ(α) + Ωλ(α) + Tµ(2)) ·λ(α)+∂ µ(α) ·χ(α)
)
dξ. (10.29)
On the other hand, equation (7.13c) with τ = α implies
−
∫
Tn−1
∂ µ(α) · χ(α) dξ =
∫
Tn−1
∂ µ(α) · χ(α) dξ
=
∫
Tn−1
(
Sµ(α) + T⊤λ(α)
)
· µ(2) dξ
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Substituting this equality into (10.29) we obtain
R =
∫
Tn−1
(
Sµ(α) · µ(α) − (J∂ λ(α) + Ωλ(α)) · λ(α)
)
dξ = L22. (10.30)
Combining this relation with the equality
(µ(α),λ(α)) = (µ(1),λ(1)) + ∂αM (µ
(2),λ(2))
and recalling formula (9.1) for Lij we arrive at the expression for R,
R = L11 + ∂αM2L12 + (∂αM)
2L22,
Substituting this expression and equality (10.24) into (10.22) we obtain de-
sired identity (10.13). This completes the proof of Theorem 10.1.
The following proposition is a direct consequence of this theorem.
Proposition 10.2. Let all assumptions of Theorem 10.1 be satisfied and
k = 0. Then the third derivative of Ψ admits the estimate
|∂3αΨ(α, 0)− (2π)
n−1∂αM | ≤ c|ε|(|M |+ |µ0|+ |∂αM |). (10.31)
Proof. It follows from representation (10.12) in Theorem 10.1 that
∂3αΨ = (2π)
n−1∂αM + ς2∂αM + ∂ας2M + I1 + I2, (10.32)
where
I1 = ∂αL11 + 2∂αM∂αL12 + (∂αM)
2∂αL22, (10.33)
I2 = 2∂
2
αML12 + 2(∂αM)∂
2
αML22 (10.34)
The rest of the proof is based on the following
Lemma 10.3. Under the assumptions of Theorem 10.2,
|∂αL11| ≤ c|ε||µ0|, |∂αL12|+ |∂αL22| ≤ c|ε|. (10.35)
Proof. First we estimates the vector fields µ(i) and λ(i), i = 1, 2. We begin
with the observation that relations in view of the identities (7.24),
(µ(2),λ(2)) = ∂kM
−1 (µ(k),λ(k)),
(µ(1),λ(1)) = (µ(α),λ(α))− ∂αM (µ
(2),λ(2)).
(10.36)
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In its turn, equalities (7.10) establish the following relations between the
vector fields µ(τ), λ(τ) and the derivatives of the vector fields u, v, and w,
i.e.,
χ(τ) = V⊤ ∂τu
λ(τ) = (W−1∂τw− χ
(τ)
i W
−1 ∂
∂ξi
w
µ(τ) = V−1
(
∂τv + χ
(τ)
i
∂
∂ξi
v −Λλ(τ)
)
.
These identities along with estimates (10.8) and (10.9) imply
‖∂αµ
(τ)‖σ/4,0 + ‖∂αλ
(τ)‖σ/4,0 ≤ c|ε|, τ = α, k. (10.37)
On the other hand, inequalities (10.9) yield
|∂kM
−1| ≤ (1− c|ε|)−1 ≤ c, |∂k∂αM | ≤ c|ε|. (10.38)
Inequalities (10.37)-(10.38) and the identity
∂α(µ
(2),λ(2)) = −(∂kM)
−2∂α∂kM (µ
(k),λ(k)) + ∂kM
−1∂α(µ
(k),λ(k))
lead to the estimate
|∂α(µ
(2),λ(2))| ≤ c|ε|. (10.39)
Next, it follows from (10.36) that
∂α(µ
(1),λ(1)) = ∂α(µ
(α),λ(α))− ∂2αM (µ
(2),λ(2))
− ∂αM∂α(µ
(2),λ(2)).
This relation along with inequalities (10.9) and (10.39) yields the estimate
|∂α(µ
(1),λ(1))| ≤ c|ε|. (10.40)
The differentiation both sides of equality (9.1) with respect to α leads to the
representation
∂αLij = σij +
∫
Tn−1
{
Sµ(i) · ∂αµ
(j) − (J∂λ(i) +Ωλ(i)) · ∂αλ
(j)
}
dξ
+ .
∫
Tn−1
{
S∂αµ
(i) · µ(j) − (J∂λ(j) +Ωλ(j)) · ∂αλ
(i)
}
dξ, (10.41)
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where
σij =
∫
Tn−1
∂αSµ
(i) · µ(i) dξ.
Estimate (8.12) in Theorem 8.2 and estimate (8.31) in Theorem8.4 yield the
inequality. that
|σ12|+ |σ22| ≤ c|µ
(1)|0|µ
(2)|0 + |µ
(2)|20 ≤ c|ε
2, |σ11| ≤ c|µ
(1)|20 ≤ c|ε||µ0|.
(10.42)
On the other hand, we have
∣∣∣ ∫
Tn−1
{
Sµ(i) · ∂αµ
(j) − (J∂λ(i) +Ωλ(i)) · ∂αλ
(j)
}
dξ
∣∣∣
≤ c(|µ(i)|0|∂αµ
(j)|0 + |λ
(i)|1|∂αλ
(j)|0).
Combining this inequality with estimates (10.39)-(10.40) we arrive at the
estimate∣∣∣ ∫
Tn−1
{
Sµ(i) · ∂αµ
(j) − (J∂λ(i) +Ωλ(i)) · ∂αλ
(j)
}
dξ
∣∣∣
≤ c|ε|(|µ(i)|0 + |λ
(i)|1) ≤ c|ε|,
which along with (10.42) yields the estimate (10.35) for ∂αL12 and ∂αL22.
It remains to estimate ∂αL11. Since k = 0, we have
J∂λ(1) +Ωλ(1) = J∂λ(1) + λ(1) · e2.
Substituting decomposition (8.30) into this relation and using estimate (8.31)
we obtain
|J∂λ(1) +Ωλ(1)| = |J∂λε + (µ0 · t0) + λε · e2| ≤ c|µ0|.
Combining this result with the estimate |µ(1)| ≤ c|µ0| and estimates (10.39)-
(10.40) we arrive at the inequality∣∣∣ ∫
Tn−1
{
Sµ(1) · ∂αµ
(1) − (J∂λ(1) +Ωλ(1)) · ∂αλ
(1)
}
dξ
∣∣∣ ≤ c|ε||µ0|.
Combing this inequality with estimate (10.42) for σ11 and identity (10.41)
we finally obtain that |∂αL11| ≤ c|ε |µ0|. This completes the proof of the
lemma.
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Let us turn to the proof of Proposition 10.3. Applying Lemma 10.35 we
obtain that the quantity I1 given by (10.33) satisfies the inequality
|I1| ≤ c|∂αL11|+ c|∂αM |(|∂αL12|+ |∂αL22|) ≤ c|ε||µ0|+ c|ε||∂αM |. (10.43)
On the other hand, estimates (9.2) and (9.3) in Theorem 9.4 imply the fol-
lowing estimate for the quantity I2 given by (10.34)
|I2| ≤ c|L12|+ c|∂αM ||L22| ≤ c|ε||µ0|+ c|ε||∂αM |. (10.44)
Substituting (10.43) and (10.44) into identity (10.32) we arrive at the esti-
mate
|∂3αΨ(α, 0)− (2π)
n−1∂αM |
≤ c|ε||ς2||∂αM | + c|ε||∂ας2||M |+ c|ε|(|∂αM |+ |µ0|)
Recalling estimate (10.13) in Theorem 10.1 for the quantity ς2 we finally
obtain the desired inequality
|∂3αΨ(α, 0)− (2π)
n−1∂αM | ≤ c|ε|(|M |+ |∂αM | + |µ0|),
and the proposition follows.
10.1 Proof of Theorem 2.2
We are now in a position to prove Theorem 2.2 which is the main result of this
work. We begin with the observation that by virtue of Theorem 6.2 the main
operator equation (4.16) has an analytic periodic solution (ϕ, e,m,M) for all
(α, k) ∈ T1 × [0, 1] and all |ε| ≤ ε0. This solution define the vector Θ(ϕ) =
(u,v,w,V,W,Λ,R) such that the corresponding canonical mapping ϑ put
the modified Hamiltonian Hm = H +mz1 + 2
−1Mz21 into the normal form
(2.8). In particular, the modified Hamiltonian has the weakly hyperbolic
invariant torus for every (α, k) ∈ T1 × [0, 1]. Recall that m and M are
functions of the variables α and k. Hence Theorem 2.2 will be proved if we
prove that the bifurcation equations
m(α, k) = M(α, k) = 0 (10.45)
71
have a solution (α0, k0) ∈ T
1 × [0, 1]. We claim that such a solution can be
defined as a minimizer of the action functional Ψ(α, k) given by (10.6), i.e.,
Ψ(α0, k0) = min
(α,k)∈T1×[0,1]
Ψ(α, k). (10.46)
The proof of this fact falls into the sequence of lemmas. The first lemma
shows that every minimizer (α0, k0), k0 > 0, of the action functional serves
as a solution to the bifurcation equations.
Lemma 10.4. Let all assumptions of Theorem (10.1) be satisfied. Further-
more, assume that
Ψ(α0, k0) = min
(α,k)∈T1×[0,1]
Ψ(α, k) and Ψ(α0, 0) > Ψ(α0, k0). (10.47)
Then m(α0, k0) = M(α0, k0) = 0.
Proof. Let us prove that L22(α0, k) > 0 everywhere on (0, 1) but countable
discrete set. Notice that the mapping [0, 1] ∋ k → w∗1(α0, k) ∈ Aσ/2,0 is
continuously differentiable on [0, 1] an is analytic on (0, 1). If w∗1 is not
identically equal to zero on (0, 1), then there is a countable discrete set {ki} ⊂
(0, 1) such that |w∗1|−1 > 0 outside of this set. It follows from this and
estimate (9.2) in Theorem 9.1 that L22(α0, k) > 0 for k 6= ki.
Let us show that the case when w∗1(α0, ·) identically equals zero on (0,1)
is impossible. In view of (9.2), the identity w∗1(α0, ·) ≡ 0 on (0, 1) implies the
identity L22(α0, ·) ≡ 0 on (0, 1), and hence implies the identity ∂kΨ(α0, ·) =
M∂kML22(α0, ·) ≡ 0 on (0, 1). The latter is impossible since Ψ(α0, 0) >
Ψ(α0, k0). Therefore, L22(α0, k) > 0 for all k 6= ki.
Let us prove that k0 < 1. It follows from inequalities (10.9) and (10.1)
that
|∂kM + 1|+ |M + k| ≤ c|ε|.
Hence for all sufficiently small ε we have
∂kM ≤ −1/3, M < −1/3 for k ≥ 1/2.
Since L22(α0, k) is strictly positive a.e. in (0, 1), it follows that Ψ(α0, k)
strictly increases on (1/2, 1]. Hence k0 < 1. From this and the conditions of
the lemma we conclude that 0 < k0 < 1.
Let us prove that M(α0, k0) = 0. Notice that for all sufficiently small
|ε|, we have ∂kM ≥ −1 + c|ε| < 0. Hence ∂kML22(α0, k) < 0 almost every-
where on (0, 1). Next, identity (10.11) in Theorem 10.1 implies ∂kΨ(α0, k) =
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M∂kML22(α0, k). If M(α0, k0) 6= 0, then the function Ψ(α0, k) is strictly
monotone in a neighborhood of k0. This contradicts to the assumption that
(α0, k0) is a minimizer of Ψ. Hence M(α0, k0) equals zero.
It remains to prove that m(α0, k0) = 0. To this end, notice that identity
(10.10) in Theorem 10.1 along with the equality M(α0, k0) = 0 yields
0 = ∂αΨ(α0, k0) = (2π)
n−1(m+ αM) + ς1M = (2π)
n−1m(α0, k0),
which completes the proof.
Lemma 10.5. Let all assumptions of Theorem (10.1) be satisfied. Further-
more, assume that
Ψ(α0, 0) = min
(α,k)∈T1×[0,1]
Ψ(α, k) and K0µ0 · µ0 < 0. (10.48)
Then m(α0, 0) =M(α0, 0) = 0.
Proof. We split the proof into two steps.
Step 1. First we prove the lemma under the additions assumptions that
‖w∗1(α0, k)‖σ/2,0 > 0 for a.e. k ∈ (0, 1). (10.49)
Let us prove that M(α0, 0) = 0. Suppose, contrary to our claim, that
M(α0, 0) 6= 0. Notice that ∂kM ≤ −1 + c|ε| < 0. On the other hand, esti-
mate (9.2) in Theorem 9.1 yields L22 ≥ c
−1|w∗1|−1. Hence ∂kML22(α0, k) < 0
almost everywhere on (0, 1). IfM(α0, 0) > 0, then Ψ(α0, k) strictly decreases
in a neighborhood of k = 0. This contradicts to the assumptions that (α0, 0)
is a minimizer of Ψ. Hence M(α0, 0) ≤ 0. Next, representation (10.12) in
Theorem 10.1 yields the inequality
0 ≤ ∂2αΨ(α0, 0) = (2π)
n−1M(α0, 0) + ς2M(α0, 0)
+ L11(α0, 0) + 2L12∂αM(α0, 0) + L22∂αM(α0, 0)
2 (10.50)
In view of Theorem 10.1, we have |ς2| ≤ c|ε|. Hence the inequality
|M(α0, 0)| = −M(α0, 0) ≤ L11(α0, 0) + 2L12∂αM(α0, 0) + L22∂αM(α0, 0)
2
(10.51)
holds true for all sufficiently small ε. Next, estimate (9.3) in Theorem (9.1)
implies the inequality
L11 + 2|∂αM ||L12| ≤ (2π)
n−1K0µ0 · µ0 + c|ε||µ0|
2 + c|ε||µ0||∂αM |
≤ (2π)n−1K0µ0 · µ0 + c|ε||µ0|
2 + c|ε||∂αM |
2.
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Recall that
−c−1|µ0|
2 ≤ |K0µ0 · µ0| ≤ −c|µ0|
2
for some positive constant c independent of ε. From this we conclude that
L11 + 2|∂αM ||L12| ≤ K0µ0 · µ0 + c|ε||∂αM |
2 (10.52)
for all sufficiently small ε. Substituting this inequality into (10.51) and noting
that L22 ≤ cε
2 we conclude that
|M(α0, 0)| −K0µ0 · µ0 ≤ c|ε||∂αM |
2,
which gives
|M(α0, 0)|+ |µ0|
2 ≤ c|ε||∂αM |
2, (10.53)
It follows from representation (10.50) and estimates (9.2), (9.3) in Theorem
9.1 that
0 ≤ ∂2αΨ(α0, 0) ≤ c|M(α0, 0)|+ |L11(α0, 0)|+
2|L12||∂αM(α0, 0)|+ |L22|∂αM(α0, 0)
2 ≤ c|M(α0, 0)|+ c|µ0|
2
+ c|ε||µ0||∂αM(α0, 0)|+ c|ε||∂αM(α0, 0)|
2
Substituting estimate (10.53) into the right hand side of this inequality we
obtain
0 ≤ ∂2αΨ(α0, 0) ≤ c|ε| |∂αM(α0, 0)|
2. (10.54)
Let us estimate the third derivatives of Ψ. Combining inequality (10.31) in
Proposition 10.2 and inequality (10.53) we obtain
|∂3αΨ(α0, 0)− (2π)
n−1∂αM(α0, 0)| ≤ c|ε||∂αM(α0, 0)|.
It follows that the inequality
|∂3αΨ(α0, 0)| ≥ |∂αM(α0, 0)| (10.55)
holds for all small ε. Since Ψ0(α0, 0) is analytic and takes the minimum at
point α0 we have the Taylor expansion
0 ≤ Ψ(α0 + t, 0)−Ψ(α0, 0) = At
2 +Bt3 + Ct4, (10.56)
where
A = 2−1∂2αΨ(α0, 0), B = 6
−1∂2αΨ(α0, 0), , |C| ≤ c4,
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where c4 is independent of ε. Notice that this relation holds true for all
t ∈ R1. Estimates (10.54) and (10.55) imply the inequalities
|A| ≤ c2|ε||∂αM |
2, |B| ≥ 6−1|∂αM |.
Now set t = −δB, where δ are an arbitrary positive number. We have
0 ≤ Ψ(α0 + t, 0)−Ψ(α0, 0) = At
2 +Bt3 + Ct4 =
B4δ3(AB−2δ−1 − 1 + δC) (10.57)
Notice that |AB−2| ≤ c|ε|. Obviously, the right hand side of (10.57) is
negative for δ = |ε|1/2 and small ε . This contradiction proves the equality
M(α0, 0) = 0. It remains to note that the equality m(α0, k) = 0 obviously
follows from the relations
0 = ∂αΨ(α0, 0) = (2π)
n−1(m+ αM) + ς1M = (2π)
n−1m(α0, 0).
Step 2. It remains to consider the degenerate case when w∗1(α0, k) = 0 for
all k ∈ [0, 1]. In view of estimate (8.12) we have in this case
λ(2)(α0, k) = 0, µ
(2)(α0, k) = 0 for all k ∈ [0, 1].
Recalling representation (9.1) for Lij we conclude that
L12(α0, k) = 0, L22(α0, k) = 0 for all k ∈ [0, 1]. (10.58)
It follows from this and formula (10.11) that ∂kΨ(α0, k) = 0 and hence
Ψ(α0, k) = min
(α,l)∈T1×[0,1]
Ψ(α, l) for all k ∈ [0, 1]. (10.59)
In other words, Ψ, the whole segment {α0}× [0, 1] consists of the minimizers
of Ψ.
Let us prove that there is k0 ∈ [0, 1] such that M(α0, k0) = 0. We
begin with the observation that |M(α0, 1) + 1| ≤ c|ε|. Hence, M(α0, 1) < 0
for all sufficiently small ε. Therefore, it suffices to prove that M(α0, 0) ≥ 0.
Suppose, contrary to our claim, thatM(α0, 0) < 0 Since (α0, 0) is a minimizer
of Ψ and L12 = L22 = 0 for α = α0, representation (10.12) in Theorem 10.1
implies the inequality
0 ≤ ∂2αΨ(α0, 0) = (2π)
n−1M(α0, 0) + ς2M(α0, 0) + L11(α0, 0).
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It follows from this, estimate (9.3) in Theorem 9.1, and the inequality |ς2| ≤
c|ε| that
0 ≤ ∂2αΨ(α0, 0) = (2π)
n−1M(α0, 0)+
K0µ0 · µ0 + c|ε||M(α0, 0)|+ c|ε||µ0|
2. (10.60)
Recall that M(α0, 0) < 0 and K0µ0 · µ0 ≤ −c|µ0|
2. It follows from this
that the right hand side of (10.60) is negative for all sufficiently small ε.
The contradiction prove the inequality M(α0, 0) ≥ 0. Since M(α0, 1) is
negative, there is k0 such that M(α0, k0) = 0. On the other hand, Ψ takes
the minimum at the point (α0, k0). It follows from this that ∂αΨ(α0, k0) =
(2π)n−1m(α0, k0) = 0. This completes the proof of the lemma.
It remains to note that the statement of Theorem 2.2 is a straightforward
consequence of Lemmas 10.4 and 10.5.
A Proof of Theorem 3.1
Let ϑ is defined by (3.1). It follows that
ϑ′ =

 A11 0 0A21 A22 A23
A31 0 A33

 , ϑ′⊤ =

 A⊤11 A⊤21 A⊤310 A⊤22 0
0 A⊤23 A
⊤
33

 , (1 A)
where
A11 = I+ u
′, A22 = V, A33 =W,
A21 = v
′
ξ + (Vη)
′
ξ + (Λζ)
′
ξ +
1
2
(ζ⊤Rζ)′ξ,
A31 = w
′ + (Wζ)′ξ, A23 = Λ+Rζ.
(2 A)
Here notation Rζ stands for (n− 1)× 2 matrix with the entries
{Rζ}ip = {Ri}pqζq, 1 ≤ i ≤ n− 1, p = 1, 2. (3 A)
Substituting (1 A) into the equation ϑ′
⊤
J2nϑ
′ = J2n we obtain nine matrix
equations. Four of those are nontrivial:
A⊤11A22 = I, A
⊤
33JA33 = J, (4 A)
A⊤11A23 + A
⊤
31JA33 = 0, (5 A)
A⊤11A21 −A
⊤
21A11 + A
⊤
31JA31 = 0. (6 A)
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The remaining five equations are either trivial or can be obtained from
(4 A)-(6 A) by transposition. Equations (4 A) along with (2 A) give
V = (In−1 + u
′)−⊤,
W⊤JW = J or equivalently det W = 1.
(7 A)
In view of (2 A) we can rewrite equation (5 A) in the form
Λ+R ζ = −V
(
w′ξ + (Wζ)
′
ξ
)⊤
JW for all ζ ∈ R2.
It follows that
Λ = −V
(
w′ξ
)⊤
JW, (8 A)
and
R ζ = −V (Wζ)′ξ
⊤
JW for all ζ ∈ R2.
Recalling the identities
{R ζ}ij = Ri,jq ζq, {(Wζ)
′
ξ
⊤
}kp =
∂
∂ξk
(Wpq ζq)
we obtain
Ri,qjζq = −Vik
∂
∂ξk
(Wpqζq){JW}pj for all ζ ∈ R
2.
Since the matrix Ri is symmetric, we obtain
Ri = −Vik
∂
∂ξk
(W⊤)JW. (9 A)
Let us turn to equation (6 A). It is equivalent to the system of four matrix
equations
1
2
V−1(ζ⊤Rζ)′ξ −
1
2
(ζ⊤Rζ)′ξ
⊤
V−⊤ +
(
Wζ
)′
ξ
⊤
J
(
Wζ
)′
ξ
= 0, (10 A)
V−1(Λζ)′ξ − (Λζ)
′
ξ
⊤
V−⊤ +
(
w
)′
ξ
⊤
J
(
Wζ
)′
ξ
+
(
Wζ
)′
ξ
⊤
J
(
w
)′
ξ
= 0 (11 A)
V−1(Vη)′ξ − (Vη)
′
ξ
⊤
V−⊤ = 0, (12 A)
V−1(v)′ξ − (v)
′
ξ
⊤
V−⊤ + (w)′ξ
⊤
J(w)′ξ = 0, (13 A)
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which hold true for all ζ ∈ R2 and for all η ∈ Rn−1. Let us proof that
equations (10 A)- (12 A) are consequence of (7 A)-(9 A). We start with
equation (10 A). It follows from (7 A) that
x = ξ + u(ξ), V = (I+ u′)−⊤ ≡ (x′ξ)
−⊤ = (ξ′x)
⊤,
and hence
∂
∂xi
= Vik
∂
∂ξk
, ∇x = V∇ξ. (14 A)
Multiplying both sides of equation(10 A) by V⊤ from the right and by V
from the left we can rewrite this equation in the equivalent form
1
2
(ζ⊤Rζ)′x −
1
2
(ζ⊤Rζ)′x
⊤
+
(
Wζ
)′
x
⊤
J
(
Wζ
)′
x
= 0 (15 A)
In view of (9 A), we have
ζ⊤Riζ = −ζ
⊤Vik
∂
∂ξk
(W⊤)JWζ = −ζ⊤
∂
∂xi
(W⊤)JWζ,
which implies
{(ζ⊤Riζ)
′
x}ij = −ζ
⊤ ∂
∂xj
(∂W⊤
∂xi
JW
)
ζ.
Thus we get
1
2
{
(ζ⊤Rζ)′x − (ζ
⊤Rζ)′x
⊤
}
ij
= −
1
2
ζ⊤
∂
∂xj
(∂W⊤
∂xi
JW
)
ζ+
1
2
ζ⊤
∂
∂xi
(∂W⊤
∂xj
JW
)
ζ =
1
2
ζ⊤
(∂W⊤
∂xj
J
∂W
∂xi
−
∂W⊤
∂xi
J
∂W
∂xj
)
ζ.
(16 A)
On the other hand, we have
{
(
Wζ
)′
x
⊤
J
(
Wζ
)′
x
}ij = ζ
⊤
(∂W⊤
∂xi
J
∂W
∂xj
)
ζ.
Noting that ζ⊤Aζ = ζ⊤A⊤ζ for every matrix A and setting
A =
∂W⊤
∂xi
J
∂W
∂xj
, A⊤ = −
∂W⊤
∂xj
J
∂W
∂xi
,
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we arrive at the identity
{
(
Wζ
)′
x
⊤
J
(
Wζ
)′
x
}ij =
1
2
ζ⊤
(∂W⊤
∂xi
J
∂W
∂xj
−
∂W⊤
∂xj
J
∂W
∂xi
)
ζ. (17 A)
Combining (16 A) and (17 A) gives (15 A). Hence (7 A) and (9 A) imply
(10 A). Let us turn to equation (11 A). Arguing as before we can rewrite it
in the equivalent form
(Λζ)′x − (Λζ)
′
x
⊤
+
(
w
)′
x
⊤
J
(
Wζ
)′
x
+
(
Wζ
)′
x
⊤
J
(
w
)′
x
= 0 (18 A)
Next, equality (8 A) yields
Λ = −V∇ξwJW = −∇xwJW
which leads to
{(Λζ)′x}ij = −
∂
∂xj
(∂w⊤
∂xi
(JW) ζ
)
,
and hence
{(Λζ)′x − (Λζ)
′
x
⊤
}ij =
∂w⊤
∂xj
J
∂
∂xi
(
W ζ)
)
−
∂w⊤
∂xi
J
∂
∂xj
(
W ζ)
)
.
This relations can be rewritten in the matrix form
(Λζ)′x − (Λζ)
′
x
⊤
= −(w′x)
⊤J(Wζ)′x +
(
(w′x)
⊤J(Wζ)′x
)⊤
. (19 A)
Notice that(
(w′x)
⊤J(Wζ)′x
)⊤
= (Wζ)′x
⊤
J⊤w′x = −(Wζ)
′
x
⊤
J⊤w′x
Combining this result with (19 A) we arrive at equation (18 A). Since the
latter is equivalent to (11 A), we obtain that (11 A) follows from (7 A)-
(8 A). Now consider the equation (12 A). In view of identities (14 A) it can
be rewritten in the equivalent form
(Vη)′ξV
⊤ −V(Vη)′ξ
⊤
≡ (Vη)′x − (Vη)
′
x
⊤
= 0. (20 A)
On the other hand, formula (7 A) yields
{Vη}i =
∂ξ⊤
∂xi
· η.
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Hence
{(Vη)′x}ij =
∂2ξ⊤
∂xi∂xj
· η.
Hence the matrix (Vη)′x is symmetric, and (20 A) is a straightforward conse-
quence of (7 A). Thus we show that equations (10 A)-(12 A) directly follows
from (7 A)-(9 A). Let us consider equation (13 A). We prove that it is not
trivial and leads to the desired representation v. It follows from (7 A) that
equation (13 A) can be written in the form
∂
∂ξi
(ξk+uk)
∂vk
∂ξj
−
∂
∂ξj
(ξk+uk)
∂vk
∂ξi
+
∂w1
∂ξi
∂w2
∂ξj
−
∂w1
∂ξj
∂w2
∂ξi
= 0, 1 ≤ i, j ≤ n−1,
which is equivalent to
d(ξk + uk) ∧ dvk + dw1 ∧ w2 = 0.
Next, multiplying (13 A) by V from the left and by V⊤ from the right we
obtain
v′ξV
⊤ −Vv′ξ
⊤
+V(w′ξ)
⊤Jw′ξV
⊤ ≡ vx − v
′
x
⊤
+ (w′x)
⊤Jw′x = 0.
This means that
∂vi
∂xj
−
∂vj
∂xi
+
∂w1
∂xi
∂w2
∂xj
−
∂w1
∂xj
∂w2
∂xi
=
∂
∂xj
(
vi + w2
∂w1
∂xi
)
−
∂
∂xi
(
vj + w2
∂w1
∂xj
)
= 0
Since v and w are analytic an 2π-periodic, it follows that there exist analytic
2π-periodic function ϕ0 with zero mean value and a constant β ∈ R
n−1 such
that
βi +
∂ϕ0
∂xi
= vi + w2
∂w1
∂xi
,
this leads to the desired representation for v
v = β +∇xϕ0 − w2∇xw2 = β +V
(
∇ξϕ0 − w2∇ξw2
)
. (21 A)
Formulae (7 A)-(9 A) and (21 A) give general solution to equation ϑ′
⊤
J2nϑ
′ =
J2n and completely determine the totality of canonical mappings ϑ. 
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B Proof of Theorem 3.2
B.1 Proof of (i).
Choose an arbitrary analytic
ϕ = (β, ϕ0,u,w,W11,W12,W21) (1B)
and consider the vector field
Θ(ϕ) =
(
u,v,w,V,Λ,W,Ri
)
, (2B)
defined by (3.8). Next, choose an arbitrary
Υ = (ν, ψ0,χ,λ,Γ11,Γ12,Γ21) ∈ Xσ,d−1(r), (3B)
and set µ = ν +∇ψ0, Γ22 = −Γ11. Our task is to find the vector field
δϕ = (δβ, δϕ0, δu, δw, δW11, δW12, δW21) (4B)
such that the corresponding mapping
δΘ =
(
δu, δv, δw, δV, δW, δΛ, δRi
)
. (5B)
given by (3.12) and (3.13), satisfies the equations
δu(ξ) = χi(ξ)
∂
∂ξi
(
ξ + u(ξ)
)
⇔ χ = V⊤δu, (6Ba)
δv = χi
∂
∂ξi
v +Vµ+Λλ, (6Bb)
δw = χi
∂
∂ξi
w +Wλ, (6Bc)
δW = χi
∂
∂ξi
W +WΓ, (6Bd)
and
δV = χi
∂
∂ξi
V −V∇ξχ, (7Ba)
δΛ = χi
∂
∂ξi
Λ+V∇ξ(Jλ) + λ
⊤R−ΛΓ, (7Bb)
δRi = χp
∂
∂ξp
Ri +RiΓ+ (RiΓ)
⊤ + Vik
∂
∂ξk
(JΓ), (7Bc)
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where λ⊤R is (n− 1)× 2 matrix with the entries (λ⊤R)ij = Ri,jp λp. Recall
that by definition of Υ,
µ = ν +∇ψ0 (7Bd)
Notice that relation (6B)-(7B) coincide with desired relations (3.19a)- (3.19g)
in Theorem 3.2. In order to obtain the full system of relations (3.19) we have
supplement (6B)-(7B) with the expression (3.19h) for δβ and δϕ0:
δβ = ν, δϕ0 = ψ0 + w2δw1 + χi
∂
∂ξi
ϕ0 − w2χi
∂
∂ξi
w1 − ν · u, (8B)
where ν and ψ0 are the components of the given vector Υ. The system
of equalities (6B)-(8B) is equivalent to (3.19). It is important to note that
the left hand sides of these equalities are the components of vector fields δϕ
and δΘ. They are not independent and should satisfy relations (3.13) which
constitutes the connection between δΘ δϕ. Hence, relations (3.13) give the
extra five equations
δV = −V∇ξδuV, (9Ba)
δW22 =
1
W11
(
W12δW21 +W21δW12 −W22δW11
)
, (9Bb)
δv = δβ +V(∇δϕ0 − w2∇δw1 − δw2∇w1) + δV (∇ϕ0 − w2∇w1), (9Bc)
δΛ = −δV∇wJW −V∇(δw)JW −W∇wJ δW, (9Bd)
δRi = −δVik
∂
∂ξk
(W⊤)JW − Vik
∂
∂ξk
(δW⊤)JW − Vik
∂
∂ξk
(W⊤)J δW.
(9Be)
The obtained extended system (6B)-(9B) is overdetermined and we have to
prove that it satisfies compatibility conditions. The assertion (i) of Theorem
3.2 will be proved if we prove that system (9B) is a consequence of equations
(6B)- (8B). The proof falls into five steps.
Step 1. Let us show that equalities (6B) and (7B) yield (9Ba). We be-
gin with the observation that equality (6Ba) along with relation (3.4a) in
Theorem 3.1 implies χ = V⊤δu. From this we obtain
χk
∂
∂ξk
V = Vnk δun
∂
∂ξk
V (10B)
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Next we have
{V∇χ}ij = Vik
∂
∂ξk
(
Vnj δun
)
= Vik
∂Vnj
∂ξk
δun + VikVnj
∂ δun
∂ξk
Combining this result with (10B) we arrive at{
χk
∂V
∂ξk
−V∇χ
}
ij
=
(Vnk∂Vij
∂ξk
− Vik
∂Vnj
∂ξk
)
− VikVnj
∂δun
∂ξk
. (11B)
Next notice that Vnk∂/∂ξk = ∂/∂xn and Vij = ∂ξj/∂xi. It follows that
Vnk
∂Vij
∂ξk
− Vik
∂Vnj
∂ξk
=
∂
∂xn
(∂ξj
∂xi
)
−
∂
∂xi
( ∂ξj
∂xn
)
= 0
Substituting this equality into (11B) we arrive at the equality
χk
∂V
∂ξk
−V∇ξ = −V∇δuV,
which along with (7Ba) implies (9Ba).
Step 2. Let us prove that (6B) and (7B) imply (9Bb). Notice that (9Bb)
is equivalent to the equality
δW⊤JW +W⊤JδW = 0. (12B)
It follows from (6Bd) that
δW⊤JW +W⊤JδW = χi
( ∂
∂ξi
W⊤JW +W⊤J
∂
∂ξi
W
)
+
(WΓ)⊤JW +W⊤JWΓ.
(13B)
Next, relation (3.4b) in Theorem 3.1 yields W⊤JW = J. It follows that
∂
∂ξi
W⊤JW +W⊤J
∂
∂ξi
W = 0
and
(WΓ)⊤JW +W⊤JWΓ = Γ⊤J+ JΓ = JΓ− (JΓ)⊤ = 0
since the matrix JΓ is symmetric and J⊤ = −J. Substituting these relations
into (13B) we obtain (12B) and the assertion follows.
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Step 3. Let us prove that equalities (6B)-(8B) imply (9Bc). It is necessary
to prove that the right hand side of (6Bb) coincide with the right hand side
of (9Bc). Let us calculate step by step all terms in the right hand side of
(6Bb). Relation (6Ba) and the identity Vik∂/∂ξk = ∂/∂xi imply
χi
∂
∂ξi
v = δui
∂
∂xi
v, (14B)
On the other hand, relation (3.4f) in Theorem 3.1 yields
v = β +∇xϕ0 − w2∇xw1.
Combining these results we arrive at
χi
∂
∂ξi
v = δui
∂
∂xi
(∇xϕ0 − w2∇xw1). (15B)
Next, relation (3.4c) in Theorem 3.1 implies
Λ = −V∇ξwJW = −∇xwJW.
In its turn, it follows from (6Bc) that
λ =W−1δw − χiW
−1 ∂
∂ξi
w =W−1δw − δuiW
−1 ∂
∂xi
w. (16B)
Thus we get
Λλ = ∇xwJ
(
δui
∂
∂xi
w
)
−∇xwJ δw = ∇x(w2δw1)−
(δw2∇xw1 + w2∇xδw1) +
(
δui
∂
∂xi
w2
)
∇xw1 −
(
δui
∂
∂xi
w1
)
∇xw2
Combining this result with (15B) we arrive at
χi
∂
∂ξi
v +Λλ = ∇x(w2δw1)− (δw2∇xw1 + w2∇xδw1)+
δui∇x
( ∂
∂xi
ϕ0 − w2
∂
∂xi
w1
)
.
(17B)
Next notice that
δui∇x
( ∂
∂xi
ϕ0 − w2
∂
∂xi
w1
)
=
∇x
(
δui
( ∂
∂xi
ϕ0 − w2
∂
∂xi
w1
))
−∇x(δu)(∇xϕ0 − w2∇xw1).
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Hence we can rewrite (17B) in the form
χi
∂
∂ξi
v +Λλ = ∇x
(
w2δw1 + δui
∂
∂xi
ϕ0 − δuiw2
∂
∂xi
w1
)
−
(δw2∇xw1 + w2∇xδw1)−∇x(δu)(∇xϕ0 − w2∇xw1).
(18B)
On the other hand, the identity ∇x = V∇ξ and relation (9Ba), which we
have been proved in Step 1, imply
∇x(δu)(∇xϕ0 − w2∇xw1) = −δV(∇ξϕ0 − w2∇ξw1)
Moreover, as it was mentioned above, we have δuk∂/∂xk = χk∂/∂ξk. It
follows from this and (18B) that
χi
∂
∂ξi
v +Λλ = V∇ξ
(
w2δw1 + χi
∂
∂ξi
ϕ0 − χiw2
∂
∂ξi
w1
)
−
V(δw2∇ξw1 + w2∇ξδw1) + δV(∇ξϕ0 − w2∇ξw1).
(19B)
Let us consider the term Vµ in expression (6Bb) for v. It follows from (7Bd)
that
Vµ = Vν +V∇ξψ0.
Next notice that
Vν = V∇ξ(ν·ξ) = ∇x(ν·ξ) = ∇x(νx−ν·u) = ν−∇x(ν·u) = ν−V∇ξ(ν·u).
Thus we get
Vµ = ν +V∇ξ(ψ0 − ν · u).
Combining this result with (19B) and recalling formulae (6Bb) for δv and
(8B) for ϕ0 we finally obtain
δv = χi
∂
∂ξi
v +Λλ+Vµ = ν +V∇δϕ0−
V(δw2∇ξw1 + w2∇ξδw1) + δV(∇ξϕ0 − w2∇ξw1),
which obviously yields (9Bc).
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Step 4. Let us prove that equalities (6B)-(7B) imply (9Bd). It follows from
(7Bb) that
δΛ = χi
∂Λ
∂ξi
+V∇ξ(Jλ) + λ
⊤R−ΛΓ. (20B)
Arguing as in the proof of (14B) and using the identity Vik∂/∂ξk = ∂/∂xi
we obtain
χi
∂Λ
∂ξi
= δui
∂Λ
∂xi
, V∇ξ(Jλ) = ∇x(Jλ). (21B)
Thus we get
δΛ = δui
∂Λ
∂xi
+∇x(Jλ) + λ
⊤R−ΛΓ. (22B)
Next, it follows from the relation (3.4d) in Theorem 3.1 that
Ri = −Vik
∂W⊤
∂ξk
JW = −
∂W⊤
∂xi
JW (23B)
Here λ⊤R is (n − 1) × 2 -matrix with the rows λ⊤Ri, 1 ≤ i ≤ n − 1. It
follows from (23B) that
λ⊤Ri = −λ
⊤∂W
⊤
∂xi
JW = −
∂
∂xi
(λ⊤W⊤)JW +
∂λ⊤
∂xi
W⊤JW.
Noting that in view of relation (3.4b) in Theorem 3.1, we have W⊤JW =
J = −J⊤, we obtain the expression for the rows λ⊤Ri of the matrix λ
⊤R
λ⊤Ri = −
∂
∂xi
(Wλ)⊤JW −
∂
∂xi
(Jλ)⊤.
which leads to
λ⊤R = −∇x(Wλ)JW −∇x(Jλ).
On the other hand, equality (6Bc) yields
λ =W−1
(
δw− χi
∂w
∂ξi
)
=W−1
(
δw − δui
∂w
∂xi
)
Substituting this relation into the latter identity we arrive at
λ⊤R = −∇x(δw)JW +∇x
(
δui
∂w
∂xi
)
JW −∇x(Jλ). (24B)
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Let us calculate ΛΓ. Equalities (6Bd), the identity V∇ξ = ∇x, and equality
(9Ba), which we proved in Step 1, implies
Γ =W−1δW − χiW
−1∂W
∂ξi
=W−1δW − δuiW
−1∂W
∂xi
. (25B)
On the other hand, equality (3.4c) yields Λ = −∇x(w)JW. Thus we get
ΛΓ = −∇x(w)JδW+ δui(∇xw)J
∂W
∂xi
.
Substituting this result along with (24B) into (22B) we arrive at
δΛ = δui
(∂Λ
∂xi
+∇xwJ
∂W
∂xi
)
+∇x
(
δui
∂w
∂xi
)
JW−
∇x(δw)JW −∇xwJ (δW).
(26B)
Let us calculate separately the term containing δui. We begin with the
observation that
∇x
(
δui
∂w
∂xi
)
= δui
∂
∂xi
∇xw +∇x(δu)∇xw.
Thus we get
∇x
(
δui
∂w
∂xi
)
JW = δui
∂
∂xi
(∇xw)JW +∇x(δu)∇xwJW. (27B)
Next, the identity Λ = −∇xwJW implies
δui
∂Λ
∂xi
= −δui
∂
∂xi
(∇xw)JW− δui∇xwJ
∂W
∂xi
Combining this result with (27B) we obtain
δui
( ∂
∂xi
Λ+∇xwJ
∂W
∂xi
)
+∇x
(
δui
∂w
∂xi
)
JW = ∇x(δu)∇xwJW.
Substituting this result in (26B) we obtain
δΛ = −∇x(δw)JW −∇xwJ δW +∇x(δu)∇xwJW. (28B)
Next, relation (9Ba), which was proved in Step 1, and the identity V∇ξ = ∇x
imply
∇x(δu)∇xwJW = (V∇ξδu)∇xwJW = −δV∇xwJW,
∇x(δw) = V∇ξ(δw), ∇xw = V∇ξw.
Substituting these equalities into (28B) gives desired relation (9Bd) and the
assertion follows.
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Step 5. It remains to prove that equalities (6B)-(7B) imply (9Be). We
proved yet that δV satisfies relation (9Ba), i.e.,
δVik = −Vin
( ∂
∂ξn
δup
)
Vpk.
It follows from this (9Ba) and the identity V∇ξ = ∇x that
δVik∂/∂ξk = −Vin
( ∂
∂ξn
δup
)
Vpk∂/∂ξk = −
( ∂
∂xi
δup
)
∂/∂xp.
It follows from this that relation (9Be) can be rewritten in the equivalent
form
δRi =
( ∂
∂xi
δuk
) ∂
∂xk
(
W⊤
)
JW−
∂
∂xi
(
δW⊤
)
JW−
∂
∂xi
(
W⊤
)
JδW. (29B)
Hence it suffices to prove that relations (6B)-(7B) yields (29B). To this end
notice that relation (6Ba) and the identity Vik∂/∂ξk = ∂/∂xi imply
χk
∂
∂ξk
Ri = δuk
∂
∂xk
Ri, Vik
∂
∂ξk
(JΓ) =
∂
∂xi
(JΓ).
Using these identities we can rewrite relation (7Bc) in the form
δRi = δuk
∂
∂xk
Ri +
∂
∂xi
(JΓ) +RiΓ + (RiΓ)
⊤. (30B)
Let us calculate all terms in the right hand side. It follows from (6Bd) and
(6Ba) that
δW = χi
∂
∂ξi
W +WΓ = δuk
∂
∂xk
W +WΓ
or equivalently
Γ =W−1δW − δukW
−1 ∂
∂xk
W
Since JW−1 =W⊤J we conclude from this that
JΓ =W⊤JδW − δukW
⊤ ∂
∂xk
W,
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which leads to the equality
∂
∂xi
(JΓ) =
∂W⊤
∂xi
JδW +W⊤J
∂δW
∂xi
−
δuk
(∂W⊤
∂xi
J
∂W
∂xk
+W⊤J
∂2W
∂xi∂xk
)
−
∂δuk
∂xi
W⊤J
∂W
∂xk
.
(31B)
Next, equality (23B) implies
δuk
∂
∂xk
Ri = −δuk
( ∂2W⊤
∂xi∂xk
JW +
∂W⊤
∂xi
J
∂W
∂xk
)
(32B)
Notice that relations (23B) and (25B) imply
RiΓ + (RiΓ)
⊤ = δW⊤J
∂W
∂xi
−
∂W⊤
∂xi
JδW⊤+
δuk
(∂W⊤
∂xi
J
∂W
∂xk
−
∂W⊤
∂xk
J
∂W
∂xi
)
.
(33B)
Substituting (31B)-(34B) into (30B) we obtain
δRi = −
∂δuk
∂xi
W⊤J
∂W
∂xk
+W⊤J
∂δW
∂xi
+ δW⊤J
∂W
∂xi
− δuk
∂2
∂xi∂xk
(
W⊤JW
)
.
On the other hand, the identity W⊤JW = J implies
∂2
∂xi∂xk
(
W⊤JW
)
= 0, W⊤J
∂W
∂xk
+
∂W⊤
∂xk
JW = 0.
Thus we get
δRi =
∂δuk
∂xi
∂W⊤
∂xk
JW +W⊤J
∂δW
∂xi
+ δW⊤J
∂W
∂xi
(34B)
Relation (9Bb), which was proved in Step 2, yields δW⊤JW+W⊤JδW = 0
differentiation both sides of this equality gives
W⊤J
∂δW
∂xi
+ δW⊤J
∂W
∂xi
= −
∂
∂xi
(
δW⊤
)
JW −
∂
∂xi
(
W⊤
)
JδW.
Substituting this relation into (34B) we obtain desired identity (29B), and
the assertion follows.
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B.2 Proof of (ii).
Choose an arbitrary analytic
ϕ = (β, ϕ0,u,w,W11,W12,W21) (35B)
and consider the vector field
Θ(ϕ) =
(
u,v,w,V,Λ,W,Ri
)
, (36B)
defined by (3.8). Let θ be a corresponding canonical mapping defined by
(3.1). Next choose an arbitrary vector field
δϕ = (δβ, δϕ0, δu, δw, δW11, δW12, δW21) ∈ Xσ,d−1. (37B)
and the corresponding vector field
δΘ =
(
δu, δv, δw, δV, δW, δΛ, δRi
)
. (38B)
Let us consider the associated mapping
δθ =

 δu(ξ)δv(ξ) + δV(ξ)η + δΛ(ξ)ζ + ζ⊤δR(ξ)ζ
δw(ξ) + δW(ξ)ζ

 , (39B)
with the coefficients given by (3.13) , i. e.,
δV = −V δ∇ξδuV, δW22 =
1
W11
(
W12δW21 +W21δW12 −W22δW11
)
,
δW =
(
δW11 δW12
δW21 δW22
)
, (40B)
δv = δβ +V(∇δϕ0 − w2∇δw1 − δw2∇w1) + δV (∇ϕ0 − w2∇w1),
δΛ = δV∇w JW −V∇(δw)JW −W∇wJ δW,
δRi = −δVik
∂
∂ξk
(W⊤)JW − Vik
∂
∂ξk
(δW⊤)JW − Vik
∂
∂ξk
(W⊤)J δW.
Our task is to find to find a vector field
Υ = (ν, ψ0,χ,λ,Γ11,Γ12,Γ21) ∈ Xσ,d−1(r).
such that the corresponding vector field
Z := δΘ ≡ DϕΘ(ϕ0)[Υ], (41B)
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Z ≡
(
χ, µ, λ, −∇χ, Γ, ∇(Jλ), ∂ξi(JΓ)
)
, (42B)
with
µ = ν +∇ψ0, Tr Γ = 0. (43B)
satisfies the relations (3.20), i.e.,
χ = V⊤ δu (44Ba)
λ = W−1δw− χiW
−1 ∂
∂ξi
w (44Bb)
Γ = W−1δW − χiW
−1 ∂
∂ξi
W, (44Bc)
µ = V−1
(
δW + χi
∂
∂ξi
v−Λλ
)
(44Bd)
∇ψ0 = µ− ν, ν =
1
(2π)n−1
∫
Tn−1
µ dξ = δβ. (44Be)
In order to prove (44B), we consider the associated canonical mapping
pi =

 χ(ξ)µ− (∇ξχ)η +∇ξ(Jλ)ζ + 12∇ξ(JΓζ · ζ)
λ+ Γζ

 . (45B)
Notice that relations (44B) can be written in the form
δθ = θ′ pi. (46B)
Here the Jacobi matrix θ′ is defined by (1 A)-(2 A). Since θ and δθ are
given, it suffices to prove that a solution pi to (46B) admits representation
(45B). Since, in view of (3.3), the matrix θ′ is symplectic, a solution of (46B)
is given by
pi = −J2nϑ
′⊤J2nδϑ. (47B)
Here the matrix J2n is defined by (3.3). Substituting (39B) into (47B) we
conclude that the mapping pi admits the representation
pi =

 χ(ξ)µ(ξ) +A(ξ)η +B(ξ)ζ + 1
2
ζ⊤C(ξ)ζ
λ(ξ) + Γ(ξ)ζ

 . (48B)
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Here χ, µ, λ are 2π- periodic vector fields, A, B and Γ are 2π periodic
matrices, and a vector-valued function ζ⊤C(ξ)ζ is in the form
ζ⊤C(ξ)ζ =
(
ζ⊤C1(ξ)ζ, . . . , ζ
⊤Cn−1(ξ)ζ
)
, (49B)
where Ci are 2π-periodic matrices. It follows directly from (48B), (39B), and
expression (3.3) for the Jacobi matrix θ′ that
χ = (In−1 + u
′)−1δu,
λ =W−1δw − χiW
−1 ∂
∂ξi
w,
µ = V−1
(
δv − χi
∂
∂ξi
v−Λλ
)
,
Γ =W−1δw − χiW
−1 ∂
∂ξi
W.
(50B)
Hence it remains to prove that
A = −∇χ, B = ∇(Jλ) (51B)
Ci =
∂
∂ξi
(JΓ), JΓ+ Γ⊤J = 0, (52B)
µ = ν +∇ψ0. (53B)
To this end notice that θ′
⊤
J2nθ
′ = J2n, which yields
(δθ)′
⊤
J2n θ
′ + θ′
⊤
J2n (δθ)
′ = 0. (54B)
Now set σ = (ξ,η, ζ) ∈ R2n and notice that the vector-valued function pi
takes it value in R2n. Denote by πk the components of pi. Differentiation of
the equality δθ = θ′ pi leads to the identity
δθ′ = θ′pi′ + πk
∂
∂σk
θ′.
Substituting this result in (10B) we arrive at
pi′
⊤
θ′
⊤
J2nθ
′ + θ′
⊤
J2n θ
′ pi′ + πk
{
θ′
⊤
J2n
∂
∂σk
θ′ +
∂
∂σk
θ′
⊤
J2n θ
′
}
. = 0.
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Notice that
θ′
⊤
J2n
∂
∂σk
θ′ +
∂
∂σk
θ′
⊤
J2n θ
′ =
∂
∂σk
(
θ′
⊤
J2n θ
′
)
≡
∂
∂σk
J2n = 0
Recalling that θ′
⊤
J2n θ
′ = J2n we obtain
pi′
⊤
J2n + J2n pi
′ = 0. (55B)
It follows from (48B) that
pi′ =

 P11, 0, 0P21, P22, P23
P31, 0, P33

 , J2n =

 0 In−1 0−In−1 0 0
0 0 J

 , (56B)
where
P11 = χ
′, P21
(
µ+Aη +Bζ +
1
2
ζ⊤Cζ
)′
ξ
P22 = A P23 = B+Cζ,
P31 = λ
′
ξ + (Γζ)
′
ξ, P33 = Γ,
Here Cλ is (n−1)×2 matrix with the entries (Cλ)ij = Ci,jp λp. Substituting
(56B) into (55B) we obtain four nontrivial matrix equations
P22 = −P
⊤
11, P23 = (JP
⊤
31,
P⊤33J+ JP33 = 0, P21 = P
⊤
21.
The first equation gives A = −∇χ. The second gives two nontrivial relation
B = (Jλ)′ξ
⊤
≡ ∇(Jλ), Cζ = ∇ξ(JΓζ).
The latter equality is equivalent to relations Ci = ∂(JΓ)/∂ξi. Finally no-
tice that relation P21 = P
⊤
21 gives µ
′
ξ = (µ
′
ξ)
⊤. In other words, the Jacobi
matrix of the vector-field µ is symmetric. It follows that the vector field µ
is potential. Hence it has the representation µ = ν + ∇ψ0, where ν is a
constant vector and ψ0 is 2π-periodic function with zero mean. Therefore
the matrices A, B, Γ and the vector field µ satisfy conditions (51B)-(53B).
This completes the proof of Theorem 3.2.
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C Proof of Lemma 4.1
Equation (4.9b) along with the equality V−1 = ∇(ξ + u) imply
ω⊤∇(ξ + u) = ∇yHm(ξ + u,v,w),
which yields the first relation in (4.11). Next, recalling formula (4.9f) for Λ
, we obtain(∂Hm
∂y
(ξ + u,v,w)Λ
)
q
= −
∂Hm
∂yi
(ξ + u,v,w)Vij
∂wk
∂ξj
JkpWpq,
We also have(∂Hm
∂z
(ξ + u,v,w)W
)
q
=
∂Hm
∂zp
(ξ + u,v,w)Wpq
From this and (4.9c) we obtain{
−
∂Hm
∂yi
(ξ + u,v,w)Vij
∂wk
∂ξj
Jkp +
∂Hm
∂zp
(ξ + u,v,w)
}
Wpq = 0.
Notice that in view of (4.9b), we have ∂Hm/∂yiVij = ωj . Thus we get{
− ∂w⊤J+
∂Hm
∂z
}
W = 0.
which yields the third inequality in (4.11). In order to derive the second
equality in (4.11) we differentiate both sides of (4.9a) with respect to xi to
obtain
∂Hm
∂xi
(ξ+u,v,w)+
∂Hm
∂yn
(ξ+u,v,w)
∂vn
∂xi
+
∂Hm
∂zp
(ξ+u,v,w)
∂wp
∂xi
= 0. (1C)
Since V = (I+ u′)−⊤, we have ∇x = V∇ξ. It follows that
∂
∂yn
Hm(ξ + u,v,w)
∂
∂xn
=
∂
∂yn
Hm(ξ + u,v,w)Vnj
∂
∂ξj
.
From this and (4.9b) we obtain
∂
∂yn
Hm(ξ + u,v,w)
∂
∂xn
= ωi
∂
∂ξi
= ∂. (2C)
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On the other hand, relation (4.9f) implies v = β + ∇xϕ0 − w1∇xw2. Thus
we get
∂vn
∂xi
=
∂2ϕ0
∂xn∂xi
− w1
∂2w2
∂xn∂xi
−
∂w1
∂xn
∂w2
∂xi
.
Combining this identity with (2C) we arrive at
∂
∂yn
Hm(ξ + u,v,w)
∂vn
∂xi
= ∂
∂ϕ0
∂xi
−w2∂
∂w1
∂xi
− ∂w1
∂w2
∂xi
=
∂vi − ∂w1
∂w2
∂xi
+ ∂w2
∂w1
∂xi
From this and the latter relation in (4.11) we obtain
∂Hm
∂yn
(ξ + u,v,w)
∂vn
∂xi
=
∂vi −
∂Hm
∂z2
∂w2
∂xi
−
∂Hm
∂z1
∂w1
∂xi
Substituting this equality into (1C) we obtain the second equality in (4.11).

D Proof of Theorem 4.7
Direct calculations lead to the following formulae
δΦ1 =
∂Hm
∂x
(ξ + u,v,w)δu+
∂Hm
∂y
(ξ + u,v,w)δv+
∂Hm
∂z
(ξ + u,v,w)δw,
(1Da)
δΦ2 =
{ ∂Hm
∂y
(ξ + u,v,w)δΛ+
∂Hm
∂z
(ξ + u,v,w)δW
}⊤
+
{
(δu)⊤
(∂2Hm
∂x∂y
(ξ + u,v,w)Λ+
∂2Hm
∂x∂z
(ξ + u,v,w)W
)}⊤
+
{
(δv)⊤
(∂2Hm
∂y2
(ξ + u,v,w)Λ+
∂2Hm
∂y∂z
(ξ + u,v,w)W
)}⊤
+
{
(δw)⊤
(∂2Hm
∂z∂y
(ξ + u,v,w)Λ+
∂2Hm
∂z2
(ξ + u,v,w)W
)}⊤
,
(1Db)
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δΦ3 =
{∂Hm
∂y
(ξ + u,v,w)δV+ (δu)⊤
∂2Hm
∂x∂y
(
ξ + u,v,w)}⊤+
{
(δv)⊤
∂2Hm
∂y2
(ξ + u,v,w)V+ (δw)⊤
∂2Hm
∂z∂y
(ξ + u,v,w)V}⊤,
(1Dc)
δΦ4 =
∂Hm
∂yi
(ξ + u,v,w)δRi + (A+B+C) + (A+B+C)
⊤+
(δu)⊤P(x) + (δv)⊤P(y) + (δw)⊤P(z),
(1Dd)
δΦ5 =
1
(2π)n−1
∫
Tn−1
δw1 dξ, (1De)
where
A = δΛ⊤
∂2Hm
∂y2
(ξ + u,v,w)Λ,
B = δW⊤
∂2Hm
∂z∂y
(ξ + u,v,w)Λ+W⊤
∂2Hm
∂z∂y
(ξ + u,v,w)δΛ,
C = δW⊤
∂2Hm
∂z2
(ξ + u,v,w)W,
(1Df)
P(τ) = Λ⊤
∂3Hm
∂τ∂y2
(ξ + u,v,w)Λ+Λ⊤
∂3Hm
∂τ∂y∂z
(ξ + u,v,w)W+
W⊤
∂3Hm
∂τ∂z∂y
(ξ + u,v,w)Λ+W⊤
∂3Hm
∂τ∂z2
(ξ + u,v,w)W,
(1Dg)
where τ = x,y, z. The variations δV, δW, δΛ, and δv are defined in terms
of the components of δϕ by relations (3.13).
In view of the Second Structure Theorem (3.2) the mapping (4.22) has
the inverse given by formulae (3.19). In particular, we have
δu = χi
∂
∂ξi
(ξ + u), δv = Vµ+Λλ+ χi
∂
∂ξi
v,
δw = Wλ+ χi
∂
∂ξi
w. (2D)
Substituting these equalities in representation (1Da) for δΦ1 we arrive at
δΦ1 =
∂Hm
∂y
Vµ+
(∂Hm
∂x
∂
∂ξi
(Id + u) +
∂Hm
∂y
∂v
∂ξi
+
∂Hm
∂z
∂w
∂ξi
)
χi+(∂Hm
∂y
Λ+
∂Hm
∂z
W
)
λ
(3D)
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Here the derivatives of Hm are calculated at the point (ξ+u,v,w). It follows
from formula (4.9a) for Φ1 that
∂Hm
∂x
∂
∂ξi
(Id + u) +
∂Hm
∂y
∂v
∂ξi
+
∂Hm
∂z
∂w
∂ξi
=
∂Φ1
∂ξi
. (4D)
Next, formula (4.9c) for Φ3 and the equality µ = ∇ψ0 + δβ imply
∂Hm
∂y
Vµ = ω⊤µ+
(∂Hm
∂y
V − ω⊤
)
µ = ∂ψ0 + ω
⊤ · δβ + Φ⊤3 µ. (5D)
Formula (4.9b) for Φ2 yields(∂Hm
∂y
Λ+
∂Hm
∂z
W
)
λ = Φ⊤2 λ. (6D)
Substituting (4D)-(6D) into (3D) we obtain the desired representation (4.23a)
for δΦ1. Let us turn to the representation for δΦ2. Equalities (3.19d), (3.19f)
in the second structural theorem imply
δΛ = V∇ξ(Jλ) + χi
∂
∂ξi
Λ+ λ⊤R+ΛΓ,
δW = WΓ+ χi
∂
∂ξi
W. (7D)
Substituting these relations along with equalities (2D) into (1Db) we obtain
δΦ⊤2 =
∂Hm
∂y
V∇ξ(Jλ) +
∂Hm
∂y
(λ⊤R)+
χi
∂Hm
∂y
∂Λ
∂ξi
+
∂Hm
∂y
ΛΓ+ χi
∂Hm
∂z
∂W
∂ξi
+
∂Hm
∂z
WΓ+
χi
∂
∂ξi
(ξ + u)⊤
(∂2Hm
∂x∂y
Λ+
∂2Hm
∂x∂z
W
)
+
χi
∂v⊤
∂ξi
(∂2Hm
∂y2
Λ+
∂2Hm
∂y∂z
W
)
+ χi
∂w⊤
∂ξi
(∂2Hm
∂z∂y
Λ+
∂2Hm
∂z2
W
)
+
λ⊤Λ⊤
(∂2Hm
∂y2
Λ+
∂2Hm
∂y∂z
W
)
+ λ⊤W⊤
(∂2Hm
∂z∂y
Λ+
∂2Hm
∂z2
W
)
+
µ⊤V⊤
(∂2Hm
∂y2
Λ+
∂2Hm
∂y∂z
W
)
. (8D)
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Since ∂Hm/∂y is the row vector with the components ∂Hm/∂yi, we have
∂Hm
∂y
(λ⊤R) = λ⊤(
∂Hm
∂yi
Ri).
Recall that the matrices Riand Φ4 are symmetric. From this and formula
(4.9d), we conclude that
∂Hm
∂y
(λ⊤R) + λ⊤Λ⊤
(∂2Hm
∂y2
Λ+
∂2Hm
∂y∂z
W
)
+λ⊤W⊤
(∂2Hm
∂z∂y
Λ+
∂2Hm
∂z2
W
)
= λ⊤Φ⊤4 (9D)
Next, it follows from (4.9b) that
∂Hm
∂y
∂Λ
∂ξi
+
∂Hm
∂z
∂W
∂ξi
+
∂
∂ξi
(ξ + u)⊤
(∂2Hm
∂x∂y
Λ+
∂2Hm
∂x∂z
W
)
+ (10D)
∂v⊤
∂ξi
(∂2Hm
∂y2
Λ+
∂2Hm
∂y∂z
W
)
+
∂w⊤
∂ξi
(∂2Hm
∂z∂y
Λ+
∂2Hm
∂z2
W
)
=
∂Φ⊤2
∂ξi
.
We also have
∂Hm
∂y
ΛΓ +
∂Hm
∂z
WΓ = Φ⊤2 Γ. (11D)
Substituting (9D)-(11D) into (8D) we obtain
δΦ⊤2 =
∂Hm
∂y
V∇ξ(Jλ) + µ
⊤V⊤
(∂2Hm
∂y2
Λ+
∂2Hm
∂y∂z
W
)
+
χi
∂Φ⊤2
∂ξi
+ Φ⊤2 Γ + λ
⊤Φ⊤4
(12D)
Expression (4.25) for the matrix T implies
µ⊤V⊤
(∂2Hm
∂y2
Λ+
∂2Hm
∂y∂z
W
)
= µ⊤T⊤. (13D)
On the other hand, formula (4.9c) for the operator Φ3 yields
∂Hm
∂y
V∇ξ(Jλ) = ω
⊤∇ξ(Jλ) + Φ
⊤
3∇ξ(Jλ) =
(∂(Jλ))⊤ +
(
(Jλ)′ξΦ3
)⊤
= (J∂λ)⊤ +
(
(Jλ)′ξΦ3
)⊤
.
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Substituting this identity along with (13D) into (12D) we arrive at desired
representation (4.23b) for δΦ2.
Our next task is to prove identity (4.23c) for δΦ3. It follows from identity
(3.19e) in the Second Structural Theorem that
δV = −V∇ξχ+ χi
∂V
∂ξi
Substituting this identity along with (2D) into formula (1Dc) for δΦ3 we
obtain
δΦ⊤3 = −
∂Hm
∂y
V∇ξχ+ χi
∂Hm
∂y
∂V
∂ξi
+
χi
∂
∂ξi
(ξ + u)⊤
∂2Hm
∂x∂y
+ χi
∂v⊤
∂ξi
∂2Hm
∂y2
+ χi
∂w⊤
∂ξi
∂2Hm
∂z∂y
+
µ⊤V⊤
∂2Hm
∂y2
V + λ⊤Λ⊤
∂2Hm
∂y2
V + λ⊤W⊤
∂2Hm
∂z∂y
V. (14D)
It follows from formula (4.9c) for Φ3 that
−
∂Hm
∂y
V∇ξχ = −ω
⊤∇ξχ− Φ
⊤
3∇ξχ = −(∂χ)
⊤ − (χ′ξΦ3)
⊤. (15D)
Next, we have
χi
∂Hm
∂y
∂V
∂ξi
+ χi
∂
∂ξi
(ξ + u)⊤
∂2Hm
∂x∂y
+
χi
∂v⊤
∂ξi
∂2Hm
∂y2
+ χi
∂w⊤
∂ξi
∂2Hm
∂z∂y
= χi
∂Φ⊤3
∂ξi
(16D)
On the other hand, formulae (4.25) for S and T yield
µ⊤V⊤
∂2Hm
∂y2
V+λ⊤Λ⊤
∂2Hm
∂y2
V+λ⊤W⊤
∂2Hm
∂z∂y
V = (Sµ)⊤+(T⊤λ)⊤. (17D)
Substituting (15D)-(17D) into (14D) we arrive at the desired identity (1Dc).
It remains to prove representation (1Dd) for δΦ4. Recall that this rela-
tion includes the matrices A, B, C, given by (1Df), and the matrices P(τ),
τ = x,y, z given by (1Dg). Substituting representations (7D) into (1Df) we
obtain
A = Λ⊤
∂2Hm
∂y2
Λ+ χi
∂Λ⊤
∂ξi
∂2Hm
∂y2
Λ+ (Jλ)′ξV
⊤∂
2Hm
∂y2
Λ+ (λ⊤R)⊤
∂2Hm
∂y2
Λ,
(18D)
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B = χi
∂W⊤
∂ξi
∂2Hm
∂zy
Λ+ Γ⊤
∂2Hm
∂zy
Λ+ (19D)
W⊤
∂2Hm
∂zy
V∇ξ(Jλ) + χiW
⊤∂
2Hm
∂zy
∂Λ
∂ξi
+W⊤
∂2Hm
∂zy
(λ⊤R) +W⊤
∂2Hm
∂zy
ΛΓ,
C = χi
∂W⊤
∂ξi
∂2Hm
∂zy
W + Γ⊤W⊤
∂2Hm
∂zy
W (20D)
Next, expression (1Dg) for P(τ) and representations (2D) implies
δu⊤P(x) + δv⊤P(y) + δw⊤P(z) = χi
(∂u⊤
∂ξi
P(x) +
∂v⊤
∂ξi
P(y) +
∂w⊤
∂ξi
P(z)
)
+
µ⊤P(y) + λ⊤(Λ⊤P(y) +W⊤P(z)) (21D)
Substituting (18D) (21D) into (1Dd) and recalling the representation
δRi =
∂
∂ξi
(JΓ) +RiΓ+ (RiΓ)
⊤ + χi
∂
∂ξi
Ri
in the second structural Theorem 3.2 we arrive at the identity
δΦ4 =
∂Hm
∂yi
Vik
∂
∂ξk
(JΓ) +QΓ+ Γ⊤Q⊤+
χkNk +U+U
⊤ +K+K⊤ +Σ. (4.22)
Here
Q =
∂Hm
∂yi
Ri +Λ
⊤∂
2Hm
∂y2
Λ+
W⊤
∂2Hm
∂z∂y
Λ+
(
W⊤
∂2Hm
∂z∂y
Λ
)⊤
+W⊤
∂2Hm
∂z2
W = Ω+ Φ4, (4.23)
Nk =
∂Hm
∂yi
∂Ri
∂ξk
+Λ⊤
∂2Hm
∂y2
∂Λ
∂ξk
+
∂Λ⊤
∂ξk
∂2Hm
∂y2
Λ+
W⊤
∂2Hm
z∂y
∂Λ
∂ξk
+
∂W⊤
∂ξk
∂2Hm
∂z∂y
Λ+
(
W⊤
∂2Hm
∂z∂y
∂Λ
∂ξk
+
∂W⊤
∂ξk
∂2Hm
∂zy
Λ
)⊤
+ (4.24)
W⊤
∂2Hm
∂z2
∂W
∂ξk
+
∂W⊤
∂ξk
∂2Hm
∂z2
W+
+
∂u⊤
∂ξi
P(x) +
∂v⊤
∂ξi
P(y) +
∂w⊤
∂ξi
P(z) =
∂Φ4
∂ξk
. (4.25)
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Next notice that in view of (4.9c),
∂
∂ξi
(JΓ) = ∂(JΓ) + Φ3,k
∂
∂ξk
(JΓ).
Substituting this relation along with (4.23), (4.25) into (4.22) we arrive at
the identity
δΦ4 = ∂(JΓ) +ΩΓ + Γ
⊤Ω⊤+
Φ4Γ + Γ
⊤Φ⊤4 + χk
∂Φ4
∂ξk
+ Φ3,k
∂
∂ξk
(JΓ)+
U +U⊤ +K+K⊤ +Σ. (4.26)
Notice that U is the matrix-valued linear form of ∂λi/∂ξj . Hence it admits
the representation
U+U⊤ =
∂λi
∂ξj
Uij , (4.27)
where Uij are symmetric matrix-valued functions. Next, K and Σ are
matrix-valued linear form of λi and µj. Hence there are symmetric matrix-
valued functions Ei and Ki such that
K+K⊤ +Σ = µiEi + λiKi. (4.28)
Substituting (4.27) and (4.28) into (4.26) we obtain the desired representation
(4.24d).
E Proof of Theorems 5.1 and 8.1
E.1 Proof of Theorem 5.1
This section is devoted to the proof of solvability of the following problem
∂ψ0 + δq + δp · (w1 − α) +
1
2
δM(w1 − α)
2 = F1, (1Ea)
J∂λ+Tµ+W⊤δp+ δM(w1 − α)W
⊤e1 = F2, µ = ∇ψ0 + δβ (1Eb)
−∂χ+ Sµ+T⊤λ = F3, (1Ec)
∂(JΓ) +ΩΓ+ (ΩΓ)⊤ +Uij
∂λi
∂ξj
+ µiEi + λiKi+ (1Ed)
+W⊤δMW = F4, Γ11 = −Γ22,
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1(2π)n−1
∫
Tn−1
[
ψ0 − δβ · u+ w2
(
Wλ
)
1
]
dξ = f1 (1Ee)
1
(2π)n−1
∫
Tn−1
V−⊤χ dξ = f3,
1
(2π)n−1
∫
Tn−1
(WΓ)12 dξ = f4 (1Ef)
1
(2π)n−1
∫
Tn−1
(
(Wλ)1 + χ · ∇w1
)
dξ = f5. (1Eg)
The following theorem constitutes the existence and uniqueness of solutions
to problem (1E)
Theorem E.1. Let a fixed σ ∈ [1/2, 1], d ≥ 2, and the matrix K0 = S0 −
t0 ⊗ t0 given by (2.11), satisfies the condition det K0 6= 0. Furthermore,
assume that
‖w1 − α‖σ,0 + ‖W − I‖σ0 + ‖u
′ − I‖σ,0 ≤ cr (2E)
and
‖S− S0‖σ,0 + ‖T−T0‖σ,0 ≤ c(r + |ε|), (3E)
‖Uij‖σ,0 + ‖Ei‖σ,0 + ‖Ki‖σ,0 ≤ c. (4E)
Then there are ε0 > 0 and r0 > 0 with the following properties. For every
r ≤ r0 |ε| ≤ ε0, ,
0 ≤ σ0 < σ1 < σ, 1/4 ≥ σ1, σ ∈ [1/4, 1),
and for all
F = (F1, F2, F3, F4, f1, f3, f4, f5) ∈ Aσ1,0×A
2
σ1,0
×An−1σ1,0×A
4
σ1,0
×C×Cn−1C×C,
with F4 = F
⊤
4 , problem (1E) has a unique solution
(ψ0,λ,χ,Γ, δβ, q, p, δM) ∈ Aσ0,0 ×A
2
σ0,0
×An−1σ,0 ×A
4
σ0,0
× Cn−1 × C3.
This solution admits the estimate
‖(ψ0,λ,χ,Γ)‖σ0,0 + |(δβ, q, p, δM)| ≤ c(σ1 − σ0)
−8n−12‖F‖σ1,0 (5E)
where the constant c is independent of ε0, r0, and σi.
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Notice that identity V = (I+ u′)−⊤ implies that
‖V−⊤ − I‖σ0 ≤ cr.
The rest of the section is devoted to the proof of this theorem. Our strategy
is the following. First we prove the existence and uniqueness of solutions to a
triangle truncated problem. Then we prove the solvability of equations (5.6)
using the contraction mapping principle. Our considerations are based on
the following existence and uniqueness results for model differential equations
with constant coefficients
Equations with constant coefficients Recall the denotations
µ =
1
(2π)n−1
∫
Tn−1
µ(ξ) dξ, µ∗ = µ− µ
Lemma E.2. For every g ∈ Aσ1,0 with g = 0, the equations
∂ψ0 = g, ψ0 = 0 (6E)
have a unique solution ψ0 ∈ Aσ0,0 such that
‖ψ0‖σ0,0 ≤ c(σ1 − σ0)
−τ‖g‖σ1,0, |ψ0|s ≤ c|g|s+τ . (7E)
where τ = n+ 1 and 0 ≤ σ0 < σ1 are arbitrary numbers.
Proof. Substituting the decomposition
ψ0(ξ) =
∑
s∈Zn−1\{0}
ψ̂0(s)e
isξ, ψ̂0(s) = (2π)
1−n
2
∫
Tn−1
ψ0(ξ)e
−isξ dξ,
into equation (65Ea) we can rewrite this equation into the equivalent form
ψ̂0(s) = (iω · s)
−1 ĝ(s) for s ∈ Zn−1 \ {0}, ψ̂0(0) = 0 (8E)
The diophantine condition implies
|(ω · s)−1| ≤ c|s|−n, (9E)
which gives
|ψ̂0(s)| ≤ (1 + |s|)
n|ĝ(s)| (10E)
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It is well-known that for every σ ∈ [0, 1) and σ′ ∈ (0, σ), and for every
measurable function g : Tn−1 → C, we have
sup
s∈Zn−1
eσ|s||ĝ(s)| ≤ ‖g‖σ,0, ‖g‖σ′,0 ≤
c
σ − σ′
sup
s∈Zn−1
eσ|s||ĝ(s)|,
where c is independent of g, σ, and σ′. ¿From this and (10E) that
e(σ0+σ1)|s|/2|ψ̂0(s)| ≤ c(1 + |s|)
ne(σ0+σ1)|s|/2||ĝ(s)| ≤
c(σ1 − σ0)
−neσ1|s|||ĝ(s)| ≤ c(σ1 − σ0)
−τ‖g‖σ1,0.
(11E)
It follows that
‖ψ0‖σ0,0 ≤
c
σ1 − σ0
sup
s∈Zn−1
e(σ0+σ1)|s|/2|ψ̂0(s)| ≤ c(σ1 − σ0)
−τ‖g‖σ1,0.
Thus we get the first estimate in (7E). The second obviously follows from
(10E) and the definition of the Sobolev space Hr.
Lemma E.3. Let 0 ≤ σ0 < σ1. Let H ∈ Aσ1,0 satisfies the condition H = 0.
Then the equation
J∂λ+Ωλ = H (12E)
has a unique solution λ ∈ Aσ0,0, satisfying the condition λ = 0. This solution
admits the estimates
‖λ‖σ0,0 ≤ c(σ1 − σ0)
−2n−3 ‖H‖σ1,0. (13E)
|λ|s ≤ c |H|s+2n+3. (14E)
Proof. Equation (12E) is equivalent to the following system of the linear
algebraic equations for the Fourier coefficients λ̂(s), s ∈ Zn−1, of λ,
i(ω · s)J λ̂(s) +Ω λ̂(s) = Ĥ(s), s ∈ Zn−1 \ {0}, λ̂(0) = 0.
This equality along with expressions (2.6) and (2.9) for the matrices J and
Ω implies
λ̂1(s) = −
(
k + (ω · s)2
)−1 (
Ĥ1(s)− i(ω · s)Ĥ2(s)
)
, λ̂1(s) = Ĥ2(s) + i(ω · s)λ̂1(s).
Recall that Re k ≥ 0. From this and the diophantine estimate (9E) we
conclude that
|λ̂(s)| ≤ c|s|2n+2 |Ĥ(s)|, s ∈ Zn−1.
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Thus we get
‖λ‖σ0,0 ≤ c(σ1 − σ0)
−1 sup
s∈Zn−1
e(σ0+σ1)|s|/2 |λ̂(s)|
c(σ1 − σ0)
−2n−3 sup
s∈Zn−1
e(σ1|s| |Ĥ(s)| ≤ c(σ1 − σ0)
−2n−3 ‖H‖σ1,0,
and the lemma follows.
Now we consider the matrix differential equation
∂(JΓ) +ΩΓ + (ΩΓ)⊤ + δM = G, (15E)
Γ11 = −Γ22,
∫
Tn−1
Γ12 dξ = f, (16E)
Her δM = δMdiag(1, 0) is the unknown matrix.
Lemma E.4. For all (G, f) ∈ Aσ1,0 × C and for all 0 ≤ σ0 < σ1, equations
(15E)-(16E) have a unique solution (Γ, δM) ∈ A4σ0,0 × C. This solution
admits the estimate
‖Γ‖σ0,0 + |δM| ≤ c(σ1 − σ0)
−3n−2(‖G‖σ1,0 + |f |). (17E)
Proof. Rewrite equations (15E)-(16E) in the form
ΩΓ +
(
ΩΓ
)⊤
+ δM = G,
Γ11 = −Γ22, Γ12 = f4, δM = diag (δM, 0).
(18E)
∂(JΓ∗) +ΩΓ∗ + (ΩΓ∗)⊤ = G∗, Γ∗11 = −Γ
∗
22. (19E)
The unique solution to equations (18E) is given by
Γ =
(
−G22/2, f4
kf4 +G21 G22/2
)
, δM =
(
G11 − kG22, 0
0 0
)
.
It follows that
|Γ|+ |δM | ≤ c|G|. (20E)
Next, using the Fourier transform we can write equation (19E) in the form
of the matrix equation
i(ω·s)JΓ̂∗(s)+ΩΓ̂∗(s)+
(
ΩΓ̂∗(s)
)⊤
= Ĝ∗(s), Γ̂∗11(s) = −Γ̂
∗
22(s) for s ∈ Z
2\{0},
105
Recall that
Γ̂∗(0) = Ĝ∗(0) = 0. (21E)
In it turn, this equation is equivalent to the system of linear algebraic equa-
tions
i(ω · s) Γ̂∗21(s) + 2k Γ̂
∗
22(s) = Ĝ
∗
11(s),
i(ω · s) Γ̂∗22(s) + Γ̂
∗
21 − k Γ̂
∗
12(s) = Ĝ
∗
12(s),
−i(ω · s) Γ̂∗12(s) + 2 Γ̂
∗
22(s) = Ĝ
∗
22(s),
Γ̂∗11(s) = −Γ̂
∗
22(s) for s ∈ Z
2 \ {0}.
Straightforward calculations give
Γ̂∗12(s) =
2
(ω · s)2 + 4k
( 1
i(ω · s)
(
Ĝ∗11(s)−kĜ
∗
22(s)
)
+ i(ω · s)Ĝ∗22(s)− Ĝ
∗
12(s)
)
and
Γ̂∗22(s) =
1
2
Ĝ∗22(s) +
1
2
i(ω · s)Γ̂∗12(s),
Γ̂∗21(s) = Ĝ
∗
12(s) + kΓ̂
∗
12(s)− i(ω · s)Γ̂
∗
22(s)
Γ̂∗11(s) = −Γ̂
∗
22(s).
These identities and the diophantine estimate (9E) imply the estimate
|Γ̂∗(s)| ≤ c|s|3n+1|Ĝ∗(s)| for s ∈ Z2.
Set ς = (σ1 − σ0)/3. Arguing as in the proof of Lemmas E.3 and 17E we
obtain
‖Γ∗‖σ0,0 ≤ cς
−1 sup
s
e(σ0+ς)|s||Γ̂∗(s)| ≤
cς−1 sup
s
|s|3n+1e(σ0+ς)|s||Ĝ∗(s)| ≤ cς−3n−2 sup
s
e(σ0+ς)|s||Ĝ∗(s)|
≤ cς−3n−2‖G∗‖σ0+ς,0.
Combining this estimate with (20E) we arrive at
‖Γ‖σ0,0 + |δM| ≤ cς
−3n−2‖G‖σ0+ς,0. (22E)
This completes the proof of the lemma.
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Truncated equations. Our next task is to prove the existence and unique-
ness of analytic solutions to linear equations with variable coefficients which
can be regarded as simplification of the main problem (1E). First we consider
the shortened version of this problem which can be formulated as follows. It
is necessary to find periodic functions ψ0, λ, χ and parameters p, q and β
satisfying the following equations.
∂ψ0 + q = F1, (23Ea)
J∂λ+Ωλ+Tµ+ p e1 = F2, µ = δβ +∇ψ0 (23Eb)
−∂χ+ Sµ+T⊤λ = F3, (23Ec)
ψ0 = f1, χ = f3, λ1 = f5. (23Ed)
Proposition E.5. Under the assumptions of Theorem E.1, there exist r0 >
0, ε0 > 0, and c > 0 such that for all r ≤ r0 , |ε| ≤ ε0, and for all (f5, f3, f1) ∈
Cn+1 , Fi ∈ Aσ1,0, and for all 0 ≤ σ0 < σ1, equations (23E) have a unique
solution analytic solution. This solution admits the estimate
‖ψ0‖σ0,0 + ‖λ‖σ0,0 + ‖χ‖σ0,0+
|p|+ |q|+ |δβ| ≤ c(σ1 − σ0)
−6n−8(‖F‖σ1,0 + |f |). (24E)
Proof. We have
λ = λ+ λ∗, χ = f3 + χ
∗ (25E)
Substituting this decomposition into (23E) we obtain two system of equations
ψ0 = f1, χ = f3, λ1 = f5 (26E)
Ωλ+Tβ + p e1 = F2 −T∇ψ0, (27E)
Sβ +T
⊤
λ = F3 − S∇ψ0 −T⊤λ
∗, (28E)
and
∂ψ∗0 = F
∗
1 , (29E)
J∂λ∗ +Ωλ∗ + (T∇ψ∗0)
∗ = F ∗2 −T
∗β, (30E)
−∂χ∗ + (S∇ψ∗0)
∗ + (T⊤λ∗) = F ∗3 − S
∗β − (T⊤)∗λ, (31E)
The rest of the proof is based on the following auxiliary lemma.
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Lemma E.6. . Under the assumptions of Theorem 1E there exist r0 > 0
and ε0 > 0, c > 0 such that for all r ≤ r0 and |ε| ≤ ε0, and for given
∇ψ0, λ
∗ ∈ H0, the system (26E)-(28E) has a unique solution, which admits
the representation
β =M(∇ψ∗0,λ
∗) + Fβ, (32Ea)
λ = L(∇ψ∗0,λ
∗) + Fλ, (32Eb)
p = P(∇ψ∗0,λ
∗) + Fp. (32Ec)
Here the constant vectors Fβ, Fλ, Fp and the linear functionals M, L, P
admit the estimates
|Fβ| ≤ c(||F 2|+ |F 3|+ |f5|) (33E)
|Fβ|+ |Fλ|+ |Fp| ≤ c(|F2|−s + |F3|−s + |f5|) (34E)
|M|+ |L|+ |P| ≤ c(ε0 + r0)(|ψ
∗|−s + |λ
∗|−s) (35E)
where s > 0 is an arbitrary number and c is independent on ε and r.
Proof. Let us consider the system of linear algebraic equations
Ωλ+T δβ + p e1 = a,
T
⊤
λ+ S δβ = b,
λ1 = f5.
(36E)
Rewrite the first two equations in the form
Ωλ+T0 δβ + p e1 = a+ (T0 −T)δβ,
T0
⊤ λ+ S0 δβ = b+ (T
⊤
0 −T
⊤
)λ+ (S0 − S) δβ.
Notice that
λ = λ2e2 + f5e1,
where ei are the basis vectors with the components eij = δij. Thus we get
the linear system of the equations for λ2 and δβ
λ2 + t0 · δβ = a2 + {(T0 −T)δβ}2,
S0δβ + λ2 t0 = b+ f5(T
⊤
0 −T
⊤
)e1+
λ2(T
⊤
0 −T
⊤
)e2 + (S0 − S)δβ.
(37E)
108
Express λ2 in terms of δβ using the first equation in (37E). Substituting the
result into the second equation in (37E) we obtain the following equation for
δβ
K0δβ = (S0 − S)δβ + {(T0 −T)δβ}2
(
(T⊤0 −T
⊤
)e2 − t0
)
− δβ · t0
(
(T⊤0 −T
⊤
)e2
+
(
b− a2t0 + a2(T
⊤
0 −T
⊤
)e2 + f5(T
⊤
0 −T
⊤
)e1
)
,
where the matrix K0 = S0− t0⊗ t0 has a bounded inverse. Thus we get the
following equation for δβ
δβ −Aδβ = K−10 (b− a2t0 + a2(T
⊤
0 −T
⊤
)e2 + f5(T
⊤
0 −T
⊤
)e1), (38E)
where the linear mapping A : C2 → C2 is given by
A : δβ 7→ K−10
{
(S0−S)δβ+{(T0−T)δβ}2
(
(T⊤0 −T
⊤
)e2−t0
)
−δβ·t0
(
(T⊤0 −T
⊤
)e2
}
.
In view of inequalities (3E), the mapping A admits the estimate |Aδβ| ≤
c(ε0 + r0)|δβ|. Choosing ε0 and r0 so small that c(ε0 + r0) ≤ 1/2, we obtain
that equation (39E) has the only solution which admits the representation
δβ = (1−A)−1K−10
(
b− a2t0 + a2(T
⊤
0 −T
⊤
)e2 + f5(T
⊤
0 −T
⊤
)e1
)
(39E)
When system (39E) is solved the vector λ and the scalar p are restored by
the relations
λ = f5e1 + {a2 + ((T0 −T)β) · e2}e2 − t0 · δβe2 (40E)
p = a1 + kf5 + {(T0 −T)β}1 (41E)
In view of (27E)-(28E) the vectors β, λ and the constant p satisfy equations
(36E) with the right hand sides
a = F2 −T∇ψ0, b = F3 − S∇ψ0 −T⊤λ
∗
Substituting these expressions into (39E)-(41E) we obtain desired represen-
tation (32Ea)-(32Ec) in which
Fβ = (1−A)
−1K−10
(
F3 − (F 2 · e2)t0 + (F 2 · e2)(T
⊤
0 −T
⊤
)e2 (42E)
+f5(T
⊤
0 −T
⊤
)e1
)
,
Fλ = f5e1 + F 2e2 +
(
(T0 −T)Fµ · e2
)
e2 − (t0 · Fµ)e2, (43E)
Fp = kf5 + F 2 + (T0 −T)Fµ · e1 (44E)
, (45E)
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and
M = (1−A)−1K−10
{(
T∇ψ∗0 · e2
)
t0 −
(
T∇ψ∗0 · e2
)
(T⊤0 −T
⊤
)e2 (46E)
−S∇ψ∗0 −Tλ
∗
}
,
L = −(T∇ψ∗0 · e2)e2 − ((T0 −T)M · e2)e2 − (t0 · M)e2, (47E)
P = −(T∇ψ∗0) · e2 + (T0 −T)M· e1. (48E)
It remains to prove that these vectors and functionals satisfy inequalities
(34E)-(35E). We begin with the observation that Fβ, Fλ, and Fp are linear
integral functionals with analytic kernels of the linear space of functions F2,
F3 and constants f5. We have
|Fβ| ≤ c(|F 2|+ |F 3|+ |f5|),
which immediately gives (33E). In order to prove (34E) we note that the
Cauchy inequality |uv| ≤ |u|s|v|−s implies
|F i| = |1 · Fi| ≤ |1|s |Fi|−s ≤ c |Fi|−s,
gives (34E). Next notice that theM, L, and P are linear integral functionals
with analytical kernels. In particular, they are continuous in every Banach
space Hs. Hence estimate (35E) is almost trivial. We prove it for the func-
tional M. The same proof works for L and P. In order to estimate M,
notice that
|T∇ψ∗0 | = | (T−T0)∇ψ
∗ | ≤ |T−T0|s+1|∇ψ
∗|−s−1
≤ c‖T−T0‖σ,0|ψ
∗|−s ≤ cr0|ψ
∗|−s.
Repeating these arguments we obtain
|S∇ψ∗0 |+ |Tλ
∗| ≤ cr0 (|ψ
∗|−s + |λ
∗|−s).
Combining this result withy the obvious inequality
|M| ≤ c(|T∇ψ∗0 |+ |S∇ψ
∗
0 |+ |Tλ
∗|)
we obtain estimate (35E) for M.
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Let us turn to the proof of Proposition E.5. Our strategy is the following.
First, we use representations (32Ea)-(32Ec) in order to reduce the system
(26E) (31E) to the closed system of equations for the deviations ψ∗0, λ
∗, and
χ∗. Then we reduce the obtained system to an abstract operator equation.
We solve this equation in the space of bounded functions by using contraction
mapping principle. Finally we prove that the obtained solution is analytic.
Let us consider the basic system of equations (29E)-(31E). Assume that ε0
and r0 meet all requirements of Lemma E.6. It follows from representations
(32Ea)-(32Ec) in this lemma that we can rewrite equations (29E)-(31E) in
the equivalent form
∂ψ∗0 = G
∗
1,
J∂λ∗ +Ωλ∗ + (T∇ψ∗0)
∗ = G∗2 −T
∗M(ψ∗0,λ
∗), (49E)
−∂χ∗ + (S∇ψ∗0)
∗ + (T⊤λ∗) = G∗3 − S
∗M(ψ∗0,λ
∗)− (T⊤)∗L(ψ∗0,λ
∗),
where
G∗1 = F
∗
1 , G
∗
2 = F
∗
2 −T
∗Fβ, G
∗
3 = F
∗
3 − S
∗Fβ − (T
⊤)∗Fλ
It is worth noting that equations (49E) and relations (32Ea)-(32Ec) forms
the system of equations which is equivalent to equations (23Ea)-(23Ed) It
follows from estimate (34E) that
‖G∗1‖σ1,0 + ‖G
∗
2‖σ1,0 + ‖G
∗
3‖σ1,0 ≤ c(‖F
∗
1 ‖σ1,0 + ‖F
∗
2 ‖σ1,0 + ‖F
∗
3 ‖σ1,0 + |f5|).
(50E)
Now introduce the linear operator
Ξ1 : (F
∗
1 , F
∗
2 , F
∗
3 ) → (ψ
∗
0,λ
∗,χ∗)
which assigns to every vector (F ∗1 , F
∗
2 , F
∗
3 ) the solution of the following system
of equations
∂ψ∗0 = F
∗
1 , (51E)
J∂λ∗ +Ωλ∗ + (T∇ψ∗0)
∗ = F ∗2 , (52E)
−∂χ∗ + (S∇ψ∗0)
∗ + (T⊤λ∗) = F ∗3 . (53E)
Denote by Zσ the subspace of the Banach space Aσ0 × A
2
σ0
× An−1σ,0 which
consists of all functions with with zero mean value. Let us show that for
every 0 ≤ σ0 < σ1 ≤ σ, the operator Ξ1 : Zσ1 → Zσ0 is continuous and
‖Ξ1(F
∗
1 , F
∗
2 , F
∗
3 )‖Zσ0 ≤ c(σ1 − σ0)
−4n−6‖Ξ1(F
∗
1 , F
∗
2 , F
∗
3 )‖Zσ1 (54E)
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Choose an arbitrary (F ∗1 , F
∗
2 , F
∗
3 ) ∈ Zσ1 . Since the system (51E)-(53E) is
triangular, the existence of solution to this system obviously follows from
Lemmas E.2 and E.3. Next, estimate (7E) in Lemma E.2 implies
‖ψ∗0‖2/3σ0+1/3σ1,0 ≤ c(σ1 − σ0)
−n−2‖F ∗1 ‖σ1,0. (55E)
Using this inequality and applying Lemma E.3 to equation (52E) we arrive
at the estimate
‖λ∗‖2/3σ0+1/3σ1,0 ≤ c(σ1 − σ0)
−2n−3
(
‖ψ∗0‖1/3σ0+2/3σ1,0 + ‖F
∗
2 ‖1/3σ0+2/3σ1,0
)
≤ c(σ1 − σ0)
−3n−5
(
‖F ∗1 ‖σ1,0 + ‖F
∗
2 ‖σ1,0
)
. (56E)
Finally applying Lemma E.2 to equation (53E) we obtain
‖χ∗‖σ0,0 ≤ c(σ1−σ0)
−n−2
(
‖ψ∗0‖2/3σ0+1/3σ1,0+‖λ
∗‖2/3σ0+1/3σ1,0+‖F
∗
3 ‖2/3σ0+1/3σ1,0
)
≤ c(σ1 − σ0)
−4n−6
(
‖F ∗1 ‖σ1,0 + ‖F
∗
2 ‖σ1,0 + ‖F3‖σ1,0
)
. (57E)
Combining estimates (55E)-(57E) we obtain (54E). Now introduce the sec-
ond linear operator
Ξ2 : (ψ
∗
0,λ
∗,χ∗)→
(
0,T∗M(ψ∗0,λ
∗),S∗M(ψ∗0,λ
∗) + (T⊤)∗L(ψ∗0,λ
∗)
)⊤
Since the embedding A0,0 → H−s is bounded for s ≥ 0, estimate (35E) yields
the inequality
‖Ξ2(ψ
∗
0,λ
∗,χ∗)‖Zσ ≤ c(ε0 + r0)‖(ψ
∗
0,λ
∗,χ∗)|Z0 . (58E)
Now we can rewrite system (49E) in the form of the operator equation
(ψ∗0,λ
∗,χ∗) = Ξ1Ξ2(ψ
∗
0,λ
∗,χ∗) + Ξ1(G
∗
1, G
∗
2, G
∗
3). (59E)
Estimates (54E), (58E), and the inequality 1/4 < σ imply
‖Ξ1Ξ2(ψ
∗
0 ,λ
∗,χ∗)‖Z0 ≤ c(ε0 + r0)‖(ψ
∗
0,λ
∗,χ∗)‖Z0 (60E)
It follows that the norm of the operator Ξ1Ξ2 : Z0 → Z0 does not exceed
c(ε0+r0). Choosing ε0 and r0 sufficiently small and applying the contraction
mapping principle we conclude that operator equation (59E) has a unique
solution in the space Z0. This solution satisfies the inequality
‖(ψ∗0,λ
∗,χ∗)‖Z0 ≤ c‖Ξ1(G
∗
1, G
∗
2, G
∗
3)‖Z0 . (61E)
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Let us prove that the obtained solution is analytic. Since 1/4 ≤ σ1, estimates
(54E) with σ0 = 0 and estimate (50E) imply the inequality
‖Ξ1(G
∗
1, G
∗
2, G
∗
3)‖Z0 ≤ ‖(G
∗
1, G
∗
2, G
∗
3)‖Zσ1
≤ c(‖F ∗1 ‖σ1,0 + ‖F
∗
2 ‖σ1,0 + ‖F
∗
3 ‖σ1,0 + |f5|). (62E)
Hence the solution to equation (59E) admits the estimate
‖(ψ∗0,λ
∗,χ∗)‖Z0 ≤ c(‖F
∗
1 ‖σ1,0 + ‖F
∗
2 ‖σ1,0 + ‖F
∗
3 ‖σ1,0 + |f5|),
which along with (58E) leads to the inequality
‖Ξ2(ψ
∗
0 ,λ
∗,χ∗)‖Zσ ≤ c(‖F
∗
1 ‖σ1,0 + ‖F
∗
2 ‖σ1,0 + ‖F
∗
3 ‖σ1,0 + |f5|). (63E)
On the other hand, inequality (54E) yields
‖Ξ1
(
Ξ2(ψ
∗
0,λ
∗,χ∗) + (G∗1, G
∗
2, G
∗
3)
)
‖Zσ0
≤ c(σ1 − σ0)
−4n−6
(
‖Ξ2(ψ
∗
0,λ
∗,χ∗)‖Zσ1 + ‖(G
∗
1, G
∗
2, G
∗
3)‖Zσ1
)
Combining this result with (63E) and (50E) we finally obtain
‖Ξ1
(
Ξ2(ψ
∗
0,λ
∗,χ∗) + (G∗1, G
∗
2, G
∗
3)
)
‖Zσ0
≤ c(σ1 − σ0)
−4n−6(‖F ∗1 ‖σ1,0 + ‖F
∗
2 ‖σ1,0 + ‖F
∗
3 ‖σ1,0 + |f5|)
Using this result and equation (59E) we finally obtain that the solution to
system (49E) admits the estimate
‖ψ∗0‖σ0,0 + ‖λ
∗‖σ0,0 + ‖χ
∗‖σ0,0
≤ c(σ1 − σ0)
−4n−6c(|f5|+ ‖F1‖σ1,0 + ‖F2‖σ1,0 + ‖F3‖σ1,0) (64E)
Hence we proof that for all sufficiently small ε0 and r0 system (49E) has
an analytic solution satisfying inequality (64E). Next notice that the mean
value χ = f3 and the constant q = f1. Recall that the vector δβ, the mean
value λ∗, and the constant p are connected with the deviations ∇ψ∗, λ∗ and
χ∗ by relations (32Ea)-(32Ec). It follows from this relations and estimates
(34E)-(35E) that
|χ|+ |δβ|+ |λ|+ |p|+ |q| ≤ c(|f1|+ |f3|+ |f5|+‖F1‖σ1,0+‖F2‖σ1,0+‖F3‖σ1,0)
+ c(‖ψ∗0‖σ0,0 + ‖λ
∗‖σ0,0 + ‖χ
∗‖σ0,0)
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Combining this result with (64E) we obtain
|χ|+ |δβ|+ |λ|+ |p|+ |q|
≤ c(σ1 − σ0)
−4n−6(|f1|+ |f3|+ |f5|+ ‖F1‖σ1,0 + ‖F2‖σ1,0 + ‖F3‖σ1,0).
This result, estimate (64E), and decomposition (25E) imply desired estimate
(24E). This completes the proof of Proposition E.5.
Now we consider the extended truncated system, which includes the extra
equation for the matrix-valued function Γ. This extended system is formu-
lated as follows
∂ψ0 + q = F1, (65Ea)
J∂λ+Tµ+ pe1 = F2, µ = δβ +∇ψ0 (65Eb)
−∂χ+ Sµ+T⊤λ = F3, (65Ec)
ψ0 = f1, χ = f3 λ1 = f5, (65Ed)
∂(JΓ) +ΩΓ+ (ΩΓ)⊤+ (65Ee)
Uij
∂λi
∂ξj
+ µiEi + λiKi + δM = F4,
Γ11 = −Γ22, Γ12 = f4, δM = δM diag (1, 0). (65Ef)
The following proposition guarantees the well-posedness of the truncated
problem (65E).
Proposition E.7. Under the assumptions of Theorem E.1, there are ε0 > 0
and r0 with the following properties. For every
(α, k) ∈ Σ̺, ‖ϕ−ϕ(α)‖σ,d ≤ r0, ϕ(α) = (0, 0, 0,α, 1, 0, 0), |ε| ≤ ε0, ,
0 ≤ σ0 < σ1 < σ, σ1 > 1/4
f ∈ C4, F ∈ Fσ1,0.
Then problem (65E) has a unique solution
(ψ0,λ,χ,Γ, δβ, q, p, δM) ∈ Aσ0,0 ×A
2
σ0,0
×An−1σ,d ×A
4
σ0,0
× Cn−1 × C3.
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This solution admits the estimate
‖(ψ0,λ,χ,Γ)‖σ0,0 + |(δβ, δq, δp, δM)| ≤ c(σ1 − σ0)
−8n−12(‖F‖σ1,0 + |f |)
(66E)
where the constant c is independent of ε0, r0, and σ.
Proof. We begin with the observation that equations (65Ea)-(65Ed) are inde-
pendent of Γ. Moreover, system (65Ea)-(65Ed) coincides with system (23Ea)-
(23Ed). Applying Proposition E.5 we conclude that this system has a unique
analytic solution. This solution admits the estimate
‖ψ0‖σ0,0 + ‖λ‖σ0,0 + ‖χ‖σ0,0 + |p|+ |q|
+ |δβ| ≤ c(σ1 − σ0)
−6n−8(‖F‖σ1,0 + |f |). (67E)
Hence it suffices to analyze equation (65Ee). Rewrite it in the form
∂(JΓ) +ΩΓ+ (ΩΓ)⊤ + δM = F4 −Uij
∂λi
∂ξj
− µiEi − λiKi (68E)
Applying inequality (67E) we obtain
‖Uij
∂λi
∂ξj
− µiEi − λiKi‖2/3σ0+1/3σ1,0 ≤ c(σ1 − σ0)
−1(‖λ‖1/2σ0+1/2σ1,0
+c‖ψ0‖1/2σ0+1/2σ1,0 + |δβ|) ≤ c(σ1 − σ0)
−6n−9(‖F‖σ1,0 + |f |). (69E)
Applying Lemma 17E we conclude that equation (68E) has a unique analytic
solution which satisfies condition (65Ef) and admits the estimate
‖Γ‖σ0,0 + |δM| ≤ c(σ1 − σ0)
−2n−3 ( ‖F4 −Uij
∂λi
∂ξj
− µiEi − λiKi‖2/3σ0+1/3σ1,0 + |f4|
)
It follows from this and (69E) that
‖Γ‖σ0,0 + |δM| ≤ c(σ1 − σ0)
−8n−12(‖F‖σ1,0 + |f |).
Combining this result with (67E) we obtain (66E) and the proposition follows.
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Proof of Theorem E.1 We are now in a position to complete the proof of
Theorem E.1. The proof is based on the Proposition E.7 and the contraction
mapping principle. By technical reasons it is convenient to introduce the
following denotations. Introduce the vectors
w = (ψ0,λ,χ,Γ, δβ, q, p, δM), f = (F1, F2, F3, F4, f1, f3, f4, f5).
Denote by Xσ the closed subspace of the Banach space
Aσ0,0 ×A
2
σ0,0 ×A
n−1
σ,d ×A
4
σ0,0 × C
n−1 × C3,
which consists of all vector functions w such that tr Γ = 0. Denote by Yσ
the closed subspace of the Banach space
Aσ0,0 ×A
2
σ0,0
×An−1σ,d ×A
4
σ0,0
× C× Cn−1 × Cn−1 × C
which consists of all vectors f such that the matrix F4 is symmetric. Rewrite
main system (1E) in the form.
∂ψ0 + q = F1 + Ξ3,1(p, δM), (70Ea)
J∂λ+Ωλ+Tµ+ pe1 = F2 + Ξ3,2(p, δM), µ = ∇ψ0 + δβ (70Eb)
−∂χ+ Sµ+T⊤λ = F3, (70Ec)
∂(JΓ) +ΩΓ + (ΩΓ)⊤ +Uij
∂λi
∂ξj
+ µiEi + λiKi + δM = (70Ed)
F4 + Ξ3,4(δM), Γ11 = −Γ22,
ψ0 = f1 + Ξ3,5(β,λ) (70Ee)
χ = f3 + Ξ3,6(χ), (70Ef)
Γ12 = f4 + Ξ3,7(Γ) (70Eg)
λ1 = f5 + Ξ3,8(λ,χ), (70Eh)
where
Ξ3,1(p, δM) = −p(w1 − α)−
1
2
δM(w1 − α)
2,
Ξ3,2(p, δM) = −p(W
⊤ − I)e1 − δM(w1 − α)W
⊤e1,
Ξ3,3 = 0, Ξ3,4(δM) = δM−W
⊤δMW,
Ξ3,5(β,λ) = δβ · u− w2Wλ · e1
Ξ3,6(χ) = (I−V−⊤)χ, Ξ3,7(Γ) =
(
(I−W)Γ
)
12
Ξ3,8(λ,χ) = (I−W)λ · e1 − χ · ∇w1.
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It is necessary to prove that, under the assumptions of Theorem E.1, the
system of equations (70E) for all f ∈ Yσ1 has a unique solution w ∈ Xσ0
satisfying the inequality
‖w‖Xσ0 ≤ c(σ1 − σ0)
−8n−12 ‖f‖Yσ1 (71E)
Recall that
0 ≤ σ0 < σ1 ≤ σ, 1/4 ≤ σ1. (72E)
The proof is based on the following auxiliary lemma.
Lemma E.8. Under the assumptions of Theorem E.1 the operator Ξ3 =(
Ξ3,i
)
1≤i≤8
admits the estimate
‖Ξ3(w)‖Yσ ≤ cr0‖w‖X0 . (73E)
Proof. Obviously we have
‖Ξ3,1(p, δM)‖Yσ + ‖Ξ3,2(p, δM)‖Yσ + ‖Ξ3,4(δM)‖Yσ ≤
c(|p|+ |δM |)(‖w1 − α‖σ,0 + ‖W − I‖σ,0)
It follows from the estimate
(α, k) ∈ Σ̺, ‖ϕ−ϕ(α)‖σ,d ≤ r, ϕ(α) = (0, 0, 0,α, 1, 0, 0),
in condition of Theorem E.1 and the relations ϕ = (β, ϕ0,u,w,W11,W12,W21),
det W = 1 that
‖u‖σ,0 + ‖w2‖σ,0 + ‖w1 − α‖σ,0 + ‖W − I‖σ,0 ≤ cr ≤ cr0. (74E)
Thus we get
‖Ξ3,1(p, δM)‖Yσ + ‖Ξ3,2(p, δM)‖Yσ + ‖Ξ3,4(δM)‖Yσ ≤ cr0(|p|+ |δM |) (75E)
Next, the Cauchy inequality implies
|Ξ3,5|+ |Ξ3,6|+ |Ξ3,7|+ |Ξ3,8| ≤ c(|δβ|+ |λ|0 + |χ|0 + |Γ|0)×
(|u|0 + |W − I|0 + |w2W|0 + |∇w1|0 + |I−V
−1|0)
Recall that I −V−⊤ ≡ −u′ and the embedding
Aσ,0 →֒ H1 →֒ H0, A0,0 →֒ H0
117
is bounded. From this and (74E) we obtain
|u′|0 + |W − I|0 + |w2W|0 + |∇w1|0 + |I−V
−⊤|0
≤ |u|1 + |W − I|0 + |w2W|0 + |w
∗
1|1
≤ ‖u‖σ,0 + ‖W − I‖σ,0 + ‖w2W‖σ,0 + ‖w
∗
1‖σ,0 ≤ cr0
and
|λ|0 + |χ|0 + |Γ|0 ≤ c(‖λ‖0,0 + ‖χ‖0,0 + ‖Γ‖0,0).
Combining the obtained results we arrive at the estimate
|Ξ3,5|+ |Ξ3,6|+ |Ξ3,7|+ |Ξ3,8| ≤ cr0(|β|+ ‖λ‖0,0 + ‖χ‖0,0 + ‖Γ‖0,0). (76E)
It remains to note that the desired estimate (73E) obviously follows from
(75E) and (76E).
Let us turn to the proof of the Theorem E.1. Denote by Ξ4 the linear
operator which assigns to every f ∈ Yσ1 the solution w of problem (65E).
It follows from the Proposition (E.7) that for small ε0 and r0, the operator
Ξ4 : Yσ1 → Xσ0 is bounded and
‖Ξ4f‖σ0 ≤ c(σ1 − σ0)
−6n−8‖f‖Yσ1 . (77E)
In particular, we have
‖Ξ4f‖σ0 ≤ c‖f‖Yσ1 . (78E)
Now we can rewrite system (70E) in the form of the operator equation
w = Ξ4 ( Ξ3w+ f ). (79E)
By virtue of (73E) and (78E) the operator Ξ4Ξ3 : X0 → X0 is bounded and
its norm does not exceed cr0. Choosing r0 sufficiently small and applying
the contraction mapping principle we conclude that operator equation (79E)
has a unique solution in the space X0. In view of (78E), this solution admits
the estimate
‖w‖X0 ≤ c ‖f‖Yσ1 .
Let us prove that this solution is analytic. Notice that estimate (73E) implies
‖Ξ3w‖Yσ1 ≤ c‖w‖X0 ≤ c‖f‖Yσ1
Hence
‖Ξ3w + f‖Yσ1 ≤ c‖w‖X0 + ‖f‖Yσ1 ≤ c‖f‖Yσ1 .
Combining this result with (77E) we obtain desired estimate (71E). This
completes the proof of Theorem E.1.
118
E.2 Proof of Theorem 8.1
We split the proof into two parts. First we prove the existence and uniqueness
of solutions to problem (8.5),
∂ µ = −p∇w1 −∇g1, (80Ea)
J∂ λ + Ωλ + Tµ+ pW⊤e1 = g2 (80Eb)
−∂ λ + Sµ + T⊤λ = 0 (80Ec)
{Wλ} · e1 + {χ · ∇w1} = γ, (80Ed)
{V−⊤χ} = 0. (80Ee)
in the space of analytic function and establish estimate (8.9). Next, we
estimate the obtained solution in the Sobolev space Hs. We begin with the
observation that problem (80E) is the very particular case of general problem
(1E). Notice that, in view of conditions (8.6) and (8.7) of Theorem 8.1, the
matrices W, V, S, T and the function w1 meet all requirements of Theorem
E.1 with σ replaced by σ/2 and r0 = cε0. Next set
Uij = 0, Ei = 0, Ki = 0, (81E)
σ0 = σ/4, σ1 = σ/2 ≥ 1/4
Obviously these quantities satisfy all conditions of Theorem E.1. Now intro-
duce the temporary notation
F1 = −g
∗
1, F2 = g2, , F3 = 0, F4 = 0,
f1 = 0, f3 = 0, f4 = 0, f5 = γ,
(82E)
Since r0 ≤ cε0, it follows from Theorem E.1 that for a suitable choice of
ε0 and for all |ε| ≤ ε0, the equations (1E) with the righthand sides (82E)
have a unique analytic solution. This solution satisfies inequalities (5E). In
particular, we have
|(ψ0,λ,χ)‖3/8σ,0 + |(δβ, p)| ≤ c(‖g
∗
1‖σ/2,0 + ‖g
∗
2‖σ/2,0 + |γ|). (83E)
By virtue of condition (81E) and the equalities f4 = 0, F4 = 0, the matrices
Γ and δM satisfy the homogeneous equation
∂(JΓ) +ΩΓ + (ΩΓ)⊤ + δM = δM−W⊤δMW,
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Γ12 =
(
(I−W)Γ
)
12
Applying Lemma E.3 and the contraction mapping principle we conclude
that Γ = δM = 0. Since F 1 = 0, we also have q = 0. Hence the functions
ψ0, λ and χ satisfy the equations
∂ ψ0 = −pw
∗
1 − g
∗
1, (84Ea)
J∂ λ + Ωλ + Tµ+ pW⊤e1 = g2 (84Eb)
µ = δβ +∇ψ0,
−∂ λ + Sµ + T⊤λ = 0 (84Ec)
{Wλ} · e1 + {χ · ∇w1} = γ, (84Ed)
{V−⊤χ} = 0. (84Ee)
It follows that µ,λ, χ and p satisfy equations (80E). Inequalities (83E) and
the obvious inequality
‖µ‖σ/4,0 ≤ c(|β|+ ‖ψ0‖3/8σ,0
implies the estimate
|(µ,λ,χ)‖σ/4,0 + |p| ≤ c(‖g
∗
1‖σ/2,0 + ‖g
∗
2‖σ/2,0 + |γ|). (85E)
which yields (8.9). It remains to estimate the solution to problem (80E) in
the Sobolev spaces. Now we change the denotations and set
F1 = −pw
∗
1 − g1∗, F2 = p(I−W
⊤)e1 + g2, F3 = 0,
f1 = 0, f3 = (I−V−⊤)χ f5 = (I−W)λe1 − χ · ∇w1
(86E)
Now we estimate these quantities in the Sobolev space Hs. Obviously we
have
|F1|s ≤ |p||w
∗
1|s + |g
∗
1|s ≤ cε0|p|+ |g
∗
1|s,
|F2|s ≤ |p||I−W|s + |g2|s ≤ cε0|p|+ |g2|s.
(87E)
We also have
|F 2| ≤ cε0|p|+ |g2| (88E)
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The Cauchy inequality implies
|f3| ≤ |I−V
−⊤|−s |χ|s ≤ ‖I−V
−⊤‖σ/2,0 |χ|s ≤ cε0|χ|s.
|f5| ≤ |I−W|−s |λ|s + |∇w1|−s|χ|s ≤
c‖I−W‖σ/2,0|λ|s + ‖w
∗
1‖σ/2,0|χ|s ≤ cε0(|λ|s + |χ|s)
Combining the obtained results we arrive at the inequality
|f3|+ |f5| ≤ cε0(|λ|+ |χ|) + cε0(|λ
∗|s + |χ
∗|s) (89E)
With this notation equations (84E) can be written in the form
∂ψ0 + q = F1, (90Ea)
J∂λ+Ωλ+Tµ+ p e1 = F2, µ = δβ +∇ψ0 (90Eb)
−∂χ+ Sµ+T⊤λ = F3, (90Ec)
ψ0 = f1, χ = f3, λ1 = f5. (90Ed)
Hence the these equations coincide with equations (23E) at least formally.
It follows from Lemma E.6 that a solution to system (80E) admits the rep-
resentation (32E). recalling identities β = µ and ∇ψ0 = µ
∗ we can rewrite
this representation in the form
µ =M(µ∗,λ∗) + Fβ, (91Ea)
λ = L(µ∗,λ∗) + Fλ, (91Eb)
p = P(µ∗,λ∗) + Fp. (91Ec)
It follows from estimates (34E) and (35E) in Lemma E.6 that the constant
vectors Fβ, Fλ, Fp and the linear functionals M, L, P admit the estimates
|Fβ|+ |Fλ|+ |Fp| ≤ c(|F2|s + |F3|s + |f5|), (92E)
|M|+ |L|+ |P| ≤ cε0(|µ
∗|s + |λ
∗|s). (93E)
Moreover, estimate (33E) yields the inequality
|Fβ| ≤ c|F 2|. (94E)
121
Combining estimates (87E), (89E) and (92E), (93E) we arrive at the inequal-
ity
|Fβ|+ |Fλ|+ |Fp|+ |M|+ |L|+ |P| ≤ cε0(|λ|+ |χ|+ |p|)+
+cε0(|λ
∗|s + |χ
∗|s) + c(|g
∗
1|s + |g2|s).
¿From this and (91E) we obtain
|λ|+ |χ|+ |µ|+ |p| ≤ cε0(|λ|+ |χ|+ |p|)+
+cε0(|λ
∗|s + |χ
∗|s) + c(|g
∗
1|s + |g2|s).
Choosing ε0 sufficiently small we finally obtain
|λ|+ |χ|+ |µ|+ |p| ≤ cε0(|λ
∗|s + |χ
∗|s) + c(|g
∗
1|s + |g2|s). (95E)
Next, equations (80Ea)-(80Ec) imply the equalities
∂ µ∗ = −p∇w1 −∇g1,
∂ λ∗ + Ωλ∗ = g2 −Tµ
∗ − (Tµ+ pW⊤e1)
∂ χ∗ = (Sµ∗ + T⊤λ∗) + (Sµ + T⊤λ)
Applying Lemma E.2 to the first equation and noting that the embedding of
every Sobolev space into Aσ/2,0 is bounded we obtain
|µ∗|s+3n+4 ≤ c(|p|+ |g
∗
1|s+4n+6)
Next, applying Lemma E.3 to the second equation we obtain
|λ∗|s+n+1 ≤ c|g2|s+3n+4 + c|µ
∗|s+3n+4 + c(|p|+ |µ).
Applying Lemma E.2 to the third equation we obtain
|χ∗|s ≤ c(|µ
∗|s+n+1 + |λ
∗|s+n+1) + c(|p|+ |µ+ |λ|)
Combining the obtained results we arrive at the inequality
|µ∗|s + |λ
∗|s + |χ
∗|s ≤ c(|g
∗
1|s+4n+6 + |g2|s+4n+6) + c(|p|+ |µ+ |λ|). (96E)
Combining (95E) and (96E), and choosing ε0 sufficiently small we obtain the
desired estimate
|µ|s + |λ|s + |χ|s + |p| ≤ c(|g
∗
1|s+4n+6 + |g2|s+4n+6), (97E)
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which gives estimate (8.10) in Theorem 8.1. Next, estimates (88E) and (94E)
yields
|Fβ| ≤ cε0|p|+ |g2| (98E)
which along with (91Ea) and (93E) implies
|µ| ≤ |g2|+ cε0(|p|+ |µ
∗|s + |λ
∗|s)
Combining this result withy (97E), we finally obtain
|µ| ≤ |g2|+ cε0(|g
∗
1|s+4n+6 + |g2|s+4n+6),
which gives estimate (8.11) in Theorem 8.1. This completes the proof of
Theorem 8.1.
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