To determine whether bi-or tri-exponential models, and full or segmented fittings, better fit IVIM imaging signal of healthy livers.
Introduction
Intravoxel incoherent motion (IVIM) reflects the random microscopic motion that occurs in voxels on magnetic resonance (MR) images of water molecules (either intra-cellular or extracellular) and the microcirculation of blood. In 1988, Le Bihan et al. proved that it was possible to identify two different compartments of diffusion in the brain (1) . According to IVIM theory, the fast component of diffusion (represented by D fast , or D*) is related to micro-perfusion, whereas the slow component (represented by D slow , or D) is linked to molecular diffusion. The signal decay of IVIM diffusion MRI is therefore described using a bi-exponential model [1] . In recent years, IVIM diffusion MRI has been tested in many studies, and promises potential important clinical values. However, bi-exponential modelling of liver IVIM signal is known to be challenging, with an unsatisfactory reproducibility especially for D fast estimation, owing to the usually limited b-value sampling and low signal-to-noise ratio (SNR) with diffusion weighted (DW) images (2, 3) . The physiological motion, particularly those associated with respiration, complicates data acquisition during the long scan duration with multiple b-values (3, 4) . For biexponential IVIM model, a segmented approach, that is to calculate D slow firstly by linear regression, then PF by extrapolation, then D fast by nonlinear, has frequently been used in the literature since simultaneous fitting of all diffusion parameters usually gives less stable results (5) . However, theoretically it is possible that full fitting results may more resemble physiological value of IVIM parameters.
Liver is histologically unique in many aspects, which include the presence of several vessel types (arteries/arterioles, portal veins/venules, hepatic veins/venules), sinusoid capillaries, bile ducts, a rich lymphatic system, and a functionally important intermediate area between the sinusoids and hepatocytes, called the "space of Disse". Flowing or moving spins are present in these compartments, which are directly or indirectly connected together. With MR signal of all study participants averaged together and nonlinear least-squares full fitting method, Cercueil et al. demonstrated that a third very fast diffusion compartment may exist, though the precise origin of the third compartment cannot be precisely defined; and the tri-exponential model provided 5 maintained a gentle regular breathing during image acquisition. The average IVIM scan duration was 6 min.
As described previously (4) , for the acquired image data, a manual procedure was taken to 'clean the image data' for each examination in order to remove image series contaminated by evidential motion and other artifacts [Fig 1] . Four subjects each had one scan with insufficient image quality (4) , therefore finally 50 scans were included for models comparison, and 17 scan pairs and 14 scan pairs for repeatability and reproducibility assessment respectively [Fig 1] . Among these 50 scans, the slice number utilized for analysis was on average 7.6 (median: 7, range: 3-12 slices).
Curve-fitting algorithms were implemented in a custom program developed on MATLAB (Mathworks, Natick, MA, USA). Regions-of-interest (ROIs) were then placed to cover a large portion of right liver parenchyma while avoiding large vessels on b=0 s/mm 2 images of the selected image series, then copied and pasted on each corresponding image of each b-values.
The mean signal intensity of each ROIs was weighted by the number of pixels included in each ROI, then the average of the weighted mean signal intensity of each ROI was calculated to obtain the average signal value of the liver. The signal value at each b-value was normalized by attributing a value of 100 at b=0 s/mm 2 (S norm = (SI / SI 0 ) × 100, where S norm is the normalized signal, SI=signal at a given b-value, and SI 0 =signal at b=0 s/mm 2 ).
For bi-compartmental model, the signal attenuation was modeled according to Eq 1 (8) : [1] where SI(b) and SI 0 denote the signal intensity acquired with the b-factor value of b and b=0 s/mm 2 , respectively (8) . The perfusion fraction (PF) represents the fraction of the pseudodiffusion compartment related to microcirculation, D slow is the diffusion coefficient representing the slow (pure) molecular diffusion, and D fast is the pseudo-diffusion coefficient representing the incoherent microcirculation within the voxel (perfusion-related diffusion).
For tri-compartmental model, the signal decay was modeled according to following Eq 2 (6): 6 SI(b) = SI 0 × [F' slow × exp(-b × D' slow ) + F' fast × exp(-b × D' fast ) + F' Vfast × exp(-b × D' Vfast )] [2] Where F' slow , F' fast and F' Vfast are the fractions of each compartments (F' slow + F' fast + F' Vfast = 1), meaning that F' slow and (F' fast + F' Vfast ) are respectively similar to the fractions of the true diffusion compartment (1 -PF) and to PF of the bi-exponential model. D' slow represents the diffusion coefficient, thus similar to D slow , D' fast and D' Vfast represent the fast and very perfusion-related pseudo-diffusion coefficients (6) . Additionally, F' Vfast = 1 -F' slow -F' fast is assumed so to simplify the equation with 5 rather than 6 parameters.
With full fitting method, all the parameters (D slow , D fast , PF, and D' slow , D' fast , D' Vfast , F' slow , F' fast )
were estimated by a single least-squares nonlinear regression. For bi-exponential model segmented fitting, the threshold b-value was chosen to be b=80 s/mm 2 (4, 9) . For tri-exponential segmented fitting, the estimation of D' slow was obtained by a least-squares linear fit of the logarithmized image intensity with b-values ≥ 200 s/mm 2 to a linear equation (4) (supplement document 1). The obtained D' slow was then substituted into Eq. 3 and a nonlinear least-squares fit against all b values estimated D' fast , D' Vfast , F' slow , F' fast . Trust-Region based algorithm was used for all nonlinear regressions, allowing boundary constraints, which is preferable in order to get plausible values when SNR is low (10) . The starting points and boundary constraints for bi-and tri-exponential model are shown in Table 1 (supplement document 2). The coefficients of determination R 2 and adjusted-R 2 were calculated for each DW image datasets in order to quantify the goodness of the fits. Adjusted-R 2 is a better indicator when comparing nested models, since its calculation takes into account the number of parameters (11) (supplement document 3). Using ROI-analysis, a R 2 value higher than 0.95 generally indicates good fit (12, 13) .
In addition to the IVIM parameter estimation based on individual scans, the measured signals at each b-value from the 50 scans were additionally averaged together, the averaged signals (totalaveraged) were then fitted with the four approaches such as they were from a single scan (6, 14) .
The IVIM parameter values from pooled analysis are more likely to be close to physiological value 7 (6) . To assess which approach offers better fit, the residuals of the fit at each b-values, which was defined by the normalized measured signal intensity value minus the normalized predicted signal value with each fitting approach (SI measured -SI predicted ), were evaluated [ Fig 2] . Data points relative to b=0 s/mm 2 was considered to not be associated with any residual (equations [1] , [2] ). In addition, signal measurement is more reliable at b=0 s/mm 2 as there is no diffusion gradient applied at this b-value.
To assess which fitting method is favorable, in addition to visual graph assessment, extra sum-ofsquares F-test (15, 16) , Akaike's information criterion (AIC), the second-order Akaike information criterion (AICc), delta AIC (ΔAIC), and evidence ratio were applied (16, 17) 
Results
Estimated IVIM parameters are shown in Table 2 (individual's results in supplement tables 1 and 2). For bi-exponential model's individual scans, D slow values derived from full fitting were slightly higher than those derived from segmented fitting. The PF values derived from full fitting were lower than those derived from segmented fitting. D fast values derived from full fitting were substantially higher than those derived from segmented fitting. For tri-exponential model's individual scans, IVIM parameter were overall similar between full fitting and segmented fitting.
The standard deviation of parameters related to perfusion (D fast , PF, D' fast , D' Vfast , F' fast , F' Vfast ) were substantial, especially for D' Vfast ( Table 2 ). D' Vfast value estimated with total-averaged data was lower than the mean of D' Vfast value estimated by individual scan's fits (table 2) . 8 Graphical analysis of the fit residuals are shown in Fig. 3 and 4 . Fig. 5 shows the curves of the total-averaged 50 scans signal using the four fitting approaches. Rather than randomness of the residuals, consistent trend of residuals with under-and over-estimation of the predicted signal value were observed with bi-exponential model. There was an inability of bi-exponential model to fit correctly very low (range: 3~10 s/mm 2 ) and low b-values (range: 25~80 s/mm 2 ) at the same time, with worse results using segmented fitting, which potentially led to inaccuracy in D fast estimation. Segmented fitting especially overestimated the signal at b=3 and b=10 s/mm 2 ( Fig. 3 (a) vs (e), Fig. 4 (a) vs (e)), however, it demonstrated lower error in signal prediction for higher bvalues, leading to a better accuracy for D slow estimation ( Fig. 5 , (a) vs (b)). Both tri-exponential model approaches showed relatively small errors in signal prediction which were more randomly and evenly distributed with slightly even smaller residuals for full fitting method ( Fig. 3 (i) vs (j)).
The R 2 and adjusted-R 2 were all higher than 0.95 for the four fitting approach, and adjusted-R 2 favored tri-exponential model (supplement document 6). Extra sum-of-squares F-test and Akaike information criteria showed tri-exponential model was favored over bi-exponential model, and full fitting method was overall favored over segmented method ( supplementary tables 3, 4). Ftest using the fits of total-averaged signal also favored tri-exponential model, whatever the fitting methods (p<0.001 in all cases). For tri-exponential model, full fitting also offered even smaller residuals than segmented fitting, however, the difference was small (supplementary table 3, 4), which was consistent with results of Fig. 3 , 4 and 5.
The best repeatability and reproducibility were found for D slow with both fitting methods ( Table   3 ). For bi-exponential model, D fast was less repeatable/reproducible, being worse with full fitting method. For tri-exponential model, F' slow and D' slow showed the best repeatability/reproducibility results, with even better results with segmented fitting. For tri-exponential model, less repeatability and reproducibility were noted for perfusion related parameters (D' fast , D' Vfast , F' fast and F' Vfast ) with worse results for D' Vfast , with segmented fitting method achieving better repeatability/reproducibility than full fitting method ( Table 3 ). Repeatability and reproducibility of PF' calculated using (1-F' slow ) of tri-exponential segmented fitting were comparable to PF estimated by bi-exponential model. 9 For tri-exponential model, both full fitting and segmented fitting provided a good estimation of liver measured signal (Table 4 ). For the predicted signal, the very fast compartment (C' Vfast ) contributed only for around 11.7-11.8% of the signal at b=0 s/mm 2 and only around 3.4% of the signal at b=3 s/mm 2 , and its contribution was negligible at b-value ≥ 10 s/mm 2 . Contribution of the fast compartment (C' fast ) was similar to C' Vfast at b=0 s/mm 2 and decreased slower, becoming negligible at b≥200 s/mm 2 . The slow compartment (C' slow ) contributed to the majority of the total signal, starting at 76% at b=0 s/mm 2 , reaching almost 100% at b≥200 s/mm 2 . Considering all the b-values, C' slow , C' fast and C' Vfast contributions to the total DW signal measured were 92.1, 6.6, and 1.4% respectively. Bi-exponential model had a bigger difference between measured signal and predicted signal ( Table 5 ). For the predicted signal, with bi-exponential full fitting the perfusion related diffusion compartment (C fast ) contributed for around 16.9% of the total signal at b=0 s/mm 2 , then decreased to become negligible at b≥25 s/mm 2 , which is quite similar to the C' Vfast contribution of the tri-exponential model. With bi-exponential segmented fitting, C fast contributes around 21.4% at b=0 s/mm 2 , which was closer to the sum of the contributions of two compartments related to perfusion of the tri-exponential model (i.e. C' fast and C' Vfast ). The contribution became negligible at b≥80 s/mm 2 which was consistent with the segmented fitting method and the chosen threshold for D slow calculation. This agreed with the observation in Table   2 that D fast in bi-exponential full fitting had much higher value (close to C' Vfast contribution) and was less stable in reproducibility (Table 3) .
Discussion
This study demonstrates that, for the fitting of diffusion MR signal decay in healthy livers, tri- Our study showed bi-exponential model did not perform well in fitting very low and low b-values at the same time, which led to inaccuracy in D fast estimation; and errors in fitting were even more substantial with segmented fitting (Fig 3, 4) . For bi-exponential model, the segmented fitting promoted the accuracy of D slow estimation at the expense of accuracy in D fast estimation. D slow repeatability/reproducibility were similar between full fitting and segmented fitting, but the fit for high b-values was better with segmented fitting. In addition, the repeatability/reproducibility of PF and D fast were better with segmented fitting since less parameters are estimated by nonlinear regression ( i.e. only D fast was estimated instead of the three parameters). Bi-exponential full fitting fitted slightly worse at high b-values, with a steeper slope, meaning D slow could be overestimated ( Fig. 3, 4 and 5, Table 2 ). Therefore, segmented fitting is probably more applicable for studying disease processes which primarily change the slow diffusion compartment. On the other hand, for assessing changes in microcirculation (pseudo-diffusion compartment), full fitting method is more appropriate ( Fig. 3 (a) vs (e), and Fig. 4 (a) vs (e)). However, at very low and low b-values, for both full fitting and segmented fitting, bi-exponential model did not fit as well as triexponential model, while IVIM parameter associated with these b-values are essential to assess 11 the disease changes associated with fast diffusion (perfusion related diffusion). In fact, many liver pathologies may initially affect fast diffusion (19, 20) . Recent literature review also showed that among nine patient studies, only D fast , despite being the least stable, consistently demonstrated liver fibrosis is progressively associated with a reduced measurement (3). D fast estimation depends on the number and distribution of low b-values. D fast tends to be under-estimated when few low b-values are included (3, 21) , while it tends to increase when more very low b-values are included, as very low b-value are essential to catch the initial fast decay of DW imaging (3, 6) (supplementary Fig. 1, 2 ).
The reproducibility of bi-exponential models in this study is consistent with recent reports (4, 5, 18, 20) , while this study is the first to explore tri-exponential model IVIM parameter reproducibility with two perfusion related components. For bi-exponential model, D slow was most stable, followed by PF, and D fast was less reproducible. A recent study suggested that reproducibility of IVIM parameters could be improved by a 'data cleaning process' which was partially used in this study (4) . This current study showed bi-exponential segmented fitting tended to have these parameters more stabilized, but at the cost of stronger error in predicted signal for low b-values. In the same way as bi-exponential model, tri-exponential model derived good reproducibility for parameters related to the true diffusion, such as D' slow and F' slow , while less stable for parameters related to perfusion, such as D' fast , D' Vfast , F' fast , and F' Vfast . Theoretically, the more coefficients are added to a model, the more likely estimated parameters become less stable. That D' Vfast showed apparent instability could be also partially explained by the b-values distribution in this study. b-values distribution in this study was still not optimized for a triexponential model, with under-sampling of diffusion signal at very low b-values. A better stability for D' Vfast can be achieved by adding more very low b-values (authors' unpublished results).
However, parameters related to extra-cellular water molecules motion, D' slow and F' slow , showed a better reproducibility, globally similar to D slow and PF reproducibility of bi-exponential segmented method model. These observations support the signal decay analysis where for high b-values the signal decay depends only on the slow decay compartment (table 4, 5).
For very low b-values (b-values ≤ 10 s/mm 2 ), all compartments contributes to the DW imaging signal. However, the contribution of the third compartment was low at b=3 s/mm 2 (≈3.4%) and negligible at b=10 s/mm 2 (≈0.15%) ( was b=10 s/mm 2 therefore reducing the tri-exponential to a bi-exponential model (13), D fast value was 12.34± 3.06 ×10 -3 mm 2 /s, thus close to our D' fast value (≈15 ×10 -3 mm 2 /s). In addition, that study showed a combined analysis of D slow , PF, and D fast estimated from bi-exponential model allows separation of early stage of liver fibrosis from healthy livers (13) . This may suggest that a precise estimation of the very fast compartment (D' Vfast and F' Vfast ) may not be essential in some clinical applications.
One limitation of this study is that it was performed on healthy livers. The adequacy of the triexponential model in diseased settings needs to be explored in further studies. In addition, we did not use b-values higher than 800 s/mm 2 . A faster component and a slower component of the true diffusion have been evaluated at high b-value (22, 23) . However, in liver the signal intensities with b-values of more than 800 s/mm 2 may be close to the noise level under many clinically practicable scan settings. As noted previously, we may have not sampled sufficient very low bvalue for optimal C' Vfast compartment fitting. Finally, we did not control the volunteers' fasting state, while the hepatic flow may vary depending on the fasted/prandial status, therefor control the volunteers' fasting state may further improve scan-rescan repeatability/reproducibility (24) . 13 In conclusion, tri-exponential model provides a better fit for IVIM signal decay in the healthy liver than the classical bi-exponential model across the 0-800 s/mm 2 range. For bi-exponential model, full fitting may be preferred for a better estimation for D fast than segmented fitting, while segmented fitting offers better estimation of D slow . For tri-exponential model, the difference between full fitting and segmented fitting tends to be small concerning the fitting quality, but segmented fitting is preferred due to its better scan-scan reproducibility. The choice of signal decay model and fitting model may depend on the pathologies to be studied, and multiple model analysis can be applied for the same pathology. Our study represents the preliminary promising results of IVIM multiple compartments analysis, further development with better sampling with more very low and low b-values, motion correction, and better gradient coil can offer more precise analysis of IVIM parameters. show smaller and more random distribution of the residuals, with segmented fitting showing slightly higher residuals at b=700 and 800 s/mm 2 (i vs j 
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Supplementary Documents
Suppl Doc 1: The choice of threshold b-values for segmented fitting.
The threshold b-value was chosen to be 80 s/mm 2 for bi-exponential model in this study. The optimal threshold b-value remains controversial in literature. The most commonly thresholds used have been ≥ 100 s/mm 2 (1, 2) or ≥ 200 s/mm 2 (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) . Since D fast was significantly greater than D slow , its influence on signal decay was considered negligible for b-value higher than 100 -200 s/mm 2 . The use of a lower threshold b-value (20 -40 s/mm 2 ) has also been suggested, as lower threshold value can lead to a minimization of residual sum of squares of the fit, thus smaller fitting error in signal prediction (13) . We used b=80 s/mm 2 as threshold value because this threshold b-value has been shown to offer better detection for early stage liver fibrosis (14) .
Recently it has also been shown that this threshold improves scan-rescan reproducibly (15) .
According to Cercueil et al. (16) , the contribution of the pseudo-diffusion compartment at b=80 s/mm 2 is low, between 5.08% for b=50 s/mm 2 and 1.49% for b=100 s/mm 2 of the total MR diffusion signal intensity, and therefore the contamination by perfusion element for D slow estimation can be considered to be low for b ≥80 s/mm 2 . We consider this threshold would represent a good compromise between compartments separation, fit performance, reproducibility, and liver fibrosis detection performance.
For tri-exponential model, threshold b-value of b=200 s/mm 2 was chosen in order to include more b-values for fast and very fast diffusion decays assessment, since we wanted to study and separate the two components of perfusion related diffusion. In addition, the contribution of the sum of both perfusion related compartments at b=200 s/mm 2 was estimated at 0.12% of the total MR diffusion signal intensity, leading thus to a negligible contamination by the perfusion components for true diffusion compartment assessment and a lower loss of information for the fast components analysis (16) .
Since in this study we are primarily concerned with the comparisons of bi-exponential model vs. tri-exponential model and full fitting vs. segmented fitting, different threshold b-values for biexponential and tri-exponential models can be chosen.
Suppl Doc 2:. Starting points and constraints boundaries for fitting with Trust-Region Algorithm (table 1 in the method section)
For bi-exponential model, starting points and constraints boundaries were chosen according to a similar study and studies results reported in a recent literature review (15, 17) . However, for D fast we chose a higher boundary value, since D fast value tended to increase with the increase of the very low b-values number (5, 16, 17) . For tri-exponential model, since D' slow and F' slow are theoretically similar to respectively D slow and (1-PF) of bi-exponential model, for these two parameters we used the same starting points and boundaries as those in bi-exponential models.
The starting points of F' fast , D' fast and D' Vfast were initially chosen according to Cercueil et al's (16) .
However, after several trials using our data series, we found a trend to obtain lower value for F' fast , and D' fast , and higher value for D' Vfast . We thus changed the starting points according to our preliminary data results. Because the true values of these parameters are known to be unstable and have not yet been clearly defined in the literature (16), we decided to use wide boundaries, especially for D' Vfast .
All data were then processed using these fixed starting points and boundaries. Among the 50 scans, D' slow and D' Vfast reached the lower fitting boundary of respectively 0.6 and 200 mm 2 /s for respectively four and one scans with full fitting. D' Vfast reached the lower fitting boundary of 200 mm 2 /s for three scans with segmented fitting. After reprocessing these data with lower boundary=0, the lowest D' slow value was 0.49*10 -3 mm 2 /s and the lowest D' Vfast value was 88.2*10 -3 mm 2 /s (thus not widely different from the lower boundaries).
Suppl Doc 3: Adjusted-R 2 principle. (18)
The well-known coefficient of determination R 2 allows a quantification of the goodness of the fit, evaluating the dispersion of the data points around the fitted curve, with a value between 0 and 1. The closer to 1 is the value, the smaller is the difference between the fitted values and the measured values. However, the addition of new parameters always increases the R 2 that can be misleading. The adjusted-R 2 allows a correction of this problem. Adjusted-R 2 adjusts for the number of terms (parameters) in a model and is therefore a better indicator when comparing nested models (explained in Suppl Doc 4). If useful coefficient are added to the equation, the adjusted-R 2 will increase. On the contrary if useless variables are added to a model, adjusted-R 2 will decrease. Adjusted-R 2 is always lower than or equals to R 2 . Different formulas exist for calculation of adjusted-R 2 (19) . In our article, we chose to calculate adjusted-R 2 using the most commonly used formula (The Wherry formula-1):
where n is the number of data point in the data sample (i.e. number of b-values in this study), k is the number of parameters.
However, a high R 2 or adjusted-R 2 does not always indicate a good model. A biased model with systematic over or under-estimation of the predicted value can present a higher R 2 than an unbiased model with residuals more randomly distributed around 0. That is the reason why we also examined the residual plots of each fitting model.
Suppl Doc 4: Extra sum of squares F-test, Akaike's Information Criterion (AIC), and evidence ratio.
Extra sum-of-squares F-test is a statistical test used to compare nested models, which means that one model is a simpler case of the other. It tests the null hypothesis that the simpler model is preferable (20) . Two models can be considered nested when the more complex model results from the addition of new parameter(s) to the simpler model. In our study, for the tri-exponential model we add two parameters to the bi-exponential model IVIM equation: D' Vfast and F' Vfast . The models with more parameters in its equation tend to fit the data better (with smaller residual errors) than the model with fewer parameters, because the addition of parameters gives more flexibility to the fitting, resulting in smaller residual sum of square.
The extra sum-of-squares F-test is based on the difference in residual sum of squares of the models. However, the number of parameters of each models as well as the number of data points (number of b-value) are also taken into account. An F-ratio (F) is computed using the following equation:
Where numbers 1 and 2 refer to the simpler (bi-exponential) and more complex (tri-exponential) models, respectively; RSS denotes the residual sum of squares; DF corresponds to the degree of freedom, which is equal to the number of data points (number of b-value) minus the number of parameters fitted by a model. Based on an F distribution, a p-value can be calculated from the Fratio and the two DF values. In our study, if the F-ratio is associated with a p-value lower than 0.05, the more complex model (tri-exponential) is considered preferable than the simpler model (bi-exponential).
Akaike's Information Criterion (AIC) permits to determine which model is more likely to be correct and quantify how much more likely (20, 21) . Contrary to F-test, both nested and nonnested models can be compared by using AIC. AIC is calculated by the equation:
Where L is the maximum likelihood function, K is the number of parameters plus one. In our article, we use this last fundamental equation to compute AIC. For least square with normal distribution of residuals, AIC can be expressed as:
Where N is the number of data points (number of b-value). AIC value can be positive or negative, with no meaning of the sign itself.
The second order (or corrected) AICc is more accurate when N is small relative to K (ratio n/K < 40) and can be calculated by the equation:
AIC and AICc values have no particular meaning and are not interpretable alone. Only the difference in AIC (or AICc) values is informative when comparing models. When comparing two models, the model presenting the lower AIC is more likely to be correct than the one with the higher AIC. The difference in AIC can also be calculated:
= −
Where AIC min corresponds to AIC value of the best model in the setting with the lowest AIC and AIC i to the AIC of the model i. ΔAIC allows a quick comparison by quantifying the information loss when a model is used rather than the best approximating model. The larger is the ΔAIC, the less plausible is the model i as being the best approximating model. Classically, in comparison with a reference model (with lower AIC), models presenting ΔAIC ≤ 2, 4 ≤ ΔAIC ≤ 7 and ΔAIC ≥ 10, have respectively substantial support (evidence), considerable less support, and essentially no support.
The evidence ratio (or relative likelihood) permits to know how many times the model with the lowest AICc (model A) is more likely to be correct than the model with the highest AICc score (model B), and can be calculated by: Supplementary Table 2 . IVIM parameters estimated with tri-exponential model (Vol.: Volunteers; D'slow, D'fast, D'Vfast in 10 -3 mm 2 /s; F'slow, F'fast, F'Vfast, PF: %; F'Vfast calculated by (1-F'slow -F'fast); PF' calculated by (1-F'slow)). Tri full: Tri-exponential full fitting, Tri seg: Tri-exponential segmented fitting, Bi full: Biexponential full fitting, Bi full: Bi-exponential segmented fitting, AIC: Akaike Information criterion, AICc: second order Akaike Information Criterion. ΔAIC, ΔAICc difference between AIC and AICc, respectively. ΔRSS refers to the difference between residual sum-of-squares, i.e. approach aapproach b . That ΔRSS is very small means there is not much difference between the two approaches. When ΔRSS is a positive value means approach b is a priori favored (with less error).
When ΔAICc > 0, the approach b is more likely to be correct than the approach a ; with weak evidence and considerable evidence when 0 ≤ ΔAICc ≤ 2 and 4 ≤ ΔAICc ≤ 7, respectively. With ΔAICc ≥ 10, the approach a is considered unlikely to be correct compared to approach b (17) . *;
as an example, according to ΔAICc, there are 41 scans slightly favor Tri full, while only 4 scans strongly favor Tri full (ΔAICc >4, as compared with Tri-seg). #; as an example, according to ΔAICc, there are 43 scans strongly favor Tri-full (ΔAICc >4, as compared with Bi-seg). F-tests p<0.05:
numbers of scans where extra-sum-of-squares F-tests were significant between nested models with p<0.05, that is, the test result shows the more complex approach, i.e. tri-exponential is justified (15) . Supplementary Table 4 . Comparison of tri-and bi-exponential models and fitting methods using adjusted R 2 and information criteria with total-averaged 50 scans liver signal. to the relative likelihood between the best model ( # tri-exponential full fitting) and other models, meaning how many times tri-exponential full fitting model is more likely to be correct than the other models. Evidence Ratio (Bi full vs. Bi seg) corresponds to the relative likelihood between biexponential full and segmented fitting methods. RSS analysis shows tri-exponential model is a priori favored over bi-exponential model, and for bi-exponential model full fitting is favored over segmented fitting. ΔAICc1 and evidence ratio show bi-exponential model is unlikely to be correct compared to tri-exponential full fitting. However, for tri-exponential model, ΔAICc between full fitting and segmented fitting is very small. Full fitting is only 1.08 times more likely to be correct than segmented fitting according to evidence ratio. For bi-exponential model, ΔAICc2 shows that segmented fitting is unlikely to be correct compared with full fitting. According to evidence ratio full fitting is more than ≥1000 times more likely to be correct than segmented fitting. fitting method, since the initial fast decay is almost totally removed. It also leads to lower D slow and higher PF values for full fitting. For segmented fitting, both PF and D slow remain the same, since D slow and PF are calculated first (signal value at b=0 remains unchanged). Therefore, the distribution of very low b-value has more impact with full fitting than with segmented fitting.
Note that in the current example the fitted-curves and IVIM parameters derived from full and segmented fittings are more similar after the removal of very low b-values. 
