In this article, we give some a priori L p (R n ) estimates for elliptic operators in nondivergence form with V M O coefficients and a potential V satisfying an appropriate reverse Hölder condition, generalizing previous results due to Chiarenza-Frasca-Longo to the scope of Schrödinger-type operators. In particular, our class of potentials includes unbounded functions such as nonnegative polynomials. We apply such a priori estimates to derive some global existence and uniqueness results under some additional assumptions on V .
Introduction
Let us consider the linear, second-order elliptic operator Lu ≡ Au + V u ≡ −a i j u x i x j + V u where (for i, j = 1, 2, . . . , n) a i j ∈ L ∞ (R n ), a i j = a ji , As to the potential V, we assume that it is not identically zero and that
which by definition means that V ∈ L An important property of the B q class, proved in [6, Lemma 3] , assures that the condition V ∈ B q also implies V ∈ B q+ε for some ε > 0 and that the B q+ε constant of V is controlled in terms of the one of B q membership.
This in particular implies that V ∈ L q loc for some q strictly greater than n/2. However, V in general will not be bounded, nor belonging to L p (R n ) for any p. As a model example, we could take V (x) = |x| 2 . More generally, as noted in [16] , if V is any nonnegative polynomial, then V satisfies the stronger condition
which implies V ∈ B q for every q ∈ (1, ∞) with a uniform constant. Another property of the B q class that will be useful is the fact that the measure dμ (y) = V (y) dy is doubling (see e.g., [18, 
chap. V]).
We are mainly interested in proving global a priori L p estimates of the kind
for any p ∈ (1, q], u ∈ C ∞ 0 (R n ) . When A is the Laplacian, these bounds have been proved by Shen [16] . Related results when A is the Laplacian and V (x) = |x| 2 (Hermite operator) have been proved by Thangavelu [19] . For a nondivergence operator A with V M O coefficients but with null potential, the result is due to Chiarenza-Frasca-Longo [3, 4] ; see also Vitanza [20] where the operator A + V , with a nonnegative V ∈ L q with q > n/2, and V M O leading coefficients is considered, and [9] . For operators A + V with V satisfying (3) and A in divergence form, with coefficients satisfying (1) (or even a weaker weighted condition allowing degeneracy), Dziubanski [5] has obtained some bounds for the fundamental solution, which will be useful also to us.
We will prove the global bound (4) under assumptions (1) (2) (3) , with a constant C only depending on the quantities involved in these assumptions (see Theorem 1 in Sect. 2). In particular, this means that C does not depend on any L p loc norm of V . We are also interested in deriving from this global bound an existence and uniqueness result for the equation Lu = f ∈ L p (R n ), p ∈ (1, q] . This will be accomplished in Sect. 3 . Actually this requires an extra assumption on V, namely V (x) ≥ δ > 0 for any x ∈ R n (5) (see Theorem 17) . The necessity of some extra assumption of this kind is clear since the simple equation − u = f is not solvable in W 2, p (R n ) for any f ∈ L p (R n ). On the other hand, in analogy with the fact that − u + V u = f is solvable in any bounded domain as soon as V ≥ 0 and V ∈ L p ( ) with p > n/2, we can expect that (5) can be relaxed. Actually, we will prove (see Theorem 23) that (5) can be replaced by the weaker condition:
There exist positive constants δ, R such that
so that our existence and uniqueness result applies for instance to the model equation of Hermite type
or, for that matter, when V is any nonnegative polynomial, providing that the principal part A satisfies (1, 2) . The strategy we adopt in order to prove the global L p bound is the following. Thanks to the a priori estimates proved by Chiarenza-Frasca-Longo [3] for the principal part operator, we are reduced to prove an L p bound on V u in terms of Lu. Freezing the coefficients a i j at some point, we write a representation formula for u by means of the fundamental solution of a constant coefficient operator of type A 0 + V, for which the global estimates proved by Dziubanski [5] are available. Unfreezing now the coefficients, we get a representation formula for V u ; this formula involves suitable (nonsingular) integral operators with positive kernels, applied to Lu, and their commutators, applied to the second-order derivatives of u.
In this way, after using the estimate in [5] , we are led to prove that certain integral operators with positive kernels and their positive commutators are bounded on L p with the L p norms of the commutators small enough, in terms of the V M O moduli of the coefficients a i j . This idea is borrowed by the papers by Chiarenza-Frasca-Longo but applied in the context of integral operators with positive kernels, on the whole R n , where the behavior of the kernel at infinity has to be carefully handled.
Once the global L p bounds are established, an existence and uniqueness theorem is not yet a straightforward result, because of the unboundedness of both the domain and the L p (R n ) norm of V , which makes troublesome the use of standard compactness arguments. To achieve the result, we have to revise some arguments carried out by Krylov [9] in the case of continuous or V M O coefficients, adapting the arguments to our weaker assumptions.
Global L p estimates
Our main result is the following:
for any u ∈ C ∞ 0 (R n ). The constant C depends on n, p, q, the ellipticity constant μ, the V M O moduli of the leading coefficients, and the B q constant of V.
The bound (7) immediately extends to all functions u ∈ W
By the way, let us note that if
In order to prove (7), the first step is the following local result: 
The constants C, r depend on n, p, q, the ellipticity constant μ, the V M O moduli of the leading coefficients, and the B q constant of V.
We shall also use the following basic result proved in [3] :
Theorem 3 Under the assumptions (1, 2), for any p ∈ (1, ∞) there exist positive constants C, r such that for any z 0 
The constants C, r depend on n, p, the ellipticity constant μ, and the V M O moduli of the leading coefficients.
Proof of Theorem 1 by Theorems 2 and 3 Let {φ i } ∞ i=1 be a partition of unity of non negative functions in R n such that φ i ∈ C ∞ 0 (B (z i , r )) with r as in Theorem 2 and such that the family of balls B i = B (z i , r ) has the finite overlapping property. Then, for any u ∈ C ∞ 0 (R n ), since at any point the sum i V φ i u has actually a finite and uniformly bounded number of terms, we can write:
Note that the finite overlapping property has also been used in the up to last inequality, to assure that i Lu
which, together with (8), gives
Then, the classical interpolation inequality (see e.g., [7, Thm. 7.27 
allows to write
To prove Theorem 2, we pick a ball B r (z 0 ) with r to be chosen later, a point x 0 ∈ B r (z 0 ), and freeze the coefficients of A at x 0 , getting the operator
This operator can be rewritten in divergence form
which allows us to apply the results proved by Dziubanski [5] to deduce the following. 
for any x, y ∈ R n , x = y where ρ (x) is the "critical radius" associated to V, defined by:
The function ρ has been introduced in [17] ; it plays a central role also in [5] and [16] . Let us note that ρ (x) is finite almost everywhere under our assumptions on V .
For any u ∈ C ∞ 0 (B r (z 0 )) , x ∈ B r (z 0 ), we can write:
Letting x 0 = x, we get the representation formula:
which allows us to write the following pointwise bound, for every positive integer k:
for any x ∈ R n and any positive integer k. Let us introduce the integral operators:
, so that our representation formula rewrites in compact form as
We will prove that for any p ∈ (1, q] and for k large enough
and that for any ε > 0 there exists r, depending on the V M O modulus of the function a, such that
Now, by (9) (10) (11) and Theorem 3 , for any u
whence we get Theorem 2.
We now have to prove the L p estimates (10, 11) . Let us point out that inequality (10) has been basically proved by Shen (see proof of Theorem 3.1 in [16] ). Nevertheless, we include here a shorter proof, based on the technique used for proving Theorem 4.3 in the same article. In order to do that, it is more convenient to consider the transposed operators:
Theorem 5 For k large enough, the operator S
where q is the conjugate exponent of q, and V ∈ B q ).
Theorem 6 For k large enough, the operator S
By duality, the above two theorems imply (10, 11) , and therefore, Theorem 2. The rest of this section will be devoted to the proof of Theorems 5, 6. We start with the following
Remark 7
In the study of the integral operators S * k , S * k,a we may replace ρ (y) by ρ (x) in the kernel, whenever this is useful. The reason is that, in view of [16, Corollary 1.5], the following inequalities hold
for some positive integer k 0 , any x, y ∈ R n . Hence we can replace ρ (y) with ρ (x), possibly changing the integer k which appears in the kernel; nevertheless, since our aim is to prove L p -boundedness for an integer k as large as we need, we keep calling it k.
Proof of Theorem 5 Since the kernel is positive, we can also assume f ≥ 0. Also, we may assume q > n/2 because of the property B q ⇒ B q+ε for some ε > 0. We will prove the following pointwise bound
By the maximal inequality, for p > q , (12) implies the theorem. When p = q , we exploit again the fact that actually V ∈ B q+ε for some ε > 0, as already noted, so that (12) also holds with a smaller q . To prove (12), let us split
, we have (denoting by q the conjugate exponent of q):
where in the last inequality we have applied the B q condition on V . To show that the series appearing in the last expression is bounded by a constant, let us recall that, by [16 (13), we get
since, by definition of ρ,
Analogously, letting B j = B x, 2 j ρ (x) , we have:
Since V (y) dy is doubling, for some positive constants α, C, and all j, we have
so that
where we used again (14) and we have chosen k large enough, to get (k + n − α − 2) positive. This finishes the proof.
Our next task is the proof of Theorem 6. It is convenient to settle this result in a suitably abstract framework. Namely, let (16) be the kernel of the integral operator S * k (note that now we have not replaced ρ (y) by ρ (x)), so that
We will deduce Theorem 6 from an abstract result. Before stating it, we need the following Definition 8 We say that the kernel W (x, y) satisfies "Hörmander's condition of order q" in the first variable, briefly W ∈ H 1 (q) if there exists a constant C such that for any r > 0 and x, x 0 ∈ R n such that |x − x 0 | ≤ r, the following inequality holds:
Theorem 9 Let W (x, y) be a nonnegative kernel satisfying H 1 (q) for some q > 1 and such that the integral operator 
and is stronger than the standard (integral) Hörmander's inequality
We will show that our kernel actually satisfies H 1 (q), which is enough to get the desired result, while we cannot expect our kernel to satisfy the pointwise condition.
Remark 11
Conditions of the type H 1 (q) has been implicitly introduced in [10] in the context of weighted norm inequalities for multipliers; see also [11] [12] [13] , among others. Commutator-type operators like S k,a f (that is, where the modulus |b (x) − b (y)| appears inside the integrals) have been studied, in several contexts, under stronger smoothness conditions of the type (17), see [1] and [15] .
Proof of Theorem 9 We start noting that the mere existence of the integral defining T b f is not obvious for
, and prove the theorem under this assumption, and then remove it by a standard truncation argument. Therefore, in the following, we will think b ∈ L ∞ (R n ), although our bounds will depend quantitatively on b only through its B M O seminorm. We will prove the following pointwise inequality: for any s > q , there exists a constant C such that
with C independent of b and f , where
is the sharp maximal function. This, by Fefferman-Stein's inequality (see e.g., [18, Thorem 2 p. 148]) together with the maximal theorem, will imply our result as soon as T b f ∈ L p , since we may always choose an appropriate s for a given p > q . To prove (18) , let B = B (x 0 , r ) be a ball such that z ∈ B. Let f = f 1 + f 2 with
For the first term, we have
From this point, the proof follows similarly to that appearing in [8] , but we include the details for the sake of completeness.
For the first term, by John-Nirenberg inequality, we get
Next, we choose γ such that s > γ > q . Then,
where in the last inequality we have used also
Finally, if we now choose γ such that 1/γ + 1/q + 1/s = 1, which is possible since s > q , we have for any
where in the last inequality we have applied condition H 1 (q) and in the up to last inequality we have used
Next, we have to show that our kernel w (x, y) appearing in (16) actually satisfies condition H 1 (q). This fact is contained in the following

Proposition 12 The kernel w (x, y) in (16) satisfies condition H 1 (q).
Proof Because of the property B q ⇒ B q+ε for some ε > 0, we may assume q > n/2. Let x, y, x 0 be such that |x − x 0 | ≤ r and |y − x 0 | ≥ 2r, so that in particular |y − x 0 | |y − x| . Then
where in the last inequality we have exploited the bound
We start handling the first term, exploiting again the possibility of replacing ρ (y) with ρ (x) (leaving understood the possible change of the integer k). ⎛ ⎜ ⎝ Proof of Theorem 6 By Theorem 9 and Proposition 12 we get that for k large enough
for any p ∈ q , ∞ ; when p = q we still exploit the fact that actually V ∈ B q+ε . In order to deduce Theorem 6 from this bound, one can apply the same localization argument firstly used in [3] .
In this way, we finish the proof of Theorem 2, and therefore, Theorem 1 is completely proved.
We end this section pointing out some local estimates and regularity results, which follow from the previous ones. Besides being interesting in their own, these facts will be used in the next section to prove global existence theorems.
Theorem 13 (Local estimates) Under the assumptions (1-3), for any p ∈ (1, q] the following local estimate holds, for any r > 0 and u
with C only depending on the quantities involved in the assumptions.
The proof of the previous result is essentially contained in the proof of Theorem 1, combined with standard techniques involving cutoff functions (see e.g., [7, §9.5 pp. 235-237]).
Let now be any bounded domain. Since assumption (3) implies that V ∈ L q ( ) for some q > n/2, the following existence result can be applied to our situation: Theorem 14 see [20] Let be any bounded domain and V ∈ L q ( ) for some q > n/2, then for any p
Combining this existence result with the local estimate (22), one can also prove in a standard way (see for instance [9, Thm 3 p. 237]) the following regularity result:
Theorem 15 Under the assumptions (1-3), for any p ∈ (1, q] there exists a constant C such that, for any r > 0 and u
(23)
Remark 16
We want to stress again the fact that the constants C in (22) and (23) depend on V only through the constant involved in the reverse Hölder condition B q . On the other hand, the existence result expressed by Theorem 14 is proved by means of an a priori estimate of the kind
where C depends also on V L q ( ) . We want to avoid any use of such quantitative dependence, so in the proof of (23) we have applied this existence result in a purely qualitative way, relying on the quantitative estimate (22).
Existence and uniqueness results
The aim of this section is to prove the following:
Assume that the operator L satisfies assumptions (1-3) and (5) . Then for any p ∈ (1, q] there exists a constant C depending on n, p, and the quantities involved in the assumptions such that for every λ ≥ 0 and u ∈ W 2, p V (R n ) the following estimate holds:
Our main task will be the proof of (25). Namely, applying the classical method of continuity (see e.g., [7, §5.2, pp. 74-75] ) to the operators L and
which is solvable in virtue of the results proved by [16] , we can see that as soon as we know that (25) holds for some p ∈ (1, q] and some λ, with a constant C depending only on the quantities specified above, existence and uniqueness for L follow for those p and λ.
We start with the following.
Remark 18
If V ∈ B q and λ is any positive constant, then V + λ ∈ B q with the same B q constant. Then, since the constant in Theorem 1 depends on V only through its B q constant, we immediately get the following:
for any u ∈ C ∞ 0 (R n ) and 1 < p ≤ q.
Our next task is to remove the term u L p (R n ) on the right-hand side of (26), first when λ is large, and then for any λ ≥ 0, provided V is bounded away from zero.
Theorem 19 Under assumptions
Proof Let φ ∈ C ∞ 0 (−1, 1) (not identically zero). We want to apply the global bound contained in Theorem 1 to the operator in R n+1
and the complex valued function
(where u is real valued) with λ ≥ 1 to be chosen later. This technique is usually referred to as "Agmon's idea". We note that, being the operator L linear and with real valued coefficients, Theorem 1 can also be applied to complex functions. Then, a careful computation shows that the inequality
with C independent of λ.
Next, we want to relax the condition λ ≥ λ 0 appearing in Theorem 19 to λ ≥ 0. In view of (26), it is enough to prove the following: (1-3, 5) , for every p ∈ (1, q] there exists a constant C only depending on the quantities involved in the assumptions such that
Proposition 20 Under assumptions
We start noting that it is enough to prove the estimate (27) under the additional (qualitative) assumption that a i j and V are C ∞ , but with a constant C only depending on the quantities involved in the assumptions. This is an easy consequence of the following: Proof For (1) and (5) 
by the reverse Hölder condition on V
and we are done. Now, in order to prove (27) under the additional assumption of smooth coefficients and potential, we follow the line of Krylov [9] . (The following sentences, as well as the next Lemma and its proof, should be read keeping Krylov' book at hand).
Let us say that the property A (μ) holds if for any λ ≥ μ and p ∈ (1, q] , there exists C > 0 such that:
Krylov' strategy consists in showing that whenever A (μ) holds for some μ, then the constant C in (28) is actually independent of μ. This, in turn, allows one to prove that A (μ) ⇒ A (μ − ε) for some positive ε; an iterative argument then gives A (0), which is (27).
By Theorem 19, we already know that A (λ 0 ) holds for some λ 0 > 0; this in particular implies the solvability of Lu + λu = f ∈ L p (R n ) for any λ ≥ λ 0 , a fact that is used in Krylov' argument. Reading carefully the proof of [9, Thm. 2 p. 251], one can see that to get (27) in our context, it is enough to prove, under our assumptions, the following result: 
where v (x) = exp (−γ |x|).
We stress the fact that, different from what is done in [9] , we need to prove the above Lemma with a constant C which does not depend on any L p loc norm of V .
Proof of the Lemma Let h be the classical solution to
Hence w = h − u is infinitely differentiable in B 4 , vanishes on ∂ B 4 (0) and satisfies Lw + λw = − f. The arguments on [9, p. 250] can be repeated in order to show that it is enough to prove
Here, we just point out that the estimate
used in the argument of [9, p. 250] , holds with a constant C independent of V, as one can see comparing w with the solution to
By the maximum principle (for smooth functions, see [9, Thm.3 p. 233 ]), it is enough to prove (29) for λ = 0; to do that, let us define ψ as the unique solution to
This solution exists in view of Theorem 14, since V ∈ L q (B 4 ) with q > n/2. As in [9, p. 251] , to prove (29) it is enough to show that
To do this, take a point x 0 with |x 0 | = 2 and observe that by embedding theorems we have, since q > n/2,
where we have applied our estimate (23). Since f vanishes outside B 1 (0), the first term in the right-hand side vanishes. Moreover,
with C independent of V, again by the maximum principle for smooth functions. This finishes the proof.
We are now interested in relaxing the assumption V (x) ≥ δ > 0. As noted in the introduction, this kind of restriction cannot be completely removed. However, we can prove the following:
Theorem 23 Assume that the operator L satisfies assumptions (1-3) and (6) . Let K be a constant such that
where R is as in (6) . Then for any p ∈ (1, q] there exists a constant C depending on n, p, the quantities involved in the assumptions and K such that for every λ ≥ 0 and u ∈ W 2, p V (R n ) the following estimate holds:
To prove the above theorem, we will need the following standard result:
We note that, although in [9] this maximum principle is stated for operators with continuous coefficients, the same proof holds under the V M O assumption, in virtue of Theorem 14 and (24) . Also, the same maximum principle holds a fortiori for L + λ with λ ≥ 0.
We also need the following refinement of Theorem 17:
Proposition 25 Let L satisfy the assumptions of Theorem 17. Then for any p
applying the method of continuity as in the proof of Theorem 17, one can easily prove existence and uniqueness of the solution to Lu
It remains to prove uniqueness in
(R n ) we have uniqueness, so w = u 2 , and we are done.
Proof of Theorem 23
Under the assumption (6), let
Clearly, V 1 satisfies (3), with a constant bounded by twice the constant of V . Moreover, V 1 satisfies (5) and V = V 1 − V 0 where
Applying Theorem 17 to
The fact that the L p norm of u in the right-hand side of (31) is taken over B R instead of R n will be crucial in the following. We are going to prove that for any operator L satisfying our assumptions, there exists a constant C, only depending on the quantities involved in the assumptions, such that
for every u ∈ W 2, p V (R n ). It is enough to prove this for every u ∈ C ∞ 0 (R n ). Assume that this is false. This means that for every k there exists u k ∈ C ∞ 0 (R n ), coefficients a (k) i j and a potential V k satisfying (1) (2) (3) 6) and
and
If u k L p (B R ) = 0 for infinitely many k's, then (33) and (34) imply that u k W 
This gives i j has a subsequence converging a.e. to a i j , satisfying assumptions (1, 2) with the same constants of a Hence, V satisfies also (3) . Now, we will show that
for every φ ∈ C ∞ 0 (R n ). First of all, observe that since q > n/2, by the Sobolev imbedding theorem, u k and u are in L q (R n ). Since V k , V ∈ L q loc , this shows that V k u k and V u are locally integrable. Then This completes the proof of (37) and allows to conclude that
Now,
|A I | ≤ V k L q (B) (u k − u) φ L q (B) → 0 because V k L q (B∈ C ∞ 0 (R n ) (L k u k + λu k ) φ → (Lu + λu) φ,(37)
