ABSTRACT Since captured finger vein images are usually of low quality, it is challenging to extract reliable finger vein features directly from the original finger vein images. Most current methods utilize texture change information and rich line features to extract features from finger vein images while neglecting the curvature of the finger veins. In this paper, a Weber local descriptor (WLD) with variable curvature Gabor filters is proposed for finger vein recognition. First, the differential excitation operator in the original WLD is improved by adding directional information, thereby allowing the local texture changes in an image to be better characterized and enhancing the differences between heterogeneous finger veins. Then, variable curvature Gabor filters are introduced to extract finger vein features that can simultaneously reflect the directional information and the curvature of the finger veins. In fact, two response values from the proposed Gabor filters are employed as features for each pixel; this approach is equivalent to defining intervals for the line features, rather than single values, and makes the results more robust to the rotation. The extensive experiments on the SDUMLA-FV and PolyU databases demonstrate that the proposed method can effectively improve the performance of finger vein recognition and show good robustness to translation, rotation, and illumination.
I. INTRODUCTION
As a convenient biometric recognition technology, finger vein recognition has attracted extensive attention over the past few years. Compared with traditional biological features (e.g., facial features [1] , palm prints [2] , and fingerprints [3] , [4] ), finger veins have several distinct advantages [5] , [6] . First, finger vein features are difficult to copy or forge since they are internal features that can only be captured from living bodies. In addition, the devices used to acquire finger vein images are simple, and the acquisition mode is easy for users to accept. Hence, finger vein recognition has great potential for biometric recognition, and it is believed that it can be widely applied in the future.
Normally, the procedure for a specific finger vein recognition task consists of three steps: 1) preprocessing to extract regions of interest (ROIs) and apply image enhancements [7] - [10] , 2) extraction of finger vein features, and 3) matching and recognition [11] , [12] based on inferring
The associate editor coordinating the review of this manuscript and approving it for publication was Chao Shen. the similarity between samples. Usually, the similarity is calculated by matching the feature vectors of the test samples to those of the training samples and then determining the recognition result by means of a classifier. The finger vein feature extraction step is obviously quite important, since finger vein images can easily be affected by many factors, such as variations in finger pose, occlusion, and illumination. Consequently, the performance of finger vein recognition can degrade substantially in certain scenarios. Therefore, it is necessary to design an effective approach for feature extraction to overcome these challenges.
Benefiting from their robustness to small variations in pose, local feature descriptors [13] - [15] have been successfully applied in the finger vein recognition task. However, the feature extraction ability of local descriptors is still limited by their sensitivity to image noise, image degradation and low image quality. For example, the local binary pattern (LBP) descriptors [13] , which calculates the grey differences between a center pixel and its neighbors, has the advantages of robustness to image rotation and computational efficiency. However, it cannot effectively handle variations VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ in illumination. The essence of the scale-invariant feature transform (SIFT) descriptor [14] is to find key points (feature points) across different scale spaces and calculate the orientations of these key points. SIFT features are invariant to translation, rotation, scale and brightness variations. However, the SIFT descriptor also has some limitations with regard to the finger vein recognition task; for example, it is susceptible to key point mismatch, and there are typically too few feature points in finger vein images. The Weber local descriptor (WLD) [15] , which is inspired by Weber's law, utilizes the ratio of the neighborhood difference with respect to the center pixel to describe the variation in greyscale value and is robust to variations in illumination. However, it is still sensitive to image noise and cannot effectively extract features from rotated images.
To overcome these limitations of the local descriptors discussed above, many modified descriptors have been proposed for finger vein recognition. Rosdi et al. [16] proposed a local line binary pattern (LLBP) descriptor, which treats the neighborhood shape as a line to obtain more stable features. This method has the advantage of accurately describing the orientation information of finger veins; however, in cases of noise in the image or image rotation, this method cannot effectively extract features. The Weber local binary pattern (WLBP) descriptor [17] , which leverages the best advantages of the WLD and the LBP descriptor, is robust to noise but sensitive to changes in illumination, since the gradient orientation operator of the original WLD is replaced with the LBP descriptor. In the local direction coding (LDC) [18] method, the finger vein regions are first divided based on brightness differences, and the orientation information of the finger veins is then obtained. This method has achieved good performance on public finger vein databases. However, because only one direction, i.e., the direction with the greatest depth, is selected for feature extraction, the information extracted from the image is not sufficient, resulting in sensitivity to translation. In addition, other local descriptors have also been proposed, such as the local directional pattern (LDP) descriptor [19] , the histogram of oriented gradients (HOG) descriptor [20] and the polarized depth-weighted binary direction coding (PWBDC) descriptor [21] . These methods have also achieved good performance on finger vein databases.
The feature extraction methods described above can be generally classified into two categories. One category consists of methods that use the textures of images to extract features, and the other consists of methods that utilize the line features of images to extract orientation features. Both types of methods have certain limitations in handling either image noise or rotation. Notably, finger vein images are fundamentally different from typical real-world images in that the line features of finger vein images are mostly composed of curves with different degrees of curvature. Additionally, there are many bifurcation points in these line features.
Motivated by these observations, in this paper, we have improved the WLD, because the original WLD has the following problems when it is applied for finger vein recognition:
1) When calculating the differential excitation, it simply sums the grey differences between different neighborhood pixels and the center pixel in each local region; the directions associated with these differences are neglected. Consequently, the results cannot accurately reflect the variance in the local region, causing some differing patterns to be indistinguishable. 2) In the original WLD, the differential excitation operator is essentially an isotropic Laplacian operator, which calculates the second derivative of the image, thus resulting in sensitivity to noise. 3) In the original WLD, the gradient direction is calculated only as the ratio of the vertical gradation difference to the horizontal gradation difference; however, this ratio cannot effectively characterize the curve of a finger vein, resulting in sensitivity to translation and rotation. Therefore, the following solutions to the aforementioned problems are proposed:
1) The differential excitation operator in the original WLD is improved by adding directional information, thereby allowing the local texture changes in an image to be better characterized and have more discriminative power. 2) Variable curvature Gabor filters are introduced to extract finger vein features that can simultaneously reflect the directional information of the image and the curvature of the finger veins, which effectively characterize the line features of the finger vein image.
3) The responses of the two variable curvature Gabor filters are employed as feature for each pixel, which is equivalent to dividing each line feature by an interval that is more robust to the rotation of the finger vein image than a single value. Extensive experiments using the PolyU and SDUMLA-FV databases show that the proposed method can better describe the features of finger veins.
The rest of the paper is organized as follows. In Section 2, we review related work. In Section 3, an overview of the WLD is given. In Section 4, a detailed description of the proposed WLD with variable curvature Gabor filters is presented. In Section 5, extensive experiments and analyses are reported. Finally, in Section 6, we conclude the paper.
II. RELATED WORK
Finger vein feature extraction methods can be roughly classified into four categories: 1) global-feature-based methods, 2) local-feature-based methods, 3) vein-pattern-based methods, and 4) feature-learning-based methods.
A. GLOBAL-FEATURE-BASED METHODS
These methods extract features from the entire image. Examples include principal component analysis (PCA) [22] , [39] , two-directional and two-dimensional principal component analysis (2D2DPCA) [24] , [40] , linear discriminant analysis (LDA) [25] , two-dimensional principal component analysis (2DPCA) [23] and independent component analysis (ICA) [26] , [41] . Such methods have the advantage of a high recognition speed due to the low feature dimensionality. However, global features are greatly affected by factors such as pose, occlusion, deformation and illumination, and thus are not suitable to extract as finger vein image features.
B. LOCAL-FEATURE-BASED METHODS
These methods extract features from local patches of finger vein images. These local features can effectively reflect the local properties of an image. For example, Chen et al. [27] proposed the WLD, which consists of a differential excitation operator and a gradient orientation operator. Luo et al. [28] improved the WLD based on the features of palm prints and proposed a line feature Weber local descriptor (LWLD). Sikarwar et al. [19] proposed the LDP descriptor for feature extraction, in which the Kirsch operator is first used to filter the image to obtain gradient values in eight directions and binary encoding is then performed to obtain the image features. Fei et al. [29] proposed the double-orientation coding (DOC) method, which alleviates the problems with traditional encoding methods such as competitive coding, which is sensitive to noise and rotation, by extracting the directions corresponding to the two highest values in the filtering results. Lu et al. [30] proposed the histograms of competitive orientations and magnitudes (HCOM) method, in which these two types of local histograms are used to extract finger vein features and then are merged to generate a local binary pattern histogram to represent the competitive information. The work presented in [42] is based on the fact that regular deformations correspond to posture changes, which can exist only in genuine vein patterns; thus, the method treats deformations as discriminative information. In summary, methods of this type have the advantages of abundant features, weak correlations between features, and robustness to occlusion and rotation. However, local features also have the limitation of a high computational cost.
C. VEIN-PATTERN-BASED METHODS
These methods extract vein patterns or features for recognition. Yang et al. [43] proposed a method of finger vein feature representation based on adaptive vector field estimation, in which a set of spatial curve filters (SCFs) with variations in curvature and orientation are designed and vein vector fields (VVF) are then built for finger vein network feature description using the filters constructed to fit the vein curves. Yang et al. [31] proposed a finger vein recognition framework based on the anatomical structure and imaging features of vein patterns. Song et al. [32] proposed a novel method of extracting features from vein images by calculating the mean curvature. Miura et al. [33] proposed a method of calculating local maximum curvatures that can effectively extract vein details. Kumar and Zhou [34] used Gabor filters to extract vein patterns; in their method, Gabor templates are designed first, and then the convolution response values of the templates on finger vein patterns are employed for vein pattern detection. Yang et al. [44] proposed a method based on a combination of Gabor wavelets and a circular Gabor filter that enables extraction of finger vein networks and the elimination of non-vascular regions. Such methods are able to improve the image quality and recognition performance. However, the vein patterns cannot be effectively extracted from fuzzy regions that are affected by irregular shadows and noise.
D. FEATURE-LEARNING-BASED METHODS
These methods use extracted local features or label information to perform feature learning while enhancing discrimination. Lu et al. [35] proposed an unsupervised feature learning method to learn a compact binary feature descriptor for facial representation. Liu et al. [36] proposed a discriminative binary descriptor (DBD) feature learning method, which enhances the discriminative ability of local features by learning a feature mapping. Xia et al. [37] proposed the discriminative binary codes method for finger vein recognition. This method captures the correlations among subjects by establishing a subject relation graph, and the obtained binary templates are then transformed to describe the vein features of the subjects. Duan et al. [38] proposed a context-aware local binary feature learning method for face recognition, which learns a map by utilizing the contextual information within each binary code. Methods of this type have the advantage of being able to utilize more adaptive information in the learned features; however, they are still not robust to illumination, occlusion and blur.
The above analysis shows that the abovementioned methods of finger vein feature extraction still have many limitations. For example, the method of [27] - [30] extracts local texture and orientation features; however, the curvature of the finger veins is not calculated. The work presented in [31] - [33] , [43] extracts finger vein patterns by calculating curvature values; however, the widths of finger veins cannot be determined because the texture direction of the finger vein image is not considered. The method of [35] - [38] utilizes extracted local features and label information for feature learning. However, small differences between different types of samples may result in classification errors. Notably, both the direction and degree of curvature are equally important for representing the structure of finger veins. Therefore, a Gabor filter can intuitively be constructed to fit finger vein curves by combining curvature and orientation information. The above four categories of methods are summarized in Table 1 .
III. WEBER LOCAL DESCRIPTOR
As shown in Fig. 1 , the WLD consists of a differential excitation operator and a gradient orientation operator. First, the differential excitation and orientation values are calculated, and then these two values are uniformly quantized. Finally, a twodimensional joint distribution histogram is constructed to represent the features of the input image, where the quantized VOLUME 7, 2019 orientation value and the quantized differential excitation are represented on the abscissa and ordinate, respectively. Compared to LBP, LDP and other local descriptors, the WLD is more robust to illumination variations [45] , [46] because it benefits from Weber's law.
A. DIFFERENTIAL EXCITATION
The differential excitation is computed based on the ratio between two terms: one represents the intensity difference of the current pixel relative to its neighbors, and the other represents the intensity of the current pixel. In this way, the variation in the greyscale values of the pixels in the local area is reflected. The differential excitation ξ (x c ) of the current pixel x c is computed as follows:
where I is the intensity difference of the current pixel relative to its neighbors, which incorporates the differences between the current pixel and each of its neighbours; I denotes the greyscale value of the current pixel x c ; x i is the i-th neighboring pixel of the current pixel x c ; p is the number of neighbours. For an illustration, see the local window shown in Fig. 2(a) . Note that the range of
Here, we use M = 6 to approximately simulate the variances of high, middle or low frequency in a given image, which can better reflect the changes of image texture. Fig. 2 (b) illustrates the quantization of the differential excitation with M = 6.
B. ORIENTATION
In the WLD, the gradient orientation is used to represent the orientation of the pixels and is computed as follows:
where v x is the gradient in the vertical direction and v y is the gradient in the horizontal direction; (x 1 , x 5 ) and (x 3 , x 7 ) are neighboring pixels in the vertical and horizontal directions, respectively. θ represents the angular offset of the current pixel x c relative to the horizontal direction. The range of the orientation values obtained from the above equation formula
accordance with the signs of the numerator and denominator. θ (x c ) is linearly quantized into T dominant orientations:
The statistical joint distribution of ξ i and t is used to generate a 2D histogram. To obtain more discriminative features, this 2D histogram is further connected into a 1D histogram, and the image is divided into several blocks. From the above analysis, the original WLD neglects the difference direction between the central pixel and its different neighborhood pixels, when calculating the gradient direction, only the ratio of the vertical gradation difference to the horizontal gradation difference is considered, and the directional feature of the finger vein is ignored, resulting in insufficient robustness to translation and rotation variations. However, compared with other WLD-based descriptors, the proposed WLD with variable curvature Gabor filters has three advantages:
1) It is more discriminative. Due to the different position of each pixel, the influence of each neighboring pixel on the center pixel is different. Therefore, the local difference components cannot be simply represented by scalars; instead, the direction of each neighbor should be considered. Hence, with the help of directional information, the differential excitation operator can more accurately reflect local changes, thus yielding more discriminative features. 2) It can effectively describe the line features of a finger vein image. Since the proposed variable curvature Gabor filters consider not only the orientations of line features but also their degrees of curvature, the filter can better match the characteristics of the finger vein curves.
3) It is more robust to noise, translation, rotation, and blur.
Since the proposed descriptor employs two response values as geometric features, an approach that is equivalent to defining an interval for each line feature, it is more robust to rotations of the finger vein images; a statistical method is used to generate local histograms, which is robust to small displacements in images.
IV. WLD WITH VARIABLE CURVATURE GABOR FILTERS A. IMPROVED DIFFERENTIAL EXCITATION
To effectively characterize the grey variation of a finger vein image, the differential excitation operator should have the following properties: in a finger vein area without salient texture features, the ratio of the difference I to the center pixel intensity I should be less than a certain value, whereas in an area where the variation is obvious and the line features are rich, this ratio should be larger than a certain value. Fig. 3 illustrates four types of local grey patterns: (a) relatively obvious greyscale changes, (b) relatively flat greyscale changes, (c) no changes in greyscale value, and (d) a noise point. According to formula (1), it can be concluded that for (a), (b) and (c), the differential excitation values are all 0. Because these three different greyscale patterns have the same differential excitation, they cannot be effectively distinguished. In (d), I = −560, and ξ = −1.4464. Under the assumption that the differential quantization number is M = 6, a differential quantization value of ξ m = 0 is obtained for the noise. Thus, as shown in Fig. 2(b) , this noise point will be erroneously treated as a high-frequency component of the image variation. The reason for these problems is that the original differential excitation operator is essentially an isotropic Laplacian operator, which treats the difference (x i − x c ) as a scalar and simply sums the grey differences in eight directions, resulting in insufficient use of the grey variation information and sensitivity to image noise. In fact, however, due to the different position of each neighboring pixel, the influence of each neighboring pixel on the center pixel is different; therefore, the directions of the neighbor differences should be considered. To solve the above problem, we redefine the differential excitation of an image as follows. Since different neighborhood pixels have different positions relative to the center pixel, different neighboring pixels have different effects on the center pixel. Thus, the difference components cannot be simply represented as scalars. For example, if x 1 and x 5 are vertically displaced with respect to x c , then their grey differences affect only the vertical orientation; if x 3 , x 7 and x c are all oriented along the same horizontal line, then their grey differences affect only the horizontal orientation; and if x 0 , x 2 , x 4 and x 6 are located in diagonal positions with respect to x c , then their grey differences influence both the horizontal and vertical directions. Based on the above analysis, in this paper, the differential excitation is divided into two components: a horizontal direction value and a vertical direction value. For practical calculations, the neighbor differences are mapped in accordance with their direction angle information. Fig. 4 shows the definition of the direction angle, namely, the angle of the grey difference (x i − x c ) between a neighboring pixel and the center pixel relative to the horizontal positive direction. Thus, the direction angle of each neighbor difference is defined as follows:
The components of the difference (x i − x c ) in the horizontal and vertical directions are denoted by I i x and I i y , respectively.
Therefore, the new differential excitation operator can be defined as follows:
where p is the number of neighboring pixels. The calculation results of the above equation is ξ (x c ) ∈ [−π, π]. With this redefinition of the differential excitation operator, the ξ values of the texture patterns shown in panels (a), (b) and (c) of Fig. 3 are 2 .8481, 1.5363 and 0, respectively. The ξ value can effectively reflect the intensity of the local texture changes. In accordance with the division of the frequency components shown in Fig. 2(b) , it is reasonable to assign the noise point in Fig. 3 , with a differential quantization value of ξ m = 3, to a low-frequency component of the image variation. Fig. 5 shows the differential excitation maps of a finger vein image calculated with the original differential excitation operator and the improved differential excitation operator. As shown in Fig. 5(b) , the noise is more obvious in the original map; in addition to the main line of the finger vein, there are also several intricate and intersecting fine lines, which will affect the recognition results. By contrast, in the improved map shown in Fig. 5(c) , the noise is relatively low, the main line of the finger vein is prominent, and some of the fine lines are filtered out due to the improved differential excitation operator. These findings demonstrate that the improved differential excitation operator can not only reasonably reflect the changes in pixel grey values in local regions but also enhance the differences between different finger veins and reduce the influence of noise compared with the original differential excitation operator.
B. VARIABLE CURVATURE GABOR FILTERS
Since the line features in finger vein images have many curves and bifurcation points, the gradient orientation operator in the original WLD cannot effectively characterize these features. Fig. 6 shows four different line patterns. Because the grey differences are all 0 in the vertical direction, the orientation values are also 0. Although the orientations of the four lines are different, the t obtained are the same. Moreover, the gradient orientation is sensitive to translation and rotation. Gabor filters [47] , [48] have been widely used in the extraction of image orientation features. They have a good texture characterization ability and are robust to translation and rotation; thus, they can be applied for finger vein feature extraction. However, the traditional Gabor filters can extract only the orientation features of veins; they cannot reflect the curvature in a certain orientation. Thus, in this paper, variable curvature Gabor filters are designed to simultaneously calculate the curvature of a finger vein while estimating its orientation. The proposed filter formulation is defined as follows:
where µ is the frequency of the sine wave, θ is the orientation of the Gabor function in radians, σ is the standard variation, f is the curvature (degree of curvature of the filter), and i 2 = −1. G (x, y, θ, µ, f , σ ) consists of two parts: a real part and an imaginary part. When performing convolution calculations, the real part can be used; therefore, the real part is separately denoted by G (x, y, θ, µ, f , σ ) . The number of orientations of the variable curvature Gabor filters, which are defined on [0, 2π], is n θ ; accordingly, θ i is calculated as follows:
Three-dimensional (3D) and two-dimensional (2D) structure diagrams of variable curvature Gabor filters with different curvatures for a single orientation are presented in Fig. 7 and Fig. 8 , respectively. From the above figures, it can be seen that the filter templates have different curvatures in the same direction. Thus, filters constructed based on both direction and curvature can be used to perform convolution operations on images of finger veins with different directions and different degrees of curvature to extract their geometric features. The grey value of a vein curve is smaller than the values of the pixels around it; in other words, there is a large difference in the grey values of a vein curve and the background. Hence, the variable curvature Gabor filters need to be normalized. This normalization is defined as follows:
where D and N denote the numbers of orientations and curvatures, respectively. A series of variable curvature Gabor filters generated by equations (8)- (10) can be used to perform convolution operations on finger vein images to simultaneously obtain direction and curvature information, thereby extracting geometric features of the finger vein images. However, in normalized variable curvature Gabor filters, all values except those in the effective area will be zero; therefore, the filters cannot be directly convolved with the images. Thus, the variable curvature Gabor filters should instead be applied to the inverted finger vein images to simultaneously extract the direction and curvature features. The filtering process can be defined as follows:
where R n d,j denotes the convolution result,Ī (x, y) denotes the inverse of image I (x, y), M n d,j represents the normalization of variable curvature Gabor filters, the symbol ''⊗'' denotes the convolution operator, and j is the number of filters.Ī (x, y) is used in place of I (x, y) because the veins appear as dark curves in the original image. The larger the value of the filter response is, the closer the filter is to the finger vein texture; therefore, this value can be used as the feature value for the corresponding pixel. Due to the limited number of filters, it may occur that the structure of a pixel may lie between two filters, or the vein structure may be bifurcated, which may result in the loss of some structural features based on the maximum response values alone. To overcome this problem, both the maximum and the second largest response values can instead be used as feature values for each pixel. Thus, the maximum response value and the second largest response values of R n d,j are placed in matrices O 1 and O 2 , respectively. These matrices are defined as follows: (12) where O 1 denotes the quantized value of the corresponding filter when θ d and f n simultaneously achieve their best matches with the finger vein image and O 2 represents the quantized value of the corresponding filter when only one of θ d and f n shows the best match. For example, suppose that there are 6 curvatures (degrees of curvature of the filters) in 12 directions. In principle, there should be 72 filters; in fact, however, there are only 66 filters because when the curvature is zero, the filters obtained for directions in the range of [π, 2π] are the same as those obtained for directions in the VOLUME 7, 2019 FIGURE 7. Three-dimensional (3D) diagrams of variable curvature Gabor filters. Fig. 7 in the same order).
FIGURE 8. Two-dimensional (2D) diagrams of variable curvature Gabor filters (corresponding to the three-dimensional (3D) diagrams in
range of [0, π], and therefore, filters with a curvature of zero are not used in the [π, 2π] range. Fig. 9 shows the original gradient orientations and the variable curvature Gabor geometric features of several finger vein images. It can be seen that the finger vein structure cannot be effectively characterized by the original WLD in the presence of severe noise since only vertical and horizontal gradients are used. In contrast, the variable curvature Gabor filters consider the influence of multiple neighboring pixels and the vein curvature and thus can better characterize the line features of a finger vein image. Moreover, since the response values of two variable curvature Gabor filters are used at each pixel, direction and curvature intervals are defined for the vein curve rather than single values, making the results more robust to small ranges of translation and rotation than the results obtained with a single variable curvature Gabor filter would be.
C. WEBER LOCAL DESCRIPTOR WITH VARIABLE CURVATURE GABOR (DCGWLD) FEATURE EXTRACTION
Based on the above analysis, a novel finger vein feature extraction method is proposed based on the variable curvature Gabor Weber local descriptor (DCGWLD) introduced above. For each finger vein sample, an improved differential excitation map ξ and geometric feature maps O 1 and O 2 of the variable curvature Gabor responses are obtained.
The 2D features constructed from ξ and the geometric feature maps can be expressed as follows:
where M denotes the number of quantization intervals for differential excitation, and T denotes the number of variable curvature Gabor filters. In the two-dimensional (2D) feature matrix, each column corresponds to a different variable curvature Gabor filter number t, and each row corresponds to a different differential excitation interval. DCGWLD(m, t) represents the frequency corresponding to differential excitation interval is m and variable curvature Gabor filter number is t. The rows of 2D features {DCGWLD(m, t)} are sequentially concatenated into a 1D feature vector. The pipeline for extracting DCGWLD features in blocks is shown in Fig. 10 . The detailed processing procedure is summarized in Algorithm 1.
V. EXPERIMENTAL ANALYSIS
To verify the effectiveness of the proposed method, experiments were conducted on two different finger vein databases: PolyU [34] and SDUMLA-FV [49] , [50] . The former was constructed by Hong Kong Polytechnic University, and the latter was constructed by MLA Laboratory of Shandong University. The PolyU database contains 3,132 finger images from 156 subjects. The first 2,530 finger images were obtained from 105 subjects in two stages separated by 66.8 days.
In each stage, six image samples per finger were collected from the index and middle fingers of each subject; thus, each of these 105 subjects provided 12 images in each stage. The remaining 51 subjects provided only 612 images in the first stage. In our experiment, only the finger vein images obtained in the first stage, i.e., 6 finger vein images per finger collected from the middle and index fingers of each of the 156 subjects, were used. Since the finger veins differ between different fingers of the same individual, finger vein images collected from different fingers of each individual are considered to belong to different classes; hence, this database contains 312 (156 subjects × 2 fingers) classes, with 6 samples per class.
The SDUMLA-FV database contains 3,816 finger images obtained from 106 subjects; for each subject, 6 fingers were imaged, and 6 image samples were collected for each finger. Therefore, this database contains 636 (106 subjects × 6 fingers) classes, with 6 samples per class. The image samples are shown in Fig. 11 , the first row is the PolyU database and the second row is the SDUMLA-FV database.
A. MATCHING AND RECOGNITION
Usually, the finger vein recognition task requires a quantitative criterion to measure the similarity between two finger vein images. In this section, the normalized correlation coefficient (NCC) scale matching score is employed to measure the similarity between finger vein features. Suppose that A and B are two feature vectors, A = (a 1 , a 2 , . . . , a n ) and B = (b 1 , b 2 , . . . , b n ) . The calculation of NCC be calculated as follows:
where µ A (µ B ) is the mean of the feature vector A(B), σ A (σ B ) is the standard deviation of A(B), and l is the length of the feature vector A or B, and the value of NCC lies between −1 and 1. If the NCC is close to 1, then the two finger vein images may be from the same subject; otherwise, the subjects are likely to be different. Thus, in the experiments reported in the next section, NCC was used to measure the similarity between two images based on their feature vectors. In the verification experiments, all samples were matched in a one-to-one manner, and a threshold was set to determine whether two samples were of the same class. The performance is evaluated using the equal error rate (EER). EER is the value at which the false acceptance rate (FAR) is equal to the false rejection rate (FRR). (5)- (7) and uniformly quantized into M regions. 2: In accordance with formulas (8) and (9) 
Algorithm 1 Feature Extraction Process of DCGWLD

B. PARAMETER TEST
The frequency µ and the number of directions D are important parameters of the variable curvature Gabor filter, which have great influence on the recognition performance.
1) FREQUENCY (µ) TEST
The frequency µ is an important parameter of the variable curvature Gabor filters. To achieve the optimal recognition performance of the proposed (DCGWLD) Weber local descriptor based on variable curvature Gabor filter, we analyzed the effects of different µ values on the recognition performance using the PolyU and SDUMLA-FV databases.
The experimental results are presented in Tables 2 and 3.  As shown in Tables 2 and 3 , the recognition performance can be affected by the frequency parameter µ of the variable curvature Gabor filters when the curvature is fixed. According to the NCC-based recognition approach, the best recognition performance is achieved on both the PolyU and SDUMLA-FV finger vein databases when the value of this parameter is 0.082. Other parameter values may yield either the same EER or the same recognition rate as that achieved with a µ value of 0.082; however, the best values of the EER and the recognition rate cannot be achieved simultaneously with any other µ value. Thus, it can be seen that the parameter selection influences the recognition performance. Moreover, the results show that the proposed method is robust to deformation, blurring, rotation and translation of the finger vein images.
2) DIRECTION NUMBER (D) TEST
The direction number D of the variable curvature Gabor filter can also affect the recognition performance. Therefore, we analyzed the effects of different direction number D on the recognition performance using the PolyU and SDUMLA-FV databases. The experimental results are presented in Table 4 .
As shown in Table 4 , the recognition performance can be affected by the number of directions of the variable curvature Gabor filters. In this experiment, we only test three sets of the number of directions. The reason is that too few directions may cause some details are neglected, thereby affecting the recognition performance; however, too many directions may cause the dimension of feature is too high and time-consuming. It can be seen from Table 4 that the recognition performance achieves the best when the number of direction D is 12.
C. VERIFICATION OF THE IMPROVEMENT EFFECT OF THE DCGWLD METHOD
To evaluate whether the proposed improvements to the original WLD in fact enhance the finger vein recognition performance, we performed six experiments on the PolyU and SDUMLA-FV databases: (1) Using global WLD features. (2) Using block WLD features. Experiments (1) and (2) were performed to compare the recognition performances achieved with global and local features. (3) Using the proposed differential excitation operator. This experiment was performed to validate whether the improved differential excitation operator truly enhances the finger vein recognition performance. (4) Using traditional Gabor orientation filters in place of the original gradient orientation operator. This experiment was performed to validate whether Gabor orientation filters can better characterize the texture structure of an image than the gradient orientation operator of the WLD can. (5) Using the improved differential excitation operator and double Gabor orientation features to perform feature cross-matching. This experiment was performed to validate whether double Gabor orientation features are more stable than a single Gabor orientation feature. (6) Using the improved differential excitation operator and variable curvature Gabor filters. This experiment was performed to validate whether the proposed variable curvature Gabor filters achieve a better filtering ability in combination with differential excitation than traditional Gabor filters do. In both databases, three images per class were treated as training samples, and the other three images in each class were used as the test samples. The experimental results are presented in Tables 5 and 6 .
As shown in Tables 5 and 6 , the improved WLD can effectively enhance the finger vein recognition performance. The results of experiment (1) show that the recognition performance is poor when WLD features are extracted from the entire finger vein image. This is because much detailed information is lost in the extraction of global features, suppressing the differences between heterogeneous finger veins. In experiment (2), each finger vein image was first divided into several blocks, and the WLD features of each block were then extracted. Compared with experiment (1), the recognition rate is significantly improved. In general, local features perform better than global features since local features retain more detailed texture information. Experiment (3) utilized the improved differential excitation operator, resulting in a significant improvement in performance over experiment (2) on the PolyU database. Because the differential excitation operator in the original WLD simply sums the intensity differences between the neighborhood pixels and the centre pixel, different textures cannot be effectively distinguished. By contrast, in our proposed method, directional information is included when calculating the differential excitation, thereby enhancing the differences between different finger veins. However, the EER was reduced and the recognition rate did not improve on the SDUMLA-FV database, possibly because of the low quality of the samples and the smooth local textures, which may have prevented the improved differential excitation operator (in combination with the gradient orientation operator) from extracting features that would be more beneficial for recognition. Because directional information is included when calculating the differential excitation, which enhance the difference between different finger veins, thereby reducing the EER. In experiment (4), traditional Gabor orientation filters were used in place of the gradient direction operator, and improved performance compared with experiment (3) was achieved on the PolyU database. Since the original gradient direction operator considers only vertical and horizontal gradients, it cannot effectively characterize the texture structures of finger vein images. In contrast, the Gabor filters consider the influence of multiple neighboring pixels and thus can better reflect the directional information of the finger veins. However, on the SDUMLA-FV database, the recognition rate decreased when the traditional Gabor orientation filters were employed, possibly because of the low quality of the finger vein samples and the large rotations and displacements, which prevented the traditional Gabor filters from effectively extracting the directional features of the veins. In experiment (5), the improved differential excitation operator and double Gabor orientation features were utilized, and the recognition rate was significantly improved compared with experiments (1), (2) , (3) and (4) on both databases. This improvement can be attributed to two factors: the differential excitation operator that considers directional information can more effectively extract vein direction features, and double Gabor orientation features offer good adaptability to rotation. In experiment (6), the recognition rate was the highest and the EER was the lowest, indicating significantly improved recognition performance compared with experiment (5). This is because the proposed filters simultaneously consider both the direction and curvature of the finger veins and can better match the line features in a finger vein image. In contrast, in experiment (5), only traditional Gabor filters were used to obtain the directional features. These results demonstrate the effectiveness of the proposed WLD based on variable curvature Gabor filters. The ROC curves of Fig. 12 and Fig. 13 also show that the recognition performance of the proposed method is significantly improved compared with the original WLD improved method.
D. GENUINE-IMPOSTOR MATCHING ANALYSIS
Feature matching between homogeneous finger veins is called genuine matching, and feature matching between heterogeneous finger veins is called impostor matching. The performance of an algorithm can be qualitatively evaluated based on the distributions of its genuine and impostor matching scores. Therefore, in order to evaluate the distribution of genuine matching (intra-class) and impostor matching (interclass), the d-index (d-prime) is used to measure the separation degree of the impostor matching scores probability density and the genuine matching scores probability density. The d-index is defined as:
where µ 1 and σ 2 1 are the mean and variance of the genuine matching scores probability density, respectively, and µ 2 and σ 2 2 are the mean and variance of the impostor match score probability density, respectively. The d-prime value reflects the distribution difference between intra-class matching scores and inter-class matching scores. That is, the larger the d-index, the greater the degree of separation between intra-class and inter-class, and the better the recognition performance of the algorithm, therefore, the proposed method is compared with other methods. The experimental results are presented in Table 7 . As shown in Table 7 , the d-prime value of the proposed method is the largest. This indicates that compared with other WLD-based methods, the proposed finger vein recognition method based on variable curvature Gabor filters Weber local descriptor has better recognition performance and can effectively distinguish different classes of finger veins. Fig. 14 and Fig. 15 show the distributions of the genuine and impostor matching scores obtained by using the NCC method for feature matching on the PolyU and SDUMLA-FV databases. It can be found that the distributions of the genuine and impostor matching scores are relatively independent. Besides, there is still a small intersection areas in the distribution due to the translation, deformation, rotation or blurring of the finger vein samples.
E. COMPARISON WITH EXISTING FINGER VEIN RECOGNITION METHODS
In comparative experiment, it is classified into two categories to compare with the proposed method: 1) handcraftedfeature-based methods, 2) deep-feature-based methods. Using the PolyU and SDUMLA-FV finger vein databases, three images per class were used as training samples, and the other three images in each class were used as the test samples. Notably, the methods of calculating the recognition rate differ among these different methods, which may affect the evaluation of the recognition performance; therefore, in these comparative experiments, the EER was the only criterion used to evaluate the performance of the methods.
1) HANDCRAFTED-FEATURE-BASED METHODS
In this subsection, the proposed method is compared with several popular handcrafted-feature-based methods, including the local binary pattern (LBP) [13] , histogram of oriented gradients (HOG) [20] , local ternary pattern (LTP) [55] , local directional pattern (LDP) [19] and local directional number pattern (LDN) [56] methods; several improved WLD methods, including the LWLD [28] , Weber local binary pattern (WLBP) [17] , and double Gabor Weber local descriptor (DGWLD) [57] methods; feature-learning-based methods, such as the DBD [36] and DBC [37] methods. The experimental results are presented in Tables 8 and 9 .
From Tables 8 and 9 , the following observations can be made. (1) The LTP method shows high error rates on both the PolyU and SDUMLA-FV finger vein databases because it considers only the grey values of the pixels and thus is sensitive to illumination variations. (2) The LBP, LDN, HOG and LDP descriptors are widely used local descriptors. Compared with the LTP method, these methods achieve significantly improved recognition performance; however, they still do not achieve the optimal recognition performance. This is because the LDN, HOG, and LDP methods mainly extract edge and gradient information from images, but finger vein images do not contain prominent edge information; thus, the finger vein recognition performance of these methods is limited. (3) The recognition performance of the LWLD, WLBP and DGWLD methods, which are WLD-based methods, is significantly improved compared with that of the local descriptors. The WLBP descriptor employs the LBP descriptor in place of the original gradient orientation operator. Due to the sensitivity of the LBP descriptor to illumination variations, the WLBP recognition results on the PolyU and SDUMLA-FV finger vein databases are limited. In the LWLD method, linear filtering is first performed on the finger vein images, and a Weber line feature histogram is then constructed, effectively improving the recognition performance. In the DGWLD method, the differential excitation operator is improved by incorporating the direction information for each difference component, and double Gabor orientation features are used in place of the original gradient direction operator to perform feature crossmatching, thus also effectively improving the recognition performance. However, only the line features of the images are considered, while the bifurcation and curve information is neglected, resulting in performance degradation. (4) The DBC and DBD methods perform feature extraction based on feature learning. The local features of the finger veins are first extracted and then combined with label information for feature learning; in this way, the discrimination ability is enhanced. However, the local features extracted by these methods are relatively simple and cannot effectively characterize the direction and curvature of finger veins; moreover, the feature learning procedure increases the complexity of the feature extraction process. In contrast, the proposed DCG-WLD method does not require feature learning and achieves superior performance compared to DBC and DBD, with EER values of 0.6410 and 0.7862 on the PolyU and SDUMLA-FV databases, respectively. Fig. 16 and Fig. 17 show the ROC curves for each method based on handcrafted features. They show that the proposed method has better performance for low-quality finger vein image feature extraction. 
2) DEEP-FEATURE-BASED METHODS
In this subsection, the proposed method is compared with several popular deep-feature-based methods based on AlexNet [51] , VggNet [52] , InceptionNet [53] and ResNet [54] . All networks are implemented in Mxnet's Gluon with an NVIDIA GeForce GTX 1080Ti (11GB) GPU. The mini batch size is set to 8 images. The Adam optimizer and the learning rate decay strategy are used to accelerate convergence. Table 10 illustrates the detailed setting for the learning rate parameter.
From Table 11 , it can be observed that the recognition performance based on deep-feature-based methods is not very good. The reason is that in the methods based on convolution neural networks, the training set is small, while the network model is large and the number of parameters is high; therefore, it is easy to produce over-fit, thereby resulting in degraded recognition performance. The experimental results show that in the case of small data sets, the deep-featurebased methods do not exhibit advantages. when no special strategy (e.g.,pre-training, image augmentation, or a specific loss function) is used, the recognition effect is not even as good as the traditional handcrafted feature methods, and the deep-feature-based methods take a long time and require expensive hardware. Fig. 18 and Fig. 19 show the ROC curves for each method based on deep feature to compare their performance.
VI. CONCLUSION
The WLD is a simple and effective local feature descriptor that can overcome the influence of variations in illumination. Based on the texture features of finger vein images, Weber local descriptor with variable curvature Gabor filters (DCGWLD) is proposed in this paper. The proposed variable curvature Gabor filters consider not only orientation information but also curvature information; in this way, the texture structures of finger vein images can be better characterized, and the differences between heterogeneous finger veins can be enhanced. Additionally, the proposed descriptor is more robust to translation and rotation. Experimental results on two finger vein databases (PolyU and SDUMLA-FV) demonstrate the effectiveness of DCGWLD compared with other competitive methods.
Since DCGWLD uses variable curvature Gabor filters, an important question to consider is how to better determine the curvature to make it more suited to the curvature of finger veins. In the future, we will further optimize the curvature for this purpose. Additionally, we plan to consider the features extracted by this algorithm in conjunction with features in the frequency domain to further improve the accuracy of finger vein recognition. 
