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Abstract-In this paper, we study a neural network. In this set, each neuron is characterized 
by its neural potential and its sequence of firings (Dirac sequence distribution). All the neurons 
are connected by continuous links and also Dirac excitation (impulses = firings). With the use of 
a small parameter X, the neural network can be represented by a system of nonlinear differential 
equations. The existence of almost generalized periodical oscillation is established. The set has a 
memory, according to the theory of J.J. Hopfield [l]. 
1. INTRODUCTION AND PHYSIOLOGICAL HYPOTHESIS 
In neural biophysics, the transmission of the information is made by a sequence of firings con- 
sisting of mathematical Dirac distributions. Let E be the neural network including a set of N 
neurons (el , . . . , eN). Following J.J. Hopfield [l], J.P. Changeux, I. Prigogine, and S. Amari [2], 
the evolution in the time of E can be studied, owing to a system of nonlinear differential equa- 
tions of first order, where the ‘Eli, the neural potential of the neurons are the unknowns; ui are 
functions of time and piecewise continuous. Here, each neuron has a periodical firing of period 
Ti; the associated distribution is then 
where si,Ti, and ri are constants, with Ti > ri 1 0, and X a small positive parameter. The 
interaction with the other neurons is given, for the ith neuron excited and the jth exciting, by 
the Dirac 6 distribution. 
Tij, Tj , sij are constant. The sum is made for all n E Z 
1.1. External Excitation 
In nature, phenomena are not exactly periodical, nor perfectly regular in time and not exactly 
equal in size. To give an example coming from the distribution theory applied to a physiological 
problem, we take an exterior excitation of a system of neurons which is an almost periodical 
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sequence of impulses. In the following, we give a definition of this notion. The exterior excitation 
K (light, for example) is a vector of components Ki with 
Ki = c soi,n 6 (t - toi,n) , for all n E Z. 
n 
We set si = j’i + gi + Ki. 
1.2. Mathematical Hypothesis 
We suppose that Ki is an almost regular periodical excitation, satisfying the two conditions: 
(I) Ki E a&,; 
(2) for all K E Z, we have p > to&K - t&K_1 > (Y, where o and /I are two positive numbers. 
t3LP is the dual space of &,, where t3,, is the space of the almost periodical functions, Coo. 
We suppose that the reader is familiar with the definition of almost periodical functions (Bohr 
functions: see the Appendix for more information). 
We have to make a fundamental remark about almost periodical functions, and almost period- 
ical distributions: they have a mean value; if f E f3LP, we design by M(f) the mean value of f. 
Let us design Hi the whole set of hypothesis on the vector S(t - 7) of the Dirac distribution of 
components si. 
2. MATHEMATICAL PROBLEM COMING FROM BIOLOGY 
We study the evolution according to the time of E, by using the system of differential equa- 
tions T where u is a vector of a Euclidian space C. 
F(u, t) is a vector (N, l), and S(t - r) symbolizes the distribution vector of components Si, i = 
I N, ,***, 
$=x(F(u,t)+S(t-r)), 
with hypothesis HI, and hypotheses Hz (i)-(iv). Let us describe the second hypothesis Hz. 
(i) There exists a constant vector (~(crr, . . . , a~), such that in the ball Ix - CYI 5 Ri, F(x,t) 
is C2 (uniformly) for all values of t; RI is a positive constant. 
(ii) F(q t) and its two derivatives are almost periodical functions (Bohr). 
(iii) M(F(q t) + S(t - 7)) = 0. 
(iv) 3 being the value of .7(a, t) = .~(F(cY,~)), th e J acobian matrix of F for x = cr; all the 
real parts of the eigenvalues of ..?(a) are negative. 
Then we have the following result. 
THEOREM I. With the set of hypothesis HI and Hz and for X sufficiently small, the system 
has a solution ue(X, t) belonging to t3LP. ue(X, t) is piecewise continuous. When X tends to 
zero, uo(X, t) tends uniformly to cx. The solution uo(X, t) is asymptoticrtlly stable. For X and R 
sufiently small, the solution uo(X, t) is unique in the ball B(R) : Ix - aI I R < RI. 
PROOF. We shall sketch only the first part of the theorem and we shall comment on it at the 
end of the paper. 
Consider the system S and let us make the following change of unknown X = (II + u. We have 
the new system, 
g=x(F(a)+9(a,t)u+H(u,t)+S6(t-Z))), (I) 
whereg(a, t) is the Jacobian matrix of F(x, t) for the vector x = (Y. Then, we have the differential 
system, where we set .7(a, t) = .7, 
f = X [3u + F(a, t) + S 6(t - 2) + H(u, t)] . (2) 
For convenience we set F(a, t) = 8 and S b(t - 2) = S, where H(u, t) = F(a, u, t) -F(ar, t) -9~. 
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We know that there exists a matrix R (Bohr), almost periodical such that 
By making another change of unknown 
V= (I-XR)u, I identity matrix (N, N). 
We obtain the system 
$=X(1-R) (3u+H+S+6)-X (X3R+3-T)uu, 
and finally we have 
Setting M = R9(Z- AR)-1 and considering the system 
~=X~V+X(I-XR)(B+S), (6) 
we are looking for a solution V = Vi + Vs satisfying the two systems: 
dv 
- = XQVl + X(L9 + S), 
dt 
dvz =A3Vz--X2R(f3+S). 
dt 
We know that for the system 
g=A ($W+F(t)), X > 0 small, 
(3) 
(4 
(5) 
(7) 
(8) 
where 3 is a constant matrix with real parts of its eigenvslues negative. F(t) E t3PP (space of 
Bohr functions which is a subset of CM); there is an almost periodical Bohr solution which is 
given by the formula 
J 
t w=x Y (t - s) F(s) ds, (10) 
--oo 
where Y satisfies $$ = X3 Y, Y(0) = I. 
We also know that if the mean value of F(t) is zero, W(t) tends to zero uniformly with 1x1. In 
our problem, 8 + S belongs to Z3LP and have a zero mean value. In U&,, 8 + S can be approximated 
in I3&, by Bohr functions of &,. Thus, we can assert that the function W of Bb, given by 
J 
t 
w=x $(t - s) F(t) ds, 
-CXJ 
(11) 
its a “generalized almost periodical function” belonging to 23’ pp, piecewise continuous (generally 
continuous in our case). 
8 + S has a mean value equal to zero. The solution Vi E Bw tends then to zero uniformly. 
The same theory can be used for Vz. The mean value of R (0 + S) is not zero, but the coefficient 
of R (0 + S) is X2. Then, Vi + VZ tends uniformly to zero with A. Let us set u = Vi + VZ + Vs, 
with 
dVa=X~Vs+X(I-R)H(Vi+V2+V3,t)-X2M(V1+V2+Vs). 
dt 
(12) 
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We shall prove in a recurrent manner the existence of a solution Vs E 23& VZ,~ is continuous 
and is a Bohr function. We define the recurrent scheme owing to the equation: 
dVs,n = -ha + A(1 - R) H (VI + Vz + V3,n_1,t), -X2 M (v, + v2 + v~,~_~) dt (13) 
and Vs,o = 0, VS,~ E f3bP are given by formula (11). We know that l[Vl +V211 < E(X) < %, for 
small X. 
If we choose the number R such that R < RI, it is clear that if v E B(R), we have IH(v, t)l 5 
K R2 where K is a constant given by the hypothesis HP. For having v E B(R), we know that 
for X sufficiently small, we have IV1 + Val 5 E(X) which can be smaller than R/2. Suppose that 
IV3,,+1l c R/2, then IV1 + VZ + V3+-1 I 5 R. 
Using formula (ll), we have: 
I 
t 
V3,n = x 
-CSJ 
Y(t -s) [(I-XR)H(Vl +V2 +V3,n_l,s) 
-X2M(V1 +Vz+V3,,&]ds, (14) 
and we see that they are two constants A and B such that IV3,nI 5 A (Ed + R2) + XB (E + R); 
choosing 
A(E~+R~)+XB(E+R) < R/2, (15) 
the term V3+ is bounded by R/2. We easily see that the recurrent sequence is convergent. We 
may also prove that this convergence is uniform. The limit V3 satisfies system (13); T has a 
solution UO; the solutions VI and V2 of (7) and (8) are not continuous but belong to a,bP. They 
are piecewise continuous. V3 is continuous but $$ is discontinuous. 
STABILITY. The stability is studied in the same manner as in the continuous case. We set 
V = VO + AV, and we come back to our study [3]. Asymptotic stability is ensured because the 
real parts of the eigenvalues of 9 are negative. I 
3. CONCLUSIONS 
REMARK 1. When X is a small positive parameter, we can include X in the coefficients of T, 
which are then small like in other neurophysiological equations. 
REMARK 2. We first saw that the equations determining the vector (Y can have many solutions: 
But for some (pi, many components aij, aik, ail can be equal to zero. The corresponding 
neurons are not (or not too much) influenced by the other neurons or by the external excitation. 
We can assert that there does not exist a localization of the response if the all values ~XY~K of the 
vector (pi are different of zero. 
We can point out that the study of the equation M(.F(a, t) +S(t - T)) = 0 allows to determine 
the values of Ki where the values of cy( are given. 
REMARK 3. Memory: the situation where all the real parts of the eigenvalues of I are 
negative, gives the asymptotical stability of the state of E. With Hopfield [l], we can assert that 
the system E has a memory. 
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APPENDIX 
DEFINITION. An almost periodical function of one variable f(z), defined for CC E W is said almost 
periodicd if 
(1) 
(2) 
f(z) is continuous; 
for each E > 0, corresponds a number L such that in all the intervals [A, A+ L] there exists 
a number r, such that we have, for all x E W 
If@ + T) - f(x)1 < s* 
This definition implies that f(x) is bounded and uniformly continuous. For all x, when T + 00, 
uniformly tend to a limit M(f), which is independent of x. 
f(x) is a normal function. 
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