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ABSTRACT 
 
Heterogeneity in economic agents has long been one of the major discussion points in both 
theoretical and applied fields of economics. Particularly for regional economists focusing on 
macroeconomic models at the subnational level, it is of foremost importance to take into account 
heterogeneity of agents in regional economic models, generally used for the mid- and long-term 
forecasting and policy evaluation, considering the effects of time-varying socio-economic 
characteristics such as aging population and income inequality on simulations. Despite recent 
methodological advances in econometrics, modelling heterogeneity of agents for smaller regions is 
still a major challenge to overcome mainly due to lack of rich data. This dissertation focuses on (1) 
developing regional econometric models disaggregated by age and income of agents and (2) integrating 
the disaggregated models to existing regional macroeconomic models. Although the most typical 
regional models, econometric/input-output models, are illustrated as the examples of regional macro 
models, it is expected that the proposed integration strategies can be extended without difficulty to 
other modelling framework as well. 
     In Chapter 1, I proposes an extension to the regional econometric input–output model (REIM; 
Conway, 1990; Israilevich et al., 1997) to which a demand system with age and income parameters is 
integrated. The extended model addresses concerns about household heterogeneity that has been 
limited to one representative in the existing REIMs. The initial testing is conducted with a model for 
the Chicago metropolitan area. First, using aggregate expenditure data by income and age groups, 
the almost ideal demand system (AIDS) with group fixed effects is constructed. Next, the estimated 
demand system is linked to the REIM to reflect long-term changes in the age and income 
distribution of households. The long-range simulation from the extended model takes into account 
structural changes in expenditure type stemming from changing demographic composition. The 
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extended model further broadens the scope of impact analysis under various scenarios associated 
with age and income changes.  
     In Chapter 2, drawing on a modified regional econometric input-output model (REIM) for the 
Chicago metropolitan region in which households were disaggregated by age, I provide an 
assessment of the differences generated by consumption of a representative and disaggregated 
households using data at the corresponding level of aggregation. The results reveal that the total 
effects of disaggregation that can be ascribed to population aging vary by a much smaller extent than 
those generated by model specification and data. The disaggregate REIM with heterogeneous 
households by age yields smaller RMSEs than the aggregate REIM with a representative household, 
but a statistical testing suggests that forecasting gains from disaggregation are modest compared to 
the aggregate model.  
     In Chapter 3, I integrate an age-group-specific labor demand model into a regional input-output 
model to evaluate the effects of changes in age structure on a regional economy. The new integrated 
model suggests that ceteris paribus aging population attributes to lowering aggregate economic 
multipliers due to the rapidly growing number of elderly workers who earn less than younger 
workers.  
     For the age-group-specific labor demand model, I find that a static labor demand model 
restricted with theoretical requirements yields empirically coherent wage elasticities of labor demand 
when the recent Census data are used. A Bayesian approach is used for more straightforward 
imposition of regularity conditions. The Bayesian model confirms elastic labor demand for youth 
workers, which is consistent with what past studies find. Comparison with other conventional 
methods suggests that among the regularity conditions that a cost function should satisfy, 
monotonicity and concavity must be checked and addressed particularly in the case where one or 
more factor shares are so small that monotonicity is likely to be violated.  
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CHAPTER 1  
 
The extended econometric input-output model with heterogeneous 
household demand system1 
 
 
1.1 INTRODUCTION 
Personal consumer expenditures account for approximately 70 percent of gross domestic product in 
the US. Yet most economic models persist in aggregating all the household heterogeneity into one 
‘representative’ household sector while, in contrast, industries are often represented by 50 to 500 
different sectors. As limitations of representative-agent-based models have long been recognized, 
heterogeneity in national macroeconomic models has been drawing modelers’ attention. Stoker 
(1993) and Blundell and Stoker (2005) extensively discussed aggregation problems arising from the 
perspective of empirical modeling.2 With an aging population, increasing mobility and widening 
income inequality becoming critical issues in advanced economies, analysis that highlights their 
implications for consumer demand is now regarded as a major priority. One interesting aspect of 
demographic heterogeneity has been age distribution due to increasing awareness of an ageing 
population. Fair and Dominguez (1991) tested the effects of the US age distribution on 
consumption by adding age variables and showed that the models with age structure offer superior 
explanatory power. Dowd et al. (1998) used an interindustry input-output macro model3 to simulate 
the long-term impacts of changes in age composition on the US economy. Similarly, parameter 
                                                          
1  Part of  this chapter is reprinted with permission from “The extended econometric input-output model with 
heterogeneous household demand system” by Kim, Kratena, and Hewings (2015), Economic Systems Research, 27(2), 257-
285. Copyright 2015 by Taylor and Francis 
2 According to the description by Stoker (1993) on the modeling approaches, our paper can be placed under the micro-
macro model, in between the representative agent model and the microsimulation model. 
3 The long-term interindustry forecasting tool (LIFT) developed by INFORUM (Interindustry Forecasting project at the 
University of  Maryland). 
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estimates of age structure were shown to play a significant role in consumer demand studies for 
other countries (Denton et al. (1999) for Canadian provinces; Bardazzi and Barnabani (2001) for 
Italy; Lührmann (2008) for the UK; Erlandsen and Nymoen (2006) for Norway) 
The regional econometric input–output model (REIM; Conway, 1990; Israilevich et al., 1997) is 
one of several alternative economic models that provide a way to extensively examine the long-term 
effects of socio-demographics changes at the regional level. The REIM has its roots in an empirical 
macroeconometric model with an integrated input–output component for subnational economies. 
The combination of dynamic econometric and static input–output approaches offers better 
forecasting accuracy than the traditional structural econometric models and it also allows inter-
industry impact studies with dynamics (Rey, 2000). Based on Conway’s methodology (1990), 
Israilevich et al. (1997) further developed the REIM for the Chicago metropolitan area to evaluate 
the economic impacts with inter-industry spillover reflected through the structure of the input–
output table and also provided an endogenous procedure for updating the input–output structure. 
One of the caveats in the REIM is that household consumption is limited to a representative 
consumer mainly due to the absence of detailed consumer expenditures data at the regional level. 
Thus, the economic effects of changes in household characteristics such as age and income 
distributions have not been captured so far in the current structure of the REIM. 
This paper proposes an extended econometric input–output model for the Chicago region in 
which an aggregate demand system with parameterized household characteristics is augmented. The 
integration procedure is as follows: first, using aggregate consumption data from the 1987-2011 
Consumer Expenditure Survey (CES) and the CPI, we estimate the almost ideal demand system 
(AIDS) with age- or income-group fixed effects. Income and price elasticities for goods or services 
are allowed to vary by age or income groups. Next, an integration procedure is proposed by which 
the demand system is linked to the REIM. In the extended model, distinct spending patterns by 
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cohort 4 are major forces that drive differentiated changes in output, employment and income. 
Simulations reveal that a demographic change (e.g. an aging population) results in compositional 
changes in consumption in the long run, consequently influencing other endogenous variables as 
well.   
Our paper accounts for heterogeneity in terms of income as well as age in the consumer demand 
at the regional level in contrast to the previous models that captured national-level impacts of 
consumption heterogeneity. To the best of our knowledge, this is the first attempt to fully integrate the 
REIM and a demand system that allows heterogeneity in household consumption. Mongelli et al. 
(2010) discussed the integration of the AIDS model within the static input–output framework. Yoon 
and Hewings (2006) attempted to incorporate the results separately obtained from the REIM and a 
demand system. This paper produces superior results in that: 1) a generalized approach to 
endogenizing a demand system within the REIM framework is proposed; 2) the demand systems are 
constructed so that they are not only consistent with aggregate demand theory but also parsimonious 
for empirical estimation.  
This paper proceeds as follows. Section 1.2 describes the structure of the REIM. Section 1.3 
contains a brief introduction to the micro-level AIDS model and the derivation of aggregate demand 
model. Section 1.4 presents the data. Section 1.5 discusses the estimation method and results. 
Section 1.6 describes the procedure of integrating the demand system into the REIM. Section 1.7 
includes the simulation results and Section 1.8 concludes the paper. 
 
                                                          
4 A cohort generally means a group of individuals with time-invariant characteristics (e.g. birth cohort; woman born in 
1970). However, this study defines a cohort as a group of households with common characteristic and “a group” is used 
interchangeably. 
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1.2 THE REGIONAL ECONOMETRIC INPUT–OUTPUT MODEL  
Since its introduction by Israilevich et al. (1997), the regional econometric input–output model for 
the Chicago metropolitan area (CREIM) has been continually maintained and updated by the 
Regional Economics Application Laboratory (REAL). Focusing on subnational regions, the 
methodology in the REIM is based on a macroeconometric modeling framework in which a static 
input–output model and dynamic econometric models are integrated. The CREIM has adopted the 
coupling strategy as a way of integration that “reflect[s] the greatest degree of model closure and extent 
of interaction between the EC [econometric] and IO [input–output] modules” and this approach 
“results in the most comprehensive representation of regional system” compared to the alternative 
methods such as the embedding and linking strategies (Rey, 1998, pp. 6 & 10). The integration offers 
improved forecasting accuracy and inter-industry analysis with dynamics. Characteristics of the 
REIM are described in greater detail in West (1995) and Rey (2000).  
An overview of the REIM is presented in figure 1.1. Exogenous exports and endogenous final 
demand lead to changes in output. Constant-price actual output (a vector of sectoral output, 𝑜𝑖 ’s; o) 
is expressed as a function of constant-price expected output (z) that contains the deterministic 
structure of the base-year input–output table:  
𝐳 = 𝐀𝐀 + 𝐁𝐁 log(𝑜𝑖/𝑧𝑖) = 𝑓𝑖(∙) + 𝜀𝑖 or log(𝑜𝑖) = 𝑓𝑖′(log(zi) ,∙) + 𝜀𝑖′ 
where A is a matrix of technical coefficients; B is a coefficient matrix normalized so that each 
column of final demand component adds up to one; F is a matrix of final demand including 
personal consumption expenditure, investment, government expenditures, exports and imports.5; 𝜀𝑖 
                                                          
5 Since personal consumption expenditure data for the Chicago region are not available, it is assumed that for four 
expenditure types, i.e. auto and parts, other durables, nondurables and services, consumption equations for Chicago and 
the US have identical functional forms. Consumption expenditures on a per capita basis for the US are first estimated 
using personal income as one of  the explanatory variables. Then, consumption expenditures for Chicago are generated 
by inserting local personal income into the estimated equations for the US. 
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and 𝜀𝑖′ are the random disturbances. The functions 𝑓𝑖 and 𝑓𝑖′ for industry i generally contain lagged 
dependent variables and time dummy variables. The elements in the matrices A and B are constant 
since they are based on the base-year input–output table. The stochastic relationship between actual 
and expected output is one of various ways to overcome the often-criticized constancy of technical 
coefficients in the input–output approach: 6  the movement of differences between 𝑜𝑖  and 𝑧𝑖 
represents overall changes in technical coefficients over time while they are identical in the base year 
by construction. Labor productivity defined by output per worker is estimated in the following form:   log(𝑜𝑖/𝑛𝑖) = 𝑔𝑖(∙) + 𝑢𝑖 . 
where the function 𝑔𝑖 usually includes the lagged dependent variable, the national counterpart and 
time dummy variables; 𝑢𝑖 is the random error. Similarly, per capita real income is estimated as: log(𝑦𝑖/𝑛𝑖) = ℎ𝑖(∙) + 𝜈𝑖. 
where ℎ𝑖 has a functional form similar to 𝑔𝑖; 𝜈𝑖 is the random error. 
In the CREIM, total population is determined by endogenous labor demand and exogenous 
national population, accounting for net-migration induced by job opportunities. Then, five age sub-
groups are assumed to follow the national trend of the corresponding groups and the remaining 
group (aged 25-44) is determined as the residual. Population and income (Y) determine final demand 
in turn, completing the feedback loop starting from final demand to output, employment, 
population, income, and again to final demand. To generate forecasts, all of estimated equations are 
numerically solved for endogenous variables using the Gauss-Seidel algorithm.7 Long-term forecasts 
of exogenous variables (i.e. national variables) were provided by the IHS Global Insight. 
                                                          
6 See Klein et al. (1999, pp. 35-39) for other ways to estimate changes in the IO coefficients over time. 
7 See Klein et al.(1999, chapter 5) for the Gauss-Seidel algorithms for nonlinear equations. 
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1.3 THE MODEL   
The almost ideal demand system (AIDS) of Deaton and Muellbauer (1980) has been widely used for 
empirical studies of consumer demand due to its functional form that allows flexibility in income 
elasticity as well as substitutability and complementarity among goods. The AIDS specification is an 
extension to the Working-Leser model (Leser, 1963; Working, 1943) which accounts for the 
relationships between the share value and log of total expenditure. In the remainder of this section, 
starting from the micro-level AIDS model, we show the derivation of aggregate demand equations 
containing the parameters of cohort heterogeneity, which is useful in empirical estimation when only 
macro-level data are available. 
At the household level, the AIDS model defines the budget share for commodity i in household h 
(ℎ = 1, … ,𝐻) as follows: 
𝑤𝑖ℎ = 𝛼𝑖 + � 𝛾𝑖𝑖
𝑖
log𝑝𝑖 + 𝛽𝑖 log �𝑥ℎ/𝑘ℎ𝑃 � (1.1) 
where 𝑝𝑖  is the price of commodity j and 𝑥ℎ  is total expenditure for household h; 𝑘ℎ  is the 
characteristics of household h; 𝑃 is a price index defined by:  log𝑃 = 𝛼0 + ∑ 𝛼𝑘 log 𝑝𝑘 + 12𝑘 ∑ ∑ 𝛾𝑘𝑖𝑖𝑘 log 𝑝𝑘 log𝑝𝑖 . 
If the price index 𝑃 is proportional to a known price index such as the Stone's (1954) price index 𝑃∗, 
i.e. 𝑃∗ ≡ ∏ 𝑝𝑘
𝑤𝑘
𝑘 ≈ 𝜆 𝑃 for a constant 𝜆, Equation (1.1) can be written linearly in parameters, which 
facilitates simpler econometric estimation. The AIDS model satisfies properties of demand 
functions (Deaton and Muellbauer, 1980b) providing: 
Adding up: ∑ 𝛼𝑖 = 1𝑖 ,∑ 𝛾𝑖𝑖 = 0𝑖 ,∑ 𝛽𝑖 = 0𝑖    
Homogeneity: ∑ 𝛾𝑖𝑖 = 0𝑖   (1.2)  
Symmetry: 𝛾𝑖𝑖 = 𝛾𝑖𝑖   
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The parameter 𝑘ℎ represents a measure of effective household size such as the number of family 
members and demographic characteristics of family. With the presence of 𝑘ℎ, it is possible to take 
into account total expenditure adjusted for per-capita level. Equation (1.1) can be rewritten as: 
𝑤𝑖ℎ = 𝛼𝑖 + � 𝛾𝑖𝑖
𝑖
log𝑝𝑖 + 𝛽𝑖 �log �𝑥ℎ/𝑘ℎ?̅?𝑐 � + log �?̅?𝑐𝑃 �� (1.3) 
where ?̅?𝑐 is average total expenditure for cohort c.8 Denote the budget share for good i in cohort c 
by:  
𝑊𝑖
𝑐 ≡
∑ 𝑝𝑖𝑞𝑖ℎℎ∈𝑐
∑ 𝑥ℎℎ∈𝑐
= ∑ 𝑥ℎ𝑤𝑖ℎℎ∈𝑐
∑ 𝑥ℎℎ∈𝑐
= ∑ 𝑥ℎ𝑤𝑖ℎℎ∈𝑐
𝑋𝑐
 
where 𝑐 = 1, … ,𝐶 (≪ 𝐻); 𝑋𝑐 is total expenditure for all households in cohort c; 𝑞𝑖 is the quantity 
of commodity i. Taking average of equation (1.3) over households in the same cohort weighted by 
household-specific total expenditure yield aggregate demand share for cohort c: 
𝑊𝑖
𝑐 = 𝛼𝑖 + � 𝛾𝑖𝑖
𝑖
log𝑝𝑖 + 𝛽𝑖 log �?̅?𝑐𝑃 � + 𝜃𝑖𝑐 (1.4) 
where 
𝜃𝑖
𝑐 = 𝛽𝑖 �∑ 𝑥ℎ𝑋𝑐 log �𝑥ℎ?̅?𝑐�ℎ∈𝑐 − log ��∏ 𝑘ℎ𝑥ℎℎ∈𝑐 �1/𝑋𝑐��. 
The aggregation factor 𝜃𝑖
𝑐 in equation (1.4) contains not only an income inequality measure but also 
average household characteristics of cohort c. The first term inside the square bracket in 𝜃𝑖𝑐 
represents the Theil’s income inequality measure for cohort c, which has a value of zero in the case 
of perfect income equality. The second term is the logarithm of the weighted geometric mean of 
family size in cohort c. Since average family size is likely to be positively correlated with aggregate 
total expenditure, estimation of equation (1.4) omitting 𝜃𝑖
𝑐  produces biased and inconsistent 
estimates.  
                                                          
8 Some examples of  a cohort include households where their heads are in their 30s and households whose income levels 
are in the lowest 20 percent. 
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The aggregate AIDS model estimated using macrodata is subject to aggregation errors unless 
certain restrictions are imposed on income distribution and household characteristics while the two 
parameters can be directly estimated using cross-sectional microdata (Denton and Mountain, 2011). 
For econometric estimation using aggregate time series data, two assumptions are required to 
account for the cohort effects on expenditure type i, 𝜃𝑖𝑐. First, we assume that cohort effects do not 
change over time. This assumption is a variant of partial distributional restrictions on demographic 
characteristics used together with the exact aggregation form (1.4) (Blundell and Stoker, 2005). The 
most significant changes in cohort characteristics will stem from family size.  
Figure 1.2 shows the trends of household characteristics by age of household head and by family 
income in the CES for the US.9 Average family size varies among groups and also features a slight 
variation or very slowly changing trends for the last two and a half decades. This strongly supports 
the assumption of time-invariant cohort effects related to family composition. Thus, prices and total 
expenditure being held constant, the second term in 𝜃𝑖
𝑐  represents average spending patterns of 
good i unique to the cohort in the long-run.10 Next, it is assumed that the income inequality measure 
for each cohort shares a common linear time trend, but has its own intercept.11 It turns out that 
adding the time trend also captures the effects of average household characteristics that show a 
rising (or declining) trend such as the percentage of household heads with college degrees and the 
percentage of female household heads. As Denton et al. (1999) points out, the inclusion of the trend 
variable is suggested in the demand analysis because it captures long-run shifts like taste changes as 
                                                          
9 Family characteristics for the Chicago region are not available in the CES. Thus, we assume that the national family 
characteristics are good approximates for city-level characteristics. 
10 Noticeable differences of long-term average consumption patterns among age or income groups can be also observed 
in figure 1.3. With a limited number of observations (only one observation for each period is available for each cohort), 
it was not possible to estimate time-varying group effects. Instead, we experimented the followings: 1) a model with 
cohort effects and time fixed effects, 2) a model with simplified time-specific cohort effects, in which each period is 
assigned one if expansion or zero if recession. None of the models showed improvement in the BIC than the model 
with constant cohort effects. 
11 Gini coefficient for the US compiled by the Census Bureau shows a rising trend since the mid 1960s. We calculated the 
Theil index for each cohort using the microdata for the US. Estimation results from the model with the Theil index did 
not show much difference compared to the model with common trends. 
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well. Hence, the final system of demand equations contains additional variables for the time trend 
and the cohort fixed effects with the stochastic error terms:12 
𝑊𝑖𝑖
𝑐 = 𝛼𝑖 + 𝛿𝑖𝑡 + � 𝛾𝑖𝑖
𝑖
log𝑝𝑖𝑖 + 𝛽𝑖 log�𝑥𝑖𝑐𝑃𝑖� + 𝜑𝑖𝑐 + 𝜀𝑖𝑖𝑐      (1.5) 
where 𝑖 = 1, … , 𝐼; 𝑐 = 1, … ,𝐶; 𝑡 = 1, … ,𝑇; 𝜑𝑖𝑐 is a fixed effect for cohort c’s expenditure on good i; 
∑ 𝛿𝑖𝑖 = ∑ 𝜑𝑖𝑐𝑖 = 0 for adding up in addition to the constraints in equation (1.2).  
 
1.4 THE DATA13 
1.4.1 The Consumer Expenditure Survey 
Aggregate household expenditures in the Chicago region 14  are obtained from the 1987-2011 
Consumer Expenditure Survey (CES) by the Bureau of Labor Statistics (BLS). The CES defines 
consumer units as households representing the US civilian noninstitutional population. Nearly 80 
percent of 7,000 households remain in the sample for five successive quarters and then are replaced 
with new households after the fifth interview (i.e. a rotating panel). Each household is randomly 
drawn to represent 10,000 households in the US. The resulting expenditure data are used to 
compute the weights in the Consumer Price Index (CPI). 
Seven broadly defined categories are used for demand analysis: (1) food and beverages, (2) 
nondurables and services for housing, (3) durables for housing, (4) durables for transportation, (5) 
nondurables and services for transportation, (6) health care, and (7) miscellaneous goods and 
services. A detailed list of goods and services covered in the CES is provided in table 1.1. The 
                                                          
12 Bar notation on total expenditure is dropped for convenience. In reality, each cohort might face different aggregate 
prices due to weighting: for example, the young consumes more meat (or less vegetable) than the old does, which leads 
to differences in aggregate prices (say foods) that each group faces. In this case, 𝑝𝑖𝑖 and 𝑃𝑖 in the equation (1.5) can be 
replaced with 𝑝𝑖𝑖𝑐  and 𝑃𝑖𝑐 . 
13 Major features of  the Consumer Expenditure Survey described in this section draws partly on the BLS Handbook of  
Methods (1997, chapter 16). 
14 The Chicago region in the CES covers 14 counties: Cook, DeKalb, Du Page, Grundy, Kane, Kankakee, Kendall, Lake, 
McHenry, Will (IL); Lake, Porter, Newton (IN); Kenosha (WI). Meanwhile, the CREIM defines the Chicago region as 
seven counties in Illinois: Cook, Du Page, Kane, Kendall, Lake, McHenry and Will.  
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national CES contains average annual expenditures by income and age groups: quintiles of income 
(from the lowest 20 percent to the highest 20 percent) and seven age groups (under 25, 25-34, 35-44, 
45-54, 55-64, 65-74, and over 75). The BLS releases only average expenditure of all consumer units 
in the Chicago region, thus expenditures by age or income groups require estimation on the basis of 
available national data: first, by assuming that the shape of the joint distributions for age (or income) 
and total expenditure in the US and Chicago are identical, it is possible to generate total expenditures 
for each income and age cohort in Chicago. Next, it is assumed that consumption patterns (i.e. 
budget shares) in the US and Chicago within the same age (income) cohort are identical.  
Since expenditure data in the CES exist only in dollar amounts (i.e. quantity times unit price), 
additional price measures are necessary for demand analysis. Price data are obtained from annual 
CPI for all urban consumers (CPI-U) in the Chicago-Gary-Kenosha area. As shown in table 1.1, the 
categories in the CPI are matched as closely as possible with the CES at the most detailed level of 
classification, and then are aggregated to higher levels using annual expenditures amounts as weights. 
For the items where the CPIs for the Chicago area are not available, the corresponding indices for 
the US are used instead. The CPIs for education and recreation are available since 1992 and the CPI 
for vehicle purchases is available since 1998 while the Personal Consumption Expenditures (PCE) 
prices in the US national accounts for these items are available since 1987. We estimated an ARIMA 
model for each CPI with the corresponding PCE price as an explanatory variable and used the 
model to back-calculate earlier prices. 
Figure 1.3 shows the age- and income-specific spending patterns in the US over 1987-2011 with 
the dollar amount of total expenditures in 2011 on the far right-hand side of the graphs. Families 
with older heads tend to allocate more budget relatevely to health care and other goods and services, 
less to apparel, transportation, and entertainment. Low income families tend to spend relatevely 
more on housing (mostly rent) and foods. Budget allocation to entertainment and personal insurance 
 11 
 
and pension rise as family income increases. Total expenditures in 2011 across age group show a 
hump-shaped curve to peak at the 45-54 age group. Obviously, total expenditure increases as 
income increases, but with a large jump between the highest and the second highest income groups. 
These findings suggest that it is essential for consumption analysis to take into account heterogeneity 
of households in each group. 
 
1.4.2 Classification Match between the CES and the CREIM 
Private consumption in the CREIM is classified into 47 aggregate types of products as shown in 
table 1.2. Its classification is based on the categories of the 2009 input–output table for the Chicago 
region. The 2009 input–output table for the Chicago region was provided from IMPLAN Group 
(formerly MIG Inc.). The original IO table is based on the 6-digit North American Industry 
Classification System (NAICS).15 On the contrary, the reclassified CES for demand system has seven 
types of consumer expenditure goods and services aggregated from 21 categories. Since the 
estimated demand system using the CES data is to be integrated to the CREIM, the integration 
requires a bridge matrix linking the classications between the CES and the CREIM. Before 
considering direct conversion between the two systems, it is worth noting the fact that the PCE in 
the National Income and Product Accounts (NIPA) are compiled separately by two standards: by 
type of products (NIPA table 2.4.5) and by function (NIPA table 2.5.5). If a bridge matrix 
connecting the two criteria is available, it would be possible to relate consumer expenditures in 
purchasers’ prices (by function) to production in producers’ prices (by type of products). For 
example, consumers’ new car purchases are translated by the bridge matrix into car manufacturing, 
wholesale and retail trade (trade margin), truck, air or rail transportation (transportation margin). 
Note that expenditures in the CES are recorded from a consumer perspective while those in the 
                                                          
15 See MIG Inc.(2002) for more details on the construction of  IO tables by IMPLAN. 
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CREIM are from a supplier perspective. Hence, the PCE bridge matrix can be used as an 
intermediate link between the classifications in the CES and the CREIM. The 110ⅹ83 US PCE 
bridge matrix for 2010, which relates 110 products to 83 consumption types, was provided by the 
INFORUM (Interindustry Forecasting project at the University of Maryland). 
Matching between the CREIM and the CES proceeds as follows. First, the PCE by function is 
matched with the CES category. Similarly the PCE by type of products is matched with the CREIM 
classification. Next, the 110×83 PCE bridge matrix16 is reduced to 47×7 to be used for linking the 
classifications between the CREIM and the CES. Finally, a coefficient matrix is generated by 
dividing each element by its column sum so that the (i,j)th element represents the fraction of a dollar 
demanded for the production of good i in the CREIM when one dollar is spent on good j in the 
CES. By assuming the constancy of the coefficient matrix, one can convert seven expenditure types 
in the CES to 47 sectors in the CREIM during the whole sample period and the forecast period. 
 
1.5 ESTIMATION OF DEMAND SYSTEM 
1.5.1 Seemingly Unrelated Regression with Fixed Effects 
In matrix notation where timeseries for all cohorts given good i are stacked vertically, equation (1.5) 
can be written as: 
𝐰𝐢    =       𝐗      𝚷𝐢       +      𝐃     𝚽𝐢       +       𝛆𝐢 
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16 Since we focus on a smaller region than a country, the following rows and columns in the PCE bridge matrix are 
discarded: (row) noncomparable imports/scrap, used and secondhand/rest of  the world adjustment to final uses; 
(column) Americans’ travel abroad/foreigners' spending in the US/final consumption expenditures of  nonprofits. 
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where 𝑖 = 1, … , 𝐼; 𝟏𝐓 is a T×1 vector of ones; 𝐃 is a matrix of dummy variables where the first 
cohort is the base; 𝐰𝐢𝐜 is a T×1 vector of good i’s budget shares for cohort c; 𝐗𝐜 is a T×(I+3) matrix 
of column vectors for ones, time, prices and deflated total expenditures for cohort c; 𝛆𝐢𝐜 is a T×1 
vector of random errors for cohort c. For the disturbances contemporaneously correlated across 
commodities given cohort (i.e. 𝐸[𝜀𝑖𝑖𝑐 𝜀𝑖𝑠𝑐 ] = 𝜎𝑖𝑖  if 𝑡 = 𝑠 and 0 otherwise), the seemingly unrelated 
regression (SUR; Zellner, 1962) is the standard method of estimation for a set of demand equations. 
In the SUR, it is straightforward to impose cross-restrictions such as symmetry. A system of demand 
equations for all goods and services is written as: 
𝐖 = (𝐈𝐈⨂𝐗)𝚷 + (𝐈𝐈⨂𝐃)𝚽 + 𝛆 (1.6) 
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where 𝐈𝐈 is an identity matrix of order of I; 𝐸(𝛆) = 𝟎. The vector of errors in equation (1.6) is 
assumed to have the following variance-covariance matrix: 
𝐸(𝛆𝛆′) = 𝛀 = �𝜎𝟏𝟏𝐈𝐂𝐓 𝜎𝟏𝟐𝐈𝐂𝐓 ⋯ 𝜎𝟏𝟏𝐈𝐂𝐓𝜎𝟐𝟏𝐈𝐂𝐓 𝜎𝟐𝟐𝐈𝐂𝐓 ⋯ 𝜎𝟐𝟏𝐈𝐂𝐓⋮ ⋮ ⋱ ⋮
𝜎𝟏𝟏𝐈𝐂𝐓 𝜎𝟏𝟐𝐈𝐂𝐓 ⋯ 𝜎𝑖𝑖𝐈𝐂𝐓
� = �𝜎𝟏𝟏 𝜎𝟏𝟐 ⋯ 𝜎𝟏𝟏𝜎𝟐𝟏 𝜎𝟐𝟐 ⋯ 𝜎𝟐𝟏⋮ ⋮ ⋱ ⋮
𝜎𝟏𝟏 𝜎𝟏𝟐 ⋯ 𝜎𝟏𝟏
�⨂𝐈𝐂𝐓 = 𝚺𝐈⨂𝐈𝐂𝐓 
When 𝛀 is unknown, the feasible generalized least squares (FGLS) estimator is given by: 
𝛈𝐁𝐅𝐅𝐅  = �𝐌′𝛀�−𝟏𝐌�−𝟏𝐌′𝛀�−𝟏𝐖   
where 𝛈 = [𝚷 ⋮  𝛉]′;𝐌 = [𝐈𝐈⨂𝐗  ⋮  𝐈𝐈⨂𝐃]; 𝛀�  is a consistent estimator of the variance-covariance 
matrix. 
When identical explanatory variables are present in each equation, the FGLS estimation of the 
full system is identical to the equation-by-equation OLS estimation (Zellner, 1962). For the AIDS 
model, one of the equations must be dropped for estimation because the additivity implies the sum 
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of errors across equations to be zero, which creates the singularity problem of covariance matrix of 
errors.17 Parameters in the omitted equation are estimated by using the linear relationship among 
parameters across equations accounting for imposed additivity and homogeneity. Iterated FGLS, 
which is equivalent to ML estimation under the normal errors (Oberhofer and Kmenta, 1974) was 
used because the resulting estimates are invariant to the choice of the omitted equation.18  
 
1.5.2 Estimation Results 
The AIDS estimates for age and income groups with homogeneity and symmetry constraints are 
reported in table 1.3. 19  A priori value was assigned to 𝛼0  following (Deaton and Muellbauer, 
1980a).20 Dummy variables for groups are included in each equation. Group fixed effects are shown 
to be highly significant (not reported due to limited space) suggesting that heterogeneity among 
groups are modeled properly through dummy variables. With a few exceptions, signs and 
magnitudes of the coefficients for age and income groups show similar patterns. Similarity in 
parameters between age and income groups is in line with our expectations because the same 
sampling units are grouped by either age or income. Furthermore, these results support the 
assumption that the parameters on prices and total expenditure are assumed to be identical across 
individual households. Trends measuring income inequality in aggregate demand are significant in 
                                                          
17 By construction, 𝜺𝒊’s are linearly dependent since ∑ 𝜺𝒊 = 𝟎𝑖  or 𝜺′𝟏 = 𝟎. Singularity of  the covariance matrix follows 
from the fact that E(𝜺𝜺′𝟏) = 𝜴𝟏 = 𝟎 (Greene, 2003; chapter 14). 
18 The command NLSUR in STATA was used for estimation. 
19 The test results for homogeneity and symmetry are also presented in table 1.3. Only one (two) equation(s) in the age-
group (income-group) estimation satisfy homogeneity. The failure of  homogeneity is not uncommon in empirical 
demand studies, as Deaton and Muellbauer (1980a) point out. Symmetry, however, is shown to be better conformed than 
homogeneity. It is also worth noting that although the estimated time trend is linear, i.e. quadratic or higher-order trend is 
not statistically significant, the combination of  changes in the number of  households by age and differences in profile of  
expenditure allocations are likely to lead to non-linear change (especially by sector) in consumption in the long-term 
forecasting. 
20 𝛼0 is the minimum cost of  living when prices are unitary at the base year. It was determined in prior to be a number 
just below the lowest value of  log of  total expenditures for all groups in 2009, which is 10.  
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food, housing and transportation. For health care in the age-group AIDS model, none of the 
explanatory variables but cohort fixed effects seems to influence the budget share.  
Figure 1.4 illustrates the estimates of (a) own-price elasticities and (b) total expenditure 
elasticities. Calculations of the elasticities are based on the formula in Green and Alston (1990). 
Elasticity estimates are in line with our expectations: all of the own-price elasticities show negative 
signs and total expenditure elasticities are distributed just below or above one. In the age-group 
model, food, housing and transportation are classified as necessities (i.e. total expenditure elasticities 
are less than one) while housing and transportation are classified as necessities in the income-group 
model. Food is shown to be the most price-inelastic item in the age-group model and this finding is 
consistent with the results in Taylor and Houthakker (2010; chapter 7) where the AIDS models were 
estimated using the 1996 CES microdata for the US. Note that except for the group-specific fixed 
effects, consumption behaviors, i.e. the responsiveness to prices and total expenditure, are assumed 
to be the same across groups, and thus the intra-group differences in the estimated elasticities are 
attributed to the variations in the budget shares among cohorts.  
It is worth noting one of the important issues associated with the empirical application of the 
AIDS model, especially in the long-run analysis with a large number of expenditure types. In the 
AIDS model, additivity in the shares equations, i.e. ∑ 𝛽𝑖𝑖 = 0, eventually results in negative 𝛽’s in 
one or more equations. Thus, if real income continues to rise, the predicted shares in the equations 
with negative 𝛽’s will at some point start to deviate from the [0,1] interval. This regularity problem is 
more likely to occur in a long-term simulation where real income exhibits upward trend. Items 
accounting for very small shares (i.e. close to 0) of total expenditure and those with very large shares 
(i.e. close to 1) will suffer from this problem sooner than those with medium shares. For that reason, 
a number of empirical studies on demand systems have adopted alternative demand systems that 
circumvent the regularity problem by directly deriving a conformable functional form of demand 
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equations, or that have improved regularity by modifying preferences on which the derivation of 
demand is based. Bardazzi and Barnabani (2001), for example, addressed the regularity problem by 
employing the perhaps adequate demand system (PADS) of Almon (1996), an extension to his 
earlier work (Almon, 1979). Other competing models that improved regularity include the modified 
AIDS (MAIDS) of Cooper and McLaren (1992), the implicitly additive demand system (AIDADS) 
of Rimmer and Powell (1996) and the dynamic MAIDS of Kratena et al. (2004).  
Taking into account these results from the literature and being aware that the regularity may not 
be satisfied under different settings in our model, we carefully examined the AIDS model used in 
this paper and found that it does not show signs of the regularity problem during the simulation 
periods (2012-2040) for the following reasons: for example, among the items with negative 
coefficients on real income in the age-group model, housing and food account for shares large 
enough not to stray outside the [0,1] interval even in the long-term simulation. For transportation, 
the marginal negative effect of real income increase is near zero. Furthermore, the price variables 
(nondurables and services) for these items, whose coefficients on the own-prices are significantly 
positive, are forecast to rise nearly as fast as real income does or at faster rates so that the negative 
effects of a real income increase are canceled out or even dominated by the positive effects of a 
price rise. 
 
1.6 INTEGRATING THE DEMAND SYSTEM INTO THE REIM 
Integrating the demand system into the CREIM requires additional linkages and blocks. The 
proposed procedure is intended to make full use of the results from the CREIM without altering its 
main structure. Figure 1.5 shows a schematic diagram of the extended model where additional 
features can be found in the lower area. 
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A combination of personal income21 endogenously determined in the CREIM, prices established 
in the national market, and the cohort fixed effects generates average budget shares for households 
in each cohort via the separately estimated demand system for the five nondurable goods and 
services. Since the levels of consumption in the demand system are on a per-household basis, the 
equations for the number of cohort must be available in order to derive total consumption. The 
numbers of households by age or income groups are estimated using the relationship between 
population (determined in the CREIM) and the number of households during the sample period. 
Then, group-specific total consumption is calculated simply by multiplying the group-specific 
average consumption level by the total number of households in the group. As the resulting 
consumption estimates follow the CES classification, it is necessary to convert them to the CREIM 
classification. The bridge matrix comes into play for the conversion, resulting in 47. The new 
consumption estimates by the CREIM sector entail re-estimation of actual output (𝐱) equations as 
well as re-calculation of expected output (𝐳). Further details are described below using the circled 
numbers as references between the diagram and the explanations. 
① Linkage between personal income and total expenditure  
For each cohort, a linear Engel curve is estimated on a per-household basis: it expresses the real total 
expenditure for a cohort as a function of real personal income, which is determined in the CREIM 
and thus is common for all cohorts, and a lagged dependent variable:  
log(𝑥𝑖𝑐
𝑃𝑖
) = 𝜉0𝑐 + 𝜉1𝑐 log(𝑦𝑖𝐻𝑖) + 𝜉2𝑐 log(𝑥𝑖−1𝑐𝑃𝑖−1) + 𝑒1𝑖𝑐  
where 𝑥𝑖𝑐 is average total expenditure for cohort c in current dollars; 𝑃𝑖 is the translog price index in 
the AIDS model; 𝑦𝑖 is total personal income in constant dollars determined in the CREIM; 𝐻𝑖 is the 
total number of households in cohort c; 𝑒1𝑖𝑐  is the error term. 𝜉1𝑐  and 𝜉2𝑐  can be interpreted as 
                                                          
21 Personal income comprises total earnings by place of  work, dividends, interest, and rent, adjustment for residence, 
personal current transfer receipt less contribution for government social insurance. 
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propensity to consume and habit formation in consumption, respectively, by cohort in a rather loose 
sense because average income is based on all groups of households, not on a specific group. 
Estimated equations for total expenditure by age and income groups are presented in table 1.4. 
Personal income and a lagged dependent variable seem to explain total expenditure by group 
relatively well in that the coefficients of determination range 0.41-0.85 for age cohorts and 0.40-0.71 
for income cohorts. LM tests show that the estimated equations for all groups but the lowest 20 
percent income group are free of the first-order autocorrelation in the residuals. 
② Demand system block 
Given the prices and the real total expenditure determined in the Engel curve above, the estimated 
AIDS model for nondurables and services (provided in table 1.3) determines the budget share of 
expenditure type i for cohort c as:  
𝑊𝑖𝑖
𝑐 = 𝛼𝑖 + 𝛿𝑖𝑡 + � 𝛾𝑖𝑖
𝑖
log𝑝𝑖𝑖 + 𝛽𝑖 log�𝑥𝑖𝑐𝑃𝑖� + 𝜑𝑖𝑐 
For simulation purposes, 𝑝𝑖𝑖’s outside the sample period are forecast by a simple ARIMA model 
using national price forecasts for total expenditure, durables, nondurables, services, or gasoline as 
explanatory variables.  
③ Linkage between population and the number of households  
For age cohorts, the CREIM has four groups of population (18-24, 25-44, 45-64 and over 65) that 
can be matched with the seven groups of households (under 25, 25-34, 35-44, 45-54, 55-64, 65-75 
and over 75) in the demand estimation (one-to-many matching). We expect the ratios of population 
to the number of households to be stationary, moving within the range of two to five. A log-ratio 
equation for a cohort is estimated as follows:  
log(𝑃𝑃𝑃𝑖𝑐′
𝐻𝑖
𝑐 ) = 𝜋0𝑐 + 𝜋1𝑐 log(𝑃𝑃𝑃𝑖−1𝑐′𝐻𝑖−1𝑐 ) + 𝑒2𝑖𝑐  
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where 𝑃𝑃𝑃𝑖𝑐
′ is the population for cohort 𝑐′; 𝐻𝑖𝑐 is the number of households for cohort 𝑐; 𝑒2𝑖𝑐  is 
the error term. The estimated equation is rearranged to isolate the current number of households on 
the left-hand side. 
For income cohorts, the demand equation represents consumption patterns of households 
within an income quintile. Thus, once an equation for total number of households is established, 
each income cohort simply has one fifth of the total number of households. We employ an identical 
functional form just for the log-ratio of total population and total number of households. Table 1.5 
presents the estimation results for the log-ratios of population to the number of households. 
Equations by age group are presented in column (1)-(7) and the ratio of totals is given in column (8). 
Adjusted R-squares of 0.34-0.80 imply that the proposed AR(1) form adequately captures the short-
term movements of the ratios.  
④ Determination of consumption in the CES  
Real consumption of a good i is obtained by summing over cohort deflated expenditure on type i for 
all households in cohort c: 
𝐶𝑖𝑖
𝐶𝐶𝐶 = � (𝐶𝑖𝑖𝑐 /𝑝𝑖𝑖)𝐻𝑖𝑐 
𝑐
 
where 𝑖 = 1,⋯ , 5 ; 𝐶𝑖𝑖𝑐 = 𝑥𝑖𝑐  𝑊𝑖𝑖𝑐 . Similarly, summation over expenditure type yields real 
consumption by all households in cohort c.  
⑤ Bridge matrix: conversion to consumption in the REIM  
Note that all consumption expenditures so far include only nondurables goods and services in the 
CES. The existing CREIM estimates of nondurables and services are replaced with the estimates 
from the demand system based on the CES while the estimates of durables goods in the CREIM are 
preserved. Conversion to real consumption of sector i in the CREIM is accomplished via the bridge 
matrix: 
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𝐶𝑖𝑖
𝐶𝐶𝐶𝑖𝐶 = (𝑏𝑖1𝐶1𝑖𝐶𝐶𝐶 + ⋯+ 𝑏𝑖5𝐶5𝑖𝐶𝐶𝐶) + (𝑏𝑖6𝐷𝑖1 + 𝑏𝑖7𝐷𝑖2) 
where 𝑖 = 1,⋯ , 47; 𝑏𝑖𝑖 is the (i,j)th element of the 47×7 coefficient matrix described in Section 4.2; 
𝐷𝑖
1 and 𝐷𝑖2 are auto & parts and other durables determined in the CREIM. 
⑥ Re-estimation of actual and expected outputs  
Expected output, a linear combination of actual output and final demand components, needs to be 
updated due to newly generated estimates of consumption by sector. Accordingly, the existing 
equations relating actual output to expected output are re-estimated.     
 
1.7 SIMULATIONS 
1.7.1 Baseline 
The long-range forecasts for the next 30 years or so, 2012-2040, are generated by numerically 
solving the system of non-linear equations. The data are based on the observations over 1987-2011 
in the CES in addition to the 1969-2011 observations for final demand, output, income, 
employment and population in the CREIM. The baseline solutions for select variables in the age-
group model are presented in table 1.6. Outlook for household expenditure shares by age group is 
plotted in Figure 1.7a-e. Except for consumption shares by income, the baselines solutions from the 
income-group model are not provided in table 1.6. since the long-term forecasts in the income-
group model do not differ much from those in the age-group model.   
     Note that thses determistic simulations assume no uncertainties in the system of estimated 
equations and thus produce only a single solution for each endogenous variable. On the other hand, 
stochastic simulations are useful to capture ex ante forecast errors embedded in the disturbances, which 
can be represented in the form of confidence interval. 22  In practice, uncertainties from the 
                                                          
22 Additional sources of  forecast errors include uncertainties in (1) the coefficient estimates and (2) the forecasts of  
exogenous variable, and (3) the misspecification of  the model (Fair, 1980). Obviously, the confidence interval widens as 
more sources of  forecast errors are incorporated in the simulations. 
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disturbances are measured by adding to the estimated equations random numbers drawn from the 
Gaussian distribution with the sample mean and variance of the residuals before solving the system 
(Klein et al., 1999; chapter 5). Figure 1.6 depicts the forecast levels and growth rates of major 
endogenous variables illustrated with the 95 percent confidence bands obtained from 500 
replications of stochastic simulations. 
Real income is forecast to grow at an annual rate of two percent over the next 30 years. 
Consumption of nondurables and services show a similar growth path during the same periods 
because personal income is a major determinant of spending in the consumer demand. Note, 
however, that the speed of consumption growth is forecast to slow over time with a growing aging 
population. In the extended CREIM, structural changes in consumption patterns stem mainly from 
changing demographic composition. Figure 1.7f depicts the outlook for the number of household by 
age of family heads in the Chicago region. As baby boomers age, the number of households with 
family heads aged 65 and above is expected to grow more rapidly than any other age groups. Elderly 
households (aged 65 and over) are forecast to reach 1.5 million households, comprising 
approximately 30 percent of total households by 2040, up from 20 percent in 2011. As a result, their 
contribution to consumption growth is expected to continue to rise as well: the consumption share 
of elderly families is expected to rise to 23 percent by 2040 from 17 percent in 2011. In contrast, the 
consumption share of the 45-64 age group is forecast to decline to 34 percent by 2040 from 43 
percent in 2011.  
Historically, households with elderly heads have been likely to allocate more budget to housing 
and health care than other age groups, as shown in figure 1.3. If this is the case in the future, total 
expenditures on housing and health care are expected to increasingly take up larger portion of total 
consumption as the group aged 65 and over is expected to be the fastest-growing segment of the 
population. The long-term forecast shows that the consumption of housing rises to 39 percent by 
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2040 from 35 percent in 2011. However, it is not in line with our expectations that the consumption 
share of health care shows a declining trend. It is because real expenditure on housing increases 
more rapidly than that on health care even if real consumption of heath care in level does increase. 
Additionally, the price of services used to deflate health care spending during the forecasting periods 
are assumed to rise at a faster rate than the deflators for other expenditure types. Unlike age cohorts, 
income groups show only the slightest variation over time in consumption shares since each group 
represents exactly 20 percent of total households at any point in time. Though baseline solutions 
from the income-group model do not provide much insights, it proves to be more useful in the next 
section where the effects of migration are analyzed. 
     Additionally, as an attempt to evaluate the effects of introducing heterogeneous households in 
the simulation, we compare the new baseline with the baseline in a model where the age distribution 
does not change from the last observed year 2011 on. Figure 1.8 presents the trends during the 
simulation periods in the ratios of consumption in the age-group model against consumption in the 
fixed-age structure model by age group and by expenditure type. Although the total consumption 
differences between the two models do not appear to be very large (the range of the ratio is between 
0.976 and 1), a clear distinction can be made in the distributional differences in consumption by age 
group and by expenditure type. Also note that the magnitude of differences becomes increasingly 
noticeable over time.  The growing elderly population, reflected only in the age-group model, 
accounts for the upward trends of the ratios especially when it comes to health care expenditures as 
well as total consumption by those aged 65 and over. Accordingly, it can be argued that the model 
with a constant age structure underestimates the effects of population ageing, particularly in heath 
care, and the size of bias is growing over time. 
 
1.7.2 Scenario analysis: the effects of  inmigration 
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The Chicago region includes the most populous counties in Illinois, accounting for approximately 70 
percent of total population in the state, and shows highly active migration flows. According to the 
2006-2010 5-year American Community Survey (ACS), the Chicago region had a net annual out-
migration of 100,546 residents on average during 2006-2010: 175,170 in-migrants and 275,716 out-
migrants. The total number of people who moved in or out of the Chicago region in a single year 
accounts for more than five percent of total population in the region. In the extended CREIM, 
various scenarios can be simulated by altering the distributions of age or incomes groups, which was 
not possible in the existing CREIM due to the assumption of homogeneous households. The 
extended model provides a useful analytical tool to evaluate the effects of migration of households 
whose main characteristics differ by age or income. 
Inflows of households initially stimulate local consumption. Then, output rises, and increases in 
employment and income follow. The positive income shock induces additional consumption. Total 
impacts of inmigration on local economy encompasses direct (immediate changes due to the 
population inflow), indirect (supplier-induced), and induced (income-induced) impacts. Table 1.7 
presents the impacts in the hypothetical cases where 1,000 households under the same age or 
income group move in to the Chicago region in 2015.  Note that economic impacts are initiated by 
consumption and thus the changes in labor supply and labor income directly associated with the 
inflows are not taken into account in the extended model. For example, the inflow of the 45-55 age 
group increased by 1,000 households induces $83 million of consumption, $113 million of output, 
$27 million of income, and 587 jobs in the Chicago region. The inflow of the youngest households 
(under 25) by the same amount makes an impact less than half the size of the total impacts 
generated by the 45-55 age group. As for income group, suppose an inmigration of 1,000 
households whose income level income corresponds to the highest 20 percent in the income 
distribution of Chicago residents. The inflow generates $139 million of consumption, $192 million 
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of output, $47 million of income, and 1,007 jobs. The total impacts of inflows of the lowest-income 
group are less than one fourth of the total impacts generated by the wealthiest group.  
Since each cohort shows a unique spending pattern, inflows of households in different cohorts 
generate compositional differences in expenditure types. For age-group impacts, there is no 
significant difference in total impacts of inflows between the youngest group ($35.8 million) and the 
eldest group ($38.2 million), but each group shows noticeable difference in impacts on each 
expenditure categories. Consequently, there would be different outcomes on production and labor 
demand sector by sector. Especially, the contrast of spending on health care and food is worth 
noting: health care spending increases by $1.2 million (three percent of total impact on consumption) 
due to the youngest inmigrants as opposed to $5.3 million (14 percent) due to the eldest inmigrants. 
The inflow of under-25 group leads to an increase in local food consumption by $6.2 million (17 
percent) while the inflow of the over-75 group results in additional spending of $5.5 million (14 
percent). For income groups, if the lowest-income group moves in to Chicago, 41 percent of the 
total impact on consumption is concentrated on housing, compared to 34 percent for the highest 
income group. Inflow of the highest income group stimulates spending on miscellaneous goods and 
services, accounting for 39 percent of the total impact on consumption, compared to 25 percent for 
the lowest income group.  
 
1.8 CONCLUSIONS 
Since its initial applications to a number of regions including the state of Washington (Conway, 1990) 
and the Chicago region (Israilevich et al., 1997), the regional econometric input–output model has 
proven its usefulness for forecasting and impact study. Due to lack of regional data, however, the 
representative-household restriction has limited the scope of consumption analysis in the REIM. 
This paper proposes an extended REIM for the Chicago region that integrates the existing REIM 
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and the demand system that allows household heterogeneity by utilizing actual household 
expenditure survey information. The integration requires estimation of a demand system and a 
bridge matrix converting the estimated consumption demand to the classification in the existing 
REIM. The proposed approach will benefit regional modelers in that integration procedure can be 
applied without difficulty to any regional econometric model with a similar structure. Furthermore, 
with the modeled structure of inter-regional spillovers, it is possible to extend its application to 
multi-regional models.  
The long-range simulation in the extended model suggests that structural changes in expenditure 
type stem from demographic composition changes. As population ages, the contribution to 
consumption growth by elderly households is expected to continue to grow. As a result, the goods 
and services consumed by the elderly group increase their market size. With the aid of an augmented 
demand system, the extended REIM enables us to evaluate economic impacts of various scenarios 
associated with demographic changes. For example, experiments on inmigration of households in 
each cohort show that the affected sectors vary by cohort characteristics even though the total 
impacts might not be so different. These types of simulation exercises can help regional policy 
makers analyze the long-term consequences of regional policies regarding economic development, 
migration, and income inequality.  
Limitations of this study include the imperfect classification match between the CES and the 
CREIM. There does not exist a bridge matrix that directly links the household expenditure survey 
and the NAICS due to their underlying methodological differences. This paper attempts to address 
the classification mismatch issue by using the PCE bridge matrix as the intermediate link between 
the two different kinds of classifications. One of the limitations is associated with the highly 
aggregated data (only five items) in the demand system relative to 47 sectors in the REIM. The 
AIDS model in this study requires explanatory variables per equation for prices of all items and real 
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income along with dummy variables for group fixed effects. Therefore the number of items in the 
demand system might be increased by imposing additional restrictions on the structure of 
complementarity and substitutability to secure more degrees of freedom (though how to justify the 
structure would still remain an issue).  
One of the issues left for future research is to model demand for durables goods. Intertemporal 
choice plays a more important role for durables than for nondurables and services since the 
presence of stocks in the previous period affects present consumption of durables. Next, although 
net migration in the CREIM is treated simply as a residual, i.e. population change less net births, it 
will require more attention when the model is extended to multiple regions, especially for regions 
with active inter-regional migration flows like states or counties in the US. 
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Table 1.1 Classifications in the CES and CPI 
 
Consumer Expenditure Survey Consumer Price Index 
New Category (7) 
2011 Share 
(%) 
Description 
(share, %) 
Description Geo-coverage 
Food and beverages 13.2 
Food (94.2) Food Chicago 
Alcoholic beverages (5.8) Alcoholic beverages Chicago 
Housing (ND+S) 33.1 
Shelter (68.6) Shelter Chicago 
Utilities, fuels, and public 
services (20.9) 
Fuels and utilities Chicago 
Household operations (7.0) 
Housing Chicago 
Housekeeping supplies (3.5) 
Housing (D) 2.6 
Household furnishings and 
equipment (100) 
Household furnishings 
and operations 
Chicago 
Transportation (D) 4.6 Vehicle purchases (100) 
New and used motor 
vehicles 
US city avg 
Transportation (ND+S) 9.9 
Gasoline and motor oil (42.8) Motor fuel Chicago 
Other vehicle expenses (42.2) Transportation Chicago 
Public transportation (15.1) Public transportation US city avg 
Health care 7.1 Health care (100) Medical care Chicago 
Miscellaneous 29.6 
Apparel (12.1) Apparel Chicago 
Entertainment (18.2) 
Recreation Chicago 
Reading (0.7) 
Education (10.4) Education US city avg 
Personal insurance and pension 
(38.8) 
All items Chicago 
Personal care (4.3) Personal care US city avg 
Tobacco products (1.5) 
Tobacco and smoking 
products 
US city avg 
Miscellaneous (4.7) 
Miscellaneous personal 
services 
US city avg 
Cash contribution (9.4) All items Chicago 
Note: D, ND and S stand for durables, nondurables and services respectively. 
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Table 1.2 Classifications in the CREIM 
No. Type of  Product 
2009 
Consumption 
($Mil) 
1 Livestock and Other Agricultural Products 74 
2 Agriculture, Forestry and Fisheries 27 
3 Mining 162 
4 Utilities 4,042 
5 Construction - 
6 Food and Kindred Products 5,323 
7 Tobacco Product Manufacturing 2,203 
8 Apparel and Textile Products 199 
9 Leather and Leather Products 9 
10 Lumber and Wood Products 44 
11 Paper and Allied Products 168 
12 Printing and Publishing 1,234 
13 Petroleum and Coal Products 3,254 
14 Chemicals and Allied Products 4,083 
15 Rubber and Misc. Plastics Products 220 
16 Stone, Clay, and Glass Products 51 
17 Primary Metals Industries 4 
18 Fabricated Metal Products 58 
19 Industrial Machinery and Equipment 33 
20 Computer and other Electric product, component manuf. 343 
21 Transportation Equipment Manufacturing 253 
22 Furniture and Related Product Manufacturing 206 
23 Miscellaneous Manufacturing 452 
24 Wholesale Trade 10,970 
25 Retail Trade 25,355 
26 Air Transportation 1,803 
27 Railroad Transportation and Transportation Services 666 
28 Water Transportation 285 
29 Truck Transportation and Warehousing  2,131 
30 Transit and Ground Passenger Transportation 888 
31 Pipeline Transportation 30 
32 Information (except 33 sector) 3,873 
33 Motion Picture and Sound Recording Industries 813 
34 Finance and Insurance 25,663 
35 Real Estate 49,216 
36 Professional & Management services and other support serv. 7,284 
37 Educational Services 9,298 
38 Health Care 45,867 
39 Social Assistance 4,189 
40 Arts, Entertainment, and Recreation 3,955 
41 Accommodation Services 163 
42 Food Services 14,512 
43 Repair and Maintenance 2,538 
44 Personal and Laundry Services 4,339 
45 Membership Organizations and Private Households 7,005 
46 Federal government 46 
47 State and local governments 2,950 
TOTAL 246,285 
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Table 1.3 Estimated AIDS models: Equation (1.5)1)  
 
  
Food  
(i = 1) 
Housing  
(2) 
Transportation 
(3) 
Health care 
(4) 
Misc. 
(5) 
(Age group) 
Test for           
Homogeneity 
(H0: ∑ 𝛾𝑖𝑖𝑖 = 0) -0.020 (0.027) -0.098** (0.036) 0.064** (0.021) -0.054* (0.025) 0.108* (0.044) 
Symmetry 
(H0: 𝛾𝑖𝑖 = 𝛾𝑖𝑖) Out of 10 tests for symmetry, H0: 𝛾13 = 𝛾31 is rejected at the 5% significance level. 
      
Restricted with homogeneity and symmetry 
Price of food (j = 1) 0.099** (0.031) -0.016  (0.017) -0.004  (0.006) -0.020  (0.019) -0.059* (0.028) 
Price of housing (2) -0.016  (0.017) 0.034* (0.017) -0.005  (0.006) -0.009  (0.013) -0.005  (0.020) 
Price of trans. (3) -0.004  (0.006) -0.005  (0.006) 0.036** (0.005) -0.008  (0.005) -0.020* (0.009) 
Price of health. (4) -0.020  (0.019) -0.009  (0.013) -0.008  (0.005) 0.013  (0.023) 0.024  (0.029) 
Price of misc. (5)  -0.059* (0.028) -0.005  (0.020) -0.020* (0.009) 0.024  (0.029) 0.061  (0.048) 
Real tot. exp. -0.022** (0.007) -0.044** (0.010) -0.002  (0.005) 0.011  (0.007) 0.057** (0.012) 
Constant 0.216** (0.012) 0.306** (0.009) 0.132** (0.004) 0.023  (0.014) 0.323** (0.020) 
Trend -0.001* (0.001) 0.002** (0.000) 0.000  (0.000) 0.000  (0.001) -0.001  (0.001) 
 (Income group) 
Test for      
Homogeneity 
(H0: ∑ 𝛾𝑖𝑖𝑖 = 0) -0.002 (0.028) -0.206** (0.038) 0.044* (0.019) -0.042 (0.025) 0.206** (0.039) 
Symmetry 
(H0: 𝛾𝑖𝑖 = 𝛾𝑖𝑖) Out of 10 tests for symmetry, H0: 𝛾13 = 𝛾31 and H0:𝛾15 = 𝛾51 are rejected  at the 5% significance level. 
      
Restricted with homogeneity and symmetry 
Price of food 0.085** (0.032) -0.040* (0.018) -0.017** (0.006) -0.060** (0.020) 0.032  (0.030) 
Price of housing -0.040* (0.018) 0.043* (0.022) 0.017* (0.007) 0.008  (0.015) -0.028  (0.023) 
Price of trans. -0.017** (0.006) 0.017* (0.007) 0.051** (0.004) -0.008  (0.005) -0.044** (0.008) 
Price of health. -0.060** (0.020) 0.008  (0.015) -0.008  (0.005) 0.040  (0.025) 0.020  (0.032) 
Price of misc. 0.032  (0.030) -0.028  (0.023) -0.044** (0.008) 0.020  (0.032) 0.020  (0.050) 
Real tot. exp. 0.042** (0.012) -0.027  (0.017) -0.023** (0.008) 0.003  (0.011) 0.005  (0.017) 
Constant 0.183** (0.013) 0.360** (0.010) 0.111** (0.004) 0.089** (0.016) 0.256** (0.022) 
Trend 0.000  (0.001) 0.002** (0.000) 0.000* (0.000) 0.000  (0.001) -0.001  (0.001) 
Note: 1) Homogeneity and symmetry are imposed; 2) Standard errors are in parentheses; 3) Prices and real total 
expenditures are in logarithms; 4) Cohort fixed effects are not shown here; 5) Sample sizes are 175 for the age-
group model and 125 for the income-group model; 6) *p<.05; ** p<.01 
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Table 1.4 Estimated equations for real total expenditures1) by group 
 
Group Income2) First-order lag Constant 
Adj.  
R sq. 
LM 
F-stat3) 
(Age group) 
Under 25 0.274** (0.10) 0.587** (0.14) -3.043* (1.08) 0.698 0.003 
25-34 0.207** (0.07) 0.566** (0.13) -2.050** (0.72) 0.737 0.062 
35-44 0.139 (0.07) 0.712** (0.13) -1.315 (0.75) 0.644 0.236 
45-54 0.086 (0.06) 0.604** (0.16) -0.587 (0.68) 0.410 0.156 
55-64 0.204** (0.07) 0.669** (0.11) -2.058** (0.73) 0.815 1.224 
65-75 0.231* (0.09) 0.731** (0.11) -2.490* (0.95) 0.854 0.038 
Over 75 0.216* (0.10) 0.666** (0.12) -2.368* (1.09) 0.796 0.222 
(Income group) 
Lowest 20% 0.135* (0.06) 0.417* (0.17) -1.538* (0.72) 0.401  6.347* 
Second 20% 0.172* (0.07) 0.376* (0.18) -1.742* (0.75) 0.474  0.609  
Third 20% 0.143* (0.06) 0.492** (0.16) -1.300  (0.63) 0.519  0.416  
Fourth 20% 0.119* (0.05) 0.538** (0.16) -0.918 (0.56) 0.536  3.741  
Highest 20% 0.173** (0.06) 0.543** (0.14) -1.312* (0.56) 0.714  0.060  
Notes: 1) log(total expenditure/price index); 2) log(total personal income/total number of households); 
3) Breusch-Godfrey's LM test for H0: no first-order autocorrelation; 4) Standard errors in parentheses; 
5) Sample periods: 1987-2011; 6) * p<.05; ** p<.01      
  
 31 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 1.5 Estimated equations for log-ratios of population to the number of households 
 
 
(1) (2) (3) (4) (5) (6) (7) (8) 
Population 18-24 25-44 25-44 45-64 45-64 >65 >65 Total2) 
#HHs <25 25-34 35-44 45-54 55-64 65-75 >75 Total 
1st-order lag 0.825** 0.834** 0.741** 0.858** 0.794** 0.863** 0.577** 0.744** 
  (0.14) (0.09) (0.14) (0.10) (0.11) (0.09) (0.17) (0.12) 
Constant 0.217 0.249 0.343 0.151 0.286 0.135 0.462* 0.233* 
  (0.16) (0.13) (0.18) (0.11) (0.14) (0.09) (0.19) (0.11) 
Adj. R sq. 0.613  0.785  0.552  0.755  0.711  0.795  0.342  0.701  
LM F-stat1) 0.713  1.364  2.810  4.586* 5.765* 0.883  4.272  4.076  
Notes: 1) Breusch-Godfrey's LM test for H0: no first-order autocorrelation; 2) Year dummy variables for 
2000 and 2006 are included in the equation; 3) Standard errors in parentheses; 4) Sample periods: 1987-
2011; 5) * p<.05; ** p<.01  
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Table 1.6 Baseline solutions for select endogenous variables in the extended CREIM 
 
(Unit: $2009 Bil., 1,000 persons, %) 
Variables 
Observed Forecast 
1990-99 2000-11 2012-19 2020-29 2030-40 
Output 684.9 (2.3)  907.2 (2.6)  1,163.3 (3.2) 1,594.3 (3.2) 2,263.5 (3.2)  
Income 240.7 (2.3)  266.8 (0.9)  315.7 (2.1)  386.0 (2.0)  480.3 (2.0)  
Employment 4,690 (1.5)  4,773 (0.2)  5,456 (1.7)  6,385 (1.6) 7,592 (1.6) 
GRDP 384.0 (2.5)  425.3 (0.9)  532.4 (2.8)  695.3 (2.7)  872.5 (2.0) 
Consumption  166.5 (0.1)  235.5 (3.2) 286.1 (2.5) 369.0 (2.6)  474.3 (2.3)  
Nondur. & Serv.   130.5 (-0.7)  172.7 (2.6)  204.1 (2.1)  249.7 (2.0)  299.2 (1.6) 
By Item; Share ( %)           
Food 16.5  15.6  14.2  12.7  11.2  
Housing 33.7  34.8  36.3  37.7  39.0  
Transportation 12.3  9.8  8.9  8.8  8.4  
Health care 7.2  7.1  6.3  5.9  5.3  
Misc. 30.2  32.7  34.3  34.9  36.1  
By Age; Share (%)           
Under 25 4.2  3.7  3.9  4.2  4.5  
25-34 17.1  16.0  15.3  15.3  15.5  
35-44 26.0  20.4  22.4  22.8  23.1  
45-54 24.3  23.9  24.4  21.9  20.5  
55-64 13.4  19.1  15.8  14.2  13.7  
65-75 8.7  10.4  11.0  13.2  14.0  
Over 75 6.3 6.5 7.2 8.5 8.7 
By Income; Share (%)           
Lowest 20% 9.0  9.0  8.7  8.6  8.5  
Second 20% 12.8  13.0  12.5  12.4  12.3  
Third 20% 17.0  17.0  16.9  16.7  16.5  
Fourth 20% 23.3  22.9  22.9  22.8  22.7  
Highest 20% 38.0  38.0  39.0  39.5  40.0  
Notes: 1) Figures in parentheses are average growth rates during the periods; 2) Levels and shares are for the last year 
of the periods; 3) All numbers but shares by income are obtained from the age-group model; 3) the results from the 
income-group model are not presented since the long-term forecasts for aggregate variables in the income-group 
model do not differ much from those in the age-group model. 
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Table 1.7 Economic impacts of inmigration by group 
 
(Unit: $2009 Mil., person) 
(2015) 
Age group Income group 
Under 
25 
25- 
34 
35- 
44 
45 
-54 
55- 
64 
65- 
75 
Over 
75 
Lowest 
20% 
Second 
20% 
Third 
20% 
Fourth 
20% 
Highest 
20% 
Output 53.8 87.2 108.8 112.6 95.7 75.3 53.9 42.6 61 83.3 113.2 191.8 
Income 12.8 20.6 25.9 27.2 23.1 18.1 12.8 9.9 14.4 19.8 27.2 46.5 
Employment 281 449 563 587 499 390 273 218 314 433 593 1,007 
Consumption 38.9 64.3 80.0 82.6 70.6 56.2 41.2 31.2 44.7 60.7 82.2 139.2 
ND&S 35.8 59.3 73.8 76.1 65 51.9 38.2 28.8 41.2 55.9 75.6 128.0 
Food 6.2 9.1 11.1 11.0 9.4 7.8 5.5 4.9 6.6 8.5 10.9 16.3 
Housing 13.0 22.9 27.3 26.2 22.2 18.2 14.7 11.9 16.1 20.7 26.8 43.9 
Trans. 3.5 5.5 6.6 7.1 6.1 4.8 2.9 2.5 4.0 5.6 7.5 11.6 
Health. 1.2 2.5 3.5 4.0 4.5 5.5 5.3 2.2 3.3 3.8 4.5 6.3 
Misc. 12.0 19.3 25.3 27.7 22.8 15.6 9.8 7.2 11.2 17.4 26.0 49.9 
Share (%)             
ND&S 100 100 100 100 100 100 100 100 100 100 100 100 
Food 17.2 15.3 15.1 14.5 14.5 15.1 14.3 16.9 16.1 15.1 14.4 12.7 
Housing 36.3 38.6 37.0 34.5 34.1 35.1 38.5 41.4 39.0 37.0 35.4 34.3 
Trans. 9.6 9.3 8.9 9.4 9.4 9.2 7.7 8.8 9.6 10.0 9.9 9.1 
Health. 3.4 4.2 4.7 5.2 6.9 10.6 13.8 7.7 8.1 6.8 5.9 4.9 
Misc. 33.4 32.6 34.3 36.4 35.1 30.0 25.7 25.1 27.2 31.1 34.4 39.0 
Notes: 1) Each column represents the impact results of a scenario where 1,000 households in the group inmigrates to 
Chicago; 2) ND and S stand for nondurables and services respectively. 
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Figure 1.1 Overview of  the regional econometric input–output model (REIM)  
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Figure 1.2 Household characteristics in the CES for the US 
 
 a. Age groups: by age of household head 
  b. Income groups: by family income 
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Figure 1.3 Spending patterns of  households in the US: average budget shares by item 
 
a. Age groups: by age of household head 
 
b. Income groups: by family income 
 
        Note: D, ND and S stand for durables, nondurables and services respectively. 
        Sources: the 1987-2011 Consumer Expenditure Survey (CES) 
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Figure 1.4 Estimated elasticities 
 
a. Own-price elasticities (uncompensated)  b. Total expenditure elasticities 
  
   
     Note: Calculations of  the elasticities are based on the formula in Green and Alston (1990). 
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Figure 1.5 A schematic representation of the extended REIM 
 
                        * Details on the circled numbers are described in text. 
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Figure 1.6 Baseline solutions for select endogenous variables 
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Figure 1.7 Outlook for expenditure shares by age group and the number of households 
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Figure 1.7 (Cont.) 
d. Health care 
 
e. Misc. 
f. Number of households in Chicago (‘000) 
Note: Since the results for income groups show similar trends to those for age 
groups, they are not presented here. 
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Figure 1.8 The effects of heterogeneous household: 
The ratio of consumption in the age-group model against consumption in the fixed-age structure 
model during the simulation periods1) (2012-2040) 
 
a. by age group b. by expenditure type 
  
Note: 1) In the fixed-age structure model, age distribution is held fixed at the 2011 structure. 
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CHAPTER 2  
  
Household disaggregation and forecasting in a regional econometric 
input-output model1 
 
 
2.1 INTRODUCTION 
Many economic models persist in using a representative household formulation thereby ignoring 
potential problems presented by the heterogeneity of households.  In particular, consumer demand 
is one of the areas where heterogeneity and aggregation of economics agents matter considerably 
and thus its implications have been extensively researched theoretically (Blundell and Stoker, 2005).  
With limited data and theoretically generalized solutions at hand, addressing the aggregation problem 
eventually focuses on empirical choices, for example, model specification and the level of 
aggregation facilitated by available data.  Many attempts have been made to investigate the 
significance of disaggregation, particularly by age, due to increasing attention to population ageing 
occurring in most of developing and advanced economies.  A number of consumer demand studies 
have demonstrated the significant role of demographic heterogeneity in empirical models. (See, for 
example, Fair and Dominguez, 1991; Denton et al., 1999; Bardazzi and Barnabani, 2001; Erlandsen 
and Nymoen, 2008).  Notwithstanding the common belief in its impact on particular sectors such as 
health care, there is no general consensus on the magnitude of economy-wide effects of changes in 
age structure and, equally critically the importance of the underlying assumptions governing the 
demographic-economic interactions.2  It is worth noting that especially for large scale (regional) 
                                                          
1 Part of  this chapter is reprinted with permission from “Household disaggregation and forecasting in a regional 
econometric input-output model” by Kim, Hewings, and Kratena (2016), Letters in Spatial and Resource Sciences, 9(1), 73-91. 
Copyright 2016 by Springer. 
2 Some health economics literature even found that a rise in health expenditure is not explained largely by population 
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macro econometric models with smaller demand models inside, the modeling procedures in most of 
the studies have usually ended up constructing models without further investigation of the effects of 
disaggregation on the entire model.  Instead the models’ superiority has been commonly argued due 
to the presence of statistical significance on parameter estimates representing heterogeneity. 
The objective of this paper is to explore the differences in simulation and prediction accuracy 
arising from household disaggregation by age within the framework of a regional econometric input-
output model (REIM).3  Recent work by Kim et al. (2015), building on earlier explorations by Yoon 
and Hewings (2006), investigated the long-term economic impact of socio-demographic changes in 
Chicago by incorporating a consumer demand system by households of different age and income 
into the REIM.  Based on the extended REIM by Kim et al. (2015), this study evaluates the effects 
of household disaggregation by age in terms of their impact on forecasts of the regional economy. 
Differences resulting from forecasts generated by a model with and without disaggregated 
households have not been the focus of much attention in studies of the heterogeneity of consumer 
demand despite a few studies using simulation exercises (Dowd et al., 1998; Lührmann, 2008). 
Furthermore, prediction accuracy of the REIMs has been analyzed mostly in the context of 
integration strategy for interindustry spillovers (see, for example, Fawson and Criddle, 1994; LeSage 
and Rey, 2002; Motii, 2005; Motii and Blevins, 2007). The present paper is associated with a strand 
of literature on the choice between aggregating forecasts made with one or more components that 
have been disaggregated and forecasting with more aggregated components; in the current case, the 
two options are (1) summing age-specific consumption estimates and (2) estimating aggregate 
consumption.  For vector ARMA models, Lütkepohl (1984) showed that forecasting gains from 
                                                                                                                                                                                           
ageing alone, but rather by a combination of  elderly population, income and technological progress (Matteo, 2005; 
Martín et al., 2011). 
3 The econometric input-output model or so-called Leontief-Keynes system is one of  the dominant regional modeling 
systems centered on macroeconometric models that derived their original inspiration from the work of  Lawrence R. 
Klein. As heterogeneity deepens, regional models are more likely to suffer from aggregation problem due to data 
availability, which was pointed out by Klein back in 1969, but still holds even today. 
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contemporaneously summing disaggregate models are not generally guaranteed except for the rare 
case where the underlying data generating processes are known.4   
The next section of the paper provides a brief overview of the extended REIM model of Kim et 
al. (2015).  Section 2.3 describes the measures used to evaluate prediction accuracy and the 
methodology of decomposing the differences between two sets of forecasts, one using a 
representative household and the other using disaggregated households specified by age.  The results 
are discussed in section 2.4 and a final section provides some summary commentary. 
 
2.2 OVERVIEW OF THE EXTENDED REGIONAL ECONOMETRIC INPUT-
OUTPUT MODEL 
As an extension to the REIM, Kim et al. (2015) proposed a strategy for the integration of  an 
heterogeneous household demand system into an existing REIM where homogeneous households 
would be assumed in most cases. 5  The original REIM was the model for the Chicago region 
(CREIM) which Israilevich et al. (1997) further developed based on Conway's (1990) Washington 
model.  Figure 2.1 shows the schematic representations of  the CREIM and the extended model. 
In the CREIM, it is assumed that economic variables at the national level, including prices, are 
exogenous to the Chicago economy.  Due to the absence of regional consumption data, four types 
of consumption expenditure are estimated using the Kendrick-Jaycox (1965) method in which 
regional consumption is constructed based on a consumption function for the nation that contains 
explanatory variables for which there exists a localized version.  Actual output is estimated as a 
function of expected output that is a linear combination of intermediate and final demands using the 
                                                          
4 An extensive theoretical discussion on temporal aggregation as well as contemporaneous aggregation can be found in 
Lütkepohl (2006). 
5 See Rey (2000) for the characteristics of  the REIM. 
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input-output relations.6  Employment is derived from the estimated equation for labor productivity 
defined by output per worker while labor income is derived from the estimated equation for average 
annual wage per worker.  Population is endogenously determined by employment, accounting for 
net migration induced by job opportunities. Final demand per capita is estimated as a function of 
total income, population and national-level variables.  Finally, the demand-driven production 
completes the feedback structure in the system. A system of non-linear equations is numerically 
solved for all endogenous variables. 
While maintaining the structure of the CREIM, Kim et al. (2015) first estimated the almost ideal 
demand system (AIDS; Deaton and Muellbauer, 1980a) with cohort fixed effects using the 
Consumer Expenditure Survey (CES) data, and then linked the estimated demand system to the 
CREIM in such a way to allow the two models to interact each other.7  More specifically, the total 
expenditure in the demand system is linked to the total income determined by the CREIM. Since the 
CES is a household-based survey, it was also required to link the number of households and 
population.  Differences in the sector classifications between the CES and the CREIM were 
addressed by introducing a bridge matrix. 
 
2.3 THE METHODOLOGY 
2.3.1 Aggregate vs. disaggregate demand systems 
Two AIDS models are estimated here under different hypothetical circumstances depending on data 
availability as well as heterogeneity assumptions: (a) all households are homogeneous and only 
aggregate consumption expenditure data are available and (b) the age of household heads is 
                                                          
6 This is one of  the techniques to overcome the problem of  constant input-output coefficients (Klein et al., 1999). 
7 The integration strategy for combining the demand system and the CREIM in Kim et al. (2015) bears resemblance to 
linking, which is one of  the three integration approaches to combine econometric and input-output models, together 
with embedding and coupling (Rey, 1998).    
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recognized and the expenditure data by age group are available.  Then, the estimated AIDS models 
are integrated to the CREIM employing the integration strategy described in section 2.2.  
In the aggregate AIDS model under the assumption (a), the budget share for good i at time t is 
given by:  
𝑊𝑖𝑖 = 𝑎𝑖 + � 𝑐𝑖𝑖 log𝑝𝑖𝑖 +
𝑖
𝑏𝑖 log �𝑥𝑖𝑃𝑖� (2.1) 
where 𝑎𝑖, 𝑏𝑖, and 𝑐𝑖𝑖 are parameters to be estimated; 𝑝𝑖 is the price of good j; 𝑥 is the mean of total 
expenditure for all households; P is the translog price index defined in Deaton and Muellbauer 
(1980a).  For the heterogeneous demand model under the assumption (b), aggregating individual 
demand over households in the same cohort, Kim et al. (2015) derive an AIDS model with two 
extra parameters as follows:  
𝑊𝑖𝑖
𝑐 = 𝛼𝑖 + 𝛿𝑖𝑡 + � 𝛾𝑖𝑖
𝑖
log 𝑝𝑖𝑖 + 𝛽𝑖 log�𝑥𝑖𝑐𝑃𝑖� + 𝜑𝑖𝑐 (2.2) 
where 𝛼𝑖 , 𝛽𝑖 , 𝛾𝑖𝑖 , 𝛿𝑖 , and 𝜑𝑖
𝑐  are parameters; 𝑥𝑐  is average total expenditure for all households in 
cohort c.  Under the assumptions of constant cohort characteristics (e.g. stable family composition 
over time) and a common linear trend of income inequality measure for all age groups, 𝛿𝑖 represents 
the income inequality trend common to all cohorts and the fixed-effect term 𝜑𝑖
𝑐 reflects the time-
invariant spending patterns for the expenditure type i unique to cohort c.  
Prior to estimation, homogeneity and symmetry (Deaton and Muellbauer, 1980b) are imposed as 
maintained hypotheses in the demand systems.  With one of the equations in the system omitted due 
to the singularity of the covariance matrix of the error terms, the seemingly unrelated regression 
(SUR) are estimated using the iterated feasible generalized least square (IFGLS) method to ensure 
that the estimates are not dependent upon the choice of the omitted equation.8  Estimation results 
                                                          
8 The iterated FGLS and the maximum likelihood method are equivalent under normally distributed errors. See (Greene, 
2003; chapter 14) for more details on the iterated FGLS. 
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for the two AIDS models are presented in table 2.1. The lower panel in the table shows the 
estimates for equation (2.1) and the figures in the upper panel are the estimates for equation (2.2).  
Except for a few coefficients that represent own-price and total expenditure elasticities, signs and 
magnitude of the estimates in general show different patterns across the models.  In particular, the 
off-diagonal coefficients are quite different in terms of signs and statistical significance, implying that 
the estimates for substitutability and complementarity between goods in the disaggregate model are 
different from those in the aggregate model.  Empirical models of consumer demand often produce 
different estimates depending on the type of data and the functional forms used for estimation 
(Taylor and Houthakker, 2010).  It is, however, worth emphasizing that the aggregate AIDS model 
estimates are potentially subject to aggregation errors caused by omitted variable bias since 
aggregation factors are missing in contrast to the disaggregate AIDS model.9  
The difference in private consumption of good i between the two models is computed as:  
𝐷𝐼𝐷𝑖 = � 𝐶𝑖𝑐
𝑐
𝐻𝑐 − 𝐶𝑖� 𝐻
𝑐
𝑐
 (2.3) 
= 𝑓(difference in model specification and data, 
difference in population composition) 
where the time script is omitted for exposition; 𝐻𝑐 is the number of households in cohort c; 𝐶𝑖 and 
𝐶𝑖
𝑐 is the real consumption of good i for a representative household and a household in cohort c, 
respectively, defined by 𝐶𝑖=𝑥𝑊𝑖/𝑝𝑖 and 𝐶𝑖𝑐=𝑥𝑐𝑊𝑖𝑐/𝑝𝑖.  In the integrated models for the two cases, 
total expenditures (𝑥𝑖𝑐  and 𝑥𝑖 ) are linked to the income that is endogenously determined in the 
REIM framework.  DIF reflects the effects of disaggregation due to the differences in model 
specification, data and population composition between the disaggregate REIM with heterogeneous 
demand system (DM) and the aggregate REIM with homogeneous demand system (AM).  The 
                                                          
9 See Denton and Mountain (2011) for empirical exploration of  aggregation errors in the AIDS model. 
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difference between 𝐶𝑖 and 𝐶𝑖
𝑐 is attributed to the dissimilarities of (1) model specifications (i.e., the 
presence of fixed effects and the time trend) between the disaggregate and aggregate AIDS models 
and to (2) difference between disaggregate and aggregate data used in each model (𝑥𝑐 ’s vs. 𝑥).  In 
addition, a part of DIF can be also explained by (3) difference in the age distribution (𝐻𝑐’s) between 
the DM and the AM. 
 
2.3.2 Prediction accuracy measures10 
In this section, we discuss within-sample forecasting accuracy between the two models using (1) one 
of the conventional deterministic measures, the root mean squared errors (RMSEs), and (2) the 
approach proposed by Fair and Shiller (1990).  Fair and Shiller (1990) is designed particularly for 
statistical comparison of forecasts from a pair of econometric models differing in size, structure and 
data.  
First, the s-period-ahead sample RMSE is defined by: 
RMSEs = �𝑇−1� �𝑦�𝑖+𝑠|𝑖 − 𝑦𝑖+𝑠�2
𝑖
 
where 𝑦�𝑖+𝑠|𝑠 is the log of s-period-ahead forecast of 𝑦𝑖+𝑠 using the observations available at time t 
(i.e., static forecast for 𝑠 = 1; dynamic forecast for 𝑠 ≥ 2) ; T is the size of the samples available for 
comparison.  Notice that the difference between the logarithms of actual and predicted values is 
scale-independent.   
Next, we use the method by Fair and Shiller (1990), a variant of encompassing tests (Davison 
and MacKinnon, 1981) for non-nested models.11  This approach proves simple yet useful when the 
                                                          
10 See Hyndman and Koehler (2006) for review of  various forecasting accuracy measures. 
11 In the following section, we implement Fair and Shiller (1990) to two pairs of  models: (1) CREIM vs. the extend 
model with aggregate AIDS model (AM) and (2) CREIM vs. the extended model with disaggregated AIDS model (DM). 
Two models compared in each pair are non-nested with regard to model structure and data; the consumption blocks in 
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difference in deterministic measures of prediction accuracy between models is small.  The procedure 
starts with a regression of actual values on predicted values from two competing models (say, M1 
and M2)12: 
𝑦𝑖+𝑠 − 𝑦𝑖 = 𝛼 + 𝛽 �𝑦�𝑖+𝑠|𝑖𝐶1 − 𝑦𝑖� + 𝛾 �𝑦�𝑖+𝑠|𝑖𝐶2 − 𝑦𝑖� + 𝑢𝑖 (2.4) 
where 𝛼, 𝛽 and 𝛾 are parameters; 𝑢𝑖 is an random error. The procedure essentially regresses actual 
growth rates on predicted growth rates by using the differences of the logs.  Non-zero estimates for 
𝛽  and 𝛾  imply that both models produce two forecast values that play independent roles in 
explaining the actual value.  Zero coefficients for 𝛽  and 𝛾  suggest that neither of the models 
contains any information relevant to forecasting.  For 𝛽 ≠ 0 and 𝛾 = 0, M1 covers a broader range 
of information useful for forecasting than M2 does, and vice versa.  The regression equation is 
estimated using the generalized methods of moments (GMM; Hansen, 1982) with heteroskedasticity 
and autocorrelation consistent (HAC) covariance matrix (Newey and West, 1987) in which the 
selection of optimal lag for autocorrelation is based on the Bartlett kernel (Newey and West, 1994).13  
 
2.4 THE RESULTS: THE EFFECTS OF DISAGGREGATION 
2.4.1 Decomposition and simulations 
For the period 2012-2040, simulation results from (a) the disaggregated model (DM) and (b) the 
aggregated model (AM)14 are presented in table 2.3.  The effects of age distribution change are 
                                                                                                                                                                                           
the extended models adopt AIDS models using actual survey data for estimation, whereas the consumption block in the 
CREIM is based on the Kendrick-Jaycox technique.       
12 To compare a macroeconometric model (Fair model) with VAR models, Fair and Shiller (1990) removed exogenous 
variables in the Fair model by replacing them with AR equations because exogenous variables do not exist in the VAR 
models.  For the coefficient-estimate problem, they implemented rolling estimation.  However, such adjustments were 
not made in this paper since significant parts of  the models are overlapped, resulting in small differences in the degrees 
of  exogeneity and parsimony. 
13 The estimation method in Fair and Shiller (1990) was based on the GMM with asymptotic covariance matrix (Hansen, 
1982; Cumby et al. (1983); White and Domowitz, 1984) which is not necessarily positive semi-definite.  
14 We also attempted to add the time trend, which approximates income inequality measure, in the aggregate AIDS 
model that was then integrated to the REIM. Although a few sectors showed significant time trend, any large differences 
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simulated in (c) the DM with age composition fixed at the 2011 distribution and these results are 
provided in the last three columns of table 2.2.  In the DM, the number of elderly household aged 
65 and over steadily increases to 1.5 million by 2040, accounting for approximately 30 percent of 
total households, from 0.74 million (21 percent) in 2011.  Although the differences in aggregate 
output, income and employment between the models seem small, the DM consistently generates 
smaller estimates for total consumption of nondurables and services than the other models do and 
the gap between the models could be expected to widen over time.  This supports the common 
belief that, ceteris paribus, population ageing could affect the economy negatively, even if the effect is 
not so large, due to the smaller purchasing power of elderly households.  
Compositional differences in consumer spending show dissimilar patterns depending on the 
model being compared with the DM.  Deviation from the DM in the AM and the fixed-age-
structure model is calculated in table 2.3.  Specifically, the AM yields much smaller food 
consumption while it generates larger consumption of miscellaneous nondurable goods and 
services15 by roughly the same amount as the decline in food consumption.  The elderly population 
growing at a faster rate than the rest of the population, reflected only in the DM, explains the 
smaller consumption expenditure on health care in the AM.  In the fixed-age-structure model, a 
similar phenomenon also occurs with regard to heath care spending and it is the only sector showing 
a decline in level.  Therefore, it can be argued that heath care is one of the sectors where the effects 
of population ageing are underestimated and the size of the bias is growing over time in the AM and 
the DM with a fixed age structure.  
It is important to understand the sources of the deviation from the DM.  Between the AM and 
the DM, the simulation results vary due to three factors, as shown in equation (2.3) in section 2.3.1: 
                                                                                                                                                                                           
in the total consumption were not detected.  
15  Miscellaneous nondurable goods and services include apparel, entertainment, education, personal insurance & 
pensions and other goods and services. 
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(1) model specification (aggregate vs. disaggregate AIDS models), (2) data (total households vs. 
households by age), and (3) age composition in population (fixed vs. varying age structure).  The 
difference in the simulation results between the DM and the fixed-age-structure model is attributed 
only to the changing age distribution in the former.  Although analytic decomposition of the sources 
does not appear to be straightforward, an attempt has been made to decompose the effects of 
disaggregation (panel A in table 2.3) into contributions from population ageing (panel B) and 
methodology (panel C), implying model specification and data in this case, by calculating the 
differences in differences.  The computed effects of population ageing is intuitive, particularly for 
heath care, but modest (0-4% in levels; less than 1%p in shares) due to the fact that age structure 
changes gradually and the other age groups as well as the elderly consume heath care goods and 
services.  However, the contribution to disaggregation effects from methodological differences is 
found to be much larger than those from the age assumption.  In health care, for example, the 
impact of methodology (fixing the age structure at 2011 levels) is four to five times as large as that of 
age structure.  Such large methodological differences are found across all of the other sectors.  
However, it is worth emphasizing that the marginal effect of  an increase in the size of  an age 
group could be influential across sectors holding other groups unchanged even if  the overall effects 
of  population ageing are modest.  Simulation results are provided in table 2.4 for each case where 
the number of  age-group-specific households increases by 1,000 in the DM.  We apply the same 
scenario to the AM and the results are compared with average impact from the DM in the last two 
columns of  table 2.4.  While average marginal effects weighted by the number of  households in the 
DM resembles the marginal impacts in the AM, there exist clear distinctions across age groups 
within the DM: the DM forms an inverted U-shaped curve in the age-impact plane for aggregate 
variables such as output, income, employment and consumption, accounting for the largest influence 
of  the middle age group (35-54).  The impacts on spending patterns in shares, however, reveals quite 
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a different picture across age groups given an expenditure type, for instance, the rising health care 
share with age at an increasing rate.   
 
2.4.2 Prediction accuracy 
Four models are targeted for a comparison of prediction accuracy: the original model (CREIM), the 
AM, the DM with fixed age distribution (DMf) and the DM. 16   Among the 240 endogenous 
variables common in the three models, we select output, income and employment in 45 sectors, 
based on  the relative importance of variables (see table 2.5 for the CREIM sectors).  
First, the RMSEs are calculated based on one- to four-step-ahead predicted values for the 1990-
2011 periods.  Figure 2.2 shows the distributions of the selected variables’ RMSEs by model and 
also by the forecasting horizon.17  Medians of each distribution are specified at the bottom of each 
box plot.  The RMSEs in all models increase with the forecasting horizon and four-step-ahead 
forecasting errors are approximately twice as large as one-step-ahead forecasting errors.  The output 
block shows the best forecasting performance in that the medians and variability of RMSEs are the 
smallest among all blocks.  The DM generally shows the smallest RMSEs and the CREIM shows the 
largest RMSEs in terms of the median.  Moreover, the differences in the RMSEs between the DM 
and the CREIM increase as the forecasting period extends, which indicates that the disaggregate 
model increasingly outperforms the CREIM for longer term predictions.  The finding that 
differences among the AM, DMf and DM are indiscernible implies that disaggregation in data and 
model specification does not necessarily enhance prediction. Comparison between the DM and the 
CREIM, however, leads to the conclusion that regional consumption data in the DM (no matter 
                                                          
16 For the disaggregate model with fixed age distribution, we assume that age structure has not changed since the last 
year of  the observed periods used in the model to generate forecasts. 
17 We also calculated the mean absolute percentage errors (MAPEs) to examine the effect of  choice of  forecasting 
accuracy measure, but it did not alter the main findings based on the RMSEs. 
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how disaggregate the data are), that used to be unavailable in the CREIM, significantly improve the 
forecasting accuracy.  
As an alternative measure for prediction accuracy, equation (2.4) is estimated for the four models 
following Fair and Shiller (1990).  Since the method is designed for comparison between two models, 
we compare the CREIM with the remaining models one by one.  In particular, high collinearity in 
the prediction errors among AM, DMf and DM precludes proceeding with the estimation, leading to 
indirect comparison via the original model.  Unlike the RMSE, this approach statistically determines 
whether a model encompasses a competing model in terms of information relevant to prediction.  
For one- to four-step-ahead forecasts, table 2.6 provides the number of variables in each block that 
contain information explained by (1) the AM, DMf or DM exclusively, (2) the CREIM exclusively, 
(3) both independently, and (4) none of the models.  The ratios of (1) to (2) in the shaded cells of 
table 2.6 capture the degree to which a model performs better relative to the CREIM.  
One-step-ahead forecast comparison between the CREIM and the DM shows that the predicted 
values for 46 of 135 variables in the DM contains more information than those in the CREIM while 
for 24 variables the CREIM explains the actual values more than the DM does.  As the forecasting 
horizon increases, the number of variables explained exclusively by either of the models decreases 
while more variables are increasingly explained by both models.  Similar to the RMSE results, it is 
the output block among all blocks that shows the largest numbers of the variables explained by the 
DM, followed by the income block and then the employment block.  Outperformance in the output 
block is due to the fact that the consumption in the DM is enriched with data relevant to actual 
consumption in the Chicago region and that output is constructed as a direct function of 
consumption.  The same applies to the AM and the DMf, which indicates that both models also 
cover a wider range of forecast-relevant information than the CREIM does, maintaining similar 
patterns shown in the CREIM vs. the DM comparison.  All these findings strengthen the evidence 
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presented earlier using the RMSEs in that there exist forecasting gains in the AM, DMf and DM 
against the CREIM (i.e. majority of the ratios are greater than one) by incorporating the demand 
system into the REIM using additional data. When compared to the AM and DMf, however, the 
DM does not show much greater forecasting gains.  In totals, for instance, the DM explains only 
one to five (one to six) extra variables relative to the AM (the DMf).   
 
2.5 SUMMARY AND CONCLUSION 
The overwhelming attention to industry disaggregation of the regional economy has failed to address 
heterogeneity of households in the modeling of economic impacts and forecasting in a number of 
regional economic models.  To evaluate the effects of household disaggregation, this paper carries 
out long-term simulations and examines prediction accuracy for a regional econometric input-output 
model to which a demand system is integrated under various assumptions.  More specifically, two 
demand systems are integrated into the Chicago model (CREIM): (1) a fixed-effects AIDS model 
using age-specific disaggregate data and (2) an aggregate AIDS model using aggregate data.  Then, 
the effects of household disaggregation are decomposed into contributions from changes in age 
structure and methodology.  Forecasting accuracy is also compared among the disaggregate model 
(DM), the aggregate model (AM) and the original model (CREIM).  Major findings include the 
followings: 
• The DM is capable of  capturing marginal impacts of  a change in age structure unlike the 
AM and the CREIM.   
• The DM projects smaller total consumption than the AM does and compositional 
differences in consumption between the two models occur in the long run. 
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• The effects of  population ageing are most noticeable in health care and miscellaneous 
expenditure categories, but total effects of  household disaggregation are largely 
attributable to changes in model specification and data. 
• Generally, the DM shows the smallest RMSEs and the original model (CREIM) shows the 
largest RMSEs. This is more conspicuous in longer-term forecasts. 
• According to the Fair and Shiller's (1990) method, forecasting gains do exist in the DM as 
well as the AM compared to the CREIM.  However, the DM’s forecasting gains are 
negligible compared to the AM.   
The effects of population ageing found in this paper are consistent with main findings in Dowd 
et al. (1998) and Lührmann (2008) in that the sectoral impact is concentrated in health-related 
sectors even though the size of its total impact could vary widely by model.  Despite the relatively 
large impact of disaggregation in total, the effects of demographic change are found to be modest, as 
Lührmann (2008) similarly found when it was assumed that “population ageing took place without 
any accompanying changes of the socioeconomic environment of households.”  
Prediction outperformance of the DM and the AM over the CREIM suggests that a model’s 
explanatory power in general could be enhanced by incorporating sub-models using additional 
information.  The baseline solutions are, however, shown to be sensitive to model specification and 
aggregation level of the data and this is more likely to be apparent in a large-scale model where even 
a single misspecified equation could have influential feedback on the whole system. These results 
can be interpreted in the same context of what Barker and Pesaran (1990) discuss in their extensive 
investigation on aggregation problems in econometric models from various perspectives: despite 
information gain from micro models, the level of aggregation must be carefully chosen depending 
on the objective of the study, specification errors involved, data available, and the degree to which 
parsimony is allowed.   
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The analysis presented here has offered one form of household disaggregation based on age; 
with increasing attention being paid to issues of income distribution and changes in the sources and 
returns to different types of income (e.g., wages and salaries as opposed to capital), a similar analysis 
could be performed with the income disaggregation presented in Kim et al. (2015).  However, this 
disaggregation only provides information on wage and salary (factor) income; estimating returns to 
capital income presents enormous difficulties of tracing the geography of payments but the 
arguments advanced by Pyatt (2001) and more recently by Piketty (2013) suggest that this is a 
challenge that needs to be embraced. 
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Table 2.1 Estimated AIDS models 
 
  Food Housing Transportation Health care Misc. 
  a. Age-group model 
Food price 0.099** (0.031) -0.016  (0.017) -0.004  (0.006) -0.020  (0.019) -0.059* (0.028) 
Housing price -0.016  (0.017) 0.034* (0.017) -0.005  (0.006) -0.009  (0.013) -0.005  (0.020) 
Trans. price -0.004  (0.006) -0.005  (0.006) 0.036** (0.005) -0.008  (0.005) -0.020* (0.009) 
Health. price -0.020  (0.019) -0.009  (0.013) -0.008  (0.005) 0.013 (0.023) 0.024  (0.029) 
Misc. price -0.059* (0.028) -0.005  (0.020) -0.020* (0.009) 0.024  (0.029) 0.061  (0.048) 
Real tot. exp. -0.022** (0.007) -0.044** (0.010) -0.002  (0.005) 0.011  (0.007) 0.057** (0.012) 
Constant 0.216** (0.012) 0.306** (0.009) 0.132** (0.004) 0.023  (0.014) 0.323** (0.020) 
Trend -0.001* (0.001) 0.002** (0.000) 0.000  (0.000) 0.000  (0.001) -0.001  (0.001) 
b. Representative-agent model 
Food price -0.087 (0.080) 0.069 (0.044) 0.016 (0.016) -0.075** (0.014) 0.077* (0.034) 
Housing price 0.070 (0.044) 0.032 (0.036) -0.045** (0.013) 0.070** (0.013) -0.127** (0.023) 
Trans. price 0.016 (0.016) -0.045** (0.013) 0.022 (0.012) -0.009 (0.007) 0.016 (0.012) 
Health. price -0.075** (0.014) 0.070** (0.013) -0.009 (0.007) 0.037** (0.009) -0.023* (0.012) 
Misc. price 0.077* (0.034) -0.127** (0.023) 0.016 (0.012) -0.023* (0.012) 0.056* (0.023) 
Real tot. exp. -0.031 (0.029) -0.070* (0.029) 0.015 (0.019) -0.072** (0.021) 0.159** (0.038) 
Constant 0.166** (0.023) 0.425** (0.024) 0.093** (0.016) 0.124**   (0.017) 0.192** (0.031) 
Budget share 0.162 0.343 0.108 0.057 0.330 
Note: 1) Standard errors are in parentheses; 2) Prices and real total expenditures are in logarithms; 3) Age-group 
model includes age-group fixed effects, which are not presented here because of space limitations; 4) Sample periods: 
1987-2011; 5) *p<.05; ** p<.01 
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Table 2.4 Marginal effect of  an increase in age group: holding the other groups unchanged1) 
(Unit: $2009 Mil., person) 
(2015) 
DM 
AM 
Under 25 25-34 35-44 45-54 55-64 65-75 Over 75 Avg.2) 
Output 53.8 87.2 108.8 112.6 95.7 75.3 53.9 91.0 91.2 
Income 12.8 20.6 25.9 27.2 23.1 18.1 12.8 21.8 22.1 
Employment 281 449 563 587 499 390 273 471 479 
Consumption 38.9 64.3 80.0 82.6 70.6 56.2 41.2 67.2 70.4 
ND&S 35.8 59.3 73.8 76.1 65.0 51.9 38.2 61.9 65.1 
Food 6.2 9.1 11.1 11.0 9.4 7.8 5.5 9.2 8.7 
Housing 13.0 22.9 27.3 26.2 22.2 18.2 14.7 22.3 24.2 
Trans. 3.5 5.5 6.6 7.1 6.1 4.8 2.9 5.7 5.2 
Health. 1.2 2.5 3.5 4.0 4.5 5.5 5.3 3.8 3.8 
Misc. 12.0 19.3 25.3 27.7 22.8 15.6 9.8 20.9 23.1 
Share (%)          
ND&S 100 100 100 100 100 100 100 100 100 
Food 17.2 15.3 15.1 14.5 14.5 15.1 14.3 14.9 13.3 
Housing 36.3 38.6 37.0 34.5 34.1 35.1 38.5 36.0 37.2 
Trans. 9.6 9.3 8.9 9.4 9.4 9.2 7.7 9.2 8.0 
Health. 3.4 4.2 4.7 5.2 6.9 10.6 13.8 6.2 5.9 
Misc. 33.4 32.6 34.3 36.4 35.1 30.0 25.7 33.7 35.5 
Notes: 1) Each column represents the impact results of a scenario where the number of households in the group 
increases by 1,000; 2) Weighted by the number of households; 3) ND and S stand for nondurables and services 
respectively. 
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Table 2.5 Sectors in the CREIM 
 
1 Livestock & other agri. prod. 16 Stone, clay, & glass prod. 31 Pipeline trans. 
2 Agriculture, forestry & fisheries 17 Primary metals prod. 32 Information 
3 Mining 18 Fabricated metal prod. 33 Motion picture & sound recording 
4 Utilities 19 Industrial machinery & equip. 34 Finance & insurance 
5 Construction 20 Computer & other electric prod. 35 Real estate 
6 Food & kindred prod. 21 Trans. equip. manuf. 36 Professional & management serv. 
7 Tobacco prod. 22 Furniture & related product 37 Educational serv. 
8 Apparel & textile prod. 23 Misc. manuf. 38 Health care 
9 Leather & leather prod. 24 Wholesale trade 39 Social assistance 
10 Lumber & wood prod. 25 Retail trade 40 Arts, entertainment, & recreation 
11 Paper & allied prod. 26 Air trans. 41 Accommodation serv. 
12 Printing & publishing 27 Railroad trans. & trans. serv. 42 Food serv. 
13 Petroleum & coal prod. 28 Water trans. 43 Repair & maintenance 
14 Chemicals & allied prod. 29 Truck trans. & warehousing  44 Personal & laundry serv. 
15 Rubber & misc. plastics prod. 30 Transit & ground passenger trans. 45 Membership org. & households serv. 
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Table 2.6 Prediction accuracy measure II: Fair and Shiller’s (1990) approach 
Number of equations that contain more information relevant to actual values 
 
Block 
(#eq.) 
Step 
Ahead 
CREIM vs. AM CREIM vs. DMf CREIM vs.DM 
No. of variables explained by: No. of variables explained by: No. of variables explained by: 
AM 
(a) 
CR 
(b) 
Both None (a)/(b) 
DMf 
(c) 
CR 
(d) 
Both None (c)/(d) 
DM 
(e) 
CR 
(f) 
Both None (e)/(f) 
Total 
(135) 
1 44 22 41 28 2.0 40 25 39 31 1.6 46 24 36 29 1.9 
2 42 23 48 22 1.8 40 23 47 25 1.7 44 24 41 26 1.8 
3 36 22 55 22 1.6 36 18 53 28 2.0 41 19 50 25 2.2 
4 36 20 62 17 1.8 38 16 61 20 2.4 37 15 60 23 2.5 
Output 
(45) 
1 22 5 14 4 4.4 22 6 13 4 3.7 26 6 10 3 4.3 
2 19 8 17 1 2.4 18 9 17 1 2.0 22 9 13 1 2.4 
3 16 6 22 1 2.7 14 5 23 3 2.8 18 4 19 4 4.5 
4 15 5 25 0 3.0 14 3 25 3 4.7 15 4 24 2 3.8 
Income 
(45) 
1 12 9 11 13 1.3 10 10 11 14 1.0 12 9 11 13 1.3 
2 13 6 13 13 2.2 13 6 13 13 2.2 13 6 12 14 2.2 
3 10 7 18 10 1.4 12 5 15 13 2.4 11 7 16 11 1.6 
4 10 6 20 9 1.7 13 5 19 8 2.6 11 4 19 11 2.8 
Emp 
(45) 
1 10 8 16 11 1.3 8 9 15 13 0.9 8 9 15 13 0.9 
2 10 9 18 8 1.1 9 8 17 11 1.1 9 9 16 11 1.0 
3 10 9 15 11 1.1 10 8 15 12 1.3 12 8 15 10 1.5 
4 11 9 17 8 1.2 11 8 17 9 1.4 11 7 17 10 1.6 
Notes: 1) In-sample forecasting periods are 1990-2011; 2) CR = CREIM, AM = aggregate model, DMf = disaggregate 
model with fixed age distribution, DM = disaggregate model 
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Figure 2.1 Schematic representations of  the Chicago Regional Econometric Input-output Model 
(CREIM) and an extension to the CREIM with disaggregated households (DM; Kim et al. ,2015) 
 
                                      a. CREIM                                                                  b. DM 
     Source: Kim, Kratena and Hewings (2015) 
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Figure 2.2 Prediction accuracy measure I: RMSEs 
 
a. All (135) b. Output (45) 
  
c. Income (45) d. Employment (45) 
  
Notes: 1) Figures in the parentheses represent the number of equations in the block; 1) In-sample forecasting periods 
are 1990-2011; 3) CR = CREIM, AM = aggregate model, DMf = disaggregate model with fixed age distribution, DM 
= disaggregate model 
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CHAPTER 3  
 
Bayesian estimation of labor demand by age:  
Theoretical consistency and an application to an input-output model 
 
 
3.1 INTRODUCTION 
Economists often believe that if an economic theory-based model is applied to actual data, the 
resulting estimates would always satisfy theoretical properties. Yet, this belief is valid only if 
theoretical conditions are imposed during estimation. In practice, a number of studies on static 
demand models often exclude a validity check after estimation or proceed without referring to 
regularity conditions (O’Donnell and Coelli, 2005). Without evaluating theoretical requirements, it is 
poorly grounded to argue that the outcomes are intuitively correct or empirically consistent with past 
findings even if they are seemingly so. Therefore, the recent literature on static demand models 
strongly argues for the imposition of theoretical properties if necessary, following critical assessment 
(Sauer et al., 2006). 
     This paper investigates theoretical and empirical consistencies of a static demand model. 
Particularly labor demand by age is investigated against the backdrop of aging population and an 
increasing awareness of its implications on labor markets. Examining the recent Census data, we 
find that a Bayesian labor demand model with regularity restrictions yields empirically coherent wage 
elasticities of labor demand. A Bayesian approach is implemented since regularity conditions can be 
more easily imposed than conventional constrained optimization approaches. The estimation results 
confirm elastic labor demand for youth workers aged 16-24 as past studies consistently find 
(Hamermesh and Grant, 1979). In addition, we find that labor demand for elderly workers aged 65 
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and over is elastic, little varying across sectors, as opposed to higher sectoral variability in labor 
demand elasticities for youth workers.  
     The labor demand model in this study is derived from the flexible translog labor cost function. 
The translog form is useful when no information is available on a functional form of a cost function 
because it approximates any arbitrary cost function. The model is constructed so that each industry 
has its own behavioral parameters along with four types of labor inputs (workers aged 16-24, 25-44, 
45-64 and 65+). To ensure theoretical consistency, all regularity conditions of the cost function are 
thoroughly addressed. Among those conditions, homogeneity and symmetry can be easily imposed 
through parametric constrained estimation without any laborious procedure. Monotonicity and 
concavity, however, require special treatment because the constrained optimization often fail to 
converge due to the complexity of the non-linear constraints (O’Donnell and Coelli, 2005).  
     As an estimation strategy alternative to the maximum likelihood method, we adopt a Bayesian 
approach proposed by Griffiths et al. (2000). Its intuitive sampling nature facilitates the imposition 
of monotonicity and concavity at reference points. Under the Bayesian algorithm, sample parameters 
are repeatedly drawn from a certain density. If the candidate parameters satisfy regularity conditions 
at the reference points, they are accepted and used at the next draw. If not, new samples are drawn. 
Statistical inference is based on the empirical distribution of the accepted samples. It turns out that 
the Bayesian approach is superior to the non-Bayesian method in the sense that it yields more an 
empirically plausible (i.e. elastic) labor demand elasticity for youth workers while prediction accuracy 
is maintained as good as in the non-Bayesian counterpart. 
     After estimating the labor demand model by age group, we integrate the labor demand model 
into a regional input-output model. This attempt is to show that the integration can add to the 
representative agent-based input-output model new capability to conduct impact studies on 
heterogeneous agents. As an illustration, we examine economic impacts of changing age distribution 
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on income of age group and sectoral output in Chicago. The new model implies that other things 
being equal, aging population may result in lower aggregate economic multipliers due to the rapidly 
growing number of elderly workers who earn less than younger workers.  
     This paper contributes to the literature on a static labor demand model in several ways. First, we 
present a representative example in which monotonicity is highly likely to be violated due to very 
small factor cost shares, in our case, for labor cost shares of youth and elderly workers. 1 Our 
empirical evidence suggests that monotonicity needs extra scrutiny especially when one or more 
factor cost shares are exceptionally small. Second, our model separately includes workers beyond the 
average retirement age 2. In a number of studies on labor-labor substitution among workers in 
different age groups, older workers are generally those prior to retirement age and are often too 
broadly grouped together with other age-group workers in their 20s to 50s. Third, by using highly 
disaggregated geographic and industrial units of observations, our model reduces concerns about the 
aggregation problem since a model using aggregate data is subject to aggregation bias.3  
     Our paper also adds to the recent efforts on regional model integration. Integrating different 
types of regional models has been actively embraced particularly in computable general equilibrium 
(CGE) models whose main objective is often policy simulation based on a representative agent 
assumption (Colombo, 2010). Similar applications also have been explored in a traditional input-
output model and an econometric input-output model into which consumer and labor demand 
models are integrated (see, for example, Mongelli et al., 2010, Kim et al., 2015 and Maier et al., 2015).  
                                                          
1 Under a translog cost function, monotonicity implies nonnegative factor cost shares. In the presence of  very small or 
large input cost shares, estimated shares are likely to deviate from the 0-1 range unless the range of  predicted values is 
imposed a priori. 
2 Munnell (2011) calculates the recent average retirement age for men and women to be 64 and 62, respectively. She 
argues that the retirement age will continue to rise. The surveys in Hamermesh and Grant (1979) and Hamermesh (1996) 
cover studies on labor demand by age that had been published until the early 1990s. Among the papers in the surveys, 
Ferguson (1986) is the only study that includes workers aged 65 and over. We could not find any papers on labor demand 
for the elderly group henceforth. A most recent survey on demand for aggregate and heterogeneous (mostly by skill 
level) labor, including empirical studies released from 1980 to 2012, can be found in Lichter et al. (2014). 
3 For example, Lee et al. (1990) find statistically significant aggregation bias when a disaggregate employment model with 
41 industries is compared with an aggregate employment model for the UK. 
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     This paper is organized as follows. Section 3.2 presents recent features of labor force by age 
group. Section 3.3 describes a static model of labor demand and discusses theoretical properties of a 
cost function. Then, a Bayesian approach is described as an alternative to conventional methods. In 
section 3.4, data and exploratory analysis are presented. Section 3.5 shows estimation results for the 
Bayesian and non-Bayesian models, followed by an investigation of regularity conditions and labor 
demand elasticity estimates. Section 3.6 describes an application of the labor demand model to an 
input-output model. Section 3.7 concludes with major findings and implications. 
 
3.2 BACKGROUND: STYLIZED FACTS ON LABOR FORCE BY AGE4  
Figure 3.1 presents some key stylized facts on job market conditions and labor characteristics by age 
group. We particularly focus on youth (aged 16-24) and elderly (65 and over) workers, and the 
remaining middle aged workers are divided into the 25-44 and 45-64 groups.   
(a) Labor force participation rates: less than 20 percent of the people in the oldest age group participate 
in the labor market while the rest of the groups show much higher participation at 60-80 percent. 
The differences among age groups are also stark when it comes to changes in population and labor 
force. For example, the labor force of people 65 years and older grew 77 percent between 2001 and 
2013, whereas its population grew only 34 percent. However, the population and labor force of the 
two middle groups grew at the same rate. 
(b) Unemployment rates: unemployment rates tends to decrease with age while there exists a large gap 
in the unemployment rate (9-10 percentage points) between the youngest and the second-youngest 
age groups.   
                                                          
4 Descriptive statistics are calculated from the 2000 and 2013 American Community Survey (ACS) microdata. Further 
details on the ACS are described in Section 3.4.  
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(c) Class of workers: the share of wage and salary workers in the private sector declines with age, 
whereas the share of the self-employed rises with age so that nearly one in five workers aged 65 and 
over is self-employed.  
(d) Sex: among private wage and salary workers, female employees account for slightly less than half 
of all employees, not showing any large difference between age groups.  
(e) Education attainment: the 25-44 age group employees shows the highest share of some college and 
higher education, followed by the 45-64 age group, the oldest group and the youngest group. 
Between 2000 and 2013, youth and elderly workers show larger improvement in education than the 
two middle groups in terms of college and higher education.   
(f) Work hours: youth and elderly employees are more likely to be part-time workers (i.e. those who 
work less than 35 hours a week) than the other groups. For the period of 2001-2013, the elderly 
group is the only age group that shows an increase in the share of full-time workers. 
(g) Occupation: the top five common jobs for elderly workers account for 19 percent of total 
occupations in 2013: retail salespersons, drivers, secretaries, cashiers, and managers. For the 
youngest group, the top five common jobs are cashiers, retail salespersons, waiters and waitresses, 
cooks, and customer service representatives and they account for 30 percent of all jobs.  
(h) Wages and salaries: except for managers and retail supervisors, annual wages and salaries for the 10 
most common occupations are lower than the US mean wage ($44,500) in 2013. Among the 10 
occupations, cashier, waiters and waitresses, cooks are the lowest-paying jobs. 
 
3.3 THE MODEL 
This section describes the theory of a static labor demand model and presents an estimation strategy. 
First, we discuss a labor demand model by age that is suitable for econometric estimation. Second, 
the implications of theoretical properties on estimation and results are reviewed. Third, after 
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describing limitations of a parametric estimation method, a Bayesian approach is proposed as an 
alternative for the imposition of certain regularity conditions.   
 
3.3.1 A translog labor cost function 
In this subsection, we derive age-specific labor demand equations based on a translog labor cost 
function. To account for sector-specific firm behavior in demanding for labor by age, our labor 
demand model includes age-group-specific trends varying by sector.  
     We assume a twice-differentiable strictly quasi-concave production function with four types of 
aggregate inputs. Among the inputs, labor comprises G subtypes of workers of different age.  By 
duality, a master cost function can be written: 
𝐶 = 𝐶(𝑃𝐿1 , … ,𝑃𝐿𝐺 ,𝑃𝐾,𝑃𝐶 ,𝑃𝐶,𝑌) (3.1) 
where L, K, E, M and Y indicate labor, capital, energy, non-energy intermediate materials, and gross 
output, respectively; 𝑃𝑖 is the price of factor i (i=K, L, E, M); 𝑃𝐿𝑔 is the real wages for age group g.  
Assuming weakly separability between labor and the other factors, i.e. substitution between labor 
subgroups is independent of output and prices of the other input, equation (3.1) can be rewritten:5 
𝐶 = 𝐶[𝑃𝐿(𝑤1, … ,𝑤𝐺),𝑃𝐾 ,𝑃𝐶 ,𝑃𝐶,𝑌] (3.2) 
where the price of a unit of labor 𝑃𝐿  is assumed to be linearly homogeneous; 𝑤𝑔 ≡ 𝑃𝐿𝑔  for 𝑔 =1, … ,𝐺 . 
     A translog cost function (Christensen et al., 1971) is chosen for the unit labor cost function with 
G types of labor 𝑃𝐿(𝑤1, … ,𝑤𝐺) because it is a generalization of any arbitrary cost functions by a 
                                                          
5 In practice, many empirical studies on factor demand assume separability due to data availability (Atkinson and 
Manning, 1995). However, separability is essentially an empirical issue that requires statistical testing. If  labor is not 
separable from other factors, the estimates of  labor-labor substitution are biased when other factors are omitted in the 
model. Since this paper focuses on the regional level (i.e. the US states) where data on prices and quantities of  other 
factors, especially capital among others, are usually not available, measurement errors due to constructing estimates for 
capital might be more problematic (Hamermesh and Grant, 1979). Furthermore, regional models are often developed 
upon a single-input (usually labor) assumption that inputs other than labor can be approximated by local employment 
(Glaeser et al. 1992; Bishop and Gripaios, 2010; Felipe and McCombie, 2012). 
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second-order approximation. It is also convenient for empirical estimation and interpretation due to 
the linearity in parameters in the derived factor shares equations. The translog unit labor cost 
function is given by:  
log(𝑃𝐿) = 𝛼0 + � 𝛼𝑔 log(𝑤𝑔)
𝑔
+ 12� � 𝛽𝑔ℎlog(𝑤𝑔) log(𝑤ℎ)ℎ𝑔  (3.3) 
This unit labor cost function is generally estimated by industry (see, for example, Jorgenson et al., 
2013 and Kratena et al., 2013).      
     Based upon this form, a time trend, interactions with the time and group-specific wage, and 
region fixed effects are added to capture changes in the characteristics of labor over time and 
regional variation.  Hence, the final specification is written as: 
log(𝑊𝑖𝑟) = 𝛼0 + 𝜇𝑟 + 𝜃𝑡 + � 𝛼𝑔 log(𝑤𝑔,𝑖𝑟 )
𝑔
+ 12� � 𝛽𝑔ℎlog(𝑤𝑔,𝑖𝑟 ) log(𝑤ℎ,𝑖𝑟 )ℎ𝑔+ � 𝛾𝑔�log(𝑤𝑔,𝑖𝑟 )�
𝑔
𝑡 
(3.4) 
where the subscript i for industry is omitted for convenience; r is a region; t is time; W is the mean 
of annual wages and salaries that approximate the unit labor cost per year; 𝜇𝑟 is the region fixed 
effect.  Applying Shepherd’s lemma yields a set of G labor cost share equations as follows:  
𝑠𝑔,𝑖𝑟 = 𝜕 log(𝑊𝑖𝑟)𝜕 log(𝑤𝑔,𝑖𝑟 ) = 𝛼𝑔 + � 𝛽𝑔ℎ log(𝑤𝑔,𝑖𝑟 )ℎ + 𝛾𝑔 𝑡,     𝑔 = 1, … ,𝐺 (3.5) 
     The unit labor cost function takes into account the characteristics of labor by sector and age 
group as well as the cost structure by region, while the derived labor cost shares implies that industry 
behavior of labor demand depends on sector and workers’ age. First, the common time trend in 
equation (3.4) approximates the industry-specific overall labor quality over time (analogous to using a 
time trend as a proxy for technology progress over time in production).6 Labor quality may include 
                                                          
6 Although it is not explored here because of  a relatively short time series data (13 years), a time varying trend, which can 
be estimated using the Kalman filter, might be a more sensible choice. (Jorgenson et al., 2013) 
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knowledge, intelligence and strength of workers to which age and years of schooling contributes 
(Fuchs, 1964). Second, the region fixed effects 𝜇𝑟 account for region-specific cost differentials such as a 
fixed cost of labor varying by region. Third, the  𝛾𝑔 ’s in equation (3.5) represent age-group-specific 
characteristics - such as rising or falling labor group input share due to the aging of the population 
and an increase in labor force participation of the oldest group -  holding the wage fixed.   
     It is worth noting that identification of the unit labor cost and labor cost shares are based on the 
assumption that labor supply is perfectly elastic so that changes in relative wages determine changes 
in labor demand. This assumption can be justified in studies with small units and we treat our unit of 
observations (i.e. state-specific 45 sectors) as “relatively small” enough to reduce concern about 
wages being exogenous. Similar identification assumption can be found, for example, in Slaughter 
(2001).  
     With parameter estimates and predicted factor shares, partial own- and cross-price elasticities of 
labor demand for an age group, holding the wages of the other age-group workers constant, are 
given as follows:  
𝜂𝑔𝑔 = 𝛽𝑔𝑔𝑠𝑔 + 𝑠𝑔 − 1    for 𝑔 = 1, … ,𝐺 
𝜂𝑔ℎ = 𝛽𝑔ℎ𝑠𝑔 + 𝑠ℎ    for 𝑔, ℎ = 1, … ,𝐺;𝑔 ≠ ℎ 
Note that the labor demand elasticities here are gross price elasticities that measure substitution along 
the utilized labor isoquant holding the total labor input 𝐿 (i.e., ‘output’ for the labor cost sub-model) 
constant.  Another commonly used measure for labor demand elasticities is net price elasticities where 
output 𝑌 is held constant. Given 𝐿, for example, an increase in the wage of age group g, 𝑤𝑔, will lead 
to a decrease in demand for labor in the same group, 𝐿𝑔 (gross substitution). Following a resulting rise 
in the total price of labor 𝑃𝐿, aggregate labor L will decline and thus the 𝐿 isoquant will shift inward 
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(net substitution) at the new equilibrium.7 Thus, the net price elasticities tend to be more negative than 
the gross price elasticities (Hamermesh, 1996).  
 
3.3.2 Regularity conditions  
A regularity check is necessary because a failure to comply with certain regularity conditions would 
result in biased elasticity estimates. Particularly to assess cost and production efficiencies for a sector 
or an individual firm, estimated cost and production functions must satisfy theoretical conditions. 
Otherwise, efficiency measures cannot be correctly interpreted since irregular shapes of these 
functions could result in over- or under-estimated efficiency measures (Sauer et al., 2006; 
Henningsen and Henning, 2009). Among all the theoretical properties, monotonicity and concavity 
require special attention since these conditions are rather complex to implement and violation of the 
two conditions could result in theoretically and empirically inconsistent parameter estimates. In what 
follows, we briefly review requirements that a cost function must satisfy in theory. 
     As a result of the cost minimization, a cost function should be non-decreasing, linearly 
homogenous, concave and continuous in input prices (Varian, 1992). By Young’s theorem, the twice 
continuously differentiable cost function requires a symmetric Hessian matrix as well. Homogeneity 
in prices and the symmetry of the second-order derivative matrix can be imposed on equations (3.4) 
and (3.5) as 
� 𝛼𝑔
𝑔
= 1,� 𝛽𝑔ℎ
ℎ
= 0,� 𝛾𝑔
𝑔
= 0; 
𝛽𝑔ℎ = 𝛽ℎ𝑔,       𝑔 ≠ ℎ. (3.6) 
Monotonicity, i.e. non-decreasing in prices, requires non-negative labor cost shares in equation (3.5) 
since 
                                                          
7 See Berndt and Wood (1979) for a geometric interpretation of  differences between gross and net price elasticities. 
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𝜕𝑐𝐿,𝑖
𝜕𝑤𝑔,𝑖𝑟 = 𝑐𝐿,𝑖𝑤𝑔,𝑖 𝜕 log(𝑐𝐿,𝑖)𝜕 log(𝑤𝑔,𝑖𝑟 ) = 𝑐𝐿,𝑖𝑤𝑔,𝑖 �𝛼𝑔 + � 𝛽𝑔ℎ log(𝑤𝑔,𝑖𝑟 )ℎ + 𝛾𝑔𝑡� > 0. 
Concavity is satisfied if the Hessian matrix of the cost function is negative semi-definite at the 
optimal point. Diewert and Wales (1987) prove that the negative semi-definiteness of the Hessian is 
assured if and only if given the nonnegative shares, the matrix M with the following entries is 
negative semi-definite: 
𝑚𝑔ℎ = 𝛽𝑔ℎ + 𝑠𝑔𝑠ℎ − 𝑠𝑔𝛿𝑔ℎ   for 𝑔,ℎ = 1, … ,𝐺 
where 𝑀 = �𝑚𝑔ℎ�; 𝛽 is a parameter in the cost function; s is a labor cost share; 𝛿𝑔ℎ = 1 if 𝑔 =  ℎ 
and 0 otherwise. The eigenvalues of the M matrix are used to determine concavity because a matrix 
is negative semi-definite if and only if its largest eigenvalue is less than or equal to zero. 
     Each condition has important implications on estimation procedures and elasticity estimates. 
First, notice that due to homogeneity and symmetry, the number of parameters is reduced by the 
number of restrictions, i.e. (𝐺2 + 𝐺)/2 + 2. Second, if monotonicity is violated, negative signs of 
estimated cost shares will lead to seriously biased elasticity estimates in terms of signs. There is a 
high chance that monotonicity will be violated particularly when shares for one or more factors are 
very small relative to those for the rest of the factors. Third, concavity essentially means negative 
own-price elasticities, provided the shares are non-negative. Negative semi-definiteness requires the 
first-order principal minors of the M matrix, i.e. diagonal entries equivalent to own-price elasticities 
(𝛽𝑔𝑔/𝑠𝑔 + 𝑠𝑔 − 1  for 𝑔 = 1, … ,𝐺), to be non-positive.   
 
3.3.3 Estimation: a Bayesian SUR model 
After a brief review of conventional estimation methods and their limitations, we show that a 
Bayesian approach offers more convenient way of estimation to restrict the labor demand model 
with monotonicity and concavity.  
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     We initially estimate the labor cost function and the share equations together with homogeneity 
and symmetry imposed, using the seemingly unrelated regression (SUR) model of Zellner (1962).8 
Joint estimation of the cost function and the share equations yield more efficient estimates than the 
OLS estimation of the cost function alone (Christensen and Greene, 1976). Additionally, joint 
estimation ensures that the cost function and the share equations are consistent with each other. For 
example, if the share equations in equation (3.5) are estimated alone, it is not possible to recover the 
region fixed effects and the time trend in the cost function (equation 3.4) by the integration of the 
share equations. 
     The maximum likelihood method (ML) does not allow for imposition of monotonicity or 
concavity (Griffiths et al., 2000). Constrained maximization of the likelihood function is rather 
complex and the algorithms used for the optimization frequently have convergence problems 
(Henningsen and Henning, 2009). Furthermore, linear programming is apt for linear inequality 
constrains like monotonicity, but is not implementable with non-linear inequality constraints like 
concavity (O’Donnell and Coelli, 2005). A strand of recent literature on stochastic frontier analysis, 
whose main objective is to measure production/cost efficiency of firms, addresses the regularity 
problem using a multiple-step estimation procedure (Henningsen and Henning, 2009) or a Bayesian 
estimation (O’Donnell and Coelli, 2005; Griffin and Steel, 2007).  
     As an alternative to the ML method, following Griffiths et al., (2000), we use a Bayesian SUR 
model to simultaneously estimate the translog unit labor cost function and the share equations with 
homogeneity, symmetry, monotonicity and concavity. Monotonicity is imposed at every data point 
(locally) whereas homogeneity and symmetry are restricted at any arbitrary point (globally). When 
imposed globally, it is known that concavity destroys the second-order flexibility of the translog 
function (Diewert and Wales, 1987). As a result, concavity is generally imposed only locally at a 
                                                          
8 One of  the share equations is dropped due to the singularity of  the covariance matrix. In addition, we use the 
maximum likelihood (ML) method to ensure that estimates are invariant to the choice of  the omitted equation. 
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single or multiple reference points, which may result in concavity holding at many points, but still 
maintaining the flexibility (Ryan and Wales, 2000). Therefore, following Ryan and Wales (2000), we 
impose concavity at a single point where labor demand elasticities are measured, i.e. a mean vector 
of predicted labor cost shares. Later, we check concavity ex-post for every data point. 
     To obtain a sequence of sample parameter vectors, the Metropolis-Hastings (MH) algorithm is 
used because it can be computationally more efficient in the Bayesian SUR model than other 
popular algorithms such as the Gibbs sampling (Griffiths et al., 2000). The procedure of the MH 
algorithm is described below:  
Step 1: Set initial values for a parameter vector 𝝀(𝟎) = [𝜶(𝟎),𝜷(𝟎),𝜸(𝟎),𝝁(𝟎),𝜃(0)]′ where 𝜶 is a 
vector of parameter 𝛼’s and the same applies to 𝜷,𝜸 and 𝝁; 𝜃 is a parameter on the time 
trend. The values are chosen so as to satisfy homogeneity, symmetry, monotonicity and 
concavity. Set 𝑛 = 1. 
Step 2: Set 𝝀 = 𝝀(𝒏−𝟏) 
Step 3: Draw a candidate 𝝀�  from a proposal density 𝑁(𝝀, 𝑐𝜴) where 𝑐  is a constant and 𝜴 is a 
variance-covariance matrix estimated from the ML method with homogeneity and 
symmetry imposed. 9 
Step 4: Evaluate monotonicity at every data points and concavity at the mean of fitted labor cost 
shares using 𝝀� .  If either monotonicity or concavity is violated, update 𝝀(𝒏) = 𝝀 , set 
𝑛 = 𝑛 + 1 and go to Step 2. Otherwise, proceed to Step 5. 
Step 5: Calculate 𝛼 = min (𝑓(𝝀�|𝒚)
𝑓(𝝀|𝒚) , 1) where 𝒚 is a vector of observations on a dependent variable; 
𝑓(𝝀|𝒚) is the marginal posterior density of 𝝀.10 
                                                          
9 The objective of  the Bayesian method is to obtain samples for statistical inference from a target (posterior) distribution. 
However, since a target density is often analytically intractable, the MH algorithm generates a sequence of  samples from 
a proposal density instead. In the limit, these samples follow the target density. See Chib and Greenberg (1996) for more 
details on the MH algorithm. 
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Step 6: Accept 𝝀�  with probability 𝛼 and set 𝝀(𝒏) = 𝝀� . Set 𝑛 = 𝑛 + 1 and go to Step 2. 
The constant c in Step 2 is determined by trial and error so that the acceptance rate for 𝝀�  ranges 
from 0.1 to 0.4. Depending on convergence, 100,000 to 400,000 samples are drawn for each sector 
and the first 10,000, 20,000 or 30,000 samples are discarded for a burn-in.  Then, every 100th, 200th 
or 300th observation is redrawn in the remaining samples (thinning). 
 
3.4 DATA 
This section provides an overview of the data used for empirical estimation of labor demand model. 
The data show that aging population has contributed to the rising labor cost share for elderly 
workers over the last decade and that youth and elderly workers are concentrated on less physically 
demanding sectors. 
 
3.4.1 The American Community Survey (ACS) 
We use the American Community Survey (ACS) Public Use Microdata (PUMS) compiled by the 
Census Bureau because it is the most comprehensive publicly available data. In the ACS, an 
individual generally represents 100 people while in another popular survey, the March Current 
Population Survey (CPS) by the Bureau of Labor Statistics (BLS), a sample represents more than 
1,000-1500 individuals. 
     Based on the 2000-2013 ACS PUMS, we aggregate the number of employees and mean annual 
pre-tax wages and salary per employee by state (excluding Alaska and Hawaii) and by sector for each 
survey year. 11 An individual is mostly a 1-in-100 random sample except for a 1-in-240 sample from 
                                                                                                                                                                                           
10  When conventional non-informative prior distributions (for example, the inverted-Wishart distribution for the 
variance-covariance matrix) are assumed, the marginal posterior density 𝑓(𝝀|𝒚) is proportionate to the determinant of  
the variance-covariance matrix for the errors in the SUR model. See appendix A for more details on joint, conditional 
and marginal postrior density functions for Bayesian inference in the SUR model. 
11 The data can be downloaded from the IPUMS USA, the Minnesota Population Center, University of  Minnesota 
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2001 to 2004. Table 3.1 presents 45 sectors reclassified from the 3-digit North American Industry 
Classification System (NAICS). An employed person is grouped by their age: 1) a youth worker aged 
16-24 who participates the labor market at an early stage; 2) a worker aged 25-44 as the most actively 
working group and 3) a worker aged 45-64 who is at around the peak of their career and 
subsequently preparing for retirement; and 4) an elderly worker aged 65 and over who continue 
working or is reattached to the labor market after retirement. The final samples used for analysis 
only include private wage and salary workers with non-zero labor income: Armed Forces, state, local 
and federal government employees, and self-employed workers are excluded.12  
 
3.4.2 Characteristics of  labor cost by age 
Figure 3.2 shows that the labor cost shares for the 45-64 and 65+ age groups have been constantly 
rising. The share of labor costs for the two oldest groups rose to 50% in 2013, from 39% in 2000.  
This rise is attributed to the increases in employment and wages for the two groups. First, as baby 
boomers age, employment for the 45-64 and 65+ workers increased 40% and 70% since 2000 to 
reach 38.1 and 4.5 million, respectively, in 2013. However, employment for the rest younger workers 
declined 1% over the same period. Second, the oldest workers’ real labor income, in particular, 
shows a large gain of 41% between 2000 and 2013. 13 Annual wage for the 45-65 group rose 3% 
while wages for the 25-44 and 16-24 groups fell 14% and 4%, respectively.  
     The rapidly rising wage for the elderly workers can be characterized, as seen in Section 3.2, by “a 
rise in labor force participation of high-skilled full-time workers aged 65 and over.” The youth 
                                                                                                                                                                                           
(https://usa.ipums.org/usa/; Ruggles et al., 2010). According to the Employment Cost Trends (ECT) compiled by the 
BLS, wages and salaries make up around 70 percent of  employee compensation costs and the remaining 30 percent is 
comprised of  benefits such as health insurance, paid leave, legally required benefits, retirement and savings, and etc. 
However, neither the ACS nor the ECT provides comprehensive benefits data by worker’s age. 
12 Self-employment in the ACS includes both the unincorporated (a dominant type) and incorporated self-employed 
while the CPS treats the incorporated self-employed as wage and salary workers. 
13 Inflation-adjusted median weekly earnings for wage and salary workers in the CPS show similar trends over the 2000-
2013 periods.  
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workers, on the other hand, experienced falling wage as a result of a rising share of part-time 
workers, combined with a decline in labor force participation possibly to pursue higher education. 
Figure 3.3 shows that the youngest and oldest age groups tend to work predominantly in service 
sectors.14 It also indicates that they are less likely to work in physically demanding industries such as 
construction and manufacturing than the middle age groups. Food services show the highest 
employment share for the youngest group (45%) while membership organizations and private 
household services have the largest employment share for the oldest group (11%).   
 
3.5 RESULTS 
In this section, three sets of results are presented. First, parameter estimates are presented focusing 
on an implication from methodological differences between the models. Second, a complete 
assessment of monotonicity and concavity is provided for all sectors. Third, we report labor demand 
elasticity estimates and offer a simple simulation exercise to measure the effects of relative wage 
changes on employment. Throughout this section, homogeneity and symmetry are globally imposed 
so that these properties hold at any input prices. For the Bayesian models, monotonicity is imposed 
at every data point while concavity is restricted only at the mean of predicted labor cost shares 
where wage elasticities of labor demand are evaluated.  
 
3.5.1 Parameter estimates15  
                                                          
14 See appendix B for labor cost shares, employment and wages by sector for all age groups. 
15 State fixed effects were initially explored, but majority of  sectors showed a fair amount of  insignificant state fixed 
effects. Thus, region fixed effects were scaled down to the four Census regions, i.e. Northeast, Midwest, South and West. 
Time dummy variables accounting for the recent financial crisis in the US (2008 and 2009) did not significantly change 
the results, and thus they were not included in the final specification. 
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Table 3.2 presents non-Bayesian and Bayesian parameter estimates for the translog cost function and 
share equations. For illustration, we choose membership organizations and household services 
(sector 45) with the highest employment share for elderly workers.  
     The results show that including share equations and imposing monotonicity generally incur 
considerable changes in parameter estimates. Examining from column 1 through 6 in table 3.2, we 
find that the first large changes in parameter estimates occur when the shares are included in the 
estimation. Once the share equations are present, estimates stay little changed regardless of whether 
the cost function is added (column 2 to 4). The second large changes occur when monotonicity is 
imposed. It does not seem that imposing concavity in addition to monotonicity causes changes in 
estimates to any great extent. 
     We find that imposing theoretical requirements does not incur significantly large losses of 
prediction errors in the Bayesian models. To compare ex post prediction performances between the 
Bayesian and non-Bayesian models, mean absolute errors (MAEs) are calculated. The Bayesian SUR 
with monotonicity and concavity (column 6) generally shows only a little larger MAEs for predicted 
values of the cost and shares than the SUR model with no restriction (column 3). Meanwhile, in the 
Bayesian model with all theoretical requirements, every data point meets monotonicity and only 11 
percent of total observations violate concavity while 2 percent violates monotonicity, and 57 percent 
fail to comply with concavity in the SUR model with no restrictions. Similar patterns are also found 
in the other sectors. 
     For sector 45, the non-Bayesian OLS and SUR models clearly violate monotonicity and concavity. 
Out of 685 observations, 8.2 percent violates monotonicity in the cost-only OLS model (column 1) 
and 1.5 percent in the SUR models (column 2 & 3), mostly occurring in the fitted labor cost shares 
for youth and elderly workers. As for concavity, 49 percent of observations violate concavity in the 
share-only SUR model and 57 percent in the cost-share joint SUR model. Particularly, all data points 
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predicted by the cost function alone violate concavity. The Bayesian SUR model with no restriction 
but homogeneity and symmetry (column 4) essentially features the same estimates and the same 
number of observations that violate regularity conditions as the non-Bayesian SUR model (column 
3).   
     Among the non-Bayesian models, the evaluation of regularity conditions and goodness-of-fit 
justifies the need for simultaneous estimation of a cost function and factor share equations, as 
discussed in section 3.3. First, for sector 45, when the share equations are estimated together with 
the cost function, the percentage of observations in violation of monotonicity and concavity 
significantly declines compared to the cost-only model. Second, the cost-share joint SUR model 
yields the best goodness-of-fit according to the Bayesian information criterion (BIC). These two 
findings are also true for majority of industries. 
 
3.5.2 Evaluation of  monotonicity and concavity 
In figure 3.4, monotonicity and concavity are evaluated at every data point for the cost-share joint 
models by sector. As a benchmark model, we present the SUR model without a priori monotonicity 
and concavity conditions in the form of bar graphs. Note that when the two conditions are not 
imposed, 95 percent of total samples meet monotonicity while concavity holds only in 30 percent of 
observations. It is commonly found in the literature on technology that concavity is more often 
violated than monotonicity (Barnett, 2002).16 Also recall that concavity is satisfied conditionally on 
monotonicity. 
     Figure 3.4 shows that imposing monotonicity results in an improvement in concavity to a great 
extent. Overall, when only monotonicity is imposed at every data point, the share of concavity-
satisfying samples increases to 69 percent, up from 30 percent in the SUR model. Furthermore, 
                                                          
16 Barnett (2002) further explains that since monotonicity is less often violated, researchers commonly impose only 
curvature in practice. 
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imposing concavity on top of monotonicity makes extra 10 percent of samples satisfy concavity so 
that 79 percent of samples comply with concavity in the fully restricted Bayesian model.     
     Figure 3.4 confirms that the imposition of concavity at a single point does improve concavity at 
other data points, as Ryan and Wales (2000) find.17 When concavity is imposed only at the mean 
shares, the overall share of concavity-satisfying samples increases to 79 percent from 69 percent. 
However, represented by the distance between a square marker and a bar in the graph, the degree to 
which concavity improves varies considerably by sector. For example, sector 38 (health care) is one 
of the few sectors that shows a great improvement in concavity while concavity imposition at a 
single point has modest or little effects on other points in many of the remaining sectors.  
     It is worth noticing that the primary and secondary sectors are more likely to satisfy concavity 
than the tertiary sectors in our most preferred Bayesian model with all restrictions. In other words, 
cost frontiers inferred from observed wages and employment in the agricultural and manufacturing 
sectors are more theoretically well-behaved than those in the service sectors.  
 
3.5.3 Labor demand elasticity estimates  
Figure 3.5 presents the distributions of own-price labor demand elasticities for all sectors by 
estimation method. Wage elasticities of labor demand are evaluated at the mean of predicted labor 
cost shares. Complete sets of own- and cross-price elasticities for the fully restricted Bayesian model 
are reported in appendix C. 
     Elasticity comparisons by method show that the negativity of own-price elasticities is guaranteed 
only if monotonicity and concavity are satisfied. Considering the fact that many empirical studies 
find these two conditions frequently violated, unrestricted models are likely to generate elasticity 
                                                          
17 An empirical example in Ryan and Wales (2000) shows that choosing one concavity-restricted point could make all 
points satisfy concavity. Our finding suggests that the choice of  a restriction point affects the degree to which concavity 
holds at other points.   
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estimates that lack not only theoretical consistency but also empirical feasibility. As panel (a) shows, 
we cannot exclude the possibility of numerous large positive own-price elasticities without the 
imposition of the theoretical conditions. 
     Examining elasticity estimates reveals that the Bayesian model with all theoretical requirements in 
panel (f) predicts elastic labor demand for youth and elderly workers. More specifically, labor demand 
for elderly workers is the most elastic, a median of -0.71, with small variation across sectors. Labor 
demand for youth workers is the second most elastic, -0.60, but with much larger variation by sector. 
For the remaining two mid-aged groups, labor demand elasticities are similar, -0.14 for the 25-44 
group and -0.13 for the 45-64 group with smaller variation across sectors.   
     Elastic labor demand for youth and elderly workers estimated from the fully restricted Bayesian 
model is more empirically and theoretically coherent than the other approaches. Both non-Bayesian 
and Bayesian models consistently estimate elastic labor demand for the oldest group compared to 
other age groups. Particularly elastic labor demand for youth workers containing teenage workers 
has long been supported in past empirical studies despite no consensus for other age groups 
(Hamermesh and Grant, 1979). However, some of the models with no restrictions yield inelastic 
elasticity estimates for youth workers.  
     One can naturally ask why many past studies on labor demand for youth workers neglected 
regularity conditions other than homogeneity and symmetry. Given that the fact that labor cost 
share for youth workers are relatively large in 1980s through the early 2000s, showing a downward 
trend from 15 percent to 9 percent18, we can suspect that monotonicity, in particular, was likely to be 
satisfied in labor demand studies using the data for those periods. Furthermore, smooth time series 
data with highly aggregated sectors might have reduced the probability of violating monotonicity and 
concavity. 
                                                          
18 These figures are based on the aggregate employment and wage at the US level in the CPS data. 
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     In figure 3.6, we characterize own-price labor demand elasticities for youth and elderly workers by 
sector. The scatter plot shows that labor demand for youth and elderly workers tend to be inelastic 
in the service sectors where employment for these groups is concentrated. By contrast, labor 
demand for the same groups is elastic in the more physically demanding sectors such as construction 
and manufacturing.  
     Figure 3.7 shows that all age-group employee pairs except for the youth-elderly pair are 
substitutes, i.e. positive cross-price elasticity. 19  According to the estimates, for example, wage 
subsidies for hiring applicants aged 65 and over, say, equivalent to the amount of 10 percent of 
market wage, would incentivize private employers to hire more of the age-group workers by 7 
percent (a median of 𝜂44’s), resulting in an increase in the employment of the youngest workers by 4 
percent (𝜂14), while the 25-44 and 45-64 age-group workers would be substituted with the 65+ age-
group workers by 3 percent (𝜂24) and 2 percent (𝜂34), respectively. 
     To comprehensively evaluate the employment effects of wage decline in each age group, a simple 
simulation exercise is conducted in figure 3.8 by taking into account own- and cross-wage elasticities 
of labor demand. Each box plot represents a distribution of employment changes for 45 sectors in 
response to negative wage shock by 10 percent. The simulation shows that real wage declines for the 
youngest and oldest workers lead to a net positive growth in total employment, resulting from a 
larger contribution from own-price labor demand than from cross-price demand while wage 
reduction for the two middle age groups induces job losses in total.  
                                                          
19 We are measuring the effects of  input price on quantity demanded: two inputs are p-substitutes if  𝜂𝑔ℎ = ∂ log𝑋𝑔∂ log𝑤ℎ > 0;  
p-compliments, otherwise. By contrast, q-substitute (𝜖𝑔ℎ < 0 ) or q-compliment (𝜖𝑔ℎ > 0) are based on the cross-
demand elasticity of  factor price (𝜖𝑔ℎ = ∂ log𝑤𝑔∂ log𝑋𝑔 ). In the case of  three or more inputs, equal signs for 𝜂𝑔ℎ and 𝜖𝑔ℎ are 
not guaranteed (Hamermesh, 1996).  
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3.6 AN APPLICATION TO A REGIONAL INPUT-OUTPUT MODEL 
Following an investigation in section 3.5.3 on the impact of relative wages changes on employment, 
a question that naturally arises centers on the economy-wide impact of distributional changes in the 
heterogeneity of labor (or households more broadly). For an empirical exploration to this question, 
we modify Miyazawa’s extended input-output framework (Miyazawa, 1968) to account for 
heterogeneity in age of consumers and workers at a regional level. Miyazawa’s approach provides a 
simple yet very useful framework that facilitates analysis of endogenous, heterogeneous households 
once consumption and income data disaggregated by household characteristics become accessible. 
In this section, we evaluate the sensitivity of a Chicago economy to changes in age structure, 
represented by economic multipliers, following a description of the Miyazawa’s model and the data 
used.  
 
3.6.1 Miyazawa’s extended input-output model 
The input-output model in Miyazawa (1968) is originally constructed for three regions in Japan 
where the household sector in each region is endogenous. The Miyazawa’s approach is “the most 
parsimonious” extended input-output formulation in that an extension of multiple household 
sectors is based solely on an input-output table rather than a social accounting matrix (SAM) 
(Hewings et al., 2001). As such, Pyatt (2001) claims that the Miyazawa multipliers should be 
interpreted as factorial income multipliers involved with wage and salary payments in an input-output 
table as distinguished from institutional income multipliers based on a SAM.  The Miyazawa system is 
specified as the following:  
�
𝑥𝑛×1
⋯
𝑦𝑞×1� = �𝐴𝑛×𝑛 ⋮ 𝐶𝑛×𝑞⋯ ⋯ ⋯𝑉𝑞×𝑛 ⋮ 0𝑞×𝑞� �𝑥𝑛×1⋯𝑦𝑞×1� + �𝑓𝑛×1
∗
⋯
𝑔𝑞×1� (3.7) 
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where n is the number of sectors; q is the number of household groups; x is a vector of output; y is a 
vector of total income; A is a direct requirement coefficient matrix; V is a labor income coefficient 
matrix; C is a consumption coefficient matrix; f* is a vector of exogenous final demand; g is a vector 
of exogenous income.  
     We can easily show that solving equation (3.7) for x and y yields  
�
𝑥
⋯
𝑦
� = �𝐵(𝐼 + 𝐶𝐶𝑉𝐵) ⋮ 𝐵𝐶𝐶⋯ ⋯ ⋯
𝐶𝑉𝐵 ⋮ 𝐶
� �
𝑓∗
⋯
𝑔
� (3.8) 
where B is a traditional Leontief inverse matrix, i.e. 𝐵 = (𝐼 − 𝐴)−1; 𝐶 = (𝐼 − 𝐿)−1 for 𝐿 = 𝑉𝐵𝐶.     
The K matrix is the “interrelational income multiplier” matrix, as Miyazawa defines, which indicates 
how much income in one group is generated by a unit of income increase in the other group. The 
matrix of “multi-sector income multipliers” KVB indicates how much income in one group is 
generated by a unit of final demand increase in one sector. 
 
3.6.2 Data construction for the Miyazawa analysis  
The Miyazawa multipliers in equation (3.8) consist of the coefficient matrices of direct requirement 
(A), labor income (V) and consumption (C). The A matrix can be directly derived from the input-
output table for Chicago (the 2009 base year). 20 To obtain the V and C matrices disaggregated by 
age group, we use age-specific labor and consumer demand models since only aggregate labor 
income and consumption by sector are available in the Chicago input-output table. In the remainder 
of this subsection, we elaborate on the procedures of disaggregating the V and C matrices by age. 
                                                          
20 The Chicago region in this study includes seven counties in Illinois: Cook, Du Page, Kane, Kendall, Lake, McHenry, 
and Will. The input-output table for Chicago is constructed by aggregating those county-specific input-output tables 
from IMPLAN. Sectors in the IMPLAN input-output tables are recategorized to match with 45 sectors in table 3.1. 
Employee compensation includes wages and salaries, benefits and non-cash compensation.  
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     To disaggregate total employee compensation in each sector by age group, we use the age-group 
specific labor cost share equations for Illinois estimated in the preceding sections.21 The original 
1×45 employee compensation vector from the input-output table is transformed into a 4×45 matrix 
where the (i,j)th entry shows compensation paid to workers in different age group i in sector j. In the 
final V matrix, labor income by age group is expressed as a share of output for each sector. 
     To estimate the consumption coefficient matrix C, we first disaggregate the original 45×1 
column vector of household consumption into a 45×4 matrix. The (i,j)th entry of the 45×4 matrix 
represents consumption of households in age group j on good i. Following Kim et al. (2015), the 
almost ideal demand system (AIDS; Deaton and Muellbauer, 1980) model is used to estimate age-
group-specific consumer demand for Chicago.22 Next, each entry in the 45×4 sector-by-age-group 
matrix is divided by the column sum to represent the consumption share of total expenditure. 
Finally, a consumption coefficient matrix C is generated by multiplying each column of shares by 
average propensity to consume of the corresponding age group, i.e. the ratio of total expenditure to 
total income.23 Hence, each entry in the C matrix indicates the consumption share of total income (y). 
     One might argue that a bias could occur due to a unit mismatch between an individual worker as 
a labor income earner and a household as a consumer. Unfortunately, data on expenditure by 
individual family members are not available for the Chicago region in the Consumer Expenditure 
Survey (CES), the data on which the consumer demand model is based. A bias occurs when two or 
more labor income earners in a household are in different age brackets. However, considering that 
                                                          
21 Population and employment in the Chicago region account for 70 percent of  total population and employment in 
Illinois. Since the estimated labor cost share equations are only state-specific, we assume that the estimates for Illinois are 
good approximates for the Chicago region.  
22 More specifically, Kim et al. (2015) estimate the AIDS model for five nondurable goods and services using the data 
from the Consumer Expenditure Survey (CES). The five types of  expenditures are then disaggregated into consumption 
in 45 sectors via a bridge matrix. Durable goods consumption is allocated across age groups, proportional to the number 
of  households in each group. 
23 Average propensity to consume by age group is calculated from the 2009 CES for the US. It is worth mentioning that 
average propensity to consume significantly varies by age group:  1.11 for the under-25 group, 0.77 for the 25-44 group, 
0.73 for the 45-64 group, and 0.93 for the 65+ group. 
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age brackets used in this paper are wide and that age difference between a head of family and 
his/her spouse is relatively small in many cases, the bias from the unit mismatch would not be large. 
  
3.6.3 Comparative statics: the effects of  aging population 
This subsection presents the Miyazawa multipliers and assesses how aging population would affect 
these multipliers in 2020 compared to 2009. To identify the effects of age distribution changes alone, 
we assume that production technology, the relative prices of goods, the relative wages of workers in 
different age groups, and in- and out-migration rates in Chicago do not change from the base year 
2009 and thereafter. Therefore, the changes in the labor income coefficient matrix V can be 
attributed to rising or falling employment shares for age-group workers represented by the age-
group-specific linear time trends γ ’s in the share equations in equation (3.5). To calculate the 
consumption coefficient matrix C of 2020, we use the baseline forecasts for aggregate personal 
income and the number of households by age from the extended regional econometric input-output 
model for Chicago in Kim et al. (2015). 
     The interrelational income multipliers K in table 3.3 show in a column direction that given a labor 
income shock, the 25-44 and 45-64 groups are expected to receive much larger induced income than 
the youth and elderly groups. In 2009, for example, a $1 increase of wage and salary income in the 
oldest group induces 5 cents in the youngest group, 36 cents in the two middle age groups, and 4 
cents in the oldest group. This is simply due to the fact that the two middle age groups account for 
the largest employment shares.   
     A row direction indicates the income inducement generated by a $1 increase of wage and salary 
income in all groups (one should be subtracted for the principal diagonal elements). Higher induced 
income generated by the youngest and oldest groups is due to higher propensities to consume for 
these two groups, characterized by “earn less and spend more.”  
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     Table 3.3 also shows that aging population increases induced income that the 45-64 and 65+ 
groups receive in 2020 while the other younger groups experience a decline in induced income. This 
can be explained by the population projection that expects a large positive growth in the population 
of the 45-64 and 65+ groups.24 It is, however, important to note that the Miyazawa analysis suggests 
that with aging population, the entire local economy could suffer from a decline in additional 
income generated by an income shock.  
     The multi-sector income multipliers KVB in table 3.4 show that sectors with higher employment 
share for a specific age group (see figure 3.3) tend to generate higher income inducement for the age 
group. For example, among the eight aggregate sectors, a $1 direct demand impact from the service 
sector generates the highest induced income for the youngest and oldest group. It is the construction 
sector that generates the highest income inducement for the middle age groups.  
     Comparing multi-sector income multipliers between 2009 and 2020 suggests that increasing 
employment shares for older workers result in higher multipliers for the 45-64 and 65+ groups and 
smaller multipliers for the 16-24 and 25-44 groups. Recall that the linear time trends in labor share 
equations vary by age group and by sector. Therefore, the degrees to which multipliers in each cell 
change depend on the corresponding time trend estimates that represent changes in age-specific 
employment by sector. The construction sector, for example, shows the largest decline (-0.71 
percent) in total income inducement from 2009 to 2020 since construction employment for young 
workers are predicted to fall more rapidly than employment of young workers in other sectors. 
     In table 3.5, output multipliers are compared among sectors when a household sector is treated 
as either exogenous or endogenous. Type I multipliers are the column sums of the Leontief inverse 
𝐵 = (𝐼 − 𝐴)−1 while type II multipliers are the column sums of 𝐵(𝐼 + 𝐶𝐶𝑉𝐵). Type II multipliers 
of 2009 imply that a $1 increase in total household consumption generate $1.511 of indirect and 
                                                          
24 According to the Census Bureau, the Illinois population aged 45-64 and 65+ is projected to increase 14% and 61%, 
respectively, between 2000 and 2030 while the total population is expected to grow only 8% over the same period. 
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induced income on average, whereas type I multipliers shows a dollar increase in demand generates 
only $0.563. Note that output multipliers show larger declines than multi-sector income multipliers 
in percentage terms. These findings for the output multipliers continue the “hollowing-out” trend 
noted by Hewings et al. (1998) that was attributed to the increasing spatial fragmentation of 
production in the US economy. 
 
3.7 CONCLUSIONS 
In this paper, we estimate wage elasticities of labor demand by age using a Bayesian SUR model. 
This approach is relevant for a wide spectrum of demand analysis since it facilitates the imposition 
of regularity conditions implied by economic theory. When applied to the ACS data, the Bayesian 
approach shows that the labor demand for youth workers is elastic. This finding is empirically 
consistent with past empirical studies that highlight elastic labor demand for youth workers. Labor 
demand for the elderly workers is also found to be elastic with smaller sectoral variation, relative to 
large variation in wage elasticities of labor demand for youth workers across sectors.  
    Additionally, we present an application of the labor demand model used together with the 
consumer demand model proposed by Kim et al. (2015) to the Miyazawa extended input-output 
model. As an illustration, the effects of changing age structure on the Chicago economy are 
evaluated. The results suggest that ceteris paribus aging population attributes to lowering aggregate 
economic multipliers of a regional economy mainly because the number of elderly workers who earn 
less labor income than younger groups is expected to grow more rapidly. 
     This paper provides a good example where empirical consistency can be acquired by 
strengthening theoretical coherence without significantly incurring additional costs such as loss of 
prediction accuracy. Additional implications of main findings in this paper are as follows. 
Monotonicity and concavity must be checked and addressed particularly in the case where one or 
 92 
 
more factor shares are so small that monotonicity is in doubt. Moreover, it is desirable for a static 
factor demand model with a translog cost function to simultaneously estimate a cost function and 
factor shares. The share equations alone do not contain enough information to recover the 
corresponding cost structure.   
     One policy implication is that a labor policy that intends to influence the price of labor for youth 
workers needs to be differentiated by sector, while a labor policy targeting the oldest group’s wages 
is expected to produce similar degrees of changes in labor demand across sectors. In addition, a 
simulation suggests that the effectiveness of wage policy in terms of total job creation varies 
depending on a target age group when own- and cross-wage elasticities of labor demand are taken 
into account. 
     An interesting extension to this study for future research is to include not only wage and salary 
but also benefits in the input prices since the employer’s cost of providing retirement benefits and 
health insurance is much higher for older workers than for younger workers (Munnell and Sass, 
2008). In addition, the inclusion of institutional income (factor income plus non wage and salary 
income) might alter the results. Further, embedding the results in a full econometric input-output 
model would provide important insights into the way how changes in economic structure, 
demographic structure and the interactions between income generation and consumption affect 
forecasts, compared to those using a single representative household. 
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Table 3.1 Sector description 
 
1 Livestock & other agri. prod. 16 Stone, clay, & glass prod. 31 Pipeline trans. 
2 Agriculture, forestry & fisheries 17 Primary metals prod. 32 Information 
3 Mining 18 Fabricated metal prod. 33 Motion picture & sound recording 
4 Utilities 19 Industrial machinery & equip. 34 Finance & insurance 
5 Construction 20 Computer & other electric prod. 35 Real estate 
6 Food & kindred prod. 21 Trans. equip. manuf. 36 Professional & management serv. 
7 Tobacco prod. 22 Furniture & related product 37 Educational serv. 
8 Apparel & textile prod. 23 Misc. manuf. 38 Health care 
9 Leather & leather prod. 24 Wholesale trade 39 Social assistance 
10 Lumber & wood prod. 25 Retail trade 40 Arts, entertainment, & recreation 
11 Paper & allied prod. 26 Air trans. 41 Accommodation serv. 
12 Printing & publishing 27 Railroad trans. & trans. serv. 42 Food serv. 
13 Petroleum & coal prod. 28 Water trans. 43 Repair & maintenance 
14 Chemicals & allied prod. 29 Truck trans. & warehousing  44 Personal & laundry serv. 
15 Rubber & misc. plastics prod. 30 Transit & ground passenger trans. 45 Membership org. & households serv. 
Notes: Resources 1-3; Construction 5; Non-durables 6-9 & 11-15; Durables 10 & 16-23; TCU (transportations, 
communications, and utilities) 4 & 26-32; Trade 24-25; FIRE (finance, insurance, and real estate) 34-35; Services 
33 & 36-45 
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Table 3.3 The effects of age distribution changes on interrelational income multipliers (K matrix) 
 
 Age group of income origin 
 16-24 25-44 45-64 65+ Total Age group of income receipt: 2009    16-24 1.056 0.037 0.036 0.047 1.175 
25-44 0.409 1.281 0.274 0.360 2.325 
45-64 0.385 0.268 1.265 0.361 2.279 
65+ 0.038 0.027 0.028 1.040 1.133 
Total 1.888 1.614 1.602 1.808 6.912 
Age group of income receipt: 2020    16-24 1.044 0.029 0.028 0.037 1.138 
25-44 0.348 1.238 0.232 0.303 2.122 
45-64 0.445 0.308 1.304 0.413 2.470 
65+ 0.049 0.035 0.035 1.052 1.171 
Total 1.886 1.611 1.599 1.804 6.901 
Changes in indirect & induced impacts (%) : 2020-2009 
16-24 -21.5 -21.6 -21.5 -20.5 -21.3 
25-44 -14.9 -15.1 -15.3 -15.9 -15.3 
45-64 15.6 14.9 14.6 14.3 14.9 
65+ 29.3 28.8 28.7 28.0 28.7 
Total -0.20 -0.43 -0.49 -0.49 -0.39 
Notes: 1) The [i,j]th entry represents a direct increase of $1 in income to group j leads to k 
cents in income payments to group i; 2) It is assumed that technology and relative prices of 
goods and labor groups do not change from 2009 on.    
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Table 3.4 The effects of age distribution changes on multi-sector income multiplier (KVB matrix) 
 
 Sector of final demand origin 
 Resource Const. Non-dur. Dur. TCU Trade FIRE Services Total Age group of income receipt: 2009       16-24 0.037 0.062 0.042 0.046 0.042 0.055 0.026 0.069 0.377 
25-44 0.220 0.486 0.378 0.404 0.370 0.409 0.279 0.452 2.997 
45-64 0.214 0.419 0.385 0.416 0.393 0.389 0.241 0.419 2.877 
65+ 0.018 0.033 0.032 0.033 0.031 0.034 0.020 0.044 0.245 
Total 0.489 0.999 0.837 0.898 0.836 0.887 0.566 0.983 6.496 
Age group of income receipt: 2020       16-24 0.028 0.037 0.033 0.034 0.032 0.044 0.015 0.056 0.279 
25-44 0.187 0.411 0.309 0.326 0.309 0.337 0.239 0.393 2.510 
45-64 0.250 0.502 0.452 0.492 0.454 0.460 0.282 0.476 3.368 
65+ 0.022 0.042 0.041 0.043 0.039 0.043 0.028 0.055 0.313 
Total 0.487 0.992 0.834 0.895 0.834 0.884 0.564 0.980 6.470 
Differences (%): 2020-2009        16-24 -23.2 -40.0 -21.5 -25.5 -24.0 -20.2 -39.0 -19.0 -26.0 
25-44 -15.0 -15.3 -18.3 -19.2 -16.7 -17.4 -14.6 -13.0 -16.2 
45-64 16.7 20.1 17.5 18.5 15.6 18.1 17.4 14.0 17.3 
65+ 16.7 24.0 24.2 27.3 24.0 25.8 30.9 23.4 24.6 
Total -0.53 -0.71 -0.31 -0.36 -0.34 -0.34 -0.45 -0.33 -0.42 
Notes: 1) The [i,j]th entry in the matrix represents the total (direct, indirect and induced) income for group i 
resulting from a dollar increase in consumption in sector j; 2) It is assumed that technology and relative prices of 
goods and labor groups do not change from 2009 on; 3) TCU = transportation, communications, and utilities; 
FIRE = finance, insurance, and real estate 
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Table 3.5 The effects of  age distribution changes on output multipliers1,2) 
 
 
Sector of final demand origin 
 
Res. Const. Non-dur. Dur. TCU Trade FIRE Serv. Avg. 
Type I: 
Direct & indirect (2009)1) 1.427 1.587 1.862 1.691 1.624 1.329 1.483 1.506 1.563 
Type II: 
Direct, indirect & induced (2009) 2) 2.002 2.754 2.833 2.734 2.594 2.366 2.140 2.660 2.511 
Type II: 
Direct, indirect & induced (2020) 2) 1.994 2.731 2.824 2.722 2.585 2.356 2.132 2.650 2.499 
Changes in indirect & induced 
impacts (%): 2020-2009 -0.82 -1.30 -0.49 -0.65 -0.61 -0.78 -0.75 -0.61 -0.75 
Notes: 1) Column sums of B = (I − A)−1; 2) Column sums of B(I + CKVB); 3) It is assumed that technology and 
relative prices of goods and labor groups do not change from 2009 on; 3) TCU = transportation, communications, and 
utilities; FIRE = finance, insurance, and real estate 
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Figure 3.1 Characteristics of  workers by age group 
 
a. Labor force participation rates1) b. Unemployment rates 
  
c. Class of workers d. Sex2) 
  
e. Education attainment2) f. Hours of work2) 
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Figure 3.1 (Cont.) 
 
g. The 10 most common occupations (2013): 
Occupation shares (in percent) 
 
h. The 10 most common occupations (2013):  
Annual wages and salaries (in the current thousand dollars) 
 
Notes: 1) Line graphs indicate the rate of changes during 2001-2013 for the corresponding age group; 2) 
Among private wage and salary workers. 
Source: Authors’ calculation based the 2001 and 2013 American Community Survey (ACS) 
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Figure 3.2 Labor costs, employment and wages by age in the US (2000-2013) 
 
a. Labor costs 
 
(2000) (2013) 
  
b. Employment c. Real wage and salary 
  
   Note: Self-employed, Armed Forces and government employees are excluded. 
   Source: Authors’ calculation based on the 2000-2013 ACS 
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Figure 3.3 Employment shares by sector for the youngest and oldest age-group employees: 2000-
2013 average 
 
Notes: 1) The origin represents mean shares; 2) The bold fonts represent aggregate sectors for 
those appearing most in the corresponding quadrants; 3) Each symbol is specific to each 
quadrant. 
Source: Authors’ calculations based on the 2000-2013 ACS 
  
 102 
 
 
  
Fi
gu
re
 3
.4
 M
on
ot
on
ic
ity
 a
nd
 c
on
ca
vi
ty
 b
y 
se
ct
or
: p
er
ce
nt
ag
e 
of
 o
bs
er
va
tio
ns
 w
he
re
 th
es
e 
pr
op
er
tie
s h
ol
d1
)  
N
ot
es
: 1
) A
 c
os
t f
un
ct
io
n 
an
d 
lab
or
 c
os
t s
ha
re
s a
re
 si
m
ul
ta
ne
ou
sly
 e
st
im
at
ed
; h
om
og
en
eit
y 
an
d 
sy
m
m
et
ry
 a
re
 g
lo
ba
lly
 sa
tis
fie
d;
 
2)
 C
on
ca
vi
ty
 is
 im
po
se
d 
at
 a
 s
in
gl
e 
re
fe
re
nc
e 
po
in
t, 
i.e
., 
m
ea
ns
 s
ha
re
s 
of
 p
re
di
ct
ed
 la
bo
r 
co
st
 s
ha
re
s; 
3)
 C
on
ca
vi
ty
 is
 s
at
isf
ied
 
co
nd
iti
on
all
y 
on
 m
on
ot
on
ici
ty
; 4
) S
ec
to
rs
 a
re
 so
rte
d 
in
 a
 d
es
ce
nd
in
g 
or
de
r o
f t
he
 p
ro
po
rti
on
 o
f c
on
ca
vi
ty
-s
at
isf
yin
g 
sa
m
pl
es
 in
 
th
e 
Ba
ye
sia
n 
SU
R 
m
od
el 
w
ith
 m
on
ot
on
ici
ty
 a
nd
 c
on
ca
vi
ty
 im
po
se
d;
 5
) T
ot
al 
nu
m
be
r o
f o
bs
er
va
tio
ns
 is
 2
2,
21
6;
 6
) T
he
 d
ar
k-
co
lo
re
d 
ba
rs
 re
pr
es
en
t t
he
 se
rv
ice
 se
ct
or
s a
nd
 th
e 
ho
llo
w
 b
ar
s i
nd
ica
te
 th
e 
m
an
uf
ac
tu
rin
g 
se
ct
or
s. 
 
 103 
 
 
 
 
 
 
 
Figure 3.5  Distributions of own-price labor demand elasticities for 45 sectors by estimation method: 
evaluated at mean predicted labor cost shares1) 
 
(Non-Bayesian models)  
 
a. Cost only; 
no restrictions2) 
b. Share only ; 
no restrictions2) 
c. Cost & Share ; 
no restrictions2) 
   
 
(Bayesian models) 
 
d. Cost & Share; 
no restrictions2) 
e. Cost & Share; 
monotonicity only3) 
f. Cost & Share; 
monotonicity & concavity3) 
   
Notes: 1) Homogeneity and symmetry are globally imposed; 2) One very large positive number in the 16-24 
group is intentionally omitted for easier comparisons; 3) Monotonicity is imposed at all data points and 
concavity is imposed at the mean of predicted labor cost shares 
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Figure 3.6  Own-price labor elasticities by sector for the youngest and oldest age-group employees: 
evaluated at fitted mean shares 
 
 
Notes: 1) The origin represents mean of elasticities; 2) The bold fonts represent aggregate sectors 
for those appearing most in the corresponding quadrants; 3) Each symbol is specific to each 
quadrant. 
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Figure 3.7  Distributions of cross-price labor demand elasticities for 45 sectors: the Bayesian SUR 
evaluated at fitted mean shares with monotonicity and concavity imposed 
 
(𝜂1ℎ) (𝜂2ℎ) 
  
(𝜂3ℎ) (𝜂4ℎ) 
    
Notes: 1) Homogeneity and symmetry are globally imposed; 2) Monotonicity are imposed at all data points and 
concavity is imposed at a single point, i.e., mean labor cost shares; 3) Shaded areas are own-price elasticities and 
the rests are cross-price elasticities; 4) 𝜂𝑔ℎ = %Δ(labor demand of age group g)/%Δ(wage of age group h) 
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Figure 3.8  The effects of wage decline on employment in 45 sectors: a 10-percent wage decline in 
each age-group 
 
a. Wage decline in 16-24 age-group b. Wage decline in 25-44 age-group 
    
c. Wage decline in 45-64 age-group d. Wage decline in 65+ age-group 
    
       Notes: 1) Elasticities are calculated from the Bayesian SUR estimates with monotonicity and concavity 
imposed; 2) Calculation of changes in employment is based on the 2013 figures. 
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APPENDIX A. LIKELIHOOD FUNCTION, PRIOR AND POSTERIOR 
DISTRIBUTIONS IN THE BAYESIAN SUR MODEL 
 
This appendix is to explain the specifications of model and distributions used in this study for Bayesian 
inference in the seemingly unrelated regressions (SUR) model. Further details can be found in Griffiths et al. 
(2000) and Griffiths (2003). The SUR model with M equations using a total of T observations for estimation 
is given by 
𝒚 = 𝑿𝜷 + 𝜺,   𝜺~𝑁(𝟎,𝜮𝑴⨂𝟏𝑻) 
�
𝐲𝟏
𝐲𝟐
⋮
𝐲𝐌
� = �𝐗𝟏 𝟎 ⋯ 𝟎𝟎 𝐗𝟐 ⋯ 𝟎⋮ ⋮ ⋱ ⋮
𝟎 𝟎 ⋯ 𝐗𝐌
�
⎣
⎢
⎢
⎢
⎡
𝜷𝟏
𝜷𝟐
⋮
𝜷𝐌⎦
⎥
⎥
⎥
⎤ + �𝛆𝟏𝛆𝟐⋮
𝛆𝐌
� 
where 𝒚 is an MT × 1 vector of dependent variables; 𝑿 is an MT × K matrix of explanatory variables where K = ∑ 𝑘𝑖𝐶𝑖=1 ;𝜷 is a K × 1 coefficient vector; 𝜺 is an MT × 1 vector of contemporaneously correlated random 
errors (i.e. 𝐸[𝜀𝑖𝑖𝜀𝑖𝑠] = 𝜎𝑖𝑖 if 𝑡 = 𝑠 and 0 otherwise where 𝑖, 𝑗 = 1,⋯ ,𝑀;  𝑡, 𝑠 = 1,⋯ ,𝑇 ).  
Under this specification, a likelihood function for 𝜷 and 𝚺 can be specified as  
𝐿(𝒚|𝜷,𝜮) = (2𝜋)−𝐶𝑀/2|𝜮|−𝑀/2 exp{−0.5(𝒚 − 𝑿𝜷)′�𝜮−𝟏⨂𝟏𝑻�(𝒚 − 𝑿𝜷)}. 
The likelihood can be rewritten as  
𝐿(𝒚|𝜷,𝜮) = (2𝜋)−𝐶𝑀/2|𝜮|−𝑀/2 exp{−0.5tr(𝐴𝜮−𝟏)} 
where 𝐴 is an M × M matrix with (i,j)th element 𝑎𝑖𝑖 = (𝒚𝒊 − 𝑿𝒊𝜷𝒊)′(𝒚𝒋 − 𝑿𝒋𝜷𝒋). 
A conventional noninformative joint prior for 𝜷 and 𝚺 is given by 
𝑝(𝜷,𝜮) = 𝑝(𝜷)𝑝(𝜮) ∝ |𝜮|−(𝐶+1)/2. 
Hence, the Bayes’ theorem yields the joint posterior density for 𝜷 and 𝜮: 
𝑓(𝜷,𝜮|𝒚) ∝ 𝐿(𝒚|𝜷,𝜮)𝑝(𝜷,𝜮) 
∝ |𝜮|−(𝑀+𝐶+1)/2 exp{−0.5tr(𝐴𝜮−𝟏)}. 
A target density, the marginal posterior density 𝑓(𝜷|𝒚) from which we want to draw samples for inference, 
can be written as 
𝑓(𝜷|𝒚) = ∫𝑓(𝜷,𝜮|𝒚)𝑑𝜮 ∝ |𝐴|−𝑀/2. 
In the Metropolis-Hastings algorithms, candidates for 𝜷, say 𝜷� and  𝜷�, are actually sampled from a proposal 
density (for example, a multivariate normal distribution) whose limiting invariant distribution is the target 
distribution, and then if 𝜷�  satisfies the regularity conditions, we accept 𝜷�  with probability of  𝛼 =min (𝑓�𝜷��𝒚�
𝑓�𝜷��𝒚�
= |𝐴�|−𝑇/2|𝐴�|−𝑇/2 , 1) where ?̃? = �𝑎�𝑖𝑖�M×M = (𝒚𝒊 − 𝑿𝒊𝜷�𝒊)′(𝒚𝒋 − 𝑿𝒋𝜷�𝒋). 
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APPENDIX B. LABOR COST SHARES BY AGE GROUP BY SECTOR:  2000-2013 
AVERAGE 
Sector 
Labor cost shares (%) Employment (thou. person) Annual wages (thou. $2009) 
16-24 25-44 45-64 65+ 16-24 25-44 45-64 65+ 16-24 25-44 45-64 65+ 
1 Livestock & Ot 11.1 48.3 36.1 4.5 176 406 250 37 12.7 24.1 29.2 24.8 
2 Agri., Forestr 8.3 47.9 40.4 3.4 22 68 45 5 15.0 28.5 36.1 25.7 
3 Mining 5.1 45.2 47.7 2.1 54 266 218 11 32.5 59.1 76.0 63.8 
4 Utilities 2.3 39.2 56.9 1.6 40 308 366 14 27.8 61.2 74.9 54.5 
5 Construction 7.3 54.5 36.4 1.8 966 3722 1933 113 20.3 39.1 50.3 42.6 
6 Food & Kindred 5.5 46.8 45.8 1.9 170 646 511 29 16.1 35.7 44.2 32.7 
7 Tobacco Prod. 3.5 46.8 47.7 2.0 12 67 53 3 20.8 50.2 65.2 43.2 
8 Apparel & Text 4.2 45.5 47.1 3.1 52 301 268 21 16.8 31.4 36.6 31.2 
9 Leather & Leat 4.6 50.8 39.4 5.1 2 8 6 1 14.7 38.0 41.3 37.5 
10 Lumber & Wood 6.9 48.0 42.8 2.2 45 171 126 9 18.9 34.4 41.5 31.9 
11 Paper & Allie 2.6 41.7 53.7 2.1 22 164 173 8 21.5 47.3 57.5 50.0 
12 Printing & Pu 3.6 51.5 42.7 2.3 140 742 545 46 18.2 49.7 56.1 35.3 
13 Petroleum & C 2.0 39.6 56.4 2.0 6 52 57 2 29.1 70.3 91.7 75.4 
14 Chemicals & A 1.8 46.3 50.2 1.7 61 542 472 21 22.5 63.2 78.6 58.3 
15 Rubber & Misc 4.1 46.2 47.4 2.3 45 243 204 11 18.8 39.5 48.2 43.1 
16 Stone, Clay, 3.9 44.7 48.8 2.7 30 174 153 9 20.7 40.9 50.7 45.8 
17 Primary Metal 3.3 41.8 52.6 2.3 32 212 218 10 23.5 45.1 54.9 51.1 
18 Fabricated Me 4.5 44.4 48.0 3.0 109 555 496 35 20.8 40.1 48.4 43.5 
19 Industrial Ma 3.3 43.5 50.6 2.6 85 527 510 30 22.5 47.9 57.7 50.2 
20 Computer & ot 2.0 48.8 47.4 1.8 103 894 771 39 23.8 65.7 74.1 57.7 
21 Transp. Equip 2.8 42.0 53.2 2.1 139 967 961 41 24.1 52.4 66.9 60.5 
22 Furniture & R 6.2 49.6 41.8 2.4 47 214 153 10 18.8 33.1 39.0 32.8 
23 Miscellaneous 3.3 48.1 46.3 2.3 88 491 405 27 18.6 49.0 57.2 42.0 
24 Wholesale 3.6 49.2 44.5 2.7 375 1982 1489 130 18.9 48.6 58.5 40.1 
25 Retail 10.5 49.7 36.7 3.1 3856 5938 4103 614 11.5 35.2 37.6 21.2 
26 Air Transp. 2.0 43.8 52.6 1.7 25 213 191 9 18.8 49.0 65.5 42.6 
27 Railroad Tran 4.5 48.3 45.4 1.8 152 614 459 28 16.4 43.7 55.0 35.0 
28 Water Transp. 3.7 41.1 50.9 4.4 3 12 12 2 20.7 53.4 70.6 41.6 
29 Truck Transp. 4.0 48.3 45.1 2.5 159 972 787 59 19.5 38.3 44.2 32.8 
30 Transit & Gro 2.5 39.7 51.9 5.8 18 149 177 33 15.6 28.9 31.8 18.7 
31 Pipeline Tran 3.3 37.7 56.3 2.7 1 8 9 1 36.7 65.5 86.5 66.1 
32 Information 3.4 55.2 40.1 1.3 144 859 521 25 22.1 60.7 72.7 49.4 
33 Motion Pictur 5.9 59.1 32.8 2.2 66 117 48 6 11.3 63.5 86.6 51.2 
34 Finance & Ins 3.4 53.5 40.9 2.2 602 3279 2148 147 22.2 64.3 75.1 57.8 
35 Real Estate 4.2 46.7 43.8 5.2 222 874 713 132 16.1 44.8 51.5 33.3 
36 Professional 4.0 54.5 38.9 2.6 1287 5757 3358 328 18.1 54.7 67.0 45.3 
37 Educational S 4.3 42.4 48.4 4.8 622 1612 1431 160 9.5 36.1 46.4 41.0 
38 Health Care 3.7 47.4 45.9 3.0 1178 5888 4781 411 16.6 42.4 50.6 38.2 
39 Social Assist 8.7 47.6 39.8 3.9 355 895 645 91 11.0 23.9 27.6 19.6 
40 Arts, Enterta 10.5 51.2 34.7 3.6 516 737 466 92 10.0 34.3 36.7 19.6 
41 Accommodation 8.9 50.2 37.8 3.1 252 627 423 50 12.4 28.1 31.4 21.6 
42 Food Serv. 23.6 53.5 21.7 1.3 3257 2905 1029 96 8.8 22.3 25.5 16.2 
43 Repair & Main 9.3 54.1 34.8 1.9 244 673 374 32 16.5 34.8 40.4 25.7 
44 Personal & La 10.6 52.4 33.3 3.7 257 632 364 60 12.1 24.2 26.8 18.2 
45 Membership Or 3.6 38.4 51.1 7.0 262 919 1048 249 10.8 32.8 38.3 22.1 
Average 5.5 49.6 42.2 2.7 362 1053 744 73 14.0 43.2 52.0 33.7 
Note: Figures in bold represent the five sectors with the highest shares given an age-group. 
Source: Author’s calculation based on the 2000-2013 ACS 
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APPENDIX C. PRICE-ELASTICITIES OF LABOR DEMAND BY AGE GROUP 
Bayesian sur estimates evaluated at fitted mean shares with monotonicity and concavity imposed1) 
  Labor demand elasticity of  
  16-24 group 25-44 group 45-64 group 65+ group 
  w.r.t. Δwage of w.r.t. Δwage of w.r.t. Δwage of w.r.t. Δwage of 
  16-24 25-44 45-64 65+ 16-24 25-44 45-64 65+ 16-24 25-44 45-64 65+ 16-24 25-44 45-64 65+ 
  η11 η12 η13 η14 η21 η22 η23 η24 η31 η32 η33 η34 η41 η42 η43 η44 
1 Livestock & Ot -0.434 0.329 0.139 -0.034 0.085 -0.146 0.022 0.038 0.048 0.029 -0.131 0.054 -0.078 0.342 0.365 -0.629 
2 Agri., Forestr -0.621 0.183 0.443 -0.005 0.037 -0.143 0.047 0.058 0.107 0.056 -0.177 0.015 -0.011 0.595 0.127 -0.711 
3 Mining -0.690 0.628 0.023 0.040 0.074 -0.164 0.070 0.020 0.003 0.066 -0.088 0.019 0.078 0.338 0.341 -0.757 
4 Utilities -0.755 0.023 0.868 -0.136 0.001 -0.098 0.072 0.025 0.037 0.048 -0.098 0.013 -0.181 0.514 0.409 -0.742 
5 Construction -0.497 0.634 -0.096 -0.041 0.098 -0.336 0.219 0.019 -0.022 0.320 -0.317 0.019 -0.178 0.520 0.351 -0.693 
6 Food & Kindred -0.630 0.415 0.255 -0.039 0.058 -0.239 0.157 0.024 0.037 0.161 -0.219 0.021 -0.108 0.477 0.411 -0.779 
7 Tobacco Prod. -0.757 0.833 0.054 -0.130 0.077 -0.343 0.187 0.079 0.005 0.196 -0.194 -0.007 -0.151 0.991 -0.084 -0.756 
8 Apparel & Text -0.727 0.365 0.388 -0.026 0.041 -0.108 0.009 0.058 0.040 0.009 -0.076 0.027 -0.028 0.555 0.286 -0.813 
9 Leather & Leat -0.651 0.414 0.264 -0.027 0.057 -0.125 0.015 0.054 0.045 0.019 -0.125 0.061 -0.026 0.381 0.348 -0.703 
10 Lumber&Wood -0.524 0.344 0.192 -0.012 0.053 -0.187 0.100 0.033 0.033 0.110 -0.159 0.017 -0.028 0.487 0.230 -0.690 
11 Paper & Allie -0.572 0.358 0.374 -0.161 0.026 -0.232 0.168 0.038 0.021 0.129 -0.164 0.015 -0.188 0.608 0.309 -0.729 
12 Printing & Pu -0.799 0.584 0.290 -0.075 0.053 -0.120 0.055 0.011 0.029 0.061 -0.133 0.043 -0.124 0.207 0.700 -0.782 
13 Petroleum & C -0.784 0.115 0.794 -0.125 0.008 -0.032 0.025 -0.001 0.044 0.020 -0.130 0.066 -0.081 -0.005 0.786 -0.700 
14 Chemicals & A -0.600 0.859 -0.144 -0.115 0.047 -0.099 0.040 0.012 -0.007 0.037 -0.054 0.024 -0.144 0.272 0.595 -0.723 
15 Rubber & Misc -0.489 0.533 0.100 -0.144 0.053 -0.221 0.137 0.031 0.009 0.126 -0.157 0.021 -0.197 0.424 0.320 -0.547 
16 Stone, Clay, -0.646 0.430 0.237 -0.022 0.047 -0.231 0.172 0.012 0.024 0.159 -0.222 0.040 -0.030 0.155 0.539 -0.665 
17 Primary Metal -0.650 0.478 0.274 -0.102 0.046 -0.286 0.198 0.042 0.022 0.163 -0.202 0.018 -0.131 0.560 0.284 -0.713 
18 Fabricated Me -0.760 0.659 0.189 -0.088 0.081 -0.140 0.050 0.009 0.022 0.046 -0.118 0.051 -0.139 0.112 0.697 -0.671 
19 Industrial Ma -0.671 0.410 0.319 -0.058 0.037 -0.125 0.085 0.003 0.026 0.076 -0.146 0.044 -0.078 0.042 0.745 -0.709 
20 Computer & ot -0.524 0.280 0.281 -0.036 0.017 -0.224 0.216 -0.010 0.016 0.204 -0.266 0.046 -0.043 -0.186 0.950 -0.721 
21 Transp. Equip -0.731 0.713 0.155 -0.136 0.057 -0.258 0.195 0.005 0.010 0.160 -0.214 0.044 -0.188 0.093 0.926 -0.831 
22 Furniture & R -0.621 0.463 0.233 -0.075 0.066 -0.428 0.361 0.000 0.042 0.454 -0.579 0.083 -0.160 -0.001 0.979 -0.818 
23 Miscellaneous -0.284 0.113 0.145 0.027 0.009 -0.071 0.048 0.013 0.014 0.053 -0.087 0.020 0.041 0.249 0.339 -0.630 
24 Wholesale -0.053 0.119 0.038 -0.104 0.010 -0.061 0.011 0.040 0.003 0.012 -0.024 0.009 -0.155 0.727 0.158 -0.730 
25 Retail -0.027 0.128 -0.088 -0.012 0.029 -0.231 0.169 0.034 -0.026 0.219 -0.190 -0.003 -0.041 0.498 -0.036 -0.421 
26 Air Transp. -0.537 0.510 0.165 -0.138 0.033 -0.102 0.057 0.012 0.009 0.047 -0.086 0.030 -0.160 0.225 0.652 -0.716 
27 Railroad Tran -0.675 0.182 0.492 0.001 0.018 -0.134 0.094 0.022 0.050 0.097 -0.153 0.006 0.002 0.533 0.148 -0.683 
28 Water Transp. -0.706 0.247 0.416 0.043 0.038 -0.174 0.080 0.056 0.054 0.069 -0.148 0.024 0.040 0.343 0.175 -0.559 
29 Truck Transp. -0.628 0.266 0.479 -0.117 0.024 -0.056 -0.004 0.036 0.044 -0.004 -0.065 0.025 -0.169 0.584 0.389 -0.805 
30 Transit & Gro -0.707 0.170 0.607 -0.069 0.017 -0.100 0.042 0.041 0.045 0.030 -0.144 0.069 -0.034 0.200 0.462 -0.628 
31 Pipeline Tran -0.252 -0.007 0.119 0.140 -0.001 -0.097 0.071 0.027 0.017 0.056 -0.098 0.025 0.216 0.231 0.268 -0.715 
32 Information -0.810 0.494 0.305 0.011 0.039 -0.062 0.003 0.020 0.031 0.004 -0.044 0.009 0.026 0.603 0.203 -0.832 
33 Motion Pictur -0.303 0.319 -0.009 -0.007 0.082 -0.284 0.155 0.047 -0.004 0.244 -0.272 0.031 -0.019 0.507 0.215 -0.702 
34 Finance & Ins -0.230 -0.005 0.234 0.002 0.000 -0.012 0.004 0.008 0.022 0.005 -0.054 0.027 0.003 0.168 0.473 -0.644 
35 Real Estate -0.579 0.795 -0.095 -0.121 0.091 -0.203 0.026 0.085 -0.011 0.027 -0.027 0.012 -0.106 0.652 0.085 -0.631 
36 Professional -0.020 0.054 0.015 -0.049 0.005 -0.072 0.054 0.012 0.002 0.074 -0.100 0.024 -0.095 0.254 0.359 -0.519 
37 Educational S -0.120 0.123 0.029 -0.032 0.014 -0.127 0.092 0.021 0.003 0.079 -0.132 0.051 -0.034 0.196 0.548 -0.710 
38 Health Care -0.652 0.447 0.194 0.011 0.050 -0.245 0.114 0.081 0.016 0.083 -0.103 0.004 0.006 0.376 0.024 -0.405 
39 Social Assist -0.130 0.104 0.030 -0.003 0.022 -0.082 0.018 0.042 0.008 0.023 -0.050 0.020 -0.009 0.511 0.195 -0.698 
40 Arts, Enterta -0.058 0.012 0.080 -0.034 0.003 -0.046 0.003 0.040 0.029 0.004 -0.071 0.038 -0.106 0.504 0.326 -0.724 
41 Accomm. -0.067 0.164 -0.038 -0.058 0.039 -0.152 0.068 0.046 -0.012 0.092 -0.100 0.021 -0.181 0.597 0.203 -0.619 
42 Food Serv. -0.019 0.033 -0.004 -0.010 0.017 -0.141 0.100 0.024 -0.005 0.248 -0.238 -0.005 -0.187 0.847 -0.070 -0.589 
43 Repair & Main -0.420 0.562 -0.044 -0.098 0.115 -0.225 0.062 0.049 -0.014 0.096 -0.092 0.010 -0.480 1.158 0.156 -0.834 
44 Personal & La -0.046 0.085 0.010 -0.049 0.020 -0.095 0.023 0.051 0.004 0.038 -0.076 0.034 -0.141 0.615 0.255 -0.729 
45 Membership Or -0.635 0.446 0.187 0.001 0.047 -0.243 0.124 0.072 0.014 0.089 -0.100 -0.002 0.001 0.373 -0.016 -0.357 
Mean -0.491 0.342 0.198 -0.049 0.041 -0.162 0.089 0.032 0.020 0.096 -0.143 0.027 -0.084 0.410 0.358 -0.675 
Median -0.600 0.344 0.187 -0.039 0.039 -0.141 0.070 0.031 0.017 0.069 -0.130 0.024 -0.081 0.424 0.326 -0.709 
Notes: 1) Monotonicity are imposed at all data points and concavity is imposed at a single point, i.e., mean labor cost 
shares; 2) 𝜂𝑔ℎ = %Δ(labor demand of age group g)/%Δ(wage of age group h); 3) Shaded cells represent own-price 
elasticities. 
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