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Abstract: We carried out the large-scale tsunami simulation that assumed a Nankai trough earthquake with a new Earth 
Simulator (SX-ACE) which operated from 2015 and built the tsunami inundation database in the coast of Wakayama based on a 
lot of scenarios. For efficiency of the tsunami simulation, we carried out the optimization of the tsunami simulation code 
(JAGURS), the evaluation of the scalability, and multi-job control. More than 30,000 cases of the tsunami simulation were 
completed in a short term of about 3 months. The tsunami inundation database is incorporated in the Tsunami Inundation 
Prediction System which Wakayama Prefecture applies, and Wakayama Prefecture has begun a tsunami warning originally for 
the first time any place other than the Japan Meteorological Agency. 
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住居まで津波が到達するかどうかの情報はないため，「自分
は大丈夫だろう」と思いこみ，避難が遅れ津波の犠牲とな

















ることを目的としている．本研究の実施は 2015 年 3 月から
5 月に地球シミュレータ特別推進課題で行われた[3]．この
3 か月という短期間で 3 万ケースを超える多数の津波シミ
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報業務について，最後に 6 章で今後の展望等を述べる． 
 
2. 新地球シミュレータ（新 ES）の概要 
 新地球シミュレータ（新 ES）は，2015 年 3 月にハーフ
システム，6 月にはフルシステムが稼働した（図 1 参照）．
新 ES は NEC 社製の SX-ACE 5,120 ノードから構成され，
2015年 2月まで稼働していた NEC社製 SX-9で構成された
2 世代目の地球シミュレータ（ES2）のさらに 10 倍の計算
能力を持つ．ES2（SX-9）と新 ES（SX-ACE）とのスペッ
クの比較を表 1に示す．表 1のADB（Assignable Data Buffer）
とは，NEC 社製 SX シリーズ独自のコアメモリ間にあるキ
ャッシュである． 
 
図 1 新地球シミュレータ 
Figure 1 New Earth Simulator. 
 
表 1 ES2 (SX-9)と新 ES (SX-ACE)の比較 
Table 1 Comparison between ES2 and New ES. 
  ES2(SX-9) 新ES(SX-ACE) 
コア ピーク性能 102.4 GFLOPS 64 GFLOPS 
ADB 容量 256 KB 1 MB 
CPU コア数 1 4 
ピーク性能 102.4 GFLOPS 256 GFLOPS 
メモリバンド幅 256 GB/s 256 GB/s 
ノード CPU数 8 1 
メモリ容量 128 GB 64 GB 
システム ノード数 160 5,120 
CPU (コア)数 1,280 (1,280) 5,120 (20,480) 
ピーク性能 131 TFLOPS 1.3 PFLOPS 


























図 2 津波シミュレーションで使用する基礎方程式 























図 3 スタッガード格子 












領域間の通信は 1 対 1 の袖通信，またネスティング階層間
の通信は全プロセスによる集団通信を利用する．JAGURS
における並列津波計算のフローチャートを図 6 に示す． 
 
 
図 4 多階層のネスティング手法 
Figure 4 Variable nested-grid scheme. 
 
 
図 5  MPI 領域分割とネスティング階層 
Figure 5 Domain decomposition and nested-grid. 
 
 
図 6 並列津波計算のフローチャート(2 重ネストの例) 
Figure 6 Flowchart of parallel tsunami calculation.           
(this example uses two nesting grids.) 
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山県沿岸域を 24 の地域に分割した 7 重ネストの 10m 分解
能の地形データを使用した（図 8，表 2 参照）．24 の地域




図 7 南海トラフの断層モデル 
Figure 7 Fault model under the Nankai Trough. 
 
 
図 8 計算対象の和歌山県沿岸域 





表 2 地形データの例（図 8 中の 10R） 
Table 2 Example of topography data (10R shown in Figure 8). 




2,430mグリッド 2,430m グリッド 1,036 1,066 
810 m グリッド 2,430m グリッド 1,501 766 
270 m グリッド 810 m グリッド 721 571 
90 m グリッド 270 m グリッド 1,261 871 
30 m グリッド 90 m グリッド 1,036 916 
10 m グリッド 30 m グリッド 1,036 1,066 

















2 分割，南北方向に 32 分割とし，64MPI で測定した． 
 
(1) 非線形流量計算ルーチンのベクトル化促進（tune1） 














97.9%に，平均 ADB ヒット要素率が 36.4%から 67.8%に向
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表 3 非線形流量計算ルーチンの最適化 
Table 3 Optimization of the non-linear flow computation 
routine. 
最適化前 最適化後 
do i = ist, ind 
  do j = jst, jnd 
    if (条件 1) then 処理 1 
    else if (条件 2) then 処理 2 
    else if (条件 3) then 処理 3 
    else 処理 4 
    end if 
  end do 
end do 
do i = ist, ind 
  do j = jst, jnd 
    処理 1 
  end do 
end do 
do i = ist, ind 
  do j = jst, jnd 
    if (条件 2) then 処理 2 
  end do 
end do 
   : 




























で 1.8 倍高速であった（表 4 参照）．これは並列規模が小
さく，通信量が少ないため，MPI_Allreduce の方が高速とな
ったと考えられる．  
 最終的に tune1 と tune2 のチューニングの結果，実行時間
が 58,582.430 秒から 5,378.160 秒と，10.9 倍の性能向上が
得られた（表 4 参照）． 
 
図 9 MPI_Allreduce と MPI_Alltoallv の比較 




図 10 チューニング前後の実行時間(rank0-9) 
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表 4 チューニング前後の性能測定結果 
Table 4 Performance measurement results before and after the 
optimization. 









original 58,582.430 22.314 226.549 75.869 36.389 
tune1 9,597.318 172.276 211.332 97.898 67.803 









に示す．新 ES ではノード内 4 並列，ES2 ではノード内 8
並列で測定した． 
 新 ES の SX-ACE（64GFLOPS/コア）より ES2 の SX-9
（102.4GFLOPS/コア）の方がピーク性能は高く，新 ES (4








図 11 ストロングスケーリング測定結果 




















い場合に有効である（図 12 参照）．新 ES は，複数のクラ
スタ（高速ネットワークが接続されている単位）で構成さ
れており，2,048 ノードといった大規模クラスタもある．








図 12 複数ケースジョブのジョブスケジューリング 
Figure 12 Job scheduling for multicase job. 
 
4.4 計算効率化による成果 
 4.1，4.2，4.3 により，新 ES で津波データベースの構築
を効率良く実施することができた．津波データベースの構
築は，新 ES の利用前には海洋研究開発機構の Intel CPU を
搭載した分散メモリ型スーパーコンピュータ（表 5 参照）
を利用していた．1 地域の 1,506 シナリオの計算に約 3 か

























(2x4) (2x8) (2x16) (2x32) (4x32) 
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表 5 分散メモリ型スーパーコンピュータのスペック 
Table 5  Specifications of the dispersed memory type super 
computer. 
計算ノード SGI社製 ICE X 
CPU Intel Xeon E5-2670 2.6 GHz 
8 cores/CPU，2CPUs/node 
143.7TFLOPS 
メモリ DDR3 SD-RAM 64 GB/node 27TB 
ノード間 
インターコネクト 
4x FDR InfiniBand 
Enhanced Hypercube 









波観測監視システム DONET(Dense Oceanfloor Network 
system for Earthquakes and Tsunamis)[8]の海底水圧計の設置
位置や検潮所の設置位置での計算波形，大きな被害が想定







報業務の許可を取得し，さらに 2015 年 12 月には気象庁の
施設がある田辺市、紀伊半島の東に位置する那智勝浦や太













図 13 津波シミュレーションの例 
Figure 13  Example of Tsunami simulation. 
 
 
図 14 津波浸水予測システム 
Figure 14  Tsunami Inundation Prediction System. 
 
6. おわりに 




















 本研究から，新 ES は実行性能が高く，効率的にパラメ
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