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Abstract. Countable Markov shifts, which we denote by ΣA for a 0-1 infinite matrix A, are
central objects in symbolic dynamics and ergodic theory. The corresponding operator algebras
have been introduced by M. Laca and R. Exel as a generalization of the Cuntz-Krieger algebras
for the case of an infinite and countable alphabet. By a result of J. Renault, this generalization
may be realized as the C*-algebra of the Renault-Deaconu groupoid for a partially defined shift
map σ defined on a locally compact set XA which is a spectrum of a certain C*-algebra. This
set XA contains ΣA as a dense subset. We introduced the notion of conformal measures in XA
and, inspired by the thermodynamic formalism for renewal shifts on classical countable Markov
shifts, we show that f depending on the first coordinate which presents phase transition, in
other words, we have existence and also absence of conformal measures µβ for βf for different
values of β. These conformal measures, when do exist for some β, satisfy µβ(ΣA) = 0. In
particular, have shown the existence of conformal probability measures which are not detected
by the classical thermodynamic formalism when the matrix A is not row-finite.
Introduction
It is common to observe connections between results from classical statistical mechanics and
thermodynamic formalism with their quantum analogous objects. This interface was successfully
explored in many situations, for example, on Ising models: a classical result [1] gives inspiration to
a quantum result [3]. The same occurs in Markov shifts, the corresponding C*-algebra when the
alphabet is finite is the well known Cuntz-Krieger algebra [6] and, when the alphabet is infinite
but countable, that is, countable Markov Shifts, the algebra associated was introduced by R. Exel
and M. Laca in [10]. These both algebras we denote by OA.
There are some clear connections between the world of the Markov shifts and the operator
algebras at the level of the thermodynamic formalism. For example, depending on the potential,
there exist a bijection between the conformal measures, see [8], in ΣA and the KMS states in the
correspondent algebra OA. This bijection can be established in both compact and non-compact
cases when the potential has suitable properties [17, 20]. But this bijection is, in some sense, one
exception, since concrete results between countable Markov shifts [27] and the algebras defined by
Exel and Laca are rare. Both theories are growing essentially independently, and the goal of this
first paper is to start the measure-theoretical study on the Exel-Laca algebras and then to develop
the thermodynamic formalism which naturally emerges from this algebraic setting.
The paper [10] has a significant influence on the community of C*-algebras. However, results
exploring the fact that this algebra comes from a matrix A which give us the non-compact shift
space ΣA where the alphabet is N, are very few. O. Sarig and many others developed in the last
two decades a good literature extending the thermodynamic formalism from finite alphabet [4] to
the case when the alphabet is the set of natural numbers N, see, for instance, [5, 18, 24, 25, 26, 27].
They explore the similarities and show some fundamental differences with respect to the compact
case.
2Exel and Laca [10] considered a commutative sub-C*-algebra DA ⊆ OA and his spectrum XA,
which is a locally compact space where we can identify ΣA ⊆ XA. The set XA is our primary object.
We have that ΣA and its complement are Borel and dense subsets of XA. Then, any (conformal or
not) probability measure obtained by the thermodynamic formalism on ΣA generates a probability
measure on XA. Besides, since XA is locally compact, we can use the true duality between functions
and measures via the Riesz representation theorem and not the weak notion of dual operators used
on countable Markov shifts [27]. Depending on properties of the matrix A both spaces XA and
ΣA coincide, for row-finite matrices, for example. In this case ΣA is locally compact. This fact
indicates that XA can be realized as a locally compact representant of the symbolic space ΣA. So,
it is natural to study the thermodynamic formalism on the space XA, which contains the standard
thermodynamic formalism of ΣA. After this, the natural question is:
Does exist some conformal probability measure µ which lives on YA = XA\ΣA, in other words,
a conformal probability measure such that µ(ΣA) = 0?
The existence of such measure leads us to conclude that there exist thermodynamic quantities
associated to the dynamic structure given by the matrix A, which are not detected by the theory
developed on the space ΣA. Now, with the advantage that we work in a locally compact space
and with dual operators in a more strict sense of Analysis than the approach used by Sarig on
Countable Markov shifts [18].
On this paper we gave the first step showing that this direction can be fruitful and we consider
a particular Renewal shift [24] and its associated space XA. We show that we can see even phase
transitions on the set of probability measures which vanishes on ΣA.
Precisely, take the constant potential f ≡ 1. Then, for βc = log 2, we prove the following:
For β > βc we have a unique e
β-conformal probability measure that vanishes on ΣA.
For β ≤ βc there is no e
β- conformal probability measure that vanishes on ΣA.
The paper is organized as follows. In Section 1 we introduce a suitable generalization of the
Renault-Deaconu groupoid, remember basic facts about OA and different notions of conformal
measures inpired on the context of countable Markov shifts. In Section 2 we give a characterization
for conformal measures on this setting which will help us to connect results between countable
Markov shifts and Exel-Laca algebras. In Section 3 we describe more concretely the algebra OA.
In Section 4 we discuss questions about mensurability on the set XA, which contains ΣA as a Borel
and dense subset. In Section 5 we consider conformal probability measures on XA in a particular
case of Renewal shift. We show that there exist conformal probability measures which vanish
on ΣA. Combining our results with those obtained by Sarig [24], we are able to show that the
Thermodynamic Formalism on XA is closer of the observe in spin systems in classical statistical
mechanics then the same results for ΣA. In fact, we have more than one conformal measure in low
temperatures and only one in high temperatures, as happens in ferromagnetic spin systems [13].
1. Preliminaries
1.1 Generalized Renault-Deaconu Groupoids
We consider the generalized Renault-Deaconu groupoid [21] which is defined as follows. Let X
be a locally compact, Hausdorff and second countable space and U an open subset of X. Consider
a local homeomorphism σ : U → X. The generalized Renault-Deaconu groupoid is given by
(1.1) G(X,σ) =
{
(x, k, y) ∈ X × Z×X :
∃n,m ∈ N s.t. k = n−m,
x ∈ Dom(σn), y ∈ Dom(σm), σn(x) = σm(y)
}
3with the groupoid structure given as follows. The product is defined on the set
G(2) :=
{(
(x, k, z), (z, l, y)
)
∈ G(X,σ) × G(X,σ)
}
and it is given by the rule(
(x, k, z), (z, l, y)
)
7→ (x, k + l, y) ∈ G(X,σ).
The inverse map is defined on G(X,σ) by
(x, k, y) 7→ (y,−k, x) ∈ G(X,σ).
The unit space is the set G(0) := {(x, 0, x) : x ∈ X}. The range and source maps, respectively
r : G(X,σ)→ G(0) and s : G(X,σ) → G(0) are given by
r((x, k, y)) = (x, 0, x) and s((x, k, y)) = (y, 0, y).
To introduce a topology, let n,m ∈ N and V1, V2 be open subsets of Dom(σ
n) and Dom(σm),
respectively. We define the sets
W (n,m, V1, V2) = {(x, n−m, y) : x ∈ V1, y ∈ V2, σ
n(x) = σm(y)} .
They form a basis for a topology of G(X,σ) which makes G(X,σ) a locally compact, Hausdorff,
second countable e´tale groupoid. Furthermore, we identify G(0) with X, via the obvious homeomor-
phism between them. For a continuous function F : U → R, we think of R as an additive group,
we can define a continuous homomorphism cF : G(X,σ) → R as
(1.2) cF (x, n−m, y) =
n−1∑
j=0
F (σj(x))−
m−1∑
j=0
F (σj(y)).
Definition 1. Given an e´tale groupoid G, an open subset W of G is called an open bisection if
the maps r and s, when restricted to W , are homeomorphisms onto their images.
In the present work we will be using some facts about e´tale groupoids, we refer to [19] for this
topic.
1.2 Cuntz-Krieger algebras for infinite matrices
Consider an infinite {0, 1}-matrix with no zero rows and its respective Markov shift space
ΣA(N) ≡ ΣA, where the alphabet is the set of natural numbers
1
N, i.e.,
ΣA :=
{
x ∈ NN0 : Axjxj+1 = 1, for all j ∈ N0
}
.
The dynamics is given by the shift map σ : ΣA → ΣA,
x = x0x1x2 · · · 7→ σ(x) = x1x2x3 · · ·
The topology of ΣA is generated by the cylinder sets, or equivalently, by the metric on ΣA defined
by
d(x, y) = 2− inf{p:xp 6=yp}.
We recall that such metric space is complete and that the cylinders sets are clopen. Moreover, the
shift is locally compact if and only if the cylinder sets are compact, which is true if and only if A
is row-finite.
1
N0 = N ∪ {0}
4Also consider the algebra O˜A associated to the same matrix A as constructed in [10] and which
we will briefly describe now. The algebra O˜A is the universal unital C
∗-algebra generated by a
family of partial isometries {Sj : j ∈ N} which satisfies the relations below:
(EL1) S∗i Si and S
∗
jSj commute for every i, j ∈ N;
(EL2) S∗i Sj = 0 whenever i 6= j;
(EL3) (S∗i Si)Sj = A(i, j)Sj for all i, j ∈ N;
(EL4) for every pair X,Y of finite subsets of N such that the quantity
A(X,Y, j) :=
∏
x∈X
A(x, j)
∏
y∈Y
(1−A(y, j)), j ∈ N
is non-zero only for a finite number of j’s, we have(∏
x∈X
S∗xSx
)∏
y∈Y
(1− S∗ySy)
 =∑
j∈N
A(X,Y, j)SjS
∗
j .
In addition, consider the C∗-subalgebra OA ⊆ O˜A, generated by the same partial isometries Sj ,
j ∈ N. Note that OA may coincide with O˜A under some circunstances as proved in the proposition
8.5 of [10]. When these algebras do not coincide, the algebra O˜A is the unitization of OA.
Remark 2. The algebra OA consists in a generalization for infinite transition matrices of the
Cuntz-Krieger algebra [6]. The irreducibility of A is a sufficient condition to grant the uniqueness
of these algebras.
By the proposition 9.1 of [10] there exists a unique representation π : O˜A → B(l
2(ΣA)) s.t. the
partial isometries Tj := π(Sj), j ∈ N act on the canonical basis {δx}x∈ΣA as
Ts(δx) =
{
δsx if A(s, x0) = 1,
0 otherwise;
with T ∗s (δx) =
{
δσ(x) if x ∈ [s],
0 otherwise.
.
As a reminder, the canonical basis {δx}x∈ΣA is defined as
(δx)y =
{
1 if x = y,
0 otherwise.
We also define the projections Ps := TsT
∗
s and Qs := T
∗
s Ts, given by
Ps(δω) =
{
δω if ω ∈ [s],
0 otherwise;
and Qs(δω) =
{
δω if ω ∈ σ([s]),
0 otherwise.
The representation π is faithful if the graph of A has no terminal circuits (see proposition 12.2 in
[10]) and a sufficient condition for it is that A be irreducible.
On the section 4 we will define the space XA which is the spectrum of a suitable C
∗-subalgebra
of OA or O˜A. And this set is our main object.
1.3 Conformal Measures
Consider X a locally compact, Hausdorff and second countable topological space endowed with
a local homeomorphism σ : U → X, U open subset of X. Let G(X,σ) be its respective Renault-
Deaconu groupoid. For a given continuous potential F : U → R and inverse of the temperature
5β > 0, we define, inspired in the Ruelle operator, the Ruelle transformation L−βF as
L−βF : Cc(U)→ Cc(X)
f 7→ L−βF (f)(x) :=
∑
y=σ(x)
e−βF (y)f(y).(1.3)
Definition 3 (Eigenmeasure associated to the Ruelle Transformation). Given the Borel σ-algebra
B on X, σ : U → X the shift map defined in this section, F : U → R a continuous potential and
β > 0. A measure µ on B is said to be a eigenmeasure associated with the Ruelle transformation
L−βF if
(1.4)
∫
X
L−βF (f)(x)dµ(x) =
∫
U
f(x)dµ(x),
for all f ∈ Cc(U).
In other words, the equation (1.4) can be rewritten by using (1.3) as
(1.5)
∫
X
∑
σ(y)=x
e−βF (y)f(y)dµ(x) =
∫
U
f(x)dµ(x),
for all f ∈ Cc(U).
On the classical theory we have different notions of conformal measure and, in some cases, they
are equivalent. A very important one is the conformal measure in the sense of Denker and Urban´ski
[8], which was originally introduced by Patterson [16].
Definition 4 (Conformal measure - Denker-Urban´ski). Let (X,F) be a measurable space, σ :
U ⊆ X → X a measurable endomorphism and D : U → [0,∞) also measurable. A set A ⊆ U is
called special if A ∈ F and σA := σ↾A : A → σ(A) is injective. A measure µ in X is said to be
D-conformal in the sense of Denker-Urban´ski if
(1.6) µ(σ(A)) =
∫
A
Ddµ,
for all special sets A.
Definition 5. Let X be a locally compact Hausdorff and second countable topological space. Let
σ : U ⊆ X → X a local homeomorphism. Given a borel measure µ on X we define the measure
µ⊙ σ on U by
µ⊙ σ(E) :=
∑
i∈N
µ(σ(Ei)).
For all measurable E ⊆ U , where the Ei are pairwise disjoint measurable sets such that σ↾Ei is
injective, for each i, and E = ⊔iEi.
Remark 6. We show that µ ⊙ σ is well defined. First we prove the existence of at least one
countable family {Ei}, as above. Indeed, if E ⊆ U , since σ is a local homeomorphism for each x ∈
E there is an open subset Hx ∋ x such that σ is injective, we have E ⊆ ∪x∈EHx. For each of those
Hx there is an open basic set Ux such that x ∈ Ux, but the topology basis is countable, so we can
enumerate {Ux} = {U1, U2, ...} and we observe that σ is injective on each Ui. Take E1 := E ∩ U1,
En := E ∩ Un \
⊔n−1
i=1 Ei and we have what we claimed.
6Now we shall see that the definition does not depend on the decomposition of E. Let E =
⊔
Ei =⊔
Fj , then E =
⊔
i,j Ei ∩ Fj . Therefore,∑
i
µ(σ(Ei)) =
∑
i
µ(σ(⊔jEi ∩ Fj)) =
∑
i
µ(⊔jσ(Ei ∩ Fj)) =
∑
i,j
µ(σ(Ei ∩ Fj))
Doing analogously for {Fj} instead of {Ei} we conclude that∑
i
µ(σ(Ei)) =
∑
j
µ(σ(Fj))
We therefore have that the measure µ⊙ σ is well defined.
Now, we present the notion of conformal measure introduced by Sarig [23].
Definition 7 (Conformal measure - Sarig). A measure µ in X is called conformal in the sense of
Sarig if
dµ⊙ σ
dµ
(x) = eβF (x) x ∈ U.
2. Conformal Measures on Generalized Renault-Deaconu Groupoids
The next theorem is of particular interest, since it is known that quasi-invariant measures, with
appropriate Radon-Nikodym derivative induces KMS-states. The result extend some equivalences
from the classical setting on to the context of our groupoids defined with a map partially defined.
Theorem 8. Let X be locally compact, Hausdorff and second countable space, U ⊆ X open and
σ : U → X a local homeomorphism. Let µ be a finite measure on the Borel sets of X. For a given
continuous potential F : U → R, the following are equivalent.
(i) µ is eβF -conformal measure in the sense of Denker-Urban´ski;
(ii) µ is a eigenmeasure measure associated with the Ruelle Transformation L−βF , that is∫
X
∑
σ(y)=x
f(y)e−βF (y)dµ(x) =
∫
U
f(x)dµ(x),
for all f ∈ Cc(U);
(iii) µ is e−βcF -quasi-invariant on G(X,σ), i.e
(2.7)
∫
X
∑
r(γ)=x
eβcF (γ)f(γ)dµ(x) =
∫
X
∑
s(γ)=x
f(γ)dµ(x).
for all f ∈ Cc(G(X,σ));
(iv) µ is conformal in the sense of Sarig.
Proof.
(iii) =⇒ (ii) is analogous to Proposition 4.2 in [22].
For (ii) =⇒ (i) let V be an open subset of U such that σ↾V is injective, and let W = σ(V ).
Also denote by τ : W → V the inverse of the restriction of σ to V . We then have two measures of
interest on V , namely
τ∗(µ↾W ) and e
βFµ↾V .
7We claim that the above measures on V are equal. By the uniqueness part of the Riesz-Markov
Theorem, it is enough to prove that
(2.8)
∫
V
gdτ∗(µ↾W ) =
∫
V
geβF dµ↾V ,
for every g in Cc(V ). Given such a g, we consider its extension to the whole of U by setting it to
be zero on U \V . The extended function is then in Cc(U). Defining f = ge
βF , we then have that
∫
V
geβF dµ↾V =
∫
U
fdµ
(8.ii)
=
∫
X
∑
σ(y)=x
f(y)e−βF (y)dµ(y)
=
∫
W
f(τ(x))e−βF (τ(x))dµ(x) =
∫
W
g(τ(x))dµ(x) =
∫
V
gdτ∗(µ).
This proves (2.8), and hence also that τ∗(µ↾W ) = e
βFµ↾V . It follows that, for every measurable set
E ⊆ V ,
µ(σ(E)) = µ(τ−1(E)) = τ∗(µ↾W )(E) =
∫
E
eβF dµ.
Now, suppose E ⊆ U is a special set, since σ is a local homeomorphism and X is second countable,
there exists a countable collection of open sets {Vi}i∈N such that σ↾Vi is injective and E ⊆
⋃
i∈N Vi.
Then we have a countable collection of measurable sets {Ei}i∈N, pairwise disjoint, such that Ei ⊆ Vi
and A = ⊔i∈NEi. We conclude, using that E is special, that
µ(σ(E)) =
∑
i∈N
µ(σ(Ei)) =
∑
i∈N
∫
Ei
eβF dµ =
∫
E
eβF .
(i) =⇒ (iii). We consider the open bisections defined in the preliminaries W (n,m,C,B).
W.l.o.g we can consider σn(C) = σm(B), since if not we could take open sets C ′ ⊆ C and B′ ⊆ B
such that σn(C ′) = σn(C) ∩ σm(B) = σm(B′). Also, we can suppose that σn is injective when
restricted C, similarly for σm and B. In this setting, we can define the map σn−mCB := σ
−m
B ◦ σ
n
C
and similarly σm−nBC := σ
−n
C ◦ σ
m
B .
σn(C) = σm(B)
C B
σn
C
σn−m
CB
σm
B
σm−n
BC
Let f ∈ Cc(G(X,σ) s.t. supp(f) ⊆ W (n,m,C,B). Let us see how the equation (2.7) on item
(iii) simplifies in this case. Observe first the left hand side. If x /∈ C, clearly there is no γ ∈
W (n,m,C,B) such that r(γ) = x, so the integration can be done in C. Now, for x ∈ C, consider
γ1, γ2 ∈ W (n,m,C,B) such that r(γ1) = r(γ2) = x. Since the range map is injective in such set
we have γ1 = γ2 and we conclude the summation on the left hand side of equation (2.7) have at
most one non-zero term for each x ∈ C. Denoting this term by γx, we see this term is written as
8γx = (x, n −m,σ
n−m
CB (x)). So, the left hand side of equation (2.7) is
(2.9)
∫
C
eβcF (γx)f(γx)dµ(x) =
∫
C
eβcF ((x,n−m,σ
n−m
CB
(x)))f(x, n−m,σn−mCB (x))dµ(x).
Calculation on the right hand side of equation (2.7) is done in a similar fashion, we have:
(2.10)
∫
B
f(σm−nBC (y), n −m, y)dµ(y).
Now let g : C → C defined by g(x) = f(x, n − m,σn−mCB (x)). Observe that g(σ
m−n
BC (y)) =
f(σm−nBC (y), n −m, y), which is the function in the equation (2.10). We rewrite the quasi-invariant
condition with the considerations from above
(2.11)
∫
C
eβcF (x,n−m,σ
n−m(x))g(x)dµ(x) =
∫
B
g(σm−nBC (y))dµ(y),
for g ∈ Cc(C). We just need to prove that item (i) implies equation (2.11). First, observe that
item (i) implies for all C open subset of U , σ↾C injective that
(2.12)
∫
C
g(x)eβF (x)dµ(x) =
∫
σ(C)
g(σ−1(x))dµ(x),
for all g ∈ Cc(C). We observe as well that equation (2.12) is equation (2.11) when m = 0 and
n = 1. To prove (2.11) we proceed by induction on n+m. If n+m = 0 we have C = B , σn−mBC = Id
and cF (x, 0, x) = 0, so equation (2.11) is clearly satisfied. Take n 6= 0.
C
C σ(C) = C ′
B σn(C) = σm(B)
g
σ
σn−m
CB
g′
σn−1
σ
m−(n−1)
BC′
σmB
Let g′ : C ′ = σ(C)→ C defined by g′(x) = g(σ−1(x)), g′ ∈ Cc(C
′). By induction hypothesis,∫
B
g′(σ
m−(n−1)
BC′ (y))dµ(y) =
∫
C′
eβcF (x,n−1−m,σ
(n−1)−m(x))g′(x)dµ(x).
On the other hand, using as reference the figure above∫
B
g′(σ
m−(n−1)
BC′ (y))dµ(y) =
∫
B
g(σ−1σ
m−(n−1)
BC′ (y))dµ(y) =
∫
B
g(σm−nBC (y))dµ(y)
Which is the right hand side of equation (2.11). Then,
(2.13)
∫
C′
eβcF (x,n−1−m,σ
(n−1)−m(x))g′(x)dµ =
∫
σ(C)
eβcF (x,n−1−m,σ
(n−1)−m(x))g(σ−1(x))︸ ︷︷ ︸
g2(x)
dµ.
9The equation (2.12), using a change of variables, can be seen as well as∫
C
g2(σ(x))e
βF (x)dµ(x) =
∫
σ(C)
g2(x)dµ ∀g2 ∈ Cc(σ(C)).
Applying it to (2.13), we obtain∫
C′
eβcF (x,n−1−m,σ
(n−1)−m(x))g′(x)dµ(x) =
∫
C
g2(σ(x))e
βF (x)dµ(x)
=
∫
C
eβcF (σ(x),n−1−m,σ
(n−1)−m(σ(x)))g(x)eβF (x)dµ(x).
It is left to verify that
cF (σ(x), n − 1−m,σ
n−1−m(σ(x))) + F (x) = cF (x, n−m,σ
n−m(x)),
because that is the left hand side of equation (2.11). It is true by the cocycle property of cF and
the fact that F (x) = cF (x, 1, σ(x)) along with the observation that
(x, 1, σ(x))(σ(x), n − 1−m,σn−m(x)) = (x, n−m,σ(x)).
The implication (i) =⇒ (iii) is proved for f supported on the open bisection W (n,m,C,B),
therefore proved for every f ∈ Cc(G(X,σ)).
Now, we prove (i) ⇐⇒ (iv). Suppose that
dµ⊙ σ
dµ
= eβF . Take E ⊆ U such that σ|E is injective.
Then,
µ(σ(E)) = µ⊙ σ(E) =
∫
X
1E dµ ⊙ σ =
∫
X
1Ee
βF (x)dµ(x) =
∫
E
eβF (x)dµ(x)
and we have proved item (i).
Now the converse. Let E ⊆ U and {Ei}i∈N be its decomposition. Hence,
µ⊙ σ(E) =
∑
i∈N
µ(σ(Ei)) =
∑
i∈N
∫
X
1Eie
βF (x)µ(x) =
∫
E
eβF (x)dµ(x).
Since this is true for every measurable set E ⊆ U , we have
dµ⊙ σ
dµ
(x) = eβF (x) x ∈ U.
This concludes the theorem. 
3. Some results about OA
Proposition 9. Let O˜A be the unitization of OA. Then O˜A is isomorphic to the closure of the
linear span of the terms Tα
(∏
i∈F Qi
)
T ∗β , where α and β are admissible finite words or the empty
word and F ⊆ S is finite.
Proof. We recall that O˜A ≃ C
∗({Ti : i ∈ S} ∪ {1}). First, we will prove that
(3.14)
span
{
Tα
(∏
i∈F
Qi
)
T ∗β : F finite; α, β finite admissible words, including empty words
}
10
is a ∗-algebra. Indeed, the vector space properties are trivially satisfied, as well as the close-
ness of the involution. For the algebra product, take two generators in O˜A, Tα
(∏
i∈F Qi
)
T ∗β and
Tα′
(∏
j∈F ′ Qi
)
T ∗β′ like in (3.14), with β = β1 · · · βn and α
′ = α′1 · · ·α
′
m; n,m ∈ N. We wish that
the product
(3.15) Tα
(∏
i∈F
Qi
)
T ∗βTα′
∏
j∈F ′
Qi
T ∗β′
can be written as a linear combination of terms like the generators of (3.14) and hence we need to
study the term T ∗βTα′ . From the axiom (EL3) for the Cuntz-Krieger algebra for infinite matrices
we have that
(3.16) QiTj = A(i, j)Tj ,
and consequently
(3.17) T ∗j Qi = A(i, j)T
∗
j .
We have three cases to analize as follows.
(a) If n = m, then by the axiom (EL2) and (3.16) we get
T ∗βTα′ = T
∗
βn
· · ·T ∗β2δβ1,α′1Qβ1Tα′2 · · ·Tα′n = δβ1,α′1T
∗
βn
· · ·T ∗β2Tα′2 · · ·Tα′n = · · · = δβ,α′Qβn ,
where δβ,α′ is the Kronecker delta. So,
Tα
(∏
i∈F
Qi
)
T ∗βTα′
∏
j∈F ′
Qj
T ∗β′ = δβ,α′Tα
(∏
i∈F
Qi
)
Q
∏
j∈F ′
Qj
T ∗β′
where Q = Qβn if n > 0 and Q = 1 otherwise. We conclude that the product above
belongs to (3.14) in this case;
(b) if n > m, by similar calculations done in the earlier case using (3.17) instead of (3.16)
and defining β := β1 · · · βm we obtain T
∗
βTα′ = δβ,α′T
∗
βn
· · ·T ∗βm+1 . By using (3.17) several
but finite times on the term T ∗βn
(∏
j∈F ′ Qi
)
we have that
Tα
(∏
i∈F
Qi
)
T ∗βTα′
∏
j∈F ′
Qj
T ∗β′ = δβ,α′
∏
j∈F ′
A(j, βm+1)
Tα
(∏
i∈F
Qi
)
T ∗β′βm+1···βn .
We conclude that the product above also belongs to (3.14);
(c) for n < m the proof is similar to the previous item by using the (3.16) instead of (3.17).
We conclude that (3.14) is a ∗-subalgebra of the C∗-algebra O˜A, and hence
(3.18) B = span
{
Tα
(∏
i∈F
Qi
)
T ∗β : F finite; α, β finite admissible words
}
is a C∗-subalgebra of O˜A. On other hand, if we take F = ∅, α = s, s ∈ S and β the empty sequence,
then we conclude that Ts ∈ B for all s ∈ S. Also, if we take F = ∅ and α = β empty sequence, it
follows that 1 belongs to (3.18). Since B is a C∗-subalgebra of O˜A which contains its generators,
we have that O˜A ⊆ B and therefore the result follows. 
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Remark 10. If OA is not unital, then by similar proof as which is done for the proposition 9 it is
easy to verify that
OA ≃ span

F finite; α, β finite admissible words;
Tα
(∏
i∈F Qi
)
T ∗β : F 6= ∅ or α is not the empty word
or β is not an empty word
.
Definition 11. Let D˜A be the commutative unital C
∗-subalgebra of O˜A given by
D˜A := span
{
Tα
∏
i∈F
QiT ∗α : F finite;α finite word
}
and denote by DA its non-unital version when OA is not unital,
DA := span
{
Tα
∏
i∈F
QiT ∗α : F finite;α finite word;F 6= ∅ or α is not the empty word
}
.
The proof of the previous proposition for α = β and α′ = β′ shows that D˜A is a unital C
∗-
subalgebra of O˜A. Moreover, by easy calculations we note that D˜A is in fact commutative.
Now, we will obtain a more suitable set of generators for D˜A which will allow us to see its
spectrum as a set of configurations on the Cayley tree. Consider the free group FN generated by
the alphabet N and let the map
T : FN → O˜A
s 7→ Ts
s−1 7→ Ts−1 := T
∗
s .
Also, for any word g in FN, take its reduced form g = x1...xn and define that T realizes the mapping
g 7→ Tg := Tx1 · · ·Txn ,
and that Te = 1. We are imposing the mapping as the product above only on the reduced words
in order to make T well defined. From now, we will denote FN by F. In addition, denote by F+
the positive cone of F, i.e., the unital sub-semigroup of F generated by N. The map T is a partial
group representation which is semi-saturated and orthogonal as proved in the proposition 3.2 of
[10], and in particular it satisfies the property that
(3.19) TgThTh−1 = TghTh−1 , g, h ∈ F.
Remark 12. For any g ∈ F reduced which is not in the form αβ−1, with α, β ∈ F+, it follows that
Tg = 0.
Consider the elements
eg := TgT
∗
g , g ∈ F,
where g is in the reduced form. Such elements commute and are projections (see [10, 12]) and
therefore they generate a commutative C∗-subalgebra of O˜A.
Proposition 13. D˜A ≃ C
∗({eg : g ∈ F}).
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Proof. The main idea of the proof is to show that the faithful representation of the C∗-algebra
D˜A in B(l
2(ΣA)) coincides with the C
∗-subalgebra U = C∗({eg : g ∈ F}) contained in B(l
2(ΣA)),
which implies that they are isomorphic. We will show that the terms Tα
(∏
i∈F Qi
)
T ∗α can be
written as terms in U and conversely that the terms eg can be written as terms in D˜A.
Let g ∈ F. W.l.o.g. we may assume that Tg 6= 0. By the remark 12 we have that g = αβ
−1 such
that α, β ∈ F+, with α = α0 · · ·αt and β = β0 · · · βu for the respective cases that α and β are not
e. Assume that g is already its reduced form, i.e., g = αβ−1, α, β−1 or e. By the axiom (EL3) we
have
eg = TαT
∗
βTβT
∗
α = TαT
∗
βu
· · · T ∗β1Qβ0Tβ1 · · ·TβuT
∗
α = TαT
∗
βu
· · ·T ∗β1Tβ1TβuT
∗
α = · · ·
= TαT
∗
βu
TβuT
∗
α = TαQβuT
∗
α ∈ D˜A,
and we conclude that U ⊆ D˜A. The result above is similar for α = e or β = e. For the opposite
inclusion, let α ∈ F+ admissible or α = e in its reduced form, and F ⊆ N finite. If α = e, we have
that
Tα
(∏
i∈F
Qi
)
T ∗α =
∏
i∈F
Qi =
∏
i∈F
ei−1 ∈ U.
On other hand, if F = ∅ and α 6= e is an admissible word, we have:
Tα
(∏
i∈F
Qi
)
T ∗α = TαT
∗
α = eα ∈ U.
Now, suppose that α = α0 · · ·αt 6= e reduced and F 6= ∅. We will prove that
(3.20) Tα
∏
j∈F
Qj
T ∗α = eα ∏
j∈F
j 6=αt
eαj−1
by induction in |F |. If |F | = 1 we have that
Tα
∏
j∈F
Qj
T ∗α = TαTi−1TiTα−1 ,
where i ∈ F . If αt = i, since ei is a projection we get
TαTi−1TiTα−1 = Tα′TiTi−1TiTi−1T(α′)−1 = Tα′TiTi−1T(α′)−1 = eα,
where α′ = e if t = 0 and α′ = α0 · · ·αt−1 if t > 0. On other hand, if αt 6= i, it follows that
TαTi−1TiTα−1 = Tαi−1T(αi−1)−1 = eαi−1 ,
and it is easy to use (3.19) to verify that eαeαi−1 = eαi−1 . So, anyway we have that (3.20) is true
for |F | = 1. Now, suppose the validity of (3.20) for |F | = n − 1, n > 1. For |F | = n, fix k ∈ F .
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One can use (3.19) and the claim 1 of the proof of the proposition 3.2 of [10] in order to obtain
Tα
(∏
i∈F
Qi
)
T ∗α = TαT
∗
αTα
(∏
i∈F
Qi
)
T ∗α = TαQαt
(∏
i∈F
Qi
)
T ∗α = TαQkQαt
 ∏
i∈F\{k}
Qi
T ∗α
= TαQkT
∗
αTα
 ∏
i∈F\{k}
Qi
T ∗α = eα
 ∏
j∈{k}
j 6=αt
eαj−1
 eα
 ∏
j∈F\{k}
j 6=αt
eαj−1
 ,
where in the last equality we used (3.20) for |F | = 1 and the induction hypothesis. Since the eg’s
commute and they are projections, we conclude that
Tα
(∏
i∈F
Qi
)
T ∗α = eα
 ∏
j∈F
j 6=α|α|−1
eαj−1
 ,
as we wished to prove. The direct consequence of the results above is that Tα
(∏
i∈F Qi
)
T ∗α ∈ U,
for all α admissible finite word and for every F ⊆ S finite. Then,
span
{
Tα
(∏
i∈F
Qi
)
T ∗α : α admissible , 0 ≤ |α| <∞, 0 ≤ |F | <∞
}
⊆ U,
and since U is a C∗-algebra we conclude that the closure of the left hand side of the relation above
is still contained in U, i.e., D˜A ⊆ U. The proof is complete. 
Now we have all the necessary background to introduce the space XA, which contains the Markov
shift space ΣA.
4. The set XA
We now construct the space which contains the Markov shift space ΣA where we will study
the conformal probability measures. The main advantage respect the usual approach used on
countable Markov shifts is the fact that this space is locally compact and then we can use the Riesz
representation theorem and a true duality instead
Definition 14. Given an irreducible transition matrix A on the alphabet N, define the sets
XA := specDA and X˜A := spec D˜A
where the second one is only considered in the case that OA is non-unital.
Note that XA is locally compact (weak
∗ topology) and X˜A is always compact. Also, both D˜A
and DA are C
∗-subalgebras of the diagonal operators of B(l2(ΣA)).
At this point we have the necessary structure to present the inclusion of ΣA in XA, as defined
below.
Definition 15. Given A an irreducible matrix and its corresponding Markov shift space ΣA, we
define the inclusion i1 : ΣA −֒→ XA : ΣA ∋ ω 7→ ϕω↾DA ∈ XA, where ϕω is the evaluation map
(4.21) ϕω(R) = (Rδω, δω), R ∈ B(l
2(ΣA)).
will be denoted by i1 and the context will clarify if the codomain is XA or X˜A.
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From now we will omit the notations of restriction to D˜A and DA on ϕω.
Remark 16. The inclusion i1 is an injective continuous function in both cases.
Two of the most important results about the inclusions i1 are the facts that i1(ΣA) is dense in
XA (respect. X˜A) and that the Borel sets of ΣA are included as Borel sets of XA (respect. X˜A). In
order to prove the density mentioned, we need the following lemma, which is a direct consequence
of the Gelfand representation theorem for commutative C∗-algebras.
Lemma 17. Given a commutative C∗ algebra B, let Y ⊆ specB such that for any a ∈ B it follows
that
(4.22) ϕ(a) = 0 ∀ϕ ∈ Y =⇒ a = 0,
i.e., Y separates points in B. Then Y is dense in specB (weak∗ topology).
Corollary 18. i1(ΣA) is dense in XA. Also, i1(ΣA) is dense in X˜A when OA is not unital.
The proposition 13 gives us a easier way to see XA (repect. X˜A). Given ϕ ∈ XA or X˜A, we
can determine its image completely simply by taking its values on the generators (eg)g∈F. Since
eg is idempotent for any g, it follows that ϕ(eg) ∈ {0, 1} and (ϕ(eg))g∈F ∈ {0, 1}
F. Here, {0, 1}F
is endowed with the product topology of the discrete topology in {0, 1}. Then, the values of the
characters on the aforementioned generators define the inclusions (same definition for X˜A)
XA → {0, 1}
F,(4.23)
ϕ 7→ (ϕ(eg))g∈F,
which will be identified with the same notation, namely i2. The map i2 is a topological embedding.
Now we can see the characters in XA and X˜A as configurations in the Cayley graph generated
by F, where the words g are the vertices and the oriented edges multiply the word in the source
vertex by a letter a, leading to the range vertex. Of course, the inverse way of the edge represents
a multiplication by the inverse of the correspondent letter a.
g a ga
The next corollary is straightforward.
Corollary 19. i2 ◦ i1(ΣA) is dense in i2(XA). Moreover, if OA is not unital, then i2 ◦ i1(ΣA) is
dense in i2(X˜A).
From now we will describe XA (respect. X˜A) by its copy i2(XA) (respect. i2(X˜A)) contained in
{0, 1}F. Formally, and in terms of configurations in {0, 1}F, we call that the word g ∈ F is filled in
ξ ∈ {0, 1}F when ξg = 1. The configuration ξ is called convex if for any two a, b ∈ F filled in ξ, the
whole shortest path between a and b is also filled in ξ. Note that a configuration ξ is convex and
it e is filled in ξ if and only if for all g ∈ F which is filled it implies that subwords are also filled.
We recall the set
(4.24) ΩτA =
 ξ ∈ {0, 1}
F : ξe = 1, ξ convex,
if ξω = 1, then there exists at most one y ∈ N s.t. ξωy = 1,
if ξω = ξωy = 1, y ∈ N, then for all x ∈ N (ξωx−1 = 1 ⇐⇒ A(x, y) = 1)

as in [10], which we will use to study i2(XA) (respect. i2(X˜A)). In fact i2(XA) ⊆ Ω
τ
A.
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A(x, y) = 1
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A(x, y) = 0
Figure 1. Representation of the last condition of ΩτA. The black dots represents
that the configuration ξ is filled.
Remark 20. It is important to notice the difference between how the configurations of {0, 1}F are
presented here and in [10]. Here, for a given configuration ξ and a word g ∈ F we will use ξg = 1
instead of g ∈ ξ as used in [10], which is motivated by the Markov shift notation for sequences in
ΣA.
Now, we introduce the definition of stem and root of a configuration in i2(XA) (respect. i2(X˜A))
as in [10]. By a positive word in F we mean any finite or infinite sequence ω = ω0ω1 · · · which
ωj ∈ F+ for every j, and ω is said to be admissible if A(ωj , ωj+1) = 1 for all j.
Given an either finite or infinite positive word ω = ω0ω1 · · · , define the set
JωK := {e, ω0, ω0ω1, ω0ω1ω2, · · · }
of the subwords of ω. For any configuration ξ ∈ ΩτA there exists a unique positive admissible word ω
or ω = e (see proposition 5.4 of [10]) called stem which {g ∈ F : ξg = 1} ∩F+ = JωK. The stem of ξ
will be denoted by κ(ξ). Roughly speaking, the stem of a configuration correponds to the ‘positive
main river’ of a configuration, that is, the longest path of positive finite words which are filled in
the configuration. We say that a configuration ξ ∈ ΩτA is a bounded element if its stem has finite
length (defintion 5.5 of [10]). If ξ is not bounded we call it unbounded. Also, by the proposition 7.3
of [10] i2(XA) (respect. i2(X˜A)) is the closure of the unbounded elements of Ω
τ
A.
We recall the set Rξ(g) := {j ∈ N : ξgj−1 = 1}, g ∈ F s.t. ξg = 1, named root of g relative to ξ
(see definition 5.6 of [10]). In the section 5 of [10] it is proved that there exists a bijection between
the unbounded elements of ΩτA and the infinite positive admissible words, which is precisely the set
i2 ◦ i1(ΣA). Moreover, accordingly to the corollary 7.7 of [10], ξ is a bounded element in i2(XA) if
and only if Rξ(κ(ξ)) is an accumulation point of the set {cj}j∈N in the product topology {0, 1}
N,
where cj = {k ∈ N : A(k, j) = 1} is the j-th column of A.
Using these facts we can prove the following:
Proposition 21. i2 ◦ i1(ΣA) is a measurable set in the Borel σ-algebra of i2(XA).
Proof. Using the fact that i2 is a homeomorphism,
i2(XA\i1(ΣA)) = i2(XA)\i2◦i1(ΣA) = {ξ ∈ i2(XA) : |κ(ξ)| <∞} =
⋃
α∈L
{ξ ∈ i2(XA) : κ(ξ) = α},
where L is the set of all admissible finite words, which is a countable set. Note that
H(α) : = {ξ ∈ i2(XA) : κ(ξ) = α} = {ξ ∈ i2(XA) : ξα = 1 and ξαs = 0, ∀s ∈ N}
= {ξ ∈ i2(XA) : ξα = 1} ∩ {ξ ∈ i2(XA) : ξαs = 0, ∀s ∈ N}.
Since H(α) is an intersection of two closed sets, this means that H(α) is closed in i2(XA). As
i2(XA) \ i2 ◦ i1(ΣA) is an countable union of those sets, we conclude i2(XA) \ i2 ◦ i1(ΣA) is a Fσ ,
hence i2 ◦ i1(ΣA) is a Gδ, a borelian. 
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Proposition 22. For every Borel set B ⊆ ΣA, i1(B) is a Borel set in XA.
Proof. It is equivalent to prove that i2 ◦ i1(B) is a Borel set. Also, it is sufficient to prove the
result for the cylinders in ΣA because they do form an countable basis of the topology. Given a
cylinder set [α] ⊆ ΣA, we have that i2 ◦ i1([α]) = {ξ ∈ i2(XA) : κ(ξ) is infinite and ξα = 1}.
Denoting by πg the projection of a word g in the Cayley tree it follows that
i2 ◦ i1([α]) =
 ⋂
ν∈JαK
π−1ν ({1})
 ∩ i2 ◦ i1(ΣA)
is a Borel set in i2(XA). 
Our next step is to consider a specific Renewal shift and to construct conformal measures which
are not detected in ΣA but they are found when we consider XA instead.
5. Conformal measures which vanish on ΣA. The Renewal Shift
We now consider a specific example of Markov shift, the so called Renewal shift, see [14, 24],
which we will describe shortly. Let the matrix A be given by A(1, n) = A(n + 1, n) = 1 for every
n ∈ N and zero in the rest of the entries of A. See the picture below:
Consider the Markov shift given by the graph of the Figure 2, and φ : ΣA → {c} is a constant
potential, where c ∈ R.
1 2 3 4 5 6 7
Figure 2. A Renewal shift
In this case the algebra OA is unital since the row of the letter 1 has only 1’s. Indeed, consider
for any X,Y ⊆ N finite sets and j ∈ N the function
A(X,Y, j) :=
∏
x∈X
A(x, j)
∏
y∈Y
(1−A(y, j)),
and notice that for our Renewal shift it follows that A(∅, {1}, j) = 0 for every j ∈ N. Hence, by
the proposition 8.5 of [10], it follows that OA is unital.
Now we describe the bounded elements on XA for our Renewal shift. They are precisely the
configurations associated to positive finite admissible words on F+ which ends with the letter ‘1’
or a unique configuration ξ0 with no positive stem. Indeed, the unique limit point of {ck}k∈N of
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the topology {0, 1}N is the element
c =

1
0
0
0
...

and by the corollary 7.7 of [10] we have that Rξ(ω) = c in {0, 1}
N for any possible stem ω of ξ. In
the case ω 6= e, this implies ω necessarily ends with 1. On the other hand, if ω = e this will imply
that there is only one configuration ξ0 s.t. its stem is e. Consider the set R = {ω ∈ F+ : ξ
0
ω−1
= 1}.
Since Rξ0(e) = {1}, the set R is precisely all the finite admissible positive words which ends with
‘1’. From now on we identify i2(XA) with XA and i2 ◦ i1(ΣA) with ΣA. Define
YA := XA \ΣA.
As the main objective of this section we will construct conformal measures that vanishes in ΣA.
Lemma 23. The correspondence ω 7→ ωξ0 is a map between R and YA, which the inverse map
sends ξ ∈ YA to the stem of ξ.
Proof. Since ξ0
ω−1
= 1 for each ω ∈ R, it follows that the translation ωξ0, given by (ωξ0)g = ξ
0
ω−1g
,
is such that ωξ0e = 1, therefore ωξ
0 ∈ XA (the remaining properties are invariant by translation). It
is straightforward to notice that ω is the stem of ωξ0 and it does not belong to ΣA, hence ωξ
0 ∈ YA.
It is easy to verify that the map of the statement is injective.
For its surjectivity let ξ ∈ YA. Since ξ /∈ ΣA, the stem of ξ, κ(ξ), is finite. Hence, there is no
positive word filled in κ(ξ)−1ξ and κ(ξ)−1ξ = ξ0 by the uniqueness of ξ0. Since ξe = 1 we have that
ξ0
κ(ξ)−1 = 1, therefore κ(ξ) ∈ R. By the equality ξ = ωξ
0, the surjectivity is evident. 
Since we can construct any infinite positive admissible word by finite positive admissible words,
we may construct a sequence of configurations in YA which converges to configurations in ΣA, and
therefore YA is dense in XA as well as ΣA. Also note that YA is countable, therefore any measure
which vanishes on ΣA is necessarily an atomic measure. In other words, these measures are written
in the form µ(E) =
∑
ω∈R[ωξ
0 ∈ E]cω, for any measurable set E ⊂ XA, the brackets denote the
boolean value and
(5.25) cω := µ({ωξ
0}), ω ∈ R.
From now on, the idea is to consider the family of variables {cω}ω∈R and to solve the system
of equations corresponding to the Denker-Urban´ski conformality condition. In order to do it we
describe the how the shift acts on YA. We will keep the notation σ for the shift action on YA \{ξ
0},
defined as
σ(ξ)ω = ξω−10 ω
.
The assignment above only makes sense for non-zero positive stem which justifies the exclusion of
ξ0 on the domain of the shift map. From now we will omit ξ0 from ωξ0. The Denker-Urban´ski
conformality condition (1.6) here is written with
D(ω) = eF (ω),
and we get the general formulation for the conformal measures in YA in the theorem below.
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Theorem 24. A measure µ which vanishes on ΣA satisfies the Denker-Urban´ski conformality
condition if and only if the coefficients cω in (5.25) satisfies
cωD(ω) = cσ(ω).
Proof. It is straightforward from the Denker-Urban´ski conformality condition for characteristic
functions on the special set {ω}, hence the condition above is necessary. The converse is clear
because, for every special set E, ∑
ω∈E
D(ω)cω =
∑
ω∈E
cσ(ω)
implies the Denker-Urban´ki corformality condition. 
Proposition 25. There is exactly one element in YA whose stem has length zero, namely ξ
0, and
for each n ≥ 1, there are exactly 2n−1 elements in YA whose stem has length n.
Proof. Every stem of a configuration in YA is admissible and it ends with 1. Hence, for any
n ∈ N we have that
{ωξ0 ∈ YA : |ω| = n} = σ
−(n−1)(1),
where σ is the shift map restricted to YA. Since the transition matrix is given by A(s + 1, s) =
A(1, s) = 1 for all s ∈ N and zero in the rest of entries we conclude that |σ−1(η)| = 2 for all η ∈ YA.
It follows that
|{ωξ0 ∈ YA : |ω| = n}| = |σ
−(n−1)(1)| = 2n−1.
Indeed, it is obvious for n = 1. Then suppose that the result above follows for k ∈ N, i.e.,
|σ−(k−1)(1)| = 2k−1,
then for a word η in σ−(k−1)(1) we have that |σ−1(η)| = 2 and then
|σ−k(1)| = |σ−1(σ−(k−1)(1))| = 2|σ−(k−1)(1)| = 2k.
The proof is complete. 
Now, observe that the identity cωD(ω) = cσ(ω) leads to
cω
|ω|−1∏
i=0
D(σi(ω)) = c∅, ω ∈ R
where c∅ := µ({ξ
0}). It is rewritten as
(5.26) cωe
(S|ω|F )(ω) = c∅, ω ∈ R,
where Sn is the Birkhoff’s sum
(Sng)(x) :=
n−1∑
i=0
g(σi(x)), g ∈ C(YA).
In order to construct any potential which would give a eF -conformal probability measure in YA we
must keep c∅ > 0, otherwise all other cω’s are zero by (5.26). That is equivalent to impose cω > 0
for all ω ∈ R, since it is a necessary condition to obtain c∅ > 0. At the same time we wish to have
(5.27)
∑
ω∈R
cω = 1,
which imposes that µ is in fact a probability measure.
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Example 26. We first look the class of potentials that depends only on the length of the word,
i.e, F (ω) = F (|ω|). In this case, the coefficients cω’s have the same property, i.e., cω = c|ω|. This
imposition affects directly (5.27), one may rewrite it as
c∅ +
∑
n∈N
∑
ω∈R
|ω|=n
cω
prop. 25
= c∅ +
∑
n∈N
2n−1cn = 1,
where cn is the coefficient cω when |ω| = n. The equality above imposes c∅ ∈ (0, 1). We summarize
the conditions on the atomic probability µ which vanishes on ΣA{
c∅ +
∑
n∈N 2
n−1cn = 1,
c∅ ∈ (0, 1).
By (5.26) |ω| = n we have cne
(SnF )(ω) = c∅, then
(5.28) (SnF )(ω) = log
(
c∅
cn
)
.
The identity above allow us to determine F in YA \ {ξ
0},
F (ω) =
n−1∑
i=0
F [σi(ω)]−
n−1∑
i=1
F [σi(ω)] = ln
(
cn−1
cn
)
,
where c0 = c∅. For α > 2, take cn =
α−2
αn(α−1) . The potential which makes µ, defined by the
coefficients cn, a e
F -conformal probability measure is given by the constant function F = lnα
defined in XA \ {ξ
0}.
Another possible choice is cn =
(
1
2
)n2
for n ≥ 1 and c∅ = 1 −
∑
n∈N 2
n−1
(
1
2
)n2
, in this case
F (ω) = ln (2c∅) for |ω| = 1 and F (ω) = (2n − 1) ln(2) for |ω| = n. In this case, a non-constant
potential.
Example 27. As is typical in the thermodynamic formalism, we now introduce the parameter β
which is interpreted as the inverse of the temperature from some statistical mechanics model in
our potential F and we provide a result showing a phase transition for the class of potentials which
depends on the first coordinate.
Theorem 28. Consider potentials F : XA \ {ξ
0} → R in the form
F (ω) = βf(ω0),
where β > 0 is the inverse of the temperature and f : XA\{ξ
0} → R depends on the first coordinate.
Suppose that f is bounded and a non-negative function on XA \ {ξ
0}. We let M > 0 be a lower
bound. We have the results:
(i) If β > log 2
M
, there exists a unique eβf -conformal measure µβ that vanishes in ΣA.
(ii) If β < log 2‖f‖∞ there are no e
βf -conformal measures that vanish in ΣA.
Proof. The equations (5.26) and (5.27) give us
1 +
∑
ω∈R\{ξ0}
e−β
∑|ω|−1
j=0 f(ωj) =
1
c∅
> 0.
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Since f(ω) ≥M for all ω ∈ R, by proposition 25 we obtain
1 +
∑
ω∈R\{ξ0}
e−β
∑|ω|−1
j=0 f(ωj) ≤ 1 +
1
2
∑
n∈N
(
2
eβM
)n
.
The series
∑
n∈N
(
2
eβM
)n
converges if β > ln 2
M
, therefore the validity of the last inequality grants
that the series
∑
ω∈R\{ξ0} e
−β
∑|ω|−1
j=0 f(ωj) converges and we obtain the existence of a eβf -conformal
probability measure µβ that vanishes on ΣA, given by the coefficients cω in equation (5.26). The
uniqueness is straightforward. This proves item (i) and a similar procedure proves item (ii). Indeed,
it is clear that
(5.29) − β
n−1∑
j=0
f(ωj) ≥ −βn‖f‖∞.
Hence, ∑
ω∈R\{ξ0}
e−β
∑|ω|−1
j=0 f(ωj) ≥ 1/2
∑
n∈N
(
2
eβ‖f‖∞
)n
.
The last sum diverges if β < log 2‖f‖∞ , which means that no e
βf -conformal probability measure in such
interval can be obtained that vanishes on ΣA. 
Corollary 29. Let f ≡ 1. Then, for the constant βc = log 2, the result follows:
For β > βc we have a unique e
β-conformal probability measure that vanishes on ΣA.
For β ≤ βc there is no e
β- conformal probability measure that vanishes on ΣA.
Proof. Take M = 1 and apply theorem 28 for the constant potential f ≡ 1. For βc, it is a
straightforward calculation that the series associated with it diverges. 
Perhaps the corollary 29 can be seen as a pathological fact in contrast with the Sarig’s theorem in
[24] about Renewal shifts considering ΣA instead of XA. He proved, for potentials regular enough,
if we have a phase transition at some βc, then there exist conformal measures at high temperatures
(β < βc) and do not exist at low temperatures (β > βc). Our theorem tells us the exact opposite
behavior for the conformal measures which vanish on ΣA. However, is not difficult to verify that
this Renewal shift is positive recurrent for all β > 0. Then, we have only one conformal measure at
high temperatures and several conformal probability measures in low temperatures (β > βc), the
typical behavior of ferromagnetic systems in statistical mechanics.
6. Concluding Remarks and Further Questions
In this paper we started the study of the thermodynamic formalism for the space XA defined
in [10], more specifically, we obtain a characterization for conformal probability measures on this
space extending some classical results from the standard thermodynamic formalism for countable
Markov shifts.
The results open a big number of possibilities, for instance, a natural question is try to prove
a theorem analogous to the classical Renewal shift [24] where the existence of a unique phase
transition point is obtained for a larger class of potentials than considered by us. Also, to ask
about more general shifts, as the transitive ones. The notion of DLR measure on this new setting
should be introduced and, in this case, conformal should implies DLR as in the classical setting.
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Our idea is to explore the measure-theoretical setting for the space XA started on the present paper
and to develop the thermodynamic formalism for general matrices A and potentials.
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