Helly theorems for 3-Steiner and 3-monophonic convexity in graphs  by Nielsen, Morten H. & Oellermann, Ortrud R.
Discrete Mathematics 311 (2011) 872–880
Contents lists available at ScienceDirect
Discrete Mathematics
journal homepage: www.elsevier.com/locate/disc
Helly theorems for 3-Steiner and 3-monophonic convexity in graphs
Morten H. Nielsen a, Ortrud R. Oellermann b,∗
a Thompson Rivers University, Kamloops, B.C., Canada V2C 5N3
b University of Winnipeg, Winnipeg, MB, Canada R3B 2E9
a r t i c l e i n f o
Article history:
Received 1 April 2010
Received in revised form 11 February 2011
Accepted 12 February 2011







a b s t r a c t
A family C of sets has the Helly property if any subfamily C ′ whose elements are pairwise
intersecting has non-empty intersection. Suppose that C is a non-empty family of subsets
of a finite set V : the Helly number h(C) of C is the least positive integer n such that every
n-wise intersecting subfamily of C has non-empty intersection.
In this paper the Helly property of families of convex sets relative to two new graph
convexities are studied. Let G be a (finite) connected graph and U a set of vertices of G.
A connected subgraph with the fewest edges containing U is called a Steiner tree for U ,
and the collection of all vertices of G that belong to some Steiner tree for U is called the
Steiner interval for U . A set S of vertices of G is g3-convex if it contains the Steiner interval
for every 3-subset U of S. A subtree T of G that contains U is a minimal U-tree if every
vertex of T that is not in U is a cut-vertex of the subgraph induced by V (T ). The set of all
vertices that belong to some minimal U-tree is called the monophonic interval for U and
a set S of vertices is m3-convex if it contains the monophonic interval of every 3-subset
U of S. Those graphs are characterized for which the families of g3-convex (m3-convex)
sets of size at least 3 have the Helly property. A graph obtained from a complete graph by
deleting a matching is called a near-clique. The maximum order of a near-clique in a graph
G is called the near-clique number of G. The near-clique number of a graph is a lower bound
on the Helly number for both g3-convex families and m3-convex families. For m3-convex
families equality holds. For g3-convex families equality holds for chordal graphs and for
distance-hereditary graphs, but the bound can be arbitrarily bad in general, even when the
near-clique number is 3.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
A well-known theorem due to Helly [14] states that if a finite family of convex sets in Rn has the property that any n+ 1
of the sets intersect, then the sets in the family have a common element. This leads to the concept of the Helly number of a
family of sets.
Definition 1. Let C be a non-empty family of subsets of a finite set V . The Helly number h(C) of C is the smallest positive
integer n such that every n-wise intersecting subfamily of C has non-empty intersection.
Note that the Helly number is well-defined, since the integer n = |C| has the required property. Moreover, it is not
difficult to prove that if h(C) ≥ 2, then the Helly number is the largest integer n such that there exists a subfamily C ′ of C
with |C ′| = n and such that C ′ has empty intersection, but every proper subfamily of C ′ has non-empty intersection. The
latter view of the Helly number is, as we shall see, often more convenient to work with.
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Convexity in Euclidean space Rn has a natural graph analogue. Let G be a graph with vertex set V (G) and edge set E(G).
Given two vertices a, b of G, an a, b-geodesic is a shortest a, b-path and the geodesic interval Ig(a, b) between a and b (in G) is
the set of all vertices v ∈ V (G) for which some a, b-geodesic in G contains v. A set A ⊆ V (G) is said to be geodesically convex
(or g-convex) if, for every pair of vertices a and b in A, Ig(a, b) ⊆ A.
In accordance with common terminology, when h(C) ≤ 2 (i.e., pairwise intersection implies total intersection), we say
that C has the Helly property. So, by Helly’s theorem, intervals inR have the Helly property. Onemay similarly wonder what
can be said about the Helly number of the family of g-convex sets in a (connected) graph G; we shall denote this number by
hg(G). To this end, a clique in a graph G is a set of pairwise adjacent vertices of G and the clique number of G, denoted byω(G),
is the maximum size of a clique. As can readily be verified, hg(G) ≥ ω(G) and this bound is best possible for various classes
of graphs (unless otherwise specified, these classes permit infinite graphs): Chepoi [9] proved this for finite chordal graphs,
Bandelt and Mulder [2] for finite dismantlable graphs and for pseudo-modular graphs, Bandelt and Pesch [4] for ball-Helly
graphs, Polat [20] for strongly dismantlable graphs, Bandelt and Chepoi [1] for weakly modular graphs, and Chastand [8] for
quasi-median graphs. Polat [21] showed that if G is a constructible graph, then hg(G) = ω(G), provided ω(G) is finite. In
general, however, hg(G) can be arbitrarily larger than ω(G); see [16].
The results of Bandelt and Mulder [2] for dismantlable graphs and pseudo-modular graphs imply that hg(G) = ω(G) for
any connected graph G that is chordal—i.e., has no induced cycle of length more than 3 – or distance-hereditary – i.e., has
no induced path that is not a shortest path. (Chordal graphs were introduced by Hajnal and Surányi [13] and studied by
Dirac [11] among many others; distance-hereditary graphs were introduced by Howorka [15] and studied e.g. by Bandelt
and Mulder [3].)
There is an alternative graph theoretic convexity notion, studied by Farber and Jamison [12] and others, namely the
‘monophonic’ convexity for which the Helly number of the family of convex sets has been determined. For a pair a, b of
vertices of a graph G an a, b-path P is induced if two vertices of P are adjacent in G if and only if they are adjacent in P . The
monophonic interval between a and b, denoted by Im(a, b), is the set of all vertices v ∈ V (G) for which some induced a, b-path
in G contains v. A set A ⊆ V (G) is said to be monophonically convex (or m-convex) if, for every pair of vertices a and b in A,
Im(a, b) ⊆ A. It turns out that the Helly number of the family ofm-convex sets in a connected graph G, call it hm(G), always
equals the clique number as proved by Jamison and Nowakowski [16].
In the present paper we focus on the Helly number of convex sets for two other graph convexities that constitute natural
extensions of the geodesic and monophonic convexities. These convexities are referred to as g3-convexity andm3-convexity,
respectively, and are defined in the following: Suppose that S is a set of at least two vertices in a graph G. The Steiner distance
d(S) of S is defined as theminimumnumber of edges of a connected subgraph ofG containing S (see [6,7]). IfH is a connected
subgraph of G such that S ⊆ V (H) and |E(H)| = d(S), then H is a tree, called a Steiner tree for S. The Steiner interval of S in
G, denoted by I(S), is the set of all vertices that belong to some Steiner tree for S. (Steiner intervals were introduced in [17]
and studied further, for example, in [18,19].) A set S of vertices is k-Steiner convex (or gk-convex) if it contains the Steiner
interval of every k-subset of vertices of S. In particular, S is g2-convex if and only if it is g-convex.
Suppose that U is a set of vertices in G. A subgraph T of G is a minimal U-tree if T is a tree that contains U and in which
every vertex of T not in U is a cut-vertex of the subgraph induced by the vertices of T . Thus the leaves of T belong to U .
The monophonic interval of U in G, denoted by I(U), is the set of all vertices that belong to some minimal U-tree. A set S of
vertices is k-monophonically convex (or mk-convex) if it contains the monophonic interval of every k-subset of vertices of S.
In particular, S ism2-convex if and only if it ism-convex.
Note that, in any of the graph convexities we have defined, V (G) is a convex set and the collection of convex sets is closed
under intersection. Thus, for a given set S ⊆ V (G), there is a unique smallest convex set that contains S; this set is called the
convex hull of S.
A graph obtained from a clique by removing the edges of a (possibly empty) matching is called a near-clique. The size of a
largest near-clique in G is called the near-clique number of G and is denoted by ω1(G). Thus, trivially, ω1(G) ≥ ω(G) for any
graph G. When G contains a near-clique of order hwe say G has a near-h-clique.
The g3- and m3-convexities provide natural extensions of the geodesic and monophonic convexities, respectively, since
they are defined in terms of intervals involving three rather than two vertices. Since the three 2-subsets of any set of three
vertices constitute a family of three (vacuously) g3-convex sets intersecting pairwise, but having empty intersection, the
families of all g3- (orm3-) convex sets in a graph of order at least 3 never satisfy the Helly property. For this reason we shall
study the Helly property only for families of g3- or m3-convex sets of size at least 3 and shall characterize those graphs for
which these families of sets have the Helly property. We also show that, for chordal graphs and distance-hereditary graphs,
the Helly number of the family of all g3-convex sets equals the near-clique number of the graph. Finally, we show that the
Helly number of the family of allm3-convex sets of any graph equals the near-clique number of the graph. Thus our results
are analogous to previously established results on g-convexity andm-convexity.
We end this section with a few useful definitions and observations. The number of vertices in a graph is its order and the
number of edges is its size. For any subset A of V (G), we denote by ⟨A⟩ the subgraph of G induced by A. A subgraph H of G is
said to be induced if H = ⟨V (H)⟩. The neighbourhood of a vertex v in G is denoted by NG(v) or N(v). The distance between
two vertices u and v in G is denoted by dG(u, v) or d(u, v). More generally, if u and v are vertices in a subset A of V (G), then
we write dA(u, v) to mean d⟨A⟩(u, v); similarly, we write NA(v) to mean N⟨A⟩(v). For a path or cycle P , the length of P is its
number of edges and is denoted by l(P). For two vertices (or sets of vertices) a and b, we use the term a, b-path to mean
a path with one end-vertex equal to a (or an element of a) and the other end-vertex equal to b (or an element of b). Thus,
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Fig. 1. The bull.
d(a, b) = l(P) if and only if P is an a, b-geodesic. Let T be a tree that is a subgraph of a graph G. If a and b are two vertices in
T , then we denote by T [a, b] the unique a, b-path in T . A chord of T is any edge in E(G)− E(T ) that joins two vertices of T .
For each of the following lemmas, let G be a graph and C = {A1, A2, . . . , An} a collection of n ≥ 2 convex sets, with
respect to some convexity on V (G), that are (n − 1)-wise intersecting, but that have no common element. Thus for each i
there is some ai ∈ ∩{Aj|1 ≤ j ≤ n, j ≠ i} and ai ∉ Ai. Let A = {a1, a2, . . . , an}.
Lemma 1. If ai, aj, ar , as are any four vertices of A, then as does not belong to the convex hull of {ai, aj, ar}.
Proof. Since ai, aj, ar all belong to As, the convex hull of {ai, aj, ar} is contained in As. Since as ∉ As, as does not belong to the
convex hull of {ai, aj, ar}. 
Lemma 2. If ai, aj, ar , as are any four vertices of A, then no vertex of G can belong to the convex hull of every 3-subset of
{ai, aj, ar , as}.
Proof. If x belongs to the convex hull of every 3-subset of {ai, aj, ar , as}, then in particular x belongs to every Al that contains
ai, aj, ar . These are all Al, except Ai, Aj, Ar . But since x also belongs to the convex hull of {aj, ar , as}, x also belongs to Ai.
Similarly, x belongs to Aj and Ar . So x ∈ ∩{Al | 1 ≤ l ≤ n}, which is not possible. 
Lemma 3. Let C = {A1, A2, . . . , An} be a family of finite, non-empty sets such that
(1)

A∈C A = ∅;
(2)

A∈F A ≠ ∅ for every F ( C.
Then, for every j where 1 ≤ j < n, every subfamily F of size j of C satisfies |A∈F A| ≥ n− j.
Proof. By (2), the claim is true for j = n − 1. Now let 1 ≤ l ≤ n − 2 and suppose that the claim is true for every
j ∈ {n−l, n−l+1, . . . , n−1}. LetF be an (n−l−1)-subfamily ofC and letAm ∈ C−F . Then |A∈F A| ≥ |A∈F ∪{Am} A| ≥ l.
Thus, if |A∈F A| = l, then |A∈F A| = |A∈F ∪{Am} A|, thereby implying that A∈F A ⊆ Am and hence that∅ ≠A∈C−{Am} A ⊆A∈F A ⊆ Am. Consequently,A∈C A ≠ ∅, contrary to (1).
Therefore, |A∈F A| ≥ l+ 1 and the claim follows by induction. 
2. The Helly number for g3-convexity
For a connected graph G, let hg3(G) denote the Helly number of the family of all g3-convex subsets of V (G) and let hg ′3(G)
be the Helly number of the family of g3-convex subsets of V (G) of size at least 3.
As mentioned in the introduction, if G is a graph of order at least 3, then hg3(G) ≥ 3, since the three 2-subsets of any
set of three vertices constitute a family of three (vacuously) g3-convex sets intersecting pairwise, but having no common
element. However, if we exclude g3-convex sets of cardinality less than 3, we obtain the following characterisation of the
Helly property.
Theorem 1. Let G be a connected graph. Then hg ′3(G) ≤ 2 if and only if G contains no bull (see Fig. 1) and no cycle of order at
least 4.
Proof. Suppose thatG contains a bullwith vertex set {a, b, c, d, e}, say abca is a 3-cycle and ad and be are pendant edges. Then
{{a, b, d}, {a, c, d}, {b, c, e}} is a family of pairwise intersecting g3-convex sets butwith empty intersection. Thus hg ′3(G) ≥ 3.
If C is a 4-cycle in G, then {V (C) − {v} | v ∈ V (C)} is a family of 3-wise intersecting g3-convex sets but with empty
intersection. So hg ′3(G) ≥ 4.
Finally, if C = abcdea is a 5-cycle in G, then {{a, b, c}, {b, c, d}, {d, e, a}} is a family of pairwise intersecting g3-convex
sets with empty intersection. Hence hg ′3(G) ≥ 3.
So, if hg ′3(G) ≤ 2, then G contains no bull and no 4- or 5-cycle. We shall now show by induction that if hg ′3(G) ≤ 2, then
G contains no cycle of length more than 5 either.
Suppose that k > 5 and that no connected graph F with hg ′3(F) ≤ 2 has a t-cycle for any 4 ≤ t < k. Suppose that G has
a k-cycle C . Let a, b, c be three vertices of C appearing in that cyclic order as C is traversed clockwise and such that the a,
c-subpath of C containing b has length at most ⌊ k2⌋. Let Pab, Pbc, Pca be the a, b-, b, c-, and c , a-subpath of C , respectively, as
C is traversed clockwise and let lab, lbc, lca be the respective lengths of these paths. By our assumption, lab + lbc ≤ ⌊ k2⌋, and
so lca ≥ ⌈ k2⌉ ≥ lab + lbc .
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Now H = Pab ∪ Pbc is a connected subgraph containing a, b, c. We now show that H is a Steiner tree for {a, b, c} and that
V (H) = I(a, b, c). By the induction hypothesis, C has no chords, indeed no bridges. Therefore, dG(a, c) = min{lca, lab+lbc} =
lab+ lbc , so H is a shortest a, c-path in G. Since b ∈ V (H), it follows that H is a Steiner tree for {a, b, c} and that Pab and Pbc are
shortest a, b and b, c-paths, respectively. Suppose that H ′ is a Steiner tree for {a, b, c}. Since H ′ must contain an a, c-path, it
follows from the above that H ′ must necessarily be a shortest a, c-path containing b. Now the a, b-subpath P ′ab of H ′ must be
identical to Pab, because otherwise ⟨V (Pab) ∪ V (P ′ab)⟩ contains an even cycle of length at most 2lab < 2 k2 = k, contradicting
the induction hypothesis. Similarly, the b, c-subpath of H ′ must be identical to Pbc . Thus H ′ = H and, consequently,
V (H) = I(a, b, c).
Suppose that C = v1v2 . . . vkv1 and define the sets A1 = {v1, v2, . . . , v⌊ k3 ⌋+1}, A2 = {v⌊ k3 ⌋+1, v⌊ k3 ⌋+2, . . . , v2⌊ k3 ⌋+1},
A3 = {v2⌊ k3 ⌋+1, v2⌊ k3 ⌋+2, . . . , vk, v1}. It follows from the above argument that Ai is g3-convex (i = 1, 2, 3) and these three
sets intersect pairwise, yet A1 ∩ A2 ∩ A3 = ∅. Hence hg ′3(G) ≥ 3, contradicting our assumption. Thus G has no k-cycle and,
by induction, G has no cycle of length at least 4.
For the converse, suppose that G contains no bull and no cycle of length at least 4. We shall show that hg ′3(G) ≤ 2.
Suppose, to the contrary, that there exists a family F = {A1, A2, . . . , An} (n ≥ 3) of g3-convex sets of size at least 3, where
the members of F intersect t-wise for every 1 ≤ t < n but such that the members of F have empty intersection. Note that
⟨Ai⟩ is connected for every i = 1, 2, . . . , n.
Let v ∈ A2 ∩ A3 ∩ · · · ∩ An and, thus, v ∉ A1. Let a be a vertex in A1 ∩ A2 that is closest possible in ⟨A2⟩ to v. Since F has
empty intersection, we may assume, without loss of generality, that a ∉ A3. Now let b be a vertex in A1 ∩ A3 that is closest
possible in ⟨A3⟩ to v.
Let P1 be a shortest a, b-path in ⟨A1⟩, P2 be a shortest a, v-path in ⟨A2⟩, and P3 be a shortest b, v-path in ⟨A3⟩. Note that
V (P2)∩A1 = {a} and V (P3)∩A1 = {b}. Since |A1| ≥ 3, either a or b has a neighbour c ∈ A1−{a, b} and, since G has no cycle
of length at least 4, l(Pi) = 1 (i = 1, 2, 3) and c has only one neighbour in {a, b, v}. Since G is connected and as |A3| ≥ 3,
either b or v has a neighbour in A3−{b, v}; since a ∉ A3 and G has no bull, bc ∈ E(G). Thus since G is connected and |A2| ≥ 3,
either a or v has a neighbour e ∈ A2 − {a, v}. Since G has no bull and ac, vc ∉ E(G), NG(a) = {b, v} and NG(v) = {a, b};
in particular, e = b. Thus b ∈ A1 ∩ A2 ∩ A3, and so n > 3. Without loss of generality, assume b ∉ A4. Now A4 contains v
and thus at least two other vertices connected to v by paths not containing b; but this is impossible, since NA4(v) ⊆ {a} and
NA4(a) ⊆ {v}.
This contradiction shows that hg ′3(G) ≤ 2 and thus completes the proof. 
Suppose that N is a near-clique of order k in a graph G. Then every subset of V (N) is g3-convex (and m3-convex). Since
the (k− 1)-subsets of V (N) form a family of k sets that are (k− 1)-wise intersecting and have empty intersection, the Helly
number hg3(G) for the g3-convex sets of G (as well as the Helly number hm3(G) for them3-convex sets of G) is at least k.
Thus the near-clique number of G is a lower bound on both hg3(G) and hm3(G). In fact, hg3(G) can be arbitrarily larger
thanω1(G), as exemplified by the subdivision of Kn (n ≥ 3) inwhich each edge is replaced by a path of length 2. The resulting
graph G has hg3(G) ≥ n and ω1(G) = 3.
However, as shown in the next two theorems, chordal graphs and distance-hereditary graphs meet this lower bound
exactly.
Theorem 2. Let G be a connected chordal graph with hg3(G) = h. Then G contains a near-h-clique.
Proof. It is easy to check that for i = 1, 2 and any connected graph G, hg3(G) = i if and only ifω1(G) = i. Consequently, any
connected graph Gwith hg3(G) = 3 contains a near-3-clique.
Suppose that the claim is not true and let n ≥ 4 be the smallest integer for which there exists a connected chordal graph
G such that hg3(G) = n and ω1(G) < n; Suppose that G is of minimum order among all such graphs. Since G is chordal, it
contains a simplicial vertex v, i.e., ⟨N(v)⟩ is a clique (see [11]). Let n′ = hg3(G − v). Obviously, ω1(G − v) ≤ ω1(G) and it
is not difficult to show that n′ < n. (Too see this, observe that by our choice of G, n′ ≠ n; moreover, using the fact that v is
simplicial, we can show that n′ ≤ n; hence n′ < n.) Note also that, since v is simplicial, G− v is again connected. So, by the
minimality of n and the fact that being chordal is a hereditary property, n′ = ω1(G− v).
Since hg3(G) = n, there exist g3-convex sets A1, A2, . . . , An which satisfy∩{Ai | 1 ≤ i ≤ n, i ≠ j} ≠ ∅ for j = 1, 2, . . . , n
and ∩{Ai | 1 ≤ i ≤ n} = ∅. For each j = 1, 2, . . . , n we may thus choose a vertex aj ∈ ∩{Ai | 1 ≤ i ≤ n, i ≠ j}; note that
aj ∉ Aj.
Since v is simplicial, each of the sets A1 − {v}, A2 − {v}, . . . , An − {v} is g3-convex in G − v. As n′ < n, the sets
A1, A2, . . . , An intersect n′-wise. Since n′ = hg3(G − v), if A1 − {v}, A2 − {v}, . . . , An − {v} intersect n′-wise, then we
have ∩{Ai − {v} | 1 ≤ i ≤ n} ≠ ∅, contrary to the fact that ∩{Ai | 1 ≤ i ≤ n} = ∅. Thus, some subfamily of n′ of the sets
A1 − {v}, A2 − {v}, . . . , An − {v} has empty intersection; without loss of generality, say ∩{Ai − {v} | 1 ≤ i ≤ n′} = ∅. But
since the sets A1, A2, . . . , An do intersect n′-wise, it now follows that∩{Ai | 1 ≤ i ≤ n′} = {v}. Thus, by Lemma 3, n′ = n−1
and so v = an. (Note that this means an is the only vertex belonging to each of A1, A2, . . . , An−1.)
Let y1,2 be a neighbour of an on a Steiner tree for {a1, a2, an}. Then y1,2 ∈ A3, A4, . . . , An−1 and so either y1,2 ∉ A1 or
y1,2 ∉ A2 (or both); suppose without loss of generality that y1,2 ∉ A1. Now let y2,3 be a neighbour of an on a Steiner tree for
{a2, a3, an}; then y2,3 ∈ A1, A4, . . . , An−1 and so either y2,3 ∉ A2 or y2,3 ∉ A3 (or both) and we may assume without loss of
generality that y2,3 ∉ A2.
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Continuing in this way, we obtain for each i ∈ {1, 2, . . . , n− 2} a neighbour yi,i+1 of an on a Steiner tree for {ai, ai+1, an}
such that yi,i+1 ∉ Ai, but yi,i+1 ∈ Aj for all j ∈ {1, 2, . . . , n− 1}− {i, i+ 1}. For simplicity, relabel these vertices as bi = yi,i+1
for i = 1, 2, . . . , n − 2, and let B = {b1, b2, . . . , bn−2}. The vertices of B are pairwise distinct, because for all pairs i, j with
1 ≤ i < j ≤ n− 2, bi ∉ Ai, whereas bj ∈ Ai. Note that an−1 ∉ B.
Since an is simplicial, K = ⟨an, b1, b2, . . . , bn−2⟩ is an (n − 1)-clique and we may assume an is non-adjacent to every
vertex not in K .
Suppose that for some i ∈ {1, 2, . . . , n − 3}, bi ∉ Ai+1; in particular, ai ∉ V (K). Now I(ai, an−1, an) ⊆ Aj for every
j ∈ {1, 2, . . . , n − 2} − {i}, so no Steiner tree for {ai, an−1, an} contains any vertex of B − {bi}. Therefore, as an has no
neighbours outside K , every Steiner tree for {ai, an−1, an} contains bi. Thus bi ∈ Ai+1, contradicting our assumption. So each
i ∈ {1, 2, . . . , n− 2} satisfies bi ∈ Aj for every j ∈ {1, 2, . . . , n− 2} − {i}.
We may assume that an−1 is non-adjacent to at least one vertex bj ∈ B, since otherwise ⟨an, b1, b2, . . . , bn−2, an−1⟩ is
a near-n-clique. Now an−1 is non-adjacent to every vertex in K , because if an−1bi ∈ E(G), then bi ∈ I(bj, an−1, an) ⊆ Ai, a
contradiction. So d(an−1, K) ≥ 2.
Now let P be a shortest an−1, K -path; say P = an−1 . . . wbi. We may assume w is non-adjacent to some vertex bj ∈ B.
Now Pbjan is not a Steiner tree for {bj, an−1, an}, because that would imply bi ∈ I(bj, an−1, an) ⊆ Ai, a contradiction. So
d(bj, an−1, an) ≤ l(P)+1. On the other hand, d(bj, an−1, an) ≥ d(an−1, K)+1 = l(P)+1. Whence d(bj, an−1, an) = l(P)+1
and so some shortest an−1, K -path Q has terminal vertex bj, say Q = an−1 . . . w′bj, and Qan is a Steiner tree for {bj, an−1, an}.
Note that w′ ≠ w and that w′ ∈ I(bj, an−1, an) ⊆ Ai. Now bj is non-adjacent to every vertex in (V (P) ∪ V (Q )) − {bi, w′}
and bi is non-adjacent to every vertex in (V (P)∪ V (Q ))−{bj, w,w′}, so, since ⟨V (P)∪ V (Q )⟩ does not contain any induced
cycle of order at least 4, biw′ ∈ E(G). We may assume thatw′ has a non-neighbour bk ∈ B, since otherwise ⟨V (K)∪ {w′}⟩ is
a near-n-clique. Thenw′bibkan is a Steiner tree for {w′, bk, an} and so bi ∈ I(w′, bk, an) ⊆ Ai, our final contradiction.
Thus, no minimum counterexample exists and the proof is complete. 
We now focus on the Helly number of the g3-convex sets of distance-hereditary graphs. A vertex of degree 1 in a graph
is a leaf and a pair of vertices u, v such that N(u) = N(v) or N[u] = N[v] is called a pair of twins. The following useful result
was established by Bandelt and Mulder.
Theorem 3 ([3]). Every non-trivial distance-hereditary graph contains either a leaf or a pair of twins.
The next result, which was proved by Day et al. [10], will be used in the proof of Theorem 5. A graph G is called k-Steiner
distance-hereditary if, for every connected induced subgraph H of G and every k-set S of vertices in H , the Steiner distance
of S in H equals the Steiner distance of S in G.
Theorem 4 ([10]). Every distance-hereditary graph is k-Steiner distance-hereditary for all k ≥ 3.
Our next theorem implies that the Helly number of the g3-convex sets of a distance-hereditary graph is equal to the
near-clique number.
Theorem 5. Let G be a connected distance-hereditary graph with hg3(G) = h. Then G contains a near-h-clique.
Proof. It is easy to check that for i = 1, 2 and any connected graph G, hg3(G) = i if and only if ω1(G) = i. Thus, any
connected graph Gwith hg3(G) = 3 contains a near-3-clique. We now assume hg3(G) ≥ 4.
Suppose that the claim is not true and let n ≥ 4 be the smallest integer for which there exists a connected distance-
hereditary graph G such that hg3(G) = n and ω1(G) < n. Since hg3(G) = n, there exist g3-convex sets A1, A2, . . . , An in G
such that ∩{Ai | 1 ≤ i ≤ n} = ∅, while ∩{Ai | 1 ≤ i ≤ n, i ≠ j} ≠ ∅ for all j = 1, 2, . . . , n. For j = 1, 2, . . . , n, let
aj ∈ ∩{Ai | 1 ≤ i ≤ n, i ≠ j}. Then aj ∉ Aj. Let A = {a1, a2, . . . , an}. Then the g3-convex hull of A−{aj} is contained in Aj for
all j = 1, 2, . . . , n. We may, in fact, assume that Aj is the g3-convex hull of A − {aj} for all j = 1, 2, . . . , n, since the above
still holds for these convex hulls.
Suppose first that |V (G)| = n. Then A = V (G) and Aj = A − {aj} for all j. So the neighbourhood of aj must induce a
near-clique; otherwise, Aj is not g3-convex. Moreover, aj must be adjacent to all but at most one vertex of G; for if aj is not
adjacent to ak and al, then a Steiner tree for {aj, ak, al} must contain an ai for some i ≠ j, k, l, contrary to Lemma 1. So G
contains a near-n-clique in this case, contrary to our assumption.
Suppose now that G has more than n vertices. Since G is distance-hereditary, it has, by Theorem 3, a leaf or twin x. Note
that x is not a cut-vertex of G. Let G′ = G− x.
Suppose that x ∉ A. Let A′i = Ai− {x} for each i. Since G′ is a connected induced subgraph of G, it follows from Theorem 4
that A′i is g3-convex in G′. In particular, the g3-convex hull of A − {ai} in G′ is contained in A′i . Since ∩{Ai | 1 ≤ i ≤ n} = ∅,
it follows that ∩{A′i | 1 ≤ i ≤ n} = ∅. Since ai ∈ Aj − {x} for 1 ≤ i ≤ n and i ≠ j, ai ∈ A′j for 1 ≤ i ≤ n and i ≠ j. So
every proper subset of {A′1, A′2, . . . , A′n} has non-empty intersection. Thus hg3(G′) ≥ n. So, by the choice of G, G′ and thus G
contains a near-n-clique, contrary to assumption.
Suppose now that x ∈ A, say x = an.
If x is a leaf and x′ its neighbour, then x′ belongs to A1, A2, . . . , An−1. So x′ is not in An. Now let A′ = (A−{x})∪ {x′}. Since
x is a leaf in G, Ai − {x} is g3-convex in G and induces a connected subgraph, for each 1 ≤ i ≤ n − 1. Thus, by Theorem 4,
Ai − {x} is also g3-convex in G′. Now let A′i be the g3-convex hull of A′ − {ai} in G′, for 1 ≤ i ≤ n− 1, and let A′n = An. Since
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A′ − {ai} ⊆ Ai − {x}, for 1 ≤ i ≤ n− 1, it follows that A′i ⊆ Ai − {x} ⊆ Ai. Using the convex sets {A′1, A′2, . . . , A′n}, it follows
that hg3(G′) ≥ n. By our choice of G, G′ and hence G has a near-n-clique, a contradiction.
Suppose now that x is a twin of some vertex x′. If x′ ∉ A, then we can argue as above that G − x′ and hence G has a
near-n-clique, a contradiction. Suppose now that x′ ∈ A, say x′ = an−1. Then An−1 − {an} = An − {an−1}. So
S = (N(an−1)− {an}) ∩ An = (N(an)− {an−1}) ∩ An−1
must be a near-clique, since an ∉ An. If |S| ≥ n− 2, then S ∪ {an, an−1} induces a near-n-clique, a contradiction.
Suppose that |S| ≤ n − 3. Then B = A − (S ∪ {an−1, an}) is non-empty. We show first that for each y ∈ S there exists
at most one vertex ai ∈ B such that y lies on an ai, an-geodesic. Suppose that ai, aj ∈ B (ai ≠ aj) and that there exist an ai,
an-geodesic P and an aj, an-geodesic Q that contain y. Suppose that H is the subgraph of G induced by V (P)∪V (Q )∪ {an−1}.
Then y is a cut-vertex of H . By Theorem 4, H contains a Steiner tree for every 3-set U of {ai, aj, an−1, an}. Since y separates
{ai, aj} and {an−1, an} in H , y belongs to a Steiner tree for every 3-set U of {ai, aj, an−1, an}, contrary to Lemma 2. Thus for
each y ∈ S there is at most one ai ∈ B such that y lies on an ai, an-geodesic.
Moreover, if y ∈ S and y lies on an ai, an-geodesic for some ai ∈ B, then y ∉ A; otherwise, y belongs to a Steiner tree for
{ai, an−1, an}, contrary to Lemma 1.
We now show that if z is the penultimate vertex on an ai, an-geodesic P , for some ai ∈ B, then z ∈ S. Since n ≥ 4, there
is some aj ∈ A − {ai, an−1, an}. If aj ∈ S, then P together with the edge ajan is a Steiner tree for {ai, aj, an} that contains z
(because aj is not on any ai, an-geodesic). So z ∈ An−1. It is not difficult to show that z also belongs to An. Hence z ∈ S in this
case. Suppose now that aj ∈ B and that Q is an aj, an-geodesic. By an earlier observation, an is the only vertex common to P
andQ . Let y be the penultimate vertex onQ . The only edge that possibly joins a vertex of P and a vertex ofQ is yz; otherwise,
since G is distance-hereditary, one can show that there is an ai, an-geodesic and an aj, an-geodesic that share more than one
vertex. So, by Theorem 4, the edges of P and Q form a Steiner tree for {ai, aj, an}. Thus y, z ∈ An−1. Similarly, P[ai, z] together
with Q [aj, y] and the edges yan−1, zan−1 form a Steiner tree for {ai, aj, an−1}. So y, z ∈ (An − {an−1})∩ (An−1 − {an}). Hence
z ∈ S. So if S contains k vertices of A, then there are at most |S| − k vertices of A that belong to B. Since each element of A is
either in S ∪ {an−1, an} or in B, A has at most n− 1 elements, a contradiction. 
3. The Helly number form3-convexity
Suppose that G is a connected graph and let hm3(G) denote the Helly number of the family of all m3-convex subsets of
V (G) and let hm′3(G) be the Helly number of the family ofm3-convex subsets of V (G) of cardinality at least 3.
For the same reason as in the case of g3-convexity, if G is a graph of order at least 3, then hm3(G) ≥ 3. Thus in order to
characterise the Helly property we consider onlym3-convex sets of cardinality at least 3.
Theorem 6. Let G be a connected graph. Then hm′3(G) ≤ 2 if and only if G contains no bull and no cycle of order 4, 5, or 6.
Proof. Let G be a connected graph. If G contains a bull or a 4- or 5-cycle, we conclude, precisely as in the proof of Theorem 1,
that hm′3(G) ≥ 3.
Also, if C = abcdefa is a 6-cycle in G, then {{a, b, c}, {c, d, e}, {e, f , a}} is a family of pairwise intersectingm3-convex sets
but with empty intersection; so again hm′3(G) ≥ 3.
Therefore, if hm′3(G) ≤ 2, then G contains no bull and no cycle of order 4, 5, or 6.
For the converse, assume G contains no bull and no cycle of order 4, 5, or 6. Suppose also that hm′3(G) ≥ 3. Then there
exists a family F = {A1, A2, . . . , An} (n ≥ 3) ofm3-convex sets of cardinality at least 3, where F intersects t-wise for every
1 ≤ t < n but F has empty intersection. Note that ⟨Ai⟩ is connected for every i = 1, 2, . . . , n.
Let v ∈ A2 ∩ A3 ∩ · · · ∩ An and, thus, v ∉ A1. Let a be a vertex in A1 ∩ A2 that is closest possible in ⟨A2⟩ to v. Since F has
empty intersection, without loss of generality, we may assume that a ∉ A3. Now let b be a vertex in A1 ∩ A3 that is closest
possible in ⟨A3⟩ to v.
Let P1 be a shortest a, b-path in ⟨A1⟩, P2 = aa1 . . . as be a shortest a, v-path in ⟨A2⟩, and P3 = bb1 . . . br be a shortest b,
v-path in ⟨A3⟩. Note that V (P2) ∩ A1 = {a} and V (P3) ∩ A1 = {b}.
Suppose that l(P1) ≥ 3. Let a′ denote the neighbour of a on P1 and letQ be a shortest {a, a′}, b-path in ⟨V (P2)∪V (P3)∪{a′}⟩.
Then Q ∪ {aa′} is a minimal {a, a′, b}-tree which is not contained in A1, contradicting the fact that A1 is m3-convex. Thus,
l(P1) ≤ 2 and in the following discussion, whenever l(P1) = 2, we let P1 = aa′b. Since l(P1) ≤ 2 and G contains no bull and
no cycle of order 4, 5, or 6, it follows that max{l(P2), l(P3)} ≥ 3. (For instance, if a1 = b1 and l(P1) = 1, then it follows from
the fact that each ⟨Ai⟩ is connected and of order at least 3 that G contains a bull.)
Suppose that l(P2) ≤ 2. Then l(P3) ≥ 3 and now b1bav (if l(P1) = l(P2) = 1), b1ba′av (if l(P1) = 2 and l(P2) = 1),
b1baa1v (if l(P1) = 1 and l(P2) = 2), or b1ba′aa1v (if l(P1) = l(P2) = 2) is an induced path, hence a minimal {b, b1, v}-tree.
Thus a ∈ A3, a contradiction.
Therefore, l(P2) ≥ 3. Now, if l(P3) ≤ 2, then vbaa1 (if l(P1) = l(P3) = 1), vba′aa1 (if l(P1) = 2 and l(P3) = 1), vb1baa1 (if
l(P1) = 1 and l(P3) = 2), or vb1ba′aa1 (if l(P1) = l(P3) = 2) is an induced path, hence a minimal {a, a1, v}-tree containing
b. So b ∈ A2 and, if l(P3) = 2, b1 ∈ A2 and so b ∈ A1 ∩ A2 and dA2(b, v) ≤ 2 < l(P2), contradicting the choice of a. Hence,
necessarily, l(P3) ≥ 3.
Now let Q be a shortest {b, b1}, v-path in ⟨V (P2) ∪ {b, b1}⟩ (if l(P1) = 1) or in ⟨V (P2) ∪ {b, b1, a′}⟩ (if l(P1) = 2).
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Suppose that Q contains an edge of the form bai. Then 4 ≤ i < s and a1abai (if l(P1) = 1) or a1aa′bai (if l(P1) = 2) is an
induced path, hence a minimal {a, a1, ai}-tree, so b ∈ A2. So b ∈ A1 ∩ A2 and dA2(b, v) < l(P2), contradicting the choice of
a. Therefore, Q contains no edge of the form bai.
Suppose that Q contains an edge of the form b1ai. Then 3 ≤ i < s and a1abb1ai (if l(P1) = 1) or a1aa′bb1ai (if l(P1) = 2)
is an induced path, hence a minimal {a, a1, ai}-tree, so {b, b1} ⊆ A2. So b ∈ A1 ∩ A2 and dA2(b, v) < l(P2), contradicting the
choice of a. Therefore, Q contains no edge of the form b1ai.
Suppose, for the case l(P1) = 2, that Q contains an edge of the form a′ai. Then i ≥ 5 and a1aa′ai is an induced path,
hence a minimal {a, a1, ai}-tree, so a′ ∈ A2. But then a′ ∈ A1 ∩ A2 and dA2(a′, v) < l(P2), again contradicting the choice of a.
Therefore, Q contains no edge of the form a′ai.
It follows from the above observations that Q = b1baa1 . . . as (if l(P1) = 1) or Q = b1ba′aa1 . . . as (if l(P1) = 2) is an
induced path and thus a minimal {b, b1, v}-tree. However, this implies the contradiction that a ∈ A3.
In conclusion, the family F cannot exist and so hm′3(G) ≤ 2. 
Our final theorem shows that the near-clique number of any graph equals the Helly number of itsm3-convex sets.
Theorem 7. For any connected graph G, hm3(G) = ω1(G).
Proof. It is not difficult to see that if G has order 1 or 2, then hm3(G) = 1 = ω1(G) and hm3(G) = 2 = ω1(G), respectively.
Suppose now that G has order at least 3. Thus ω1(G) ≥ 3. From the above we know that hm3(G) ≥ ω1(G). Suppose that
hm3(G) = n > k = ω1(G) ≥ 3. Consequently, there exist m3-convex sets A1, A2, . . . , An of G that are (n − 1)-wise
intersecting but which have no common element. Let aj ∈ Dj = ∩{Ai | 1 ≤ i ≤ n, i ≠ j} for j = 1, 2, . . . , n and let
A = {a1, a2, . . . , an}. Let C be a maximum near-clique in ⟨A⟩. Then |C | ≥ 2 and we may assume that the vertices of C are
a1, a2, . . . , ah for some 2 ≤ h < n. We consider two cases.
Case 1. |C | ≥ 3. Let P be a shortest path from ah+1 to C . Let x be the penultimate vertex of P . We show first that x must be
adjacent to every vertex of C , except possibly one vertex. Suppose that xa1, xa2 ∉ E(G). Since P ends with a vertex of C ,
we may assume xa3 ∈ E(G). Since C is a near-clique, ⟨{a1, a2, a3}⟩ is connected. Thus P together with a spanning path of
⟨{a1, a2, a3}⟩ is a minimal {a1, a2, ah+1}-tree that contains a3, contradicting Lemma 1.
Suppose next that x is non-adjacent to exactly one vertex of C . We may assume xa1 ∉ E(G). We show that a1 is adjacent
to every other vertex of C . Assume, to the contrary, that a1a2 ∉ E(G). Then P[ah+1, x] together with the edges xa3, a1a3, a2a3
is aminimal {a1, a2, ah+1}-tree that contains a3, contrary to Lemma 1. So if a vertex of C is non-adjacent to x, then that vertex
is adjacent to every other vertex of C . So C together with x induces a near-clique.
Since n > k ≥ h + 1, ah+2 exists and, by Lemma 1, ah+2 ∉ V (P). Let Q be a shortest path from ah+2 to C that has a
maximum number of vertices in common with P[ah+1, x]. Suppose that x is on Q , i.e., x is the penultimate vertex of Q . Then
x is on a minimal U-tree for every 3-subset U of {a1, a2, ah+1, ah+2}. (For example, a minimal U-tree T for {a1, ah+1, ah+2}
containing x can be found as follows: let a denote the first vertex on Q that has a neighbour on P and suppose that b is the
first vertex of P adjacent to a, and suppose that c is the last vertex of P adjacent to a; then b ∈ V (P[ah+1, c]) and, possibly,
b = c. Now let T consist of P[ah+1, b], Q [ah+2, a], ab, ac , P[c, x], and either xa1 or xa2a1.) This contradicts Lemma 2. So
neither x nor any other vertex on P[ah+1, x] is on a shortest path from ah+2 to C . Let y be the penultimate vertex of Q . Then
P[ah+1, x] and Q [ah+2, y] are vertex-disjoint. Arguing as for x, one can show that C together with y induces a near-clique.
Moreover, no shortest path from ah+1 to C contains y or any of its predecessors on Q . Let (x =) x1x2 . . . xr(= ah+1) be the x,
ah+1-subpath of P and (y =) y1y2 . . . ys (= ah+2) be the y, ah+2-subpath of Q . Since P and Q are shortest paths and from the
above, the only possible edges between vertices of these two paths are xiyi where i ∈ {1, 2, . . . ,min{r, s}}.
Suppose that xiyi is an edge for some i ≥ 2. Let j be the largest integer such that xjyj ∈ E(G). Then ⟨V (P[ah+1, x]) ∪
V (Q [ah+2, yj])∪ {a1, a2}⟩ contains a minimal U-tree that contains xj for every 3-subset U of {a1, a2, ah+1, ah+2}, contrary to
Lemma2. Suppose that x1y1 ∉ E(G). If at least one of x1 or y1, say x1, is non-adjacent to somevertex of C , say x1a1 ∉ E(G), then
any spanning tree of the subgraph ⟨V (P[ah+1, x1])∪ V (Q [ah+2, y1])∪ {a1, a2}⟩ is a minimal {a1, ah+1, ah+2}-tree containing
a2, contrary to Lemma 1. So if x1y1 ∉ E(G), then x1 and y1 are both adjacent to every vertex of C . So C together with x1, y1
induce a near-clique.
Suppose now that x1y1 ∈ E(G). In this case it also follows that the vertices of C together with x1, y1 induce a near-clique,
provided we can show that x1 and y1 do not have a common non-neighbour in C . Suppose that x1a1, y1a1 ∉ E(G). Then any
spanning tree of the subgraph ⟨V (P[ah+1, x1]) ∪ V (Q [ah+2, y1]) ∪ {a1, a2}⟩ is a minimal {a1, ah+1, ah+2}-tree that contains
a2, contrary to Lemma 1. So in either case, C together with x1 and y1 induces a near-clique. So n > k ≥ h+ 2.
So there is an ah+3 ∈ A. As before, one can now argue that G has a near-clique of cardinality h + 3. Continuing in this
manner, one can show that G has a near-clique of cardinality n, a contradiction.
Case 2. |C | = 2.
Subcase 2.1. ⟨A⟩ contains an edge.
We may assume that V (C) = {a1, a2} and a1a2 ∈ E(G). From the case we are in, neither a1 nor a2 is adjacent to any other
vertex of A. Let P be a shortest path from a3 to {a1, a2} and let x be the penultimate vertex of P . We may assume xa1 ∈ E(P).
Since hm3(G) ≥ 4, a4 exists. Vertex a4 is not on P; otherwise a4 lies on a minimal {a1, a2, a3}-tree, contrary to Lemma 1. Let
Q be a shortest path from a4 to P and let y be the penultimate vertex of Q .
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Suppose first that y = a2. Then a2 is the only vertex of Q [a4, a2] that is adjacent to one or more vertices of P . Apart from
a1, the only vertex of P that may be adjacent to a2 is x; this follows from our choice of P . In either case there is a minimal
{a1, a3, a4}-tree that contains a2, contrary to Lemma 1. So y ≠ a2.
Suppose that ya2 ∉ E(G). Then y is adjacent to at least one vertex of P and, if it is adjacent to two vertices of P , these
are either adjacent or distance 2 apart. Let u be the first vertex of P adjacent to y and v the last vertex of P adjacent to y. If
xa2 ∉ E(G), then there is a minimal {a2, a3, a4}-tree that contains a1. To see this, observe that P[a3, u] together with uyv, if
u ≠ v, or yv if u = v, and P[v, a1] as well as Q [a4, y] and the edge a1a2 is a minimal {a2, a3, a4}-tree that contains a1. Hence
xa2 ∈ E(G). If v lies on P[a3, x], then v lies on a minimal U-tree for every 3-subset U of {a1, a2, a3, a4}, contrary to Lemma 2.
So ya1 ∈ E(G). If y is adjacent to the neighbour of x on P[a3, x], then there is a minimal {a2, a3, a4}-tree that contains a1,
contrary to Lemma 1. So the only possible neighbours of y on P are x and a1. If yx ∉ E(G), then a1 is again on a minimal
{a2, a3, a4}-tree. So if a1a2 ∈ E(G) and ya2 ∉ E(G), then xa2, ya1 and xy are edges of G.
Suppose that ya2 ∈ E(G). Suppose that y is adjacent to a vertex of P[a3, x] other than x. If ya1 ∉ E(G), then there is
a minimal {a1, a3, a4}-tree that contains a2, contrary to Lemma 1. If ya1 ∈ E(G), then y is on a minimal U-tree for every
3-subset U of {a1, a2, a3, a4}, contrary to Lemma 2. So the only vertices of P that ymay be adjacent to are x and a1.
If xa2 ∉ E(G), then yx ∈ E(G); otherwise, there is a minimal {a2, a3, a4}-tree that contains a1, contrary to Lemma 1.
So in all cases ⟨{x, y, a1, a2}⟩ is a near-clique. Since n > k ≥ 4, it follows that |A| ≥ 5. Using Lemma 1, it can be argued
that a5 lies on neither P nor Q . Let R be a shortest path from a5 to P and let z be the penultimate vertex of R. Arguing as for y,
one can show that z ≠ a2 and that ⟨{a1, a2, x, z}⟩ is a near-clique and that za1 or za2 is an edge of G. No vertex on R prior to z
is adjacent to any vertex of Q ; Suppose that this is not the case and let a be the first vertex on R adjacent to a vertex of Q . Let
c be the last vertex of Q to which a is adjacent. By our choice of R and assumption about a, it follows that a is not adjacent
to a1. If aa2 ∈ E(G), then there is a minimal {a1, a3, a5}-tree that contains a2, contrary to Lemma 1. So c ≠ a2. However,
then c is on a minimal U-tree for every 3-subset U of {a1, a2, a4, a5}, contrary to Lemma 2. It now follows that z ≠ y. So
the paths P[a3, x], Q [a4, y], and R[a5, z] are pairwise disjoint and there are no edges between any two of these three paths,
except possibly between x, y, and z.
We show next that S = {a1, a2, x, y, z} induces a near-clique. From the above, it suffices to show that every 3-subset of S
that contains both z and y induces a connected subgraph. Consider first the 3-set {x, y, z}. If xy ∉ E(G), then x and y are both
adjacent to a1 and a2. Now if z is non-adjacent to x or y, say x, then z is also adjacent to both a1 and a2. Thus there is aminimal
{a3, a4, a5}-tree that contains a1, contrary to Lemma 1. If xy ∈ E(G) and z is non-adjacent to both x and y, then x and z are
both adjacent to a1 and a2. But then there exists a minimal {a3, a4, a5}-tree that contains a1, contrary to Lemma 1. Suppose
that z and y are both non-adjacent to a1. Then they are both adjacent to a2. However, this implies that there is a minimal
{a1, a4, a5}-tree that contains a2, which is not possible. Similarly, y and z cannot both be non-adjacent to a2. Suppose now
that y is non-adjacent to z and a1. Then ya2 and za1 are edges of G. But then there is a minimal {a1, a4, a5}-tree that contains
a2, contrary to Lemma 1. Similarly, y is adjacent to at least one of z and a2. Using similar arguments one can show that if
yz ∉ E(G), then z is adjacent to both a1 and a2. So G has a near-clique of order 5. Continuing in this manner, we see that G
has a near-clique of order n, contrary to assumption.
Subcase 2.2. ⟨A⟩ is an independent set of vertices.
Let T be a Steiner tree for A and let H = ⟨V (T )⟩. Suppose that v is a vertex of H that does not belong to A. Then v is a cut-
vertex of H and each component of H − v contains at least one vertex of A; otherwise, T is not a Steiner tree for A. Suppose
that H − v has at least four components. Let S be a set of four vertices of A that belong to distinct components of H − v.
Then v lies on a minimal U-tree for every 3-set U of vertices of S, contrary to Lemma 2. Suppose now that H − v has three
components. Then at least one of the three components has two vertices of A. Let S be a set of four vertices of A that contains
at least one vertex from each of the three components of H − v. Then it is not difficult to see that for every 3-subset U of S
there is a minimal U-tree that contains v, contrary to Lemma 2. Thus, for every v ∈ V (H)− A, the graph H − v has exactly
two components. Arguing as above, one can show that one of these components contains exactly one vertex of A. Using the
fact that T is a Steiner tree for A, it also follows that no vertex of A is a cut-vertex of H; otherwise, such a vertex violates
Lemma 1.
We now show that exactly one block of H is a cyclic block and that such a block is not an end-block. So all other blocks
are isomorphic to K2. Certainly, every end-block of H is non-cyclic; this follows from the facts that an end-block contains
exactly one cut-vertex and that A is an independent set. Suppose that there are at least two cyclic blocks. Let B1 and B2 be
two cyclic blocks of H that are as close as possible. Let P be a shortest path from B1 to B2, say P is a v1, v2-path. Then vi ∈ Bi
and vi is a cut-vertex of H for i = 1, 2 (possibly, v1 = v2). Also, the internal vertices, if any, of P are in neither B1 nor B2. Let
v′1 be a neighbour of v1 in B1. Since B1 is a cyclic block, it has at least three vertices. If x ∈ V (B1)−{v1}, then x ∈ A or there is
a component ofH−x that contains no vertices of B1. Now it is not difficult to see that the component ofH−v1 that contains
v′1 has at least two vertices of A. Similarly, the component of H−v2 that does not contain v′1 has at least two vertices of A. So
there is a 4-subset S of vertices of A such that for every 3-subset U of S there is a minimal U-tree that contains v1, contrary to
Lemma 2. SoH has at most one cyclic block. IfH has no cyclic block, thenH = T and every vertex of A is a leaf in T . However,
then H has at least one vertex v that has degree at least 3 in H; otherwise, some vertex of A is a cut-vertex of H , which is
not possible. Since v ∈ V (H)− A, v is a cut-vertex of H and H − v has at least three components, which we showed is not
possible. So H has exactly one cyclic block. Let B be the cyclic block of H .
Recall from an earlier observation that a vertex in B is a cut-vertex of H if and only if the vertex is not in A. Suppose
that w ∈ V (B) is a cut-vertex of H . Recall that H − w has exactly two components and observe that the component that
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intersects Bmust contain at least two vertices of A. So the other component ofH−w contains exactly one vertex of Awhich,
necessarily, is not in B. Thus |A| ≥ |V (B)|.
Suppose that ai ∈ A does not lie in B and let P be a shortest path from ai to B, say P is an ai, x-path, where x belongs to B.
Then x is a cut-vertex of H and so x ∉ A. Thus |A| ≤ |V (B)|.
Therefore, B has exactly n vertices and from our observations we can define a bijection a : V (B) → A as follows: For
x ∈ V (B), (i) if x ∈ A, then a(x) = x and (ii) if x ∉ A, then a(x) is the unique vertex of A that belongs to the component of
H − xwhich contains exactly one vertex of A. We show next that every set of three vertices of B induces a connected graph.
From this it follows that B is a near-clique. Let U ′ = {x, y, z} be a set of any three vertices of A. Let T ′ be a Steiner tree for U ′
in B. If U ′ does not induce a connected graph, then T ′ has at least four vertices and the leaves of T ′ are in U ′. We may choose
T ′ in such a way that it has the maximum number of leaves. Then T ′ is either an induced path or has three leaves. Suppose
that T ′ is an induced path, say an x, y-path. Let x′ be the neighbour of x on T ′ and y′ the neighbour of y on T ′. Then x′ ≠ y′. Let
S = {a(x), a(x′), a(y), a(y′)}. Then it is not difficult to see that x′ (and y′) belong to some minimal U-tree for every 3-subset
U of S. This contradicts Lemma 2. Suppose that T ′ has three leaves. If x, y, and z have a common neighbour w in T ′, then
there is a minimal U-tree that containsw for every 3-subset U of {a(x), a(y), a(z), a(w)}, contrary to Lemma 2. Thus at least
two of the vertices in U ′ do not have the same neighbour in T ′. Hence T ′ contains at least 5 vertices. We may thus assume
that the neighbour x′ of x in T ′ is different from the neighbour y′ of y in T ′. If T ′ is not an induced subgraph of G, then there is
exactly one edge of ⟨V (T ′)⟩ that is not in T ′ and it joins two neighbours of the vertex of degree 3 in T ′. We may thus assume
that either x or y has exactly one neighbour in ⟨V (T ′)⟩, say y. Then for every 3-subset U of {a(x), a(z), a(y), a(y′)} there is a
minimal U-tree that contains y′, contrary to Lemma 2. Hence B is a near-clique of order n, completing the proof. 
4. Conclusion
In this paper we studied the Helly number of families of g3- andm3-convex sets.We showed that the Helly number of the
family of m3-convex sets always equals the near-clique number of the graph; we observed that the same conclusion does
not hold for the family of g3-convex sets of all graphs, although it does hold for chordal and distance-hereditary graphs.
The example described after Theorem 1 illustrates that the Helly number of the g3-convex sets can exceed the near-
clique number by an arbitrarily large number. The graphs in that example belong to the classes of Meyniel, preperfect, and
perfectly orderable graphs, but not to their common subclass of HHD-free graphs. (For definitions of these classes see [5].)
It is then a natural question whether all HHD-free graphs (which include the chordal graphs and the distance-hereditary
graphs) satisfy equality of ω1 and hg3. Indeed, we do not know of any hole-free graphs that do not have this property.
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