It is widely accepted that epilepsies are complex syndromes due to their multi-factorial origins and manifestations. Different mathematical and computational descriptions use appropriate methods to address nonlinear relationships, chaotic behaviors and emergent properties. These theoretical approaches can be divided into two major categories: descriptive, such as flowcharts, graphs and other statistical analyses, and explicative, which include both realistic and abstract models. Although these modeling tools have brought great advances, a common framework to guide their design, implementation and evaluation, with the goal of future integration, is still needed. In the current review, we discuss two examples of complexity analysis that can be performed with epilepsy data: behavioral sequences of temporal lobe seizures and alterations in an experimental cellular model. We also highlight the importance of the creation of model repositories for the epileptology field and encourage the development of mathematical descriptions of complex systems, together with more accurate simulation techniques.
Introduction
Epilepsies are chronic neurological syndromes defined by the occurrence of paroxysmal and self-limited convulsive or non-convulsive seizures [1] [2] [3] . Recurrent and spontaneous seizures are a common aspect of all epilepsies and are characterized by synchronous high-frequency discharges of neuronal populations in the brain [1, 3] . This pathological excessive synchronization of neuronal networks typically produces complex behavioral patterns [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . The search for the mechanisms underlying seizure activity is currently one of the major goals of epilepsy research. It is believed that over 65 million people around the world suffer from some form of epileptic seizures or syndrome, making epilepsy the second most common neurological disorder after stroke and a major burden for public health systems [12, 13] .
The International League Against Epilepsy (ILAE)'s classifications of seizures [14] and epileptic syndromes [15] are based on concepts that have arisen and developed over the previous decades. Since then, several advances in molecular cell biology, genetics, structural and functional neuroimaging, neurophysiology techniques and computational neuroscience provided valuable information on the nature of epilepsy [16] . Although the ILAE's classifications of seizures and epileptic syndromes are well known and convenient, they do not incorporate this vast amount of knowledge in an appropriate and clear way. For these reasons, the Commission on Classification and Terminology of the ILAE has recently proposed new, alternative concepts and terminology [17] . These proposals are still under discussion, and new data will be incorporated as they become available [18] . For example, the concepts of generalized and focal seizures are now meant to describe networks more than localized structures. Generalized seizures originate at some point within a bilateral network that can include cortical or subcortical structures, but not necessarily the entire cortex. Focal seizures are limited to a network localized in only one cerebral hemisphere and may also include subcortical structures. Therefore, the evidence of focal origin [19] in primary generalized seizures gives support to the recently proposed concept of "systems epilepsy", which describes epileptogenic circuits and their semiological outcome as complex systems [20] .
Additionally, terms such as idiopathic, symptomatic, benign and cryptogenic, among others, have been inappropriately applied and have been associated with inaccurate prognoses, such as "good" and "bad" outcomes (see details in [18] ). The conflicts and discussions regarding these concepts, terminologies and classifications are extremely helpful and note the natural need to accept the advances in neuroscience and to incorporate them into basic and clinical epilepsy research [16] . This has not been an easy task, given that more than 30 years have passed since the publication of the consensus on seizure classification [14] and as more than 25 years have passed since the consensus on epileptic syndromes [15] .
In a more philosophical and conceptual arena, we believe that the current disagreements in the field of epilepsy research are telltale signs of a Kuhnian paradigm crisis [9, 21] , in which the products of Epilepsy & Behavior 26 (2013) [212] [213] [214] [215] [216] [217] [218] [219] [220] [221] [222] [223] [224] [225] [226] [227] [228] normal scientific progress can no longer respond to the challenges and desires of the scientific community. This conflict is evident in the current challenge of analyzing the ever-growing body of evidence produced by epilepsy investigators and converting these massive amounts of data into concise phenomenological explanations.
Definitions of complexity, complex systems and emergent properties
There are a multitude of reasons to consider epilepsies as a complex systems problem, given the known variety of pathological conditions associated with their origins. Additionally, different behavioral patterns are associated with various forms with specific pathogenic insults; however, similar pathogenic insults may induce different patterns of a seizure expression. These descriptions, despite usually being qualitative, contain the basis of a complex theory problem, as one of the most intuitive definitions of a "Complex System" (CS) relates to the length of its description [22] . A CS is characterized by the presence of a specific pattern of relationships between its elements. This pattern can vary from utter randomness on one end to complete regularity on the other. On both sides, there are conditions that can be considered so simple that they can be described by short expressions. For example, when we say "this pattern is random" or "this pattern is regular," those statements are shorter than "the network presents a pattern with a cluster of units connected with other clusters by certain shortcuts" or, in other words, "a small world network pattern" [23] . Different descriptions of epilepsy satisfy this condition: they are complex in the sense of the length of their description.
It is also possible to consider epilepsies as emergent properties of epileptogenic circuits [9, 22, 24] , as a seizure is the final result of the interaction of several mechanisms that are impossible to describe based solely on their individual properties (see sections: "Behavior in epileptic seizures as source of complexity: examples from TLE semiology" and "Sources of complexity at the cellular and molecular levels"). One of the most important properties of a CS is the capacity to produce complex emergent behaviors that cannot be reduced to the sum of the elements that constitute the system. Therefore, the emergent properties of the epilepsies are another link between the diseases and CS theory.
Mathematical modeling of complexity in the epilepsies
The recognition that epilepsies behave like a CS allows us to approach the problem with a set of methods prepared to address nonlinear relationships, chaotic behaviors and emergent properties [25] [26] [27] . However, to use these methods, it is necessary to describe the phenomena mathematically. Two different approaches have been used to mathematically model epilepsies [28] . The first approach attempts to fit experimental data into an intelligible distribution to build a stochastic (probabilistic) model. This approach is analogous to choosing a specific distribution, e.g. a Gaussian function, to synthesize parameters such as the mean and standard deviation and thus describe the behavior of a given data set. The second method tries to build a mathematical model that is able to reproduce a specific behavior, similar to the way that the Hodgkin-Huxley model simulates membrane dynamics.
The two methods address complexity in different ways. The stochastic method, with its top-down approach, models a given problem without much attention to the underlying details. In contrast, the deterministic method, with its bottom-up approach, provides a detailed mathematical/computational description of a system based on certain hypotheses in an attempt to reproduce a specific behavior of the system. Deterministic models of CSs employ nonlinear equations that, in addition to their sensitivity to small changes, show predictable trajectories that describe the evolution of the variable's state across time. This property of exhibiting predictable trajectories allows for different nonlinear systems to converge in a similar behavior, even when using different approximations. This opens the possibility of using different levels of analysis to study a phenomenon. In this sense, we may consider that neural networks behave like nonlinear systems. This assumption allows us to include or exclude certain elements without significantly affecting the overall behavior of the network. In some cases, the simulation may include equations that describe, for example, the overall ionic diffusion across the membrane, while in other cases, each ionic current may be represented by a unique equation, but both systems can reproduce a similar system trajectory. However, these trajectories cannot be considered to represent fixed behaviors, as they can be affected by changes in the model's parameters. In this manner, small alterations in the initial settings of the model can lead to completely different simulated trajectories for a given system. In the field of systems dynamics, these qualitative changes in the behavior of the CS are called bifurcations (in mathematical terms) or phase transitions (in physical terms) [27, 29] , and the study of these changes is increasing our understanding of a variety of phenomena related to normal and pathological states. See Fig. 1 for a schematic view of different modeling approaches.
Reviewing complexity data from clinical and experimental protocols
We will discuss how the behavioral and cellular nature of epilepsy demands the development of novel methods for descriptive (stochastic) and explicative (deterministic) modeling. We also highlight the need for a common computational framework for these models to increase the efficiency of interpreting and sharing of novel data. This review begins with a discussion of sophisticated techniques used to measure the more apparent phenomena associated with seizure semiology, briefly discusses electroencephalography (EEG), functional imaging and circuit characterization and ends with a detailed description of cellular and molecular mechanisms. All of these analytical levels are sources of complexity; the end-point is a sum of these intermixed phenomena that gives rise to emergent properties, i.e., those that are dependent on previous levels, but which are not explainable only by the summation of each of the components. A previous analytical model of epileptogenic circuits as sources of complexity has been proposed based on experimental models [9, 30] . In addition to suggesting several sources of complexity, these reviews noted the need to develop computational neuroscience tools in order to propose solutions to experimental problems, which is the domain of the field known as neuroinformatics [9, 31] . These computational solutions will be updated and discussed at the end of the current review.
Multifactorial origin of complexity in epilepsies
In patients with epilepsy, seizure is the final common pathway of the ictal pattern. Underneath the exuberant behavioral and electroencephalographic expression of epileptic seizures, there are several molecular, metabolic, cellular and functional changes in brain activity that strongly affect the patient's brain function. Moreover, there are other variables influencing patients with epilepsy, such as developmental disorders and limitations caused by their psychological deficits, memory impairments, mood disturbances, antiepileptic drug (AED) treatment and its side effects, the decline in the quality of life caused mainly by the repetitive seizures, and the social stigma associated with the disease. The techniques applied to evaluate patients with epilepsy and their seizures, such as medical history, seizure semiology, genetic studies, scalp and invasive video-EEG, brain stimulation and neuroimaging, and neuropsychological, social and psychiatric evaluations are fundamental strategies for finding the origin(s) of the seizures and to assess the cognitive and social consequences of epilepsy. At the same time, a diverse spectrum of treatment options are discussed and, depending on the case, different combinations are implemented in an attempt to prevent or reduce the frequency of seizures. Treatment strategies include different pharmacological compounds [32] , dietary restrictions [33] [34] [35] [36] , vagal nerve or deep brain electrical stimulations [37] and, for selected patients, brain surgery. Each of these procedures contains several subcategories, each with different levels of efficacy, reflecting the complexity of treating patients with epilepsy.
6. Behavior in epileptic seizures as source of complexity: examples from TLE semiology A detailed analysis of the ictal semiology is an essential tool for diagnosing patients with epilepsy and is particularly important in the evaluation of patients being considered for epilepsy surgery [38] [39] [40] . Behavioral studies can often provide lateralizing or localizing signs that yield valuable information about the location of the epileptogenic zone (EZ) and the pathways involved in seizure propagation [38, 41] .
Many authors have previously published semiological analyses of seizures. Some of these studies intended to standardize the terminology [7, 42, 43] , while others attempted to quantify human seizure behaviors [4] [5] [6] [7] [8] 42, 44] or to quantify the movement trajectory of body parts during the seizures [45] [46] [47] [48] [49] . Some studies included video sequences [40, 50] , and recently, a video atlas was published, with some of the signs recorded with simultaneous EEG, in an attempt to illustrate a variety of ictal and post-ictal localizing and lateralizing phenomena [40] .
Complexity in TLE semiology
The literature for TLE, the most common epileptic syndrome in adults, is extensive. As seizures in almost half of all patients are pharmacoresistant [43] , surgery is a commonly indicated treatment for seizure control [51] . To better define the localization and limits of the EZ, various diagnostic tools are used, such as semiological analysis of seizures and electrophysiological and neuroimaging data [38] . Together, these data help to define which cerebral area is responsible for seizure generation, guiding surgical treatment and outcome. These methods A. can also be used to study the areas potentially involved in seizure propagation, thus representing an additional approach for the understanding of seizure spreading pathways and the networks related, either directly or indirectly, to the epileptic syndrome.
B.
The pioneering use of cluster analysis [4] to correlate groups of signs and symptoms and to verify their sequence of appearance during psychomotor seizures has been useful in conceptualizing the onset and spread of seizures from various locations in the frontal and temporal lobes. However, none of the symptoms formed tight clusters, and many were common to all of the subtypes of psychomotor seizures. Subsequently, cluster analysis was applied to characterize the most probable sequence of behavioral items in temporal psychomotor seizures [5] and to identify the ictal semiology of complex partial seizures originating from the frontal lobe and medial temporal lobe in patients who became seizure-free following surgery [44] . To differentiate TLE from frontal lobe epilepsy and to correlate the topography of magnetic resonance imaging (MRI) lesions to ictal behaviors, cluster analysis was also combined with EEG and flowchart representation [6] . An interesting aspect of the latter report was the representation of seizures as flowcharts, with ictal behaviors displayed in a sequential way and the temporal progression of the seizures represented by arrows between behaviors.
Those studies included some relevant aspects of seizure semiology obtained by meticulous analyses, such as the body parts involved in the expression of the seizure, the characteristics of the movement of those parts and the type of brain function predominantly compromised by the seizure activity. Other important visible features include the period of occurrence of each item within the seizure, its frequency, duration, and the eventual association of each item with the other items [6] .
Neuroethology: from video-recording to the analysis of behavior complexity
A relatively new proposal is to apply neuroethological methods to evaluate epileptic seizures. Neuroethology is a combination of ethology -the comparative study of behavior [52] -and neurophysiology or neurobiology -the study of central nervous system functioning [53] . Neuroethological analysis has been successfully applied and validated in animal models of epilepsy [54] [55] [56] [57] and compulsive behavior [58] and in some types of human epilepsy [8, 10, 59, 60] . The approach is based on a detailed examination of specific behaviors [59] or includes all behavioral items (which constitutes a glossary or dictionary) displayed by the subject during the period of observation [8, 10, 56] . In the latter approach, each sign or behavior is recorded and a statistical analysis provides the frequency, duration and interaction between pairs (dyads) of behaviors that can be displayed as flowcharts. The neuroethological analysis ends with the description of the flowcharts, displaying all behaviors presented during the period. Some behaviors have localizing and lateralizing value, and their interactions are useful in explaining the brain regions associated with the seizures.
We applied, for the first time, the neuroethological methods mentioned above to a highly selected group of patients with TLE [8] . This methodology showed a great potential to identify localizing and lateralizing signals in TLE seizures. The main findings were the presence of epigastric auras and the lateralizing value of dystonias, and impairment of consciousness and speech during ictal and post-ictal periods. The possibility of analyzing all behaviors developed by the patient during the whole seizure represents an advantage of this method compared to others, in which the analysis is restricted to only one behavior or to a very restricted group of behaviors [61, 62] .
The search for neural substrates of the seizure behavioral sequences
Different combinations of diagnostic tools, such as video-EEG recordings [4] , seizure semiology-EEG-structural neuroimaging [6] , seizure semiology-single photon emission computerized tomography (SPECT) [10, 63, 64] and others enrich the investigation of patients with epilepsy. Each of these methods has its own contributions and limitations to the characterization of the EZ. For example, a scalp EEG cannot be used to precisely pinpoint certain anatomical details or the activity of subcortical deep structures, but is extremely important to document the interictal spikes and the dominant electrophysiological frequency components during the seizures [38] . On the other hand, seizure semiology can suggest the probable regions that may be responsible for the signs and symptoms of epilepsy -the symptomatogenic zone -but it needs to be coupled with other diagnostic tools if the goal is to define the EZ.
Functional neuroimaging techniques, which investigate cortical and subcortical cerebral changes correlated with seizure generation and propagation [65] , represent additional and promising advances in neuroscience research. Regional cerebral blood flow (rCBF) changes during epileptic seizures, for example, reflect brain activation and seizure spreading pathways. Brain ictal SPECT, a complementary tool used to locate the EZ, particularly when MRI does not identify structural abnormalities [66] , is a nuclear medicine technique that takes a "snapshot" of the rCBF during epileptic seizures [67] [68] [69] and is useful for correlating regional brain activation with seizure semiology [70] . We recently coupled this method with a neuroethological approach to evaluate whether there was any correlation between detailed behavioral parameters and ictal SPECT findings [10] . We evaluated nearly 100 of approximately 300 behaviors already described in the neuroethological dictionary and visually classified ictal SPECT scans in 54 cerebral regions from −3 (intense hypoperfusion) to +3 (intense hyperperfusion), thus documenting brain activity during medial TLE seizures. This association was crucial to add information and examine the spreading pathways suggested by neuroethology methods. We described interesting findings such as hyperperfusion of the ipsilateral basal ganglia in a great number of patients who did not develop dystonic posturing. In other words, hyperperfusion of the ipsilateral basal ganglia was not exclusively detected when contralateral dystonic posturing was observed. Moreover, ipsilateral basal ganglia hyperperfusion was correlated with contralateral automatisms, suggesting that these structures may also be involved in other ictal processes such as contralateral upper limb automatisms. In another evaluation of behavioral data in TLE patients, we demonstrated that in seizures where dystonia was present, the chance of these patients not presenting secondary generalization was twice as high [71] . In consonance with our data, a recent semiology study in TLE patients [72] demonstrated that seizures with unilateral ictal dystonia are less likely to generalize compared to seizures associated with version. Also in agreement with our proposal [71] , the authors of this study suggest that inhibitory mechanisms related to the basal ganglia may be involved in the blockade of secondary generalization.
The subdivision or categorization of behavior was fundamental for an initial analysis, shedding light on details already described in the literature and providing novel findings. However, the expression of normal or pathological sequences of behaviors relies upon the connectivity of distinct brain regions, not the activity of single sites, supporting the urgent need to evaluate such phenomena using integrative computational tools. Moreover, taking all seizures presented by a given patient into account may generate an excessive number of behaviors and behavioral sequences, making the processing of this information virtually impossible without the use of CS modeling. Indeed, there are almost as many types of seizures as there are types of behavioral items in a seizure. Seizure categorization depends on the accuracy of the technique available and on the pattern of behavioral items, including their sequences, interactions, frequency and duration, i.e., the degree of behavioral complexity. For example, movement trajectory quantification [45] [46] [47] [48] [49] was introduced to evaluate the details of the movements developed during the seizures, such as the amplitude, frequency, proximal/ distal limb amplitude ratio and shoulder/abdominal amplitude ratio of different body elements. As previously suggested [73] , this approach is complementary to behavioral analysis and is quite useful for clinical and basic research. In fact, the association of ictal manifestations derived from digital video records with EEG and eventually electromyography, processed and analyzed with specific software, represents additional levels of complexity.
Graph theory as a possible common framework for stochastic computational modeling in epilepsy
To use mathematical methods to study epileptic phenomena, we should first identify data sets. For instance, there are a variety of descriptive methodologies for pre-ictal, ictal and post-ictal signs and symptoms in human epilepsy. Some approaches take the percentages of lateralizing or localizing items into account [74] [75] [76] [77] [78] [79] . Another approach is cluster analysis [4] , in which groups of signs and symptoms are correlated to verify the sequence of their appearance during, for example, seizures in TLE. This method was extended by Kotagal et al. [14] to contrast temporal versus frontal lobe epileptic seizures. Moreover, flowcharts based on frequency, duration and interactions between behaviors have been used in experimental models by Garcia-Cairasco and Sabbatini [54] and Garcia-Cairasco et al. [55, 56, 80] , in frontal and TLE patients by Manford et al. [6] and in TLE patients by Dal-Cól et al. [8] and Bertti et al. [10] . Consequently, the flowcharts can be seen as a reliable method to produce graphical representations of the complexity inherent to the semiology of epileptic seizures, as shown in the example in Figs. 2A-B taken from Bertti et al. [10] . A natural limitation of the flowchart method is that it does not represent actual behavioral sequences but only those derived from dyadic (pairwise) interactions. (Tables 1 and 2 ) and the points represent the strongest connections between them. It is important to point out that each matrix has its specific glossary as shown in Tables 1 (left TLE) and 2 (right TLE). E. Examples of AMs generated using CONTEST [83] toolbox for Matlab(c) (The Mathworks, Inc., Natick, MA) with the three main identified patterns: a regular pattern with every node connected only with its nearest neighbor, a small-world network pattern in which every node is connected to its nearest neighbor and by shortcuts with other distant nodes, and a random pattern in which nodes are connected with others without following any specific rule. Flowcharts in A and B were reproduced with slight modifications from [10] , with permission from Elsevier.
Using the same behavioral database as shown in Figs. 2A-B , we have examined other alternatives to graphical and statistical modeling of the complexity of the disease. It is possible, for example, to use a simple graphical representation (Figs. 3A-B ) such as the word-cloud (made in Tagxedo) of behavioral items that captures the complex nature of the semiology and identifies the non-uniform frequency distribution of the behaviors from the sum of TLE seizures, contrasting both right and left TLE. Although the main goal in the study by Bertti et al. [10] was to contrast left versus right TLE semiology, the word-cloud intentionally depicts whole hemispheres filled with ictal behaviors, with font size proportional to their frequency, displaying more brain circuits than only those in the temporal lobes. Moreover, using the same database obtained from the neuroethological approach ( Figs. 2A-B) , we can also make a graphical representation partially based on graph theory [23, 81, 82] . In graph theory, each behavior is considered a node that is connected with other node(s) by edges. These edges are defined by specific criteria depending on the context of the research. For example, if we consider the semiology of an epileptic seizure, it is possible to address each behavior of the seizure as a node of a network. These nodes may be connected by directed edges according to their temporal sequence. Using these simple criteria, we can now convert the flowcharts presented in Figs. 2A-B into graphs (Fig. 4) . These new graphs permit the calculation of different measures that define the possible association between behaviors. It is possible to determine the strength of the connections using the characteristic path length that measures the average number of edges needed to connect two nodes from one node to another. The size of the characteristic path length determines the degree of complexity. For example, a seizure with a longer sequence of behaviors between the seizure onset and any given behavior has a relatively larger characteristic path length.
Measures summarizing the visual information of a graph as quantitative indices include the clustering coefficient (C), the characteristic path length (L), the graph degree (K), betweenness centrality (g), the small-world index (S Δ ), and others (see Figs. 5 and 6 for details on their calculations). It is also possible to build another graphic representation, the adjacency matrix (AM), which is also part of graph theory. In an AM, the entries may represent the presence, absence or the weight of the connections between two nodes of the graph [82] . The matrix permits the visual identification of patterns in the node associations, such as clusters, or a pattern of regular connections.
Figs. 2C-D shows the AM of the same data represented in Figs. 2A-B . These matrices highlight different patterns for each of the interactions between the behaviors observed during left and right TLE. A smallworld pattern represents a system in which the communication between nodes is efficient, with clusters communicating with each other by shortcuts [23] . Note the example in Fig. 2E of the smallworld pattern and how this pattern is different from both a regular pattern and a random pattern. The calculation of the so-called smallworldness or small-world index is made with the formula:
where C is the clustering coefficient and L is the characteristic path length normalized using estimated C and L values for random/rewired benchmark networks [84] . This index can have values greater than 0, but when the system has a small-world pattern [84, 85] , the S Δ should be greater than 1.
In the behavioral sequence networks (transition networks), the left TLE presents a random pattern with a small-world index less than 1 (S Δ = 0.51). On the other hand, the right TLE exhibits a small-world index greater than 1 (S Δ = 1.29). Similarly, recent computational analyses of magnetoencephalography (MEG) [86] and MRI [87] revealed that, while healthy subjects exhibit a small-word pattern, patients with epilepsy show random organization. A possible explanation for the different patterns observed when comparing left and right TLE may be the slightly higher number of right TLE seizures than left ones. Another aspect in which right and left TLE seizures differ is the presence of interactions, including the first sequential behaviors after the seizure onset, the intermediary behaviors such as automatisms, cephalic deviations and dystonic posture, and the items related with the end of the seizures (Fig. 2B flowchart) . Moreover, a fundamental difference is the higher frequency of secondary generalization in the right TLE (for details, see [10] ). The evolution to secondary generalization can generate common sequential series of behavioral items among seizures that are different from those seizures where automatisms are prevalent ( Fig. 2A) . The small-world pattern presented by the right TLE seizure semiology can therefore be explained by the lower variation in secondary generalization compared to partial seizures.
All of these representations, when applied to semiological data, strongly support their complexity by showing clusters of behaviors that may be related to brain structures and circuits involved in seizure expression. These approaches show the temporal dynamics of these types of epilepsy and, taken together, offer universal parameters to compare among types of seizures from the same patient or different seizures from different patients.
Other types of complex systems, complementary to semiology, that are characterized using the same types of methods include connectivity A B Fig. 3 . Word-cloud representations that include the name of all behaviors recorded during the seizure observation of left TLE (A) and right TLE (B). The size of the words represents the frequency of these behaviors. The word-clouds were created using Tagxedo (http://www.tagxedo.com) and they are subject to the Creative Commons Attribution-Noncommercial-Share Alike License.
maps derived from diffusion tensor imaging (DTI) [88] , functional and structural MRI [86] , MEG [87] , invasive electrocorticography (ECoG) [89] , stereo-EEG recordings [90] , multielectrode recording [91] , and others. See Table 3 for a list of references and protocols related to graph theory.
Sources of complexity at the cellular and molecular levels
The complex behavioral and physiological manifestations of epileptic seizures are directly related to the molecular, cellular and network alterations of affected nervous tissue [9, 30, 92] . In the last four decades, structural and functional analyses of brain tissue from human patients with epilepsy and animal models of recurrent seizures have provided us with an extensive list of neuronal alterations that are linked to the expression of epileptic seizures and syndromes [12, 92] . Fig. 7 shows some of the pathology in the dentate gyrus in rodents that have epilepsy following experimental induction of status epilepticus. Many of the findings in these rodents have not yet been confirmed in humans, however. There also are many types of epilepsy where these changes in the dentate gyrus may not be found at all. This point emphasizes the complexity of the epilepsies, in this case using as an example the dentate gyrus network in TLE, and has been recently discussed by Noebels et al. [93] and Scharfman [94] .
The biophysical, ionic and neurochemical sources of complexity
One major epileptogenic factor is the aberrant expression or function of neuronal ion channels, including ionotropic neurotransmitter receptors. Ion channel dysfunctions directly affect the electrophysiological dynamics of the neuronal membrane; in the case of channelopathies associated with epilepsy, these changes favor either an increase in amplitude or duration of depolarizing currents or a reduction of hyperpolarizing currents, thus contributing to neuronal hyper-excitability. Neuronal channelopathies are profoundly linked to genetic disorders and are now thought to be the primary cause of idiopathic epilepsies [95] [96] [97] [98] [99] . These alterations are mostly due to mutations that directly affect the expression or the structure, and therefore the function, of ion channels [95, 97] . There have also been reports, however, of acquired channelopathies in experimental epilepsy; these channelopathies are mediated mostly by aberrant expression or post-transcriptional modulation [100, 101] 
The neuronal source of complexity I: neurodegeneration and neurogenesis
Neurodegeneration is perhaps the most well-described feature of epileptic disorders and plays an important role in the pathophysiological progression of these diseases [12] . This process, in its simplest sense, involves the death of previously functioning young or adult neurons. Although a certain level of neuronal cell death is normally observed in healthy brain tissue, particularly during development [104] , neurodegeneration is greatly exacerbated in various types of both clinical and experimental epilepsy. A wide range of brain regions can suffer pathological levels of neuronal loss after status epilepticus, including the hippocampus, entorhinal cortex, amygdala, hypothalamus, and thalamic nuclei [12, [105] [106] [107] . The primary cellular origin of this phenomenon is the hyperexcitation generated by the pathological increases in glutamate release during seizure discharges [106] . Seizure-induced glutamate release results in the activation of postsynaptic NMDA receptors, which in turn results in pathological Ca influx and excitotoxicity [106] . In addition, seizures activate intracellular programmed cell death pathways and multi-cellular inflammatory pathways that contribute to neuronal death [106] . Both excitatory and inhibitory neurons can be affected by neurodegeneration in epilepsy [106] [107] [108] [109] [110] [111] [112] , although inhibitory neurons are more resistant to excitotoxicity [107, 112] . However, the neurodegeneration of inhibitory interneurons is at least partially responsible for the continuous expression of seizure activity because the loss of inhibitory control of excitatory cells may lead to hypersynchronization of the underlying circuit [107] [108] [109] [110] 113] . On the other hand, loss of excitatory neurons, such as hippocampal CA1 pyramidal cells, is thought to be part of the physiological underpinning of many cognitive and neurological deficits observed in patients with epilepsy and experimental animals [114] . It is important to note that not all experimental models of epilepsy present excessive neurodegeneration [115, 116] , which highlights the great variability of the cellular effects of epileptic syndromes.
Adult neurogenesis is also greatly affected in experimental and clinical epilepsy. Under normal physiological conditions, adult neurogenesis in the mammalian brain is characterized by the development of immature neurons in the subventricular zones of the lateral ventricles, with the subsequent migration of these cells through the rostral migratory stream to the olfactory bulb, and the generation of new neurons within the subgranular zone (SGZ) of the hippocampal dentate gyrus [117] . In the hippocampus, these neuronal precursor cells differentiate and integrate themselves into the dentate gyrus circuit as new granule cells [117] . This process has been proposed as a mechanism for increasing neuronal plasticity in the hippocampal dentate gyrus and plays an important role in the formation and retrieval of new memories [118] [119] [120] . However, in both clinical and experimental TLE, neurogenesis is severely altered. There is an increase in the proliferation of newborn granule cells but a great number of them present dysfunctional dendritic morphology [121] [122] [123] [124] [125] [126] or are located ectopically [127] . This aberrant pattern of neurogenesis has been shown to contribute to the hyper-excitability of hippocampal circuits and is thought to be one of the factors contributing to the progression of TLE [122] [123] [124] [128] [129] [130] .
The neuronal source of complexity II: dendritic remodeling and axonal reorganization
In addition to neuronal death and neurogenesis, surviving adult functional neurons also exhibit changes after status epilepticus and recurrent seizures. One of these alterations is abnormal plasticity of dendritic spines in principal neurons, including hippocampal and cortical pyramidal neurons and dentate granule cells [131, 132] . Most studies report a loss of dendritic spines in clinical and experimental epilepsy [131] [132] [133] [134] [135] [136] , but there have also been reports of local increases in spine density [137] . The plasticity of dendritic spines has been implicated in processes such as behavioral learning and neuronal long-term potentiation, as well as other forms of excitatory synapse modulation. It has been proposed that these changes may be both an epileptogenic factor and one of the causes of the cognitive and memory deficits that accompany seizures [131, 138] . Another neuronal abnormality observed in epilepsies, most notably in TLE, is the abnormal proliferation of excitatory fibers [24, 139] . This process has been most studied in the dentate gyrus. Status in both patients with epilepsy and experimental animals promotes the development of axonal collaterals from dentate gyrus granule cells (mossy fibers) that project to the inner molecular layer of the dentate gyrus [24, 137, [139] [140] [141] [142] [143] [144] . These newly sprouted mossy fibers primarily form excitatory connections with other granule cells, thus contributing to the hypersynchronization and increased excitability of the dentate gyrus circuit [139, [145] [146] [147] [148] . This morphological arrangement does not occur in healthy tissue [149] . In addition to the dentate gyrus, aberrant epilepsy-associated axonal connections from principal neurons have also been observed in the CA1 region of the hippocampus and the neocortex, which suggests that this may be a hallmark of various epileptic syndromes [149] [150] [151] [152] .
Non-neuronal sources of complexity: inflammation and glia
A crucial component of epileptogenesis and seizure-induced plasticity is brain inflammation, an innate immune response that involves the release of proinflammatory cytokines by microglia and astrocytes and the subsequent functional remodeling of the underlying brain tissue [153, 154] . Brain inflammation can be triggered by a variety of noxious events, including infection, trauma and seizures. The inflammatory response is mediated by the production of cytokines such as interleukin 1β, interleukin 6 and tumor necrosis factor α (TNF-α) by glial cells, which in turn act on their respective receptors in both neurons and glia [155, 156] . In the context of epilepsy research, it has been shown that the antagonism of cytokine receptors can have profound anticonvulsant effects [157, 158] , and both exogenous and endogenous increases of these inflammatory mediators are proconvulsant [159] . Likewise, both animal models of seizures and patients with epilepsy present cellular signs of inflammatory processes, including microglial activation, disruption of the blood-brain-barrier and the increased expression of inflammatory cytokines [153, 158, [160] [161] [162] . Taken together, the current evidence strongly suggests that inflammation is both a cause and a consequence of recurrent seizures and can have a strong effect in determining the pathophysiological progression of various epileptic syndromes.
The most drastic revolution in our interpretation of how nonneuronal cells contribute to neurophysiological processes occurred in the emerging field of neuron-astrocyte interactions. Astrocytes are now known to play essential roles in synaptic plasticity and regulation [163, 164] , synchronization of neuronal networks [165] [166] [167] , metabolic support to neuronal function [168] [169] [170] [171] , neurovascular Table 3 List of references on graph theory analysis.
Studies Method
Breakthrough [86] Graph theoretical analysis
Observation of alterations of the small-world connection patterns between anatomical regions of TLE patients, using magnetic resonance imaging (MRI). [87] Graph theoretical analysis
Increase in clustering and decrease in path length preceding the onset and rhythmic oscillations between increasing and decreasing connectivity patterns, using MEG. [89] Graph theoretical analysis
Correlation between the localization of the resected cortical region with a graph measure (betweenness centrality) in 25 patients with intractable epilepsy. [213] Graph theoretical analysis
Loss of the small-world network connectivity pattern of the EEG of a patient with Alzheimer disease (AD) when compared with EEG of control subjects. [214] Graph theoretical analysis Alteration in the thought process expressed in verbal report (dreams) of schizophrenia and mania patients as differences in graph measures, such as average shortest path and diameter. coupling [163, 170, 171] , neurotransmitter uptake, K + buffering and the effects of neuroinflammation [157, 172, 173] . In the context of epilepsy research, several studies in the last decade have provided strong evidence that these cells participate in the development of recurrent seizures [174] [175] [176] [177] [178] [179] [180] .
In human patients with epilepsy and several animal models of epilepsy, recurrent seizures are accompanied by several cellular adaptations in astrocytes, including altered levels of expression and function of aquaporin-4, gap junctions, adenosine kinase, glutamate transporter proteins, and others [177, [180] [181] [182] [183] [184] [185] [186] [187] [188] [189] . All of the aforementioned proteins have been proposed as possible agents in the development of epileptic processes, which strongly suggests astrocytic participation in the pathophysiology of epilepsy. A hallmark of astrocyte modifications in epilepsy is reactive astrogliosis, a process characterized by a profound morphological reorganization of astrocytes [177, 185, 190] . Reactive astrocytes exhibit increased staining for glial fibrillary acidic protein (GFAP), long and swollen processes and a loss of synaptic domain organization [177, 191] . There is also direct physiological evidence for an astrocytic role in epileptogenesis. Intra-cortical microinjections of fluorocitrate, a selective metabolic glial inhibitor, induces severe seizures in non-anesthetized rats [192, 193] , and pharmacological stimulation of astrocytic Ca 2+ waves, and subsequent astrocytic release of glutamate, can induces epileptiform depolarization shifts in brain slices [174, 176] . However, there is still great debate as to whether these mechanisms are indeed integral to the pathophysiology of epilepsy in vivo [194] [195] [196] .
16. Strategies for finding a common ground for deterministic models I: modeling neuronal sources of complexity Current deterministic models in epilepsy research vary widely in terms of represented variables, mathematical complexity and computational language [28] . They vary from realistic biologically inspired models [197] [198] [199] to "macroscopic" lumped approaches ( [200] [201] [202] ; for a review see [203] ) depending on the type of phenomenon modeled (for reviews about neuronal models in epilepsy, see: [28, 200, 203] ). Detailed approximations typically use single-neuron models as their unit of study and scale their models from isolated neurons up to neural networks with hundreds of neurons. These models address different aspects of epilepsy, such as ion channel alterations [204] , changes in neuronal morphology [205] , topological structure variation [198, 206] , the effects of modular organization on activity spreading [207, 208] and various forms of synaptic plasticity [197] . The neuron models are usually based on the formal Hodgkin-Huxley equation and incorporate multicompartmental structures and, in some cases, the 3D geometry of the dendritic tree. These combinations of physiological details, including biophysical mechanisms and morphological features, allow for the design of realistic simulations that can be used to test hypotheses that would otherwise be impossible to prove. For example, Tejada et al. [205] used multicompartmental models with 3D geometry captured directly from dentate gyrus granule cells (GCs). Simulating a voltageclamp stimulation protocol, they showed that alterations in the dendritic morphology of newly born GCs after status epilepticus (SE) induced by pilocarpine made them less excitable.
On the other hand, "macroscopic" or "lumped" approximations focus on phenomena related to neuronal populations [200] [201] [202] [203] , replacing the inputs and responses of individual cells with population means. These models consider neural networks to be nonlinear systems with multistable dynamics [209, 210] . One of the models refers to the interictal state characterized by normal electroencephalographic activity, and the other refers to the paroxysmal state of synchronous oscillations present in a seizure. This family of models attempts to study the transition from one state to another. There are models in which changes of state are sudden, such as in absence epilepsy [211] , and others in which the state of the system is perturbed by an external agent, such as in anesthetic-induced seizures [202] . There are also models in which the transition from one state to another is gradual, such as in TLE [212] . This top-down approach offers at least two distinct advantages: it requires less computational cost, and it is easy to compare the output -the mean somatic potentials -with EEG recordings.
17. Strategies for finding common ground for deterministic models II: modeling non-neuronal sources of complexity Non-neuronal mechanisms have received little attention in the context of computational modeling of epileptic circuits, but they exemplify the great variability of deterministic simulations in epilepsy research. Savin et al. [173] performed the first breakthrough study on this subject, which presented a theoretical framework that united both neuron-glia interactions and neuroinflammation by showing that synaptic scaling induced by glia-derived tumor necrosis factor α (TNF-α) is a possible mechanism for seizure generation. The authors used a simplified two-dimensional neural network model, which is useful for an initial approach to a novel problem, but which hampers the integration of the proposed mechanism into more complex models. Recent studies [165, 213, 214] have provided further insights on the role of astrocytes in neural circuit hypersynchronization. The authors modified current models for hippocampal CA1, cortical and thalamocortical circuitry to allow for the consideration of astrocytic coupling and neuron-astrocyte interactions. In all models, a reduction in the strength of neuron-astrocyte interactions facilitated the hypersynchronization of the underlying neuronal network, strongly suggesting that astrocytic dysfunction may play a major role in epileptogenesis [165, 213, 214] . While these models represent a great advance, they are still quite over-simplified (e.g., they do not take into account the morphological and physiological variability of astrocytes). Further studies will be necessary to truly understand how these in silico results may relate to the in vivo features of epilepsy.
Some technicalities of deterministic models
In general, the deterministic models are built using differential equations (DEs) that use functions to describe how a set of variables changes in space and/or time. In some cases, the DE has analytical solutions, while in others, the solutions involve the use of numerical methods that require computers to achieve an approximate solution. The use of DEs to describe a phenomenon has permitted the unification of mathematical descriptions in different areas of science. For instance, the DE used to study the neuronal membrane potential is the same equation used to describe an electrical RC circuit. In other words, DEs can capture the universal principles behind different phenomena.
Another important characteristic of DEs is that they allow the use of dynamic system theory to identify the different states that a given system could display. These states are the formal descriptions of the trajectories mentioned in the "Mathematical modeling of complexity in the epilepsies" section, and represent regularities that characterize the system. In some cases, the identification of these trajectories offers the possibility to reduce the number of variables present in the models, which can allow the simulation of problems that would otherwise be unfeasible due to large computational costs.
A good example of how this type of approximation has been adopted in epilepsy research is the study by Case and Soltesz [199] , who developed a computational, large-scale, anatomically and biophysically realistic model of the hippocampus. The model is freely available on the web (http://senselab.med.yale.edu/ModelDb/ShowModel. asp?model=51781), allowing its use by other interested research groups.
A critique on the current state of the field: what comes next?
One of the major challenges in the definition and translation of complexity in epilepsy and neuroscience research is the current gap that divides experimental and computational approaches. Usually, computational neuroscientists trying to make sense of complex phenomena are forced to work with massive data sets or results from the literature, which were not collected with the aim of advancing neuroscience theory. This renders the process of creating comprehensive and integrative models much more difficult and inefficient than it needs to be. Even with a common computational framework, the production of highly variable and mostly qualitative data hinders the progression of the field. We believe that neuroscience, and particularly epilepsy research, could profit from a greater practice of the principle of theory-guided experimentation, i.e., targeting the solution of specific theoretical problems with experiments designed to test the specific predictions of current computational models.
Another bottleneck in the computational approaches to epilepsy research is that various aspects of epileptogenesis are currently being studied separately, with varying mathematical frameworks and levels of complexity and realism. Part of this problem may be caused by the absence of a common framework for analyzing and modeling pathophysiological phenomena in the context of epilepsy research. A framework that allows the sharing and integration of information and the analysis and evaluation of the models is necessary. In addition to its mathematical and computational foundations, this common framework should include the use of public databases in which working versions of the models are available for free download. This sharing scheme reinforces the use of standardized norms to guide the construction of the models, encouraging the use of open technology and standards and open-source software. This ensures that anyone can reproduce the expected behavior of the models and use them in other contexts. In this sense, there are three important projects that deserve mention: NeuroMorpho.org (http://www.neuromorpho.com [31] ), SenseLab (http://senselab.med.yale.edu) and the Carmen Project (http://carmen.org.uk). NeuroMorpho.org provides a system to submit and download three-dimensional reconstructions of cell morphology organized by brain region, cell type, animal species, and other methods. SenseLab provides a large, dynamically searchable database of cell and neuronal properties, including olfactory receptors, odorant molecules, brain microcircuits and other multidisciplinary models of neurons and neural systems. Finally, the Carmen Project is dedicated to building a virtual space for sharing, storing and processing experimental neurophysiological information. Using Carmen, it is possible to execute computationally expensive routines on its remote servers to analyze data sets or share customized routines with other users.
The construction of a framework involves the adoption of models that can be used as standards and may be accepted by the scientific community. We propose two different approaches to build such a framework, one for each type of mathematical approximation. For stochastic techniques, we propose graph theory as a common frame of reference, due to its wide user base and relatively simple mathematical foundations. This methodology has been used, for example, in studies of Alzheimer disease [215] , schizophrenia and mania [216] , and epilepsy [86, 87, 89] . There are also currently a variety of open-source software projects such as Cytoscape [217] and The Network Workbench, among others, that can be adapted to produce graphical representations of multiple variables and assist in the calculation of the different parameters that characterize the graphs.
Finding a common framework for deterministic modeling is much more challenging because current models are being constructed using a huge variety of theoretical guidelines and computational languages. At the very least, we encourage the use, as far as possible, of opensource software, which will permit the development of global standards and potentially offer a common theoretical structure for the sharing and combining of models. A good compilation of open-source neuroscience programs, such as NEURON [218] and neuroConstruct [219] , can be found at http://www.neuroml.org/tool_support.php. See Table 4 for a list of on-line resources for simulation and analysis of networks.
The current scenario is typical of emerging sciences, where no dominant paradigm exists to adequately integrate the results of different, and sometimes apparently conflicting, empirical discoveries. While this is certainly a necessary stage in the development of epilepsy research, there must be an effort in the epilepsy community towards uniting the current knowledge on epileptic processes within a common theoretical paradigm. While this may seem an ambitious suggestion, it is important to note that similar efforts already exist in the field of basic neuroscience, such as the Human Connectome Project [220, 221] and the Blue Brain Project [222] . At the very least, future modeling studies should make an effort towards recognizing and explaining the multivariate nature of epilepsy. The future of epilepsy research should incorporate a complex systems approach based on concrete modeling that goes beyond verbal descriptions [223, 224] .
As a general final comment, the construction of scientific facts through "puzzle-solving" and paradigm shifts has been mentioned by Kuhn [21] when referring to the structure of scientific revolutions. This philosophical view was recently applied to the epilepsies by GarciaCairasco [9, 30] , Margineanu [225] and Avanzini [20] . We think that the recognition of the need for a complexity theory and a paradigm shift for epileptology would be beneficial for further research. Consequently, new discoveries in the field should be the byproduct of truly transdisciplinary strategies that impact both experimental and clinical settings, naturally affecting the design of in vivo, in vitro and in silico computational neuroscience protocols. The lives of patients with epilepsy and their families will benefit from the application of these discoveries to improved prevention, treatment and management of epilepsy.
A contemporary example of transdisciplinary efforts to study complexity is illustrated in the piece "Memories" (Fig. 8) . This canvas was based on the well-known image "brainbow," named for the colorful composition of molecular genetic constructs (caused by stochastic recombination of genes) at Harvard University laboratories [226] . The neuroscientific image was used as an esthetically appealing template that inspired the building of another model, the artistic one. In the painter's own words: "Looking at brainbow, I saw the acquisition of information into the hippocampus and the subsequent transferring to the neocortex being knitted by the needles of an old person at the actual moment of remembering." Note that different levels of modeling have been used, and all work together to help in the transformation and redesign of each other, being at some point emergent to the previous template. Fig. 8 . "Memories" (oil on canvas) by visual artist Maria Luiza Cleto Dal-Cól. In the context of the present review, the construction of the model of information storage and transferring depends on available data and analytical power, usually built upon computational tools. Not only for memory systems, but for alterations of it, a common feature of epileptic brains, the construction of models and multilayered analysis of complexity are strongly needed.
