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Dans le domaine des réseaux, deux précieux objectifs doivent être atteints, à savoir la QoS 
et la sécurité, plus particulièrement lorsqu’il s’agit des réseaux à caractère critique et à fortes 
contraintes temporelles. Malheureusement, un conflit existe : tandis que la QoS œuvre à réduire 
les temps de traitement, les mécanismes de sécurité quant à eux requièrent d’importants temps 
de traitement et causent, par conséquent, des délais et dégradent la QoS. Par ailleurs, les 
systèmes temps réel, la QoS et la sécurité ont très souvent été étudiés séparément, par des 
communautés différentes.                       
Dans le contexte des réseaux avioniques de données, de nombreux domaines et applications, 
de criticités différentes, échangent mutuellement des informations, souvent à travers des 
passerelles. Il apparaît clairement que ces informations présentent différents niveaux de 
sensibilité en termes de sécurité et de QoS.    
Tenant compte de cela, le but de cette thèse est d’accroître la robustesse des futures 
générations de réseaux avioniques de données en contrant les menaces de sécurité et évitant les 
ruptures de trafic de données. 
A cet effet, nous avons réalisé un état de l’art des mécanismes de sécurité, de la QoS et des 
applications à contraintes temporelles. Nous avons, ensuite étudié la nouvelle génération des 
réseaux avioniques de données. Chose qui nous a permis de déterminer correctement les 
différentes menaces de sécurité. Sur la base de cette étude, nous avons identifié à la fois les 
exigences de sécurité et de QoS de cette nouvelle génération de réseaux avioniques. Afin de les 
satisfaire, nous avons proposé une architecture de passerelle de sécurité tenant compte de la 
QoS pour protéger ces réseaux avioniques et assurer une haute disponibilité en faveur des 
données critiques. 
Pour assurer l’intégration des différentes composantes de la passerelle, nous avons 
développé une table de session intégrée permettant de stocker toutes les informations 
nécessaires relatives aux sessions et d’accélérer les traitements appliqués aux paquets (filtrage à 
états, les traductions d’adresses NAT, la classification QoS et le routage). Cela a donc nécessité, 
en premier lieu, l'étude de la structure existante de la table de session puis, en second lieu, la 
proposition d'une toute nouvelle structure répondant à nos objectifs. Aussi, avons-nous présenté 
un algorithme permettant l’accès et l’exploitation de la nouvelle table de session intégrée. 
 En ce qui concerne le composant VPN IPSec, nous avons détecté que le trafic chiffré par le 
protocole ESP d’IPSec ne peut pas être classé correctement par les routeurs de bordure. Afin de 
surmonter ce problème, nous avons développé un protocole, Q-ESP, permettant la classification 
des trafics chiffrés et offrant les services de sécurité fournis par les protocoles AH et ESP 
combinés. 
Plusieurs techniques de gestion de bande passante ont été développées en vue d’optimiser la 
gestion du trafic réseau. Pour évaluer les performances offertes par ces techniques et identifier 
laquelle serait la plus appropriée dans notre cas, nous avons effectué une comparaison basée sur 
le critère du délai, par le biais de tests expérimentaux. En dernière étape, nous avons évalué et  
comparé les performances de la passerelle de sécurité que nous proposons par rapport à trois 





produits commerciaux offrant les fonctions de passerelle de sécurité logicielle en vue de 
déterminer les points forts et faibles de notre implémentation pour la développer ultérieurement. 
Le manuscrit s’organise en deux parties : la première est rédigée en français et représente un 
résumé détaillé de la deuxième partie qui est, quant à elle, rédigée en anglais. 
Mots clés: Sécurité, QoS, réseaux avioniques de données, pare-feu, IPsec, table de session, 
passerelle, Benchmarking. 
 






QoS and security are two precious objectives for network systems to attain, especially for 
critical networks with temporal constraints. Unfortunately, they often conflict; while QoS tries 
to minimize the processing delay, strong security protection requires more processing time and 
causes traffic delay and QoS degradation. Moreover, real-time systems, QoS and security have 
often been studied separately and by different communities. 
In the context of the avionic data network various domains and heterogeneous applications 
with different levels of criticality cooperate for the mutual exchange of information, often 
through gateways. It is clear that this information has different levels of sensitivity in terms of 
security and QoS constraints.  
Given this context, the major goal of this thesis is then to increase the robustness of the next 
generation e-enabled avionic data network with respect to security threats and ruptures in traffic 
characteristics.  
From this perspective, we surveyed the literature to establish state of the art network 
security, QoS and applications with time constraints. Then, we studied the next generation e-
enabled avionic data network. This allowed us to draw a map of the field, and to understand 
security threats. Based on this study we identified both security and QoS requirements of the 
next generation e-enabled avionic data network. In order to satisfy these requirements we 
proposed the architecture of QoS capable integrated security gateway to protect the next 
generation e-enabled avionic data network and ensure the availability of critical traffic.  
To provide for a true integration between the different gateway components we built an 
integrated session table to store all the needed session information and to speed up the packet 
processing (firewall stateful inspection, NAT mapping, QoS classification and routing). This 
necessitates the study of the existing session table structure and the proposition of a new 
structure to fulfill our objective. Also, we present the necessary processing algorithms to access 
the new integrated session table. In IPSec VPN component we identified the problem that IPSec 
ESP encrypted traffic cannot be classified appropriately by QoS edge routers. To overcome this 
problem, we developed a Q-ESP protocol which allows the classifications of encrypted traffic 
and combines the security services provided by IPSec ESP and AH. To manage the network 
traffic wisely, a variety of bandwidth management techniques have been developed. To assess 
their performance and identify which bandwidth management technique is the most suitable 
given our context we performed a delay-based comparison using experimental tests. In the final 
stage, we benchmarked our implemented security gateway against three commercially available 
software gateways. The goal of this benchmark test is to evaluate performance and identify 
problems for future research work. 
This dissertation is divided into two parts: in French and in English respectively. Both parts 
follow the same structure where the first is an extended summary of the second. 
Keywords: Security, QoS, Avionic Data Network, Firewall, IPSec, Session Table, Gateway, 
Benchmarking. 
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Analyse de Sécurité et QoS dans 
les Réseaux à Contraintes 
Temporelles 
1. Introduction 
Les réseaux sont très importants pour le fonctionnement des systèmes infrastructurels  tels 
que les réseaux électriques, les chemins de fers, l’automobile et des systèmes avioniques. Ces 
réseaux sont limités dans le temps par leur nature (c'est à dire, très sensibles au retard). Tout 
retard peut entraîner des conséquences inacceptables voir même catastrophiques tels que panne 
de système ou de perte de vie. Lors de la connexion de ces systèmes critiques aux réseaux 
publics deux problèmes principaux se posent. 
Premièrement, Internet et les réseaux IP sont actuellement des environnements Best-Effort, 
dans lesquels tous les paquets sont traités de la même manière, sans préférence, en situation de 
congestion, le trafic temps réel peut être retardé d’une façon inacceptable ou carrément être 
supprimé conduisant ainsi à une dégradation de la performance et peut rendre le système 
inutilisable. 
Deuxièmement, la connexion de ces systèmes aux réseaux publics permet de les rendre 
sujets à tous les types d'attaques, y compris l’indisponibilité du réseau, vulnérabilités des 
applications, le vol d'information, et la défaite d'authentification.  
La Qualité de service (QoS) joue un rôle important pour assurer le bon fonctionnement de 
ces réseaux en imposant des contraintes sur le délai, le débit et la probabilité de suppression des 
paquets. D'autre part, les technologies de sécurité doivent évoluées pour fournir le niveau requis 
de protection de ces infrastructures critiques [GAO 2004]. 
Le réseau des données avionique  est un bon exemple pour les réseaux avec des contraintes 
temporelles. Il a été témoin de grands changements dans les dernières décennies. L'évolution de 
la complexité des systèmes avioniques ont conduit les fabricants à utiliser de nouvelles 
architectures, au sein desquelles ils ont  élaboré des nouvelles fonctionnalités et technologies de 
communication. 
En effet, le réseau de données avionique est un réseau hétérogène reliant plusieurs 
technologies, différents types d'abonnés, différents équipements, différentes caractéristiques et 
différentes applications avec plusieurs niveaux de criticité. Cette diversité et hétérogénéité est 
un problème majeur de sécurité. Par ailleurs, le réseau de données avioniques a différentes  
exigences de sécurité et de qualité de services (QoS). 
Pour faire face à l'hétérogénéité des réseaux de données avioniques et permettre de 
nouveaux avantages, le protocole Internet (IP) est proposé pour être le protocole de 
communication pour la prochaine génération de réseaux de données avionique. 
Bien que l'utilisation du protocole Internet (IP) dans l'aviation permette de nouvelles 
applications et avantages, il ouvre la porte aux  risques de sécurité et aux attaques. 
La FAA (Federal Aviation Administration) a déclaré que le réseau de données avionique 
peut être vulnérable à une attaque pirate [FAA 2008]. 
Beaucoup de mécanismes de sécurité et des solutions ont évolué pour atténuer le nombre 
des attaques de réseau, bien qu’il soit toujours en augmentation constante. Malgré que ces 
solutions conventionnelles aient résolu certains problèmes de sécurité, ils laissent aussi quelques 
trous de sécurité. La sécurisation des systèmes ouverts et complexes sont devenus de plus en 
plus compliquée, la dépendance à l'égard d'un mécanisme unique de sécurité donne un faux 
sentiment de sécurité tout en ouvrant les portes pour les attaquants. Ainsi, pour 
veiller à sécuriser les réseaux, plusieurs mécanismes de sécurité doivent travailler ensemble 





dans un harmonique chemin multicouche. En outre, si nous prenons en compte les exigences de 
QoS, le problème devient plus compliqué et nécessite des réflexions plus en profondeur. 
2. État de l’art : Sécurité et QoS 
L'analyse de la sécurité et la qualité de service (QoS) dans le contexte des réseaux de 
données avioniques caractérisés par leur hétérogénéité est très importante, tant par les entités qui 
le composent (système de contrôle de trafic aérien, système de contrôle de la cabine, système 
d'accès Internet aux passagers) que par le niveau de criticité des informations transmises. Les 
réseaux de données avioniques de futures générations permettent par exemple de prendre le 
contrôle d'un avion à distance pour gérer des situations d'urgence. Ces réseaux reposent sur le 
protocole IP, protocole qui comprend de nombreuses vulnérabilités, mais qui offre l'avantage de 
mutualiser les ressources réseaux et donc d'être très attractifs financièrement. Le protocole IPsec 
(IP security), à l'état standard depuis 1995, permet de protéger les échanges, mais ne prend pas 
en considération les besoins de qualité de service, en particulier la nécessité de donner la priorité 
au transfert des données concernant le contrôle de trafic. Pourtant dans un double objectif 
d'assurer la sécurité des passagers dans un avion et d'apporter plus de confort aux passagers en 
leur offrant une diversité de services (connectivité Wi-Fi, jeux, Films), il devient crucial de 
garantir les besoins à la fois en terme de sécurité et de QoS. 
Dans cette section nous présentons d’une façon synthétique les principaux concepts relatifs 
à la sécurité, et à la qualité de service. 
2.1. Sécurité 
 
2.1.1. Définition de la sécurité 
ITSEC [Office1991], considère la sécurité comme la combinaison de trois propriétés : la 
confidentialité, l’intégrité et la disponibilité de l’information. 
 
 La confidentialité est la propriété d’une information de ne pas être révélée à des 
utilisateurs non autorisés à la connaître. 
 L’intégrité est la propriété d’une information de ne pas être altérée. 
 La disponibilité est la propriété d’une information d’être accessible lorsqu’un utilisateur 
autorisé en a besoin. 
2.1.2. Intrusions, attaques, vulnérabilités 
Les fautes qui peuvent porter atteinte aux propriétés de sécurité peuvent être accidentelles, 
comme elles peuvent être intentionnelles, avec ou sans volonté de nuire. Dès lors, il s’agira de 
détailler cette deuxième catégorie de fautes et de présenter la terminologie nécessaire à son 
étude. 
 
Une intrusion est définie comme étant une faute opérationnelle, externe, intentionnellement 
nuisible, résultant de l’exploitation d’une vulnérabilité dans le système [Powell & Stroud 2003]. 
L’usage courant du mot intrusion couvre le fait de pénétrer illégalement ou sans y être convié 
dans un lieu, une société, etc. 
En outre, le système peut être attaqué (que ce soit par un intrus interne ou externe) sans 
succès. Dans ce cas, l’attaque existe, mais la protection est suffisamment efficace pour 
empêcher l’intrusion. Il existe toujours deux causes sous-jacentes à une intrusion: 
- une action malveillante ou attaque qui tente d’exploiter une faiblesse dans le système et de 
violer un ou plusieurs besoins de sécurité ; 
- au moins une faiblesse, faille ou vulnérabilité, qui est une faute accidentelle ou 
intentionnelle (avec ou sans volonté de nuire), introduite dans la spécification, la conception ou 
la configuration du système 





2.1.3. Techniques et mécanismes pour sécuriser un système 
Afin d’éliminer les vulnérabilités, contrer les attaques, et garantir un niveau élevé de 
protection du réseau et du système d’information, on peut utiliser des services, des mécanismes, 
des outils et des procédures que l’on nomme, de façon générale, des solutions ou des mesures de 
sécurité. Par exemple, un service d’identification et d’authentification aide à réduire le risque 
d’intrusion dans un système. Les politiques de sécurité seront présentées comme un dispositif 
nécessaire pour renforcer la sécurité des systèmes. Puis il conviendra d’aborder succinctement 
la manière avec laquelle on peut les construire et les implémenter. Nous utilisons également 
d’autres contre-mesures pour renforcer la sécurité comme les mécanismes cryptographiques, le 
cloisonnement et les “pare-feux”, l’audit, et la détection d’intrusion. 
2.1.3.1. IPsec 
IPsec est le standard de sécurité dans les réseaux IP. On peut le voir comme un framework 
fournissant les services de sécurité suivants : (1) contrôle d'accès ; (2) authentification de 
l'émetteur ; (3) anti-rejeu ; (4) intégrité ; (5) confidentialité des données. 
Afin d'atteindre ces objectifs, IPsec [Shiraishi et al. 2004] est composé de deux protocoles 
de sécurité (AH et ESP), des mécanismes d'association de sécurité et des mécanismes de gestion 
des clés.  
En plus de ces éléments, IPsec recommande des algorithmes d'authentification et de 
chiffrement et offre deux modes de fonctionnement : le mode transport et le mode tunnel.  
2.1.3.1.1.  Authentication Header (AH) 
Le protocole AH [Kent 2005a] fournit les services de sécurité de 2 à 4 (en référence à 
l'énumération réalisée dans 2.1.3.1) ; le service anti-rejeu reste optionnel. 
Comme illustré dans la Figure 1, AH contient les champs suivants :  
  Next Header : champ de 8 bits indiquant le protocole de l'entête suivant. 
  Payload Length : champ de 8 bits contenant la longueur des données en charge utile. 
  Reserved : champ de 16 bits non utilisé, et devant être rempli de zéros. 
  Security Parameters Index (SPI) : champ de 32 bits identifiant de manière unique 
l'association de sécurité (Security Association, ou SA). Le SPI permet au destinataire de savoir à 
quel flux en cours appartient le paquet. Chaque connexion protégée implique un algorithme de 
hachage (e.g. SHA-1) [Madson & Glenn 1998], des algorithmes de chiffrement (eg. 3-DES, 
AES), des clés secrètes, et d'autres paramètres importants (tel que le mode de fonctionnement). 
  Sequence Number: identifiant utilisé pour empêcher des attaques par rejeu. 
  Authentication Data Area : champ de longueur variable utilisé pour stocker le contrôle 
d'intégrité (Integrity Check Value, ou ICV). Ce champ est calculé par l'algorithme 
d'authentification (eg. HMAC pour “Hash Message Authentication Code”) [Bellare et al. 1996]. 
L'émetteur utilise un algorithme d'authentification pour calculer l'ICV du paquet IP en entier, et 
stocke le résultat dans le champ d'authentification. De l'autre côté, pour s'assurer de l'intégrité 
des données reçues, le récepteur recalcule l'ICV en utilisant le même algorithme, et compare le 
résultat avec l'ICV reçu (contenu dans le champ Authentication Data Area). Notons que le 
calcul de l'ICV exclut les champs variables de l'entête  IP tels que les champs Time To Live 
(TTL) et checksum. Ces champs sont remplacés par des zéros avant le calcul de l'ICV.  
 
 
Figure 1: Format de l’entête AH. 
 





Comme mentionné précédemment, IPsec offre deux modes de fonctionnement (les modes 
transport et tunnel). La Figure 2 illustre comment AH utilise ces deux modes. Les flèches à trait 
discontinu représentent la portée de l'authentification.  
 
Figure 2: AH les modes transport et tunnel. 
2.1.3.1.2. Encapsulated Security Payload (ESP) 
L'ESP (Encapsulated Security Payload) [Kent 2005b] fournit principalement la confidentialité 
(grâce au chiffrement) et fournit en option les services 2 à 4. La Figure 3 illustre la structure de 
l'entête ESP. La flèche pointée représente la portée de  l'authentification, tandis que la flèche 
continue délimite la portée du chiffrement. Un entête ESP est composé des éléments suivants : 
  ESP Header : entête ESP. Comme avec AH, l'ESP contient un Security Parameter Index 
(ou SPI, identifiant le paramètre de sécurité) et un numéro de séquence (Sequence Number). 
  ESP Payload : contient la valeur chiffrée du protocole de la couche transport et sa charge 
utile dans le mode transport, tandis qu'en mode tunnel, il contient en plus l'entête IP 
originel. 
  ESP Trailer : champ d'informations relatives à la charge utile et à son chiffrement. Il est 
divisé comme suit :  
o  Padding : bourrage destiné à l'utilisation des algorithmes de chiffrement qui se 
font par blocs de taille fixe; 
o  Pad Length : champ de 8 bits indiquant la longueur du champ Padding ; 
o  Next Header : comme AH, le champ next header d'ESP indique le protocole de 
l'entête suivant, i.e. il fait référence au type de protocole (IP, TCP, UDP, etc.) 
contenu dans la charge utile chiffrée. 
 Authentication Data Area : champ de données d'authentification; rappelons que le service 
d'authentification reste optionnel dans ESP. 
 
 
Figure 3: Format de l’entête ESP. 
 
La Figure 4 illustre les modes transport et tunnel. Les flèches à trait discontinu représentent 
la portée de l'authentification, tandis que les flèches à trait plein représentent la portée du 
chiffrement.  







Figure 4: ESP les modes transport et tunnel. 
2.2. La Qualité de Service 
Quand l’Internet naquit, le souci principal était de pouvoir transmettre les paquets d’une 
source vers une destination et ce quelque soit les conditions de la traversée et surtout sans se 
soucier du temps de transit. Signalons que, jadis, les trafics circulants sur les réseaux n’étaient 
pas  autant diversifiés, donc nous ne pouvions pas ressentir leurs sensibilités vis-à-vis des 
conditions de traversée qui sont dégradées par l’encombrement des réseaux. Nous sommes donc 
de plus en plus exigeants en terme de qualité de réception de l’information : la qualité de service 
intervient pour obtenir une satisfaction de réception. Cette dernière peut se traduire sous la 
forme de l’intégralité ou du temps de réception. 
2.2.1. Définition de la Qualité de service 
L’IETF pour sa part définit la qualité de service comme suit : « la QoS désigne la manière 
dont le service de livraison de paquets est fourni et qui est décrite par des paramètres tels que la 
bande passante, le délai de paquet et les taux de perte de paquets ». 
Cette définition tend vers le fait que la qualité de service est observée par un utilisateur. Elle 
est fondée sur la mesure et l’observation des répercutions du réseau sur le trafic et ces effets 
seront mesurés et observer grâce à des métriques (délai, débit, perte et gigue). Toutefois, le 
terme QoS peut être vu sous deux angles distincts selon que l’on s’y intéresse du point de vue 
de l’utilisateur (définitions précédentes) ou du point de vue d’une entité composant 
l’architecture du système supportant l’application. 
• Le point de vue des utilisateurs (ou des applications) : chaque application a des 
besoins en termes de débit, délai, gigue, fiabilité, etc. Ces besoins sont naturellement 
différents d’une application à l’autre et chaque application souhaiterait pouvoir 
bénéficier d’un service de communication spécifiquement adapté à ses besoins. 
• Le point de vue des opérateurs dont les objectifs sont de maximiser leurs gains à 
travers l’optimisation de  l’utilisation des ressources de l’infrastructure de 
communication, la limitation des pertes et des délais ; et aussi de pouvoir facturer, de 
façon juste et cohérente, les services rendus aux utilisateurs. 
Pour assurer une qualité de service de bout en bout, cela nécessite la coopération de toutes 
les couches actives du réseau (mécanismes horizontaux) ainsi que celles de chaque élément du 
réseau (mécanismes verticaux). Des politiques de gestion différentes sont adoptées pour garantir 
de la qualité de service, selon que l’on se place au niveau des couches du modèle OSI, ou au 
niveau matériel du réseau (QoS gérée entre les hôtes et les routeurs ou entre les routeurs eux-
mêmes). 





Pour pouvoir fournir des garanties concernant la qualité de service dans les réseaux IP, 
l’IETF a proposé deux modèles d’architecture basés sur des politiques de services différentes : 
IntServ et DiffServ. 
Le modèle IntServ aussi connu sous le nom de réseau à intégration de services est un modèle 
orienté flux, dans lequel chaque flux peut faire une demande de QoS spécifique. La garantie de 
la QoS de chaque flux est alors effectuée par un contrôle d’admission et une réservation 
préalable des ressources. Il s’agit d’une gestion préventive de la QoS, effectuée a priori lors de 
la réservation des ressources. En revanche, DiffServ, ou encore modèle à différenciation de 
services, se base sur l’agrégation des flux en classes de trafics qui ont, chacune, des besoins de 
QoS  bien spécifiques. La QoS est alors assurée au niveau des noeuds du réseau (les routeurs) 
par des traitements spécifiques implémentés à chaque classe de service. La signalisation n’est 
plus générée par flux comme pour IntServ. DiffServ n’est pas un modèle orienté "flux" mais il 
est plutôt orienté "nœud", puisque chaque noeud du réseau peut avoir sa propre politique de 
traitement des paquets. 
2.2.2. Les métriques QoS: 
Les métriques QoS ont pour but d’établir une base commune de connaissance des 
performances et de la fiabilité du réseau pour obtenir une connaissance précise, destinées aux  
utilisateurs et aux fournisseurs de services Internet. Elles ont été définies par la communauté 
scientifique et les organismes de standardisation au sein de l’IETF et de l’IUT. Ces métriques 
doivent être déterminées avec le plus de précision possible et doivent être exprimées en unités 
de mesure universelles. 
Ces quantités s’avèrent d’une grande utilité, qu’on se place du côté des utilisateurs ou des 
fournisseurs d’accès, car elles permettent aux premiers de soumettre des demandes pertinentes, 
quant aux autres ceci leur permet de mener à bien la quantification et la gestion des 
performances et des ressources du réseau qu’ils offrent. 
Les métriques de base définies par le groupe IPPM (IP Performance Metrics) de l’IETF sont : 
• La mesure de la connectivité entre deux équipements. 
• Le délai unidirectionnel (One-Way Delay). 
• Le taux de pertes unidirectionnelles de paquets (One-Way Loss). 
• Le délai et le taux de pertes de paquets aller-retour (Round-Trip Delay and Loss). 
D’autres métriques plus complexes appelées métriques dérivées ont été créées sur la base des 
métriques fondamentales. Les opérations sur les métriques de base ont permis de définir quatre 
classes de métriques dérivées : les métriques additives tel que le délai unidirectionnel de bout en 
bout, les métriques multiplicatives comme le taux de perte, les métriques concaves et enfin les 
métriques convexes dont nous pouvons citer la bande passante disponible à titre d’exemple. 
Parmi les métriques dérivées, nous citons : 
• La variation de délai : Gigue (Jitter). 
• Les modèles de pertes de paquets (Loss Patterns).  
• Le ré-ordonnancement des paquets (Packet Reordering). 
• La bande passante et le débit de transfert d’informations (Bulk Transfer Capacity). 
2.2.3. Mise en œuvre de la QoS : 
La qualité de service est fondée sur quatre principaux mécanismes : 
 
 





2.2.3.1. Conditionnement du trafic  
Après la classification d'un paquet, un noeud peut effectuer des opérations de contrôle de 
trafic pour contrôler si le flux respecte le contrat. Les mécanismes de contrôle de trafic vérifient 
si le trafic est conforme à sa spécification et, le cas échéant, prennent des mesures afin de rendre 
le trafic conforme. Il est composé de plusieurs modules qui vont agir d’une certaine manière sur 
le trafic. Le traitement reçu va dépendre de la classification fournie par le classificateur. 
Quatre processus principaux du conditionneur de trafic existent : 
• Métreur (Meter) : permet de mesurer les caractéristiques temporelles des paquets 
sélectionnés par le  classificateur et les compare avec le profile souscrit pour vérifier 
leurs conformité. 
• Marqueur (Marker) : définit ou redéfinit la valeur du DSCP (Differenciated Services 
Code Point) en se basant sur les informations fournit par le métreur. 
• Lisseur (Shaper) : procède au lissage de trafic en le retardant de telle sorte qu’il ne 
dépasse pas le débit contractuel associé au profil défini dans le contrat avec l’usager. 
• Suppresseur (Dropper) : élimine le trafic dépassant le débit contractuel associé au 
profil du contrat de service usager. 
2.2.3.2. Technique d’évitement de la congestion. 
Les mécanismes d’évitement ou de prévention de la congestion consistent à calculer 
l’évolution de la taille moyenne de la file d’attente, et en éliminant des paquets ou en signalant à 
l’équipement en amont de la surcharge. En effet, lorsque la taille moyenne de la file d’attente 
dépasse un seuil prédéfini, la passerelle élimine ou marque les paquets avec une certaine 
probabilité en fonction de la taille de la file d’attente. 
2.2.3.3. Techniques de gestion de la congestion. 
Après la classification et le contrôle de trafic les paquets sont envoyés vers la ou les 
interfaces de transmission où ils attentent dans des files d'attente jusqu'à ce qu'ils puissent être 
transmis. Le mécanisme qui décide l'ordre des paquets à transmettre est appelé scheduler 
(ordonnancement ou discipline de service). Le scheduler est l'élément clé qui permet les 
traitements différenciés des différentes classes de trafic. Les architectures de QoS sont basées 
sur des schedulers très spécialisés afin de réaliser un service bien précis. 
2.2.3.4. Classification du trafic. 
Lorsque nous désirons garantir de la qualité de service, il est nécessaire de pouvoir identifier 
et caractériser le trafic à l’intérieur des réseaux. C’est le rôle de la classification. 
La classification permet d’associer chaque paquet à une classe. Le Classifier agit sur le trafic 
en analysant une partie de l’entête DSCP, qui contient toutes les informations pertinentes à son 
traitement, de chaque paquet. Il faut distinguer deux catégories de classificateur : (1) BA 
(Behavior Aggregate) Classifier qui trie uniquement en fonction du champ DSCP et (2) MF 
(Multi Field) Classifier qui effectue sa sélection en se basant sur un ou plusieurs champs comme 
les adresses source et destination, le DSCP, l’identité du protocole employé, les numéros de 
port, etc. 
Dans le cas du MF Classifier les champs à inspecter, pour réaliser la classification, 
appartiennent à des entêtes de différentes couches : 
• Entête de niveau Transport : le MF packet classifier inspecte deux champs de l'entête 
de la couche transport (TCP/UDP), les ports source et destination. Ces champs 





aident à identifier les applications s'exécutant sur TCP/UDP, une liste des ports 
connus (les well-known ports) est maintenue par l'IANA [IANA]. 
• Entête de niveau Réseau : trois champs sont inspectés dans cette couche, le champ 
adresse IP source, qui aide à identifier l'entité émettrice, et le champ  adresse IP 
destination, qui aide à identifier le système d'extrémité recevant les données, et 
l'identifiant de protocole qui est utilisé pour identifier le protocole de niveau 
transport utilisé.  
Ces cinq champs, utilisés pour déterminer le flux de trafic, sont communément appelés 
quintuple (five-tuple). Généralement, ce quintuple suffit pour différencier le trafic.  
3. Prochaine Génération des Réseaux de Données Avioniques.  
Bien que l'utilisation de la pile protocolaire IP « Internet Protocole » dans l’avionique 
permette d’offrir bien des avantages et la fourniture de nouvelles applications, elle donne 
naissance à de nouvelles attaques et des risques de sécurité. Le problème de sécurité s'impose 
ainsi de manière forte dans ce type d'applications critiques. Dans cette optique, nous avons 
commencé par en étudier les besoins de sécurité, puis proposer un nouveau type de passerelles 
embarquées où une grande partie de la politique de sécurité sera déployée. Les exigences de 
QoS relatives à ce type de réseaux sont aussi présentées dans ce chapitre. 
3.1. Domaines  
Dans les nouvelles architectures avioniques, nous pouvons distinguer trois domaines :  
 le domaine avionique (dit Dark Green) : contient les activités vitales durant un vol comme 
les fonctions de pilotage et de navigation, les commandes des ailes et du train d'atterrissage, 
les fonctions de calcul de poussée et de monitoring des équipements critiques, la 
communication radio par satellite ou VHF (Very High Frequency), etc. 
 le domaine Ethernet avionique (dit Light green) : contient les fonctions de maintenance 
ainsi que les informations des compagnies aériennes. Dans ce domaine, les sociétés de 
maintenance et les compagnies aériennes peuvent connecter directement leurs systèmes 
d'information (e.g. à travers leurs ordinateurs portables) à l'avion pour récupérer, traiter, 
télécharger ou recevoir certaines données à travers des applications dédiées. 
 le domaine des passagers : contient les accès Internet (Internet embarqué), le WiFI, la vidéo 
à la demande (VoD), la radio, les jeux en réseau, les informations sur le vol (dites aussi 
MMS pour Moving Map Systems), etc. 
Même si ces trois mondes intègrent des applications et  réseaux (AFDX, CAN, Ethernet, IP) 
différents, ils doivent coopérer et échanger des informations, souvent de sensibilités et criticités 
variables.  
Malheureusement, les architectures des passerelles classiques ne s'adaptent pas à ces cas de 
figures, notamment pour tenir compte des différentes contraintes liés aux réseaux et 
applications. En effet, même en échangeant des informations sur le même réseau embarqué, il 
ne faut pas que les applications les moins critiques gênent le fonctionnement des plus critiques, 
que ce soit en terme de criticité liée à la sécurité (ex. protection contre les attaques 
compromettant la confidentialité, l'intégrité et la disponibilité) ou de qualité de service (ex. 
contraintes temporelles). Cette problématique nécessite donc l'étude, l'analyse, la simulation et 
l'évaluation des différents flux (traversant des passerelles) circulants entre plusieurs réseaux de 
criticités différentes, pour pouvoir proposer une plate-forme qui offre une sécurité et une qualité 
de service (QoS) adaptative aux contraintes de l'environnement d'exécution et des réseaux 
cibles. 
3.2. Les Menaces de sécurité : 
Dans les réseaux avioniques, la sécurité au niveau, physique et liaison, est assurée par divers 
mécanismes : le réseau avionique est segmenté en VLANs représentant les différents domaines 





embarqués ; l’objectif étant de fournir, pour chaque domaine, un accès uniquement réservé aux 
liens qui supportent les classes de trafic qui lui sont associées. Des recherches récentes ont fait 
état de trois scénarios de séparation réseau basés sur le VLAN tunneling [Ehammer et al. 2008]. 
Par ailleurs, le domaine de contrôle du trafic aérien utilise l’ « AFDX » (AFDX), limitant 
encore plus une intrusion pouvant être perpétrée par un utilisateur non configuré. Les systèmes 
de pilotage avionique sont isolés des systèmes de cabines et de passagers par des bus de 
données spécifiquement dédiés aux réseaux avioniques, tel que l’ARINC 429 [AEEC 2004]. 
Le but de cette recherche est d’identifier les menaces se rapportant à l’utilisation de la suite 
IP dans les réseaux de données avioniques ; pour cela, nous supposons que la sécurité, au niveau 
physique et liaison, est assurée. Aussi devons nous mentionner que les événements accidentels 
ainsi que les pannes du système ne sont pas considérés. Plusieurs analyses de sûreté ont été 
menées pour répondre à ces questions [NLR 2007] et [Jacob 2004]. 
L’utilisation de la suite IP dans les réseaux avioniques peut introduire des vulnérabilités 
pouvant être exploitées par des attaquants en vue de réduire les marges de sécurité des avions. 
D’autre part, les attaquants peuvent exploiter ces vulnérabilités pour compromettre les systèmes 
chargés du confort des passagers, entraver les processus des compagnies aériennes ou encore 
créer des frais et des délais injustifiés. Pour atténuer ces risques, nous devons tout d’abord 
déterminer les menaces de sécurité et identifier les objectifs de sécurité. 
Remarque importante à signaler est que les points forts ainsi que les vulnérabilités de la 
suite IP sont bien connus à l’avance du fait de sa forte utilisation et de sa mise en œuvre mature. 
[Harris & Hunt 1999] liste les attaques exploitant les limitations et vulnérabilités inhérentes à la 
suite IP. 
Plusieurs projets de recherche ont été menés en vue de d’identifier les menaces ainsi que les 
exigences de sécurité des réseaux avioniques. ARINC signale les menaces initiales des réseaux 
de données avioniques dans [AEEC 2005]. Les menaces et exigences de sécurité pour les 
réseaux IP-over-Satellite furent présentées dans [Cruickshank et al. 2007]. Les menaces et les 
exigences de sécurité pour la distribution électronique des logiciels et des données au sein des 
avions furent traitées dans [Robinson et al. 2007b]. Le projet Advanced Data Communication 
Network (ADCN) a identifié les attaques ciblant les réseaux IP avioniques [Abou El Kalam 
2008]. Le projet NEWSKY abordait les problèmes liés aux accès non autorisés et le déni de 
service dans l'ATN [al Ehammer et al. 2008]. Dans le projet " Fiber-like Aircraft Satellite 
Telecommunications» (FAST), il était question des menaces de sécurité au niveau liaison [Ben 
Mahmoud et al. 2009]. 
Notre analyse des menaces, émergeant de l'utilisation de la suite IP dans les réseaux 
avioniques, nous permet de constater que ces derniers  sont vulnérables aux types d'attaques 
suivants : 
 
1. Spoofing (usurpation) : 
Les usurpations couvrent une large catégorie de menaces. En général, une usurpation est 
l’action de falsifier son identité ou de se faire passer pour une autre personne ou entité afin 
d'accéder à un système ou réseau dans le but d’obtenir des informations à des fins non 
autorisées [Canavan 2001]. Les menaces typiques d’usurpation comprennent l'usurpation 
d'identité des autorités (tel que les contrôleurs, compagnies aériennes et les opérateurs de 
maintenance) et les usurpations de messages. Il existe plusieurs types différents d’usurpation, 
nous citons, l'usurpation d'adresse IP, le détournement de session et l'usurpation de numéro de 
séquence. 
 
Un scénario important devant être pris en compte est celui d’un attaquant pouvant usurper 
l'identité d'un utilisateur autorisé par l'intermédiaire d'exploits techniques (tels que, création des 
privilèges d'authentification, écoute passive de mot de passe, attaque par force brute et attaque 
par dictionnaire) à des fins malveillantes. 
 
 
2. Accès non autorisés : 





Un utilisateur autorisé peut accéder illicitement à tout élément du système d'information du 
réseau avionique. Une attention particulière doit être portée à cette attaque car il est bien connu 
qu’environ 80% des menaces proviennent de l’intérieur. Un opérateur de maintenance agréé 
doté de privilèges lui permettant d’accéder au réseau de contrôle à des fins de diagnostic, ne doit 
en aucun cas être en mesure d’exécuter des commandes de vols. 
 
Le Firewalking est une technique pouvant être utilisé par un attaquant pour recueillir des 
informations relatives à un réseau distant protégé par un pare-feu afin de lui permettre dans un 
premier temps de cartographier le réseau cible pour ensuite tenter de contourner le filtrage 
réalisé par le pare-feu. Pour outrepasser les listes de contrôle d’accès (ACL) du pare-feu, 
l'attaquant pourrait éventuellement utiliser l’attaque Tiny Fragment qui consiste à émettre des 
petits fragments afin de forcer certaines informations de l’entête TCP à être insérées dans le 
fragment suivant. Les filtres chargés de supprimer les requêtes de connexion seront alors 
incapables de vérifier les flags TCP, et de ce fait, les ignoreront. Par conséquent, l'attaquant 
s’attend à ce que le pare-feu n’examine que le premier fragment et permette ainsi à tous les 
autres fragments de passer.  
 
3. L’écoute passive/analyse du trafic :  
L’écoute passive se manifeste lorsqu’un attaquant ou un utilisateur non autorisé analyse les 
paquets en transit dans un réseau. Le Fingerprinting, l’attaque Man-In-the-middle (MITM), la 
cryptanalyse, l’écoute du trafic, le détournement de sessions, le scan de ports et d'adresses IP 
sont tous des déclinaisons de l’écoute passive. Dans le cas où un attaquant réussirait à obtenir 
des informations administrative se rapportant à un vol (la liste de passagers, par exemple), cela 
impactera négativement l'image de marque de la compagnie aérienne, qui verra la confiance de 
ses clients se dégrader et pourrait entraîner des poursuites judiciaires à l’encontre de la 
compagnie. 
Tout mot de passe transmis en clair peut facilement être récupéré par écoute passive et être 
ensuite utiliser pour pénétrer dans les systèmes avioniques. 
 
4. L’altération de messages : 
L’altération des messages peut se présenter sous différentes formes à savoir, la capture, le 
retardement, la modification, la redirection, la réorganisation ou encore le rejeu de messages 
dans le but de fournir au système des informations invalides ou obsolètes. Cela s’avère 
particulièrement plus dangereux lorsqu’il s’agit d’applications avioniques embarquées vu que 
les conséquences peuvent être catastrophiques. 
Au niveau réseau, l’attaque de rejeu représente un exemple d’altération puisque bon nombre 
des messages sont stockés illicitement puis retransmis ultérieurement dans le but de tromper le 
récepteur grâce à des opérations non autorisées tel que fausse identification/authentification ou 
encore une transaction dupliquée. 
 
5. La répudiation : 
Il existe deux types de répudiation : répudiation de l’origine et répudiation de la réception. 
La répudiation de l'origine se produit lorsque l’émetteur d’un message nie l’avoir envoyé, voire 
même en être l'auteur ;  tandis que la répudiation de la réception se produit lorsque le 
destinataire nie la réception d'un message. 
 
6. Le déni de service : 
Les attaques de déni de service ont pour objectif d’interrompre le fonctionnement d’un 
système (ou  un réseau) ou de le rendre indisponible et ce en saturant ses ressources. L'attaque 
par déni de service vise donc la propriété de disponibilité des systèmes, et ne cherche 
aucunement à pénétrer un système illicitement. Généralement, un déni de service peut être 
perpétré de deux manières : soit par inondation (flooding) ou par insertion. 






L'impact d’une attaque de déni de service sur le réseau avionique dépend du service ou de 
l’équipement qui a été pris pour cible. Dans le cas où le service ATC (Air Traffic Control) est 
indisponible, la sûreté du domaine de contrôle du trafic aérien est gravement menacée. En 
revanche, si les services AOC (Aeronautical Operational Control) et AAC (Aeronautical 
Administrative Communication) font l’objet d’une attaque de déni de service, l’impact affectera 
plus l’image de marque de la compagnie et du constructeur. 
3.3. Les exigences de sécurité: 
En vue de couvrir et de contrer les menaces énumérées dans la section précédente, des 
objectifs de sécurité appropriés doivent être identifiés et exprimés. Ces derniers seront ensuite 
implémentés par le biais de mécanismes adéquats. Dans ce qui suit, nous présentons des 
exigences de sécurité pour faire face à ces menaces. En règle générale, tout système doit, à la 
base, satisfaire quatre exigences de sécurité qui sont l’authentification, la confidentialité, 
l’intégrité et enfin la disponibilité. Vu le caractère sensible des réseaux de données avioniques, 
ces derniers nécessitent des exigences de sécurité supplémentaires.  Toutes les exigences de 
sécurité seront détaillées ci-après: 
 
1. L’authenticité: 
L'authentification compte parmi les critères de sécurité les plus importants. Elle permet de 
s’assurer qu’une entité est bien ce qu’elle prétend être. Actuellement, il existe deux types 
d'authentification, à savoir l'identification d’entités et l'identification de l’origine des données. 
  
L'identification d’entités signifie que l'identité des entités concernées doit être correcte. Les 
entités communicantes doivent être en mesure de s’authentifier mutuellement de façon sûre et 
interactive (en temps réel). 
 L’identification de l'origine des données permet de garantir qu’une entité spécifique est 
l’émettrice d’une certaine donnée. Bien que l’authentification soit nécessaire pour tous les types 
de trafic (ATC, AOC, AAC et APC), elle est particulièrement importante pour les 
communications ATC afin de prévenir d'éventuelles usurpations d'identité du personnel 
autorisé. 
 
2. Le contrôle d’accès : 
Pour qu’une entité puisse réaliser une action dans le système d’informations, elle doit tout 
abord en avoir le privilège. L'identité de l’entité ainsi que les privilèges qui lui sont associés doit 
être vérifiés avant chaque action, autrement  cette dernière lui devra être refusée. 
 En outre, les réseaux doivent jouir d’un périmètre de sécurité surtout lorsqu’il y a lieu de 
connexions inter-réseaux. Cela consiste donc à limiter les émissions et réceptions de flux dudit 
réseau, en d’autres termes, seuls des flux bien définis pourront  être échangés par le réseau. De 
plus, pour assurer l’efficacité du contrôle d’accès, celui là ne devra en aucun cas être 
contournable. Dans le contexte avionique, par exemple, les passagers n’ont le droit de 
communiquer qu’avec le système IFE, par conséquent les messages envoyés du domaine des 
passagers vers le domaine  de contrôle  ne seront pas autorisés à être délivrer.   
 
3. La confidentialité des données : 
La confidentialité est une propriété qui stipule qu’une information ne peut être lue et utilisée 
que par des personnes et des processus explicitement autorisés à le faire. Garantir la 
confidentialité des données implique donc la mise en œuvre de mécanismes empêchant toute 
divulgation, délibérée ou accidentelle, de l'information à des utilisateurs non autorisés. Dans le 
cadre des applications avioniques, les informations de l’ATC et de l’AOC n’ont pas un grand 
besoin de confidentialité, en revanche, ceux des domaines AAC et APC doivent nécessairement 





restées confidentielles, vu que les informations des passagers et des compagnies doivent rester 
secrètes. 
 
4. La disponibilité : 
La disponibilité fait référence à la propriété qu’un utilisateur autorisé doit être en mesure 
d’accéder et d’utiliser des informations et des ressources, avec un certain niveau de 
performance, en cas de besoin. Les ressources doivent être accessibles dans de délais 
raisonnables en vue de satisfaire les contraintes et besoins métiers. Pour assurer la disponibilité, 
il s’agit donc de déployer des mécanismes remédiant aux pannes accidentelles et empêchant 
toute tentative de déni de service.  
À titre illustratif, les services et informations ATC ont le besoin le plus élevé en matière de 
disponibilité car la sûreté des vols peut en être impactée. 
 
5. L’intégrité des données : 
L’intégrité d’une information ou d’une donnée se rapporte quant à elle à la propriété que 
celle ci reste authentique, correcte et non altérée. Assurer l'intégrité revient donc à prévenir et à 
détecter toute création, modification, ou destruction des informations. Dans le domaine 
avionique, l’intégrité de certaines données revêt une importance capitale, c’est le cas des 
informations de pilotage et celles du domaine ATC, puisque toute altération de celles-ci 
entraînerait des conséquences catastrophiques [Ehammer et al. 2008]. Il existe des moyens pour 
garantir l’intégrité des données, tel que les contrôles de redondance cyclique (CRC), mais elles 
permettent seulement de détecter des erreurs accidentelles et non de prévenir les manipulations 
malveillantes de données. Pour cela, d’autres moyens reposant sur des bases cryptographiques 
ont été développés. 
 
6. La non-répudiation : 
Non-répudiation vise à établir des preuves pour empêcher les auteurs d’abus de nier leurs 
actes et de ce fait les responsabilisent. Pour cela, les éléments de preuve doivent nécessairement 
être disponibles et vérifiables. La non-répudiation peut être déployée au niveau applicatif et ne 
peut donc être traitée au niveau de la couche réseau. Les signatures numériques permettent de 
mettre en œuvre la non-répudiation. 
 
7. Les contre mesures de protection : 
Les moyens de contre mesure permettent d’assurer un certain niveau de sécurité, ils sont 
donc nécessaires pour empêcher toute éventuelle exploitation de vulnérabilités. Lors de 
l'élaboration de schémas de sécurité réseau, il s’agit d’accorder une grande importance aux 
mesures préventives de détection et de réaction: en effet, il s’avère plus facile, plus efficace et 
beaucoup plus rentable de prévenir une intrusion que de la détecter ou d’y parer. Les filtres 
applicatifs sont un exemple de contre mesure de protection prévoyant l’exploitation de 
vulnérabilités existantes au niveau des couches applicatives. 
 
8. La détection : 
En plus des contre mesures de protection, d’autres moyens doivent être déployés en vue de 
détecter les éventuels problèmes ou failles de sécurité résiduelles, surtout si les mesures de 
protection échouent dans leurs tâches. Dans le contexte avionique, il est vital que les problèmes 
soient détectés immédiatement. Des systèmes de détection d’intrusions sont donc nécessaires 




9. Les réactions : 





Toute intrusion ou atteinte aux performances d’un système doit être détectée et les moyens 
de réaction jugés appropriés doivent être mis en œuvre. Ces moyens de réaction doivent être 
retenus sur la base d’une étude complète prenant compte les notions de risques et d’impacts. 
 
10. Traçabilité et journalisation : 
Les fonctionnalités d’audit et de journalisation doivent nécessairement être implémentées 
dans les systèmes avioniques, vu l’importance des vérifications a posteriori. Le résultat de toute 
action ou opération pertinente doit être journalisé et cette trace doit être sauvegardée durant une 
durée suffisante pour répondre aux besoins d’audit. Les informations de journalisation incluent 
généralement l'identité de l'entité concernée, le type d'action, les paramètres essentiels ainsi que 
des données d’horodatage. 
3.4. Les exigences de QoS : 
Comme nous nous intéressons à l'effet de l'utilisation de la suite IP dans les réseaux de 
données avioniques, les exigences de QoS considérés ici sont ceux nécessaires à la couche 
réseau IP. En fait, la couche réseau IP (couche 3) est le niveau le plus bas de la pile de protocole 
qui prolonge de bout en bout et est donc un facteur clé pour assurer une qualité de service. Notre 
analyse des besoins de QoS dans les réseaux de données des avions nous a permis d'identifier 
les exigences suivantes: 
 
1. Contrôle de Priorité : 
L'objectif principal de la QoS est d'offrir une bande passante dédiée prioritaires, notamment, 
la gigue et la latence contrôlées, et des caractéristiques de perte améliorées. La priorité est un 
attribut du trafic de service. Il est utilisé pour résoudre les demandes concurrentes pour des 
niveaux de QoS qui, collectivement, dépassent ce qui peut être offert. Par exemple, la bande 
passante allouée peut être réduit pour les APC, ou sa probabilité de perte de données peut être 
augmentée en faveur de l'ATC. 
Dans la communication en réseau de données avionique, les services sont regroupés en 
quatre principaux groupes organisés de haute priorité à la faible priorité comme suit:  
• Air Traffic Control (ATC). 
• Aeronautical Operational Control (AOC). 
• Aeronautical Administrative Communication (AAC). 
• Aeronautical Passenger Communication (APC). 
Pour assurer le contrôle prioritaire, nous avons à mettre en œuvre des mécanismes pour 
classer les flux et identifier le niveau de priorité QoS. Après l'identification ou la classification 
des trafics, des mécanismes, qui permettent de traiter les trafics différemment en fonction de 
leurs niveaux de priorité, sont nécessaires. Un mécanisme de  priorité et de préemption est 
nécessaire pour permettre aux communications non nécessaires à la sécurité de l'avion tels que 
APC de coexister avec des communications primordiales pour la sécurité (safety) de l'avion tels 
que l'ATC. Les communications qui ont une priorité inférieure peuvent être retardées ou 
interrompues si le canal est requis pour les communications de sécurité de priorité plus élevée. 
 
2. Délai borné 
La nature déterministe du trafic ATC nécessite la mise en œuvre de mécanismes visant à 
fournir une latence bornée. Comme ce trafic est de type hard real-time, il est très sensible aux 
délais et à la  gigue. APC contient une application de type soft real-time  (comme la vidéo à la 
demande et jeux en ligne). Ces types de flux de communication ont un délai limité et des 
exigences de gigue pour un bon fonctionnement. 
 
 
3. une bande passante garantie 





La bande passante est une ressource réseau important qui doit être partagée avec une grande 
précision. Un mécanisme de contrôle des flux de bande passante allouée est nécessaire; chaque 
flux a un taux maximum qui doit être respectés. Une politique de QoS doit être appliquée pour 
s'assurer que tout débit de données ne dépasse pas la capacité de débit qu'il est autorisé. 
L’isolation des flux de données est nécessaire, car une unité ne peut être autorisé 
intentionnellement ou lors de conditions de défaillance de nuire à d'autres flux de données en 
saturant la bande passante disponible et par la suite produire un déni de service. Comme contre-
mesure aux attaques par déni de service, nous pouvons utiliser la limitation de débit (contrôleur 
de flux) et la surveillance du réseau pair avec une action active pour arrêter l'attaque. 
 
4. fiabilité 
Dans le réseau des données avionique la correctes livraison et la transmission ordonnée et la 
réception des paquets, est obligatoire pour avoir des communications réseau fiables. Dans les 
situations de congestion ou de l'échec quelques trafics vont souffrir de perte de paquets et de 
désordre dans la livraison des paquets. 
Pour surmonter le problème de perte de paquets (pour les trafics non tolérants aux pertes) 
les mécanismes de retransmission doivent  être appliqués. Aussi les mécanismes de 
réorganisation sont nécessaires pour gérer l'ordre des paquets. TCP est un protocole, orienté 
transmission qui est utilisé pour la livraison fiable de datagramme,  qui fournit la retransmission 
et les capacités de réordonner les paquets reçus. 
4. Passerelle de Sécurité avec QoS 
Pour répondre à ces besoins et relier les différents domaines de l'avion (notamment les 
domaines light green et dark green), nous avons proposé et implémenté la passerelle de sécurité 
de la figure 5. Celle-ci intègre, à la fois, des mécanismes de sécurité et de QoS comme nous 
montrons dans la suite de cette section [Mostafa et al. 2010a]. 
4.1. Architecture de la passerelle de sécurité avec QoS 
 
Figure 5: Architecture de la passerelle de sécurité avec QoS. 
Nous présentons les principaux composants : 





 Le NATFC, pour Network Address Translation, Filtering, and Classification : reçoit les 
paquets entrants et offre trois fonctions principales : traduction d'adresses (dite NAT, pour 
Network Address Translation), pare-feu de filtrage et classification QoS. Traditionnellement, 
ces fonctions sont réalisées séparément. Dans notre cas, étant donné que ces trois fonctions 
dépendent fortement des algorithmes de classification pour identifier des flux à laquelle 
appartient le paquet, nous avons proposé de les fusionner en une seule unité pour améliorer les 
performances. À cet égard, nous ne réitérons pas l'appel de la fonction de classification pour 
chaque paquet, celle-ci est invoquée une seule fois, et le résultat est utilisé pour les trois 
fonctions : traduction NAT, filtrage pare-feu et classification QoS. Nous avons ainsi 
réimplémenté les processus de ces trois fonctions et nous avons modifié la structure des tables 
du pare-feu PF (Packet Filter) de NetBSD. Nos expérimentations ont aboutis à des résultats 
encourageants et à une diminution non-négligeable du temps de traitement [ICCTA2009]. 
 
 Application Proxy Firewall (Pare-feu Applicative) 
Application Proxy Firewall (APF) ne va pas seulement inspecter les paquets, mais va 
effectivement inspecter la demande complète et réponses au niveau des applications. Il utilise un 
modèle de sécurité positive (par opposition à IDS). Plutôt que d'essayer de définir toutes les 
choses possibles mauvaises qui pourraient survenir, ils «apprennent» le comportement des 
applications légitimes en s’assurant que chaque demande de l'utilisateur est conforme à 
l'utilisation des applications attendues et que seul le trafic valide est passé aux serveurs backend. 
De plus, l'APF réalise l'authentification des utilisateurs pour empêcher les utilisateurs non 
autorisés d'accéder à des applications protégées. La vérification de la signature numérique est 
implémentée  dans l’APF afin d'assurer l'intégrité des données et de protéger contre la non-
répudiation. 
L’APF agit comme un proxy entre les utilisateurs et les applications; chaque demande sera 
interceptée et analysée afin d'assurer sa conformité avec la spécification correcte du protocole 
d'application. L’APF effectue une  validation d'entrée pour rejeter les entrées invalides et les 
commandes malformées. 
  Par ailleurs, l'APF examine les champs de contrôle et de données dans les flux applicatifs pour 
vérifier que les actions sont autorisées par la politique de sécurité et ne représentent pas une 
menace pour les systèmes d'extrémité. Par la compréhension des commandes primitives au 
niveau des applicatif, ils peuvent identifier le contenu de la norme et le contenu qui représente 
une attaque connue ou un exploit. 
Dans le réseau de données avioniques, pour chaque application sensibles (tels que TFTP, 
SNMP, SMTP, etc), un proxy d'application devrait être mis en œuvre pour fournir le niveau 
approprié de protection. 
 Métreur et contrôleur de débit (Meter and rate controller unit) : afin de surveiller et 
contrôler la stabilité du trafic et garantir le partage équitable de la bande passante du réseau, 
nous suggérons d'utiliser un métreur (meter) ainsi qu'un contrôleur de débit (rate controller). 
Plus précisément, le métreur est utilisé pour calculer certains paramètres comme la bande 
passante, tandis que le contrôleur de débit statue sur les flux à accepter ou rejeter. Ces 
composants sont placés juste après le NATFC, étant donné qu'on ne souhaite assurer le suivi et 
le contrôle que des flux acceptés après la classification. 
 Intrusion Detection System (IDS) : il s'agit des systèmes de détection d'intrusions 
adaptés au contexte avionique, notamment en terme d'algorithmes de détection et de protocoles 
de décodage et éventuellement de décompression des données de charge utile 
[RaportAirbus2009]. 
 Unité de monitoring (Monitoring and adaptive unit) : elle surveille l'état interne de la 
passerelle et applique les mesures d'adaptation si nécessaire. Le suivi tient compte de la 
politique de sécurité et des alarmes et autres informations des fichiers journaux. Outre l'analyse 
de certaines activités, cette unité peut également recevoir des informations sur l'état du réseau 
protégé et gérer la coopération entre les différentes unités de la passerelle. 





 Interface administrateur: interface graphique permettant aux administrateurs de définir 
des politiques et exécuter des tâches d'audit. Elle doit être extensible et suffisamment souple 
pour permettre l'ajoute de règles ou de nouvelles signatures.  
 Module du réseau privé virtuel (Virtual Private Network) : si le paquet est chiffré ou 
authentifié, il est envoyé au module VPN pour les traitements cryptographiques.  
4.2. La mise en œuvre de passerelle de sécurité avec QoS 
Tableau 1 présente les packages open source sélectionnés pour mettre en œuvre la 
passerelle. NetBSD version 5 [NetBSD 2009] a été sélectionné pour être le système 
d'exploitation de la passerelle. Le projet NetBSD est principalement axé sur la qualité de la 
conception intelligente élevé, la stabilité et les performances du système. Un des principaux 
objectifs du projet NetBSD a été de rendre le système d'exploitation de base hautement portable. 
Il en a résulté que NetBSD est porté pour un grand nombre de plates-formes matérielles. Grâce 
à la licence pratique et portabilité, NetBSD est souvent utilisé dans les systèmes embarqués. 
NetBSD est également interopérable, implémentant de nombreux API (Application 
Programming Interfaces) standards et protocoles réseau. De plus, NetBSD implémente la 
plupart des composants de sécurité de passerelle [NetBSD]. 
 
Tableau 1: les packages open source sélectionnés pour mettre en œuvre la passerelle. 
 
Composants de la passerelle Package sélectionnés 
système d’exploitation NetBSD  
Pare-feu PF  
VPN Fast IPSec 
Gestion de la QoS ALTQ 
IDS Snort  
 
Pour mettre en œuvre de pare-feu à état, le package de Filter de Packet (PF) est utilisé. PF 
est un élément central des logiciels de pare-feu. Il a été essentiellement rédigé par Daniel 
Hartmeier et est apparu dans OpenBSD 3.0, mais il a été porté sur de nombreux d'autres 
systèmes d'exploitation. PF est un véritable filtrage dynamique des paquets, qui contient des 
fonctions riches qui en font un pare-feu puissant. Il effectue la normalisation du protocole, peut 
jouer la rôle d’un proxy pour la vérification du TCP hand checking et met en œuvre le numéro 
de séquence de la modulation. Il a une stratégie de filtrage rapide, et met en œuvre pour le suivi 
de l'état de session une  table de session. De plus, son moteur d'inspection est capable de 
détecter la plupart des attaques réseau IP connues. Enfin, la Translation d’Adresses Réseaux 
(NAT) est pleinement intégrée dans PF [Hartmeier 2002]. Pour la composante VPN,  nous 
avons utilisé FAST IPSec. Il a une structure cryptographique riche, qui est l’implémentation 
IPsec la plus performante publiquement disponible [Leffler & Consulting 2003]. 
 
Pour la classification QoS et la gestion de bande passante, Alternate Queuing (ALTQ) est 
utilisé [Cho 1999]. ALTQ est un package pour la QoS et la gestion du trafic. ALTQ comprend 
un Framework de files d’attente de plusieurs disciplines de Queuing avancées, telles que CBQ, 
RED, WFQ et RIO. ALTQ prend également en charge le protocole RSVP (Resource 
Reservation Protocol) et l’architecture Diffserv. Ce Framework est disponible pour les systèmes 
d'exploitation BSD. Sa fonctionnalité est contrôlée par les fichiers de configuration qui 
fournissent la possibilité de changer facilement les mécanismes de QoS utilisés par le 
programme ALTQ. ALTQ ne dépend pas d'un Framework QoS spécifique, comme IntServ ou 
DiffServ, bien au contraire ALTQ est complètement indépendant et peut être utilisé dans les 
deux systèmes. ALTQ fonctionne comme un module de contrôle du trafic pour RSVP et fournit 
les fonctions nécessaires pour construire un réseau DiffServ. 
 
Pour le composant IDS, nous avons utilisé Snort [Snort 2011]. Snort est utilisé 
intensivement par les chercheurs et a de nombreux plug-in de soutien. En outre, il est 





couramment utilisé dans les environnements de production et donc sa base de signature est 
activement maintenue. 
 
Bien que chaque paquet fonctionne bien individuellement, davantage efforts ont été faits 
pour les intégrer efficacement et améliorer la performance globale de passerelle. Les efforts 
d'intégration sont présentés dans les chapitres suivants. Dans le chapitre 5, la mise en œuvre du 
tableau de session intégré est présentée. Le chapitre 6 présente le nouveau protocole IPSec Q-
ESP, dans le composant VPN, qui permet la classification des paquets IPSec chiffrés. Chacune 
de ces composantes est évaluée en interne avec la mise en œuvre ancienne pour démontrer 
l'amélioration de la performance. Pour décider quel algorithme de gestion de la bande passante à 
utiliser dans notre passerelle, une étude comparative du délai entre l'algorithme basé ALTQ 
gestion de bande passante est effectué dans le chapitre 7. Enfin dans le chapitre 8 nous avons 
effectué un test d’étalonnage « Benchmarking » pour comparer notre passerelle (intégrant toutes 
ses composantes) avec trois passerelles de logiciels commerciaux. 
5. La Table De Session Intégrée  
La classification des paquets est une technique communément utilisée en QoS et en sécurité. 
Plusieurs algorithmes ont été proposés dans le but d’accélérer la classification des paquets ainsi 
que la vérification des règles de filtrage [Gupta 2000]. À la base, les algorithmes de 
classification inspectent plusieurs champs de l’entête du paquet et vérifient leurs conformités 
par rapport à un ensemble de règles de filtrage afin de pouvoir identifier le paquet ; les champs 
examinés sont : les adresses IP source et destination, les ports source et destination ainsi que 
l’identifiant du protocole (de la couche de transport utilisé). Lorsque la règle de filtrage 
correspondante est déterminée, le traitement associé est appliqué. Le traitement dépend du 
domaine d’application : 
• Dans le domaine du filtrage des paquets, les traitements autorisés sont généralement: 
"l’acceptation" (ce qui signifie le routage du paquet), "la suppression" ou encore “le rejet" 
[Ingham & Forrest 2002]. 
•  Dans le domaine de la QoS, le traitement consiste en l’attribution d’une valeur au champ 
“Type of Service" (ToS) de l’entête du paquet, cette valeur permet de déterminer la classe 
de service à laquelle appartient le paquet. Dans l’architecture DiffServ cette valeur est 
appelée “Differentiated Service Code Point" (DSCP) [Nichols et al 1998]. 
•  Dans le domaine du routage, le traitement réside en la détermination du prochain saut 
pour transmettre le paquet. Le choix du prochain saut dépend du service de routage rendu 
(Best Effort, QoS ou routage sécurisé) [Gupta 2000]. 
•  Dans le domaine de la traduction d’adresses (NAT), le traitement consiste à faire 
correspondre une adresse publique à une adresse privée et inversement [Egevang 1994]. 
Basée sur l’inspection de plusieurs champs, la classification de paquets entraîne des temps 
de traitement plus ou moins importants et une consommation des ressources mémoire 
relativement conséquente [Lakshman & Stidialis 1998];  ce qui peut causer un engorgement au 
niveau du réseau si cela n’est pas traité minutieusement. Cependant, dans plusieurs systèmes 
actuels, chacune des applications précédemment citées est implémentée à part, ce qui mène 
donc à la répétition du processus de classification des paquets et par suite au gaspillage des 
ressources mémoire ainsi qu’à l’augmentation du temps de traitement. Dans l’objectif de pallier 
ces différents inconvénients, il s’agit de coordonner, astucieusement, le processus de 
classification afin de servir le besoin de ces différentes applications et économiser, par 




5.1. Les pare-feux à état 





Les techniques de filtrage des pare-feux ont évolué du simple filtrage réseau au filtrage à 
état implémenté actuellement au niveau des routeurs. En vue de pouvoir statuer sur l’état d’une 
connexion, le pare-feu à état dresse une table de session (aussi appelée table d’états). Cette table 
rend le pare-feu à état plus rapide et plus sécurisé [Zwicky et al. 2000]. 
 
Figure 6: Architecture initial de la table de session. 
 
Figure 6 présente l’architecture initiale d’une table de session [Gill 2002]; les cinq premiers 
champs (adresse-source, port-source, adresse-destination, port-destination, IP-proto) sont 
utilisés pour identifier une session de manière unique. Signalons aussi que ces champs sont 
exactement les mêmes champs utilisés lors du filtrage réseau et lors de la classification QoS, 
ils sont collectivement appelés  session ID ou selector (i.e, identificateur de la session). Le 
champ "State"a pour but de stocker l’état actuel de la session (tel que les numéros de séquence 
et d’acquittements, les flags TCP,  etc.) tandis que le champ "Time" sert à stocker les Time-Outs 
de la session. 
 
 
Figure 7: Processus élémentaire de filtrage à état. 
 
La figure 7 dépeint l’implémentation du processus élémentaire du filtrage à état dans un 
routeur. Dans le cas des paquets entrants : ① la traduction d’adresses (NAT) est tout d’abord 
réalisée afin de faire correspondre les adresses externes avec les adresses internes, puis la table 
de session est vérifiée ② : s’il n’existe pas d’enregistrement relatif au paquet, cela implique que 
le paquet initie la session. Par conséquent, le paquet sera comparé aux règles de filtrage ③ afin 
de déterminer le traitement à lui appliquer. S’il s’avère que le paquet n’est pas autorisé à 
transiter, il sera automatiquement supprimé ; sinon, un enregistrement propre à la session sera 
ajouté ④. À l’arrivée des paquets de la même session, un enregistrement sera détecté dans la 
table de session puis il s’agira de vérifier la conformité des paquets par rapport à l’état de la 





session ⑤. Suite à cela, sera effectuée la classification QoS ⑥ et la valeur du DSCP sera 
attribuée au paquet (plus précisément au niveau du champ ToS de l’entête IP, afin de renseigner 
le routeur sur le traitement à appliquer au paquet).Finalement, la table de routage sera consultée 
afin de déterminer le prochain saut ⑦ pour ensuite transmettre le paquet ⑧. 
Signalons que toutes les précédentes opérations nécessitent des recherches dans des tables et 
que la plupart de ces recherches portent sur plusieurs champs afin de déterminer la 
correspondance adéquate. Réduire ce temps de recherche représente un objectif important en 
vue d’accroître les performances [Borg et al. 1999]. Pour ces raisons, quelques implémentations 
de pare-feux tel que le Packet Filter (PF) de NetBSD fusionne le NAT et les informations d’état 
de session dans la table de session [NetBSD PF]. 
 
À notre connaissance, aucun travail n'a été destiné à modifier l’architecture de la table de 
session et les traitements,  pour  prendre en compte la classification QoS et les fonctions de 
routage. En fait, la plupart des travaux de recherche étaient destinés à étudier l’architecture et 
les traitements de la table de session dans le but de garantir une protection plus robuste et  
d’accroître l’évolutivité et la disponibilité des pare-feux [Li et. al 2005], [Kim et. al 2005] et 
[Yoon et. al 2008]. 
5.2. L’architecture Et Les Traitements De La Table De Session 
Intégrée 
L’objectif principal de nos travaux consiste à augmenter la capacité des traitements 
sécuritaires au niveau des routeurs de bordure et à améliorer leur évolutivité ainsi que leur 
disponibilité. Afin de réaliser cet objectif, nous proposons tout d’abord de fusionner toutes les 
données nécessaires aux processus de filtrage à état, de NAT, de classification QoS et de 
routage dans une seule table de session intégrée [Mostafa et al. 2011a]. L’idée est de pouvoir 
récupérer toutes ces données en seulement une opération de recherche dans la table de session 
réduite, ce qui représente un gain important en temps de traitement (comme nous le 
démontrerons en section 5.4). Figure 8 présente l’architecture de notre table de session intégrée. 
Les cinq premiers champs de la table constituent l’identifiant de la session (Session ID). Les 
champs "Lan-addr" et "Lan-port" représentent les adresses IP et numéros de port privés 
(internes) ; quant aux champs "Ext-addr" et "Ext-port", ils renseignent sur les adresses IP et 
numéros de port de la destination et enfin le champ "proto" contient l’identifiant du protocole de 
transport utilisé. Ce quintuplet sert à identifier les flux. 
La deuxième partie de la table contient les informations nécessaires à la fonction du NAT 
dans le but d’effectuer les correspondances entre les adresses IP privées (internes) et les 
adresses IP publiques des passerelles. Les champs "Gwy-addr" et "Gwy-port" contiennent 
respectivement l’adresse publique de la passerelle ainsi que le numéro de port publique attribués 
à la machine locale en vue de lui permettre de communiquer avec l’extérieur. 
Pour fournir le filtrage à état, les champs "state" et "time" renseignent respectivement sur 
l’état de la session et sur son temps. 
Pour ce qui est de la classification QoS, la valeur du DSCP sera stockée dans le champ 
"ToS". 
Finalement, les champs "Ext-next-hop" et "Lan-next-hop" seront utilisés respectivement 
pour la transmission des paquets vers une destination à l’extérieur du réseau local et pour la 
transmission des paquets vers une destination au sein du réseau local. 
Rassembler toutes ces données dans une même table de session n’est pas une tâche facile 
puisqu’il s’agit aussi de proposer un algorithme expliquant comment et quand seront utilisées 
ces informations. 
 






Figure 8: L’architecture de la table de session intégrée proposée. 
 
La figure suivante (Figure 9) représente l’enchaînement des traitements de la table de 
session intégrée. Dans le cas des paquets entrants, une recherche sera effectuée au niveau de la 
table de session ① afin de trouver une correspondance. S’il n’existe pas d’enregistrement dans 
la table, cela signifie que le paquet initie la session ; dans ce cas sa conformité sera vérifiée par 
rapport aux règles de filtrage ②. Au cas où il ne serait pas autorisé à transiter, le paquet sera 
automatiquement supprimé ; autrement, la traduction NAT sera réalisée ③ pour effectuer la 
correspondance entre les adresses internes et externes puis un enregistrement propre à la 
nouvelle session sera ajouté dans la table ④. À l’issue de cela, la classification QoS sera 
exécutée⑤ et la valeur DSCP sera transcrite dans le champ ToS de la table. Pour finir, la table 
de routage sera consultée afin d’en extraire les adresses du prochain saut ⑥. 
 
 
Figure 9: Algorithme de traitement de la table de session intégrée. 
 
Dans le cas où un enregistrement est détecté dans la table de session, le paquet sera inspecté 
pour s’assurer de sa conformité par rapport à l’état de la session, puis les traitements nécessaires 
lui seront appliqués (NAT, classification QoS ainsi que la décision de routage) ⑦ sans 
décortiquer plus les entêtes, vu que toutes les informations nécessaires sont disponibles grâce à 
une unique recherche dans une seule table de session réduite. Il apparaît clairement que c’est 
une amélioration importante permettant de réduire les temps de traitement et d’accroître les 
performances (comme nous le démontrerons dans la section relative à l’évaluation des 





performances). Il est largement reconnu que les performances des algorithmes de classification 
des paquets doivent être mesurées en considérant le pire cas et non le cas moyen [Lakshman & 
Stidialis 1998]. Cela s’explique par le fait que les performances des éléments réseaux s’évaluent 
dans une situation de recherche dans le pire des cas [Taylor 2005]. 
5.3. Implémentation 
Nous avons modifié le noyau de la version 5 de la distribution NetBSD [NetBSD] dans le 
but d’implémenter notre système. Le choix de NetBSD s’explique par le fait que nous voulions 
démarrer de l’implémentation de son pare-feu à état (PF) [Hartmeier 2002] ainsi que de son 
Framework ALTernate Queueing (ALTQ) [Cho 2001]. ALTQ est destiné à la gestion du trafic 
et de la QoS. ALTQ inclut aussi un Framework pour l’ordonnancement et d’autres mécanismes 
avancés de QoS. 
5.4. Expérimentations Pour L’évaluation Des Performances 
Dans le but d’analyser précisément les performances de notre implémentation, nous avons 
mené à bien deux expériences. La première avait pour objectif de mesurer le temps de 
traitement (CPU), tandis que la deuxième consistait à évaluer les métriques QoS. 
5.4.1. La plateforme de test 
En accord avec la RFC 3511 de l’IETF [Hickman et al 2003], la plateforme est constituée 
de deux machines hôtes (A et B) connectées à travers un pare-feu (Figure 10).  
Pour réaliser nos tests, nous avons organisé nos règles de classification de sorte à ce que la 
règle correspondante au flux se trouve en queue de liste [Hickman e.t al 2003]. Cela poussera 
donc l’algorithme de classification à vérifier l’ensemble des règles générant ainsi le pire des cas. 
Actuellement, dans le cas de l’implémentation classique, nous avons considéré deux cas: 
dans le premier, la règle correspondante se trouve en queue de liste ALTQ, tandis que dans le 
deuxième cas la règle correspondante n’existera pas. 
Pour la nouvelle implémentation, la vérification de l’existence (ou pas) de règles (par le 
processus de matching) se fait uniquement dans le cas du premier paquet de la session ; les 
autres paquets (de cette même session) trouveront une entrée dans la table de session. 
 
 
Figure 10: Schéma de la plateforme de test. 
5.4.2. Les outils de mesure utilisés: 
Afin de générer un traffic UDP, et par suite simuler une application temps-réel, nous avons 
choisi l’outil (Distributed Internet Traffic Generator)  (D-ITG) [D-ITG]. Côté émission, D-ITG 
offre la possibilité de générer des paquets UDP à une cadence constante ou selon une loi de 
probabilité. 
Côté réception, D-ITG permet de créer un écouteur pour recevoir le trafic. De plus, les 
données peuvent être loguées en vue d’une analyse visant à évaluer les performances. 
5.4.3. Tests  relatifs au temps de traitement: 
Afin de mieux distinguer les différences entre la nouvelle implémentation et son 
prédécesseur, nous avons mesuré le nombre de cycles du compteur CPU (Ticks) pour les 
opérations de classification QoS et  de marquage. Cette tâche sera accomplie grâce à l’ajout 
d’une fonction nommée getticks(). Cette dernière a seulement pour tâche de consulter le 





compteur d’horloge et de retourner la valeur lue.     
Connaissant le nombre de ticks d’une opération ainsi que la fréquence du processeur, nous 
serons en mesure de calculer le temps de traitement de l’opération. 
Durant les tests entrepris, nous avons évalué le temps de classification et de marquage des 
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Figure 11: Résultats relatifs au temps de traitement. 
 
La figure 11 représente les résultats obtenus. Nous remarquons clairement que 
l’implémentation classique est affectée par le nombre de règles de filtrage : plus le nombre des 
règles de classification QoS augmentent, plus le temps de classification augmente. Il atteint son 
maximum lorsque la règle de correspondance n’existe pas, vu que la recherche s’effectue sur 
une grande liste de règles. 
 
Pour 10000 règles de filtrage le temps de classification est de 10 µsec pour un trafic non 
conforme ; tandis que pour la nouvelle implémentation, il faut moins de 0.5 µsec pour marquer 
un paquet quel que soit le nombre des règles de filtrage ; ce résultat paraît logique vu que notre 
implémentation échappe au processus de classification répété et récupère l’information 
nécessaire au marquage des paquets directement depuis la table de session intégrée. Notons que 
dans le cas de notre nouvelle implémentation, la possibilité d’absence de la règle de 
correspondance n’existe que dans le cas du premier paquet de la session, tandis que les paquets 
suivants du même flux trouveront une entrée dans la table de session. 
Imaginons un flux constitué de 10000 paquets, si cette session n’a pas de règle de 
correspondance pour la classification QoS, alors dans le cas de l’implémentation classique, 
chaque paquet de la session subira le même retard engendré par la longue recherche dans la liste 
des règles de filtrage ; en revanche dans le cas de la nouvelle implémentation, seul le premier 
paquet subira ce retard alors que les autres paquets de la session seront marqués dans un très 
bref délai vu qu’ils ne seront pas obligé de répéter le processus de recherche, et ce grâce à la 
table de session intégrée et à notre algorithme de traitement.  
5.4.4. Les tests QoS 
Dans l’objectif d’évaluer les performances de notre solution à l’égard des contraintes QoS, 
nous avons donc mesuré quatre importantes métriques QoS [Evans & Filsfils 2007] : 
• Le débit: représentant le taux d’émission des paquets IP au réseau. 
• Le délai: le délai de bout en bout représente le temps nécessaire à l’acheminement d’un 
paquet depuis la source jusqu’à la destination, à travers le réseau. 
• La gigue: représente la variation entre les délais de bout en bout des paquets. 
• Le taux de perte des paquets: le rapport du nombre des paquets perdus sur le nombre total 
des paquets émis sur le réseau. 
Vu que la classification traite les entêtes des paquets, elle est donc plus affectée par le 
nombre des paquets que par leurs tailles. Basés sur cela, nous pensons que l’envoi de petits 
paquets à hautes fréquences puis le calcul du nombre des paquets traités serait un meilleur 
indicateur, plutôt que l’envoi des grands paquets puis le calcul du nombre d’octets traités. 





Pour réaliser nos tests, D-ITG a été configuré pour envoyer de petits paquets UDP (64 
octets) de la machine hôte (A) vers la machine hôte (B) à travers la pare-feu PF. Nous avons 
démarré l’envoi des paquets à une fréquence de 10000 paquets/s que nous avons, à chaque fois, 
augmenté de 1000 paquets/s jusqu’à atteindre 20000 paquets/s. Nous avons dressé une liste de 
10000 règles de filtrage pour accomplir ce test. 
5.4.4.1. Le débit : 
La figure 12 montre que la nouvelle implémentation offre un débit plus important, 
comparée à l’implémentation classique. En effet, le débit augmente avec l’augmentation de la 
taille du paquet et/ou avec l’augmentation de la fréquence d’émission. 
Cette règle est vérifiée jusqu’à l’atteinte du débit maximum sans pertes ; après quoi, une 
















































Figure 12: Résultats concernant le débit. 
 
Toutefois, quelque soit l’étape du test, nous remarquons que les débits atteints grâce à la 
nouvelle implémentation dépassent ceux obtenus par l’ancienne implémentation. Nous 
constatons aussi que dans le cas de l’implémentation classique, il  existe une grande différence 
entre les cas d’existence et d’absence de règle de correspondance, et où le premier cas permet de 
meilleures performances. Quant à la nouvelle implémentation, la différence entre les des deux 
cas cités est négligeable puisqu’elle n’affecte que le premier paquet du flux. 
5.4.4.2. Le taux de pertes : 
D’après la figure 13, nous remarquons qu’avant d’atteindre le débit maximum sans pertes, 
la valeur du taux de pertes est nulle, puis les pertes commencent à accroitre. Il est clair, 































Figure 13: Résultats relatifs au taux de pertes des paquets. 
5.4.4.3. Le délai : 
Comme l’illustre la figure 14, en situation de réseau non congestionné, les deux 





implémentations ont un délai minime. Toutefois, quand la fréquence dépasse le débit maximum 
sans pertes, une augmentation nette dans le délai est remarquée. Malgré cela, il est notable que 
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Figure 14: Résultats relatifs au délai. 
5.4.4.4. La gigue : 
Avant que les trafics n’atteignent leurs débits maximum sans perte (la partie gauche de la 
figure 15), les valeurs de la gigue diminuent à cause de l’augmentation de la fréquence. Par 
contre, une fois le débit maximum sans pertes atteint, nous constatons que les valeurs de la 






























Figure 15: Résultats relatifs à la gigue. 
 
Ainsi, il est clair que durant toutes nos expériences, l’implémentation proposée présente de 
plus importantes performances que la classique. Cela prouve les importantes améliorations 
introduites par notre solution. 
Toute amélioration des performances s’en suit d’une consommation de ressources. Dans 
notre cas, il s’agit d’un octet ajouté à chaque entrée de la table de session en vue de stocker la 
donnée nécessaire à la classification QoS. Nous pouvons, par conséquent, considérer que ces 8 
bits supplémentaires représentent une sorte de compromis espace/temps ; mais bien 
évidemment, les gains apportés par notre solution sont plus importants comme l’illustrent nos 
expériences. 
6. Q-ESP: QoS-friendly Encapsulated Security Payload  
Afin de gérer efficacement les ressources réseaux et de supporter les différents types de 
trafic, plusieurs travaux ont été menés dans le domaine de la QoS (Quality of Service ou Qualité 
de Service). En particulier, les classificateurs de paquets connus sous le nom (“Multi-Field” 
(MF) packets classifiers). Ces derniers fournissent une différentiation de service dans les 
réseaux IP. Ils se basent sur une inspection de plusieurs champs d’entête TCP/IP leur permettant 





de reconnaître à quel flux appartient le paquet. Cependant, pour des raisons de sécurité, 
plusieurs protocoles existants (tels que le protocole Encapsulating Security Payload (ESP) 
d'IPsec) cachent une grande partie des informations présentes dans les champs d’entête TCP/IP 
dans la charge utile chiffrée, empêchant ainsi les équipements de contrôle réseau (tels que des 
routeurs et des commutateurs) de réaliser la classification. Pour résoudre ce problème, nous 
proposons dans cette section le protocole QoS-friendly Encapsulated Security Payload (Q-ESP) 
comme un protocole fournissant à la fois la sécurité et un support de la QoS [Mostafa et al. 
2010b]. Enfin, nous présentons notre implémentation, et notre évaluation qui nous ont permis de 
démontrer l'efficacité de notre protocole, en termes de sécurité et de QoS. 
6.1. Format de paquet Q-ESP 
Les Figures 16 et 17 illustrent la structure du protocole Q-ESP dans les versions IPv4 et 
IPv6. La structure de Q-ESP est composée des champs header, payload, trailer, et 
authentication data area. 
6.1.1. Entête Q-ESP 
Afin de répondre aux exigences de QoS, nous copions les deux premiers champs (ports 
source et destination) des protocoles de transfert de la couche supérieure, et les plaçons en clair 
(i.e. sans chiffrement) dans l'entête Q-ESP. Cela permet aux MF Packet Classifiers de disposer 
des informations nécessaires (et suffisantes) pour effectuer une classification efficace des 
paquets. A cet égard, l'entête Q-ESP inclut les six champs suivants :  
 Source Port : champ du protocole de transport de la couche supérieure (TCP/UDP) 
identifiant le port source, représenté sur 16 bits. Ce champ est nécessairement en clair, afin 
de permettre aux routeurs de bordure de vérifier le trafic et de définir les priorités ; 
 Destination Port : champ du protocole de transport de la couche supérieure (TCP/UDP) 
identifiant le port destination, représenté aussi sur 16 bits. Tout comme le Port Source, ce 
champ est nécessairement en clair, afin de permettre aux routeurs de bordure d'identifier 
l'application et de définir les priorités ; 
 TLP (Transport Layer Protocol): champ de 8 bits qui indiquera le protocole du niveau 
transport (TCP/UDP) encapsulé dans la charge utile ; 
 Reserved : champ de 24 bits non utilisé ; ce champ est réservé pour les futures recherches et 
doit être mis à zéro ;  
 Security Parameters Index ; 
 Sequence Number. 
 
 
Figure 16: Format d’un paquet Q-ESP en IPv4.  
 
Figure 17: Format d’un paquet Q-ESP en IPv6. 





6.1.2. Charge utile Q-ESP 
En mode transport, le protocole de transport de la couche supérieure et sa charge utile sont 
chiffrés dans la charge utile (payload) Q-ESP. En mode tunnel, la payload chiffrée Q-ESP 
contient la totalité du paquet IP original, entête compris. 
6.1.3. Trailer Q-ESP 
A l'instar du protocole  ESP, le trailer Q-ESP inclut le Padding, le champ Pad Length qui lui 
est associé ainsi que le champ Next Header.  
6.1.4. Champ d'authentification des données  
L'ICV (Integrity Check Value) est calculé à partir de l'entête Q-ESP et de la charge utile. 
Notons qu'il y a un débat scientifique concernant la valeur ajoutée par l'authentification de 
l'entête IP après l'authentification de l'ESP (i.e. de la charge utile chiffrée). En effet, dans la 
mesure où l'authentification de la charge utile garantit que le paquet provient d'une source ayant 
une connaissance de la clé d'authentification, on pourrait ainsi dire qu'AH fournit une 
authentification plus forte qu'ESP. Dans nos travaux, afin de bénéficier de la capacité d'AH, 
nous appliquons également l'algorithme d'authentification aux adresses source et destination.  
Nous pensons ainsi que si l'authentification des adresses source et destination est nécessaire 
pour se prémunir contre les attaques, elle est également suffisante pour s'assurer de l'intégrité de 
l'émetteur et du récepteur visé.  
Concernant les champs restants de l'entête IP, nous considérons que la plupart des valeurs de ces 
champs (ToS, flags, fragmentation offset, TTL et checksum de l'entête) sont modifiables 
(changés durant l'acheminement du paquet) ; ils sont par conséquent exclus du processus 
d'authentification (à la manière de ce qui est fait avec AH). 
Cependant, contrairement à AH, nous pensons qu'authentifier les champs restants de l'entête 
IP (version, header length, packet length, next protocol et ID) n'a pas de sens puisqu'ils seront 
utilisés avant que le paquet n'atteigne la couche IPsec (i.e. avant la vérification de leur intégrité); 
ce faisant, un changement de leur valeur n'affectera pas le traitement IPsec. 
En outre, dans notre protocole, l'authentification et le chiffrement sont obligatoires. 
Rappelons nous que l'authentification aide à se prémunir des attaques de type déni de service. 
De plus, implémenter l'authentification avec chiffrement fournit une défense en profondeur si 
jamais la clé de chiffrement est corrompue; même si l'attaquant parvient à lire le contenu de la 
charge utile, il ne pourra pas en altérer le contenu.  
6.2. Traitement Q-ESP 
Dans cette section nous décrivons le traitement des paquets Q-ESP entrants et sortants. 
6.2.1. Traitement des paquets sortants 
Dans la section précédente, nous avons décrit le format de l’entête de notre protocole. Il est 
maintenant temps de décrire comment l'émetteur construit le paquet Q-ESP à partir d'un paquet 
IP originel. Le diagramme de la Figure 18 illustre le traitement appliqué aux paquets IP sortants.  
O1 : Recherche du SA 
Dès qu'un paquet IP est prêt à être émis, on cherche dans la base de données de la politique 
de sécurité (Security Policy Database) pour déterminer si Q-ESP s'applique à ce paquet; si oui, 
on cherche dans la base de données d'association de sécurité (Security Association Database ou 
SAD) pour récupérer l'association de sécurité (Security Association ou SA) à utiliser. Si celle-ci 
existe, on passe à l'étape suivante; si non (i.e. aucun SA), on invoque sa création auprès du 
protocole Internet Key Exchange ou IKE [Perlman & Kaufmann 2000]. Au terme de cette étape, 
nous obtenons un SA qui contient un index de paramètre de sécurité (Security Parameter Index 
ou SPI), un numéro de séquence initialisé, les algorithmes à utiliser pour le chiffrement et 
l'authentification, leurs clés secrètes ainsi que le mode de fonctionnement (tunnel ou transport).  






O2 : Construction de l'entête IP 
Le mode de fonctionnement influence cette étape : en mode transport, l'ancien entête IP sera 
utilisé pour acheminer le paquet, tandis qu'en mode tunnel, nous forgeons un nouvel entête IP 
pour encapsuler l'ancien entête IP. Pour forger le nouvel entête IP externe, les nouvelles adresses 
IP source et destination des passerelles seront placées dans l'entête IP externe. Les champs 
restants seront copiés depuis l'ancien entête IP vers leur emplacement correspondant dans le 
nouvel entête IP. Après cela, le champ TTL sera décrémenté. Notons que la valeur de la somme 
de contrôle (checksum) de l'entête sera calculée à la dernière étape (O6).  
 
O3: Construction de l'entête Q-ESP 
Pour la construction de l’entête Q-ESP nous effectuons les opérations suivantes : 
 Copier les deux premiers champs (ports source et destination) de l’entête de la 
couche supérieure (TCP / UDP) et les placer au début de l’entête Q-ESP. 
 Copier la valeur du champ numéro de protocole dans l'entête IP (l’entête interne en 
mode tunnel) et l’affecter au champ TLP de l’entête Q-ESP.  
 Changer la valeur du numéro de protocole par le numéro de protocole de Q-ESP. 
 Mettre le champ réservé à zéro.  
 Placer le champ SPI obtenu de la SA définie à l'étape O1, pour indiquer au 
récepteur comment traiter ce paquet.  
 Incrémenter le numéro de séquence et le mettre à la dernière zone de l'entête. 
 
O4 : Chiffrement de la charge utile Q-ESP  
Afin de préparer la charge utile Q-ESP pour le chiffrement, on créé d'abord le trailer, on 
ajoute du bourrage (paddings) dont la longueur est également inscrite dans le champ "pad 
length". La valeur du "next header" et le contenu de la charge sont affectés par le mode de 
fonctionnement. Pour le mode tunnel, l'ensemble du paquet IP original est placé dans la charge 
utile de Q-ESP et le next header est fixé à 4 (encapsulation IP dans IP). Pour le mode transport, 
la couche supérieure (entête et charge) est placée dans la charge Q-ESP et le next header 
contient la valeur du protocole de la couche de transport (dans ce cas, on a la même valeur que 
dans le domaine TLP). La charge utile Q-ESP et le trailer sont chiffrés en utilisant des 
algorithmes de chiffrement tels que AES ou 3-DES conformément à l'équation (1). 
ME = { Mp | Tr }KE,       (1) 
où ME est le message chiffré (Encrypted), les accolades notent l'opération de chiffrement, MP 
est la charge utile (Payload) Q-ESP, Tr est le trailer Q-ESP, "|" est l'opérateur de concaténation, 
et enfin KE est la clé de chiffrement/déchiffrement. 
Il est important de noter ici que le contenu de la charge utile Q-ESP diffère suivant le mode de 
fonctionnement. En mode transport, l'intégralité du segment du protocole de la couche 
supérieure est placée dans la charge utile Q-ESP. En mode tunnel, par contre, l'entête IP original 
est placé avant le segment du protocole de la couche supérieure dans la charge utile Q-ESP.  
O5 : Calcul du contrôle d'intégrité 
Le calcul du contrôle d'intégrité (ICV) est réalisé en utilisant l'algorithme d'authentification 
standard spécifié par le SA, tel que SHA-1, conformément à l'équation 2. L'ICV est alors inscrit 
dans le champ Authentication Data Area d'Q-ESP.  
ICV = H(MH | ME | Src IP | Dst IP)KA,       (2) 
où ICV est la valeur du contrôle d'intégrité, H est l'algorithme d'authentification par clé, MH 
(header) est l'entête Q-ESP, ME est la charge utile (Payload) Q-ESP chiffrée, "Src IP" et "Dest 
IP" sont les adresses IP source et destination, et KA est la clé d'authentification. 
 
O6 : Finalisation 
La construction du paquet Q-ESP est complétée et le checksum de l'entête est calculé.  






Figure 18: Traitement des paquets sortants.          
 
Figure 19: Traitement des paquets entrants. 
 
6.2.2. Traitement des paquets entrants 
Dans cette section, nous décrivons comment le récepteur reconstruit le paquet IP originel à 
partir du paquet Q-ESP reçu. Le diagramme de la Figure 19 illustre le traitement des paquets 
entrants. 
I1 : Recherche du SA 
Dès la réception d'un paquet IP entrant qui contient le numéro de protocole de Q-ESP dans le 
champ numéro du protocole de l'entête IP, on recherche dans la SAD l'association de sécurité 
SA à utiliser, en utilisant le SPI pour la récupérer, si elle existe, on passe à l'étape suivante. Dans 
le cas contraire (le SA n'existe pas), on rejette le paquet et on demande à l'IKE de construire une 
nouvelle association de sécurité SA. 
 
I2 : Vérification du numéro de séquence  
Dans notre protocole, cette étape est obligatoire pour se prémunir des attaques par rejeu. Si le 
numéro de séquence du paquet est valide (i.e. il n'est ni dupliqué et ni au delà du numéro de 
séquence de la fenêtre contenu dans le SA), on passe à l'étape suivante. Sinon (i.e. numéro de 
séquence est invalide), on rejette le paquet.  
I3 : Vérification du contrôle d'intégrité  
Le calcul du contrôle d'intégrité (ICV) est effectué de nouveau en utilisant l'algorithme 
d'authentification standard spécifié par le SA, tel que SHA-1, conformément à l'équation 2. 
L'ICV porte sur l'entête Q-ESP, sa charge utile et sur les adresses IP source et destination de 
l'entête IP externe. Si l'ICV calculé et l’ICV reçu sont égaux, on passe à l'étape suivante. Sinon, 
on rejette le paquet.  
I4 : Déchiffrement de la charge utile Q-ESP  
On utilise l'algorithme standard de chiffrement (tel que AES) spécifié par l'association de 
sécurité SA, on déchiffre alors la charge utile Q-ESP à l'aide de la clé associée, conformément à 
l'équation (3).  
MD = [ ME]KE,        (3) 





où MD est le résultat du déchiffrement (la charge utile Q-ESP et son trailer), les crochets 
désignent la fonction de déchiffrement, ME le message chiffré et KE la clé de 
chiffrement/déchiffrement. 
I5 : Extraction du protocole encapsulé dans Q-ESP 
En mode transport, on extrait la PDU (Protocol Data Unit) TCP ou UDP contenue dans la 
charge utile Q-ESP, tandis qu’en mode tunnel, on extrait l'entête interne du paquet IP encapsulé 
ainsi que sa charge utile, tous deux logés dans la charge utile de Q-ESP. 
6.3. Implémentation de Q-ESP  
Notre implémentation inclut d'une part des patchs pour le noyau NetBSD version 5 
[NetBSD], d'autre part des patchs Userland pour l'outil setkey de configuration manuelle 
d'IPsec. Nos patchs ont été apportés à l’implémentation Fast IPsec, conçue pour de hautes 
performances (meilleure de 50% que toute autre implémentation publique d'IPsec [Leffler & 
Consulting 2003]) et bénéficiant de l'utilisation d’un Framework cryptographique d'OpenBSD 
(OpenBSD Cryptographic Framework), migré par la suite vers FreeBSD et NetBSD. Ce 
Framework permet d’utiliser tout matériel de chiffrement pour accélérer le fonctionnement.  
Nos patchs noyau permettent notamment d'effectuer les procédés de transformation sur les 
paquets IP entrants et sortants tels que : la formation, l'insertion et l'extraction de l'entête Q-
ESP, ainsi que les opérations d'authentification, de chiffrement et de déchiffrement.  
6.4. Évaluation expérimentale 
Afin d’évaluer les performances de Q-ESP, nous avons mis en place deux plateformes. Le 
premier type d'expérimentation vise à comparer le débit de Q-ESP avec celui d'ESP sans 
traitement QoS (c'est-à-dire en environnement Best effort). Le second type d'expérimentation a 
été effectué dans une situation de congestion, le but étant de prouver que Q-ESP autorise bien le 
contrôle d'admission actif et peut donc fournir un traitement différencié selon le type de flux et 
la politique de QoS adoptée. 
6.4.1. L’outil d’Évaluation 
Pour générer le trafic UDP, et donc  simuler une application temps-réel, nous avons choisi 
l'outil MGEN [MGEN]. Côté expéditeur, MGEN permet de générer des paquets UDP 
périodique ainsi qu’un trafic aléatoire selon des lois probabilistes. Côté récepteur, MGEN peut 
créer un écouteur pour recevoir ce trafic. En outre, les journaux de MGEN peuvent être utilisés 
pour calculer les statistiques de performance. Notons que l'utilisation conjointe de MGEN et du 
protocole NTP [Mills 1989] permet d'enregistrer les instants de transmission et de réception de 
chaque paquet d’une manière synchrone entre tous les hôtes, le rôle du protocole NTP étant 
d’assurer cette synchronisation. 
Par ailleurs, afin de générer le trafic TCP, nous avons utilisé les outils IPerf [IPerf], pour sa 
simplicité et sa richesse. 
6.4.2. Mesure du débit 
Pour les premières expériences, nous avons mis en place la plateforme de test illustrée dans 
la Figure 20, le but étant de mesurer le débit dans un environnement Best-Effort. 
 
 
Figure 20: Plate-forme de mesure de temps de traitement. 
 





Les deux passerelles de sécurité (GW-1 et GW-2) sont connectées avec une liaison point à 
point. Les protocoles Q-ESP et ESP sont installés respectivement dans ces deux passerelles, 
tandis que MGEN est installé sur les postes réalisant les mesures (PC1 et PC2). MGEN est 
utilisé pour envoyer des paquets  UDP de différentes tailles (64, 128, 256, 512, 1024, 2048 et 
4096octets) de PC-1 à PC-2 et mesurer le débit. La passerelle GW-1 prend en charge le 
traitement en émission, tandis que GW-2 prend en charge le traitement en réception. Nous avons 
effectué ces tests en utilisant l’algorithme AES pour le chiffrement et l’algorithme HMAC-
SHA-1 pour l'authentification et le contrôle d'intégrité.  Le Tableau 2, montre les résultats 
obtenus.     
 
Tableau 2: Débit pour ESP et Q-ESP. 
 
Taille du paquet  
(Octets) 
Valeur du débit pour 
ESP (Kbps) 
Valeur du débit pour  
Q-ESP (Kbps) 
64 51.243 51.191 
128 102.366 102.366 
256 204.715 204.834 
512 409.600 409.463 
1024 819.268 818.654 
2048 1638.127 1637.444 
4096 3275.435 3275.162 
 
Ces expérimentations montrent qu’ESP et Q-ESP ont presque le même débit pour une même 
taille de paquet. On peut s'attendre à ce que le débit d’ESP excède le débit de Q-ESP ; étant 
donné que Q-ESP a un entête un peu plus grand et que son authentification couvre quelques 
champs supplémentaires. Mais visiblement, la différence est très minime (0,07%); ceci est en 
fait dû aux bits de bourrage (padding) qui sont ajoutés à la fin des messages pour compléter la 
taille des blocs. À partir des résultats obtenus au Tableau 2, nous pouvons donc conclure que 
dans un environnement Best Effort, on peut utiliser Q-ESP au lieu d’ESP sans vraiment affecter 
les performances en termes de temps de calcul. 
6.4.3. Expériences pour le contrôle de la priorité 
Passons maintenant aux situations qui nous intéressent le plus, à savoir celle où la QoS est 
importante. Nous avons ainsi comparé Q-ESP et ESP en termes de débit. La Figure 21 montre la 
configuration de la plateforme de test utilisée. Celle-ci se compose de deux domaines reliés par 
un simple nuage DiffServ. Chaque domaine contient trois PCs (PC 2 à 4) pour créer des 
situations de congestion, et un PC (PC1) qui génère le flux à protéger (le flux temps réel 
nécessitant la QoS). Les passerelles intégrant les protocoles Q-ESP et ESP ne protègeront donc 




Figure 21: Plate-forme de test pour le contrôle de priorité. 
 
Le nuage DiffServ contient deux routeurs (A et C) de bordure (Edge routers) pour effectuer 
les opérations de contrôle d’admission actif (telles que la classification et le marquage des 
paquets), et un routeur (B) de cœur (core router) pour gérer différemment les trafics en fonction 
de leurs priorités. Par ailleurs, MGEN a été utilisé dans PC1 pour générer des paquets UDP et 
simuler ainsi un flux temps réel (VoIP). Plus précisément, pour simuler les communications 





simultanées, nous avons généré des flux avec des fréquences différentes (100, 200, ..., 1000 
paquets par seconde). Ces paquets ont été protégés par les passerelles Q-ESP/ ESP (GW-1 et 
GW-2). Les autres PCs ont été utilisés pour produire différents types de flux (FTP, HTTP, UDP 
et ICMP) avec différentes tailles de paquets. Ces flux sont destinés à simuler le trafic sur le 
réseau réel et à créer des situations de congestion. 
Nous avons mis en place deux scénarios. Dans le premier scénario, nous avons mesuré les 
performances de Q-ESP et ESP en cas de congestion du réseau  sans activer le traitement QoS 
au niveau de Q-ESP. Dans le deuxième scénario, les mêmes expériences ont été réalisées mais 
en activant le traitement QoS pour Q-ESP. Plus précisément, les routeurs de bordure (Edge 
routers) sont configurés pour traiter le trafic Q-ESP avec une haute priorité et les trois autres 
trafics avec une faible priorité. Nous avons effectué ces tests en utilisant l’algorithme AES pour 
le chiffrement et l’algorithme HMAC-SHA-1 pour l'authentification et le contrôle d'intégrité.  
6.4.3.1. Le Débit 
Comme la Figure 22 le montre, avec le traitement de la QoS, Q-ESP a un débit plus élevé en 
comparaison avec celui d’ESP et de Q-ESP sans traitement QoS. Pour des paquets d’une taille de 128 
octets envoyés avec la fréquence de 1000 paquets par seconde, les débits pour ESP et Q-ESP sans 
traitement de la QoS, et Q-ESP avec traitement de la QoS  sont respectivement 289.587 kbps, 265.198 
kbps et 391.560 kbps. Dans les situations de congestion, les débits d'ESP et de Q-ESP dans le premier 
scénario, sont dégradés en raison de l'impact de la concurrence d’autres trafics qui essaient de consommer 
la bande passante partagée. Dans le deuxième scénario, une file d’attente a été attribuée au Q-ESP avec 





















Figure 22: Mesures de débit. 



















Figure 23: Mesures du délai. 
 
En raison de la situation de congestion du réseau, les paquets sont stockés dans les 
mémoires des routeurs en attendant qu’ils soient traités pour accéder au médium. Il est clair que 
ce temps d'attente est la principale source de retard. 
Dans le deuxième test, le traitement QoS est activé pour les paquets Q-ESP. Le routeur de 
bordure (Edge routers) identifie les paquets Q-ESP, puis les classe et les marque avec la plus 





haute priorité. De cette manière, le trafic Q-ESP est servi plus rapidement que les autres trafics, 
et donc, sa latence est très faible et ne dépasse pas 100 ms comme le montre la Figure 23. 
6.4.3.3. La Gigue 






















Figure 24: Mesures de la gigue. 
6.4.4. Le taux de pertes 
Enfin, le dernier paramètre QoS que nous avons considéré est le taux de perte. Comme le 
montre la Figure 25, on peut constater qu'il existe une différence importante entre le 
pourcentage de perte de paquets dans les deux scénarios. En fait, pour le premier scénario (Q-
ESP et ESP sans traitement QoS), le pourcentage de perte de paquets est plus élevé que le 






























Figure 25: Mesures du taux de pertes des paquets. 
 
D’après les résultats obtenus, nous pouvons affirmer que Q-ESP a pratiquement le même 
débit qu’ESP dans un environnement Best-Effort, tandis que dans un environnement QoS, Q-
ESP a de meilleures performances en terme de QoS, toute métrique confondue. Q-ESP est donc 
une solution puissante pour les environnements où les contraintes temporelles sont importantes, 
notamment les applications temps réel et les réseaux avionique. Q-ESP permet effectivement 
aux éléments actifs du réseau de classer les paquets et d'effectuer le contrôle d'admission actif. 
En outre, Q-ESP offre une protection efficace en matière de sécurité étant donné qu'il fournit à 
la fois les services de sécurité d'AH et d'ESP. 
7. Comparaison basée sur les délais, des techniques de gestion de 
bande passante 
La Gestion de la bande passante joue un rôle important dans le contrôle du trafic réseau. 
Bien que son objectif principal soit de fournir un partage équitable de la bande passante 
disponible, la mise en œuvre et l’implémentation des techniques de gestion de bande passante 





ajoutent au réseau des charges supplémentaires liées au délai de traitement. Dans ce chapitre, 
nous effectuons une comparaison basée sur les délais, entre les techniques de gestion de bande 
passante mises en œuvre dans NetBSD ALTQ. La comparaison est faite sur la base des tests 
expérimentaux. L'objectif final de cette comparaison est de déterminer quelle est la technique de 
gestion la plus souhaitable pour être mise en œuvre dans notre passerelle de sécurité intégré qui 
tient compte de la QoS. 
7.1. Tests expérimentaux 
Pour analyser précisément l'effet des techniques de gestion de bande passante mise en 
œuvre dans NetBSD ALTQ sur le délai des paquets, nous avons effectué les tests suivants. 
7.1.1. Equipement sous le test (DUT) 
Les différentes possibilités de configurations pour la gestion de la bande passante dans 
NetBSD ALTQ  sont : 
 CBQ avec RED 
 CBQ avec RIO 
 CBQ avec Flow-valve 
 HFSC avec RED 
 HFSC avec RIO 
 PRIQ avec RED 
 PRIQ avec RIO 
 WFQ 
A noter que  les 4 algorithmes de files d’attentes listés ci-dessus, couplé aux 3 algorithmes 
de suppression, devrait donner 12 combinaisons, ce qui n’est pas notre cas. En effet, nous avons 
seulement 8 combinaisons possibles. C'est parce que l’algorithme "Flow-valve" ne fonctionne 
qu'avec CBQ et le WFQ implémente son propre mécanisme de suppression. 
 
WFQ utilise CDT (Congestive Discard Threshold ). CDT est le seuil où WFQ commence à 
procéder à la suppression des paquets appartenant à des flux agressifs. Cette opération de 
suppression va commencer même si la limite Hold de la file d’attente WFQ n'a pas été atteinte. 
La limite Hold étant définie comme étant le nombre total de paquets que peut avoir WFQ à tout 
moment donné. 
 
Dans nos expériences et tests, chacune des configurations de gestion de bande passante  
précédemment identifiés, sera testée séparément. Sachant que toutes les configurations seront 
testées sur la même machine avec les même conditions réseau; La plateforme de test elle-même 
peut impacter les résultats. 
7.1.2. Plateforme de Test Expérimental 
La plateforme de test a été construite conformément à la RFC 2544 [Bradner & McQuaid 
1999]. Comme le montre la figure 26, il s’agit d’une plateforme de test minimale qui se 
compose de deux hôtes (émetteur et récepteur) et la passerelle (nœud de test). Il n'y a pas 
d'autres hôtes ou périphériques connectés aux hôtes de la plateforme, par conséquent rien 
d’autre ne pourrait influencer leur comportement. Les seuls paquets traversant le fil sont celles 
générées par nos hôtes de test.  
 
 
Figure 26: Plateforme de test. 





7.1.3. Génération du trafic 
Afin de simuler une génération réaliste représentant les services de nouvelle génération dans 
les réseaux avionique; nous avons généré différents types de trafics correspondant à ces 
nouveaux services. Le trafic généré comprend : 
•  Vidéo: comme par exemple pour le service de surveillance vidéo. 
•  VoIP: pour la communication vocale numérique. 
•  FTP: pour simuler le transfert d'images de navigation lors du vol. 
•  SMTP: service email pour les pilotes et membres d'équipage. 
• HTTP: pour le service Internet. 
 
En plus de ces différents flux qu’on peut qualifier de trafic de premier plan, nous envoyons 
également, un mélange de paquets TCP et UDP comme étant un trafic de fond. 
 
En fait, la gestion de la bande passante dans un lien d'accès étroit est plus difficile. Donc, 
nous avons limité la bande passante au niveau de l'interface de sortie à 1,544 Mb / s. 
 
Pour assurer le bon fonctionnement du trafic de premier plan, les systèmes de gestion de 
bande passante sont configurés pour réserver la bande passante nécessaire pour chaque classe de 
trafic, alors que les trafics de fond sont traités en Best  effort. 
En effet, nous avons créé deux scénarios. Dans le premier scénario (appelé scénario normal), 
nous avons envoyé simultanément les flux de premier plan en plus d'UDP et TCP comme trafic 
de fond, sous condition que la taille du trafic total (1424 kbps) ne dépasse pas la limite de 1.544 
Mb / s. Dans le second scénario (appelé scénario de congestion), nous avons envoyé les même 
flux de premier plan, mais nous avons doublé la taille de trafic de fond UDP et TCP. De cette 
façon, la taille du trafic total (1924 kbps) dépasse la limite de 1.544 Mb / s limite. Ainsi, la 
situation de congestion est crée sur l'interface de sortie de la passerelle.  
7.1.4. Résultats du test 
Nous avons mesuré le débit, le taux de perte et le délai pour le flux de premier plan. Toutes 
les configurations de gestion de bande passante testées ont réussi à réserver la bande passante 
nécessaire pour le trafic de premier plan dans les deux scénarios, normal et celui de congestion. 
Ceci est prouvé par les résultats obtenus, comme les valeurs de débit de ces flux sont égales au 
taux d'envoi et les valeurs de perte sont nulles. 
 
Comme mentionné précédemment, l'objectif de ces expériences est de voir l'effet des 
différentes techniques de gestion de bande passante qui sont mises en œuvre dans NetBSD 
ALTQ, sur le délai des paquets. Pour cette raison, nous nous concentrons plus sur les résultats 
concernant le délai. 
7.1.4.1. Résultat du Scénario Normal 
Dans ce scénario, nous n'avons pas de situation de congestion, donc pratiquement nous 
mesurons juste le délai introduit par les mécanismes de de files d’attentes lors de la 
classification du trafic et l'affectation des paquets à leurs files d'attentes correspondantes. 
 
Dans la figure 27, nous pouvons voir que dans la situation normale, presque pour tous les 
délais introduits par les mécanismes de files d’attente sont inférieur à 1 ms. 
 
Pour le trafic UDP (VoIP et vidéo), CBQ avec RIO donne les meilleures performances, 
tandis que pour les trafics TCP (FTP, SMTP et HTTP), HFSC avec RED ou RIO représente le 
meilleur choix. 
 






















C B Q with R E D
C B Q with R IO
C B Q with F lowvalve
HF S C  with R E D
HF S C  with R IO
P R IQ with R E D
P R IQ with R IO
W F Q
 
Figure 27 : Résultats  de la Situation normale. 
 
Il est à noter que dans une situation normale quand CBQ est utilisé pour gérer le trafic UDP, 
le mécanisme de suppression RIO présente de meilleures performances par rapport aux 
mécanismes flow-valve et RED. Par contre quand il est utilisé pour gérer le trafic TCP, CBQ 
donne la plus faible performance. 
7.1.4.2. Résultats  du scénario de congestion 
De toute évidence, dans les situations de congestion la performance est dégradée en raison 
de l'impact d'autres trafics de fond concurrents qui essaient de consommer la bande passante 
partagée. Alors que les nœuds essayent d’assurer la bande passante requise pour le trafic de 
premier plan, ils passent plus de temps dans l’opération de classification de paquets, la gestion 
de l'espace tampon et l’ordonnancement des paquets. Cela affecte dramatiquement le délai des 
paquets. 
 
Dans la figure 28 nous voyons que CBQ avec tous les mécanismes de  suppression (RED, 
RIO et flow-valve) présente délai inacceptable (environ 200 ms) avec un trafic UDP et un long 
délai (environ 20 ms) avec un trafic TCP. 
 














C B Q with R E D
C B Q with R IO
C B Q with F lowvalve
HF S C  with R E D
HF S C  with R IO
P R IQ with R E D
P R IQ with R IO
WF Q
 
Figure 28: Résultats  du Scénario de congestion. 
 
Pour UDP (trafic temps réel) les différentes configurations sont classées du plus haut délai 
au plus bas comme suit : 
1. CBQ avec RIO 
2. CBQ avec RED 
3. CBQ avec flow-valve 
4. WFQ 
5. HFSC avec RED 





6. HFSC avec RIO 
7. PRIQ avec RIO 
8. PRIQ avec RED 
 
Par conséquent, pour un trafic UDP, PRIQ avec RED représente le meilleur choix 
Pour le trafic TCP les différentes configurations sont classées du plus haut délai au plus bas 
comme suit : 
1. WFQ 
2. CBQ avec RIO 
3. CBQ avec RED 
4. CBQ avec flow-valve 
5. PRIQ avec RED 
6. PRIQ avec RIO 
7. HFSC avec RED 
8. HFSC avec RIO 
Par conséquent, pour le trafic TCP, HFSC avec RIO représente le meilleur choix. 
La différence au niveau des résultats entre les trafics UDP et TCP est due à la réaction de la 
technique de contrôle TCP trafic avec différents algorithmes de suppression. 
 
Dans ce chapitre, nous avons fait des tests expérimentaux pour mesurer l'effet des 
techniques de gestion de bande passante qui sont mises en œuvre dans  NetBSD ALTQ, sur le 
délai des paquets. Sur la base des résultats obtenus, il est clair que dans une situation normale 
lorsque la capacité du réseau n'est pas chargée il n'y a pas de grandes différences entre les 
différentes techniques, les écarts sont de l'ordre de microsecondes. Le plus important est les 
différences dans la situation de congestion. Nous avons remarqué une dégradation des 
performances dramatiques. Dans cette situation, nous avons constaté que PRIQ avec RED 
fonctionne bien avec tout le trafic UDP alors que  HFSC avec Rio présente des meilleures 
performances pour le trafic TCP. 
8. L’étalonnage  (Benchmarking) 
Réaliser des tests est une tâche extrêmement importante pour le maintien de la fiabilité, de 
la sécurité et de la haute performance des solutions. Selon Robert W. Buchanan "Effectuer des 
tests proactives est une approche éprouvée pour l'amélioration du système en terme de 
disponibilité, de fiabilité et de performance" [Buchanan 1996]. 
Le Benchmarking est une technique largement utilisée pour assurer la qualité des produits. 
Le benchmark comparatif est une technique basée sur des tests d'évaluation mesurant les 
rendements de deux ou plusieurs systèmes qui ont le même paramétrage et la même charge. La 
même série de tests peut être effectuée sur plusieurs produits différents pour donner une 
méthode commune d'essai. Les résultats de tests d'évaluation sont utilisés comme référence pour 
évaluer l'efficacité et l'efficience des systèmes. Par ailleurs, ces mesures contribueront à fournir 
une idée générale des points forts et faibles de chaque dispositif sous test (DUT : Device Under 
Test). Cela donne clairement des idées pour de futures améliorations [Shah 1997]. 
Dans ce chapitre nous effectuerons un benchmark comparatif entre notre passerelle de 
sécurité et  trois offres commerciales de passerelle de sécurité  (Astaro, CheckPoint et 
Gibraltar). Le but de ce benchmark est d’évaluer la pertinence de l’approche que nous 
proposons, de mesurer ses performances et enfin identifier les éventuels problèmes en vue de 
développements ultérieurs. 





8.1. Méthodologie du Benchmark 
Afin de bien comprendre la méthodologie du benchmarking et les résultats obtenus, il est 
important de comprendre la terminologie employée dans ce domaine. Pour répondre à ces 
besoins IETF a publié la RFC 1242 qui définit un certain nombre de termes et métriques 
utilisées dans le contexte de l'évaluation des performances des dispositifs généraux 
d'interconnexion de réseaux [Bradner 1991]. Ensuite l’IETF a publié la RFC 2647 qui décrit la 
terminologie des benchmark destinés à évaluer les performances d’un pare-feu [Newman 1999]. 
Il existe plusieurs méthodes pour tester les différents aspects des DUT. Selon [Bradner & 
McQuaid 1999], toute méthodologie de benchmark comparatif consiste à préciser les métriques 
de performance souhaitées, configurer le test et générer le trafic réseau. En effet, les procédures 
de configuration de test diffèrent d'un test d'évaluation à autre selon la nature du DUT. Pour le 
filtrage des paquets par les pare-feu et les systèmes de classification QoS des paquets, nous 
devons spécifier des règles de filtrage [Hickman et al, 2003] tandis que, pour les pare-feu à état 
(statefull), nous devons préparer des attaques et des paquets malformés. Aussi pour comparer 
les systèmes de détection d'intrusion, nous aurons pour tâche de préparer un certain nombre de 
scénarios d'attaques [GadElRab 2008].  
Dans la suite, nous allons décrire les différentes passerelles, selon quels composants seront-
ils testés, les axes d’évaluation et enfin les métriques représentatives. 
8.1.1. Passerelles à tester (DUT) 
Les quatre passerelles de sécurité participantes dans le test sont: 
 Astaro Security Gateway (version .8.1) utilise son propre système d'exploitation qui est 
un système basé sur Linux. En fait, il est développé sur la version du noyau Linux 
2.6.32.24-81.g73e70cd (aussi connu comme Astaro version Linux) [Astaro]. 
 CheckPoint (version R75) fonctionne comme une passerelle de sécurité qui peut être 
installé sur différents SE comme Windows Server, Red Hat Linux et Solaris 
[Checkpoint a]. Dans notre cas, nous avons choisi Windows Server 2003 pour des 
raisons de diversification. 
 Gibraltar  Security Gateway (version .3.0) a également son propre système 
d'exploitation qui est basée sur Debian GNU / Linux 5.0 (aussi connu comme Lenny), 
version noyau Linux 2.6.30.9. Il est à mentionner que la passerelle de sécurité Gibraltar  
fonctionne directement à partir d'un CD), elle ne doit pas être installée sur le disque dur. 
 Notre passerelle de sécurité utilise la version 5.0 de NetBSD [NetBSD]. 
Le tableau 3 représente les passerelles à tester ainsi que leurs les systèmes d'exploitation utilisés. 
 
Tableau 3: dispositifs sous test. 
 
Passerelles à tester (DUT) Système d’Exploitation (SE) 
Notre Passerelle de Sécurité NetBSD 5.0 
Gibraltar 3.0   SE propriétaire 
Astaro 8.0   SE propriétaire 
CheckPoint R75   Windows Server 2003 
 
Toutes ces passerelles de sécurité englobent les quatre composants suivants : pare-feu, VPN 
IPSec, IDS et gestion de la bande passante. 
Les méthodes de benchmarking sont spécifiques au dispositif à tester. Si le DUT possède 
certaines caractéristiques, il est important d'effectuer des tests qui sont spécifiques à ces 
caractéristiques. Afin de refléter cette réalité dans notre benchmark, pour chaque dispositif les 
éléments énumérés dans le tableau 4 seront testés. 
8.1.2. Métriques de performance 
De point de vue qualité de service, les métriques que nous avons jugées intéressantes dans 
notre benchmark sont :  





• Le débit : l'une des métriques de performance les plus importants qui peuvent être prises 
en considération pour l’évaluation un système réseau. En général le débit est donnée en 
kilos octets par seconde (Ko / s) ou de paquets par seconde (paquets / s). 
• Le délai (ou la latence) : cette métrique a également une importance particulière dans 
notre contexte puisque nous avons affaire à des réseaux à des contraintes temporelles. 
En effet, dans ce type de système un délai maximum ne doit pas être dépassé. Le délai 
est mesuré en millisecondes (ms). 
• Taux de perte de paquets : il doit être mesuré pour assurer un fonctionnement fiable des 
systèmes. Il est mesuré en pourcentage par rapport au trafic total envoyé. 
Dans certains cas, pour la simplicité plutôt que de présenter à la fois des mesures de débit et 
de perte, nous allons présenter le débit maximum sans perte (Maximum Loss-Less Throughput : 
MLLT), qui est le débit maximal avec zéro pourcent de perte [Newman 1999]. Cette métrique 
est fréquemment utilisée dans le benchmarking. 
Une autre métrique particulièrement importante pour les IDS : "Miss Ratio". Cet indicateur 
est la différence entre les paquets du trafic réseau qui devrait être reniflé et analysés et le 
nombre exact de paquets que l’IDS analyse. Généralement le nombre de paquets transmis et les 
paquets capturés et analysés par l'IDS ne sont pas toujours égaux. La raison de cette différence 
est que l'IDS a une certaine capacité et quand le réseau est surchargé (les paquets arrivent avec 
une grande fréquence et/ou avec de grandes tailles), IDS n’est plus capable de gérer tous les 
paquets. 
Une métrique très similaire à MLLT, est un débit maximal avec zéro Miss (MTZM). 
MTZM est la valeur de débit maximum qui peut être réalisé par un IDS sans manquer un 
paquet, tous les paquets sont captés et analysés. 
Tableau 4 dresse la liste des éléments à comparer, les axes d’évaluation ainsi que les 
métriques. 
Tableau 4 : Composants à évaluer, axes et métriques. 
 





1. Impacts de la création d'un tunnel VPN 
IPSec. 
2. Impacts d’augmentation de la taille des 
paquets. 
3. Impacts de la manipulation de la 
fragmentation des paquets. 
Débit 
Taux de perte 
Délai 
Pare-feu 
1. L’impact du filtrage de paquets. 
2. L’impact de l’activation de la fonction de 
traduction d'adresses réseau (NAT). 
3. L’Impact de l’activation de la fonction de 
marquage QoS. 
4. L’impact de l’activation simultanée du 
NAT et du marquage QoS 
Débit 
Taux de perte 
Délai 
IDS 
1. L’impact du traitement de l'IDS. 
2. L’impact de l’augmentation de la taille 
des paquets à analyser. 
3. L’impact de la gestion de la fragmentation 





l'impact des techniques de gestion de la bande 
passante mises en œuvre 
Délai 
 





Dans les sections suivantes, chaque composant présenté dans le tableau 4 est testé de 
manière indépendante pour chaque passerelle énumérée dans le tableau 3. Nous discutons les 
détails des tests, présentons et débattons les résultats obtenus. 
8.2. Tests d'évaluation des VPN IPSec 
 
8.2.1. Architecture du test 
Pour réaliser ce benchmark, nous avons construit la plateforme de test illustrée à la figure 
29. La plateforme est composée de deux passerelles de sécurité (Gateway 1 et Gateway 2) 
connectées entre elles en utilisant une connexion point-à-point. En plus, nous avons construit 
une connexion entre deux sites en utilisant un VPN-IP  en utilisant ESP et AH. L’algorithme 
3DES [Karn et al. 1995] est utilisé pour le chiffrement / déchiffrement, et l’algorithme SHA-1 
[Madson & Glenn 1998] est utilisé pour l'authentification. Dans cette expérience, Astaro, 
CheckPoint, Gibraltar et notre passerelle de sécurité ont été installé respectivement dans les 
deux passerelles de sécurité (Gateway 1 et Gateway2). Pour envoyer et recevoir les trafics du 
test, nous avons relié un PC de mesure à chaque passerelle de sécurité (Host A et Host B). 
 
 
Figure 29 : la plateforme de test. 
8.2.2. Scénarios de test 
Le but de ce benchmark est de comparer les performances (débit, délai et perte) du composant 
VPN IPSec dans chaque passerelle de sécurité tout en prenant en considération les points 
suivants: 
1. Impacts de la création d'un tunnel VPN IPSec. 
2. Impacts d’augmentation de la taille des paquets. 
3. Impacts de la manipulation de la fragmentation des paquets. 
 
Pour atteindre cet objectif, nous avons effectué les trois scénarios de test suivants : 
8.2.2.1. Impacts de la création d'un tunnel VPN IPSec 
Dans ce scénario de test, l'outil D-ITG est utilisé pour envoyer des petits paquets UDP (128 
octets) de l'hôte (A) à l'hôte (B). Comme, hôte (A) est protégé par la passerelle (1) le trafic est 
chiffré et authentifié par le composant VPN IPSec installé dans cette passerelle. De l'autre côté 
parce que l'hôte (B) est protégé par la passerelle (2), la dernière termine le tunnel VPN IPSec et 
effectue la vérification nécessaire d'authentification et les processus de déchiffrement, ensuite 
elle achemine le trafic valide pour l'hôte (B). En effet, côté émetteur (hôte A) l'outil D-ITG est 
programmé pour envoyer des paquets dans une fréquence croissante, nous avons commencé par 
4000 paquets par seconde jusqu'à ce que nous avons atteint 15 000 paquets par seconde. Le taux 
d’augmentation est 500 paquets à chaque fois. Pour chaque taux le test dure au moins 30 









8.2.2.2. Impacts de l’augmentation de la taille des paquets 
La Taille des paquets a un effet sur la performance du VPN. En effet, le chiffrement / 
déchiffrement ou l'authentification des grands paquets nécessite plus de ressources de 
traitement. Afin d'évaluer l'effet d’augmentation de la taille des paquets sur les performances 
des passerelles à comparer, nous avons effectué le même test précédent en utilisant de plus 
grands paquets (1024 octets). 
8.2.2.3. Impacts de la fragmentation des paquets 
Le rôle de ce dernier scénario est d'évaluer l'impact de la fragmentation sur le traitement 
IPsec. La taille maximale de la trame Ethernet est de 1518 octets. Si une trame est supérieure à 
cette taille, elle sera fragmentée (divisé en deux ou plusieurs nouvelles trames) par les 
passerelles. 
Pour simuler cette situation, nous configurons l’hôte (A) afin qu’il envoie des trames 
Ethernet de taille maximale (1518 octets). Durant son transit vers l’hôte (B), la trame traversera 
les deux passerelles (1 et 2). Lorsque la trame atteint la passerelle (1), IPsec va ajouter de 
nouveaux entêtes ESP et AH. Cela augmentera la taille de la trame pour être plus grande que la 
taille originale. Pour obéir à l'unité maximale de transmission annoncée (MTU) (1 518 octets), 
la passerelle fragmentera le paquet en deux nouveaux paquets encapsulés eux même dans deux 
nouvelles trames Ethernet.  Au niveau de la passerelle (2), le processus inverse (la 
défragmentation) est effectué. Les deux paquets sont extraits des deux trames, le contenu 
original est des-encapsuler d'AH et d’ESP et le paquet original est reconstruit. Enfin, la trame de 
taille 1518 octets (contenant le paquet original) est remis à l'hôte (B). 























Figure 30 : Benchmark d’IPSec - les résultats du MLLT par passerelle. 
 
Les figures 30 et 31 représentent MLLT (Ko/s) pour le benchmark du VPN IPSec regroupés 
respectivement par passerelles de sécurité et par taille de paquets. De ces chiffres, nous pouvons 
dire que notre passerelle a le plus haut débit pour toutes les tailles. Bien que Astaro traite les 
petits paquets (128 octets) mieux que CheckPoint, ce dernier est meilleur que Astaro dans le 
traitement des paquets plus large (1024, 1518). Dans tous les tests Gibraltar présente de faibles 
performances par rapport aux autres passerelles dans ce benchmark. 
Les résultats obtenus à partir de ce benchmark pour le composant  VPN IPSec affirme la 
mise en œuvre solide et efficace de chiffrement pour lequel "Fast IPsec" est bien connue 
[Leffler & Consulting 2003]. 
 




















































Figure 32 : Benchmark d’IPSec - les résultats du Délai par passerelle. 
 
Nous remarquons qu’avant d’atteindre le MLLT, les délais des passerelles sont raisonnables 
(c’est-à-dire de l'ordre de ms.), en revanche, une fois ce seuil dépassé, les valeurs du délai (et du 
taux de pertes) augmentent exponentiellement. Les figures 32 et 33 affichent les résultats des 
mesures de délai au seuil MLLT pour l’IPSec VPN benchmark respectivement selon les 
passerelles et la taille des paquets. 
Il est clair d’après la figure 32 que notre passerelle détient les plus importantes valeurs de 
délai au cours de tous les tests suivi d’Astaro, tandis que CheckPoint et Gibraltar ont de plus 
faibles délais. Cette valeur importante est due au fait que notre passerelle effectue la moyenne 
des délais sur un plus grand nombre de paquets que les autres solutions. 
 
D’après la figure 33 nous constatons que plus la taille des paquets augmente, plus le délai 
augmente aussi. Pour toutes les passerelles, les importants délais sont dus à l’impact de la 
fragmentation. En vue d’améliorer les performances du VPN IPSec, il est fortement 
recommandé d’éviter la fragmentation des paquets. 
 




























Figure 33 : Benchmark d’IPSec - les résultats du Délai taille du paquet. 
8.3. Les tests d'évaluation de pare-feu 
 
8.3.1. Plateforme d’évaluation des pare-feu   
A des fins d’évaluation, nous avons utilisé la plateforme illustrée par la figure 34 
Conformément au RFC 3511 [Hickman et al 2003], la plateforme se compose de deux hôtes (A 
et B) connectés à travers une passerelle (Gateway). Lors de ces tests, nous avons respectivement 
utilisé les passerelles Astaro, CheckPoint, Gibraltar  et celle que nous proposons pour réaliser la 
connexion des deux hôtes. L’hôte (A) jouera le rôle d’émetteur de trafic tandis que l’hôte (B) le 
recevra et permettra ensuite d’effectuer les mesures de performances. 
 
 
Figure 34 : Plateforme d’évaluation des pare-feux. 
8.3.2. Scénarios des tests d’évaluation des pare-feux  
L’objectif de cette évaluation de pare-feux est de comparer les performances en termes de 
débit, de délai et de taux de pertes, du composant pare-feu de chaque passerelle de sécurité afin 
de mieux apprécier: 
1. L’impact du filtrage de paquets. 
2. L’impact de l’activation de la fonction de traduction d'adresses réseau (NAT). 
3. L’Impact de l’activation de la fonction de marquage QoS. 
4. L’impact de l’activation simultanée du NAT et du marquage QoS. 
 
Pour atteindre cet objectif, nous avons élaboré quatre scénarios de test. Du moment que ces 
trois fonctions (filtrage, NAT, classification et marquage QoS) traitent les entêtes de paquets, 
elles sont donc plus affectées par le nombre de paquets plutôt que par leurs tailles. Pour cela, 
nous pensons qu’il serait plus pertinent d'envoyer des paquets de petites tailles, selon des 
fréquences élevées, tout en mesurant le nombre de paquets traités plutôt qu'envoyer de gros 
paquets et de mesurer le nombre d'octets traités. 





8.3.2.1. L’Impacts du filtrage de paquets 
Comparer les mécanismes de filtrage des paquets des différentes passerelles est le but de ce 
premier test. Pour cela, chaque composant pare-feu est configuré pour appliquer 1000 règles de 
filtrage. La caractéristique de cette liste de règles de filtrage est que la règle correspondante au 
trafic émis se trouve en fin de liste [Hickman et al 2003]. Cette organisation préméditée aura 
pour rôle de forcer l’algorithme de classification à parcourir toute la liste à la recherche de la 
règle correspondante, ce qui simulera une situation de pire cas. Les autres fonctionnalités (NAT, 
classification et marquage QoS) sont désactivées afin de nous permettre de mesurer l'impact du 
filtrage de paquets. 
D’un point de vue technique, sera utilisée l’application D-ITG pour l’envoi de petits paquets 
UDP (128 octets) de l'hôte (A) vers l'hôte (B) via la passerelle. La fréquence d’émission des 
paquets débute à partir de 8000 paquets/s et augmente graduellement de 1000 paquets/s jusqu'à 
atteindre 20 000 paquets/s. 
 
8.3.2.2. L’impact de l’activation de la fonction de traduction 
d'adresses réseau (NAT)  
L'objectif de ce test est de comparer les effets de l'activation du NAT au niveau des filtres 
de paquets implémentés dans les différentes passerelles. Nous avons répété le même test décrit 
précédemment (section 8.3.2.1) en activant la fonction NAT. Nous mesurons par la suite les 
effets conjoints du filtrage de paquets à 1000 règles et de l’activation des traitements NAT. 
 
8.3.2.3. L’Impact de l’activation de la fonction de marquage QoS  
Ce test vise à comparer les effets de l'activation de la fonction de marquage QoS au niveau 
des filtres de paquets implémentés dans les différentes passerelles. Nous avons répété le même 
test décrit en section 8.3.2.1 en configurant le pare-feu pour effectuer simultanément un filtrage 
de paquets 1000 règles ainsi que de la classification et du marquage QoS utilisant 1000 autres 
règles. 
 
8.3.2.4. L’impact de l’activation simultanée du NAT et du marquage 
QoS  
Le but de cet est de comparer les effets de l'activation simultanée des  fonctions de filtrage 
des paquets, de NAT et de marquage QoS au niveau des passerelles. 
Nous avons, encore une fois, répété le même test décrit en section 8.3.2.1 mais en configurant, 
cette fois ci, le pare-feu pour qu’il effectue simultanément le filtrage des paquets (en utilisant 
1000 règles), la classification et le marquage QoS (en utilisant 1000 autre règles) et la fonction 
de NAT. 
 
8.3.3. Analyse comparative du Benchmark de pare-feu  
Les figures 35 et 36 représentent les MLLT (en Ko/s) pour les différents pare-feux, 
organisés selon chaque passerelle de sécurité ainsi que les fonctions activées. Nous constatons 
clairement que notre passerelle a le plus haut débit pour tous les scénarios prévus. Astaro vient 
en seconde position et Checkpoint en troisième position. Gibraltar  compte les pires 
performances lors de cette évaluation. 
 






















Filtering + QoS marking
Filtering +NAT+ QoS marking
 

























Figure 36 : Evaluation des pare-feux - MLLT (par fonction). 
 
L'effet de l'activation simultanée du NAT ou de la classification QoS avec le filtrage des 
paquets fut évalué. En guise de synthèse, nous pouvons affirmer que la passerelle que nous 
proposons ainsi qu’Astaro ont retourné de bons résultats lors de ces tests, en revanche les 
résultats de Checkpoint et de Gibraltar  sont loin derrière. En conclusion, nous pouvons statuer 
que notre passerelle ainsi qu’Astaro implémentent de meilleurs mécanismes de filtrage, de NAT 































































Figure 37 : Evaluation des pare-feux –Délai  (par fonction). 
 
Les figures 37 et 38 présentent les mesures de délai au seuil MLLT pour les différents pare-
feu affichés respectivement selon chaque passerelle de sécurité et fonctions réalisées. Excepté 
Gibraltar , toutes les passerelles présentent des délais raisonnables (inférieur à 1 ms.)  




















































Figure 38 : Evaluation des pare-feux –Délai  (par passerelle). 
8.4. Tests d'évaluation des IDS  
Nous projetons dans cette partie de comparer les capacités de traitement du composant IDS 
de chaque passerelle de sécurité selon les critères suivants: 
1. L’impact du traitement de l'IDS. 
2. L’impact de l’augmentation de la taille des paquets à analyser. 
3. L’impact de la gestion de la fragmentation des paquets durant le traitement de 
l’IDS. 
8.4.1. Scénarios des tests d’évaluation des IDS  
Nous avons utilisé le logiciel D-ITG pour l’émission de paquets depuis l'hôte (A) vers l'hôte 
(B) à travers la passerelle (1) ainsi que pour la collecte et l’extraction des mesures de débit. Afin 
d'apprécier les trois impacts précédemment cités, nous répéterons le même test à trois reprises 
en faisant varier la taille des paquets  comme suit: 
1. Des paquets de128 octets pour mesurer l’impact des traitements IDS. 
2. Des paquets de 1024 octets pour mesurer l’impact de l’augmentation de la taille des 
paquets. 
3. Des paquets de 1500 octets (la taille totale de la trame sera de 1520 octets) pour 
mesurer L’impact de la gestion de la fragmentation des paquets durant le traitement 
de l’IDS. 
 
Du fait que l'IDS ne fait que sonder le réseau, il n'impacte donc aucunement le délai ou 
encore le taux de perte de paquets. Tenant compte de cela, nous nous concentrons uniquement 
sur le débit et le Miss Ratio. 
8.4.2. Analyse comparative de Benchmark d’IDS  
Les figures 39 et 40 représentent le MTZM (Ko/s) pour les IDS des différentes passerelles 
affichées respectivement selon chaque passerelle de sécurité et taille des paquets. Le constat est 
que notre passerelle présente la meilleure performance dans le cas du traitement de petits tandis 
qu’elle se voit considérablement affecté par les grands paquets et les paquets fragmentés. Ceci 
dit, cela constitue un sérieux problème devant être considéré. 
Quant à Checkpoint, ses résultats du second scénario (1024b Bytes paquets) sont bons et 
finalement Gibraltar  présente le meilleur rendement lors du troisième scénario (paquets 
fragmentés). 
 
























































Figure 40 : Evaluation des IDS – Taux MTZM (par taille des paquets). 
8.5. Tests d’évaluation de la gestion de bande passante  
 
8.5.1. Plateforme d’évaluation de la gestion de bande passante  
Dans cette partie, nous utiliserons la même plateforme ainsi que les deux scénarios de test 
utilisés dans le chapitre 7 en gardant les mêmes caractéristiques du trafic généré. La seule 
différence réside dans le fait que, ci-après, nous testons les composants responsables de la 
gestion de bande passante dans chacune des différentes passerelles.  
Pour cela, nous avons configuré les systèmes de gestion de bande passante des passerelles 
comme suit: 
 Astaro: TC a été configuré pour utiliser l’ordonnancement Stochastic Fair Queuing 
(SFQ) et le mécanisme Random Early Detection (RED) pour l’évitement de congestion. 
 Gibraltar : TC a été configuré pour utiliser Hierarchical Token Bucket (HTB). HTB 
implémente à la fois des mécanismes d’ordonnancement et d’évitement de congestion. 
 CheckPoint: Floodgate-1 a été configuré pour l’ordonnancement Weighted Fair 
Queuing (WFQ) et le mécanisme Weighted Flow Random Early Drop (WFRED) pour 
l’évitement de congestion. 
 Notre passerelle: ALTQ a été configuré pour utiliser l’ordonnancement Priority 
Queuing (PRIQ) et le mécanisme Random Early Detection Input Output (RIO) pour 
l’évitement de congestion. 
 
 





8.5.2. Scénarios de test pour l’évaluation de la gestion de bande 
passante  
Le but de cette évaluation est de comparer l'impact des techniques de gestion de la bande 
passante mises en œuvre au niveau de chaque passerelle sur le délai des paquets. Cet impact est 
mesuré à travers les deux scénarios suivants: 
8.5.2.1. Scénario Normal 
Dans ce premier scénario, nous ne simulons pas de situation de congestion, nous ne 
calculons donc que le délai introduit par les files d'attente lors de la classification des paquets 
ainsi que leur affectation aux différentes files d'attente qui leurs correspondent. 
Figure 41 affiche les résultats obtenus. Il en découle clairement qu’en situation normale 
Astaro (SFQ et RED) souffre des délais les plus longs tandis que les autres passerelles affichent 
de bons résultats (moins de 1 ms). 
 
 
Figure 41 : Gestion de la bande passante - Scénario normal. 
8.5.2.2. Scénario de congestion 
Dans le présent scénario, nous surchargeons le réseau de trafic en vue de créer une situation 
de congestion dans le but de retarder les paquets et voire même provoquer leurs suppressions. 
 
 
Figure 42 : Gestion de la bande passante - Scénario de congestion. 
 
La figure 42 montre bien qu’Astaro (SFQ et RED) continue de retarder les paquets (délai 
dépassant les 80 ms pour le trafic UDP et environ 20 ms pour le trafic TCP). Nous classons les 
passerelles selon les résultats obtenus à l’issue du test concernant les flux temps réel (simulés 
par le trafic UDP), selon un ordre décroissant du délai obtenu par les passerelles, comme suit: 
 
1. Astaro avec SFQ et RED. 
2. CheckPoint avec WFQ et WFRED. 
3. Notre passerelle avec PRIQ et RIO. 
4. Gibraltar avec Hierarchical Token Bucket (HTB). 
 





Pour ce qui est du trafic TCP, les passerelles sont aussi classés par ordre croissant des 
performances (du plus haut délai au plus bas) : 
1. CheckPoint avec WFQ et WFRED. 
2. Astaro avec SFQ et RED. 
3. Notre passerelle avec PRIQ et RIO. 
4. Gibraltar avec Hierarchical Token Bucket (HTB). 
8.6. Conclusions 
Les résultats obtenus à l’issue de l’évaluation témoignent de la bonne implémentation des 
mécanismes de sécurité au niveau de notre passerelle. L’implémentation de l’IDS que nous 
proposons présente des performances limitées et son architecture nécessite des améliorations. 
 
Concernant la gestion de la bande passante, nous avons plusieurs choix de mécanismes et 
d’algorithmes pour faire face aux différentes situations rencontrées dans les réseaux et répondre 
correctement aux contraintes des différents trafics. 
9. Contributions et Prospectives 
Les principales contributions de ce travail peuvent être résumées par les points suivants : 
 
 Nous avons fait une analyse de la menace de la prochaine génération de réseau avionique et 
identifié les besoins de sécurité et de QoS pour un tel réseau. 
 Nous avons proposé l'architecture de passerelle de sécurité avec QoS pour protéger la 
prochaine génération de réseau de données avionique. 
 Nous avons construit une table de session de pare-feu intégré pour accélérer  le pare-feu à 
état, NAT, classification de QoS et le routage des paquets dans le noyau de notre passerelle 
de sécurité. 
 Nous avons proposé un nouveau protocole pour la sécurité et la QoS dans les réseaux IP. 
Nous avons conçu, implémenté et testé le protocole pour prouver son efficacité. Il a été 
soumis à Internet Engineering Task Force (IETF) en tant que draft-ietf. 
 La passerelle de sécurité avec QoS a été implémentée en utilisant des codes sources 
ouvertes. 
 Enfin, le benchmarking du système complet a été effectué; pour comparer notre passerelle 
avec trois passerelles logicielles disponibles dans le commerce. 
 
Les travaux futurs : 
 
Ce sujet est si riche que nous pouvons proposer de nombreuses idées tout en laissant encore 
place à des améliorations. Ci-après, nous citons quelques orientations futures de recherche et de 
travail qui peut être immédiatement entrepris ou mis en œuvre comme une poursuite de notre 
travail. En fait, on peut distinguer six orientations principales liées à la table de session intégrée, 
IDS, la politique de sécurité, IPSec VPN, Proxy Applicatifs, et le benchmarking. Ces nouvelles 
orientations sont présentées comme suit: 
A) Evolution de la table de session intégrée. 
• Implémenter  le support de routage. 
• Implémenter la table de session intégrée dans le hardware. 
B) Adaptation des systèmes de Détection / Prévention d'Intrusion. 
• L'utilisation d'un système de détection d'intrusion distribuée  dans notre architecture.  
• L'utilisation de système de prévention d'intrusion (IPS) / résolution de problème de 
Faux positifs. 
C) Implémenter les Application Proxy  firewalls en avionique. 
D) L’extension de l’IPSec VPN.  





• Développement d’une infrastructure à clés publiques extensible qui tiens compte de 
l’évolutivité des réseaux avioniques. 
• l’extension possible de notre travail sur Q-ESP: 
o Finalisation et normalisation. 
o Realisation des tests à grande échelle réaliste. 
E) Mettre en œuvre une politique de sécurité plus convenable dans les réseaux avioniques. 
F) Développer un outil de benchmarking de la sécurité. 
 















































I. Chapter 1: Introduction 
etworks are crucial to the functioning of critical infrastructure systems such as an 
electrical grid, automotive railway, and avionic systems. These networks are time-
constrained in nature (i.e. highly delay sensitive). Any unacceptable delay may 
cause catastrophic consequences such as system failure or loss of life. When connecting such 
critical systems to public networks two main problems arise.  
Firstly, Internet and IP networks are working in a best-effort manner, in which all packets 
are treated in the same way without preference; 
in a situation of high congestion, real time traffic may be unacceptably delayed or dropped 
which results in performance impedance and may render the system useless. 
Secondly, connecting these systems to public networks subjects them to all types of cyber 
security attacks including network downtime, application vulnerability, information theft, and 
authentication defeat. 
Quality of service (QoS) plays an important role in assuring the proper functioning of such 
networks by enforcing certain constraints on delay, throughput and dropping probability of 
packets. On the other hand, security technologies have evolved to provide the required level of 
protection for such critical infrastructures [GAO 2004].  
 
The avionic data network is a good example of a network with time constraints. It has 
witnessed great changes over the last few decades. The evolution of avionic systems complexity 
has led to manufacturers using new architectures and within these architectures new 
functionalities and new communication technologies. 
Indeed, the avionic data network is a heterogeneous network linking several technologies, 
different types of subscribers, equipment, features and applications with different levels of 
criticality. This diversity and heterogeneity is a major safety problem.  
To cope with the heterogeneity of avionic data networks and to allow for new benefits, the 
Internet Protocol (IP) is proposed as being the communication protocol for the next generation 
e-enabled avionic data networks. 
While the use of Internet Protocol (IP) in aviation allows new applications and benefits, it 
opens the doors for security risks and attacks. The Federal Aviation Administration (FAA) has 
raised the problem that an e-enabled avionic data network may be vulnerable to attacks from 
hackers [FAA 2008]. 
Many security mechanisms and solutions have evolved to mitigate the continuously 
increasing number of network attacks. Although these conventional solutions have solved some 
security problems, they also leave some security holes. Securing open and complex systems has 
become increasingly complicated and obviously, the dependence on a single security 
mechanism gives a false sense of security while opening the doors to attackers. Hence, to ensure 
secure networks, several security mechanisms must work together in a harmonic multi-layered 
way. In addition, if we take QoS requirements into account, the problem becomes more 
complicated and requires an in-depth analysis.  
1.1. Context 
The on-board avionic system is divided into three main domains with different levels of 
criticality [AEEC 2004]: 
 
 Aircraft Control Domain:  is the most critical domain in terms ofsafety. It is used to 
control the flight and contains an embedded control system. Any failure of these 
systems exposes the flight safety to high risk. The Aircraft Control Domain needs to 
communicate with the ground station in order to exchange Air Traffic Control (ATC) 
and Aeronautical Operational Control (AOC) information.  
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 Cabin Domain: provides operational and airline administrative information to both the 
flight deck and cabin. The cabin domain system supports critical on-board operations 
such as, cabin lights, and maintenance such as health monitoring functions. It also 
provides In Flight Entertainment (IFE), Internet access, and support for passenger 
owned devices. This system needs to contact the airline company and the approved third 
party to exchange Aeronautical Administrative Communication (AAC).  
 
 Passengers Domain: consists of wireless-enabled personal electronics, such as laptops 
and cellular devices, which do not support any flight related function. 
 
It is evident that each of these domains has its own security and QoS requirements. In the 
next generation e-enabled avionic data network, these domains require connectivity with each 
other and with ground-based computing networks. These make the aircraft data networks 
subject to two kinds of security threats [Thanthry & Pendse 2004]: 
 Internal security threats, originating from the internal attacker (such as a malevolent 
passenger or an accidental error from a maintenance operator) who may cause service 
impairments.  
 External security threats, caused by the exploitation of security vulnerabilities that exist 
in the wireless and satellite links. 
To protect such a highly critical on-board system, it is clear that inter-domain connections 
and external connections require a security perimeter at the border of the connected domains. 
1.2. Motivation 
In the context of the avionic data network various domains and heterogeneous applications 
with different levels of criticality cooperate for the mutual exchange of information, often 
through gateways. It is clear that this information has different levels of sensitivity in terms of 
security and QoS constraints.  
In fact, QoS and security are two precious objectives for network systems to attain, 
especially for critical networks with temporal constraints. Unfortunately, they often conflict; 
while QoS tries to minimize the processing delay, strong security protection requires more 
processing time and causes traffic delay and QoS degradation. Moreover, real-time systems, 
QoS and security have often been studied separately and by different communities. 
 
Currently, the IP suite of protocols has its own known vulnerabilities and this opens the 
door for attackers to exploit these vulnerabilities and threaten the safety of the aircraft. More 
over the mission critical avionic data network has certain QoS requirements and constraints. 
Indeed, even by exchanging information on the same network, the less critical applications 
should not interfere with the operation of the most critical one. 
 
To protect the next generation e-enabled avionic data network, many security mechanisms 
(such as packet filtering firewalls, Virtual Private Network (VPN), Intrusion Detection Systems 
(IDS) and application proxies) must be implemented at the border of each domain. Additionally, 
mechanisms to monitor, control, and guarantee the network QoS performance must be 
implemented.  
 
Combining the methods, tools and techniques of security with those of QoS to ensure that 
the security and QoS are well respected in the context of avionics heterogeneous networks is not 
an easy task. Thus, protecting the next generation of e-enabled avionic data network represents 
an open research problem that requires a lot of effort. 
 
This study, therefore, requires the analysis, design, specification, implementation and 
evaluation of the performance of security gateways that act as entrance points between several 
network domains with different criticalities; in terms of security and QoS. 
 





Dealing with this problem integrates issues from various domains, such as networking, 
operating systems, software testing and, of course, security and QoS. Having a good knowledge 
of all these areas is essential to be able to provide an adequate solution. 
 
The originality of this approach lies in its proposal to combine methods, tools and 
techniques used in the fields of security and QoS to build an architecture that jointly provides 
guaranteed security and QoS to assure safe functioning for the next generation e-enabled 
avionic data network.  
1.3. Research goal 
Given this context, the major goal of this thesis is then to increase the robustness of the next 
generation e-enabled avionic data network with respect to security threats and ruptures in traffic 
characteristics, so that the network continues to deliver an acceptable level of service and the 
requested QoS, thus avoiding possible attacks. We propose architectural, protocol-level, and 
algorithms to provide strong security protection and enable the network to maintain an 
adequately high QoS level. This will require specification, implementation and validation of 
security and QoS performance evaluation. 
1.4. Approach and Methodology 
The research method is based on theoretical and practical insight. It is supplemented with 
experimental tests. The research makes use of the following: 
 A study of information security literature. 
 A study of Quality of Service (QoS) literature. 
 A study of the next generation e-enabled avionic data network. 
 Experience gained while participating in various projects in which network security 
and QoS was the main subject. 
 
The research method consists of six parts which all contribute to the answering of the 
research problem. These parts are: 
1. Identification of the security threats posed to the next generation e-enabled avionic data 
network; 
2. Identification of security and QoS requirements of the next generation e-enabled 
avionic data network; 
3. Proposition of a QoS capable integrated security gateway to protect the next generation 
e-enabled avionic data network and ensure the appropriate level of performance. 
4. Implementation of the proposed gateway architecture; 
5. Development of protocols and algorithms to support security and QoS. 
6. Benchmarking of the implemented system. Once the tools and mechanisms that interest 
us are identified, studied and implemented, it would be interesting to show that the 
architecture satisfies the established security and QoS requirements.  
 
Figure I.1 illustrates the roadmap and the milestones of the work presented in this thesis. 
First, we surveyed the literature to establish state of the art network security, QoS and 
applications with time constraints. Then, we studied the next generation e-enabled avionic data 
network. This allowed us to draw a map of the field, and to understand security threats. Based 
on this study we identified both security and QoS requirements of the next generation e-enabled 
avionic data network. In order to satisfy these requirements we proposed the architecture of QoS 
capable integrated security gateway to protect the next generation e-enabled avionic data 
network and ensure the availability of critical traffic. This gateway consists of NATFC stateful 
firewall unit, VPN unit, Application proxy unit, meter and rate controller unit, IDS unit, 
monitoring and adaptive unit and the administrator interface. 
 







Figure I-1: The roadmap of the thesis. 
 
To provide for a true integration between the different gateway components we built an 
integrated session table to store all the needed session information and to speed up the packet 
processing (firewall stateful inspection, NAT mapping, QoS classification and routing) in the 
gateway kernel. This necessitates the study of the existing session table structure and the 
proposition of a new structure to fulfill our objective. Related to the design of the new session 
table is the processing of algorithms needed to access this table. In IPSec VPN component we 
identified the problem that IPSec ESP encrypted traffic cannot be classified appropriately by 
QoS edge routers. To overcome this problem, we developed a Q-ESP protocol which allows the 
classifications of encrypted traffic and combines the security services provided by IPSec ESP 
and AH. To manage the network traffic wisely, a variety of bandwidth management techniques 
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have been developed. To assess their performance and identify which bandwidth management 
technique is the most suitable given our context we performed a delay-based comparison using 
experimental tests. In the final stage, we benchmarked our implemented security gateway 
against three commercially available software gateways. The goal of this benchmark test is to 
evaluate performance and identify problems for future research work. 
1.5. Contributions 
The main contributions of this work can be summarized with the following points:  
 We performed a threat analysis of the next generation e-enabled avionic data network and 
identified the security and QoS requirements for such a network. 
 We proposed an architecture for QoS capable integrated security gateway to protect the next 
generation e-enabled avionic data network. 
 We built an integrated firewall session table to speed up the firewall stateful inspection, 
NAT mapping, QoS classification and packet routing in the kernel of our security gateway. 
 We proposed a new protocol for security and QoS in IP networks. We designed, 
implemented and tested the protocol to prove its effectiveness. This was submitted to the 
Internet Engineering Task Force (IETF) as a draft. 
 The QoS capable integrated security gateway has been implemented using open source 
packages. 
Finally, benchmarking of the complete system was performed. To compare our QoS-capable 
integrated security gateway with three commercially available software gateways. 
 
The chapters of this document are dedicated to detailed descriptions of each of these 
contributions. 
1.6. Thesis Outline 
The remainder of the dissertation is organized as follows: 
 Chapter 2: Context and Background. The chapter introduces the main concepts of security, 
Quality of Services (QoS) and network applications with time constraints. It begins by 
describing the three main security properties (confidentiality, integrity and availability). 
This is followed by a discussion of security threats, vulnerability and attacks.  Mechanisms 
to defend against such threats are described, this includes: setting security policies, 
developing authentication and authorization techniques, implementing cryptographic 
(encryption, hashing function and digital signature) and non-cryptographic (firewalls and 
intrusion detection systems) security mechanisms.  The Internet Protocol Security (IPSec) 
framework is also described in detail. The QoS section deals with the basic definitions of 
QoS and its parameters (throughput, loss, delay and jitter). It also covers the QoS 
mechanisms (classification, marking, metering, policing, shaping, queuing, scheduling and 
dropping), the two QoS architectures (integrated service and differentiate service) and the 
Multi-Protocol Label Switching (MPLS) technique. Finally, the chapter ends with a 
discussion of network applications with time constraints. It describes both soft real-time and 
hard-real time applications. 
 
 Chapter 3: Next Generation Avionic Data Network. Here we present the motivation for the 
conversion towards the next generation fully IP e-enabled avionic data networks, the 
avionic data network architecture, the expected risks, both security and QoS requirements 
and the previously proposed solutions. 
 
 Chapter 4: QoS-Capable Integrated Security Gateway. We propose the architecture of a 
QoS-capable integrated security gateway to protect the next generation e-enabled avionic 
data network. This gateway provides multi-layered security and ensures an in-depth defense 
strategy that respects both performance requirements and the availability of critical traffic. 
Within the chapter we provide the details of the gateway components: NATFC stateful 
firewall unit, VPN unit, Application proxy unit, meter and rate controller unit, IDS unit, 





monitoring and adaptive unit and the administrator interface. The building of this gateway 
using open source softwares is described. Finally, we describe the complete packet 
processing flows of the QoS-capable integrated security gateway. 
 
 Chapter 5: Integrated Firewall Session Table. The integrated session table is an essential 
part of the QoS capable integrated security gateway. The main goal behind the construction 
of an integrated session table is to provide for a true integration between the firewall stateful 
filtering, the NAT, the QoS classification and the routing components of the security 
gateway. In this chapter, we present the structure of the integrated session table and we 
propose the corresponding processing algorithm. Finally, to evaluate the performance of our 
new implementation with respect to the QoS characteristics, we measured four important 
QoS metrics (throughput, packet loss rate, delay and jitter) as well as CPU processing time. 
We then compared them with the classical implementation. 
 
 Chapter 6: QoS-friendly Encapsulating Security Payload (Q-ESP) Protocol. This chapter 
presents the Q-ESP as a new IPSec security protocol that provides QoS support while 
enforcing the same security services assured by IPSec ESP and AH when they are 
combined. The Q-ESP was designed to work in the VPN component of the QoS-capable 
integrated security gateway. We described the details of the Q-ESP structure and the 
processing algorithms. Moreover, we presented the NetBSD kernel-based implementation 
of the Q-ESP. Then we presented our performance evaluation experiments. Finally, we 
presented some possible scenarios in which Q-ESP outperforms as it provides for cost 
effective, simple design, lower processing overhead, minimal delay, and easier 
administration. 
 
 Chapter 7: Delay-Based Comparison of Bandwidth Management Techniques. In this chapter 
we present the bandwidth management system building blocks. We focus on scheduling and 
buffer management algorithms implemented in NetBSD ALTQ. We perform experimental 
tests to compare the performance of bandwidth management techniques with respect to time 
delay. 
 
 Chapter 8: Benchmarking. In this chapter we perform a series of benchmarking 
experimental tests to evaluate the performance of our security gateway with comparison to 
three commercially available security gateway softwares. The benchmarked items are: 
firewall, IPSec VPN, IDS and bandwidth management. In most of these tests our security 
gateway has the highest performance. 
 
 Finally, Chapter 9: Conclusions. Here we state conclusions and possible future work in the 
field including some ideas for further improvements in such a rich subject area. 





II. Chapter 2: Context and Background 
n this chapter, we introduce the main concepts related to the problem we are addressing, 
in order to provide the casual reader with the necessary background information for this 
dissertation. As the title of this thesis is “Analysis of Security and QoS in Network with 
time constraints”, it is clear that our work requires a deep understanding of three main topics: 
security, Quality of Service (QoS) and network applications with time constraints. These three 
fundamental topics will be addressed in this chapter. 
2.1. Security 
In today's business environment, users demand seamless connectivity and stable access to 
servers and networks wherever they are: hotels, airports, homes, or remote offices. While these 
functionalities are useful for business, they can only be diffused as such if we can minimize the 
security risks of transmitting sensitive data across the Internet. 
2.1.1. Security Definition (Security Properties)  
Protecting information from unauthorized access, use, disclosure, disruption, modification, 
inspection, recording or destruction in order to provide confidentiality, integrity, and availability 
is the main goal of information security [NIST 2009]. Security is the ability of a computer 
system to withstand external physical stresses (fire, flooding, bombs, etc.) or logic (input errors, 
intrusions, hacking, malicious logic, etc.); this is generally the direction chosen by specialists of 
security audit, when they must assess the risks related to a computer system [Deswarte 2003]. 
According to ITSEC (Information Technology Security Evaluation Criteria), security can be 
defined as a combination of three main properties: confidentiality, integrity, and availability of 
information [Office 1991]. 
2.1.1.1. Confidentiality 
Confidentiality refers to the assurance that information can be read and interpreted only by 
persons and processes explicitly authorized to do so. Protecting confidentiality involves 
implementing procedures and measures to prevent malicious and accidental disclosure of 
information to unauthorized readers. This means that the computer system must: 
 prevent users from reading confidential information (unless permitted),  
 and prevent authorized users from disclosing secret information to other 
unauthorized users.  
 
The term “information” must be taken in the widest sense: it covers not only the data itself, 
but also the flow of information and knowledge of the existence of data or communications. 
Ensuring the confidentiality of a system is a complex task. We must analyze all the paths that 
information in a particular system can take to ensure they are secure.  
 
Attacks against confidentiality are attempts to obtain information that must be protected, 
despite the means of protection and security measures. For example, passive eavesdropping 
involves accessing data transmitted over a communication channel (such as, a cable network) or 
stored on a vulnerable storage medium (external drives, for example). Such eavesdropping may, 
under certain circumstances, allow access to sensitive information, such as the password of a 
user typing on a terminal connected to a central computer and transmitting clear text between 
the terminal and the machine. We also see that this attack can be particularly difficult to identify 










Integrity is the property that refers to ensuring that information is unaltered. It is the 
assurance that information remains intact, correct, and authentic. Protecting the integrity 
involves preventing and detecting unauthorized creation, modification, or destruction of 
information [Cole et al. 2005]. To protect the integrity of information, we must also prevent 
incorrect modification by authorized user or process.  
 
To protect data integrity, it is important to implement some mechanisms to perform two 
important functions: the first is to detect changes of information; and the second is to control 
access to information (by managing access rights for programs and users).  
An example of a malicious attack against the integrity is user intervention to modify a 
communication between two other users. Another example is of an accidental damage of 
information integrity caused by the modification of data when it is transmitted through 
unreliable wireless communication media. Clearly, the protection of information integrity from 
both accidental or malicious alteration is a must for the proper functioning of information 
technology. 
2.1.1.3. Availability 
Availability refers to ensuring that authorized users can access and work with information 
assets, resources, and systems when needed and with the required response and performance. 
This means that the computer system must: 
− provide access to information so that authorized users can read or modify it, and 
− ensure that nothing can prevent authorized users from accessing information. 
 
Protecting availability involves measures to sustain accessibility to information in spite of 
possible sources of interference, including system failures and deliberate attempts to obstruct 
availability. 
 
An attack against a system may simply intend to prevent the system from completing the 
service for which it is designed. This is called a Denial of Service (DoS) attack. These attacks 
aim at ensuring that the actions of the system no longer correspond to what is expected by 
forcing the system to perform wrong actions (improper service), or by preventing it from 
responding in an acceptable time  delay, or by totally stopping its service. The first type of 
attack is closely related to integrity, as it is a modification of the information present in the 
target system by providing an erroneous result. The second category may also find its source in 
an attack against data integrity, where the objective is to interrupt the treatment of information 
(or at least delay it), as in the case of the destruction of a communication link. However, this 
type of attack can also be implemented by disrupting the system’s operational time by 
overloading some of the resources on which it depends, or burdening the system itself. Such 
attacks may, for example, be implemented by a machine that constantly floods a network 
service to prevent other machines from using this service. 
2.1.1.4. Other aspects of security 
Security can sometimes represent other characteristics, such as privacy, authenticity, audit-
ability, durability, exclusivity, protection against illegal copying of software, and so on. We 
believe that all security properties can be expressed as terms of availability, integrity and 
confidentiality applied to information and meta-information [Deswarte 2003]. Meta-information 
refers to indirect information related to information or services. Examples of meta-information 
are: 
− The time of issuance of a service or the creation or destruction of information;   
− The identity of the person who performed an operation: the creator of information, 
the author of a document, the sender or receiver of information, etc.;   
− Information  location : a communication entity, a terminal, etc. ;  
− The availability of information or services;   





− The existence of an information transfer, a communication channel, or a message;  
− The occurrence of a transaction; 
− The sensitivity level of information or meta-information;  
− Certainty or level of credibility of information or meta-information. 
 
In this respect, privacy (the respect of individual freedoms) relates directly to the 
confidentiality of information (personal data) and meta-information (identity of the user who 
performed a certain operation, which has issued or received a message etc).  
 In the same sense, anonymity is the confidentiality of the identity of the person, for 
example, which performs (or does not perform) a transaction. Traffic analysis is an attack 
against the privacy to obtain meta-communication information such as the existence of a 
channel, the existence of a message, identities, locations or addresses of the transmitter and the 
receiver of a message, call durations, etc. 
 
Authenticity is the property of being "real or authentic". For a message, authenticity is 
equivalent to the integrity of both the message content (integrity of information) and origin 
(meta-information) and possibly other meta-information such as instant of emission or the 
classification level (meta-information integrity). Similarly, a document is authentic if the 
content has not been altered (information integrity) and optionally if the claimed author is really 
the author not a plagiarist, if the publication date is correct (integrity of meta-information), etc. 
A claimed user is authentic if the claimed identity is the correct identity of this person. 
Authentication is the process that provides confidence in authenticity. 
 
The audit-ability and the derived properties (accountability, repudiation, etc.) correspond to 
the availability and integrity of a set of meta-information concerning the existence of a 
transaction, the identity of the person who performed the operation, the time of the operation, 
etc. [Trouessin 2000]. 
 
The property of non-repudiation guarantees the protection against an individual falsely 
denying having performed a particular action. It provides the capability to determine whether a 
given individual took a particular action such as creating information, sending a message, 
approving information, and receiving a message [NIST 2009]. Non-repudiation corresponds to 
the availability and integrity of meta-information such as the identity of the sender of a message 
for the non-repudiation of origin, or the identity of the receiver of a message for the non-
repudiation of reception. 
2.1.2. Threats, Vulnerabilities and Attacks 
To provide a robust security protection, we should first identify the surrounding threats, 
existing vulnerabilities, and possible attacks.  
2.1.2.1. Threats 
 A threat is anything that can disrupt the operation, functioning, integrity, or availability of a 
network or system. This can take any form and can be intentional, accidental, or simply an act 
of nature. 
A threat is defined as any situation or event with the potential to harm an information 
system through: unauthorized access, destruction, disclosure, modification of data and/or denial 
of service [NIST 2005]. Threats may arise from human actions or natural events. Human actions 
may be accidental, as they may be intentional, with or without malicious intent. 
It is worth noting that one important step in a successful information security methodology 
is to identify possible risks and threats. Results of the threat identification process differ from 
one system to another. In the next chapter we will present risk analysis and threat identification 
in the context of the next generation avionic data networks. 







Vulnerability is an inherent weakness in the design, configuration, implementation, or 
management of an entity (e.g., network, software, hardware, system) that renders it susceptible 
to a threat.  
2.1.2.3. Attack 
An attack is a specific technique used to exploit a vulnerability. For example, an SQL 
injection is an attack that targets a web site (entity) with forms allowing special characters 
(vulnerability). In the same sense, a denial of service can be caused by a “ping of death” or a 
“SYN Flooding” attacks exploiting a non-patched or badly designed (vulnerability) operating 
system (entity). Some works classify attacks into passive and active attacks. Passive attacks are 
very difficult to detect, because there is no overt activity that can be monitored or detected. 
Examples of passive attacks would be packet sniffing or traffic analysis. These types of attacks 
are designed to monitor and record traffic on the network. They are usually employed for 
gathering information that can be used later in active attacks. 
The person who deliberately attempts to breach the security of an information asset or 
resource is called an attacker. Another alternative name is Hacker, it also means someone who 
breaks into computer systems without permission either for profit or simply motivated by the 
challenge. 
Not all attack attempts succeed. Stronger security measurements prevent many attacks from 
achieving their goals. However, if security measures are not strong enough, intrusion may 
occur.  Intrusion is generally defined as a breach in the security of an information asset or 
resource resulting from a successful attack.  
2.1.3. Security Defenses 
To face the ever increasing number of security vulnerabilities and attacks a number of 
defense measures must be developed. In the next subsection we will explain these measures. We 
start with the security policy as the first corner stone towards a secure system. Then, we present 
some other cryptographic and non-cryptographic security mechanisms. 
2.1.3.1. Security policy 
Any discussion of mechanisms to enforce information security must involve a specific 
security policy that generally determines the security goals the system must meet and the threats 
it must resist. 
 
The Common Criteria defines an “organizational security policy” as: a set of security rules, 
procedures, or guidelines imposed (or presumed to be imposed) now and/or in the future by an 
actual or hypothetical organization in the operational environment [CC 2006].  
 
Basically, a security policy describes: 1) the security properties to be fulfilled by a 
computing system; 2) the rules according to which the system security state can evolve. 
 
An information security policy addresses many issues such as:  
− Who can access what information? 
− In what manner (read, write, delete). 
− The basis on which the access decision is made (for example, a user characteristic 
such as clearance level, or some external condition such as time or status). 
− Maximized sharing versus least privilege.  
− Segregation of duties. 
− Who controls and who owns the information.  
− Authority issues. 





 Such an organizational security policy usually relies on an access control policy [CC 2006]. 
An access control model is often used to rigorously specify and reason on the access control 
policy (e.g. to verify its consistency). MAC [Bell & LaPadula 1976], DAC [Lampson 1971], 
RBAC [Ferraiolo et al. 2001] and OrBAC [Abouelkalam 2003b] are examples of the most 
famous access control models. However, the model does not specify how the security policy is 
enforced. The enforcement is realized by technical security mechanisms, such as credentials, 
cryptographic transformations (e.g., signature, encryption), access control lists (ACL), firewall 
rules, etc.  
2.1.3.2. Authentication and Authorization 
Authentication is the process of verifying the identity of a user, process, or device; often as a 
prerequisite to allowing access to resources in an information system [FIPS 2000]. Thus, the 
typical objectives of an authentication requirement are to ensure that externals are actually who 
or what they claim to be and thereby to avoid compromising security to an intruder. 
 
A person can be authenticated to a computer system based on any combination of the 
following [Anderson 2001]: 
− Something he knows, such as passwords or secret questions. 
− Something he has, such as an ATM card or a smartcard. 
− Something he is, this includes a biological characteristic of the person such as eye 
color or finger-print; this category is called biometric authentication. 
Authentication is a technique for controlling access to the system from outside. Once a 
person has been authenticated, his identity is known to the system, and he will be allowed to 
enter the system and use some resources. But which resources could he use? And in what way? 
The answer to these questions is given by the authorization process. 
In the computer system any active entity, such as a user, is called a subject; and a passive 
entity, such as file or process, is called an object. Access rights is a term for the combination of 
access modes (such as read, write, execute, delete, and append) that a subject is allowed to 
perform on an object. 
Authorization is the act of checking to see if a user (subject) has the proper permission to 
access a particular resource (object) as determined by the security policy. 
2.1.3.3. Cryptographic Security Mechanisms 
Cryptography is the discipline that embodies principles, means and methods for the 
transformation of data to hide its information content, prevent its undetected modification, 
prevent its unauthorized use or a combination thereof [Menezes et al. 1996]. It is the study of 
mathematical techniques related to aspects of information security such as confidentiality, data 
integrity, entity authentication, and data origin authentication.  In our context, the most relevant 
cryptographic functions are encryption and keyed-hash message authentication code. Also, we 
will discuss IPSec, the de facto standard network framework to protect IP communications. 
While other protocols Such as SSH and SSL are interesting in their own right, they will not be 
considered in our discussion. 
2.1.3.3.1. Encryption 
Encryption is the process of obscuring information to make it unreadable without specialist 
knowledge. It consists of transforming a message (plaintext) to an encrypted message 
(ciphertext) by using an encryption algorithm and an encryption key. Decryption transforms the 
ciphertext to the original plaintext by using a decryption algorithm and a decryption key. Figure 
II-1 represents the encryption/decryption process, which can also be represented in a 
mathematical notation. By convention, curly brackets "{ . }" are used for designating the 
encryption process: 
M → C = {M}Ke 





In this notation, M is the plaintext, C is the cipher and Ke is the encryption key. Similarly, 
square brackets "[ . ]" are used for designating the decryption process; Kd is the decryption key: 
C →  M = [C]Kd 
 
Figure II-1:  Encryption/decryption process. 
 
The strength of the encryption process depends on the transformation function and key 
length; a weak encryption algorithm could be easily broken by cryptanalysis techniques which 
try to retrieve the original message from the cryptogram. One example of a broken encryption 
algorithm is the Data Encryption Standard (DES) [Biham & Shamir  1991], which should not be 
used anymore.  
The key length is also an important factor; longer key lengths make it difficult for an 
attacker to decrypt the cryptogram, for example, using a brute force attack which tries to use all 
possible combinations of keys to decode the message. 
We basically have two main categories of encryption algorithms: symmetric and 
asymmetric. 
2.1.3.3.1.1. Symmetric algorithms (shared-key encryption) 
In this category of algorithms both the sender and receiver use the same key for encryption 
and decryption (Kd = Ke) . For this reason it is called a symmetric key. Other terms for 
symmetric-key encryption are single-key, one-key, shared-key and private-key encryption 
[Schneier 1996].  
Up until 1976, all the known encryption algorithms were symmetric. Due to their 
performance, symmetric algorithms are still used a lot. Table II-1 provides examples of 
symmetric-encryption algorithms as well as the associated key lengths [Stephens 2004]. 
 
Table II-1: symmetric-encryption algorithms currently considered as secure. 
 
Algorithm Key Length 
AES 128, 192, 256 bits 
Triple-DES 112 bits 
IDEA 128 bits 
RC5 Greater than or equal to 128 bits 
Cast-128 128 bits 
Blowfish Greater than or equal to 128 bits 
 
The disadvantage of symmetric-key algorithms is the requirement of a shared secret key, 
with one copy at each end. Since keys are subject to potential discovery by a cryptographic 
adversary, they need to be changed often and kept secure during distribution and while in 
service. The consequent requirement to choose, distribute and store keys without error and 
without loss, known as key management, is difficult to achieve reliably. In order to ensure 
secure communications between every two persons in a population of n people by means of 









2.1.3.3.1.2. Asymmetric algorithms (Public-key encryption) 
Asymmetric encryption uses a pair of keys (public and private) for encryption and 
decryption (Ke and Kd are different). The encryption key is public so that anyone can encrypt a 
message using this key. However, the decryption key is a private one, so that only the receiver 
is able to decrypt the message using his own private key. The public key is made available to 
everyone so that they can send encrypted messages, but the private key is only made available 
to the person allowed to decrypt the cyphertext. Moreover, by knowing one of these keys, it is 
practically impossible to deduce the other one. Examples of well-known Asymmetric 
algorithms are ELGAMAL [ElGamal 1985], and RSA (Rivest, Shamir and Adleman) [Rivest et 
al. 1978]. 
 
In order to ensure secure communications between every two persons in a population of n 
people by means of asymmetric encryption, only n public- private key pairs are needed. This 
number is very small compared to n(n − 1)/2 keys needed by the symmetric key system. Thus, 
asymmetric public key encryption solves the scalability problem; however, asymmetric 
encryption algorithms are time-consuming (very slow) compared to the symmetric one.  
While it appears that asymmetric encryption is more secure than symmetric encryption, in 
real life situations, due to scalability and performance issues, a combination of the two 
techniques is used. Very often these days, the much slower asymmetric algorithms are used to 
distribute symmetric-keys at the start of a session, then the higher speed symmetric-key 
algorithms take over. This is exactly the case when we deal with hybrid encryption. 
2.1.3.3.2. Cryptographic One-Way Hash Functions 
Verifying the integrity and authenticity of information is a prime necessity in computer 
systems and networks. In particular, two parties communicating over an insecure channel 
require a method by which information sent by one party can be validated as authentic by the 
other. Cryptographic one-way hash functions are generally used for this purpose. Actually, a 
cryptographic hash function is an algorithm that takes an arbitrary block of data “message” and 
returns a fixed-size bit string called hash value or message digest [Bellare et al. 1996].  
 
A successfully designed hash function should have the following four properties: 
− It is easy to compute the message digest. 
− It is impossible to reconstruct a message from a given digest. 
− It is infeasible to find two different messages with the same digest. 
− The digest length (for a given hash function) is always the same (independently 
from the initial message length). 
 
One important application of hash functions in the security domain is the message 
authentication code (MAC). The MAC is a small block of data attached to a message that is 
used by the recipient to verify the integrity of the message (other terms used include: Integrity 
Check Value (ICV) or cryptographic checksum).  
Keyed-hash based message authentication code (HMAC) is a message authentication code 
that uses a cryptographic key in conjunction with a hash function. While the MAC value 
provides a mechanism to verify message integrity, the use of the secret key helps in 
authenticating the message origin as only the concerned parity has this secret key.  
 
To protect a message, the HMAC algorithm is used to generate a MAC value for the 
message and the associated secret key. The resulting MAC is appended to the message. Upon 
reception of the message, the receiving device re-computes the MAC for the received message 
using the same HMAC algorithm and secret key. This new MAC value is compared with the old 
MAC sent along with the original message. If the codes are the same, the message is 
authenticated. If there is a difference, it indicates that the message has been compromised. 
In this way, the HMAC algorithm is used to protect authenticity and integrity of messages. If 
this algorithm is well designed, its security can be estimated by the length of the key and, to a 





less extent, by the length of the hash value. The key length should be equal at least to 128 bits. 
The algorithms listed in Table II-2 are currently considered secure [Stephens 2004].  
 
Table II-2: Keyed hash functions algorithms currently considered as secure. 
 
Algorithm Key Length Hash length 
HMAC-SHA 160 bits 160 bits 
HMAC-RIPemd-160 160 bits 160 bits 
 
We have to note that the MD5 algorithm is considered cryptographically broken and 
unsuitable for further use [Wang & Yu 2005]. 
2.1.3.3.3. Digital Signatures 
Digital signatures enable the recipient of information to verify the authenticity of the 
information’s origin, and also to verify that the information is intact. Thus, public key digital 
signatures provide authentication and data integrity. A digital signature also provides non-
repudiation, which means that it prevents the sender from claiming that he or she did not 
actually send the information [NIST 1999].  
 
 
Figure II-2: digital signature generation process. 
 
The process of generating digital signature is shown in figure II-2. When sending a 
message, the algorithm uses a one-way hash function that takes a variable-length input message 
of any length and produces a fixed length output message digest; say, 160-bits. Again, the hash 
function ensures that, if the information is changed in any way —even by just one bit— an 
entirely different output value is produced. 
The algorithm uses the user’s private key to encrypt the message digest; the result of this 
process is a digital signature. Finally, the signature and the plaintext are transmitted together.  
 
On the other side, upon reception of the message, the recipient uses the same algorithm to 
decrypt the signature utilizing the sender’s public key, which yields the digest, thus verifying 
that the document's hash matches the signed one.  
As long as a secure hash function is used, there is no way to take someone's signature from 
one document and attach it to another, or to alter a signed message in any way. The slightest 
change in a signed document will cause the digital signature verification process to fail. 
2.1.3.3.4. Internet Protocol Security (IPSec) 
Many security protocols (such as SSL [Dierks & Rescorla 2008] and SSH [Ylonen et al. 
2001]) have been implemented to protect network traffic while it is in transit.  However, our 





concern here is traffic protection on the network level. This is currently provided by Internet 
Protocol Security (IPSec).  
 
Since the main goal of IPSec is to protect IP packets while they are in transit, we must first 
know the IP header structure to the level that permits good understanding of IP Security. 
2.1.3.3.4.1. Internet Protocol (IP) 
The Internet Protocol (IP) has become the norm for network electronic communication in 
business, government, and private life. Figure II-3 represents the structure of an IPv4 header. 
The IPv4 header includes the following fields [Stevens 1993]: 
− Version: this is the version number of the protocol; it is a 4-bit field which is set to 
4 for IPv4 or 6 for IPv6. 
− Internet Header length (IHL): is an 8-bit field which indicates the header length.  A 
standard IPv4 header is always 20 bytes long, and IP Options — if any — are 
indicated by a larger IHL field up to at most 60 bytes. This header length never 
includes the size of payload or other headers that follow.  
 
 
Figure II-3: IPv4 header. 
 
− Type of Service (TOS): this is an 8-bit field that provides an indication of the 
abstract parameters of the quality of service desired level. These parameters are to 
be used to guide the selection of the actual service provided when transmitting a 
datagram through a particular network. More details are provided in section 2.2.4.2. 
− Total length: this 16-bit field contains the overall packet length in bytes, up to 
65535. This count includes the bytes of the header, so this suggests that the 
maximum size of any payload is at least 20 bytes less.  
− Identification: this is a 16-bit field which is used to associate related packets that 
have been fragmented (large packets broken up into smaller ones).  
− Flags: it is a 3-bit field which contains small flags that mainly control 
fragmentation. The first bit is reserved and must be set to zero, the second bit is to 
indicate whether the packet is eligible for fragmentation or not, and the last bit says 
if more fragments follow.  
− Fragment offset: this is a 13-bit field. When a packet is fragmented, this shows 
where in the overall original large packet this fragment belongs.  
− Time to Live (TTL): this is an 8-bit field. This field is used to avoid packet looping 
and also to administratively scope the transmission of a packet. The host sets this 
field to a certain default value and each router along the path decrements this field 
by 1. If a router sees a packet with a TTL of 1, it drops the packet. This is crucial in 
case of routing loops as the packet will be roaming in the network forever if nobody 
drops it. 





− Protocol: this an 8-bit field that indicates the protocol of the next header. It 
represents the protocol carried within the packet Payload, and it is going to be 
central for most of our discussions. Though the datagram itself is an IP, it always 
encapsulates a subsidiary protocol (i.e., TCP, UDP, ICMP, etc.) within. It can be 
thought of as giving the type of the header that follows. These proto codes are 
defined by the Internet Assigned Numbers Authority (IANA) [IANA]. 
− Header checksum: this is an 8-bit field which holds a checksum of the entire IP 
header, and it is designed to detect errors in transit. This is not a cryptographic 
checksum, and it does not cover any part of the datagram that follows the IP header.  
− Source address: The 32-bit source IP address, which the recipient uses to reply to 
this datagram. Generally speaking, it is possible to spoof these addresses (i.e. lie 
about where the datagram is coming from).  
− Destination address: The 32-bit destination IP address is where the packet is 
intended to arrive.  
− IP Options: these are an optional part of the IP header, which are not commonly 
used. They contain information on source routing, tracing a route, and time-
stamping the packet as it traverses routers. The presence of IP options is indicated 
by an IHL greater than 20 bytes, and they (if present) are included in the header 
checksum.   
After the header, there is the packet payload; this payload contains the upper layer protocol, 
which may be TCP, UDP, ICMP, etc. 
IP packets have no inherent security [Doraswamy et al. 1999]. Therefore, it is very easy to 
spoof, modify and inspect an IP packet without authorization from the sender. IPSec was 
developed to address these problems by defining a security mechanism for sending data across 
an insecure medium. Currently IPSec is built-in in the new IPv6 standard as part of a standard 
requirement. 
2.1.3.3.4.2. IPSec Architecture  
The most popular network security mechanism is Security Architecture for IP (IPSec) [Kent 
& Atkinson 1998]. IPSec is an IETF standardized framework designed to provide inter-operable 
cryptographically-based security for lPv4 and lPv6. These services are provided at the IP layer, 
making it transparent to applications and users; meaning that there is no need to change network 
application on a user's desktop when IPSec is implemented in security gateways. 
IPSec is the de facto standard for network security. It can be seen as a framework that 
provides the following security services [Shiraishi et al. 2004]:  
− Access control: This is a security service that prevents unauthorized use of a 
resource. With IPSec, the resource to which access is being controlled is in this case 
a host computing cycles or data, and in the case of a security gateway, it is the 
network beyond the gateway or the communication band. 
− Data origin authentication: This is a security service that authenticates the identity 
of the data origin. This service is usually bundled with connectionless integrity 
service. 
− Anti-replay integrity: This is a security service that detects the arrival of IP 
datagrams for which data contents are duplicated. 
− Connectionless integrity: This is a security service that detects the forgery or 
falsification of an individual IP datagram without taking into consideration the 
ordering of the datagram within the flow of traffic.  
− Confidentiality: This is a security service that protects data from disclosure to an 
unauthorized third party. 
 
As depicted in figure II-4, IPSec consists of the following components [Kent & Atkinson 
1998]: Security Policy Database (SPD), Security Association Database (SAD), Internet Key 
Exchange (IKE). It utilizes two protocols to protect IP packets: Encapsulating Security Payload 
(ESP) and Authentication Header (AH). These two protocols depend on a number of encryption 





and authentication algorithms to provide their services. Also, the IPSec could work via two 
different  modes of operation: transport mode and tunnel mode. Each of these components will 
be described in the following sub sections. 
 
 
Figure II-4: IPSec Architecture 
2.1.3.3.4.3. Security Policy Database (SPD) 
IPSec is a typical policy-enabled networking service in that the IPSec functions will be 
executed correctly only if policies are correctly specified and configured [Fu et al. 2001].  The 
IPSec policy is an essential component that defines the data traffic to be protected, what security 
mechanism should be used, and with whom the system is authorized to communicate.  IPSec 
policies for a device are stored in the Security Policy Database (SPD). For each packet entering 
or leaving the system, the SPD is queried to ensure the proper security parameters and measures 
are applied. 
An SPD entry specifies one of three possible actions regarding all traffic that matches that 
entry: 
− Discard: implying that that the packet should not be allowed in or out. 
− Bypass: implying that no security services should be applied. 
− Protect: implying security services are required for outbound and inbound packets. 
2.1.3.3.4.4. Security Association Database (SAD) 
The concept of Security Association (SA) is fundamental to IPSec. The SAs are 
unidirectional contracts between two communication entities. SAs determine the IPSec 
protocols (ESP or AH) used for securing the packets, the mode of operation (transport or 
tunnel), and the encryption (e.g., 3-DES, AES) and authentication (e.g., SHA-1) algorithms. 
After deciding on the algorithms, the two devices must share session keys. The keys, and the 
duration for which the keys are valid should be specified. 
 
After an SA is established for communication with a remote host, the SA is stored in a 
“Security Association Database” (SAD). Each entry in the SAD represents one SA. The SAD is 
first consulted for both inbound and outbound traffic to determine processing requirements for 
the packets. To uniquely identify the SA, each SA is assigned a unique Security Parameter 
Index (SPI) to distinguish among SAs terminating at the same destination and using the same 
IPSec protocol. The SA could be manually specified or automatically using the Internet Key 
Exchange (IKE) [Maughan et al. 1998]. 
2.1.3.3.4.5. Internet Key Exchange (IKE) 
IKE protocol is an IETF standard that has two main functions [Perlman & Kaufmann 2000]: 
- Key exchange, and 
- Security parameter negotiation, to set up the SA. 





 The IKE builds upon the Oakley protocol and ISAKMP (Internet Security Association and 
Key Management Protocol) [Maughan et al. 1998]. The IKE uses X.509 certificates for 
authentication and a Diffie–Hellman [Diffie & Hellman 1976] key exchange to set up a shared 
session secret from which cryptographic keys are derived. 
IKE consists of two phases:  
- Phase 1: the purpose of this phase is to establish a secure authenticated 
communication channel by using the Diffie–Hellman key exchange algorithm to 
generate a shared secret key to encrypt further IKE communications. This 
negotiation results in one single bi-directional ISAKMP Security Association (SA). 
The authentication can be performed using pre-shared key (shared secret), 
signatures, or public key encryption.  
- Phase 2: during this phase, the IKE peers use the secure channel established in 
Phase 1 to negotiate SA. The negotiation results in a minimum of two unidirectional 
SA (one inbound and one outbound). 
 
However, IKEv1 has its own limitations.  Perlman and Kaufman performed an analysis of 
IKEv1 [Perlman & Kaufman 2000]. Their analysis covered not only the logical level, but also 
many different other aspects of the protocol, leading to a significant critique of the standard. 
Many of their suggestions were included in the design of the IKEv2 standard. Further discussion 
of the IKEv2 design and features can be found in [Harkins  et al 2002]. 
2.1.3.3.4.6. Encryption and Authentication Algorithms 
As described above many algorithms have been implemented to provide encryption and 
authentication services. Actually, IPSec ESP and AH protocols have been designed to be 
algorithm independent. This means that any authentication algorithm could be used by AH. 
Furthermore the  ESP protocol could use whichever encryption algorithm to provide 
confidentiality and any authentication algorithm to protect packets.  
The way the IPSec was implemented makes it easy to introduce new algorithms in case one 
of the implemented algorithms is broken in the future.  
While the choice of the encryption and authentication algorithms is open for the security 
administrators; it is highly recommended to choose between the algorithms listed in table II-1 
and II-2 which are currently considered secure. 
2.1.3.3.4.7. Transport and Tunnel Modes 
The IPSec protocols—AH and ESP—can be used to protect either an entire IP payload or 
the upper-layer protocols of an IP payload. This distinction is handled by considering two 
different "modes" of IPSec. The transport mode is used to protect upper-layer protocols and the 
tunnel mode is used to protect the entire IP datagrams. In transport mode, an IPSec header is 
inserted between the IP header and the upper-layer protocol header. The transport mode is used 
typically in the host-to-host configurations. There is no attempt to protect the identity of the 
sender and / or receiver when using this mode. The security emphasis is on the upper level 
protocols. In tunnel mode the entire IP packet to be protected is encapsulated in another IP 
datagram and an IPSec header is inserted between the outer and inner IP headers. The tunnel 
mode is typically used with host-to-gateway, gateway-to-host, and gateway-to-gateway 
configurations. The security emphasis is on protecting the entire packet including the 
sender/receiver identity. 
2.1.3.3.4.8. Authentication Header (AH) 
The AH protocol [Kent 2005a] provides the security services from 2 to 4 (according to the 
enumeration presented above). Note that the anti-replay service is optional as it may not be 
enforced at the receiver's side. As shown in Figure II-5, the AH contains the following fields: 
- The next header: is an 8-bit field that indicates the protocol of the next header. 
- The payload length: is an 8-bit field that contains the length of the payload.  
- The reserved field: is a 16-bit field that is not used and must be set to zero. 





- The Security Parameters Index: is a 32-bit fixed length identifier that uniquely 
identifies the Security Association (SA). This helps the recipient identify to which, 
of many possible ongoing connections, this packet belongs to. Each protected 
connection implies a hash algorithm (e.g., SHA-1) [Madson & Glenn 1998], 
encryption algorithm (e.g., 3-DES, AES), some secret keys, and some other 
important parameters (such as the operation mode).  
- Sequence Number: This is a monotonically increasing ID that is used to prevent 
replay attacks. This value is authenticated, so that malicious or accidental 
modifications can be detected.  
In high-speed networks, the 32-bit counter for the sequence number could easily overflow 
during normal operations. To resolve this problem, Extended Sequence Number (ESN) is 
introduced [Kent 2005c]. The ESN is 64 bits long. The whole 64 bits is used in the MAC 
calculation by the AH even though only the least significant 32 bits of the ESN are carried in 
the Sequence Number Field. For the purposes of the MAC calculation, the most significant 32 
bits are placed after the payload, meaning that the ESN is actually split into two parts rather 
than appearing as a sequence of 64 consecutive bits in the input to the MAC. This is somewhat 
unusual, but does allow the AH format to remain the same as was specified in RFC 2402 when 
32 bit sequence numbers are used [Paterson 2006].  
 
- Authentication data area: is a variable length area that is used to store the Integrity 
check value (ICV); the latter is computed by the authentication algorithms (e.g., 
HMAC). 
 
Figure II-5: The AH format. 
 
Basically, the sender uses an authentication algorithm to compute the Integrity Check Value 
(ICV) for the entire IP packet, and stores the result in the authentication data area. On the other 
hand to verify data integrity, the receiver re-computes the ICV using the same algorithm and 
compares the result with the ICV stored in the authentication data area. Note that, the ICV 
computation excludes all the -outer- IP Header's mutable fields such as Time To Live (TTL) 
field and checksum. These fields are replaced by zero before the ICV computation. 
Besides that, as mentioned earlier, IPSec has two modes of operation (transport and tunnel 
modes). Figure II-6 shows the AH in transport mode. The yellow area represents the 
authentication coverage. In transport mode, the AH is inserted between the IP header and the 
transport protocol header.  






Figure II-6: The AH in transport mode. 
 
Figure II-7 shows the AH in tunnel mode. In the tunnel mode, AH is inserted between a 
newly added outer-IP header and the old inner-IP header. Generally, the transport mode is used 
for host to host communications while the tunnel mode is used for gateway to gateway 
communications or gateway to host communications. 
 
 
Figure II-7: The AH in tunnel mode. 
 
2.1.3.3.4.9. Encapsulated Security Payload (ESP) 
The Encapsulated Security Payload (ESP) [Kent 2005b] mainly provides data 
confidentiality (through encryption) and optionally provides the other services from 2 to 4.  
 






Figure II-8: The ESP format. 
 
As shown in Figure II-8, the structure of the ESP is composed of the header, the payload, 
the trailer and the authentication data area.  
- The ESP Header: like the AH, the ESP contains a Security Parameter Index (SPI) 
and a sequence number. The next header field is moved to the ESP trailer. 
- The ESP Payload: contains the encrypted value of the upper-layer transport 
protocol and its payload data in transport mode, while in tunnel mode, it also 
includes the original IP header.  
- The ESP Trailer contains the following fields:  
 Padding: is provided to allow block-oriented encryption algorithms area for 
multiples of their block size. 
 Pad length: is an 8-bit field that indicates the length of the included pad. 
 Next Header: note that unlike the AH; the next header field of the ESP points 
backward to refer to the type of the protocol (IP, TCP, UDP, etc.) in the 
encrypted payload. 
- The Authentication data area: if the authentication service is chosen (which is 
optional in ESP), the authentication data area is added. 
 
 
Figure II-9: ESP in transport mode. 
 
Figure II-9 shows the ESP in transport mode and figure II-10 shows the ESP in tunnel 
mode.  The yellow color represents the authentication coverage, while doted blue rectangle 
represents the encryption coverage. It is clear that unlike the AH, the ESP surrounds the payload 
that it protects. Firstly, the ESP prepares the payload for the encryption algorithm by adding 
padding, recording its length in the corresponding field, and copying the value of the protocol 
field from the IP header to the next header field in the ESP trailer. After that, the encryption 
algorithm encrypts the ESP payload and its trailer. As an optional service the integrity check 





value is computed and placed in the authentication data area at the end of the packet. Note that 
unlike the AH, the ESP authentication does not cover the outer IP header. 
 
 
Figure II-10: ESP in tunnel mode. 
2.1.3.3.4.10. IPSec in Action 
In this section we demonstrate how the IPSec works.  As depicted in figure II-11, we have 
two communicating peers: the sender and the receiver. First of all security administrators, on 
both sides, should configure the IPSec security policy, to identify which communication traffic 
should be protected by the IPSEC. These policy rules are stored in the SPD. Upon reception of 
an inbound/outbound packet the IPSec consults the SPD to verify if this packet is allowed by 
the IPSec policy. If it should be provided with a security protection, the IPSec searches the SA 
for this communication. If the AS is found the IPSec will use it to provide the needed security 
services; otherwise, if no SA is established, the IPSec will instruct the IKE to make the 
necessary negotiation to create a SA for this communication. After that, the IPSec will use this 
SA to extract all the needed information to provide the required security services. 
 
 
Figure II-11: IPSec in action. 
 





2.1.3.4. Non-cryptographic Security Mechanisms 
Non-cryptographic Security Mechanisms constitute a large family. This family contains a 
lot of members such as antivirus systems, anti-spam, web page content filtering, etc. In this 
dissertation, we focus on two main categories: firewall and intrusion detection systems. 
2.1.3.4.1. Firewalls 
Firewalls are network devices that filter network traffic at one or more of the ISO seven 
layers network model, most commonly at the network, transport, and application levels [Ingham 
& Forrest 2002]. Basically, there are four basic types of firewalls: packet filtering firewalls 
(PFs), circuit proxy firewalls (CPFs), application proxies firewalls (APFs), and the most widely 
used type, Stateful inspection Packet Filtering firewalls (SPFs). We will describe these 
techniques and present their pros and cons. 
2.1.3.4.1.1. Packet Filtering Firewalls (PF) 
PFs were the first generation of firewalls. They are basically screening routers that control 
the flow of data in and out of a network by looking at certain fields in the packet header: Source 
IP Address, Destination IP Address, Protocol identifier, Source port number, and Destination 
port number [Zwicky et al. 2000].  
The PF inspects all incoming and outgoing packets and applies the specified policy (e.g., drop, 
reject or accept the packets).  
 
PF was considered as an efficient, fast, and cost effective solution since a single router can 
protect an entire network. However, PF has a lot of limitations: it is based on IP addresses 
without any authentication, it cannot defend against “man in the middle” attacks and forged 
packets with spoofed IP addresses, and it depends on port numbers for identifying 
communicating applications and this is not a reliable indicator because many current protocols 
such as network file system (NFS) use varying port numbers. But the most important limitation 
is the difficulty of writing correct filters for complex and permanently evolving systems. 
Generally, filtering rules are far from providing perfect security against holes in the PF [Al-
Shaer et al. 2005]. 
2.1.3.4.1.2. Stateful Inspection Packet Filtering Firewalls (SPF) 
While PF works by statically inspecting each packet against the rule set, SPF works not 
only by inspecting the packet headers but also by correlating the incoming traffic to the earlier 
outgoing requests [Siyan et al. 1995]. Basically, SPF builds a dynamic session table to record 
relevant information of each communication to trace the validity of each packet in these 
connections. For example, a TCP ACK packet not preceded by a TCP SYN packet with a 
correct sequence number should be blocked. SPF dynamically opens and closes ports according 
to the connection needs.  In this way, it makes filtering and network management easier.  
While SPF can protect against some attacks that exploit weaknesses in the network level 
protocols, it cannot provide protection at the application level. Application defense requires an 
increased awareness of the payload content. 
2.1.3.4.1.3. Circuit Proxy Firewalls (CPF) 
These firewalls work as relaying agents between the internal and the external hosts 
[Stephens 2004]. The idea is to protect internal hosts from being directly exposed to the outside 
world. The CPF accepts requests from internal hosts for connections to the outside world, 
destroys the original IP and transport layer header, encapsulates the payload in newly 
constructed headers with their own IP addresses and finally sends the request with the changed 
IP to the outside server. In addition, CPF requires authentication before establishing 
connections. While CPFs can support large numbers of protocols as they do not have to 
understand application level protocols, they open security holes as they cannot provide defenses 
against some application level attacks.  





2.1.3.4.1.4. Application Proxy Firewalls (APF) 
APFs (also called application-level gateways) operate on Layer 7 of the OSI model. Like 
CPF, APF acts as an intermediary between internal and external hosts [Panko 2004]. APF 
provides all the services provided by CPF. In addition, APF is application level protocol aware. 
In this way, APF can inspect application level commands and discard malformed ones. The 
main drawback is that a separate application-proxy must be written for each application type 
being proxied. In addition, the applications must be modified to work with APF.  
2.1.3.4.2. Intrusion Detection Systems 
A Network Intrusion Detection System (NIDS) is a packet sniffer that passively inspects all 
inbound and outbound network traffic, and notifies network administrators when it identifies 
suspicious patterns that may indicate an attack [Sekar et al. 1999]. The two main categories of 
IDS detection algorithms are signature-based and anomaly-based. A signature-based IDS 
examines packets for well known attack signatures, while an anomaly-based IDS detects 
unusual behavior, usually based on statistical methods. Signature-based IDSs are in general not 
capable of detecting new attacks, while anomaly-based IDSs suffer from a high rate of false 
alarms. Correlation techniques try to overcome these kinds of limitations, but do not completely 
resolve IDS’s limitations and issues. Note that IDSs are processing intensive. For this reason, 
they are generally placed in parallel with the data stream. The major limitation of IDSs is their 
inability to instantly drop suspicious packets or stop attacks as it is not placed in-line with the 
data stream. 
 To overcome this limitation, the next generation Intrusion Prevention System (IPS) is 
placed in-line with the data stream [Zhang et al. 2004]. The main aims are to actively analyze 
traffics and undertake protective actions such as gathering new information, reconfiguring the 
firewall rules, and dropping suspicious packets or closing some ports (sources of attacks).  The 
IPS can reassemble the traffic stream and look at application commands to detect suspicious 
fields. However, the IPS suffers greatly from the problem of false positives, which prevents its 
use on a large scale. 
2.2. Quality of service (QoS)  
The Internet is becoming the universal communications network for all varieties of 
information, from the simple transfer of binary computer data to the transmission of voice, 
video or interactive information in real time. These specific applications require new network 
services. What has been a network offering a single best effort service, now has to evolve into a 
multi-service network. With the evolution of the new real time applications, it is not possible for 
all types of traffics to receive the same treatment from the network, as the network can only 
provide a best-effort service. This best-effort treatment causes many problems to real time 
applications, because they are sensitive to parameters such as delay, packet loss or jitter. The 
implementation of QoS techniques is therefore necessary. Consequently, the question of how to 
provide QoS has been a major issue for the Internet over the past decade. 
2.2.1. What is QoS? 
Quality of Service (QoS) is a heavily loaded term with many different meanings depending 
on the specific context. Different applications or end systems may have different interpretations 
for their QoS requirements. For the purpose of this discussion, QoS refers to those mechanisms 
within the architecture that enable the network to provide services meeting the advertised 
performance specifications (i.e., bandwidth, packet delay, and packet loss rates, etc.), and that 
allow a network to degrade gracefully during unanticipated loads or failure scenarios [Al Sipe 
2005]. 
From the network viewpoint, QoS is the ability of a network element to have some level of 
assurance that its traffic and services requirements can be satisfied [Marchese 2007].  
 





2.2.2. QoS Parameters  
In this section we present parameters that are mostly used to describe QoS requirements of 
IP traffic and QoS provided by IP networks. According to IETF (Internet Engineering Task 
Force), Quality of Service refers to the nature of the packet delivery service provided, as 
described by parameters such as achieved bandwidth, packet delay, and packet loss rates 
[Shenker & Wroclawski 1997]. 
In fact, different applications may have different interpretations of their QoS requirements, 
however the following four parameters: throughput, delay, jitter, and packet loss rate are 
considered to be the basic forms of QoS. 
2.2.2.1. Throughput 
Throughput: also called “bit rate” or “bandwidth”, is defined as the rate at which IP packets 
can be sent to the network [Douglas 2001]. Throughput is usually measured in bits per second 
(bit/s or bps), and sometimes in packets per second. In the literature, the term “Bandwidth” 
usually refers to the capacity of transmission of a physical link while, “throughput” is the 
transmission rate of the data, which is usually smaller than the physical bandwidth. 
 
To ensure a certain level of throughput two things should be considered: 
- Allocation of link capacity, and 
- the processing capacity of the intermediate nodes. This processing capacity should 
be in accordance with the allocated link capacity; otherwise a bottleneck situation 
could happen. 
2.2.2.2. Delay 
Delay:  also called latency, is defined as the period of time it takes an IP packet to traverse 
from one point in the network to another [Huston 2000]. 
End-to-end delay generally refers to the delay it takes an IP packet to traverse from the 
sender to the receiver. In other words, it is the time required for the source to send the first bit of 
an IP packet and the destination to receive the last bit of that IP packet. End-to-end delay is 
composed of four main components [Evans & Filsfils 2007]: 
- Propagation Delay: is the amount of time it takes for the head of the signal to 
travel from one network element to another one over a communication medium. It 
can be computed as the ratio between the distance and the speed of the 
transmission medium. 
- Switching Delay: is the time difference between receiving a packet on an incoming 
interface of a network element and the enqueuing of the packet in the scheduler of 
its outbound interface. 
- Scheduling Delay: is the time difference between the enqueuing of a packet on the 
outbound interface and the start of clocking of the packet onto the outbound link. 
- Serialization delay: is the amount of time required to push all of the packet’s bits 
into the wire. In other words, this is the delay caused by the data-rate of the link. It 
is a function of the packet’s length in bits [Kurose and Ross 2010]. 
2.2.2.3. Jitter 
In packet networks, especially in the Internet, end-to-end delays of different packets 
between a sender and a receiver are not the same. The jitter is the variation in this end-to-end 
delay [Evans & Filsfils 2007]. It is caused by the variation in the network’s delay components 
(propagation, switching, scheduling and serialization) described above. 
2.2.2.4. Packet Loss 
Packet loss: is defined as the ratio of the number of packets lost over the total number of 
packets sent to the network. Packet loss is mainly caused due to over-buffer in the routers along 
the path. A full queue will drop arriving packets until a packet in the queue is served and leaves 





the router. Packet loss caused by the lack of space in the routers is called loss caused by 
congestion.  
Another important parameter to be considered is Reliability. In our context, reliability may 
be considered as subsumed loss. It refers to the correct delivery of a data unit to its destination. 
Packet retransmission is a technique used for loss recovery to ensure a reliable service; while 
this technique can help in recovering the lost packets, it does not change loss ratio.  
2.2.3. The Need for QoS Support 
 There is, in fact, a well-known debate about the usefulness of QoS on the Internet. The 
opponents of QoS frequently suggest adding more bandwidth (i.e. over provisioning) to solve 
problems related to congestion, packet loss, and delays, since more bandwidth is becoming 
available at a cheaper price.  
 
QoS specialists argue that networks need QoS support for the following reasons [El-Gendy 
2003]: 
- Many real-time applications such as voice over IP (VoIP), video-conferencing, and 
telemedicine require not only a good bandwidth, but also guarantees on delay, jitter, and 
packet loss.  
- The advent of advanced multimedia applications and the growing use of the Internet in 
our daily life is expected to use up the offered bandwidth very quickly, which takes us 
back to the same (bandwidth-limited) situation again. 
- In the presence of other application traffic (such as telnet, WWW traffic, and bulk file 
transfers) over the same network, packets from real-time applications can experience 
varying and unpredictable amounts of delay, jitter, and packet loss, especially in the 
absence of any prioritization.  
 
Therefore, one of the advantages of installing QoS mechanisms in any network is to provide 
prioritization and protection to chosen traffic streams. It can also protect time-critical packets in 
case of congestion, where network components may experience peak usage at certain periods.  
2.2.4. QoS mechanisms 
Our concern here is QoS mechanisms at the IP network layer. Currently layer 3 is the lowest 
level of the protocol stack that extends end-to-end QoS. Consequently, it is a key factor to 
ensuring service quality. For this reason, a wide variety of QoS mechanisms have been 
developed at this layer. QoS mechanisms are applied at network nodes and can directly impact 
the forwarding behavior. These mechanisms will be described in the following subsections. 
2.2.4.1. Classification 
The main goal of QoS is to provide priority including dedicated bandwidth, controlled jitter, 
latency, as well as improved loss characteristics. A QoS policy should identify which priority 
level will be given to each traffic flow. After that, classification algorithms can be used to 
inspect each packet and mark it with its associated priority level. For example, high priority 
traffic such as VoIP should be served before non-priority ones such as e-mail or FTP packets. 
In order to handle traffic differently according to its priority, packets must be classified.  
Classification is the process of identifying flows of packets and grouping individual traffic flow 
into aggregated streams.  
To easily proceed in our discussion, we have to distinguish between three important terms: 
flow, stream, and traffic classes or aggregate [Evans & Filsfils 2007]: 
- Flow: an IP flow is typically identified by the 5-tuple source; IP address, destination 
IP address, source Port number, destination port number, and transport protocol. 
- Stream: is an aggregation of flows based upon common classification criteria. For 
example all VoIP flows coming from gateway 196.68.1.1. 





- Traffic classes: is an aggregation of streams, for the purpose of applying a common 
action. For example, all VoIP streams from a particular site which may consist of 
streams of traffic from a number of VoIP gateways. 
 
As depicted in figure II-12, the packet classification process is performed by matching 
multiple packet header fields against a potentially large set of filters to find a matching rule. 
Packet classification is an important function for a variety of network applications. It was 
implemented in several application areas such as QoS, firewalls, and secure routing.  
 
 
Figure II-12: Packet classification process. 
 
The classification process ranges from simple to complex. In simple classification, only a 
single field (such as destination IP address for identifying routing next hop, or ToS field for 
identifying the corresponding class of service to be applied) is used to classify packets. Simple 
classification is also called single field classification. The more complex type is the multi-field 
classification in which multiple packet header fields are searched against a potentially large set 
of filters to find a matching rule (such as QoS classification and firewall filtering).  
The packet classifier component inspects incoming packets and classifies them. As the 
classifier inspects multiple fields in the packet, it is called a Multi-Field (MF) classifier [Borg et 
al. 1999].  
The inspected fields belong to different network layer headers [Gupta 2000]: 
- At the Transport Layer Protocol Header: the MF packet classifier inspects two 
fields of the transport layer protocol header, the source and destination port 
numbers; these fields naturally help to identify the applications running over TCP 
or UDP; a list of well-known port numbers is maintained by Internet Assigned 
Numbers Authority (IANA) [IANA]. 
- At Network Layer Protocol Header: three fields are inspected at this layer, the 
source host IP address that helps to identify the sending host, the destination host IP 
address, which helps to identify the end-system receiving the data, and the protocol 
identifier that is used to identify the transport-layer protocol in use. 
    The previously mentioned five fields of the transport protocol and network protocol 
headers are used to define the traffic flow [Huston 2000]. They are collectively called “five-
tuple”. 
Actually, the complexity of MF classification increases as the number of classification 
fields increases. The time complexity of the classification algorithm could be calculated by 
o(logk-1 n), where k is the number of classification fields and n is the filtering rule length [Taylor 
et al. 2003].  A lot of algorithms have been proposed to deal with this difficult problem. Broadly 
speaking, we can categorize classification algorithms in the following groups: “basic search 
algorithms”, “heuristic algorithms”, “geometric algorithms” and “hardware specific search 
algorithms”. Taylor [Taylor 2005] published a very useful survey and taxonomy of packet 
classification techniques. 
 






Marking is the process of setting a particular value to some portion of the MPLS or IP 
packet headers (such as the ToS field in IPv4). The written values could be a priority, 
congestion information, an application type or other types of information. The goal of marking 
is to easily identify packet later by simple classification. 




Figure II-13: IP ToS Byte Standards. 
 
Adding a ToS field was the first step towards QoS in an IP network. As depicted in figure 
II-13, a ToS is used for selecting the appropriate service parameters at network elements. The 
main choice is a tradeoff among low delay, high reliability, and high throughput. As shown in 
the figure, the first three bits (bits 0–2) are used for precedence. Precedence can take one of 
eight values as shown in table II-3.  
Bit 3 is used for delay (D) specification. D=0 indicates “normal delay,” and D= 1 indicates 
“low delay”. Bit 4 is used for throughput (T). T=0 indicates “normal throughput,” and T=1 
indicates “high throughput”. Bit 5 is used for reliability (R). R=0 indicates “normal reliability,” 
and R=1 indicates “high reliability”. Bits 6–7 are reserved for future use. Recently these two 
bits are used for Explicit Congestion Notification (ECN) [El-Gendy 2003]. 
 
Unfortunately, IP ToS and IP precedence do not work as a viable solution for supporting 
QoS on the Internet due to the absence of strict rules for processing the IP ToS field in IP 
routers. Therefore, incompatibilities and lack of support hampered their deployment.  
 
Table II-3: IP Precedence. 
Precedence Bits 
Network control 111 
Inter network Control 110 
Critical 101 






To overcome this problem, the Differentiated Service architecture developed a 
Differentiated Services Code Point (DSCP) [Kathleen et al. 1998].  In order to maintain 
compatibility with the existing IPv4 infrastructure and IPv6, Differentiated Service presents a 
relatively minor change to the actual IP packet. Rather than incorporating an actual design 
change, Differentiated Service incorporates only a semantic change by redefining the use of the 
TOS field. The newly renamed field, Differentiated Services (DS) field, uses the first 6 bits of 
the TOS field while the remaining 2 bits are reserved for future use.  





 Each value in the DS field is responsible for aggregating packets into classes. Each 
different class is associated with a specific Per-Hop Behavior (PHB) which defines how a 
packet will be prioritized for transmission, and dropped due to buffer overflow, as will be 
described in section II.2.5.2. 
2.2.4.3. Metering, Policing, and Shaping 
The IP Network has to implement some mechanisms to monitor and control network traffic. 
For example, traffic exceeding a predefined contract may be discarded immediately, marked as 
non-compliant or left as it is, depending on the administrative policy and the characteristics of 
the excess traffic (this is called traffic conditioning). 
To monitor and control traffic, we present three different mechanisms: 
- Meters or traffic meters is one mechanism used to measure the properties of a 
traffic stream (e.g., bandwidth, packet counts). The measured characteristics are 
stored as flow state and used by other functions. 
- Policing is the process of monitoring and controlling network traffic for compliance 
with a traffic contract. A policer normally, handles out of profile traffic by 
discarding excess packets. Policers are implemented using the token bucket 
algorithm [Cho 1999]. 
- Similar to policers, the shaper also is used to monitor and control network traffic. 
Shapers delay some or all of the packets in a traffic stream in order to limit the 
stream’s peak rate to cause it to conform to some defined traffic profile. A shaper 
usually has a finite-size buffer, and packets may be discarded if there is not 
sufficient buffer space to hold the delayed packets. A shaper is implemented using 
the leaky bucket algorithm [Li & Stol 2002]. 
2.2.4.4. Queuing, Scheduling, and Dropping 
Queues are finite buffers, which represent locations where packets can be stored. Queuing is 
a technique used by inter-network devices such as routers or switches during periods of 
congestion. Packets are stored in queues for subsequent processing. A queuing discipline could 
have multiple queues for different traffic classes [Cho 1999].  
Packets are placed in multiple queues according to their priority levels. Afterwards, 
schedulers pick packets from the queue to be served according to their priorities. 
Packet scheduling refers to the decision process used to choose the required packets in a 
multi queuing system to be serviced first. Bandwidth allocation is one of the most important 
goals of a queuing discipline. Fair or preferential bandwidth allocation can be achieved using an 
appropriate queuing discipline. The same mechanism also isolates a misbehaving flow, and 
thus, protects other traffic. Another important goal is to control delay and jitter that are critical 
to emerging real-time applications. 
 
A large number of scheduling algorithms are now in use; in the following list we describe 
the most used queuing algorithms: 
- FIFO: The simplest possible queuing discipline is FIFO (First-In-First-Out), which 
has only a single queue. FIFO makes no distinction between packets and merely 
serves them in order of arrival 
- SPQ: SPQ (Strict Priority Queuing) also called LLQ (Low Latency Queue). In a 
system with multiple queues associated with different priorities, a queue with a 
higher priority is always served first. It serves highly delay sensitive real time 
traffic faster than the other queues. Priority queuing is the simplest form of 
preferential queuing. However, in this technique, low priority traffic easily starves 
unless there is a mechanism to regulate high priority traffic. 
- WFQ: WFQ (Weighted Fair Queuing) is an algorithm that assigns an independent 
queue for each flow. WFQ can provide fair bandwidth allocation in times of 
congestion, and protects a flow from other flows. A weight can be assigned to each 
queue to give a different proportion of the network capacity. WFQ is an adaptation 





of the flow based Generalized Packet Service (GPS) to variable sized discrete 
packets. 
-   CBQ: CBQ (Class Based Queuing) provides fine granularity of bandwidth sharing 
and traffic priority control. It achieves both partitioning and sharing of link 
bandwidth by hierarchically structured classes. Each class has its own queue and is 
assigned its share of bandwidth. CBQ is non-work conserving and can regulate 
bandwidth use of a class. A child class can be configured to borrow bandwidth from 
its parent class as long as excess bandwidth is available. 
 
 Another aspect of multiple queues is buffer management. Buffer management refers to any 
particular discipline used to regulate the occupancy of a particular queue. Each service class has 
an associated buffer to store packets. Once the buffer is full, any incoming packets have to be 
dropped. The allocation of buffer space is an important design factor and obviously has to be 
related to any real time delay requirements (e.g. voice, video applications).  Yet another goal of 
packet dropping is to avoid congestion. A router can implicitly notify the source of a TCP 
connection about a possible congestion situation by intentionally dropping a packet. In this way 
the packet source will decrease its transmission rate, and the router will avoid the congestion 
situation [Frangiskatos & McKenzie 2004]. 
Dropper is the software component that discards some or all of the packets in a traffic 
stream in order to limit the queue length, or as an implicit congestion notification. The most 
implemented dropping algorithms are: 
- TD: TD (Tail Drop) is the simplest dropping algorithm. With tail drop, when the 
queue is filled to its maximum capacity, the newly arriving packets are dropped 
until the queue has enough room to accept incoming traffic. 
- RED: RED (Random Early Detection) is a dropper mechanism that exercises packet 
dropping stochastically according to the average queue length. By randomly 
dropping packets prior to periods of high congestion, RED tells the packet source to 
decrease its transmission rate (congestion avoidance). RED avoids traffic 
synchronization in which many TCP connections lose packets at any one time. 
Also, RED makes TCPs keep the queue length short. RED is fair in the sense that 
packets are dropped from flows with a probability proportional to their buffer 
occupation. Since RED does not require per-flow state, it is considered scalable and 
suitable for backbone routers. 
- WRED: WRED (Weighted RED) generally drops packets selectively based on IP 
precedence. Packets with a higher IP precedence are less likely to be dropped than 
packets with a lower precedence. Thus, higher priority traffic is delivered with a 
higher probability than lower priority traffic.  
2.2.5. IP QoS Architecture  
The way of classifying traffic and providing QoS levels defines different QoS architectures. 
Mainly, we distinguish between two standard QoS architectures: Integrated Services and 
Differentiated service. Furthermore, there are other QoS techniques such as MPLS, Traffic 
Engineering and Over-provisioning. While the Over-provisioning approach searches to provide 
higher bandwidth than required by the demanding traffic by allocating more network resources 
[Abella et al. 2002]; the Traffic Engineering approach treats network utilization as an 
optimization problem. It searches for methods and techniques to maximize network 
performance and minimize congestion [Ash 2007].  
2.2.5.1. Integrated Services Architecture 
Integrated Services (IntServ) is proposed by IETF as the first effort to bring QoS into the 
Internet [Braden et al. 1994]. The name “Integrated Service” means an Internet in which 
traditional best-effort datagram delivery can coexist with additional enhanced QoS delivery 
classes [White 1997].  The main purpose of IntServ is to enable the provision of QoS support 
over IP-based internets to support real-time as well as non-real time applications.  






The IntServ model proposes two service classes in addition to the normal Internet Best 
Effort Service. These services are:  
- Guaranteed Service for applications requiring a fixed delay bound [Shenker et al. 1997]; 
and 
- Controlled Load Service for applications requiring reliable and enhanced best effort 
service [Wroclawski 1997]. 
2.2.5.1.1. Integrated Service Model 
The philosophy behind the IntServ model is that there are limited resources in routers to be 
able to provide special QoS for specific user packet streams or flows. This in turn requires per-
flow resource reservation in each router.  This per-flow reservation is performed by a setup 
signaling protocol.  IETF proposed the Resource ReSerVation Protocol (RSVP) to provide this 
functionality [Braden et al. 1997]. The signaling process concerns the endpoints and all 
intermediate routers along the path between end-points as described below. 
2.2.5.1.2. Path Setup with RSVP 
 
Figure II-14: Resource reservation setup using RSVP in Integrated Service network. 
 
The resource reservation setup process using RSVP is illustrated in figure II-14. RSVP is 
used by a host to request specific qualities of service from the network for particular application 
data streams or flows. The sender sends a PATH message through the network towards the 
receiver specifying the characteristics of the traffic. Every intermediate router along the path 
forwards the PATH Message to the next hop determined by the routing protocol. At each hop, 
the router analyses the PATH message, creates a path state and forwards the PATH message to 
the next hop through the normal routing process. Upon receiving the PATH message, the 
receiver responds with a RSVP message to reserve resources in routers along the path that has 
been determined by the PATH message.  Every intermediate router along the path can reject or 
accept the request of the RESV message. If the request is rejected, the router will send an error 
message to the receiver, and the signaling process will terminate. If the request is accepted, link 
bandwidth and buffer space are allocated for the flow and the related flow state information will 
be installed in the router [Xiao & Ni 1999]. The resource reservation process is unidirectional 
this means that if a two-way communication needs Guaranteed Service or Controlled-Load 
Service, it has to reserve resources in both directions [Wroclawski 1997b]. 
Figure II-15 represents a functional block diagram of a typical IntServ RSVP-capable 
router. IntServ is implemented by four components: the signaling protocol (e.g. RSVP), the 
admission control routine, the classifier, and the packet scheduler. Applications requiring 
Guaranteed Service or Controlled-Load Service must set up the paths and reserve resources 
before transmitting their data as described above.  
The Admission Control function is responsible for handling service requests from new 
flows and allocating critical resources such as buffers and bandwidth. If the new flow can be 
granted the requested QoS without impacting earlier guaranteed flows, the request is accepted. 
When QoS characteristics cannot be met, the requested service is refused.  When a router 
receives a packet, the classifier will perform a Multi-Field (MF) classification and put the 





packet in a specific queue based on the classification result. The packet scheduler will then 
schedule the packet accordingly to meet its QoS requirements. 
 
 
Figure II-15: Integrated Services RSVP-capable router. 
2.2.5.1.3. Advantages and Disadvantages of Integrated Service architecture 
The advantages of IntServ architecture are [El-Gendy 2003]: 
- Flexibility in meeting QoS needs: the resource reservation is done on a per-flow 
basis and therefore, it can satisfy resource requirements of individual flows. 
- Assured and deterministic QoS: RSVP messages traverse the same end-to-end path 
as application data traffic from source to destination and establish reservation states 
in each router along this path. This makes the reservation process accurate in terms 
of providing the required QoS. 
- Adjustments to route changes: RSVP reservations are soft states and need to be 
refreshed periodically. The refreshment process detects any route changes during 
the lifetime of a session and adjusts the reservation path accordingly. This is 
possible because the RSVP messages follow the same route taken by the data 
packets. 
- Support of multicast communication: Since RSVP is a receiver-oriented protocol, it 
can support multicast sessions as multiple receivers join the multicast and reply 
with RESV messages to the source. The required resources are then reserved 
accordingly.  
 
The disadvantages of IntServ architecture are [El-Gendy 2003]: 
- The IntServ model lacks scalability: the amount of state information increases 
proportionally with the number of flows. This places a huge storage and processing 
overhead on routers. This is a direct consequence of per-flow resource reservation 
and traffic handling at the intermediate routers, therefore, it does not scale in the 
core routers or backbone networks. 
- Long reservation setup time: Applications have to wait until the reservation using 
RSVP is complete. This may delay the starting time and may be unacceptable for 
certain real-time applications that require immediate response to meet strict 
deadlines.  
- Because the resource reservation and the QoS calculations are done a priori and as 
closely as possible to the specified traffic profile given by the applications, any 
unforeseen and major changes of data traffic because of application upgrade or 
application change of requirements may have unpredictable effects unless 
renegotiation and re-reservation is undertaken using the new traffic profiles. 
- IntServ is not compatible with IPsec, because of the multi-field classification 
required at each router in the path to identify individual flows. Since IPsec encrypts 





the transport-layer headers in a packet, routers do not have access to these headers 
for classification.  We propose a solution for this problem as described in chapter 
(V). 
2.2.5.2. Differentiated Services 
An IntServ router distinguishes between a potentially very large number of flows, resulting 
in very large flow of state tables. Thus, it is not suitable for the core of the Internet because of 
its inability to respond to traffic changes and lack of scalability. In order to address the problems 
of IntServ, the IETF developed the Differentiated Service (DiffServ) architecture as a more 
scalable alternative [Blake et al. 1998]. 
2.2.5.2.1. Differentiated Service Model 
The philosophy behind DiffServ architecture is to reduce the huge number of micro flows 
into a small number of aggregate flows. Furthermore, admission control or policing are no 
longer the responsibility of core routers. The complexity is pushed to the edge routers at the 
extremity of the domain. 
 
Thus, with the goal of reducing the data set, and speeding up the processing, the DiffServ 
model is based on flow aggregation; basically, this technique groups together a set of data with 
similar properties. In the field of networking, common examples of these properties include 
aggregating statistics per flow, per source address, per destination port, etc.  
 
In the DiffServ environment, only edge routers control per-flow traffic and then mark this 
traffic with an appropriate DSCP (Differentiated Service Code Point) value using six bits of the 
“Type of Service” (ToS) or DS field in IP header [Rosen et al. 2001]. DiffServ is essentiality a 
relative-priority schema.  
 
In addition to the Best Effort (BE) service, DiffServ defines two service classes [Di & 
Muftah 2002]: 
- Expedited Forwarding (EF): The EF service is a low delay, low jitter and low loss 
premium service. The user requests a certain (peak) rate and the network guarantees 
the required resources.   
- Assured Forwarding (AF): The AF service promises a minimum throughput (target 
bandwidth) whatever the network load, plus a share of any unused bandwidth. This 
service provides a ‘better than BE’ by controlling the drop preference of packets in 
periods of congestion. 
 
The DiffServ architecture is described in Figure II-16. The DiffServ architecture 
significantly reduces the complexity of core routers (interior nodes). It keeps core routers away 
from the analysis of complex sets of per-flow information (e.g. source address, destination 
address, source port, destination port, protocol), and from maintaining per-micro-flow state 
information. The core router only needs to examine the DSCP value in the IP packet (simple 
single-field classification) to treat the packet appropriately. The way of treating a packet in a 
DiffServ node is called Per Hop Behaviour (PHB). As there are a maximum 64 DSCP values, a 
maximum 64 PHBs can be defined in a DiffServ node. As traffic in a DiffServ network is 
considered as one way traffic, there are two kinds of boundary nodes implemented in the edge 
router: ingress node and egress node.  
 
 






Figure II-16: DiffServ architecture 
 
The classification of micro-flows, checking conformance of the traffic and marking packets 
are configured in boundary nodes according to the service-level agreements (SLA) negotiated 
between the DiffServ domain and its customers. As illustrated in Figure II-16, the ingress node 
is the node where traffic enters the DiffServ domain and the egress node is the node where 
traffic leaves the domain. The ingress node is responsible for classifying flows by performing 
complex multi-field classification, checking its conformance and marking it with appropriate 
DSCP values. In other words, ingress nodes perform the aggregation of micro-flows into 
behavior aggregates. Egress nodes can remark packets and/or perform some shaping actions 
before sending traffic into end-host or downstream domain. The remarking of packets can also 
be made by the ingress nodes of the downstream DiffServ domain [Nguyen 2003]. 
 
Figure II-17 depicts a typical DiffServ edge router. This figure represents how all the 
previously mentioned QoS mechanisms (in section 2.2.4.) are used in the DiffServ architecture 
to provide the required QoS level [Evans & Filsfils 2007]. 
 
 
Figure II-17: DiffServ edge router with shaper. 
2.2.5.2.2. Advantages and Disadvantages of Differentiated Service Architecture 
The DiffServ architecture has the following advantages over IntServ [El-Gendy 2003]: 
- Scalability: The DiffServ architecture addresses the scalability problem of IntServ 
by providing different service levels to traffic aggregates instead of individual flows 
and removing the need for per-flow states in each router in the end-to-end path. 
This makes it more suitable for the Internet. 
- No setup time: There is no need for signaling in DiffServ, and usually services are 
constructed of SLAs, traffic forwarding, and conditioning through network nodes 
and domains. 
- On-the-fly admission control: This is done through traffic policing and remarking at 
edge routers, so there is no need to have an admission control decision in every 
node. 
 





Despite these advantages, a number of operational issues need to be resolved before the 
DiffServ architecture can be deployed in practice [El-Gendy 2003]: 
- The DiffServ standard as proposed does not provide end-to-end QoS assurances to 
Internet traffic. It only specifies how individual domains can be configured to 
provide service differentiation to different traffic classes.  
- The DiffServ architecture does not have a specific scheme for accurate admission 
control. Rather, it uses traffic policing and shaping to provide on-the-fly admission 
control at the edge and boundary routers.  
- In order for applications to take advantage of DiffServ capabilities, there is a need 
for developing appropriate application programming interfaces (APIs) on end-hosts. 
- Mapping and interoperation with other schemes (such as MPLS and ATM) are 
necessary for DiffServ to be deployed across many domains. Although there are 
proposals for mapping DiffServ’s service classes to IntServ [Wroclawski & Charny 
2001] and MPLS [Faucheur et al. 2002], more research is needed in order to 
measure the effectiveness of these proposals. 
- While IPSec encryption or tunneling has no effect on core routers because core 
routers depend on the DSCP stored in TOS field of outer IP header, edge routers 
have difficulty dealing with IPSec as they have to perform complex multi-field 
classification  which is not possible with encrypted and tunneled IP traffic. We have 
provided a solution to this problem in chapter (V). 
2.2.5.3. Multi-protocol Label Switching 
Multi-protocol Label Switching (MPLS) [Rosen et al. 2001] is a forwarding scheme rather 
than a QoS architecture. The MPLS architecture does not define how to provide QoS. However, 
it can be a valuable tool to ameliorate delay and improve jitter of the user’s traffic.  
 
Figure II-18 describes the architecture of MPLS. An MPLS network is composed of MPLS 
nodes called LSRs (Label Switching Router). At the ingress LSR, an IP packet is matched into a 
FEC (Forwarding Equivalence Class) and associated with a label corresponding to its FEC. This 
label is used as an index into a table which specifies a new label and the next hop to which LRS 
must forward the packet. The old label is replaced by the new one and the packet is forwarded 
to its next hop. This process is repeated at each LSR until the egress LSR of the MPLS domain 
[Nguyen 2003].  
 
As illustrated in figure II-18, label 16 is added before the IP packet header at the entry of the 
domain. Upon receiving this packet, the next LSR looks at the label forwarding table, and finds 
the next LSR and a new label with a value of 20. The packet is forwarded to the next LSR with 
the new label. This operation of changing labels is called label swapping. The sequence of LSRs 
that the packet is forwarding from the ingress node to the egress node is called LSP (Label 
Switched Path). 
 
Figure II-18: MPLS architecture. 





MPLS architecture assumes that several protocols may be used for label distribution 
between LSRs. Three available protocols for this purpose are the Label Distribution Protocol 
(LDP), RSVP-TE, and the Border Gateway Protocol (BGP). 
 
In comparison with traditional IP routing, MPLS is much faster because the label is used to 
index into the forwarding table at the router. This lookup requires only one access to the table, 
in contrast to a traditional routing table access that might require several thousand lookups to 
find the longest match [Rekhter & Rosen 2001]. Since this operation speeds up IP packet 
forwarding, traffic is sent through the network with less delay and jitter than with traditional IP 
routing operations. As a result, MPLS can ameliorate delay and jitter significantly. 
The FEC can be used to support QoS operations. An MPLS domain can provision resources 
to support different classes of service. Each class is identified as a FEC and associated with a 
label. Incoming IP packets are matched into these FECs and follow the appropriate provisioned 
LSPs. The information matching an IP packet with a FEC can be [Black 2002]: 
- Source and/or destination IP addresses 
- Source and/or destination port numbers 
- IP Protocol ID 
- DSCP 
- IPv6 Flow Label 
 
FEC can be defined at coarse granularity, or fine granularity, or a combination of both. This 
granularity determines the size, the manageability of the forwarding table, and the scalability of 
the network.  
2.2.6. Security and QoS Interactions 
Security and quality of service mechanisms are not independent. We believe that choices of 
security mechanisms impact the effectiveness of quality of service and visa-versa. Quality of 
service requires security mechanisms to ensure appropriate service level. Without the protection 
of security mechanisms, a QoS model is vulnerable to both theft of service and denial of 
service, which inhibits the guarantee of network resource availability [Striegel 2002]. In fact, 
poor security mechanism selection and placement can reduce the performance of the QoS 
provisioned network.  
 
In the following we present the effect of different security mechanisms on the QoS 
parameter [Podey et al. 2003]: 
- Authentication: inside a QoS network, authentication is the key to assure that QoS 
is assigned to the precise user who should get it. Authentication may affect QoS 
Parameters in the following way: 
• Delay: the delay during end to end authentication has an influence on the 
duration of the connection setup. 
• Jitter: authentication has no real influence on jitter. 
• Throughput: authentication needs a low bandwidth through the network.  
• Loss: packet loss may cause inappropriate functioning of the authentication 
process. A guaranteed delivery of the packet is required to ensure that the 
authentication packets arrive at the communication partner. 
−  Cryptographic security mechanisms: such as encryption and authentication 
algorithms used by the IPSec framework have the following effects on QoS 
parameters: 
• Delay: encryption/authentication process causes a delay because all the 
packets have to pass the security algorithms. This delay depends on the 
encryption/authentication algorithm and its implementation and the length 
of the associated key. 
•  Jitter: at the processing of packets there could be randomized delay at the 
generation, transmission, and reception of packets. 





•  Throughput: when using encryption/authentication the bandwidth needs to 
expand as some new headers will be added to the packet; such as IPSec 
ESP, or IPSec AH headers, or additional external IP-header per packet in 
the case of the tunnel mode. 
• Loss: the loss ratio will be affected by the sending rate and the IPSec 
gateway capacity. Packets exceeding the gateway processing capacity will 
be dropped. 
− Non-cryptographic security mechanisms: such as Firewalls, IDS, and antivirus 
affect QoS parameters as follows: 
• Delay: non-cryptographic security mechanisms insert a delay; this delay 
depends on the type of processing to be performed. Packet filtering has  a 
lower delay compared with a signature-based IDS which needs more time 
to process the packet due to the string matching process performed to 
ensure that the packet is not malicious. 
• Jitter: If the switching process needs too much time, there could be a 
random delay due to the fact that the processor has reached 100% 
utilization. 
• Throughput: security devices themselves will not cause a higher connection 
bandwidth, but they decrease the maximum bandwidth due to the limits of 
processor speed and the implementation design. 
• Loss: if the security device reaches 100% utilization, the allocated buffer 
will be occupied and any additional arriving packets will be dropped. 
 
Without a good understanding of the interactions between security and QoS, poor network 
design choices may result in weaker than expected security and/or less effective quality of 
service guarantees. Therefore, both services must be considered together when designing and 
implementing a network infrastructure to achieve the best possible security and quality of 
service levels.  
To deal with this issue, researchers have taken two different approaches:  
- The first approach considered security as a QoS dimension. In this model variable 
levels of security protection services (such as low, medium or high) are presented to 
the user or the system administrator. The user is free to choose the appropriate level 
of protection corresponding to the sensitivity level of the used application. In this 
way, the resource management system can adapt more gracefully to changes in 
resource availability while maintaining the required level of service [Sypropoulou 
et al. 2000]. 
- The second approach deals with QoS as a tool to ensure the availability (as a 
security propriety).  QoS is designed to work in the worst case scenario; its goal is 
to assure the required level of service for specific traffic flows; this by definition 
protects the availability of these traffic flows and resists the denial of service 
against these traffics [Shalunov & Teitelbaum 2003]. 
 
We believe that there is in fact no single solution; the choice of which approach to 
implement depends on the application domain. While the first approach seems appropriate for 
developing systems that use an adaptive policy to deal with changing states in the system 
performance, the second approach could be a good way to implement better security protection 
by combining both security and QoS mechanisms.  
2.3. Network Applications with Time Constraints 
In networks with time constraints, the correctness of the application behavior depends not 
only on the logical results of the computations, but also on the physical instant at which these 
results are produced. Network applications with time constraints are called network real-time 
applications. Real-time applications depend not only on results of computation, but also on time 
instants at which these results become available [Halang et al. 2000]. Basically, in real-time 





applications the tasks should be finished within a specific deadline, otherwise it would be 
useless or it would be a degraded level of service. Network applications with time constraints 
depend on network QoS parameters such as throughput, delay, jitter, and loss for their correct 
operation. The degree of tolerance or sensitivity to each of these parameters varies widely from 
one network application to another [El-Gendy 2003]. 
Generally speaking, real-time applications are classified into two main categories based on 
the consequences of missing deadlines. These two categories are hard real-time and soft real-
time applications. 
2.3.1. Hard real time applications 
In hard real-time systems, the consequences of missing deadlines may be catastrophic. Hard 
real-time systems are often safety critical. A single miss of the deadline may cause a fatal 
accident or total system failure [Xie & Qin 2005]. 
 
Typical examples of real-time systems include remote medical surgery, Air Traffic Control 
Systems, systems defending ships against missile attacks, automotive railway, temperature 
control systems in nuclear reactors, and mos industrial control systems. In these systems, 
meeting the deadline is necessary, since missing a deadline may cause loss of life or high 
damage. 
2.3.2. Soft real time applications 
Some examples of soft real-time applications include Voice over IP (VoIP), Video on 
Demand (VoD), video conferencing, streaming video, online games, and tele-education 
systems. 
While the consequences of missing deadlines of hard real-time systems may be catastrophic, 
such consequences for soft real-time systems are relatively less damaging. Such violation of 
timeliness constraints results in degraded quality, but the system can continue to operate. In this 
case the usefulness of a result degrades after its deadline, thereby degrading the system's quality 
of service. 
The degree of tolerance or sensitivity to deadline missing varies widely from one 
application to another. Take for example the case of a software system that maintains and 
updates the flight plans for commercial airliners navigation systems. The flight plans must be 
kept reasonably up to date but can operate to a latency of seconds. 
 
Table II-4 represents examples of real time applications and their QoS requirements 
[Marchese 2007]. 
 
Table II-4: Examples of real time applications’ QoS requirements. 
Application Delay Jitter Loss Ratio 
Data acquisition from sensors 100 ms 50 ms 0 
Radar traces 20 ms 1–3 ms 10−3 
Weapon control 20 ms 10 ms 0 
Sensor control 20 ms 10 ms 0 
Voice 250–400 ms 30 ms 10−2 
Streaming Video  5–10 s Unspecified 2*10−2 
 
It is possible to build computing systems that can concurrently support applications having 
mixtures of hard-time constraints and soft-time constraints. Next generation avionic data 
networks are an example of such systems (these will be described in the next chapter). 
Respecting the QoS and security requirements of such systems is necessary for safe operation. 
2.4. Conclusion 
In this chapter we introduced the main concepts of security, Quality of Services (QoS) and 
network applications with time constraints. We started by describing the three main security 





properties (confidentiality, integrity and availability). This is followed by a discussion of 
security threats, vulnerability and attacks.  Mechanisms to defend against such threats are 
described, this includes: setting security policies, developing authentication and authorization 
techniques, implementing cryptographic (encryption, hashing function and digital signature) and 
non-cryptographic (firewalls and intrusion detection systems) security mechanisms.  The 
Internet Protocol Security (IPSec) framework is also described in detail. The QoS section deals 
with the basic definitions of QoS and its parameters (throughput, loss, delay and jitter). It also 
covers the QoS mechanisms (classification, marking, metering, policing, shaping, queuing, 
scheduling and dropping), the two QoS architectures (integrated service and differentiate 
service) and the Multi-Protocol Label Switching (MPLS) technique. Finally, the chapter ends 
with a discussion of network applications with time constraints. It describes both soft real-time 
and hard-real time applications. 
The avionic data network is a good example of a network with time constraints that needs 
both QoS and security protection. The next chapter will talk about the next generation e-enabled 
avionic data network. 
 










III. Chapter 3: Next Generation Avionic Data 
Network 
hile the use of Internet Protocol (IP) suite in aviation allows new applications and 
benefits, it also opens the door to security risks and attacks. Starting from this 
chapter, we address security and QoS problems in the next generation embedded 
avionic data networks. In the previous chapter we presented the basic concepts related to 
security, QoS and real-time network applications. These concepts are crucial to understanding 
the problems that we are addressing in this dissertation. In this chapter we present the 
motivation for the conversion towards the next generation fully IP network-enabled or e-enabled 
avionic data networks, the avionic data network architecture, the expected risks, the security and 
QoS requirements and the previously proposed solutions.  
2.5. Towards Next Generation E-Enabled Avionic Data Networks  
The next generation e-enabled airplane is an aircraft that can participate as an intelligent 
node in a global information network. It is envisioned to posses advanced avionics highly 
integrated with digital communication technologies for automated functionalities [Wargo & 
Dhas 2003]. Along with providing Internet access to the passengers, it has networking facilities 
that enable on-board systems to communicate between themselves as well as with off-board 
systems such as air traffic control or airlines (aircraft-to-infrastructure communications or A2I ) 
and another aircraft (aircraft-to-aircraft communications or A2A ), as depicted in figure III-1 




Figure III-1: Illustration of future e-enabled airplanes, A2I and A2A communications. 
 
It is expected that, in the next 10 years, there will be 100,000 flights flying across the world 
[Thanthry et al. 2006]. This largely expanding number of airplanes makes their operation and 
management a highly complicated task.  
For this reason, the aviation industry has searched to utilize almost all the available modern 
technologies to build the next generation e-enabled airplane in a way that will revolutionize the 
current air transportation system.  
 
In this context, e-enabled airplane helps the aviation industry in two ways: firstly, it 
provides alternatives to overcome existing technical problems and limitations. Secondly, it 
provides new services that reduce airline operating costs, increase revenue opportunities and 









A good example of a technical limitation that could be solved by the e-enabled airplane is 
related to the initial voice communication system used for communication between pilots and 
ground stations. This system is based on radio communication technology; either Very High 
Frequency (VHF) or HF bands.  When a voice radio communication is used, all pilots being 
assigned to a single air traffic controller are tuned to the same frequency. As the number of 
connected pilots increases the allocated frequency becomes saturated and communications can 
supersede one another, voice message quality is degraded and thus communication errors 
increase. 
Clearly, this system suffers from the scalability problem which makes it inadequate in the 
near future. A promising solution is the implementation of Controller Pilot Data Link 
Communications (CPDLC) system. Unlike the old system which depends on an analog voice 
exchange of information, CPDLC provides ways for the digital exchange of information 
between pilots and ground stations. According to the studies performed by [Shingledecker et al. 
2005], the dependence on analog voice exchange decreases as a function of CPDLC utilization: 
for 100% CPDLC aircraft equipped, the radio voice usage decreases by 84%. CPDLC thus 
moves the e-enabled airplane into the digital communication age. The European Union has 
mandated the use of CPDLC in its upper airspace by 2013.  
 
Providing internet access to airplanes when they are airborne opens up many possible 
service opportunities. Some of them are related to flight safety and some are commercial in 
nature. Below is a list of some of the possible service features that can be deployed in an 
internet e-enabled airplane: 
 
- Download of flight black-box data in real-time: the black box plays an important role in 
retrieving important data from an airplane that has crashed. A black box constitutes two 
parts: a Cockpit Voice Recorder (CVR), and a Flight Data Recorder (FDR). 
As the name suggests, the CVR unit records the voice activity inside the cockpit and the 
FDR records the trivial data (like flight speed, altitude, temperature, etc.) related to the flight. 
With the existing computer hardware technology, it is possible to use a high capacity storage 
device within the airplane. This storage device can be connected to a Network File Server (NFS) 
and also to the traditional black box/sensor network. One of the main advantages of using a 
server with the storage device attached is that the server can mirror all the flight data to the 
ground station in real-time. This eliminates the loss of black box data [Thanthry & Pendse 
2004]. 
 
- Real-time video surveillance: flight safety is one of the most widely discussed topics in the 
aviation industry today.  The video surveillance system is a monitoring terminal connected 
to a set of cameras dispatched through the cabin and the cockpit to prevent malicious and 
suspicious behaviors. With the existing video compression standards, it is possible to 
transmit the video signals to the ground station in real-time. This enables the ground station 
to monitor the in-flight activities during abnormal situations and make appropriate decisions 
[Volner & Boreš 2005].  
 
- Remote controlling: in situations where the flight crew is compromised or is unable to 
control the flight due to unforeseen reasons, the ground station could enable remote 
controlling of the flight so that flight could be landed safely on the ground. This feature will 
be helpful in the event of hijacks or a medical emergency [Thanthry & Pendse 2005]. 
 
- Flight location tracking: it is very important for the administration to keep track of the 
position of the airplane. Typically, air traffic control keeps track of the flight position using 
transponders that detect a radio signal from the air route traffic control center or terminal 
radar control centers and respond with an amplified signal specifying crucial flight data 
including flight speed and height information. Although this system works efficiently, it is 
possible to turn off the transponder with the existing structure. In fact, the pilot activates the 
transponder once the flight is airborne. This poses serious security threats as a hijacker, 





knowing the mechanism, can turn off the transponder and break the communication 
between the ground station and the airborne flight.  
A more recent solution has been the Automated Dependent Surveillance Broadcast (ADS-
B) initiative [Cheng & Zhao 2004]. ADS-B can allow the e-enabled airplane to broadcast 
periodically (every second) its identity and accurate location information to ground controllers 
as well as other airplanes for enhanced traffic surveillance and situational awareness [Lester & 
Hansman 2007]. 
 
- Enhanced maintenance: A major goal of Air Health Management (AHM) is to improve 
the maintenance overhead and the lifetime of the aircraft. In the e-enabled airplane, wireless 
sensors and Radio Frequency Identification (RFID) tags for maintenance can meet this goal 
by offering a cost-effective means for continuously monitoring the health of structures and 
systems [Bird et al. 2005]. Such a wireless-enabled AHM can provide timely feedback to an 
onboard computer via in-aircraft communications or to off-board units via A2I 
[Sampigethaya et al. 2007].  
The maintenance operator could use his own maintenance laptop to perform on-board tests 
to establish the cause of the dysfunction and then could carry out  the repair needed [laarouchi et 
al. 2009]. 
Such a system causes a paradigm shift in commercial aircraft maintenance from the fixed-
interval scheduled process to an automated, real-time and proactive process that decreases 
stopover time and reduces maintenance costs [Domingo 2006].  
 
- Electronic Distribution of Software and Data (EDSD): distribution of software for 
airplane systems has been via physical distribution of storage media (e.g., floppy/compact 
discs) and signed documents over bonded carriers. However, compared to this legacy 
Federal Aviation Administration (FAA)-approved process, the electronic distribution of 
software has advantages such as reduction of system weight from onboard storage media 
[Robinson 2007a]. The EDSD allows ground servers to deliver software and download data 
over A2I links from the e-enabled airplane. Aeronautical Radio Inc. defined standards to 
secure the EDSD for commercial airplanes [ARINC 2006].  
 
- Advanced Flight Management System (FMS): the Flight Management System (FMS) can 
be thought of as the ‘brain’ of the aircraft navigation system, which assists pilots in 
navigation and flight preparation to compute the most efficient flight in fuel and time 
savings and automatically navigate the aircraft. It calculates performance data and the most 
fuel- efficient route to be flown based on typical aircraft parameters such as weight, cruise 
altitude and actual aircraft position, regardless of weather conditions. In the next generation 
e-enabled airplane there are many proposals to enhance the functionality of the FMS.  
The Electronic Flight Bag (EFB) is one solution that provides a full suite of electronic 
services that allows pilots to cost-effectively transition from paper-based information to 
electronic services. It is a general purpose computing platform intended to reduce, or replace, 
paper-based reference material often found in the pilot's carry-on flight bag, including the 
aircraft operating manual, flight crew operating manual, and navigational charts (including 
maps for air and ground operations) [FAA 2003]. In addition, the EFB can host purpose-built 
software applications to automate other functions normally conducted by hand, such as 
performance take-off calculations [Laarouchi et al. 2009]. 
 
- Medical Supervision System: the flight cabin is equipped with a medical supervision 
device. In flight during a medical emergency this system could be used to transmit live 
medical information to ground medical staff so that they could take the appropriate course 
of action. This system will play an important role in saving precious human lives [Ben 
Mahmoud et al. 2010a]. 
 
- In-Flight Entertainment (IFE): during recent years, IFE has become a hot topic in the 
communications world and seems to be one of the winning factors for airline and aircraft 





industry. The two major aeronautical manufactures have shown a great interest in the IFE 
systems [Radzik et al. 2007]. 
 
IFE could provide facilities such as:  
 In-flight shopping. 
 Flight re-booking. 
 Automated Teller Machines (ATM) and digital currency exchange. 
 Secure VPN access to corporate networks. 
 Live news feeds.  
 Telephone communication with multiple channel support of high fidelity audio. 
 In-seat audio/video on demand systems through a digital entertainment library for each 
passenger on-board an aircraft choosing from a wide array of interactive entertainment. 
 Video games. 
 E-mail connectivity. 
 Internet Web content. 
These IFE facilities will definitely result in higher user satisfaction and open new 
economically profitable services for airline companies. 
3.2. Domains of the Aircraft  
 
Figure III-2: A model of the on-aircraft network architecture and functional domains. 
 
The e-enabled airplane could be considered as a flying information system. With respect to 
airline operational concepts, this on-board sophisticated networked information system can be 
logically separated into three main domains:  flight control domain, cabin domain and passenger 
domain [Olive et al. 2006]. The top part of figure III-2 represents these domains: 
 
- Aircraft Control Domain:  contains two main systems: the flight and embedded control 
system and the cabin core system.  The flight and embedded control system is used to 
control the aircraft from the flight deck, this control system handles safety-critical on-board 





operations, navigation and surveillance. Failure of these systems has a direct impact on 
flight safety. The cabin core system provides environmental functions dedicated to cabin 
operation, such as environmental control, passenger address, smoke detection, etc. 
 
- Cabin Domain: provides operational and airline administrative information to both the 
flight deck and the cabin. The cabin domain systems support business critical on-board 
operations (e.g., cabin lights), and maintenance (e.g., health monitoring) functions. It also 
provides In Flight Entertainment (IFE), Internet access and support for passenger owned 
devices. 
 
- Passengers Domain: The passenger domain consists of wireless-enabled personal 
electronics, such as laptops and cellular devices, which do not support any flight related 
function. 
 
Each of theses domains are mapped to a corresponding sub-network. It is assumed that each 
service domain resides in its own segregated sub-network. The lower part of Figure III-2 depicts 
reference architecture for considering both on-aircraft networks and off-aircraft links to ground 
networks. This reference model is based on the architecture developed initially as part of 
ARINC (Aeronautical Radio Inc.) Specification 664 Part 5 [AEEC 2004] and extended in 
ARINC Report 811 [AEEC 2005]. 
 
As shown, the reference architecture identifies three broad aircraft networks:  
- The “avionic control network”: is a closed network that supports the Aircraft Control 
Domain. This network needs to communicate with the ground station to exchange Air 
Traffic Control (ATC) and Aeronautical Operational Control (AOC) information. ATC 
includes air traffic control commands, aeronautical and meteorological information, position 
reporting and services related to the safety and regularity of the flight. AOC 
Communication is required for the exercise of authority over the initiation, continuation, 
diversion or termination of flight for safety, regularity and efficiency reasons. 
 
- The “Aircraft Data Network (ADN)”: also called “crew network”, is a private network 
that supports the cabin domain. It needs to contact the Airline Company and the approved 
third parity to exchange Aeronautical Administrative Communication (AAC). AAC is used 
by aeronautical operating agencies for the exchange of information related to the business 
aspects of operating their flights and transport services. This communication is used for a 
variety of purposes, such as flight and ground transportation, bookings, deployment of crew 
and aircraft or any other logistical purposes that maintain or enhance the efficiency of over-
all flight operation. ADN also supports passengers by providing Aeronautical Passenger 
Communication (APC) services. 
 
- And, the “Passengers Network” which is a public Network consists of electronic devices 
that are brought on-board an aircraft by passengers. 
3.3. The Use of Internet Protocol Suite in E-Enabled Aircraft 
The aviation industry has been influenced by three main technologies: 
- Commercial-Off-The-Shelf (COTS) products: 
The widespread use of Commercial-Off-The-Shelf (COTS) lightweight computational 
hardware, enable aviation industries and airlines to reduce the overall system development and 
maintenance costs [ICAO 2002]. Some studies show the visibility of using COTS products in 
building hard real-time systems [Pascal et al. 2000]. The use of COTS practices and protocols in 
product implementations and systems integration, results in benefits in the areas of aircraft 
weight reduction, lower cost, higher data speeds and greater ease in achieving communications 
interoperability among all the domains. 
 





- New communication Technologies:  
Rapidly expanding world-wide data communication infrastructures and the emergence of 
new communication media such as wireless and satellite communications has a great effect on 
the design of the future e-enabled airplane. 
 
 
Figure III-3: communication technologies used in e-enabled airplane. 
 
As depicted in figure III-3, to accomplish its mission, the e-enabled aircraft utilizes a set of 
the latest modern communication technologies. The in-aircraft network is equipped with 
wireless technologies such as the Global Positioning System (GPS), RFID tags, sensors and 
802.11 access points. When the airplane is in-air, aircraft equipped with ADN use broadband 
satellite links to connect to the ground station. The advantages of satellite links lie in their 
ability to cover a large geographic area, distance insensitivity, and immunity to terrestrial 
hazards. Satellites are useful in providing broadband connectivity to remote locations which are 
harder to reach through terrestrial infrastructure [Thanthry et al. 2006].  
Also, Automated Dependent Surveillance Broadcast (ADS-B) introduced 1090 MHz 
Extended Squitter data to connect the aircraft with on-the-ground ATC centers  and also enables 
A2A links between neighboring airplanes [RTCA 2007a]. Moreover, it is expected that 
passengers will access services from third parties using cellular/broadband links [RTCA 2007b]. 
Finally, when the airplane is on the ground, it could communicate with the airline infrastructure 
using 802.11 access points [Bird et al. 2005]. This shorter range wireless communication system 
takes advantage of the limited physical propagation distance to provide wider bandwidth data 
link communication services. 
 
- Internet-centric information processing  
 Internet is growing at a phenomenal rate. It is touching every part of our lives. It will soon 
be accepted as the norm for communication and it is now accepted as the de facto industrial 
standard. Many research projects have been dedicated to investigate the usefulness of Internet 
Protocol Suite (IPS) for aeronautical communication networks [Dhas & Wargo 2001]. The 
reasons for using IPS in aviation are numerous. First, there is an intended paradigm shift from 
ATC analog voice communication to ATC digital data communication. Second, introducing IP 
to the Aeronautical Telecommunications Network (ATN) is often identified with the 
introduction of cheap COTS Products. The current aeronautical networking standard defined by 
the International Civil Aviation Organization (ICAO) is ATN.  ATN/OSI is based on the ISO 
OSI protocol suite.  To allow the integration of COTS products inside ATN, ICAO has defined 
new ATN/IPS standards based on the Internet Protocol Suite [ICAO 2002]. Third, Satellite 
communications provide a cost effective solution to overcome the highly expensive costs of 
radio systems. Researches have shown that the convergence to an aggregated air-ground data-
based communication system is a trend for future aircraft [Crouzard et al. 2000]. Recent studies 
have proved the feasibility of a hybrid aeronautical system where all different kinds of traffics 
(ATC, AOC, AAC, and APC) are aggregated on the same satellite link [Radzik et al. 2007]. 





Finally, to handle the heterogeneity of the global aggregated traffic, communication 
technologies, standards, protocols and a seamless inter-operation of such systems with existing 
ground networks, the IP-based aeronautical network is the most suitable solution [Ben 
Mahmoud et al. 2009]. 
 
Figure III-4 represents TCP/IP protocol suite. According to the OSI model, the IPS starts at 
the network layer (also, called the Internet layer in the DARP model) above the data link layer. 
The IPS contains a large family of protocols. The IP sits at the network layer. The IP requires 
complementary protocols such as the Address Resolution Protocol (ARP), the Internet Control 
Message Protocol (ICMP) and the IPSec for proper operation.  
 TCP and UDP reside at the transport layer. They are used as a vehicule for transporting 
application level protocols such as the Hypertext Transfer Protocol (HTTP), the File Transfer 
Protocol (FTP), the Simple Mail Transfer Protocol (SMTP), the Simple Network Management 
Protocol (SNMP), etc. While the use of these protocols in avionic networks allows a lot of 
benefits, it also opens the doors to security risks. Each one of these protocols has its own known 
vulnerabilities [Harris & Hunt 199]. In the next section we identify the security threats related to 
the use of IPS in avionic networks. 
 
Figure III-4: Internet Protocol Suite. 
3.4. Security Threats 
In avionic networks, the security protection at the physical and data link layers are provided 
by many mechanisms: the Avionic network uses VLAN between the aircraft domains and the 
smart switch; the aim is to provide each domain with access only to those links that can support 
the associated class of traffic. Recent researches have presented three network separation 
scenarios using secure VLAN tunneling [Ehammer et al. 2008]. Moreover, the aircraft control 
domain uses “Avionics Full-Duplex Switched Ethernet” (AFDX), further limiting the ability for 
intrusion by a non-configured user. Flight-deck avionic systems are isolated from the cabin and 
passenger-related systems through the use of dedicated avionic-specific data buses, such as 
ARINC 429 [AEEC 2004]. 
 
The scope of this research is to identify threats related to the use of IPS in avionic data 
networks; for this reason, we assume that for physical and data link layers security is assured. 
Also, it must be noted that accidents and system failure are outside the scope of our research 
project,. Many safety analysis researches have been undertaken to address such issues [NLR 
2007] and [Jacob 2004].   
 





The use of IPS in the e-enabled airplane may introduce vulnerabilities that can be exploited 
by attackers to reduce the safety margins of the airplane. Furthermore, attackers might exploit 
vulnerabilities to compromise systems in a manner that reduces passenger comfort or 
confidence, impedes airline business processes, or creates unwarranted delays or expenses. To 
mitigate these risks we must first understand the security threats and identify the security 
requirements. 
 
An advantage is that security strengths and vulnerabilities of IPS are well known due to 
their widespread use and the fact that implementation has come a long way. For a list of the 
common attacks which exploit the limitations and inherent vulnerabilities in the IPS refer to 
[Harris & Hunt 1999].  
 
Many research projects and efforts have been conducted to identify the threats and the 
security requirements for avionic networks. ARINC show the initial threats for avionic data 
networks in [AEEC 2005]. The Security threats and requirements for IP over Satellite networks 
have been presented in [Cruickshank et al. 2007].  The threats and the security requirements for 
the electronic distribution of e-enabled airplane software and data are addressed in [Robinson et 
al. 2007b]. The Advanced Data Communication Network (ADCN) project identified the 
common attacks targeting IP-enabled airplane networks [Abou El Kalam 2008]. The NEWSKY 
project dealt with the problems of unauthorized access and denial of service in the ATN 
[Ehammer et al. 2008]. Within the “Fiber-like Aircraft Satellite Telecommunications” (FAST) 
project, the data link security threats were identified [Ben Mahmoud et al. 2009].  
 
Our analysis of the threats that emerge due to the use of IPS in avionic networks, helps us to 
identify that an e-enabled airplane is vulnerable to the following types of information warfare 
attacks: 
 
- Spoofing  
Spoofs cover a broad category of threats. In general terms, a spoof entails falsifying one's 
identity or masquerading as some other individual or entity to gain access to a system or 
network or to gain information for some other unauthorized purpose [Canavan 2001]. Typical 
threats comprise the impersonation of authorities (e.g. controllers, airline and maintenance 
operators) or spoofing of messages. There are many different kinds of spoofs, including,, IP 
address spoofing, session hijacking, and sequence number spoofing. 
One important issue that should be considered is that an attacker can impersonate an 
authorized user’s identity to gain access via a technical attack (such as, forge authentication 
privilege, password or public key sniffing, brute force attack and dictionary attack) for 
malicious purposes.  
 
- Unauthorized Access 
An authorized user may gain unauthorized access to any component of the protected e-
enabled information system. Great attention should be given to this attack as; it is well-known 
that around 80% of threats come from insiders. If an authorized maintenance operator gains 
access to the control network for diagnostic purpose, he must be prohibited from performing the 
flight control command and thus taking control of the flight.  
 
Firewalking is a technique that can be used to gather information about a remote network 
protected by a firewall to allow an attacker to map the network behind the firewall as a first step 
to bypass firewall filtering. In the next step, to bypass the firewall access control list (ACL), as 
an example, the attacker may use the Tiny Fragment Attack which utilizes small fragments to 
force some of the TCP header information into the next fragment. This may produce a case 
whereby the TCP flags field is forced into the second fragment and filters that attempt to drop 





connection requests will be unable to test these flags in the first octet thereby ignoring them in 
subsequent fragments. 
This attack can be used to circumvent user-defined filtering rules. The attacker hopes that a 
filtering router will examine only the first fragment and allow all other fragments to pass. 
 If the filtering implementation does not enforce a minimum fragment size, a disallowed 
packet might be passed because it did not hit a match in the filter. 
 
- Traffic Analysis /Eavesdropping 
An attacker or an unauthorized user reads the transmissions or analyzes the message traffic. 
Fingerprinting, Man-In-The-Middle (MITM), cryptanalysis, traffic sniffing, session hijacking IP 
address scanning and port scanning are examples of traffic analysis threats. If an attacker 
succeeded in obtaining some airline administrative information such as a list of airplane 
passengers, this significantly impacts the airline company business as it reduces passenger 
confidence and what is worse is that they may take a legal action against the company.  
Non-cryptographically protected passwords can easily be sniffed and used later by an 
attacker to break through the avionic system. 
 
- Message Alteration 
Messages are captured, delayed, modified, re-directed, re-ordered and replayed to provide  a 
system with invalid or outdated information. This is particularly dangerous for ATC services as 
it threatens flight safety. Message alteration also has harmful effects on other type of services 
(i.e. AOC, AAC, and APC). 
If we imagine that an attacker succeeded in using Trivial File Transfer Protocol (TFTP) to 
update the passenger list file with a corrupted file. This would dramatically affect airline 
business.  
The network level replay attack is a common example of a security breach in which 
messages are stored without authorization and then retransmitted to trick the receiver into 
unauthorized operations such as false identification, authentication or a duplicate transaction. 
For example, messages from an authorized user who is logging into a network may be captured 
by an attacker and resent (replayed) later. Even though the messages may be encrypted, and the 
attacker may not know what the actual keys and passwords are, the retransmission of valid 
logon messages is sufficient to gain access to the network. 
 
- Repudiation 
Repudiation of origin occurs when a party denies being the originator of a message and 
repudiation of destination occurs when a party denies the reception of a message. A malevolent 
authorized user may deny the installation of corrupted software, sending of malicious data and 
the performance of illegal actions in the avionic network.  
 
- Denial of Service 
Denial-of-service attacks are designed to shut down or render inoperable a system or 
network by exhausting its resources. The goal of the denial-of-service attack is not to gain 
access or information but to make a network or system unavailable for use by other users. It is 
called a denial-of-service, because the end result is to deny legitimate users access to network 
services. In general, denial of Service can be achieved by two methods: 
 
 Flooding: In this method, an attacker sends an extra number of messages to the target 
victim, exhausting the system memory, which results in a denial of service and possibly 
overwhelming its processing capability. TCP SYN flooding, UDP flooding, ICMP Ping 
flooding, E-mail bombing are some examples of flooding Denial of Service attacks. The 
situation becomes even worse when the flooding attack is coming from multiple 





sources; this is called distributed Denial-of-service.  The “smurf” attack is an example 
of a distributed Denial-of-service attack. 
 
 Injection: In this method, an attacker injects unauthorized or faulty malformed messages 
which exploit a weakness in the program implementation; this results in a system crash. 
IP Fragmentation overlapping, Teardrop, Boink attack, ping of death, buffer overflow, 
Land attack, UDP port 0/ TCP port 0 and Unreachable host are examples of Denial of 
Service attacks by injection. 
The impact of a Denial of Service attack on an e-enabled aircraft has different consequences 
depending on the affected service. In the case of unavailable ATC service, airplane safety is at 
high risk. For AOC and AAC the effect of this attack is not safety related but has a significant 
effect on the industry image.  
Table III-1 summarizes the avionic data network protocols / applications and the associated 
attacks / vulnerabilities. 
 
Table III-1: avionics data network protocols and the associated attacks. 
 
security Attacks IP TCP UDP ICMP TFTP SNMP 
Teardrop X      
Boink attack  X X    
Fragment overlapping X      
Ping of death    X   
SYN Flooding  X     
ICMP Ping Flooding    X   
Buffer overflow      X 
UDP-flooding   X    
UDP 0/ TCP 0  X X    
Smurf attack    X   








Unreachable host X      
Replay attack X      
ICMP Redirect    X   
update TFTP files      X  





Sequence number attack  X     
Man in the middle X X     
fingerprinting X X     
Sniffing  X      
Blind attack  X     
IP address scan  X      








Session hijacking  X X    
No authentication servers & 
clients 
    X  










dictionary attack      X 
Firewalking  X     









Tiny fragment  X     
3.5. Security Requirements 
The threats listed in the previous section must be countered and mitigated by appropriate 
security objectives, which in turn must be implemented using suitable mechanisms. This section 





presents the security requirements to counter these threats. Generally speaking, any network 
system must address four basic security requirements: authentication, confidentiality, integrity 
and availability. In addition to these requirements an e-enabled avionic data network needs 
additional security measures; in the list below we describe all these requirements:  
1. Authenticity: 
Authentication is one of the most important factors in network security. It consists of 
assuring to one entity that the entity is he who he claims to be. There are in fact two types of 
authentication, namely entity identification and data origin identification. 
 
Entity identification means that the identity of entities involved must be correct. The 
communicating parties have to be capable of interactively authenticating each other in a 
trustworthy manner (and in real-time); otherwise the safety of air traffic services can be easily 
compromised through malicious acts.  
 
Data origin identification identifies a specific entity as the source of a given piece of data. 
While it is important for all traffic types (ATC, AOC, AAC and APC), it is especially important 
for ATC communication in order to prevent impersonation of authorized personnel.  
 
2. Access Control: 
Whenever an entity attempts to perform certain actions, it must have the authorization or 
privilege to do so. The identity and corresponding privilege must be verified. Otherwise the 
action must be denied. Maintenance operator is not authorized to perform pilots control 
commands.  
Also, Inter network connection requires a security perimeter at the border of the connected 
networks. Only well defined flows by the access control mechanism will be permitted to pass 
between the two networks. Any other flow will be prohibited from passing network boundaries.  
All traffic between the two networks must pass through the access control. No flow is allowed 
to bypass the access control mechanism. Passengers are allowed to exchange messages only 
with the IFE system in the cabin domain, any passenger message sent to another aircraft system 
is a sign of attack and must be dropped and reported. 
 
3. Data Confidentiality: 
Confidentiality refers to the assurance that information can be read and interpreted only by 
persons and processes explicitly authorized to do so. Confidentiality is the assurance of data 
privacy. Protecting confidentiality involves implementing procedures and measures to prevent 
malicious and accidental disclosure of information to unauthorized readers. 
While the confidentiality of ATC and AOC traffics is considered optional, it is of high 
importance for AAC and APC communications.  Passenger privacy and airline business are 
confidential information that must be protected. Furthermore, the provided entertainment 
materials must be protected from illegal interception and recording otherwise copyrights will be 
violated. 
 
4. Availability:  
Availability refers to assuring that authorized users can access and work with information 
assets, resources, and systems when needed and with the required response and performance. 
All necessary assets must be available in a time window adequate to support regulatory 
requirements and business needs. 
Protecting availability involves measures to sustain accessibility to information in spite of 
possible sources of interference, including system failures and deliberate attempts to obstruct 
availability. Denial of service is the most important type of attack that needs to be addressed. 
Network services must be protected from attackers, misbehaving users and applications.  
Service time constraints must also be respected.  





Availability of ATC services has the highest priority as it has an impact on flight safety. On 
the other hand, while it is less important for flight safety, the absence of internet access 
availability for passengers may harm the reputation of the airline company. 
 
5. Data Integrity: 
Integrity of information is the assurance that information remains intact, correct, and 
authentic. Protecting integrity of information involves preventing and detecting unauthorized 
creation, modification, or destruction of information. For every message that is accepted at its 
destination, its identity and contents must not have been altered (intentionally or 
unintentionally) on the way; it must be exactly the same as at the source.  
 
For some flows the most important security issue is integrity. Such flows need to be 
protected from alteration during transmission. This ensures that any manipulation of the 
message content is detected. This is definitely a must have for ATC communications as 
undetected altered data could cause catastrophic consequences [Ehammer et al. 2008]. Data 
integrity can be achieved by Cyclic Redundancy Codes (CRC) or parity bits, but these methods 
are mainly designed to detect accidental bit errors. Such methods do not protect against 
deliberate and malicious data manipulation.  
To protect data against such deliberate manipulation, cryptographic-based techniques are 
often required. This means proper algorithms and key material need to be provided in order to 
support data integrity protection.  
 
6. Non-Repudiation: 
Non-repudiation supports security forensics, for instance after any security breaches, 
entities must not be able to deny their security-relevant actions.  Evidence for this must be 
available and verifiable. Non-repudiation enables post-event investigation and accountability. 
An authenticated user who misuses his privilege must be identified and convicted. Non-
repudiation is an end-to-end application layer issue that cannot be handled in the network layer. 
Authentication, integrity and digital signatures provide powerful means for traceability and 
non-repudiation  
 
7. Protection counter measures 
Protection is to provide some level of security, it is necessary to implement protection 
measures to prevent the exploitation of vulnerabilities. In developing network security schemes, 
we should emphasize preventative measures over detection and response: it is easier, more 
efficient, and much more cost-effective to prevent a security breach than to detect or respond to 
one. A sound security policy should be implemented to provide the required level of protection. 
Application proxy firewall is an example of a protection counter measure that prevents the 
exploitation of application level protocol vulnerabilities. 
 
8. Detection 
Once protective measures are implemented, additional procedures need to be put in place to 
detect potential problems or residual security breaches; especially in the event of protective 
measures failing. It is very important that problems are detected immediately. The fact that a 
part has been tampered with must be detected as early as possible. The sooner a problem is 
detected, the easier it is to correct it and undertake a cleanup. 
The security posture must contain mechanisms to monitor network status and resources and 










Any intrusion or degradation in the performance of the system must be detected and the 
appropriate response must be taken. This response should be developed with service impacts in 
mind, and the lower impact response should be attempted prior to the highest impact response. 
In terms of denying service as a response, the priorities (first to last) should be [AEEC 2002]: 
1. Shutdown specific services to specific network connection points. 
2. Shutdown specific services to the entire network or a portion of the network. 
3. Shutdown physical connection points completely. 
4. Shutdown or isolate a portion of the network. 
5. Shutdown the entire domain. 
 
10. Traceability/ Logging 
The need for a full audit trail is crucial. Auditing and accounting capabilities must obviously 
be implemented in avionic networks. For every security-relevant action, as well as unsuccessful 
attempts to perform such actions, all relevant information must be logged and kept for a period 
of time sufficient to support regulatory requirements and business needs, such as general short-
term security audits. This information generally includes the identity of entity involved, the 
action type with essential parameters, and a timestamp. 
 
Table III-2 summarizes the avionic data network security threats and the corresponding 
security objectives. 
 
Table III-2: avionics data security threats and the corresponding security objectives. 
 















Authenticity X      
Access Control  X     
Confidentiality   X    
Availability      X 
Integrity    X   
Non-Repudiation     X  
Protection X X X X X X 
Detection X X X X X X 
Response X X X X X X 
Traceability X X   X X 
 
3.6. QoS Requirements 
As we are interested in the effect of the use of IPS in avionic data networks, the QoS 
requirements considered here are those needed in the IP network layer. Actually, the IP network 
layer (Layer 3) is the lowest level of the protocol stack that extends end-to-end and is therefore 
a key factor in assuring service quality. Our analysis of QoS needs in aircraft data networks 
enables us to identify the following requirements: 
1. Priority control  
The primary goal of QoS is to provide priority including dedicated bandwidth, controlled 
jitter and latency, and improved loss characteristics. Priority is an attribute of service traffic. It is 
used to resolve competing requests for QoS levels that collectively exceed what can be offered. 





For example, the allocated bandwidth may be reduced for APC, or its probability of data loss 
may be increased in favor of ATC. 
In avionic data network communication, services are grouped into four main groups 
organized from high Priority to low Priority as follow: 
 Air Traffic Control (ATC)  
 Aeronautical Operational Control (AOC)  
 Aeronautical Administrative Communication (AAC) 
  Aeronautical Passenger Communication (APC) 
 
To provide priority control, we have to implement mechanisms to classify flows and 
identify their QoS priority level. After identifying or classifying traffics, mechanisms to allow 
treating traffics differently according to its priority level are required. A priority, precedence 
and pre-emption mechanism is needed to allow non-safety communication such as APC to co-
exist with safety communication such as ATC. The communications which have lower priority 
may be delayed or discontinued if the channel is needed by higher-priority safety 
communications. 
2. Bounded delay  
The deterministic nature of ATC traffic requires the implementation of mechanisms to 
provide a bounded latency. As this traffic is hard real-time one, it is highly sensitive to delay 
and jitter. APC contains soft real-time application (such as Video on demand and online 
gamming). These type of communication flows have a bounded delay and jitter requirements 
for proper functioning. 
3. Guaranteed bandwidth 
Bandwidth is an important network resource that must be shared carefully.. A mechanism to 
control flows’ allocated bandwidth is needed; each flow has a maximum rate that must be 
respected. QoS policies must be enforced to ensure that any given flow will not exceed the flow 
capacity that it is allowed. 
Isolation of data flows is needed because one unit cannot be allowed intentionally or during 
conditions of failure, to adversely affect other data flows by saturating the available bandwidth 
and thus produce a denial of service. A countermeasure to denial of service attacks includes 
flow rate limiting (capacity control) and network monitoring coupled with active action to stop 
the attack. 
4. Reliability 
In an avionic data network correct delivery and orderly transmission and reception of 
packets, is a must for reliable network communications. In congestion or failure situations some 
traffic will suffer from packet loss and out of order packet delivery. 
To overcome the packet loss problem (for non-loss-tolerance traffic) re-transmission 
mechanizmes must be implemented. Reordering mechanisms are also required to handle out of 
order packets. The TCP is a transmission oriented protocol that is used for reliable delivery of 
the datagram which provides retransmission and reordering capabilities. 
3.7. Proposed Solutions for Avionic Data Networks 
Much research has been conducted in order to provide security and QoS solutions to e-
enabled airplane networks. In this section we present the most relevant work.  
3.7.1. ARINC Reference Security Model 
ARINC has suggested a network reference security model to be used in the e-enabled 
avionic IP adapted networks [AEEC 2002]. In this model firewall systems are used at the 
boundaries of the protected networks to provide the required security protection against outside 
networks. This architecture contains many components that enforce strong authentication 





through security certificates, access control provided by a firewall, confidentiality and integrity 
using IPSec VPN and protection to specific applications by constructing application proxies. 
 




Figure III-5: Reference firewall logical architecture. 
 
The firewall system contains three main components: 
- Packet Filters 
Packet filters on the interior and exterior routers allow or discard incoming and outgoing IP 
packets depending on pre-specified filtering rules. If the packets are cryptographically 
protected, they are sent to the VPN component, otherwise they are sent to the intended 
application proxy. Thus all packets coming from the outside must be for valid application proxy 
or must be authorized VPN packets [Stephens 2004]. 
- Application proxies 
In this Figure, SNMP and HTTP applications are shown as examples of applications that 
may reside on the protected network and are exposed through a proxy to the outside. IP routing 
between interior and exterior networks is completely disabled, and all desired services are 
provided by the application proxy. 
The application proxies for SNMP and HTTP are located inside the network, protected by 
packet filters. The proxy performs application layer access control much better than a packet 
filter operating on the network and transport layers. The proxies can also provide secure 
authentication and extensive logging. 
- Virtual Private Network 
Many researches have suggested the use of IPSec to protect the e-enabled airplane external 
communications. The IPSec virtual private network provides cryptographically secure packet 
flow from the outside network to the protected network without going through a proxy. The 
IPSec module provides bulk data encryption and authentication integrity protection.  





To provide strong access control, data confidentiality, data integrity, and data authentication 
as security services to unicast and multicast satellite transmissions, the SatIPSec solution was 
designed. It provides an optimized and adapted security solution for satellite networks 
[Duquerroy et al. 2004].  
3.7.2. Boeing Vision-State Architecture 
Based on the ARINC network reference security model, Boeing proposed Vision-state 
architecture for the next generation e-enabled airplane [Al Sipe 2005]. As depicted in figure III-
6, the security architecture consists of three main domains. Each sub-network domain is 
physically separated and protected behind a firewall. 
As described in section 3.2 above, the aircraft control domain contains flight embedded 
control functions and cabin core functions. It employs Communication Management Function 
(CMF) and Communication Management Units (CMU) to communicate with federated non IP 
data radios such as High Frequency Data Link (HFDL), Very High Frequency Data Link (VHF) 
and Satellite Communication (SATCOM) media. 
The aircraft control domain also contains the Network File Server (NFS) which is a 
centralized repository of information generated and/or consumed by this domain. A few 
examples of this information are: electronic manuals, weather maps, navigational databases, 
flight manifests and maintenance events, alerts or reports, etc.  
NFS content needs to be updated and exchanged with ground systems. IP SATCOM and 
wireless access points can be used for these purposes. A firewall system exists behind the smart 
Ethernet switch at the boundary of the domain to provide the required security services. 
The airline information service domain (Cabin domain) provides cabin and flight support, it 
contains the Maintenance Terminal Cabinet (MTC), the Common Display system (CDS) and 
the Cabin File server (CFS) which is similar to the NFS. Also, the cabin IP LAN is protected 
behind a firewall. 
Finally the passenger and IFE service domain is also placed behind a firewall system. These 
firewall systems protect domains from each other and from external communications coming 
from outside the airplane. 
 
 
Figure III-6: e-enabled airplane Vision-state architecture. 





3.7.3. Introducing IDS in the Avionic Network 
To formulate an intelligent mechanism that would provide real-time warning of impending 
network threats, the use of an Intrusion Detection System (IDS) in e-enabled airplanes is 
proposed in [Ali et al. 2004]. The authors suggest the use of an IDS system to monitor the 
traffic in each aircraft sub-network domain. In this way the IDS can alert network administrators 
in the ground station in real-time to carry out fast and appropriate responses to intrusions. 
The signature-based IDS examines packets for well known attack signatures, thus it is in 
general not capable of detecting new zero-day attacks, which do not have defined signatures. To 
overcome this limitation, the authors considered the usage of an anomaly detection engine to 
supplement the existing signature based IDS. The anomaly-based IDS detects unusual behavior, 
usually based on statistical methods.  
To implement their IDS, the authors employed snort with a pre-processor plug-in called the 
Statistical Packet Anomaly Detection Engine (SPADE). The SPADE is a statistical anomaly 
detection system that is available as a plug-in for SNORT [SPADE]. It can be used for 
automatic detection of stealthy port scans. SPADE was one of the first papers that proposed 
using the concept of an anomaly score to detect port scans [Saniford et al. 2002]. 
3.7.4. QoS Support in Avionic networks 
There have been many studies to assess the capabilities of the IP protocol suite against the 
requirements of aeronautical communications. The potential benefits of the use of IP QoS 
mechanisms in aviation have been identified in [Dhas & Wargo 2001].  
The IPSky project experimentally evaluated the suitability of IP for use in ATN networks. 
Their evaluation demonstrated that IP is suitable for aeronautical communications [Smith 2001]. 
Also, the evaluation performed by [Bai et. al. 2006], shows that the QoS requirements of ATN 
applications for ground-to-ground communications can be successfully satisfied when ATN is 
run over a Differentiated Services backbone. 
 
[Ronga et. al. 2002] present a real-time architecture to support multimedia applications over 
satellite links in view of the aircraft network. They implemented a Differentiated Services 
network to construct their system. The QoS mechanism is based on RED policy and is designed 
to protect TCP flows against UDP aggregates when they share the same bandwidth on a limited 
resource. The key elements in the emulated network were implemented on the Linux platform 
and an extensive performance evaluation with real traffic flows was conducted to verify the 
performance. The system provides a good distribution of the available bandwidth among all the 
protected aggregates. 
 
The authors of [Rongothaman et. al. 2004], present the possibility of using the IP 
connectivity between the airplane and the ground stations for the download of real-time 
multimedia data such as voice and video beside data traffic from an airplane onto the ground 
stations. The effect of the satellite link on the quality of such real-time traffic is assessed by 
experimental results. The reported results mention that the voice quality was fairly good, while 
video transformation is not possible. This is because of technological limitations at that time. 
 
Currently, Satellites systems can be used to provide high quality interactive multimedia 
communications. A QoS functional architecture for Broadband Satellite Multimedia (BSM) 
systems is described in [Mort et. al. 2004].  The European Telecommunications Standards 
Institute (ETSI) has standardized the BSM service [ETSI 2006]. BSM systems will be able to 
provide broadband access to the internet, addressing a mass market and covering large regions. 
Also, a Digital Video Broadcasting (DVB) standard was developed for the transmission of 
video materials over a satellite link [ETSI 2005]. The specifications produced help to ensure 
that the protocols developed for terrestrial IP networks can be used over different families of 
satellite systems. 





3.7.5. Adaptive Security Manager 
Most researchers treated security and QoS problems separately. In the context of the next 
generation e-enabled airplane, a recent study that dealt with both problems and tried to find the 
best balance between security level requirements and QoS requirements is performed by [Ben 
Mahmoud et al. 2010b].  The authors present an adaptive Security Manager (SecMan) for future 
connected aircrafts.  SecMan is dynamic and flexible with regards to several factors such as 
traffic density or services priorities. The aim of SecMan is to define the best security policy for 
every connection request. The best security policy is not necessarily the strongest security level, 
but the highest trade-off between security level and network (and system) cost. Figure III-7 
represents the SecMan algorithm flow chart. 
 
The algorithm consists of five main items: 
- Item 1: Negotiation of the Supported Security Protocols 
All possible alternative security algorithms are negotiated between the communicating 
parties in advance. The resulting negotiated algorithms and their parameters are stored in the 
Supported Security Protocols Database (SSPD) which is later used for optimal policy selection. 
 
- Item 2: Security Algorithms Classification 
SecMan uses a Multi-Criteria Decision Making algorithm (MCDMA) to establish a ranking 
among the supported security mechanisms. MCDMA provides a support system for decision 
making when multiple criteria needs to be considered [Figueira et al. 2005]. 
 
- Item 3: Network and System Information Collecting 
In order to establish a security policy, SecMan takes as an input: the priority level and the 
minimum QoS requirements of the service data to be transmitted, the minimum security 
requirements to protect the data stream, the network status and the available system resources. 
 
- Item 4 - Network and System Information Processing 
In this stage SecMan computes the availability of the network and system resources to serve 
the needs of the data flows. 
   
 
Figure III-7: SecMan algorithm flowchart. 





- Item 5 - Optimal Security Policy Selection 
In this final stage, the optimal security policy for the data stream is selected and established. 
 
A performance study is done in order to assess the advantages of this adaptive security 
manager and the obtained results prove the successfulness of this approach. 
3.8. Conclusion 
In this chapter we presented the motivation for the conversion towards the next generation 
fully IP e-enabled avionic data networks, the avionic data network architecture, the expected 
risks, both security and QoS requirements and the previously proposed solutions. 
 
While each of the proposed solutions tries to solve a part of the problem we attempt to 
provide an overall solution that takes into account both security and QoS requirements. The next 
chapter presents our proposed QoS-capable integrated security gateway to protect the next 
generation e-enabled avionic data network. 










IV. Chapter 4: QoS-Capable Integrated 
Security Gateway 
any security mechanisms have evolved recently to mitigate the ever continuously 
increasing number of network attacks. Securing open and complex systems has 
become more and more complicated and obviously, the dependence on a single 
security mechanism provides for poor security and opens the doors to attackers. Hence, to 
ensure secure networks, several security mechanisms must work together in a harmonic multi-
layered way. If in addition we take QoS requirements into account, the problem becomes more 
complicated and necessitates an in-depth analysis. Moreover,, embedded avionic networks have 
both security and QoS requirements; dealing with these issues, to mitigate security threats and 
address the security requirements (presented in chapter III), we propose the architecture of a 
QoS-capable integrated security gateway. The latter provides multi-layered security and ensures 
an in-depth defense strategy that respects both performance requirements and the availability of 
the critical traffic. Moreover, we present a secure topology of the next generation e-enabled 
avionic data network.  
4.1. Defense in Depth 
The idea behind defense in depth is to manage risk with multiple defensive strategies, so 
that if one layer of defense turns out to be inadequate, another layer of defense will, ideally, 
prevent a full breach. Defense in depth simply means using multiple controls to implement a 
more complete security posture [AEEC 2002]. 
Defense in depth is layered and pervasive; application security can be implemented at the 
same time as network security. Network security might also employ both network layer and link 
layer security mechanisms. Cryptographic and non-cryptographic mechanisms could also be 
used simultaneously.  
 
Basically, each security mechanism can protect against a certain category of attacks but it 
cannot defend against all possible attacks. 
For example, a packet filtering firewall provides access control to block unauthorized 
inbound/outbound traffic. Dealing with spoofing attacks, packet filtering will prevent spoofed 
packets having incorrect topological addresses, but it remains insufficient  as it cannot prevent 
spoofing attacks substituting topologically correct addresses unless the packets are authenticated 
cryptographically. This generally implies the use of IPSec. 
IPSec authentication successfully defends against spoofing, redirection, and replay. Further, 
IPSec encryption successfully defends against sniffing and traffic analysis. However, while 
IPSec provides means for data origin authentication, it is not able to provide user authentication 
at the application level. Furthermore, it cannot protect against application level attacks.  
Besides that, application-specific buffer-overflow attacks to obtain root privilege, such as 
subverting an FTP server by a long “MKDIR” command, may require buffering and 
reassembling several packets before seeing the whole FTP command. This attack is an example 
of the application protocol attack that could be prevented by the implementation of an 
application proxy firewall which has a clear understanding of application level commands. 
Many network intrusions cannot be identified until the traffic has been passively analyzed. 
For example, denial of service (DoS) attacks such as ICMP-flooding are difficult to recognize 
until numerous ICMP packets have arrived within a small time interval. The IDS could be used 
to detect and trace the source of this attack. 
Additionally, these network security measures are not sufficient to prevent denial of service 
attacks by flooding a network with spurious data, or as a result of systems failure or human 
error. 
M 





Countermeasures to denial of service attacks include flow rate limiting (capacity control) 
and network monitoring coupled with active action to stop the attack. These mechanisms should 
be implemented to prevent and overcome the effect of such kinds of denial of services. 
 
However putting multiple layer of defense together to protect the avionic data network is 
not an easy task, as these layers must be implemented in an integrated way that must ensure the 
interoperability and respect regulatory recommendations, service priority and performance 
requirements of such a safety critical system.  
 
Before presenting the detail design and implementation of our proposed QoS-capable 
integrated security gateway, let us first describe the secure network topology proposed for the 
next generation e-enabled airplane. 
4.1. Secure Network Topology  
 
We adapted a network security topology for  future e-enabled aircraft. This topology is 
based on the architectures proposed by the Boeing [Al Sipe 2005] and FAST project [Ben 
Mahmoud et al. 2010a]. As depicted in figure IV-1, the left hand side shows the ground 
systems. It consists of a ground station equipped with a satellite gateway to allow broadband 
satellite communication with the aircraft when it is in-air.  This ground station is connected to 
an ATN network for aeronautical services and to the Internet for passengers’ services. Also 
there are a number of wireless access points dispatched across the airport to allow 
communications with the airplane when it is on the ground. 
 
 
Figure  IV-1: Secure network topology. 
 
The right-hand side shows the aircraft on-board system. The on-board system consists of 
three domains: the flight control domain, the cabin domain and the passenger domain. In the 
next generation e-enabled avionic data network, inter-domain connections require a security 
perimeter at the border of the connected domains. These perimeters must incorporate network 
routing, QoS and security services. For this reason our QoS-capable integrated security gateway 
(QISG) (described in the next section) was built in router and placed at the edge of the flight 
control domain and the two other domains. 





The QISG1 is placed at the border of the flight control domain to protect it from the other 
internal domains and from external communications, while the QISG2 is placed at the border of 
the cabin and passenger domains. It protects the cabin domain from the passenger domain and it 
protects both of them from external communications. Secure connections with the QISG are 
presented with red lines in the figure. 
In the passenger domain a number of wireless access points are dispatched to allow Internet 
connections to passengers. In the cabin domain in addition to the normal cabin systems (such as 
the cabin support system, the flight support system, the maintenance support system and the IFE 
system) a sample of new services are illustrated in the figure. Video surveillance cameras are 
dispatched in the cabin and the cockpit to enable monitoring terminals,which are in the ground 
station, a real time monitoring of the in-flight activities. 
 
While the wired connection of EFB and Maintenance workstation to the cabin LAN is more 
secure, in this topology we considered another possibility in which they are connected using a 
number of wireless access points dedicated to the crew members as this provides more 
flexibility and allows the easy addition of new services. The telemedicine workstation could  
easily be moved within  the cabin to serve any passenger in need, regardless of its position in 
the cabin, the dispatched crew access points allow this mobility. 
As International Civil Aviation Organization (ICAO) standards and recommended practices 
mandate the separation between Air Traffic Control (ATC) and other traffics [ICAO 2002], each 
Security gateway is connected to a separate port in the Ethernet smart switch; this provides a 
physical separation between ATC and other traffics. 
 
To allow communications with off-board systems, the Ethernet smart switch is connected to 
the satellite terminal for in-flight broadband communications and to an external wireless access 
point to allow for on the ground communication with the airport. 
The smart switch uses virtual links between the aircraft domains and satellite terminal and 
external wireless access point. This VLAN provides each domain access only to those links that 
can support the associated class of traffic. 
4.2. QoS-Capable Integrated Security Gateway Architecture  
Each of the previously mentioned security mechanisms has its own limitations. Since we 
cannot depend on a single mechanism to protect our networks, the need for an integrated 
solution has become a must. Furthermore, embedded avionic networks have both security and 
QoS requirements. In this section, we present the architecture of our QoS-capable integrated 
security gateway; a security gateway that provides in-depth layered security solutions with 
appropriate QoS mechanisms; the aim is to address the security and QoS requirements 
(presented in chapter III) and achieve temporal constraints. In fact, this integrated solution 
satisfies easy and cost effective security and QoS management, and fast response. 
 
Figure IV-2 represents the architecture of QoS-capable Integrated Security Gateway. Solid 
arrows represent data flows while doted arrows represent control flows. The architecture of our 
secure and QoS-aware gateway consists of the following units: 
 
 






Figure  IV-2: QoS-capable Integrated Security Gateway Architecture. 
 
4.3.1. Network Address Translation, Filtering and Classification (NATFC) Unit 
Linked to the network interface, this component can be considered as the first layer of 
defense in our architecture. It receives all the incoming packets and offers three main functions: 
Stateful inspection packet filtering firewall, Network Address Translation (NAT), and QoS 
classification. Traditionally, these functionalities are achieved separately, which causes 
redundant steps and hence, more processing time. Conversely, in our view, since these three 
functions and routing depend heavily on searching and classification algorithms to identify 
which flow the packet belongs to, we merged them into a single unit to improve the 
performance.  In this way, we will not repeat the classification task for each function; we only 
classify one time and the result of our classification is used for firewall filtering, NAT 
translation, QoS classification and routing. To achieve this goal, we built an integrated session 
table. The details of integrated session table architecture and processing algorithm are presented 
in chapter (V).  
4.3.1.1. Stateful Inspection Packet Filtering sub-unit 
 The Stateful inspection Packet Filtering firewall (SPF) sub-unit inspects all incoming and 
outgoing packets to determine if it is allowed to pass or not. The SPF not only examines each 
packet individually but also examines the state of the packet with regard to the previously 
accepted packets in the same session.  This strengthens the security protection. Actually, SPF 
consists of three main components: filtering rules, state table and inspection engine. 
 
 Filtering rules 
Usually each session is identified by five fields in the packet header (Source IP Address, 
Destination IP Address, Protocol Identifier, Source Port Number, and Destination Port 
Number). These five-tuple make up the filter part of each rule, the second part of the rule is the 
associated action, called the target (accept, drop, deny or reject). 





The first packet of each session must be validated against a large set of access control 
filtering rules to determine if it is allowed to enter or exit the protected network domain.  
Basically, if the first packet of the session passes the filtering verification, all following 
packets from the same session will pass the filter as they  share the same session identifier.   
 
 State table 
When the session is established, an entry is added for this session in the session table. The 
session table entry consists of the session identifier and session state information (such as TCP 
sequence number, window size and flags). The firewall state table is designed to increase 
security and performance by associating individual packets with their respective flows. The 
session table keeps track of the state of individual flows through the careful observation of 
packet direction, packet types, and implementation of flow timers. This principle works very 
well for TCP traffic where flows are generally in one of three states: beginning (SYN, SYN-
ACK, ACK), middle (ACK, PSH), or end (FIN, FIN-ACK, ACK, RST). However, given that 
UDP and ICMP are stateless, firewalls must create state information by examining packet 
contents and keeping close tabs on session timers. For any packet that belongs to an existing 
session, only the session table will be searched to ensure that the state of the packet is in 
accordance with a legal session. 
 
 Inspection engine 
The SPF is responsible for detecting all types of network level attacks. The inspection 
engine reassembles packet fragments and performs protocol normalization to detect and remove 
ambiguities [Malan et al. 2000]. Packet defragmentation allows the detection and prevention of 
all fragmentation attacks (such as fragmentation overlapping, Teardrop, Boink attack, ping of 
death and some buffer overflow attacks). defragmentation also prevents techniques that bypass 
stateless firewall ACL (such as tiny fragments). 
The inspection engine contains a proxy to handle the connection establishment process and 
to prevent flooding attacks such as, TCP SYN flooding, UDP flooding and ICMP flooding 
attacks. Sequence number verification is performed by the engine to prevent session hijacking 
and Man-In-The-Middle (MITM) attacks. Packets with invalided sequence numbers are 
dropped. 
It also examines packet headers for invalid field combinations and drops malformed 
packets. Any packets with unreasonable fields or flags combinations are dropped and logged; 
this allows the prevention of attacks such as TCP or UDP zero port attack and Land attack. 
Moreover IP packets with inappropriate (short) Time-To-Live (TTL) values that will be 
discarded by the intermediate networking element before reaching its final destination are 
dropped to conserve networking resources and prevent scanning attacks. 
4.3.1.2. NAT sub-unit 
The Network Address Translation (NAT) is an IETF standard that enables a local area 
network (LAN) to modify network IP addresses and ports’ numbers in headers of datagram 
packets (in transit across a traffic routing device) for the purpose of remapping a given address 
space into another [Egevang & Francis 1994]. One of the main objectives of NAT is to solve the 
scalability problem when the number of IP addresses allowed to access the external network is 
limited. From a security point of view, the NAT more or less hides internal private network 
addresses from outsiders, enforces control over outbound connections, and restricts incoming 
traffics.  
 
 In this architecture, NAT is provided to protect internal network addresses from exposure 
to the external world. The NAT will translate internal private IP addresses to their associated 
public addresses and vice-versa. Clearly, any incoming packet that does  not have an internally 
associated address will be dropped and logged in the central log (another component of the 
architecture) for further auditing.  
 





After establishing a connection, the NAT associated internal and public addresses are kept 
in the integrated session table to make ongoing processing of current connections faster. 
 
In fact, the NAT component is an integrated part of the SPF, for the first packet in a session 
NAT mapping occurs before filtering so, the filters will be applied to the translated packet. 
Again, once the first packet of the session passes the filtering rule, the NAT information is kept 
in the state table; so, for all following packets from the same session, NAT information can be 
obtained when searching the state table. This is a key design decision which has proved itself 
valuable because the NAT table lookup plays an important role in enhancing performance. 
4.3.1.3. Classification sub-unit 
The classification unit is used to identify packet QoS class and its associated QoS priority 
level. As mentioned before, avionic data network traffic services are classified into four main 
classes, organized from high priority to low priority as follows: 
 Air Traffic Control (ATC)  
 Aeronautical Operational Control (AOC)  
 Aeronautical Administrative Communication (AAC)  
 Aeronautical Passenger Communication (APC) 
 
The class priority level will affect the treatment of the packet. Basically, high priority class 
packets such as AOC packets will be served faster than low priority class packets such as 
passenger e-mail packets. Moreover, the applications in each class are not treated in the same 
way; a certain priority value is assigned to each application traffic flow. The flight position 
tracking messages are not delay tolerant such as flight plans’ update messages. Position tracking 
messages are  critical for flight safety so they should be served without delay, but while flight 
plans must be kept reasonably up to date, they can operate to a latency of seconds. 
 
The packet classifier component inspects packets and classifies them. As the classifier 
inspects multiple fields in the packet header (Source IP Address, Destination IP Address, 
Protocol identifier, Source port number, and Destination port number), it is called a Multi-Field 
(MF) classifier [Borg et al. 1999]. 
 
As will be presented in the next chapter, the QoS priority value will be stored in the 
integrated session table to make its retrieval possible in a single search process which conserves 
computing time and speeds up processing. 
4.3.2. VPN unit 
If the packet is cryptographically protected by IPSec, it will be sent to the IPSec VPN 
specific module for cryptographic processing. IPSec introduces two sub protocols: AH and ESP. 
In fact, the IPSec Authentication Header (AH), provides packet authentication via extended 
IP packet header fields [Kent 2005a]. Moreover, AH protects against replay by adding a keyed 
hash that prevents anyone else from retransmitting old packets. AH also prevents tampering, 
since the keyed hash provides integrity assurance that the packet contents have not been altered 
with after transmission. Finally, AH prevents spoofing and smurfing attacks, since it offers two-
way authentication that enables the client and server to both verify each other's identity.  
The Encapsulating Security Protocol (ESP) provides confidentiality via packet tunneling 
and encryption [Kent 2005b]. IPSec encryption successfully defends against sniffing and traffic 
analysis. It creates security associations between trusted systems on the network, which 
maintain the ESP encryption keys. ESP and AH prevent replay through a sequence number in 
the ESP/AH header, which is checked to make sure the packet has not already been transmitted.  
 
While IPSec ESP provides a good level of protection it is not fully compatible with QoS 
differentiated and integrated service architectures. ESP encrypts the whole transport layer 
protocol datagram in transport mode and encapsulates the whole original IP packet in tunnel 





mode; this clearly prevents intermediate routers from inspecting IP and TCP/UDP headers and 
performs packet classification appropriately. 
In our architecture, to allow adequate classification of IPSec encrypted packets; we  
designed and implemented Q-ESP (QoS-friendly Encapsulated Security Payload) protocol 
(presented in chapter VI). Q-ESP not only provides the same security services provided by 
IPSec ESP and AH simultaneously, but also allows QoS classification. 
 
After applying the concerned cryptographic processing and extracting the protected packet, 
the latter will be sent to the NATFC unit for processing. 
4.3.3. Application Proxy Firewall (APF) 
The application firewall will not just inspect packets, but will actually inspect full request 
and responses at the application level. It uses a positive security model (by contrast to IDS). 
Rather than trying to define every possible negative event that might occur, they “learn” 
legitimate application behavior ensuring that every user request conforms to expected 
application usage and that only valid traffic is passed to backend servers. In addition, the APF 
performs user authentication to prevent non-authorized users from accessing protected 
applications. Digital signature verification is implemented in the APF to ensure data integrity 
and to protect against non-repudiation. 
 
APFs act as a proxy between users and applications; each request will be intercepted and 
analyzed to ensure its proper conformance with the application protocol specification. APFs 
perform input validation to discard invalid inputs and malformed commands. 
 Furthermore, the APF examines control and data fields within the application flow to verify 
that the actions are allowed by the security policy and do not represent a threat to end systems. 
By understanding application-level commands and primitives, they can identify unusual content 
and content that represents a known attack or exploit.  
In the avionic data network, for each sensitive application (such as TFTP, SNMP, SMTP, 
etc.), an application proxy should be implemented to provide the appropriate level of protection. 
4.3.4. Intrusion detection System (IDS)  
This system performs deep packet inspection. The IDS uses two inspection engines: 
signature-based and anomaly-based. While the signature based IDS engine can detect attacks 
that have predefined signatures, the anomaly based engine detects any type of misuse that falls 
outside of the normal system operation. Both engines have access to the central log file and can 
analyze its content to make correlations. Moreover, both engines log their activities and 
eventually notify administrators (in the ground station) for specific and critical attacks to take a 
responsive action.  
 
In addition to the two inspection engines, the IDS uses a pre-processor module. Some 
skilled hackers actually use evasion techniques to bypass IDS security analysis [Kreibich et al. 
2001]. TCP segmentation, compression and encoding are the most used techniques to evade 
security analysis. This fact shows the importance of the pre-processor module and its three 
subunits. The TCP reassembly subunit handles duplicate TCP segments and out of order 
segments. It extracts the TCP/UDP payloads and prepares them for forthcoming processing. 
Compressed traffics cannot be handled by security analysis units. To overcome this problem; 
the de-compressor subunit is used to decompress payload before starting the security analysis. 
All packets look like random bit stream.  Without identifying the application protocol in use and 
its encoding, the packet content will be useless. This is the role of the application’s decoders’ 
subunit. It identifies the application level protocol and decodes the payload content to allow for 
adequate security analysis. It understands a broad range of encoding protocols such as http, 
MIME and Base64.  
This IDS system has the ability to detect most known network and application levels attacks 
and male-ware contents such as viruses, worms and spyware. 





Additionally, the IDS system has the ability to trace out and identify the source of an attack, 
this allows the enforcement of legal actions against attackers who try to attack the avionic data 
network. 
4.3.5. Meter and Rate Controller Unit 
 
To ensure a stable state of traffic and to guarantee the fair-sharing of the network 
bandwidth, we suggest using a meter and rate controlling unit. As its name indicates, it mainly 
monitors and controls the traffic.  
Rate limiting (or bandwidth management) is used to control the rate of traffic sent or 
received over a network interface [Shenker & Wroclawski 1997]. Traffic that is less than or 
equal to the specified rate is sent, whereas traffic that exceeds the rate is simply dropped or 
delayed. 
Basically, a “rate controller” is a policer which controls and limits the throughput rate to 
exactly what the flow can send and receive. The meter makes the necessary accounting process 
and notifies the monitoring unit about the state of the whole traffics or specific flow. In this 
way, we call on a QoS mechanism to satisfy the availability security property; in fact, with the 
meter and rate controller, DoS traffic that behaves abnormally (trying to consume network 
resources) can be detected much easier and earlier. More precisely, while the meter can detect 
such abnormal traffic, the rate controller can prevent or overcome the effect of some DoS 
attacks. 
 
To illustrate this, let us take the case where a mal-behaving unit (due to a system failure or 
to a malicious action) starts sending traffic that may saturate the network bandwidth. Even if it 
succeeds in consuming the bandwidth allocated for this traffic flow, it will not be able to affect 
the bandwidth allocated to other traffic. Hence, this can effectively protect the overall network 
infrastructure. Note that the level of granularity in applying bandwidth management is a critical 
factor. Finer assignment of bandwidth will naturally help to ensure more control over the 
network resources but may incur more management overhead. Bandwidth allocation is a 
complex issue in avionic networking environment, especially when multiple devices are 
competing for bandwidth. Differentiation has to be made between delay sensitive, delay jitter 
sensitive and throughput sensitive traffics. In avionic networks per flow specification is actually 
performed, calculated and simulated offline to ensure the safe and secure operation of the flight. 
 
Like other QoS mechanisms, bandwidth management is controlled by QoS policy. In the 
avionic data network, bandwidth allocation policies are used for arbitration when the physical 
bandwidth is not sufficient for all the traffic requested by devices. A set of common bandwidth 
allocation policies should be followed in all the models. These policies are: 
 High priority traffic classes always get the bandwidth. 
 Among the traffics with the same priority, those non-isolated and non-bounded 
traffics are always reduced or suspended to release bandwidth (such as suspending 
passenger communications in case of heavy traffic or flooding attacks). 
 Among the traffics with the same priority, if all traffics are either isolated or 
bounded, the latest one that gets it allocation is suspended to release bandwidth. 
 As an exception to all of the above policies, security and safety critical traffics 
should never be suspended to release bandwidth. 
4.3.6. Monitoring and Adaptive Unit 
This unit monitors the internal state of the gateway and enforces adaptive actions if 
necessary. This unit consists of four main components: the monitoring subunit, the adaptive 









 Monitoring subunit 
In our architecture, we use a pro-active strategy, where the Simple Network Management 
Protocol (SNMP) keeps on looking at the network performance based on statistical values and 
sends alerts before a problem occurs in the network. 
The network components of the IP-enabled avionic network can be managed and monitored 
through the SNMP [Case et al. 1990]. The SNMP is the current standard used for Internet 
Protocol (IP) management. The SNMP is based on the manager/agent model.  
The manager software component resides in the monitoring unit, it sends messages to 
SNMP agents to collect statistics about the status of the monitored network; the collected 
statistics are stored in the SNMP database. 
The agent software component resides in the network elements (such as routers, switches 
and hosts) in the monitored network; it provides the interface between the manager and the 
physical devices being managed [Gao et al. 2005].  
 
 Adaptive policy management subunit 
This unit intercepts all logged activities and analyses them. It also receives information 
about the status of the protected network. It manages and enforces the cooperation between the 
different units in the gateway. For example, when the IDS detects an attack, it logs the action 
and notifies the monitoring and adaptive unit. Based on this notification, the unit will modify 
SPF rules to drop all packets from this connection. Furthermore, the adaptive unit can 
dynamically change the VPN cryptographic key lengths to shorter keys, in case of heavy traffic 
load (as reported by the monitoring unit) , to gain some processing time; inversely, it may 
change the keys to be longer to give more security protection. The work of [Ben Mahmoud et al. 
2010b] is fully integrated in this subunit. 
 
 Central policy database 
In order to provide dynamic control with adaptive solutions, the central policy database has 
been constructed in this unit. It is an integrated policy repository which contains QoS, NAT, 
VPN, FW, APF and IDS security policies. In our case the policy database will contain different 
policies; each one is suitable for a specific context. For example, the aircraft has different 
operational modes: some activities which are allowed when the aircraft is in flight mode may 
not be allowed when the aircraft is in maintenance mode. Consequently, the monitoring subunit 
will monitor the state of the aircraft and notify the adaptive subunit of each change in the 
aircraft state. Based on the state information, the adaptive subunit will enforce the suitable 
policy in each context. 
 
This centralized policy database allows network administrator to define QoS and security 
policy, through an easy to use, user-friendly interface. 
The contents of the policy database are cryptographically protected to prevent tampering. 
The network security administrator role is the only role authorized to access the policy database. 
A strong authentication is a prerequisite to grant access to the central policy database. 
 
 Central log 
All security related activities are logged in the central log; this central log is an essential 
part in our architecture. The IDS component can analyze central log contents to make 
correlations between security events. 
 
The central log provides the ability to collect information from various event data sources 
into a single database. It eliminates unnecessary guesswork by translating all collected 
information into a common, intuitive format, regardless of the event's source. This provides 
high flexibility and increases the usefulness of the log data during the auditing and analysis 
process. 
While flying, a synchronized copy of the log file will be sent to the flight controller in the 
airport. This will allow for corrective actions and make the e-enabled aircraft safer. 
 





4.3.7. Administrator Interface 
In our architecture, we suggest a graphical user interface that enables administrators to set 
policies, modify rules and perform auditing tasks. It should be scalable and flexible enough to 
allow administrators to add custom policy rules’ or new signatures.  
 
The added policies should be verified off-line to be conflict free. The system can detect any 
conflict between policy rules and can suggest other alternatives to resolve this conflict. It is a 
helpful tool to assist the administrator in setting conflict-free policies. Policy conflict occurs 
when the objectives of two or more policies cannot be simultaneously satisfied. For more details 
about conflict detection and resolution refer to [Moungla & Krief 2005]. In addition, the 
interface should include analysis tools (such as SEC [Rouillard 2004]) to enable powerful 
analysis and auditing of the central log.  
The administrator interface should be simple, easy to use and most importantly it has to be 
consistent. It should give a complete picture of the protected network in a simplified way using 
panels, trees and graphs. 
 
Table IV-1 summaries how the security and QoS mechanisms implemented in our QoS-
capable integrated security gateway satisfy the e-enabled avionic data network security 
objectives identified in chapter III.  
 































Packet Filtering firewall 
X X     X    
IPSec VPN X X X  X  X    
Application Proxy 
Firewall (APF) 
X X    X X    
Intrusion detection 
System (IDS) 
       X  X 
Meter and Rate 
Controller  
   X   X X   
Monitoring and 
Adaptive Unit        X X X 
 
In the next section the building of a QoS-capable integrated security gateway, using various 
open-source packages, is described. 
4.4. Gateway Implementation 
While implementing the gateway in software may not produce the highest performance, it 
has several crucial advantages: 
  
 Modularity 
Our QoS-capable integrated security gateway solution consists of complex security 
components such as firewall, VPN and IDS. Implementing this gateway as software modules for 










A processor-based system is more flexible and extensible than a piece of hardware. For 




The same (multi-threaded) executable software can run on processors with various numbers 
of cores or cache sizes. Its performance can usually be improved substantially by simply 
upgrading the processor and without changing the source code. 
 
We implemented our QoS-capable integrated security gateway by integrating a number of 
well-chosen open-source software packages. Open-source software is available for free which 
makes it a cost effective choice. Highly prized factors are clean design, reliability and 
maintainability, with adherence to standards and shared community values preeminent. A large 
amount of developers worldwide actually contribute and analyze the open-source software code, 
making it more secure and constantly increasing the quality. The peer review process is a 
driving factor for excellence in design.  
 
Note that, to be implemented in avionic environment, the QoS-capable integrated security 
gateway must first, pass the strict software certification procedure, described in the Radio 
Technical Commission for Aeronautics (RTCA) and EUROCONTROL DO-178B document 
[RTCA 1992]. 
 
Table  IV-2: Selected open-source software packages. 
Gateway component Selected package 
Operating system NetBSD  
Firewall PF  
VPN Fast IPSec 
QoS management ALTQ 
IDS Snort  
 
 
Table IV-2 presents the selected open source packages to implement the gateway. NetBSD 
version 5 [NetBSD 2009] has been selected to be the gateway operating system. The NetBSD 
project is primarily focused on high quality smart design, stability and performance of the 
system. One of the primary focuses of the NetBSD project has been to make the base operating 
system highly portable. This has resulted in NetBSD being ported to a large number of 
hardware platforms. Due to the convenience of license and portability, NetBSD is often used in 
embedded systems. NetBSD is also interoperable, implementing many standard Application 
Programming Interfaces (APIs) and network protocols. Additionally, NetBSD implements most 
of the gateway security components [NetBSD].  
 
To implement stateful inspection firewall, the Packet Filter (PF) package is used.  The PF is 
a central piece of software for fire-walling. It was primarily written by Daniel Hartmeier and 
appeared in OpenBSD 3.0, but has been ported to many other operating systems. The PF is a 
real stateful packet filtering, which contains reach features that make it a powerful Firewall. It 
performs protocol normalization, provides a proxy for TCP hand checking verification and 
implements sequence number modulation. It has a fast filtering strategy, and implements a 
session table for session state tracking. Additionally, its inspection engine is capable of 
detecting most known IP network attacks. Finally, the Network Address Translation (NAT) is 
fully integrated into the PF [Hartmeier 2002].  
For the VPN component, we used Fast IPSec.  It has a rich cryptographic framework, which 
is the highest performance publicly available IPsec implementation [Leffler & Consulting 
2003]. 






For QoS classification and bandwidth management, ALTernate Queuing   (ALTQ) is used 
[Cho 1999]. ALTQ is a package for QoS and traffic management. ALTQ includes a queuing 
framework and several advanced queuing disciplines such as CBQ, RED, WFQ and RIO. 
ALTQ also supports Resource ReSerVation Protocol (RSVP) and Diffserv. The implementation 
of ALTQ uses special operating systems, kernel implementation and drivers. This framework is 
available for BSD operating systems. Its functionality is controlled by configuration files which 
provide the possibility to easily change the QoS mechanisms used by the ALTQ program. 
ALTQ does not depend on a specific QoS framework like IntServ or DiffServ, quite the 
contrary ALTQ is completely independent and can be used in both systems. ALTQ works as a 
traffic control module for RSVP and provides functions required to build a DiffServ network. 
 
For the IDS component we used Snort [Snort 2011]. Snort is intensively used by researchers 
and has many supporting plug-ins implemented. Additionally, it is commonly used in 
production environments, and hence, its signature base is actively maintained. 
 
Although each package works well individually, more efforts were done to integrate them 
efficiently and enhance overall gateway performance. The integration efforts are presented in 
the subsequent chapters. In chapter 5, the implementation of the integrated session table is 
presented. Chapter 6 presents the new IPSec Q-ESP protocol which allows the classification of 
IPSec encrypted Packets. Each of these components is internally evaluated with the old 
implementation to demonstrate the enhancement in performance. To decide which QoS 
bandwidth management algorithm to use in our gateway, a delay based comparative study 
between ALTQ bandwidth management algorithm is performed in chapter 7. Finally in chapter 
8 we undertake a benchmarking test to compare our gateway (integrating all its components) 
against three commercial software gateways. 
4.4.1. Packet Processing Flows of the Implementation 
In order to understand how the QoS-capable integrated security gateway components 
deliver secure operations and how a packet can properly traverse through such a gateway, we 
traced the packet flows in the gateway using kernel debugging techniques. 
 
Figure IV-3 illustrates the complete packet processing flows of the QoS-capable integrated 
security gateway. Currently, the QoS-capable integrated security gateway is built into a router 
with multiple interfaces. For the purpose of simplicity, the figure depicts the processing in a 
single interface card; all other interface cards have the same processing steps. For each software 
module, the implemented software package is represented in the figure.  
 
Incoming packets will be processed as follows: 
Upon reception of a packet on the ingress interface, we first perform checksum calculations 
and sanity checks of the packet; 
If the packet is part of a VPN session (i.e. it is cryptographically protected by Q-ESP, ESP 
or AH) it will be dispatched to the IPSec module for cryptographic processing. After that, it will 
be forwarded to the NATFC firewall component. 
 
The NATFC firewall component is implemented by modifying PF and ALTQ modules. 
When the NATFC unit receives the packet, the stateful engine will inspect the packet to ensure 
that the state of the packet is in accordance with a legal pre-established session (utilizing a 
session table). If a suspicious packet is detected, it will be dropped and logged. 
If the packet is the first one in the session; NAT mapping will be performed (if needed). If 
the packet does not have an internally associated address, it will simply be dropped and logged 
in the central log for further auditing. Then, the filtering rule set will be verified to see if this 
session is accepted. For an accepted session, an entry will be added in the state table. After that, 





the packet will be classified and marked with the associated QoS priority level; this priority 
value will be added to the session entry in the state table.  
 
Figure  IV-3: complete packet processing flows of the QoS-capable integrated security gateway. 
 
In our case, IP routing between interior and exterior networks is completely disabled, and 
all desired services (e.g. SNMP, TFTP and other applications) are provided by APFs. APFs will 
first authenticate users trying to connect to these services. Furthermore, the APFs will inspect 
applications commands and data to ensure their safety. For example, all types of files that may 
contain malicious contents such as “.exe”, “.com” and “.doc” are prohibited. Only files that are 
known to be safe such as “.txt” and “.bmp” are allowed. Additionally, a digital signature is used 
to sign the files providing data origin authentication, non-repudiation and data integrity 
protection services. Legal incoming requests will be relayed to the backend application in the 
protected domain and received replies will be sent to the client outside of the protected domain. 
A routing decision is taken to identify the network interface to be used to send packets.  
    
The IDS component sniffs all incoming and outgoing packets. Our IDS is protocol 
specification aware. First, the application level protocol is identified, and then, the packet is 
inspected against the set of rules and signatures associated with this protocol. Moreover, both 
anomaly and signature based engines could inspect the packets and the central log to make 
correlations. Any signs of attacks will lead to an alarm. A trace out mechanism would be used to 
identify the source of attack. 
 
Outgoing packets are treated by the egress interface. They will traverse the NATFC firewall 
component and if they should be protected by IPSec they will be directed to the VPN module. 
 
Finally, the meter and rate control unit is implemented by using bandwidth management and 
queuing disciplines present in the ALTQ module. Packets will be measured by the meter to 
ensure that they are within the specified limit. Flow that exceeds the allocated limit will be 
dropped by the rate controller, in this way; misbehaving units that send out of limit traffic or 
perform denial of service attacks will be identified and prevented from affecting other traffic.  





According to the associated priority level the packet will be placed in the suitable queue for 
further processing. For example, high priority traffic such as flight control command will be 
placed in the Low Latency Queue (LLQ) to be dealt with before any other traffic as it has the 
highest priority. Finally the packet will be transmitted to its destination. 
4.4.2. Discussion 
 While a lot of researches have been done in the area of security mechanisms, little research 
has been carried out in the area of integrated security gateways with QoS requirements. In our 
context, we deal with both security and QoS requirements and mechanisms.  
ARINC has suggested a reference security model for communication between the networks 
of different security levels in the aeronautical networks [AEEC 2002]. The described security 
gateway contains a packet filtering firewall, IPSec VPN and application proxy firewalls. Like 
our model, all internally protected services are provided only through APFs. In comparison to 
our work, this model does not consider the use of QoS mechanisms (i.e. packet QoS priority 
classification, meter and rate controller) to prevent DoS attacks and ensure availability. 
Moreover, although they considered the uses of a packet filtering firewall, it is unclear if it is a 
stateful one or not, whilst in our work we emphasize the importance of this type of filtering 
firewall and extend its session table to accelerate the processing of other important functions 
(NAT, QoS classification, and routing). This actually increases the chances of enhanced 
performance. In addition, we suggested the use of IDS for the purpose of on line detection and 
trace out of attacks and their sources. Furthermore, we used monitoring and adaptive units to 
manage the overall gateway security and QoS policy in an adaptive way and to provide a central 
log for further auditing.  
 
Finally, it is worth knowing that while our solution deals with on-board avionic data 
network, the proposed gateway could be used to protect any IP based networks with both 
security and QoS constraints such as ATN networks in ground stations. 
4.5. Conclusion 
In this chapter we proposed the architecture of a QoS-capable integrated security gateway to 
protect the next generation e-enabled avionic data network. This gateway provides multi-layered 
security and ensures an in-depth defense strategy that respects both performance requirements 
and the availability of critical traffic. Within the chapter we provided the details of the gateway 
components: NATFC stateful firewall unit, VPN unit, Application proxy unit, meter and rate 
controller unit, IDS unit, monitoring and adaptive unit and the administrator interface. The 
building of this gateway using open source softwares was described. Finally, we described the 
complete packet processing flows of the QoS-capable integrated security gateway.  
 
The next chapter will describe the integrated session table which is a central component in 
our gateway architecture. 





V. Chapter 5: Integrated Firewall Session 
Table  
acket classification is the process of matching multiple packet header fields against a 
large set of possible filters to find a matching rule. Packet classification was 
implemented in several application areas such as service differentiation, firewalls, 
QoS and secure routing. In this chapter, we build an integrated firewall session table to speed up 
QoS marking process, and thus, to save QoS classification time. Our proposed algorithm and 
system have been implemented in the kernel of NetBSD. Experimental tests show that the new 
implementation can save about 10 µsec per packet if a QoS classification of 10000 filters is 
used. Moreover, the new implementation needs just under 0.5 µsec to mark the packet 
regardless of the size of the filtering rules. To evaluate the performance of our new 
implementation with respect to the QoS characteristics, we measured four important QoS 
metrics (throughput, packet loss rate, delay and jitter) and compared them with the classical 
implementation. We finally demonstrate that a significant enhancement is noticable using our 
new integrated session table architecture and processing algorithm.  
5.1. Introduction 
Quality of service (QoS) [Harkins & Carrel 1998] and security are the two most precious 
objectives to be attained for network systems. Unfortunately, they are often in conflict; while 
QoS tries to minimize processing delay, strong security protection requires more processing 
time and causes traffic delay.   
Packet classification is a commonly used technique in both Security and QoS areas. Many 
algorithms have been proposed for fast packet classification and filter matching [Gupta 2000]. 
Basically, classification algorithms inspect multiple fields in the packet header against a large 
set of filters to find the exact match; the inspected fields are: the source and destination IP 
addresses, the source and destination port numbers and the protocol identifier (to identify the 
transport layer protocol in use). When a matching rule is found, the associated action is applied. 
This action depends on the application area. 
- In the packet filtering firewall, allowed actions are generally: accept, drop, deny or reject 
the packet [Ingham & Forrest 2002]. 
- In the QoS area, the action is to mark the Type of Service (ToS) field in the packet 
header with a value that identifies the class of service that the packet belongs to. In 
differentiated service architecture this value is called Differentiated Service Code Point 
(DSCP) [Nichols et al 1998]. 
- In routing, the action is to find the next most suitable hop to forward the packet onto. 
The choice of the next hop will differ depending on the service provided (best effort, 
QoS or secure routing) [Gupta 2000]. 
- In Network Address Translation (NAT), the action is to find the corresponding mapped 
address [Egevang 1994]. 
Packet classification is an important function for a variety of network applications. The 
classification process ranges from simple to complex. In simple classification, only a single 
field (such as the destination IP address for identifying the next hop for routing, or the ToS field 
to identify the corresponding class of service to be applied) is used to classify the packet. 
Simple classification is also called single field classification. The more complex type is the 
multi-field classification in which multiple packet header fields are used to search for a 
matching rule, against a large possible set of filters (such as QoS classification and firewall 
filtering). The complexity of this type increases as the number of classification fields increases. 
The time complexity of the classification algorithm can be calculated by o(logk-1 n), where k is 
P 





the number of classification fields and n is the filtering rule length [Taylor et al. 2003].   
 
In order to address this difficult problem, a lot of algorithms have been proposed such as 
Recursive Flow Classification (RFC) [Gupta et. al. 1999], Hierarchical Intelligent Cuttings 
(HICuts) [Gupta & McKeown 2000] and the Tuple Space Search scheme [Srinivasan et. al 
1999]. 
 
Broadly speaking, we can categorize classification algorithms in the following groups: 
“basic search algorithms”, “heuristic algorithms”, “geometric algorithms” or “hardware specific 
search algorithms”. David E. Taylor published a very useful survey and taxonomy of packet 
classification techniques [Taylor 2005]. These algorithms can be perfectly integrated into our 
work. 
 
As mentioned above, Multi-field packet classification is known to be a hard problem 
[Lakshman & Stidialis 1998], which consumes processing time and memory resources and may 
cause a bottleneck in the network if not handled carefully. However, in many current systems, 
each of these applications is implemented separately and hence; the classification process is 
repeated many times, which wastes computing resources and increases processing delay. For 
these reasons, there is a great need to craftily coordinate the packet classification process to 
consistently serve all these applications in a wise way, and consequently, preserve computing 
resources and ensure higher scalability and availability.  
5.2. Stateful Packet Filtering Firewall 
Basically, a firewall is considered as the primary defense perimeter to protect networks. 
Firewall technology had evolved from stateless packet filtering towards stateful packet filtering 
(SPF) implemented in network routers. In order to be able to trace the state of connection; SPF 
builds a session table (also called a state table). This session table makes SPF faster and more 
secure [Zwicky et al. 2000].  
5.2.1. Session Table Architecture 
Figure V-1 shows the general architecture of the session table [Van Rooij 2001]; the first 
five fields are (src-addr, src-port, dst-addr, dst-port, IP-proto) used to identify a unique session. 
Note that these fields are exactly the same fields used by stateless firewall and QoS to classify 
traffic; they are collectively called session ID or selector.  
The “State” field is used to store current session state (such as sequence and 




Figure  V-1: General architecture of session table. 
 
The firewall session table is designed to increase security and performance by associating 
individual packets with their respective flows. The session table keeps track of the state of 
individual flows through the careful observation of packet direction, packet types, and 
implementation of flow timers. 
This principle works very well for TCP traffic where flows are generally in one of three 
states: beginning (SYN, SYN-ACK, ACK), middle (ACK, PSH), or end (FIN, FIN-ACK, ACK, 
RST).  However, given that UDP and ICMP are stateless, firewalls must create state information 
by examining packet contents and keeping close tabs on session timers [Gill 2002].   





5.2.2. Session Table Processing 
Figure V-2 depicts casual stateful packet filtering processing in router based 
implementation. For incoming packets: NAT translation is first performed ① to ensure the 
necessary mapping between external and internal addresses; then, the session table is searched 
②, if there is no entry in the session table, this means that the packet is the first one in this 
session; hence, the packet will be validated against the filtering rules ③. 
 
 
Figure  V-2: Casual stateful packet filtering processing. 
 
If it is not allowed to pass, it will be dropped; otherwise an entry in the state table will be 
added for the new session ④. For all the following packets from the same session, an entry will 
be found in the session table, and the packet will be inspected to ensure its conformance to the 
session state ⑤. After that, QoS classification will be performed ⑥ and the DSCP 
(Differentiated Service Code Point) priority value will be set in the ToS field in the IP packet 
header to tell core routers how to treat this packet. Finally the routing table will be looked up to 
determine the next hop ⑦ and then the packet is transmitted ⑧. 
 
Note that all of the previously mentioned operations need table look-ups and most of them 
search multiple fields in the table to find the appropriate entry. Reducing this look-up time is an 
important step to enhancing performance [Borg et al. 1999]. For these reasons, some firewall 
implementations (such as NetBSD Packet Filter (PF)) merge NAT and session state information 
in the session table [NetBSD PF].  
 
To our knowledge, no work was intended to modify the session table architecture and 
processing to consider QoS classification and routing functions. In fact, most of the existing 





researches were intended to investigate the architecture and processing of the session table for 
the purpose of providing stronger security protection and increasing firewall availability and 
scalability [Li et. al 2005], [Kim  et. al 2005] and [Yoon et. al 2008].  
5.3. The Integrated Session Table Architecture and Processing 
The integrated session table is an essential part of the QoS capable integrated security 
gateway (presented in chapter IV). The main goals behind the construction of the integrated 
session table are to provide real integration between firewall stateful filtering, NAT, QoS 
classification and routing components of the security gateway. This integration definitely 
increases the security edge router processing capacity and enhances its scalability and 
availability. Our main idea is to, make all the needed information available in only one search 
process in a short session table, which results in greatly reducing the processing time (as we will 
demonstrate later in section 5.6).  
5.3.1. Our Integrated Session Table Architecture  
Figure V-3 shows the architecture of our integrated session table. The first five fields of the 
table constitute the session ID. “LAN-addr” and “LAN-port” are the internally private source IP 
address and the source port number, while “Ext-addr” and “Ext-port” are the external 
communicating host destination IP address and the destination port number. Finally, “Proto” 
field is the protocol identifier that is used to refer to the transport layer protocol in use. These 
five fields are used to identify traffic flow. 
 
 
Figure  V-3: Our integrated session table architecture. 
 
The second part of the table contains NAT information that is necessary to perform 
mapping between LAN private addresses and gateway public address. “Gwy-addr” and “Gwy-
port” are the NATed publicly available address and port number respectively.  
For stateful filtering purpose, session state and session time out are stored in “State” and 
“Time” fields.  
For QoS classification, the QoS DSCP priority value will be stored in the “ToS” field. 
For routing, the “ext-next-hop” field will be used to send the packet to the next destination 
outside the protected network; while the “lan-next-hop” field will be used to send the packet to 
the next destination inside the protected network. 
Grouping together all these fields into the session table is not an easy task as we should 
propose an algorithm explaining when and how this information is used. 
5.3.2. The Integrated Session Table Processing 
Figure V-4 represents our integrated session table processing. For the incoming packet, the 
session table will be searched ①. If there is no entry in the session table, this means that the 
packet is the first one in this session; in this case, NAT translation will be performed to make 
the necessary mapping between external and internal addresses ②; then the packet will be 
validated against the filtering rules ③. If it is not allowed to pass, the packet will be dropped; 
otherwise an entry in the session table will be added for the new session ④. After that, QoS 
classification will be performed ⑤ and the DSCP will be added to its field in session table. 
Finally the routing table will be searched to obtain the next hop values ⑥. 







Figure  V-4: Integrated session table processing.  
 
If an entry is found in the session table (ongoing packet), the packet will be inspected to 
ensure its conformance to the session state and all the needed session processing (NAT, QoS 
priority classification, and routing decision) will be performed ⑦ without further research 
overhead, as all the needed information is available from the single lookup in the short session 
table. This is clearly a great enhancement which saves processing time and increases 
performance (as we will demonstrate in the performance evaluation sections). 
5.4. Implementation 
We modified the kernel of NetBSD version 5 [NetBSD] to implement our system. We have 
chosen NetBSD to benefit from its stateful packet filter (PF) [Hartmeier 2002] implementation 
and its rich ALTernate Queueing (ALTQ) framework [Cho 2001]. ALTQ is a package for QoS 
and traffic management. ALTQ includes a queueing framework and several advanced QoS 
disciplines. 
 
At this stage, the new implementation handles only the integration of QoS classification and 
marking in the session table; the integration of routing component will be considered at a future 
stage. 
More precisely, we have modified 4 files from NetBSD kernel. Two files from ”PF” 
module: pfvar.h and pf.c; and two files from ”ALTQ” module: altq_cdnr.h and altq_cdnr.c.  
First, we added a field in the session table to store the ToS value. 
 
u_int8_t  tos_value; 
 
Unfortunitly, PF and ALTQ codes are implemented in two different modules. To allow our 
implementation to coordinate between the two modules we defined a flag variable named 
flag_first in the two modules.  








If the packet is the first one in a connection,  flag_first is set to one; otherwise, (ongoing 
packet) it is set to zero.  
 
 
Figure  V-5: Implementation diagram. 
 
Figure V-5 represents a diagram of our implementation. In the PF module, for each 
incoming packet, the session table will be searched to see if there is an entry for this connection 
or not ①. If there is no entry in the session table for this packet, this means that the packet is the 
first one in the connection; in this case, the flag_first variable is then set to 1②. PF will then 
perform the necessary processing for the first packet (i.e. NAT ③ and  check filtering rules ④). 
If the packet is allowed to pass, an entry is added in the session table for this new connection ⑤. 
Until now, there is no value assigned to the tos_value field, for this purpose, a pointer is 
declared to help assigning the value when the packet reaches ALTQ module ⑥. 
 







If the packet is not the first one in the connection (following packet), the flag_first variable 
is set to 0 ⑦; 
PF will then perform the necessary session processing (i.e. NAT and stateful inspection) ⑧ 
and then, the ToS value will be retrieved from the session table and stored in the tos_send 
variable ⑨.  
u_int8_t tos_send; 
 
When the packet reaches the ALTQ module, the  flag_first variable is checked ⑩; if the 
packet is the first one in the connection, the QoS filtering rules will be checked and the packet 
will be marked by ALTQ ⑪; after that, the *tos_pointer will be used to copy the ToS value 
from the packet header to the tos_value field in the session table ⑫. This value will be used to 
mark all the incoming packets from this connection. 
If the packet is not the first one in the connection, ALTQ filtering rules will be bypassed ⑬ 
and  the ToS value will be copied directly from the tos_send variable to the ToS field in the 
packet header ⑭. 
5.5. Analytical Evaluation  
There is a widely accepted view that packet classification algorithms must be measured in 
the context of worst case rather than average case [Lakshman & Stidialis 1998]. This is because 
the performance of network elements is determined by the worst case search time [Taylor 
2005]. 
 
During the rule set evaluation, the packet is compared against all rules from the beginning 
to the end (linear search). A packet can match more than one rule; in this case the last matching 
rule is used. Rule set evaluation scales with O(x), where x is the number of rules in the set.  The 
worst case linear search time (TL) needed to perform the four functions (filtering, NAT, QoS 
classification and routing) can be computed by equation V-1.  
 
TL= O(f) + O(n)+ O(c)+ O(r) (V-1) 
 
Where f, n, c, and r are the lengths of filtering, NAT, classification and routing tables and 
rules entries. The first packet of each session will suffer this TL processing time before being 
added to the session table. 
 
In NetBSD, session table entries are stored in an AVL tree. An AVL tree is a balanced 
binary search tree. This container provides efficient search functionality which scales well for 
large trees. It guarantees the same O(log s) behavior even in the worst case[Hartmeier 2002]. 
Thus the worst case session table state lookup time (Ts) can be computed by equation V-2. 
 
Ts = O(log s) (V-2) 
 
 Where s is the number of session table entries.  
 
Filtering statefully is actually more efficient as packets that match an entry in the session 
table are not evaluated by the rule set. 
The worst case session table lookup time (Ts) is very low if compared with the worst case 
linear search time (TL) needed to perform the four functions. This clearly produces a gain  in 
processing time and enhances the performance. 





5.6. Performance Evaluation 
There exists no standard performance test tool to evaluate packet classification systems. The 
design of a packet classification systems benchmark involves specifying the desired 
performance metrics, the test setup, the construction of the rule set and the network traffic.  
5.6.1. Performance Metrics 
To precisely analyze the performance of our implementation, we conducted two 
experiments. The first one was conducted to measure the Processing (CPU) Time, while the 
second experiment was intended to measure QoS metrics.  [Bradner 1991] defines a number of 
terms and metrics used in the context of performance evaluation of general network 
interconnect devices. Particularly interesting performance metrics for packet classification 
systems are frame throughput, loss rate, latency and jitter.  
5.6.2. The Test Bed 
In accordance with IETF RFC 3511 [Hickman et al 2003], the test bed uses two hosts (A and 
B) connected to each other through a firewall server (Figure V-6). The firewall server has a 
CPU Intel686 350 MHz, 320 MB RAM and two 100 MBit Ethernet NICs (Intel82555 and 
Broadcom 3c905C). The two hosts have the same configuration. They are equipped with 
processor Intel Core 2 Duo 2.66 Ghz, 2 GB RAM, Attansic L1 Gigabit Ethernet NIC and they 
have an Ubuntu 9.10. operating system. We have deliberately chosen the server to be at a lower 
specification in order to produce a bottleneck and magnify the differences. 
 
Figure  V-6: Experiments testbed. 
5.6.3. Test Rule Set 
To perform our test, the rule set has been prepared so that matching rules exist at the end of 
rule set [Hickman e.t al 2003]. This is to force the classification algorithm to traverse the whole 
rule set and to generate the worst case. 
In fact, for the classical implementation, we had considered two cases; in the first case, 
matching rules exist at the end of ALTQ filtering rule set, while in the second case no matching 
rules exist. 
For the new implementation, the possibility of matching or non matching rules exist only 
for the first packet in the connection, while all the following packets of the same connection will 
find an entry in the session table. 
5.6.3.1. Traffic Generation Tool 
To generate UDP traffic and thus simulate a real-time application, we chose the Distributed 
Internet Traffic Generator (D-ITG) tool [D-ITG]. This is a flexible tool which incorporates 
generator, receiver and analyzer tools. At the sender side the D-ITG allows the generation of 
constant UDP packets as well as random traffic according to probabilistic laws and it is also  
capable of generating many flows simultaneously.  
In addition, if used with the NTP protocol [Mills 1989], the D-ITG can record transmission 
and reception times of individual packets in a synchronized way between all hosts. 
At the receiver side, the D-ITG creates a listener to receive all flows generated by the 
sender. After that the D-ITG analyzer can be used to calculate performance statistics per flow or 
in total, for all traffic. 





5.6.3.2. Processing Time Tests 
To see the differences between the classic and new implementations, we measured the 
number of CPU clock cycles counter (Ticks) for QoS classification and marking operations. 
This is done by adding a function named getticks(). “getticks()” which simply runs an inline 
assembly code to read the timestamp counter and return it. 
Knowing the number of ticks for an operation and the processor frequency, we can calculate 
the time. 
In this experiment, we tested the packet classification and marking time using 1, 10, 100, 
1000 and 10000 filtering rules.  
Figure V-7 represents the obtained results. It is clear that the classical implementation is 
affected by the number of filtering rules: as the number of QoS classification rules increases the 
classification time increases. It reaches its maximum when a search for an unmatched rule is 
triggered against a large set of rules. For 10000 filtering rules the classification time is 10 µsec 
for unmatched traffic; comparing it to the new implementation, it takes less than 0.5 µsec to 
mark a packet regardless of the number of filtering rules. This result seems logical as our new 
implementation avoids the need for the repeated classification process and retrieves the needed 
information to mark packets directly from the integrated session table. Note that for the new 
implementation, the possibility of a non matching rule exists only for the first packet in the 
connection, while all the following packets of the same connection will find an entry in the 
session table. Imagine a connection with 10000 packets, if this connection has no matching rule 
for QoS classification, in the case of the old implementation every packet of the connection will 
suffer the same delay introduced by the long search going through all the filtering rules; while 
in the new implementation, only the first packet will suffer this delay and the other packets of 
the connection will be marked in a very short time as they do not need to repeat the long search 
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Figure  V-7: Processing Time. 
5.6.3.3. QoS Tests 
To evaluate the performance of our approach with respect to the QoS characteristics, we 
measured four important QoS metrics: throughput, delay, jitter and packet loss rate. 
As packet classification systems deals with packet headers, they are more sensitive to the 
number of packets rather than the size of the packet.  
For this reason, we believe that sending small packets with high frequencies and counting 
the number of processed packets is a better indicator than sending big packets and counting the 
number of processed bytes. 





To perform our tests, D-ITG was used to send small UDP packets (64 byte) from host (A) to 
host (B) through PF gateway. We sent packets with a frequency starting from 10000 and 
increased 1000 each time until we reached 20000 packets/sec. We used 10000 filtering rules to 
perform this test. 
We deliberately chose to use UDP packets and not TCP to avoid TCP protocol processing 
overhead. 
5.6.3.3.1. Packets throughput 
Figure V-8 shows that the new implementation has a higher throughput in comparison with  
the older implementation., The throughput actually increases when packet size and/or frequency 
increase. This rule works well until we reach the maximum lossless throughput; after that a 
significant decrease in the throughput is remarked due to the packet loss caused by the 
overloaded server.  
However, in all situations, the throughput of the new implementation outperforms the old 
implementation. Also, we notice that for the old implementation there is a big difference 
between the matched and unmatched case in which the matched case has a better performance. 
For the new implementation the difference between the matched and unmatched case is very 


































Figure  V-8: Throughput results. 
5.6.3.3.2. Loss rate 
From Figure V-9 we can note that, before the maximum lossless throughput point the loss 
value is zero, after this point the loss value starts increasing. However it is clear that the new 


























Figure  V-9: Loss results. 






As depicted in Figure V-10, in normal network situations all implementations have a 
smaller delay. However, when the frequency increases over the maximum lossless throughput a 
notable increase in the delay is remarked. In all situations, the new implementation has a smaller 
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Figure  V-10: Delay results. 
5.6.3.3.4. Jitter 
Figure V-11 shows that before the traffic reaches their maximum lossless throughput (the 
left part of the figure); the values of jitter are decreasing due to the increased frequencies. 
However, after reaching the maximum lossless throughput, the jitter values start increasing (the 





























Figure  V-11: Jitter results. 
 
It is thus clear that in all of our experiments the new implementation outperforms the older 
one. This demonstrates the significant enhancements introduced by our approach.  
Note however that the gained enhancement in performance comes at a price. This price is 
the additional space (8 bits) allocated for each entry in the session table to store the necessary 
QoS information. Consequently, we can consider this additional 8 bits as a kind of space and 
time trade off; but obviously, the benefits of our approach are more important as illustrated by 
our experiments. 






The performance test has several shortcomings which are listed below: 
− It would be better to also test TCP traffic to see the effect on TCP performance 
− Rule set generation should be more involved, i.e. it should be based on statistical 
patterns incorporating inter-match dependencies. 
− Network traffic generation should be more involved, i.e. instead of using a single sender 
and receiver machine, the packet headers should be varied according to a rule set oriented 
statistical model. 
5.7. Conclusion 
In this chapter, we presented the structure of the integrated session table and we proposed 
the corresponding processing algorithm. This new architecture allows the security edge router to 
perform the needed session processing (i.e. stateful filtering, NAT, QoS classification and 
routing) in an optimized way. The use of our integrated session table produces a great saving in 
router processing time and enhances its availability and scalability as it allows for serving more 
traffic flows. Moreover, we presented the NetBSD kernel implementation of the proposed 
algorithms. Then, we presented our performance evaluation experiments and we demonstrated 
that our approach not only reduces packets processing time but also enhances the QoS. Now, we 
will move to implementing an IPv6 support. In the next stage of our work, we will implement 
the routing support in the integrated session table. One important issue here is how can we keep 
track of changes that may happen in the routing table after the establishment of the session? 





VI. Chapter 6: QoS-friendly Encapsulating 
Security Payload (Q-ESP) Protocol 
hile the IPSec standard is largely used to protect IP-based networks, it 
unfortunately consumes considerable processing time, causing packet delay and 
impeding QoS enforcement. In fact, the QoS level that a flow receives depends 
on the value of the Type of Service (ToS) field; this value is set by the "Multi-Field" (MF) 
packet classifiers according to the IP source and destination addresses and ports as well as the 
transport layer protocol. The last three fields are encrypted by the IPSec ESP. and thus ESP 
prevents network control devices from providing preferred treatment for time critical 
applications. 
 
To solve this problem, we propose a QoS-friendly Encapsulated Security Payload (Q-ESP) 
as a new IPSec security protocol that provides QoS supports while enforcing the same security 
services assured by IPSec ESP and AH used jointly. Basically, Q-ESP allows network elements 
to inspect all the needed fields to perform classification adequately. In this chapter, we present 
details about Q-ESP design, processing and kernel implementation. Moreover, we give 
analytical as well as experimental evaluation of our protocol to measure its impact on real time 
applications; we also compare it to IPSec ESP and AH according to QoS and security metrics. 
Finally, we present and discuss some application scenarios in which the use of the Q-ESP 
protocol has many advantages. 
6.1. Introduction 
In today's business environments, users demand seamless connectivity and stable access to 
servers and networks wherever they are: airplanes, airports, hotels, homes, or remote offices. 
While these functionalities are useful for business, they can work only if we can minimize the 
security risks of transmitting sensitive data across the Internet. In order to achieve this goal, 
there are various security mechanisms for the network environment; the most popular is 
Security Architecture for IP (IPSec) [Kent & Atkinson 1998]. IPSec is an IETF standardized 
framework designed to provide inter-operable cryptographically-based security for lPv4 and 
lPv6. These services are provided at the IP layer, making it transparent to applications and 
users; meaning that there is no need to change network application on a user's desktop when 
IPSec is implemented in security gateways.  
 
However, on the one hand Internet and IP networks are in fact best-effort environment, on 
the other hand security does not come for free and, in general, security protection requires more 
processing time and causes traffic delay. This is particularly embarrassing for real-time 
applications such as video conferencing, VoIP (Voice over IP), avionic embedded systems and 
real-time video. In fact, these applications need special processing to achieve their goals and to 
overcome the delay introduced by the addition of security mechanisms. Quality of service 
(QoS) has emerged to solve a part of this problem by providing priority treatment to real time 
traffic.  
 
In the QoS field, the Class of Service concept divides the network traffic into different 
classes and provides a class-dependent service to each packet (depending on which class it 
belongs to). To classify packets, each packet is assigned a priority value. This value is stored in 
the “Type of Service” (ToS) field in the IPv4 header (also called Traffic Class in IP v6). In the 
differentiated service architecture, this priority value is called Differentiated service code point 
(DSCP) [Kathleen et al. 1998]. 
 
W 





However, it is obvious that allowing the sending device to classify traffic or to set traffic 
priorities may be subject to threats, as the sender may classify his traffic in a way that gives him 
upper priorities, and thus privileged processing. This is clearly the disadvantage of what is 
called “passive admission control”. To overcome this weakness, service providers perform 
“active admission control” by allowing edge routers (neither users nor the sending devices) to 
inspect the incoming traffic and classify it. 
 
   Note that in both architectures (the differentiated service and integrated service), the 
packet classifier component inspects incoming packets and classifies them. As the classifier 
inspects multiple fields in the packet, it is called Multi-Field (MF) classifier [Borg et al. 1999].  
Actually, the inspected fields belong to different network layer headers [Gupta 2000]: 
 at Transport Layer Protocol Header: the MF packet classifier inspects two fields of the 
transport layer protocol header, the source and destination port numbers; these fields 
naturally help to identify the applications running over TCP or UDP;  
 at Network Layer Protocol Header: three fields are inspected at this layer, the source 
host IP address that helps to identify the sending host, the destination host IP address, 
which helps to identify the end-system receiving the data, and the protocol identifier 
that is used to identify the transport-layer protocol in use. 
 
The previously mentioned five fields of the transport protocol and network protocol headers 
are used to define the traffic flow [Huston 2000]. However, even if these fields are required for 
QoS processing, we found that some of them are unfortunately hidden (encrypted) when using 
IPSec ESP [Kent 2005b] security protocol. In fact, IPSec ESP protocol encrypts the transport 
layer header, and thus hides the source and destination port numbers. In addition, the protocol 
identifier value refers to the ESP protocol not to the transport layer. Consequently, IPSec ESP 
clearly prevents QoS classification. 
 
To solve this problem, the Encapsulated Security Payload considered quality of service 
(ESPQ) protocol has been proposed in [Shiraishi et al. 2004]. However, it has several security 
weaknesses. In the next sections, we first identify the ESPQ protocol's vulnerabilities and 
limitations; then we propose a new security protocol the “QoS friendly Encapsulated Security 
Payload” (Q-ESP) that provides stronger security protection and supports QoS active admission 
control.  
6.2. ESPQ 
The main idea of ESPQ is to let network devices inspect the transport layer protocol header 
[Shiraishi et al. 2004]. To achieve this goal, ESPQ places TCP/UDP header immediately after 
the IP header and outside the encrypted payload.  
Before presenting the ESPQ processing details, let us first describe the ESPQ packet format. 
6.2.1. ESPQ Packet Format  
Figure VI-1 shows that the ESPQ header contains the transport layer's protocol (TCP or 
UDP) header, an SPI (to uniquely identify security association to be used to protect packet), and 
a sequence number (to prevent replay attacks). Moreover, ESPQ has two authentication data 
areas: the first one (denoted by ICVH) is placed after the header, while the second one (denoted 
by ICVP) is placed after the payload data. The ESPQ trailer contains pads and their length field. 
Figure VI-2 shows the authentication and encryption coverage of ESPQ in transport and tunnel 
modes. 
 






Figure  VI-1: The ESPQ format. 
 
 
Figure  VI-2 : ESPQ in transport and tunnel modes. 
6.2.2. ESPQ Processing 
At the sender site, to authenticate its header, ESPQ uses the following equation: 
 ICVH = A1 (MH, KA) (VI-1)  
Where, ICVH is the ESPQ header’s ICV, A1 is a keyed-authentication algorithm, MH is the 
ESPQ header that is authenticated and KA is the authentication key. The computed ICVH is 
placed in the ESPQ header authentication data area.  
After that, the result from the first authentication (ICVH) along with the payload data is 
authenticated using an authentication algorithm (with null key); according to the following 
equation: 
 ICVp = A2 (ICVH  || MP, NULL) (VI-2)  
Where, ICVP is the ICV of the ESPQ payload data, A2 is the keyed-authentication algorithm, 
|| is the concatenation sign and MP is the ESPQ payload data. NULL means that, the value “0” is 
entered as the authentication key. The result of this second authentication (noted ICVp) is placed 





in the ESPQ payload authentication area. Finally, the payload data, the payload authentication 
area and the ESPQ trailer are encrypted using the following equation: 
 ME = E (MP || ICVP || Tr, KE) (VI-3) 
Here, ME is the encrypted message, E is the encryption function, MP is the ESPQ payload 
data that were authenticated, Tr is the ESPQ trailer and KE is the encryption key. 
 
At the receiver site, the same authentication algorithm is used to check the integrity of the 
ESPQ header (according to equation (VI-1)). If this step succeeds, the payload is then decrypted 
using equation (VI-4). 
 MD = D (ME , KE) (VI-4) 
Finally, to guarantee the integrity of the payload, the ICVp is verified using equation (VI-2).  
6.2.3. Attack against ESPQ 
Our analysis of the ESPQ allows us to identify and carry out a denial of service (DoS) attack 
[Mostafa et al. 2009d]. In fact, an attacker can intercept an incoming ESPQ packet. After that, 
he forms a new ESPQ packet by concatenating the valid ESPQ header, the valid ESPQ header 
authentication data (from the intercepted packet), and any garbage stream of bytes to form the 
largest possible packet (as shown in Figure VI-3).  
 
Then, he sends it to the receiver, so that the latter receives it before the legitimate ESPQ 
packet. In addition, imagine that the attacker repeats “indefinitely” this process for all incoming 




 Figure  VI-3: Malicious ESPQ packet. 
 
In fact, when the victim receives the malicious incoming packet, he accepts it, as it has a 
valid header. The victim actually performs the first authentication for the malicious ESPQ 
packet consuming computing resources, and it will pass this first test (as it has a valid 
authenticated header). After that, it will proceed to the next step of decryption (the most 
computing resources intensive process, consuming more and more resources [Elkeelany et al. 
2002]. And finally, undertaking the last integrity check. It is important to note that only at the 
end of this third step, ESPQ will be able to find out that the packet is a malicious one, which 
seems too late. It is also clear that, this attack will cause the true incoming ESPQ packet to be 
dropped causing DoS for the legitimate sender. Note that DoS attacks are also possible for ESP 
[Nikov 2006] (like ESPQ). However, in the case of ESP, if the authentication is used (which is 
mandatory in Q-ESP) these types of attacks will be discovered very early in the first 
authentication check preventing further consumption of the computing resources, which is 
better than ESPQ (as in ESPQ, the detection is only possible after three resource-consuming 
steps). 
6.3. Q-ESP protocol  
To overcome the ESPQ vulnerabilities and to provide both security and QoS support, we 
develop in this section a new protocol: the Q-ESP (QoS friendly Encapsulated Security 
Payload) security protocol. 
 





The major aim of Q-ESP is to construct packets that are QoS controllable according to active 
admission control, while maintaining the same security services provided by IPSec ESP and AH 
used jointly [Mostafa et al. 2008a].  
6.3.1. Q-ESP packet structure 
Figure VI-4 depicts the structures of a Q-ESP protocol packet in IP version 4 while, Figure 
VI-5 represents it in IP versions 6. The dotted arrows represent the authentication coverage, 
while solid arrows represent the encryption coverage.   Basically, Q-ESP packets contain the 
header, the payload, the trailer, and the authentication data area. 
 
Figure  VI-4: Q-ESP packet format in IP v4. 
 
Figure  VI-5: Q-ESP packet format in IP v6. 





The next sub-sections give details of these fields. 
6.3.1.1. The Q-ESP header  
In order to satisfy QoS multi-field classification requirements, we copy the first two fields 
(source and destination ports) of the upper layer transfer protocols and place them as such 
(without encryption) at the beginning of the Q-ESP header. Then, we add the TLP (Transport 
Layer Protocol number) field. In this respect, the Q-ESP header includes the following six 
fields:  
  Source port: this 16-bit field contains the first field of the upper layer transport protocol 
(TCP/UDP) source port number. 
  Destination port: this 16-bit field contains the second field of the upper layer transport 
protocol (TCP/UDP) destination Port number. 
  TLP: this 8-bit field contains the Transport Layer Protocol number (6 for TCP and 17 for 
UDP).  
  Reserved: is a 24-bit field that is currently not used and must be set to zero.  
  Security Parameters Index (SPI): is a 32-bit fixed field that uniquely identifies the security 
association (SA).  
  Sequence Number: is a monotonically increasing ID that is used to prevent replay attacks. 
6.3.1.2. The Q-ESP payload  
The payload encrypts the upper layer transport protocol and its payload data in transport 
mode, while in tunnel mode it encrypts the entire original IP packet.  
6.3.1.3. The Q-ESP trailer  
The Q-ESP Trailer contains the following fields:  
 Padding: allows block-oriented encryption algorithms area in multiples of their block size.  
 Pad length: is an 8-bit field that indicates the length of the included pad.  
 Next Header: refers backward to the protocol (IP, TCP, UDP, etc.) in the encrypted 
payload, i.e., the protocol that will be used just after the current Q-ESP processing (e.g. IP in the 
tunnel mode and TCP or UDP in the transport mode).  
6.3.1.4.  Authentication data area  
The “authentication data area” is a variable length area that is used to store the Integrity check 
value (ICV); the latter is computed by keyed authentication algorithms (e.g., HMAC with SHA-
1 and a key shared by the sender and receiver [Tsudik 1992]). The (ICV) is calculated over the 
Q-ESP headers and the Payload. In our work, to inherit the capability of AH and provide packet 
origin authentication, we also apply the authentication algorithm over the source IP address and 
destination IP address fields of the IP header [Mostafa et al. 2008b].  
 
Figure VI-6 shows Q-ESP in both transport and tunnel modes. The dotted arrows represent 
the authentication coverage, while solid arrows represent the encryption coverage.    
 






Figure  VI-6: Q-ESP in transport mode and tunnel mode. 
6.3.2. Q-ESP Processing 
In the following, we describe the outbound and inbound processing of a Q-ESP packet. 
6.3.2.1. Outbound processing 
In this section we describe Q-ESP outbound processing; in particular, we present an activity 
diagram for packet construction (Figure VI-7). The main steps are as follows: 
 
Step O1: Searching SA 
Upon reception of an outbound IP packet, refer to the Security Policy Database (SPD) to 
determine if Q-ESP is applied to this packet; if yes, search Security Association Database 
(SAD) to extract the SA to be used. If it exists, proceed to the next step; if not, (no SA exists) 
instruct Internet Key Exchange protocol (IKE) to build it. From this step, we obtain an SA that 
contains an SPI that uniquely identifies the SA, an initialized sequence number, the algorithms 
to be used for encryption and authentication, their secret keys as well as the mode of operation 
(either tunnel or transport mode).  
 
Step O2: Constructing the IP header 
The mode of operation affects this step: for transport mode, the old IP header will be used to 
send the packet, while for tunnel mode we construct a new IP header (IP over IP encapsulation) 
to tunnel the old IP packet. To construct the new outer IP header, the new source and destination 
IP addresses of the gateways will be placed in the outer IP header. The remaining fields will be 
copied from the old IP header to their corresponding fields in the new outer IP header. After 
that, the time to live TTL field will be decremented. 
 
Step O3: Constructing the Q-ESP header 
To construct the Q-ESP header, we will copy the first two fields (source and destination 
ports) of the upper layer header protocol (TCP/UDP) to the beginning of the Q-ESP header. 
Then, we will put the protocol number of the upper layer transmission protocol in the TLP field. 
Next we will set the value of the reserved field to zero. After that, we will place the security 
parameter index (SPI) obtained from the SA in its field (to tell the receiver how to react with 
this packet); and finally, we will increment the sequence number and place it at the last field of 
the header.  
 
Step O4: Encrypting the Q-ESP payload  
To encrypt the Q-ESP payload:  padding is added, its length is recorded, and the whole Q-
ESP payload and its trailer are encrypted according to equation (IV-5). 
ME = E ( MP || Tr , KE) (IV-5) 
Where, ME is the encrypted message, E is the encryption function, MP is the Q-ESP payload, 
Tr is the Q-ESP trailer and KE is the encryption / decryption key. 






Figure  VI-7: Q-ESP outbound processing. 
 
It is important here to note that, Q-ESP payload contents differ according to the mode of 
operation. For transport mode, the whole upper layer protocol is placed in the Q-ESP payload, 
while in tunnel mode; the original IP header is placed before the upper layer protocol in the Q-
ESP payload.  
 
Step O5: Computing the authentication value 
Use the specified authentication algorithm to compute ICV according to equation (IV-6).  
ICV = H(Src IP || Dst IP || MH || P, KA) (IV-6) 
Where, H is the keyed-authentication algorithm, and the  “Src IP” and “Dst IP” are the source 
and the destination IP addresses fields of the outer IP header, MH is the Q-ESP header, P is the 
Q-ESP payload, and KA is the authentication key. 
 
Step O6: Finalizing 
In this step the Q-ESP packet construction is completed and the IP header checksum is to be 
computed. 





6.3.2.2. Inbound processing 
In this section we describe how the receiver will reconstruct the original packet from the Q-
ESP packet. Figure VI-8 shows the Q-ESP inbound processing flow chart. 
 
 
Figure  VI-8: Q-ESP inbound processing. 
Step I1: Searching SA 
Upon reception of an inbound Q-ESP packet, search SAD by the SPI to retrieve the SA to be 
used; if it exists, proceed to the next step, if no SA exists for this SPI, drop the packet and 
instruct IKE to build a new SA. 
 
Step I2: Checking sequence number  
In Q-ESP protocol, this step is mandatory to prevent replay attacks. If the sequence number of 
the packet is valid (i.e., it is not a duplicate and is not to the right of the sequence number 
window contained in the SA), proceed to the next step, otherwise the packet is dropped. 
 
Step I3: Verifying the authentication value 
Use the specified authentication algorithm to re-compute ICV (using equation (IV-6)) for the 
source, and destination IP addresses fields of the external IP header, the Q-ESP header and its 
payload. Then, the result is compared with the value stored in the Authentication data area; if 
they are equal, proceed to the next step, if not, drop the packet. 






Step I4: Decrypting Q-ESP payload  
Use equation (IV-7) to decrypt payload.  
MD = D (ME , KE) (IV-7) 
Where MD is the decrypted results (Q-ESP payload and its trailer) and D is the decryption 
function. 
 
Step I5: Extracting the encapsulated protocol from Q-ESP 
This step is affected by the mode of operation. For the transport mode, extract the upper layer 
protocol and its payload data from the Q-ESP payload. For the tunnel mode, extract the inner-IP 
packet from the Q-ESP payload. 
6.3.3. Q-ESP Implementation 
We modified the IPSec kernel implementation of NetBSD version 5 [NetBSD] to implement 
the Q-ESP protocol. In fact, we have chosen NetBSD to benefit from its Fast IPSec 
implementation and its rich cryptographic framework, which is the highest performance 
publicly available IPsec implementation [Leffler & Consulting 2003]. 
6.3.3.1. Implementation of Outgoing Packets' Processing  
As shown in Figure VI-9 (continuous red arrows), when an IP packet is sent, the ip_output() 
routine is triggered. Then, a lookup in Security Policy Database (SPD) is performed by 
ipsec_output() routine. In case of Q-ESP use, the qesp_output() routine constructs and inserts 
the Q-ESP header into the packet (as explained above in step O3). Then, it applies the 
concerned cryptographic processing using the OpenBSD Cryptographic Framework 
(Opencrypto) [Keromytis et al. 2003], as ported to FreeBSD [FreeBSD project] and NetBSD. 
After that, Opencrypto calls the qesp_output_cb() routine and delivers the protected packet 
back to the ip_output() which in turn uses the Network Interface Card (NIC) to send the packet.  
The most important part of Q-ESP processing found in the file “xform_qesp.c”. Figure IV-10 
shows an extract of the routine “qesp_output ()”. 
 
   















































Figure  VI-10: Extract of the routine “qesp_output ()”. 
 
As shown in Figure VI-9 (dashed green arrows), incoming packets -with the protocol 
identifier set to Q-ESP protocol number- are delivered to ipsec_common_input() by ip_input() 
routine. The ipsec_common_input() lookup the SPI of the Q-ESP packet in SAD. Then, the 
packet is forwarded to the qesp_input() routine which calls the  appropriate Opencypto interface 
routine to perform the necessary cryptographic transforms. After that the qesp_input_cb() 
checks for crypto errors, replaces the protocol field in the IP with the next Header, and calls the 
ipsec4_common_input_cb() to extract the encapsulated protocol from the payload and sends the 









/* Get the new field tlp */ 
 m_copydata(m, protoff, sizeof(u_int8_t), (u_char *) &tlp); 
/* Get the new fields sport & dport */ 
 if (tlp == IPPROTO_TCP || tlp == IPPROTO_UDP) { 
  m_copydata(m, tlpskip, sizeof(u_int16_t), (u_char *) &sport); 
  m_copydata(m, tlpskip + sizeof(u_int16_t), sizeof(u_int16_t),  
(u_char *) &dport); 
 } 
/* Inject Q-ESP header. */ 
 mo = m_makespace(m, skip, hlen, &roff); 
/* ... 
Manage error : failed to inject Q-ESP header  
... */ 
/* Initialize Q-ESP header. */ 
/* sport & dport */ 
 bcopy(&sport, mtod(mo, char *) + roff, sizeof(u_int16_t)); 
 bcopy(&dport, mtod(mo, char *) + roff + sizeof(u_int16_t),   
sizeof(u_int16_t)); 
/* TLP */ 
 bcopy(&tlp, mtod(mo, char *) + roff + sizeof(u_int32_t), 
sizeof(u_int8_t)); 
/* Resv */ 
 u_int8_t rsv[3]; rsv[0] = 0; rsv[1] = 0; rsv[2] = 0; 
 bcopy(&rsv, mtod(mo, char *) + roff + sizeof(u_int32_t) +  
sizeof(u_int8_t), 3*sizeof(uint8_t)); 
/* ... 
SPI, Sequence Number, Padding 
... */ 
/* Fix Next Protocol in IPv4/IPv6 header. */ 
prot = IPPROTO_QESP; 
 m_copyback(m, protoff, sizeof(u_int8_t), (u_char *) &prot); 
/* ... 
Call the Opencypto cryptographic interface 
... */ 
 









Figure  VI-11:   Extract of the routine “qesp_input ()”. 
6.3.3.2.  Wireshark plug-in 
Our implementation also provides a Userland patches for the Setkey tool (for a manual 
configuration of the Q-ESP session, keys and cryptographic algorithms negotiations).  
In addition to our patches, we develop a Wireshark plug-in [Wireshark] in order to simplify 
the debugging and validation of Q-ESP protocol. Figure VI-12 represents the debugging of     
Q-ESP using Wireshark. As indicated in the figure, we used the number 140 to identify the Q-
ESP protocol since it was the first unassigned Internet Protocol Number according to IANA 




/* Retrieve the SPI from the relevant IPsec header */ 
/* ...  
... */ 
else if (sproto == IPPROTO_QESP) 
 m_copydata(m, skip + 2*sizeof(u_int32_t), sizeof(u_int32_t), &spi); 
/*... 
 * Find the SA and (indirectly) call the appropriate kernel crypto 
routine.  
 ... */ 
/* 
 * Call appropriate transform  
 * Here tdb_xform->xf_input = qesp_input() 
 */ 





/* Check for crypto errors */ 
/* Remove the QESP header and IV from the mbuf. */ 
error = m_striphdr(m, skip, hlen); 
/* ... 
 Manage Memory error 
... */ 
/* Restore the Next Protocol field */ 
 m = m_copyback_cow(m, protoff, sizeof (u_int8_t), lastthree + 2,  
    M_DONTWAIT); 
/* ... 
Call the routine ipsec4_common_input_cb() 
... */ 






Figure  VI-12: Wireshark plug-in: http flow protected with Q-ESP in tunnel mode. 
6.3.4. Security analysis 
In this section, we give our analytic comparison of Q-ESP versus IPSec ESP and AH. The 
comparison covers both QoS and security aspects.  
In addition to providing the same security services offered by IPSec ESP and AH, Q-ESP 
supports QoS by providing the necessary and sufficient information to perform active admission 
control.  
 
Besides that, Q-ESP prevents replay attacks. Note that while the anti-replay function is 
optional in ESP and AH, it is mandatory in Q-ESP. In addition, while authentication is optional 
in ESP, both encryption and authentication are mandatory in Q-ESP. Authenticating the packet 
after encrypting it helps to prevent DoS attacks [Nikov 2006] that form malicious packets from 
valid IP and ESP/ Q-ESP headers, but with invalid payloads. Implementing authentication after 
encryption provides additional defense if the encryption secret key is corrupted; in fact, even if 
the attacker succeeds in reading the content of the payload, he will not be able to alter its 
content.  
 Moreover, Q-ESP provides data origin authentication (as it covers the source and 
destination IP addresses of the outer IP-header). The authentication of these two fields is clearly 
sufficient for data origin authentication. Regarding the rest of the IP header fields, we find that 
most of these fields’ values (ToS, flags, fragmentation offset, TTL and header checksum) are 
modifiable (changed during packet transfers); they are thus excluded from authentication.  






    However, unlike AH, we think that authenticating the rest of the IP header fields (version, 
header length, packet length, ID, and protocol fields) is meaningless as they will be used before 
the packet reaches the IPSec layer (i.e. before verifying their integrity). Therefore, any change 
in their values will not affect the IPSec processing.  
 
Moreover, the Q-ESP header is small (16 bytes) while the sum of the AH and ESP headers is 
larger (12 for AH + 8 for ESP = 20 bytes). Therefore, the Q-ESP header overhead is smaller 
than the overhead of the two protocols (ESP and AH) used simultaneously. We think that it is 
not fair to compare a Q-ESP header with an ESP or an AH header separately, as Q-ESP 
provides the same security services provided by the two security protocols (AH and ESP used 
conjointly). 
 Having said this, if we considered the additional overhead of a Q-ESP header against an ESP 
header, we will find that a Q-ESP header has 8 bytes more than an ESP one. 
 
Considering the average internet packet size is 576 bytes, the overhead ratios of the two 
protocols in tunnel mode using 3DES for encryption and SHA-1 for authentication are: 
 
For ESP = (Outer IP header + ESP header + Authentication data area) / Total packet size 
       =   ( 20 +  8 + 20 ) / ( 48 + 576 ) = 7.69% 
For Q-ESP = (Outer IP header + Q-ESP header + Authentication data area) / Total packet size 
          =   ( 20           +     16        +  20       ) / (  56   + 576  ) = 
8.86% 
 
Note that, in tunnel mode an additional outer IP header will be added (20 bytes). The 
authentication data area is always identical to the message digest size of the specific hash 
function that is being used. For SHA-1 it is 160 bits (20 bytes). Finally, the size of the protected 
payload should be a multiple of the encryption algorithm block size otherwise pads will be 
added. In the case of 3DES the block size is 64 bits (8 bytes). Fortunately, the average internet 
packet size (576 bytes) is a multiple of this block size; so no pads will be needed. Also note that, 
the total packet size is the sum of the added outer IP header, the ESP/Q-ESP header, the 
authentication data area and the protected packet in the payload. 
 
From the previous calculations, we can note that Q-ESP adds an overhead of 1.17% (8.86 - 
7.69), which is very small. A Q-ESP only has 8 bytes more than an ESP. These additional 8 
bytes could introduce a very minor delay. 
Besides that, serialization delay is the amount of time required to push all of the packet's bits 
into the wire [Kurose and Ross 2010]. In other words, this is the delay caused by the data-rate of 
the link. It is a function of the packet's length in bits. It is given by equation (IV-8). 
    SD = N / R (IV-8) 
Where, SD is the Serialization delay, N is the number of bits, and R is the rate of transmission 
(in bits per second) 
Considering sending rate R of 2 Mbps, the Serialization delay of the additional 8 bytes is 
SD  = 8 bytes / 2Mbps 
 = (8 *8) / (2*1024*1024) = 0.03051 ms = 30.51 µs 
This value actually decreases for higher sending rate (e.g. network backbone). 
 
Regarding time complexity of Q-ESP/ESP: 
 First at the sender site, Q-ESP copies the two upper layer transport protocol (source and 
destination port numbers) to its header; the time needed for this process is thus very short and 
can be neglected.  
 





Second, for encryption, ESP and Q-ESP processing are identical (there is no difference). Here 
we have to mention that, both encryption and authentication algorithms do not accept 
incomplete blocks; padding bytes are added to the end of the message to complete the block size 
if needed. So, the authentication and encryption work only with multiple of blocks. In the case 
of ESP and Q-ESP the size of the encrypted payload (EP) is given by equation (IV-9). 
EP = n * B (IV-9) 
Where n=ceiling (message size/ (block size (B) = 512 bits = 64 bytes)). 
 
Finally, for authentication, Q-ESP has mainly the same processing steps as ESP; but they 
differ in the authentication coverage.  
For ESP, it authenticates only its header (8 bytes) and the encrypted payload (EP) (it does not 
authenticate the outer-IP header). So the authentication algorithm takes as input a message of 
length (EP+8 bytes). But from (5) we know that EP = n * B blocks; the additionally considered 
8 bytes of ESP header will need only one additional block and  56 padding bytes will be added 
to complete this block. 
 
While the authentication in Q-ESP protocol covers: its header (16 bytes), EP, and only two 
fields from the outer-IP header source IP (4 bytes) and destination IP (4 bytes) addresses. So the 
authentication algorithm takes as input a message of length (EP+24 bytes). The additional 24 
bytes will need one additional block and 40 padding bytes will be added to complete this block. 
From the previous discussion we can conclude that both ESP and Q-ESP authentication 
algorithm handles the same number of blocks and hence they have the same processing time 
[Mostafa et al. 2010c]. 
 
The only limitation of the Q-ESP protocol is that it reveals the higher layer protocol 
information (the source and destination ports) -the user might want to keep secret- leaves it 
more vulnerable to traffic analysis than ESP. However this problem could easily be solved by 
the use of port anonymization techniques [Zhang et al. 2006]. For example, Port Address 
Translation (PAT) could be used to hide the actual port numbers and prevent their exposure to 
external networks. 
 
In our QoS integrated security gateway architecture, the NAT unit is used to hide the packet 
IP address and port number before being transported by the Q-ESP protocol and thus prevents 
their exposure to an external adversary.  
6.4. Experiments for performance Evaluation 
In this section, to precisely analyze the performance of the Q-ESP, we conducted two 
experiments with two different testbeds. The first experiment was conducted to measure the 
throughput and Round Trip Time (RTT) of Q-ESP against ESP in a normal situation without 
QoS priority treatment. The second experiment was performed in a situation of network 
congestion.  The goal is to prove that Q-ESP is active admission controllable, can be used to 
provide priority treatment for time critical traffic, and performs well in the situation of network 
congestion.  
6.4.1. The Benchmark Tool 
To generate UDP traffic, and thus simulate a real-time application, we chose the Multi-
Generator (MGEN) tool [MGEN]. At the sender side, MGEN allows generating constant UDP 
packets as well as random traffic according to probabilistic laws. At the receiver side, MGEN 
can also create a listener to receive this traffic. Moreover, MGEN logs can be used to calculate 
performance statistics. 
 
In addition, if used with the NTP protocol [Mills 1989], MGEN can record transmission and 





reception times of individual packets in a synchronized way between all hosts.  
Besides that, for generating TCP traffic, we used the Iperf tool thanks to its simplicity and 
richness [Iperf].  
6.4.1.1. Best-Effort Experiment 
 The goal of this first experiment is to measure RTT and throughput using the two protocols 
IPSec ESP and Q-ESP in a Best-Effort environment (i.e. without QoS treatment). To achieve 
this goal, we built the testbed shown in Figure VI-13.  
 
 
Figure  VI-13: Testbed for throughput experiments. 
 
The two security gateways (GW-1 and GW-2; characteristics of these gateways are given in 
Table VI-1) have been connected to each other using point-to-point connections. In addition, we 
constructed a Network-to-Network IP-VPN using ESP and Q-ESP respectively. To measure 
throughput, we connected one measurement PC to each security gateway (PC1 and PC2). Table 
VI-2 shows the specifications of the measurement PCs. 
    
Table  VI-3: Hardware and software characteristics of the two security gateway. 
 
                            Security gateway 1 
Operating System NetBSD 5.0 
Processor Intel Pentium III 733MHz 
RAM 512 MB 
NIC1 Intel i82546 EB 
NIC2 Intel i82546 EB 
                            Security gateway 2 
Operating System NetBSD 5.0 
Processor Intel Pentium 2660 MHz 
RAM 3.5 GB 
NIC Broadcom 3C905 
NIC2 Intel i82574 L 
 
 
Table  VI-4: Specification of the measurement PCs. 
 
Operating System Ubuntu 9.10 
Processor Intel Core Duo 3 GHz 
RAM 1 GB 
NIC Broadcom NetXtreme 57xx Gigabit Controller 
 
Manual SAs were created to perform encryption and authentication using the following 
cryptographic algorithms: 
- DES [Madson & Doraswamy 1998]  and HMAC-SHA-1 [Madson & Glenn 1998] 
- 3DES [Karn et al. 1995] and HMAC-SHA-1  
- BLOWFISH [Schneider 1994] and HMAC-SHA-1  
- AES [Frankel et al. 2003] and HMAC-SHA-1  
    
 Two scenarios were implemented: the first one using the MGEN tool and measuring 
throughput for the two protocols ESP and Q-ESP; and the second using ICMP messages (Ping); 
and measuring the Round Trip Time (RTT). 





6.4.1.1.1. Throughput measurement 
    In this scenario, the MGEN has been installed in the measurement PCs. MGEN was used 
to send UDP packets (100 packets/sec) from PC-1 to PC-2 and to measure throughput. The 
gateway-1 handled outbound processing and gateway-2 handled inbound processing duties. In 
this experiment Q-ESP and ESP respectively, were installed in the two security gateways.  
Table VI-3 shows the throughput for ESP and Q-ESP using different packet size and different 
cryptographic algorithms. 
 
Table  VI-5: Throughput (kbps) using different Cryptographic algorithms for ESP and Q-ESP. 
Cryptographic protocols 
3DES/SHA1  DES/SHA1  AES/SHA1  Blow fish/SHA1  
Packet 
size 
(Bytes) Q-ESP ESP Q-ESP ESP Q-ESP ESP Q-ESP ESP 
64 51.200 51.243 51.166 51.243 51.191 51.243 51.209 51.226 
128 102.460 102.366 102.494 102.485 102.366 102.366 102.383 102.332 
256 204.732 205.056 204.698 204.698 204.834 204.715 204.766 204.732 
512 409.463 409.600 409.566 409.498 409.463 409.600 409.293 409.429 
1024 818.927 819.473 819.268 818.654 818.654 819.268 819.268 819.337 
2048 1638.263 1638.127 1638.127 1638.263 1637.444 1638.127 1638.127 1638.263 
4096 3275.162 3274.342 3275.435 3275.708 3275.162 3275.435 3274.069 3276.527 
 
The experiment results show that both ESP and Q-ESP have almost the same throughput for 
the same packet size whatever the encryption/authentication algorithm used. Some may expect 
that ESP throughput exceeds Q-ESP throughput; as Q-ESP authentication cover larger area than 
ESP. However, this is not the case because, as we mentioned in section 5 both ESP and Q-ESP 
will authenticate the same number of blocks for the same packet size. The results we obtained 
actually prove this fact. However the small difference between ESP and Q-ESP throughput is 
due to difference in header size.  From table VI-3 results, we can deduce that in a Best-Effort 
environment (i.e., without QoS treatment), using Q-ESP instead of ESP will not  affect the 
performance in any practical way [Mostafa et al. 2009c]. 
6.4.1.1.2. RTT measurements 
    We measured the RTT using ping messages for different packet sizes and using the 
























































































       Figure  VI-14: RTT using different Cryptographic algorithms for ESP and Q-ESP. 






Table  VI-6: RTT in (ms) using different Cryptographic algorithms for ESP and Q-ESP. 
 
Cryptographic protocols 
3DES/SHA1  DES/SHA1  AES/SHA1  Blow fish/SHA1  
Packet 
size 
(Bytes) Q-ESP ESP Q-ESP ESP Q-ESP ESP Q-ESP ESP 
64 1.9 1.716 1.729 1.797 1.794 1.776 1.709 1.699 
128 1.884 1.781 1.814 1.872 1.845 1.792 1.720 1.766 
256 1.896 1.877 1.827 1.854 1.88 1.890 1.759 1.758 
512 2.705 2.488 2.172 2.054 2.079 2.067 2.507 2.605 
1024 3.113 3.042 2.799 2.545 2.573 2.568 2.488 2.457 
2048 5.903 5.901 3.319 3.272 3.75 3.639 3.143 3.454 
 
    These measures show that the RTT for ESP and Q-ESP is almost identical; this means 
that ESP and Q-ESP have the same processing time. In fact, this processing time depends on 
two factors: the size of the protected packet and the used cryptographic algorithm. Obviously, 
when the size of the packet increases the processing time increases. Regarding the used 
algorithm, we found that the 3DES algorithm has the largest processing time. 
6.4.1.2.  QoS Priority Control Experiment 
In order to provide an accurate measurement for Q-ESP performance, and to demonstrate 
Q-ESP capabilities in supporting QoS active admission control, we setup a testbed to measure 
three important QoS metrics: throughput, delay and packet loss rate of Q-ESP with QoS priority 
treatment, against ESP and Q-ESP without QoS priority enforcement.  
 
Figure VI-15 shows the used network configuration. The testbed configuration consists of 
two domains connected to each other through a simple differentiated services cloud. Each 
domain contains three load PCs (PC 2 to 4) for generating load traffic and creating congestion 
situations, and one protected PC (PC1). The Q-ESP/ESP gateway protects only PC1 by 
providing encryption and authentication services to its traffic. It is worth noting that the link 
speed is 10 Mbps. 
 
MGEN and Iperf were installed in all PCs. The differentiated services cloud contains two 
edge routers (A and C) to perform active admission control activities (such as classifying 
packets and setting priorities), and a QoS core router (B) to handle traffic differently according 
to its priority. Table VI-5 shows the specifications of the edge routers and core routers. 
 
Table  VI-7: Specification of edge and core routers. 
 
Operating System Ubuntu 9.10 
Processor Intel Pentium III  733 MHz 
RAM 768 MB 
NIC1 3Com 3C905C-TX-M Etherlink 
NIC2 3Com 3C905C-TX-M Etherlink 
 
In our test, to demonstrate the strength of Q-ESP protocol in serving real time flows, we 
simulated VoIP communications using G.711 PCM decoder. G.711 is actually an ITU-T 
standard for audio in which, a single user needs to send 50 packets/sec. To perform our tests, 
MGEN has been used in PC1 to generate small UDP packet sizes (160 Bytes). More precisely, 
to simulate simultaneous communications we generated streams with different frequencies. 
These packets were cryptographically protected by Q-ESP / ESP gateways. 
 






Figure  VI-15: Testbed for priority control experiments. 
 
PCs for the load traffics have been used to generate different types of flows (FTP, HTTP, 
UDP and ICMP) with different packets sizes. These flows are intended to simulate real network 
traffic. 
We implemented two scenarios. In the first scenario, we measured the performance of ESP 
and Q-ESP in the case of network congestion without QoS priority treatment.  
 
In the second scenario, the same previous experiments were conducted while setting 
priorities and enforcing admission control. More precisely, routers are configured to treat Q-
ESP traffic as high priority traffic and the other three load traffic as low-priority traffic. In fact, 
Q-ESP is assigned 4Mb of the bandwidth. Congestion is created and the measurement of the Q-
ESP traffic stream is recorded. We performed these tests using AES for the encryption and 
HMAC-SHA1 for the authentication. The following subsections present the obtained results. 
6.4.1.2.1. Packets throughput 
Figure VI-16 shows that Q-ESP with QoS priority treatment has higher throughput in 
comparison with ESP and Q-ESP without QoS treatment. In fact, the throughput increases when 
packet size and/or frequency increase. For 188 byte packet size sent with a frequency of 1000 
packets per second, the throughputs for ESP and Q-ESP without QoS priority treatment, and Q-
ESP with QoS priority enforcement are 982.2, 980.94 and 1280kbps respectively. For 
frequencies from 100 to 1500 (left part of the graph) we used constant load traffic. To generate a 
bottleneck, we increased the load traffic dramatically with frequencies 2000 and 2500 
(rightmost part of the graph).  Clearly, in congestion situations the throughput of ESP and Q-
ESP in the first scenario was degraded due to the impact of other competing traffics which try to 
consume the shared bandwidth. In the second scenario, the Q-ESP was assigned a specific 
queue with a reserved bandwidth (4Mbits). Thus, Q-ESP throughput can increase as long as it 
does not exceed the allocated bandwidth.  
























Figure  VI-16: Priority control experiment: throughput results.  
6.4.1.2.2. Packets latency 
    According to [Szigeti &Hattingh 2004], the latency (one way delay) for real time 
applications traffic should not exceed 150 ms. Unfortunately, in the first scenario (without QoS 
processing), the latency for Q-ESP and ESP exceed this limit. We attribute this result to the high 
traffic load. Subsequently, this load adversely affects the Q-ESP and ESP packets. In fact, as Q-
ESP and ESP packets are treated in a Best-Effort manner, they are served like any other traffics 
(without any preference) and have to compete for access to the link. Due to the situation of 
network congestion, packets are buffered in the routers' memories waiting to get access to the 
medium. Clearly, this waiting time is a major source of delay. 
 
    In the second test, the priority control was enforced. The edge routers recognized Q-ESP 
packets, and then classified and marked them with the highest priority value. In this way, Q-
ESP traffic was served faster than other traffics and so, its latency is very low and even in times 




















Figure  VI-17: Priority control experiment: Latency results. 






6.4.1.2.3. Packets Jitter 
    For the two scenarios, there is no considerable difference in the jitter values as shown in 






















Figure  VI-18: Priority control experiment: packets Jitter results. 
6.4.1.2.4.  Packets loss 
The last important parameter we considered is the packet loss. As shown in Figure VI-19, 
we can notice that there is a significant difference between the packet loss percentage in the two 
scenarios. In fact, for the first scenario (Q-ESP and ESP without QoS processing), the 
percentage of lost packets is higher than the second test. Without QoS enforcement, Q-ESP and 
ESP traffic share the same queue with other traffics which increase their dropping probability in 
congestion situations. Fortunately, when QoS priority treatment is enabled, Q-ESP is assigned a 






























Figure  VI-19: Priority control experiment: packets loss results. 
  
Figures (VI-16, VI-17 and VI-19) represent three QoS metrics (throughput, latency and 
packet loss) under measurement. From these figures, it is clear that Q-ESP with QoS control 
outperform ESP and Q-ESP without QoS control. It has the maximum throughput, slower delay 
and the minimum packet loss ratio. 
 
    From the previously obtained results, we can assert that Q-ESP nearly has the same 
throughput as ESP in a Best-Effort environment; while in a QoS environment, Q-ESP has better 
performance in terms of the previously mentioned three QoS metrics. Q-ESP is thus a powerful 
solution for the QoS environment (e.g., real time applications, avionic networks, electrical 
power grids). It allows network active elements the opportunity to classify packets and perform 
active admission control. In addition, Q-ESP provides stronger security protection as it merges 
the security services of the ESP and AH protocols into a single protocol. 





6.5. Possible applications of Q-ESP 
   Generally speaking, Q-ESP can be used, instead of ESP, in all applications that need 
security, QoS or both of them at the same time. 
In fact, Q-ESP has the advantage of allowing many possible uses (As shown in table VI-6) 
compared to ESP which offers only security service.  
 
Table  VI-8: Possible uses of ESP/Q-ESP. 
 
 Security QoS Both Security & QoS 
ESP Yes No No 
Q-ESP Yes Yes Yes 
 
   Basically, the Q-ESP protocol has the benefit of facilitating QoS classification, allowing 
active admission control and separating security administrative tasks from QoS administrative 
tasks. 
   Now, we can control the security of our data (to ensure the user’s privacy) and let internet 
service providers (ISPs) manage QoS aspects.  
 
Figure VI-20 represents a typical scenario for the use of Q-ESP in e-enabled airplanes. For 
example a passenger could connect to a third party video entertainment provider and make a 
request for a certain video. This connection is done through the Internet. Real-time video 
packets will be transmitted from the video provider site to the user. These packets are encrypted 
to prevent a non-authorized adversary from reading its contents. In their way, the packets will 
traverse multiple autonomous network domains; at the edge of each domain the packets should 
be classified and given priority value to determine how they will be traded by the edge router. 
Clearly, this classification process is not possible if an ESP is used. Q-ESP solves this problem 
by allowing the edge router to inspect needed packet headers’ fields to perform classification 
adequately while providing the required security protection. 
In a similar way the problem of discovery, recovery and operation of aircraft black boxes 
can be solved by sending real-time flight information via satellite. However, this faces the 




Figure  VI-20: The use of Q-ESP in e-enabled airplanes. 
 





While Q-ESP was implemented as a component in the overall QoS capable integrated 
security gateway architecture to protect avionic data networks, it allows many benefits to any IP 
network that has both security and QoS requirements. In the following we will present some 
scenarios that illustrate such benefits. 
6.5.1. Managed Customer Premises Equipment (CPE) / Unmanaged CPE 
A managed CPE scenario occurs when the CPE is owned and managed by the service 
provider, while an unmanaged CPE scenario occurs when the CPE is not owned by the service 
provider; in this case, the management task is accomplished by the client. 
 
Scenario 1: Managed CPE with ESP protection 
In the case of managed CPE, as the operator handles the CPE, the QoS classification can be 
enforced in this equipment. As a result, packets are marked with DSCP values. The provider 
will use these values inside the network as he trusts his managed CPEs.  
In this design, the use of ESP is possible because we can make the classification before 
applying ESP encryption. Figure 21 illustrates this scenario. 
 
 
Figure  VI-21: Scenario 1: managed CPE with ESP protection. 
 
Scenario 2: Unmanaged CPE 
In this case, CPE is managed by the customer. To provide the adequate QoS service and to 
ensure the priority level of the packet, the service provider re-performs classification. In this 
situation the use of a single ESP association between the two subscriber sites is problematic, as 
edge routers cannot carry out classification. The problem could however be solved by the use of 
multiple ESP associations. 
In figure 22, three ESP associations are used to connect site 1 to site 2 through the edge 
routers A and B. Client 1 uses ESP to protect packets, each edge router decrypts the protected 
ESP packets, performs QoS classification and encrypts the packets before resending them. 
It is clear that, contrarily to our solution, this alternative design is more complex and incurs 
a lot of processing overhead which introduces further delay.  
 
 
Figure VI-22: Scenario 2: unmanaged CPE with ESP protection. 





The other possible solution which we are highly motivated to present is the use of Q-ESP. 
As shown in figure 23 only one association is needed between the two subscriber sites. The 
edge routers could classify the Q-ESP protected packets.  
This design shows the importance of the Q-ESP protocol which allows both security and 
QoS classification. The use of Q-ESP in this design needs only one security association instead 
of three in the case of ESP. This consequently results in (1) cost effectivness, (2) simple design, 
(3) lower processing overhead, (4) minimal delay, and (5) easier administration.  
 
 
Figure  VI-23: Scenario 2: unmanaged CPE with Q-ESP protection. 
6.5.2. Non deterministic flow  
Some new applications can generate unknown flow with no well-known random port 
number. In this case classic classification methods do not work well. More sophisticated 
techniques such as Cisco NBAR (Network Based Application Recognition) are used to classify 
these kinds of flows. These techniques inspect flow behavior and make the classification based 
on parameters such as packet size, packet frequency, the transport layer protocol and most 
importantly the port numbers. Fortunately, Q-ESP allows this type of classification compared to 
ESP which is not flexible enough to handle these sophisticated classifications. 
6.5.3. Using Q-ESP in the context of nomad client 
Clients can connect remotely to their corporate VPN, using client VPN software. This 
software uses IPsec to allow clients to connect to an Access Server. The IPsec authentication 
and encryption will allow the mapping between account and VPN and guarantee the 
confidentiality of the transmitted data. Using ESP to ensure the VPN between the client and the 
access server (Access network) does not allow network elements to perform QoS classification 
and enforce policies. In this scenario Q-ESP is the most suitable solution as it allows both 
authentication and encryption security services and, at the same time, enables network elements 
to perform classification adequately. Figure 24 depicts this scenario. 
 
 
Figure  VI-24: Nomad client with Q-ESP.   





6.5.4. QoS aware cryptographic engine 
In [Barbieri et al. 2002], the authors identified the problem that IPSec cryptographically 
protected real time traffic suffers greatly when mixed with other types of traffic in the 
cryptographic engine. This is because the cryptographic engine cannot differentiate between real 
time and normal traffics and hence real time traffic may be delayed for a long time while 
waiting for other traffic to finish their processing. 
 
In [Völker et al. 2007], the authors proposed to solve this problem by the use of different 
types of queues in the cryptographic engine. In this way, traffics will be assigned to the queues 
according to their priority. In this approach, the use of Q-ESP protocol will clearly facilitate the 
classification of encrypted packets before assigning it to the appropriate queue.  
6.6. Conclusion 
In this chapter, we presented a new security protocol “Q-ESP” which: (1) supports QoS in 
undertaking active admission control, and (2) combines the security features of both the IPSec 
ESP and AH protocols. We described details of the structure and the processing steps of the Q-
ESP protocol. Moreover, we presented the NetBSD kernel-based implementation of Q-ESP. 
Then we presented our performance evaluation experiments. Based on the obtained results, we 
can conclude that: in a Best-Effort environment, ESP and Q-ESP throughput are mainly 
equivalent, while in a QoS environment, Q-ESP is notably better as it enables performing QoS 
easily while guaranteeing secure communications. To do that, Q-ESP carries out tunneling 
while enabling control equipment to examine the needed fields, and thus provide QoS. Finally, 
we presented some possible scenarios in which Q-ESP outperforms as it provides (1) cost 
effectivness, (2) simple design, (3) lower processing overhead, (4) minimal delay, and (5) easier 
administration. 
Currently, we propose an IETF draft [Mostafa et al. 2009a] and implementing an IPv6 
support for Q-ESP. Furthermore, to enable dynamic configuration of Q-ESP VPN tunnels, we 
update the IKE (Internet Key Exchange) daemon. 
 










VII. Chapter 7: Delay-Based Comparison of 
Bandwidth Management Techniques 
andwidth management plays an important role in controlling network traffic. While 
the main goal of bandwidth management is to provide fair sharing of the available 
network bandwidth, the implementation of bandwidth management techniques 
incurs additional processing delay overhead. In this chapter we perform a delay-based 
comparison between bandwidth management techniques implemented in NetBSD ALTQ. The 
comparison is done through experimental tests. The final goal of this comparison is to identify 
which bandwidth management technique is the most suitable to be implemented in our QoS 
capable integrated security gateway. 
7.1. Introduction 
In the next generation e-enabled avionic data networks, the efficient utilization of available 
bandwidth is crucial. Various services of differing relevance are provided by the avionic system. 
Some applications require high throughput, other applications may have critical demands for 
low delay.  
 
When mixed with other traffics in a best effort network, mission critical and delay-sensitive 
traffic such as Voice over IP (VoIP) suffers greatly. As depicted in figure VII-1, when FTP 
traffic and VoIP traffic are mixed in the same data bus, the packet scheduler should instantly 
allocate sufficient bandwidth to the voice traffic. Since a single packet should be placed 
completely onto the wire before the scheduler handles the next packet, a large FTP packet can 
cause none even spacing between the voice packets. Such a large packet requires a long 
transmission time to be completely put onto the wire. When the WAN link bandwidth is narrow, 
the long transmission time can block real-time VoIP packets, hence significantly increasing the 
end-to-end delay of the blocked voice packets, causing a large delay jitter and degrading the 
voice quality [Wei & Lin 2003]. 
 
 
Figure VII-1: Poor voice quality due to the large delay jitter caused by non-real-time, large-size background 
traffic. 
Time-critical and non-time-critical traffic need to be distinguished from each other. They 
have different relevance and different requirements in terms of delay and demands on 
bandwidth. Fair scheduling and active queue management provide principles to enable the fair 
processing of delay-critical traffic. 
 
Applying fair scheduling mechanisms results in rearranging the order in which incoming 
messages are processed. This step requires the introduction of message priorities with respect to 
the demands of the corresponding flows in terms of delay, loss tolerance, bandwidth, and other 
criteria. The second step in applying fair scheduling mechanisms consists of enhancing the 
queue modification capabilities. Routers should be able to use the priorities of the incoming 
messages for deciding in which order to process the packets. In this way, the bandwidth can be 
utilized smarter and delay-critical services can be provided.  
B 





7.2. Bandwidth Management System Building Blocks 
Bandwidth management systems are policy based, in which a network administrator can 
define policy rules to allocate different bandwidth for different classes [Wei & Lin 2003]. Each 
policy rule contains the condition and the action fields to define the specific actions for the 
specific conditions. The condition defines the packet-matching criteria to group a certain flow 
into a bandwidth class (which belongs to class c?). The action defines the parameters for a 
bandwidth class (how much bandwidth for class c?), such as 90 kb/s. 
 
 
Figure VII-2: Building blocks of bandwidth management system. 
 
As depicted in figure VII-2, the bandwidth management component consists of three main 
building blocks: 
 
- Per-class packet classifier 
This is a simple packet classifier which inspects ToS/ DSCP filed in the IP Packet header to 
identify the class of service this packet belongs to.  
 
- Buffer management 
After identifying the packet class of service, the packet is placed in the class assigned queue 
buffer, and waits for processing. The queue has a limited space and packets that exceed the 
limited allocated size risk being dropped.  Dropping algorithms are used to mange queue buffer 
utilization and to avoid congestion situations. 
 
- Packet scheduler 
The packets in the class are scheduled out at their corresponding specified bandwidth. 
Scheduling algorithms are used to provide fair or preferential bandwidth allocation between 
traffic classes.  
    
In the next subsection we will present the scheduling and buffer management algorithms 
implemented in NetBSD ALTQ.  
7.2.1. Packet Scheduling Algorithms 
Packet scheduling refers to the decision process used to choose which packets in a system of 
multiple queues should be serviced first. Bandwidth allocation is one of the most important 
goals of a queuing discipline. Fair or preferential bandwidth allocation can be achieved by using 
an appropriate queuing discipline. Another important goal is to control delay and jitter that are 
critical to emerging real-time applications [Zhang 1995]. 
 





7.2.1.1. PRIority Queuing (PRIQ) 
A PRIority Queuing (PRIQ) algorithm is designed for mission-critical applications. These 
applications have an important feature, i.e. when congestion occurs they require preferential 
service to reduce the response delay. In a system with multiple queues associated with different 
priorities, a queue with a higher priority is always served first. It serves highly delay sensitive 
real time traffic faster than the other queues. As depicted in figure VII-3, priority queuing 
classifies the packets into four different types: high, middle, normal and bottom, in descending 
order. By default, the data flow enters the normal queue. During queues dispatching, PRIQ 
strictly complies with the priority sequence from high to low, and it will send packets in the 
high-priority queue first. When that queue is empty, PRIQ will begin to send packets in the 
lower priority queue. By putting the mission-critical delay sensitive packets in the high priority 
queues, you can ensure that they can always be served first. At the same time, the common 
service packets can be put in the low priority queues and transmitted when there are no key 
service packets waiting for transmission [Cho 1999]. 
 
 Priority queuing is the simplest and fastest form of preferential queuing. However, it does 
have the disadvantage that low priority traffic is easily neglected unless there is a mechanism to 
regulate high priority traffic. Rate controlling mechanisms (such as policing) are used to restrict 
bandwidth-occupation of packets so that, all packets with different preferences obtain the 
required bandwidth.  
 
 
Figure VII-3: Priority queuing. 
 
7.2.1.2. Weighted Fair Queuing (WFQ) 
Weighted Fair Queuing (WFQ) is an algorithm that assigns an independent queue for each 
flow. WFQ can provide fair bandwidth allocation in times of congestion, and protects a flow 
from other flows. A weight can be assigned to each queue to give a different proportion of the 
network capacity. WFQ can balance the delay and jitter of every flow when congestion occurs. 
While WFQ processing speed is faster than that of FIFO, it is slower than that of PRIQ and 
CBQ [Evans & Filsfils 2007]. 
 
In addition to fair bandwidth sharing WFQ considers priority when calculating the 
dispatching sequence of packets. Statistically, with WFQ, high priority traffic takes priority over 
low priority packets in dispatching. As depicted in figure VII-4, WFQ can automatically classify 
traffic according to the preference bits of the ToS/DSCP field and can try to provide more 
queues so that each traffic flow will be equably put into different queues and equilibrate the 
delay of every traffic on the whole. While de-queuing, WFQ can assign the bandwidth of egress 
interfaces occupied by each flow according to IP precedence. The bigger the numerical value of 
the precedence is, the more bandwidth can be obtained. 







Figure VII-4: Weighted fair queuing. 
 
7.2.1.3. Class Based Queuing (CBQ) 
Class Based Queuing (CBQ) provides fine granularity of bandwidth sharing and traffic 
priority control. It achieves both partitioning and sharing of link bandwidth by hierarchically 
structured classes. Each class has its own queue and is assigned its share of bandwidth. CBQ is 
non-work conserving and can regulate the bandwidth use of a class. A child class can be 
configured to borrow bandwidth from its parent class as long as excess bandwidth is available 
[Floyd & Jacobson 1995]. 
 
 
Figure VII-5: CBQ bandwidth sharing tree.  
 
As depicted in figure VII-5, CBQ allows queues to be arranged into complex trees of 
varying priority and bandwidth. The CBQ scheduler allows a finer degree of control over 
bandwidth. You can decide not only what priority each queue has, but also how much 
bandwidth can be used by each queue. Queues can be arranged in several levels of child queues. 
Moreover, it is possible to define queues that borrow bandwidth from parent queues.  
 
CBQ is the extension of WFQ, which supports user-defined classes. As depicted in figure 
VII-6, CBQ allocates an independent FIFO reserved queue for each user-defined class to buffer 
data of the same class. In the case of network congestion, CBQ matches output packets 
according to user-defined class rules and enables them to enter corresponding queues. It is 
necessary to check the congestion avoidance mechanism (such as tail drop or RED) and 
bandwidth restriction before the packets enter queues.  CBQ is capable of classifying data 
according to flexible, various rules providing different queue dispatching mechanisms. 
However, the system overhead is large. 






Figure VII-6: Class based queuing. 
 
7.2.1.4. Hierarchical Fair Service Curve (HFSC) 
The HFSC scheduler offers similar features to CBQ, but enhances the administrator's 
toolbox with the ability to define two types of packet schedulers: real-time and link-share. 
HFSC supports both link-sharing and guaranteed real-time services.  HFSC employs a service 
curve based QoS model, and its unique feature is the ability to decouple delay and bandwidth 
allocation.  HFSC has two independent scheduling mechanisms.  Real-time scheduling is used 
to guarantee the delay and the bandwidth allocation at the same time.  Hierarchical link-sharing 
is used to distribute the excess bandwidth.  When de-queuing a packet, HFSC always tries real-
time scheduling first.  If no packet is eligible for real-time scheduling, link-sharing scheduling is 
performed.  HFSC does not use class hierarchy for real-time scheduling.  Additionally, an 
upper-limit service curve can be specified for link-sharing to set the upper limit allowed for the 
class [Stoica et al. 2000]. 
7.2.2. Buffer management 
Congestion avoidance techniques monitor network traffic loads in an effort to anticipate and 
avoid congestion at common network bottlenecks. Excessive congestion can endanger network 
resources greatly, so some avoidance measures must be taken. Congestion Avoidance refers to a 
traffic control mechanism that can monitor the occupancy status of network resources (such as 
the queues or buffer). Congestion avoidance is achieved through packet dropping. As 
congestion becomes worse, the system actively drops packets and tries to avoid the network 
overload through adjusting the network traffics. A good combination of the packet-dropping 
policy with the traffic control mechanism at the source end can maximize the throughput and 
utilization of the network and minimize the packet dropping and delay [Cisco 2006]. 
7.2.2.1. RED (Random Early Detection) 
RED (Random Early Detection) is a dropper mechanism that exercises packet dropping 
stochastically according to the average queue length. By randomly dropping packets prior to 
periods of high congestion, RED tells the packet source to decrease its transmission rate 
(congestion avoidance). RED avoids traffic synchronization in which many TCP connections 
lose packets at one time. Also, RED makes TCPs keep the queue length short. RED is fair in the 
sense that packets are dropped from flows with a probability proportional to their buffer 
occupation. Since RED does not require per-flow state, it is considered scalable and suitable for 
backbone routers. 
 





RED takes advantage of TCP's congestion control mechanism. By randomly dropping 
packets prior to periods of high congestion, RED tells the packet source to decrease its 
transmission rate. Assuming the packet source is using TCP, it will decrease its transmission 
rate until all the packets reach their destination, indicating that the congestion is cleared. 
 
To avoid the phenomenon of TCP synchronization, RED algorithm sets minimum and 
maximum limitations for each queue. When the length of the queue is less than the minimum 
limitation, no packet will be dropped. When the length of the queue exceeds the maximum 
limitation, all the incoming packets will be dropped. When the queue length is between 
maximum and minimum limits, the packet will be dropped randomly. The longer the length of 
queue, the higher the dropping probability is [Floyd & Jacobson 1993] 
7.2.2.2. RED with In/Out bit (RIO) 
RED with In/Out bit (RIO) runs triple RED algorithms at the same time [Clark & Fang 
1998]. The original RIO has two sets of RED parameters; one for in-profile packets and the 
other for out-of-profile packets.  At the ingress of the network, profile meters tag packets as IN 
or OUT based on contracted profiles for customers.  Inside the network, IN packets receive 
preferential treatment by the RIO dropper.  It is possible to provision the network not to drop IN 
packets at all by providing enough capacity for the total volume of IN packets.  Thus, RIO can 
be used to provide a service that statistically assures the capacity allocated for users.  This 
mechanism can be extended to support an arbitrary number of drop precedence levels.  ALTQ 
supports three drop precedence levels. 
7.2.2.3. Flow-valve 
Flow-valve is an extension to protect RED from unresponsive flows and to promote end-to-
end congestion control. Flow-valve observes the average drop rates of the flows that have 
experienced packet drops in the recent past. When the average drop rate exceeds the threshold, 
the flow is blocked by the flow-valve.  The trapped flow should back off exponentially to 
escape from the flow-valve [Cho 1999b]. 
7.3.  Experimental TESTS 
To precisely analyze the effect of bandwidth management techniques implemented in 
NetDSD ALTQ on the packet delay, we perform the following experiments. 
7.3.1. Device Under Test (DUT) 
The possible NetBSD ALTQ bandwidth management configurations are: 
− CBQ with RED 
− CBQ with RIO 
− CBQ with Flow-valve 
− HFSC with RED 
− HFSC with RIO 
− PRIQ with RED 
− PRIQ with RIO 
− WFQ 
 
Although, the previously descried 4 scheduling algorithms and 3 dropping algorithms 
implemented in  ALTQ should give 12 combinations, this is not the case. Indeed, we only have 
8 possible combinations. This is because “Flow-valve” dropping algorithm works only with 
CBQ while,WFQ implements its on dropping mechanism.  
 
WFQ uses Congestive Discard Threshold (CDT). CDT is the threshold point where WFQ 
starts dropping packets from the most aggressive flows. This dropping will begin even if the 
WFQ hold queue limit has not been reached. The hold queue limit being defined as the total 
number of packets that WFQ can have at any given time. 






In our experiments, each of the previously identified bandwidth management configurations 
will be tested separately. Since all these configurations will be tested in the same machine with 
the same network conditions; the bottleneck of each test is at the Device Under Test (DUT) so 
that when the results appear to be bad, the problem lies mostly in the DUT.  
7.3.2. The Experimental Test Bed 
The test bed has been constructed according to RFC 2544 [Bradner & McQuaid 1999]. As 
depicted in figure VII-7, it is a minimal test bed consisting of two hosts (sender and receiver) 
and a gateway (test node). There were no other hosts or devices connected to the testbed hosts, 
so nothing else could influence their behavior. The only packets traversing the wire were those 





Figure VII-7: Experimental test bed. 
 
Table VII-1: Test bed hardware Specifications. 
 
Gateway 
Operating System NetBSD 5.0 
Processor Intel Pentium III 733MHz 
RAM 512 MB 
NIC1 Intel i82546 EB 
NIC2 Intel i82546 EB 
Host A 
Operating System Ubuntu 9.10 
Processor Intel Core 2 Quad 2.83GHz 
RAM 4 GB 
NIC Broadcom NetXtreme 57xx Gigabit 
Controller 
Host B 
Operating System Ubuntu 9.10 
Processor Intel Pentium 4  1.7GHz 
RAM 1 GB 
NIC 3Com 3C905C-TX-M Etherlink 
7.3.3. Traffic Generation  
In order to simulate a realistic next generation e-enabled avionic data network with new 
service traffics; we generated different kinds of traffics corresponding to these new services. 
The generated traffic includes: 
− Video: as an example of a video surveillance service. 
− VoIP: for digital voice communication. 
− FTP: to simulate the transfer of flight navigation images. 
− SMTP: for pilots and crew members e-mail service. 
− HTTP: for an Internet surfing service. 





In addition to these foreground traffics we also sent, a mix of TCP and UDP packets as 
background traffic. 
As managing bandwidth in a narrow access link is more difficult, we limited the outgoing 
interface access-link bandwidth to 1.544 Mb/s. 
 
To ensure proper functioning of the foreground traffic, the bandwidth management systems 
are configured to reserve the needed bandwidth for each traffic class while background traffics 
are traded in a best effort way. 
 
Indeed, we created two scenarios. In the first scenario (which is called the Normal scenario) 
we simultaneously sent foreground flows and UDP and TCP background traffic, under the 
condition that the whole traffic size (1424 kbps) did not exceed the 1.544 Mb/s limit. In the 
second scenario (which is called the Congestion scenario) we sent the same foreground flows 
but we doubled the size of UDP and TCP background traffic. In this way the whole traffic size 
(1924 kbps) exceeds the 1.544 Mb/s limit. Thus, a congestion situation is created on the 
outgoing interface of the gateway. Table VII-1 shows the flow sizes in both normal and 
congestion scenarios. 
 
Table VII-1: Flows sizes for Bandwidth management tests. 
 
Sending rate (kbps) 
Flow 
Normal Scenario Congestion Scenario 
VoIP 80 80 
Video 144 144 
Picture-FTP 300 300 







HTTP 300 300 







TCP 300 600 
Total 1424 1924 
 
7.3.4. Test Results  
We measured throughput, loss and delay for the foreground flows. All the tested bandwidth 
management configurations (DUTs) managed to reserve the needed bandwidth for the 
foreground traffic in both normal and congestion scenarios. This is proved by the obtained 
results, as the throughput values of these flows are equal to the sending rate and the loss values 
are zeros. 
 
As mentioned before, the goal of these experiments is to see the effect of different 
bandwidth management techniques implemented in NetBSD ALTQ on the packet delay. For 
this reason we focus on the delay results.       
7.3.4.1. Normal Scenario Results 
In this scenario we have no traffic congestion so we only measure the delay introduced by  
the queuing mechanisms when classifying traffic and assigning packets to their corresponding 
queues.  
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Figure VII-8: Bandwidth Management - Normal Scenario. 
 
Form figure VII-8, we can see that in a normal situation; for almost all DUTs the delay 
introduced by queuing disciplines is less than 1 ms.  
For UDP traffics (VoIP and video), CBQ with RIO gives the best performance, while for 
TCP traffics (FTP, SMTP and HTTP), HFSC with both RED and RIO seams to be a better 
choice. 
It is worth noting that in a normal situation when CBQ is used to manage UDP traffic, the 
RIO dropping mechanism has the best performance next it is the flow-valve and  then finally 
RED has the lowest performance. On the contrary, when it is used to Manage TCP traffics, 
CBQ gives the lowest performance.  
7.3.4.2. Congestion Scenario Results 
Clearly, in congestion situations the performance is degraded due to the impact of other 
competing background traffics which try to consume the shared bandwidth. While DUTs 
manage to assure the required bandwidth for the foreground traffic they spent more time 
classifying packets, managing buffer space and scheduling packets. This dramatically affects 
packet delay. 
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VoIP 219,6 247 123 5 4,2 1,5 2,8 7,9 
Video 162,2 185 67,1 5,6 4,45 1,98 2,3 10,3 
Picture-FTP 20,3 20,3 13,4 3 2,1 5 3 27,4 
SMTP 10,26 24,3 19,6 2,23 2 8,9 5,1 17,4 
HTTP 17,9 18,37 13,5 2,64 1,84 9 4,1 26,3 
 
From figure VII-9 and Table VII-2, we can see that CBQ with all the dropping mechanisms 
(RED, RIO and flow-valve) has an unacceptable delay (around 200 ms) with UPD traffic, and a 
long delay (around 20 ms) with TCP traffic. 
For UDP (real time traffic) the DUTs are ordered from high delay to low delay as follows: 
1. CBQ with RIO 
2. CBQ with RED 
3. CBQ with flow-valve 
4. WFQ 
5. HFSC with RED 
6. HFSC with RIO 
7. PRIQ with RIO 
8. PRIQ with RED 
 
So for UDP traffic, PRIQ with RED is the best choice. 
 
For TCP traffic the DUTs are ordered from high delay to low delay as follows: 
− WFQ 
− CBQ with RIO 
− CBQ with RED 
− CBQ with flow-valve 
− PRIQ with RED 
− PRIQ with RIO 
− HFSC with RED 
− HFSC with RIO 
So for TCP traffic, HFSC with RIO is the best choice. 
The difference in results between UDP and TCP traffics is due to the reaction of the TCP 
traffic control technique which has different dropping algorithms. 
7.4. Conclusion 
In this chapter we did experimental tests to measure the effect of bandwidth management 
techniques implemented on NetBSD ALTQ, on the packet delay. Based on the obtained results 
it is clear that in a normal situation when the network capacity is not charged, there are no big 
differences between test techniques as the differences are in micro seconds. Of utmost 
importance are the differences in a congestion situation as we noticed dramatical performance 





degradation. In this situation we found that PRIQ with RED performs well with UDP traffic 
while HFSC with RIO has the best performance for TCP traffic. 
 
To answer the question: which bandwidth management technique is most suitable to be 
implemented in our QoS capable integrated security gateway? 
We should first, take into consideration that our gateway treats both TCP and UDP traffics. 
In fact neither PRIQ with RED nor HFSC with RIO is the optimal choice; this is because 
while PRIQ with RED is the best choice for UDP traffic it is not the best choice for TCP traffic 
and the opposite is true for HFSC with RIO. 
In our opinion PRIQ with RIO is the most suitable choice as its average delay for both TCP 
and UDP traffic is the best. For this reason PRIQ with RIO is implemented in our gateway 
bandwidth management component. 
 
 










VIII. Chapter 8: Benchmarking 
esting is extremely valuable in maintaining reliable, secure and high performance 
solutions. According to Robert W. Buchanan “Proactive testing is a proven approach for 
improving system availability, reliability and performance” [Buchanan 1996]. 
Benchmarking is a widely used technique in assuring product quality. A comparative 
benchmark is an evaluation testing technique that acquires performance measurements of two or 
more systems with the same set of system parameters and workload model. With benchmarks 
the same set of tests can be performed on several different products to give a common method 
of testing. The results from benchmark tests are used as a reference to assess the efficiency and 
effectiveness of systems. Moreover these measurements help to provide insights into the 
strengths and weaknesses of each Device Under Test (DUT). This can clearly give ideas for 
future improvements [Shah 1997]. 
In this chapter we benchmark our implemented security gateway against three commercially 
available software gateways (Astaro, CheckPoint and Gibraltar). The goal of this comparative 
benchmarking test is to assess the worthiness of our approach, evaluate performance and 
identify problems for future research. 
8.1. Benchmark Methodology 
In order to clearly understand a benchmark methodology and the obtained results from a 
benchmark, it is important to understand the terminology involved in benchmarking. To meet 
these needs IETF has published RFC 1242 which defines a number of terms and metrics used in 
the context of performance evaluation of general network interconnect devices [Bradner 1991]. 
This is followed by RFC 2647 which describes benchmarking terminology for firewall 
performance evaluations [Newman 1999].  
 
There are several different methodologies for testing different aspects of DUT. According to 
[Bradner & McQuaid 1999], any benchmarking methodology involves specifying the desired 
performance metrics, the test setup and the generated network traffic. Indeed the test setup 
procedures differ from one benchmark test to another depending on the nature of the DUT. For 
packet filtering firewall and QoS packet classification systems, we have to specify filtering rules 
[Hickman et al 2003] while, for a stateful firewall, we have to prepare attacks and malformed 
packets. Also to benchmark intrusion detection systems we have to prepare a number of attack 
test-cases [GadElRab 2008].  
In the following, we will describe the gateways to be tested, the tested components and the 
associated benchmark item and the interesting metrics. 
8.1.1. Device Under Test (DUT) 
The four security gateways to be tested are: 
 Astaro security gateway (version .8.1) uses its own operating system which is a Linux based 
system. It is actually developed in the Linux kernel version 2.6.32.24-81.g73e70cd (also 
known as Astaro Linux version) [Astaro]. 
 CheckPoint (version R75) works as a security gateway which can be installed on different 
OS like Windows Server, Red Hat Linux and Solaris [Checkpoint a]. In our case, we chose 
Windows Server 2003 because we wanted to test different operating systems. 
 Gibraltar security gateway  (version .3.0) also has  its own OS which is based on Debian 
GNU/Linux 5.0 (also known as Lenny), Linux kernel version 2.6.30.9.We must mention 
that the Gibraltar security gateway works from a live Compact Disk (CD), and does not 
have to be installed on a hard disk drive [Gibraltar].  
T 





 Our Security Gateway uses NetBSD version 5.0 [NetBSD]. 
Table VIII-1 represents the gateway systems under test and the used operating systems. 
 
Table VIII-1: Devices Under Test. 
Device under test (DUT) Operating system (OS) 
Our Security Gateway NetBSD 5.0 
Gibraltar 3.0   own OS 
Astaro 8.0   own OS 
CheckPoint R75   Windows Server 2003 
 
All theses security gateways support four main components: firewall, IPSec VPN, IDS and 
bandwidth management.  
 
Benchmark test methods are device specific. If the DUT supports certain features then it is 
important to perform tests that are specific to those features. To do this in our benchmark , the 
items listed in table VIII-2 will be tested for each component.  
8.1.2. Performance Metrics 
In our benchmark tests, from the network QoS point of view, the particularly interesting 
performance metrics are:  
 Throughput is one of the most important performance metrics that can be taken on a 
network system. In general throughput is given in Kilo Bytes per second (KB/Sec) or 
packets per second (Packets/Sec). 
 Delay (or latency) also has a special importance in our context as we are dealing with 
networks with time constraints, in which the maximum delay time must not be exceeded. 
Delay is measured in mile second (ms). 
 Packet loss ratio must be measured to assure the reliable functioning of the systems. It is 
measured as a percentage of the total traffic sent. 
 
In some cases for simplicity instead of presenting both throughput and loss measurements, 
we will present the Maximum Loss-Less-Throughput (MLLT), which is the maximum 
throughput with zero loss tests [Newman 1999]. This metric is very common in benchmarking. 
 
Another particularly important measurement metric for IDS is “Miss Ratio”. IDS Miss 
Ratio is the difference between network traffic packets that should be sniffed and analyzed and 
the exact number of packets that IDS analyzed. The number of network transmitted packets and 
the packets captured and analyzed by IDS are not always equal. This is because IDS has a 
certain capacity and when the network is overloaded (packets arrive in high frequencies and/or 
in large sizes), IDS will not be able to handle all the packets. 
 
A very similar metric to MLLT, is Maximum Throughput with Zero Miss (MTZM). MTZM 
is the maximum throughput value that can be achieved by IDS without missing any packet that 
should be captured and analyzed.  
 
Table VIII-2 summarizes the benchmark components, the tested items and the performance 











Table VIII-2: Benchmarked components, items and performance metrics. 
 
Component Benchmark item Performance metrics 
IPSec 
VPN 
1. Impacts of creating a VPN IPsec tunnel. 
2. Impacts of increasing packets size. 






1. Impacts of packet filtering. 
2. Impacts of enabling NAT. 
3. Impacts of enabling QoS marking. 






1. Impacts of IDS processing. 
2. Impacts of increasing packets size. 
3. Impacts of handling packet fragmentation 





1. Impacts of bandwidth management 
disciplines on different traffic flows. 
Delay 
 
8.1.3. Traffic Generation Tool 
To generate a mix of TCP and UDP traffic and thus simulate real network traffic conditions, 
we chose the Distributed Internet Traffic Generator (D-ITG) tool [D-ITG]. It is a flexible tool 
which incorporates generator, receiver and analyzer tools. At the sender side D-ITG allows the 
generation of constant packets as well as random traffic according to probabilistic laws and it is  
also capable of generating many flows simultaneously.  
In addition, if used with the NTP protocol [Mills 1989], D-ITG can record transmission and 
reception times of individual packets in a synchronized way between all hosts. 
Valid data collection and evaluation are crucial for the process of benchmarking. Invalid 
method or inaccurate collection of data will result in data that does not represent the actual 
performance of the DUT [Shah 1997]. Therefore at the receiver side, the D-ITG creates a 
listener to receive all the flows generated by sender. After that the D-ITG analyzer can be used 
to calculate performance statistics per flow basis or on all flows as a whole, for all the traffic. 
 
In the following sections each component listed in table VIII-2 is tested independently for 
each gateway listed in table VIII-1. We discuss test details, present and debate the obtained 
results. 
8.2. IPSec VPN Benchmark Tests 
Each benchmarked gateway has its own IPSec VPN implementation:  
  
 Astaro uses the strongSwan version 4.4.1. StrongSwan is an Open Source IPsec-based VPN 
solution for Linux [StrongSwan a]. 
 Gibraltar uses strongSwan version 4.3.4. If we compare version 4.3.4 with version 4.4.1, 
there are some implementation improvements which makes a difference to the  performance 
[StrongSwan b].  
 CheckPoint uses VPN-1 software. Actually this software is known as VPN/Firewall-1 and 
includes both VPN and firewall support [Checkpoint b]. 
 Our Gateway uses Fast IPSec which is the highest performance publicly available open 
source IPsec implementation [Leffler & Consulting 2003]. 
 
 





8.2.1. IPSec VPN Benchmark Testbed 
For the purpose of this benchmark, we constructed the testbed shown in figure VIII-1. The 
testbed consists of two security gateways (Gateway1 and Gateway2) connected to each other 
using point-to-point connections. In addition, we constructed a Network-to-Network IP-VPN 
using ESP and AH. 3DES algorithm [Karn et al. 1995] is used for encryption/decryption, and 
SHA-1 algorithm [Madson & Glenn 1998] is used for authentication. In this experiment Astaro, 
CheckPoint, Gibraltar and our security gateway respectively were installed in the two security 
gateways (Gateway1 and Gateway2).  
To send and receive test traffics, we connected one measurement PC to each security 





Figure VIII-1: Testbed for IPSec VPN tests. 
 
Table VIII-3: Testbed devices Specifications. 
 
Gateway 1 
Processor Intel Pentium III 733MHz 
RAM 512 MB 
NIC1 Intel i82546 EB 
NIC2 Intel i82546 EB 
Gateway 2 
Processor Intel Pentium III 733MHz 
RAM 768 MB 
NIC1 3Com 3C905C-TX-M Etherlink 





Processor Intel Core 2 Quad 2.83GHz 
RAM 4 GB 





Processor Intel Pentium 4  1.7GHz 
RAM 1 GB 
NIC 3Com 3C905C-TX-M Etherlink 
 
 





8.2.2. IPSec VPN Benchmark Test Scenarios 
The goal of this benchmark is to compare the performance (throughput, delay and loss rate) 
of the IPSec VPN component in each security gateway in the following areas: 
  
1. Impacts of creating a VPN IPsec tunnel. 
2. Impacts of increasing packet size. 
3. Impacts of handling packet fragmentation. 
 
To achieve this goal, we performed the following three test scenarios. 
8.2.2.1. Impacts of creating a VPN IPsec tunnel 
In this test scenario, the D-ITG tool is used to send small UDP packets (128 Bytes) from 
host (A) to host (B). As, host (A) is protected by gateway (1) the traffic is encrypted and 
authenticated by the IPSec VPN component installed in this gateway. On the other side because 
host (B) is protected by gateway (2), the latter terminates the IPSec VPN tunnel and performs 
the necessary  authentication verification and decryption processes and delivers valid traffic to 
host (B). On the sender side (host A), the D-ITG tool is programmed to send packets with an 
increasing frequency, we started by 4000 packets per second until we reached 15000 packets per 
second. We increased the rate by 500 packets each time. For each sending rate the test lasts for 
at least 30 seconds. For these frequencies, the D-ITG tool installed in Host (B) records the 
performance measurements.  
 
FiguresVIII-2, VIII-3 and VIII-4, depict the throughput, loss and delay results respectively 
obtained from this test scenario.  
 
Figure VIII-2: IPSec Tunnel - 128 Byte packets – Throughput results. 
 
As shown in Figure VIII-2, our gateway has the highest throughput and reaches its MLLT at 
9000 packets/sec while Astaro, CheckPoint and Gibraltar reach it at 8000, 6500, and 6000 
packets/sec respectively in descending order. 
 
















































































































Figure VIII-3: IPSec Tunnel -128 Bytes packets – Loss results.  
 
 
Figure VIII-3 presents the obtained loss results. Before reaching a congestion situation all 
DUTs have no loss but after reaching this situation, DUTs become saturated and cannot handle 
more packets. It is for this reason that they start dropping packets and the loss ratio starts 







































































































































































Figure VIII-4: IPSec Tunnel -128 Bytes packets – Delay results. 
 
From the figure VIII-4 it is clear that before the MLLT point each DUT has a very small 
delay (less than 1 ms.), however after reaching this point, the delay increases dramatically due 
to a situation of congestion . In such a situation our gateway has the highest delay. 
8.2.2.2. Impacts of Increasing Packet Size 
Packet size has a certain effect on VPN performance. This is because encrypting/decrypting 
and or authenticating larger packet payload requires more processing resources. In order to 
assess the effect of increasing packet size on the performance of benchmarked gateways; we 
performed the same test as the previous one using larger packets (1024 Bytes). 
FiguresVIII-5, VIII-6 and VIII-7, depict the throughput, loss and delay results respectively 
obtained from this test scenario. Compared with the previous scenario, the increased packet size 





effect on the obtained throughput is clear. In fact, the number of processed packets at the MLLT 
points decrease. However our gateway still has the highest throughput and reaches its MLLT at 
3000 packets/sec, CheckPoint has MLLT (2650 packets/sec) which is higher than Astaro (2500 
packets/sec), while Gibraltar still has the lowest MLLT (2000 packets/sec). 






























































Figure VIII-6: IPSec Tunnel - 1024 Bytes packets – Loss results. 
 










































































































Figure VIII-7: IPSec Tunnel - 1024 Bytes packets – Delay results. 
8.2.2.3. Impacts of Packet Fragmentation 
The role of this last scenario is to assess the impact of fragmentation on IPsec processing. 
The maximum Ethernet frame size is 1518 bytes. If a frame is greater than this size then, it will 
be fragmented (split into two or more new frames) by gateways. 
To simulate this situation we instructed host (A) to send frames with a maximum allowed 
Ethernet frame size (1518 bytes). On their way to host (B), the frame will traverse the two 
gateways (1&2). When the frame reaches gateway (1), IPsec will add the new ESP and AH 
headers and encapsulate the packet in their payloads. This will cause the frame size to be greater 
than the original size. To obey  the announced Maximum Transmission Unit (MTU) (1518 
bytes), the gateway fragments the packet into two new packets and places them into two new 
frames. At, gateway (2), the inverse (de-fragmentation) process is performed. The two packets 
are extracted from the two frames, the original contents are de-capsulated from AH and ESP 
payloads and the original packet is re-constructed. Finally, the 1518 bytes size frame 
(containing the original packet) is delivered to host (B). 
FiguresVIII-8, VIII-9 and VIII-10, depict the throughput, loss and delay results respectively 
obtained from this test scenario. 
 
 
Figure VIII-8: IPSec tunneling + fragmentation- Throughput results. 
 






































































































































Figure VIII-10: IPSec tunneling + fragmentation- Delay results. 
 
In this test scenario more processing operations were needed because of the increased 
payload size and fragmentation/de-fragmentation overhead. As a result all the gateways reached 
their MLLT points at lower frequencies.  The recorded MLLT values are 2000, 1995, 1700, and 
1500 for our gateway, CheckPoint, Astaro and Gibraltar respectively in descending order. 
Furthermore delay and loss ratio values increased. 
 
Even in this scenario we can see that our gateway has the best throughput performance. A 
fact which happened in all the VPN tests. Another factor that is important to note is that, while 
all the gateways try to keep the maximum throughput in a congestion situation, the CheckPoint 











8.2.3. Comparative Analysis of IPSec Benchmark Results 
Figures VIII-11 and VIII-12 represent MLLT (Kb/Sec) for IPSec VPN benchmark grouped 
by security gateways and packet sizes respectively. From the figures, we can say that our 
gateway has the highest throughput for all the sizes. While Astaro handles small packets (128 
bytes) better than CheckPoint, the latter is better than Astaro in handling larger packet sizes 

















































Figure VIII-12: IPSec benchmark – MLLT results- By Packet size. 
The results obtained from this IPSec VPN benchmark affirm the strong and efficient 
cryptographic implementation for which Fast IPsec is well-known [Leffler & Consulting 2003].  
 



























Figure VIII-13: IPSec benchmark – Delay results- By Gateways. 
 
Whilst all gateways have a reasonable delay (in the order of ms.) before reaching MLLT 
points, after reaching these points the delay (and loss ratio) values increase dramatically.  In 
figures VIII-13 and VIII-14, we measured delay values at the MLLT point for the IPSec VPN 
benchmark grouped by security gateways and packet sizes respectively. 
From figure VIII-13 we can see that our gateway has the highest delay values in all the tests 
followed by Astaro, while CheckPoint and Gibraltar have the lowest delay. This is because of 
the capacity of our gateway and Astaro to serve more packets. If they are all serving the same 
number of packets our gateway will have the best average delay. 
 The fact that our gateway has the lowest loss ratio and highest delay (in a congestion 
situation), could be explained by knowing that it uses a larger buffer, which is used to keep 
more packets for a longer amount of time than other gateways. Whilst the big buffer size helps 
in decreasing the loss ratio, it results in a longer time delay in a case of congestion. Managing 

























Figure VIII-14: IPSec benchmark – Delay results- By Packet size. 
 





From figure VIII-14 it is clear that delay as well as packet size, increase. For all the 
gateways the highest delay values result from the fragmentation impact test. To enhance IPSec 
VPN performance it is highly recommended to avoid packet fragmentation. 
8.3. Firewall Benchmark Tests 
Each benchmarked gateway has its own firewall implementation:  
 
 Astaro uses Netfilter and iptables version 1.4.4. Netfilter is the Linux kernel firewall. 
Iptables is a user space application program that allows a system administrator to configure 
the tables provided by Netfilter and the chains and rules it stores [Netfilter]. 
 Gibraltar uses Netfilter and iptables version 1.4.2.  
 CheckPoint uses Firewall-1 software. CheckPoint has great experience in the firewall field, 
as it was CheckPoint that invented the stateful packet inspection technology that is utilized 
by virtually all firewalls today. They introduced Firewall-1 software in 1994 and have 
improved it since then. Now this software is also known as VPN-1 and includes firewall and 
VPN support (most references recognize this software as VPN/Firewall-1) [Checkpoint b]. 
 Our gateway uses a Packet Filter (PF) firewall [NetBSD PF]. 
8.3.1. Firewall Benchmark Testbed 
For the purpose of this benchmark, we constructed the testbed as shown in figure VIII-15. 
In accordance with IETF RFC 3511 [Hickman et al 2003], the test bed uses two hosts (A and B) 
connected to each other through a gateway (Gateway1).In this experiment Astaro, CheckPoint, 
Gibraltar and our security gateway respectively were installed in the gateway (1).  
Host (A) is used to send test traffic and host (B) is used to receive traffic and record 
performance measurements. The specifications of testbed devices are presented in table VIII-3. 
 
 
Figure VIII-15: Testbed for firewall tests. 
 
8.3.2. Firewall Benchmark Test Scenarios 
The goal of this firewall benchmark is to compare the performance (throughput, delay and 
loss rate) of the firewall component in each security gateway regarding the following items: 
  
1. Impacts of packet filtering. 
2. Impacts of enabling Network Address Translation (NAT). 
3. Impacts of enabling QoS marking. 
4. Impacts of simultaneously enabling NAT and QoS marking. 
 
To achieve this goal, we performed four test scenarios. As these three functions (filtering, 
NAT, and QoS classification and marking) deal with packet headers, they are more sensitive to 
the number of packets rather than to the size of the packet. For this reason, we believe that 
sending small packets with high frequencies and counting the number of processed packets is a 
better indicator than sending big packets and counting the number of processed bytes.  





8.3.2.1. Impacts of Packet Filtering 
The goal of this test is to compare packet filtering mechanisms in gateways under test 
conditions. To set up our test, each firewall system is configured to apply 1000 filtering rules. 
The rule set has been prepared so that matching rules exist at the end of rule set [Hickman e.t al 
2003]. This is to force the classification algorithm to traverse the whole rule set and generate the 
worst case performance. The other functionalities (NAT, QoS classification and marking) are 
disabled so that we measure only the impact of applying packet filtering. 
 
To perform our tests, D-ITG was used to send small UDP packets (128 byte) from host (A) 
to host (B) through gateway (1). We sent packets with a frequency starting from 8000 and 
increased 1000 each time until we reached 20000 packets/sec.  
 
FiguresVIII-16, VIII-17 and VIII-18, depict the throughput, loss and delay results 
respectively obtained from this test scenario. 
 
From the obtained results, we can observe that Our Gateway and Astaro have the best 
performance. They have almost no loss: even at a frequency of 20000 packets/sec they have 
very little loss (less tan 0.1%).  As shown in Figure VIII-16, our gateway has the highest 
throughput and reaches its MLLT at 19000 Packets/Sec while Astaro, CheckPoint and Gibraltar 
reach it at 15000, 17000, and 13000 packets/sec respectively in descending order. 
 
Regarding delay results, for Gibraltar and Astaro after reaching the MLLT point, the delay 
increases considerably which means that congestion is created because the firewall module 
cannot  handle all the received packets. For Our Gateway and Astaro the delay is constantly less 
than 1 ms. These results demonstrate efficient implementation of their packet filtering modules.  
 
 
Figure VIII-16: Packet filtering - Throughput results. 
 






























































Figure VIII-17: Packet filtering - Loss results. 
 
 
Figure VIII-18: Packet filtering - Dealy results. 
8.3.2.2. Impacts of Enabling Network Address Translation (NAT) 
The goal of this test is to compare the effects of applying NAT on packet filtering firewalls 
implemented on gateways being tested.  
In fact, we repeated the same previous test (section 8.4.2.1) with the NAT function enabled. 
So we measured the effect of applying 1000 packet filtering and NAT processing. 
 
FiguresVIII-19, VIII-20 and VIII-21, depict the throughput, loss and delay results 
respectively obtained from this test scenario. 
From the obtained results we can see that adding NAT function dramatically affects 
Gibraltar and CheckPoint while it has a very small effect on our gateway and Astaro. As shown 
in Figure VIII-19, our gateway has the highest throughput and reaches its MLLT at 17000 
packets/sec while Astaro, CheckPoint and Gibraltar reach it at 14000, 13000, and 12000 
packets/sec respectively in descending order. Again, our gateway and Astaro have the best 
performance with a very little loss ratio (less than 0.1%) and a delay less tan 1 ms. 
 


































































Figure VIII-20: Packet filtering + NAT - Loss results. 
 
Figure VIII-21: Packet filtering + NAT- Delay results. 





8.3.2.3. Impacts of Enabling QoS Marking 
The goal of this test is to compare the effects of applying the QoS marking function on 
packet filtering firewalls implemented on gateways being tested.  
We actually repeated the same test performed in section (8.4.2.1) with the firewall 
configured to simultaneously  perform packet filtering (using 1000 rules) and  QoS 
classification and marking (using another 1000 rules).  
FiguresVIII-22, VIII-23 and VIII-24, depict the throughput, loss and delay results 
respectively obtained from this test scenario. 
 
 











































































Figure VIII-23: Packet filtering + QoS Marking - Loss results. 
 






Figure VIII-24: Packet filtering + QoS Marking - Delay results. 
 
From these figures we can clearly see that Gibraltar was seriously affected. Its MLLT is at 
4000 packets/sec. It cannot handle more than 5000 packets/sec and has a very large loss ratio 
and time delay. CheckPoint is also quite affected and reaches its MLLT at 11000 Packets/Sec, 
while Astaro, has good performance as its MLLT is 15000 Packets/Sec. For Our Gateway, 
MLLT is 18995 Packets/Sec, this is the highest value for this test which proves the effectiveness 
of our implemented integrated session table (presented in chapter 5).  
8.3.2.4. Impacts of Enabling NAT and QoS Marking 
The goal of this test is to compare the effects of simultaneously applying three functions 
(packet filtering, NAT and QoS marking) on gateways being tested.  
We actually repeated the same test performed in section (8.4.2.1) with the firewall 
configured to simultaneously perform packet filtering (using 1000 rules), QoS classification and 
marking (using another 1000 rules) and with the NAT service enabled.  
 
 
Figure VIII-25: Packet filtering + NAT + QoS Marking - Throughput results. 
 














































































Figure VIII-26: Packet filtering + NAT + QoS Marking - Loss results. 
 
 
Figure VIII-27: Packet filtering + NAT + QoS Marking - Delay results. 
 
FiguresVIII-25, VIII-26 and VIII-27, depict the throughput, loss and delay results 
respectively obtained from this test scenario. 
 
Again our gateway has the highest throughput and reaches its MLLT at 16000 Packets/Sec 
while Astaro, CheckPoint and Gibraltar reach it at 12000, 10000, and 3990 Packets/Sec 
respectively in descending order.  
It is clear that the enforcement of the three functions simultaneously has a noticeable effect 
on the gateways’ performance. 
8.3.3. Comparative Analysis of a Firewall Benchmark 
Figures VIII-28 and VIII-29 represent MLLT (Kb/Sec) for a firewall benchmark grouped by 
security gateways and performed functions respectively. From the figures, we can say that our 
gateway has the highest throughput for all the test scenarios. Astaro came in second place and 
Checkpoint in the third.  Gibraltar had the worst performance in this benchmark. 
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Figure VIII-29: Firewall benchmark – MLLT - By Functions. 
 
The effect of simultaneously enforcing NAT or QoS classification or both of them with 
packet filtering has been assessed. While our gateway and Astaro react positivley in these tests, 
CheckPoint and Gibraltar suffered greatly. This reflects that our gateway and Astaro implement 
better mechanisms for performing filtering, NAT and QoS classification functions. 
 
In figures VIII-30 and VIII-31, we measured delay values at the MLLT point for a firewall 
benchmark grouped by security gateways and performed functions respectively. In fact, all 
gateways except Giraltar have a reasonable delay (less than 1 ms.) Gibraltar has the highest 
delay. This delay is 5 ms for filtering and it increased with each scenario until it reached 25 ms 
in the last scenario (filtering + NAT + QoS marking ) . 
 
 




















































































































Figure VIII-31: Firewall benchmark – Delay results- By Gateways. 
8.4. IDS Benchmark Tests 
Each benchmarked gateway has its own IDS implementation:  
 Astaro uses snort inline [Snort-inline]. 
 Gibraltar uses snort v 2.8.5.2 [Snort] with rule set version 2.8.4.1 
 CheckPoint uses its own Intrusion Prevention System software. 
 Our gateway uses snort v 2.8.5.2. with rule set version 2.8.6.1 
 
All intrusion detection systems are tested with the default configurations. The goal of this 
benchmark is to compare the throughput of the IDS component in each security gateway 
regarding the following items: 
  
- Impacts of IDS processing. 
- Impacts of increasing packet size. 
- Impacts of handling packet fragmentation in IDS processing. 





8.4.1. IDS Benchmark Testbed 
To perform our benchmark tests, we used the same testbed as presented in section (8.4.1).  
8.4.2. IDS Benchmark Test Scenarios 
The D-ITG tool was used to send packets from host (A) to host (B) through gateway (1) and 
collect throughput measurements. In order to assess the impacts of three test items, the same test 
is repeated using three different packet sizes: 
1. 128 bytes packet size to assess the impacts on IDS processing. 
2. 1024 bytes packet size to assess the impacts of increasing packet size. 
3. 1500 bytes packet size (the total frame size is 1520 bytes) to assess the impacts of 
handling packet fragmentation on IDS processing. 
 
As IDS is not placed in the path of traffic (it just sniffs traffic and analyzes a copy from 
each sniffed packet), IDS has no effect on packet delay or loss. For this reason we focus only on 
throughput and miss ratio results. 
8.4.2.1. Impacts of IDS Processing 
Figures VIII-32 and VIII-33 depict the throughput and miss ratio results respectively 
obtained from the first test scenario. 
 





























































































































Figure VIII-33: IDS Benchmark- 128B packets – Miss Ratio results. 
 





As shown in figure VIII-32 and VIII-33 our gateway has the highest throughput and reaches 
its Maximum Throughput with Zero Miss (MTZM) at 17500 packets/sec while, CheckPoint, 
Gibraltar and Astaro are at 11500, 9500, and 6000 packets/sec respectively in descending order. 
8.4.2.2. Impacts of Increasing Packet Size 
Packet size also matters in IDS tests because an Intrusion Detection System must search for 
known patterns of attacks in the whole packet data payload. This dramatically affects 
performance. Figures VIII-34 and VIII-35 depict the throughput and miss ratio results 
respectively obtained from this test scenario. 
 
Surprisingly, our gateway has the lowest MTZM (3500 packets/sec) in this test while, 
CheckPoint has the best performance as its MTZM is 8000 packets/sec.  Gibraltar and Astaro 
have 4000 and 3000 packets/sec respectively in descending order. 
 































































Figure VIII-35: IDS Benchmark- 1024B packets – Miss Ratio results. 
 
8.4.2.3. Impacts of Packet Fragmentation 
Packets larger than the allowed Maximum Transmission Unit (MTU) are fragmented. This 
implies that IDS should reassemble fragmented packets to be able to analyze them. The 
reassembling process actually incurs additional overhead and the assembled packet requires 
more processing as is larger in size. 
This fact is reflected in our obtained results presented in figures VIII-34 and VIII-35. Like 
the previous scenario our gateway has the lowest MTZM (1000 packets/sec) 






























































Figure VIII-37: IDS Benchmark- fragmentation - Miss Ratio results. 
 
Unlike the previous scenario Gibraltar has the highest MTZM (5200 packets/sec).   
CheckPoint and Astaro have 3500 and 2500 packets/sec respectively in descending order. 
8.4.3. Comparative Analysis of IDS Benchmark 
Figures VIII-38 and VIII-39 represent MTZM (Kb/Sec) for IDS benchmark grouped by 
security gateways and packet sizes respectively. From the figures, we can say that our gateway 
has the highest performance for small packets while it is dramatically affected by large and 
fragmented packets. This reflects a serious limitation that should be addressed. 
Regarding other gateways, Checkpoint performed well in the second scenario (1024b Bytes 
packet) while for the third scenario (fragmented packets), Gibraltar has the best performance.  
While our security gateway and Gibraltar use the same IDS engine (snort v 2.8.5.2), they 
use different rule set versions. The difference in the obtained results between our gateway and 
Gibraltar is due to two reasons: 
 First, Gibraltar security gateway runs from a live Compact Disk (CD). CD-memory 
speed is lower than hard disk memory speed, a reason which negatively affects 
Gibraltar performance. 
 Second, our gateway uses a newer rule set version which is optimized for faster 
performance this is why our gateway has a better performance in the first and second 
tests. However, to strengthen security protection the newer set version includes more 
fragmentation related rules and signatures which need more processing resources and 
hence degrade the performance of our gateway in the third test.  


























































Figure VIII-39: IDS Benchmark – MTZM results- By packet size. 
8.5. Bandwidth Management Benchmark Tests 
Each benchmarked gateway has its own QoS bandwidth management implementation:  
 Astaro uses the advanced traffic control utility implemented in Linux kernel. Linux offers a 
very rich set of tools for managing and manipulating the transmission of packets. Traffic 
Control (TC) is the name given to the sets of QoS queuing systems and bandwidth 
management mechanisms by which packets are received and transmitted on a router. This 
includes deciding which (and whether) packets to accept at what rate on the input of an 
interface and determining which packets to transmit, in what order and at what rate [Traffic-
Control]. 
 Gibraltar also uses the advanced Traffic Control (TC) utility implemented in its own Linux 
kernel. 
 CheckPoint uses Floodgate-1 software. Floodgate-1 implements a set of advanced queueing 





and traffic management techniques [Floodgate]. 
 Our gateway is uses the ALTernate Queueing (ALTQ) framework. ALTQ is a package for 
QoS and traffic management. ALTQ includes a queueing framework and several advanced 
QoS disciplines [Cho 2001]. 
8.5.1. Bandwidth Management Benchmark Testbed 
We used the same testbed and the two test scenarios used in chapter 7 (section 7.3) with the 
same generated traffics. The only difference is that, here we test the bandwidth management 
systems implemented in different benchmarked gateways. 
 
 For the purpose of this benchmark, gateways bandwidth management systems were 
configured as follows:  
 Astaro: TC was configured to use Stochastic Fair Queuing (SFQ) for scheduling and 
Randon Early Detection (RED) as a dropping mechanism. 
 Gibraltar: TC was configured to use Hierarchical Token Bucket (HTB). HTB implements 
both scheduling and dropping mechanisms. 
 CheckPoint: Floodgate-1 was configured to use Weighted Fair Queuing (WFQ) for 
scheduling and Weighted Flow Random Early Drop (WFRED) as a dropping mechanism. 
 Our gateway: ALTQ was configured to use PRIority Queuing (PRIQ) for scheduling and 
Random Early Detection Input Output (RIO) as a dropping mechanism. This configuration 
is based on the experimental analysis performed in chapter 7. 
8.5.2. Bandwidth Management Benchmark Test Scenarios 
The goal of this benchmark is to compare the impact of bandwidth management disciplines 
implemented in each gateway on the packet delay. This effect is measured in the following two 
scenarios: 
8.5.2.1. Normal scenario 
In this scenario we have no traffic congestion so in practice, we just measure the delay 
introduced by queuing mechanisms when classifying traffic and assigning packets to their 
corresponding queues.  
 
Figure VIII-40 represents the obtained results. It is clear that in a normal situation Astaro 
(SFQ and RED) has a long delay while all the other gateways have good delay values (less than 
1 ms). 
 
Figure VIII-40: Bandwidth Management - Normal Scenario 





8.5.2.2. Congestion scenario 
 In this scenario the network traffic is overloaded to create a congestion situation and cause 
packets to be dropped and delayed. 
 
 
Figure VIII-41: Bandwidth Management - Congestion Scenario 
 
From figure VII-41, we see that Astaro (SFQ and RED) has the highest delay (over 80 ms) 
with UPD traffic and  long delay (around 20 ms) with TCP traffic. 
For UDP (real time traffic) the gateways are ordered from higher delay to lower delay as 
follows: 
1. Astaro with SFQ and RED. 
2. CheckPoint with WFQ and WFRED. 
3. Our gateway with PRIQ and RIO. 
4. Gibraltar with Hierarchical Token Bucket (HTB). 
 
So that for UDP traffic Gibraltar has the shortest delay. 
 
For TCP traffic the gateways are ordered from higher delay to lower delay as follows: 
1. CheckPoint with WFQ and WFRED. 
2. Astaro with SFQ and RED. 
3. Our gateway with PRIQ and RIO. 
4. Gibraltar with Hierarchical Token Bucket (HTB). 
 
Again, for TCP traffic Gibraltar has the shortest delay. 
The difference in results between UDP and TCP traffics is due to the reaction of the TCP 
traffic control technique with different dropping algorithms. 
8.6. Conclusions  
The results obtained from the benchmark reflect the good implementation of our security 
gateway IPSec VPN and firewall components. Intrusion detection system implementation has a 
limited performance and its architecture needs to be improved.  
 





The fact that Gibraltar security gateway is running from a live Compact Disk (CD) has a 
serious effect on its performances. In most tests it has the lowest performance. Running a 
security gateway from a CD is not a good idea knowing that the transfer speed of CD-memory 
is lower than hard disk memory. This will surely have an impact on performance. 
 
For the bandwidth management, we have many options which are suitable for different 
network configurations and traffic characteristics. 
 
 










IX. Chapter 9: Conclusions 
his last chapter discusses the conclusions of the work carried out in the thesis. First, 
we present a brief overview of the subject and the work that was carried out. Then, 
we enumerate the contributions of our work. Finally, to give a clear insight of future 
projects, we outline the possible research directions that could  be taken as a pursuit to our 
work. 
9.1. An Overview 
While networks of critical infrastructure systems were closed for a long time, for certain 
reasons these critical systems are currently connected to public networks such as the Internet. 
Moreover, there is a high tendency for the utilization of the Internet Protocol (IP) in these 
networks. IP allows the creation of heterogeneous networks that include new services and 
systems. However, IP has well known vulnerabilities that can be exploited by attackers. 
Additionally, when it works in best effort way, it does not guarantee the required performance 
for delay sensitive systems. 
 
Through this thesis we dealt with the problem of introducing the IP suite of protocols for  
the next generation e-enabled avionic data networks. In fact, avionic data networks have three 
main domains: the aircraft control domain, the cabin domain and the passengers’ domain These 
domains were isolated from each other. However, the new architecture of next generation e-
enabled avionic data networks allows new kinds of passenger connectivity to previously 
isolated data networks connected to systems that perform functions required for the safe 
operation of the airplane. This new architecture necessitates a careful study of both security and 
QoS issues. 
 
The problem we have addressed in this thesis is multidisciplinary by nature, since it requires 
knowledge of various domains such as security, QoS, networking, real-time systems, operating 
systems, software testing and performance evaluation and of course avionic data networks. 
Our efforts began with  surveying the literature to establish state of the art networking, QoS 
and applications with time constraints. In order to understand the problem in-depth and to 
provide a powerful solution, we  carried out a threat analysis study to identify security threats in 
the next generation e-enabled avionic data networks. This analysis led us to the identification of 
both the security and the QoS objectives to be attained.  
The main question that faced us was how to develop a powerful security architecture which 
not only satisfies security requirements but also integrates QoS mechanisms to ensure high 
protection and respect performance constraints. 
To answer this difficult question, we proposed an architecture for a QoS-capable integrated 
security gateway. This security gateway integrates multiple layers of security defenses (firewall, 
VPN, IDS and application proxies), network QoS and management tools. The components of 
this gateway are: 
 Network Address Translation, Filtering and Classification (NATFC) Unit which 
receives all incoming and outgoing packets and offers three main functions: stateful 
inspection packet filtering firewall, Network Address Translation (NAT), and QoS 
classification.  
 IPSec VPN: it utilizes cryptographic techniques and protocols to provide five security 
services to the protected traffic: Access control, Data origin authentication, Anti-replay 
integrity, Connectionless integrity and Confidentiality.  
 Application Proxy Firewall (APF): in addition to performing user authentication, it acts 
as a proxy between users and applications; it intercepts each flow and analyzes its 
control and data fields to ensure its proper conformance with the application protocol 
specification.  
T 





 Intrusion detection System (IDS): it works as the last line of defence to detect the 
occurrence of attacks or abnormal behaviours. It uses both signature based and anomaly 
based engines to detect attacks. 
 Meter and Rate Controller Unit: it is used wisely to manage network bandwidth and 
prevent misbehaving units (in the case of failure) or denial of services flooding attacks 
from consuming the network resources. 
 Monitoring and Adaptive Unit: it monitors the internal state of the gateway and enforces 
adaptive actions if necessary. This unit consists of four main subcomponents:  
o Monitoring subunit: this uses SNMP to monitor the network status and  to 
collect performance statistics. 
o Adaptive policy management subunit: it analyses performance statistics and the 
security status and enforces the optimal security and QoS policy to be 
implemented. 
o Central policy database: an integrated policy repository that contains QoS, 
NAT, VPN, FW, APF, and IDS security policies. 
o Central log: the place where all security related activities are logged in a format 
that increases the usefulness of the logged data during the auditing and analysis 
process 
 Administrator interface: used to offer administrators an easy way to manage gateway, 
edit policies and enable powerful analysis and auditing of the central log.  
 
Additionally, we built into this gateway an integrated session table that is shared between 
the stateful inspection packet filtering firewall, Network Address Translation (NAT), QoS 
classification and routing functions. This new integrated session table structure allows faster 
look up time and enhances gateway performance. 
 
In the IPSec VPN component, we identified the problem that the ESP security protocol is 
not compatible with QoS (differentiated or integrated services) architectures and the MPLS 
technique. This is because ESP encrypts the transport layer protocol in transport mode and the 
whole IP packet in tunnel mode. This clearly prevents network intermediate elements (such as 
routers) from inspecting packets and performing packet classification adequately.  
To overcome this problem we designed, implemented and tested the Q-ESP protocol that is 
QoS friendly as it allows network elements to inspect the needed fields to perform classification 
and ensures the security services  provided  by ESP and AH protocols combined. 
 
To decide which bandwidth management technique to implement into our gateway, we 
performed a delay based experimental comparison between bandwidth management techniques 
developed in NetBSD ALTQ. 
 
The gateway was implemented using a number of open source softwares. Some components 
were modified to fit our architecture. Finally the whole system was benchmarked against three 
commercially available software security gateways to assess the worthiness of our approach. 
9.2. Summary of Contributions 
While the challenges inherent in our subject are numerous, we succeeded to identify several 
directions that together can lead to a strong solution. The contributions of this work complement 
each other with the ultimate goal of providing the strongest security protection that respects 
QoS performance requirements of the next generation e-enabled avionic data networks. 
Although the techniques we have developed are mainly intended for the next generation e-
enabled avionic data networks, they can be used for any network that has both security and QoS 
requirements. 
  
The main contributions of this work can be summarized in the following points:  





 We performed a threat analysis of the next generation e-enabled avionic data networks 
and identified the security and QoS requirements for such networks. 
 We proposed an architecture for QoS-capable integrated security gateways to protect 
the next generation e-enabled avionic data networks. 
 We built an integrated firewall session table to speed up firewall stateful inspection, 
NAT mapping, QoS classification and packet routing in the kernel of our security 
gateway. 
 We proposed a new protocol for security and QoS in IP networks. We designed, 
implemented and tested the protocol to prove its effectiveness. A draft was submitted to 
the Internet Engineering Task Force (IETF). 
 The QoS-capable integrated security gateway was implemented using open source 
packages.  
 Finally, benchmarking of the complete system was performed. To compare our QoS-
capable integrated security gateway with three commercially available software 
gateways. 
9.3. Future work 
This subject area is so rich that there are many ideas that can be suggested, and that still 
leave room for improvements. Hereafter, we propose some future research and work directions 
that can be immediately initiated as a pursuit of our work. We can distinguish between six main 
directions: the integrated session table, IDS, IPSec VPN, application proxy, security policy and 
benchmarking. These new directions are presented below: 
A) Integrated Session Table Evolution 
 Implementing Routing Support 
The proposed integrated session table structure allows the integration of stateful packet 
filtering, NAT, QoS classification and routing. In our work we managed to implement the first 
three functions (filtering, NAT, classification). The implementation of routing support in the 
integrated session table should be considered in future work. One important issue here is how to 
keep track of changes that may happen in the routing table after the establishment of the session  
 
 Providing Hardware Implementation 
It would be interesting to explore the possibility of exporting the integrated session table 
structure and algorithms to hardware (such as Field-Programmable Gate Array (FPGA) or 
Application Specific Integrated Circuits (ASIC)) as these performance gains are most likely to 
be useful in network appliances. 
B) Intrusion Detection/Prevention Systems Adoption 
 The use of a Distributed Intrusion Detection System in our Architecture 
The security of the avionic system could be enhanced by the use of distributed intrusion 
detection sensors. Systems based on a multi-agent technology can effectively improve the 
detection accuracy and detection speed, and enhance the security posture of the whole system. 
We need to develop an architecture for a multi-agent distributed intrusion detection system, to 
off-load packet analysis to distributed agents and enhance IDS performance. One important 
issue is the coordination between agents and the central IDS system. They should coordinate in 
an economic way which does not produce excessive traffic. Such excessive traffic may consume 
a considerable part of the network’s resources. 
 
 The use of Intrusion Prevention systems (IPS)/solving the False positive problem 
In our architecture we preferred the use of IDS instead of Intrusion Prevention system (IPS) 
because of uncertainty surrounding false alarms. In fact IPS is more effective than IDS in that it 
could stop attacks. But the most serious problem of IDS is that it suffers from the false positive 
problem which may negatively affect the system as it may cause the dropping of legal packets 
or the closing of valid connections. This situation may produce a denial of service and threaten 





system availability. To effectively use IPS in our gateway, the problem of false positives must 
be solved. For example an attack detection certainty score could be assigned to each detected 
attack. Attacks with high certainty scores are stopped by IPS while other attacks with low 
certainty scores could be notified by alarms. Implementing such a certainty score is an open 
research problem and a necessary step to make IPS widely deployable. 
C) Implementing Application proxy firewalls in Avionics 
In avionic data networks each application is assigned a criticality level, according to the 
severity of the consequences of its failure. Implementing an application proxy firewall for 
avionic applications is more complicated than for web applications.  In the next generation 
avionic data networks the data exchange between low trusted off-board systems with high 
trusted on-board avionic systems becomes possible. This type of data exchange requires further 
investigation concerning the integrity of the data. Any invalid data accepted by the avionic 
system may harm flight safety.  The design of the application proxy for avionic systems must 
take this problem into account. The proxy firewall must verify the integrity and the validity of 
this piece of data before forwarding it onto the avionic application. Implementing such proxy 
requires more research work in both the security and safety domains. 
D) IPSec VPN Extensions 
 VPN scalability problem 
The number of airplanes will continue to increase worldwide, which raises scaling 
problems. The number of exchanged certificates and key negotiation signalling messages will 
increase. Thus a more evolving performance economic Public Key Infrastructure (PKI) has to 
be defined with particular emphasis on the verification and revocation procedures.  
 
 Possible extensions of our work on Q-ESP: 
 
o Finalization and standardization: 
Currently, in this area, we focus our work on the implementation of IP version 6 (IPv6) 
support for Q-ESP in the NetBSD kernel.  To enable the dynamic configuration of Q-ESP VPN 
tunnels, we are updating the Internet Key Exchange (IKE) daemon with Racoon [Racoon]. We 
are also looking at the development of patches for ipfilter [IPfilter], iptables [IPtables] and more 
generally on all QoS routers based on the MF Classifier. The goal of these patches is to tell MF 
classifiers where to find the necessary fields in the Q-ESP header to adequately perform 
classification.  Indeed, the development of the Q-ESP support for ipfilter and iptables is a must 
for possible integration into present and future BSD systems. Finally, an IETF (Internet 
Engineering Task Force) draft has been written for Q-ESP [MOSTAFA et al 2009b] and 
contacts are underway with CISCO and Sun Microsystems for a possible normalization. More 
generally, we wish to contribute to the development of a new generation of protocols to improve 
network behavior against applications flows and ensure both security and quality of service 
 
o Large scale realistic test:  
While the presented Q-ESP performance evaluation tests seem to be sufficient, they could 
be enhanced by presenting experiments done in a "real-world large-scale" avionic network. In 
fact, the certification of Q-ESP protocol to be used in avionic network mandates performing 
such a test.  
E) Implementing Security policy in Avionic Networks 
Further work is also needed to integrate the gateway QoS and security policies with the 
overall system policy. First we have to search the most suitable security model (such as RBAC, 
OrBAC, PolyOrBAC) to be implemented in avionic networks. How will this security policy 
reflect confidentiality, integrity and availability security properties of avionic networks? How 
will it represent QoS needs and recommendations? To what extent could it be adaptive? These 
and many similar questions open new directions for future research work.  





F) Developing Security Benchmark Tool  
In our work we focused on benchmarking gateway performance with respect to QoS metrics 
(throughput, delay, jitter and packet loss rate). However, while performance benchmarking is 
indispensable to ensure the proper functioning of networks, another security oriented 
benchmark is needed to assess the effectiveness of security mechanisms implemented in the 
security gateway.  
To perform such a security-oriented benchmark, a more evolving benchmarking tool should 
be developed with the following capabilities: 
 
 Capturing and recording transmitted traffics. 
 replying pre-captured traffic. 
 enabling testers to generate simultaneous traffics with different characteristics: 
protocols (TCP, IP and ICMP, etc.)  header fields, flags, frequencies and sizes) 
 injecting background traffic in a way that simulates realistic network conditions with 
different applications flows. 
 helping generate the most statistically appropriate filtering rules (in case of Packet 
filtering or classification systems). 
 providing a number of attack test-cases which provide a large coverage of all possible 
attacks. 
 providing accurate security measurements of all possible metrics such as the number of 
detected attacks, false positives, false negatives, etc. 
 providing accurate performance measurements of all possible metrics such as 
throughput, delay, jitter, loss ratio, goodput, number of open connections, round trip 
time, etc. 
 allowing the control of multiple senders and receivers at the same time.  
 providing options to tune network parameters. 
 providing powerful analysis and drawing tools for investigating and presenting results.   
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