ABSTRACT Diagnosis of deadly diseases, such as liver fibrosis, is very important. Clinical decision support systems (CDSSs) based on patient's historical medical data and accurate AI techniques can aid physicians in their decision-making process. The task of arriving at an accurate and timely diagnosis decision is always complex because of the dynamic, vagueness, and uncertainty associated with this disease. Fuzzy logic can perfectly handle these issues. In recent years, two of the most interesting techniques are a fuzzy analytical hierarchy process (FAHP) and an adaptive neuro-fuzzy inference system (ANFIS). The FAHP is popular for dealing with uncertainty in multi-criteria decision-making, and the ANFIS is popular in learning fuzzy inference system from data based on artificial neural networks. To the best of our knowledge, these two methods have not been used to model CDSSs in fibrosis stage detection domain. In this paper, we develop a CDSS based on a case comparison of the effectiveness of the FAHP and the ANFIS in the medical diagnosis of the fibrosis disease. We carefully design and implement two frameworks based on these two techniques. Diagnostic real data of 119 cases infected by chronic viral hepatitis C from the Liver Institute at Mansoura University in Egypt are used to train and test both the FAHP and ANFIS. Criteria and subcriteria weights are based on opinions of two domain experts. The ANFIS model is designed using trial and error based on the analysis of various experiments. Results are later compared with the diagnostic conclusions of medical expert and other three medical and fuzzy techniques. The comparison results show that these two techniques can successfully be employed in designing a diagnostic CDSS system for fibrosis diagnosis. The two techniques achieve a classification accuracy of 93.3%. The results confirm the efficiency and effectiveness of both methods. Therefore, both the FAHP and ANFIS are viable approaches in modeling CDSS for diagnosis of a liver fibrosis stage.
I. INTRODUCTION
On the worldwide scale, live cancer remains the third most common cause of cancer-related deaths and the fifth-most frequent cancer [1] . Diagnosis and treatment of Hepatitis B or Hepatitis C disease depends on the determination of the fibrosis stage from F0 (no damage) to F4 (cirrhosis) [2] .
Patients with cirrhosis require complex medications including hospitalization leading to an overall annual cost of over $2.5 billion in the United States alone [3] . This stage can guided by liver biopsies where a small amount of tissue is removed by a surgeon and examined by a pathologist, but biopsies are costly and carry some risk for the patient. Other methods are the non-invasive, which utilize serum markers, imaging test, and genetic studies. However, their accuracies have not achieved sufficient acceptance. Disease diagnosis is made more complex because a lot of vagueness and uncertainty are involved. Patients are always not able to describe exactly what has happened to them or how they feel. Physicians may not understand or interpret exactly what they hear, and patients may have ambiguous symptoms and signs. Lab test reports may come with some degree of error, and medical researchers are not able to precisely determine how diseases alter the normal functioning of the body. It is not reasonable to represent these data in terms of crisp values [4] . In addition, every patient may have a large amount of historical data, but physicians have no time to check and investigate all of them. It is very critical to arrive at the most accurate medical diagnosis in a very timely manner because quick and accurate diagnosis and timely initiation of treatment is important to reduce both possible complications and costs.
CDSS is computer software that contribute to clinical diagnoses of diseases based on accurately designed knowledge captured from different sources including domain experts, clinical research, standard clinical practice guidelines, and data [5] . The development of CDSS for various health objectives was started during [1950] [1951] [1952] [1953] [1954] [1955] [1956] [1957] [1958] [1959] [1960] . Since that date, a considerable evolution was added to the operation and production of CDSSs, and new generations of these system emerged. Regarding liver fibrosis, Lei et al. [6] assessed liver fibrosis stage in patients with chronic hepatitis B. The authors used feature selection and popular support vector machine based on transient elastography (TE) and acoustical radiation force impulse imaging (ARFI) data. The accuracy of the staging result was 90.68% for significant fibrosis and 93.52% for cirrhosis. Gorunescu et al. [7] proposed a CDSS system for liver fibrosis stadialization in chronic hepatitis C based on evolutionary-driven neural network. The system has accuracy of 91.63% for stage F4 and 89.43% for stage F1. Chen et al. [8] utilized real-time tissue elastography (RTE) and four classifiers of support vector machine, naïve Bayes, random forest and K-nearest neighbor to build a CDSS system for hepatitis B stage diagnosis. Random forest achieved the best performance. Stoean et al. [9] used 24 medical indicators and hill climbing feature selection algorithm to propose a cooperative co-evolutionary classifier for fibrosis diagnosis. The system achieved a performance accuracy of 62.11%. Hashem et al. [10] proposed a single stage and a multistage stepwise classification models using neural network, decision tree, logistic regression, and nearest neighborhood clustering for predicting fibrosis stage in patients with chronic hepatitis C. The multistage model achieved an area under the ROC curve values ranging from 0.874 to 0.974.
Keltch et al. [11] proposed a CDSS system based on hybrid model of four artificial intelligence techniques to predict fibrosis stage in patients with hepatitis B and hepatitis C. A final decision tree evaluation is applied to make a final prediction. They utilized both demographic and standard serum markers and compared these results to known biopsy results.
In real world applications, medical data are always imprecise and vague. In addition, both physicians and patients use natural language expressions rather than sharp numerical values. As a result, medical domain is fuzzy in nature. Fuzzy logic offers a systematic base for dealing with situations which are ambiguous or not well defined [12] . Yılmaz et al. [13] discussed the reasons for using fuzzy logic in medicine. Fuzzy inference systems (FISs) can be applied to build effective CDSSs in healthcare domain to predict and diagnose diseases. Nazari et al. [5] designed a fuzzy expert system for diagnosing of heart diseases based on Mamdani fuzzy inference system using MATLAB package. Lee and Wang [14] provided a diabetes diagnosis fuzzy expert system based on a five-layer fuzzy ontology. Opeyemi and Justice [15] developed a comparative neurofuzzy system for the prediction of heart attacks with eight inputs and one output attributes. Devi and Anto [16] proposed an evolutionary FIS for the diagnosis of coronary artery disease. A decision tree has been used to select the most significant attributes and to create a set of crisp IF-THEN rules. The crisp sets of rules are transformed into the fuzzy rules, and genetic algorithm is used to tune the fuzzy membership functions. Interested reader are referred to these reviews on the trends of developing fuzzy expert systems in the domain of healthcare [17] , [18] . We proposed a fibrosis diagnosis CDSS based Mamdani FIS [19] . However, building fuzzy CDSS based on domain expert is not the optimum choice. In addition, integrating FIS with a learning capability can produce better models.
Fuzzy logic based CDSS systems has been extended by using many techniques such as artificial neural networks (ANNs) in the form of adaptive neuro-fuzzy inference system (ANFIS) and analytical hierarchy process in the form of fuzzy AHP (FAHP) [20] . AHP is proved as one of the most practical technique for building multi-attribute decisionmaking (MADM) systems [21] - [23] . Readers are referred to [24] for a full survey of AHP in medical domain. It has many advantages including the ease of use and flexibility. In addition, it is able to assess a variety of options according to different criteria. In addition, most MADM techniques can analyze both quantitative and qualitative evaluation criteria together. FAHP is a systematic approach to the alternative selection by using the concepts of fuzzy set theory and hierarchical structure analysis [20] . Recently, this approach has gotten a high popularity in medical and non-medical domains. Büyüközkan et al. [25] integrated FAHP and Fuzzy Axiomatic Design (Fuzzy AD) in a multi-criteria evaluation framework for selecting the most suitable Radio Frequency Identification service provider. Sirisawat and Kiatcharoenpol [26] utilized FAHP and Fuzzy TOPSIS for the classification of reverse logistics barriers and ranking of both barriers and solutions of reverse logistics implementation in the electronics industry. In addition, it has been used recently in many study for medical diagnosis [5] , [27] . Samuel et al. [28] proposed an integrated method of ANN and FAHP for heart failure prediction. FAHP is used to calculate the global weights of the attributes. Then, the global weights are used to train the ANN classifier. There exist many alternatives for FAHP. The advantages and disadvantages of these methods are discussed in literature [29] . For full survey of FAHP applications, authors recommend the survey of Kubler et al. [30] .
Recently, ANFIS-based hybrid systems have gained a momentum popularity [31] . ANFIS is a Sugeno type FIS implemented in the framework of adaptive neural network to solve non-linear mapping problems. It is a hybrid model combining both ANN adaptive capability and fuzzy logic qualitative modeling. ANN has a powerful mechanism of learning from data when expert knowledge is limited, but it does not possess knowledge representation capability. On the other hand, FIS provides a strong mechanism for knowledge representation when expert knowledge is available, but it does not possess capabilities for automated learning. ANFIS uses the mathematical properties of ANN to tune the Sugeno type FIS parameters. As a result, ANFIS harnesses the power of these two paradigms and overcome their own shortcoming simultaneously. In other words, ANN becomes more transparent, while FIS becomes capable to learn. The potential uses of ANFIS as a novel technique for solving medical and non-medical problems has received a considerable attention [32] . Wang et al. [33] used ANFIS to propose a survival prediction system for individual patients with esophageal cancer based on serum C-reactive protein, albumin, and time intervals. Yılmaz et al. [13] utilized ANFIS to determine the risk level of lung cancer and the effect of stress level on cancer risk. Their system achieved accuracy of 94.64% for lung cancer and 96.69% for effects of stress. Sridevi and Nirmala [34] proposed an ANFIS to diagnose prenatal Truncus Arteriosus congenital heart defect from 2D US fetal heart images. Palaniappan et al. [35] utilized ANFIS to detect the breath phases and perform breath cycle segmentation. Kolus et al. [36] proposed an ANFIS model to predict oxygen consumption (VO 2 ). The model consists of three ANFIS modules for estimating the Flex-HR parameters based on heart rate (HR) measurements. Interested reader are referred to this review on the trends of developing neuro-fuzzy system [21] . Asghar and Liu [31] have proposed an ANFIS-based system to accurately estimate the wind speed probability distribution and the wind energy potential. The results of all of these studies asserted the potential of ANFIS to design accurate FIS from training data.
To the best of our knowledge, no papers in the literature studied the design of fibrosis diagnosis systems by using these two fuzzy based methods. Lin and Chuang [1] integrated ANN, case based reasoning, and classical AHP to determine the type of liver disease. Tavakkoli et al. [37] used ANFIS to classify liver disorders. They used a free UCI dataset with only seven parameters, and the output was either presence or absence of a liver disorder. Our study uses fuzzy logic in two different contexts to develop an intelligent CDSS system, which is capable of diagnosing the fibrosis stage. We carefully design and compare two of the most interesting and popular artificial intelligence methods, namely FAHP and ANFIS, for diagnosing fibrosis disease. This would assist medical decision support builders in deciding on which tool is more suitable to implement a CDSS for fibrosis diagnosis in specific and for other diseases in general. We selected these two techniques for many reasons. They are based on fuzzy logic, which can handle the uncertainty and vagueness inherited in medical data and medical diagnosis process. We implement FAHP because there is a hierarchical structure between criteria and sub-criteria that affect developing fibrosis diseases. ANFIS supports the development of fuzzy inference system based on the available data. This design methodology becomes more suitable because domain experts are always not available, and massive volume of high quality medical data in hospitals' electronic health records (EHRs) are available. Finally, FAHP has not been applied in fibrosis diagnosis before; in addition, ANFIS has not been tested using such complete real data for fibrosis diagnosis as well. Our results can guide the developer of CDSS systems for fibrosis in specific and liver diseases in general to select the best design methodology. In addition, the resulting system can be used to help non-expert physicians and as a teaching tool.
The remaining of this manuscript is organized as follows. Section 2 discusses the development of fibrosis CDSS based on FAHP. Section 3 develops the system based on ANFIS. Section 4 is the results of the two systems, and Section 5 is the conclusion and future work.
II. THE FUZZY AHP FOR FIBROSIS DIAGNOSIS
This section discusses the detailed process for creating a fibrosis CDSS based on FAHP. As physicians always make diagnosis based on both the values of patient's features and the relative importance of these features, AHP provides an intuitive method for designing CDSS. It is preferred to most of the MADM methods [20] , [23] . AHP uses mathematical algorithms to transform qualitative subjective judgments into quantitative analysis. The resulting computational model can serve as input into the evaluation of decision alternatives. It depends on judgments from a group of domain experts and a hierarchical decomposition of a problem to define relative importance of decision variables. Dealing with uncertainty involved in linguistic judgment in MADM, AHP has been integrated with fuzzy logic to produce FAHP [38] . The fuzzy extent analysis method developed by Chang [39] has been one of the most popular techniques that are used in recent years [25] . We will depend on this methodology to create criteria and sub-criteria weights. The framework has four main steps as shown in Figure 1 . First, we identify the criteria that can be used to diagnose fibrosis. We utilized certain factors according to the specialists that have direct impacts on fibrosis disease. In addition, we also consider new factors and investigate the interaction among them to improve previous studies. After this, we narrow down each criterion into a set of sub-criteria. Each sub-criterion is weighted according to an accurate algorithm. Next, we formulate a specific equation according to the weights of sub-criteria that can be used to diagnose the disease, and finally, we put these steps together to build the CDSS. The next sub-sections discuss those four steps in details.
A. PHASE 1: DETERMINE DIAGNOSIS CRITERIA AND SUB-CRITERIA Fibrosis diagnosis criteria and sub-criteria are extracted from the research literature, standard clinical practice guidelines, and opinions of domain experts. With domain expert guidance, we reviewed these resources and extracted the relevant criteria and sub-criteria for fibrosis stage diagnosis. Those criteria can be classified into four categories: 1) demographic factors, 2) laboratory test factors, 3) sign factors, and 4) symptom factors, as shown in Figure 2 , where we have four alternatives of F1 − F4. Sub-criteria of each criterion are also extracted by using the same approach (literature review refined by the experts). Table 1 represents the hierarchical structure and codes of fibrosis related criteria and sub-criteria.
B. PHASE 2: DETERMINE WEIGHTS OF CRITERIA SUB-CRITER
Based on the predetermined set of sub-criteria per every criterion, we utilize the FAHP to determine the relative measures of significance and priority weights for all criteria and sub-criteria described in Table 1 . MATLAB version 2018 is used to implement the calculation algorithm. The domain experts are asked to evaluate the importance of a set of pairwise comparisons of factors (criteria and sub-criteria). The comparison is done from the top level of the hierarchy to Table 2 .
the bottom level in order to establish the overall knowledge priority index. A matrix of pairwise comparison is created for the criteria, and four matrices for sub-criteria. To express their assessment, the experts are restricted to use one of the linguistic expressions in Table 2 , which are from [40] . In MADM problems, fuzzy sets are used as a method to include the assessment of the decision makers under an uncertain environment. Our proposed method is based on triangular fuzzy numbers (TFNs), as shown in Figure 3 , where each fuzzy number has an inverse. Each qualitative descriptor defined in Table 2 . It has a corresponding triangular membership function in Figure 2 that is employed to transfer expert judgments into symmetric comparison matrices. A matrix is generated for comparing criteria, and four matrices are created for comparing sub-criteria. These judgment matrices can be expressed mathematically as shown in Eq. (1).
where M is an n × n matrix of triangular fuzzy numbers m ij ; and these numbers are represented according to Table 2 in the form of Eq. (2).
A fuzzy number m ij is a fuzzy subset in the universe of discourse R, which is both convex and normal. Each grade is described by an important expression and a general intensity number. When two sub-criteria are of equal importance, it is considered (1, 1, 1). Fuzzy number of (5/2, 3, 7/2) describes that one sub-criteria A is ''absolutely more important'' than the other one B, and the inverse number of (2/7, 1/3, 2/5) describes that one sub-criteria B is ''absolutely more important'' than the other one A. We utilize the Chang's method [39] to determine weights of these criteria and sub-criteria. All TFN calculations are based on the basic mathematical operations presented in Table 3 . We transform the linguistic terms into triangular fuzzy numbers based on Table 2 . According to the domain expert opinions, we create five tables for the pairwise comparisons of criteria and sub-criteria, as shown in Table 4 -8. Before starting to calculate the weights, it is critical to check the consistency of the created matrices of criteria and sub-criteria to assure a certain quality level of a decision. First, the matrices M k , for k = 1, 2, . . . , 5, based on TFNs are converted into equivalent matricesM k . The resulting M k are based on the geometric means of TFNs. These geometric means are calculated by using Eq. (3). where m ij is a TFN (a, b, c). Second, we calculated the consistency rate CR = CI /RI for each matrix; CI = (λ max − n)/ (n − 1) is the Consistency Index (i.e. deviation from consistency) and λ max is the principal eigenvalue of the matrix M k , and RI is the Random Consistency Index pre-determined according to the matrix size. All matrices have CR ≤ 0.1, which means that all of them are consistent. Let X = {x 1 , x 2 , . . . , x n } be an object set, and U = {u 1 , u 2 , . . . , u m } be a goal set. Based on Chang's method of extent analysis, each object is taken and extent analysis for each goal g i , is performed, respectively. Therefore, m extent analysis values for each object can be obtained as shown in Eq. (4).
where all of M j g i , j = 1, 2, . . . , m are TFNs. The following steps are used to calculate the weights of the proposed system based on Chang's extent analysis.
Step 1: The value of fuzzy synthetic extent with respect to the i th object is defined by Eq. (5).
The value of perform the fuzzy addition operation of
Then compute the inverse of the TFN in Eq. (7) by using Eq. (8) .
Step 2: The degree of possibility of
It can be expressed as Eq. (10).
where d is the ordinate of the highest intersection point D between µ M 1 and µ M 2 , as shown in Figure 4 . To compare M 1 and M 2 , both the values of
Step 3: The possibility degree for a convex fuzzy number M to be greater than k convex fuzzy numbers 2, 3 , . . . , n; k = i, then the weight vector is given by Eq. (11). where A i (i = 1, 2, 3 . . . , n) are n elements.
Step 4: By normalization, the normalized weight vectors are defined in Eq. (12) .
where W is a non-fuzzy number, and
According to the previous equations, the weights of all criteria and sub-criteria are calculated as shown in Tables 4-8. Table 9 shows the final calculated weights for all criteria and sub-criteria. Notice that the sum of all criteria weights equals 1.0, and the sum of weights for each sub-criteria equals 1.0 as well.
According to Table 9 , FAHP has ordered the local weights or contributions of all criteria and sub-criteria. It decided that Signs criteria is the most critical one with weight of (0.4417) followed by symptoms (0.3912), demographic (0.1117), and then lab tests (0.0553). These weights will be distributed to the corresponding sub-criteria for each criteria. In addition, the FAHP has performed a feature selection process by putting weights of some sub-criteria equal to 0.0. In case of lab tests, FAHP decided that Hemoglobin, PCR, and Serum ferritin have no contribution in the diagnosis process. For signs criteria, Lesions is decided as not critical for fibrosis stage prediction. Finally, Symptoms, Dyspnea, Vomiting, and Diarrhea are decided as not important as well. These decisions have been reviewed by the medical expert to assert their medical validity. Table 9 . The summation of all the global weights for sub-criteria related to one criteria must be equal to this criteria's local weight for an efficient distribution VOLUME 6, 2018 
D. PHASE 4: CALCULATE PATIENT DISEASE DIAGNOSIS
This step is the building block of the inference process proposed based on FAHP. It puts together all the previous steps in an integrated process, which takes the health condition of a patient, and evaluates the likelihood of developing fibrosis diseases. There are two challenges to solve in this step. First, each one of sub-criteria is in different unit. For example, SGPT (ALT) is measured by U/L, and PC is measured by 10 3 /cmm. In addition, symptoms and signs are ordinal features with value of 1, 2, 3, etc. To handle this issue, we normalize all data to be in the interval [0, 1] by using Xnorm = (X − Xmin)/(Xmax − Xmin) where X is the input data to be normalized, X norm is the normalized data, and X max and X min stand for the maximum and minimum values of the original data, respectively. Second, the liver fibrosis stage decision feature has four values of f 0 (absent), f 1 (mild), f 2 (significant), and f 3 (cirrhosis). However, the output of the DIE equation is an index number. We need to define a specific range for each fibrosis stage. Based on DIE, we study a real data set collected from the Liver Institute, Mansoura University, Egypt. The data are extracted from EHR of 119 patients all infected by chronic HCV to measure their likelihood of developing fibrosis. The data are anonymously collected for privacy preservation. Each case is defined by 21 independent features and 1 decision feature. Decision feature has been encoded as 1-absent, 2-mild, 3-significant, and 4-cirrhosis. The equation considers only the sub-criteria with weights greater than 0.0. The dataset has a balanced representation for all fibrosis stages, i.e. absent (29%), mild (25%), significant (24%), and cirrhosis (22%).
Input features are either categorical or numerical, and output feature is of categorical type, see Table 10 . This dataset has been randomly divided into two subsets of training set (75%) and testing set (25%). To handle the ranging issue, we trained the equation using the training dataset. Then, we defined the ranges of fibrosis stages according to the outputs of these 89 training cases. Finally, we test the resulting ranges on the testing dataset. To test the system on the test case of 30 cases, we used Eclipse to build a Java application, which is discussed in the results section. 
III. THE ANFIS FOR FIBROSIS DIAGNOSIS A. ANFIS ARCHITETURE
ANFIS developed by Jang in 1993 [41] integrate the modeling features of fuzzy logic and learning ability of ANN. It overcomes the limitations of fuzzy inference systems design by using ANN learning capabilities. ANN supports the automatic prediction and optimization of FIS parameters including number and type of membership functions, parameters of membership functions (MFs), fuzzy rules, and number and type of antecedent and consequent conditions by employing either back-propagation or hybrid learning algorithm. As a result, this framework is more systematic and less reliant on expert knowledge. The proposed ANFIS neural network has basically five layers, and each layer consists of several nodes described by the node function. To show the mathematical modeling of this ANFIS, assume that we have two inputs (x, y) and one output (z). The ANFIS creates Sugeno type FISs by learning from training examples. For simplicity, consider a first order two-rule Sugeno FIS; the two rules may be stated as: (14) and (15) .
where µ(x) and µ(y) are membership functions, which can be selected as trapezoidal, Gaussian, triangular, or other shapes. The Gaussian-shaped MF is selected, as seen in Eq. (16), where c i and σ i are center and width of the MF A i , respectively. These parameters are adapted in the learning process.
Layer 2 (Rule Layer):
It has fixed nodes with label of π. Their function is to determine the firing degree w i of each rule i by multiplication function as shown in Eq. (17) .
Layer 3 (Normalized Layer): It has fixed nodes with label of N to normalize the firing degrees of fuzzy rules as: 
where i is the vector of inputs and s is the set of parameters. ANFIS needs a training dataset of required input/output pair (x 1 , x 2 , . . . , x m , y) describing the desired system behavior. It adaptively maps the input vectors to the outputs using MFs, rule base, and related parameters emulating the given training dataset.
B. ANFIS ARCHITECTURE DEVELOPMENT
This section discusses the steps of ANFIS development for fibrosis diagnosis. The proposed methodology to build the final FIS model is depicted in Figure 7 , and it will be discussed in the next sub-sections. 
2) FEATURE SELECTION
Making decisions with all of the patient features is not the optimum choice [32] . As FAHP performs feature selection by assigning weights of 0 to not important features, the feature selection step is required to select the most influential parameters for ANFIS. In this step, we utilize the information gain (IG) measure, as shown in Eq. (19) . For a feature A and a collection of examples S:
where Value (A) is the set of all possible values of A, 
3) TRAINING AND OPTIMIZATING OF IFS
MATLAB version 2018 is used for definition, training, and evaluation of the system. Sugeno model with 14 inputs and 1 output is built based on ANFIS. Sugeno model has high interpretability and computational efficiency [42] . We utilized the same dataset of FAHP to train and test ANFIS. The same random divisions of the dataset used in FAHP technique (75% for training and 25% for testing) are used in ANFIS. The learning cycle can be initialized using grid partitioning [43] or subtractive clustering (SC) [44] to determine the estimated premise parameters of the MFs and a set of rules that cover the feature space. In the grid partitioning, we explicitly determine the number and types of MFs, and it generates knowledge base by enumerating all possible combinations of MFs of all inputs, leading to the curse of dimensionality problem.
Some studies [31] , [32] asserted that if the number of input variables is greater than six, then it is not suitable to use grid partitioning. We have 15 features, and MATLAB is out of memory when trying to apply grid partitioning. As a result, we depend on SC algorithm, which does not require a predetermination of the number of clusters [44] . It can estimate the number of clusters and cluster centers of the training data; as a result, it can efficiently generates a FIS with the minimum number of rules required to distinguish the fuzzy qualities associated with each cluster [45] . It is a density-based method, which measure the potential for each data point to be a center of a cluster, based on the density of surrounding data points. Density measure of data point x i , denoted as P i , is calculated by Eq. (20) .
where m is the number of N -dimensional data points and r a ∈ (0.0 − 1.0] is a constant defines neighborhood radius. Data point with the highest density P h is selected as the first cluster center. If point x h with P h is selected, then r b = β ×r a is used to calculate the density reduction for every point x j , j = i, based on Eq. (21). The β > 1 is called squash factor, which is multiply by r a to determine the neighboring clusters within which the existence of other cluster centers are discouraged.
This process is repeated until maximum potential value in the current iteration is equal or less than the threshold. We depend only on SC to create initial FISs. Once the initial FIS structure is created, the back propagation or hybrid algorithm (gradient descent and least squares) is used to tune the ANFIS structure based on training data. The hybrid algorithm is more accurate and converge much faster [31] , where each epoch is composed of a forward pass and a backward pass. The least squares algorithm (forward pass) can be used to optimize values of consequent parameters of p i , q i , and c i defined for each output, with the premise parameters fixed. Then, the gradient descent method (backward pass) optimizes the premise parameters corresponding to the fuzzy sets in the input domain. Finally, the ANFIS output is calculated by using the consequent parameters found in the forward pass. The learning process is based on the output error, which is used to adapt the premise parameters by means of a standard back propagation algorithm. After several epochs of training, ANFIS generate satisfactory results. The training process stops when the maximum number of epochs or minimum error tolerance is achieved. In this study, the optimized set of fuzzy rules is generated by the hybrid optimization process to optimize the membership functions and the parameters so that the prediction error is minimized. The advantage of this algorithm is that, it employs back propagation for input membership function parameters and least squares estimation for output membership parameters. The model is trained by 75% of the dataset to create the ANFIS architecture. The ANFIS training is an iterative process of improving the effectiveness of an ANFIS model based on a set of configuration parameters. First, we select the initial system (e.g. number and types of MFs for both inputs and output), number of epochs, and optimization method; second, we train this system using a representative training dataset. Next, we test the performance of the trained FIS by different test dataset and performance metrics such as Root Mean Square Error (RMSE) or Mean Absolute Error (MAE). If results are not satisfactory then we start again to change the initial parameters and train a new system, see Figure 7 .
IV. RESULTS AND DISCUSSION
In this section, we provide the detailed results of the two compared methodologies. First, we discuss the results of FAHP, and second, we discuss the results of ANFIS. The training and testing are based on the dataset described in Table 1 .
A. IMPLEMENTATION OF FAHP
To test the performance of the proposed diagnosis formula, we have implemented a JAVA application, which can accept the patient's current characteristics and suggest a specific fibrosis stage. Figure 8 shows the main GUI form where physician can enter each patient features. In addition, the inference process can be connected transparently to the patient medical record to continuously monitor patient conditions. If the patient gets into some bad stage, physicians can be alarmed by some way such as email or SMS. After filling the form out and pressing the Diagnosis button, these values are normalized and passed directly to the DIE equation, which calculates the patient risk value and takes the final decision based on the proposed ranges of each fibrosis stage.
B. RESULTS OF FAHP
First, we collect the training and testing results of the system by using the same distribution of data (i.e. 75% for training and 25% for testing) done to generate the ranges of fibrosis stages. Table 11 shows the confusion matrix of the training phase, and Table 12 shows the confusion matrix of the testing phase. As it can be noticed, the system achieved an acceptable performance of 92.13% training accuracy and 93.33% testing accuracy. In training phase, there are 5 absent cases incorrectly classified as mild, 1 mild cases incorrectly classified VOLUME 6, 2018 as absent, and 1 cirrhosis case that is incorrectly classified as significant. In testing phase, only two cases are incorrectly classified. One important thing is that the error cases are for the neighbor or marginal classes. For example, we cannot see a cirrhosis case that has been classified wrongly as absent, or mild that has been diagnosed as cirrhosis. This means that even in wrong diagnoses, the system has not made a very big mistake. Table 13 shows the accuracy (ACC), precision (P), recall (R), and F-measure (F) for the training and testing phases. Second, the FAHP system has been trained and tested by k-fold cross validation technique where k = 5. The data has been divided randomly in to 5 equal folds of different cases. Each time one fold is used for testing, and the other 4 folds are used for training. As it can be noticed in Table 14 , the system achieved an acceptable performance of average 92.45% accuracy.
C. EXPERIMENTAL DESIGN AND RESULTS OF ANFIS
In this section, we investigate the ability of ANFIS to accurately estimate the fibrosis stage of the patient. We used MATLAB 2018 to carefully learn a Sugeno FIS from our dataset based on ANFIS. To achieve a fair comparison, we used the same training dataset (89 cases) and testing dataset (30 cases). The training set is used to train ANFIS model, whereas the testing set is used to verify the accuracy and the effectiveness of the resulting architecture to detect fibrosis stages. After training, 30 test cases are used to validate the accuracy of the ANFIS model. Every test case has a specific fibrosis stage, either 1, 2, 3, or 4. Classification decision of the FIS system is a number in the interval [1, 4] , where the diagnosis is selected as the nearest number to the ANFIS output.
The ANFIS model was designed using trial and error based on various experiments. Because we have 14 features in our dataset, the SC is used to generate the initial FIS structure. We created many initial FISs with different SC parameters. The fixed parameters used for training are as follows: error tolerance = 0.0, input MFs are Gaussian, output MFs are linear, AND method is Prod, OR method is probor, Imp method is Prod, Agg method is sum, Defuzz method is wtaver, training set of 89 cases, and testing set of 30 cases. Once the initial FIS is created, the training process begins to iteratively tune the initial MFs to best fit the training data. There is no best way to train the ANFIS to select the optimal number and type of input MFs. It depends on the level of complexity of data in a particular application. The training is based on the selection of epoch's number and the optimization algorithm. Overfitting is a problem in ANFIS model building. It occurs when the data are over-trained by the model. A suitable number of epochs must be carefully selected because every dataset has its maximum number of epochs before overfitting occurs.
This number can only be found by performing many experiments. Here, we examine many settings, and for each setting, we get the training and testing performances. Regarding SC, a range of radii values (i.e. 0.2, 0.5, 0.7, and 1.0) is chosen in order to produce optimum number of clusters for the initial FIS. The cluster radii define the range of influence of a cluster and used to generate the MFs and rule base. If it is specified as small value, it yields many small clusters in the data, which results in many rules and vice versa. Each cluster center represents a fuzzy IF-THEN rule. A system with too many rules is accurate but slow and not interpretable by domain expert, and a system with less rules is less accurate but fast and interpretable.
The nth column of cth cluster center is assumed to be the mean value c in of the associated Gaussian MF defined for cth fuzzy set of nth input variable. Another SC parameter is the squash factor which find clusters that are far from each other. A range of squash factorsvalues (i.e. 1.0, 1.25, 1.5, 1.75, and 2.0) is chosen to train the system. We test the number of epochs of 10, 25, and 40 for every combination of the SC parameters. We tried many other epoch numbers higher that 40, and we found no enhancement in the performance. We stick with the hybrid optimization technique. After training each system, the testing process starts to examine how well the model predicts the outputs of a dataset on which the ANFIS was not trained. The performance of the system is measured using the RMSE, as shown in Eq. 22, where f i is the fitted output, y i is the real output, and n is the number of cases.
Using Gaussian type MFs for all input variable and linear type for output, the number of MFs assigned to each input variable is chosen by trial and error. To achieve an optimum design, the choice of the best ANFIS structure is based on three main criteria. The first one is the number of rules and MFs to manage system complexity; the second is the difference between training error and testing error (Err tst − Err trn ) to manage system accuracy and prevent overfitting; and the third is Err tst to select the system with the best accuracy. We train and test 64 ANFIS models. The model with the worst results is ANFIS (61), which has radius = 1.0, squash factor = 2.0, number of MFs = 3, and epochs = 25.
As it can be clearly noticed in Table 15 , the system with larger number of MFs and fuzzy rules has better performance. VOLUME 6, 2018 FIGURE 9. The structure of the ANFIS model.
However, it is more complex. For example, the ANFIS (1) has the best training and testing performance, but it has 63 MFs. As a result, the FIS becomes a black box like ANN because it cannot be understood by domain experts. We have to select the most accurate FIS, and in the same time preserve the interpretability of the system. This is called accuracyinterpretability tradeoff [46] . After critical analysis of the trained ANFISs, we select the ANFIS (34), see Table 15 . This model has only 9 MFs for every input and 9 fuzzy rules. In addition, it has no such big difference in performance with ANFIS (1). The system preserve a similar level of accuracy (Err trn = 0.000195, Err tst = 0.17836), but it is more interpretable and more acceptable by domain expert. Figure 9 illustrates the architecture of the selected model, which has the final specifications shown in Table 16 . Figure 10 shows the knowledge base of the generated FIS, where the resulting system has 9 fuzzy rules. Each input variable is represented by Gaussian MFs, which change with continuity from 0 to 1. Figure 11 shows a sample of the utilized MFs. In Table 17 , we compare the accuracy of the proposed two fuzzy logic based techniques of FAHP and ANFIS by using the same training and testing datasets.
In addition, we compare their results with the domain expert decisions and with the AST to platelet ratio index (APRI-index) [2] . The APRI index is a medical measure based on the SGOT (AST) and platelet count, as shown in Eq. (23), where upper limit normal (ULN) is a factor that depends on medical settings of the laboratory where the AST was tested. In this study, the ULN value is 35 according to our medical expert decision.
As it can be clearly seen, the APRI index achieved the worse results (Accuracy = 56.67%). The FAHP has testing RMSE of 0.13814 and training RMSE of 0.12035. The ANFIS has testing RMSE = 0.17836 and training RMSE = 0.000195. The incorrectly classified cases by FAHP (Cases 001 and 039) and ANFIS (Cases 023 and 039) are also incorrectly classified by APRI. In addition, Case 039 is incorrectly classified by the above-mentioned techniques. The incorrectly classified cases with FAHP and ANFIS are in the marginal stages. In other words, the actual decision is mild for Case 001, but the FAHP decision is absent. The same is done for Case 039 and Case 23. However, the incorrectly classified cases for APRI are notoriously bad. For example, Cases 055 and 037 are cirrhosis, but APRI decides them as absent. In addition, Cases 043 and 016 are significant and mild respectively, but APRI decide them as absent and cirrhosis, respectively. It can be observed that ANFIS and FAHP produce similar results, but ANFIS is more confident in its decisions. This is because mostly there are no such big differences or error between the predicted values by ANFIS and the actual values, as illustrated in Figure 12 . On the other hand, APRI has very different values, as asserted before. To make comparison with other popular fuzzy logic based techniques, we have implemented two Sugeno FIS based on the Wang and Mendel (WM) [47] and the fuzzy decision tree (FDT) [48] algorithms. These approaches can learning FISs from the training datasets. For a fair comparison, the system has been learned and tested with the same training and testing sets of ANFIS and FAHP. Each feature is fuzzified into three MFs. The left and right MFs are trapezoidal and the middle MF is triangular. WM generated 49 fuzzy rules. It has RMSE = 0.369 in the training phase, and RMSE = 0.337 in the testing phase.
More importantly, WM technique failed to diagnose 9 cases by returning −1, which means no single fuzzy rule has been fired for every case. The Sugeno system based on FDT used the same training and testing datasets. The resulting unpruned FDT had 23 fuzzy decision rules, and the pruned tree had 8 rules. The pruned tree had RMSE = 0.347 in the training phase, and RMSE = 0.326 in the testing phase. Table 18 illustrates a comparison among the applied algorithms on our dataset. From Table 17 and from our implementation of FDT and WM algorithms, we evaluate classification performance of these algorithms by using system accuracies, absent precisions, mild precisions, significant precisions, cirrhosis precisions, absent recalls, mild recalls, significant recalls, cirrhosis recalls, absent F-measures (FMs), mild FMs, significant FMs, and FMs cirrhosis. Table 18 clearly highlights that FAHP and ANFIS achieved the highest accuracy of 0.933. However, FAHP has less RMSE (0.13814) than ANFIS (0.17836). ANFIS has more RMSE than FAHP because we take the interpretability of the resulting system into consideration, so we scarify some accuracy.
FDT achieved an accuracy of 0.867, which is better than WM with 0.762. APRI achieved the worst accuracy of 0.567. By comparing the predicted and actual data, results indicate that both modeling techniques of FAHP and ANFIS have comparable performance and can be efficiently used for fibrosis stage classification problem. The presented FISs are support tools to emulate decision making of fibrosis stage determination, but the final decision is made by the specialist physician.
The proposed approaches can be helpful in hospitals where specialists are not available, or these approaches can be embedded as a CDSS module in the electronic health record system to continuously monitor patient conditions. If they discover a new probable case then physicians are directly notified. In addition, these techniques can be used as a training tool for new practitioners. The proposed approaches use a set of clinical tests and risk factors, which have not been employed yet in other systems. This is the first study that carefully design and implement these two fuzzy logic-based techniques in the domain of medicine. The same idea can be applied to other diseases and medical problems.
V. CONCLUSION AND FUTURE WORK
In this study, we investigated the capabilities of FAHP and ANFIS in the critical medical problem of fibrosis diagnosis. The results of this study indicated that the FAHP as well as ANFIS provide better diagnoses than other medical and fuzzy techniques. Therefore, they can serve as reliable tools for this critical medical problem. Regarding FAHP, we design and implement a proposed framework. The criteria and subcriteria have been weighted based on the opinions of two medical experts. A formal methodology has been used to calculate the final weights. We proposed a mathematical model to calculate the fibrosis stage, and implemented a JAVA application to train and test the resulting formula. The system has been trained and tested by using different subsets of 119 real HCV cases. The resulting system has achieved a high accuracy of 93.3%.
Regarding ANFIS, we have proposed a framework for developing a FIS based on ANFIS technique. We utilized information gain to select the most relevant features. There is a large number of input features. Therefore, we have used the subtractive clustering technique to create the initial system. The hybrid optimization technique has been selected for the training process. To select the most suitable ANFIS architecture, we trained a set of models with different number of epochs and different settings of SC radii and squash factors. Each model has been trained and tested by the same dataset used in FAHP. Overfitting has been taken into consideration while selecting the suitable ANFIS architecture. Base on RMSE, the most accurate and interpretable model has been selected. The resulting ANFIS achieved high testing accuracy of 93.3%. A comparison with medical method and other two FIS techniques including WM and FDT confirmed that our selected methods achieved better performance by 0.366, 0.171, and 0.066, respectively. In the future, we will extend this work to other medical problems. In addition, we will try to integrate other type of knowledge such as clinical practice guidelines in the decision making process.
