ABSTRACT The classification of hyperspectral images is the basis and hotspot in the research of hyperspectral images. In this paper, a classification algorithm of hyperspectral image based on multiple edge-preserving features and multiple feature learning (MFL) is proposed. First, aiming to eliminate the high correlation between adjacent bands and to remove the noise in the image, a new band clustering algorithm is employed to reduce the dimensions, where the dimension-reduced image can be used as spectral information features to extract linearly separable classes. Then, spatial information features are obtained by applying the multiple edge-preserving filter on the reduced-dimensional image. This filter is used to acquire more comprehensive spatial information features of the image for extraction of nonlinearly separable classes. Following that, the locality preserving projections method is applied to retain the representative spatial information from the extracted spatial information for classification accuracy. Finally, the spectral information features and spatial information features are combined for classification using the MFL. The experiments are conducted to verify the validity of the proposed algorithm on three universally adopted hyperspectral datasets.
I. INTRODUCTION
Hyperspectral images provide high spectral resolution and robust classification ability by recording hundreds of spectral bands for each pixel. Therefore, remote sensing images are widely used to identify substances [1] , such as minerals and rock types, to distinguish the composition of various pollutants in the environment [2] , [3] and the types of crops and forests [4] . The primary objective of the remote sensing technology is to identify the object classes and its distribution according to the radiant attributes of the ground object in the remote sensing images [5] , [6] . Therefore, the classification of hyperspectral images is considered a research hotspot in this field [7] , [8] . Classical hyperspectral classification methods, such as the support vector machines (SVMs) [9] , random forest [10] , and the artificial neural networks [11] consider only the original spectral information of the hyperspectral images [12] . Therefore, the classification accuracy values in
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these methods are not high due to ''the curse of the dimension,'' especially in the case of limited training sets.
To prevent the Hughes phenomenon, classical dimensionality reduction algorithms, such as the principal component analysis (PCA) [13] , [14] , independent component correlation algorithm [15] , and the generalized discriminant analysis [16] , have been proposed. However, they are not ideal for improving classification accuracy. Ghorbanian and Mohammadzadeh [17] proposed a k-means clustering method based on band correlation to achieve the dimensionality reduction by calculating the average value of each cluster. However, this method suffers the disadvantage of slow convergence and different initial cluster center selection, which can lead to unstable results. Kang et al. [18] employed the mean fusion of adjacent bands to reduce the dimension, which performed a uniform partitioning on the group fusion. There was a possibility of losing some critical information with this method.
Aiming to enhance the accuracy of the image classification, experts in the field mostly focus on extracting the spatial information, such as the morphological attribute profiles (MAPs) [19] , [20] . Such a method overcomes the limitation VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ of using a pixel or a fixed neighborhood as the processing unit in traditional methods and expands the processing unit to all the pixels with similar attributes to obtain various attribute information of the hyperspectral images. Note that when applying the MAPs, it is usually necessary to calculate multiple attributes of the image and multiple threshold features so that the obtained attribute features demonstrate a high dimensionality. The edge-preserving filter (EPF) method [21] - [23] can extract the spatial detail information of the image, eliminate the noise, and effectively alleviate the phenomenon of ''the same object with different spectrum'' to achieve smoothing and edge preservation. However, the drawback of this method is that the standard single parameter setting of the EPF is not capable of adequately representing the spatial information of the image. Chen et al. [24] employed the convolutional neural networks to extract the depth features of the image, so that the classification accuracy is improved. However, this method is time-consuming and involves considerable costs of computational complexity [25] . In recent years, several studies have combined the original spectral information with various spatial information features extracted from the image (for example, texture features, shape features, and spatial relationship features) that describe the features of the pixel from different angles to represent the characteristics of the hyperspectral image in entirety. The method of constructing the composite kernel (CK) functions [26] , [27] combines the spatial information extracted by MAPs with the spectral information of the image. After being mapped to the high-dimensional kernel space, the nonlinearly separable features of the original feature space turn linearly separable. The application of the CK function overcomes the limitations of the single kernel function in the SVMs model. The multiple kernel learning method [28] , [29] adopts different kernels for various features (e.g., spectral information features and spatial information features), composes multiple kernels with different parameters, and then optimizes the weight of each kernel to consider the best combination of kernel functions for classification. The two aforementioned methods generally require the combination of kernel functions to be convex, which poses difficulties in optimizing some parameters during the learning process. The emergence of the generalized composite kernel (GCK) method [30] has successfully overcome this limitation. GCK based on multinomial logistic regression (MLR) [31] can flexibly combine various features of the images linearly without setting the weight parameters for each of the features. This learning method-based kernel function maps various features of the image to the nonlinear kernel space, which leads to redundancy or loss of the physical meaning of the feature. The multiple feature learning (MFL) method [32] utilizes not only the original spectral information and spatial information of the image but also the kernel transformation of the spectral information and spatial information considering both linear and nonlinear features, which improves the classification accuracy to a certain extent. In multiplefeature-based adaptive sparse representation method [33] , four different features (spectral value feature, extended morphological profile, Gabor texture and differential morphological profiles) are extracted from the original hyperspectral images. The adaptive sparse representation algorithm is introduced to determine the class label of each pixel. However, the feature dictionary comprises four huge features, which increases the computational complexity.
In summary, this article presents a hyperspectral classification based on multiple feature learning and edge-preserving features (MFL-EPFs). Firstly, a new band clustering method is applied to divide the high correlation bands into groups. Then the resulting clustering groups are averaged to obtain the dimensionality reduction image, which retains the useful spectral information in the original image and plays vital role in the subsequent classification. Next, the multiple edgepreserving filter is used to extract useful spatial information. The outstanding performance of the multiple edge-preserving filter in the hyperspectral classification has been confirmed in the literature [34] . Then LPP is performed on the multiple edge-preserving features to extract the features that are highly useful for classification [35] . Finally, the MFL method is utilized to assign a unique label to each pixel by combining the dimension-reduced spectral features with the dimensionreduced multiple edge-preserving features (MEPFs).
Following a brief overview of the multiple MEPFs, LPP and MFL in section 2, the descriptions are mainly provided for readers with no foundation knowledge in this field. Section 3 is dedicated to introducing the proposed method MFL-EPFs in detail. Section 4 includes an evaluation of the performance of MFL-EPFs compared to other mainstream methods and analyzes the experimental results. Possible objectives for future research are discussed and conclusions are presented in section 5.
II. BACKGROUND KNOWLEDGE A. MULTIPLE EDGE-PRESERVING FEATURES
During the process of acquisition and transmission of hyperspectral remote sensing images, different kinds of noises are often introduced, which results in the fluctuation of spectral characteristics of the same objects. It is complicated to classify the hyperspectral remote sensing images accurately under small training samples. Edge-preserving filtering is one of the most critical approaches used to eliminate the influence of noise. The three typical edge-preserving filtering methods include the bilateral filtering [36] , guided filtering [37] , and the domain transform [18] . The respective advantages and disadvantages of these methods have been elaborated in the literature [34] . Domain-transform recursive filtering is adopted in our study, as it provides the advantages of realtime processing and high efficiency.
Domain transform recursive filtering applies the approximate distance-preserving transformation to the onedimensional signal, i.e., the Euclidean distance between two adjacent samples in the transform domain is equal to L1-norm distance between two adjacent samples in the original domain. For the one-dimensional signal I, we obtained
where U is the domain transform signal. δ s and δ r are the spatial standard deviation and the range standard deviation, respectively, which are used to control the window size and ambiguity of the filter, respectively. Then the domain-transformed signal is transmitted to the recursive filtering for processing, and the output of the recursive filter is related to both the input and the output, as shown in the following equation:
where J i is the output of the ith pixel, a = exp(
represents the feedback coefficient, and b refers to the distance between two adjacent samples in the transform domain. As a b head towards zero, the edge information of the signal is preserved and vice versa.
When the spatial standard deviation δ s and the range standard deviation δ r are provided different values, the obtained images are different, as shown in Fig. 1 .
Different parameter settings produce different filtering results that represent the features of the hyperspectral images on multiple scales and have their peculiar advantages in classifying those objects or features of different scales [34] Therefore, a combination of the edge features of different parameters can extract additional spatial information from the images and improve the classification accuracy.
The steps to obtain the MEPFs for the k-dimensional hyperspectral images I k are as follows: 1) First, each dimension image is filtered by the EPF with different parameters, therefore,
where k = 1, . . . , K, x = 1, . . . . , X, δ x s and δ x r are the xth parameter settings adopted by the EPF,
2) The resulting features are stacked together in a series as equation (5):
B. LOCALITY PRESERVING PROJECTIONS
PCA occupies a dominant position in the unsupervised dimension reduction methods because of its simple calculation and high efficiency [38] . However, it has a poor effect on the non-Gaussian data, and only linear subspace can be discovered. Therefore, the data distributed on the nonlinear manifold cannot be processed appropriately, which results in data distortion and loss of some useful information after the dimension reduction [39] . LPP can be used to resolve the problem mentioned above. It introduces linearization into the manifold learning and establishes a graph for the data set with the neighborhood information [40] . Using the Laplace concept of the graph, a projection matrix is calculated to map the data on to a subspace. This linear transformation maintains the local neighborhood information optimally to some extent. Therefore, the nearest neighbor search in the low-dimensional space yields results similar to that in the high-dimensional space. LPP can provide highly useful information. LPP is linear and therefore, enables faster processing. LPP possesses the capability to learn out-of-sample points so that the new data points can be mapped to a low-dimensional space through a linear transformation [41] . In summary, LPP can be used as a natural alternative to PCA [35] .
Let X =(X 1 , X 2 , . . . , X n ) be the sample data set in the original space R D , n be the number of samples, D be the data set, and x i and x j be the i-th and j-th samples in X. Then the similarity of the samples [42] is defined as follows:
In (6), the parameter t > 0 is a constant that is set empirically. If w is the projection vector, then the objective function of LPP can be defined as follows [35] :
where D is a diagonal matrix, in which the elements on the diagonal are the sum of the rows corresponding to the matrix S and L = D-S is the Laplacian matrix. Then, as per the constraint w T XDX T w = 1, the optimal projection vector is the eigenvector corresponding to the solution of the minimum eigenvalue.
where w= (w 1 , w 2 , . . . , w d ) is the projection matrix, w 1 , w 2 , . . . , w d is the eigenvector corresponding to the smallest d eigenvalues in (8) , which holds most of the useful information. VOLUME 7, 2019
C. MULTIPLE FEATURE LEARNING
Combining various features of an image is beneficial in improving the separability of the data, and the multiple feature learning method can combine different kinds of features using a linear combination to improve the classification accuracy. This method does not require any regularization parameters to control the weight of each feature. Therefore, it effectively utilizes different features and flexibly combines them [32] . The linear combination of various features is realized using the MLR. After linearly combining the independent variables (which can be multiple features) and the corresponding parameters, a probabilistic model is employed to calculate and predict the probabilities of the different possible outcomes of a categorically distributed dependent variable. The calculation formula employed is as follows [31] :
where k = (1, . . . , K) is a set of K class labels, x = (x 1 , . . . ., x n ) ∈ R d is the hyperspectral image composed of d-dimensional feature vectors, and n is the band number of the reduced-dimensional hyperspectral image.w is the regression coefficient, and w = w (1) T , . . . ,
. . , y n denotes the class label of the image. h( x i ) is a set of all kinds of input features, which can be linear or nonlinear. It is defined as follows [32] :
where l is the total number of classes with various features, and h j (x i ) can be
where x ij denotes the jth component of x i , which represents the original spectral information of the hyperspectral image and is used to extract linear features. h j (x i )can also be
where f(•) is the nonlinear feature extraction transformation on the original image (for example, the MEPFs in [34] ), and l 2 is the number of elements in h j (x i ). h j (x i ) can also be the result of the extracted linear features and nonlinear features mapped to a high-dimensional space by the kernel function.
where
and ϕ(•) is a nonlinear mapping function.
To obtain the probability p in (6), it is necessary to estimate the logistic regression coefficient w of the input feature by calculating the maximum a posteriori estimate [42] . where l(w) is the likelihood function and the expression is defined as follows:
and logp (w) is a prior estimate over w that is independent of x. In addition, w is a random vector with Laplace distribution. Therefore,
where λ is the regularization parameter that controls the degree of sparsity [43] .
III. PROPOSED ALGORITHM
The algorithm flow chart of this study is shown in Fig. 2 . Firstly, the spectral features beneficial for the classification were obtained by performing the dimensionality reduction on the original hyperspectral image. Then, multiple features were extracted from the reduced-dimensional hyperspectral image using the EPF of varied parameters, and these features were combined in series. The next step was to reduce the dimensionality of the multiple features using the LPP to obtain the spatial features of the image. Finally, the MFL method was used for classification by combining spectral features and spatial features.
A. HYPERSPECTRAL IMAGE DIMENSIONALITY REDUCTION
High-dimensional hyperspectral images increase the computational cost and include various noises. One of the prior studies [18] has verified that calculating the mean of adjacent bands can remove the noise in the hyperspectral images and preserve the complementary information of adjacent bands. This method preserves the edges and other critical spatial structures compared to the PCA and ICA dimensionality reduction methods. However, the method of uniform grouping in the literature [18] loses some meaningful information. Literature [17] employs the k-means clustering method for grouping, aiming to retain useful information to the maximum extent. Unfortunately, this method suffers the drawbacks that are similar to those of the k-means algorithm.
Therefore, this study proposed a new dimension reduction method for band clustering. The overview of the method is described as follows: 1) From the first band, N bands at equal intervals were considered the cluster centers, denoted as C 1 , C 2 , . . . C n . 2) The bands between the cluster centers C i and C j were respectively calculated with C i and C j to obtain the spectral angle mapping (SAM) values [44] . The calculation formula employed is as follows:
where s i and s j are the vectors of the i-th band and the j-th band images, respectively. Smaller the value of the SAM, more similar the two spectra. Moreover, they were more likely to belong to the same objects. 3) If the value of the SAM with the cluster center C i was small, the corresponding band was divided into a group with C i . This step was applicable for the center C j , as well. 4) By analogy, the hyperspectral image was divided into N groups. 5) Finally, each group was averaged to obtain a dimensionally reduced image SpeF., and N was considered the dimension of the image. This method is simple and easy to implement. By availing the high correlation between adjacent bands, the averaging method was used to remove the redundancy of the hyperspectral image, eliminate the noise, and finally achieve the dimensionality reduction. It improves the deficiency of the uniform grouping method and overcomes the disadvantage of the K-means algorithm effectively.
B. LPP DIMENSION REDUCTION
The edge preserving features extracted with multiple parameters are concatenated together, resulting in a high dimensionality and a large amount of redundant information, which will affect the separability of the pixels. Although the MEPFs preserves information such as the edge of the image, it also reduces the differences between the pixels of different classes [34] . To extract features that are favorable for image classification, this study proposed a method based on the LPP for the MEPFs. The extracted MEPFs were reduced by the LPP, and the pixel separability of the image was improved by reducing the dimension. Compared to the PCA dimension reduction method, the LPP can preserve the local structure of the image space after dimension reduction [45] , to improve the classification precision.
where F is the MEPFs in the series, and L is the dimensionality of the image after the dimensionality reduction. SpaF is the spatial information of the image, which can extract the pixel features of the original hyperspectral image that are nonlinearly separable. In order to verify the superiority of the LPP, experimental data is displayed in Table 1 :
The MFL method can integrate multiple types of features and discover the most representative elements according to the corresponding weights of each feature for the training samples. Even if the input feature dimension is very high, the linear combination results of multiple features can be obtained with a limited training set. More importantly, the method determines the weights of each feature without any regularization parameters, and therefore, these features can be flexibly combined. The combination of linear and nonlinear features is the best approach to represent the essential features of the hyperspectral images. In this study, dimensionally reduced image SpeF is considered the linear feature, which retains most of the spectral information of the original hyperspectral image and plays vital role in the linearly separable classes. Instead of dimensionality reduction, high-dimensional original spectral information is used in [32] and [33] . As the original hyperspectral information is highly correlated and redundant, using all of this information increases the computational burden and affects the classification accuracy to some extent. This study uses the reduced-spectrum hyperspectral information SpeF to resolve the aforementioned issues. Combining the reduced-spectrum hyperspectral information with the reduced-dimensional MEPFs for classification is another innovation of our study.
This article does not consider the characteristics of mapping to high dimensional kernel space, mainly to reduce the time consumption. Therefore, the input feature matrix is defined as follows:
where h 1 (x i ) denotes the spectral information features after the dimension reduction, which is mainly used for the linearly separable classes. h 2 (x i ) is the MEPFs after the dimensionality reduction, which extracts the spatial information of the image and is beneficial for the nonlinearly separable classes.
IV. EXPERIMENTAL RESULTS
In this section, we present our experiments on three public hyperspectral datasets to verify the effectiveness of the proposed algorithm. The classification results of the VOLUME 7, 2019 hyperspectral images adopted three commonly used accuracy evaluation indexes: overall accuracy (OA), average accuracy (AA) and Kappa coefficient. As the sample selection is random, we repeated the experiment ten times and then averaged the obtained values to achieve experimental results that are highly objective.
A. DATASET
The first experimental dataset considered was the Indian Pines image, which was gathered by an airborne visible infra-red imaging spectrometer (AVIRIS) sensor over the Indian Pines test site in Northwestern Indiana. It comprised 145 × 145 pixels, and its spatial resolution was 20 m. The original image possessed 224 spectral reflectance bands, and we reduced it to 200 by removing the bands covering the region of water absorption. As the scene was captured in June, some of the crops present, such as the corn and the soybeans, were in their early stages of growth with less than 5% coverage. The ground truth available was designated into sixteen classes. Fig. 3 (a) and (b) illustrate a false-color image of the Indian Pine and the ground truth information, respectively. Each color in the map of the ground truth represents a different object. The second experimental data set was the Salinas image, captured over the Salinas Valley, California, USA by a 224-band AVIRIS sensor, which was characterized by its high spatial resolution of 3.7 m. The area covered comprised of 512 lines by 217 samples. As with the Indian Pines scene, we discarded the 20 water absorption bands. Figure 4(a) shows the false-color image of the Salinas image synthesized by three bands, and Figure 4(b) shows the corresponding ground truth with 16 different classes.
The third experimental dataset was the University of Pavia image, which was captured by a German-made reflective optical system imaging spectrometer (ROSIS-3) sensor during a flight campaign over Pavia, Northern Italy. The spatial resolution of this image was 1.3 m, which was the highest among all the three datasets. This image was also the largest, consisting of 610 × 340 pixels. After removing the 12 noisy bands, the remaining 103 bands were used as the experimental dataset. The three-band false color image and the ground truths that differentiate nine classes are presented in Fig. 5 .
B. EXPERIMENTAL PARAMETER ANALYSIS
1) The parameter values of the edge-preserving filter were observed to be consistent with the values in [34] . Therefore, the value of the first parameter set is defined as follows:
and the value of the second parameter set is defined as follows:
The value of the last parameter set is defined as follows:
These three sets of parameters were used together to extract useful spatial information features from the original image.
2) The values of the parameters N (band number of the dimension-reduced original hyperspectral image) and L (dimension of the dimension-reduced MEPFs) can affect the classification accuracy. However, as the randomness of the training samples caused the classification results to float, it was difficult to determine the optimal values of N and L. This will be considered one of the subsequent research directions. Therefore, by the rule of thumb, the value of N was considered 38 and that of L was 48 to achieve the desired results.
C. COMPARISON ALGORITHM
We compared our algorithm with some highly cited studies and outstanding methods in the field to establish its advantages. The methods used for comparison included the classical algorithm SVM [9] , which is one of the most classic hyperspectral classification methods, an unsupervised feature extraction method based on band correlation(BCC) [17] , single parameter EPF-based method [22] , GCK-based method [30] , MFL-based method [32] , and the PCA-based edge-preserving filtering (PCA-EPFs) [34] method combining the MEPFs and the PCA. The SVM method was implemented in the LIBSVM library using the radial function kernel, and five cross-validations were performed.
The parameter values of other methods were consistent with those provided in the literature. The computer used in this experiment was a 2.2 GHz dual-core processor with a memory capacity of 8 GB. First, we conducted experiments on the Indian Pines dataset. One hundredth of the ground truth data was randomly designated as the training sample for ten independent VOLUME 7, 2019 Monte Carlo tests. Then average and the standard deviation of these ten results were obtained. These values are listed in Table 2 . It is observed from the table that the algorithm proposed in this study is better than the other algorithms, as it demonstrates the highest OA, AA, and Kappa coefficient when the training samples are small. Especially for Grass_P (grass/ranch), Hay_W (hay/feed), and Oats, the classification accuracy is up to 100%. Soybean_N (uncultivated soybean land) and Corn, which are generally low in classification accuracy, can achieve a classification accuracy of over 80% and 90%, respectively. The OA of each of the classification maps is reported in Fig. 6 . It can be observed that the maps of the proposed algorithm are similar to the ground truth with less rate of noises, indicating that the extracted spectral information and spatial information are representative. Fig. 7 shows the variation trend of the classification accuracy values concerning the training samples. It is observed from this figure that the classification accuracy increases with an increase in the number of training samples. When the number of training samples reaches 10%, the accuracy reaches as high as 99%. It is evident from this figure that the classification accuracy of the presented algorithm is comparable to that of the PCA-EPFs algorithm, when the number of training samples is large. The reason is that the advantage of this algorithm on Grass_P (grass/pasture) and Oats disappears with an increase in the number of samples. When the number of training samples increases to a boundary, the training samples of these two objects are 100%. Therefore, the accuracy values of these two compared algorithms tend to be consistent. However, the algorithm proposed in this study demonstrates an advantage over the PCA-EPFs algorithm in terms of time consumption. It is observed from Table 3 that the PCA-EPFs algorithm consumes a considerable amount of time, especially when there is an increase in the number of training samples. In contrast, the proposed algorithm does not demonstrate such a drawback, which provides a significant advantage.
Next, we verified the effectiveness of the proposed algorithm in the Salinas image dataset. Only 10 samples of each class were used as the training set. The results obtained are shown in Table 4 . Although the number of training samples is limited, the classification accuracy is observed to be over 98%. Figure 8 presents the classification maps on the Salinas dataset. It is evident from this figure that the data obtained by the proposed algorithm is only marginally different from the original ground truth data. The variance of this algorithm is the lowest among all the algorithms other comparison algorithms. Fig. 9 shows the OA, AA, and Kappa coefficient as functions of the training size for samples per class (variations 5-40) .
Finally, the proposed algorithm was applied to the University of Pavia dataset. Each class used only 20 samples as the training set. The overall classification accuracy was observed to be as high as 94%. The accuracies of different methods with 20 labeled samples per class as the training set are summarized in Table 5 . The comparison between the original ground truth data and the classification map of the algorithm is shown in Fig. 10 . The two figures appear very similar, except for some minor details. Fig. 11 shows a plot of the classification accuracy, as the sample increases from 20 to 140. Overall, the accuracy of the proposed algorithm is observed to be superior to the other algorithms.
V. CONCLUSION
In this study, a hyperspectral classification algorithm combining multiple edge-preserving filtering features and multiple feature learning is proposed. The LPP-based multiple edge-preserving filtering method was employed to extract the spatial features of different scales, while the band clustering method was used to extract the spectral features, which represent the nonlinear and linear features of the hyperspectral images respectively. These two features determined the classification results using the MFL. Based on the aforementioned analyses, it was confirmed that the proposed algorithm demonstrated advantages in terms of classification accuracy compared to other algorithms, especially when the number of training samples was relatively limited. In addition, there was no increase in the execution time, as the number of samples was increased. However, the LPP algorithm adopted for the purpose of dimension reduction in this study could accurately obtain the local structure of the neighborhood. It was not capable of extracting the inherent structure in the original image, resulting in the loss of some useful information. Besides, the dimensionality N of the dimensionreduced original hyperspectral image and the dimensionality L of the dimension-reduced MEPFs were considered the empirical and not the optimal values for each dataset.
