The purpose of this study is to give a Taylor polynomial approximation for the solution of mth-order linear differential-difference equations with variable coefficients under the mixed conditions about any point. For this purpose, Taylor matrix method is introduced. This method is based on first taking the truncated Taylor expansions of the functions in the differential-difference equations and then substituting their matrix forms into the equation. Hence, the result matrix equation can be solved and the unknown Taylor coefficients can be found approximately. In addition, examples that illustrate the pertinent features of the method are presented, and the results of study are discussed. Also we have discussed the accuracy of the method. We use the symbolic algebra program, Maple, to prove our results.
Introduction
In recent years, the studies of differential-difference equations, i.e. equations containing shifts of the unknown function and its derivatives, are developed very rapidly and intensively [1] [2] [3] [4] 8, 11] . Problems involving these equations arise in studies of control theory [4] in determining the expected time for the generation of action potentials in nerve cells by random synaptic inputs in the dendrites [3] , in the modelling of the activation of a neuron [3] , in the works on epidemics and population [8] , in the twobody problems in classical electrodynamics in the physical systems whose acceleration depends upon its velocity and its position at earlier instants, and in the formulation of the biological reaction phenomena to X-rays [8] . Also, the differential-difference equations occur frequently as a model in mathematical biology and the physical sciences [11] .
A Taylor method for solving Fredholm integral equations has been presented in [5] and then this method has been extended by Sezer to Fredholm integro-differential equations [7] and second-order linear differential [9, 10] .
In this study, the basic ideas of the above studies are developed and applied to the mth-order linear differential-difference equation (which contains only negative shift in the differentiated term) with variable coefficients [8, pp. 228, 229] 
which is a Taylor polynomial of degree N at x = c, where y (n) (c) , n = 0(1)N are the coefficients to be determined.
Here P k (x), P * r (x) and f (x) are functions defined on a x b; the real coefficients a ik , c ik , b ik and i are appropriate constants. The rest of this paper is organized as follows. Higher-order linear differential-difference equation with variable coefficients and fundamental relations are presented in Section 2. The new scheme are based on Taylor matrix method. The method of finding approximate solution is described in Section 3. To support our findings, we present result of numerical experiments in Section 4. Section 5 concludes this article with a brief summary.
Fundamental relations
Let us consider the linear differential-difference equation with variable coefficients (1) and find the truncated Taylor series expansions of each term in expression (1) at x =c and their matrix representations. We first consider the desired solution y(x) of Eq. (1) defined by a truncated Taylor series (3). Then we can put series (3) in the matrix form
where
y (1) (c) y (2) (c) .
Now we consider the differential part P k (x)y (k) (x) of Eq. (1) and can write it as the truncated Taylor series expansion of degree N at x = c in the form
By the Leibnitz's rule we evaluate
and substitute in expression (5). Thus expression (5) becomes
and its matrix form
. Now in a similar way we consider the difference part P * r (x)y (r) (x − ) of Eq. (1) and can write it as the truncated series expansion of degree N at x = c in the form
and substitute in expression (8) . Thus expression (8) becomes
where P * r can be obtained by substituting the quantities
Now substituting quantities (x − ) instead of x in (3) and differentiating both side with respect to x we obtain
. . .
or the matrix form for
.
Putting relation (11) in (9), the matrix representation becomes
Let the function f (x) be approximated by a truncated Taylor series
Then we can put this series in the matrix form
Substituting the matrix forms (7), (12) and (13) corresponding to the functions P k (x)y (k) (x), P * r (x)y (r) (x − ) and f (x), into Eq. (1), and then simplifying the resulting equation, we have the matrix equation
The matrix equation (14) is a fundamental relation for mth-order linear differential-difference equation with variable coefficients (1).
On the other hand, if we take (+ ) instead of (− ) in Eq. (1) we can obtain the fundamental relation, as (14), of the equation
Next, we can obtain the corresponding matrix forms for conditions (2) as follows. Using relation (10), we find the matrix representations of the functions in (2), for the points a, b and c, in the forms
[
Substituting the matrix representations (16)- (18) into Eq. (2), we obtain the matrices system
Let us define U i as
Thus, the matrix forms of conditions (2) become
Method of solution
Let us consider the fundamental matrix equation (14) corresponding to the mth-order linear differentialdifference equation with variable coefficients (1). We can write Eq. (14) in the form
The augmented matrix of Eq. (22) becomes
We now consider the matrix equations (21) corresponding to conditions (2) . Then the augmented matrices of Eqs. (21) become 
or the corresponding matrix equation
so that 
If max (10 −k i ) = 10 −k (k is any positive integer) is prescribed, then the truncation limit N is increased until the difference E(x i ) at each of the points becomes smaller than the prescribed 10 −k .
Numerical experiment
In this section, we report on numerical results of some examples, selected differential-difference equations, solved by matrix method described in this paper. For Examples 1-4, we have reported in Tables 1-5 where
Then, for N = 5, the matrix equation (14) becomes from (25). Using the matrices P 0 , P 2 , P 3 , P * 0 , P * 1 , P * 2 , X 1 , M 0 , and F, we find matrices W * and F * in (26) as Substituting the elements of column matrix (29) into (28), we obtain the approximate solution in terms of the Taylor polynomial of degree five about x = 0 as
We use the absolute error to measure the difference between the numerical and exact solutions. In Table  1 the solutions obtained for N = 5, 7, 9 are compared with the exact solution y(x) = x 2 + x + 2 − e x [6] (see Fig. 1 ).
Example 2. Secondly we can take the problem
Then for N = 4, the matrix equation is obtained as
Following the previous procedures, we find matrices W * and F * in (26) as Table 2 .
Example 3. We now consider the equation with variable coefficients
The exact solution is y(x) = e −x . For numerical results see Table 3 .
Example 4 (Kadalbajoo and Sharma [4, Example 1])
The exact solution is
For numerical results, see Tables 4 and 5 .
Conclusions
High-order linear differential-difference equations with variable coefficients are usually difficult to solve analytically. In many cases, it is required approximate solutions. The present method is based on computing the coefficients in the Taylor expansion of solution of a linear differential-difference equation.
To get the best approximating solution of the equation, we take more terms from the Taylor expansion of functions; that is, the truncation limit N must be chosen large enough. From the tabular points shown in Table 1 , it may be observed that the solution found for N = 7 shows close agreement for various values of x i . In particular, the solution of Example 2 for N = 8 shows a very close approximation to the exact solution at the points in interval −1 x 0.
In Example 4, we compare the results for different and values and it is seen that when 1, our results are in a good agreement with the exact solution. Also, if 0 < < 1, some modifications are required. A considerable advantage of the method is that Taylor coefficients of the solution are found very easily by using the computer programs. We use the symbolic algebra program, Maple, to find the Taylor coefficients of the solution.
The method can be developed and applied to system of linear difference equations. Also, the method may be used to solve integrodifferential-difference equations in the form K j (x, t)y (j ) (t) dt but some modifications are required. Note that the presented method can be used for solving the differentialdifference equations with positive shift, too.
