Abstract. Given a finitely presented group H, finitely generated subgroup B of H, and a monomorphism ψ : B → H, we obtain an upper bound of the Dehn function of the corresponding HNN-extension
Introduction
Recall that the Dehn function of a finitely presented group G = Y | R is the smallest function δ : N → N with the following property. For any word w over Y ∪ Y −1 representing the identity in G, there exists a van Kampen diagram over the presentation of G with the number of 2-cells at most δ(|w|), where |w| denotes the length of w. As is well known, the asymptotic behavior of this function is essentially independent of the choice of the finite presentation of G. The extensive study of Dehn functions is inspired by a close connection with algorithmic problems and algebraic properties of groups. For more information and background see, for example, [19] , [16] , and [6] .
The aim of the present paper is to investigate the Dehn functions of finitely presented HNN-extensions and construct non-polycyclic solvable groups with polynomial Dehn functions. In this section we formulate and discuss the main results of the paper and refer the reader to Section 2 for precise definitions. To formulate our results, we need an auxiliary notion. A function f : N → N is said to be superadditive if f (a + b) ≥ f (a) + f (b) for any a, b ∈ N. Given an arbitrary function f : N → N, we put f (n) = max In fact,f is the smallest superadditive function such thatf (n) ≥ f (n) for all n. For convenience, we will assume all Dehn functions under consideration to be at least linear. Besides, for any two elements a, t of a group G, we will denote by a t the element t −1 at and by [a, t] the commutator a −1 t −1 at.
The Dehn functions of certain HNN-extensions and amalgamated products of word hyperbolic groups when associated (amalgamated) subgroups satisfy geometric conditions were studied by Kharlampovich and Myasnikov in [23] ; see also [4] . In a general setting the Dehn functions of amalgamated products and HNNextensions were investigated by Bernasconi in [3] . However, the results from [3] are not convenient for our goal. We would like to mention that in terms of Theorem 1.1, Bernasconi showed the following estimate ( [3] , Corollary 5): (1.6) where λ(n) ∼ max{∆ H B (n), ∆ H ψ(B) (n)} + n and λ (k) (n) is inductively defined by λ (1) (n) = λ(n), λ (i+1) (n) = λ(λ (i) (n)). This estimate was obtained using the algorithm of reducing a word to a normal form in the HNN-extension and it is useful in a number of cases; on the other hand, in the best case when the embedding of B in H is a quasi-isometry, we obtain the exponential-type bound δ G (n) nδ H (2 n ). Thus one cannot use this result to construct groups with polynomial Dehn functions. This is the reason we need Corollary 1.2. Notice that, in contrast to the above-mentioned result of Bernasconi, Theorem 1.1 cannot be proved by using the usual algorithm for reducing a word to a normal form. Now we are going to discuss the possibility of the lower bound for the Dehn functions of HNN-extensions. In the case of nontrivial HNN-extensions it can turn out that δ G (n) is much smaller than δ H (n). In particular, Brady [7] gave an example of a hyperbolic group G = H ψ Z where H is finitely presented but not of type F P 3 . Since any word hyperbolic group is of type F P ∞ , H is not word hyperbolic and, in particular, δ H (n) n 2 although δ G (n) n [18] , [28] . Moreover, in general, it is impossible to give a lower bound for δ G (n) in terms of the distortion of B. It will be shown in Section 3 that there is an HNN-extension presented by (1.2) such that G is word hyperbolic but ∆ H B (n) grows faster than any recursive function. However, the lower bound can be obtained in some nontrivial partial cases [17] .
The following theorem shows how one can bound the Dehn function of the HNNextension given by (1.2) 
In the present paper, using Corollary 1.2, we construct first examples of finitely presented metabelian groups with polynomial Dehn functions. Note that all finitely presented solvable groups that are known to have polynomial Dehn functions are nilpotent [19, §5] , [32] or polycyclic [12] , [13] . The following theorem provides a source of non-polycyclic examples of solvable groups with polynomial isoperimetric functions. We recall that the Baumslag-Solitar groups are given by the presentations
It is well known that for all q > 1 the group BS(1, q) is metabelian, non-polycyclic, and has the exponential Dehn function [16] . First examples of finitely presented groups H(q) with the Dehn functions δ H(q) (n) n 10 containing BS (1, q) were obtained by Ol shanskii and Sapir in [30] . However, the groups constructed in [30] are very distant from solvable ones. To prove Theorem 1.4 we first give examples of polycyclic groups with quadratic Dehn functions using some results of Drutu [12] , [13] . Then we produce an HNN-extension of such a group that contains BS(1, q) and use Corollary 1.2 to estimate the Dehn function of the obtained group. It is worth noticing also that the problem of finding a group G(q) such as in Theorem 1.4 was suggested in [6] . This question approaches the problem of simulating of Turing machines in groups with a good control of Dehn functions using ideas of the Novikov-Boone construction [35] . We refer the interested reader to the discussion in [31, Section 2.2] .
In connection with Theorem 1.4, we recall that the word problem of a group G is in N P (solvable in polynomial time by a non-deterministic Turing machine) if and only if G can be (quasi-isometrically) embedded into a finitely presented group with polynomial Dehn function [6] . It is known that any finitely generated metabelian group can be represented by matrices over a finite product of fields [24] , [33] , [37] . It follows that the word problem is in NP for any finitely generated metabelian group. On the other hand, any finitely generated metabelian group admits an embedding into a finitely presented one [2] . Thus it is natural to ask Question. Is any finitely generated metabelian group embeddable into a finitely presented metabelian group with polynomial Dehn function? Theorem 1.4 provides a nontrivial reason to expect an affirmative answer to the above question.
The paper is organized as follows. In the next section we collect all necessary definitions and notation. Theorem 1.1 and Theorem 1.3 will be proved in Section 3. Finally, the construction of groups G(q) and the proof of Theorem 1.4 will be given in Section 4.
Preliminary information
2.1. Metrics and norms on groups. We begin with definitions.
if it is symmetrical, invariant under the left action of G on itself, satisfies the triangle inequality, and dist(g, h) = 0 implies g = G h.
Definition 2.2.
We say that a non-negative function g → g on a group G is a norm (or length function) if it satisfies the following conditions. For any g, h ∈ G one has g = g −1 , gh ≤ g + h , and g = 0 implies g = G 1.
Given a metric dist on a group G, one can define the corresponding norm by the formula
Similarly, a norm on a group G induces a metric by the rule
Recall that a map φ : X 1 → X 2 between two metric spaces (X 1 , dist X1 ) and (X 2 , dist X2 ) is said to be a quasi-isometry if there are constants c, ≥ 0 and λ > 0 such that the following conditions hold. 1) For any x 2 ∈ X 2 , there is an element
The metric spaces X 1 and X 2 are said to be quasi-isometric in this case. Let us consider some important examples.
Example 2.3 (Word metrics on finitely generated groups). If a group G is generated by a finite set Y, then we define a norm on G by assigning to each element g ∈ G the length of the shortest word over Y ∪ Y −1 that represents g. The associated metric is called the word metric on G corresponding to Y. As is well known, if we take another finite generating set of G, we get a quasi-isometric metric space.
Example 2.4 (Riemannian metrics on Lie groups). For any connected Lie group G there exists a Riemannian structure on G which is invariant under the left action of G on itself. This structure induces a metric dist on G by the usual way. It is easy to see that such a metric is independent of the choice of the left invariant Riemannian structure up to quasi-isometry. for all r ∈ R + (see [14] , [19, §3] ). Clearly, if we choose other norms on G and H which are quasi-isometric to the original ones, we get an equivalent distortion function in the following sense. Given two functions f, g : N → N, we put f g if there exist constants c, k > 0 such that f (n) ≤ cg(kn). Further, we say that f is ∼ equivalent to g and write f ∼ g if f g and g f . In particular, if G is a connected Lie group (respectively finitely generated group) and H is a closed connected subgroup (respectively finitely generated subgroup) of G, then ∆ G H (n) is well defined and independent of the choice of Riemannian (respectively word) metrics on G and H up to an equivalence relation. We refer to [19, §3] and [14] for more details and background. 
where r i ∈ R, z i ∈ F for i = 1, . . . , N, and N ≤ f (|w|). The smallest isoperimetric function is called a Dehn function of the presentation. We denote it by δ G (n).
Further, a function h : N → N is called an isodiametric function of the presentation (2.3) if for any word w in the generators Y ±1 , w = G 1, there is an expression of type (2.4) 
The Dehn functions (respectively the smallest isodiametric functions) of any two finite presentations of the same group are equivalent in the following sense [15] . Given two functions f, g : N → N, one defines f g if there are positive constants a, b, c, d such that f (n) ≤ ag(bn + c) + dn for all n ∈ N ; if f g and g f , then one says that f and g are equivalent. Note that in the case of an at least linear function this equivalence relation coincides with ∼ equivalence introduced above.
Recall that a van Kampen diagram ∆ over the presentation (2.3) is an oriented planar 2-complex endowed with a label function ϕ : E(∆) → Y, where E(∆) is the set of 1-cells (edges) of ∆, such that the boundary of every 2-cell is labelled by a cyclic permutation of a word r ∈ R ±1 . For a combinatorial path p in the 1-skeleton of ∆ its label ϕ(p) is the product of its edge labels (passing along an edge e ∈ E(∆) according to its orientation we read ϕ(e), otherwise we read (ϕ(e)) The minimal number of 2-cells in ∆ among all van Kampen diagrams with the boundary label w is called an area of w and denoted by Area(w). It is easy to check that a function f : N → N is an isoperimetric function of (2.3) if and only if for any word w over Y ∪ Y −1 , w = G 1, one has Area(w) ≤ f (|w|). We will also use the isoperimetric functions of Riemannian manifolds. Such a function estimates the area of an infimal surface spanning a null-homotopic loop in terms of the length of the loop. We refer to [19, §5] for a more general definition of isoperimetric functions of arbitrary metric spaces. Recall also that if a group G acts properly discontinuously and cocompactly on a Riemannian manifold M , then G is finitely generated and quasi-isometric to M with respect to the word metric [36] , [27] . In particular, this implies that the Dehn function of G is equivalent to the smallest isoperimetric function of the manifold M [1].
Isoperimetric functions of HNN-extensions
3.1. The structure of van Kampen diagrams over HNN-extensions. In this section we prove Theorem 1.1 using the language of van Kampen diagrams. We will need some technical notions. The first one is so-called t-corridors (other people call them bands or strips). This notion goes back to the paper [26] ; here we describe it shortly, all details can be found in [9] as well as in [6] . Suppose that one has a finite presentation of the form P = X , t | R , where t / ∈ X and the only relators involving t are of the form
where x i , y i are some words over X ∪ X −1 . If the boundary label ∂π of a cell π of a van Kampen diagram over P is of the form (3.1), we call π a t-cell. The subpath of ∂π having the label x i (respectively y i ) is called a top (respectively a bottom) of π. A t-corridor is a sequence of pairwise distinct t-cells π 1 , . . . , π n in a van Kampen diagram over P such that each two consecutive cells in this sequence have a common edge labelled by t. The path formed by tops (respectively bottoms) of π 1 , . . . , π n is called a top (respectively a bottom) of the t-corridor. The length of a t-corridor is the number of its 2-cells. A t-corridor π 1 , . . . , π n is maximal if it is not contained in another t-corridor of greater length. Finally, a maximal t-corridor π 1 , . . . , π n is called a t-annulus if π 1 has no common edge with ∂∆ labelled by t.
We will use the following obvious information about t-corridors. Proof. Suppose that Q jα ∩Q j β is not empty. Consider the corresponding t-corridors T jα and T j β . Recall that two distinct maximal t-corridors have no common cells. Proof. We proceed by induction on l. The case l = 0 is obvious. It means that there are no enumerated domains at all. So to satisfy the above conditions, we need to prove that there is a diagram ∆ over (1.2) with boundary label w without t-annuli. Let us take some ∆ over (1. where |p| denotes the combinatorial length of p. Now we are going to add a new t-corridor to Ξ as follows. We draw a simple combinatorial path connecting O 1 and O 2 without intersections with edges of Ξ As ν(l + 1) we take the subcomplex of ∆ bounded by the top of the added t-corridor and by the part of ∂Ξ + l labelled by b. Since this subcomplex contains no t-cells, the domain D l+1 is well-defined. Using the inductive hypothesis, it is easy to check that the constructed partial enumeration is regular. We notice that the added t-corridor becomes the exterior corridor to D l+1 . It remains to check that
Since Q l+1 is the same as p, the needed inequalities follow immediately from (3.2) and the inductive hypothesis.
B. Assume that the label of ∂Ξ
This case is very similar to the previous one. The difference is only that O 1 is the endpoint of the path on ∂Ξ Thus the inductive step is concluded in all cases. The lemma is proved.
3.3. Proof of Theorem 1.1. We leave the proof of the following trivial lemma to the reader.
Lemma 3.5. Suppose f : N → N is an arbitrary function andf : N → N is given by (1.1). Then the following assertions are true:
Proof of Theorem 1.1. Let w be a word of length n that represents the identity in G. 
Using Lemma 3.4 for l = k(w)+1, we get a van Kampen diagram ∆ without t-annuli with ϕ(∂∆) ≡ w and a complete regular enumeration ν : {1, . . . , k(w) + 1} → D such that for any i ∈ N, i ≤ k(w) + 1, one has
This and Lemma 3.5 imply
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Clearly, we have the same estimate for all domains of ∆. As we supposed that any Dehn function is at least linear, we have
3.4.
Distortions of normal subgroups in finitely generated groups. Let L be a finitely generated group and N be a normal finitely generated subgroup of L. Observe that in general, the distortion of N in L can be arbitrarily large. To show this we provide here an elegant argument suggested by Sela [19,
Recall that if L is a finitely presented group with solvable word problem and N is a finitely generated normal subgroup of L, then the word problem in L/N is solvable if and only if the distortion of N in L is bounded by some recursive function [14] . It follows from Rips construction [34] , that for any finitely presented group Q, there exists a short exact sequence
where L is word hyperbolic and N is finitely generated. Now assume that Q is a finitely presented group with unsolvable word problem. Then the distortion function of N in L grows faster than any recursive function (in particular, than any iterated exponent). However, we can estimate the distortion of a normal subgroup using the Dehn function of the quotient group. Lemma 3.6. Let L be a finitely presented group, and N a finitely generated normal subgroup of L. Then we have
Proof. Suppose L is given by a finite presentation L = X | R . Let S be a finite generating set of N . Then L/N has a presentation
X | S ∪ R .
Take an element h ∈ N of length h L = n with respect to X . Let w be a shortest word over X ∪X −1 representing h. Then w can be written (in the free group F (X )) as
where s i l ∈ S, r j l ∈ R, g l , f l ∈ F (X ), and p + q = δ L/N (n). In particular, we have
(the proof of this fact for any finitely presented group is just a trivial exercise; as an alternative, the reader can find the proof in [15] ). In particular, this means that there is a constant c > 0 which is independent of h such that
Combining (3.6) and (3.7), we obtain
This implies (3.5).
Proof of Theorem 1.3.
To prove the theorem we need the following simple observation. Let U , V be finitely presented groups. Then the Dehn function of the free product W = U * V satisfies
The proof is straightforward and is left to the reader.
Proof of Theorem 1.3. Under the hypothesis of Theorem 1.3, notice that B is a normal subgroup in G and G/B
in view of Lemma 3.6. By the result of Guba and Sapir [20] , the Dehn function of (H/B) * t is superadditive. It is not hard to check that this implies the superadditivity of the function 2 δ (H/B) * t (n) . Using (iv) of Lemma 3.5 and (3.8), we obtain∆
To conclude the proof, it remains to refer to Theorem 1.1.
3.6. One example. In a contrast to the case of trivial HNN-extensions, in general, it is impossible to give a lower bound for the Dehn function of HNN-extension given by (1.2) using only the information about the distortion of B in H (or B in G). Indeed, let Q be a finitely presented group with unsolvable word problem. Consider the free product t * Q and take a word hyperbolic group L such that t * Q = L/N for some finitely generated subgroup N of L. Such a group does exist by the abovementioned Rips construction. Clearly, L splits into an HNN-extension with stable letter t, the associated subgroup N , and the base group T , where T is the preimage of Q under the natural epimorphism L → t * Q. It remains to note that ∆ L N (n) and ∆ T N (n) both grow faster that any recursive function, although δ L (n) n.
Metabelian groups with polynomial isoperimetric functions
4.1. Polycyclic groups with quadratic Dehn functions. The aim of the present section is to prove Theorem 1.4. First we provide examples of polycyclic groups which have quadratic Dehn functions using results of the papers [12] , [13] and study certain properties of our groups needed for the sequel. 
with a 1 · · · a n = 0.
The following result can be found in [13] .
We note that the above proposition was proved in [12] with an asymptotically cubic estimate of isoperimetric function. In the recent paper [13] the estimation was improved to a quadratic. It is worth noticing that the results of [12] and [13] can be applied to a much larger class of groups. and {a 1 , . . . , a n } respectively. Assume that β : S → SL(n, Z) is a monomorphism such that the image β(s i ) is semi-simple and Spec(β(s i )) ⊂ R for all i = 1, . . . , n − 1. Let P = A β S be the split extension given by the presentation
where (µ
Then the Dehn function of P is quadratic whenever n ≥ 3.
Proof. Since the group S is abelian, there is an element θ ∈ SL(n, R) such that
. . , ν in ) with some ν ij = 0, i = 1, . . . , n − 1. Without loss of generality we can assume ν ij > 0 (indeed, we can take a subgroup P 0 of P generated by A and s 2 1 , . . . , s 2 n−1 ; clearly, P 0 is of finite index in P , and hence the Dehn functions of P 0 and P are equivalent). Let us define a homomorphism γ :
where e i is the i-th standard basis vector in
It is also clear that γ is generic. Consider the Lie group Q = R n γ R n−1 . By Proposition 4.2, Q has a quadratic Dehn function. Further, let us note that the natural inclusions A → R n and S → R n−1 induce an embedding κ : P → Q. It can easily be shown that κ(P ) is a uniform lattice in Q. This implies that P is quasi-isometric to Q and therefore the Dehn functions of Q and P are equivalent [1] .
In connection with the condition n ≥ 3 in the above lemma, we note that the Dehn function of the group of type Z m Z is polynomial if and only if the group is virtually nilpotent; otherwise, the Dehn function is exponential [9] . Now we want to give an explicit construction of polycyclic groups P satisfying the hypothesis of Lemma 4.3. In order to do this, we need some information from algebraic number theory. 
Suppose that the Galois group G(k/Q) is simple; then the image α(ξ) is semi-simple for any
Proof. Assume that α(ξ) is not semi-simple for some ξ ∈ k * 0 . Then the characteristic polynomial χ(x) of α(ξ) has multiple roots. Therefore, χ(x) splits into two nontrivial factors as follows:
where χ (x) is the derivative of χ(x) and (χ(x), χ (x)) denotes the greatest common divisor of χ(x) and χ (x). Clearly, υ(x) ∈ Q[x] and deg υ(x) < n. Moreover, any root of χ(x) is a root of υ(x). Since ξ acts on k 0 by multiplication, χ(ξ) = 0. It follows that υ(ξ) = 0. Recall that k is normal. This implies that the splitting field l of υ(x) is a subfield of k. Moreover, l is a nontrivial normal extension of Q and
Thus Q = l = k that contradicts the simplicity of the Galois group. Now let us take k, a purely real normal extension of Q of degree n ≥ 3, such that the Galois group G(k/Q) is simple. As an exercise, the reader can check that the splitting field of the polynomial x 3 − 3x + 1 satisfies these conditions; in fact, G(k/Q) ∼ = Z/3Z in this case. Since k is purely real, k * 0 is a finite extension of Z n−1 by Dirichlet's Theorem (see [22, Appendix] 
Proof. For any n ∈ X, n > 1, we have
where j ≤ log λ n and i ∈ [0; λ) for all i. Denote by l(k) the length φ(k) G . The equality
The lemma is proved. Lemma 4.6. Suppose P is the group given by (4.1) and A is the abelian subgroup of P generated by {a 1 , . . . , a n }. Then A is strictly exponentially distorted in P , i.e., there are constants c, ε > 0 such that
Proof. Recall that in the proof of Lemma 4.3 we have constructed the group Q = E γ D, where E = R n , D = R n−1 , and γ is given by (4.2). Since P can be embedded into Q as a lattice such that the image of A will be a lattice in E, to prove the lemma it is sufficient to show that E is strictly exponentially distorted in Q.
Denote by e the subalgebra of the Lie algebra q of Q corresponding to E. Let us fix a basis X 1 , . . . , X n of e such that the adjoint action of D on e is defined by γ. By Lemma 4.5, the one-parameter subgroups corresponding to X 1 , . . . , X n are strictly exponentially distorted in Q. that f = exp(X) ∈ E, X ∈ e. Then X = a 1 X 1 + . . . + a n X n for some constants a 1 , . . . , a n ∈ R. Assume that the set {1, . . . , n} is a disjoint union of two subsets I 1 and I 2 such that |a i | < 2 if i ∈ I 1 , and |a i | ≥ 2 whenever i ∈ I 2 . Set n 0 = I 2 .
Since E is abelian, we can take the Euclidean metric on E. This means that
On the other hand, the inequalities |a| ≥ 2 and |b| ≥ 2 imply |a| + |b| ≤ |ab| and, therefore, (|a| + 1)(|b| + 1) = |ab| + |a| + |b| + 1 < 2(|ab| + 1). By induction, we obtain i∈I2 
The lemma is proved.
Construction of G(q)
. Now suppose P is some group given by the presentation (4.1), where β satisfies the assumptions of the Lemma 4.3.
Lemma 4.7. The map φ : P → P defined by
Proof. It is easy to see that the images of the defining relations of P under φ represent the identity in P . Therefore φ is an endomorphism of P . Next observe that if φ(w) = P 1 for some nontrivial word w over {a 1 , . . . , a n , s 1 and φ(w) = P 1 imply λ i = 0 for all i that contradicts to w = P 1.
Let G(q) be the HNN-extension of P associated to φ, i.e.,
We denote by X the alphabet {a 1 , . . . , a n , s 1 , . . . , s n−1 } and set Y = X ∪ {t}.
The distortion of P in G(q).
If w is a word in the alphabet Y ±1 , then we denote by α(w) the number of appearances of a 
where M = max{ β(s j ) , β(s Proof. Using the equalities
. . , n − 1, we can transform u into a word of type (4.6) by applying a collecting process. Namely, first we take an appearance of s ±1 1 in u, and remove it from right to left using the above formulas. Then we take another appearance of s ±1 1 in u and proceed in the same way and so on. We continue this procedure until all appearances of s ±1 1 will be collected and we will get a word of type s , a 1 , . . . , a n−1 . Clearly, we get a word of type (4.6) when the collected process has been completed. It is not hard to check that the inequalities (4.7) hold. Now suppose that
is another word representing the same element as u in P . We get immediately ξ j = ξ j for all j considering the images of u and u in P/A. This implies that
Since A is free abelian, i = i for all i. Proof. Let us take a nontrivial element w of BS (1, q) . Suppose that η(w) = K 1. If w lies in the normal closure a BS (1,q) of the cyclic subgroup a in BS (1, q) , then w t k = BS(1,q) a m for some k, m ∈ Z. Thus (η(a)) m = K 1 that contradicts to the assumption of the lemma. Further, suppose w ∈ a BS (1,q) . Then w ∈ t l a BS (1,q) for some l = 0. Hence
Thus (η(a)) q l −1 = K 1, and we get a contradiction again.
Proof of Theorem 1.4. Since the natural map P → G(q) is an embedding [25, Ch. 4, Theorem 2.1], the element a 1 is of infinite order in G(q). In view of Lemma 4.10 this implies that the subgroup of G(q) generated by a 1 and t is isomorphic to BS (1, q) . Let us show that the embedding of BS (1, q) into G(q) is quasi-isometric. The proof of this fact is very similar to that of Lemma 4.9; so we omit details and give a sketch of the proof only. Suppose b is an element of BS (1, q) It remains to prove that G(q) has at most a cubic Dehn function. We know already that P has a quadratic Dehn function. By Lemma 4.9, P is an undistorted subgroup of G(q). Using Corollary 1.2, we get immediately that δ G (n) n 3 .
Final remarks.
Probably it is not hard to extend Theorem 1.4 and get an embedding of any torsion free finitely presented abelian-by-cyclic group into a finitely presented metabelian group with cubic Dehn function. The reason is that any torsion free finitely presented abelian-by-cyclic group has a presentation which is similar (in some sense) to the canonical presentations of Baumslag-Solitar groups [5] .
