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Extensions of differential representations of SL2 and tori
Andrey Minchenko and Alexey Ovchinnikov
ABSTRACT
Linear differential algebraic groups (LDAGs) measure differential algebraic dependencies
among solutions of linear differential and difference equations with parameters, for which
LDAGs are Galois groups. The differential representation theory is a key to developing al-
gorithms computing these groups. In the rational representation theory of algebraic groups,
one starts with SL2 and tori to develop the rest of the theory. In this paper, we give an ex-
plicit description of differential representations of tori and differential extensions of irreducible
representation of SL2. In these extensions, the two irreducible representations can be non-
isomorphic. This is in contrast to differential representations of tori, which turn out to be direct
sums of isotypic representations.
1. Introduction
Linear differential algebraic groups (LDAGs) were introduced in [4, 5, 21, 6] and are now extensively
used to study ordinary and partial differential and difference equations [7, 11, 14, 16, 8, 25, 26], where
these groups play the role of Galois groups and measure differential algebraic dependencies among the
solutions. Due to [31], one has a complete description of differential algebraic subgroups of the LDAG
SL2. However, in order to develop algorithms for the differential and difference equations mentioned
above, knowledge of the differential representation theory is essential. But, even the differential represen-
tation theory of SL2 is largely unknown, with the initial observations made in [23]. In the present paper,
we make a first step in resolving this problem.
Our main result, Theorem 4.11, is an explicit description of differential extensions of irreducible
representations of SL2 over an ordinary differential field K of characteristic zero1, not necessarily differ-
entially closed. However, we require that K has an element whose derivative is not zero. The main idea is
to construct an embedding of such a representation or its dual into the ring K{x,y} of differential polyno-
mials in two differential indeterminates. However, if a differential representation of SL2 is an extension
of more than two irreducible representations, it might not be embeddable into K{x,y} as Example 4.18
shows. This demonstrates one of the numerous subtleties that differential representations have.
In the classical rational representation theory of the algebraic group SL2 in characteristic zero, every
finite-dimensional SL2-module is a direct sum of irreducible ones, and each of those is isomorphic to
spanK
{
xd ,xd−1y, . . . ,xyd−1,yd
}
⊂K[x,y],
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for some d > 0, where the action of SL2 is:
SL2 ∋
(
a b
c d
)
7→
{
x 7→ ax+ cy,
y 7→ bx+dy.
However, this approach does not directly generalize to differential representations of SL2 for various
reasons. On the one hand, the irreducible ones are all algebraic (given by polynomials without deriva-
tives) [23, Theorem 3.3] and, therefore, are fully described as above. On the other hand, not every dif-
ferential representation of SL2 is a direct sum of irreducible ones [23, Theorem 3.13, Example 3.16 and
Remark 4.9]. Hence, to describe them, we will need to characterize all indecomposable differential repre-
sentations, that is, the ones that are not direct sums of any proper subrepresentations. All other differential
representations will, therefore, be direct sums of those.
In order to follow this different approach, we first obtain all indecomposable representations from the
ones that have only one minimal and one maximal subrepresentation using standard pull-backs and push-
outs (Sections 3.1 and 3.2). Now, it only remains to characterize that special subclass, denoted by Rep0, of
indecomposable representations. The goal is to produce a description that is easy to use. For this, we first
embed every representation of Rep0 into the ring of differential polynomial functions on SL2, which is the
quotient of the ring of differential polynomials in four differential indeterminates by the differential ideal
generated by det−1 (see (5), Proposition 3.6, and Example 3.7). However, the presence of differential
relations in the quotient makes it difficult to use.
Certainly, to embed representations from Rep0 (or their duals, at least) into K{x,y} would be desir-
able but is impossible as we have already pointed out (Example 4.18). However, we discover an important
subset of Rep0 for which it is true that each representation or its dual embed into K{x,y}. These repre-
sentations are extensions of two irreducible SL2-modules, and are the main ingredients of our paper.
Moreover, after embedding the representation into K{x,y}, we show how to characterize these exten-
sions inside K{x,y}. This is the only place where we use the requirement for K to contain a non-constant
element (see Lemma 4.16 as well as the preparatory results from Section 4.2.2).
The situation is very much different for differential representations of tori (whose differential alge-
braic subgroups were characterized in [4, Chapter IV]). In particular, as we show for comparison in
Theorem 4.3, the only indecomposable differential representaions of a torus are extensions of isomorphic
irreducible representations. This is certainly much simpler to handle than even our case of differential
extensions of two irreducible representations of SL2, showing another subtlety that we have to face and
deal with here.
One can apply the differential representation theory of SL2 to developing an algorithm that computes
the differential Galois group of a system of linear differential equations with parameters. Such an algo-
rithm for the non-parameterized Galois theory usually operates with a list of groups that can possibly
occur and step-by-step eliminates the choices [22, 28, 29, 30, 17, 34, 27]. In the parameterized case, one
can determine the possible block structures (by factoring the original differential equation and its prolon-
gations with respect to the parameter if needed): the sizes of the irreducible diagonal blocks and whether
the extensions they form are trivial. It turns out that this and the classification results from our paper com-
bined with the reductivity test that is being developed in [15] are definitive enough for the “elimination
process” mentioned above to become a part of an algorithm for parameterized systems of order up to 4,
see also [12].
The paper is organized as follows. We recall the basic definitions of differential algebra and differen-
tial algebraic groups in Section 2. In Section 3, we also recall how to construct all representation from our
building blocks, representations with one minimal and maximal subrepresentations. Section 4, the main
part of the paper, starts with a description of all indecomposable differential representations of tori in
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Section 4.2, which we then compare with differential representations of SL2 in Section 4.3 and show our
main result, Theorem 4.11, there. We finish the paper by an example demonstrating that the hypothesis
of our main result cannot be relaxed.
2. Basic definitions
A ∂ -ring R is a commutative associative ring with unit 1 and a derivation ∂ : R→ R such that
∂ (a+b) = ∂ (a)+∂ (b), ∂ (ab) = ∂ (a)b+a∂ (b)
for all a,b ∈ R. For example, Q is a ∂ -field (a field and a ∂ -ring at the same time) with the unique possible
derivation (which is the zero one). The field C(t) is also a ∂ -field with ∂ (t) = f , and this f can be any
element of C(t). Let
Θ =
{
∂ i | i > 0
}
.
Since ∂ acts on R, there is a natural action of Θ on R. For r ∈ R, we also denote ∂ r by r′ and ∂ ir by r(i),
i > 2, whenever it is convenient.
Let R be a ∂ -ring. If B is an R-algebra, then B is a ∂ -R-algebra if the action of ∂ on B extends the
action of ∂ on R. Let Y = {y1, . . . ,yn} be a set of variables. We differentiate them:
ΘY :=
{
∂ iy j
∣∣ i > 0, 1 6 j 6 n} .
The ring of differential polynomials R{Y} in differential indeterminates Y over R is the ring of commuta-
tive polynomials R[ΘY ] in infinitely many algebraically independent variables ΘY with the derivation ∂
that extends the ∂ -action on R as follows:
∂
(
∂ iy j
)
:= ∂ i+1y j, i > 0, 1 6 j 6 n.
An ideal I in a ∂ -ring R is called differential if it is stable under the action of ∂ , that is, ∂ (a) ∈ I for all
a ∈ I. If F ⊂ R, then [F] denotes the differential ideal generated by F .
We shall recall some definitions and results from differential algebra (see [4, 20] for more detailed
information) leading up to the “classical definition” of a linear differential algebraic group. Let K be a
∂ -field. In what follows, we will assume that char K = 0. Let U be a differentially closed field containing
K (see [7, Definition 3.2], [33, Definition 4], and the references given there). Let also C ⊂ U be its
subfield of constants2 , that is, C = ker ∂ .
DEFINITION 2.1. For a differential field extension K ⊃ K, a Kolchin closed subset W (K) of Kn over K
is the set of common zeroes of a system of differential algebraic equations with coefficients in K, that is,
for f1, . . . , fk ∈K{Y} we define
W (K) = {a ∈ Kn | f1(a) = . . .= fk(a) = 0} .
There is a bijective correspondence between Kolchin closed subsets W of U n defined over K and
radical differential ideals I(W ) ⊂ K{y1, . . . ,yn} generated by the differential polynomials f1, . . . , fk that
define W . In fact, the ∂ -ring K{Y} is Ritt-Noetherian, meaning that every radical differential ideal is the
radical of a finitely generated differential ideal by the Ritt-Raudenbush basis theorem. Given a Kolchin
closed subset W of U n defined over K, we let the coordinate ring K{W} be
K{W}= K{y1, . . . ,yn}
/
I(W ).
2One can show that the field C is algebraically closed.
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A differential polynomial map ϕ :W1 →W2 between Kolchin closed subsets of U n1 and U n2 , respectively,
defined over K, is given in coordinates by differential polynomials in K{W1}. Moreover, to give ϕ : W1 →
W2 is equivalent to defining ϕ∗ : K{W2}→K{W1}.
DEFINITION 2.2. [4, Chapter II, Section 1, page 905] A linear differential algebraic group is a Kolchin
closed subgroup G of GLn(U ), that is, an intersection of a Kolchin closed subset of U n
2
with GLn(U )
that is closed under the group operations.
Again, in what follows, LDAG stands for linear differential algebraic group. Note that we identify
GLn(U ) with the Zariski closed subset of U n
2+1 given by{
(M,a)
∣∣ (det(M)) ·a−1 = 0} .
If X is an invertible n×n matrix, we can identify it with the pair (X ,1/det(X)). Hence, we may represent
the coordinate ring of GLn(U ) as K{X ,1/det(X)}. Denote GL1 simply by Gm, called the multiplicative
group. Its coordinate ring is K{y,1/y}. The LDAG with coordinate ring K{y} is denoted by Ga, called
the additive group. Finally, SL2 is the LDAG with the coordinate ring
K{c11,c12,c21,c22}/[c11c22− c12c21−1],
where the differential ideal of the quotient is radical because of [3, Lemma 3.4].
DEFINITION 2.3. [5],[25, Definition 6] Let G be a LDAG. A differential polynomial group homomor-
phism
r : G→ GL(V )
is called a differential representation of G, where V is a finite-dimensional vector space over K. Such
space is simply called a G-module. This is equivalent to giving a comodule structure
ρ : V →V ⊗K K{G},
see [25, Definition 7 and Theorem 1].
As usual, morphisms between G-modules are K-linear maps that are G-equivariant. The category of
differential representations of G is denoted by RepG.
Remark 2.4. We will be going back and forth between the module and comodule terminology depending
on the situation. The comodule language is needed primarily to avoid unnecessary extensions of scalars
from K to U as our main classification result is over K.
By [4, Proposition 7], r(G)⊂GL(V ) is a differential algebraic subgroup. Given a representation r of a
LDAG G, one can define its prolongation F(r) : G→GL(FV ) with respect to ∂ as follows [25, Definition
4 and Theorem 1]: let
F(V ) = K ((K⊕K∂ )K⊗K V ) (1)
as vector spaces (see [13, Section 4.3] for a coordinate-free definition). Here, K⊕K∂ is considered as
the right K-module: ∂ ·a = ∂ (a)+a∂ for all a ∈K. Then the action of G is given by F(r) as follows:
F(r)(g)(1⊗ v) := 1⊗ r(g)(v), F(r)(g)(∂ ⊗ v) := ∂ ⊗ r(g)(v)
for all g ∈G and v ∈V . In the language of matrices, if Ag ∈GLn corresponds to the action of g ∈G on V ,
then the matrix (
Ag ∂Ag
0 Ag
)
corresponds to the action of g on F(V ).
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3. Preparation
Let G be a group. In this section, we will recall some general terminology and basic facts that are useful
to study non-semisimple categories of representations, that is, when not every G-module decomposes
into a direct sum of irreducibles. This is precisely what we need to be able to handle to study differential
representations of LDAGs to obtain the main result of the paper in Section 4.
3.1 The set Rep0 G and its use
We start by introducing a special subset of representations Rep0 G and show how the rest of the represen-
tations can be reconstructed from it. Since every G-module is a sum of indecomposable ones, it suffices
to describe indecomposable modules. As we will see below, it is possible to restrict ourselves to even a
smaller subset of representations so that:
– we are still able to recover all representations from it using only a few operations of linear algebra,
namely pull-backs and push-outs, but not using ⊗, for instance, which is important for computation;
– this set itself is much easier to describe.
DEFINITION 3.1. For an abstract group G, let Rep0 G be the set of all finite-dimensional G-modules V
having a unique minimal and a unique maximal submodules. The set IrrG of all simple G-modules is a
subset of Rep0 G and every V ∈ Rep0 G is indecomposable (since otherwise V has at least two minimal
submodules).
DEFINITION 3.2. A G-module V is said to be a pull-back of V1,V2 ∈ Ob(RepG) if there is a G-module
W with surjections pik : Vk →W , k = 1, 2, such that V is isomorphic to the pull-back of the maps pi1 and
pi2.
We say that V is a push-out of G-modules V1 and V2 if there is a G-module W with embeddings
ιk : W →Vk, k = 1,2, such that V is isomorphic to the push-out of the maps ι1 and ι2.
PROPOSITION 3.3. Every finite-dimensional G-module V can be obtained from Rep0 G by iterating pull-
backs and push-outs.
Proof. Suppose that V 6∈ Rep0 G has two distinct minimal submodules U1 and U2. Set
Vk :=V/Uk, k = 1, 2, and W :=V/(U1 +U2).
Then V is the pull-back of the corresponding (surjective) maps pik : Vk → W , k = 1,2. Indeed, since
U1∩U2 = 0, V embeds into the pull-back
V12 := {(v1,v2) ∈V1×V2 : pi1(v1) = pi2(v2)}.
On the other hand, if vk ∈Vk, k = 1, 2, and pi1(v1) = pi2(v2), then there are v1, v2 ∈V such that
v1 +U1 +U2 = v2 +U1 +U2.
Hence,
v1 +u1 = v2 +u2 =: v ∈V for some uk ∈Uk, k = 1, 2.
This shows that vk is the image of v under the quotient map V →Vk, k = 1, 2. Hence, V ≃V12.
Now suppose that V has two distinct maximal submodules V1 and V2. Let
U :=V1∩V2 and ιk : U →Vk, k = 1, 2,
be the corresponding embeddings. Then V is isomorphic to the push-out of the maps ι1 and ι2. Indeed, let
W be a G-module with morphisms αk : Vk →W , k = 1,2, such that α1ι1 = α2ι2. Since V =V1 +V2, this
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implies that the morphism α : V →W given by
α(v1 + v2) = α1(v1)+α2(v2) for all vk ∈Vk, k = 1, 2
is well-defined. Hence, V is the push-out. Finally, the statement of the proposition follows by induction
on dimV .
Pull-backs and push-outs have a simple description in terms of matrices. This is why Proposition 3.3
is particularly useful in computation. Namely, if pik : Vk →W , k = 1,2, are the surjections, then we can
choose bases of V1 and V2 such that every g ∈ G is represented in GL(V1) and GL(V2) by matrices of the
form (
A(g) B(g)
0 C(g)
)
and
(
A1(g) B1(g)
0 C(g)
)
,
where C(g) corresponds to the representation G → GL(W ). Then the pull-back V of pi1 and pi2 has the
following matrix structure:
G ∋ g 7→

A(g) 0 B(g)0 A1(g) B1(g)
0 0 C(g)

 .
In terms of bases, if V1 = span{E1,E2} and V2 = span{F1,F2}, where Ei’s and Fi’s are the sequences of
basis elements corresponding to the block structure, then V can be viewed as
span{E1,F1,E2 +F2} ⊂V1⊕V2,
where E2 +F2 means the sum of the corresponding basis elements.
If ιk : U ⊂ Vk, k = 1,2, are embeddings, we can choose bases of V1 and V2 such that every g ∈ G is
represented in GL(V1) and GL(V2) by matrices of the form(
A(g) B(g)
0 C(g)
)
and
(
A(g) B1(g)
0 C1(g)
)
.
where A(g) corresponds to the representation G → GL(U). Then the push-out V of ι1 and ι2 has the
following matrix structure:
G ∋ g 7→

A(g) B(g) B1(g)0 C(g) 0
0 0 C1(g)

 .
3.2 Simple socle
The observations from this section will be further used in Section 4 to prove our main result. Recall that
the socle Vsoc of a G-module V is the smallest submodule of V containing all simple submodules of V . In
particular, if V is finite-dimensional, Vsoc is the sum of all simple submodules of V . If Vsoc is simple, it is
a unique minimal submodule of V . Conversely, if V contains a unique minimal submodule, Vsoc is simple
(and coincides with the submodule). Any V ∈ Rep0 G has a simple socle.
Remark 3.4. There are two alternative definitions of the set Rep0 G:
(i) Rep0 G is the smallest set S of G-modules with the property that every finite-dimensional G-module
is obtained from S by a sequence of pull-backs and push-outs.
(ii) Rep0 G is the set of G-modules V such that V and V∨ have simple socles.
PROPOSITION 3.5. Let V be a G-module with simple socle and α : V →W a morphism of G-modules
such that α(Vsoc) 6= 0. Then α is injective. Moreover, if W = ∏i∈I Wi, then there exists i ∈ I such that piiα
is an isomorphism of V and a submodule of Wi, where pii : W →Wi is the projection.
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Proof. If the submodule Kerα ⊂V is non-zero, it must contain Vsoc, the smallest submodule of V . Since
Vsoc 6⊂ Kerα , we have Kerα = 0. To prove the second part of the statement, note that there is an index
i∈ I such that pii(α(Vsoc)) 6= 0. Then we apply the first part of the statement to the map piiα : V →Wi.
Let G be a LDAG. Its coordinate ring A := K{G} has a structure of a differential Hopf algebra, that
is, a Hopf algebra in which the comultiplication, antipode, and counit are homomorphisms of differential
algebras [25, Section 3.2] and [5, Section 2]. Let
∆ : A→ A⊗K A
be the comultiplication inducing the right-regular G-module structure on A as follows (see also [25, Sec-
tion 4.1]). For g,x ∈ G(U ) and f ∈ A,
(rg( f )) (x) = f (x ·g) = ∆( f )(x,g) =
n
∑
i=1
fi(x)gi(g),
where ∆( f ) = ∑ni=1 fi⊗gi.
PROPOSITION 3.6. Every finite-dimensional G-module V with simple socle embeds into the regular
functions A.
Proof. By [25, Lemma 3], V embeds into AdimV . Now the statement follows from Proposition 3.5.
EXAMPLE 3.7. Let V = spanK
{
x2,xy,y2,x′y− xy′
}
⊂K{x,y} and the action of SL2 is given by
SL2(U ) ∋
(
a b
c d
)
7→
{
x(p) 7→ (ax+ cy)(p), p > 0;
y(q) 7→ (bx+dy)(q), q > 0.
with the coordinate ring
A := K{xi j}/[x11x22− x12x21−1].
Hence, for the induced A-comodule structure ρV : V →V ⊗K A∼= A4,
x2 7→ x2⊗ x211 + xy⊗2x11x21 + y2⊗ x222,
xy 7→ x2⊗ x11x12 + xy⊗ (x11x22 + x12x21)+ y2⊗ x11x21,
y2 7→ x2⊗ x212 + xy⊗2x12x22 + y2⊗ x222,
x′y− xy′ 7→ x2⊗
(
x′11x12− x11x
′
12
)
+ xy⊗2
(
x′11x22− x
′
12x21
)
+ y2⊗
(
x′21x22− x21x
′
22
)
+
(
x′y− xy′
)
⊗1.
Since the projection A4 → A onto the first coordinate (i. e. the coefficient of x2) is non-zero on
Vsoc = spanK
{
x2,xy,y2
}
,
this projection is injective on the whole V , and the image is
spanK
{
x211,x11x12,x
2
12,x
′
11x12− x11x
′
12
}
⊂ A
(see also [23, Remark 4.9]).
By a subquotient of V , we mean a G-module V1/V2 where V2 ⊂V1 are submodules of V . The following
recalls a way of describing categories of representations in which not every representation is a direct sum
of irreducibles [1, Section I.4.1].
DEFINITION 3.8. For any V ∈ Ob(RepG), denote the set of all simple subquotients of V by JH(V ). For
a subset S⊂ IrrG, we say that V ∈ Ob(RepG) is S-isotypic, if JH(V )⊂ S.
We say that S is splitting if any V is a direct sum U ⊕W , where JH(U)⊂ S and JH(W )∩S =∅.
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By definition, the set IrrG is splitting for RepG. For each G, the goal is to find as small splitting sets
as possible. We will see in Proposition 4.2 that tori have splitting sets consisting just of one representation.
The following statement will be further used in Section 4.
PROPOSITION 3.9. Let G ⊂ GLn be a LDAG defined over Q by polynomials (of order zero) and V
be a G-module. Then every simple subquotient U of V is a usual (non-differential) representation of G
considered as a linear algebraic group. Moreover, simple G-modules are isomorphic if and only if they
are isomorphic as G(C )-modules. Finally, if G is reductive, then, as a G(C )-module, V is a direct sum of
its simple submodules.
Proof. By [23, Theorem 3.3], U is algebraic. The second statement of the proposition follows from the
fact that G(C ) is Zariski-dense in G, because it is given by polynomial equations over Q, Q ⊂ C , and
C is algebraically closed [2, Corollary AG.13.3]. Since the group G(C ) is reductive, V is completely
reducible as a G(C )-module (see, for example, [32, Chapter 2]).
4. Differential representations of Gnm and SL2
We will start by describing differential representations of the additive and multiplicative groups in Sec-
tions 4.1 and 4.2, which we give here for comparison, and then show our main result on differential
representations of SL2 in Section 4.3, where the situation is very different from the vector groups and
tori.
4.1 Differential representations of Gna
As usual, for a nilpotent matrix N with entries in K, we define exp(N) = ∑∞i=0 N i/i!. The following result
not only characterizes differential representations of the additive group but is also used to describe all
differential representations of tori in Theorem 4.3.
PROPOSITION 4.1. A finite array N =
{
Ni, j
∣∣1 6 i 6 n, j = 0,1,2, . . .} of mutually commuting nilpotent
r× r matrices with entries in K defines a LDAG homomorphism
αN :G
n
a → GLr, (x1, . . . ,xn) 7→ exp
(
∞
∑
j=0
n
∑
i=1
Ni, j∂ jxi
)
.
Any differential representation α :Gna →GLr (over K) is equivalent to αN for some N. The representations
αN and αM are equivalent if and only if there exists Q ∈ GLr(K) such that Mi, j = QNi, jQ−1 for all i and
j.
Proof. It is straightforward that αN is a differential representation. Now let α :Gna →GLr be a differential
representation. If k is the largest order of a matrix entry of α , then there exists an algebraic representation
β :Gkna → GLr such that
α(x1, . . . ,xn) = β
(
x1,∂x1, . . . ,∂ kx1,x2, . . . ,∂ kxn
)
.
Indeed, let
ρα : Kr →Kr⊗K K{x1, . . . ,xn}, e j 7→
r
∑
i=1
ei⊗ai j, 1 6 j 6 r,
where {e1, . . . ,er} is the standard basis of Kr, be the comodule structure corresponding to α . Then
ai j ∈K
[
x1,∂x1, . . . ,∂ kx1,x2, . . . ,∂ kxn
]
, 1 6 i, j 6 r.
8
EXTENSIONS OF DIFFERENTIAL REPRESENTATIONS OF SL2 AND TORI
Now, β is defined to be the linear algebraic group homomorphism corresponding to the (same) comodule
structure
ρ : Kr →Kr⊗K K
[
x1,∂x1, . . . ,∂ kx1,x2, . . . ,∂ kxn
]
, e j 7→
r
∑
i=1
ei⊗ai j, 1 6 j 6 r.
There are mutually commuting nilpotent matrices N ji , 1 6 i 6 n, 0 6 j 6 k, such that
β({∂ jxi})= exp
(
k
∑
j=0
n
∑
i=1
Ni, j∂ jxi
)
(see, for instance, [10, Theorem 12.3.6]). Thus, α = αN , where N = {Ni, j}. The last statement follows
from the definition of αN , that is, exp commutes with conjugation, and the linear independence of
{
∂ jxi
}
.
4.2 Differential representations of Gnm
In Section 4.2.1, we will characterize all differential representations of tori. Then, Section 4.2.2 contains
the results on the action of Gm on differential polynomials that we further use in Section 4.3 to prove our
main result.
4.2.1 General characterization. In this section, we study the category RepGnm. Recall that IrrGnm
consists of the characters
χd : Gnm →Gm, (x1, . . . ,xn) 7→ xd11 · . . . · xdnn , d = (d1, . . . ,dn) ∈ Zn,
because any irreducible representation of a LDAG can be given by polynomials (without any derivatives
involved) by [23, Theorem 3.3], and, therefore, [2, Proposition 8.5] gives the result. We will regard Gnm
as a subgroup of GL2n, so that its coordinate ring is (due to [3, Lemma 3.4], we do not have to take the
radical)
A := K{Gnm}= K{x1,y1, . . . ,xn,yn}/[x1y1−1, . . . ,xnyn−1].
PROPOSITION 4.2. Every element of IrrGnm is splitting (see Definition 3.8).
Proof. Set G :=Gnm. Let V be a G-module. It follows from Proposition 3.9 that
V =
⊕
d∈Zn
Vd , V (d) :=
{
v ∈V
∣∣g(v) = χd(g)v for all g ∈ G(C )} .
Since G is commutative, V (d) is G-invariant. We conclude that V is the direct sum of its χd-isotypic
components V (d) for all d ∈ Zn.
Consider the logarithmic derivative homomorphism (see [4, page 924] and [31, page 648]):
λ :Gnm →Gna, (x1, . . . ,xn) 7→
(
x′1y1, . . . ,x
′
nyn
)
.
For every representation α :Gna → GL(V ), we have the representation α ◦λ :Gnm → GL(V ).
THEOREM 4.3. Any differential representation β : Gnm → GLr is isomorphic to the direct sum of its
χd-isotypic components
βd :Gnm → GLrd , x 7→ χd(x) ·αd(λ (x)),
where αd :Gna → GLrd is a LDAG homomorphism and d ∈ Zn. Representations
β , β ′ : Gnm → GLrd
are equivalent if and only if the corresponding αd ,α ′d are equivalent for all d ∈ Z
n (see Proposition 4.1).
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Proof. By Proposition 4.2, β is the direct sum of its isotypic components. Hence, we may assume that β is
χd-isotypic for some d ∈Zn. Moreover, tensoring β with χ−d, we may assume that d = 0. Then the image
of β consists of unipotent matrices. Since β (Gnm(C )) is diagonalizable, we have Gnm(C ) = Kerλ ⊂Kerβ .
Since λ is onto, the homomorphism theorem for LDAGs [4, page 917] implies that
β = α ◦λ
for some LDAG homomorphism α :Gna → GLr (defined over K).
4.2.2 Action of Gm on differential polynomials. What follows in this section will be further used
in Section 4.3, in particular, in Lemma 4.16, to characterize differential representations of SL2 that are
extensions of two irreducible representations. We will additionally suppose that K has a non-constant
element.
Let the group Gm, with its differential Hopf algebra K{z,1/z}, act on the differential polynomial
algebra P := K{x,y} via the comodule structure
ρ : P→ P⊗K K{z,1/z}, x 7→ x⊗ z, y 7→ y⊗1/z.
Let M be the set of all terms (a term is a product of a coefficient from K and a monomial) in P. For f ∈ P,
denote the set of all terms that are present in f by M( f ). For
0 6= a ∈K and ρ( f ) = ∑
i
fi⊗bi, fi ∈ P, bi ∈ A,
we let
ρ( f )(a) := ∑
i
bi(a) fi ∈ P.
For a term
h = α ·
(
x(p1)
)m1
· . . . ·
(
x(pk)
)mk
·
(
y(q1)
)n1
· . . . ·
(
y(qt)
)nt
, (2)
where pi,mi,q j,n j are non-negative integers, p1 < .. . < pk, q1 < .. . < qt , and 0 6= α ∈ K, its weight is,
by definition,
∑ pimi +∑q jn j. (3)
We also set
d(h) := ∑
i
mi−∑
j
n j. (4)
The weight wt f of an element f ∈ P is defined as the maximum over the weights of all h ∈ M( f ). Note
that, for any f ∈ P, wt f = 0 if and only if f ∈K[x,y].
Let S be the set of all finite sequences u = (u0,u1, . . . ) of non-negative integers. We define a total
ordering on S by
u < v ⇐⇒ for the maximal i such that ui 6= vi, we have ui < vi.
The total ordering on S×S is defined by
(u, u˜)< (v, v˜) ⇐⇒ u˜ < v˜ or (u˜ = v˜ and u < v).
To every h ∈ M, we assign a pair s(h) = (u,v) ∈ S×S, where ui (respectively, vi) is the multiplicity in h
of the factor x(i) (respectively, y(i)).
Thus, we have established a bijection between M = M/ ∼ and S× S, where the equivalence h ∼ f
means f = αh for some 0 6= α ∈ K. We transfer the total ordering from S× S to M. For any h, f ∈ M,
we write h < f , and say that h is smaller than f , if s(h) < s( f ); see also [36] for differential monomial
orderings.
10
EXTENSIONS OF DIFFERENTIAL REPRESENTATIONS OF SL2 AND TORI
LEMMA 4.4. For every h ∈M with wth > 0 and a ∈K with a′ 6= 0, we have
wt
(
ρ(h)(a)−ad(h)h
)
= wt(h)−1.
Moreover, there exists
˜h ∈M
(
ρ(h)(a)−ad(h)h
)
such that ˜h < h and, for all f ∈M with f < h and d( f ) = d(h), we have either f < ˜h or f ∼ ˜h.
Proof. Suppose h is given by (2) and there is an index i with pi > 0. Then we may assume that i is the
smallest index with this property. Let
hi =
h(
x(pi)
)mi .
We set
˜h = α ·mi · pi ·ad−1 ·a′ ·
(
x(pi)
)mi−1
· x(pi−1) ·hi, d = d(h).
We have
ρ(h)(a) = ρ(hi)(a) ·
(
(ax)(pi)
)mi
= adh+ ˜h+ . . . ,
where . . . is a sum of terms that are smaller than ˜h and have weights < wth. The rest of the properties of
˜h follow from its definition. In the case when all pi’s are zeros, since wth > 0, there is an index j with the
property q j > 0. Then we choose the smallest such j and define ˜h by replacing x by y, i by j, p by q, and
m by n.
LEMMA 4.5. Let K have a non-constant element a. If V ⊂ P is a Gm-submodule containing an element
with positive weight w, then V also contains an element with weight w−1.
Proof. Since Gm(C ) is an algebraic torus,
V =
∞⊕
d=−∞
V (d), V (d) :=
{
v ∈V
∣∣ρ(v)(b) = bdv for all 0 6= b ∈ C} .
By the assumption, there exists f ∈ P with wt f = w. Hence, there is h ∈M( f ) such that wth = w. Since
h is a term,
h ∈V (d(h)),
see (4). Then the sum of all terms in M( f ) lying in V (d(h)) ⊂V has weight w.
Now suppose that f ∈V (d) and wt f = w. We claim that
wt
(
ρ( f )(a)−ad f
)
= w−1.
Indeed, let fw be the sum of the elements of M( f ) of weight w. We have
f = fw + f<w,
where f<w is the sum of the elements of M( f ) of weight 6 w−1. Let h be the maximal element of M( fw)
and g = fw−h. We have
ρ( f )(a)−ad f =
(
ρ(h)(a)−adh
)
+
(
ρ(g)(a)−adg
)
+
(
ρ( f<w)(a)−ad f<w
)
.
Let
˜h ∈M
(
ρ(h)(a)−adh
)
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be the element defined by Lemma 4.4. Then wt ˜h = w− 1. We will show that ˜h is not equivalent to an
element of
M
((
ρ(g)(a)−adg
)
+
(
ρ( f<w)(a)−ad f<w
))
,
which will finish the proof. Let
p ∈M
(
ρ( f<w)(a)−ad f<w
)
.
By Lemma 4.4, wt p 6 w−2 and, therefore, p 6∼ ˜h. Now let
p ∈M
(
ρ(g)(a)−adg
)
.
There exists g0 ∈M(g) such that
p ∈M
(
ρ(g0)(a)−adg0
)
.
Then p < g0 < h. By Lemma 4.4, either g0 < ˜h or g0 ∼ ˜h. In any case, then p < ˜h.
4.3 Main result: differential extensions of irreducible representations of SL2
Theorem 4.3 shows that an extension of two non-isomorphic irreducible representations of a torus splits.
As we have seen in Example 3.7, this is not true for differential representations of SL2. In particular,
one could form differential extensions of representations of different dimensions, and therefore, non-
isomorphic. In this section, we will show how to handle this situation and provide a characterization of
all differential SL2-modules that are extensions of any two irreducible SL2-modules.
As announced in the introduction, in this section, we also additionally suppose that there exists a ∈K
with a′ 6= 0. We need this extra assumption only in the proof of Lemma 4.16 below, which refers to
Lemma 4.5, where this condition is explicitly used. Our description will consist of several steps. We will
call SL2 by G from time to time. Let (again, we do not have to take the radical due to [3, Lemma 3.4] and
[24])
C = K{ci j}16i, j62, det = c11c22− c12c21, A = K{G}=C/[det−1], B =C/[det], P = K{x,y} (5)
with the action of SL2 derived from the one given in Example 3.7.
The proof of the following lemma, which we will use in the proofs of Lemma 4.10 and Theorem 4.13,
is due to M. Kondratieva.
LEMMA 4.6. The differential ideal [det′]⊂C is prime (see (5)).
Proof. We will first show that[
det ′
]
=
[
det ′
]
: c∞11 :=
{ f ∈C | there exists n > 0 such that cn11 · f ∈ [det ′]} . (6)
By definition, [det ′]⊂ [det ′] : c∞11. To show the reverse inclusion, we will prove that, for all q > 1, we have[
det ′
]
⊃
(
det ′,det ′′, . . . ,det (q)
)
: c∞11. (7)
To show (7), it is enough to prove that, for all q > 1,
I∩C =
(
det ′,det ′′, . . . ,det (q)
)
, I :=
(
det ′,det ′′, . . . ,det (q),1− t · c11
)
·C[t].
For this, it is enough to show that the set of elements of a Gro¨bner basis of I not depending on t with
respect to a monomial ordering such that t >lex than any other variable (any ordering that eliminates t) is
equal to
G := det ′,det ′′, . . . ,det (q),
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[9, Exercise 4.4.9]. To do this, we choose the grevlex monomial ordering [9, Definition 2.2.6] on C[t] with
t > c(q)22 > c
(q)
21 > c
(q)
12 > c
(q)
11 > .. . > c22 > c21 > c12 > c11.
Since, for all i, 1 6 i 6 q, the leading monomial of det (i) is{
c
(k+1)
11 · c
(k)
22 i = 2k+1, k > 0;
c
(k)
12 · c
(k)
21 i = 2k, k > 1,
we conclude that the leading monomials in ˜G := G∪{1− t · c11} are relatively prime. Therefore, ˜G is a
Gro¨bner basis of I by [9, Theorem 2.9.3 and Proposition 2.9.4] and ˜G∩C = G. Thus, we have (6).
Finally, since det ′ is an irreducible differential polynomial, [20, Lemma IV.9.2] implies that [det ′] : c∞11
is a prime differential ideal (see also [18, Theorem 4.7]).
DEFINITION 4.7. For f ∈ A, denote the smallest degree (the total degree when considered as a polyno-
mial) of a representative in C by deg f , which we also call the degree of f . Similarly, we define the degree
of f ∈ B.
Remark 4.8. Note that
A6d := spanK{ f ∈ A | deg f 6 d}
is a G-module.
DEFINITION 4.9. For w ∈W ∈ Ob(RepG), the degree degw is the smallest d > 0 such that, for the
comodule map ρW : W →W ⊗K A, we have
ρW (w) ∈W ⊗K A6d.
The following lemma shows that, in the case W ⊂ A, our definitions of degree agree. We will use the
notations piA and piB for the quotient maps C → A and C → B, respectively. Let Cd ⊂C be the submodule
of homogeneous differential polynomials of degree d (considered as the usual polynomials) and
C6d =
d⊕
i=0
Ci.
We have piA(C6d) = A6d.
LEMMA 4.10. For the comultiplication ∆ : A→ A⊗K A, the following hold:
∆(A6d)⊂ A6d ⊗K A6d (8)
and
∆−1(A6d ⊗K A6d−1 +A6d−1⊗K A6d) = A6d−1. (9)
Proof. Here, we use the differential analogues [5, Section 2] and [25, Section 3] of the standard facts [35,
Sections 1.5, 3.2] on the relation between multiplicative structures on affine sets and bialgebra structures
on their algebras of regular functions. The group G is a submonoid of the differential monoid M of all
2× 2 matrices, defined similarly to Definition 2.2. This means that we have the following commutative
diagram:
C ∆C−−−−→ C⊗K C
piA
y ypiA⊗piA
A ∆−−−−→ A⊗K A
(10)
13
ANDREY MINCHENKO AND ALEXEY OVCHINNIKOV
where ∆C is the comultiplication on the differential bialgebra C. For the generators ci j, 1 6 i, j 6 2, of C,
we have
∆C(ci j) =
2
∑
k=1
cik⊗ ck j.
This implies
∆C(Cd)⊂Cd ⊗K Cd, (11)
and, in view of (10), we obtain (8). Set
I := KerpiA = [det−1] and J := Ker(piA⊗piA) = I⊗K C+C⊗K I.
To prove (9), it suffices to show that if, for some f ∈C6d,
(piA⊗piA)∆C( f ) ∈ A6d ⊗K A6d−1 +A6d−1⊗K A6d, (12)
then
f ∈C6d−1 + I.
Moreover, since C6d = C6d−1⊕Cd and (11), we only need to consider the case f ∈ Cd . Note that (11)
and (12) imply
∆C( f ) ∈C6d ⊗K C6d−1 +C6d−1⊗K C6d + ˜J, (13)
where ˜J := J∩C6d⊗K C6d. For the direct sum decomposition
C⊗K C =
⊕
i, j
Ci j, where Ci j :=Ci⊗K C j,
denote the projection onto Ci j by pii j. By (11),
∆C( f ) = pidd(∆C( f )).
Then, by (13), we have ∆C( f ) ∈ pidd
(
˜J
)
, and, therefore,
∆C( f ) = (det−1) · f0⊗a+b⊗ (det−1) ·h0 +g (14)
for some
f0, h0, a, b ∈C and g ∈
[
det ′
]
⊗K C+C⊗K
[
det ′
]
.
Note that if
det · f0 ∈
[
det ′
]
,
then, by Lemma 4.6,
f0 ∈
[
det ′
]
⊂ [det].
Hence, collecting terms of highest degree in (14), we obtain
∆C( f ) ∈ [det]⊗K C+C⊗K [det]. (15)
We will show that then f ∈ [det], which means
f = f0 ·det+ f1 ·det ′+ . . .+ fk ·det (k)
for some integer k and fi ∈Cd−2, and, therefore,
f ∈ f0 + I ⊂C6d−2 + I ⊂C6d−1 + I.
To this end, consider the (differential) subvariety M0 ⊂M of singular matrices. Since M0 is closed under
multiplication, the algebra
K{M0}=C/[det],
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which is, again, reduced by [24], inherits the comultiplication ∆0 from C. In other words, we have the
commutative diagram
C ∆C−−−−→ C⊗K C
pi0
y ypi0⊗pi0
K{M0}
∆0−−−−→ K{M0}⊗K K{M0}
where pi0 is the quotient map. Then, in view of (15), to prove f ∈ [det], it suffices to show that ∆0 is
injective. Note that ∆0 is dual to the multiplication map m0 : M0×M0 →M0. Since every singular matrix
in M0(U ) is a product of two singular matrices, m0(U ) is surjective and, therefore, ∆0 is injective.
A G-module W is called homogeneous if all its non-zero elements have the same degree. For d, k > 0,
let Pkd ⊂ P be the subspace spanned by the differential monomials of degree d and weight 6 k (see (3)).
Note that all Pkd are SL2-invariant. We have
P0d = spanK
{
xd ,xd−1y, . . . ,yd
}
⊂ P.
Let
Ud = spanK
{
P0d ,
(
xd
)′
,
(
xd−1y
)′
, . . . ,
(
yd
)′}
⊂ P1d and Wd = P0d +(x′y− xy′) ·P0d−2 ⊂ P1d , (16)
which are SL2-submodules with Ud being isomorphic to F
(
P0d
)
, the prolongation of P0d , see (1).
THEOREM 4.11. Let V be a differential representation of SL2 that is a non-split extension of two irre-
ducible representations V1 and V2 of SL2, that is, there is a short exact sequence
0 −−−−→ V1 −−−−→ V −−−−→ V2 −−−−→ 0,
(hence, V ∈ Rep0 SL2). Then there exists d > 1 such that either V or V∨ is isomorphic to either
(i) Ud , in which case dimV = 2d +2, or
(ii) Wd , in which case dimV = 2d.
Moreover, U∨d ∼=Ud and the G-modules
Ud , Wd , W∨d , d > 1,
form the complete list of pairwise non-isomorphic G-modules that are non-trivial extensions of simple
modules.
Proof. The proof will consist of the following steps:
(i) embed either V or V∨ into B using homogeneity,
(ii) embed the result into P,
(iii) show that the result is actually inside P1d ,
(iv) show that P1d has only two submodules with simple socle (Ud and Wd) that are non-split extensions
of two irreducibles,
which are contained in Theorem 4.13, Lemmas 4.15 and 4.16, and Proposition 4.17 that follow.
The last statement of the theorem can be then shown as follows. Since the G-module P0d is self-
dual [19, Theorem 7.2], we have
Ud ∼=U∨d
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(see [25, Lemma 11]). Note that the simple subquotients of Ud have equal dimensions and the dimensions
of simple subquotients of Wd differ by 2. Hence,
Ud 6∼=Ws d,s > 1.
We also have
Ud 6∼=Us, Wd 6∼=Ws, and Wd 6∼=W∨s , d 6= s > 1,
because of the different dimensions. Finally,
Wd 6∼=W∨d ,
because the dimensions of the socles differ.
LEMMA 4.12. Let a G-module V have a simple socle U and the comodule map
ρ : V →V ⊗K A, e j 7→
n
∑
i=1
ei⊗ai j, 1 6 j 6 n,
where {e1, . . . ,en} is a basis of V such that e1, . . . ,ek form a basis of U . Then the elements a1 j, 1 6 j 6 n,
form a basis of a submodule W ⊂ A isomorphic to V .
Proof. Since the G-equivariant map
V →W ⊂ A, e j 7→ a1 j, 1 6 j 6 n,
is non-zero on the socle of V (see [25, Lemma 3]), it is injective by Proposition 3.5.
THEOREM 4.13. Let V ⊂ A be a differential representation of SL2 that is an extension of two irreducible
representations of SL2. Then either V or V∨ embeds into B.
Proof. We will first show that if V ⊂ A is a homogeneous G-submodule, then V embeds into B. Let
pid : C6d =
d⊕
i=0
Cd →Cd
be the projection on the highest-degree component. For the restrictions of piA and piB to submodules
W ⊂C, we will use the same notation, for instance, piA :W →A. We will show that there is a G-equivariant
morphism αd : A6d → B making the following diagram of morphisms of G-modules commutative:
C6d
pid−−−−→ Cd
piA
y ypiB
A6d
αd−−−−→ B
Equivalently,
pid(KerpiA∩C6d)⊂ KerpiB∩Cd.
Indeed, let f ∈KerpiA∩C6d. Since KerpiA is generated by (det−1) and the derivatives (det−1)(i) = det (i),
i > 1, there are f0, . . . , fk ∈C6d such that
f = f0 · (det−1)+ f1 ·det ′+ · · ·+ fk ·det (k).
Collecting the terms of degree d in the right-hand side, we obtain
pid( f ) = g0 ·det+g1 ·det ′+ · · ·+gk ·det (k)−h0, (17)
where gi = pid−2( fi) ∈Cd−2, h0 ∈Cd and
h0 ·det = h1 ·det ′+ · · ·+hk ·det (k),
16
EXTENSIONS OF DIFFERENTIAL REPRESENTATIONS OF SL2 AND TORI
where hi = pid( fi)∈Cd . Since the differential ideal [det ′]⊂C is prime by Lemma 4.6 and does not contain
det,
h0 ∈
[
det ′
]
⊂KerpiB.
It follows from (17) that
pid( f ) ∈KerpiB∩Cd,
which proves the existence of αd . Moreover, we have
Kerαd = A6d−1.
Indeed, A6d−1 ⊂ Kerαd , because C6d−1 = Kerpid . On the other hand, if f ∈ C6d and pid( f ) ∈ KerpiB,
then
f = g0 ·det+g1 ·det ′+ · · ·+gk ·det (k)+g
for some gi ∈Cd−2, 0 6 i 6 k, and g ∈C6d−1. Hence, f is congruent to g0 + g ∈C6d−1 modulo KerpiA,
and piA( f ) ∈ A6d−1.
We conclude that V embeds into B via αd for some d if (and only if) V is homogeneous. We want to
show that V or V∨ is homogeneous and, thus, embeds into B. We will use the following observation. We
say that a G-module W has degree d, and write degW = d, if the image of the comodule map
ρ : W →W ⊗K A
lies in W ⊗K A6d and not in W ⊗K A6d−1. We will show that if U ⊂W is a G-submodule, then
degW = max{degU,degW/U}. (18)
Set
d = degW, d1 = degU, and d2 = degW/U.
We have
d > max{d1,d2}.
Fix a K-basis {w1, . . . ,wn} of W such that w1, . . . ,wk form a basis of U , and define ai j ∈ A, 1 6 i, j 6 n,
by
ρ(w j) =
n
∑
i=1
wi⊗ai j.
Then, for the comultiplication ∆ : A→ A⊗K A, we have [35, Corollary 3.2]
∆(ai j) =
n
∑
l=1
ail ⊗al j =
k
∑
l=1
ail ⊗al j +
n
∑
l=k+1
ail ⊗al j. (19)
Let i and j, 1 6 i, j 6 n, be such that degai j = d. Then, by Lemma 4.10, the left-hand side of (19) does
not belong to
A6d−1⊗K A6d +A6d⊗K A6d−1,
while the right-hand side of (19) belongs to
A6d1 ⊗K A6d +A6d⊗K A6d2 .
This is possible only if
d 6 max{d1,d2},
which proves (18).
For any W ∈RepG, we have degW = degW∨. Indeed, if {ai j} are the matrix entries corresponding to
W in some basis, then, in the dual basis, the entries form the set {S(ai j)}, where S : A→ A is the antipode.
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Since S does not increase the degree (this is seen from its action on the generators xi j ∈ A) and S2 = Id, S
preserves the degree.
If a submodule W ⊂ A is not homogeneous, W contains a proper submodule of smaller degree. Sup-
pose V is not homogeneous. Then, for the socle U ⊂V , we have degU < degV . Then, by (18),
degV = degV/U.
Since V/U is simple, so is (V/U)∨ ⊂V∨. We have
degV∨ = deg(V/U)∨,
and, therefore, V∨ does not contain a proper submodule of smaller degree. Hence, V∨ is homogeneous.
EXAMPLE 4.14. Set xi j := piA(ci j), see (5). Let
V = spanK
{
1,x′11x21− x11x′21,x′12x22− x12x′22,x′11x22− x′21x12
}
⊂ A,
which is an SL2-submodule but not homogeneous, and, hence, the map V → B defined in the proof of
Theorem 4.13 is not injective on V . However,
V∨ ∼= spanK
{
x211,x11x12,x
2
12,x
′
11x12− x11x
′
12
}
⊂ A
is homogeneous and, therefore, embeds into B.
LEMMA 4.15. Let V ⊂ B have simple socle (see Section 3.2). Then V embeds into K{x,y}.
Proof. By Proposition 3.9, Vsoc is algebraic. Hence, by Lemma 4.12,
V ≃W ⊂ A with Wsoc ⊂K[ci j]/(det−1).
Moreover, since B is the direct sum of piB(Cd), d > 0, V is homogeneous and, therefore, so is W . As in
the proof of Theorem 4.13, W embeds into B so that its image ˜V ∼=V has the socle in the non-differential
polynomials K[x,y,x1,y1], where
x := piB(c11), y := piB(c12), x1 := piB(c21), y1 := piB(c22).
Therefore, without loss of generality, we may assume Vsoc ⊂K[x,y,x1,y1].
Let 0 6= f ∈Vsoc. Since U is algebraically closed, there exists 0 6= (a,b,a1,b1) ∈U 4 such that
ab1−ba1 = 0, and f (a,b,a1,b1) 6= 0.
Suppose a 6= 0 (the cases b 6= 0, a1 6= 0, b1 6= 0 are considered similarly). Set α := a1/a. Then b1 = bα .
So, f (a,b,aα ,bα) 6= 0, which implies that
0 6= g f (x,y,z) := f (x,y,xz,yz) ∈K{x,y,z}.
Since Q ⊂ K is infinite and the polynomial g f is non-zero, there exists β ∈ K such that g(x,y,β ) 6= 0.
Therefore, the SL2-equivariant differential ring homomorphism
ϕ : B→K{x,y}, h(x,y,x1,y1) 7→ h(x,y,xβ ,yβ )
is injective on Vsoc. Thus, by Proposition 3.5, ϕ is injective on V .
LEMMA 4.16. Let V ⊂K{x,y} be from Rep0 G, where G = SL2, and be an extension of two irreducible
G-modules. Then V ⊂ P1d and Vsoc = P0d .
Proof. The torus Gm ⊂ SL2 (embedded as diagonal matrices with entries a and a−1) acts on P. By the
representation theory of SL2, P0d is simple. The rest follows from Lemma 4.5 and the observation that
V ∩Pkd is a submodule of V for every k > 0.
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PROPOSITION 4.17. Let V ⊂ P1d be a submodule that is an extension of two irreducible G-modules. Then
V =Ud or V =Wd , see (16).
Proof. Note that
Wd/P0d ≃ P0d−2 and Ud/P0d ≃ P0d .
Hence, for the quotient map
q : P1d → P
1
d /P
0
d ,
the sum q(Ud)+q(Wd) is direct. Since
dimImq = 2d = dimP0d +dimP0d−2,
we have
Imq = q(Ud)⊕q(Wd).
Since V ⊃P0d by Lemma 4.16, q(V ) is irreducible and, therefore, must coincide with one of the summands.
Finally, if, for instance, q(V ) = q(Ud), then
V = q−1(q(V )) = q−1(q(Ud)) =Ud,
because Kerq⊂V and Kerq⊂Ud . Similarly, if q(V ) = q(Wd), then V =Wd .
4.4 Example
If we omit the requirement for V being an extension of two irreducible SL2-modules, then the claim of
Theorem 4.13 is no longer true as the following example shows.
EXAMPLE 4.18. Let V = spanK {1,x′11x21− x11x′21,x′11x22− x′21x12,x′12x22− x12x′22,x′11x22− x′12x21} ⊂ A,
which gives the following differential representation of SL2:
SL2(U ) ∋
(
a b
c d
)
7→


1 a′c−ac′ a′d−bc′ b′d−bd′ a′d′−b′c′
0 a2 ab b2 ab′−a′b
0 2ac ad +bc 2bd 2(ad′−bc′)
0 c2 cd d2 cd′− c′d
0 0 0 0 1

 ,
with neither V nor V∨ embeddable into K{x,y}. Indeed, if V were embeddable into K{x,y}, then the
submodule
W := spanK
{
1,x′11x21− x11x′21,x′11x22− x′21x12,x′12x22− x12x′22
}
would have an embedding into K{x,y}. We will show that this is impossible. For this, first let ϕ(W ) ⊂
K{x,y}. Note that a calculation shows that W ∼=U∨ for
U := spanK
{
x2,xy,y2,x′y− xy′
}
⊂K{x,y},
which was discussed in Example 3.7. Since the only SL2-invariant elements of K{x,y} are K, there would
be a splitting of
ϕ(W )∼= K⊕kerψ , ψ : ϕ(W )→K, w 7→ w(0),
that is, taking the term with no x and y in it. However, this would mean that W∨ ∼= U splits into a direct
sum of two modules of dimension 3 and 1 as well, that is,
0 −−−−→ spanK
{
x2,xy,y2
}
−−−−→ U pi−−−−→ K −−−−→ 0,
where pi is the usual quotient map, has a splitting s : K→U such that pi ◦ s = idK.
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On the one hand, {0} 6= s(K) ⊂U is SL2-invariant, because K is and s is SL2-equivariant. On the
other hand, the only SL2-invariant element in U is 0 ∈U ∩K. This is a contradiction, implying that V
does not embed into K{x,y}. Since the diagonal blocks of V∨ have the same dimensions and are in the
same order, (1,3,1), as V , the above argument also shows that V∨ does not embed into K{x,y}.
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