Abstract-This paper considers the prediction of chaotic behavior using a master-slave synchronization scheme. Based on the stability theory for retarded systems using a Lyapunov-Krasovskii functional, we derive a sufficient condition for perfect state prediction of the master system via a time-delayed output signal of the slave system. The obtained result is based on the delay-dependent stability of time-delay systems. In addition, we derive an upper bound of the admissible time delay by using linear matrix inequality techniques. Finally, we show the effectiveness of the proposed predictor by two numerical examples.
I. INTRODUCTION

R
ECENTLY, a great deal of research [1] has been devoted to chaotic systems and complex systems. Especially the synchronization [2] - [4] of coupled chaotic systems has attracted a lot of attention from theoretical and practical viewpoints. Also, as an extension of the synchronization of coupled systems, anticipating synchronization was investigated by Voss [5] . In that paper, the author has shown the possibility of anticipated synchronization of chaotic systems with time delay in a unidirectional coupling configuration and, in addition, numerically illustrated the anticipated synchronization of systems without time delay. The anticipated synchronization can be recognized as a state prediction method which does not require numerical integration. These phenomena are also observed for physical systems. Voss [6] showed an experimental realization of such a phenomenon in an electronic circuit. Masoller [7] has considered the anticipating synchronization of chaotic external-cavity semiconductor lasers with numerical simulation. Sivaprakasam et al. [8] have observed the occurrence of anticipating synchronization using chaotic semiconductor diode lasers. These chaotic systems are described by one dimensional systems with time delay in the state, but the anticipated synchronization can occur in more general systems.
In this paper, we consider this behavior as a prediction action of the master system and derive a sufficient condition for perfect state prediction of the master system. The obtained result is based on a delay-dependent stability of time-delay systems. In addition, we derive an upper bound of the available time delay by using the linear matrix inequality (LMI) technique [13] , [15] . The present paper is organized as follows. In Section II, we propose a new prediction scheme of complex systems which is based upon synchronization. The proposed predictor is designed by using a delay-dependent stability or stabilizability conditions based on a Lyapunov-Krasovskii functional. In Section III, we estimate the available length of the prediction by the proposed scheme. Section IV shows the effectiveness of the proposed predictor by numerical examples.
II. PREDICTION OF CHAOTIC BEHAVIOR
We first review the prediction scheme from [5] . In [5] , the author considers the following coupled Ikeda equation: (1) where and denotes a time delay. The dynamics of the prediction error is given by , and a necessary and sufficient condition for the error to converge to 0 is that . This idea can be generalized as follows. Consider the following difference-differential equation system: (2) where , , , and . For the system (2), we consider the following prediction scheme: (3) in which . Since the dynamics of the prediction error is described by , the error converges to zero if and only if matrix is Hurwitz, i.e., has all eigenvalues in the open left halfplane. Therefore, if is a Hurwitz matrix, the output of the predictor (3) estimates the future value of the state . This prediction method is simple and the convergency of the error dynamics is globally guaranteed, while the master system is required to satisfy the conditions 1) is a Hurwitz matrix, and 2) the time-delayed terms in the dynamics (2) only depend on the output. These restrictions can be relaxed by adding a coupling term into the slave system, as will be done in the sequel.
We consider the following possibly chaotic or complex system: where , , and are matrices, is a matrix, for are time delays, and denotes a nonlinear term which is continuously differentiable.
For the system (4), we construct the predictor (5) where and is a constant matrix. For the sake of simplicity of notations, we will often suppress the notation of the explicit dependence of time when no confusion can arise. The configuration of the prediction scheme is shown in Fig. 1 .
Then the dynamics of prediction error , where , is given by (6) with and . Clearly, is a solution of (6) , and the system (5) acts as a predictor for (4) if the error dynamics (6) has as asymptotically stable equilibrium. In this section, we derive a sufficient condition for the zero solution of (6) to be asymptotically stable.
A. General Approach
We define the Jacobian of with respect to at by (7) whose components are functions of . Then the linearization of (6) about is given by (8) It is well known that if of (8) is asymptotically stable, then of (6) is also asymptotically stable [14] . Therefore, using this linearized system, we obtain the following lemma concerning the stability of the trivial solution of (6). Lemma 2.1: Assume the nonempty set is such that all trajectories of the system converge to it. If there exists a symmetric and positive-definite matrix and positivedefinite matrices , , and of dimension satisfying (9) for all , where , then the zero solution of (6) is asymptotically stable.
Proof: From Lyapunov's Indirect method for retarded nonlinear systems [9] , if the zero solution of the linearized system (8) is asymptotically stable, the zero solution of the original system (6) is also locally asymptotically stable. Therefore, we show that if the inequality (9) holds, then the zero solution of (8) Differentiating along the solution of (11), we obtain the first equation at the bottom of the page. On the other hand, the relations hold for any positive-definite and . Substituting the above relations with and , we obtain the inequality, shown in the second equation at the bottom of the page. As a result, if inequality (9) holds, then and this means that the zero solution of system (8) is asymptotically stable, and consequently the zero solution of system (6) is also asymptotically stable.
Using Lemma 2.1, we obtain the following theorem concerning how to choose gain stabilizing system (6). 
where then the zero solution of system (6) (12), we obtain the following inequality: (13) This inequality equals to the (1,1)-element of LMI (12) . This means that a feasibility condition of this criterion is that is stabilizable by a static feedback .
Depending on a priori information on behavior of the master system or the nonlinear term , the above results can be restated. In Section II-B, we consider the case in which the error dynamics can be described by a polytopic system.
B. Polytopic Formulation
The conditions derived above contain a function matrix in LMI constraints. Since is a trajectory of the master system which shows chaotic behavior, is bounded and in turn is also a bounded matrix. Under the assumption that each element of is bounded, the approximated error system (8) can be rewritten by the following polytopic system: (14) where are constant matrices and are polytopic coordinates satisfying the convex sum property .
Lemma 2.4:
If there exists a symmetric and positive-definite matrix and positive-definite matrices , , of dimension satisfying (15) for , where , then the zero solution of (6) is asymptotically stable.
Proof: Since system (14) can be rewritten by by using vertex systems, we can obtain the following polytopic linear differential inclusion (PLDI):
where Co denotes a convex envelope. Therefore, if the vertex systems are asymptotically stable, any systems belonging to the PLDI are also asymptotically stable. Setting and in the proof of Lemma 2.1, a sufficient condition for each vertex system to be asymptotically stable is given by (15) .
In the same way, we can obtain the counterpart of Theorem 2.2 for system (14) . 
where then the zero solution of system (6) is asymptotically stable and is stabilizing gain matrix. Proof: Replacing with in (15) and setting and , we obtain LMI (17).
C. Luré Type Delay Systems
We consider the case where the prediction error is given by the following Luré type difference-differential equation instead of (6) This corresponds to the stability criterion for Luré systems by using a Luré-Postnikov type Lyapunov function. Remark 2.8: Yalçin et al. [12] have considered a synchronization problem of Luré system with communication delay (Fig. 2) and have derived a similar LMI condition for the error system to be asymptotically stable by using a Lyapunov-Krasovskii functional. This means that if the master system does not contain time delay, the stability property of the prediction error in our prediction scheme is equivalent to the one of the synchronization error in the master-slave synchronization of systems coupled with communication delay. On the other hand, if the master system itself has time delays, the condition derived by Yalçin et al. cannot be applied into such systems. In addition, we must note that in the synchronization problem of the coupled systems with communication delay, the output of the slave system is the estimated value of the state of the master system, while, in our framework, the output of the slave system means an estimation of the predicted value of the state of the master system. Using Lemma 2.6, we obtain the following asymptotic stabilizability condition for system (18). 
III. MAXIMUM PREDICTION TIME
As can be seen from the discussion above, we can obtain a gain of the predictor by using Theorem 2.2, Theorem 2.5, or Theorem 2.9. The obtained results, however, are based on a delay-dependent stability and/or stabilizability by using a Lyapunov-Krasovskii functional. Therefore, we can expect that there exists an upper bound for the time delay that the prediction error can converge to 0. Voss [5] has shown a numerically estimated stability diagram with respect to the coupling gain and a time delay for the coupled Rössler system, but there is no theoretical discussion. In this section, we derive the available length of the prediction in the case of , that is the maximum time delay for synchronization of and to be accomplished. For the purpose, we consider the prediction error dynamics (6) with . i.e.,
The linearization system is also given by (27) Then, we consider the available prediction time of the proposed prediction scheme and show an upper bound of the time delay by using the sufficient condition for asymptotic stability of the prediction error dynamics. Rewriting Lemma 2.1, we obtain the following theorem. 
where and , then the zero solution of (26) is asymptotically stable.
Proof: In the same way as in the proof of Lemma 2.1, we obtain the following inequality: Therefore, is equivalent to the following LMI:
where and . This LMI is rewritten as Furthermore, this LMI is equivalent to the following inequalities:
If holds, the zero solution of (27) is asymptotically stable. As a result, from Lyapunov's indirect method, we conclude that the zero solution of (26) is also asymptotically stable.
To get an upper bound of the time delay for which the prediction error dynamics (26) remains asymptotically stable, one only needs to minimize in LMI (28). Thus, the optimization problem that determines the upper bound of can be stated as follows: subject to LMI (28) and LMI (29). As a result, we obtain the following theorem.
Theorem 3.2: Let be the optimal solution of the following standard generalized eigenvalue problem (GEVP): subject to LMI (28) and LMI (29) for all . Then for any , the prediction error dynamics (26) is asymptotically stable.
IV. EXAMPLES
This section shows numerical examples in order to verify the effectiveness of the proposed prediction scheme and the derived criteria.
A. Example 1: FitzHugh-Nagumo Neuron Model
This example focuses on the verification of Lemma 2.1 and Theorem 3.2. We consider the following FitzHugh-Nagumo neuron model [17] : (30) where , , and are constants, and is an external random forcing which is a piecewise constant. The parameters are , and . The predictive synchronization of this neuron model has been reported by Ciszak et al. [17] , but they did not discuss on the stability region of the pair . In this section, we calculate the stability region by using results from the above sections. For system (30), we construct the following predictor:
where is the median of . The dynamics of the prediction error is given by
where and . The dynamics linearized around is obtained by where . Using the boundness of and applying Theorem 3.2, we can calculate a stability region of for all . Fig. 3 shows the bound of the stability region of with respect to each . The derived region shows a sufficient condition with respect to under which the prediction error dynamics is asymptotically stable. If equals the future value of the external force of the master system, i.e., , (31) is rewritten as Fig. 4 shows the behaviors of and the prediction error in the case of . We know that the prediction error exactly converges to zero.
Next, we show a simulation results in the case of , which is the median of , in Fig. 5 . Although the predicted value is affected by the difference of the external forces, the behavior can be predicted sufficiently. 
B. Example 2: Time-Delay Chua's Oscillator
Next we show an example in the case where the prediction error dynamics is described by the Luré type. We consider the following Chua's circuit with time delay [16] . 
The chaotic behavior of this system is shown in Fig. 6 . Cruz-Hernández has studied synchronization of this system and applied the method for secure communication. In this paper, we attempt to construct the predictor proposed above for this system. This system can be rewritten by where and . Although this system cannot be described by (4) because one of nonlinear terms is a function of the delayed state , by combining the prediction scheme of (3), a predictor whose zero solution is asymptotically stable can be designed through our proposed design procedure. If we construct the following predictor:
then the dynamics of the prediction error is given by
where . Please note that this system can be recognized as a Luré type system because there exists a real number satisfying the following sector condition:
Therefore, the assumption of Section II-C is fulfilled. According to Theorem 2.9, we obtain a stabilizing gain by solving and satisfying the LMI (25). Considering and for as the initial condition of the master system and for as that of the slave system, the behavior of the prediction error is depicted in Fig. 7 . Since the prediction error converges to the origin, we know that the slave system works effectively as a predictor of the master system. As a result, by applying this predictor into a chaotic secure communication, we can reduce a decoding time because the anticipation time can be used to decode the received message in real time.
V. CONCLUSION
In this paper, we have considered state prediction for possibly chaotic or complex systems with time delay using a synchronization of the coupled chaotic systems. Especially we have focused on a predictor design using a static linear coupling as the first step of the theoretical research on this field. As a result, we derived a sufficient condition for the prediction error to converge to zero by using a Lyapunov-Krasovskii functional. In addition, we derived an upper bound of available time delay for the proposed prediction method by using a standard generalized eigenvalue problem. Since the obtained result here is a sufficient condition, it may be too restrictive for anticipating synchronization. Moreover, throughout this paper, we assume that the model of the chaotic/complex system is exactly known and an identical copy of the system can be constructed. In a practical situation, however, chaotic systems to be coupled may have some mismatch and uncertainties of the parameters. Therefore, it will be required to derive a condition for anticipating synchronization of systems with model uncertainties and perturbation. This will be the subject of future research.
