Abstract-The collision resolution mechanism in the Random Access Channel (RACH) procedure of the Long-Term Evolution (LTE) standard is known to represent a serious bottleneck in case of machine-type traffic. Its main drawbacks are seen in the facts that Base Stations (eNBs) typically cannot infer the number of collided User Equipments (UEs) and that collided UEs learn about the collision only implicitly, through the lack of the feedback in the later stage of the RACH procedure. The collided UEs then restart the procedure, thereby increasing the RACH load and making the system more prone to collisions. In this paper, we leverage machine learning techniques to design a system that outperforms the state-of-the-art schemes in preamble detection for the LTE RACH procedure. Most importantly, our scheme can also estimate the collision multiplicity, and thus gather information about how many devices chose the same preamble. This data can be used by the eNB to resolve collisions, increase the supported system load and reduce transmission latency. The presented approach is applicable to novel 3GPP standards that target massive IoT, e.g., LTE-M and NB-IoT.
I. INTRODUCTION
The Random Access Channel (RACH) procedure in LongTerm Evolution (LTE) serves as a synchronization mechanism between the Base Station (eNB) and the User Equipments (UEs), where the UEs compete for resources by randomly choosing a preamble and getting assigned data resources by the eNB, provided that they do not collide with each other in the preamble-based contention phase.
The current system was designed to handle about 128 attempts per second [1] , however forecasts show that traffic could reach upwards of 370 attempts per second in the near future [2] , mainly due to the expected increase of the machinetype traffic in the cellular access. In case of synchronized alarms, simultaneous accesses to the channel may yield up to a tenfold increase with respect to normal traffic, almost guaranteeing that all UEs will collide when accessing the channel [3] , [4] . RACH overload represents a serious issue that can significantly degrade the network performance, and in the last years a variety of approaches to mitigate collisions were proposed. Studies generally focus either on improving the preamble detection or on how to efficiently use the random access-related resources.
In this work, we propose a new machine learning based detection scheme that requires no modification of the current protocol stack, and that can be fully implemented at the eNB. This scheme outperforms the currently used threshold based detection algorithms described in [1] , [5] , which aim at identifying whether a preamble has been chosen by any UE or not. Moreover, we have found machine learning techniques to be particularly good at estimating the number of UEs picking the same preamble, providing information about the collision that is not made available with the current techniques. Such information could be used to tune successive stages of the contention resolution phase, thereby handling even higher traffic loads.
The rest of the paper is organized as follows. Section II describes the LTE RACH procedure and the currently used algorithms for preamble detection. Section III explains the dataset generation and the machine learning approaches that were used. Section IV shows the improvements brought by the new scheme with respect to current approaches, and explores new features that can be enabled by collision multiplicity detection. Finally, Section V concludes the paper.
II. LTE RACH
The random access procedure in LTE is performed in the Physical Random Access Channel (PRACH), a dedicated physical channel with an overall bandwidth of 1.08 MHz and duration between 1 and 4 LTE subframes. We first describe how PRACH preambles are generated, then follow up the discussion with how they are used in the multiple channel access scheme, and finally give an overview of the state-ofthe-art algorithms for preamble detection.
A. Preamble generation
LTE uses Zadoff-Chu (ZC) sequences, complex-valued sequences that satisfy the Constant Amplitude Zero Autocorrelation (CAZAC) property, as a basis to create RACH preambles. A ZC sequence of odd length N ZC is defined as:
(1) where r ∈ {1, . . . , N ZC − 1} is the sequence root index; the LTE standard uses N ZC = 839
1 . Given a root r, it is possible to generate multiple versions of the base sequence z r through a circular shift, thereby obtaining orthogonal sequences that exhibit a zero correlation with one another at the receiver. The cyclic correlation of a ZC sequence with its root is a delta function with a peak corresponding to the circular shift that was applied to the root sequence. It follows that circular correlation of a root against a superposition of different sequences obtained from that root results in multiple peaks that correspond to the individual shifts.
According to the cell size, the PRACH preamble can have four different formats, with duration from 1 to 4 subframes. In this work, we consider the preamble format 0, which is typically used in cells with a radius up to 14 km, and consists in a normal 1 ms random access burst with preamble sequences of duration 800 µs. 2 The full PRACH preamble is obtained by prepending the so called Cyclic Prefix (CP) to the ZC sequence chosen by the UE. The CP is a replica of the last few symbols of the sequence, that helps counteracting the multipath reflection delay spread, and whose length is specified according to the chosen preamble format. Additionally, the cyclic prefix makes it so that if the preamble signal is delayed in time (like in the case of a UE at the cell edge), there is an additional shift in the correlation peak. While this feature enables the eNB to estimate the channel delay experienced by a device, it also means that different preambles arriving with different delays can yield a peak in the same location of the correlation signal. In order to maintain the separation of different preamble correlation peaks in the presence of delays, LTE UEs are allowed to only pick sequences whose shift is a multiple of a base quantity N CS , which depends on the cell radius (and hence on the maximum delay) and on the propagation profile. N CS is in fact chosen in such a way that each cyclic shift, when viewed within the time domain of the signal, is greater than the combined maximum round trip propagation time and multi-path delay-spread. This guarantees that the eNB can identify different preambles by applying a correlator and a peak detector to the received signal.
The cyclic cross-correlation between any two ZC sequences generated from different roots is instead a constant value. Hence, in order to reduce noise at the correlation, it is preferable to generate all preambles using as few root indices as possible. Each root allows to obtain N ZC /N CS different preambles, and the LTE standard contemplates the use of N prb = 64 preambles in each cell. By assigning orthogonal ZC sequences to adjacent eNBs, the inter-cell interference is highly reduced. In this work, we only focus on the case N CS = 13, which is the smallest possible cyclic shift dimension that allows to obtain exactly N prb preambles, so that a single root is used to generate all the LTE preambles of the cell. This configuration can be used in all cells covering a radius smaller than 0.79 km [1] , and is thus well suited to represent densely deployed urban scenarios.
B. Procedure
The RACH procedure consists of four phases (see Fig. 1 ): 1) Random Access Preamble. The UEs that intend to transmit data randomly choose one among N prb available preambles and send it to the eNB.
2) Random Access Response (RAR). The eNB processes the received signal, consisting in the superposition of all the transmitted preambles, and detects which preambles were chosen. For each detected preamble, it then sends a RAR message to assign the uplink resources to the corresponding UE. 3) L2/L3 message. The UEs use the newly assigned data channel resources to communicate their connection request, and a unique identifier. 4) Contention Resolution Message. The eNB responds to the UEs using the identifiers they communicated in their L2/L3 message, granting the requested resources. UEs can access the channel either in a contention-free mode, where the eNB forces the UEs to use a particular signature for the preamble generation, thus avoiding collisions, or in a contention-based mode. While contention-free access is reserved for handover and other special delay-sensitive cases, contention-based access represents the default method for UEs to access the channel, and is thus taken as the focus of this paper. In this procedure, which is illustrated in Figure 1 , if multiple UEs pick the same preamble, a collision happens, and may be resolved at different stages of the procedure. If the colliding preambles are received with high enough Signal-toNoise Ratio (SNR), and are sufficiently spaced apart in time 3 , the eNB can detect both of them and recognize the collision, avoiding to send the RAR message to the involved UEs. Otherwise, the eNB will not detect the collision but a single preamble, and all colliding UEs will receive a RAR message and try to access the same resource simultaneously, colliding in the L2/L3 message phase. The eNB will therefore be unable to decode the received message, and will send no contention resolution message; the collided UEs can then try again in a new PRACH phase. Collisions go undetected especially in urban environments, where smaller cells are employed and the distance between different UEs is too small to allow a differentiation of multiple copies of the same preamble through the delay with which they arrive at the eNB [4] .
C. State of the art in preamble detection
The conventional approach to preamble detection in LTE RACH is provided in [1] . This category of detectors (which we will refer to as threshold-based) work by comparing the circular correlation of the received signal with its base sequence against a previously set threshold. A preamble is detected when the corresponding bin in the correlation signal contains values above the threshold. Such threshold is typically a function of the estimated noise level: this provides direct control over the false alarm probability, which can be made arbitrarily low (at a price in missed detection performance).
The threshold mechanism described previously is extended in [5] to take into account quantization and discretization steps that can improve computational performance, at the expense of missed detection probability. Another approach to increase the detection performance for LTE frequency division duplex systems is presented in [6] , where noise is smoothed through an additional preprocessing phase prior to computing the correlation signal. This improves the performance in an ideal Additive White Gaussian Noise (AWGN) channel and with low SNR, but may be impractical for fading channels.
Multiple root sequences are considered in [7] , which proposes a preamble detector able to identify non-orthogonal preambles and suppress the noise rise. The key idea is that the eNB can detect preambles in an almost interference-free environment by eliminating the interfering signals from the original received signal. The power delay profile (PDP) allows to obtain the channel profile, used by the eNB to reconstruct the preamble signal.
The problem of performance degradation due to time dispersion of the channel is investigated in [8] . Under the assumption of known PDP of Rayleigh fading that is independent across antennas and multiple paths, the paper derives an optimal statistic for preamble detecion for frequency selective channel, as an alternative to increasing the eNB target PRACH received power to counter the time dispersion.
D. Interest in multiplicity detection
Here we briefly comment the benefits of the multiplicity detection. A straightforward application is to avoid sending a RAR message when multiple UEs activated the same preamble, so that the involved UEs will be implicitly informed about the collision. This enables to avoid subsequent collisions of L2/L3 messages and to shorten the RACH procedure. Further, multiplicity detection may allow to infer the current load of the LTE RACH, as well as trends regarding its changes. This could help, e.g., a proper dimensioning of the resources dedicated to the PRACH, or adjust the operation of the RACH procedure. Examples are the dynamic allocation algorithm [9] , and the dynamic access class barring [10] , respectively.
Another line of works where the multiplicity knowledge could be beneficial are the ones which assume reengineering of LTE RACH procedure, e.g., grouping LTE preambles in codewords that could convey information to the eNB [11] , [12] or use of advanced collision resolution algorithms RACH [13] , [14] , which are shown to lower the latency and increase the reliability and throughput of LTE RACH.
We conclude by noting that the focus of the paper is on the multiplicity detection, while its coupling with advanced LTE RACH algorithms is left for further work.
III. MACHINE LEARNING APPROACHES
The main contribution of this work is the application of Machine Learning (ML) to preamble detection (i.e., determining whether a certain preamble was sent or not) and preamble multiplicity detection (i.e., determining how many devices sent the same preamble) in LTE. The necessary premise for every ML algorithm is to have data available, which can be used to train these systems and make them "learn". Thus, in this section, we first give some details on the dataset we used, and then discuss the employed ML techniques, namely Logistic Regression (LR) and Neural Network (NN).
A. Dataset generation
Research about multiplicity collision in the RACH procedure is quite modest, and, to the best of our knowledge, there is no publicly available dataset that relates the signal received at the eNB with the information of the preambles chosen by each station. Hence, we generated our own dataset, using the MATLAB LTE module. 4 The LTE System Toolbox TM in fact provides standard-compliant functions for the design, simulation, and verification of both the LTE and LTE-Advanced communications systems, with models up to Release 12 of the standard (at the time this article was written).
1) Data labeling: To run the ML algorithms, we need a map between (i) the signal received at the eNB at the end of Phase 1) of the RACH procedure, and (ii) the number of UEs that selected each preamble. These will represent the input and output data of the algorithms, respectively. Accordingly, each simulation consists of simultaneous random access attempts from a certain number of UEs, each choosing one of the N prb available preambles. Using the MATLAB LTE module, it is possible to extrapolate the corresponding correlation signal at the eNB, i.e., the output of the cyclic correlation of the signal received at the eNB with respect to the root index, as described in Section II-A.
As explained in Section II-A, each preamble is uniquely mapped to a correlation window of predefined size, according to the value of N CS . We will denote such a window as bin. Since we are interested in how many devices chose each preamble, we decided to consider each bin separately, rather than the correlation signal as a whole. Figure 2 shows an example output of the MATLAB LTE module. 2) Applications: We investigated two distinct applications:
• Preamble detection, to compare the performance of the proposed ML systems with respect to the state-of-theart. For this application, the goal is to identify whether a preamble was sent, and which one. Three distinct datasets were generated to train and evaluate detection performance: -A noise-only set of correlations, used to evaluate false alarm probabilities according to the eNB testing specification [15] ; -A set of correlation signals obtained when only a single UE is transmitting, used to test missed detection; -A dataset containing both noise-only and single UE correlations, used to perform training of the ML systems.
• Multiplicity detection, to derive the accuracy obtained when estimating the number of UEs that chose the same preamble. For this purpose, we generated a dataset with bins containing from 0 to 5 preambles. This dataset was then split in two, for training and testing. For both applications, we generated all datasets considering multiple scenarios, which differ for:
• Noise level. The signal received at the eNB is the superposition of all the transmitted preambles, corrupted by noise, expressed in terms of SNR. Based on performance from the ML systems we tested, we decided to focus on an SNR range between -18 dB and -12 dB.
• Channel model. We considered an AWGN channel and an ETU70, i.e., an Extended Typical Urban channel with 70 Hz Doppler affected by Rayleigh fading. For all scenarios, we ran over 10 5 independent simulations, obtaining the correlation signal in each bin and the number of UEs that selected the corresponding preamble.
3) Traffic intensity: While the preamble detection problem requires the transmission of at most one preamble per RACH attempt, the number of competing devices is a critical parameter that influences the performance of the multiplicity detection procedure. For our tests, we considered high traffic scenarios corresponding, e.g., to alarm events that trigger transmission from a large number of UEs.
In [16] , 3GPP proposes a model for highly correlated traffic arrivals, where the number of UEs in each random access opportunity inside the considered time frame follows a Beta distribution. The standard [16] defines a possible massive access scenario with a maximum of 30000 devices accessing the channel "synchronously", i.e., over a time interval of about 10 s. Considering RACH opportunities to happen every 20 ms, this corresponds to a maximum expected number of devices that participate in the same RACH opportunity of about 120. We therefore generated our dataset with 120 UEs that randomly choose among the N prb available preambles. Due to the binomial distribution nature of the preamble selection mechanism, 99% of the bins generated in this way have at most 5 devices choosing that preamble.
B. Logistic regression
LR is a statistical method predicting the probability that a given input data belongs or not to a certain class. The rationale behind LR is that the input space can be separated into two complementary regions, one for each class, by a linear boundary. It differs from linear regression because the dependent, output variable is binary rather than continuous, and this method is in fact intended to model classification problems. The probability that the output belongs to one or the other class is expressed by means of a sigmoid σ(·), also called logistic function, from which LR takes its name.
In order to make a prediction, it is first necessary to train LR, i.e., use known labeled data to determine the weights in σ(·) that minimize a predefined cost function; such cost function measures the distance between the desired output and the predicted one.
Given an SNR value, we trained different LR models for each type of channel considered (AWGN and Rayleigh), and for both the investigated problems (preamble detection and collision multiplicity); the implementation was done using the open source scikit-learn library in Python 5 . We used the dataset described in Section III-A, so that the logistic regressor is fed with the correlation signal obtained at the receiver in a bin, while the output data is the number of UEs that picked the preamble corresponding to the considered bin. For preamble detection, there are two possible classes, i.e., 0 or at least one UE, while the number of possible classes in the collision multiplicity problem is N max + 1, where we set N max = 5 as the maximum number of colliding UEs we are interested to estimate (see Section III-A3). In our case, choosing among N max + 1 alternatives can be modeled as a set of N max independent binary choices (a pivot alternative is compared to the remaining N max ones). This makes the training complexity linear in N max .
As typically done in classification problems, we gauged the performance of the LR predictors through the accuracy metric, which represents the percentage of correct predictions.
C. Neural network
Artificial NNs [17] are a class of mathematical models that are considered universal approximators [18] , as they are able to represent, up to any accuracy, any non linear function. The basic units of NNs are called neurons and are organized in multiple layers. Any NN has an input layer fed with the data to process, an output layer that represents the corresponding output determined by the network, and possibly one or more hidden layers. Neurons represent non-linear multi-input single-output functions; such functions are characterized by some weights and biases, which represent the interconnections among the neurons. Similarly to LR, a NN learns the relation between an input data and its corresponding output through a training phase, during which all the weights and biases are progressively tuned to produce the desired output. NNs are an extremely powerful tool because they can infer even very complex functions, that analytical models or simpler approaches such as LR fail to describe.
We used a simple feedforward NN, i.e., a fully-connected network where any neuron in layer i is connected to any neuron in the next layer i + 1. For each considered SNR value, channel type and problem to solve (preamble detection or collision multiplicity), we trained a different NN using the Keras 6 library. Since our goal consists in determining the number of users that picked a certain preamble, the input data is the correlation signal obtained at the eNB for the corresponding bin. The output layer has N max + 1 nodes, where N max is the maximum number of colliding UEs we are interested in estimating (N max = 1 for the preamble detection, N max = 5 for the collision multiplicity).
In both scenarios, for all layers but the last one, the activation function (i.e., the function that dictates how a neuron's weighted input is mapped into its output) is the rectifier function, whereas for the output layer we decided to use a softmax function, as usually done in classification problems. This implies that the NN outputs a separate probability for each of the possible classes and chooses the most probable class. We finally evaluated the efficiency of the neural network by means of accuracy, as we did for LR.
IV. RESULTS
We gauged the performance of the LR and NN methods for preamble detection and collision multiplicity estimation. In this section, we describe the results we obtained and then discuss the new opportunities opened up by the ML tools, as well as their limitations.
A. Preamble detection performance
To guarantee a fair comparison with the state-of-the-art threshold based detection, we conducted our simulations according to the LTE specifications on eNB conformance testing [15] , measuring the missed detection probability, i.e., the probability that a transmitted preamble remains undetected at the eNB. In this case, the test dataset (see Section III-A) contains bins belonging to correlation signals in which exactly one device was transmitting. The dataset used for training of the ML systems, instead, consists of bins coming from 10 The results for both the LR and the NN schemes in the case of an AWGN channel are shown in Figure 3 , together with the performance of the algorithms proposed in [5] (see Section II-C). The scheme based on LR yields worse performance than those leveraging thresholds, because of its extreme simplicity; the mediocre performance obtained with LR suggests that the correlation signal at the eNB and the transmission of defined preambles are data that are not completely separable, but are rather related in a more complex way. This is supported by the outstanding performance of the NN, which provides a gain in the range of 2 to 3 dB with respect to the best threshold-based detector for all values of SNR, yielding a performance which conforms to the standard requirements. Rigorously, missed detection probability should also include the cases of a wrong UE delay estimation. However, in the case of ML based systems, which are not capable of estimating this parameter, delay detection cannot be taken into account. Figure 4 shows a comparison between the detection performance of the NN in the case of an ETU70 channel, and compares it with the performance of the best threshold- based detection scheme. Also in this case, the NN achieves a significant improvement in detection performance, upwards of 4 dB with respect to the threshold based schemes described in [5] . LR performance is only shown at SNR values in which the false alarm probability requirement is satisfied.
A metric which is complementary to the missed detection probability is the false alarm probability, i.e., the probability that the eNB wrongly detects a transmission in an unused bin. The minimum requirement for this metric is set by the standard at 0.1% [15] . ML approaches do not provide the same direct control over the false alarm probability that threshold-based schemes offer. With the LR scheme, the false alarm probability requirement is respected for SNR larger than -16 dB. On the other hand, the false alarm probability obtained with the NN was consistently under the required 0.1% threshold for all the analyzed SNR values, for both AWGN and ETU70 channels.
B. Multiplicity detection
We assessed the reliability of the proposed schemes in the case of multiplicity detection by measuring the frequency of errors in the estimation. Figure 5 shows the probabilities for both LR and NN approaches to give a guess that is wrong by some amount, denoted as offset. An offset of 0 represents the probability of guessing exactly the number of preambles in the bin, an offset of 1 represents the probability that the difference between the estimated and real number of transmitted preambles is ±1, and so on.
As expected, lower SNR values give higher error probabilities. The NN clearly outperforms the LR approach, thanks to its higher complexity, which allows to infer even very complicated relations between its input and output data. Although LR could not compete with the NN in the preamble detection (see Figure 3) , a linear approach is still able to extract the information needed to identify the number of transmitters in each bin from the signal received at the eNB with a probability of around 0.8, and gets the multiplicity wrong by at most 1 with a probability of 0.99. The NN scheme, instead, guarantees with a probability of about 0.999 to have an estimate that is either correct or only off by one, even for very low SNR values, and yields exact guesses with a probability of 0.9. Table I contains the normalized confusion matrices for the NN and LR systems, in the case of SNR = −16 dB: the rows represent the actual multiplicity value, while the columns represent the value estimated by the ML scheme. Hence, the confusion matrix for an ideal system would have ones along the diagonal, signifying that for each input the labeling is correct with probability 1. It can be seen that the NN consistently outperforms the LR, except for the case of no preambles being sent, where LR achieves a perfect score. Despite this perfect performance in the correct detection of no preambles in the bin, the LR scheme is also heavily affected by a wrong detection rate in case of 1 preamble being sent, thus motivating the bad overall detection performance seen in Figure 3 . Furthermore, the confusion matrices also show that the LR scheme tends to overestimate the number of preambles in a bin, while the NN yields a more symmetrical error.
C. Machine learning limitations
Although they have been shown to provide good results in preamble detection and collision multiplicity estimation, ML approaches entail some disadvantages, which we describe next. 1) Complexity: even though the training phase of ML based detection is performed offline, such approaches are more complex than threshold based detection, and inevitably require a larger computational power. In fact, while state-of-the-art schemes only need to compare each correlation sample with a predefined threshold, a detector based on LR needs to perform a multiplication for each sample, and then sum all the obtained results to get to a decision. To perform multiplicity detection, such operations need to be performed for each classifier as described in Section III-B. Neural networks also need to perform a number of operations that is proportional to the network complexity, and could be larger than the operations required by a LR scheme in the case of detection. When compared to a LR scheme in the case of multiplicity estimation, however, a NN needs to perform roughly the same number of operations as in the detection scheme, since it already outputs a classification. In fairness to ML, we remark that the complexity burden of the proposed algorithms is on the eNB, whose hardware and software capabilities are constantly improving and which typically have very little computational and energy restrictions, such that the higher complexity demanded by ML schemes may not be a limiting factor.
2) Dataset collection: both in the case of LR and NNs, a dataset of sufficient size must be available to perform effective training. In this work, the ML based approaches were trained on computer generated signals using a state-of-the-art simulator in order to have a representation as close as possible to what the eNB will actually see in a real deployment. This allowed us to exactly know the number of UEs choosing each preamble. For real deployments, this dataset could be integrated with some samples taken by the eNB. In particular, a bin associated to a certain preamble can be labeled according to the outcome of the RACH procedure: label as 0 if no device sends a msg3, as 1 if exactly 1 device answers with a msg3, and as 2 if a collision happens during msg3. Unfortunately, this does not allow for a precise estimation of the number of devices sending a specific preamble. Such an estimation may instead be possible if, once the eNB detects a collision (i.e., if it labels the considered bin as 2), another ad-hoc contention resolution phase were to take place iteratively among the colliding nodes, until resolution of all collisions.
V. CONCLUSIONS
With RACH overload becoming an increasingly serious issue in massive access LTE scenarios, it is necessary to develop techniques to better manage the contention of resources by multiple users. In this work, we have investigated the use of machine learning techniques for preamble detection, and shown that they can improve the performance of state-ofthe-art threshold-based schemes. We have also shown the capabilities of such techniques, and in particular of neural networks, of inferring the number of users that pick a selected preamble, so as to estimate the collision multiplicity.
The results described in this paper may serve as a first step to improve the current RACH procedure, and are applicable to novel massive IoT 3GPP standards, e.g., LTE-M and NBIoT. In particular, the possibility to immediately identify the number of devices that chose the same preamble allows more efficient collision management than the current approach, which envisages a repetition of the RACH procedure until all UEs uniquely pick a preamble. This would have a positive impact on the latency, the device power consumption, and the supported system load. Moreover, collision multiplicity detection may also allow to promptly identify a switch in the data reporting regime, e.g., in case of an alarm that triggers synchronous transmissions from multiple devices, and act accordingly.
