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ABSTRACT
Evolvability and Excess Capability as a Response to Uncertain and Future Requirements
Jeffrey Douglas Allen
Department of Mechanical Engineering, BYU
Doctor of Philosophy
Product and system designers face many challenges in the modern world. Designing products that will be subject to emerging or uncertain requirements can be one of the most significant
of these challenges. A major risk associated with emerging or uncertain requirements is premature obsolescence. Large-scale, complex engineered systems, such as, aircraft, spacecraft, large
seagoing vessels, communication and power systems are especially susceptible to this issue. However, this challenge is not limited to only large-scale complex systems. Even relatively simple
products can suffer from premature obsolescence and even failure to be initially accepted, due to
inadequately understood or changing requirements. One approach to mitigating this challenge is
to increase the product’s flexibility and adaptability, thus enabling it to evolve or adapt to meet unforeseen requirements. The flexibility of a product to adapt to new or changing requirements has
been shown to increase acceptance rates and reduce the risk of premature obsolescence. Methodologies to accomplish this include product family platform design, transformable product design,
reconfigurable product design and modular product design. The literature presents several techniques to aid designers, such as design structure matrices (DSM), change propagation analysis,
change modes and effects analysis (CMEA), metrics and guides. These techniques address the
challenge by seeking to understand and manage the relationships and interfaces between functions
or components within the design. While these are excellent techniques, they do not provide quantifiable functions or models for the design alternatives. Quantifiable functions and models are of
value to designers, because they enable numerical design aids. Numerical optimization techniques
have been shown to aid designers in efficiently determining appropriate design parameters. This
dissertation identifies, analyzes and presents new techniques, which are based on designed-in excess capabilities and to which numerical optimization can be directly applied. There are four parts
to the dissertation. In the first part, a technique is presented for determining the relative value of
a product, which has been over-designed (excess capabilities) to address future requirements versus redesigning the product once the future requirements emerge. It is shown that in many cases
the over-design approach provides greater benefit. In the second part, a numerical metric for the
evolvability of a product based on excess capability is presented. An important result of this metric
is that the evolvability of a product and the usability of each excess capability can be numerically
determined. The third part presents a technique to design products for increased adaptability, based
on optimally designed-in excess. Deterministic, and non-deterministic conditions are included in
this optimization. Once a numerical model of the design is available the issue of uncertain requirements can be mitigated by directly focusing on the uncertainties. In the fourth part, a technique
employing optimization and sensitivity analysis is used to systematically and efficiently guide the
designer toward minimizing or eliminating the most critical uncertainties.

Keywords: evolvability, reconfigurability, excess, over-design, uncertain requirements
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CHAPTER 1.

1.1

INTRODUCTION

Background and Related Work
The challenge of designing a new product can be daunting. There is a significant risk that

the product, once developed, will not be accepted by the market place [1], or may experience
premature obsolescence. Large-scale complex engineered systems (e.g. aircraft, spacecraft, large
seagoing vessels, communication and power systems) are especially susceptible to the risk of premature obsolescence. For example, the F-117 Nighthawk flew in active duty for only 25 years
(from 1983 to 2008), while the C-130 Hercules is still in service after 62 years (1954 to present).
The F-117 was retired, due in part to its inability to incorporate more advance electronics systems,
requiring increased space and power [2]. The C-130 Hercules aircraft has adapted to over 55 different missions, ranging from a cargo plane to an aerial gunship [3, 4, 5]. The C-130 continues to
be a part the United States air defense strategy.
Large-scale complex engineered systems can also be susceptible to low market acceptance
rates. This can occur during the initial bidding process to the primary customer, and during attempts to expand sales into secondary markets. Defense contractors recognize the importance of
being accepted during the initial bid process. In many cases they also realize the importance of
expanding into secondary markets. The F-16 Falcon and the F-15 Eagle are examples of two aircraft that have experienced very different acceptance rates. Both first flew in the early 1970’s.
Today there are more than 4,500 F-16s in service, while there are less than 1,200 F-15s currently
in service [6]. The F-16 has a greater market share in the world’s air forces than any other fighter.
Both jets were accepted during the initial bidding process, the difference lies in the inability of the
F-15 to meet or adapt to modern requirements, such as increased stealth, maneuverability, and cost
pressures.
These large-scale complex systems can be characterized by complex interactions between
sub-systems, long service lives, and large development and productions costs. These characteristics
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contribute to a potential for premature obsolescence and low acceptance rates due to a sensitivity
to misunderstood and changing requirements.
A product does not have to be a large-scale complex system to be susceptible to this acceptance rate and obsolescence issue. Consumer products, which can be characterized by shorter
production periods (or service life) and by larger production volumes, are also at risk. Because of
these characteristics, their success is dependent on relatively smaller changes in production life (or
service life) and production volumes.
It is perhaps obvious that consumer products can be at risk of low acceptance rates, however, it may be less obvious that they can also be at risk of premature obsolescence. This is true
from both the manufacturer’s and the customer’s perspectives. Manufactures begin producing a
product with an expectation that it will remain in production for at least a minimum designated
period of time. When this production period is cut short by declining sales, possibly due to the
advent of new requirements, the manufacturer may fail to recover the initial development costs
and as a result not achieve a positive net profit. Examples of products that failed to achieve the
expected time in manufacturing include Betamax video recorders (Sony), DeLorean automobiles,
Newton MessagePad (Apple), and TouchPad (Hewlett Packard). Each of these failures cost the
respective companies millions of dollars.
Customers likewise have a service life expectation for products they purchase. When this
service life is not achieved the resulting dissatisfaction can lead customers to seek other suppliers
in the future.
While there are a variety of reasons that a new product or system fails to be accepted or is
prematurely discarded, some of the most significant are the changing, inadequately understood or
incorrectly understood customer requirements [7, 8]. There are a number of ways to approach this
problem. Solutions can be grouped into three categories as (i) increased flexibility, or evolvability
designed into the product, (ii) improved redesign processes, or (iii) improved market understanding. This dissertation is focused, primarily on the first category by providing designers with techniques to optimally improve the flexibility or evolvability of their products (chapters 2 to 5). In
addition to the focus on the first category, the second and third categories are also examined. The
value of redesign is compared with the value of initially over-designing a product, in chapter 2,
and an approach to efficiently improve market understanding is discussed in chapter 5.
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There are a number of articles in the literature describing methodologies, and guidelines
to develop flexible or evolvable products. A detailed literature review is included in each of the
subsequent chapters. The literature reviews included in each chapter cover articles relevant to
that particular chapter. The following is a very brief summary of significant articles presenting
methodologies, metrics and guidelines to achieve flexible or evolvable product designs.
These methodologies are referred to as, product families platform design [9, 10, 11, 12],
transformable product design [13, 14, 15], reconfigurable product design [16, 17, 18] and modular
product design [19, 20, 21, 22]. Several important techniques have been provided in these articles
to aid designers in creating these flexible or evolvable products (or architectures). These techniques
include design structure matrices (DSM) [23, 24, 25], change propagation analysis [26, 27, 28],
and change modes and effects analysis (CMEA) [29, 30]. Metrics [31, 32] and guidelines [33, 34]
are also presented. In general, these techniques, metrics and guidelines focus on the relationships
between functions and components within the design. While these techniques can be used to subjectively optimize a product, they cannot directly be applied to a numerical optimization process.

1.2

Motivation
The question arises, is there a different approach to the problem of uncertain or changing

requirements that would provide additional insight to the designer and enable numerical optimization? Since the previous work, noted above, is centered on the relationships between functions and
components (e.g., DSM, CMEA), would an approach focused on the capabilities of the functions
and components be beneficial? Tackett et al. [4] have proposed that evolvability can be determined
as a mathematical function of the quantities of excess included in a design. This suggests that excess capability can be used to analyze, design, and optimize products for evolvability. As products
become more evolvable, due to the inclusion of excess capability, they become less sensitive to
uncertain and new requirements. A methodology based on excess capability does not minimize the
value of other methodologies, found in the literature, but rather augments them.
Employing excess capability to develop flexible and evolvable products, as is presented
in this dissertation, entails opportunities and challenges. The opportunities include a numerical
approach (refer to chapters 3 to 5) that can facilitate models and subsequent optimization and
sensitivity analysis. The optimization informs designers as to what types, locations and quantities
3

of excess should be included in a design to meet specific objectives. The sensitivity analysis directs
designers towards potential weaknesses in the design (refer to chapter 5).
There is a significant challenge associated with this approach. Excess can be interpreted
by designers as a negative, an inefficiency to be avoided. An alternative word for excess is overdesigned. Over-designed is used to describe a product that has been designed with capability beyond the customers requirements. A literature review of papers referring to over-design indicates
a bias against it. Four journals (i.e., Journal of Mechanical Engineering, Journal of Engineering
Design, Research in Engineering Design, and Management Science) have been searched for articles referring to over-design. Of the 31 articles that are found only three refer to over-design in a
positive manner, 24 treat over-design as a negative and four are neutral. An analysis, examining the
relative value of an over-design approach and an alternative approach, such as a redesign approach
can either justify or refute this bias (refer to chapter 2). While over-design can be a negative
attribute, to be avoided, there are conditions under which an over-design approach (designed-in
excess) is beneficial. These conditions are discussed in chapter 2.

1.3

Objectives
The purpose of the present dissertation is to address the question: is there an approach,

based on excess capability, flexibility and evolvability that can aid designers in dealing with uncertain or emergent future requirements? Such an approach exists. It is explained, analyzed, and
demonstrated in the subsequent chapters of this dissertation. The specific objectives are:
1. Develop and demonstrate a technique to analyze the relative value of over-design and redesign approaches (refer to chapter 2).
2. Develop an improved evolvability metric that recognizes the importance of the type of excess, its location, and its form as well as its quantity (refer to chapter 3).
3. Develop an optimization technique and accompanying model, based on an evolvability metric, and demonstrate that it can be used to determine optimal values of excess in a design
(refer to chapter 4).

4

4. Develop a technique, using the numerical model described in chapters 3 and 4, to simultaneously optimize a product for flexibility and guide the designer toward efficiently identifying
and refining critical uncertainties within a design (refer to chapter 5).

1.4

Overview
The content of this dissertation is presented in the following order. The next chapter (chap-

ter 2) presents a technique, based on net present value analysis to determine the relative value of an
over-design approach and a redesign approach. This technique is generally applicable to manufacturing and customer purchase applications. It is demonstrated using eight real-world applications.
Conditions where each approach exhibits greater net present value are identified.
A metric to evaluate evolvability is the subject of chapter 3. The metric for evaluating
product evolvability developed by Tackett et al. [4] assumes that evolvability is only dependent on
the quantities of excess capability included in a design. Chapter 3 demonstrates that there are other
important attributes to consider. An improved metric, that includes the type of excess, its location,
its form and its quantity, is presented and demonstrated by comparing the designs of two different
automated assembly stations.
Chapter 4 presents an optimization technique, based on excess and evolvability, and demonstrates its application to the development of military ground vehicles. The case were future needs
are deterministic is first demonstrated, followed by the case where the future needs are only understood probabilistically. Epistemic and aleatory uncertainties are considered in the probabilistic
case. The technique presented in chapter 4 is based on the metric presented by Tackett et al. [4],
however it can also be applied to the more recently developed metric presented in chapter 3.
Up to this point, the case studies and examples presented are of relatively large-scale, complex products and systems. Chapter 5 demonstrates that the concepts presented in this dissertation
can also be applied to a relatively simpler product, designed to meet uncertain and changing requirements. A process is presented that allows unknown and uncertain parameters (both requirements, and design parameters) to be included in the initial design. An optimization process and
sensitivity analysis is used to systematically identify and prioritize these unknown and uncertain
parameters for refinement, improving only those that are critical to the product. This process both
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optimizes the flexibility of the product, subject to constraints, and guides the designer in efficient
market research.
The last chapter (chapter 6) is a conclusion to the dissertation. It begins by briefly reviewing
the dissertation. Following this review, the main contributions are enumerated. The final portion
of chapter 6 suggests opportunities for future research.
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CHAPTER 2.
OVERDESIGN VERSUS REDESIGN AS A RESPONSE TO FUTURE
REQUIREMENTS

2.1

Chapter Overview
Though little research has been done in the field of over-design as a product development

strategy, it has the potential to increase a product’s service life. This chapter compares overdesign to redesign as approaches to address the introduction of future requirements. Net present
value (NPV) analyses of several real-world applications are examined from the perspective of
manufacturers and customers. This analysis is used to determine the conditions under which an
over-design approach provides a greater benefit than a redesign approach. While an over-design
approach is not always appropriate, there are conditions that result in a higher net present value
for the over-design approach rather than the redesign approach. The over-design approach exhibits
a higher net present value than redesign when: future requirements occur soon after the initial
release, discount rates are low, initial research and development expense or price is high, and when
the incremental costs of the future requirements are low.

2.2

Introduction
Products are often designed with capabilities to meet a specific set of current customer

requirements. If a future requirement is added during the service life of the product, the current
capabilities may not cover it. Two approaches to address the emergence of future requirements are
by means of redesign and over-design. While over-design occurs during the original design period,
and hence takes advantage of the original design team’s momentum and design awareness, it nevertheless requires additional engineering, qualification and ongoing production resources. Since a
redesign project occurs sometime after the original design period and dispersement of the original
team, it requires a rethinking of the capabilities and their mutual interactions. Updating a product
through redesign can have a ripple effect throughout the entire product. As such, redesign can cost
7

more than is originally planned. Additionally, redesign necessitates the allocation of resources that
could be used in more cost effective activities. If a product is originally over-designed with the new
capability built in, then redesign can be avoided completely. Even though over-design is regularly
avoided, it can have merits as an effective design strategy.
Methods to reduce the impact of a redesign have been extensively explored in the engineering literature. Some of these methods include product family platforms [7, 9, 35], modularity
[19, 36, 37], flexibility [33, 38, 39], reconfigurability [40, 41], transformability [14] and adaptability [42, 43]. These methods do not remove the need for multiple designs or redesigns. However the impact of the additional designs is reduced by minimizing the number of components to
redesign, by manipulating components in the product to address new requirements, or by other
means. Martin and Ishii [44] have presented a technique to quantify the variability provided by the
above methods. These strategies have focused on reducing the impact of the redesign costs, while
avoiding over-design.
Over-design is an additional method to address the impact associated with the emergence
of future requirements, but has not been explored as thoroughly as strategies related to redesign.
In a literature survey completed for the journal Management Science, over the past 23 years there
were eight articles that speak about over-design. All but one article reference over-design in a
negative manner. The one non-negative article did not emphasize the positive attributes of overdesign, but did refer to it as a potential product design approach [45]. Similar results are observed
when other popular engineering design journals are surveyed. In the past 37 years, there are 12
articles that speak about over-design in the Journal of Mechanical Design. Eight of these articles
speak negatively about over-design while three are neutral and one is positive [46]. Since 1992,
there have been eight articles in the Journal of Engineering Design that speak about over-design.
All but one of these speak negatively about over-design. Again the only article that does not speak
negatively about over-design only acknowledges the value of over-design as it relates to safety
factors [47]. There have been three articles in Research in Engineering Design that discuss overdesign. Of these three articles only one refers to over-design in a positive manner [44]. As a result
of the research opposing over-design, much of the engineering community may not consider overdesign as a valuable design method. The impression that over-design is to be avoided has perhaps
influenced those who might benefit from its implementation.
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In previous work, the authors have presented a concept of incorporating excess into a design
to enable the product or system to evolve to address future requirements [4, 48, 49]. Over-design,
as discussed in the current chapter, is an extension of this work. For the current chapter, an overdesigned product is completely capable of meeting the needs of a future requirement without evolution. By analyzing over-design, the strengths and weaknesses of excess capability can be more
clearly understood and perhaps inappropriate negative attitudes toward excess can be avoided.
The value of over-design versus redesign changes depending on the perspective from which
it is viewed. To analyze the value of over-design as compared to redesign, two points of view are
discussed in this chapter, the manufacturer’s and customer’s. Addressing these two points of view
is important because the benefits to the manufacturer can be different than the benefits to the
customer. Both manufacturer and customer must incur upfront and recurring costs independent of
whether an over-design or redesign approach is used. The difference in the value realized by an
over-design or redesign approach, from a manufacturer’s or a customer’s perspective, lies in the
timing and relative values of these costs. The purpose of this chapter is to analyze the relative
value of the approaches and determine under what conditions over-design or redesign provides the
greater benefit.

2.3

Literature Review
Redesign is sometimes seen as an opportunity for new product sales, but it can also add

complexity and risk to existing products. Reasons for a product redesign include adding product
capabilities, improving safety, correcting errors, and resolving product quality problems [50]. Additionally, companies redesign products to entice customers to buy more products [51]. In an effort
to capitalize on new products, Lobel et al. [52] detail how and when successive products should
be released. Though launching new products can be rewarding, a trade-off must be made between
the increased revenue and cost required by the redesign. The costs of redesign are dependent on
the changes involved in the redesign. The design changes frequently propagate throughout other
components in the design. These propagated changes are often unforeseen and can result in a substantial increase in the cost of the redesign [53, 54]. Though redesigning a product can be valuable,
it often carries high unanticipated costs.
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There are many design tools that attempt to reduce the negative impact that results from
a redesign. Some of these strategies try to decrease the amount of components redesigned or
decrease the costs of redesign. Adaptable design is a design method used to make products easily
upgradeable by using a similar design in multiple products [55]. The ability to use a design in
more than one product saves time and resources [34]. A design theory similar to adaptable design
is product families. Together the members of a product family have more capabilities than a single
product does [56, 57]. Like adaptable design, the products in a product family share a familiar
architecture. This means that fewer components are designed for each new product [45, 57]. In
addition, manufacturing production efficiency improves when the products produced are similar,
like in a product family [58]. While these strategies do not eliminate redesign they do decrease the
cost of redesign by sharing similar architecture across several products.
Other design strategies reduce the cost of redesign by dividing the redesign into more manageable pieces. Some of these strategies include flexible products and modularity. Flexible products allow for partial product redesigns [29, 38, 59]. The ability of flexible products to change
during the service life can make them last longer than other products [60]. Flexible designs can accommodate some future requirements without knowing the necessary capabilities by allowing the
addition of capabilities in the future [33]. Modularity is a method whereby many of these design
approaches can be completed. Modularity adds capabilities by physically adding or changing a
module that carries a capability [61, 62]. Module redesign can also be easier than a redesign of the
whole product [62, 63]. One goal of these design strategies is to simplify changes of the product
by allowing them to occur to all or portions of the product. Redesign may still be necessary with
these design strategies, but is simplified by not doing a full-scale redesign.
Moreover, other design strategies attempt to avoid redesign entirely by manipulating the
product. Reconfigurability allows for a product to adapt to new requirements without redesign
[40, 64]. Reconfigurability allows a design to have the specific capabilities needed for one set of
requirements, and after the product is rearranged, it can have different capabilities for a different
set of requirements [65]. Transformability is another design methodology that allows the product
to change [14]. Transformability is similar to reconfigurability in that the product can have many
transformations that allow it to have several different sets of capabilities [13]. These two design
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strategies, reconfigurability and transformability, attempt to add new capabilities by allowing the
product to change itself.
Design strategies related to redesign are prominent in the literature, but over-design strategies and analysis are not. As stated earlier, there are very few articles that highlight benefits
associated with over-design. When there is research about over-design it is most often negative.
Coman and Ronen [66] give strategies to avoid over-design and say that over-design results from
designers who try to assess and address all possible customer needs. Shmueli et al. [67] indicate
that a designer’s emotional attachment to a design can motivate them to add all possible capabilities. Additionally, Thompson et al. [68] and Rust et al. [69] have found that these extra product
features, can detract from the main product capabilities. Rust et al. [69] further determined that
adding nonsensical capabilities to products can also damage customer trust in the product brand.
All of this research is conducted with the mindset that over-designing must be avoided, but overdesigning with purpose can extend the life of a product.
Over-design has not been explored, but it is also a viable design approach to avoid redesign.
Products that are able to adapt to new environments and new customer needs will outlast products
that have a narrow focus on a few customer requirements [34]. New products can have issues
with reliability when they are used in an unintended manner [70]. Therefore, if both the intended
use and unintended use capabilities are built into a product, this shortcoming can be avoided. In
addition, the worth of a product to a consumer increases when more features are added, as long as
the features are congruent [71]. This is especially true when a feature is unique to one product [72].
The principle of usable excess quantifies the value of individual elements of excess capability, thus
directing designers toward incorporating the most usable excess capabilities in their designs [49].
The current chapter demonstrates that there are scenarios in which over-design is a better strategy
than redesign.

2.4

Models of Over-design and Redesign
Over-design and redesign are two distinct approaches to address the impact of future re-

quirements. The evaluation of each of these approaches is more complete if it includes an analysis
from two different perspectives: manufacturer’s and customer’s. For example, the benefits to the
customer can be different than the benefits to the manufacturer. The initial price relative to ongo11
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Figure 2.1: Simplified cash flow comparisons of initial design, redesign after initial design and
over-design approaches from manufactures and customer’s perspective

ing in-service costs that a customer must bear can be very different than the initial research and
development (R&D) expense relative to the ongoing cost of goods sold (COGS) that a manufacturer must bear. As will be shown, these ratios have a significant effect on the relative value of
over-design versus redesign.
Each approach has strengths and weaknesses. The strength of the over-design approach
is that only one product is designed and produced (or purchased and maintained), however the
weakness is that its R&D expense (or price) and its COGS (or in-service costs) are higher until the
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future requirements are demanded. Conversely, the strength of the redesign approach is that the
ongoing costs are lower and more closely match the immediate demand, while the weakness is that
two designs (or purchases) are required. The question then is: Under what conditions is it more
advantageous to produce or purchase an over-designed product with potentially higher initial costs
than a pair of products that more closely match the immediate needs? To answer this question,
a comparison is made of the costs and benefits of each approach. This comparison is made by
calculating the difference in the net present value (NPV) of each approach.

2.4.1

Evaluation of Over-design Versus Redesign Based on Cash Flow
The evaluation of over-design versus redesign can be performed by a financial analysis

comparing the net present value (NPV) of each approach. The NPV is based on cash flows representing the costs and revenue or customer benefit function for each approach. The relative value of
the two approaches is calculated by taking the difference of each approach’s NPV, as shown below.

∆NPV = NPVOver-design − NPVRedesign

(2.1)

where ∆NPV is the difference in the NPV of the over-design approach’s cash flows (NPVOver-design )
and redesign approach’s cash flows (NPVRedesign ). This section reviews the models (terms and
equations) used in the analysis of each approach.
Figure 2.1 is included as a simplified illustration of these cash flows. Figure 2.1a depicts
that a manufacturer experiences, while fig. 2.1b depicts cash flows that a customer experiences.
The horizontal axis is time, beginning at the point of the first expense and ending when the revenue
or customer benefit is concluded. The vertical axis of each figure represents cost (positive above
the horizontal axis and negative below it). In figs. 2.1a and 2.1b the cash flows and events are
designated as follows.
• Colored areas represent cash flows over time.
• Arrows represent one time expenses
• Stars designate the timing of product availability for sale or purchase
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Figure 2.1 is used throughout this chapter as a pictorial aid to conceptualize the analysis and evaluation.
From the manufacturer’s perspective eq. (2.1), the difference in NPV, is written more precisely as

∆NPVMfrs = NPVMfrs Over-design − NPVMfrs Redesign

(2.2)

where ∆NPVMfrs is the relative value of the over-design approach as compared to the redesign
approach from a manufacturers perspective, NPVMfrs Over-design and NPVMfrs Redesign are the net
present values of the over-design and redesign approaches. A positive value of ∆NPVMfrs indicates
that the over-design approach has a higher NPV, while a negative value indicates the redesign
approach has a higher NPV.
Similarly from a customer’s perspective a more precise version of eq. (2.1), the difference
of the NPV of the two approaches, is

∆NPVCust = NPVCust Over-design − NPVCust Redesign

(2.3)

where ∆NPVCust is the relative value of the over-design approach as compared to the redesign
approach from a customer’s perspective, NPVCust Over-design and NPVCust Redesign are the net present
values of the over-design and redesign approaches. Once again, a positive value of ∆NPVMfrs
corresponds to higher NPV for the over-design approach, while a negative value corresponds to a
higher NPV for the redesign.
The NPV of each of the cash flows and future values indicated in fig. 2.1 can be calculated
using well known time value expressions. The present value of future cost or benefit (such as the
price in fig. 2.1b) is
PV = A(1 + v)−a

(2.4)

where PV is the present value of the future cost or benefit (A), v is the discount rate per period, and
a is the number of periods in the future that A occurs.
Equation (2.4) is the basis for creating an expression for the NPV of a cash flow (a series
of costs or benefits, such as R&D expense). The NPV of a cash flow is expressed as
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a2

∑ Ak (1 + v)−k

NPV =

(2.5)

k=a1

where NPV is the net present value of the cash flow, Ak are the periodic values of the cash flow, a1
and a2 are the first and last periods of the cash flow.
Applying equations eqs. (2.4) and (2.5) to each of the cash flows (or prices) depicted in
fig. 2.1, eqs. (2.2) and (2.3) can be expanded. In the following sections expanded expressions
are developed for the difference between the over-design and redesign approaches in terms of the
values and timing of the cash flows.

2.4.2

Manufacturer’s Perspective: Net Present Value
From the manufacturer’s perspective, an expression is developed for the difference in the

NPV of an over-design versus a redesign approach, by first developing an expression for the NPV
of the redesign approach (NPVMfrs Redesign ).

r2

NPVMfrs Redesign =

Rk (1 + v)−k −

∑
k=r1

+

Dk (1 + v)−k −

∑
k=d1

f2

∑

Fk (1 + v)−k −

k= f1

r4

∑ Ok (1 + v)−k
k=d1

r4

d4

d4

k=r3

k=d3

k=d3

!

∑ R0k (1 + v)−k − ∑ D00k (1 + v)−k + ∑ D0k (1 + v)−k
f4

−

d2

∑
k= f3

Fk0 (1 + v)−k −

r4

∑ O0k (1 + v)−k
k=d3

(2.6)
where Rk , Dk , Fk , and Ok are associated with the initial design. They are the periodic values of the
Revenue, R&D, COGS, and other cash flows respectively. R0k , D0k , Fk0 , and O0k are associated with
the redesign. They are the periodic values of the incremental Revenue, R&D, COGS, and other
cash flows respectively. D00 is the periodic value of the portion of the redesign R&D cash flow
associated with the initial requirements. The index limits r1 , r2 , r3 , r4 , d1 , d2 , d3 , d4 , f1 , f2 f3 , and
f4 are the first and last periods of each cash flow.
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Second, an expression for the NPV of the over-design approach (NPVMfrs Over-design ) is
developed.

r2

NPVMfrs Over-design =

Rk (1 + v)−k −

∑
k=r1

Dk (1 + v)−k −

∑
k=d1

r4

+

d2

R0k (1 + v)−k −

∑
k=r3

f2

Fk (1 + v)−k −

∑
k= f1

d2

D0k (1 + v)−k −

∑
k=d1

r4

∑ Ok (1 + v)−k
k=d1

f2

Fk0 (1 + v)−k −

∑
k= f1

r4

∑ O0k (1 + v)−k
k=d1

(2.7)
Finally, applying eqs. (2.6) and (2.7) to eq. (2.2) results in an expression for the relative
value of an over-design approach versus a redesign approach.

d4

∆NPVMfrs =

∑

D00k (1 + v)−k +

∑

D0k (1 + v)−k −

∑

Fk0 (1 + v)−k −

k= f3

f2

∑

d2

∑ D0k (1 + v)−k
k=d1

k=d3

k=d3
f4

d4

Fk0 (1 + v)−k −

k= f1

d3

∑

(2.8)

O0k (1 + v)−k

k=d1

where ∆NPVMfrs is the relative value of the over-design approach as compared to the redesign
approach from a manufacturer’s perspective.

2.4.3

Customer’s Perspective: Net Present Value
Following a similar process, an expression can be developed for the relative value of the

two approaches from a customer’s perspective. The resulting expression is

00

−p2

∆NPVCust =P (1 + v)

0

−p2

+ P (1 + v)

−p1

− P(1 + v)

s3

−

∑ Sk0 (1 + v)−k

(2.9)

k=s1

where ∆NPVCust Redesign is the difference between the NPV of the over-design and redesign approaches from the customers perspective. P00 is the price of the redesigned product associated with
the initial requirements. P0 is the incremental price of the redesigned product associated with the
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future requirements and Sk0 are the periodic values of the incremental in-service cash flow associated with the future requirement.
Section 2.5 further addresses the question posed at the beginning of section 2.4; Under
what conditions is it more advantageous to produce or purchase an over-designed product with
potentially higher initial costs than a pair of products that more closely match the immediate needs?
Equations (2.8) and (2.9) are used to evaluate the relative value of the over-design and redesign
approaches using four real-world applications.

2.5

Analysis of Over-design and Redesign Based on Four Diverse Applications
The equations presented in section 2.4 can be applied to any manufacturing operation or

customer purchase application. Equation (2.8) indicates that when evaluating the difference in
NPV between the over-design and redesign approaches, from a manufacturer’s perspective, the
most significant cash flows are the incremental R&D, incremental COGS, incremental Other, and
the redesign R&D. From a customer’s perspective eq. (2.9) indicates that the most significant cash
flows are purchase incremental price, incremental in-service costs, the price of the redesigned product. Manufacturing and customer purchase applications can be compared based on these significant
cash flows. A sampling of all possible applications is represented in fig. 2.2 by five manufacturers’ production operations (refer to table 2.1) and five customer purchases. The horizontal axis of
the graphs represents the investment that is required: R&D expense (normalized by revenue) for
the manufacturers and price for the customers. The vertical axis represents the ongoing expense
normalized by either the R&D expense for the manufacturers or the price for the customers.
To obtain an understanding of the relative value of an over-design approach versus a redesign approach as a method to address emergent future requirements, this section reviews four
of these applications. The first two applications are taken from a manufacturing perspective. As
can be seen in fig. 2.1a the relative size of the R&D and COGS cash flows are significant factors.
Two realistic applications have been selected as extreme examples of the COGS to R&D ratio.
Applications 1 and 2 are
1. High COGS to R&D ratio (0.81/0.025 = 32.4). Example: Defense contractors (refer to
table 2.1a)
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Washing Machine

0
0.0

0.1

0.2

0.00
102
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R&D Expense / Revenue

103

104

105

Building
106

107

Price ($)
Sellected for detailed analysis

Figure 2.2: Sampling of manufacturing and customer purchase applications. The horizontal axis
is an indication of the investment (R&D or price). The vertical axis represents the ongoing cost,
either COGS (for the manufacturer) or in-service (for the customer) normalized by the R&D or
price respectively. As indicated in the figure, Defense Contractors, Microprocessor Suppliers,
Vehicle and Building purchases are chosen as diverse examples to be analyzed in detail. Data is
from the following references [73, 74, 75, 76, 77, 78, 79, 80, 81, 82, 83, 84, 85, 86, 87, 88, 89, 90,
91, 92, 93, 94, 95, 96].

2. Low COGS to R&D ratio (0.533/0.21 = 2.5). Example: Microprocessor suppliers (refer to
table 2.1b)
The next two applications are taken from a customer perspective (refer to fig. 2.1b). As with the
manufacturing applications, extreme ratios of the significant cash flows (in-service cost to price
ratio) are considered . Applications 3 and 4 are
3. High in-service cost to price ratio (0.25). Example: Vehicle purchase
4. Low in-service cost to price ratio (0.02). Example: Building purchase
These four applications provide valuable insight, since many businesses and customer purchases
fall near or between them (refer to fig. 2.2).
For each application a set of baseline parameters is determined (refer to table 2.2). These
parameters are used to create a baseline cash flow model for each application, similar to figs. 2.1a
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Table 2.1: Financial summaries of manufacturers from 2015 annual reports. Noted as total dollars
and as a percent of revenue.
(a) Defense contractors, typically companies with low R&D cost relative to COGS [73, 74, 75, 76, 77].
(2015).

Revenue
$46.13 B

COGS
Lockheed Martin Corp.
$39.89 B
86.5 %
Northrop Grumman Corp. $23.53 B $17.88 B
76.0 %
Raytheon Co.
$23.25 B $17.76 B
76.4 %
Boeing Co.
$96.11 B $82.09 B
85.4 %
General Dynamics Corp.
$31.47 B $25.34 B
80.5 %
Average
81.0 %

R&D
$0.84 B
1.8 %
$0.71 B
3.0 %
$0.71 B
3.1 %
$3.33 B
3.5 %
$0.39 B
1.2 %
2.5 %

Other EBITDA
$0.35 B $5.05 B
0.8 %
10.9%
$2.00 B $2.94 B
8.5 %
12.5%
$1.76 B $3.02 B
7.6 %
13.0%
$3.68 B $7.01 B
3.8 %
7.3%
$1.56 B $4.18 B
5.0 %
13.3%
5.1 %
11.4%

(b) Microprocessor suppliers, typically companies with high R&D cost relative to COGS [78, 79, 80, 81, 82].

Revenue
$55.35 B

COGS
R&D
Other EBITDA
Intel Corp.
$20.67 B $12.12 B $8.33 B
$14.23
37.3 %
21.9 % 15.0 %
25.7 %
Qualcomm, Inc.
$25.28 B $10.10 B $5.47 B $4.10 B
$5.61
40.0 %
21.6 % 16.2 %
22.2 %
Micron Technology, Inc.
$16.19 B $10.98 B $1.54 B $0.73 B
$2.94
67.8 %
9.5 %
4.5 %
18.2 %
Broadcom Corp.
$8.42 B $4.10 B $2.37 B $1.27 B
$0.68
48.7 %
28.1 % 15.1 %
8.1 %
Advanced Micro Devices, Inc.
$3.99 B $2.91 B $0.94 B $0.47 B
$-0.33
72.9 %
23.6 % 11.8 %
-8.3 %
Average
53.3 %
21.0 % 13.2 %
12.5 %

and 2.1b. The models and results are normalized by the revenue or price. In practice, the incremental R&D, COGS, price and in-service costs of the over-designed and redesigned products can
range from a very small portion of the initial cost (e.g., 0.01 times) to almost as much as the initial
cost (e.g., 0.90 times). A multiple of 0.15 is used as a reasonable incremental multiplier in this
analysis (refer to table 2.2).
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Table 2.2: Baseline values used in this analysis
(a) Manufacturer’s perspective
Initial Requirements (% of Initial Revenue)

Future Requirements (% of Initial Revenue)

Revenue

COGS

R&D

Other

Incremental
Revenue

Incremental
COGS

Incremental
R&D

Incremental
Other

High COGS
to R&D ratio

1.000

0.810

0.025

0.051

0.150

0.121

0.004

0.008

Low COGS
to R&D ratio

1.000

0.533

0.210

0.132

0.150

0.080

0.031

0.020

(b) Customer’s perspective
Initial Requirements (% of Initial Revenue)

Future Requirements (% of Initial Revenue)

Benefit

In-service

Price

Incremental
Benefit

Incremental
Price

Incremental
In-service

High In-service
to Price ratio

1.000

0.2400

0.7100

0.150

0.0360

0.1065

Low In-service
to Price ratio

1.000

0.0020

0.9300

0.1500

0.0003

0.1395

(c) Product life cycle
Manufacturer
Time in Development
Time in Production
48 months (4 years)
192 months (16 years)

Customer
Time in Service
192 months (16 years)

Recall that three product designs are involved in each of these four applications. The redesign approach requires two product designs. The first is a product optimally designed for the
initial requirements and available at the time of the initial requirements. The second is a product
designed for both the initial and future requirements and available when the future requirements
are demanded. The over-design approach only requires one product. It is an over-designed product
in the sense that it meets the needs of both the initial and future requirements. It is available at
the time the initial requirements are needed. Both the over-designed and redesigned products are
optimally designed for the combination of initial and future requirements. Therefore, this analysis
considers the over-designed and redesigned products to be identical but displaced in time.
This analysis is performed in two steps. The first step analyzes the baseline (refer to table 2.2) difference between the NPV of the over-design and redesign cash flows (∆NPV). The
∆NPV is evaluated as a function of the timing of the emergence of the future requirements. That
is, the ∆NPV is calculated assuming the future requirements emerge in a particular period, while
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the cash flows and discount rate (15%) are held constant. This process is repeated for all of the
possible future requirement emergence periods. The second step is a sensitivity analysis of the
baseline to changes in the discount rate and individual cash flows (i.e., R&D or price, incremental
R&D or price, incremental COGS or in-service costs, and the R&D or price of the redesigned
product).

2.5.1

Step 1. Baseline Analysis
In step 1 the ∆NPV is analyzed as a function of the period during which the future re-

quirements emerge. The ∆NPV resulting from the baseline values is plotted for all possible future
requirement emergence periods. This plot is referred to as the emergence curve. Figure 2.3 is the
baseline emergence curve for each of the four applications. The horizontal axis represents the periods at which the future requirements are assumed to emerge for each ∆NPV evaluation. Despite
how it might appear in fig. 2.3 the ∆NPV is not a function of time and hence the horizontal axis
is not time, but rather the period during which the future requirements are stipulated to emerge.
The vertical axis is the normalized ∆NPV evaluated based on the future requirement emerging
at corresponding period indicated by the horizontal axis. The fundamental variable used in this
analysis is the timing of the emergence of the future requirements. Since the ∆NPV is over-design
minus redesign, a positive ∆NPV indicates that the over-design approach has a higher NPV than
the redesign approach. The point at which the ∆NPV equals zero is referred to as the crossover
point (highlighted in fig. 2.3 with a green vertical line). It is the point at which the approach with
the higher NPV changes from over-design to redesign.
There are several interesting points illustrated in fig. 2.3:
• Over-design is always superior to redesign if the future requirement occurs near the release
of the initial requirements
• There is a crossover point for each application
• The crossover point increases as the COGS to R&D ratio decreases (compare application 1
and 2) and as the in-service to price ratio decreases (compare application 3 and 4)
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Figure 2.3: The impact of the timing of emergence of future requirements on the NPV of the
over-design and redesign approaches

• Over-design may be more valuable to the customer than the manufacturer (compare application 1 and 3, or compare application 2, and 4)
The last point is interesting, since many manufacturers believe they are working in line with the
best interests of the customer. Figure 2.3 reveals that in fact, under certain conditions, the manufacturers may not be providing the best long-term solution to their customers. Also it is interesting
to note that for all applications, the over-design approach exhibits a higher ∆NPV than the redesign
approach depending on the timing of the emergence of the future requirements.

2.5.2

Step 2. Sensitivity Analysis of the Baseline
Since the purpose of this chapter is to examine the two approaches as a response to the

emergence of future requirements, variations of the emergence curve are used for the remainder of
this analysis. These variations are obtained by repeating the creation of the emergence curve while
varying the value of a selected parameter. Specifically, each parameter is perturbed by a percentage of the baseline value (i.e., 50%, 75%, 100%, 125%, 150%). The effect of this perturbation is
observed by the crossover point and shape of the emergence curve (as baselined in fig. 2.3). Recall
that the crossover point identifies the regions where each of the approaches provides the greater
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benefit (i.e., larger ∆NPV), and the shape suggests its sensitivity to the parameter under consideration as a function of the future requirement emergence timing. Variations in the following five
parameters are considered in sections 2.5.2 to 2.5.2.
• Discount rate
• Incremental R&D or price resulting from the future requirements
• Incremental COGS or in-service cost resulting from the future requirements
• R&D or price resulting from the initial requirements
• Redesigned product R&D or price
Emergence curves resulting from the sensitivity analysis are depicted in fig. 2.4. The sensitivity to each of the five parameters are represented by the five subfigures (figs. 2.4a to 2.4e), rows
of fig. 2.4. The columns of fig. 2.4 represent each of the four applications: (i) high COGS to R&D
ratio (e.g., defense contractors), (ii) low COGS to R&D ratio (e.g., microprocessor suppliers), (iii)
high in-service cost to price ratio (e.g., vehicle purchase) and (iv) low COGS to R&D ratio (e.g.,
building purchase). Rows of fig. 2.4 illustrate the influence of changes of a particular parameter
on each of the applications. Each row is a study of the impact of one of the five parameters on a
particular application. The columns of fig. 2.4 demonstrate how the variation of each parameter
affects a particular application. Each column is a study of a particular application, and how is it
affected by variations in its parameters.

Discount Rate (refer to fig. 2.4a)
Figure 2.4a displays the effect of the discount rate on the over-design and redesign analyses.
In each graph the baseline application is the centerline. The other four lines are ±25% and ±50%
of the baseline discount rate (15%). This variation of the baseline, ±25% and ±50%, is used in
all subsequent sensitivity analyses in this section. Three observations can be made from fig. 2.4a.
First, the discount rate often has a significant effect on the relative value of the over-design versus
redesign approaches (∆NPV). In general, reducing the discount rate moves the crossover point
to the right, increasing the range in which the over-design approach has a higher NPV. Consider
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(b) Sensitivity of R&D expense or price due to initial requirements
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(c) Sensitivity of incremental R&D expense or price due to future requirements
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(d) Sensitivity of incremental COGS or in-service due to initial requirements
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(e) Sensitivity of incremental R&D expense or price of the redesigned product

Figure 2.4: Sensitivity analysis. The impact on the emergence curves (NPV of Over-design minus
NPV of Redesign) of variations in discount rate, incremental R&D (or price), initial R&D (or
price), incremental COGS (or in-service expense) and incremental R&D (or price) of only the
redesigned product.
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application 2, a 50% decrease in the discount rate increases the crossover point by 35.2%. An
even larger impact is observed in application 4 (Building Purchase). Second, there is a point at
which this relationship is reversed (note period 80 in application 1, fig. 2.4a). After this reversal
point, increasing the discount rate increases the NPV. This behavior results as the emergence of
the future requirements are pushed out in time, resulting in an increase in the duration of the
incremental COGS (or in-service) expense, while the impact of the R&D (or price) associated with
the redesign becomes less significant (due to the discount rate). Therefore at a point, the total NPV
is dominated by the incremental COGS expense (or in-service). As the discount rate increases, this
cash flow is accentuated. This reversal point occurs early in application 1 (at period 80) and near
the end of application 3 (at period 207). Third, if the future requirements occur immediately after
the initial requirements, then the NPV is dependent on the discount rate. This difference converges
toward the reversal point. Therefore, the influence of changes in the discount rate decrease as the
emergence of the future requirements occurs later in time.

R&D or Price Resulting from the Initial Requirements (refer to fig. 2.4b)
The impact of the future requirements on the product design can be measured by the incremental R&D, price, COGS, and in-service costs required to achieve them. As previously noted,
the baseline for each of these incremental costs is set relative to the initial revenue (or customer
benefit) and cost at a 1.15 multiplier (refer to table 2.2).
The R&D expense or price required to meet the initial requirements can effect the NPV of
the two approaches. Three observations can be taken from fig. 2.4b. First, increasing the R&D
or price required to meet the initial requirements increases the crossover point, thus increasing the
NPV of the over-design approach. Second, there is a reversal point in each application. This reversal point is due to the increase in the incremental COGS (or in-service) expense as the emergence
of the future requirements occur later in time. The R&D (or price) associated with the redesigned
product occurs later in time, and hence its present value is decreased. The NPV becomes dominated by the incremental R&D (or price) of the over-designed product, the increasing of which
decreases the NPV. Third, if the future requirements occur immediately after the initial requirements, then the NPV is dependent on the R&D expense (or price). This difference converges
toward the reversal point.
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Incremental R&D or Price Resulting from the Future Requirements (refer to fig. 2.4c)
Figure 2.4c presents the impact on the emergence curve of significant changes (±50%) in
the incremental R&D, and price associated with the future requirements. Four observations can be
made from fig. 2.4c. First, the crossover point increases as the incremental R&D or price decreases.
Second, products with a low COGS to R&D ratio are very dependent on this parameter, while
products with high COGS to R&D ratios are almost independent of the incremental R&D. Third,
low incremental R&D or price can result in crossover point outside the life of the product (refer
to applications 2, 3, and 4 in fig. 2.4c). In other words, the over-design approach is superior for
all timing of future requirement emergence. Fourth, if the future requirements occur immediately
after the initial requirements then the ∆NPV is not dependent on the incremental R&D or price.
The NPV diverges as the future requirements emerge later in time.

Incremental COGS or In-service Costs Resulting from the Future Requirements (refer to
fig. 2.4d)
The observations for the impact of changes in the incremental COGS or in-service expense are essentially the same as those mentioned in the above analyses of incremental R&D and
price (refer to section 2.5.2). However, an interesting observation can be made. Application 4
in fig. 2.4d, illustrates that when the costs associated with the initial requirements are small, the
∆NPV is not sensitive to changes in the corresponding incremental costs.

Redesigned Product R&D or Price (refer to fig. 2.4e)
This last study reviews the impact of R&D expense or price of a redesigned product. The
question may arise, what is the impact on the emergence curve if (i) the redesign can be completed
with a minimal cost (due to development efficiencies) or (ii) the price of the redesign product
can be offset by the sale of the initial product? Figure 2.4e addresses this question. The first
observation is that decreasing the R&D expense or price associated with the redesigned product
increases the value of the redesign approach. For example, a 50% reduction in the R&D expenses
(or price) of a redesigned product results in a 30% decrease in the crossover point, thus making
the over-design approach much less attractive. The second observation is that all of the emergence
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curves converge as the future requirements occur later in time and ∆NPV becomes dominated by
the incremental R&D (or price) of the over-designed product. The last observation is that the earlier
future requirements are demanded the greater sensitivity of the ∆NPV to the expense associated
with the redesigned product.

2.5.3

Summary of Analysis
The studies presented in sections 2.5.1 and 2.5.2 are intended to address the question posed

at the beginning of section 2.4; Under what conditions is it more advantageous to produce or
purchase an over-designed product with potentially higher initial costs than a pair of products that
more closely match the immediate needs? In summary some of the most significant findings are
enumerated below:
1. Companies with low COGS to R&D ratios and customer purchases with low in-service to
price ratios derive more benefit from over-design approaches (compare applications 1 and 2;
and applications 3 and 4 in figs. 2.3 and 2.4)
2. Because of the relatively lower in-service to price ratio (as compared to the COGS to R&D
ratio) customers can benefit from the over-design approach even when manufacturers do not
benefit as much or at all (refer to fig. 2.3)
3. Over-design approach provides a higher NPV, and as a result can be of greater benefit when
• Future requirements emerge soon after initial requirements (refer to figs. 2.3 and 2.4)
• Low discount rates are appropriate (refer to fig. 2.4a)
• Incremental R&D, price, COGS, or in-service expenses to provide the future requirements are low (refer to figs. 2.4c and 2.4d)
• Initial R&D expense, or price to provide for the initial requirements is high (refer to
fig. 2.4b)
• Incremental R&D or price of the redesigned product is high
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This analysis demonstrates, using diverse practical examples, that an over-design approach
can provide manufacturers and customers with an advantage when faced with the potential need to
satisfy future requirements.

2.6

Concluding Remarks
It may be obvious that if a new or future requirement emerges shortly after the introduction

of a new product then over-design to address this new requirement is advantageous. However, less
obvious and possibly more interesting is that conditions exist where over-design can be advantageous even long after the initial product has been introduced. Some designers may have a blind
spot with respect over-design. Their education has been centered on elimination of waste. Without
analysis, over-design may be considered waste and summarily discounted or avoided. The relative
value of an over-design approach and a redesign approach can be evaluated using NPV methods.
By applying a specific application (R&D, COGS, price, and in-service expenses) to the analysis method described in section 2.4 a manufacturer or customer can make an informed decision
regarding over-design and redesign.
The conditions under which an over-design approach excels have been documented using
four diverse applications (manufacturers: defense contractors, and microprocessor supplies; and
customer purchases: vehicle and building), refer to section 2.5.3. An important point is that many
manufacturing or customer purchasing applications can benefit from choosing an over-design approach.
Because of this insight, further work regarding the relative benefits of over-design relative
and re-design approaches is warranted. Further research is needed to extend the analysis presenting
in this chapter to include the probabilistic nature of future requirements and intangible factors
influencing design decisions.
First, an obvious, but not trivial, extension is to modify the NPV equations (referred to
in section 2.4) to include a probability distribution of the emergence of the future requirements.
Information from static probability distributions (that do not change as time advances) and dynamic
distributions (the shape of which changes as time advances) should be included in the analysis. The
focus should not be on creating the probability distributions but rather on utilizing them to improve
decision-making.
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Second, research is needed to expand the current analysis to include approaches that combine a partial over-design with a partial future redesign. The design options form a continuum
ranging from no over-design and complete redesign to a complete over-design and no redesign.
The ability to analyze partial over-design and partial redesign options greatly expands the options
available to a design team.
Third, the previous three future studies enable expanding this work to take advantage of
Real Options Analysis. Real Options Analysis can be applied to the continuum of design options.
This approach can be applied to circumstances when the engineer’s understanding of the probabilities of emergence of future requirements is changing over time (dynamic probability distribution).
Finally, the analysis can be further strengthen by including less tangible value factors such
as emotional, social, and/or political influences
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CHAPTER 3.
EXCESS

3.1

EVALUATION OF SYSTEM EVOLVABILITY BASED ON USABLE

Chapter Overview
Complex, large-scale engineered systems are an integral part of modern society. The cost

of these systems is often high, while their ability to react to emergent requirements can be low.
This chapter proposes evolvability, based on usable excess, as a possible metric to promote system
longevity. An equation for the usability of excess, previously defined only in terms of quantity, is
improved to include the attributes of type, location, and form as well as quantity. A methodology
for evaluating a system’s evolvability is also presented. Using an automated assembly line as an
example, we show that system evolvability can be modeled as a function of usable excess.

3.2

Introduction
In biological terms, evolvability is often defined as the ability of an organism to respond

to circumstances that challenge its survival [97]. This response is generally a gradual, but permanent change to the species. Evolvability can also apply to some engineered systems [98], such
as, complex, large-scale engineered systems, which are an important part of modern life. Examples of this type of system include communication networks, commercial aircraft, ocean vessels,
telecommunication satellites, and military weapon systems. These systems are generally complex,
and expensive (in terms of development and production). Because of the large investment requirement, they must often remain in service for extended periods of time (as much as 50 to 100 years).
During this extended service period, new requirements will likely emerge that may result in premature obsolescence. To improve decision making while designing engineered systems, this chapter
presents a method for evaluating system evolvability. This evaluation can be used as a design aid
or selection criteria for complex, large-scale engineered systems.
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A variety of terms are used, in the literature, to describe the way engineered systems
change, including flexible [29, 30, 32, 99], reconfigurable [16, 17, 64], adaptable [97, 100], transformable [14, 15] and changeable [101, 102]. These terms often refer to subtle differences in the
type of change or motivation for the change. While these differences are important, many of the
methodologies, theories and principles can be applied to all types of system changes. For example,
consider the principle of modularity; it can facilitate nearly all types of system changes including
those motivated by flexibility, adaptability, transformability, and changeability. The evolvabilitybased methodology and metric introduced in this chapter also applies to nearly all types of system
change. Evolvability helps engineered systems avoid premature obsolescence [103] by enabling
changes to an improved state based on emergent requirements, whether or not these changes are
enabled by any specific area of research noted above. We define system evolvability as the ability
of a system to improve based on emergent requirements after the system has been deployed.
Evolvability is particularly desirable in complex, large-scale, engineered systems [64, 104].
In addition to complex design challenges, the design teams involved in developing large-scale engineered systems often face challenges associated with team size and complexity [105]. These
challenges generally lead to extended and costly development cycles [106, 107, 108]. Common,
well understood metrics and repeatable methodologies could help to mitigate issues associated with
complexity of designs and team structures [109, 110, 111]. In 2010, the “NSF/NASA Workshop on
the Design of Large-Scale Complex Engineered Systems - From Research to Product Realization”
identified the need to create metrics for quantifying system evolvability, indicating that such metrics would enable more efficient design of complex systems [112]. The method presented in this
chapter allows system design teams to compare various concepts or designs based on evolvability.
Tackett et al. [4] have shown that the influence of adding excess capability to a system – as
it affects evolvability – can be quantified. Excess capability is defined as a resource, embodied by
a system, which is not committed to any of the system’s initial design requirements. Tackett et al.
propose that evolvability is a function of the quantity of excess capability available in the system:

E = f (q, x)
where
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(3.1)

• E is the system evolvability
• x is a quantity of excess capability in the system
• q is an excess usability factor for quantity
It is important to note that the usability factor (q) – as developed in Tackett et al. – is
based only on the quantity of the excess capability. However, excess capability is only valuable
if the excess capability can be used to fulfill specific future requirements. The usability of excess
depends on more than just its quantity. The excess capability must also be of the required type and
form, and available in the required location [113]. Excess capability is said to be ideally usable if
it is of the correct quantity, type, form, and location respect to a future need.
In this chapter, we build on the simplest form of eq. (3.1), which was originally introduced
in Tackett et al. and is shown in eq. (3.2):

E = qx

(3.2)

Specifically, we extend eq. (3.2) producing a more complete method for evaluating evolvability
by incorporating usability factors for the quantity, type, form, and location of multiple excess
capabilities into the equation.
This chapter continues with a general discussion of the application of usable excess capability to meet new or changing requirements (section 3.3). Then in section 3.4 we describe
the method for evaluating evolvability based on usable excess capability. The application of this
method, to a relatively simple engineered system, is presented in section 3.5. The final section
(section 3.6) contains our concluding remarks.

3.3

Usable Excess Capability Enable System Evolution
System evolution can be initiated by several means [17]. These means can be categorized

into three groups:
1. Addition of a new requirement
2. Elimination of an unnecessary requirement
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3. Exchange of requirements
Each of these groups is related to excess. When systems evolve by adding a new requirement,
excess capability must be available to allow the new requirement to be added. When a requirement
is removed excess capability is made available for possible future use. When systems evolve by
exchange of requirements, excess capability is made available as an intermediate step. The original requirement is removed thus creating excess capability for the new requirement to be added.
Excess capability is key to system evolution and as such is a potential parameter for evaluating
evolvability [114]. Shown in table 3.1 is a list of typical, but not comprehensive, types of excess
capability and their associated parameters.
As an aid to understanding excess capability in a design, four simple examples are considered below. The first example demonstrates the use of excess capability that is designed-in for a
specific future need. The second example reviews a case where excess capability is available, but
was not included to address a specific future need. The third example illustrates how excess capability is made available due to the introduction of new technology. The last example deals with a
change in requirements providing excess capability that can be used to meet a new requirement. A
pickup truck is used as the basis for each of these examples.

3.3.1

Designed-in Excess Capability
Many pickup trucks are designed to accept an after-market tow hitch. However, the hitch is

often not included in the original sale of the truck. The ability of the pickup truck to tow a trailer,
after installation of the aftermarket hitch, is an example of designed-in excess capability. To add
the tow hitch requires several types of excess capability such as, payload, power, support structure
and excess space, to be available in specific locations. To facilitate this future change, the design
team included all necessary quantities of excess in appropriate locations, including an attachment
feature in the form of threaded holes. This example of designed-in excess for a future need is a
common application of excess [16].
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3.3.2

Available Excess Capability (not designed-in)
Not all evolutions are anticipated by the system designers [115]. Unanticipated changes

can often be addressed by in-service design changes, however the costs of these changes may be
prohibitive [116, 117]. While the hitch, in the above example, was envisioned and designed-in to
the original design, attachment points and electrical connections for an electric brake controller are
often not included in the vehicle. Such controllers are readily available and installation is fairly
simple, provided adequate excess is available. To install the controller, several types of excess
are required. There must be space in the engine compartment and in the cab to mount the main
components. A small amount of excess space is required to run a bundle of electrical wires from
the location under the hood to a connector near the hitch. Sufficient excess electrical power is
also required to drive the additional brakes (on the trailer). In this case, the reconfiguration is not
designed in but it can be accomplished, with little additional cost, by using existing excess.

3.3.3

Excess Made Available by New Technology Introduction
Excess can become available as a result of the introduction of new technology [118, 119].

Consider the case of light emitting-diodes (LEDs). In recent years LEDs have become available
as replacements for incandescent lights in many applications [120]. LEDs provide significant
advantages in terms of power consumption and life in many automobile applications. In the case
of the pick-up truck, the headlights, tail lights, and parking lights could be replaced by LEDs,
resulting in excess electrical power for the system and extended life for the lights.

3.3.4

Excess Made Available by a Change in Requirements
A common example of creating and using excess capability results from a change in re-

quirements. Unanticipated changes to requirements can often be dealt with by an adaptable or
flexible system [32]. Consciously changing a requirement can be an effective way of providing
excess capability and achieving product evolvability. A pickup truck is originally designed for
general hauling tasks. Let’s consider that at some point during the service phase, there is a need
to redeploy it as a snowplow and sand spreading truck. This is accomplished by redirecting the
power and payload requirements to allow the addition of a snowplow, and sand spreader. While
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Table 3.1: Typical types and parameters of excess
Type
Volume, space
Electrical power

Parameters
length, width, height
voltage, current, or
amplitude, frequency and phase
Kinetic translation energy mass, velocity
Kinetic rotational energy moment of inertia, angular velocity
Potential energy
mass, distance, length, or force, length, or watts, or
joules
Pressure
force, area
Torque
force, moment arm length
Information, data transfer bps, time, frequency
Electro-mechanical
current, force, field strength
Chemical
enthalpy of formation, reactivity, pH, net charge
Thermal
specific heat, conductivity, density, enthalpy
Sound
amplitude, frequency
Nuclear
decay rate, radioactivity, density
Structural weight
density, volume
Buoyant weight capacity volume, displacement
Volume flow
volume, velocity

the original design team may not have foreseen this change, once the decision was made to eliminate the original cargo-carrying requirement, the new excess payload and power capabilities can
be used for the new snowplow and sand spreader requirement.

3.4

Evaluation of Evolvability Based on Usable Excess Capability
Evolvability resulting from the addition of a new requirement is the focus of this chapter.

It requires specific types of capability (e.g., physical space, power, timing margin) to be in excess. Table 3.1 outlines common types of excess and their associated parameters. When all of the
required excess capabilities are available, they may be used to enable the design evolution.

3.4.1

Usable Excess and Evolvability
The examples discussed in section 3.3 illustrate that simply having an adequate quantity of

excess is not sufficient for evolvability. In addition to quantity, excess capability must be appropriate in terms of type, form and location. The quantity, type, form, and location of excess capability
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depend on the specific future need being considered. In order to evaluate the usability of excess,
we must describe it in terms of factors that relate it to potential future needs [121, 122]. For the
purposes of this chapter, we augment the usability factor (q), as noted in eq. (3.2), to include the
impact of type, form and location of the excess capability. The resulting four usability factors are:
1. Quantity (q).
2. Type (t)
3. Form or configuration ( f )
4. Location (l)
In this chapter we deal with normalized values of t, f , and l. The product qx is also
normalized to ensure a normalized expression for evolvability (E). That is, the units of q are the
reciprocal of the units of excess under consideration. Each of the factors are normalized with
respect to the requirement of the future need. In normalized form, each of the usability factors
range from 0 to 1, where 0 implies fully unusable (i.e., none of requirement met) and 1 implies
fully usable (i.e., requirement completely met).
The usability factors (q, t, f , and l) and the quantity of excess capability (x) are the foundation of the method presented in this chapter to determine the evolvability of a design. They are
used to quantify the suitability of each excess capability as it relates to a future need. Calculating
the evolvability of a system involves three evaluations: (i) evaluating the usability of the excess, (ii)
evaluating the evolvability of the system to meet each future need, and (iii) evaluating the overall
evolvability of the system to meet all future needs being considered.
The quantity usability factor (q) indicates the usability of the excess in terms of quantity.
The product of the quantity usability factor (q) and the quantity of excess available is ratio from 0 to
1 indicating the portion of the future need that can be met by the excess capability being considered.
Since excess beyond the requirement of the future need does not contribute the meeting the need,
the ratio does not exceed 1. That is, excess capability, in quantities larger than that required by the
future need are not usable for that particular need.
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qx =



 xavail , if xa < xr
xr

(3.3)

if xa ≥ xr


1,

where xa is the quantity of excess available in the system and xr is the quantity of excess required by
the future need under consideration. When no future need is specified xr is the maximum practical
value of excess.
The type usability factor (t) is associated with the type of excess. It relates the type of
excess capability available to the type of excess required for a particular need. For example if
a future need requires only excess space, then the type usability factors (t) for excess space are
assigned a value of 1. For all other excess capabilities (e.g., power, payload, performance) the type
usability factors (t) are assigned a value of 0 for that particular future need.
The form of excess capability is used to establish the form usability factor ( f ). It relates
the form of the excess capability available to the form of the required excess. In the case of excess
space, the form usability factor ( f ) refers to how well the shape of the available space matches the
required shape. When the shape of the excess space matches the required shape, the form usability
factor ( f ) is assigned a value of 1. All excess spaces, with incompatible forms, are assigned a form
usability factor ( f ) less than 1, depending on their convertibility to the required shape. That is, f
decreases as the effort or cost required to convert it to the required form increases. The form of
other types of excess capability is analogous to shape. For example, the form of electrical power
refers to its voltage, and current characteristics (e.g., voltage, frequency, AC/DC).
The last factor to consider is the location usability factor (l), which addresses the fact that
to be usable, excess capability must be available in the required location. It relates the location of
the available excess capability to the required location. In the example of adding a trailer hitch to
a pick-up truck, the excess space for the hitch was required to be in the rear of the truck under the
bumper. Excess space that is in a location suitable for a hitch would receive a location usability
value of 1. Excess space in other locations would receive a value less than 1 for l, depending on
the adaptability of its location.
The usability of excess depends on all four usability factors (q, t, f , and l) and the quantity
of excess capability (x). Non-zero values are needed for all factors, if the excess will be deemed
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usable at all. For this reason, we model the usability of excess as a product of normalized usability
factors (as opposed to a sum). This product is referred to as the usable excess (U)

Ui j = (qi j ti j fi j li j )xi

(3.4)

where Ui j is the usable excess associated with the i-th excess capability as it relates to the j-th
need. The usability factors qi j , ti j , fi j , and li j indicate the relevance of the quantity, type, form
and location of the i-th excess capability to the j-th need. When the future need requires only one
excess capability the usable excess is the evolvability (E) of the system to that future need (see
eq. (3.2)).
The evolvability of a system to meet a future need, that requires multiple excess capabilities, can be calculated based on the usable excess (U) of all required excess capabilities. Just as all
four usability factors are required for an excess capability to be usable, all required excess capabilities must be included in the calculation of evolvability. If any required excess capability is missing,
the system is deemed unable to evolve to meet that particular need. Therefore the evolvability, for
a particular need, is a product of all required excess capabilities.
n

E j = ∏ Ui j

(3.5)

i=1

where E j is the evolvability of a system as it relates to the j-th future need, and i is an index for
the set of n required excess capabilities for that need. Just as the usable excess (Ui j ) is normalized
(due to the normalization of qx, t, f , and l) the resulting evolvability is also normalized.
When only a partial understanding of future needs exists, usable excess can be designed-in
to improve the flexibility of a system. The highest average usable excesses (Ui j ), across many possible future needs, identify the most frequently needed excess capabilities. If these most frequently
utilized excess capabilities are included in the design, they will generally provide the system with
more flexibility in the future.
For a system with more than one future need, an overall expression for evolvability is
necessary. An approach to evaluate the overall evolvability of a system (E) to several needs is to
average the evolvability of the system to the individual future needs (E j ).
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m

Ej
j=1 m

E=

∑

(3.6)

where j is an index for the m future needs. For cases where the evolvabilities of these needs should
be aggregated differently to reflect the goals of a project, the design team could use one of various
aggregation methods (e.g., weighted average) [123, 124].

3.4.2

Application of Usable Excess (U), and Evolvability (E), to Three Categories of Future
Needs
There are three special cases that should be noted regarding eqs. (3.4) to (3.6). They are:

1. When future needs are known
2. When future needs are not known, but can be generalized
3. When future needs are not known, and cannot be generalized
These three cases are described in more detail in the following sections.

When Needs Are Known
For the case where the excess capabilities are identified and the needs are known, functions
can be established for the usability factors q, t, f , and l. Generally the design teams will find that
their experience in and understanding of their industry will greatly facilitate the development of
normalized expressions for the usability factors.
For many cases, we use the superposition of three simple functions, the ramp, step, and
impulse functions to determine normalized values for the usability factors (q, t, f , and l). A ramp
function is appropriate when the value of a usability factor (t, f , or l) increases linearly with
respect to the excess capability, with no minimum or maximum limits. It simply scales the value
to a range of 0 to 1. The step function applies when there is a minimum or maximum requirement
on the excess. The step occurs at the minimum or maximum excess value. An impulse function is
a useful way to describe cases where a specific value of excess capability is required. All values
other than the specific value are assigned a value of zero.
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When Needs Are Unknown But Can Be Generalized
In some cases, future needs are not identified and functions for q, t, f , and l are not explicitly known. When future needs are unknown, but can be generalized, functions can be developed
that are useful for evaluating excess capability. For example, larger quantities of excess capability,
located close to potential points of use, may be preferred. With these assumptions, the following
equations can be applied to q, t, f , and l:
qi j = 1/xi,max Where qi j is the inverse of the maximum practical value of excess capability. When multiplied by the available excess (xi ) the result is a normalized
fraction of excess. When the product of qi j and xi is greater than 1 the result is
set to 1, as noted in eq. (3.3).
ti j = 1 A specific type is not a factor when considering generalized evolvability (all
excess capabilities are considered). The values of q, f , and l determine the usability of the excess capability under consideration.
fi j = smin /smax Where smin and smax are the minimum and maximum form dimensions
of the excess (xi ) being considered. f characterizes the form of excess capability,
where cubical or spherical forms have a larger value of f than plates or slender
cylinders.
li j = 1 − d/dmax Where d is the distance of the excess (xi ) from the required location
of the excess and dmax is the maximum or worst case separation distance. l
characterizes the location of excess capability, where larger values are assigned
to l based on the proximity of the excess capability to the required location.
These equations are used to determine total system evolvability when future needs can be
generalized.

When Needs Are Unknown And Cannot be Generalized
In the case where the needs are unknown and cannot be generalized, usable excess cannot
be determined. In this case it may be appropriate to simply sum the quantities of excess capability.
Previous work by Tackett et al. [4] examined this case. In their paper, the excess capability of
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Figure 3.1: Automated assembly station layouts. A = tray conveyor, B = tray (incoming), C = end
effector, D = vertical actuator, E = tray (empty), F = main conveyor, G = pallet.
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Figure 3.2: Station Timing Layout

a system was calculated as the sum of all the quantities of excess capability in the system. A
possible issue arises from this approach; when the usability of excess capability is not considered,
the evolvability will be inflated by excess capabilities that are unusable based on their quantity,
type, form or location.
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3.5

Automated Assembly Station Assessment
The following study of automated assembly stations illustrates how the relationships de-

veloped in the previous section can be utilized to evaluate a system’s ability to meet changing
requirements. Automated assembly lines can be large complex engineering systems. They are
generally composed of a number of stations linked by a main conveyor. The development of an assembly line requires a large development team, can cost millions of dollars to develop and millions
more to produce. Due to unpredictable market variations, these lines are extremely susceptible to
costly in-service design changes and the possibility of premature obsolescence. The problem of
creating and configuring assembly lines has been the focus of previous research [125, 126]. Bryan
et al. recognize this issue and have proposed a reconfiguration-planning tool to sequence a line
between products once the configurations are known [41]. Spicer and Carlo have focused on the
scalability of an assembly system due to production volume changes [127]. Their research does not
include metrics or methodologies to evaluate the evolvability of an assembly line based on usable
excess.
This section focuses on evaluating two different automated assembly stations for evolvability. Each automated assembly station takes a different approach to meeting the current and future
design requirements. Evaluations of evolvability (E) and usable excess (U) allow comparisons and
selections to be made between the two stations. To this end, we apply the equations outlined in
section 3.4 to each station utilizing the process is outlined below:
1. Identify future needs
2. Identify all excess capabilities based on original requirements
3. Determine the usability factors q, t, f , and l
4. Determine the usable excess (Ui j ) and the evolvability (E j ) of the system for each future
need
5. Calculate overall system evolvability (E)
The resulting values for usable excess and evolvability are employed to evaluate the ability of each
assembly station to meet future needs.
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Automated Assembly Station Description
A brief description of the stations should facilitate our analysis (see figs. 3.1 and 3.2). We
examine two automated assembly stations: Station 1 and Station 2. The stations are designed to
support products that are assembled by loading components unto a tray or mainframe (tops-down
operations). These stations can be used to assemble computer peripherals, such as hard disk drive
memory units, keyboards or printers. In this case, the stations are sized for hard disk drive memory
unit assembly (measuring 54 × 71 × 8 mm).
Figure 3.1 is an aerial view (layout) of the two assembly stations, mentioned above. Each
station is composed of an incoming material or component tray (B), shown full in the upper left
hand corner of the figure. This tray sits on a tray conveyor (A) that runs across the width of each
station (shown in the upper portion of the figure). Empty trays are removed from the right side
of the station (E). A horizontal actuator runs perpendicular to the tray conveyor (shown down the
center of each station). Attached to the horizontal actuator is a vertical actuator (D). The main
conveyor (F), shown across the lower portion of the figure, carries the product as it is assembled.
Products being assembled are transported along the assembly line (between adjacent stations) by
the main conveyor (F).
Three high-level requirements have been selected for this example:
1. Cycle Time (throughput) ≤ 10.0 sec.
2. Floorspace ≤ 0.67 m2
3. Material Resupply Interval: ≥ 350 sec.
Cycle time is a measure of the rate at which units are produced (e.g., one every 10.0 sec.).
With a maximum cycle time of 10.0 sec., the material resupply requirement translates to a minimum of 35 pieces of material (components) in each component tray. The maximum allowable
footprint for a station (0.67 m2 ) is calculated based on the floorspace requirements of the factory
and the number of stations anticipated in the line. These high-level requirements will be used to
determine values for the usability factors (t, q, f , and l) for the excess capabilities in each station.
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While the two stations are designed using a similar architecture, excess capability is different in each station. The value of this analysis is to provide a quantitative measure of evolvability
based on those different excess capabilities.
The study includes two cases. The first case, presented in sections 3.5.1 to 3.5.5, demonstrates the evaluation of evolvability (E) and usable excess (U) when future needs are known. The
second case, presented in section 3.5.6, considers the case when future needs are unknown but can
be generalized.

3.5.1

Step 1. Identify Known Future Needs
The first step of the process is to identify the future needs. Three specific future needs have

been identified. Each station’s evolvability is evaluated relative to each of these specific future
needs.
1. Decrease cycle time by 15%
2. Assemble a larger product (70 × 103 × 12mm)
3. Increase the resupply interval by 30%

3.5.2

Step 2. Identify Excess Capabilities
The second step is to determine all the quantities of excess capability. Recall that excess

capability has been defined as a resource, embodied by a system, which is not committed to any
of the system’s initial design requirements. Based on the three high-level requirements and the
designs outlined in figs. 3.1 and 3.2, excess capability can be identified as shown in table 3.2.
Excess capability can be viewed as excess space, excess move time and excess cycle time.
Excess space exists in only very limited quantities in Station 1. However, Station 2 has a relatively
large quantity of excess space in the tray conveyor.
Cycle time is a function of the move times of the main conveyor, vertical actuator, horizontal actuator, and tray conveyor. These move times are calculated based on the distance moved and
the speed of the actuator or conveyor. Figure 3.2 summarizes the move times and their relationship
to each other for a complete station cycle. Note that the main conveyor move time is the longest
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Table 3.2: Excess capability available in each station
Excess Capability
Station 1
Pallet Space
0.000 m2
Tray Space
0.041 m2
Tray Conveyor Space
0.000 m2
Main Conveyor Move Time
1.842 sec.
Tray Conveyor Move Time
9.511 sec.
Vertical Actuator Move Time
0.074 sec.
Horizontal Actuator Move Time 3.958 sec.
Station Cycle Time
1.950 sec.

Station 2
0.004 m2
0.041 m2
0.174 m2
0.001 sec.
9.511 sec.
0.000 sec.
4.394 sec.
0.000 sec.

Table 3.3: Future needs and the associated excess capabilities required

Need
Pallet Space
Tray Conveyor Space
Main Conveyor Move Time
Tray Conveyor Move Time
Horizontal Actuator Move Time

Decrease
Cycle
Time

Assemble Increase
Larger
Resupply
Product
Interval
0.003
0.069
0.038

1.500
0.158
0.017

0.147
0.015

and as a result the greatest contributor to the cycle time. The station cycle time is determine by
summing the main conveyor move time and two vertical actuator move times. Station 1 has excess
move time due to its cycle time being less than the requirement by 1.95 sec. Station 2 has no
excess main conveyor nor vertical actuator move time, since its cycle time just meets the 10.0 sec.
requirement.

3.5.3

Step 3. Determine Usability Factors q, t, f , and l When Future Needs Are Known
Now that the excess capabilities have been identified, we determine the usability factors.

The usability factors are related to both the future need and excess capability required to meet
it. Table 3.3 shows the relationship between the identified needs and required excess capabilities.
Excess capabilities not included in table 3.3 have zero values for at least one usability factor (e.g.,
type is not appropriate resulting in t = 0). Hence, they are not usable for this future need.
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Table 3.4: Evolvability (E j ), and usability factors (t, q, f , l), with associated functions, calculated
for the future need to assemble a larger product
U

x

Functions from section 3.4.2
Station 1
Pallet space
Tray conveyor space
Tray conveyor move time
Horizontal actuator move time
Evolvability (E j )

qx
t
f
l
xa,i /xr,i Impulse Impulse Ramp

0.000
0.000
1.000
1.000
0.000

0.000
0.000
9.511
3.596

0.000
0.000
1.000
1.000

1.000
1.000
1.000
1.000

0.000
0.000
1.000
1.000

1.000
0.917
1.000
1.000

Station 2
Pallet space
Tray conveyor space
Tray conveyor move time
Horizontal actuator move time
Evolvability (E j )

1.000
0.917
1.000
1.000
0.917

0.004
0.174
9.511
4.394

1.000
1.000
1.000
1.000

1.000
1.000
1.000
1.000

1.000
1.000
1.000
1.000

1.000
0.917
1.000
1.000

As an example of this process, we consider the future need to assemble a larger product on
the stations. This example is analyzed for the case where the new product size is specified (from
54 × 71 × 8 mm to 70 × 103 × 12 mm).
As noted in section 3.4.2, when needs are well understood, functions can be developed to
evaluate the usability factors (q, t, f , and l). The types of functions used to determine the usability
factors, for this example, are presented in the top portion of table 3.4. Below each function are the
resulting values of the usability factors.

3.5.4

Step 4. Determine Usable Excess and Evolvability to Each Future Need
The product of the four usability factors (q, t, f , and l) and the quantity of excess (x) is

the value of usable excess (U) as it is applied to a specific need (see eq. (3.4)). The evolvability is
calculated (see eq. (3.5)) by taking the product of all required usable excesses (Ui j ). Again, we use
the future need of assembling a larger product to illustrate this process. Using the values of q, t,
f , and l presented in table 3.4, the evolvability of each station to assemble a larger product can be
determined. These results are also tabulated in table 3.4.
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Table 3.5: Overall evolvability (E) – Both stations exhibit evolvability for at least one future need.
However station 2 scores better in therms of overall evolvability.
Station 1
Ej
Decrease cycle time
1.000
Assemble larger product
0.000
Increase resupply interval
0.000
Total (E)
0.333

Station 2
Ej
0.000
0.917
0.917
0.611

As seen in table 3.4, E j for Station 1 is 0. This indicates that Station 1 is not evolvable to
produce the larger product. While Station 2 is not perfectly evolvable to assemble a larger product
(E j 6= 1), it is very close (E j = 0.917). The reason for this is the location of excess space for the
larger components. Ideally this space would be in the conveyor tray (l = 1). However, there was
no excess space in the conveyor tray, but there is excess space in the conveyor (l = 0.917). The
corresponding location usability factor (l) can be calculated relatively easily based on its distance
from the ideal location. Thus, the evolvability of Station 2 to assemble a larger product is 0.917.
The values of usable excess (U) for each station indicate that the critical excess capabilities
are excess space in the pallet and the tray conveyor. Station 1 has no excess space in either location,
while Station 2 has sufficient space, in a slightly less suitable location, to handle the larger product.

3.5.5

Step 5. Calculate Overall System Evolvability (E) Based on Known Future Needs
The overall evolvability of the system is a function of the evolvability of the system to each

of the future needs (see eq. (3.6)). The process outlined in the previous sections (for the future
need of assembling a larger product on the line) is repeated for each of the other two future needs.
The values of E j are then averaged to achieve an overall evolvability. The results are displayed in
table 3.5.
Based on the three identified future needs, each station exhibits evolvability for specific
future needs, but neither station achieves an overall evolvability of 1.0. Specific required usable
excess is missing in each station.
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Because of its relatively smaller size, Station 1 has excess cycle time, but lacks the required
excess space. As a result Station 1 is more capable of evolving to improve cycle time, but incapable
of evolving to assemble a larger product or increase the resupply interval.
Station 2 exhibits greater overall evolvability than Station 1 (≈ 84 %). Station 2 is more
evolvable in terms of increasing assembled product size or increasing the resupply interval (increasing the number of parts in the tray), but incapable of decreasing its cycle time. The design of
Station 2 contains much more embedded excess space, but insufficient excess move time to compensate for its larger size. It excels in meeting needs that take advantage of designed-in excess.
It provides an opportunity to change product sizes or to increase the resupply interval. A longer
resupply interval could be a very important capability, particularly if cycle times are reduced due to
main conveyor performance improvements. On the negative side, the Station 2 design results in a
permanent commitment to its larger overall size and associated cost. Each station exhibits benefits
in terms of evolvability. Specific circumstances, which are captured in equations dictate which is
the superior solution.
To help calibrate the reader to these values of evolvability, consider the case of adding a tow
hitch to a pickup (discussed in section 3.3.1). In this case all required types of excess capability
were completely available in adequate quantities and in the correct form and location. As a result
the values of qx, t, f , and l are all equal to 1 and the corresponding value of evolvability (E) is also
1. Had any required excess capability been missing or in an incorrect location or form and could
not be changed, the corresponding usability factor would have been 0 and the resulting evolvability
would also be 0.

3.5.6

When Future Needs Are Unknown But Can Be Generalized
In the case where the future needs are unknown but can be generalized, the same five

steps are followed. However, the usability factors (t, q, f , and l) determined in section 3.5.3, are
now determined using the generalized equations discussed in section 3.4.2. Table 3.6 contains the
results of this analysis. The functions are referenced at the top of the table, below the column
headings. Results for the usability factors, usable excess (U) and Evolvability are included in the
body of the table.
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Table 3.6: Evolvability, generalized usability factors (t, q, f , l) and associated functions calculated
when future needs are unknown
U

x

Functions from section 3.4.2
Station 1
Pallet space
Tray space
Tray conveyor space
Main conveyor move time
Tray conveyor move time
Vertical actuator move time
Horizontal actuator move time
Evolvability (E)

qx
t
xa,i /xi,max Impulse

f
l
smin /smax 1 − d/dmax

0.000
0.004
0.000
0.614
1.000
0.008
1.000
0.375

0.000
0.041
0.000
1.842
9.511
0.074
3.959

0.000
0.299
0.000
0.614
1.000
0.008
1.000

1.000
1.000
1.000
1.000
1.000
1.000
1.000

0.760
0.013
0.000
1.000
1.000
1.000
1.000

1.000
1.000
1.000
1.000
1.000
1.000
1.000

Station 2
Pallet space
Tray space
Tray conveyor space
Main conveyor move time
Tray conveyor move time
Vertical actuator move time
Horizontal actuator move time
Evolvability (E)

0.418
0.004
0.714
0.002
1.000
0.000
1.000
0.448

0.004
0.041
0.174
0.001
9.511
0.000
4.394

0.615
0.299
1.000
0.001
1.000
0.000
1.000

1.000
1.000
1.000
1.000
1.000
1.000
1.000

0.680
0.013
0.714
1.000
1.000
1.000
1.000

1.000
1.000
1.000
1.000
1.000
1.000
1.000

As shown in table 3.6, both stations exhibit usable excess. Station 1 has more usable excess
move time (conveyor move time), while Station 2 has more usable space excess.
With regard to evolvability, and just as in the case where the future needs are known, Station
2 exhibits a greater evolvability than Station 1. However, the difference in evolvability is reduced
to ≈ 19%. This is due to the lack of a restriction on possible future needs. The excess move times
available in Station 1, and the excess space included in Station 2 are more closely balanced, when
no specific future needs are considered.

3.5.7

Summary of the Automated Assembly Case Study
In this simple example we have shown that usable excess capability (U) and evolvability

(E) can be quantified for an engineered system. This specific example is chosen; (i) to quickly
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illustrate how the 5-step methodology can be used to evaluate a system’s evolvability based on
usable excess, and (ii) to allow intuition to confirm the analysis results.
As the complexity of the system increases with a greater number of excess capabilities
and future needs, the 5-step methodology becomes more valuable because it captures conditions
that cannot always be observed or deduced intuitively. As such, large teams involved in engineering complex systems can; (i) quantify and communicate needed aspects of evolvability, and (ii)
compare the strengths and weaknesses of alternatives based on repeatable calculations.

3.6

Concluding Remarks
In this chapter we have introduced the concept of usable excess as a means to estimate

system evolvability. The evaluation of usability is a meaningful and needed extension to the work
of Tackett et. al. [4] where all excess is regarded equally whether it is usable or not. The extension
presented here evaluates available excess based on its quantity, type, form, and location.
The methodology presented in this chapter provides system designers with an analytical
tool to evaluate system evolvability relative to potential future needs (or a generalized form of future needs). With this methodology, large teams working on complex projects can quantify and
communicate essential aspects of evolvability. Further, the strengths and weaknesses of alternatives can be quantifiably analyzed.
We have demonstrated the methodology by comparing the designs of two different automated assembly stations. The example focused on examining excess space and performance, and
their relationship to system evolvability. A summary of the case study (section 3.5.7) describes
how the presented method can benefit system designers.
There are several topics for potential future study. The evolvability metric presented in
this chapter is, in many ways, similar to a Failure Modes and Effects Analysis (FMEA). Could
a comparison of these two techniques strengthen the concept of the evolvability metric? Future
requirements are analogous to failure modes in FMEA, the more that are identified the stronger the
analysis. When calculating the evolvability metric, the ability to address a future need is analyzed
based on excess capabilities. The usability of the excess capabilities are assessed based on the
suitability of their type, quantity, location and form. This is roughly analogous to the detection,
probability, risk and severity used to assess each failure mode in FMEA. New insights may result
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from investigating the FMEA approach and applying an analogous process to the evolvability
metric.
We acknowledge that this chapter has not addressed several practical issues. For example,
the methodology is deterministic in nature, however a non-deterministic extension is a worthy
pursuit. Furthermore, we have only demonstrated the evolvability (E) and usable excess (U) as
comparative measures, even though they can be used for a variety of purposes. Two addition
applications are; (i) using the evolvability calculations could also be used in conjunction with
other functions (e.g., cost or value functions) to provide the basis for an optimization problem,
and (ii) employing the usability assessments, having been performed on several potential future
needs, to identify frequently required excess capabilities, the inclusion of which may improve
the system’s survivability. Finally, even though it was proposed in section 3.3 that the need for
evolvability is motivated by three events, we only focused on one in this chapter: the addition of a
new requirement. While the methodology is applicable to the elimination of a requirement or the
exchange of requirements, it has not been demonstrated in this chapter.
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CHAPTER 4.
OPTIMIZATION OF EXCESS SYSTEM CAPABILITY FOR INCREASED
EVOLVABILITY

4.1

Chapter Overview
System evolvability is vital to the longevity of large-scale complex engineered systems.

The need for evolvability in complex systems is a result of their long service lives, rapid advances
to their integrated technologies, unforeseen operating conditions, and emerging system requirements. Building excess capability into complex systems can improve their ability to evolve while
in service. However, excess capability increases initial build cost and operating cost, which is compounded across the service life of the system. Excess capability that is eventually used adds benefit
by allowing for in-service evolution to meet emerging system requirements. Therefore, there is a
trade-off between the cost of excess capability initially built into the system and the benefit that is
added to the system by enabling future evolution. This chapter introduces a process for optimizing
the amount of excess capability in a complex system. This process results in a set of evolvable
systems without excessive cost. We demonstrate how this process can be used to select the amount
of excess capability that should be included in a military ground vehicle.

4.2

Introduction
Large-scale complex engineered systems (hereafter referred to as complex systems) are

being developed with increasing frequency [102]. Examples of complex systems are found in
aerospace, naval, and power generation systems. They are characterized by complex interactions
between sub-systems, long service lives, and large development and production costs [128, 129].
The complex systems design process is largely cooperative across multiple disciplines [111]. Often, the associated decision-making body is so large that design and production decisions are delayed [107], slowing completion and increasing total cost [106].
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The cost and time associated with complex systems development is in part due to an uncertainty in future system requirements. Their long service lives often necessitate changes to operating conditions and requirements that are unforeseeable during design [100]. The impact of these
changes must be accounted for when making design decisions. Bonissone et al. note that with
new complex systems there is often a lack of long-term data to corroborate predictions of future
performance or evaluate the system’s ability to handle emerging requirements [130]. The effects
of a single change can propagate throughout the entire system [27], making it difficult to predict
the impact of emerging requirements on the system [131].
Evolvable systems have been a topic of increasing interest as a solution to this problem
[17]. System evolvability is a measure of how well a system is able to adapt to meet new system
requirements [64]. Complex systems that are able to evolve to meet new system requirements have
more long-term value than those that are not [107]. Quantifiable metrics are necessary for optimizing complex systems for evolvability [106]. Some metrics have been proposed such as system
viability [119] and interface dependency [30]. Modular design has also been studied extensively
as a means for improving flexibility and evolvability. Sosa et al. suggest a metric that defines
modularity based on connectivity of components [132].
Excess capability often accompanies modular designs [133]. The amount of excess capability in a system can serve as a quantifiable metric for system evolvability. Tackett et al. suggest
that intentionally built-in excess capability increases the evolvability of complex systems [4]. Allen
et al. show that this is true as long as the capability is of the appropriate type, quantity, form, and
location required to meet a particular future need [134]. Despite the benefits of excess capability,
excess also increases the production and operating costs of the system. This trade-off between cost
and benefit of excess capability must be accounted for when evaluating system designs.
Due to the enormity of complex systems, selecting the amount of excess capability to be
included can be more easily managed through optimization. While the most effective optimization
algorithm is generally problem specific, this chapter will use a genetic algorithm to explore the
design space. Genetic algorithms, though computationally expensive, are beneficial in that they
are able to handle discontinuous objective functions commonly encountered in complex systems
[135].
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This chapter is built on the basic theories developed by [4], but takes an important step
beyond their work. We present a framework for optimizing the amount of excess capability that
should be included in a system based on the value that is added by the excess for future evolution.
The value of evolvability is introduced as a more useful measure to consider than evolvability when
deciding how much excess capability to design into a system up front.
The analysis in this chapter addresses both deterministic and non-deterministic conditions. To facilitate understanding, we first present the theory and example assuming deterministic knowledge. This is done in sections 4.3 and 4.4. This theory is then expanded to the
more complex scenario accounting for non-deterministic conditions. Sections 4.5 and 4.6 present
the non-deterministic theory and example, respectively. For both the deterministic and the nondeterministic example, the optimization of a simplified military ground vehicle is considered.

4.3

Theory Development (deterministic)
There is a trade-off between the costs of excess capability initially built into complex sys-

tems and the benefits of excess capability used to evolve the system. This trade-off can be optimized using the framework set out in Figure 4.1. As shown, the framework breaks the system
design into current requirements and potential future requirements. The benefit and cost for each
future requirement are used to compute the total value of adding excess capability to different
system functions. A process for formulating the benefit and cost relationships is given in Sections 4.3.3 and 4.3.4. An optimization routine is then used to select the optimal amount of excess
capability resulting in a set of evolvable designs without excessive cost.

4.3.1

Future Design Requirements
Anticipating the emergence of potential future requirements is one of the main challenges

of designing complex systems [136]. However, designers can identify potentially impactful requirements changes in complex systems using change modes and effects analysis (CMEA) [137].
CMEA assists designers in evaluating the causes and effects of potential requirements changes.
CMEA is most effective when combined with existing knowledge about trends and system-specific
information. Unfortunately this information is often limited for complex systems. For the purposes
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Iterate for each member
of current generation

System
Requirements

n

B = ∑ bi (x i )

Current
Requirements (Do)

i=1

x = D f - Do

V=B-C

x

*

n

Future
Requirements (Df )

C = ∑ ci (x i , L)
i=1

Figure 4.1: Framework for optimizing the amount of excess capability in a system
(Do =capability required for current requirement, D f =capability required for future requirement,
x=excess capability, bi =benefit of excess capability for the i-th requirement, c=cost of excess capability for the i-th requirement, B=total benefit, C=total cost, V =total value, and x∗ =optimal amount
of excess capability)

of our analysis, we will assume that the most impactful future requirements for a complex system
can be predicted by informed designers using CMEA or similar methods. The reliance on this
assumption alone is insufficient; the non-deterministic aspects of future requirements must also
be considered. To that end, this chapter presents an approach to handle uncertainties based on
estimates of the probability of occurrence of future events (see Section 4.5).
Once future requirements are identified, they can be broken down into a description of
the capabilities needed to fulfill each requirement. These capabilities (D f ) are inputs into our
optimization framework, as shown in Figure 4.1.
The capabilities needed to fulfill current requirements (Do ) are also inputs into the framework. As described below, the currently required capabilities will act as a lower bound on the
system design.

4.3.2

Excess Capability
In order for systems to evolve, they must have the capability to support future requirements.

In the case that future requirements are more demanding of the system than current requirements,
excess capability is designed into the system initially to later be used in an evolved state. The
amount of excess capability (x) is dictated by the current and future design requirements according
to:
x = D f − Do
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(4.1)

b
b(x i max)

b(x i min)
x i min

x i max

x

Figure 4.2: Basic illustration of benefit as a function of excess capability

where D f is the capability required to meet predicted future needs and Do is the capability required
to meet currently known needs. The capabilities identified in the previous section feed into this
step (see Figure 4.1).
The amount of capability that can be allotted for a future requirement (D f ) is not always a
constant. Often there is a capability range that could satisfy the future requirement with varying
benefit. Accordingly, excess capability allotted for a given potential requirement has a specific
beneficial range. For the i-th requirement, this range is dictated by:
ximin ≤ xi ≤ ximax

(4.2)

where ximin is the minimum amount of excess capability that can be allotted to fulfill the i-th new
requirement, and ximax is the maximum beneficial amount of excess capability that can be allotted
for the i-th new requirement. The variable xi falls in the range of values that the excess capability
is allowed to occupy in order to fulfill the i-th new requirement and add benefit to the system.
Excess capability allotted below ximin has a benefit of zero and no additional benefit above ximax ,
as illustrated in Figure 4.2.
An example of the range of excess capability is found when considering how much excess
to add for a future heating system in the cargo bay of an aircraft. There are multiple heaters that
could be installed to meet this new requirement, each of which have different spatial and electrical
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demands. To satisfy this requirement, excess space and electrical capability could be built into the
cargo bay. Excess power or space included less than the smallest available heater adds no benefit
to the system because it does not allow for the addition of a heater. Any power or space included
above the amount required by the largest candidate heater would add no further value towards
meeting this need. Between these two values, excess capability results in a varying level of benefit.
Some components can operate across an entire range of performance in order to satisfy future needs. Such variable-performance components are able to dynamically adjust their parameters
between ximin and ximax . For example, some military-contracted vehicle manufacturers have begun
to use damping systems filled with magneto-rheological fluid [138]. These systems can actively
change the damping coefficient of the suspension by application of a magnetic field. Used in parallel with external sensors, such damping systems are able to satisfy a range of damping needs to
accommodate terrain changes. Such variable-performance components have built-in excess which
allows them to evolve as requirements change.

4.3.3

Benefit as a Function of Excess
The benefits of excess capability are a result of having sufficient capability to support a

future evolution, as shown in Figure 4.2.
The benefit function is specific to the requirement it describes. Generally, it represents
the monetary amount that will be saved by adding the excess capability into the system initially,
instead of redesigning the system when the new requirements take effect. However, the benefit can
also include the economic impact from any emotional or social effects of being able to evolve to
meet the new requirement.
[4] suggest steps for developing the benefit functions based on the minimum and maximum
range of excess. Due to the time value of money, the benefit is dependent on when the requirement
emerges during the system’s service life. This effect is described further in Section 4.3.5.
The total benefit of excess capability can be evaluated by summing the individual benefits
gained from all n potential requirements, according to
n

B = ∑ bi (xi )
i=1
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(4.3)

As shown in Figure 4.1, the total benefit is calculated for each iteration of the optimization, depending on the amount of excess (xi ) allotted.

4.3.4

Cost as a Function of Excess
In their calculation of evolvability, [4] impose a constraint that requires the benefits of

evolvability to be greater than or equal to zero. This implies that adding more excess capability
can never cause evolvability to be negative. Although more excess capability may not decrease
evolvability, at some point it may have a net negative impact on the system’s value, despite any
benefits of being able to evolve. We therefore introduce a new variable (ci ) to account for the cost
of excess capability with respect to the i-th future requirement. The cost of excess capability is the
sum of the initial and recurring costs of the added excess capability, and can be evaluated by
ci = cio (xi ) + cir (xi ,Y )

(4.4)

where cio is the initial development and production cost of the added excess capability, and cir is the
recurring operating cost of maintaining and supporting the excess capability across the expected
service life (Y ) of the system. The recurring costs of excess become increasingly impactful with
increased expected service life. However, the change in the initial costs of excess capability can
decrease as more excess is added. This is the case where the initial production cost of adding ximin
is significant (e.g. due to tooling), but where adding slightly more excess above ximin results in
only a small increase in the initial production cost. This effect is illustrated in Figure 4.3.
The total cost of excess capability can be evaluated by summing the individual costs of all
excess added, according to
n

n

C = ∑ ci (xi ,Y ) = ∑ (cio (xi ) + cir (xi ,Y ))
i=1

(4.5)

i=1

The total cost (C) is thus the dollar amount incurred by adding excess capability initially and
maintaining it before and after it is utilized. Like the total benefit, the total cost is calculated for
each iteration of the optimization, as shown in Figure 4.1.
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Figure 4.3: Basic illustration of cost as a function of excess capability

4.3.5

Total Value of Excess Capability
It is important for designers to be able to evaluate whether adding excess capability into

a system will be worthwhile across the lifespan of the system. This can be accomplished by
computing the difference between the benefits of excess capability and its associated costs, as in
V = B −C

(4.6)

We will refer to this difference as the value (V ) of the excess capability associated with allotting
excess for all i potential requirements.
Even a small amount of excess can increase the production and operating costs of the
system. However, the benefits of excess capability are not realized until there is sufficient excess
to enable future evolutions. Therefore, the value that is added by excess is typically negative for
excess added below ximin . For clarification, these characteristics of the cost-benefit and valueexcess curves are illustrated in Figure 4.4.
Due to the typically long service life of complex systems, it is important to account for the
effect of time on the value of excess capability. Increased service life means that the costs of excess
must be carried for a longer duration. It also means that the benefits of excess capability are more
likely to be realized and may have a greater impact. In order to account for part of this effect, the
net present value of all cash flows can be computed for a given service life [139]. The net present

60

B
Line of equal
cost and benefit
for excess capability
Direction of
increasing excess
and evolvability

V

C
Point of maximum
value for alotted
excess capability

E

Points of equal
cost and benefit
for excess capability

Figure 4.4: Illustration of how the benefits of excess can overcome the costs of excess

value for a series of m cash flows can be calculated by
m

FVi
t
i=1 (1 − r)

NPV = ∑

(4.7)

where FV is the future value of the cash flow, r is the rate of inflation or interest, and t is the time
until the cash flow occurs.
Including the net present value into our cost and benefit calculations results in a shift of the
value curve from Figure 4.4, dependent on the service life and cost and benefit functions specified
by the designers. This shift is illustrated in Figure 4.5.
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Figure 4.5: Illustration of shifting value curve due to increasing service life

4.3.6

Optimization Strategy
The optimization seeks to maximize the benefits (B) of excess capability, while minimizing

any associated costs (C). The evolvability of each solution is also calculated for comparison.
Evolvability, as quantified by [4], can be measured based on the amount of excess capability in the
system, according to
n

E=∑

i=1

Z

xi

ximin


gi xi dxi

(4.8)

This equation is based on Hooke’s law for the potential energy stored in a spring. The analogous
relationship is that evolvability is stored in a system by the inclusion of excess capability. The
gain (gi ) in Equation 4.8 allows designers to weigh the significance of including a particular type
of excess capability. In the current study, the evolvability is normalized between the minimum
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and maximum possible evolvability score, eliminating the gain and producing a unit-less number
between zero and one. This normalization allows designers to quickly evaluate the amount of
excess that is contributing to the system’s value.
In addition to this, most complex systems have their own problem-specific optimization
objectives. The value functions developed in this chapter are combined with any other critical
performance objectives using the maximin fitness function. This function is often used in genetic
algorithms to obtain a diverse set of non-dominated designs [140]. Constraints on the objectives
should include minimum and maximum parameter values, as described in Section 4.3.2. Including
the optimal amount of excess capability into the initial design allows the system to be evolvable
within the bounds of profitability and functionality.

4.4

Example (deterministic): Military Ground Vehicles
The described framework can be applied to the design of military ground vehicles. In

2005, the US Marine Corps submitted requests for Mine Resistant Ambush Protected (MRAP)
vehicles to replace their insufficiently protected fleet of High-Mobility Multipurpose Wheeled Vehicles (HMMWV) [141]. The request was spurred by an increase in improvised explosive devices
(IEDs) – a new threat that the flat-bottomed, low-clearance HMMWV is not designed to address.
However, despite urgent and repeated requests for MRAP replacements, it was several years before
substantial shipments of MRAP vehicles made it to U.S. troops. [142] cites evidence that the delay
was caused by an inability to reconcile current needs for greater IED protection with predicted
future needs for lighter, more maneuverable vehicles. Neither the HMMWV nor the MRAP were
capable of being evolved to meet all potential requirements.
Ideally, military ground vehicles should meet a broad range of emerging needs. However,
many of these needs conflict with one another. For example, vehicle stability, top speed, and cargo
capacity are all diminished by the addition of after-market armor added to increase protection.
Even the benefits of additional armor are eventually countered by an increase in fuel consumption,
and thus fuel convoy casualties [143]. Further, a given mission may elicit any combination of
performance requirements.
The prevailing design approach for military ground vehicles has been to create several
variations capable of performing well on a few limited mission types. This has led to delays and
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Length = 4.93 m

Length = 6.45 m

Width = 2.21 m

Width = 2.59 m

Height = 1.94 m

Height = 3.05 m

Payload = 1597 kg

Payload = 1656 kg

Horsepower = 142 kW

Horsepower = 246 kW

(a) HMMWV

(b) MRAP

Figure 4.6: Two current military ground vehicle options and their associated capabilities (from
www.amgeneral.com, www.defense-update.com, www.militaryfactory.com)

costly redesigns [112]. However, an optimal design can be prepared by identifying potential future
requirements and adding excess capability accordingly.
By following the steps described in Section 4.3, we are able to select from a Pareto optimal set of military ground vehicle designs that are able to evolve to meet the predicted future
requirements.

4.4.1

Simplified Vehicle Model
Creating a simplified model of our complex system will assist in our analysis. Our model

of a military ground vehicle is reduced to only consider a few areas of potential excess capability.
The design variables of interest in this study are excess height (xH ), excess width (xW ), excess
length (xL ), excess payload (xS ), and excess power (xP ). The excess height, width, and length are
used to compute the excess cargo volume of the system (xV ). Accordingly, the construction of the
vehicle is simplified to the diagram shown in Figure 4.7.
For this example, the optimization routine is allowed to create solutions within a defined
range of excess volume, excess payload, and excess power. The minimum and maximum allowable
values for each design variable are given in Table 4.1. Note that each area of excess refers to the
area in the back of the vehicle (shown by the dashed box in Figure 4.7). However, the width of the
vehicle (W ) and the width of the excess volume (xW ) are equivalent. The linear dimensions of the
vehicle are not allowed to go to zero due to functional geometric constraints on the vehicle (see
Figure 4.7).
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Figure 4.7: Simplified model of excess volume (xV ), excess payload (xS ) and excess power (xP ) in
a military ground vehicle

Table 4.1: Minimum and maximum bounds on each type of excess capability
Type of Excess
Excess Length (xL )
Excess Width (xW )
Excess Height (xH )
Excess Payload (xS )
Excess Power (xP )

4.4.2

xmin
1.00 m
2.00 m
1.25 m
0 kg
0 kW

xmax
4.00 m
4.00 m
2.50 m
3000 kg
400 kW

Future Evolution Requirements and Associated Excess Capability
There are many new requirements that could arise across the lifespan of a military ground

vehicle. For the purposes of this analysis, we assume that four such requirements are identified as
being probable and impactful by a CMEA study. These future system requirements are listed in
Table 4.2 with their accompanying types of required excess. Note that the example provided later
in Section 4.6 includes probabilistic estimates regarding these future requirements.
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Table 4.2: Potential future states to which the system may evolve (variables: n=quantity,
V =volume, m=mass, ρ=density, A=area, t=armor thickness, P=power; subscripts:
p=people, a=armor, te=telecommunications equipment, u=UAV, le=launch equipment,
md=medical devices)
Potential Evolution
Armored Transport
Vehicle
Telecom Vehicle
UAV Launch Vehicle
New Medical Tech
Vehicle

Excess
Volume

Excess Payload

Excess Power

n pVp

n p m p + ρa A pta

Pp + Pa

Vte
Vu +Vle

mte
mu + mle

Pte
Pu + Ple

Vmd

mmd

Pmd

The first predicted evolution allows the vehicle to become an armored transport vehicle
capable of supporting an added armor kit and passengers. The required armor thickness is set to
50mm, based loosely on the work of [143] and [144]. In order for excess capability to benefit
this evolution, there must be enough volume, payload capacity, and power to support the addition
of armor and at least one individual. Benefit increases as a step function with the number of
individuals that can be transported (see Table 4.3).
The second predicted evolution allows the vehicle to act as a telecommunications post
for military operations. The vehicle must be able to power and support any equipment used for
this purpose. Unlike the piece-wise step function used for modeling the benefit for transporting
individuals, the benefit for this evolution has a linear growth beginning at the smallest amount of
excess that can be allotted. This is to show that the vehicle can always make use of more excess
capability to add more telecommunications equipment.
The third predicted evolution allows the vehicle to launch UAVs remotely. This evolution
requires a minimum excess length of 3 meters, a minimum excess width of 2.5 meters, and a
minimum excess payload of 100 kilograms. If the excess in the system is at least this amount, the
full benefit of this evolution is realized. Otherwise, the system receives zero benefit with respect
to this evolution.
The last predicted evolution allows the vehicle to support currently unknown medicalrelated technology that could be developed over the service life of the vehicle. The amount of
excess required for such a need is approximated based on past technology trends. The benefit

66

Table 4.3: Benefit of excess for each of the 4 potential evolutions in the military ground vehicle
example
Benefit of excess (bi )
b1 = $30, 000.00/person+armor
b2 = $50, 000.00/full support
b3 = $10, 000.00/UAV
b4 = $100, 000.00/approximate capability

Table 4.4: Costs for each excess capability in the military ground vehicle example
Initial cost of excess (cio )
cVi = $100.00/m3
cSi = $7.00/kg
cPi = $50.00/kW

Recurring cost of excess (cir )
cV r = $0.40/m3 /year
cSr = $0.02/kg/year
cPr = $1.00/kW/year

is determined by a distribution about the predicted need. As the excess capability in the vehicle
approaches the predicted amount, the benefit grows exponentially.

4.4.3

Benefits and Costs of Excess
The benefit of excess is based on not needing to redesign for each future state described

in Table 4.2. For the current analysis, we assume that the benefit of excess can be determined by
designers who have been embedded in a particular industry for many years (either heuristically
or based on known data points for similar systems and components). In our analysis, the benefits
associated with each evolution are chosen according to Table 4.3.
The cost of excess is based on the actual amount of excess capability designed into the
system. The costs of excess capability for the current analysis are given in Table 4.4.

4.4.4

Deterministic Optimization Formulation
For clarification and comparison, we lay out the general parameters used in our genetic

algorithm in Table 4.5. The first generation is randomly generated. Crossover is achieved using a
standard blending function [145].
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Table 4.5: Genetic algorithm parameters and methods
Population Size
Tournament Size
Mutation Rate
Generations

500
50
0.15
20

The optimization seeks to maximize the benefits (B) added by included excess capability,
while minimizing any associated costs (C). These objectives are aggregated using the maximin
fitness function, which has been suggested as a means of creating a well-distributed Pareto set
[140]. Thus, the formulation of the optimization problem is given as
minimize maximin(−B(x),C(x))
X

subject to 1.00 m ≤ xL ≤ 4.00 m
2.00 m ≤ xW ≤ 4.00 m
1.25 m ≤ xH ≤ 2.50 m

(4.9)

0.00 kg ≤ xS ≤ 3000.00 kg
0.00 kW ≤ xP ≤ 400.00 kW
0.60 ≤ SSF
where x = {xL , xW , xH , xS , xP }. The minimum and maximum bounds for each type of excess capability (see Table 4.1) form the primary inequality constraints. A final inequality constraint ensures
that the static stability factor (SSF) remains above 0.60 as defined by Equation 4.10.
SSF =

xW
2(xH + 1)

(4.10)

The static stability factor is a simple predictor of a vehicle’s propensity to roll [146].
The described model is optimized following the formulation given by Equation 4.9. The
net present value of cash flows is calculated based on a set 5% interest rate. Calculations are
made based on a service life of 20 years. For these parameters, the optimal set of designs is found
to be the set of solutions described by the cost-benefit Pareto frontier in Figure 4.8. The valueevolvability curve is also shown for each point along the Pareto frontier.
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Figure 4.8: Preliminary generations and final solution set for military ground vehicle with a 20
year service life

4.4.5

Final Design Selection Based on Deterministic Evaluation
We recognize that optimization techniques are meant to inform the designer, not to make

the decisions for them [147]. Now that an optimal set of solutions has been generated, it can be
used to make decisions regarding the trade-offs between competing objectives [148]. Selecting a
final design can be accomplished by evaluating the optimal solution set based on any factors of
interest to the stakeholders. In the current analysis, one important evaluation criterion is the budget
that will be allocated initially toward improving system longevity or evolvability. This budget
is the maximum approved cost of all excess capability built into the system. Understanding the
allowable budget will assist the design team in determining how much (if any) excess capability
should be built into the system to support future evolution.
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Figure 4.9: Optimal solution for a military ground vehicle with a 20 year service life and a $40,000
budget constraint

Table 4.6: Highest value configuration for 3 different budget constraints
xL
xW
xH
xS
xP
Cost
Benefit
Value
Evolv.

$40,000 Budget
3.98 m
3.91 m
2.22 m
1,999 kg
242.53 kW
$39,870
$56,150
$16,280
0.52

$50,000 Budget
3.97 m
3.90 m
2.24 m
2,786 kg
288.93 kW
$49,872
$80,238
$30,366
0.71

$60,000 Budget
3.97 m
3.90 m
2.24 m
2,946 kg
333.60 kW
$54,887
$91,702
$36,814
0.81

For example, if the expected service life of the system is 20 years, and a budget of $40,000
is allocated for evolvability, then the red starred point shown in Figure 4.9 is the optimal configuration.
This same process can be used for any budget or criteria that is measurable against the
parameters of the optimization. Table 4.6 outlines the highest value configuration for three different
budget constraints, based on a 20 year service life.
According to Table 4.6, the optimal amount of excess length, width, and height are the
same for each budget level shown. However, there is a significant difference in the optimal amount
of excess payload capacity and power identified for each budget level. This suggests that adding
excess payload and power in the range shown will provide a high return on investment.
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Figure 4.10: Simple representation of the final design for a military ground vehicle with a 20 year
service life and a $50,000 budget constraint

The total value added by excess capability for each of these budget level solutions is positive. From Figure 4.9 it can be seen that an initial budget of around $35,000 is required to make
excess capability profitable for this system. In short, if the stakeholders are not willing to invest this
much into making the system evolvable up front, they should not design excess into the system.
If we assume that the stakeholders have allocated an initial budget of $50,000 to be spent
on improving system evolvability, we can extract the amount of excess that should be designed
into the system. From Table 4.6 we find that the system that will yield the highest value for this
budget, for a 20 year service life, is the system shown in Figure 4.10.
The solutions recorded above are based on an expected service life of 20 years. As described in Section 4.3.5, the value of excess capability is a function of expected service life, and
the value of a given quantity of excess capability was proposed to be higher for systems with a
longer expected service life. To illustrate this, the cost-benefit and value-evolvability curves are
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Figure 4.11: Minimum service life to create a net positive value of excess capability for the military
ground vehicle example

plotted for 15 different service life expectations in Figure 4.11. It is shown that the system must
have a service life of at least 14 years in order for any amount of excess capability to be valuable.
General comments summarizing what is learned from both the deterministic and nondeterministic evaluation of the ground vehicle are provided in Section 4.7.

4.5

Theory Development (non-deterministic)
In the previous section, we presented a deterministic study demonstrating how the value

of excess capability can be optimized with respect to evolvability. However, if not accounted for,
uncertainty in future system requirements and parameters can result in an inaccurate representation
of the design space and thus mislead the decision makers. The next two sections of the chapter
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begin to explore this by including uncertainty in the optimization process. We show that accounting
for uncertainty can provide a more realistic solution for the optimal amount of excess capability
than a deterministic optimization approach, particularly at the extremities of the design space. To
demonstrate how we have done this, we revisit the design of a military ground vehicle.
The non-deterministic theory presented here is built on the premise that uncertainty in
model parameters can be propagated through the system model and minimized in the optimization
formulation [149, 150, 151]. In Sections 4.5.1 through 4.5.5, we explore the effects of uncertainty
in the following parameters and objectives: excess capability, probability of future events, benefit
and cost of excess capability, net present value of cash flows, and system evolvability. While
there are multiple ways (some more effective than others) to represent uncertain parameters, and
propagate them through the system model, we have presented the simplest of ways here so as to
briefly and straightforwardly illustrate the effects of uncertainty on system evolvability.

4.5.1

Uncertainty in Model Parameters
The uncertainty associated with the physical parameters of the system is aleatory, meaning

it is caused by random variation. The amount of excess capability in the system is affected by
this type of uncertainty. Because the upper and lower limit for each capability form constraints
in our optimization routine, the uncertainty in these parameters must be propagated through to the
constraints. Accordingly, the range of excess capability defining the design space is limited to
(ximin + kσi ) ≤ xi ≤ (ximax − kσi )

(4.11)

where σi is the standard deviation of xi , and k is the number of standard deviations within which
solutions are considered feasible.

4.5.2

Uncertainty in Future Requirements
The uncertainty associated with future requirements is epistemic, meaning it results from a

lack of information. However, historical knowledge of past and current requirements can be used
to help predict future requirements with some degree of confidence [152]. Other methods, such
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Figure 4.12: Example cumulative probability distribution with mean of 15 years and standard
deviation of 4 years

as change modes and effects analysis (CMEA), can be used to evaluate potential requirements
and their likelihood of occurrence [137]. For the simple analysis presented in this section, we assume that it is possible for expert designers to assign each requirement a probability of occurrence
within a certain life span, as well as a qualifying standard deviation for each probability. These
assumptions are supported by and are in line with similar studies from the related literature [153].
Often the probability that a future evolution will be required can be modeled with a normal
cumulative distribution function with a predicted mean and standard deviation, as in Figure 4.12.
The example distribution shown in this figure has a predicted mean of 15 years before emergence
of the future requirement, with a standard deviation of 4 years.
Figure 4.12 demonstrates how systems with longer expected service lives can benefit from
excess capability more than those with short service lives. The effect of probabilistic future requirements on the benefit of excess capability is discussed in Section 4.5.3.

4.5.3

Uncertainty in Benefit and Cost
The benefits of excess capability are only realized if the predicted requirement emerges

within the system’s service life. Accordingly, the benefit of excess capability is calculated according to

ni

B = ∑ pi bi (xi )
i=1
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(4.12)

where pi is the probability of occurrence of the i-th predicted requirement (as shown in Figure 4.12), and bi is the benefit that is added by xi for that requirement.
The variance of the benefit can be calculated with the Taylor-series approximation according to
σB2 ≈ p2 σb2 + b2 σ p2 + σb2 σ p2

(4.13)

where σb is calculated with the Taylor-series approximation from the variance of x. It should be
noted that Equation 4.13 assumes that all inputs are Gaussian and independent, which may be an
inaccurate assumption in some practical cases. Nevertheless, we use it in this chapter to simply
indicate that propagating uncertainty is essential to the proposed theory and can be done with care
using one of many propagation methods found in the literature [149, 154].
The costs of excess capability are considered to be unaffected by uncertainty. This is because all initial costs are incurred immediately whether or not the predicted future requirement
ever emerges. Any recurring costs are carried across the entire service life, even after the excess
capability is used in an evolved state. However, because the recurring costs of excess are linked to
the service life, the total cost will be greater for a system with a longer service life. Uncertainty in
service life is discussed in Section 4.5.4.

4.5.4

Uncertainty in Service Life
If there is uncertainty in the predicted service life of the system, it will affect the net present

value calculated for all cash flows described in Section 4.5.3. We can account for this by including
the probability of future events (pi ) in the net present value (NPV) calculation according to
m

FVi
pi t
i=1 (1 − r)

NPV = ∑

(4.14)

where FV is the future value of the cash flow, r is the interest rate, and t is the time until the cash
flow. Several methods have been proposed for dealing with uncertainty with respect to future cash
flows [139]. The best method for accounting for this change depends on the information available
during design. Engineers should use the method that works best with the information they have
available.
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4.5.5

Uncertainty in Evolvability
As defined by Equation 4.8, evolvability is a function of the amount of excess capability

in the system (x). When we include uncertainty, the amount of excess capability is defined probabilistically by a mean (µX ) and standard deviation (σX ). Using the Taylor series approximation
mentioned in Section 4.5.3, we can calculate the variance of the system evolvability based on the
variance of excess capability.

4.5.6

Optimization Under Uncertainty
This analysis seeks to maximize the benefit of excess capability while minimizing any as-

sociated costs. Additionally, the optimization accounts for and mitigates the effects of uncertainty
in the model. This is accomplished by shifting the constraints on the design space and by minimizing the propagated variance of the cost and benefit as objectives in the optimization framework.
The formulation of the optimization problem is thus given by
minimize: maximin(−B̄(x), C̄(x), σB2 (x), σC2 (x))
x

subject to: xmin + kσx ≤ x ≤ xmax − kσx

(4.15)

Gi (x) ≤ pi − kσi
Hi (x) = qi
where B̄ and C̄ are the mean benefit and cost, σB2 and σC2 are the variance of the benefit and cost,
and k is the number of standard deviations of feasibility for the optimized solution set. All inequality constraints (Gi ) are shifted by k standard deviations away from the orginal constraint bound.
Equality constraints (Hi ) are particularly difficult to manage under uncertainty. [155] suggest that
some equality constraints must be strictly satisfied even under uncertainty, while others may be
changed into inequality constraints with an allowable margin.
Due to the shift in constraints, the outer edges of the design space are attenuated. This
causes the optimal solution curve to shift, as illustrated generally in Figure 4.13.
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Figure 4.13: Illustration of how uncertainty can shift the design space

Table 4.7: Minimum and maximum bound (same as Table 4.1) and the standard deviation for each
type of excess capability in the military ground vehicle
Type of Excess
Excess Length (xL )
Excess Width (xW )
Excess Height (xH )
Excess Payload (xS )
Excess Power (xP )

xmin
1.00 m
2.00 m
1.25 m
0 kg
0 kW

xmax
4.00 m
4.00 m
2.50 m
3000 kg
400 kW

σX
0.05 m
0.05 m
0.05 m
250 kg
10 kW

This change in the design space has important implications for planning for evolvability. It
means that a given amount of excess capability will often have less benefit toward evolution than
is calculated without considering uncertainty.
In Section 4.6, we demonstrate the methods discussed for optimization under uncertainty
(k 6= 0) on the design of a military ground vehicle. The results are compared to the same model
optimized based on deterministic parameters and requirements (k = 0).

4.6

Example (non-deterministic): Military Ground Vehicles
To demonstrate the methods discussed in the previous section, we reconsider the military

ground vehicle introduced in Section 4.4.
To illustrate the effects of uncertainty, the amount of excess capability in the system is
assumed to have a normal distribution with a known standard deviation. This is a typical form of
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Table 4.8: Probabilities of potential future states to which the vehicle might need to evolve
Potential Evolutions
Armored Transport Vehicle
Communication Vehicle
UAV Launch Vehicle
New Medical Tech Vehicle

Probability Mean
0.95
0.80
0.40
0.20

Probability Std. Dev.
0.05
0.10
0.10
0.15

aleatory uncertainty found in manufacturing parameters. The standard deviation of each design
variable in this example is also given in Table 4.7.
For the current analysis, we assume that the designers have specified a minimum feasibility
of 99.99% for any generated designs. This corresponds with a shift of 4 standard deviations from
the mean. Therefore, we will shift each constraint by 4σ .

4.6.1

Probabilistically Defined Requirements
In the current example, we assume that the same four future requirements introduced in

Section 4.4.2 exist; the requirement to become (i) an armored transport vehicle, (ii) a telecommunications vehicle, (iii) a vehicle to launch UAVs, and (iv) a vehicle to support currently unknown
medical-related technology. In the current example, each of these requirements is defined by a
probability distribution. Table 4.8 outlines the probability that each future requirement will occur,
based on a 20 year service life. If the service life is more or less than 20 years, the probability of
occurrence changes as demonstrated in Figure 4.12.

4.6.2

Uncertain Benefit and Cost Per Unit Excess
The benefit of excess for this non-deterministic example is the same as that presented in

Section 4.4 (deterministic example). The benefit with respect to each future requirement is, however, scaled by the probability of that requirement occurring over time. The benefit (bi ) terms are
provided in Table 4.3.
The costs are not affected by the probability of future events. However, the net present
value of all cash flows is affected by the service life. The costs of excess capability for the current
analysis are given in Table 4.4.
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4.6.3

Non-deterministic Optimization Formulation
The uncertainties discussed above are used in the optimization, such that the problem for-

mulation is given by
minimize maximin(−B(x),C(x), σB (x), σC (x))
x

subject to (1.00 + kσxL ) ≤ xL ≤ (4.00 − kσxL )
(2.00 + kσxW ) ≤ xW ≤ (4.00 − kσxW )
(1.25 + kσxH ) ≤ xH ≤ (2.50 − kσxH )

(4.16)

(0.00 + kσxS ) ≤ xS ≤ (3000.00 − kσxS )
(0.00 + kσxP ) ≤ xP ≤ (400.00 − kσxP )
(0.60 + kσxSSF ) ≤ SSF
where x = {xL , xW , xH , xS , xP }, and where xL , xW , and xH have units of meters, xS has units of
kilograms, and xP has units of kilowatts. The minimum and maximum bounds for each type of
excess capability form the primary inequality constraints. A final inequality constraint ensures that
the static stability factor (SSF) remains above 0.60 as defined by Equation 4.10. Each constraint is
shifted based on the propagated variances.

4.6.4

Non-deterministic Optimization Results and Discussion
The model is simulated using a 5% interest rate and a 20 year service life. The constraints

are shifted by four standard deviations in the uncertain case, and by zero standard deviations in the
benchmark deterministic case. Figure 4.14 shows the Pareto front of the analysis under uncertainty
(red) plotted with the deterministic analysis (green).
Figure 4.14a shows a shifting of the Pareto front at the outer extremities. A dramatic shift
can also be seen in Figure 4.14b, showing that the optimal amount of evolvability with the highest
value return is less than previously thought. When the points are sampled, it can be seen that the
shift and attenuation are due to the change in inequality constraints, all of which are binding at the
extremities of the plot.
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(b) Evolvability vs. Value: 20 Year Life

Figure 4.14: Preliminary generations and final solution set for military ground vehicle with a 20
year service life

This solution set can be used to select the amount of excess capability that should be included, based on the budget that the stakeholders are willing to allocate towards improving the
evolvability of the system. It should be noted that the minimum budget that will turn a net positive value for excess added is higher for the non-deterministic case than for the deterministic case
(although only slightly for this 20 year case). Figure 4.15 shows that for a budget of $40,000 the
value calculated with consideration for uncertainty is significantly less than the value calculated
without uncertainty (the deterministic case was shown in Figure 4.9).
The optimal solutions for three different budget constraints, as defined by the deterministic
analysis (k = 0), are listed in Table 4.6, and the optimal solutions for the same three budget constraints, as defined by the non-deterministic analysis (k = 4), are listed in Table 4.9. As can be seen
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Figure 4.15: Optimal solution for a military ground vehicle with a 20 year service life and a
$40,000 budget constraint

Table 4.9: Highest value configuration for different budget constraints under uncertainty (k = 4)
xL
xW
xH
xS
xP
Cost
Benefit
Value
Evolv.

$40,000 Budget
3.71 m
3.78 m
1.87 m
1,984 kg
254.55 kW
$39,823
$50,149
$10,325
0.42

$50,000 Budget
3.71 m
3.79 m
1.87 m
1,986 kg
351.39 kW
$48,046
$60,440
$12,394
0.55

$60,000 Budget
N/A
N/A
N/A
N/A
N/A
N/A
N/A
N/A
N/A

in this table, no solutions exist in the $50,000-$60,000 range. This is due to the increased limitation
on the amount of excess capability that can be added, due to shifting inequality constraints.
The value calculated under uncertainty for a budget of $40,000 is nearly 40% less than
the value predicted for the same budget in the deterministic solution. The value of excess for a
budget of $50,000 is 60% less than the value predicted for the same budget in the deterministic
solution. However, the greatest divergence is seen after the benefits begin to outweigh the costs
of excess. Beyond this “break-even” point, the deterministic analysis shows a steady growth in
the net value of excess capability. However, the non-deterministic analysis reveals a trend toward
decreasing value with increased excess capability beyond this point. This shows how optimizing
without consideration for uncertainty can yield misleading results.
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Figure 4.16: Simple representation of the final design for a military ground vehicle (under uncertainty) with a 20 year service life and a $50,000 budget constraint

4.6.5

Final Design Selection Based on Non-deterministic Evaluation
Figure 4.14 demonstrates the wide range of possible optimal solutions with varying evolv-

ability and value. In order to select a single optimal design, designers use selection criteria. In this
example, the selection criteria is chosen to be the budget allocated for improving system evolvability, which is taken to be $50,000. From Table 4.9 we find that the system that will yield the highest
value, with 99.99% feasibility and a service life of 20 years, is the system shown in Figure 4.16.

4.6.6

Expected Service Life
As has been mentioned, the optimal solution set is dependent on the expected service life of

the system. In Figure 4.11, we plot the optimal cost-benefit and value-evolvability curves from the
deterministic analysis (k = 0) for 15 different service life expectations. Figure 4.17, shows these
same curves for the non-deterministic analysis (k = 4). These plots show that, under uncertainty,
there is an increase in the minimum service life (from 14 years to 18 years) required for excess
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Figure 4.17: Minimum service life to create a net positive value of excess capability under uncertainty (k=4)

capability to be profitable. We also note that, under uncertainty, the maximum value of excess
capability is considerably decreased for a given service life, at times by a factor of two.
Most importantly, including uncertainty in our analysis has shown that there is a limit to
the value that can be added by excess capability. The deterministic analysis showed continually
increasing value after the point of equal cost and benefit. In contrast to this, the non-deterministic
analysis revealed that the value peaks and then declines with additional excess capability. In the
absence of other constraints, it is this optimal peak point that will return the highest value from
excess capability, not the maximum allowable amount of excess.
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4.7

Conclusion
Complex systems can benefit from added excess capability that can be used to evolve to-

wards emerging requirements. In-service evolution is critical to many complex systems, where
long system life can lead to premature obsolescence, unless the system can be evolved. Following the framework introduced in this chapter, designers can optimize the amount of excess built
into complex systems. Optimized systems will be better able to meet future requirements without
adding excessive cost.
From a deterministic point-of-view, the example in Section 4.4 illustrates the effectiveness of the proposed framework in facilitating decision making for complex systems. Importantly,
it shows that consideration for value must be included when designing for system evolvability.
When the same problem is optimized without consideration of value, the results tend toward maximization of excess capability, regardless of the costs and benefits associated with fulfilling certain
future requirements, as was the case with [4]. When the problem is optimized with the framework
presented herein, the solution decreases the amount of excess assigned to future requirements that
are more costly or provide less benefit to the system.
A key element of the described process is identifying and accurately modeling the impact
of potential future requirements. Complex systems designers must carefully select functions for
cost and benefit that accurately represent the value trade-off in their situation. With and without
the consideration of uncertainty, the analysis revealed several important characteristics of evolvable systems and excess capability. Because evolvability is an inherently uncertain attribute, it is
sensitive to uncertain input parameters. As such we include the effects of uncertainty in the optimization of evolvability to avoid misleading results. As illustrated by the military ground vehicle
example, propagating the uncertainty of model input parameters gives a more realistic depiction of
the design space, and allow designers to measure the benefits of excess capability in the presence
of uncertainty.
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CHAPTER 5.
DESIGN FOR EXCESS CAPABILITY TO HANDLE UNCERTAIN PRODUCT REQUIREMENTS IN A DEVELOPING WORLD SETTING

5.1

Chapter Overview
Products designed for the developing world often go unused or underused by the intended

customers. One cause of this problem is uncertainty regarding the actual requirements of customers
in the developing world. This can result when designers, with experience in technologically advanced countries, apply their own value structure to the products they design. Because of the
designers’ lack of experience in the culture and environment of the developing world, the actual
requirements are only partially known to them. This problem can be mitigated by (i) optimizing
product flexibility and adaptability to react to uncertain requirements, and (ii) reducing the most
critical uncertainties. The flexibility of a product to adapt to new or changing requirements has
been shown to extend the service life of large complex engineered systems (e.g., aircraft carriers,
aircraft, communication systems, and space craft). These systems must remain in service for extended periods of time, even though the environments and requirements may change dramatically.
Applying these proven techniques to products designed for the developing world can alleviate the
problem of uncertain requirements. This chapter presents and demonstrates a technique aimed at
improving the success of developing world engineering projects. Flexibility and adaptability minimize the impact of uncertainties, and are enabled by numerically optimized amounts of designed-in
excess. A sensitivity analysis performed on the system model helps the designer prioritize the set
of uncertain requirements and parameters for refinement. The technique is demonstrated in the
design of a cookstove intended for use in the developing world.

5.2

Introduction
Today many of the world’s inhabitants struggle to survive in a state centuries behind that of

the most advanced societies [156]. Products and systems that improve the health and well-being of
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the end users, such as products that deliver clean water, medical care, clean energy, etc. are desperately needed. Unfortunately attempts to provide these products and systems are hampered by low
long-term adoption rates (or premature obsolescence) [1, 157]. While there are a variety of issues
that influence the success of a product including social, political, engineering, and environmental
issues; one of the most significant is uncertainty regarding the requirements [8, 158]. There are
three causes of uncertain requirements (i) inadequate understanding, (ii) incomplete information,
and (iii) conflicting performance alternatives [159]. These uncertainties can result in products that
fail to be adopted initially or suffer prematurely obsolescence. Some historical examples include
primary health care systems, clean water delivery systems, and improved cookstoves [1, 160].
In search of potential solutions, we can turn to complex engineered systems. Avoiding
premature obsolescence has been a topic of interest for large complex systems (i.e. aircraft carriers,
warplanes, etc.) [99]. As an illustration, consider the C-130 aircraft, which was originally designed
in the early 1950’s as a military cargo and troop carrier [3, 4, 5]. Since its first flight in 1954 it
has undergone over 55 adaptations, including maritime patrol and rescue, electronic warning and
control system, aerial refueling, and even a gun ship. Today, with over 2,000 aircraft in service, the
C-130 remains a vital military aircraft. Because of its ability to apply excess capability to address
new and changing requirements, the C-130 has exceeded service-life expectations. By contrast the
F-117, which was introduced in 1983 for a very specific type of mission, was retired just 25 years
later in 2008. Unlike the C-130, the F-117 did not demonstrate the ability to adapt to new and
changing missions [2].
Examining large complex engineered systems, we can see that the addition of strategically
placed excess capability can enable a design to adapt to new, changing or uncertain requirements
[39]. The author of this chapter has been involved in three previous papers regarding evolvability
and excess capability in complex engineered systems. Those papers address two aspects of evolvability: (i) that evolvability can be numerically evaluated by considering the usability of excess
within a design [4, 49], and (ii) that excess can be optimized to increase the evolvability of a product [48]. While the current chapter utilizes the concept that excess can be designed into a product
to increase the flexibility of the design, it is unique because it presents a technique that identifies
for the designer which assumptions must be refined in the context of optimizing the product for
uncertain requirements.
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Given the work, by the authors and other researchers, directed at complex engineered systems, two research questions come to mind. The first question is; how can the presence (location
and quantity) of excess be added to a simple design, targeted at users in the developing world, with
the intent of improving its success and long-term adoption? A second question is; can numerical
search and sensitivity analysis be used to analyze and provide insight into identifying and resolving
the most critical uncertainties? This chapter seeks to answer these questions by presenting a numerical technique that is shown to improve the long-term adoptability of products designed for the
developing world. The technique efficiently identifies a path to prioritize for refinement the uncertain requirements and parameters. The impact of uncertainties are further mitigated by flexibility
and adaptability that are optimally designed-in by the addition of excess. While this technique is
not limited to developing world applications, it is well suited to address issues resulting from a
geographic or cultural separation between designers and customers.

5.3

Review of Related Work
We begin this section by reviewing literature specifically directed at creating products for

the developing world. Then we transition to the more general topics of flexibility and uncertainty
in engineered designs.
The developing world represents a large percentage of the world’s population. The United
Nations has developed the Millennium Development Goals to highlight the needs of this portion of
the world. A report by Annan [161] describes these goals and the current barriers to achieve them.
The inability to transfer technology and innovation from developed countries has been identified
as a main barrier [162]. Studies indicate that only a small percentage of products introduced into
the developing world succeed [163] as compared to a much larger success rate in more advanced
countries [164].
Why does this difference in success rates exist? Mattson and Winter [165] indicate these
differences stem from the socioeconomic and technical differences between the societies. These
differences can result from deeply held assumptions by engineers regarding what is needed in the
developing world, such as, that only simple solutions are needed or that the need for an inexpensive
solution eliminates the opportunity for companies to make an attractive profit. Even when the basic
need area is simple, the specific requirements regarding the engineered solution may be and often
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are complex. Mattson and Winter further point out that modern development methods have been
shaped by the kinds of problems faced in the developed world. New evolutionary paths may
be needed to arrive at development methodologies suitable for solving the problems facing the
developing world. To that end, several new techniques and methodologies can be found in the
literature.
In the business literature, the market represented by the developing world has been described as the “Bottom of the Pyramid” [166]. It has been shown that there is a “potential of
serving” this “unserved market and alleviating the level of global poverty while still earning a
profit” if the adoption barriers can be overcome [167]. Many methodologies and proposals have
been introduced in an effort to increase the acceptance of new products and technologies by those
in the developing world. These methodologies include a) “Customer Value Chain Analysis” [168],
b) a product service system approach [169], c) design for emerging markets guidelines [158, 170],
d) design for sustainable development guidelines [171], and e) design for the base of the pyramid
[172]. The main focus of these methods is to identify requirements. They do not identify nor
analyze uncertainties and as is often the case in design tasks, uncertainty remains and the problem
of new products and technologies failing to meet the needs of the developing world continues to
exist [173]. This problem is not necessarily an indication that these methods have failed. Determining requirements is an expensive process, the cost of which is proportional to the accuracy of
the information. As noted in section 5.2, this chapter presents a technique to guide the designer to
the requirements needing the highest level of attention. This enables the designer to focus on the
most critical requirements resulting in an improved product while minimizing development costs.
Uncertain requirements have been highlighted as a key contributor to the technology transfer or adoption barrier [8, 158, 170, 173, 174]. Separation, both geographically and culturally,
between the designers and customers has been identified as the most significant cause of uncertainty [175, 176]. When designers are geographically or culturally separated from customers,
important preferences regarding requirements can be misunderstood, or omitted. It should also be
noted that even designers living in the developing world might misunderstand or be unaware of
important requirements [177]. The premise of this chapter is that the impact of these uncertain
requirements can be mitigated by an efficient technique to identify, resolve, and adapt to the most
critical uncertainties [43].
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Again turning to similar conditions, designers of large complex engineered systems have
utilized adaptability to prolong their systems’ service life [107]. Examples of systems that employ
some type of adaptability to increase their success rates and prolong their service life include
communication networks, commercial aircraft, ocean vessels, telecommunication satellites, and
military weapon systems. While these systems are generally complex and expensive (in terms
of development and production), it is possible to employ the same techniques on simpler less
expensive products.
Many methodologies are used in the development of large complex systems to increase
success rates and extend service life. Commonly used terms to describe these methodologies
include: changeable, reconfigurable, transformable, adaptable and flexible. These terms have been
defined and differentiated in a paper by Ferguson et al. [102]. Changeable is defined as the most
general of these terms, referring to systems, which undergo any type of change, for any reason.
Reconfigurable and transformable are used to describe systems, which are capable of undergoing
repeatable and reversible change. Adaptable is used to describe systems that change in response
to varying conditions or requirements while in service. Adaptable systems are not restricted to
making only repeatable or reversible changes. Systems that do not require a change in order to
accomplish multiple requirements are referred to as flexible systems. This chapter focuses on
developing flexible and adaptable systems to address requirement uncertainties.
Engel and Browning have presented a “model to assess the value of architecture adaptability” known as Architecture Option (AO) theory [178]. It has recently been refined by Engel
and Reich [42]. The model is based on a financial analysis of the product design alternatives. It
utilizes real options theory to assess the alternatives. The model can incorporate a wide variety of
financial inputs and is therefore an excellent tool to determine the degree to which adaptability is
appropriate and generally how can it be achieved.
Change is critical to adaptive systems [108]. Jarratt et al., have presented an overview of
published material on engineering change [50]. They categorize key aspects, methods and tools
for managing change. Keese et al. [29, 137] have presented several papers outlining methods to
characterize the flexibility of a system based on impact of change throughout the system, using
“Enhanced Change Modes and Effect Analysis” (CMEA). In a similar vein, several papers have
been written on the propagation of change through a system [26, 28, 179, 180]. These papers pro89

vide valuable insight into the impact of change (during the design, manufacturing and in-service
phases). However, they do not present a direct method to construct a numerical model of the product based on part and subassembly parameters. The numerical model presented in this chapter is a
direct translation of the requirements in terms of product parameters. It enables the optimization
of the product based on the customer’s values and the analysis of the uncertainties.
Change and adaptability require flexibility in a product or system [181, 182]. There are a
number of papers proposing frameworks, guidelines and methodologies to manage the design of
flexibility within a system. Saleh et al. [99] and Olewnik et al. [32] focus on determining when
and how to embed flexibility. The authors of this chapter use the concept of designed-in excess to
provide systems with increased flexibility [4, 48, 49]. Tilstra et al. have presented several papers
on the value of system flexibility and associated design guidelines [24, 30, 33]. They incorporate
“High Definition Design Structure Matrix” (HDDSM) and “Change Modes and Effect Analysis”
as tools to accomplish this. The HDDSM and the CMEA tools provide an excellent visualization
of the impact of adaptability and change, but they do not lead directly to a numerical model of the
product suitable for optimization.
Robustness is another import attribute sought by designers of complex engineered systems.
Robustness methodologies are often used to desensitize a product to uncontrolled variations, such
as manufacturing tolerance or changes in environmental conditions [183]. Recognizing that robustness is often limited to resilience to noise, Ziv Av and Reich have presented a method for
dealing with the broader perspective of robustness including customer requirements and market
conditions. Their method, known as Subject Objective System (SOS) was presented in [184] and
refined in [185]. The SOS method uses a scalable structure similar to the Quality Function Deployment – House of Quality approach presented by Akao [186]. Because of its scalable nature and
ability to include many types of inputs, SOS can be used at several points in the design process. It
is especially appropriate during the conceptualization phase. However, as with other approaches,
it does not lead directly to a detailed numerical model of the system based on design parameters.
From the literature we see that flexibility, adaptability, change, and robustness are important
topics related to engineered systems. The methodology and guidelines presented provide excellent
visualization of design alternatives and their impacts, but generally do not provide a simple method
to develop a numerical model of the product nor do they identify critical uncertainties. There is a
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Figure 5.1: The relationship between the confidence and sensitivity of assumptions is presented.
Assumptions with low confidence and high sensitive are highlighted in quadrant 4 (in yellow) and
are the focus of this chapter.

common message from the published material that flexibility and future adaptability are often very
desirable product attributes. In this chapter, a technique utilizing a numerical model is employed
to strategically design-in excess capabilities while dealing with uncertain requirements. Thus enabling product flexibility and adaptability and as a result improving the probability of adoption by
the customer.

5.4

A New Technique to Optimize a Product with Uncertain Requirements
Designers faced with creating products for the developing world can benefit from a tech-

nique that increases the success rate and long-term utilization of their products. Two objectives of
this technique are to provide a process for (i) optimizing excess capability included in the product
for flexibility, or adaptability and (ii) dealing with the uncertainty of the requirements and assumptions. The following technique allows the designers to make gross approximations in creating a
preliminary numerical model. The process then analyzes these assumptions in terms of their impact on the value of the design. Through the recursive process critical assumptions are refined and
improved.
Once a numerical model of the product is created, designed-in excess capabilities are optimized and a sensitivity analysis is performed on the assumptions to determine their suitability.
The assumptions are categorized into four groups as shown in fig. 5.1. Assumptions in quadrants
1 − 3 either are accurate (i.e., high confidence) or do not appreciably affect the value of the product
(i.e., low sensitivity). The sensitivity analysis identifies the assumptions in quadrant 4 (i.e., high
sensitivity and low confidence) thus providing guidance as to which assumptions require further

91

study (i.e., higher confidence levels). Once the confidence level of indicated assumptions has been
improved, the process is repeated.
Six steps are used to perform this process (see fig. 5.2).
Step 1 Define the design based on known and uncertain requirements
Step 2 Determine the value functions, constraints, and confidence levels of assumptions
Step 3 Perform optimization
Step 4 Perform sensitivity analysis
Step 5 Assess the sensitivity and confidence levels
Step 6 Improve the confidence levels of critical assumptions (in quadrant 4 of fig. 5.1).
Then repeat steps 1-6 until adequate confidence levels are achieved
In this section, each of these steps is explained in detail.

5.4.1

Step 1 – Define the Initial Design Based on Requirements
The first step in fig. 5.2 is to define the initial design based on the requirements of the prod-

uct. Those requirements that are virtually certain are referred to in the chapter as known requirements (k j ). Other requirements, with more uncertainty, are referred to as uncertain requirements
(un ). If available the probabilities (pn ) that the uncertain requirements will actually be required are
also noted.
The next step is to determine what design parameters (d) are necessary for each requirement. These design parameters may be geometric positions, material properties or other design
properties. Excess (x) associated with each design parameter is used as the design variable for
the uncertain requirements. In the optimization step described in section 5.4.3, the optimization
variables are the elements of the excess (x) array, and the design parameters are the elements of
the d array. Each known requirement (k j ) is modeled as a function (ζ j ) of the design parameters.
Similarly each uncertain requirement (un ) is modeled as a function (ηn ) of the design parameters
(d), and corresponding excess (x).
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Each of the arrays noted above (k j , un , pn , d, and x) are of one dimension, the length of
which is dependent on the number requirements and parameters being used. There is a one to one
relationship between the elements of u and p and between the elements of d and x. The functions ζ j
and ηn can be considered as one-dimensional arrays of functions with each element ζ j associated
with a known requirement and each element ηn associated with an uncertain requirement. When
the designer does not have high confidence in some of the parameters used to create the numerical
model of the product, it is part of the technique to use estimates. The impact of these estimates is
assessed in steps 4 and 5 (sections 5.4.4 and 5.4.5). If necessary these estimates are improved in
step 6 (section 5.4.6).

5.4.2

Step 2 – Determine the Value Functions, Constraints, and Confidence Levels
The second step in fig. 5.2 involves the overall value of the product (V ), constraints used

in optimization, and confidence levels of the assumptions. The overall value of the product (V )
is a function of the customer perceived benefit obtained from the product when the uncertain requirements are satisfied minus the cost to include each excess capability. The equation for each
customer perceived benefit (bn ) can be written as

bn = βn (F, un , pn ) = βn (F, ηn (x, d), pn )

(5.1)

where F is a matrix of the market factors necessary to define the benefit.
If the customer perceived benefit is expressed as a power or Fourier series then all possible
curves can be expressed by appropriate selection of the coefficients. This is useful if the shapes of
the curves are uncertain. For example, if the benefit of a particular excess capability is believed to
increase as the quantity of the excess increases, then bn could be expressed as a first order power
series. That is, a straight line, with a slope and intercept defined by the market. In this case F
would contain the slope and intercept constants for the line. Higher order coefficients would be set
to 0 until further study indicates a need for a higher order approximation of customer perceived
benefit.
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Step 1. Define the initial design based
on requirements. Each requirement (r j, un)
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Assumptions with high sensitivity and
low confidence are identified (see fig. 1).

Step 6. Improve confidence levels of
critical assumptions. Assumptions with
the highest sensitivity and lowest
confidence are improved.

Are any
assumptions
low confidence
(i.e., dcc/drc ≤1)
and high
sensitivity?

Y

N

End

Figure 5.2: Flowchart and corresponding algorithm to optimize excess capability in a product with
uncertain requirements

There is generally a cost associated with each excess capability. This cost can be calculated
based on the design parameters, material and manufacturing (or fulfillment) costs. An equation for
the cost of including each excess capability (cl ) is written as

cl = γl (M, x, p)
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(5.2)

where M is a matrix containing the costs factors necessary to define the cost of the excess capability.
The overall value is written as

V = ∑ bn − ∑ cl
n

(5.3)

l

Note that the summation is taken separately on the benefit and cost terms. This enables
issues associated with redundant costs or coupled benefits to be addressed within the cl and bn
equations respectively.
There are often important limitations on a design, such as cost, weight, or power consumption. These limits define the constraints (g ≤ 0) of the analysis. Care should be taken to ensure that
these limits are required. Their inclusion can severely limit the design options to be identified by
this analysis [187]. The constraints (g ≤ 0) are used in step 3, the numerical optimization.
Up to this point, the designer has made a number of assumptions in formulating the design
problem and in representing the overall value of the product. These assumptions include the design
parameters, the probabilities that uncertain requirements will be used, market and cost factors used
in the M and F matrices and the constraints. The confidence levels may be very high on some of
these assumptions (e.g., material costs, and material properties), but others can have lower or even
very low confidence levels.
Confidence levels can be determined by several methods. For example, in a study on assessing confidence and prediction accuracy of designers from different cultures and experience
levels Zhang [188] presents a method of determining confidence levels using a Likert scale (e.g.,
1 = ‘not at all confident’ and 7 = ‘very confident’) [189]. Interestingly, Zhang found that both
experienced and novice designers are more confident when designing for their home market than
for a foreign market. In a sense the algorithm presented this chapter is an extension to the work
by Zhang. It provides a systematic method to determine which areas of low confidence should be
prioritized for further study.
For the purpose of this chapter, low confidence assumptions are defined as assumptions
where the current confidence level is lower than the required confidence level. For example, this
can be expressed for a design parameter (d) as:
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0
dcc
≤1
0
drc

(5.4)

0 is the current confidence of the design parameter and d 0 is the required confidence of
where dcc
rc
0 = 50% and d 0 = 90%, then d 0 /d 0 = 0.56 and the assumption is
that design parameter. If dcc
rc
cc rc

considered low confidence. Similar expressions can be written for each of the assumptions (d, p,
F, M, and g) used in the numerical model.
The low confidence assumptions are recorded in arrays (d 0 , p0 , F 0 , M 0 , and g0 ). It is often
impractical or very expensive to achieve high levels of confidence for all of the assumptions. This
process will aid the designer in selecting which of these low confidence assumptions should be
studied to improve the confidence level and achieve a more accurate result.

5.4.3

Step 3 – Perform the Numerical Optimization
The third step in fig. 5.2 is to perform the numerical optimization. The optimization prob-

lem is written as
maximize V (x, d)
x

(5.5)

subject to g(x, d) ≤ 0
where x are the design variables (excess), and d are the fixed design parameters. V and g are
the value function and constraint equations defined above. Note the objective of this optimization
is to determine optimal amounts of designed-in excess to achieve the highest possible value to
the customer. The designed-in excess provides flexibility and adaptability to respond to uncertain
requirements.

5.4.4

Step 4 – Perform the Sensitivity Analysis
A sensitivity analysis is performed in step 4 of fig. 5.2 to determine the degree to which

the optimized design is sensitive to the low confidence assumptions (d 0 , p0 , F 0 , M 0 , and g0 ). The
sensitivity analysis can be performed in a number of ways. Plots can be made of the overall value
(V ) as a function of perturbation in the assumptions. Changes in the value (V ) as a function of the
assumption under consideration indicates sensitivity to that assumption. This provides the designer
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with a visual understanding of the impact of variations in the assumption. Other approaches include
calculating the partial derivative or gradient of the value function with respect to the low confidence
parameters (d 0 , p0 , F 0 , M 0 , and g0 ). This can quickly indicate to which parameters the value function
is most sensitive.

5.4.5

Step 5 – Assess the Sensitivity and Confidence Levels
In Step 5 of fig. 5.2 a comparison is made between the confidence levels of the assumptions

(d 0 , p0 , F 0 , M 0 , and g0 ) and sensitivity of the overall value (V ). Assumptions with low confidence
levels and high sensitivity occupy the fourth quadrant of fig. 5.1. These are the assumptions that
should be considered for further study. Improving them with higher confidence replacements provides the designer with a higher level of confidence in meeting the customer’s requirements through
optimal flexibility and adaptability. Because changing the low sensitivity assumptions does not noticeably affect the product’s value, the designer does not need to invest in improving them.

5.4.6

Step 6 – Improve the Confidence Level of Critical Assumptions
The purpose of the last step of fig. 5.2 (step 6) is to improve the assumptions identified

in step 5. This technique provides the designer with guidance in determining which assumptions
require further study and which can be accepted as they currently exist. This saves time and
resources by focusing on improving only assumptions that are critical to the value of the product.
These assumptions can be improved by basic market methodologies (e.g., focus studies, surveys,
interviews, adjacent product comparisons). The technique has pointed the designer toward the
most useful areas of study. This is especially beneficial when gathering market information is time
consuming or expensive as it is in a developing world setting.
Once high confidence assumptions have replaced the earlier low confidence assumptions,
the algorithm can be repeated to see if other assumptions should be reviewed. This process is repeated until the designer is satisfied with the confidence levels of the high sensitivity assumptions.
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5.5

Demonstration of the Technique Applied to a Cookstove
Over the past decade, the topic of improved cookstoves has steadily received attention in

both peer-reviewed literature and other media sources. The reason for such attention is that approximately 3 billion people throughout the world still cook over an open fire or with other traditional
forms of biomass cookstoves [190]. The smoke and pollution from these fires cause nearly 1.6
million deaths every year, contribute to global warming [191], require women to spend long hours
gathering fuel [192], and in some cases cause local deforestation [193]. One attempted solution
to this problem has been the design and distribution of improved cookstoves. When designed correctly, these improved cookstoves are capable of reducing emissions by 90% and reducing fuel
consumption by nearly 50% [194].
However, as with many other products designed for the developing world, the majority of
these improved cookstoves have not been adopted and have only been used at surprisingly low
rates. Such low rates can be due to the improved cookstoves not meeting the current, or future
requirements of the users [160, 195, 196]. The technique described in this chapter can potentially
help resolve these issues.

5.5.1

Step 1 – Define the Initial Cookstove Design Based on Requirements
A cookstove can be a significant advancement from cooking over an open fire. It can be

more efficient in terms of temperature control, heat containment and fuel consumption [197, 198].
An example of this type of cookstove is the Proleña Ecofogon cookstove pictured in fig. 5.3. As
noted by Terrado and Eitel [199] Proleña is “an active NGO specializing in fuel wood issues that
has had a long presence in Nicaragua, Honduras and other parts of Central America”. The Proleña
cookstove has been successfully manufactured and sold in Central America since the year 2000. A
simplified model of the Proleña cookstove is used in this chapter to illustrate the algorithm outline
in section 5.4. The requirements and parameters, while realistic and consistent with Proleña stoves
are selected to illustrate specific points for this example. Note that the purpose of this chapter is to
demonstrate a design technique not to present a new cookstove design.
To be adopted and used over time a cookstove must provide for the basic cooking needs
of a family. These needs can vary from family to family and for a single family, they can vary
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Figure 5.3: The Proleña Ecofogon is an example of a cookstove currently manufactured and sold
in Central America. Reproduced by permission of the non-governmental organization (NGO)
Proleña.

over time. For example the available cooking utensils, such as pots and pans can vary from family
to family and over time. Similarly, cooking time and temperature can vary from meal to meal.
Ergonomic needs (e.g., work surface height) may be different from one family to the next or even
over time for a single family. The size of the family is also likely to change over time, increasing or
decreasing pot size and time spent cooking [200]. The cookstove must be easy to use and capable
of meeting these varying needs. If it is adopted and used consistently over time, even a simple
cookstove design can have an impact on a family’s health and economic wellbeing [201, 202].
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Table 5.1: Original cookstove dimensions
Original Stove Dimensions
Insulation Steel Structure
Width
Length
Height
Thickness
Thickness
(d1 )
(d2 )
(d3 )
(d4 )
(d5 )
1.519 e-3 m
0.3048 m 0.6096 m 0.3048 m
(16 ga.
0.0 m
(12 in.)
(24 in.)
(12 in.)
0.060 in.)

Identify the Known Requirements of the Cookstove
This example uses a very simple cookstove design. The use of a simple, though realistic,
design is intended to allow the reader to focus on the algorithm. The cookstove design has three
well-understood requirements.
k1 : Cooking surface supports pots, which are 0.3048 m (12 in.) in diameter (k1 : d1
and d2 ≥ 0.3048)
k2 : Cooking surface temperature is suitable for general cooking (k2 : cooking surface
temperature equal to or greater than 478 K or 400 F)
k3 : Combustion chamber is large enough to hold sufficient fuel to cook for 30 min.
without adding fuel (k3 : d1 × d2 × d3 ≥ 0.0566 m3 )
In order to model the cookstove for these known requirements several design parameters
must be specified. The design parameters can be divided into two groups. The first group shown
in table 5.1 and depicted in fig. 5.4 define the geometries of the stove. The second group, shown
in table 5.2 includes the thermal and material properties of the design. These parameters are used
later in this section, in conjunction with excess capabilities, to create a numerical model of the
cookstove.

Identify the Uncertain Requirements of the Cookstove
The cookstove design described above, in fig. 5.4, table 5.1 and table 5.2, meets the known
requirements. However, there is uncertainty in some assumptions and the future needs of the
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Figure 5.4: Simplified model of the cookstove that will be optimized for flexibility and adaptability

Table 5.2: Thermal, material and cost properties of the cookstove
Thermal Properties
Energy of Combustion (w)
2000
Temperature Ambient (K)
303
Conduction
Iron (w/m-K)
55
Steel (w/m-K)
35
Insulation (w/m-K)
0.04
Convection/Radiation
Cook Surface (w/m2 K)
20
2
Stove Sides (w/m K)
10
Stove Bottom (w/m2 K)
11
Densities
Iron (kg/m3 )
7300
Steel (kg/m3 )
7850
Cost Factors
Iron ($/kg)
1.248
Steel ($/kg)
2.819
3
Insulation ($/m )
10.000
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customers. Even if these requirements are adequate for the initial use of the stove, it is possible that
the customers’ needs may change in the future, and the cookstove will need to provide additional
capability. If cookstove designers knew exactly what these future requirements were, they could
simply redesign the entire stove to optimally meet those requirements. But in reality there is a large
amount of uncertainty in predicting future requirements. Therefore, it would be advantageous to
the designers if they could develop a sound base design that meets the current requirements, and
then explore how excess could be added to enhance the cookstove’s flexibility and adaptability.
Thus increasing the cookstove’s chances of meeting both current and possible future requirements.
Four additional (potential) customer requirements have been selected to demonstrate the
use of uncertain requirements in this example.
u1 : A larger cooking surface area
u2 : An ability to cook at higher temperatures
u3 : A larger combustion chamber, in which greater amounts of fuel can be inserted at
one time
u4 : An ability to add legs to the cookstove
These uncertain requirements can be described numerically using the design parameters (d)
noted above and corresponding excess (x). Excess is not applied to most of the design parameters,
however; excess will be required as follows
x1 : Excess width of the cookstove
x2 : Excess length of the cookstove
x3 : Excess height of the cookstove
x4 : Excess thickness of insulation
x5 : Excess thickness of steel
x6 : Excess material and attachment features to allow for the addition of legs (to elevate the stove off the ground)
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For the remainder of this article, these six excesses are referred to as the design variables.
It is important to note that all of these elements of excess are continuous variables except x6 , which
is a discrete variable that can exist only in certain states. These states are described later in this
section.

Determine the Probabilities Associated with the Uncertain Requirements
Probabilities are used in a numerical model of requirements that can be achieved through a
change in the product during its service life. In this case, the addition of legs are a good example
of an adaptation, which can be partially included during the initial design, and completed at some
time after the product has been sold. It is an uncertain requirement. Therefore, the probability that
legs will be required is set, as a rough estimate or starting point, at 70%. This assumption will be
assessed and refined if necessary during sections 5.5.4, 5.5.5, and 5.5.6.

Develop the Numerical Model of the Cookstove
The equations for the uncertain requirements are determined using well-understood geometric or thermal relationships. To maintain focus on the technique presented herein the equations
are summarized without derivation.
The first uncertain requirement is for a larger cook surface area (to accommodate a larger
number or size of pot). It is a function of the cookstove width, length and the associated excess as
shown below

u1 = (d1 + x1 )(d2 + x2 ) − (d1 )(d2 )

(5.6)

where u1 is the increase in cook surface area. The original cookstove width and length are d1 and
d2 respectively. The excess width and length are x1 and x2 .
The equation for increasing the combustion chamber volume is similar.

u2 = (d1 + x1 )(d2 + x2 )(d3 + x3 ) − (d1 )(d2 )(d3 )
where d3 and x3 are the original and excess cookstove height respectively.
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(5.7)

The equation for increasing the cook surface temperature (u3 ) is much more complicated.
It is a recursive function of the design parameters (d) including geometric, thermal, and material
properties and the excess quantities (x). The actual equations used in the optimization and sensitivity analysis are presented in sections 5.5.3 and 5.5.4. However, because developing thermal
models is not the focus of this chapter and for brevity they are referred to here simply as

u3 = η3 (x, d)

(5.8)

The last uncertain requirement, presence of legs (u4 ), is discrete, as mentioned previously.
This requirement is expressed as states of the cookstove as originally sold:

u4 =





State 0:







State 1:






State 2:

no leg features
only increased steel structure thickness
increased steel structure thickness
(5.9)




and mounting features







State 3: full leg implementation (increased steel







structure, mounting features and legs)
In order to attach legs to the cookstove, the states must occur in the order outlined above.
State 1 can only be designed-in as excess during the initial manufacturing of the stove, but
states 2 and 3 can either be initially designed-in or retrofitted at some later time. If the additional
steel thickness is not included initially in the design, then there is no possible way to retrofit at a
later time and evolve to having legs.
Eqs. (5.6), (5.7), (5.8) and (5.9) represent a numerical model for the uncertain requirements
of the cookstove.
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Figure 5.5: Customer perceived benefit curves for (a) increased cooking surface area, (b) combustion chamber volume, and (c) cook surface temperature

5.5.2

Step 2 – Determine the Value Functions, Constraints, and Confidence Levels for the
Cookstove
The value of the excess capabilities applied to the cookstove is a function of the benefit

perceived by the customer of the uncertain requirements minus the cost of the excess required to
achieve them, as indicated in eq. (5.3).

Determine the Benefit of the Uncertain Requirements
Typically, the benefit of a particular uncertain requirement is determined from market studies or designer intuition. For this example, three types (or shapes) of benefit functions (or curves)
are presented as representative typical of benefit functions. These equations are generally the result
of some type of market research.
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The benefit of increased cook surface area (b1 ) is represented by an inverted parabola,
which is translated upward and to the right (see fig. 5.5a). The apex is the maximum benefit of
increased cook surface area. The parabola is translated to the right until it intersects the origin
(no benefit if no increase in cook surface area exists). A familiar parabolic form of the equation
follows:
b1 = −925.9(u1 − 0.180)2 + 30.00

(5.10)

In this form the apex is easily located at (0.180, 30.00). This curve can also be expressed as a
power series, which may be more convenient if the shape of the curve must be changed.
b1 = 30.00u1 − 925.9u21

(5.11)

The shape of the customer perceived benefit curve for increased combustion chamber volume (b2 ) is similar to that of increased cook surface area as shown in fig. 5.5b. It can be expressed
in the familiar parabolic form, with the apex at (0.600, 30.00):
b2 = −83.33(u2 − 0.600)2 + 30.00

(5.12)

It can also be expressed in the form of a power series as:
b2 = 100.0u2 − 83.33u22

(5.13)

The benefit of increasing cook surface temperature is represented for this example as a
different shape. It is shown, in fig. 5.5c as an exponential curve, which begins at the origin and
proceeds up and to the right toward an exponential maximum.
b3 = (−e−u3 /7.5 + 1)(30)

(5.14)

A power series approximation of the equation for the benefit of increased cook surface
temperature is
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b3 =4u3 − 2.667e−1 u23 + 1.185e−2 u33 − 3.951e−4 u43
+ 1.053e−5 u53 − 2.341e−7 u63

(5.15)

The benefit of legs is represented by a relatively simple function. The expected value of
legs is the product of the value of legs and the probability that they are required.

b4 = p ∗ $30

(5.16)

where p is the probability that legs will be required. In this example an estimate of p = 70% is
used as a starting point. Sensitivity analysis discussed in section 5.5.4 and 5.5.5 is used to evaluate
if this estimate is sufficient.
In this example, the capability of having fully functional legs has a value of $30. This is
regardless of whether the legs are designed-in during the initial manufacturing, or if they are added
on later during the cookstove’s service life. But the expected benefit of having legs is dependent
on the probability that the legs will actually be needed. Therefore, when optimizing the value of
the cookstove, the benefit of having legs is computed using the eq. 5.16.
As mentioned earlier, if the designer is uncertain about some of these factors, estimates can
be used. These estimates are assessed in steps 4 and 5 (sections 5.5.4 and 5.5.5) to determine if
they are adequate, or if they must be refined in step 6 (section 5.5.6).

Determine the Cost of the Excess Capability
There are trade-offs that come with increasing the amount of excess capability in any system. These trade-offs come in the form of increased costs required to implement the excess. In
this example, the costs associated with increased cook surface (c1 ), combustion volume (c2 ) and
cooking temperature (c3 ) are modeled based on the increase in steel, iron, and insulation. The
increase in material cost is calculated based on the design parameters (d), associated excess (x)
and cost per unit mass of the material. The cost per unit of mass of these materials is presented in
table 5.2. Though this is a major simplification, it is well suited for demonstration purposes.
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The cost of adding legs is dependent on whether each element of the legs is initially
designed-in or retrofitted. It can cost more to retrofit the attachment features and leg extensions
than it would be to include them in the initial design. The cost of adding legs is also dependent on
the probability (p) that legs will be needed, and is described by the following equation:

c4 = (ce ) + (p)(cr )

(5.17)

where c4 is the expected cost of legs, ce is the cost of the designed-in elements and cr is the cost
of retrofitted elements. In this example, the cost to include the attachment features in the initial
design is $4 and to retrofit is $8. The cost of the designed-in leg extensions is $8 while purchasing
them as a retrofit is $12. The optimization performed in section 5.5.3 determines the optimal state
of the leg addition, based on the parameters and probability used in the model. Sensitivity analysis
(section 5.5.4) of the probability of legs being required provides insight into the probability at
which the additional cost of retrofitted legs is justified.
The overall value of the product is determined using eq. (5.3). The sum of the cost equations
described above is subtracted from the sum of the benefit equations. The result is used as the value
function in the optimization discussed in section 5.5.3.

Determine the Constraints that are Applied to the Optimization Problem
For this cookstove example the only constraint is that the maximum cost of adding the
excess capabilities must be less than $75 (i.e., g ≤ $75).

Determine Confidence Levels of Assumptions
Many of the assumptions used in this example could be of low confidence. The designer
must identify which factors (design parameters, constraints, benefit and cost factors) are based on
low confidence assumptions. For this example, the following are identified as representative low
confidence level assumptions.
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Table 5.3: Optimization results for new capabilities
Optimized Excess Capability (Maximum Cost: $75)
Increase
Capability
(%)
2
Cooking Surface Area
0.0921 m
49
Combustion Chamber Volume 0.0281 m3
49
Cooking Surface Temperature 62.5 K
30
Legs
Provided
n/a
Value (V )
$42.64

leftmirgin=.5in Expressions for the benefits of uncertain requirements (b1 , b2 , b3 , and b4 ),
specifically the coefficients on each of the terms (12 assumptions – 2 each
in eqs. 5.11, 5.13, and 5.16, and 6 in eq. 5.15). For example p in eq. 5.16,
the probability that legs are required.
leftmiirgiin=.5iin Initial stove dimension (3 assumptions – width, length, and height)
leftmiiirgiiin=.5iiin Combustion Energy (1 assumption, the energy supplied by the fire)
leftmivrgivn=.5ivn Maximum cost constraint (1 assumption, $75)
These four sets (totaling 17 assumptions) illustrate a variety of low confidence assumptions.
They can be categorized as low confidence in the: (i) perceived benefit of uncertain requirements,
(ii) design parameters, (iii) operating or environmental conditions, and (iv) constraints. Several of
these are used later in this example to show how sensitivity analysis can be used to identify the
most critical low confidence assumptions.

5.5.3

Step 3 – Perform Numerical Optimization on the Cookstove
Now that the value function has been determined (based on the benefit and cost functions

discussed in section 5.5.2), the optimization can be performed to determine optimal excess capabilities using eq. (5.5).
The optimization resulted in the addition of excess capability to address all four uncertain
requirements (see table 5.3). To achieve this excess capability the cookstove width, insulation
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Table 5.4: Optimization results and the associated design parameters for the cookstove
Optimal Design Variable Excess (Maximum Cost: $75)
Optimal
Original
Excess
Dimension
Width (m)
0.1511
0.3048
Length (m)
0.0000
0.6096
Height (m)
0.0000
0.3048
Insulation
0.0094
0.0000
Thickness (m)
Legs Attributes
Steel Thickness (m) 2.278 e-3
1.519 e-3
Attachment
yes
no
Feature
Legs Provided
yes
no

0.600

Excess

0.400

Original

Original

0.006
0.006
0.004
0.004

0.200
0.000

Excess

0.008
Meters

Meters

0.010

0.002
Width

Length

0.000

Height

Insulation
Thickness

Steel
Thickness

Figure 5.6: Original and excess design parameters optimized for value

thickness, and steel thickness are increased, and legs are added to the design (see table 5.4). Figure 5.6 presents the original parameters of the cookstove and the optimized excess to be added.
These results are typical of a variety of different original cookstove geometries.
At this point, two observations can be made. The graphical representation (fig. 5.6) illustrates both of these observations. From the figure it can be seen that
1. Excess tends to be added to move the cookstove to a square footprint
2. Excess height is not added
The tendency toward a square footprint is primarily the result of the thermal equations,
which are attempting to maintain or increase the cook surface temperature, while minimizing heat
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loss through the other surfaces (i.e., minimizing the overall surface area of the cookstove). Thus a
square footprint is more thermally efficient.
The absence of excess height results from the fact that increasing width or length provides
both cooking surface and combustion chamber benefit, while increasing the height only provides
combustion chamber volume benefit. It also negatively impacts the cook surface temperature. The
value of increasing width and length is greater than the value of increasing height. Clearly all six
design parameters are tightly connected in this example.

5.5.4

Step 4 – Perform Sensitivity Analysis on the Cookstove
Sensitivity analysis provides additional insights into the optimization. It identifies which

assumptions have the greatest affect on the optimized value of the cookstove. Assumptions with
high sensitivity and low confidence can be targeted for further study to improve the confidence
level. Assumptions in quadrants 1,2, and 3 of fig. 5.1 do not merit further study at this point.
This sensitivity analysis is especially valuable when gathering information about assumptions is
difficult or expensive, as it is in the developing world. It allows the designer to strategically invest
in only improving the most critical assumptions. Sensitivity analysis can be performed by several
techniques (e.g., gradients, partial derivatives or sensitivity curves). In practice sensitivity analysis
is performed on all low confidence assumptions. In this example, 17 assumptions are identified as
low confidence. To clearly illustrate the algorithm and for brevity only four of these assumptions
are analyzed in detail here. These four assumptions represent each of the four types of assumptions
described in section 5.5.2. They are:
• Perceived benefit of uncertain requirements – Probability that legs are required (p)
• Design parameters – Initial cookstove dimensions (width and length)
• Operating condition – Combustion energy
• Constrain – Maximum added cost
In this example sensitivity curves are plotted for the high sensitivity, low confidence assumptions. The sensitivity analysis revealed that the optimization is not sensitive to
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• Combustion energy (energy supplied by the fire). 20% change in the combustion energy
assumption results in ≤ 0.5% change in the value
• Initial cookstove dimension (width, and length). 20% change in the initial cookstove dimensions results in ≤ 1.7% change in the value
However, the value of the optimized product is sensitive to
• Maximum cost constraint
• Probability that legs are required
which are discussed below (see figs. 5.7, and 5.8).

Determine the Sensitivity to the Maximum Cost Constraint
A sensitivity analysis of the maximum cost constraint provides interesting results regarding
discrete variables (see fig. 5.7). Observe the variation in the increased capability as a function of
the maximum cost constraint. As the maximum cost constraint increases (from $40), the cooking
surface area and combustion chamber volume also increase, reaching a constant level of $90 at
$55. The discrete leg capability is excluded until the maximum cost constraint is sufficiently
high to accommodate its cost. Once the maximum cost constraint reaches $79 state 3 of the leg
option becomes possible and the optimization shifts to enable it. States 1 and 2 of the leg option
are not included because the probability of legs being required is set high enough (70%) that the
incremental cost of retrofitting legs is not justified (see fig. 5.8). As a result of the addition of
legs, at $79 the cooking surface area and combustion chamber volume drop from 90% to 18% of
increased capability. As the cost constraint continues to increase, the area and volume begin to
increase, ultimately reaching a constant level of 66% at $90. Beyond $90 the constraint is not
active and the maximum value is $48.43. This is 13% greater than the $42.64 value achieved when
subject to a $75 cost constraint.

Sensitivity to the Probability that Legs are Required
A study of the sensitivity to the probability that legs are required reveals that the optimization is sensitive to this assumption. Figure 5.8 illustrates that the optimization is sensitive to the
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Figure 5.7: In order to observe the sensitivity to maximum cost constraint, the constraint is varied
from $40 to $110. Changes in the normalized increase in cookstove capabilities are indicated by
the vertical axis.
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Figure 5.8: In order to observe the sensitivity to the probability that legs are required, the probability is varied from 50% to 90%. Changes in the normalized increase in cookstove capabilities are
indicated by the vertical axis.

probability that legs are required in the range from 63% ≤ p ≤ 68%. However, outside this range
there is no sensitivity to the probability that legs are required.

5.5.5

Step 5 – Assess the Sensitivity and Confidence Levels on Cookstove
Comparing the sensitivity results discussed in section 5.5.4 with the confidence levels

recorded in section 5.5.2, reveals that two assumptions should be considered for further study
to achieve higher confidence levels.
1. Maximum cost constraint
2. Probability that legs are required
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5.5.6

Step 6 – Improve Confidence of Specific Cookstove Assumptions
Once the confidence levels have been improved on the low confidence assumptions, the

steps are repeated. This process is continued until no assumptions are detected with high sensitivity
and unacceptably low confidence level (see eq. 5.4). The result is a cookstove optimally designed
for flexibility and adaptability based on known and uncertain requirements.
The sensitivity analysis identified critical assumptions for further study. It also provided
insight into what might be done to alleviate the impact of these assumptions. For example, as
seen in fig. 5.8, the optimization is only sensitive to the probability that legs are required between
63 − 68%. If the designer is confident that the probability falls outside this range the assumption
can be removed as a concern and no further study is required. An important part of improving
the confidence level of the assumptions is often to note the ranges in which the optimization is
insensitive to a particular assumption.

5.5.7

Concluding Observations of the Cookstove Example
This example demonstrates that the technique presented in this chapter can be applied to

a product (cookstove) to increase its flexibility and adaptability, in the presence of uncertainty.
The optimization for excess capability is performed using estimates for the uncertain parameters
and assumptions. Sensitivity analysis identifies the most critical assumptions for further study
and refinement. In this example, all four of the uncertain requirements are achieved by including
some level of excess capability (see tables 5.3 and 5.4). Sensitivity analysis determines that the
optimization is sensitive to two of the uncertain requirements i.e., maximum cost constraint, and
the probability that legs are required. In addition to identifying these two uncertain requirements
as critical, regions are identified where the optimization is not sensitive to either of them. Once
these requirements (as well as other low confidence assumptions) have been studied and refined
the algorithm is repeated until the current confidence level of the critical requirements is greater
than the required confidence level (see eq. 5.4). The result is a flexible and adaptable design.
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5.6

Concluding Remarks
In this chapter a technique is presented for designing products in the presence of uncer-

tainty. It is specifically aimed at improving the success of products designed for the developing
world. The technique optimally determines the amount of designed-in excess and resulting flexibility and adaptability necessary to respond to uncertain requirements and design parameters. The
impact of these uncertainties is further reduced by a prioritization and refinement process which
utilizes sensitivity analysis.
An important aspect of the technique is that it provides a time and resource efficient technique for dealing with uncertainty. It is recognized that designers face many uncertainties during
the design process, especially when working in a developing world setting. Uncertainties frequently exist with the product requirements and the evaluation of users perception of benefits.
Other areas of uncertainty are the product design parameters. This technique allows designers to
begin a design with estimates for unknown or uncertain parameters. The most sensitive of these
estimates are identified and refined. As a result of the technique designers focus time and resources
only on refining the assumptions that will have a significant impact on the value of the product.
There are several ideas presented in this chapter that merit further study. First, the idea is
presented that excess capability can contribute to increased success rates and prolonged service
life of a product in two distinct ways. It can be used to increase the flexibility and adaptability
of the product to meet unforeseen requirements as designed. It can also be employed to enable
in-service adaptations of the product to address changing requirements. There are two questions
for further study. How should these two different types of excess capability be employed? What
factors determine which type of excess should be employed in a particular design?
A second area involves the coupling between benefits. For example, two benefits may
be mutually exclusive or one benefit may depend on the presence of another. The question then
follows, what impact do coupled benefits have on the value function, benefit or cost equations? Do
they need to be modified to facilitate analysis of coupled benefits?
A study of the application of the technique to actual development projects is a third candidate for further study. The cookstove example presented in section 5.5 is a simplified example
intended to demonstrate the technique. While it is based on parameters similar to stoves being
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produced in the developing world, it is not a case study. An extensive case study with comparative
data would be an excellent opportunity for further study.
The last area for further study involves uncertainty in functions, which are used in the
numerical model of the product (e.g., customer perceived benefits). It has been proposed that
expressing these functions in the form of power or Fourier series allows the shape of the functions
to be completely altered by adjusting the coefficients of the individual terms. In the example, the
benefit functions are represented using a power series. Further study should address the question;
what form should be used when expressing completely uncertain functions, a power series, Fourier
series or some other form? Answers to these questions will strengthen this technique.
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CHAPTER 6.

6.1

CONCLUDING REMARKS

Summary
Providing solutions to the challenge of developing products with uncertain, and future re-

quirements is the focus of this dissertation. A review of the existing literature provides various
methodologies to deal with this problem. These methodologies include product family platform
design, transformable product design, reconfigurable product design and modular product design.
A common element of each these methodologies is a concentration on the relationships and interfaces between functions, or components within a design. This dissertation takes a different
point-of-view by emphasizing excess capability within a design. Clearly, both excess capability
and relationships between capabilities are important. By adding the aspect of excess capability to
the existing research, a more complete solution to the problem of designing products with uncertain
and future requirements can be achieved.

Over-design Versus Redesign as a Response to Future Requirements (chapter 2)
To understand the value of incorporating at least partial excess into a design, as a means
of dealing with future requirements, a more extreme case of including all necessary excess into
a design (over-designed) is considered in chapter 2. The net present value of an initially overdesigned product is compared to the net present value of a product that is redesign when future
requirements arise. This analysis provides insight into the conditions, which benefit each of these
design approaches. The major contribution of chapter 2 is the realization that over-design can be
a beneficial design approach under many realistic conditions. These conditions are identified and
analyzed for eight real-world applications; and summarized as follows:
• Companies with low cost of goods sold (COGS) to research and development (R&D) ratios
derive more benefit from over-design approaches
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• Customer purchases with low in-service to price ratios derive more benefit from over-design
approaches
• Because of the relatively lower in-service to price ratio (as compared to the COGS to R&D
ratio) customers can benefit from the over-design approach even when manufacturers do not
benefit as much or at all
• Over-design approach provides a higher net present value, and as a result can be of greater
benefit when
– Future requirements emerge soon after initial requirements
– Discount rates are low
– Incremental R&D, price, COGS, or in-service expenses to provide the future requirements are low
– Initial R&D expense, or price to create a solution for the initial requirements is high
(e.g., high cost initial product)
– Incremental R&D or price of the redesigned product is high
Chapter 2 compares a product, which is completely over-designed versus the product, which is
redesigned to meet a future requirement. The completely over-designed product does not require
evolution to meet the needs of future requirements. A question for further study is: can a partially
over-designed product, requiring a evolution (redesign), provide a greater net present value than
either the completely over-designed or redesigned products described in chapter 2? This question
is further discussed in section 6.3.

Evaluation of System Evolvability Based on Usable Excess (chapter 3)
A metric of evolvability can be an aid in understanding the more general case, where excess
can be partially or completely included. Such a metric is presented by Tackett et al. [4]. Their
metric assumes that only the quantity of excess is significant in determining the evolvability of a
product. In chapter 3, it is recognized that in general, not only the quantity of excess capability is
important, but also the type of excess under consideration, its location, and its form are important
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attributes when determining its contribution to evolvability. This recognition leads to the development of an improved metric of evolvability. A key contribution of this metric is that the usability of
any excess capability can be quantified, as a usability factor, and used to identify the excess capabilities that are most appropriate for future needs. The evolvability metric and usability factors are
demonstrated by a comparison of two different automated assembly stations. In addition to being
useful for comparing product alternatives the evolvability metric and usability factors can be used
in optimization of a new product.

Optimization of Excess System Capability for Increased Evolvability (chapter 4)
Chapter 4 presents an optimization technique to incorporate the benefits of evolvability
into a design. The design of a military ground vehicle is used as a demonstration. A significant
contribution of chapter 4 is the recognition that simply optimizing for increased evolvability provides very little insight, therefore the value of evolvability as a function of its benefit and cost must
be considered. Such a method is presented under deterministic and nondeterministic conditions.
Under nondeterministic conditions, uncertainty is handled by applying a constraint shifting technique to the aleatory uncertainties, such as manufacturing variations in physical parameters and a
probability distribution (mean and standard deviation) is used to model the epistemic uncertainty
associated with the emergence of new requirements. An additional key contribution is that by applying the concept of the value of evolvability, and these uncertainty methods, optimized values
can be determined for excess capability included in a design.

Design for excess capability to handle uncertain product requirements in a developing world
setting (chapter 5)
The question arises: can the numerical model described in chapters 3 and 4 be used to
guide designers in developing a more flexible product, subject to customer requirements, while
efficiently identifying and refining critical uncertain requirements? This question is addressed in
chapter 5. A process is presented that utilizes the concept of imbedded excess capability to enhance a product’s ability to meet uncertain or future requirements. The process involves creating
a parameterized model of the product including excess capabilities. The parameters that define the
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excess capabilities are designated as design parameters for an optimization of the product. Uncertain requirements and parameters are included as starting points in the model. Once the design
has been optimized, a sensitivity analysis is performed on the uncertain assumptions. Those assumptions, with low confidence and to which the design is highly sensitive, are targeted for further
refinement. Those assumptions exhibiting low sensitivity are accepted at the base values. A major
contribution of this process is that through iterations the product is optimized for flexibility (to the
most probable future requirements) and the designer is efficiently guided to provide more accurate
market information on only the most critical requirements. Designers of less complex, smaller
designs, subject to uncertainty in requirements and design parameters, can benefit by utilizing this
process.
Many designers are faced with the challenge of creating products with uncertain or changing requirements. The techniques discussed in chapters 2 to 5 can be applied to complex, largescale products and systems as well as less complex, smaller products. The benefits include higher
acceptance rates, longer useful lives and, in general, a more cost effective solution to customer
needs.

6.2

Contribututions
The main objective of this dissertation is to develop, analyze and demonstrate a design

approach based on excess capability, flexibility, and evolvability, that can aid designers in dealing with uncertain or emergent future requirements. The contributions discussed in the previous
chapters and summarized above are directed at fulfilling this objective. They include (i) enabling
developments and (ii) resulting new insights. Both are enumerated below as follows:
1. Over-design Versus Redesign as a Response to Future Requirements (chapter 2)
• Enabling development: a technique, based on net present value analysis, to analyze the
relative value of an over-design approach and a redesign approach
• New insight: conditions were identified that lead to a greater net present value for each
approach (over-design approach and redesign approach)
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The analysis of over-design versus redesign supports the main contribution, noted above, by
establishing that over-design (i.e., excess capability) can exhibit a higher net present value
than redesign under many conditions, and is therefore a potentially valuable design approach.
2. Evaluation of System Evolvability Based on Usable Excess (chapter 3)
• Enabling development: an evolvability metric that includes the type of excess, its location and its form
• New insight: quantity of excess is not sufficient to determine its usability for evolvability
• New insight: each excess capability has a unique quantifiable value as it relates to
evolvability
• Enabling development: a metric to determine the usability of each specific excess capability (usability factor)
• New insight: the usability factor identifies the most usable excess capabilities and can
prioritize them for inclusion in a design
• New insight: the metrics, (evolvability and excess usability), quantify evolvability,
identify the most usable excess capabilities and can be used for numerical optimization
The development of evolvability and excess usability metrics enable a quantifiable design
approach, and numerical model, based on evolvability, excess capability, and flexibility. It
has been demonstrated that designers can determine the relative value of excess capabilities
as they relate to evolvability. Furthermore these metrics enable other numerical design tools,
such as optimization and sensitivity analysis.
3. Optimization of Excess System Capability for Increased Evolvability (chapter 4)
• Enabling development: an optimization technique, based on evolvability, that can be
used to determine optimal values of excess in a design, in the presence of uncertainty
(aleatory and epistemic)
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• New insight: optimization for evolvability requires an understanding and definition of
the value of evolvability
In support of the main objective of this dissertation, a technique has been developed and
demonstrated to optimally determine appropriate excess capabilities to be included in a design. Using this technique designers can effectively design flexible, and evolvable products
that meet the challenges of uncertain or emergent future requirements.
4. Design for excess capability to handle uncertain product requirements in a developing world
setting (chapter 5)
• Enabling development: a model and technique to simultaneously optimize a product
for flexibility, while reducing or eliminating critical uncertainties, including uncertain
requirements
• New insight: critical uncertainties can be systematically identified and efficiently reduced or eliminated in a design using the evolvability model presented in chapter 5
With the addition of this last technique and model, designers can address the issues associated with uncertainties and emergent future requirements by optimally increasing the product’s flexibility, while identifying and eliminating or reducing the most critical uncertainties.
These contributions can provide assistance to product designers, and form a foundation for further
research.

6.3

Future Research
This dissertation has presented several techniques that can be used by product designers to

address the issues associated with the emergence of future and or uncertain requirements. As these
techniques are reviewed, it is obvious that there is more research to be done. This future research
falls into five categories:
1. Expand the net present value method (chapter 2) to conclude the probabilistic attributes of
new requirements
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2. Further expand the evolvability metric presented in chapter 3 to include financial impact and
combine the metric with the net present value analysis presented in chapter 2
3. Strengthen the process of developing the evolvability metric by utilizing the concepts of
Failure Modes and Effects Analysis.
4. Provide increased understanding of the influence and relationships between excess capabilities and between requirements
5. Unify the studies of the relationships between functions and components, from existing literature, with the excess capability techniques presented in this dissertation
6. Apply the techniques to further real-world cases.
This future research is discussed in detail at the conclusion of the previous chapters (chapters 2
to 5). For convenience a summary is included here.
Chapters 2 and 3 discuss techniques to assess the value of excess capability. In chapter 2
a net present value method is used to examine the relative value of an over-design versus a redesign approach. This technique can be expanded to provide a more complete analysis. First, the
probabilistic nature of the timing of the emergence of the future requirements can be included in
the technique. There are two types of distributions that can be considered: static distributions that
do not change once they are determined (an idealized condition) and dynamic distributions (more
realistic condition) that change as new information is gained. The analysis of the static distributions provides a stepping-stone to the more significant and realistic dynamic distributions. Second,
the analysis can be expanded to include partial over-designs and partial redesigns. This allows the
technique presented in chapter 2 to be more tightly connected to the concepts presented in chapter 3. Once the first and second extensions have been made, real options theory [203, 204] can be
applied to this technique, greatly expanding is value to designers.
In chapter 3 an improved metric is provided for evaluating evolvability. There is an opportunity to relate this work more closely to the net present value analysis presented in chapter 2.
Converting the evolvability calculations to be written in terms of costs and benefits would allow
the results of the net present value analysis to be included directly. Once the net present value
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techniques are included in the evaluation of the metric, non-deterministic effects can be directly
examined.
The value of the evolvability metric presented in chapter 3 can be increased by developing
a process to use it similar to the successful Failure Modes and Effects Analysis. The analogies
between the two techniques are significant. Future requirements are analogous to failure modes in
FMEA, the more future requirements that are identified the stronger the analysis. When calculating
the evolvability metric, the ability to address a future need is analyzed based on excess capabilities.
The usability of the excess capabilities are assessed based on the suitability of their type, quantity,
location and form. This is roughly analogous to the detection, probability, risk and severity used
to assess each failure mode in FMEA. New insights may result from investigating the FMEA
approach and applying an analogous process to the evolvability metric.
In chapters 4 and 5 the importance of the relationships between excess capabilities and
between requirements is presented. These relationships merit further study. The value function
presented in chapter 4 and utilized in chapter 5 depends on a numerical understanding of excess
capabilities as they are related to the benefits associated with each requirement. If there is a dependency between either different requirements or different excess capabilities, this dependency
must be included in the value function. For example, if two requirements utilize the same excess
capability, can both be used simultaneously, or does one requirement fully consume the excess? A
solution to this issue is briefly discussed in chapter 5; however, more work is needed to obtain a
thorough and complete solution.
Relationships are a major facet of the alternative approaches discussed in the literature, such
as modular product designs and product family platform designs. It was noted that the relationship
between functions and components within a product are an important part of these techniques. In
contrast this dissertation focuses on excess capabilities within a product. Can these two approaches
be connected and thus provided designers with an even richer tool set than each approach provides
independently? As discussed in chapter 3, evolution requires both the availability of the required
capability (excess) and access to that capability (relationship to). This suggests that an opportunity
lies in connecting the previous work, which focuses on relationships (access), with the present
dissertation, which focuses mainly on excess capability.
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Lastly, additional real-world examples are of tremendous value. However, they are difficult to obtain, especially for large-scale systems. Additional real-world examples can be used to
qualify, and further understand the benefits and weaknesses inherent in the techniques. Further
opportunities for research will likely be revealed as real-world cases are applied to the techniques
presented in this dissertation.

125

REFERENCES
[1] Free, M. J., 2004. “Achieving appropriate design and widespread use of health care technologies in the developing world.: Overcoming obstacles that impede the adaptation and
diffusion of priority technologies for primary health care.” International journal of gynecology & obstetrics, 85, pp. S3–S13. 1, 86
[2] Ireton, C. T., 2006. “Filling the stealth gap and enhancing global strike task force operations.” Air & Space Power Journal, 20(3), p. 69. 1, 86
[3] Smith, P. C., 2001. Lockheed C-130 Hercules: the world‘s favourite military transport.
Airlife. 1, 86
[4] Tackett, M. W. P., Mattson, C. A., and Ferguson, S. M., 2014. “A model for quantifying
system evolvability based on excess and capacity.” Journal of Mechanical Design, 135,
May, pp. 051002–1 to 051002–11. 1, 3, 5, 9, 32, 41, 51, 54, 55, 58, 59, 62, 84, 86, 90, 118
[5] Bowman, M. W., 1999. Lockheed C-130 Hercules. Crowood Press. 1, 86
[6] Davies, S., and Dildy, D., 2007. F-15 Eagle Engaged: The World’s Most Successful Jet
Fighter. Osprey Publishing. 1
[7] Simpson, T. W., Jiao, J. R., Siddique, Z., and Hölttä-Otto, K., 2014. Advances in product
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