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Abstract
In this paper, we propose and study random maxout features, which are con-
structed by first projecting the input data onto sets of randomly generated vectors
with Gaussian elements, and then outputing the maximum projection value for
each set. We show that the resulting random feature map, when used in conjunc-
tion with linear models, allows for the locally linear estimation of the function
of interest in classification tasks, and for the locally linear embedding of points
when used for dimensionality reduction or data visualization. We derive gener-
alization bounds for learning that assess the error in approximating locally linear
functions by linear functions in the maxout feature space, and empirically evaluate
the efficacy of the approach on the MNIST and TIMIT classification tasks.
1 Introduction
Kernel based learning algorithms are ubiquitous in both supervised and unsupervised learning. For
example, a universal kernel support vector machine approximates, to an arbitrary precision, any non-
linear decision boundary function given enough training points [1]. On the other hand, methods like
Kernel Principal Component Analysis [2] (Kernel PCA) capture non-linear relationships between
variables of interest, and are used in non-linear dimensionality reduction. However, non-linear ker-
nel methods suffer from high computational complexity (often cubic in the sample size), and are
difficult to parallelize—training and testing on a even modestly sized dataset such as the TIMIT
speech corpus (2M training samples) can be very challenging. Linear methods, on the other hand
(linear support vector machines, logistic regression, ridge regression, Principal Component Analy-
sis, etc. ), suffer from low capacity and representation power, but have computational complexity
linear in the sample size, and so can be more readily scaled to large data corpora. Scalability and
non-linear representation power are two desiderata of any learning algorithm. Deep Neural Net-
works owe their success to this property, as they allow rich, non-linear modeling and they scale
linearly in the sample size when trained with variants of stochastic gradient descent [3].
Kernel Approximation with Random Features. An elegant approach to overcoming the computa-
tional load of kernel methods, pioneered by [4], consists of generating explicit, randomized feature
maps Φ : X ⊂ Rd → Rm, where m is typically larger then the dimension of the input space n, to
approximate the kernel K:
For (x, z) ∈ X , K(x, z) ≈ 〈Φ(x),Φ(z)〉 . (1)
When used in conjunction with linear methods, such randomized features reveal the non-linear struc-
ture in the data, and we gain scalability, as linear methods scale linearly with training sample size.
Random Fourier features, introduced in [4], approximate shift invariant kernels. For example, the
Gaussian kernel, K(x, z) = exp
(
−‖x−z‖22σ2
)
, can be approximated using the following feature
map:
Φ(x) = (cos(w>1 x+ b1) . . . cos(w
>
mx+ bm)),
where wi ∼ N (0, 1σ2 Id), are independent gaussian vectors, and bi are independently and uniformly
drawn from [0, 2pi]. Recently [5] showed that a highly oversampled random Fourier features map
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(m = 400K), and a large scale linear least squares classifier, approaches the performance of dense
deep neural networks trained on the TIMIT speech corpus.
Learning with Random Features. More formally in a classical supervised learning setting, let
X ⊂ Rd, be the input space and Y = {−1, 1} be the label space in a binary classification setting.
We are given a training set S = {(xi, yi) ∈ X × Y, i = 1 . . . N}. For kernel methods, the goal is
to find a non-linear function f mapping X to Y , given a certain measure of discrepancy or a loss
function V . The function f is restricted to belong to a hypothesis class of functions HK , the so
called reproducing kernel Hilbert space (RKHS). Empirical risk minimization in that setup leads to
a rich class of non-linear algorithms, via regularization in RKHS [6],
min
f∈HK
1
N
N∑
i=1
V (yi, f(xi)) + λ||f ||2HK , (2)
where λ > 0 is the regularization parameter and ‖f‖HK is the norm in the RKHS. The optimum f∗
of the problem in (2) has the following form f∗(x) =
∑N
i=1 β
∗
iK(x, xi), β
∗ ∈ RN . Solving for β∗
may have a computational complexity of O(N3) (Regularized Least squares) or O(N2) (Support
Vector Machines). Using an explicit feature map Φ that approximates such a kernel in conjunction
with a linear model, it is therefore sufficient to estimate a scalable regularized linear model with a
computational complexity linear in the number of training examples,
min
α∈Rm
1
N
N∑
i=1
V (yi, 〈α,Φ(xi)〉) + λ ‖α‖2 , (3)
where α∗ is the optimal solution. For sufficiently largem we have: f∗(x) ≈ 〈α∗,Φ(x)〉, and α∗ can
be find in O(Nm) time using stochastic gradient descent. Similar ideas extend to the unsupervised
case. Recently [7] introduced the randomized non-linear component analysis, where it is shown that
Kernel PCA can be approximated by using random Fourier features followed by a linear PCA.
Contributions. In this paper, inspired by the recently introduced maxout network [8], we intro-
duce a simple but effective non-linear random feature map, called random maxout features, that
approximates functions of interest with piecewise-linear functions. Locally linear boundaries and
components are interesting as they carry locally the linear structure in the data, and have the advan-
tage of being interpretable in the original feature space of the data, but how should such a kernel
method be formulated? In principle, such a mapping could be achieved via any locally linear ker-
nel of the form K(x, z) = 〈x, z〉κσ(x, z), where κσ is a localizing kernel, such as, for example a
Gaussian kernel with bandwidth σ. However, how to efficiently realize such a conditionally linear
kernel is not clear; for example, achieving this via random Fourier features would involve taking the
Kronecker product of a linear feature map and the random features. The main contribution of this
paper is to introduce and analyze the random maxout feature map, which has the advantage that it
can be learned in O(Nm) time (N training points, m random features), and utilized at test time in
O(dm) time (assuming d input features), while avoiding the taking Kronecker products. When used
in conjunction with linear methods, random maxout realize a scalable, local linear function estima-
tor for large-scale classification and regression. In the unsupervised setting, similarly to [7], random
maxout features followed by a PCA allow for a locally linear embedding of the data, that can be
used as a non-linear dimensionality reduction, and for data visualization. The paper is organized
as follows: In Section 2 we introduce our random maxout feature map, and show that its expected
kernel is indeed locally linear. In section 3 we present generalization bounds for the learning of
linear functions in the random maxout feature space. In section 4, we discuss how random maxout
features relate to previous work. Finally, in section 5, we demonstrate the approach as a local linear
estimator in a classification setting on MNIST and TIMIT speech corpora.
2 Random Maxout Features
Random maxout features have the same structure as deep maxout networks in terms of maxout units
.The following definition gives a precise description of the maxout random feature map:
Definition 1 (Random Maxout Features). Let w`j , ` = 1 . . .m, and j = 1 . . . q, be independent
random gaussian vectors i.e w`j ∼ N (0, Id). Note W ` = (w`1 . . . w`q)
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For x ∈ Rd, we define a maxout random unit h`(x) as follows:
h`(x) = φ(x,W
`) = max
j=1...q
〈
w`j , x
〉
, ` = 1 . . .m.
A maxout random feature map Φ is therefore defined as follows:
Φ(x) =
1√
m
(h1(x), . . . , hm(x)).
In order to study this map, we shall consider, for 2 points x, z ∈ Rd, the dot prod-
uct: 〈Φ(x),Φ(z)〉 = 1m
∑m
`=1 h`(x)h`(z). Consider first the expectation of 〈Φ(x),Φ(z)〉:
E(〈Φ(x),Φ(z)〉) = 1m
∑m
`=1 E(h`(x)h`(z)) = E(h1(x)h1(z)), where the last equality follows
from the independence of the units. It It is therefore sufficient to study the expectation of the dot
product of one unit:
K(x, z) = E(h(x)h(z)),
where h(x) = maxj=1...q 〈wj , x〉 , wj ∼ N (0, Id), j = 1 . . . q, iids.
Theorem 1 (Maxout Expected Kernel). Let x, z ∈ Rd. The expected kernel of maxout random units
is given by the following expression:
K(x, z) = E(h(x)h(z)) = σ2(q) 〈x, z〉κq(x, z),
where σ2(q) = E(maxj=1...q gj)2, gj ∼ N (0, 1) iid , and κq(x, z) is a non-linear kernel given by:
κq(x, z) = P
{
arg max
j=1...q
〈wj , x〉 = arg max
j=1...q
〈wj , z〉
}
=
∞∑
i=0
ai(q)
( 〈x, z〉
‖x‖ ‖z‖
)i
,
where the first 3 coefficients are a0(q) = 1q , a1(q) =
h21(q)
q−1 , a2(q) =
qh22(q)
(q−1)(q−2) , where hi(q) =
Eφi(maxk=1...q gk)), where gj , j = 1 . . . q are iid standard centered gaussian, and φi, the normal-
ized Hermite polynomials. ai(q) are non negative and
∑
i≥0 ai(q) = 1.
Proof of Theorem 1. The proof is given in Appendix A in the supplementary material.
2.1 Discussion of the Derived Maxout Kernel
The expected kernel of a maxout unit is therefore a locally weighted linear kernel, and hence it
allows a non-linear estimation of functions in a piecewise linear way :
K(x, z) = σ2(q) 〈x, z〉κq(x, z),
where κq is a non-linear kernel. Let ρ = 〈x, z〉. In this section we discuss the locality introduced by
κq(., .).
It is important to note that 0 ≤ κq(x, z) ≤ 1, since κq(x, z) = P(D(x) = D(z)), where D(x) =
arg maxj=1...q 〈wj , x〉. For simplicity assume that x, z ∈ Sd−1, where Sd−1 is the unit sphere in d
dimensions. We start by giving values of κq in three particular cases of interest:
1. When x and z coincide i.e x = z, and ρ = 1, we have κq(x, z) = 1, as
∑
i≥0 ai(q) = 1.
2. When x and z are orthogonal i.e ρ = 0, we have κq(x, z) = a0(q) = 1q .
3. When x and z are diametrically opposed i.e x = −z, and ρ = −1, we have κq(x, z) = 0,
as
∑
i≥0 a2i(q) =
∑
i≥0 a2i+1(q) =
1
2 [26] .
In order to understand the locality introduced by the non-linear kernel κq , and the relation of the
radius of the locality to the size of the pool q, looking to the first order expansion of κq gives us
a hint on the effect of that kernel. In particular the quantity h1(q) is just the expectation of the
maximum of independent gaussians h1(q) ∼
√
2 log(q) [10, 26].
κq(x, z) = a0(q) + a1(q)ρ+O(ρ
2)
=
1
q
(1 + (1 + (q))2 log(q)ρ) +O(ρ2),
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where (q)→ 0, for q →∞.
Note by g the function, g : [−1, 1] → [0, 1] such that κq(x, z) = g(ρ). For far apart points, when
ρ → −1, g(ρ) → 0. g has a linear behavior around ρ = 0, with a slope equal to 2 log(q)q . Note that
in this neighborhood as q increases the linear regime vanishes, and g(ρ)→ 0. Hence as q increases
the probability of two points hashing to same index of maximum becomes smaller; qualitatively the
radius of the locality of κq shrinks as q increases. Finally for near by points when ρ→ 1, g(ρ)→ 1.
Qualitatively the derived kernel K(x, z) ≈ 0 for far apart points and K(x, z) ≈ σ2(q) 〈x, z〉 for
points in the same neighborhood, where the radius of the locality, and the notion of closeness is set
by the choice of the size of the pool q. This radius is decreasing in q. Hence K defines a locally
linear kernel.
Now if we go back to problem (2), and solve for f in the reproducing kernel hilbert space of the
equivalent kernel K (i.e forH = HK), we have :
f∗(x) =
N∑
i=1
β∗iK(x, xi) = σ
2(q)
N∑
i=1
β∗i 〈x, xi〉κq(x, xi) = σ2(q)
〈
N∑
i=1
β∗i κq(x, xi)xi, x
〉
. (4)
Hence we see that this derived kernel allows a locally linear estimation of the function of interest
f∗, where the radius of the locality is set by the choice of the size of the pool q.
Now consider the maxout random feature map Φ introduced in Definition 1. Recall that we have:
E(〈Φ(x),Φ(z)〉) = K(x, z) = σ2(q) 〈x, z〉κq(x, z),
the dot product 〈Φ(x),Φ(z)〉 is therefore an estimator of K(x, z) i.e for sufficiently large m,
〈Φ(x),Φ(z)〉 ≈ K(x, z) , hence we can use the feature map Φ, and a simple linear model as in
equation (3) , and use the optimal weight α∗ to get an estimate of the locally linear estimation f∗
produced by the derived kernel as in equation (4), i.e. we have for sufficiently large m:
〈α∗,Φ(x)〉 ≈ f∗(x). (5)
In the next section we analyze the errors incurred by such approximation and how it translates to the
convergence of the risk to its optimal value in a dense subset of the RKHS induced by the locally
linear kernel.
Remark 1 (Locality Sensitive Hashing). Let C : Sd−1 → {1 . . . q}m, such that for x ∈ Sd−1,
C(x) =
(
arg maxj=1...q
〈
w1j , x
〉
, . . . , arg maxj=1...q
〈
wmj , x
〉)
,
w`j ∼ N (0, Id), ` = 1 . . .m, j = 1 . . . q. For x, z ∈ Sd−1 we have : E
(
1
m
∑m
i=1 1Ci(x) 6=Ci(z)
)
=
P
{
arg maxj=1...q 〈wj , x〉 6= arg maxj=1...q 〈wj , x〉
}
= 1 − κq(x, z). Hence we can approximate
the local kernel κq(x, z), by the non binary strings by mean of the hamming distance between the
q-ary strings C(x), and C(z). As m becomes large we have:
dH(C(x), C(z)) =
1
m
m∑
i=1
1Ci(x)6=Ci(z) ≈ 1− κq(x, z),
Hence C defines a locality sensitive hashing scheme in the sense of [11] .
3 Learning with Random Maxout Features
We show in this section that learning a linear model in the random maxout feature space, allows
for a locally linear estimation of functions in a supervised classification setting. The locally linear
kernelK(x, z) = σ2(q) 〈x, z〉κq(x, z), defines a Reproducing Kernel Hilbert Space (RKHS). In the
following we will see how linear functions in the random maxout feature space approximate a dense
subset of this locally linear RKHS. We start by introducing some notation. We assume that we are
given a training set S = {(xi, yi), xi ∈ M = X ∩ Sd−1, yi ∈ Y = {−1, 1}, i = 1 . . . N}. Our
goal is to learn a function f :M→ R via risk minimization. Let ρy(x) be the label posteriors and
assumeM is endowed with a measure ρM, the expected and empirical risks induced by aL-Lipchitz
loss function V : R→ [0, 1] are the following:
EV (f) =
∫
M
∑
y∈Y
V (yf(x))ρy(x)dρM(x), EˆV (f) = 1
N
N∑
i=1
V (yif(xi)).
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The assumptions on the points belonging to the unit sphere, and on the loss being bounded by one
can be weakened see Remark 2. We will use in the following a notion of intrinsic dimension for the
setM, namely the Assouad dimension given in the following definition:
Definition 2 ([12]). The Assouad dimension ofM ⊂ Rd , denoted by dM , is the smallest integer
k, such that, for any ball B ⊂ Rd,the set B ∩M can be covered by 2k balls of half the radius of B.
The Assouad dimension is used as a measure of the intrinsic dimension. For example, ifM is an `p
ball in Rd, then dM = O(d). IfM is a r-dimensional hyperplane in Rr, then dM = O(r), where
r < d. Moreover, ifM is a r-dimensional Riemannian submanifold of Rd with suitably bounded
curvature, then dM = O(r).
Let W ` = (w`1, . . . w
`
q), ` = 1 . . .m, and W = (w1, . . . wq), since wj , j = 1 . . . q are iid, the
distribution ofW is given by p(W ) = p(w1) . . . p(wq), where p(wj) is the distribution of a gaussian
vector drawn form N (0, Id). Similarly to the analysis in [13], let C > 0, we define the infinite
dimensional functional space F :
F =
{
f(x) =
∫
α(W )φ(x,W )dW, sup
W
|α(W )|
p(W )
≤ C
}
,
it is easy to see that F is dense in HK [13]. We will approximate the set F with Fˆ defined as
follows:
Fˆ =
{
f(x) =
√
m 〈α,Φ(x)〉 =
m∑
`=1
α`φ(x,W
`), ‖α‖∞ ≤
C
m
}
.
Note that in this definition of this function space we are regularizing the norm infinity of the weight
vectors this can be replaced in practice, and theory [14] by a classical Tikhonov regularization or
other forms of regularization.
Theorem 2 (Learning with Random Maxout Features). Let S = {(xi, yi), xi ∈ M = X ∩
Sd−1, yi ∈ {−1, 1}, i = 1 . . . N}, and dM the assouad dimension of M,and diam(M)
be its diameter. Let fˆN = arg minf∈Fˆ EˆV (f). Fix δ > 0, ε ∈ (0, 1), for m ≥
C′
ε2
(
dM log
(
diam(M)√d
δ
)
+ log(q + 1)
)
, where C ′ is a numerical constant, we have:
EV (fˆN )−min
f∈F
EV (fˆ) ≤ 4LC
√
σ2(q)
N
+
2|V (0)|√
N
+ 2
√
2 log(1/δ)
N
+ LCε
(
1 +
√
2 log
(
1
δ
))
,
with probability at least 1− 3δ − 2e−cd/4, on the choices of the training examples and the random
projections. Where C is the regularization parameter in the definition of F and Fˆ , L is the lipchitz
constant of the loss function V : R→ [0, 1], and σ2(q) = E (maxj=1...q gj)2 , gj ∼ N (0, 1) iids.
The proof of Theorem 2 is given in the supplementary material in Appendix B, the main techni-
cal difficulty consists in bounding the supx∈M |φ(x,W )| , and relating this quantity to the intrinsic
dimension dM. Theorem 2, shows that for q > 1, learning a linear model in the maxout feature
space defined by the map Φ has a low expected risk and more importantly this risk is not far from
the one achieved by a nonlinear infinite dimensional function class F . Locally linear functions can
be hence estimated to an arbitrary precision using linear models in the maxout feature space, the
errors decompose naturally to an estimation or a statistical error with the usual rate of O( 1√
N
), and
an approximation error of functions in the infinite dimensional space F , by functions in Fˆ . For a
fixed q, in order to achieve an approximation error ε, the bounds suggests ε = 1√
N
. One needs to
set the dimensionality m of the feature map Φ to O (N (dM log(d) + log(q + 1))), where dM is
a measure of the intrinsic dimension of the space where inputs live dM ≤ d. For instance if our
data lived on a r-dimensional Riemannian submanifold of Rd(r << d), the function space Fˆ for
m = O (N (r log(d) + log(q))) achieves an approximation error ε = 1√
N
of a dense subset of the
function space defined by the local linear kernel, with a radius of locality set by the choice of the
parameter q. As q increases this radius shrinks and the dimension of the feature map increases to
ensure more locality but with a logarithmic dependency on q. The use of the intrinsic dimension of
the inputs spaceM -that we borrow from the compressive sensing community- in the approxima-
tion error is appealing as most of previous bounds in random features analysis relates the number
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of projections only to the training size N , and spectral properties of the kernel matrix [14],[13].
Using spectral propreties of the kernel, results in [14] suggest that for large N that the number of
the features if of the order O(N log(N)) . While the spectral properties of the kernel carry some
geometric information about the points distribution it misses some important geometric structure in
the points setM, since it captures some intrinsic dimension of the data that can be expressed only
in term of the sample size N , while the Assouad dimension has a richer description of the structure
in the data, such as sparsity for instance. If X was the set of s− sparse signal the Assouad di-
mension dM = O(s log(d))[12], and we need O
(
s log2(d)+log(q)
ε2
)
maxout random features to have
an approximation error of ε. It would be interesting to incorporate in the bound both the spectral
properties of the kernel and the intrinsic dimension to get the good of the two worlds, we leave this
for a future work. For q = 1, Maxout random features reduces to classical random projections, that
approximate the linear kernel, learning classifiers from randomly projected data has been throughly
studied see [15], and references there in, Theorem 2 is not as sharp as results presented in [15], since
the proof was not specialized to the linear projection case.
Remark 2. 1-We can relax the sphere constraint on the input set to a bounded data constraint, i.e
supx∈X ‖x‖ ≤ R, and assume a bounded loss |V (z)| ≤ B, a minor change in the proof shows that
the right hand side of the inequality in Theorem 2 is multiplied by RB.
2-Note that for ε = 1√
N
, we have m = O(NdM log(d)), for large N assume M was finite and
the cardinality |M| = Nα for small α, we have dM = O(log(|M|)) = O(log(N)) and m =
O(N log(N) log(d)), which matches up to a log term results in [14].
4 Related Work
Approximating Kernels, Random Non Linear Embeddings. The so called Johnson-
Lindenstrauss Lemma [16] states that a linear random feature map preserves `2 distances in a N−
point subset of a Euclidian space when embedded in O(ε−2 log(N)) dimension with a distortion of
1 + ε. The requirement of preserving all pairwise distances is not needed in many applications; we
need to preserve distances only in a local neighborhood of the points of interest. This observation is
at the core of locality sensitive hashing [11] and has been discussed in [17]. One needs a non-linear
random feature map in order to achieve a local embedding. Random Fourier features [4] approxi-
mating the Gaussian kernel achieve such a goal. Random maxout features also achieve such a goal
by performing a locally linear embedding of the points.
Scaling up Kernel Methods. As discussed earlier random features is a popular approach in approx-
imating the kernel matrix and scaling up kernel methods pioneered by [4], the generalization ability
of such approach is of the order of O˜( 1√
N
+ 1√
m
), which suggests that m needs to be O˜(N). An
elegant doubly stochastic gradient approach introduced recently in [18], uses random features to ap-
proximate the function space rather then the kernel matrix, in a memory efficient way that achieves
this O(N) bound for the number of features, Maxout random features can be also used within this
framework. Other approaches for scaling up kernel methods fall under the category of low rank
Approximation of the kernel matrix, such as sparse greedy matrix approximation [19], Nystrom ap-
proximations [20] and low rank Cholesky decomposition [21].
Locally Linear Estimation. As discussed earlier, Random Maxout Networks allow us to do lo-
cal linear estimation of functions in supervised and unsupervised learning tasks, among other ap-
proaches Deep Maxout Networks [8], Locally linear Embedding [22] and convex piecewise linear
fitting [23], share similar structure with Random maxout features.
5 Numerical Experiments
5.1 Simulated Data Illustration
In this section we consider 100 points generated at random form the unit circle in two dimensions.
We embed those points through the Maxout feature map Φ, for m = 1000, and q = 23 and q = 25
respectively. We plot in Figure 1, for pairs of points x and z, the pairwise distances in the embedded
space ||Φ(x) − Φ(z)|| versus the pairwise distances in the original ||x − z|| (we show here only a
subset of those pairwise distances). We see that in both cases for small distances we have a linear
regime, followed by a saturation regime for high range distances. The saturation arises earlier for
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q = 25 when compared to the one of q = 23. This confirms the discussion in Section 2.1, on the
effect of the Maxout feature map as a locally linear kernel, with the radius of the locality shrinking
as q increases. To further illustrate this local linear embedding, we consider a dataset of 33 images
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Figure 1: The locality induced by the size of the pool q. As q increase the locality radius shrinks.
of faces of the same person of size 112 × 92 at different angles that we normalize to be unit norm
(See Figure 2) .The faces are ordered by their angles, the ordering provided in this dataset is noisy.
We extract the maxout features on this dataset for m = 10000, q = 12, and perform principal
component analysis on the data in the maxout feature space and project it down to two dimensions
on the two largest principal components. We show in Figure 2, the embedding of this dataset in
two dimensions through Maxout followed by a linear PCA . Each point in this scatter corresponds
to a face, the numbering refers to the corresponding order in the given angle labeling. We see that
Maxout local linear embedding self organizes the data with respect to the angle of variation, and
corrects the noisy labeling.
5.2 Supervised Learning Applications: Classification
In order to perform classification as discussed earlier we lift the data through the maxout feature
map Φ, and solve a linear classification problem in the lifted space as described in Equation (3).
5.2.1 Digit Classification
We extract the Maxout random features on the MNIST dataset [3], consisting of 60000 training
examples (d = 784) and 10000 test examples among T = 10 digits. Let Z = Φ(X) ∈ RN×Mbe
the embedded data and Y ∈ RN×T be the class labels using a ±1 encoding. We solve the multi-
class problem using a simple regularized least squares, f(x) = 〈α,Φ(x)〉, where α = (Z>Z +
λI)−1Z>Y , where λ is the regularization parameter chosen on a hold out validation set [30].
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Figure 2: Maxout Locally Linear Embedding in 2D (Maxout - LLE) of 33 faces of the same person
at different angles.
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m = 100 m = 500 m = 1000 m = 5000 m = 10000
q = 1 17.68± 0.28 14.76± 0.23 14.64± 0.08 15.02± 0.64 15.12± 0.58
q = 2 16.95± 0.5321 7.98± 0.22 5.62± 0.18 2.86± 0.11 2.35± 0.04
q = 4 18.24± 0.39 7.70± 0.24 5.50± 0.16 2.78± 0.07 2.23± 0.07
q = 8 18.9± 0.28 7.98± 0.47 5.59± 0.19 2.81± 0.10 2.32± 0.09
q = 16 20.57± 0.76 8.19± 0.21 5.66± 0.15 2.87± 0.12 2.58± 0.04
Table 1: Random Maxout on MNIST: Error rates in %.
In table 1 we report test errors and standard deviations for various values of m and q in the maxout
feature map averaged on 5 different choices of the random weights in the map. We see that for
q = 1, where the feature map does not introduce any non linearity, the performance of the map
for any value of m, matches the error rate of a linear classifier that is 15%. For q 6= 1, we start to
see the non linearity introduced by the map as a local linear estimator, for a fixed q the error rate
decreases as m gets large. In this experiment the best error rate is achieved for m = 10000 and
q = 4, suggesting that q = 4 sets the optimal radius of locality for classification. As a baseline an
optimal k− nearest neighbor achieves an error rate of 3.09 %.
5.2.2 Phone Classification on TIMIT
We further evaluated random maxout features on the TIMIT speech phone classification task. Eval-
uations are reported on the core test set of TIMIT. We utilized essentially the same experimental
setup as in [5]: 147 context independent states were used as classification targets; at test time each
utterance was decoded using the Viterbi algorithm, and then mapped, as is standard, down to 39
phones for scoring. As in [5], 2 million frames of training data—fMLLR features of dimension 40
each [24]. spliced with ±5 frames of context (d = 11 × 40 = 440)—were utilized. These features
were then lifted hrough the random maxout map Φ, and a multinomial logistic regression was sub-
sequently trained using SGD to minimize cross entropy loss. Table 2 reports the mean and standard
deviation of the performance of random maxout units as a function of number of maxout features,
m, and number of projections/feature, q. Interestingly, even smaller feature maps far outperform
using the raw features, and the performance varies very little with initialization seed (5 seeds/result).
m q
2 4 8 16
1250 24.7± 0.2 24.4± 0.2 25.6± 0.2 26.0± 0.2
2500 24.0± 0.2 23.3± 0.3 24.7± 0.3 25.3± 0.3
5000 23.5± 0.1 22.9± 0.2 24.7± 0.2 24.7± 0.4
10000 23.2± 0.1 22.5± 0.2 24.5± 0.2 24.7± 0.4
20000 23.1± 0.1 22.3 ± 0.2 24.3± 0.2 24.5± 0.2
Table 2: Phone error rate (PER, %) as a function of number of maxout features,m, and number of
linear projections per maxout feature,q, on the TIMIT speech phone classification task. Multinomial
logistic regression on the input features yields a PER of 33.1 ± 0.1%.
Table 3 summarizes preliminary investigations into scaling up the size of the feature map, where
to increase the number of features, projections are shared across random maxout units. Random
maxout features appear to perform similarly to random Fourier features on the task.
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network # features (m) #projections #proj./feature (q) phone error rate (PER)
Random Maxout 15K 15K q=4 23.1
Random Maxout 60K 15K q=4 22.7
Random Maxout 60K 60K q=4 22.8
Random Maxout 400K 15K q=4 22.4
Random Maxout 300K 300K q=4 22.1
Random Fourier 400K 400K - 21.3 [5]
ReLU DNN 4K, 16K (4Kx 4 layers) - 22.7 [25]
ReLU DNN w/ dropout 4K, 16K (4Kx 4 layers) - 19.7 [25]
Table 3: Phone error rates (PER,%) on TIMIT. The total number of projections used to produce each
feature map are as indicated (here random maxout features draw from a shared pool of projections).
In this paper we presented random maxout feature map as an effective and scalable local linear
estimator, and derived risk bounds for learning in this feature space that assesses both statistical
and approximation errors, in a classification setting. We believe that maxout features, thanks to
their conditionally linear structure, can gain further in scalability, and speed, by leveraging the fast
Johnson Lindenstrauss transform, and the doubly stochastic optimization framework of [18].
A Proof of Theorem 1
Proof of Theorem 1. Assume without loss of generality that ||x|| = ||z|| = 1. Let D(x) =
arg maxj=1...q 〈wj , x〉, and D(z) = arg maxj=1...q 〈wj , z〉, ties are broken arbitrarily. By total
probability we have:
K(x, z) = E(h(x)h(z))
= E {h(x)h(z)|D(x) = D(z)}P(D(x) = D(z))
+ E {h(x)h(z)|D(x) 6= D(z)}P(D(x) 6= D(z))
= E(
〈
wD(x), x
〉 〈
wD(x), z
〉 |D(x) = D(z))P(D(x) = D(z))
+ E
{〈
wD(x), x
〉 〈
wD(z), z
〉 |D(x) 6= D(z)}P(D(x) 6= D(z)).
It is easy to see that the second term in this sum is zero since the gaussians are independent and zero
centered : E
{〈
wD(x), x
〉 〈
wD(z), z
〉 |D(x) 6= D(z)} = 0. We are left with the first term of this
sum:
K(x, z) = E(h(x)h(z))
= E(
〈
wD(x), x
〉 〈
wD(x), z
〉 |D(x) = D(z))P(D(x) = D(z))
= qE(〈w1, x〉 〈w1, z〉 |D(x) = D(z) = 1)P(D(x) = D(z) = 1)
= E(〈w1, x〉 〈w1, z〉 |D(x) = D(z) = 1)P(D(x) = D(z)).
By rotation invariance of gaussians we have:
〈w1, x〉 = g and 〈w1, z〉 = 〈x, z〉 g +
√
1− | 〈x, z〉 |2h,
where g and h are independent random gaussian variables g, h ∼ N (0, 1).
Let E be the following event :
E = {g is the maximum of q independent gaussians}
Hence we have:
E(〈w1, x〉 〈w1, z〉 |D(x) = D(z) = 1)
= E
(
g(〈x, z〉)g +
√
1− | 〈x, z〉 |2h)|E
)
= 〈x, z〉E
([
max
j=1...q
gj
]2)
.
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Let σ2(q) = E
(
[maxj=1...q gj ]
2
)
, we have finally:
E(h(x)h(z)) = σ2(q) 〈x, z〉P(D(x) = D(z)). (6)
σ2(q) is a normalization factor and it is well known that σ2(q) ∼ log(q), hence we are left with
P(D(x) = D(z)),
that is the probability that x and z are not separated by the q hyperplanes, an object that is well
studied in q− ways graph cuts approximation algorithms.
The following lemma is crucial to our proof and is proved in [26], and allow us to get the final
expression of the expected kernel.
Lemma 1 ([26]). For x, z ∈ Rd, ||x|| = ||z|| = 1. Let ρ = 〈x, z〉, we have therefore:
κq(x, z) = P (D(x) = D(z)) =
∞∑
i=0
ai(q)ρ
i (7)
the taylor series of κq around ρ = 0, converges for all ρ in the range |ρ| ≤ 1. The coefficients
ai(q), of the expansion are all non negatives and their sum converges to 1. The first 3 coefficients
are a0(q) = 1q , a1(q) =
h21(q)
q−1 , a2(q) =
qh22(q)
(q−1)(q−2) . hi(q) = Eφi(maxk=j...q ηj)) , where ηj , j =
1 . . . q are iid standard centered gaussian, and φi, the normalized Hermite polynomials.
By lemma 1 we have finally:
K(x, z) = E(h(x)h(z)) = σ2(q) 〈x, z〉κq(x, z), (8)
where κq(x, z) =
∑∞
i=0 ai(q)(〈x, z〉)i, is a non-linear kernel, values of ai(q) are given in the above
lemma.
B Learning with Random Maxout Features
In this section we state the proof of Theorem 2. We start with a preliminary Lemma that bounds
φ(x,W ) uniformly on the set X , this will be crucial in our derivations.
Lemma 2 (Bounding supx∈M |φ(x,W )|). LetM = X ∩ Sd−1. Let dM be the Assouad dimension
ofM and diam(M) be the diameter ofM. Let δ > 0, we have for a numeric constant C1:
sup
x∈M
|φ(x,W )| = sup
x∈M
∣∣∣∣ maxj=1...q 〈wj , x〉
∣∣∣∣ ≤ C1
√√√√dM log(diam(M)√d
δ
)
+ log(q + 1),
with probability at least 1− δ − 2e−cd/4.
Proof. Consider an −Net that covers X with balls of radius r and centers {xi}i=1...T . We
have by definition of the Assouad dimension, the maximum number of balls T is less than(
2diam(M)
r
)dM
. Assume we have: |φ(x,W ) − h(z,W )| = 〈wD(x), x〉 − 〈wD(z), z〉, meaning〈
wD(x), x
〉− 〈wD(z), z〉 > 0.
φ(x,W )− φ(z,W ) = 〈wD(x), x〉− 〈wD(z), z〉
=
〈
WD(x), x− z
〉
− 〈wD(z) − wD(x), z〉︸ ︷︷ ︸
≥0
≤ ||wD(x)||2 ‖x− z‖2 ,
where the inequality follows from the definition of D(z), and the Cauchy-Schawrz inequality. Sim-
ilarly if we have |φ(x,W )− φ(z,W )| = 〈wD(z), z〉− 〈wD(x), x〉, we have:
φ(x,W )− φ(z,W )) ≤ ||wD(z)||2||x− z||2
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We conclude therefore that:
|φ(x,W )− φ(z,W )| ≤ max (∥∥wD(x)∥∥ ,∥∥wD(z)∥∥) ‖x− z‖2 ≤ (∥∥wD(x)∥∥+ ∥∥wD(z)∥∥) ‖x− z‖2
Let L =
∥∥wD(x)∥∥2 + ∥∥wD(z)∥∥2.
Let t > 0, we have supx∈M |φ(x,W )| < t, if the following two events hold:
E1 =
{
sup
xi,i=1...T
|φ(xi,W )| < t
2
}
and E2 =
{
L ≤ t
2r
}
.
On the first hand:
P(Ec1) = P
(
sup
xi,i=1...T
|φ(xi,W )| ≥ t
2
)
= P
(
∪Ti=1{|φ(xi,W )| ≥
t
2
}
)
≤
T∑
i=1
P
(
|φ(xi,W )| ≥ t
2
)
= TP
(∣∣∣∣ maxj=1...q 〈wj , x〉
∣∣∣∣ ≥ t2
)
.
Note that by a union bound we have:
P
(
max
j=1...q
〈wj , x〉 ≥ t
2
)
= P
(
∃j, 〈wj , x〉 ≥ t
2
)
≤ qP(〈w, x〉 ≥ t
2
) ≤ qe−t2/8,
and by independence of wj we have also:
P
(
max
j=1...q
〈wj , x〉 ≤ − t
2
)
= P
(
∀j, 〈wj , x〉 ≤ − t
2
)
=
(
P(〈w, x〉 ≤ − t
2
)
)q
≤ e−qt2/8.
Putting together theses to bounds we have:
P
(∣∣∣∣ maxj=1...q 〈wj , x〉
∣∣∣∣ ≥ t2
)
≤ qe−t2/8 + e−qt2/8.
The covering number T of X is also bounded as follows [27]:
T ≤
(
2diam(M)
r
)dM
.
Hence we have for q > 1:
P(Ec1) ≤
(
2diam(M)
r
)dM (
qe−t
2/8 + e−qt
2/8
)
≤
(
2diam(M)
r
)dM
(q + 1)e−t
2/8.
On the other hand, for a universal constant c, and for ε ∈ (0, 1) [28]:
P(‖w‖2 ≥
√
d(1 + ε)) ≤ e−cε2d.
Set t2r =
√
d(1 + ε), hence P(Ec2) ≤ 2e−cε
2d.
It follows that for t > 1:
P( sup
x∈M
|φ(x,W )| ≥ t) ≤ P(E1c ∪ E2c )
≤ P(E1c ) + P(E2c )
≤
(
4
√
d(1 + ε)diam(M)
t
)dM
(q + 1)e−t
2/8 + 2e−cε
2d
≤
(
4
√
d(1 + ε)diam(M)
)dM
(q + 1)e−t
2/8 + 2e−cε
2d.
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Hence for ε = 12 , t > 1:
sup
x∈M
|φ(x,W )| ≤ t,
with probability at least 1−
(
6diam(M)√d
)dM
(q + 1)e−t
2/8 − 2e−cd/4.
Hence we have for a numeric constant C1:
sup
x∈M
|φ(x,W )| ≤ C1
√√√√dM log(diam(M)√d
δ
)
+ log(q + 1),
with probability at least 1− δ − 2e−cd/4.
The following Lemma shows that any function f ∈ F , can be approximated by a function fˆ ∈ Fˆ :
Lemma 3. [Approximation Error.]Let f be a function in F . Then for δ > 0, there exists a function
fˆ ∈ Fˆ such that:
∥∥∥fˆ − f∥∥∥
L2(X ,ρM)
≤ CC1
√√√√dM log (diam(M)√dδ )+ log(q + 1)
m
(
1 +
√
2 log
(
1
δ
))
with probability at least 1− 2δ − 2e−cd/4.
Proof of Lemma 3. Let f ∈ F , f(x) = ∫ α(W )φ(x,W )dW . Let f`(x) = α(W `)p(W `)φ(x,W`).We
have the following: EW (f`) = f , and 1mEW (
∑m
`=1 f`) = f . Consider the Hilbert space
L2(X , ρM), with dot product: 〈f, g〉L2(X ,ρM) =
∫
X f(x)g(x)dρM(x).
||f`||L2(X ,ρM) =
√∫
X
(
α(W `)
p(W `)
)2
(φ(x,W `))2dρM(x),
Let E and F be the event defined as follows:
E =
{
sup
x∈M
|φ(x,W )|) ≤M
}
F =

∥∥∥∥∥∥ 1m
m∑
j=1
fj − f
∥∥∥∥∥∥
L2(X ,ρM)
> t

Conditioned on E we have:
||f`||L2(X ,ρM) ≤ CM.
P (F ) = P (F |E)P(E) + P (F |Ec)P(Ec) ≤ P (F |E) + P(Ec).
Conditioned on the event E, we can apply McDiarmid inequality and we have:
P(F |E) ≤ exp
(
− mt
2
2M2C2
)
= δ1
For δ > 0 set M = C1
√
dM log
(
diam(M)√d
δ
)
+ log(q + 1) applying Lemma 2 we have:
P(Ec) ≤ 1− δ − 2e−cd/4
We have therefore with probability 1− δ − 2e−cd/4 − δ1:
∥∥∥∥∥∥ 1m
m∑
j=1
fj − f
∥∥∥∥∥∥
L2(X ,ρM)
≤ CC1
√√√√dM log (diam(M)√dδ )+ log(q + 1)
m
(
1 +
√
2 log
(
1
δ1
))
.
(9)
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The following Lemma shows how the approximation of functions in F , by functions in Fˆ , transfers
to the expected Risk:
Lemma 4 (Bound on the Approximation Error). Let f ∈ F , fix δ > 0. There exists a function
fˆ ∈ Fˆ , such that:
EV (fˆ) ≤ EV (f) + LCC1
√√√√dM log (diam(M)√dδ )+ log(q + 1)
m
(
1 +
√
2 log
(
1
δ
))
with probability at least 1− 2δ − 2e−cd/4.
Proof of Lemma 4. EV (fˆ) − EV (f) ≤
∫
X
∣∣∣V (yfˆ(x))− V (yf(x))∣∣∣ dρM(x) ≤ L ∫X |fˆ(x) −
f(x)|dρM(x) ≤ L
√∫
X (fˆ(x)− f(x))2dρM(x) = L
∥∥∥fˆ − f∥∥∥
L2(X ,ρM)
, where we used the Lip-
chitz condition and Jensen inequality. The rest of the proof follows from Lemma 3.
We are now ready to prove Theorem 2.
Proof of Theorem 2. Let fˆN = arg minf∈Fˆ EˆV (f), fˆ = arg minf∈Fˆ EV (f), f∗ =
arg minf∈F EV (f).
EV (fˆN )−min
f∈F
EV (f) =
(
EV (fˆN )− EV (fˆ)
)
︸ ︷︷ ︸
Statistical Error
+
(
EV (fˆ)− EV (f∗)
)
︸ ︷︷ ︸
Approximation Error
Bounding the statistical error. The first term is the usual estimation or statistical error than we can
bound as follows:
EV (fˆN )− EV (fˆ) =
(
EV (fˆN )− EˆV (fˆN )
)
+
(
EˆV (fˆN )− EˆV (fˆ)
)
︸ ︷︷ ︸
≤0,by optimality of fˆN
+
(
EˆV (fˆ)− EV (fˆ)
)
≤ 2 sup
f∈Fˆ
∣∣∣EV (f)− EˆV (f)∣∣∣ .
Assume that the loss V : R → [0, 1], when the data (xi, yi) or the random projections W ` change
supf∈Fˆ
∣∣∣EV (f)− EˆV (f)∣∣∣ , can change by no more then 2N then by applying McDiarmids inequality
[29] we have with a probability at least 1− δ/2
sup
f∈Fˆ
∣∣∣EV (f)− EˆV (f)∣∣∣ ≤ Ex,W (sup
f∈Fˆ
∣∣∣EV (f)− EˆV (f)∣∣∣)+√2 log(2/δ)
N
.
Now using the classical rademachar complexity type bounds [29], we have:
Ex,W sup
f∈Fˆ
∣∣∣EV (f)− EˆV (f)∣∣∣ ≤ 2LRN (Fˆ) + |V (0)|√
N
,
whereRN (Fˆ) is defined as follows:
RN (Fˆ) = Ex,W,σ
[
sup
f∈Fˆ
∣∣∣∣∣ 1N
N∑
i=1
σif(xi)
∣∣∣∣∣
]
,
where σi are iid Rademacher variables ∈ {−1, 1}, such that P(σi = 1) = P(σi = −1) = 12 .
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It is sufficient to bound the Rademacher complexity of the class Fˆ , where the expectation is taken
over the randomness of the data and the random features:
RN (Fˆ) = Ex,W,σ
[
sup
f∈Fˆ
∣∣∣∣∣ 1N
N∑
i=1
σif(xi)
∣∣∣∣∣
]
= Ex,W,σ
[
sup
f∈Fˆ
∣∣∣∣∣ 1N
N∑
i=1
σi
(
m∑
`=1
α`φ(xi,W
`)
)∣∣∣∣∣
]
= Ex,W,σ
[
sup
f∈Fˆ
∣∣∣∣∣ 1N
m∑
`=1
α`
N∑
i=1
σiφ
(
xi,W
`
)∣∣∣∣∣
]
≤ Ex,W,σ 1
N
‖α‖∞
m∑
`=1
∣∣∣∣∣
N∑
i=1
σiφ
(
xi,W
`
)∣∣∣∣∣ By Holder inequality: 〈a, b〉 ≤ ‖a‖∞ ‖b‖1
≤ C
mN
Ex,W
m∑
`=1
√√√√Eσ ( N∑
i=1
σiφ (xi,W `)
)2
Jensen inequality, concavity of square root
Note that E(σiσj) = 0, for i 6= j it follows that:
Eσ
(∑N
i=1 σiφ
(
xi,W
`
))2
= Eσ
∑N
i=1
∑N
j=1 σiσjφ
(
xi,W
`
)
φ
(
xj ,W
`
)
=
∑N
i=1 φ
2
(
xi,W
`
)
.
Finally:
RN (Fˆ) ≤ C
mN
m∑
`=1
Ex,W

√√√√ N∑
i=1
φ2 (xi,W `)

=
C
N
Ex,W

√√√√ N∑
i=1
φ2 (xi,W )

≤ C
N
√√√√Ex,W ( N∑
i=1
φ2(xi,W )
)
By Jensen inequality
=
C
N
√
NEx,Wφ2(x,W )
≤ C√
N
√
Ex (K(x, x)).
Recall that for x ∈ Sd−1, K(x, x) = σ2(q) ‖x‖2 κq(x, x) = σ2(q). Hence:
Rm(Fˆ) ≤ C
√
σ2(q)
N
,
hence we have with probability 1− δ/2, on the choice of random data and random projections:
EV (fˆN )− EV (fˆ) ≤ 4LC
√
σ2(q)
N
+
2|V (0)|√
N
+ 2
√
2 log(2/δ)
N
. (10)
Bounding the Approximation Error. Let fˆ∗, the function defined in Lemma 3, that approximates
f∗ in Fˆ . By Lemma 4 we know that:
EV (fˆ∗) ≤ EV (f∗) + LCC1
√√√√dM log (diam(M)√dδ )+ log(q + 1)
m
(
1 +
√
2 log
(
1
δ
))
with probability 1−2δ−2e−cd/4, on the choice of the random projections. By optimality of fˆ ∈ F˜ ,
we have with at least the same probability 1− 2δ − 2e−cd/4
EV (fˆ) ≤ EV (fˆ∗) ≤ EV (f∗) + LCC1
√√√√dM log (diam(M)√dδ )+ log(q + 1)
m
(
1 +
√
2 log
(
1
δ
))
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Hence by a union bound with probability 1 − 3δ − 2e−cd/4, on the training set and the random
projections:
EV (fˆN )−min
f∈F
EV (fˆ) ≤ 4LC
√
σ2(q)
N
+
2|V (0)|√
N
+ 2
√
2 log(1/δ)
N
+ LCC1
√√√√dM log (diam(M)√dδ )+ log(q + 1)
m
(
1 +
√
2 log
(
1
δ
))
.
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