Let X, Y denote vertices of a bipartite dual polar graph, and let G X and G Y denote the stabilizers of X and Y in the full automorphism group of this graph. In this paper, a description of the orbits of G X ∩ G Y in the cases when the distance between X and Y is 1 or 2, is given.
Preliminaries and introductory remarks
Let q denote a prime power, let GF (q) denote a finite field with q elements, and let d denote a positive integer. Let V = GF (q) 2d denote the vector space over GF (q) of dimension 2d, consisting of column vectors with entries in GF (q). We define a map Q : V → GF (q) as follows. For u = (u 1 , u 2 , ..., u 2d ) t ∈ V we let
The form Q is a quadratic form on V , that is, Q(λu) = λ 2 Q(u) (λ ∈ GF (q), u ∈ V ), and
is a symmetric bilinear form on V . The form Q is usually called hyperbolic quadric. Note that for vectors u = (u 1 , u 2 , ..., u 2d ) t and v = (v 1 , v 2 , ..., v 2d ) t of V we have
A vector v ∈ V is called isotropic, if Q(v) = 0. A subspace U of V is called isotropic, if Q(u) = 0 for every u ∈ U , and it is called maximal isotropic, if it is maximal (with respect to inclusion) in the set of all isotropic subspaces of V . It turns out that the dimension of every maximal isotropic subspace is d (see, for example, [1, Theorem 3.10] or [10, Lemma 3] ). Observe that if u, v ∈ V belong to the same isotropic subspace of V , than Q(λu + µv) = 0 for every λ, µ ∈ GF (q). Furthermore, f (u, v) = Q(u + v) − Q(u) − Q(v) = 0.
(1.4)
Conversely, if u and v are isotropic with f (u, v) = 0, then u, v is an isotropic subspace of V . Indeed, for λ, µ ∈ GF (q) we have Q(λu + µv) = λ 2 Q(u) + µ 2 Q(v) + λµf (u, v) = 0. 
The group of all isometries of V is called the orthogonal group for Q, and is denoted by O Table 6 .1]). Recall that every distance-transitive graph is also distance-regular in the sense of [2, Section 4.1].
Pick X, Y ∈ V (D d (q)) and let G X and G Y denote the stabilizers of X and Y in G, respectively. Since G acts distance-transitively on V (D d (q)), the orbits of G X are precisely the sets S i (X) (0 ≤ i ≤ d). In this paper we examine the orbits of G X ∩ G Y . These orbits play an important role in the theory of Terwilliger algebras of D d (q). This role is especially important in the case when ∂(X, Y ) ∈ {1, 2}, see [6] . For the definition and more background on Terwilliger algebras of distance-regular graphs see [3, 4, 7, 8, 9] .
In this paper we give a description of the orbits of G X ∩ G Y when ∂(X, Y ) ∈ {1, 2}. To do this, we consider the following situation for the rest of this paper. Notation 1.1. Let q denote a prime power, let GF (q) denote a finite field with q elements, and let d denote a positive integer. Let V = GF (q) 2d denote the vector space over GF (q) of dimension 2d, consisting of column vectors with entries in GF (q). Let Q and f be as defined in (1.1) and (1.2). Let D d (q) denotes the bipartite dual polar graph over V , and let b i , c i and k i be as in (1.6) 
Our paper is organised as follows. In Section 2 we state some results about maximal isotropic subspaces that we need later. In Section 3 (Section 4, respectively) we describe the orbits of G X ∩ G Y in the case when ∂(X, Y ) = 1 (∂(X, Y ) = 2, respectively). In what follows we use the same symbols (capital letters) for the vertices of D d (q) and for the maximal isotropic subspaces of V ; this should cause no confusion.
Maximal isotropic subspaces
In this section we state some results about maximal isotropic subspaces of V that we need later. The first one is known as Witt's lemma (see, for example, [1, Theorem 3.9] ). Lemma 2.1. With reference to Notation 1.1, let U and W be subspaces of V , and let σ U : U → W be a bijective linear map satisfying Q(σ U (u)) = Q(u) for every u ∈ U . Then there is an isometry of V which extends σ U . Lemma 2.2. With reference to Notation 1.1, let U and W be maximal isotropic subspaces of V with dim(U ∩ W ) = d − i for some 1 ≤ i ≤ d. Pick linearly independent vectors u 1 , . . . , u i ∈ U \ W and linearly independent vectors w 1 , . . . , w i ∈ W \ U . Let F be the i × i matrix with (j, )-entry equal to f (u j , w ). Then the determinant of F is nonzero.
Proof. First note that F is a nonzero matrix. Namely, if f (u j , w ) = 0 for every 1 ≤ j, ≤ i, then a subspace generated by U and W is isotropic subspace of dimension d + i, a contradiction. Suppose now that det(F ) = 0. Then the columns of F are linearly dependent vectors of GF (q)
i , that is, there exist scalars λ j (1 ≤ j ≤ i) which are not all equal to zero, such that for each 1 ≤ ≤ i we have
Note that w = λ 1 w 1 + λ 2 w 2 + · · · + λ i w i is nonzero, since w 1 , w 2 , . . . , w i are linearly independent. Multiplying the above equation with an arbitrary scalar µ gives us µ f (u , w) = 0. Adding the obtained equations we get
This implies that f (u, w) = 0 for every u ∈ U . By (1.5), the subspace generated by U and w is isotropic with dimension d + 1, a contradiction. Therefore, det(F ) = 0. Lemma 2.3. With reference to Notation 1.1, let U, U 1 , W and W 1 be maximal isotropic subspaces of V with dim(
Proof. We first define a bijective linear map σ from a subspace generated by U and W to a subspace generated by U 1 and
We will then show that σ extends to an isometry of V . We now define σ(w j ) (1 ≤ j ≤ i). Let F denote an i × i matrix with (j, )-entry equal to f (v j , z ). For 1 ≤ ≤ i consider the following system of linear equations in variables α 1 , α 2 , . . . , α i :
Note that this system has a unique solution since F is nonsingular by Lemma 2.2. For convenience, we denote the solutions of this system also by
We extend σ to a linear map from U, W to U 1 , W 1 in a natural way:
We now show that σ is a bijection. To do this, it is enough to show that σ(w ) (1 ≤ ≤ i) are linearly independent. Let A be an i × i matrix with (j, )-entry equal to α j . Observe that σ(w ) (1 ≤ ≤ i) are linearly independent if and only if A is nonsingular. Let F 1 denote an i × i matrix with (j, )-entry equal to f (u j , w ). The matrix F 1 is nonsingular by Lemma 2.2. Furthermore, it follows from (2.1) that F · A = F 1 , implying that A is nonsingular.
We now show that σ preserves Q. Pick arbitrary v ∈ U, W :
By (1.2) and (1.4),
Let us now compute Q(σ(v)). By (1.2) and (1.4) we first get
By (2.2) and since σ(u r ) = v r we further find
Finally, by (2.1), the above expression is equal to f (u r , w s ). Therefore, Q(v) = Q(σ(v)). By Lemma 2.1 there exists an isometry σ of V which extends σ. This completes the proof. 
. The result follows. 
(ii) By the triangle inequality we find Proof. Suppose on the contrary that f (u, v) = 0. Pick λ, µ ∈ GF (q) and w ∈ X ∩ Y . Consider λu + w + µv ∈ X, Y . By (1.2) and (1.4) we have
This shows that X, Y is an isotropic subspace of dimension d + 1, a contradiction. 
. . , z i−1 ) we find that there exists an isometry σ such that σ(u) = u , σ(v j ) = v j (1 ≤ j ≤ d − 1), and σ(z j ) ∈ z 1 , . . . , z i−1 (1 ≤ j ≤ i − 1). Clearly, σ preserves X (and thus also X ∩ Y ), and maps Z to Z . To finish the proof we have to show that σ preserves Y . Observe that X ∩ Y is a (d − 1)-dimensional isotropic subspace of V . By Lemma 2.4, the only two maximal isotropic subspaces containing X ∩ Y are X and Y . Since X and X ∩ Y are both preserved by σ, also Y is preserved by σ.
(ii) Similar as (i) above.
Proposition 3.4. With reference to Notation 1.1 assume that ∂(X, Y ) = 1. Then the following (i), (ii) hold.
(ii) The set
Proof. It is clear that two vertices from different sets from (i) and (ii) above could not be in the same orbit of G X ∩ G Y . The result now follows from Theorem 3.3.
The case ∂(X, Y ) = 2
With reference to Notation 1.1, in this section we describe the orbits of
We first determine the size of the sets D (i) Let u 1 , u 2 ∈ X \ Y be linearly independent, and let w ∈ Y \ X. Then u 1 , u 2 and w are not contained in a common isotropic subspace of V .
(ii) Let w 1 , w 2 ∈ Y \ X be linearly independent, and let u ∈ X \ Y . Then w 1 , w 2 and u are not contained in a common isotropic subspace of V .
Proof. (i) Suppose on contrary that u 1 , u 2 and w are contained in a common isotropic subspace. Pick λ 1 , λ 2 , µ ∈ GF (q) and v ∈ X ∩ Y . Consider λ 1 u 1 + λ 2 u 2 + v + µw ∈ X, w . By (1.2) and (1.4) we have
Therefore, X, w is an isotropic subspace of dimension d + 1, a contradiction.
(ii) Similar as (i) above. Without loss of generality we can assume that f (u 1 , w 1 ) = 0 (otherwise we replace w 1 by w 1 + λw 2 for an appropriate λ ∈ GF (q)). This implies that X ∩ Y, u 1 , w 1 is maximal isotropic subspace.
Similarly, there exists a basis v 1 , . .
is a basis of Y , and u 1 , u 2 , v i−1 , . . . v d−2 , z 1 , . . . , z i−2 is a basis of Z . Without loss of generality we can assume that f (u 1 , w 1 ) = 0 (otherwise we replace u 1 by u 1 + λu 2 for an appropriate λ ∈ GF (q)). This implies that X ∩ Y, u 1 , w 1 is maximal isotropic subspace.
Applying Lemma 2.3 (with
. Clearly, σ maps Z to Z . It remains to show that σ preserves X and Y . Consider the subspace W = X ∩ Y, u 1 . Note that W is a (d − 1)-dimensional isotropic subspace of V . By Lemma 2.4, the only two maximal isotropic subspaces containing W are X and W, w 1 . Isometry σ maps W to W = X ∩ Y, u 1 . By Lemma 2.4, the only two maximal isotropic subspaces containing W are X and W , w 1 . Since σ maps W, w 1 to W , w 1 , it must map X to X. Similarly we show that σ maps Y to Y . It follows that σ ∈ G X ∩ G Y , completing the proof of (i).
(ii) Similarly as (i) above.
Let us now consider the sets 
Observe that all vertices of D 
Clearly, σ maps Z to Z . It remains to show that σ preserves X and Y . Note that W = X ∩ Y, u 1 is a (d − 1)-dimensional isotropic subspace of V . By Lemma 2.4, the only two maximal isotropic subspaces containing W are X and W, w 1 . Note that σ maps W to W = X ∩ Y, u 1 , which is a (d − 1)-dimensional isotropic subspace of V . The only two maximal isotropic subspaces containing W are X and W , w 1 . Since σ maps W, w 1 to W , w 1 , it must map X to X. Similarly we show that σ maps Y to Y . Therefore σ ∈ G X ∩ G Y and the proof is completed. w 1 , v 1 , . . . , v d−2 and W 1 = Z ) we find that there exists an isometry σ of V such that σ(u 1 ) = u 1 , σ(u 1 + w 1 ) = u 1 + w 1 (and therefore also σ(w 1 ) = w 1 ), σ(v j ) = v j (1 ≤ j ≤ d − 2), and σ(z j ) ∈ z 1 , . . . , z i−1 for 1 ≤ j ≤ i − 1. Clearly, σ maps Z to Z . It remains to show σ preserves X and Y .
Note that W = X∩Y, u 1 is a (d−1)-dimensional isotropic subspace of V . By Lemma 2.4, the only two maximal isotropic subspaces containing W are X and W, w 1 . Note that σ maps W to W = X ∩ Y, u 1 , which is a (d − 1)-dimensional isotropic subspace of V . The only two maximal isotropic subspaces containing W are X and W , w 1 . Since σ maps W, w 1 to W , w 1 , it must map X to X. Similarly we show that σ maps Y to Y . Therefore σ ∈ G X ∩ G Y and the proof is complete. 
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