Introduction
No supervised classification is complete until an assessment of its accuracy has been performed. Although this problem has been addressed by many researches, most of them assume that both classifier and expert are crisp. And most fuzzy approaches recently published are still based on the confusion matrix. The pioneer work is due to Binaghi [1] et al., who built a fuzzy matrix error which generalizes the error matrix within a remote seing classification problem: for each object p and each cell (i, j), they determine (based on the min operator) the degree to which p has been classified in class j by the expert and in class i by the classifier. After that, this information is aggregated for each object p to obtain the fuzzy error matrix (see [1] for more details). Although this fuzzy error matrix presents some advantages compared with a standard classical approach, some misbehavior appears when the fuzzy classification that is evaluated is not a Ruspini partition, something that will happen too often (see [5] ). In order to solve this problem, Gómez et al. [8] defined a new family of disagreement weighted measures that extend the most popular accuracy measures in classification: the overall and the Kappa statistic for classical hard (crisp) classifications. Moreover, such an alternative weighted accuracy measure we can avoid the assumption of equally important errors (a standard assumption within fuzzy accuracy assessments). A key problem then is the determination of the importance of each error. In this work, we present different alternatives that take into account decision maker preferences.
Measuring the errors
From a mathematical point of view, an object p that has been classified by the expert (E) or by a classifier (C) into class i, can be modelled as a k dimensional vector (0, . . . , 1, . . . , 0), k being the number of different classes under consideration. We will denote by P the set of objects that has to be classified and by T ⊂ P the training set, necessary in any supervised classification algorithm. In order to extend the concept of error between an expert (E) (reference data) and the classifier (C) let us introduce the following definition. Definition 2.1. Given a set of objects P and a family of classes A 1 . . . A k under consideration, E the expert function and C the classifier function, then the error D of the object p given by the classifier C is defined as:
where E(p) j is the j-th coordinate of E(p), C(p) j is the j-th coordinate of the classifier function C(p), i represents the class to which p is assigned the largest degree of membership M ax {(E(p)) 1≤r≤k } = (E(p)) i and each w ij ∈ represents the importance of the error when an object that belongs to class i is classified into class j.
Notice that the above definition requires that the maximum in the E(p) vector is unique. In the case in which the maximum is reached in more than one component we will take the average of the different errors between these classes. So, if we have, for example, E(p) = (0.4, 0.4, 0.2) and C(p) = (0.4, 0.4, 0.3) two different disagreement measures (depending on where the maximum is reached) are defined in this example as: 0.1w 13 if we take A 1 as the maximum and 0.1w 23 if we take A 2 as the maximum. For this example, the definition for disagreement D that we propose is the average, that is 0.05w 13 + 0.05w 23 . Taking into account this, the final disagreement will be the M in{1, 0.05w 13 + 0.05w 23 }. More generally, importance errors w ij may depend on the whole vector E(p), so its dispersion can be taken into account.
Let us note that if all errors are considered equally important (w ij = 1 for all i = j and w ii = 0 for all i), and both classifier and expert are crisp, then the error function above defined coincides with the classical approach, i.e.
D(E, C, p)
= 0 if E(p) = C(p) 1 if E(p) = C(p)
Accuracy measures
From now on we will define the agreement measure between expert and classifier as A(E, C, p) = 1 − D(E, C, p). Once the error (agreement) function is obtained and the weights are determined, the overall accuracy and the kappa index can be obtained by means of an adequate aggregation of errors for each object.
Definition 3.1. Given P the object set, A 1 . . . A k the family of classes under consideration, E the expert function and C the classifier function, we define the overall accuracy (O C ) as:
Let us note that if the classifier produces a Ruspini's partition (i.e.,
, and the expert is crisp, then the overall accuracy measure above defined coincides with the overall accuracy defined by Binaghi [1] et al. In a more general case, Ruspini's assumption is not fulfilled and then Binaghi's approach may produce strange results, as shown below. An Extended Kappa statistic is next proposed, based on the previous Kappa statistic but allowing comparisons between arbitrary classifiers (a crisp classifier with a crisp data reference set and equal weights, a crisp classifier with a crisp data reference set and non-equal weights, a fuzzy classifier with a crisp data reference set and equal weights, and a fuzzy classifier with a crisp data reference set and non-equal weights). It is important to note that this new definition is an extension of the standard Kappa measure for two raters. Definition 3.2. Given P the set of objects, T ⊂ P the accuracy data set with cardinality t, A 1 . . . A k the family of classes under consideration, E the expert function and C the classifier function, we define the Extended Kappa statistic K E as:
where
Obtaining weights.
As it can be perceived from the disagreement measure given in definition 2.1, the weights that represent the importance of the different errors play an extremely important role. In the following two subsections we propose two alternative techniques in order to determine the importance of errors. The first one is based on a multi-criteria decision making approach, and the second one is based on the distance between fuzzy sets.
A multi-criteria approach
It is a standard assumption in accuracy assessment that all errors are equally important. Introducing weights to account the relative importance of errors will introduce in the system the opinion of the expert. As a consequence, a different weight matrix for each measure will be required. From a multi-criteria point of view there are several available approaches in order to determine weights (see, e.g., [7, 10] ). For example, if we want to determine the importance of each error based on Saaty methodology, we have to obtain first the Saaty matrix. Once the Saaty matrix has been defined, the weights are computed, for example, as the eigenvector associated to the maximum eigenvalue (see [10] ). Of course, other alternatives can be proposed.
Fuzzy distances
In the framework of remote sensing classification problems, images can be described in fuzzy terms by means of the spectral features of each class. , a distance function between fuzzy sets could be applied for each pair of classes, D(A i , A j ) = d ij . On one hand, small distances d ij represent a hight similitude between classes, so error will not be relevant. On the other hand, high values of d ij represent different classes or big errors. Taking into account this information, the weights matrix could be calculated proportionally to distance values.
Final comments
As a final comment we want to stress the relevance of our proposal, since very few accuracy measures are available for fuzzy classification. If offering a quantitative measure of the quality of every classification is an essential objective within a crisp framework, such measures will play a more relevant role under fuzziness, where certain visual arguments are much more difficult to argue.
