Abstract-This work investigates the maximum broadcast throughput and its achievability in multi-hop wireless networks with half-duplex node constraint. We allow the use of physicallayer network coding (PNC). Although the use of PNC for unicast has been extensively studied, there has been little prior work on PNC for broadcast. Our specific results are as follows: 1) For single-source broadcast, the theoretical throughput upper bound is n/(n+1), where n is the "min vertex-cut" size of the network. 2) In general, the throughput upper bound is not always achievable.
I. INTRODUCTION
This work investigates the maximum broadcast throughput and its achievability in multi-hop wireless networks with halfduplex node constraint. It is known that for a single-source multicast network, the maximum throughput (max-flow) is equal to the min-cut with the adoption of network coding. However, the result is for networks with full-duplex links that operate independently without mutual interference. Our work can be considered as an attempt to understand the relationship between max-flow and min-cut in networks with half-duplex nodes that may interfere with each other, such as those in wireless networks.
We allow the use of physical-layer network coding (PNC) [1] . PNC is a technique that makes possible the utilization of interfering signals. In wireless networks, when multiple transmitters transmit simultaneously, what is received at a wireless receiver is a superposition of the signals. Rather than discarding these "collided signals", a PNC receiver transforms them to a network-coded message. Our specific results are as follows:
1) For single-source broadcast with the half-duplex node constraint and the wireless signal superposition property, the theoretical throughput upper bound is n/(n + 1), where n is the "min vertex-cut size" of the network.
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2) In general, the throughput upper bound n/(n + 1) is not always achievable. 3) For grid and many other networks, by adopting (n + 1)-color partitioning and using PNC, the throughput upper bound n/(n + 1) is achievable.
II. RELATED WORKS
In graph theory [2] , the max-flow min-cut theorem specifies that the maximum throughput in a single-source unicast network is equal to the min-cut. Network coding [3] provides a solution to achieve the upper bound min-cut throughput in a single-source multicast network. PNC, first proposed in [1] , incorporates signal processing techniques to realize network coding operations at the physical layer when overlapped signals are simultaneously received from multiple transmitters. It is a foundation of our investigation here. Most existing works on PNC focus on the unicast scenario. For example, [1] studied the unicast in a two-way-relay channel, line networks and 2D grid networks; [4] and [5] study the unicast in general networks by designing distributed MAC protocols. As far as we know, there has been little, if any, prior work on broadcast with physical-layer network coding.
III. SYSTEM MODEL AND THROUGHPUT UPPER BOUND ANALYSIS
We consider the one-source broadcast scenario in which D packets from one source X need to reach all nodes in a packetbased wireless network. Information of these packets needs to be relayed to nodes that are not within the transmission range of X by other nodes.
We represent a packet-based wireless network by an undirected loopless graph G = (V, E), where V is the set of nodes and E is the set of links. There is a link {k, k } ∈ E between two nodes k, k ∈ V if and only if nodes k and k are within the direct transmission range of each other. We assume the links have equal capacity.
Packets generated and transmitted from X are referred to as "native packets". We assume equal-sized packets and synchronized time-slotted transmissions, in which all nodes are scheduled to transmit at the beginning of a time slot. A time slot is the duration of one packet. A packet x is an element of GF (2 s ), where s is the number of bits in the packet. In other words, x is a length-s vector of bits.
Let N (k) be the set of adjacent nodes of node k ∈ V. Specifically, k ∈ N (k) if and only if there is a link {k, k } ∈ E. Each node in our network is half-duplex, i.e., it can be in either the transmission mode or the receiving mode in a given time slot, but not both. When node k is in the transmission mode, it can only transmit one information stream. The same information stream reaches all neighbors of k, N (k), who are in the reception mode. When node k is in the reception mode, it receives the superposed signals of its neighbors N (k) who are in the transmission mode. We assume that there is no interference from nodes that are two or more hops away and there is no transmission loss or error. 1 When a node is in the reception mode, PNC reception as defined below applies: Definition 1 (PNC Reception). When a node k receives the superposition of multiple signals containing packets y k ∈ GF (2 s ) transmitted by several neighbors k ∈ N (k) who are in transmission mode, node k maps the superposed signal to
Readers who are interested in how PNC reception can be realized (with and without channel coding) are referred to [1] , [6] , [7] for details. The definition of equation/packet is as follows:
where a j , x j ∈ GF (2 s ). It is a linear combination of one or more native packets, where a j are the coefficients and x j are the native packets from X. Each of a j x j in (1) is an s-bit vector. Similarly, the packet z in (1) is also an s-bit vector. If there are more than one native packet combined in z, then we call it a network-coded packet.
In accordance with the addition and multiplication operations in GF (2 s ), the addition ⊕ in (1) is the bit-wise XOR over a j x j for different j, and the multiplication of a j and x j for each j in (1) is the multiplication of their polynomial representations modulo an irreducible reducing polynomial.
The terms "packet" and "equation" will be used interchangeably in this paper. A node that has received a packet (i.e., z) also has acquired the associated equation, assuming the coefficients a j and the identities of the native packets x j (i.e., the indexes of the native packets) are known. Such index information can be encoded into the packet header. Conceptually, a node will be able to decode the D native packets broadcast by X if it has D linearly independent equations (native or network-coded packets) which contains the D native packets in their summands. With reference to Definition 1 and Definition 2, for a node k, suppose that a subset of neighbors N (k) ⊆ N (k) transmit simultaneously, and neighbor k ∈ N (k) transmits y k = j k a j k x j k . Then, PNC reception allows node k to obtain the following equation.
Note that node k that transmits
from the data that it has received so far. That is, in (2) above, y k is a packet (possibly native or networkcoded) generated by the upper layer of a transmitting node; whereas z is a physical-layer network-coded packet generated at the receiving node based on the simultaneous signals from multiple transmitting source. In this paper, we will be using PNC as well as upper-layer network coding to enable efficient broadcasting. In a trivial network, all non-source nodes can receive directly from X. Relaying information from a node to the other is thus unnecessary. The optimal strategy is for X to transmit all the time and all other nodes to receive all the time, and the normalized broadcast throughput is 1. In this paper, we are only interested in non-trivial networks.
Consider a cut C = (V 1 , V 2 ) in a network G = (V, E) that partitions the nodes V in into two subsets V 1 and V 2 . Let V 1 be the subset that contains X. Let V 1 ⊆ V 1 be nodes in V 1 that has neighbors in V 2 , and V 2 ⊆ V 2 to be nodes in V 2 that has neighbors in V 1 . That is, the nodes in V 1 \V 1 and the nodes in V 2 \V 2 are not connected. The information from X has to go through some nodes in V 1 in order to reach nodes in V 2 .
Note the difference between the definition of the traditional cut size and the above vertex-cut size. The traditional cut size is defined to be the number of edges from nodes in V 1 to nodes in V 2 . The motivation for the above vertex-cut size is due to the wireless node constraint we assume: specifically, a node cannot transmit different information on different links incident to it; when it transmits, it broadcasts the same information on all these links. Thus, the vertex-cut size better characterizes the maximum flow that can go from V 1 to V 2 .
and V 2 be defined as above. C is said to be a qualified cut if and only if X / ∈ V 1 . Fig. 1 shows the partitioning with a qualified cut. A qualified cut ensures the adjacent nodes of X are in the same subnetwork, V 1 , as X. A qualified cut does not exist in a trivial network, and can always be found in a non-trivial network. Intuitively, the broadcast throughput from X to all other nodes is limited by the need to relay information to nodes that are not direct neighbors of source X. Thus, the throughput limit should be characterized by the qualified cut in that it characterizes the "relay capacity" to nodes that are two or more hops away from X.
Recall that we are interested in the problem of source X broadcasting D native packets to all other nodes in the network for large D. Let W D be the number of time slots needed before all nodes acquire all the D native packets. The D native packets can be obtained if a node has received D linearly independent equations relating the D native packets.
Each qualified cut has an associated vertex-cut size. The qualified cuts with the minimum vertex-cut size in the network are called the minimum qualified cuts. The following theorem gives an upper bound on the achievable broadcast throughput: We label the nodes in V 1 by 1, 2, ..., n (see Fig. 1 ). Let T 1 , T 2 , ..., T n be the numbers of packets transmitted by nodes 1, 2, ..., n, respectively, by the end of W D time slots. Let R 1 , R 2 , ..., R n be the numbers of packets received by nodes 1, 2, ..., n, respectively, by the end of W D time slots. Since a node is either in the transmission mode or in the receiving mode in each of the W D time slots, we have
Furthermore, since each node i, 1 ≤ i ≤ n, must have received at least D linearly independent equations, we have
In addition, at least D linearly independent equations must be delivered to nodes in V 2 from nodes in V 1 , meaning
Thus, the network throughput is
(6) Note that T 1 , T 2 , ..., T n and R 1 , R 2 , ..., R n (i.e., how many times each node transmits and how many times each node receives) depend on the detailed scheduling and relaying scheme. Here, we are interested in an upper bound that is valid for all schemes, including the optimal scheduling scheme. Thus, we solve the following optimization problem:
such that
As D → ∞, the solution to the above problem is
The upper bound of ρ is therefore
The upper bound of broadcast throughput is not always achievable. For example, the minimum qualified cut in the network shown in Fig. 2 has vertex-cut size 2. However, a throughput of 2/3 cannot be achieved. The reader is referred to the Appendix for details.
Although not always achievable in general, the throughput upper bound n/(n+1) is achievable in many networks, including line, ring, chord ring, and grid networks. The achievability for line, ring, and chord ring is relatively straightforward and the discussion is omitted here. The next section shows its achievability in grid.
IV. BROADCAST SCHEME FOR GRID NETWORKS
In grid networks, n = 2 and n/(n + 1) = 2/3. To demonstrate the throughput of 2/3 is achievable, we have to come up with a scheduling scheme specifying for each and every node, (i) the time slots during which it transmits; and (ii) the information it will transmit.
For our scheduling scheme, we divide the time slots into three disjoint groups (colors). Each node is assigned one of the three colors. Each non-source node only transmits during the time slots of its color.
We first review the concept of Hamiltonian cycle and present a scheme to color the nodes in a grid network based on an embedded Hamiltonian cycle. The coloring in turn helps us construct the transmission schedules of the nodes. 
A. Coloring of networks by constructing Hamiltonian cycles
A Hamiltonian cycle is a path that visits each node in a graph exactly once and ends at its starting point. First, for any M ×N grid graph with at least one of M, N being even, there is a Hamiltonian cycle in the graph [2] . For example, we can construct a comb-shaped Hamiltonian cycle as shown in Fig.  3a . Starting from a neighbor of X on the cycle, we number along the path by 1-2-3-...-(MN-1).
Next, if M and N are both odd, then it is not possible to construct a Hamiltonian cycle in the grid [2] . Instead, we construct a pseudo Hamiltonian cycle called the "Split-Merge Hamiltonian cycle", as illustrated in Fig. 3b . After visiting node 5, the visits split into two paths. Nodes 6 and 6* are visited in parallel next; node 7 and 7* after that; and then node 8 and 8*; finally the parallel visits merge back to node 9.
Hamiltonian Node Coloring: Now that we have a numbering scheme for all grid networks, we partition the non-source nodes into nodes of three distinct colors c ∈ {0, 1, 2}. We assign a node with number k the color c = k mod 3. We also let k * mod 3 := k mod 3, i.e., let the node k * in the split paths have the same color as node k.
The motivation for the above Hamiltonian coloring is as follows. A node k that is two or more hops away from X can only receive the broadcast information from X through its neighbors N (k). In our time-slotted scheme, the nodes with the same color transmit at the same time. The Hamiltonian coloring scheme ensures that each node k has at least two neighbors assigned with the two colors different from the color of node k. These two other colors correspond to the time slots in which node k receives. Thus, each node k receives in at least two time slots out of every three time slots. Section IV-B specifies this transmission scheme more exactly.
B. Ternary transmission schedule
Our basic idea is to let nodes with color c transmit in time slots 3t + c, t = 0, 1, 2... As a consequence, every node transmits once and receives twice in every round t, t = 0, 1, 2, ..., a set of three time slots {3t, 3t + 1, 3t + 2}.
If we could ensure that in each round, every node receives two packets that contain new information, then the broadcast throughput would be 2/3, which is the upper bound given by Theorem 1. Toward that end, we propose a schedule with the following four rules (also summarized in Table I ): Rule 1) Transmissions by source X: Let the sequence of native packets to be broadcast by X be {x 0 (t)} t=0,1,2,.. and {x 1 (t)} t=0,1,2,.. . In time slot 3t, X transmits x 0 (t); in time slot 3t + 1, X transmits x 1 (t); in time slot 3t + 2, X transmits x 0 (t) ⊕ x 1 (t).
Rule 2) Transmissions by nodes not adjacent to X: In time slot 3t + c, c ∈ {0, 1, 2}, node k, k / ∈ N (X), with color c transmits
\{0} is a coefficient, and
In the above, r We refer to these two nodes as "virtual sources". Node 1 and node (MN-1) are responsible for forwarding {x 0 (t)} t=0,1,2,.. and {x 1 (t)} t=0,1,2,.. , respectively. Henceforth, let node 1 be denoted by X 0 and node (MN-1) be denoted by X 1 . Being adjacent to X, they can both derive x 0 (t − 1) and x 1 (t − 1) by the end of round t − 1, as explained below.
In the three time slots in round t − 1, source X transmits x 0 (t − 1), x 1 (t − 1), and x 0 (t − 1) ⊕ x 1 (t − 1) respectively. Since each neighbor of X is colored with one color only, it is in receiving mode in two of the three time slots. Both x 0 (t−1) and x 1 (t − 1) can be derived based on the receptions in these two time slots.
Rule 4) Transmissions by neighbors of X who are not X 0 or X 1 : By this rule, we ensure that only the two virtual sources can send out the newest native packets of X. An adjacent node k of X, who is not X 0 or X 1 , can also derive x 0 (t − 1) and x 1 (t−1) by the end of round t−1. In round t, node k transmits
where α k ∈ GF (2 s )\{0} is a coefficient, and
In the above, r k 0 (t − 1), r k 1 (t − 1) are the two packets node k received from its neighbors in time slots 3t − 3+((c − 1) mod 3) and 3t − 3 + ((c + 1) mod 3), respectively; and x 0 (t − 1) and x 1 (t − 1) are the two packets sent by X and received by this node in round t − 1. For example, if a node k has color 0, then x 0 (t − 1) and x 1 (t − 1) are the two packets sent by X in time slots 3t − 1 and 3t − 2, respectively; i.e., x 0 (t − 1) = x 0 (t − 1) ⊕ x 1 (t − 1) and x 1 (t − 1) = x 1 (t − 1). Transformation to Two-Source Broadcast Problem: With the above rules, the virtual sources X 0 and X 1 can be considered as the origins of the newest information. The singlesource networks in Fig. 3a and Fig. 3b can then be transformed to two-source networks in Fig. 4a and Fig. 4b .
Example
We first illustrate what happens when applying this schedule to a simple 2 × 3 grid network. The source is located at (0,0). Fig. 5a shows the numbering of this network and Fig.  5b shows the corresponding coloring. In this example, we set all coefficients α k to 1. The transmissions of our ternary schedule are shown in Table II . Although node 1 and node 4 can overhear each other, they are of the same color and thus transmit at the same time. Hence they will not interfere each other. Note that in time slot 9, node 3 transmits x 0 (0)⊕x 1 (0). Upon receiving x 0 (0) ⊕ x 1 (0), node 2 can decode x 1 (0) because it already has x 0 (0); node 4 can decode x 0 (0) because it has x 1 (0). From round 3 onwards, every non-source node receives sufficient information for it to derive two new native packets in each round. Thus, the throughput is 2/3.
It can be observed that the two virtual sources node 1 and node 5 always have x 0 (0), ..., x 0 (t) and x 1 (0), ..., x 1 (t) by the end of round t. Therefore they can always derive x 0 (t + 1) and x 1 (t + 1) by the end of round t + 1 even if they receive PNC packets during round t + 1, because they know all but one of the unknowns (native packets).
In this example, each node can obtain two native packets in a round. In a general grid network where there is interference among nodes, obtaining native packets as such cannot be guaranteed. However, as will be shown, we could ensure every non-source node still obtains two linearly independent equations in each round.
In a general grid network, depending on its position in TABLE II: Ternary transmission schedule for a 2 × 3 network. "s", "r" and "d" indicate "send", "receive" and "derive", respectively.
t ts Node X Node 1 Node 2 Node 3 Node 4 Node 5 0 0 s:
s:
s:x 0 (1) r:x 0 (1) r:x 1 (2) s:
the grid, a node can have up to four neighbors. With the Hamiltonian Node Coloring, it is possible for a node to have two or three neighbors of the same color, one of which is an adjacent node on the Hamiltonian cycle (see Section IV-A on Hamiltonian Node Coloring). When multiple neighbors of the same color transmit simultaneously, the node receives a PNC packet, for which the XOR of the simultaneous transmissions of the neighbors of the same color is received. For example, in Fig. 3b , node 9 (color-0) has four neighbors: node 8 (color-2), node 8* (color-2), node 10 (color-1) and node 20 (color-2). As a consequence, in each round node 9 receives from three nodes simultaneously in the color-2 time slot, which yields a PNC packet; it receives from only one neighbor in the color-1 time slot. For both packets, we need to make sure: 1) the packet received is linearly independent with all packets previously received; 2) the packet received is not null.
C. Random Coefficients
In the previous simple 2 × 3 example, the coefficients α k for all non-source nodes were set to 1. In a general grid, this scheme may not work. Henceforth, we consider a time-varying random coefficient scheme. Specifically, the coefficient α k (t) t) t=0,1,2,. .. transmitted by the virtual sources X 0 and X 1 remain the same, and their coefficients can be considered as 1 throughout the process. We show that with high probability, the grid network will have throughput of 2/3.
In grid networks, the newest information (i.e., signals embedded with the latest native packets) come through a shortest path from the the virtual sources X 0 and X 1 , which may not be along the Hamiltonian cycle.
Definition 7 (Shortest Path). A shortest path from a virtual source to a node is a shortest sequence of adjacent nodes leading from the virtual source to the node, in which no two adjacent nodes in the sequence are of the same color.
Note that in general there could be multiple shortest paths of the same length leading from a virtual source to a node, and some of them may share some common intermediate nodes.
Definition 8 (Coefficient Product of a Path
where
If a native packet x goes through a path p, then its coefficient when it arrives at the last node will be g p (t), the coefficient product of this path. If a native packet arrives at a node k in round t via multiple paths p 1 , p 2 , ... of the same length, then the coefficient of the native packet x is the sum of coefficient products g p1 (t) ⊕ g p2 (t) ⊕ ..., thanks to PNC.
Packets received by a node
We now specify the above more concretely. Consider a general node k, k = 1 or MN − 1, in the network. Focus on one of its two receiving time slots in round t. Let S 0 , S 1 be the sets of shortest paths for {x 0 (t)} t=0,1,... and {x 1 (t)} t=0,1,... , respectively, in this time slot; and S 
where i 0 and i 1 are the lengths of paths in S 0 and S 1 , respectively; and a be the sets of paths that are q hops longer than T 0 and T 1 for {x 0 (t)} t=0,1,... and {x 1 (t)} t=0,1,. .. , respectively. Node k receives
where j 0 and j 1 are the lengths of paths in T 0 and T 1 , respectively; and a Note that we do not consider paths with cycles, because they can be eliminated in our computation for the solution. For example, if a packet y k (t) sent by node k in round t is cycled back via a path k
, which can be eliminated from the packet, as node k already knows y k (t). In other words, cycle-back information does not contain anything new.
Each of the virtual sources X 0 and X 1 broadcasts D/2 native packets (assuming D is even for simplicity). After all native packets have been sent by X 0 and X 1 , we allow MN more time slots for them to circulate in the network. During these MN time slots, the virtual sources can be considered as transmitting null packets, which do not increase the number of unknowns in the network. We select {r t≥min(j0,j1) , and group them together as a single linear equation system
If all equations in (13) are linearly independent, then we can derive all D native packets from (13). − 1) ). Thus, if s is of order larger than log D (e.g., s = log D e ), where e > 1, the limit of the above probability as D → ∞ is
Therefore if D is large, at the end of round (D/2 + max(i 0 , i 1 ) − 1), node k can derive all native packets from X with a high probability. At the end of round D/2 + MN − 2, all nodes can derive all native packets from X with a high probability. The throughput is
V. CONCLUSION
In this work, we have investigated the broadcast throughput of half-duplex wireless networks. We show that the theoretical throughput upper bound is n/(n + 1) for single-source broadcast, where n is the minimum vertex-cut size of the network. This upper bound is not always achievable in general, but is achievable in many networks, including line, ring, chord ring, and grid networks.
APPENDIX
In this appendix, we argue that the broadcast throughput in the network in Fig. 2 cannot reach the upper bound given by Theorem 1. Let T i be the set of time slots during which node i transmits within the W D time slots; let R i be the set of time slots during which node i receives within the W D time slots.
To achieve the the throughput upper bound 2/3, we need |Ri| ≥ 2 3 WD, ∀i ∈ {X0, X1, 1, 2, 3}.
Since a node is either in the transmission mode or the receiving mode, we have |Ti| = WD − |Ri| ≤ 1 3 WD, ∀i ∈ {X0, X1, 1, 2, 3}.
Consider node 1. Its throughput is upper-bounded as follows: 
