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We study the regularity theory of fractional analogue of k-Hessian op-
erators. We define the fractional k-Hessian operators as concave envelopes
of linear fractional order operators. We have C1,1 regularity of viscosity so-
lutions under the set-up of global solutions prescribing data at infinity and
global barriers. Then we apply Evans-Krylov theorem to improve the regular-
ity of fractional 2-Hessian operator to C2s+α, and the key estimate is to prove
the operator is strictly elliptic.
We also study the minimizers of the energy
Jγ(u) =
∫
y1−2s|∇u|2dxdy +
∫
{y=0}
uγdx
where x ∈ Rn and y ≥ 0 with 0 < s, γ < 1. This non-local one-phase
free boundary problem is an intermediate case of thin obstacle and fractional
cavitation problem. We prove the homogeneity of the blow-up profiles and the
regularity of free boundary under the flatness condition.
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Chapter 1
Fractional analogue of k-Hessian operators
1.1 Introduction
The Monge-Ampère operator is a special case of k-Hessian operators,
which are defined by
fk(D
2u)(x) = (
∑
1≤i1<i2<...<ik≤n
λi1λi2 ...λik)
1/k,
for k integer and 1 ≤ k ≤ n. Here λ1, λ2, ..., λn are the eigenvalues of the
matrix D2u(x), and fk is concave and elliptic [9] [10] as a function of λ when
λ = (λ1, λ2, ..., λn) ∈ Γk.
We denote by Γk an open symmetric convex cone defined by
Γk = {λ ∈ Rn, Sl(λ) > 0, l = 1, 2, ..., k}.
Here
Sk(λ) =
∑
1≤i1<i2<...<ik≤n
λi1λi2 ...λik
is the k-th elementary symmetric polynomial. When k = n, Γn is the positive
cone
Γn = {λ ∈ Rn, λi > 0, i = 1, 2, ..., n}.
1
We denote by Γk the set of symmetric matrices with eigenvalues in Γk. In
addition, we can also define
Sk(B) =
∑
α∈{nk}
[B]α,α
where {nk} denotes the collection of all subsets of k elements from the set
{1,2,...,n}. We denote by α any of such subsets and [B]α,α denotes the deter-
minant of the k × k matrix that results from deleting all rows and columns
whose indices are not in α. And
fk(B) = (Sk(B))
1/k
is homogeneous of degree 1.
One main ingredient of the paper [4] is the following:
The Monge-Ampère equation is a concave fully nonlinear equation. If u is a
convex solution solving
(detD2u)1/n(x) = g(x),
then the equation is equivalent to
inf
M∈M
LMu(x) = g(x),
where LM is a linear operator defined by
LMu(x) = trace(MD
2u(x)) = ∆(u ◦
√
M)(
√
M
−1
x),
and the set M consists of all positive symmetric matrices with determinant
n−n, independent of x. Moreover, the infimum is realized when M is a constant
2
multiple of the matrix of cofactors of D2u(x).
Then the fractional analogue of Monge-Ampère equation can be defined as
Fs[u](x) = inf
M∈M
{−C−1n,s(−∆)s(u ◦
√
M)(
√
M
−1
x)},
with constant
Cn,s =
4sΓ(n/2 + s)
πn/2|Γ(−s)|
.
Under this setting, regularity results for fractional Monge-Ampère equation
are discussed in [4].
Therefore, it is natural to consider k-Hessian operators as concave en-
velopes of linear operators. As an analogue of definition of the Monge-Ampère
operator, we define
fk(D
2u(x)) = inf
M∈Mk
{trace(MD2u(x))}
= inf
M∈Mk
{∆(u ◦
√
M)(
√
M
−1
x))}
The set Mk = Dfk(Γk), where Dfk is the Gâteaux derivative of fk. A matrix
M ∈Mk if Mij = Dfk(B)Eij with B ∈ Γk and Eij is the matrix with the i, jth
entry being 1 and all other entries being 0. Details and explanations of the set
Mk are further discussed in section 2, and we have two important properties
of Dfk.
Remark 1.1.1. 1. The invariance of fk by orthonormal matrices implies
Dfk(PBP
T )A = Dfk(B)P
TAP.
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By definition of Dfk,
Dfk(PBP
T )A = lim
ε→0
fk(PBP
T + εA)− fk(PBP T )
ε
= lim
ε→0
fk(P (B + εP
TAP )P T )− fk(B)
ε
= lim
ε→0
fk(B + εP
TAP )− fk(B)
ε
= Dfk(B)P
TAP.
2. By the strict concavity of fk in Γk, Dfk is strictly monotone and therefore
Dfk is a bijection between Γk and Mk by the inverse function theorem.
Then we are able to give a similar definition for fractional analogues of
k-Hessian operators:
Definition 1.1.2. Define fractional k-Hessian operators as
Fk,s[u](x) = inf
M∈Mk
{−C−1n,s(−∆)s(u ◦
√
M)((
√
M
−1
x)}
= inf
M∈Mk
{P.V.
∫
Rn
u(x+ y)− u(x)
|
√
M
−1
y|n+2s
det
√
M
−1
dy}
= inf
M∈Mk
{1
2
∫
Rn
δ(u, x, y)
|
√
M
−1
y|n+2s
det
√
M
−1
dy},
where
δ(u, x, y) = u(x+ y)− 2u(x) + u(x− y),
and
Cn,s =
4sΓ(n/2 + s)
πn/2|Γ(−s)|
.
The main idea of this article is to reproduce the regularity results of
fractional Monge-Ampère equation in [4] to fractional k-Hessian equations.
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In this article, our main purpose is to follow the ideas and set up of the
paper [4], and to prove:
(a) On each n−1 dimensional space, the fractional Laplacian is bounded
from above and strictly positive. (Proposition 1.4.1)
(b) When k = 2, the operators that are close to the infimum remain
strictly elliptic. (Theorem 1.1.4)
Here we define the strictly elliptic operator:
Definition 1.1.3. For ε0 > 0, we define a non-degenerate and strictly elliptic
operator
F ε0k,s[u](x) = inf
M∈Mk
{P.V.
∫
Rn
u(x+ y)− u(x)
|
√
M
−1
y|n+2s
det
√
M
−1
dy, λmin(M) ≥ ε0}
= inf
M∈Mk
{1
2
∫
Rn
δ(u, x, y)
|
√
M
−1
y|n+2s
det
√
M
−1
dy, λmin(M) ≥ ε0}.
The main theorem states that the infimum in the definition of F2,s[u]
cannot be realized by matrices that are too degenerate, which proves that the
fractional analogue of 2-Hessian operators are locally uniformly elliptic.
Theorem 1.1.4. Consider 1/2 < s < 1, and assume u is Lipschitz continuous
and semi-concave with constants L and SC respectively. If u satisfies
(1− s)F2,s[u](x) ≥ η0 (1.1.1)
for any x ∈ Ω, in the viscosity sense for some constant η0 > 0, then
F2,s[u](x) = F
ε0
2,s[u](x) (1.1.2)
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for any x ∈ Ω in the classical sense, with
ε0 = ε0(η0, n, s, L, SC) > 0
given by (1.4.6).
Remark 1.1.5. We can check in the proofs that ε0 given by (1.4.6) does not
converge to 0 as s→ 1, and this shows that Theorem 1.1.4 is stable as s→ 1.
Remark 1.1.6. Note for the sequel that since u is semi-concave, Lemma 2.2 in
paper [4] implies that F2,s(x) is defined in the classical sense for all x ∈ Ω and
(1.1.1) holds pointwise. For simplicity, we assume that 0 ∈ Ω and then prove
(1.1.2) for x = 0.
Under a framework of global solutions prescribing data at infinity and
global barriers, which are set up to avoid complexity of dealing with issues from
the boundary data for non-local equations, the following results for fractional
Monge-Ampère equations also work for fractional k-Hessian equations:
(c) Existence of solutions. (Theorem 1.1.7)
(d) Semi-concavity and Lipschitz continuity of solutions. (Theorem
1.1.8)
(e) The non-local fully nonlinear theory developed in [9] [10] applies,
in particular the nonlocal Evans-Krylov theorem.
Theorem 1.1.7. Assume φ is semi-concave and Lipschitz continuous, then
there exists a unique viscosity solution ofFk,s[u](x) = u(x)− φ(x) in R
n
(u− φ)(x)→ 0 as |x| → ∞.
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Theorem 1.1.8. Assume φ is semi-concave and Lipschitz continuous, and let
v be the viscosity solution ofFk,s[v](x) = v(x)− φ(x) in R
n
(v − φ)(x)→ 0 as |x| → ∞.
Then, v is Lipschitz continuous and semi-concave with the same constants as
φ.
φ is the prescribed boundary data at infinity, and acts as a smooth
lower barrier function. Following is the requirement on φ.
φ ∈ C2,α(Rn) is strictly convex in compact sets and φ = Γ + η near infinity,
with Γ(x) a cone and
|η(x)| < a|x|−ε, |∇η(x)| < a|x|−1−ε, and |D2η(x)| < a|x|−2−ε
for some constants a > 0 and 0 < ε < n. In particular, as |x| → ∞,
−(−∆)sη(x) = O(|x|−2s−ε),
(see (1.2.1) for the definition of the fractional Laplacian) and
c1|x|1−2s ≤ −(−∆)sΓ(x) ≤ c2|x|1−2s
from the homogeneity, where c1, c2 are some positive constants depending on
the strict convexity of the section of Γ. We normalize φ so that φ(0) = 0 and
∇φ(0) = 0.
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The difference between fractional Monge-Ampère operators and k-Hessian
operators is the set of matrices M among which we take infimum of fractional
linear operators. In Monge-Ampère, we consider the infimum among all posi-
tive symmetric matrices with determinant n−n, and in k-Hessian, we consider
the infimum among all positive symmetric matrices in the set Mk (which is
discussed in Section 2, Proposition 1.3.2). Hence, we can apply the exact same
proofs of existence and C1,1 regularity in the fractional Monge-Ampère case,
which are carefully explained in section 4, 5 and 6 in [4], to prove Theorem
1.1.7 and Theorem 1.1.8 for our fractional k-Hessian equations.
Thus by what we have proved in (b), that such operators are strictly
elliptic, and C1,1 estimates in (d), we can apply nonlocal Evans-Krylov theo-
rem [9] [10] to prove solutions of fractional 2-Hessian equations are C2s+α, and
further classical, under the framework of global solutions prescribing data at
infinity and global barriers.
Remark 1.1.9. The proof for strict ellipticity of the operator is required to
improve the C1,1 regularity to C2s+α regularity. Therefore, we only care about
the case 1/2 < s < 1 in Theorem 1.1.4, or there is no improvement in the
regularity. We also care the case as s → 1, and in the Remark 1.1.5, we can
see that Theorem 1.1.4 is stable as s→ 1.
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1.2 Notations and Preliminaries
Given a function u, we denote the second-order increment of u at x in
the direction of y as
δ(u, x, y) = u(x+ y) + u(x− y)− 2u(x),
and fractional Laplacian is defined as
−(−∆)su(x) = Cn,sP.V.
∫
Rn
u(y)− u(x)
|x− y|n+2s
dy
=
Cn,s
2
∫
Rn
u(x+ y) + u(x− y)− 2u(x)
|x− y|n+2s
dy.
(1.2.1)
The constant Cn,s is a normalization constant
Cn,s =
4sΓ(n/2 + s)
πn/2|Γ(−s)|
.
For square matrices, A > 0 means positive definite and A ≥ 0 positive
semidefinite. We denote λi(A) the eigenvalues of A, in particular λmin(A) and
λmax(A) are the smallest and largest eigenvalues, respectively.
We denote the n-dimensional ball of radius r and center x by Bnr (x) =
{y ∈ Rn, |y − x| < r}, and the corresponding (n − 1)-dimensional sphere
by ∂Bnr (x) = {y ∈ Rn, |y − x| = r}. We denote the measure of a (n − 1)-
dimensional sphere by |∂Bnr |.
Let A ⊂ Rn be an open set. We say that a function u : A→ R is semi-
concave if it is continuous in A and there exists a constant SC ≥ 0 such that
δ(u, x, y) ≤ SC|y|2 for all x, y ∈ Rn such that the segment [x− y, x+ y] ⊂ A.
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The constant SC is called a semi-concavity constant for u in A. Alternatively,
a function u is semi-concave in A with constant SC if u(x)− SC
2
|x|2 is concave
in A. Geometrically, this means that the graph of u can be touched from above
at every point by a paraboloid of the type a+ < b, x > +SC
2
|x|2.
1.3 A representation of local k-Hessian operators and
the definition of their non-local counterparts
In this section, we discuss one important representation of Monge-
Ampère operator (Proposition 1.3.1). Next we derive a similar representation
for local k-Hessian operator (Proposition 1.3.2), show how we construct the
set Mk, and give the definition of fractional k-Hessian operator.
We can write the Monge-Ampère operator as a concave envelope of linear
operators.
Proposition 1.3.1. If u is convex, then the Monge-Ampère operator f(D2u) =
(detD2u)1/n can be expressed as
f(D2u) = (detD2u)1/n = inf
M∈M
LMu,
where M is the set of all positive symmetric matrices with determinant n−n,
and the linear operator LMu is defined by
LMu(x) = trace(MD
2u(x)) = ∆(u ◦
√
M)(
√
M
−1
x).
Proof of Proposition 1.3.1. Let A = D2u(x) be a positive matrix, and we con-
sider the Monge-Ampère operator f(A) = (detA)1/n as a concave envelope of
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linear operators, that is
f(A) = inf
B∈Γn
{Df(B)(A−B) + f(B)},
and Df(B) : Rn×n → R is the Gâteaux derivative of f , defined by
Df(B)A = lim
ε→0
f(B + εA)− f(B)
ε
.
Since f is homogeneous of degree 1, for any t > 0,
f(tB) = tf(B),
and we can prove
Df(B)B = lim
ε→0
f(B + εB)− f(B)
ε
= f(B).
Letting Eij ∈ Rn×n be the matrix with the i, jth entry being 1 and all other
entries being 0, we can calculate
det(B + εEij) = (bij + ε)b
∗
ij +
∑
k 6=i
bkjb
∗
kj = detB + εb
∗
ij, (1.3.1)
where b∗ij is the i, jth entry of the cofactor matrix of B, and thus
Df(B)Eij = lim
ε→0
(detB + εb∗ij)
1/n − (detB)1/n
ε
=
1
n
(detB)
1
n
−1b∗ij,
Thus, by linearity,
Df(B)A = Df(B)(aijEij) = aij(
1
n
(detB)
1
n
−1b∗ij) = trace(AM
T ),
where
M = Df(B) =
1
n
(detB)
1
n
−1b∗ij.
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By the property of cofactor matrix B∗ that B−1 = (detB)−1B∗, we know
detM = n−n.
Therefore, by the bijection between Γn and M, without loss of generality, we
can conclude that
(detD2u)1/n = inf
M∈M
LMu = inf
M∈M
trace(MD2u),
where M is the set of all positive symmetric matrices with determinant n−n.
Monge-Ampère operator is the n-Hessian operator. Thus, we try to
find a similar way of representing the concave k-Hessian operator.
Proposition 1.3.2. If D2u ∈ Γk, then the k-Hessian operator
fk(D
2u) = (
∑
1≤i1<i2<...<ik≤n
λi1λi2 ...λik)
1/k
is a concave envelope of linear operators, that is
fk(D
2u) = inf
M∈Mk
{trace(MD2u)}.
A matrix M ∈ Mk if there exists a matrix B ∈ Γk, such that M = Dfk(B).
The entries of the matrix M satisfy the following conditions:
Mii =
1
kfk(B)k−1
∑
α∈{nk},i∈α
[B]αi,αi . (1.3.2)
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Here {nk} denotes the collection of all subsets of k elements from the set
{1,2,...,n}. We denote by α any of such subsets and [B]α,α denotes the de-
terminant of the k × k matrix that results from deleting all rows and columns
whose indices are not in α. And αi is the set removing index i from set α.
When i 6= j,
Mij =
1
kfk(B)k−1
∑
α∈{nk},i,j∈α
(−1)l1+l2 [B]αi,αj , (1.3.3)
here l1, l2 denotes the position of i and j in the set α = {j1, j2, ..., jk}, which
means i = jl1 and j = jl2, and j1 < j2 < ... < jk.
Proof of Proposition 1.3.2. We say a matrix B ∈ Γk if eigenvalues of B are in
Γk. Since fk is a concave function of λ = (λ1, λ2, ..., λn) ∈ Γk, with λj, j =
1, 2, ..., n eigenvalues of matrix A, we can write
fk(A) = inf
B∈Γk
{Dfk(B)(A−B) + fk(B)}.
Here the operator Dfk(B) : Rn×n → R is the Gâteaux derivative of fk defined
by
Dfk(B)A = lim
ε→0
fk(B + εA)− fk(B)
ε
.
Take a basis {Eij}ni,j=1 of Rn×n, such that Eij is a matrix with i, j th entry
being 1, and all other entries being 0. We write the matrix A = aijEij. Then
by linearity,
Dfk(B)A = Dfk(B)(aijEij) = aijDfk(B)Eij = aij lim
ε→0
fk(B + εEij)− fk(B)
ε
.
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Define a matrix M ∈ Rn×n by
Mij = Dfk(B)Eij = lim
ε→0
fk(B + εEij)− fk(B)
ε
,
then
Dfk(B)A = aijMij = trace(AM
T ),
and we write M = Dfk(B) for simplicity and Mij = Dfk(B)Eij.
We define
Sk(B) =
∑
α∈{nk}
[B]α,α,
where {nk} denotes the collection of all subsets of k elements from the set
{1,2,...,n}. We denote by α any of such subsets and [B]α,α denotes the deter-
minant of the k × k matrix that results from deleting all rows and columns
whose indices are not in α.
We can calculate that
Sk(B + εEii) =
∑
α∈{nk},i∈α
[B + εEii]α,α +
∑
α∈{nk},i/∈α
[B]α,α.
As calculated in (1.3.1), when i ∈ α,
[B + εEii]α,α = [B]α,α + ε[B]αi,αi
where αi is the set removing index i from α. Then we can calculate
Sk(B + εEii) =
∑
α∈{nk},i∈α
[B]α,α + ε
∑
α∈{nk},i∈α
[B]αi,αi +
∑
α∈{nk},i/∈α
[B]α,α
= Sk(B) + ε
∑
α∈{nk},i∈α
[B]αi,αi ,
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and thus
Mii = Dfk(B)Eii = lim
ε→0
S
1/k
k (B + εEii)− S
1/k
k (B)
ε
=
1
kfk(B)k−1
∑
α∈{nk},i∈α
[B]αi,αi .
Similarly, we can calculate when i 6= j,
Sk(B + εEij) =
∑
α∈{nk},i,j∈α
[B + εEij]α,α +
∑
α∈{nk},i/∈α or j /∈α
[B]α,α,
because, as calculated in (1.3.1), when i, j ∈ α,
[B + εEij]α,α = [B]α,α + (−1)l1+l2ε[B]αi,αj
where αi is the set removing index i from α. And l1, l2 denotes the position
of i and j in the set α = {j1, ..., jk}, with i = jl1 and j = jl2 . Then we can
calculate
Sk(B + εEij) =
∑
α∈{nk},i,j∈α
[B]α,α + ε
∑
α∈{nk},i,j∈α
(−1)l1+l2 [B]αi,αj +
∑
α∈{nk},i/∈α or j /∈α
[B]α,α
= Sk(B) + ε
∑
α∈{nk},i,j∈α
(−1)l1+l2 [B]αi,αj .
Therefore,
Mij = Dfk(B)Eij = lim
ε→0
S
1/k
k (B + εEij)− S
1/k
k (B)
ε
=
1
kfk(B)k−1
∑
α∈{nk},i,j∈α
(−1)l1+l2 [B]αi,αj .
We write M = Dfk(B) to represent Mij = Dfk(B)Eij. Then for any
matrix A ∈ Rn×n, A = aijEij, by linearity,
Dfk(B)A = aijDfk(B)Eij = aijMij = trace(AM
T ).
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Moreover, since fk is homogeneous of degree 1,
Dfk(B)B = lim
ε→0
fk(B + εB)− fk(B)
ε
= lim
ε→0
(1 + ε)fk(B)− fk(B)
ε
= fk(B).
Therefore,
fk(A) = inf
B∈Γk
{Dfk(B)(A−B) + fk(B)}
= inf
B∈Γk
{trace(AMT ),M = Dfk(B)}
= inf
M∈Mk
{trace(AMT )}.
We can write the set
Mk = Dfk(Γk) = {M ∈ Rn×n, exist B ∈ Γk,M = Dfk(B)}.
Dfk is a bijection between Γk and Mk by strict concavity of fk on Γk and
inverse function theorem.
In particular, if B = diag{σ1, σ2, ..., σn} ∈ Γk and fk(B) = 1, then
M = Dfk(B) = diag{λ1, λ2, ..., λn}
with
λi =
1
k
(
∑
1≤i1<...<ik−1≤n,ij 6=i
σi1σi2 ...σik−1).
From Proposition 1.3.2, we write
fk(D
2u(x)) = inf
M∈Mk
{trace(D2u(x)MT )}
= inf
M∈Mk
{∆(u ◦
√
M)(
√
M
−1
x)},
16
and it is natural to give Definition 1.1.2 of fractional k-Hessian operators by
writing
Fk,s[u](x) = inf
M∈Mk
{−C−1n,s(−∆)s(u ◦
√
M)((
√
M
−1
x)}
= inf
M∈Mk
{P.V.
∫
Rn
u(x+ y)− u(x)
|
√
M
−1
y|n+2s
det
√
M
−1
dy}
= inf
M∈Mk
{1
2
∫
Rn
δ(u, x, y)
|
√
M
−1
y|n+2s
det
√
M
−1
dy}.
Here without loss of generality, we can assume M is symmetric. This follows
from the (unique) polar decomposition of
√
M
−1
, namely
√
M
−1
= OS−1,
where O is orthogonal and S−1 is positive definite and symmetric.
1.4 The main results
In this section we prove Theorem 1.1.4, that when k = 2, the infi-
mum in the Definition 1.1.2 of Fk,s, cannot be realized by matrices that are
too degenerate, which proves that the fractional 2-Hessian operator is locally
strictly elliptic. Then we can apply results for strictly elliptic and concave
non-local operators such as Evans-Krylov theorem to the fractional 2-Hessian
operators, to get C2s+α estimates for global solutions prescribing data at in-
finity and global barriers, and further to prove that such solutions are classical.
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Our aim is to prove that as ε→ 0,
F ε2,s[u](x) = inf
M∈M2
{−C−1n,s(−∆)s(u ◦
√
M)(
√
M
−1
x), λmin(M) = ε}
= inf
M∈M2
{
∫
Rn
u(x+ y)− u(x)
|
√
M
−1
y|n+2s
det
√
M
−1
dy, λmin(M) = ε}
→ ∞.
This shows that the infimum cannot be realized by matrices that are too
degenerate, which is the result of Theorem 1.1.4. As explained in Remark
1.1.6, for simplicity, we assume that 0 ∈ Ω and then prove (1.1.2) for x = 0.
Let λmin(M) = ε and M ∈M2, we try to prove as ε→ 0,
I =
∫
Rn
u(y)− u(0)
|
√
M
−1
y|n+2s
det
√
M
−1
dy →∞,
which means F ε2,s[u](0)→∞ as ε→ 0. To prove this, we want to consider the
integral on ∂Bnr (0) as an average of integrals on ∂B
n−1
r (0). Consider a unit
vector
ẽ(θ) = (0, 0, ..., 0, sin θ, cos θ),
with θ ∈ (−π/2, π/2]. Then
span{ẽ(θ)}⊥ = span{ẽ1, ẽ2, ..., ẽn−1}
with ẽj, j = 1, 2, ..., n − 1 be the orthonormal basis of the n − 1 dimensional
perpendicular space. Especially, we can consider
ẽj = (0, 0, ..., 0, 1, 0, ..., 0) j = 1, 2, ..., n− 2,
with 1 on the position j and 0 otherwise, and
ẽn−1 = (0, 0, ..., 0, cos θ,− sin θ).
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Then for any y ∈ ∂Bnr (0), and y ⊥ ẽ(θ), we can write y = (y1, y2, ..., yn) as
y = x1ẽ1 + x2ẽ2 + ...+ xn−1ẽn−1,
and therefore,
yj = xj, j = 1, 2, ..., n− 2,
yn−1 = xn−1 cos θ,
yn = −xn−1 sin θ.
Now letM ∈M2, M = diag{η1, η2, ..., ηn}, and
√
M
−1
= diag{λ1, λ2, ..., λn}.
Assume
λ1 ≤ λ2 ≤ ... ≤ λn = ε−1/2,
and write the integral in Rn as an average of (n − 1)-dimensional subspaces
perpendicular to ẽ(θ), −π/2 < θ ≤ π/2, that is
I =
n∏
j=1
λj
∫
Rn
u(y)− u(0)
(λ21y
2
1 + ...+ λ
2
ny
2
n)
n+2s
2
dy
=
n∏
j=1
λj
∫ π/2
−π/2
∫ ∞
0
∫
x∈∂Bn−11 (0),x⊥ẽ(θ)
u(r(x1ẽ1 + ...+ xn−1ẽn−1))− u(0)
r1+2s(λ21x
2
1 + ...+ (λ
2
n−1 cos
2 θ + λ2n sin
2 θ)x2n−1)
n+2s
2
dxdrdθ
=
n∏
j=1
λj
∫ θ0
−θ0
...dθ +
n∏
j=1
λj
∫
θ0<|θ|≤π/2
...dθ
= I1 + I2.
The second equality in the formula is ensured by formula (3.2) in page 81
of [14]. Here we let θ0 = C
λn−1
λn
≤
√
8Cε which is proved in (1.4.19) based
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on the structure of M2, and the constant C depends on
µ1
µ0
, determined by
(1.4.14).
Our aim is to show that as ε → 0, I1 ≥ Cηs1 (Proposition 1.4.2), and
I2 ≥ −Cηs−1/21 (Proposition 1.4.3). With η1 ≥ 14ε proved in (1.4.17), it leads
to I →∞ as ε→ 0.
We need to prove the fractional Laplacian of the restriction of u to any
(n − 1)-dimensional subspace is positive and bounded from above and from
below:
Proposition 1.4.1. Assume that u satisfies all conditions in Theorem 1.1.4,
then
0 < µ0 ≤ (1− s)
∫
Rn−1
u(z1e1 + z2e2 + ...+ zn−1en−1)− u(0)
|z̄|n−1+2s
dz̄ ≤ µ1.
for every choice {ej}n−1j=1 of n− 1 orthonormal vectors of Rn, where
µ0 = µ0(η0, n, s, L, SC)
is given by (1.4.12), and
µ1 = µ1(n, s, L, SC)
is given by (1.4.13).
Proposition 1.4.2. Assume that u satisfies all conditions in Theorem 1.1.4.
Let M ∈ M2, and M = diag{η1, η2, ..., ηn},
√
M
−1
= diag{λ1, λ2, ..., λn},
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with λ1 ≤ λ2 ≤ ... ≤ λn = ε−1/2. Let θ0 = C λn−1λn ≤
√
8Cε which is proved
in (1.4.19) based on the structure of M2, with the constant C determined by
(1.4.14), the integral
I1 =
n∏
j=1
λj
∫ θ0
−θ0
∫ ∞
0
∫
x∈∂Bn−11 (0),x⊥ẽ(θ)
u(r(x1ẽ1 + ...+ xn−1ẽn−1))− u(0)
r1+2s(λ21x
2
1 + ...+ (λ
2
n−1 cos
2 θ + λ2n sin
2 θ)x2n−1)
n+2s
2
dxdrdθ
≥ C4
1− s
ηs1.
Here C4 = C4(n, s, η0, L, SC) is given by (1.4.21), and η1 ≥ 14ε is proved by
(1.4.17).
Proposition 1.4.3. Assume that u satisfies all conditions in Theorem 1.1.4.
Let M ∈ M2, and M = diag{η1, η2, ..., ηn},
√
M
−1
= diag{λ1, λ2, ..., λn},
with λ1 ≤ λ2 ≤ ... ≤ λn = ε−1/2. Let θ0 = C λn−1λn ≤
√
8Cε which is proved
in (1.4.19) based on the structure of M2, with the constant C determined by
(1.4.14). The integral
n∏
j=1
λj
∫
Rn−1
u(y1, y2, ..., yn−1, 0)− u(0)
(λ21y
2
1 + ...+ λ
2
n−1y
2
n−1)
n+2s−1
2
dȳ ≥ −Cεs−1/2,
and
n∏
j=1
λj
∫
Rn−1
u(y1, y2, ..., yn−1, 0)− u(0)
(λ21y
2
1 + ...+ λ
2
ny
2
n−1)
n+2s−1
2
dȳ ≥ −Cηs−1/21 .
This shows
I2 =
n∏
j=1
λj
∫
|θ|≥θ0
∫ ∞
0
∫
x∈∂Bn−11 (0),x⊥ẽ(θ)
u(r(x1ẽ1 + ...+ xn−1ẽn−1))− u(0)
r1+2s(λ21x
2
1 + ...+ (λ
2
n−1 cos
2 θ + λ2n sin
2 θ)x2n−1)
n+2s
2
dxdrdθ
≥ −C8ηs−1/21 .
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Proposition 1.4.2 and Proposition 1.4.3 together prove the main theo-
rem:
Proof of Theorem 1.1.4. Let P be an orthogonal matrix such that
P T
√
M
−1
P = J = diag{λ1, ..., λn}.
and M ∈ M2, with λmin(M) = ε. then by Proposition 1.4.2 and Proposition
1.4.3, when
ε < ε1 = (
C4
4C8(1− s)
)2, (1.4.1)
we can see
I =
∫
Rn
u(y)− u(0)
|
√
M
−1
y|n+2s
det
√
M
−1
dy
=
n∏
j=1
λj
∫
Rn
u(y)− u(0)
|λ21y21 + ...+ λ2ny2n|(n+2s)/2
dy
= I1 + I2
≥ C4
1− s
ηs1 − C8η
s−1/2
1
≥ 1
2
C4
1− s
ηs1
≥ 1
2
C4
1− s
(
1
4ε
)s,
(1.4.2)
with η1 ≥ 14ε proved by (1.4.17).
Also, since the identity matrix I ∈ Γ2,
M0 = Df2(I) =
√
n− 1
2n
I ∈M2,
22
and we can obtain
F2,s[u](0) = inf
M∈M2
{P.V.
∫
Rn
u(y)− u(0)
|
√
M
−1
y|n+2s
det
√
M
−1
dy}
≤
∫
Rn
u(y)− u(0)
|
√
M0
−1
y|n+2s
det
√
M0
−1
dy
= (
n− 1
2n
)s/2
∫
Rn
u(y)− u(0)
|y|n+2s
dy
≤ (n− 1
2n
)s/2
∫
Rn
min{2L|y|, SC|y|2}
|y|n+2s
dy
≤ (n− 1
2n
)s/2(SC
∫
Bn1
1
|y|n+2s−2
dy + 2L
∫
Rn\Bn1
1
|y|n+2s−1
dy)
= (
n− 1
2n
)s/2(SC|∂Bn1 |
∫ 1
0
r1−2sdr + 2L|∂Bn1 |
∫ ∞
1
r−2sdr)
≤ (n− 1
2n
)s/2 max{SC, 2L}|∂Bn1 |(
∫ 1
0
r1−2sdr +
∫ ∞
1
r−2sdr)
= (
n− 1
2n
)s/2
|∂Bn1 |
|∂Bn−11 |
µ1
1− s
.
(1.4.3)
with µ1 defined in (1.4.13).
Therefore, when ε is small enough, for instance, when
ε ≤ ε2 =
1
4
√
n
n− 1
(
C4|∂Bn−11 |
2µ1|∂Bn1 |
)1/s, (1.4.4)
we can see
1
2
C4
1− s
(4ε)−s > (
n− 1
2n
)s/2
|∂Bn1 |
|∂Bn−11 |
µ1
1− s
. (1.4.5)
Now we take
ε0 = min{ε1, ε2}, (1.4.6)
with ε1 defined in (1.4.1) and ε2 defined in (1.4.4). Combining (1.4.2), (1.4.3)
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and (1.4.5), we can obtain
inf
M∈M2
{1
2
∫
Rn
δ(u, 0, y)
|
√
M
−1
y|n+2s
det
√
M
−1
dy, λmin(M) ≤ ε0}
≥ 1
2
C4
1− s
ε−s0
> (
n− 1
2n
)s/2
|∂Bn1 |
|∂Bn−11 |
µ1
1− s
≥ F2,s[u](0).
Therefore,
inf
M∈M2
{1
2
∫
Rn
δ(u, 0, y)
|
√
M
−1
y|n+2s
det
√
M
−1
dy, λmin(M) ≤ ε0} > F2,s[u](0),
and thus,
F2,s[u](0) = F
ε0
2,s[u](0),
with
ε0 = ε0(n, s, η0, S, LC)
given by (1.4.6). Moreover, we can see ε0 does not converge to 0 as s → 1.
This completes the proof for Theorem 1.1.4.
Now we prove Proposition 1.4.1. Given ε > 0, find h(ε) such that
B = diag{ 2
n− 1
ε,
2
n− 1
ε, ...,
2
n− 1
ε, h(ε)} ∈ Γ2,
and
1 = S2(B) = 2εh(ε) +
2(n− 2)
n− 1
ε2.
This means
h(ε) =
1− 2(n−2)
n−1 ε
2
2ε
, (1.4.7)
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and when ε is small enough, h(ε) ≈ 1
2ε
. Then as defined, M(B) = Df2(B) ∈
M2 and
M(B) =
1
2S2(B)1/2
diag{2(n− 2)
n− 1
ε+ h(ε),
2(n− 2)
n− 1
ε+ h(ε), ...,
2(n− 2)
n− 1
ε+ h(ε), 2ε}.
So we can write
√
M
−1
= diag{g(ε), g(ε), ..., g(ε), ε−1/2}, where
g(ε) = (
n− 2
n− 1
ε+
h(ε)
2
)−1/2. (1.4.8)
We can see g(ε) ≈ 2
√
ε when ε is very small. Then, since M ∈M2, by
the equation (1.1.1),
0 <
η0
1− s
≤ det(
√
M
−1
)
∫
Rn
u(ȳ, yn)− u(0)
(g(ε)2|ȳ|2 + 1
ε
y2n)
n+2s
2
dy
= g(ε)n−1ε−1/2
∫
Rn
u(ȳ, yn)− u(ȳ, 0)
(g(ε)2|ȳ|2 + 1
ε
y2n)
n+2s
2
dy
+ g(ε)n−1ε−1/2
∫
Rn
u(ȳ, 0)− u(0)
(g(ε)2|ȳ|2 + 1
ε
y2n)
n+2s
2
dy
= J1 + J2.
Lemma 1.4.4 gives an estimate of J1 by semi-concavity and Lipschitz
continuity of u.
Lemma 1.4.4. Assume that u satisfies all conditions in Theorem 1.1.4. Take
√
M
−1
= diag{g(ε), g(ε), ..., g(ε), ε−1/2},
with g(ε) defined in (1.4.8), then
J1 = g(ε)
n−1ε−1/2
∫
Rn
u(ȳ, yn)− u(ȳ, 0)
(g(ε)2|ȳ|2 + 1
ε
y2n)
n+2s
2
dy ≤ εsC1C2,
where C1 = C1(s, L, SC) and C2 = C2(n, s) are given by (1.4.9) and (1.4.10)
respectively.
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Proof. By Lipschitz continuity and semi-concavity of u,
J1 ≤
1
2
g(ε)n−1ε−1/2
∫
Rn
min{2L|yn|, SC|yn|2}
(g(ε)2|ȳ|2 + 1
ε
y2n)
n+2s
2
dy,
then we can do the change of variables
zn = yn, zj =
yj
|yn|
√
εg(ε), j = 1, 2, ..., n− 1.
Then
dz = dy
1
|yn|n−1
(
√
εg(ε))n−1,
and
J1 ≤
1
2
g(ε)n−1ε−1/2(
√
εg(ε))1−n
∫
Rn
min{2L|zn|, SC|zn|2}
(1 + |z̄|2)n+2s2 |zn|n+2s−n+1ε−(n+2s)/2
dz̄dzn
≤ 1
2
εs
∫
R
min{2L|zn|, SC|zn|2}
|zn|1+2s
dzn
∫
Rn−1
1
(1 + |z̄|2)n+2s2
dz̄
≤ εsC1C2.
Here we define two constants C1, C2 by following:
C1 = C1(s, L, SC) =
1
2
∫
R
min{2L|zn|, SC|zn|2}
|zn|1+2s
dzn, (1.4.9)
C2 = C2(n, s) =
∫
Rn−1
1
(1 + |z̄|2)n+2s2
dz̄. (1.4.10)
Then Lemma 1.4.5 gives an estimate of the integral J2.
Lemma 1.4.5. Assume that u satisfies all conditions in Theorem 1.1.4. Take
√
M
−1
= diag{g(ε), g(ε), ..., g(ε), ε−1/2},
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then
J2 = g(ε)
−2sC3
∫
Rn−1
u(z̄, 0)− u(0)
|z̄|n+2s−1
dz̄,
where C3 = C3(n, s) are given by (1.4.11).
Proof.
J2 = g(ε)
n−1ε−1/2
∫
Rn
u(ȳ, 0)− u(0)
(g(ε)2|ȳ|2 + 1
ε
y2n)
n+2s
2
dy.
Let
zj = yj, j = 1, 2, ..., n− 1,
zn = (
√
εg(ε))−1
yn
|ȳ|
,
and we can get
dz = dy(
√
εg(ε)|ȳ|)−1,
and
J2 = g(ε)
n−1ε−1/2
∫
Rn
u(ȳ, 0)− u(0)
(g(ε)2|ȳ|2 + 1
ε
y2n)
n+2s
2
dy
= (
√
εg(ε))−1g(ε)n−1ε−1/2
∫
Rn
u(z̄, 0)− u(0)
g(ε)n+2s|z̄|n+2s−1(1 + z2n)
n+2s
2
dz̄dzn
= g(ε)−2s
∫
Rn−1
u(z̄, 0)− u(0)
|z̄|n+2s−1
dz̄
∫
R
1
(1 + z2n)
n+2s
2
dzn
= g(ε)−2sC3
∫
Rn−1
u(z̄, 0)− u(0)
|z̄|n+2s−1
dz̄.
Here we define a constant C3 by the following:
C3 = C3(n, s) =
∫
R
1
(1 + z2n)
n+2s
2
dzn. (1.4.11)
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Then combining the estimates for J1 and J2, we can prove Proposition
1.4.1:
Proof. From the equation, we can see
0 <
η0
1− s
≤ J1 + J2 ≤ εsC1C2 + g(ε)−2sC3
∫
Rn−1
u(z̄, 0)− u(0)
|z̄|n+2s−1
dz̄,
and therefore, ∫
Rn−1
u(z̄, 0)− u(0)
|z̄|n+2s−1
dz̄ ≥
η0
1−s − ε
sC1C2
C3g(ε)−2s
.
So we only need to take ε = ε3 small enough such that
η0 ≥ 2(1− s)C1C2εs3,
that is
ε3 ≤ (
η0
2(1− s)C1C2
)1/s,
then ∫
Rn−1
u(z̄, 0)− u(0)
|z̄|n+2s−1
dz̄ ≥ η0
2(1− s)C3
g(ε3)
2s.
We have calculated in (1.4.7) and (1.4.8) that
g(ε) = (
1
4ε
+
n− 2
2(n− 1)
ε)−1/2,
thus
g(ε3)
2s = (
1
4ε3
+
n− 2
2(n− 1)
ε3)
−s,
and we can define
µ0 = µ0(n, s, η0, L, SC) =
η0
2C3
g(ε3)
2s, (1.4.12)
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and then we obtain the estimates that
(1− s)
∫
Rn−1
u(z̄, 0)− u(0)
|z̄|n+2s−1
dz̄ ≥ µ0 > 0.
By doing an orthonormal transformation, we can show if {ej}n−1j=1 are n − 1
orthonormal vectors of Rn,
(1− s)
∫
Rn−1
u(z1e1 + z2e2 + ...+ zn−1en−1)− u(0)
|z̄|n+2s−1
dz̄ ≥ µ0 > 0.
On the other hand, if u is Lipschitz continuous and semi-concave, then∫
Rn−1
u(z̄, 0)− u(0)
|z̄|n+2s−1
dz̄ ≤
∫
Rn−1
min{2L|z̄|, SC|z̄|2}
|z̄|n+2s−1
dz̄
≤ SC
∫
Bn−11
1
|z̄|n+2s−3
dz̄ + 2L
∫
Rn−1\Bn−11
1
|z̄|n+2s−2
dz̄
= SC|∂Bn−11 |
∫ 1
0
r1−2sdr + 2L|∂Bn−11 |
∫ ∞
1
r−2sdr
≤ max{SC, 2L}|∂Bn−11 |(
∫ 1
0
r1−2sdr +
∫ ∞
1
r−2sdr)
=
µ1
1− s
.
Since 1/2 < s < 1,∫ 1
0
r1−2sdr +
∫ ∞
1
r−2sdr =
1
2− 2s
+
1
2s− 1
is bounded, and
µ1 = µ1(n, s, L, SC) = (1− s) max{SC, 2L}|∂Bn−11 |(
1
2− 2s
+
1
2s− 1
).
(1.4.13)
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With the estimates in Proposition 1.4.1, now we start to prove Proposi-
tion 1.4.2. The main idea is that, when the smallest eigenvalue of matrix M is
close to 0, there are some constraints on the other eigenvalues and their square
root inverse λj, since the matrix is in the set M2. We prove that
1
λn+2s1
− 1
λn+2sn−1
is
very small compared with 1
λn+2s1
. This and the lower bound in Proposition 1.4.1
prove that the integral on a (n-1)-dimensional subspace, close to {xn = 0}, is
very large.
Proof of Proposition 1.4.2. Our aim is to show that when ε is very small, I1 ≥
1
1−sC4µ0ε
−s. Recall that λ1 ≤ λ2 ≤ ... ≤ λn =
√
ε
−1
with λi eigenvalues of
√
M
−1
.
We take θ0 = C
λn−1
λn
≤
√
8Cε which is proved in (1.4.19) based on the structure
of M2, and the constant C depends on
µ1
µ0
, determined by (1.4.14). When
|θ| ≤ θ0,
λ2n−1 cos
2 θ + λ2n sin
2 θ ≤ (1 + C2)λ2n−1
and thus,
λ21 ≤ λ21x21 + ...(λ2n−1 cos2 θ + λ2n sin2 θ)x2n−1 ≤ (1 + C2)λ2n−1.
Let
A(θ) =
∫ ∞
0
∫
{x∈∂Bn−11 (0),x⊥ẽ(θ),u(rx)−u(0)>0}
u(rx)− u(0)
r1+2s
dxdr ≥ 0,
and
B(θ) =
∫ ∞
0
∫
{x∈∂Bn−11 (0),x⊥ẽ(θ),u(rx)−u(0)≤0}
u(rx)− u(0)
r1+2s
dxdr ≤ 0.
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Then by Proposition 1.4.1, for every θ,
A(θ) +B(θ) ≥ µ0
1− s
> 0,
and
A(θ) ≤ µ1
1− s
,
which leads to
A(θ) ≥ µ0
1− s
,
and
0 ≥ B(θ) ≥ µ0 − µ1
1− s
.
Then we have the following estimates
(1− s)I1 = (1− s)
n∏
j=1
λj
∫ θ0
−θ0
∫ ∞
0
∫
x∈∂Bn−11 (0)
u(rx)− u(0)
r1+2s
1
(λ21x
2
1 + ...(λ
2
n−1 cos
2 θ + λ2n sin
2 θ)x2n−1)
n+2s
2
dxdrdθ
≥ (1− s)
n∏
j=1
λj
∫ θ0
−θ0
(A(θ)
(1 + C2)−(n+2s)/2
λn+2sn−1
+B(θ)
1
λn+2s1
)dθ
≥ 2θ0
n∏
j=1
λj(
µ0(1 + C
2)−(n+2s)/2
λn+2sn−1
+
µ0 − µ1
λn+2s1
)
≥ (2Cλ1...λn−2λ2n−1)(
µ0
λn+2s1
+ µ1(
(1 + C2)−(n+2s)/2
λn+2sn−1
− 1
λn+2s1
))
≥ 2Cλn1 (
µ0 + µ1(C5 − 1)
λn+2s1
+ C5µ1(
1
λn+2sn−1
− 1
λn+2s1
)).
Let
C5 = (1 + C
2)−(n+2s)/2 < 1
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and take constant C such that
µ0 + µ1(C5 − 1) ≥ µ0/2,
i.e., take
C =
√
(1− µ0
2µ1
)
−2
n+2s − 1 (1.4.14)
and
C5 = 1−
µ0
2µ1
. (1.4.15)
Now let’s see what constraint we have on λj when the smallest eigen-
value of matrix M ∈ M2 is ε. We want to show that the non-negative
1
λn+2s1
− 1
λn+2sn−1
is very small compared with 1
λn+2s1
.
Let B = diag{σ1, σ2, ..., σn} ∈ Γ2. Assume σ1 ≤ σ2 ≤ ... ≤ σn, and∑
σiσj = 1. Then M = diag{η1, η2, ..., ηn} = Df2(B), with η1 ≥ η2 ≥ ... ≥
ηn = ε, and
ηj =
1
2
(
n∑
i=1
σi − σj).
Then
σ1 + σ2 + ...+ σn−1 = 2ε = 2ηn.
Let Q = σ2 + σ3 + ... + σn−1. Since σ1 ≤ σ2 ≤ ... ≤ σn−1 and
∑n−1
j=1 σj = 2ε,
which leads to σ1 ≤ 2εn−1 , thus Q = 2ε−σ1 ≥
2(n−2)
n−1 ε. Since
∑
1≤i<j≤n σiσj = 1,
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we have
1 = σn(
n−1∑
i=1
σi) +
∑
1≤i<j≤n−1
σiσj
= σn(2ε) + σ1Q+
∑
2≤i<j≤n−1
σiσj
≤ 2εσn + (2ε−Q)Q+
Q2
2
= 2εσn + 2εQ−
Q2
2
.
Then
σn ≥
1 +Q2/2− 2εQ
2ε
. (1.4.16)
Therefore
η1 =
1
2
(Q+ σn) ≥
1 +Q2/2
4ε
≥ 1
4ε
. (1.4.17)
In addition, since σ1 = 2ε − Q, and σn−1 = 2ε − σ1 − σ2 − ... − σn−2 ≤
2ε− (n− 2)σ1, so
0 ≥ σ1 − σn−1 ≥ (2n− 4)ε− (n− 1)Q,
and this means
ηn−1 − η1 ≥
1
2
((2n− 4)ε− (n− 1)Q).
We can see when ε ≤ (4(n− 1)(n− 3))−1/2,
ηn−1 ≥ (n− 2)ε−
n− 1
2
Q+
1 +Q2/2
4ε
=
1 + 1
2
(Q− 2(n− 1)ε)2 − (2n2 − 8n+ 6)ε2
4ε
≥ 1
8ε
.
(1.4.18)
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Thus by λj = η
−1/2
j , and λn = η
−1/2
n = ε−1/2,
λn−1
λn
≤
√
8ε
√
ε
−1 ≤
√
8ε (1.4.19)
Thus
0 ≤ η1 − ηn−1
η1
≤ 2ε(n− 1)Q− (2n− 4)ε
1 +Q2/2
≤ Cε→ 0. (1.4.20)
We can also calculate
1
λn+2sn−1
− 1
λn+2s1
≥ n+ 2s
2
1
λn+2s−21
(
1
λ2n−1
− 1
λ21
)
≥ n+ 2s
4
1
λn+2s−21
((2n− 4)ε− (n− 1)Q).
Therefore,
(1− s)I1 ≥ 2Cλn1 (
µ0 + µ1(C5 − 1)
λn+2s1
+ C5µ1(
1
λn+2sn−1
− 1
λn+2s1
))
≥ Cµ0
2
ηs1 +
Cµ0
2
ηs1 + CC5µ1(n+ 2s)η
s−1
1
1
2
((2n− 4)ε− (n− 1)Q)
≥ Cµ0
2
ηs1 + η
s−1
1 (
Cµ0
2
η1 + C6ε− C7Q)
≥ Cµ0
2
ηs1 + η
s−1
1 (
Cµ0
2
1 +Q2/2
4ε
+ C6ε− C7Q)
≥ Cµ0
2
ηs1 + η
s−1
1 (
Cµ0
8ε
+ (
√
Cµ0
16ε
Q− C7
√
4ε
Cµ0
)2 + C6ε− C27
4ε
Cµ0
)
≥ Cµ0
2
ηs1 + 0
≥ C4ηs1,
with
C4 = C4(n, s, L, SC, η0) =
Cµ0
2
=
µ0
2
√
(1− µ0
2µ1
)
−2
n+2s − 1. (1.4.21)
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Then we want to prove the Proposition 1.4.3.
Proof of Proposition 1.4.3. Take a matrix Σ = diag{σ1, ..., σn} ∈ Γ2 and∑
1≤i<j≤n σiσj = 1. Then M = Df2(Σ) = diag{η1, ..., ηn} ∈M2 with
ηj =
1
2
(
n∑
i=1
σi − σj).
Now given a positive t > 0, we are trying to find a matrix
Σ̃ = diag{σ̃1, σ̃2, ..., σ̃n} ∈ Γ2,
with f2(Σ̃) = 1, such that
M̃ = Df2(Σ̃) = diag{η̃1, η̃2, ..., η̃n}
with
η̃j = ηj/t, j = 1, 2, ..., n− 1,
and for a suitable function h(t) > 0 such that
η̃n = h(t)ηn.
Here we require h(t) > 0 to make sure M̃ ∈M2.
The following n− 1 equations
n∑
i=1
σ̃i − σ̃j = 2ηj/t, j = 1, 2, ..., n− 1
lead to
σ̃j = σj/t−
1
n− 2
(σ̃n − σn/t), j = 1, 2, ..., n− 1.
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Then we can see the function h(t)
h(t) =
1
t
∑n−1
j=1 σj −
n−1
n−2 σ̃n +
n−1
t(n−2)σn∑n−1
j=1 σj
.
We try to calculate σ̃n by using the following equality
1 =
∑
1≤i<j≤n
σ̃iσ̃j.
We can see
1 =
∑
1≤i<j≤n−1
σ̃iσ̃j + σ̃n
∑
1≤j≤n−1
σ̃j
=
1
t2
∑
1≤i<j≤n−1
σiσj + (σ̃n − σn/t)2
n− 1
2(n− 2)
− 1
t
(σ̃n − σn/t)
n−1∑
j=1
σj + σ̃n(
1
t
n−1∑
j=1
σj −
n− 1
n− 2
(σ̃n − σn/t))
=
1
t2
+
n− 1
2(n− 2)
(σ2n/t
2 − σ̃n2).
Here we use the equality
∑
1≤i<j≤n σiσj = 1. Then
σ̃n =
1
t
√
σ2n +
(1− t2)2(n− 2)
n− 1
.
And we can calculate
h(t) =
1
t
∑n−1
j=1 σj −
n−1
n−2 σ̃n +
n−1
t(n−2)σn∑n−1
j=1 σj
=
1
t
− n− 1
t(n− 2)
σn∑n−1
j=1 σj
(
√
1 +
(1− t2)2(n− 2)
(n− 1)σ2n
− 1).
(1.4.22)
We need M̃ ∈M2, and thus M̃ is a positive symmetric matrix. Therefore, we
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need h(t) > 0. By (1.4.22), th(t) > 0 is equivalent to
1 +
2(n− 2)
(n− 1)σ2n
(1− t2) < (1 + n− 2
(n− 1)σn
n−1∑
j=1
σj)
2
= 1 +
2(n− 2)
(n− 1)σn
n−1∑
j=1
σj +
(n− 2)2
(n− 1)2σ2n
(
n−1∑
j=1
σ2j + 2
∑
1≤i<j≤n−1
σiσj).
After simplification, it is equivalent to
1− t2 < σn
n−1∑
j=1
σj +
n− 2
n− 1
(
1
2
n−1∑
j=1
σ2j +
∑
1≤i<j≤n−1
σiσj).
Since
1 =
∑
1≤i<j≤n
σiσj =
∑
1≤i<j≤n−1
σiσj + σn
n−1∑
j=1
σj,
we can get
0 < 2(n− 1)t2 + 2(σn
n−1∑
j=1
σj − 1) + (n− 2)
n−1∑
j=1
σ2j
= 2(n− 1)t2 − 2
∑
1≤i<j≤n
σiσj + (n− 2)
n−1∑
j=1
σ2j
= 2(n− 1)t2 +
∑
1≤i<j≤n
(σi − σj)2,
and the right-hand side is strictly positive independently of t > 0. Therefore,
we can prove th(t) > 0 for any t > 0.
Let λ̃j = η̃
−1/2
j . Then
λ̃j =
√
tλj, j = 1, 2, ..., n− 1,
and
λ̃n =
√
h(t)
−1
λn.
37
Since M̃ ∈M2, then
0 <
η0
1− s
≤
n∏
j=1
λ̃j
∫
Rn
u(y)− u(0)
(λ̃21y
2
1 + ...+ λ̃
2
ny
2
n)
(n+2s)/2
dy
=
n∏
j=1
λ̃j
∫
Rn
u(ȳ, yn)− u(ȳ, 0)
(λ̃21y
2
1 + ...+ λ̃
2
ny
2
n)
(n+2s)/2
dy
+
n∏
j=1
λ̃j
∫
Rn
u(ȳ, 0)− u(0)
(λ̃21y
2
1 + ...+ λ̃
2
ny
2
n)
(n+2s)/2
dy
= P1 + P2.
(1.4.23)
First we can calculate P1. Let
zj =
yj
|yn|
√
th(t)λj/λn, j = 1, 2, ..., n− 1,
and
zn = yn,
then
P1 ≤
1
2
n∏
j=1
λjt
(n−1)/2
√
h(t)
−1
∫
Rn
min{2L|zn|, SC|zn|2}
(λn/
√
h(t))n+2s(z21 + ...+ z
2
n−1 + 1)
(n+2s)/2|yn|n+2s
dzn
· |yn|n−1(
λn√
h(t)
)n−1
√
t
−(n−1)
n−1∏
j=1
λjdz̄
= λ−2sn h(t)
s1
2
∫
R
min{2L|zn|, SC|zn|2}
|zn|1+2s
dzn
∫
Rn−1
1
(1 + |z̄|2)n+2s2
dz̄
≤ C1C2h(t)sλ−2sn .
Here C1 = C1(s, L, SC) and C2 = C2(n, s) are given by (1.4.9) and (1.4.10)
respectively.
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Then we calculate P2. Let
zj = yj, j = 1, 2, ..., n− 1,
and
zn =
λnyn√
th(t)(λ21y
2
1 + ...λ
2
n−1y
2
n−1)
1/2
.
Then
P2 =
n∏
j=1
λjt
(n−1)/2
√
h(t)
−1
∫
Rn
u(z̄, 0)− u(0)
t(n+2s)/2(λ21z
2
1 + ...+ λ
2
n−1z
2
n−1)
(n+2s)/2(1 + z2n)
(n+2s)/2
dz̄
·
√
th(t)(λ21z
2
1 + ...λ
2
n−1z
2
n−1)
1/2 1
λn
dzn
= t−sλ−1n
n∏
j=1
λj
∫
Rn−1
u(z̄, 0)− u(0)
(λ21z
2
1 + ...+ λ
2
n−1z
2
n−1)
(n+2s−1)/2dz̄
∫
R
1
(1 + z2n)
(n+2s)/2
dzn
= C3t
−sλ−1n
n∏
j=1
λj
∫
Rn−1
u(z̄, 0)− u(0)
(λ21z
2
1 + ...+ λ
2
n−1z
2
n−1)
(n+2s−1)/2dz̄,
with C3 = C3(n, s) defined in (1.4.11).
Let
J =
n∏
j=1
λj
∫
Rn−1
u(z̄, 0)− u(0)
(λ21z
2
1 + ...+ λ
2
n−1z
2
n−1)
(n+2s−1)/2dz̄,
then we get
C1C2h(t)
sλ−2sn + C3t
−sλ−1n J ≥ η0/(1− s) > 0. (1.4.24)
Thus,
J ≥ −C1C2h(t)
sλ−2sn
C3t−sλ−1n
= −C1C2
C3
(th(t))sλ1−2sn .
We have proved th(t) > 0 independently of t > 0, and thus for every 0 < t < 1,
equation (1.4.22) shows
0 < th(t) = 1− n− 1
(n− 2)
σn∑n−1
j=1 σj
(
√
1 +
(1− t2)2(n− 2)
(n− 1)σ2n
− 1) ≤ 1.
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Here we use σn > 0 and
∑n−1
j=1 σj = 2ηn > 0. Therefore, when λn = ε
−1/2,
J ≥ −C1C2
C3
(th(t))sλ1−2sn ≥ −Cεs−1/2,
and εs−1/2 → 0 as ε→ 0.
Exchange the positions of σn−1 and σn in the matrix Σ, and this leads
to the exchange of ηn−1 and ηn. In the exact same way of constructing matrix
M̃ and calculating the integral, we obtain an inequality
C1C2h(t)
sλ−2sn−1 + C3t
−sλ−1n−1K ≥ η0/(1− s) > 0, (1.4.25)
with
K =
n∏
j=1
λj
∫
Rn−1
u(z̄, 0)− u(0)
(λ21z
2
1 + ...λn−2z
2
n−2 + λ
2
nz
2
n−1)
(n+2s−1)/2dz̄,
and
th(t) = 1− n− 1
(n− 2)
σn−1∑
j 6=n−1,1≤j≤n σj
(
√
1 +
(1− t2)2(n− 2)
(n− 1)σ2n−1
− 1).
The proof of th(t) > 0 independently of t > 0 remains the same since we only
use
∑
1≤i<j≤n σiσj = 1 in it. Then
K ≥ −C1C2
C3
(th(t))sλ1−2sn−1 .
We can see σn−1 > 0 since σ1 ≤ ... ≤ σn−1 and
0 < ηn =
1
2
n−1∑
j=1
σj,
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and we can see ∑
j 6=n−1,1≤j≤n
σj = 2ηn−1 > 0.
Therefore, when 0 < t < 1,
0 < th(t) = 1− n− 1
(n− 2)
σn−1∑
j 6=n−1,1≤j≤n σj
(
√
1 +
(1− t2)2(n− 2)
(n− 1)σ2n−1
− 1) ≤ 1,
and by (1.4.25),
n∏
j=1
λj
∫
Rn−1
u(z̄, 0)− u(0)
(λ21z
2
1 + ...λn−2z
2
n−2 + λ
2
nz
2
n−1)
(n+2s−1)/2dz̄
≥ −C1C2
C3
(th(t))sλ1−2sn−1
≥ −C1C2
C3
(ηn−1)
s−1/2
≥ −C1C2
C3
(η1)
s−1/2,
since η1 ≥ η2 ≥ ... ≥ ηn−1 ≥ ηn = ε. Then,
I2 =
n∏
j=1
λj
∫
|θ|≥θ0
∫ ∞
0
∫
x∈∂Bn−11 (0),x⊥ẽ(θ)
u(r(x1ẽ1 + ...+ xn−1ẽn−1))− u(0)
r1+2s(λ21x
2
1 + ...+ (λ
2
n−1 cos
2 θ + λ2n sin
2 θ)x2n−1)
n+2s
2
dxdrdθ
=
∫ π/2−θ0
−π/2+θ0
∫
z̄∈Rn−1
u(z1ẽ1 + ...+ zn−1ẽn−1)− u(0)
(λ21z
2
1 + ...+ (λ
2
n−1 cos
2 θ + λ2n sin
2 θ)z2n−1)
(n+2s−1)/2dz̄dθ
≥ −(π − 2θ0)
C1C2
C3
(η1)
s−1/2
≥ −πC1C2
C3
(η1)
s−1/2
= −C8ηs−1/21 .
This completes the proof of Proposition 1.4.3.
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Chapter 2
A non-local one-phase free boundary problem
from obstacle to cavitation
2.1 Introduction
In this paper, we discuss the regularity properties of a free boundary
problem of the following energy
J(u) = Jγ(u) =
1
2
∫
(Bn+11 )
+
y1−2s|∇u(x, y)|2dxdy +
∫
Bn1×{y=0}
uγdx, (2.1.1)
with 0 < s, γ < 1, subject to u ≥ 0. The first part of the energy is related to
the extension of the fractional Laplacian operator, and the second one is con-
sidered as a penalty for the function u being greater than 0. The set {u = 0}
only lies on {y = 0}, and is non-trivial if u is small enough on ∂Bn+11 ∩{y > 0}.
The boundary of the set {u > 0} in the topology of Rn is called the free bound-
ary. There is one important number β = 2s
2−γ , which is the critical exponent
in the scaling of the energy.
This problem is a non-local analogue of the problem introduced in [2]
by Alt and Philips, in which a free boundary problem of the energy func-
tional
∫
Bn1 (0)
|∇u|2 + |max(u, 0)|γ is discussed. We are now considering the
case for the fractional Laplacian operator instead of Laplacian, and this is an
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intersection of one-phase free boundary problems and non-local integrodiffer-
ential operators. Heuristically, two limiting classical problems, one as γ → 0
is the Bernoulli type one-phase free boundary problem from the minimiza-
tion of J0(u) =
1
2
∫
|∇u|2 + χ{u>0}, discussed by Alt and Caffarelli in [1]; and
the other one as γ → 1 is the obstacle problem from the minimimzation of
J1(u) =
1
2
∫
|∇u|2 +max(u, 0), discussed by Caffarelli in [3]. Analogues of
both problems in the fractional cases are also dicussed in [11] [13] [17] [16] for
the Bernoulli type problems, and in [12] [6] for the thin obstacle problems.
These are the inspirations for our minimization problem, which is an inter-
mediate case of the fractional one-phase cavitation problem and thin obstacle
problem.
There are some previous results on the properties of the minimizers
of the energy Jγ(u). In [20] by Yang, optimal regularity is proved, that the
minimizer is Cβ continuous if β < 1 and is Cα continuous for any α < 1, if
β ≥ 1. The minimizer along the set {y = 0} is Cβ continuous if β < 1 and is
C1,β−1 continuous if β ≥ 1. Non-degeneracy of the minimizer is also proved,
that supx∈Bnr (x0) u(x, 0) ≥ C(n, s, γ)r
β if (x0, 0) is a free boundary point.
This paper is divided into two parts. In the first part, we use Weiss
type monotonicity formula introduced in [19] to prove the blow-up profiles are
homogeneous of degree β = 2s
2−γ . We also prove that the half-plane solution is
unique up to rotation. The other part is to prove there exists a small constant
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γ0 > 0, such that for each 0 < γ < γ0, flatness condition of the free boundary
implies C1,θ regualrity, applying the method introduced in [13] by De Silva,
Savin and Sire.
2.2 Preliminaries
Throughout this paper, we have the following notations. A point in the
upper half space is X = (x, y) ∈ (Rn+1)+ = Rn × R+; the upper half ball of
radius R centered at 0 is (Bn+1R )
+ = {(x, y) ∈ (Rn+1)+, |(x, y)| < R, y > 0},
its boundary in {y > 0} is (∂Bn+1R )+ = {(x, y) ∈ (Rn+1)+, |(x, y)| = R, y > 0},
and its boundary on {y = 0} is BnR = {(x, y) ∈ (Rn+1)+, |x| < R, y = 0}.
Sometimes, we use B+1 instead of (B
n+1
1 )
+ for simplification.
We define α = 1 − 2s with s ∈ (0, 1) the order of fractional Laplacian, and
β = 2s
2−γ is the critical scaling exponent with 0 < γ < 1.
Define the energy J(u) = Jγ(u) by
Jγ(u) =
1
2
∫
(Bn+11 )
+
y1−2s|∇u(x, y)|2dxdy +
∫
Bn1×{y=0}
uγdx.
The set {u = 0} which necessarily lies on {y = 0} is called the contact set
of u. Let the free boundary F (u) denote the interface between the set {u >
0} ∩ {y = 0} and the contact set. We call (x0, 0) a free boundary point if
(x0, 0) ∈ F (u).
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2.2.1 Fractional Laplacian and Caffarelli-Silvestre extension
The fractional Laplacian is a non-local integral operator defined as
(−∆)su(x) = Cn,sP.V.
∫
Rn
u(x)− u(y)
|x− y|n+2s
dy,
Cn,s =
4sΓ(n/2 + s)
πn/2|Γ(−s)|
,
with a corresponding non-local energy
E(u) =
∫
Rn×Rn
|u(x)− u(y)|2
|x− y|n+2s
dydx
which is hard to handle. So an extension of the function to one extra dimen-
sion is introduced by Caffarelli and Silvestre in [8], transforming a non-local
equation on Rn to an elliptic equation on the upper half space Rn × R+ with
a Neumann boundary condition. Consider a fractional Laplacian equation
(−∆)su(x) = f(x) in Rn, and u ∈ Hs(Rn). Define the extension U(x, y) in
Rn×R+ by a Poisson kernel in Section 2.4 in [8], such that U(x, 0) = u(x) and
the extension U(x, y) satisfies the following equation with Neumann boundary
condition,
div(y1−2s∇U(x, y)) = 0 in Rn × R+ (2.2.1)
and
lim
y→0+
y1−2s∂yU(x, y) = −Cn,s(−∆)su(x) in Rn. (2.2.2)
There is a natural energy
E(U) =
∫
Rn×R+
y1−2s|∇U(x, y)|2dxdy
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corresponding to the Euler-Lagrange equation (2.2.1).
From the Euler-Lagrange equation of the energy
Jγ(u) =
1
2
∫
(Bn+11 )
+
y1−2s|∇u(x, y)|2dxdy +
∫
Bn1×{y=0}
uγdx,
the minimizer u satisfies a second order PDE,
div(yα∇u) = 0
in the upper half ball (Bn+11 )
+ in a distributional sense, and
lim
y→0+
yα∂yu(x, y) = γu
γ−1(x, 0)
on {u > 0} ∩ {y = 0}. In the paper we let α = 1− 2s.
2.2.2 Scaling of the problem
Let (0, 0) be a free boundary point, and define the scaling uλ(X) =
λ−βu(λX), X = (x, y) ∈ (Bn+1λ−1 )
+, then by the change of variables,
J((Bn+1λ−1 )
+, uλ) =
1
2
∫
(Bn+1
λ−1
)+
yαλ−2β|∇u(λx, λy)|2dxdy
+
∫
Bn
λ−1
×{y=0}
λ−βγuγ(λx)dx
=
1
2
λ−n+2−2β−α
∫
(Bn+11 )
+
yα|∇u(x, y)|2dxdy
+ λ−n+1−βγ
∫
Bn1×{y=0}
uγdx.
We require two equal exponents of λ, and this leads to
β =
2s
2− γ
=
1− α
2− γ
,
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and thus
J((Bn+1λ−1 )
+, uλ) = λ
−n+1−βγJ((Bn+11 )
+, u).
So if u is a minimizer for the energy in (Bn+11 )
+, then uλ is a minimizer in
(Bn+1λ−1 )
+.
2.2.3 Function space
We are considering minimizers of energy
Jγ(u) =
1
2
∫
(Bn+11 )
+
yα|∇u(x, y)|2dxdy +
∫
Bn1×{y=0}
uγdx
in the space H1(yα, B+1 ), which is a weighted H
1 space, with norm
‖u‖H1(yα,B+1 ) = (
∫
(Bn+11 )
+
yα(|∇u|2 + u2)dxdy)1/2,
and seminorm
[u]H1(yα,B+1 ) = (
∫
(Bn+11 )
+
yα|∇u|2dxdy)1/2.
From the extension theorem of Caffarelli and Silverstre in [8], trace of any
H1(yα, B+1 ) function lies in H
s(Bn1 (0)), and by Sobolev embedding, the trace
also lies in L2(Bn1 (0)).
2.2.4 Blow-up limits
We define the scaling of the minimizer near a free boundary point (x0, 0)
by
uR(x, y) =
u(R(x− x0) + x0, Ry)
Rβ
.
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There is a subsequence uRk converging to u0,
u0(x, y) = lim
Rk→0
uRk(x, y),
and the limit u0 is the blow-up profile near point (x0, 0) on the free boundary.
Lemma 2.2.1. Let {un} be a sequence of minimizers of J , bounded in H1(yα, B+1 ).
Then any (weakly) converging subsequence of {un} converges to a minimizer
of J in B+1 .
The proof of Lemma 2.2.1 is the same as the proof of Lemma 1.14 in the
classical paper [2], with the optimal Cβ continuity of the minimizers proved
in [20] and their boundedness in H1(yα, B+1 ).
A global minimizer is a function u ∈ H1loc(yα, (Rn+1)+) which minimizes
the energy J in every Bn+1R ∩ {y ≥ 0}. As a consequence of Lemma 2.2.1 and
the fact that all the blow-ups ur are the rescaling of the same function, we can
obtain the following corollary.
Corollary 2.2.2. Let u be the minimizer of energy J in (Bn+11 )+, and let
(0, 0) be a free boundary point. Then ur is a local minimizer of J in (B
n+1
1/r )
+,
and any uniform limit of the family ur is a global minimizer of J in (Rn+1)+.
2.3 Blow-ups are homogeneous of degree β
In this section, we use Weiss type monotonicity formula to prove the
blow-up of the energy minimizer at every free boundary point is homogeneous
48
of degree β.
If u is a minimizer of the energy J(u), then it satisfies
div(yα∇u) = 0 in (Bn+11 )+, (2.3.1)
and
lim
y→0
yα∂yu(x, y) = γu
γ−1(x, 0) on Bn1 ∩ {u > 0}. (2.3.2)
Here we introduce a boundary adjusted energy and define
W (R, u) = R−(n−1+
2−αγ
2−γ )
∫
(Bn+1R )
+
yα|∇u|2dxdy
+ 2R−(n−1+
2−αγ
2−γ )
∫
BnR
uγdx
− βR−(n+
2−αγ
2−γ )
∫
(∂Bn+1R )
+
yαu2dσ.
(2.3.3)
This energy is invariant under scaling,
W (Rρ, u) = W (ρ, uR), (2.3.4)
with
uR(x, y) =
u(Rx,Ry)
Rβ
.
Theorem 2.3.1 (Weiss type monotonicity formula). If u is a minimizer of
J(u) and (0, 0) is a free boundary point, then the boundary adjusted energy
W (R, u) satisfies the monotonicity formula
d
dR
W (R, u) = 2R−(n−1+
2−αγ
2−γ )
∫
(∂Bn+1R )
+
yα(uν − β
u
R
)2dσ, (2.3.5)
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with ν the outer normal. Moreover, when d
dR
W (R, u) = 0, it is equivalent that
0 =< (x, y),∇u(x, y) > −βu(x, y) = d
dρ
|ρ=1
u(ρx, ρy)
ρβ
a.e. on (∂Bn+11 )
+, which means u is homogeneous of degree β.
Proof. If u is a minimizer of the energy J(u), then it satisfies div(yα∇u) = 0,
div(yαu∇u) = yα|∇u|2 in (Bn+11 )+and limy→0 yα∂yu(x, y) = γuγ−1(x, 0) on
Bn1 ∩ {u > 0}. Then the following equalities are obtained:
∫
(Bn+1R )
+
yα|∇u|2dxdy =
∫
(∂Bn+1R )
+
yαuuνdσ − γ
∫
BnR
uγdx; (2.3.6)
∫
BnR
< x,∇uγ > dx = R
∫
∂BnR
uγdσ − n
∫
BnR
uγdx; (2.3.7)
d
dR
(
∫
(∂Bn+1R )
+
yαu2dσ) =
n+ α
R
∫
(∂Bn+1R )
+
yαu2dσ + 2
∫
(∂Bn+1R )
+
yαuuνdσ;
(2.3.8)
(n+ α− 1)
∫
(Bn+1R )
+
yα|∇u|2dxdy
= R
∫
(∂Bn+1R )
+
yα(|∇u|2 − 2u2ν)dσ + 2
∫
BnR
< x,∇uγ > dx
= R
∫
(∂Bn+1R )
+
yα(|∇u|2 − 2u2ν)dσ + 2R
∫
∂BnR
uγdσ − 2n
∫
BnR
uγdx.
(2.3.9)
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Compute the derivative of W (R, u) with respect to R and we can get:
Rn+
2−αγ
2−γ
d
dR
W (R, u) = −(n− 1 + 2− αγ
2− γ
)
∫
(Bn+1R )
+
yα|∇u|2dxdy (I1)
+R
∫
(∂Bn+1R )
+
yα|∇u|2dσ (I2)
− 2(n+ γ − αγ
2− γ
)
∫
BnR
uγdx (I3)
+ 2R
∫
∂BnR
uγdσ (I4)
+ β(n+
2− αγ
2− γ
)R−1
∫
(∂Bn+1R )
+
yαu2dσ (I5)
− βn+ α
R
∫
(∂Bn+1R )
+
yαu2dσ (I6)
− 2β
∫
(∂Bn+1R )
+
yαuuνdσ. (I7)
Apply (2.3.9) and (2.3.6), then
(I1) + (I2) = 2R
∫
(∂Bn+1R )
+
yαu2νdσ
− 2R
∫
∂BnR
uγ + 2n
∫
BnR
uγ
− 2− 2α
2− γ
(
∫
(∂Bn+1R )
+
yαuuνdσ − γ
∫
BnR
uγdx).
After adding (I3) and (I4) we obtain:
(I1) + (I2) + (I3) + (I4) = 2R
∫
(∂Bn+1R )
+
yαu2νdσ
− 2− 2α
2− γ
∫
(∂Bn+1R )
+
yαu2dσ,
Adding the last three terms (I5), (I6) and (I7), we can compute that
d
dR
W (R, u) = 2R−(n−1+
2−αγ
2−γ )
∫
(∂Bn+1R )
+
yα(uν − β
u
R
)2dσ.
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Let 0 ∈ ∂{u > 0} ∩ {y = 0}, and consider the function ur(X) =
r−βu(rX). As rk → 0, urk converges to u0 weakly in H1(yα, (Rn+1)+). Pass
to a subsequence (still denoted by urk), urk → u0 in L2loc(yα, (Rn+1)+), and in
L2loc(Rn × {y = 0}). Thus, W (rk, u) = W (1, urk) is a bounded non-decreasing
function of rk by Theorem 2.3.1, if u is a minimizer. Then we can prove the
following corollary.
Corollary 2.3.2 (Blow-ups are homogeneous of degree β). If u is a minimizer
of J(u), then the blow-up limit u0 at every free boundary point is homogeneous
of degree β.
Proof. SinceW (ρr, u) = W (ρ, ur) by the scaling property ofW , andW (Rrk, u)
is a bounded non-decreasing function of rk by Theorem 2.3.1, for any R > 0,
W (R, u0) = lim
k→∞
W (R, urk) = lim
k→∞
W (Rrk, u) = W (0
+, u)
is a constant. Thus,
d
dR
W (R, u0) = 0,
and this implies that u0 is homogeneous of degree β.
2.4 Uniqueness of the half-plane solution
In this section, we apply the method introduced in [11] to prove the
following theorem.
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Theorem 2.4.1. If u is the minimizer of Jγ in (Rn+1)+, and u(x, 0) = A(xn)β+,
then
A = A(s, γ) = (
2(β − s)
−βA1
)1/(2−γ) (2.4.1)
is determined by s and γ, where
A1 = −
C1,s
2
∫ ∞
−∞
(1 + y)β+ + (1− y)
β
+ − 2
|y|1+2s
dy < 0,
with constant
C1,s =
4sΓ(1/2 + s)
π1/2|Γ(−s)|
.
Proof. First we prove the theorem when n = 1. Let
J(u) =
1
2
∫
(B21)
+
yα|∇u|2dxdy +
∫ 1
−1
uγdx,
and consider U0(x, y) as the extension of u0(x) = (x)
β
+. Define
uε(x) =
(x+ ε)β+
(1 + ε)β
,
and
ũε =
{
uε(x) |x| ≤ 1
u0(x) |x| > 1.
Let function Uε(x, y) satisfies the following equations:
div(yα∇Uε(x, y)) = 0 in (B21)+
Uε(x, 0) = uε(x) |x| ≤ 1
Uε(x, y) = U0(x, y) on (∂B
2
1)
+.
If AU0 is a local minimizer of J(u), then J(AU0) ≤ J(AUε) for every ε,
positive and negative, then
1
2
A2
∫
(B21)
+
yα|∇U0|2dxdy+Aγ
∫ 1
−1
uγ0dx ≤
1
2
A2
∫
(B21)
+
yα|∇Uε|2dxdy+Aγ
∫ 1
−1
uγε dx.
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We can see∫ 1
−1
uγε dx−
∫ 1
−1
uγ0dx =
1
(1 + ε)βγ
1
1 + βγ
(1 + ε)βγ+1 − 1
1 + βγ
=
ε
1 + βγ
,
and
(−1)[
∫
(B21)
+
yα|∇U0|2 −
∫
(B21)
+
yα|∇Uε|2]
=
∫
(B21)
+
yα|∇(U0 − Uε)|2 + 2
∫
(B21)
+
yα∇U0∇(Uε − U0)
= I2 + 2I1.
First let us compute I1:
I1 =
∫
(B21)
+
yα∇U0∇(Uε − U0)
=
∫
(B21)
+
div(yα∇U0(Uε − U0))−
∫
(B21)
+
((Uε − U0)div(yα∇U0)
=
∫
(∂B21)
+
yα(U0)ν(Uε − U0)−
∫ 1
−1
( lim
y→0+
yα∂yU0)(Uε − U0)
=
∫ 1
−1
(−∆)su0(x)(uε − u0).
By the homogeneity property of u0, we can compute that when x > 0,
(−∆)su0(x) = −
C1,s
2
∫ ∞
−∞
(x+ y)β+ + (x− y)
β
+ − 2(x)
β
+
|y|1+2s
dy
= xβ−2s
−C1,s
2
∫ ∞
−∞
(1 + y)β+ + (1− y)
β
+ − 2
|y|1+2s
dy
= A1x
β−2s,
and when x < 0,
(−∆)su0(x) = −(−x)β−2sC1,sP.V.
∫ ∞
1
(y − 1)β
|y|1+2s
dy
= A2(−x)β−2s.
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Notice that A1, A2 < 0, with
A1 = −
C1,s
2
∫ ∞
−∞
(1 + y)β+ + (1− y)
β
+ − 2
|y|1+2s
dy,
and
A2 = −C1,sP.V.
∫ ∞
1
(y − 1)β
|y|1+2s
dy.
Then we can compute that
I1 =
∫ 1
−1
(−∆)su0(x)(uε − u0)
= A1
∫ 1
0
xβ−2s(
(x+ ε)β+
(1 + ε)β
− xβ)dx
+ A2
∫ 0
−1
(−x)β−2s (x+ ε)
β
+
(1 + ε)β
dx
= A1β(
1
2β − 2s
− 1
2β − 2s+ 1
)ε+ o(ε).
Then we compute I2,
I2 =
∫
(B21)
+
yα|∇(U0 − Uε)|2
=
∫
(B21)
+
div(yα(Uε − U0)∇(Uε − U0))−
∫
(B21)
+
(Uε − U0)div(yα∇(Uε − U0))
=
∫
(∂B21)
+
yα(Uε − U0)(Uε − U0)ν −
∫ 1
−1
( lim
y→0+
yα∂y(Uε − U0))(Uε − U0)
=
∫ 1
−1
(−∆)s(ũε − u0)(uε − u0)
=
∫ 1
−1
(−∆)s(ũε − uε)(uε − u0) +
∫ 1
−1
(−∆)s(uε − u0)(uε − u0).
Define
gε(x) = ũε(x)− uε(x) = εh(x) =
{
0 x ≤ 1
εβ(xβ − xβ−1) + o(ε) x > 1,
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and
(−∆)s(ũε − uε)(x) = εC1,sP.V.
∫ ∞
−∞
h(x+ y)− h(x)
|y|1+2s
dy,
and ∫ 1
−1
(−∆)s(ũε − uε)(uε − u0) ≤ 2max|uε − u0|O(ε) = o(ε).
Thus,
I2 = o(ε) +
∫ 1
−1
(−∆)suε(uε − u0)−
∫ 1
−1
(−∆)su0(uε − u0) = o(ε) + I3 − I1,
where
I3 =
∫ 1
−1
(−∆)suε(uε − u0).
Since uε(x) =
(x+ε)β+
(1+ε)β
,
(−∆)suε(x) =
{
1
(1+ε)β
A1(x+ ε)
β−2s x+ ε > 0
1
(1+ε)β
A2(−x− ε)β−2s x+ ε < 0,
and we can compute I3 that
I3 =
∫ 1
−1
(−∆)suε(uε − u0)
=
∫ 1
0
1
(1 + ε)β
A1(x+ ε)
β−2s(
(x+ ε)β
(1 + ε)β
− xβ)dx
+
∫ 0
−ε
1
(1 + ε)β
A1(x+ ε)
β−2s (x+ ε)
β
(1 + ε)β
dx
= εA1(
β − 2s+ 1
2β − 2s+ 1
− β − 2s
2β − 2s
) + o(ε)
= εA1β(
1
2β − 2s
− 1
2β − 2s+ 1
) + o(ε).
Therefore,
1
2
A2(I2 + 2I1) =
−1
2
A2(
∫
yα|∇U0|2 −
∫
yα|∇Uε|2)
= −εA2A1β(
1
2β − 2s
− 1
2β − 2s+ 1
) + o(ε),
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and
Aγ
∫ 1
−1
uγε dx− Aγ
∫ 1
−1
uγ0dx = A
γ ε
1 + βγ
,
and since AU0 is a local minimizer of energy J(u), it is required that for all
small ε > 0 and ε < 0,
−εA2A1β(
1
2β − 2s
− 1
2β − 2s+ 1
) + o(ε) ≤ Aγ ε
1 + βγ
,
which indicates
A = (
2(β − s)
−βA1
)1/(2−γ),
and A is determined by s and γ, where
A1 = −
C1,s
2
∫ ∞
−∞
(1 + y)β+ + (1− y)
β
+ − 2
|y|1+2s
dy < 0.
Moreover, as γ → 0, which is the case of fractional one-phase Bernoulli-type
problem, the constant A1 = O(β − s) and this ensures the unique half plane
minimizer is not 0 or ∞.
Applying the same proof in Theorem 1.4 in [11], we prove the theorem
for general n.
2.5 Positive density when γ is small enough
When γ → 1, in the thin obstacle problem [12], near a free boundary
point (x0, 0), the set {u = 0} ∩ Bn1 (x0) does not always have positive density.
In this section, we prove there exists a positive number γ0 > 0, and for each
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0 < γ < γ0, the minimizer of energy Jγ(u) has positive density of zero set near
every free boundary point.
Theorem 2.5.1. There exists γ0 = γ0(n, s) > 0 and δ > 0 such that for each
0 < γ < γ0, if uγ is a minimizer of Jγ(u), then
Ln({uγ = 0} ∩Bn1 ) ≥ δ > 0.
We prove the theorem by the method of compactness. Before the proof,
a lemma of non-degeneracy is required.
Lemma 2.5.2. Assume uγ is a minimizer of the energy Jγ(u) and (0, 0) is a
free boundary point. There exists a positive constant C0 > 0 independent of γ,
such that for each x ∈ Bn1/2 ∩ {u > 0},
uγ(x, 0) ≥ C0(d(x, ∂{uγ > 0}))β.
Proof. Up to rescaling, it is enough to show, if (x0, 0) is at distance 1 from the
free boundary and uγ(x0, 0) > 0, then ε = uγ(x0, 0) cannot be too small, and
ε does not converge to 0 as γ → 0.
By the Harnack inequality in the upper half space (since yα belongs
to the class of A2 functions defined by Muchenhoupt in [15]) and the vari-
ant boundary Harnack inequality proved in Theorem 4.1 in [20], there exists
c′, C ′ > 0 independent of γ, such that
0 < c′ε ≤ uγ(x, y) ≤ C ′ε
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in (Bn+11/2 (x0, 0))
+. Take test functions φ ∈ C∞C ((Bn+11/2 (x0, 0))+). We can com-
pute ∫
(Bn+1
1/2
(x0,0))+
div(yαφ∇uγ)
=
∫
(∂Bn+1
1/2
(x0,0))+
yαφ(uγ)ν −
∫
{uγ>0}∩Bn1/2(x0)
φ( lim
y→0+
yα∂yuγ)
= −
∫
{uγ>0}∩Bn1/2(x0)
φγuγ−1γ .
We can see∫
(Bn+1
1/2
(x0,0))+
yα∇uγ∇φ
=
∫
(Bn+1
1/2
(x0,0))+
div(yαuγ∇φ)−
∫
(Bn+1
1/2
(x0,0))+
uγdiv(y
α∇φ)
=
∫
(Bn+1
1/2
(x0,0))+
div(yαφ∇uγ)−
∫
(Bn+1
1/2
(x0,0))+
φdiv(yα∇uγ).
Using div(yα∇uγ) = 0, w obtain the following equality:
−
∫
{uγ>0}∩Bn1/2(x0)
φγuγ−1γ
=
∫
(Bn+1
1/2
(x0,0))+
div(yαuγ∇φ)−
∫
(Bn+1
1/2
(x0,0))+
uγdiv(y
α∇φ)
=
∫
(∂Bn+1
1/2
(x0,0))+
yαuγ(φ)ν −
∫
{uγ>0}∩Bn1/2(x0)
uγ( lim
y→0+
yα∂yφ)
−
∫
(Bn+1
1/2
(x0,0))+
uγdiv(y
α∇φ).
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Then
|
∫
{uγ>0}∩Bn1/2(x0)
γφ(C ′ε)γ−1| ≤ |
∫
{uγ>0}∩Bn1/2(x0)
γφuγ−1γ |
≤ |
∫
{u>0}∩Bn
1/2
(x0)
uγ( lim
y→0+
yα∂yφ)|
+ |
∫
(Bn+1
1/2
(x0,0))+
uγdiv(y
α∇φ)|
+ |
∫
(∂Bn+1
1/2
(x0,0))+
yαuγ(φ)ν |.
(2.5.1)
Since d(x, ∂{uγ > 0}) ≤ C, if (x, y) ∈ (Bn+11/2 (x0, 0))+, then
u(x, y) ≤ C̃
by Cβ estimates of the minimizer. The test function φ ∈ C∞C ((Bn+11 (x0, 0))+)
is smooth enough, so the integral of limy→0+ y
α∂yφ, y
α(φ)ν and div(y
α∇φ) are
all bounded, and therefore by (2.5.1), ε cannot be too small.
However, γεγ−1 <∞ cannot ensure ε ≥ C0 > 0 as γ → 0. To prove that
ε ≥ C0 independent of γ, we consider a smooth function P (x, y) ≥ 0 defined
on (Bn+11/2 (x0, 0))
+, with P (x, y) = 0 in (Bn+11/4 (x0, 0))
+ and P (x, y) = 2C ′ in
(Bn+17/16(x0, 0))
+ \ (Bn+13/8 (x0, 0))+. Define a function
v(x, y) = min {u(x, y), εP (x, y)} on (Bn+11/2 (x0, 0))
+.
Then J(v) ≥ J(u) since u(x, y) is the energy minimizer. First we can see∫
(Bn+1
1/2
(x0,0))+
yα|∇v|2dxdy −
∫
(Bn+1
1/2
(x0,0))+
yα|∇u|2dxdy ≤ O(ε)
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from our definition of the function v(x, y). (Same as in Section 3.4, proof of
Theorem 1.2 in [11]). Then∫
Bn
1/2
(x0)
vγ − uγ ≤ −
∫
Bn
1/4
(x0)
uγ,
since v = 0 on Bn1/4(x0) and v ≤ u on Bn1/2(x0). Therefore,
J(v)− J(u) ≤ O(ε)−
∫
Bn
1/4
(x0)
uγ. (2.5.2)
However, J(v) ≥ J(u) since u is the energy minimizer. Therefore, if ε → 0
as γ → 0, then (2.5.2) requires εγ → 0 as γ → 0. If not, (2.5.2) leads to a
contradiction of u being the energy minimizer. Therefore, now it is required
that, if ε→ 0 as γ → 0, then
lim
γ→0
εγ = 0
and
lim
γ→0
γεγ−1 <∞
from (2.5.2) and (2.5.1).
The first limit shows ε = e−
1
γo(γ) , and then as γ → 0.
γεγ−1 = γe
1
γo(γ)
− 1
o(γ) → γe
1
γo(γ) →∞
Thus ε does not converge to 0 as γ → 0, and therefore, ε ≥ C0 > 0 independent
of γ.
With the non-degeneracy property of the minimizer, we can prove The-
orem 2.5.1 by the method of compactness.
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Proof. If not, then there exists γk → 0 with {ujγk}
∞
j=1 a sequence of minimizers
of Jγk , and
lim
γk→0,j→∞
Ln({ujγk = 0} ∩B
n
1 ) = 0. (2.5.3)
Without loss of generality, we assume (0, 0) is a common free boundary point
and take the blow-up limit at point 0. Let uj0 = limγk→0 u
j
γk
. By the Γ−convergence
of
Jγ(u)→ J0(u) =
∫
(Bn+11 )
+
yα|∇u|2 +
∫
Bn1
χ{u>0},
we know {uj0}∞j=1 is a sequence of minimizers of J0(u). Then Lemma 2.5.2 and
(2.5.3) imply
lim
j→∞
Ln({uj0 = 0} ∩Bn1 ) = 0
which leads to a contradiction, since in Theorem 1.3 in [11] the authors prove
that in the fractional cavitation problem, near every free boundary point, the
zero set has positive density.
2.6 Flatness to regularity preliminaries and the main
theorem
In the following sections we apply the method introduced in [13] by De
Silva, Savin and Sire to prove the regularity of free boundary given flatenss
conditon when 0 < γ < γ0 (Theorem 2.6.8).
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2.6.1 Preliminaries
First we give definitions and preliminaries of viscosity solutions to the
free boundary problem and discuss the half-plane solution.
A point X ∈ Rn+1 is denoted by X = (x, y) ∈ Rn × R. We use the
notation x = (x′, xn) ∈ Rn−1×R. For a function g defined in (Bn+11 )+ = {X ∈
Rn+1, |X| < 1, y > 0}, let Ω+(g) = {g(x, 0) > 0} ∩ Bn1 denote the positive set
in Rn, and let F (g) = ∂RnΩ+(g) ∩ Bn1 denote the free boundary. Let G(u) =
∂{u > 0} ∩ ∂Bn1 ⊂ ∂Bn+11 denote the boundary of the set ∂{u > 0} ∩ ∂Bn1 in
∂Bn+11 . We consider the free boundary problem
div(yα∇g) = 0 in (Bn+11 )+,
∂g
∂U
= 1 on F (g),
limy→0+ y
α∂yg(x, y) = γg
γ−1(x) in Ω+(g),
(2.6.1)
where
∂g
∂U
(x) = lim
t→0+
g(x+ tν(x), 0)
tβ
, x ∈ F (g),
and ν(x) is the unit normal to F (g) at x towards the positive set Ω+(g), and
U = Uγ is defined as the following.
Consider U(t, z) as the extension of (t)β+ to upper half plane, which
satisfies U(t, 0) = (t)β+, and div(z
α∇U(t, z)) = 0 in {t ∈ R, z > 0}.
Write U(t, z) = rβg(θ), r =
√
t2 + z2 > 0, t = r cos θ, z = r sin θ, and
θ ∈ [0, π]. Then the equation for g(θ) ≥ 0 is
g′′(θ) + α cot θg′(θ) + β(α + β)g(θ) = 0
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with g(π) = 0, g(0) = 1, and g(θ) = 1 + γ(sin θ)2s + o((sin θ)2s). The last
equation is derived from the equation limz→0 z
α∂zU(t, z) = γU
γ−1(t, 0) when
t > 0. The (n + 1)-dimensional function U(X) = U(xn, z) is a solution of
(2.6.1) with free boundary {xn = 0}.
2.6.2 Viscosity solutions
We now introduce the definition of viscosity solutions to (2.6.1).
Definition 2.6.1. Given g, v continuous, we say that v touches g by below
(resp. above) at X0 if g(X0) = v(X0) and
g(X) ≥ v(X) (resp. g(X) ≤ v(X)) in a neighborhood O of X0.
If this inequality is strict in O\{X0}, we say that v touches g strictly by below
(resp. above).
Definition 2.6.2. We say v ∈ C((Bn+11 )+) is a (strict) comparison subsolution
to (2.6.1) if v is a non-negative function in (Bn+11 )
+ which is C2 in the set where
it is positive, and it satsfies
(i) div(yα∇v) ≥ 0 in (Bn+11 )+ .
(ii) F (v) is C2 and if x0 ∈ F (v) we have
v(x, y) = aU((x− x0) · ν(x0), y) + o(|(x− x0, y)|β), as (x, y)→ (x0, 0),
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with a ≥ 1, and ν(x0) denotes the unit normal at x0 to F (v) towards the
positive set Ω+(v).
(iii) limy→0+ y
α∂yv(x, y) ≥ γvγ−1(x).
(iv) Either v satisfies (i) and (iii) strictly or a > 1.
Similarly one can define a comparison supersolution.
Definition 2.6.3. We say that g is a viscosity solution to (2.6.1) if g is a
continuous non-negative function which satisfies
(i) g is locally C1,1 in (Bn+11 )
+ and solves (in the viscosity sense){
div(yα∇g) = 0 in (Bn+11 )+,
limy→0+ y
α∂yg(x, y) = γg
γ−1(x, 0) in Ω+(g).
(ii) Any (strict) comparison subsolution (resp. supersolution) cannot touch
g by below (resp. by above) at a point X0 = (x0, 0) ∈ F (g).
2.6.3 Energy minimizers are viscosity solutions
In this part, we prove when γ is small enough, if g is a minimizer of
the energy functional Jγ, then it is a viscosity solution of the equations (2.6.5).
Lemma 2.6.4. There exists γ0 > 0 such that for each 0 < γ < γ0, if g = gγ
satisfies the following conditions: gγ ∈ Cβ((Bn+11 )+), g ≥ 0 and g solves{
div(yα∇g) = 0 in (Bn+11 )+,
limy→0+ y
α∂yg(x, y) = γg
γ−1(x, 0) in Ω+(g),
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with (0, 0) a free boundary point and Bn1/2(1/2en) ⊂ {x ∈ Bn1 , g(x, 0) > 0},
then
g(X) = TγUγ(xn, y) + o(|X|β).
for some Tγ > 0, with Uγ defined in Scetion 6.1.
Proof. Let
Tγ = inf
ν /∈P
lim inf
t→0+
gγ
Uγ
(tν),
with P = {(x′, xn, 0), xn < 0} the half hyperplane. We can see Tγ > 0 uni-
formly as γ → 0 by the non-degeneracy property of gγ in Section 2.5. Assume
by contradiction that the conclusion of the lemma does not hold with this
choice of Tγ. Then there exists δ1 > 0 and a sequence of points Yk → 0 such
that
|gγ(Yk)− TγUγ(Yk)| ≥ δ1|Yk|β. (2.6.2)
Since gγ is C
β Hölder continuous, the rescalings
gk,γ(X) = |Yk|−βgγ(|Yk|X)
are uniformly Cβ continuous. Assume that as k → ∞, gk,γ → g∗,γ uniformly
on compact sets after passing to a subsequence. Then we obtain g∗,γ ≥ TγUγ
by the definition of Tγ and{
div(yα∇g∗,γ) = 0 in (Bn+11 )+,
limy→0+ y
α∂yg∗,γ(x, y) = γg
γ−1
∗,γ (x) in Ω
+(g∗,γ) ⊃ {xn ≥ 0} ∩Bn1 .
In view of (2.6.2), there exists a point Y∗, |Y∗| = 1 such that
g∗,γ(Y∗) ≥ TγUγ(Y∗) + δ1.
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By Lemma 2.8.4,
g∗,γ ≥ (1 + δ2)TγUγ
for some δ2 > 0 small. Therefore, for all large k,
gk,γ ≥ (1 + δ2)TγUγ − εk in (Bn+11 )+ (2.6.3)
for some εk → 0. Then our aim is to prove when γ is small enough, there
exists some C > 0 such that
gk,γ ≥ (1 + δ2)Tγ(1− C
εk
Tγ
)Uγ in (B
n+1
1/2 )
+.
We prove by the method of compactness. Assume by contradiction the result
does not hold. Fixing k large enough, there exists γj → 0, and Zj ∈ (Bn+11/2 )+,
such that for all Cj > 0 and 1− Cj εkTγj > 0,
gk,γj(Zj) < Tγj(1 + δ2)(1− Cj
εk
Tγj
)Uγj(Zj).
Let γj → 0, and take Z∞ ∈ (Bn+11/2 )+ as the limit of a subseuqence of Zj. The
function gk,0 = limγj→0 gk,γj satisfies
gk,0(Z∞) ≤ T0(1 + δ2)(1− C ′
εk
T0
)U0(Z∞) (2.6.4)
for all C ′ > 0 and 1− C ′ εk
T0
> 0. However, as γj → 0, (2.6.3) shows
gk,0 ≥ T0(1 + δ2)U0 − εk in (Bn+11 )+,
and by the proof of Lemma 7.5 in [17], it leads to
gk,0 ≥ T0(1 + δ2)(1− C
εk
T0
)U0 in (B
n+1
1/2 )
+,
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which leads to a contradiction of (2.6.4) here.
Therefore, when γ is small enough, for εk small enough,
gk,γ ≥ (1 + δ2)Tγ(1− C
εk
Tγ
)Uγ ≥ (1 + δ2/2)TγUγ in (Bn+11/2 )
+.
This implies for any ν /∈ P ,
lim inf
t→0+
gγ
Uγ
(tν) = lim inf
t→0+
gk,γ
Uγ
(tν) ≥ Tγ(1 + δ2/2)
which contradicts the minimality of Tγ. Then it leads to the conclusion that
there exists γ0 > 0 such that for each 0 < γ < γ0,
gγ = TγUγ + o(|X|β).
This lemma leads to the following proposition.
Proposition 2.6.5. There exists γ0 > 0 such that for each 0 < γ < γ0, if
g is a minimizer of energy functional Jγ, then g is a viscosity solution of the
following equations:

div(yα∇g) = 0 in (Bn+11 )+,
∂g
∂Uγ
= A(s, γ) on F (g),
limy→0+ y
α∂yg(x, y) = γg
γ−1(x) in Ω+(g),
(2.6.5)
with A = A(s, γ) defined in (2.4.1).
Proof. We only need to check if the minimizer g satisfies the free boundary
condition ∂g
∂Uγ
= A(s, γ).
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Assume we touch F (g) at 0 with Bnδ (δen) from the positive set {g > 0}. By
Lemma 2.6.4, g has an expansion
g(X) = TγUγ(xn, y) + o(|X|β)
with Tγ > 0. The rescaled solutions λ
−βg(λX) → TγUγ uniformly, and by
Corollary 2.2.2, TγUγ is a global minimizer in (R2)+. Then as proved in Section
2.4, Theorem 2.4.1, Tγ = A(s, γ). This shows the minimizer g satisfies the free
boundary condition
∂g
∂Uγ
= A(s, γ),
and g is a viscosity solution of (2.6.5).
For simplicity, we work on the viscosity solution of (2.6.1) with constant
A(s, γ) replaced by 1.
2.6.4 Comparison principle
We state the comparison principle for the problem (2.6.1). The proof
is standard and can be found at Lemma 2.6 in [16].
Lemma 2.6.6. Let g, vt ∈ C((B1)+) be respectively a solution and a family of
subsolutions to (2.6.1) with 0 ≤ t ≤ 1. Assume that
(i) v0 ≤ g in (B1)+.
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(ii) vt ≤ g on (∂Bn+11 )+ for all t ∈ [0, 1].
(iii) vt < g on G(vt) = ∂{vt > 0} ∩ ∂Bn1 ⊂ ∂Bn+11 .
(iv) vt(x) is continuous in (x, t) ∈ (B1)+ × [0, 1] and {vt > 0} ∩Bn1 is conti-
nunous in the Hausdorff metric.
Then
vt ≤ g in (B1)+ for all t ∈ [0, 1].
As a consequence of the lemma, we introduce the comparison principle
used in this paper.
Corollary 2.6.7. Let g be a solution to (2.6.1) and let v be a subsolution to
(2.6.1) in (Bn+12 )
+ which is strictly monotone in the en-direction in the set
{v > 0} ∩Bn+12 ∩ {y ≥ 0}. Call
vt(X) = v(X + ten), X ∈ B+1 .
Assume that for −1 ≤ t0 ≤ t1 ≤ 1,
vt0 ≤ g in (Bn+11 )+,
and
vt1 ≤ g on ∂(Bn+11 )+, vt1 < g on G(vt1).
Then
vt1 ≤ g in (Bn+11 )+.
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2.6.5 Main theorem
Theorem 2.6.8. There exists γ0 > 0 such that for each 0 < γ < γ0, there
exists a universal constant ε̄ > 0, such that if g is a viscosity solution to (2.6.1)
satisfying the flatness condition
{x ∈ Bn1 , xn ≤ −ε̄} ⊂ {x ∈ Bn1 , g(x, 0) = 0} ⊂ {x ∈ Bn1 , xn ≤ ε̄},
then F (g) is C1,θ in Bn1/2, with θ > 0 depending on n, s and γ.
Lemma 2.6.9. Assume gγ solves (2.6.1), and Uγ is the half-plane solution.
There exists γ0 > 0 such that for each 0 < γ < γ0, given any ε > 0, there
exists ε̄ > 0 and δ > 0 depending on ε such that if
{x ∈ Bn1 , xn ≤ −ε̄} ⊂ {x ∈ Bn1 , gγ(x, 0) = 0} ⊂ {x ∈ Bn1 , xn ≤ ε̄},
then the rescaling δ−βgγ(δX) satisfies
Uγ(X − εen) ≤ δ−βgγ(δX) ≤ Uγ(X + εen) in (Bn+11 )+.
Proof. We use the method of compactness since this lemma for the case γ = 0
is proved in Lemma 2.10 in [13]. Assume that there exists γk → 0 such that
the lemma does not hold for each γk. Then for each γk, there exists a sequence
{gjγk}
∞
j=1, g
j
γk
are solutions of (2.6.1) with γ = γk, and a sequence {ε̄jk}∞j=1 with
ε̄jk → 0 as j → ∞ for each k, such that gjγk satisfies the following condition
with ε̄jk → 0 as j →∞,
{x ∈ Bn1 , xn ≤ −ε̄
j
k} ⊂ {x ∈ B
n
1 , g
j
γk
(x, 0) = 0} ⊂ {x ∈ Bn1 , xn ≤ ε̄
j
k},
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but the conclusion does not hold for δjk → 0 as j →∞.
Let gj0 = limγk→0 g
j
γk
, the limit exists since in [20] the optimal Cβ es-
timates for the minimizers are given, with β = 2s
2−γ > s and the C
β norm
does not blow-up as γ → 0. Let ε̄j0 = limk→∞ ε̄
j
k → 0 as j → ∞. The
limit U0(X) = limγk→0 Uγk is the half-plane solution for the one-phase cav-
itation problem. In addition, in Lemma 2.5.2 the minimizers are uniformly
non-degenerate as γ → 0. Then {uj0}∞j=1 are the solutions of the case γ = 0,
and satisfy the flatness assumption with width supk ε̄
j
γk
→ 0 as j → ∞, but
the conclusion does not hold, which leads to a contradiction.
So from now on we assume that
U(X − εen) ≤ g(X) ≤ U(X + εen) in (Bn+11 )+.
The proof of Theorem 2.6.8 is organized as follows. In Section 2.7 we
recall the ε−domain variation of the solutions and the associated linearized
equations. In Section 2.8 we give the proof of a Harnack inequality and then
we improve the flatness in Section 2.9. In Section 2.10 the regularity of the
solutions to the linearized equations is proved and we finish our proof of The-
orem 2.6.8 in Section 2.11. In the Appendix, several useful inequalities of the
half-plane solution U(t, z) are given.
2.7 The linearized problem
In this section we recall the ε−domain variation of the solution to (2.6.1)
and state the associated linearized problem, which is introduced in [13].
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2.7.1 The ε-domain variations
Let P = {X ∈ Rn+1, xn ≤ 0, y = 0} and L = {X ∈ Rn+1, xn = 0, y =
0}. To each X ∈ Rn+1 ∩ {y ≥ 0} \ P we associate a set g̃ε(X) ⊂ R such that
U(X) = g(X − εwen), ∀w ∈ g̃ε(X).
We call g̃ε the ε-domain variation associated to g. From now on we let g̃ε(X)
denote any of the values in this set, by abuse of notation. We claim the
following: if g satisfies
U(X − εen) ≤ g(X) ≤ U(X + εen) in Bn+1ρ ∩ {y ≥ 0}, (2.7.1)
then
g̃ε(X) ∈ [−1, 1].
To prove this, same as in [16], we let
Y = X − εg̃ε(X)en, X ∈ Rn+1 ∩ {y ≥ 0} \ P,
then we can see
U(Y − εen) ≤ g(Y ) = U(Y + εg̃ε(X)en) ≤ U(Y + εen),
by our definition U(X) = g(X − εg̃ε(X)en) > 0 and U is strictly monotone in
en-direction outside of P . By (2.7.1), for each X ∈ Bn+1ρ−ε ∩ {y ≥ 0} \ P , the
set g̃ε(X) is non-empty and there exists at least one value such that
U(X) = g(X − εg̃ε(X)en).
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Our claim follows by the continuity of g(X − δεen), for δ ∈ [−1, 1].
Moreover, if g is strictly monotone in the en-direction, the g̃ε(X) is
single-valued.
The following lemma is useful to obtain a comparison principle.
Lemma 2.7.1. Let g, v be respectively a solution and a subsolution to (2.6.1)
in (Bn+12 )
+. Assume that g satisfies the flatness condition (2.7.1) in (Bn+12 )
+,
v is strictly increasing in the en-direction in {v > 0}∩Bn+1ρ ∩{y ≥ 0}, and ṽε
is defined on Bn+12−ε ∩ {y ≥ 0} \ P with
|ṽε| ≤ C <∞.
If
ṽε + c ≤ g̃ε in Bn+13/2 \B
n+1
1/2 ∩ {y ≥ 0} \ P,
then we have
ṽε + c ≤ g̃ε on Bn+13/2 ∩ {y ≥ 0} \ P.
The proof given in Lemma 3.2 in [16] is still valid since it only involves
the comparison principle in Corollary 2.6.7 and the definition of g̃ε.
Given ε > 0 and a Lipschitz function ψ̃ defined on Bn+1ρ (Y ) ∩ {y ≥ 0}
with values in [−1, 1], there exists a unique function ψε defined on Bn+1ρ−ε (Y )∩
{y ≥ 0} such that
U(X) = ψε(X − εψ̃(X)en), X ∈ Bn+1ρ (Y ) ∩ {y ≥ 0}.
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Moreover ψε is increasing in the en direction. Thus, if g satisfies the flatness
condition (2.7.1) and ψ̃ is defined as above, then
ψ̃ ≤ g̃ε in Bn+1ρ (Y ) ∩ {y ≥ 0} \ P
leads to
ψε ≤ g in Bn+1ρ−ε (Y ) ∩ {y ≥ 0}. (2.7.2)
2.7.2 The linearized problem
We introduce here the linearized problem associated to (2.6.1). Un is the
xn-derivative of the function U . Given w ∈ C((Bn+11 )+) and X0 = (x′0, 0, 0),
we define
|∇rw|(X0) = lim
(xn,y)→(0,0)
w(x′0, xn, y)− w(x′0, 0, 0)
r
, r2 = x2n + y
2.
The linearized problem associated to (2.6.1) is
div(yα∇(Unw)) = 0 in (Bn+11 )+,
|∇rw|(X0) = 0 on Bn1 ∩ L,
limy→0+ y
α∂yw(x, y) = 0 on B
n
1 ∩ {xn > 0}.
(2.7.3)
The definition of the viscosity solution for this problem is the following.
Definition 2.7.2. We say that w is a solution to (2.7.3) if w ∈ C1,1loc ((B
n+1
1 )
+)
and it satisfies (in the viscosity sense)
(i) {
div(yα∇(Unw)) = 0 in (Bn+11 )+,
limy→0+ y
α∂yw(x, y) = 0 on B
n
1 ∩ {xn > 0}.
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(ii) Let φ be continuous around X0 = (x
′
0, 0, 0) ∈ Bn1 ∩ L and satisfies
φ(X) = φ(X0) + a(X0) · (x′ − x′0) + b(X0)r +O(|x′ − x′0|2 + r1+θ),
for some θ > 0 and b(X0) 6= 0.
If b(X0) > 0 then φ cannot touch w by below at X0, and if b(X0) < 0
then φ cannot touch w by above at X0.
2.8 Harnack inequality
In this section, we prove the following Harnack type inequality for so-
lutions to the free boundary problem (2.6.1).
Theorem 2.8.1 (Harnack inequality). There exists ε̄ > 0 such that if g solves
(2.6.1) and it satisfies
U(X + εa0en) ≤ g(X) ≤ U(X + εb0en) in (Bn+1ρ (X∗))+,
with ε(b0 − a0) ≤ ε̄ρ, then
U(X + εa1en) ≤ g(X) ≤ U(X + εb1en) in (Bn+1ηρ (X∗))+,
with
a0 ≤ a1 ≤ b1 ≤ b0, b1 − a1 ≤ (1− η)(b0 − a0),
for a small universal constant η.
Let g be a solution to (2.6.1) which satisfies
U(X − εen) ≤ g(X) ≤ U(X + εen) in (Bn+11 )+.
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Let Aε be the set
Aε = {(X, g̃ε(X)) : X ∈ (Bn+11−ε )+} ⊂ Rn+1 × [a0, b0].
Since g̃ε may be multi-valued, (X, g̃ε(X)) denotes all possible values of g̃ε. An
iterative argument gives the following corollary of Theorem 2.8.1.
Corollary 2.8.2. If
U(X − εen) ≤ g(X) ≤ U(X + εen) in (Bn+11 )+
with ε ≤ ε̄/2, given m0 > 0 such that
2ε(1− η)m0η−m0 ≤ ε̄,
then the set Aε∩((Bn+11/2 )+× [−1, 1]) is above the graph of a function z = aε(X)
and is below the graph of a function z = bε(X) with
bε − aε ≤ 2(1− η)m0−1,
and aε, bε having a modulus of continuity bounded by the Hölder function At
B
with A,B depending only on η.
The proof of the Harnack inequality follows as in the case when γ = 0
in [13]. The key ingredient is the lemma below.
Lemma 2.8.3. There exists ε̄ > 0 such that for all 0 < ε < ε̄, if g is a solution
to (2.6.1) such that
g(X) ≥ U(X) in (Bn+11/2 )
+,
77
and at X̄ ∈ (Bn+11/8 (
1
4
en))
+
g(X̄) ≥ U(X̄ + εen), (2.8.1)
then
g(X) ≥ U(X + τεen) in (Bn+1δ )
+ (2.8.2)
for universal constants τ, δ. Similarly, if
g(X) ≤ U(X) in (Bn+11/2 )
+,
and
g(X̄) ≤ U(X̄ − εen),
then
g(X) ≤ U(X − τεen) in (Bn+1δ )
+.
There is a preliminary lemma.
Lemma 2.8.4. Let g ≥ 0 be C1,1loc in (B
n+1
2 )
+ and solves{
div(yα∇g) = 0 in (Bn+12 )+,
limy→0 y
α∂yg = γg
γ−1 on {g > 0} ∩Bn2 .
Let X̄ = 3
2
en. Assume that
g ≥ U in (Bn+12 )+, g(X̄)− U(X̄) ≥ δ0
for some δ0 > 0. Then
g ≥ (1 + cδ0)U in (Bn+11 )+,
for a small universal constant c. In particular, for any 0 < ε < 2,
U(X + εen) ≥ (1 + cε)U(X) in (Bn+11 )+.
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The proof is slightly different since the boundary Harnack inequality of
U does not work. So instead we have the following proof.
Proof. We do an even extension of U and g with resepect to {y = 0}, and let
g∗ − U solves the following equation:
div(yα∇(g∗ − U)) = 0 in D = (Bn+13/2 ) \ {xn < 0, y = 0},
g∗ − U = g − U ≥ 0 on ∂Bn+13/2 ,
g∗ − U = 0 on {xn < 0, y = 0}.
Then g∗ satisfies
div(yα∇g∗) = 0 in (Bn+13/2 )+,
g∗ = g on (∂Bn+13/2 )
+,
g∗ = 0 ≤ g on {xn < 0, y = 0},
limy→0 y
α∂yg
∗ ≥ limy→0 yα∂yg on {xn > 0, y = 0}.
The last inequality holds since
lim
y→0
yα∂yg
∗ = lim
y→0
yα∂yU = γU
γ−1 ≥ γgγ−1 = lim
y→0
yα∂yg.
By maximum principle, g∗ ≤ g in (Bn+13/2 )+. Let X̄ =
3
2
en, and g(X̄)−U(X̄) ≥
δ0. Since g
∗ − U satisfies the Harnack inequality, we can see
g∗ − U = g − U ≥ c0δ0 on (∂Bn+13/2 )
+ ∩Bn+11/4 (X̄),
and
g∗(X̃)− U(X̃) ≥ C1δ0
at some X̃ ∈ Bn+11 ∩D. Since g∗−U satisfies the boundary Harnack inequality,
g∗(X)− U(X) ≥ C2
g∗(X̃)− U(X̃)
V (X̃)
V (X) in (Bn+11 )
+.
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Here V (X) solves
div(yα∇V ) = 0 in D,
and V (X) = 0 on {xn < 0, y = 0}. We can let V (X) be the function defined
in Section 2.2 in [13], which is the extension of (xn)
s
+. Here we want to prove
V (X) ≥ CU(X) in (Bn+11 )+. (2.8.3)
In the 2-dimensional case, let X = (x, y) ∈ (R2)+, x = |X| cos θ and
y = |X| sin θ for θ ∈ [0, π]. Using the homogenity property of U and V , we
can see {
V (X) = |X|sV ( X|X|) = |X|
sh(θ),
U(X) = |X|βU( X|X|) = |X|
βf(θ).
and β = 2s
2−γ > s. So we want to prove
h(θ)
f(θ)
≥ C > 0 for θ ∈ [0, π]. From
Section 2.2 in [13], h(θ) = (cos(θ/2))2s. From Section 2.6, f(θ) ≥ 0 solves the
ODE
f ′′(θ) + α cot θf ′(θ) + β(α + β)f(θ) = 0 (2.8.4)
with f(π) = 0, f(0) = 1, and f(θ) = 1 + γ(sinθ)2s + o((sinθ)2s) as θ → 0. So
we only need to consider the case near θ = π, where h(π) = f(π) = 0. We can
see
lim
θ→π
h(θ)
f(θ)
= lim
θ→π
cos(θ/2)2s
f(θ)
= lim
θ→π
s(cos(θ/2))2s−1(−sin(θ/2))
f ′(θ)
= lim
θ→π
(−s)cos(θ/2)2s−1sin(θ/2)sin(θ)1−2s
f ′(θ)(sinθ)α
= lim
θ→π
(−s)21−2s(sin(θ/2))2−2s
f ′(θ)(sinθ)α
.
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Our aim is to prove
γ ≥ f ′(θ)(sinθ)α ≥ γ − C0β(α + β)‖f‖L∞ . (2.8.5)
Since
lim
θ→0
f ′(θ)(sin θ)α = lim
θ→0
f(θ)− f(0)
θ
(sin θ)α
= lim
θ→0
γ sin θ2s
θ
(sin θ)α
= γ,
and f solves the equation (2.8.4), which is equivalent to
(f ′(θ)(sinθ)α)′ = −β(α + β)(sin θ)αf(θ), (2.8.6)
we can apply fundamental theorem of calculus and get
f ′(θ)(sin θ)α = γ − β(α + β)
∫ θ
0
(sinφ)αf(φ)dφ,
so we need to prove C0 =
∫ π
0
(sin θ)1−2sdθ > 0 is a bounded number, which is
ensured since 1− 2s > −1. Now it is confirmed that in [0, π],
γ ≥ f ′(θ)(sinθ)α ≥ γ − C.
So if C̃ ≤ f ′(θ)(sinθ)α ≤ 0 for some C̃ ≤ 0, then the limit is a positive number
(including positive infinity) and we complete the proof of (2.8.3). If not, then
it leads to a contradiction, since h(θ)
f(θ)
≥ 0.
From above we prove that
V (X) ≥ CU(X) in (Bn+11 )+.
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Then the proof follows as
g∗(X)− U(X) ≥ C2
g∗(X̃)− U(X̃)
V (X̃)
V (X) ≥ Cδ0U(X) in (Bn+11 )+,
and
g(X) ≥ g∗(X) ≥ (1 + Cδ0)U(X).
In the proof of Lemma 2.8.3, we use the following family of radial
subsolutions. Let R > 0 and define
VR(t, z) = U(t, z)((n− 1)
t
R
+ 1).
Then set the (n+1)-dimensional function vR by rotating fuction VR around
(0, R, z),
vR(X) = VR(R−
√
|x′|2 + (xn −R)2, z). (2.8.7)
Proposition 2.8.5. If R is large enough, the function vR is a comparison
subsolution to (2.6.1) in (Bn+12 )
+ which is strictly monotone increasing in the
en-direction. Moreover, there exists a function ṽR such that
U(X) = vR(X − ṽR(X)en) in (Bn+11 )+ (2.8.8)
and
|ṽR(X)− γR(X)| ≤
C
R2
|X|2, γR(X) = −
|x′|2
2R
+ 2(n− 1)xnr
R
, (2.8.9)
with r =
√
x2n + z
2 and C universal.
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Proof. Step 1. In this part we prove that vR is a comparison subsolution and
is strictly monotone increasing in the en-direction.
First, we need to prove vR is a strict subsolution to
div(zα∇vR) = 0 in (Bn+12 )+. (2.8.10)
We can compute that
∆vR +
α
z
∂zvR
= ∆t,zVR(R− ρ, z)−
n− 1
ρ
∂tVR(R− ρ, z) +
α
z
∂zVR(R− ρ, z),
where ρ =
√
|x′|2 + (xn −R)2. Then for (t, z) ∈ (R2)+,
∆t,zvR(t, z) +
α
z
∂zVR(t, z)
= (∂tt + ∂zz)VR(t, z) +
α
z
∂zVR(t, z)
=
2(n− 1)
R
∂tU + ∂ttU(
t(n− 1)
R
+ 1)
+ ∂zzU(
t(n− 1)
R
+ 1) +
α
z
∂zU(
t(n− 1)
R
+ 1)
=
2(n− 1)
R
∂tU(t, z),
and
∂tVR(t, z) = ∂tU(t, z)(
t(n− 1)
R
+ 1) +
n− 1
R
U(t, z). (2.8.11)
To prove vR is a subsolution to (2.8.10) in (B
n+1
2 )
+, we need to show that
2(n− 1)
R
∂tU −
n− 1
ρ
[(
t(n− 1)
R
+ 1)∂tU +
n− 1
R
U ] ≥ 0
evaluated at (R− ρ, z). Set t = R− ρ, the inequality is reduced to
[2(R− t)−R− (n− 1)t]∂tU − (n− 1)U ≥ 0. (2.8.12)
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To prove this, an inequality for function U is required as
r
∂tU(t, z)
U(t, z)
≥ C > 0, (2.8.13)
with r2 = t2 + z2. The proof of (2.8.13) is given in Section 2.12.1 in the Ap-
pendix.
Then we can show when R is large enough, the inequality (2.8.12) is satisfied.
Next we want to prove that vR satisfies the free boundary condition.
First observe that
F (vR) = ∂B
n
R(Ren) ∩Bn2 (0),
then we want to show
vR(x, z) = aU(xn, z) + o(|(x, z)|β) as (x, z)→ (0, 0), (2.8.14)
with a ≥ 1. By the Hölder continuity of U with exponent β, we can see
|VR(t, z)− VR(t0, z)| ≤ C|t− t0|β for |t− t0| ≤ 1.
Thus for (x, z) ∈ Bn+1l , with small l > 0,
|vR(x, z)− VR(xn, z)| = |VR(R− ρ, z)− VR(xn, z)| ≤ C|R− ρ− xn|β ≤ Cl2β.
Here we use
R− ρ− xn = −
|x′|2
R− xn + ρ
.
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Then it follows that
|vR(x, z)− U(xn, z)| ≤ |vR(x, z)− VR(xn, z)|+ |VR(xn, z)− U(xn, z)|
≤ Cl2β + |U(xn, z)|(n− 1)
|xn|
R
≤ Cl2β + C̃lβ+1
= o(lβ)
This gives the desired expansion (2.8.14) with a = 1.
In the last part, we need to show that
lim
z→0
zα∂zvR(x, z) ≥ γvγ−1R (x, 0) (2.8.15)
for all x ∈ {vR(x, 0) > 0} ∩Bn1 . From our definition of vR, x ∈ {vR(x, 0) > 0}
means t = R− ρ > 0. We prove (2.8.15) by showing
lim
z→0
zα∂zvR(x, z) = lim
z→0
zα∂zVR(R− ρ, z)
= (
(n− 1)t
R
+ 1) lim
z→0
zα∂zU(R− ρ, z)
= (
(n− 1)t
R
+ 1)γUγ−1(R− ρ, 0)
= (
(n− 1)t
R
+ 1)2−γγvγ−1R (x, 0)
≥ γvγ−1R (x, 0).
So we complete the proof that vR is a comparison subsolution to the equation
(2.6.1).
Now we show that vR is strictly monotone increasing in the en-direction.
Since
∂xnvR(x) = −
xn −R
ρ
∂tVR(R− ρ, z),
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so we only need to show ∂tVR(R − ρ, z) > 0, which follows from (2.8.11) and
(2.8.13).
Step 2. In this part we prove the existence of ṽR satisfying (2.8.8) and
(2.8.9).
First we show there exists unique t̃ such that
U(t, z) = VR(t+ t̃, z) in (B
2
1)
+ (2.8.16)
and
|t̃+ 2(n− 1)tr
R
| ≤ C̃
R2
r3, (2.8.17)
with r2 = t2 +z2 and universal C̃. Since VR is strictly increasing in t−direction
except {(t, 0), t ≤ 0}, it suffices to show
VR(t−
2(n− 1)tr
R
− C̃
R2
r3) < U(t, z) < VR(t−
2(n− 1)tr
R
+
C̃
R2
r3). (2.8.18)
To prove this, let
t̄ = −2(n− 1)tr
R
− C̃
R2
r3
and then
VR(t+ t̄, z) = VR(t, z) + t̄∂tVR(t, z) +
1
2
E|t̄|2 (2.8.19)
with
|E| ≤ |∂ttVR(τ, z)|, t+ t̄ < τ < t.
Claim that
|∂ttVR(τ, z)| ≤
C ′
r2
U(t, z). (2.8.20)
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Following is the proof of (2.8.20).
∂ttVR(τ, z) =
n− 1
R
Ut + (
(n− 1)τ
R
+ 1)Utt +
n− 1
R
Ut
= 2
n− 1
R
rβ−1Ut(
τ
r
,
z
r
) + (
(n− 1)τ
R
+ 1)rβ−2Utt(
τ
r
,
z
r
),
using U is homogeneous of degree β. Since τ is between t and t + t̄, so
( τ
r
, z
r
) ∈ B+3/2/B
+
1/2. Here we claim that
|∂tU(
τ
r
,
z
r
)| ≤ K2U(
τ
r
,
z
r
), (2.8.21)
and
|∂ttU(
τ
r
,
z
r
)| ≤ K1U(
τ
r
,
z
r
). (2.8.22)
The proofs of these two inequalities are given in Section 2.12.2 and
Section 2.12.3 in the Appendix. Then
|∂ttVR(τ, z)| ≤ 2
n− 1
R
rβ−1K2U(
τ
r
,
z
r
) + (
(n− 1)τ
R
+ 1)rβ−2K1U(
τ
r
,
z
r
)
≤ C̄rβ−2U(τ
r
,
z
r
).
Now what we want to prove is
U(
τ
r
,
z
r
) ≤ KU( t
r
,
z
r
), (2.8.23)
and then we can show
|∂ttVR(τ, z)| ≤ C̄rβ−2U(
τ
r
,
z
r
) ≤ C̄Kr−2U(t, z).
In Section 2.12.4 in the Appendix a proof of (2.8.23) is given, and our claim
(2.8.20) is now proved. Using (2.8.19) with the claim (2.8.20), we can prove
the lower bound in (2.8.18) if we prove the following
U(t, z) > VR(t, z) + t̄∂tVR(t, z) +
C ′
2r2
U(t, z)|t̄|2,
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and it is equivalent to prove
U(t, z) > U(t, z)(
(n− 1)t
R
+ 1) + t̄((
(n− 1)t
R
+ 1)Ut(t, z) +
n− 1
R
U(t, z))
+
C ′
2r2
U(t, z)|t̄|2.
Divide both sides by U and then multiply by r, it is equivalent to show
(n− 1)t
R
r + t̄(
(n− 1)r
R
+ [
(n− 1)t
R
+ 1]r
Ut
U
) +
C ′
2r
|t̄|2 < 0.
Plug in t̄ = −2(n−1)tr
R
− C̃
R2
r3, it is equivalent to show
t̄[
(n− 1)r
R
− 1/2 + (rUt
U
)(
(n− 1)t
R
+ 1)] +
C ′
2r
|t̄|2 < C̃
2R2
r3.
By what we proved in (2.8.13), and for R large enough such that
|t̄| ≤ Kr2/R,
we can show the above inequality is right for appropriate universal C̃ and R
large enough, thus lower bound in (2.8.18) is proved.
To conclude, we use R−ρ−xn = − |x
′|2
R−xn+ρ with ρ =
√
|x′|2 + (xn −R)2
to write
vR(X − ṽRen) = VR(R− ρ(ṽR), z) = VR(xn − ṽR −
|x′|2
R− xn + ṽR + ρ(ṽR)
, z),
with ρ(η) =
√
|x′|2 + (xn − η −R)2. In view of (2.8.16), if there exists ṽR =
ṽR(X) such that
−ṽR −
|x′|2
R− xn + ṽR + ρ(ṽR)
= t̃, (2.8.24)
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then
U(X) = vR(X − ṽRen),
and by the strict monotonicity of vR in en direction, ṽR must be unique. Thus,
the proposition is proved if we show that there exists ṽR satisfying (2.8.24)
and
|ṽR(X)− γR(X)| ≤ C
|X|2
R2
.
To do so, we define
f(η) = −η − |x
′|2
R− xn + η + ρ(η)
,−1 ≤ η ≤ 1,
and we show that
f(γR(X) + C
|X|2
R2
) ≤ t̃ ≤ f(γR(X)− C
|X|2
R2
).
Using (2.8.17) we only need to prove
f(γR(X) + C
|X|2
R2
) ≤ −2(n− 1)xnr
R
− C̃ r
3
R2
,
and
f(γR(X)− C
|X|2
R2
) ≥ −2(n− 1)xnr
R
+ C̃
r3
R2
.
To prove the first inequality (the second one follows similarly), we define
η̄ = γR(X) + C
|X|2
R2
,
and from the definition of f and γR, it is equivalent to show
|x′|2
2R
− C |X|
2
R2
− |x
′|2
R− xn + η̄ + ρ(η̄)
≤ −C̃ r
3
R2
.
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Since −1 ≤ η̄ ≤ 1,
R− xn + η̄ + ρ(η̄) ≤ 2R + 5
and the inequality is reduced to
−C |X|
2
R2
+
|x′|2
R2
≤ −C̃ r
3
R2
,
which is satisfied as long as C − C̃ ≥ 1.
Then we can easily obtain the following Corollary.
Corollary 2.8.6. There exist universal constants δ, c0, C0, C1 such that
vR(X +
c0
R
en) ≤ (1 +
C0
R
)U(X) in (Bn+11 )
+/B1/4 (2.8.25)
with strict inequality on F (vR(X +
c0
R
en)) ∩ ((Bn+11 )+/B1/4), and
vR(X +
c0
R
en) ≥ U(X +
c0
2R
en) in (B
n+1
δ )
+, (2.8.26)
vR(X −
C1
R
en) ≤ U(X) in (Bn+11 )+. (2.8.27)
Now we prove Lemma 2.8.3. We prove the first statement, and the
second one follows similarly.
Proof. In view of (2.8.1),
g(X̄)− U(X̄) ≥ U(X̄ + εen)− U(X̄) = ∂tU(X̄ + λen)ε ≥ cε
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for λ ∈ (0, ε). From Lemma 2.8.4, we get
g(X) ≥ (1 + c′ε)U(X) in (Bn+11/4 )
+. (2.8.28)
Now let R = C0
c′ε
, C0 is the constant in Corollary 2.8.6. Then for ε small enough,
vR is a subsolution to (2.6.1) in (B
n+1
2 )
+ which is monotone increasing in the
en-direction and it also satisfies inequalities in Corollary 2.8.6. We now apply
the comparison principle stated in Corollary 2.6.7. Let
vtR(X) = vR(X + ten)
and according to (2.8.27),
vt0R ≤ U ≤ g in (B
n+1
1/4 )
+,
with t0 = −C1/R. Moreover, from (2.8.25) to (2.8.28), we get that for our
choice of R,
vt1R ≤ (1 + c
′ε)U ≤ g in ∂Bn+11/4 ∩ {y ≥ 0},
with t1 = c0/R, with strict inequality on F (v
t1
R ) ∩ ∂B
n+1
1/4 ∩ {y ≥ 0}. In
particular,
g > 0 on G(vt1R ) ∩ (B
n+1
1/4 )
+.
Thus we can apply the comparison principle to prove
vt1R ≤ g in (B
n+1
1/4 )
+.
From (2.8.26) we obtain
U(X +
c1
R
en) ≤ vt1R (X) ≤ g(X) in (B
n+1
δ )
+,
which is desired in (2.8.2) with τ = c1c
′
C0
.
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2.9 Improvement of flatness
In this section we show the proof of the improvement of flatness prop-
erty for solutions to (2.6.1).
Theorem 2.9.1 (Improvement of flatness). There exists ε̄ > 0 and ρ > 0
universal constants such that for all 0 < ε < ε̄, if g solves (2.6.1) with 0 ∈ F (g)
and it satisfies
U(X − εen) ≤ g(X) ≤ U(X + εen) in (Bn+11 )+, (2.9.1)
then
U(x · ν − ερ/2, z) ≤ g(X) ≤ U(x · ν + ερ/2, z) in (Bn+1ρ )+, (2.9.2)
for some direction ν ∈ Rn, |ν| = 1.
The proof of Theorem 2.9.1 is divided into the next four lemmas.
The following lemma is the same as in Lemma 7.2 in [16] and its proof
remains unchanged since it only depend on elementary properties related to
the definition of g̃ε, and does not depend on the equations satisfied by g.
Lemma 2.9.2. Let g be a solution to (2.6.1) with 0 ∈ F (g) and g satisfies
(2.9.1). Assume that
a0 · x′ − ρ/4 ≤ g̃ε(X) ≤ a0 · x′ + ρ/4 in (Bn+12ρ )+, (2.9.3)
for some a0 ∈ Rn−1. Then if ε ≤ ε̄(a0, ρ), g satisfies (2.9.2) in (Bn+1ρ )+.
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The next lemma follows immediately from Corollary 2.8.2.
Lemma 2.9.3. Let εk → 0 and let gk be a sequence of solutions to (2.6.1) with
0 ∈ F (gk) satisfying
U(X − εken) ≤ gk(X) ≤ U(X + εken) in (Bn+11 )+. (2.9.4)
Let g̃k denote the ek-domain variation of gk. Then the sequence of sets
Ak := {(X, g̃k(X)) : X ∈ Bn+11−εk},
has a subsequence that converges uniformly in Hausdorff distance in (Bn+11/2 )
+
to the graph
A∞ := {(X, g̃∞(X)) : X ∈ (Bn+11/2 )
+},
where g̃∞ is Hölder continuous.
Lemma 2.9.4. The limiting function satisfies g̃∞ ∈ C1,1loc (B
n+1
1/2 )
+.
Proof. We fix a point Y ∈ (Bn+11/2 )+, and let δ be the distance from Y to
L = {xn = 0, y = 0}. It suffices to show that the function g̃εk are uniformly
C1,1 in Bn+1δ/8 (Y ) ∩ {y > 0}. Since gk − U solves
div(yα∇(gk − U)) = 0 in Bn+1δ/2 (Y ) ∩ {y > 0},
we can see
‖gk − U‖C1,1(Bn+1
δ/4
(Y )∩{y>0}) ≤ C‖gk − U‖L∞(Bn+1
δ/2
(Y )∩{y>0}) ≤ Cε,
and by implicit function theorem it follows as
‖g̃εk‖C1,1(Bn+1
δ/8
(Y )∩{y>0}) ≤ C,
with constant C depending on Y and δ.
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Lemma 2.9.5. The function g̃∞ solves the linearized problem (2.7.3) in (B
n+1
1/2 )
+.
Proof. We start by showing that in the sense of viscosity, Ung̃∞ satisfies
div(zα∇(Ung̃∞)) = 0 in (Bn+11/2 )
+.
Let φ̃ be a C2 function touching g̃∞ by below at X0 = (x0, z0) ∈ (Bn+11/2 )+, and
we want to show that
∆(Unφ̃)(X0) + α
∂z(Unφ̃)(X0)
z0
≤ 0, (2.9.5)
and here the Laplace operator ∆ is in Rn+1.
By Lemma 2.9.3, the sequence Ak converges uniformly to A∞, thus there exists
a sequence of constants ck → 0 and a sequence of points Xk → X0 such that
φ̃k := φ̃+ ck touches g̃k by below at Xk for k large enough.
Define φk by below
φk(X − εkφ̃k(X)en) = U(X). (2.9.6)
Then according to (2.7.2), φk touches gk by below at Yk = Xk − εkφ̃k(Xk)en,
for k large enough. Thus, since gk solves
div(zα∇gk) = 0 in (Bn+11 )+,
it follows that
∆(φk)(Yk) + α
∂n+1(φk)(Yk)
zk
≤ 0. (2.9.7)
Here let ∂n+1 denote the (n+1)-th derivative (same as ∂z), and zk is the (n+1)-
th coordinate of Yk. Let Un = ∂nU denote the n-th derivative of U , and
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Uz = ∂zU = ∂n+1U . Now we compute ∆(φk)(Yk) and ∂n+1(φk)(Yk).
Since φ̃ is smooth, for any Y in a neighborhood of Yk, there exists a unique
X = X(Y ) such that
Y = X − εkφ̃k(X)en. (2.9.8)
Thus (2.9.6) reads as
φk(Y ) = U(X(Y )),
with Yi = Xi if i 6= n and when j 6= n,
∂Xj
∂Yi
= δij.
Then
DXY = I − εkDX(φ̃k(X)en), (2.9.9)
and
DYX = I + εkDX(φ̃en) +O(ε
2
k), (2.9.10)
since
φ̃k = φ̃+ ck.
It follows that
∂Xn
∂Yj
= δjn + εk∂jφ̃(X) +O(ε
2
k). (2.9.11)
Then we can compute
∆φk(Y ) = Un(X)∆Xn(Y )
+
∑
j 6=n
(Ujj(X) + 2Ujn
∂Xn
∂Yj
)
+ Unn(X)|∇Xn|2(Y ).
(2.9.12)
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By (2.9.11), we can compute
|∇Xn|2(Y ) = 1 + 2εk∂nφ̃(X) +O(ε2k),
and
∂2Xn
∂Y 2j
= εk
∑
i
∂jiφ̃
∂Xi
∂Yj
+O(ε2k)
= εk
∑
i 6=n
∂jiφ̃δij + εk∂jnφ̃
∂Xn
∂Yj
+O(ε2k).
(2.9.13)
Then
∆Xn = εk∆φ̃+O(ε
2
k). (2.9.14)
Using (2.9.14) and (2.9.13) in (2.9.12), we can get
∆φk(Y ) = ∆U(X)+εkUn∆φ̃+2εk∇φ̃·∇Un+O(ε2k)(Unn+2
∑
j 6=n
Ujn). (2.9.15)
We can also compute that
(φk)n+1(Y ) = Un(X)
∂Xn
∂Yn+1
+ Uz(X)
∂Xn+1
∂Yn+1
= Un(X)(εk∂n+1φ̃(X) +O(ε
2
k)) + Uz(X).
(2.9.16)
Plug in (2.9.15), and ∆U(Xk) +
α
z
Uz(Xk) = 0 to (2.9.7), we can compute that
εk(Un∆φ̃+ 2∇φ̃∇Un + ∆Unφ̃+
α
zk
Un∂n+1φ̃+
α
zk
(Un)zφ̃) +O(ε
2
k) ≤ 0,
(2.9.17)
which means
∆(Unφ̃)(Xk) +
α
zk
∂z(Unφ̃)(Xk) +O(εk) ≤ 0.
Then the desired inequality (2.9.5) follows as k →∞.
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The next step is to show that g̃∞ solves
lim
z→0
zα∂zg̃∞ = 0 on {xn > 0} ∩Bn1 . (2.9.18)
Since φk touches gk by below at Yk and gk solves (2.9.18), we have
lim
z→0
zα∂zφk(Yk) ≥ γφγ−1k (Yk),
and by the computations in the previous part,
∂zφk(Yk) = Un(X)(εk∂n+1φ̃(Xk) +O(ε
2
k)) + Uz(Xk),
therefore,
γφγ−1k (Yk) ≤ ∂zφk(Yk)
= zαUn∂n+1φ̃(Xk)εk +O(ε
2
k)Un(Xk) + z
α∂zU(Xk).
(2.9.19)
Since
φk(Yk) = U(Xk)
as defined and U satisfies
lim
z→0
zα∂zU = γU
γ−1,
we can show
εkUnz
α∂n+1φ̃(Xk) +O(ε
2
k)Un(Xk) ≥ 0
and thus
zα∂n+1φ̃(Xk) ≥ 0.
Here we use Un is strictly monotonuous increasing in the en-direction in B
n+1
1 ∩
{y ≥ 0} \ P . Since φ̃k = φ̃ + ck touches g̃k by below, letting k → ∞, we can
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prove that g̃∞ solves (2.9.18) on {xn > 0} ∩Bn1 .
Then we want to show that g̃∞ solves
|∇rg̃∞|(X0) = 0, X0 = (x′0, 0, 0) ∈ Bn1/2 ∩ L. (2.9.20)
Assume by contradiction, there exists ψ touching by below at X0 and
ψ(X) = ψ(X0) + a(X0)(x
′ − x′0) + b(X0)r +O(|x′ − x′0|2 + r1+l)
for some l > 0 and b(X0) > 0. Then there exists θ, δ, r̄ and Y
′ = (y′0, 0, 0) ∈ B2
depending on ψ such that
q(X) = ψ(X0)−
θ
2
|x′ − y′0|2 + 2θ(n− 1)xnr
which is a second order polynomial touches ψ by below at X0, in a neighbor-
hood Nr̄ = {|x′−x′0| ≤ r̄, r ≤ r̄} of X0. Also ψ− q ≥ δ > 0 on Nr̄/Nr̄/2. Then
we can see
g̃∞ − q ≥ δ > 0 on Nr̄ \Nr̄/2,
and
g̃∞(X0)− q(X0) = 0.
In particular,
|g̃∞(Xk)− q(Xk)| → 0, Xk ∈ Nr̄ \ {xn ≤ 0, z = 0}, Xk → X0.
Now choose Rk =
1
θεk
and and define
wk(X) = vRk(X
′
Y + εkψ(X0)en), Y = (y
′
0, 0, 0),
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with vR defined in (2.8.7). Then the εk domain variation of wk can be defined
by
wk(X − εkw̃k(X)en) = U(X),
and since U is invariant in x′-direction, this is equivalent to
vRk(X − Y ′ + εkψ(X0)en − εkw̃k(X)en) = U(X − Y ′).
Proposition 2.8.5 leads to
ṽRk(X − Y ′) = εk(w̃k(X)− ψ(X0)).
Then we can conclude from (2.8.9) that
w̃k(X) = q(X) + θ
2εkO(|X − Y ′|2),
and hence
|w̃k − q| ≤ Cεk on Nr̄ \ {xn ≤ 0, z = 0}
Thus from the uniform convergence of Ak to A∞, we get for k large enough,
g̃k − w̃k ≥ δ/2 on (Nr̄ \Nr̄/2) \ {xn ≤ 0, z = 0}. (2.9.21)
Similarly we can get
g̃k(Xk)− w̃k(Xk) ≤ δ/4,
for some sequence Xk ∈ Nr̄ \ {xn ≤ 0, z = 0}, and Xk → X0.
However from Lemma 2.7.1 and (2.9.21), we can see
g̃k − w̃k ≥ δ/2 on Nr̄/{xn ≤ 0, z = 0}
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which leads to a contradiction.
We complete the proof of Lemma 2.9.5 that g̃∞ solves the linearized problem
(2.7.3) in (Bn+11/2 )
+.
We need regularity of the solutions to the linearized problem (2.7.3) (in
Section 2.10) to finish the proof of Theorem 2.9.1 in Section 2.11, and then
the proof of Theorem 2.6.8 follows in that section.
2.10 The regularity of the solutions of the linearized
problem
In this section, our aim is to prove the regularity results for w solving
the following linearized equation in the case γ is small enough.
div(yα∇((Uγ)nw)) = 0 in (Bn+11 )+,
|∇rw|(X0) = 0 on Bn1 ∩ L,
limy→0+ y
α∂yw(x, y) = 0 on B
n
1 ∩ {xn > 0}.
(2.10.1)
Here we let the function Uγ denote the extension of (xn)
β
+ to upper half space
(Rn+1)+, and the exponent β = 2s
2−γ depends on γ.
The following theorem states the regularity results for the solutions of
the linearized problem when γ is close to 0.
Theorem 2.10.1. There exists γ0 > 0, such that for all 0 < γ < γ0, the
following regularity result holds.
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Given a boundary data h̄ ∈ C((∂Bn+11 )+), |h̄| ≤ 1, then there exists a
unique classical solution h to (2.10.1) such that h ∈ C((Bn+11 )+), h = h̄ on
(∂Bn+11 )
+, and it satisfies
|h(X)−h(X0)− a′ · (x′−x′0)| ≤ C(|x′−x′0|2 + r1+θ), X0 ∈ Bn+11/2 ∩L, (2.10.2)
for universal constants C, θ and a vector a′ ∈ Rn−1 depending on X0.
A corollary of the theorem above is what we need in the proof of The-
orem 2.6.8.
Corollary 2.10.2. There exists a universal constant C such that if w is a
viscosity solution to (2.10.1), with
−1 ≤ w(X) ≤ 1 in (Bn+11 )+,
then
a0 · x′ − C|X|1+θ ≤ w(X)− w(0) ≤ a0 · x′ + C|X|1+θ,
for some vector a0 ∈ Rn−1.
From Corollary 2.10.2, there exists ρ > 0, if w is a viscosity solution to
(2.10.1), with w(0) = 0 and
−1 ≤ w(X) ≤ 1 in (Bn+11 )+,
then
a0 · x′ −
1
8
ρ ≤ w(X) ≤ a0 · x′ +
1
8
ρ, in (Bn+12ρ )+ (2.10.3)
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for some vector a0 ∈ Rn−1.
The proof of Theorem 2.10.1 is based on the method of compactness.
In paper [13] section 6, Theorem 6.1 states the same results for the linearized
problem of the limiting case γ = 0. In the γ = 0 case, w solves
div(yα∇((U0)nw)) = 0 in (Bn+11 )+,
|∇rw|(X0) = 0 on Bn1 ∩ L,
limy→0+ y
α∂y((U0)nw(x, y)) = 0 on B
n
1 ∩ {xn > 0}.
(2.10.4)
with U0(X) = U0(xn, y) = (r
1/2 cos (θ/2))2s, r2 = x2n + y
2. The regularity is
stated same in Theorem 2.10.1. Our aim is to use the method of compactness
to prove Theorem 2.10.1 for 0 < γ < γ0 small enough.
Proof. If not, then there exists a sequence γk → 0 such that given boundary
data h̄ and |h̄| ≤ 1, wk solves (2.10.1) for γ = γk with boundary data h̄, and
for any a′ ∈ Rn−1, and for any C > 0, θ > 0, there exists Xk, X̃k ∈ Bn1/2 ∩ L,
such that
|wk(X̃k)− wk(Xk)− a′(x′k − x̃′k)| > C(|x′k − x̃′k|2 + r1+θ).
Consider the limits of the subsequences (denoted by γk, Xk, and X̃k as well),
such that X̃k → X̃0, Xk → X0, and wk → w0. Then w0 = h̄ on (∂Bn+11 )+ and
for any a′ ∈ Rn−1, and for any C > 0, θ > 0,
|w0(X̃0)− w0(X0)− a′(x′0 − x̃′0)| > C(|x′0 − x̃′0|2 + r1+θ).
Now we want to prove the limit w0 solves (2.10.4), and then it leads to a
contradiction.
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Let
J0(w) =
∫
(Bn+11 )
+
yα(U0)
2
n|∇w|2dX.
Then as proved in section 6 in [13], the minimizer of the energy J0(w) solves
div(yα(U0)
2
n∇w) = 0 in (Bn+11 )+, (2.10.5)
and (2.10.5) is equivalent to
div(yα∇((U0)nw)) = 0 in (Bn+11 )+. (2.10.6)
Moreover, it is proved in section 6 in [13] that if w solves (2.10.6), and
lim
r→0
wr(x
′, xn, y) = b(x
′), on L ∩Bn1 ,
then w is a minimizer of J0(w) if and only if b ≡ 0.
Therefore, let wk be the solution to (2.10.1) for γ = γk. Then wk is a
minimizer of Jγk(w) =
∫
(Bn+11 )
+ y
α(Uγk)
2
n|∇w|2dX, and wk satisfies
lim
y→0+
yα∂y((Uγk)nwk(x, y)) = wk(x, 0) lim
y→0+
yα∂y(Uγk)n.
This equality is derived from limy→0+ y
α∂ywk(x, y) = 0.
We have limγk→0 Uγk = U0 in C((B
n+1
1 )
+), and thus if wk is a minimizer
of Jγk(w), then w0 = limγk→0wk is a minimizer of J0. The limit w0 also satisfies
(2.10.6), therefore,
(w0)r(x
′, xn, y) = 0 on L ∩Bn1 . (2.10.7)
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Moreover, since wk → w0,
lim
y→0+
yα∂y((Uγk)nwk(x, y)) = wk(x, 0) lim
y→0+
yα(Uγk)n,
and
lim
y→0+
yα∂y( lim
γk→0
Uγk)n = lim
y→0+
yα∂y(U0)n = 0,
we can prove
lim
y→0+
yα∂y((U0)nw0(x, y)) = 0.
Therefore, the limit w0 solves (2.10.4), which leads to a contradiction. Now
Theorem 2.10.1 is proved and Corollary 2.10.2 follows.
2.11 Proof of Theorem 2.6.8
In this section, we apply the regularity results of the linearized prob-
lem (2.7.3) to prove Theorem 2.9.1. Then the proof of Theorem 2.6.8 simply
follows by Theorem 2.9.1 and Lemma 2.6.9.
Following is the proof of Theorem 2.9.1.
Proof. Let ρ be the universal constant in (2.10.3), and assume by contradiction
that there exists εk → 0 and a sequence of solutions gk to (2.6.1) such that gk
satisfies
U(X − εken) ≤ gk(X) ≤ U(X + εken) in (Bn+11 )+, (2.11.1)
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but it does not satisfy the conclusion of Theorem 2.9.1.
Let g̃k denote the εk-domain variation of gk. Then by Lemma 2.9.3 the sequence
of sets
Ak := {(X, g̃k(X)) : X ∈ (Bn+11−εk)
+},
converges uniformly to
A∞ = {(X, g̃∞(X)) : X ∈ (Bn+11/2 )
+},
where g̃∞ is a Hölder continuous function. By Lemma 2.9.5, the function g̃∞
solves the linearized equation (2.7.3), and hence by Corollary 2.10.2,
a0 · x′ − ρ/8 ≤ g̃∞ ≤ a0 · x′ + ρ/8 in (Bn+12ρ )+,
with a0 ∈ Rn−1. From the uniform convergence (up to extracting a subse-
quence) of Ak to A∞, we get that for all k large enough,
a0 · x′ − ρ/4 ≤ g̃k ≤ a0 · x′ + ρ/4 in (Bn+12ρ )+.
Then by Lemma 2.9.2, gk satisfies (2.9.2) when k is large enough, which leads
to a contradiction.
2.12 Appendix
Let U(t, z) = rβg(θ) ≥ 0, r =
√
t2 + z2, t = r cos θ and z = r sin θ, with
θ ∈ [0, π]. Since div(zα∇U) = 0, and limz→0 zα∂zU(t, z) = γUγ−1(t, 0), so g(θ)
solves the ODE
g′′(θ) + α cot θg′(θ) + β(α + β)g(θ) = 0, (2.12.1)
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with g(π) = 0, g(0) = 1, and g(θ) = 1 + γ(sinθ)2s + o((sinθ)2s) as θ → 0.
2.12.1 Proof of (2.8.13)
In the first part, we prove the following inequality:
r
∂tU(t, z)
U(t, z)
≥ C > 0.
We can compute that
Ut
U
=
1
r
(β cos θ − g
′(θ) sin θ
g(θ)
) =:
1
r
f(θ).
We define
f(θ) = β cos θ − g
′(θ) sin θ
g(θ)
, (2.12.2)
and then
f ′(θ) =
1
sin θ
[(f(θ)− (β − s) cos θ)2 + (β − s)2 sin2 θ − s2]. (2.12.3)
We can get f(0) = β since
lim
θ→0
g′(θ) sin θ
g(θ)
= lim
θ→0
g(θ)− g(0)
g(0) + γ(sin θ)2s
= 0, (2.12.4)
and f(π) = 2s− β > 0 since
lim
θ→π
g′(θ) sin θ
g(θ)
= lim
θ→π
g′(θ)(sin θ)α
(sin θ)2s
g(θ)
= lim
θ→π
g′(θ)(sin θ)α lim
θ→π
2s(sin θ)2s−1 cos θ
g′(θ)
= −2s.
(2.12.5)
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In addition, g′(θ)(sin θ)α is bounded and proof is given in (2.8.5). Also, we
can get f ′(0) = 0 and f ′(π) = 0 by
lim
θ→0
f ′(θ) = lim
θ→0
2ff ′ − 2(β − s) cos θf ′ + 2(β − s) sin θf
cos θ
= lim
θ→0
2sf ′(θ),
and similarly
lim
θ→π
f ′(θ) = lim
θ→0
−2sf ′(θ).
Now we want to prove that f(θ) ≥ C > 0 for θ ∈ [0, π]. If not, then with the
information of f and f ′ at the end points, there exists at least one θ0 ∈ (0, π)
such that 
f ′(θ0) = 0,
f(θ0) ≤ 0
f ′′(θ0) > 0.
Since f ′(θ0) = 0,
f(θ0)
2 − 2(β − s) cos θ0f(θ0) + (β − s)2 − s2 = 0,
and thus
f(θ0) = (β − s) cos θ0 ±
√
s2 − (β − s)2 sin2 θ0.
If it is the plus sign, then
f(θ0) > (β − s) cos θ0 + (β − s)| cos θ0| ≥ 0
which is not right. Thus
f(θ0) = (β − s) cos θ0 −
√
s2 − (β − s)2 sin2 θ0.
Then we can compute f ′′(θ) at θ0, that
f ′′(θ) =
(2ff ′ − 2(β − s) cos θf ′ + 2(β − s) sin θf) sin θ − (f ′ sin θ) cos θ
sin2 θ
.
107
When θ = θ0,
0 < sin2 θf ′′(θ0) = 2(β − s) sin2 θ0f(θ0) < 0,
which leads to a contradiction.
2.12.2 Proof of (2.8.21)
In this section we prove
|Ut(
τ
r
,
z
r
)| ≤ K2U(
τ
r
,
z
r
).
with ( τ
r
, z
r
) ∈ B+3/2/B
+
1/2. Let θ = arctan(
z
τ
) ∈ [0, π]. Since U is homogeneous
of degree β, we can see
Ut(
τ
r
, z
r
)
U( τ
r
, z
r
)
=
r√
τ 2 + z2
(β cos θ − g
′(θ) sin θ
g(θ)
) ≤ 2f(θ)
with
f(θ) = β cos θ − g
′(θ) sin θ
g(θ)
,
which is the same definition as in (2.12.2). As computed in the previous
section, f(0) = β, f(π) = 2s− β < β, f(θ) ≥ C > 0, and
f ′(θ) =
1
sin θ
[(f(θ)− (β − s) cos θ)2 + (β − s)2 sin2 θ − s2].
If there exists θ0 such that f(θ0) = +∞, then f ′ = +∞ and cannot be negative
infinity at such θ0, or it leads to a contradiction of f(0) = β, f(π) = 2s−β < β
and θ ∈ [0, π] which is a bounded interval. Therefore, there must exists an
upper bound for f(θ) and then we can prove
|
Ut(
τ
r
, z
r
)
U( τ
r
, z
r
)
| ≤ K2.
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2.12.3 Proof of (2.8.22)
First we prove
|Utt(t, z)
U(t, z)
| ≤ C(s, γ)
r2
. (2.12.6)
Write U(t, z) = rβg(θ), where t = r cos θ, z = r sin θ and r =
√
t2 + z2. Then
Ut = r
β−2(βg(θ)t− g′(θ)z),
and
Utt = r
β−4(((β2 − β)t2 + βz2)g(θ) + (2− 2β)tzg′(θ) + z2g′′(θ)).
Then
r2
Utt
U
= (β2−β) cos2 θ+β sin2 θ+ g
′(θ)
g(θ)
(2−2β) sin θ cos θ+ g
′′(θ)
g(θ)
sin2 θ =: F (θ).
Since div(zα∇U) = 0, so g(θ) solves
g′′(θ) + α cot θg′(θ) + β(α + β)g(θ) = 0.
Then we can replace g′′(θ) in F (θ) and compute
F (θ) = (β2 − β) cos2 θ + β sin2 θ + g
′(θ)
g(θ)
(2− 2β) sin θ cos θ
− α cot θg
′(θ) + β(α + β)g(θ)
g(θ)
sin2 θ
= (β2 − β) cos2 θ + β(1− α− β) sin2 θ + (2− 2β − α) sin θ cos θg
′(θ)
g(θ)
.
(2.12.7)
First,
F (0) = β2 − β + lim
θ→0
g′(θ)
g(θ)
sin θ(2− α− 2β) = β2 − β
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since limθ→0
g′(θ)
g(θ)
sin θ = 0 is proved in (2.12.4). We can see
F (π) = β2−β−lim
θ→π
g′(θ)
g(θ)
sin θ(2−α−2β) = β2−β+2s(2−α−2β) = (2s−β)(2s−β+1),
using (2.12.5)
lim
θ→π
g′(θ)
g(θ)
sin θ = −2s.
Notice that we require γ > 0 small enough such that β = 2s
2−γ ≤ 1 in the proof
of (2.8.14). So F (0) ≤ 0 and F (π) > 0. Then we compute F ′(θ):
F ′(θ) = β(2− α− 2β) sin 2θ + 1
2
(2− α− 2β)gg
′′ sin 2θ + 2gg′ cos 2θ − (g′)2 sin 2θ
g2
=
β
2
(2− α− 2β)(2− α− β) sin 2θ + 1
2
(2− α− 2β)g
′
g
(−2 + (2− 2α) cos2 θ)
− 1
2
(2− α− 2β)(g
′
g
)2 sin 2θ.
When F ′(θ) = 0,
sin 2θ(
g′
g
)2 + (2− (2− 2α) cos2 θ)g
′
g
− β(2− α− β) sin 2θ = 0.
Then
g′
g
=
−(−1− (1− α) cos2 θ)±
√
(−1− (1− α) cos2 θ)2 + β(2− α− β) sin2 2θ
sin 2θ
=
−(−1− (1− α) cos2 θ)±
√
L(θ)
sin 2θ
,
(2.12.8)
and let
L(θ) = (−1− (1− α) cos2 θ)2 + β(2− α− β) sin2 2θ
By (2.12.7), we can compute that
g′
g
= 2
F (θ)− (β2 − β) cos2 θ − β(2− α− 2β) sin2 θ
(2− α− 2β) sin 2θ
. (2.12.9)
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Compare (2.12.8) and (2.12.9), we can compute that if F ′(θ) = 0 at some
θ0 ∈ (0, π), then at θ0,
F (θ) = (β2−β) cos2 θ+β(2−α−2β) sin2 θ+1
2
(2−α−2β)[−(−1−(1−α) cos2 θ)±
√
L(θ)]
is a bounded number. With the conditions that F (0) = β2 − β and F (π) =
(2s− β)(2s− β + 1), we can prove that
|F (θ)| ≤ C(s, γ),
which is equivalent to
|Utt
U
| ≤ C(s, γ)
r2
.
Now we prove (2.8.22)
|
Utt(
τ
r
, z
r
)
U( τ
r
, z
r
)
| ≤ K1.
Let θ = arctan z
τ
∈ [0, π], and we know ( τ
r
, z
r
) ∈ B+3/2/B
+
1/2. Since U is homo-
geneous of degree β, we can see
|
Utt(
τ
r
, z
r
)
U( τ
r
, z
r
)
| = ( r√
τ 2 + z2
)2|F (θ)| ≤ 4|F (θ)|
with F (θ) defined in (2.12.7). Then using the results in the last part,
|
Utt(
τ
r
, z
r
)
U( τ
r
, z
r
)
| ≤ 4|F (θ)| ≤ 4C(s, r) = K1.
2.12.4 Proof of (2.8.23)
We prove if τ is between t+ t̄ and t, with
t̄ = −2(n− 1)tr
R
− C̃
R2
r3 < 0,
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then
U(
τ
r
,
z
r
) ≤ KU( t
r
,
z
r
).
Let θ1 = arccos(
τ√
τ2+z2
) and θ2 = arccos(
t
r
). Since g(θ) ≥ 0 and g(θ) = 0
only when θ = π, we only need to prove the inequality near θ2 = π. Since
( τ
r
, z
r
) ∈ B+3/2/B
+
1/2, t+ t̄ ≤ τ ≤ t, and near θ2 = π, t < 0, we can see
0 < π − θ1 ≤ π − θ2.
As computed in (2.12.5),
lim
θ→π
g′(θ) sin θ
g(θ)
= −2s < 0
with g ≥ 0 and sin θ ≥ 0, thus we can see
g′(θ) ≤ 0
as θ → π. Therefore when θ1, θ2 are close to π
g(θ1) ≤ g(θ2),
and thus there exists K̄ > 0 such that
g(θ1) ≤ K̄g(θ2)
for θ1 = arccos(
τ√
τ2+z2
) and θ2 = arccos(
t
r
). Therefore, there exists K > 0
such that
U(
τ
r
,
z
r
) ≤ (3
2
)βg(θ1) ≤ (
3
2
)βK̄g(θ2) = KU(
t
r
,
z
r
).
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