We consider the totally asymmetric simple exclusion process (TASEP) with two different initial conditions with shock discontinuities, made by block of fully packed particles. Initially a second class particle is at the left of a shock discontinuity. Using multicolored TASEP we derive an exact formulas for the distribution of the second class particle and colored height functions. These are given in terms of the height function at different positions of a single TASEP configuration. We study the limiting distributions of second class particles (and colored height functions). The result depends on how the width blocks of particles scale with the observation time; we study a variety of such scalings.
Introduction and main results
The totally asymmetric simple exclusion process (TASEP) is a well-studied interacting particle system in the Kardar-Parisi-Zhang (KPZ) universality class. Each site of Z can be either occupied by a particle or be empty. Thus a configuration is an element η ∈ {0, 1} Z , where η(x) = 1 if x is occupied and η(x) = 0 if site x is empty. Independently of each other, particles try to jump to their right neighboring site with rate 1. The jump occurs if the arriving site is empty. In this paper we investigate a so-called second-class particle, which is a particle which also tries to jump to its right with rate 1, but whenever a normal particle (also called a first class particle) jumps on its position, then the second class particle exchanges its position with the one of the first class particle.
Second class particles can be also seen as discrepancies between two TASEP systems coupled by the basic coupling, see for instance [31] for further details. From this point of view, the distribution of the second class particle gives an information on the correlation between particle occupations. For instance, in the case of stationary initial condition the law of the second class particle at time t is precisely proportional to Cov(η t (j), η 0 (0)), see e.g. [35] . Finally, when the interacting particle system generates shocks, this can be identified with the position of the second class particle, see Chapter 3 of [31] .
Previously results on asymptotics of a second class particle for some non-random initial conditions have been obtained by passing through the connection to a last passage percolation (LPP) model [19] . However, the LPP framework is not the natural one to study the second class particle. In that framework the natural observable is the so-called competition interface. The trajectory of one second class particle is a (non-trivial) random time change of the competition interface [16] , [15] . The distribution of the competition interface can be expressed in terms of the differences of last passage times. Asymptotic results can be found in [20, 21, 32] . Due to the random time change, it is not immediate to extend the result on the competition interfaces to the second class particle. Another important point is that we also study TASEP with many second and even third class particles. It is not known whether these multi-species TASEP's can be coupled with LPP at all. In this paper we never use the mapping to LPP to derive our results.
To study the distribution of the second class particle, in particular its large time limit, we employ the following generalization of TASEP [1] . Each site has a particle with integer-valued colors (where +∞ corresponds also to holes). Each particle tries to jump to its right with rate 1 and the jump occurs only if the right site is occupied by a particle with higher color, in which case the two particles exchange their positions. This process has a rich algebraic structure (due to its connection to Hecke algebras [11] ) which we use for the study of the distribution of the second class particles.
In this paper we consider two (non-random) initial conditions for TASEP in which one or two shocks are present, and we set a single second class particle starting at the boundary of a shock, as illustrated in Figure 1 . The first new result of this paper is that the distribution of the second class particle can be written in terms of a difference of the height function of TASEP (without second class particles) at two different positions, see Propositions 2.4 and 2.5. This non-asymptotic result is achieved by relating to a system of colored particles with 3 different colors in the first and 4 different colors for the second initial condition. In Propositions 2.4 and 2.5 we also state a more general exact relation of the height functions for the different colors to a single TASEP in the situation when all particles inside one block are assigned its own color, so many second-and third-class particles are present in the system.
Let us explain the main asymptotic results for the first of the two initial conditions we considered. At time t = 0, there are two blocks of fully occupied regions: to the left of −M − and between 1 and M + . A second class particle is put initially at position 0, see Figure 2 . The limiting distribution and scaling of the second class particle depends on how M ± scales with the observation time t. Here we consider three scalings of M ± with time.
(a) Let M + = [at] and M − = [bt], with 0 < a, b < 1. Then the second class particle has fluctuations in the t 1/3 scale and its statistics is given as a difference of two independent GUE Tracy-Widom distributed random variables, see The δ = 2/3 case has been analyzed previously in [8] . See Section 3.1 for the detailed results and Section 3.2 for the result with the second initial condition. The use of the algebraic structure behind the multi-colored process allows to relate the distribution of the second class particle to a certain observable of a single-species TASEP started from the step initial condition. However, finding the asymptotic behavior of this observable is a non-trivial task which is addressed in Sections 4 and 5. Cases (a) and (b) above are similar as the limiting distribution is given in terms of two independent random variables. They however differ as for δ ∈ (2/3, 1) there is one extra term in the law of large number approximation to be taken into account. The result is obtained using the following strategy. First of all we show that the randomness generated in the any initial mesoscopic time scale is irrelevant, see Proposition 4.4. This property is essentially the same as the so-called slow-decorrelation one studied in [13, 17] . Secondly, we show that the randomness away of a ut 2/3 distance from the characteristic ending at (x, t) can influence the height function at (x, t) only with probability bounded from above by e −cu 2 , see Proposition 4.8, i.e., the relevant randomness is localized. This result is obtained by introducing backwards geodesics, which then implies the concatenation property for the height function (see Proposition 4.1). After that we determine an estimate of the tail distribution of the geodesics at time t/2. Finally we use the approach developed in the LPP framework in [6] for an uniform estimate over the full time span. All together this leads to the generic asymptotic decoupling result of Theorem 5.1.
This construction using the space-time picture for the height function is also novel. The space-time physical picture is expected to be true also in cases like the partially asymmetric simple exclusion process, although in that framework the concatenation property is only an inequality. There is a recent result on particle statistics at a shock with initial condition as the one of Figure 2 , see [33] .
For case (c), the end-points where the TASEP height function is evaluated are smaller than the correlation scale, which is t 2/3 . Thus we need to show that local increments are similar to the stationary ones. This is made using the comparison lemma (see Lemma 4.5) , see [12, 34] for an analogous approach for LPP models. As input we need to know the locations at time 0 of the backwards characteristics for different initial conditions. The result on the Gaussian increments is stated in Theorem 5.4.
Outline:
In Section 2 we derive the finite time exact relations between position of the second class particle and colored height functions with the height function of TASEP with step initial conditions. The main asymptotic results are presented in Section 3. In Section 4 we give the construction of the backwards geodesics, small time decorrelations and derive the localization results. Using these, we derive in Section 5 the asymptotic results for the height function of TASEP with step initial conditions needed for our main asymptotic theorems.
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2 Exact relations to TASEP with step initial conditions 2.1 Updates of multi-colored TASEP and symmetry theorem
We start with a description of a colored (or multi-species, or multi-type) version of the totally asymmetric simple exclusion process (TASEP). We consider an interacting particle system in which particles live on the integer lattice Z and each integer location contains exactly one particle. The set of colors is taken as Z ∪ {+∞}. A particle configuration is a map η : Z → Z ∪ {+∞}, where we call η(z) the color of a particle at z ∈ Z. When η(z) = +∞ we will think of z being empty. Let C be the set of all configurations. For a transposition (z, z + 1) with z, z + 1 ∈ Z, let σ (z,z+1) : C → C, be a swap operator defined by
Any bijection of integers s : Z → Z can be viewed as a particle configuration by setting η(z) = s(z). Such particle configurations will be especially important for us because of the following result.
Theorem 2.1. Let id : Z → Z be the identity bijection. Then, for any k ∈ Z and for any integers z 1 , . . . , z k one has
3) where in the right-hand side inv denotes the inverse map.
Remark 2.2. To a given color configuration η, inv(η(z)) gives the position of particle with color η(z).
In a probabilistic setting, Theorem 2.1 was proved in [2, Lemma 2.1], see [1] and [8] for generalizations. In an equivalent algebraic setting, it turns out to be a well-known involution in the Hecke algebra, see [11] , [24] .
A continuous time multi-color TASEP
Now let us define a continuous-time TASEP. Consider a collection of independent Poisson processes {P(z)} z∈Z , where P(z) has a state space R ≥0 and rate 1. Let η 0 ∈ C be a (either deterministic or random) particle configuration which plays the role of an initial condition. In the random case, the initial distribution is taken to be independent of the Poisson processes. We define a continuous-time stochastic evolution {η t } t∈R ≥0 , η t ∈ C, by applying W (z,z+1) at time t which is an event of the Poisson process P(z). More explicitly, particle at z exchanges its position with particle at site z + 1 if its color has a lower value. It is readily shown via standard techniques that under our assumptions such a random process is welldefined, see [25] [26] [27] 30] . Denote by S(t) the semigroup of the process.
Given a sequence of nearest-neighbor transpositions s 1 , s 2 , . . . , s l , we will consider two processes associated with this data. In the first one, let us start with the initial configuration id(z) = z, then apply to it updates W s 1 , W s 2 , . . . , W s l (W s 1 is the first update to be applied). After it, we start the continuous time process described in the previous paragraph and denote by η gen;1 t the random configuration obtained after time t. For the second process, we start again with the initial configuration id(z) = z, but first perform the continuous time process running for time t. After this, we apply to the resulting (random) configuration the updates in the reversed order, that is, W s l , W s l−1 , . . . , W s 1 . Denote by η gen;2 t the obtained configuration. The superscript "gen" stands for generic since each particle has a different color. The processes considered in the sequel will be projections of these processes, where sets of colors will be mapped to a single particle type. 
4)
and, of course, also inv(η gen;1
Proof. The time evolution is a random sequence of transpositions. Since these are invariant under permutations, the result follows from Theorem 2.1.
Standard TASEP with step initial conditions
Consider a continuous time two-color TASEP η step t (z) starting from the step initial condition
For any x ∈ R, we denote by N (x, t) the number of particles that are weakly to the right of x in η step
We will relate other processes to this simpler and better studied one.
One GUE-GUE shock
In this section we will study a homogeneous three-color TASEP with a particular initial condition, see Figure 2 . Let M − , M + be positive integers, and consider a TASEP denoted as η
Also, define a TASEP denoted asη (1) t (z) with the initial conditioñ
otherwise.
(2.8)
Both these processes illustrate the so called GUE-GUE shock. We will study the first process in order to analyze the behavior of the unique second class particle in the shock, and the second process in order to analyze the behavior of the multicolored height function in the shock.
In more detail, let f (1) (t) be the position of the unique second class particle in the process η 
We will study these quantities by relating them to a simpler process via the color-position symmetry.
(2.10)
Also, for any x ∈ Z we have
11)
where by d = we denote the equality in distribution.
. . s 2 s 1 be a minimal length decomposition of π −M − ,M + into transpositions of neighboring elements (there are many such decompositions, we choose any of them; we always have m = (
Consider the process constructed from the identity by applying the transpositions s 1 , . . . , s m , i.e., η gen;1 0 (z) = W sm · · · W s 1 id(z). In words in the packed initial configuration we sort integers between −M − and M + in the reverse order. Then we run the continuous time dynamics until time t.
The interpretation in terms of first and second class particle is the following. Since π −M − ,M + (−M − + M + ) = 0, we identify the particle with color −M − + M + as the second class particle. Furthermore, particles with colors < −M − + M + are called first class particles, and particles with colors > −M − + M + are called holes. In particular, inv(η gen;1
This gives
(2.12)
Similarly, interpreting colors < −M − as first class particles, colors between −M − and −M − + M + as second class particles, and colors > −M − + M + as holes, we obtain
and
Now we consider a second projection from η gen;2 t to particles and holes only. We say that if a color is < x, then we have a particle, while if the color is ≥ x, then the site is empty. In particular, at time t = 0 we have step initial condition starting at x − 1. After running the dynamics we have a configuration S(t)id(z). 
This concludes the proof of the proposition.
Two GUE-GUE shocks
Now we consider initial conditions as in Figure 3 . Let M, N be positive integers, and consider a TASEP denoted as η 
= first class = second class = third class 
0 . The particles with values +∞, also considered as holes, are not shown.
Also, define a TASEP denoted asη
Let f (2) (t) be the position of the unique second class particle in the process η
2 (x, t), N
Proof. In the proof of Proposition 2.4 we did one "sorting" operation (in the interval between −M − and M + ), now we will do two of them. First, we sort all colors on the interval between −N and M + N in the opposite order. Second, we sort all colors on the interval between −M − N and −1 in the opposite order. If we say that negative colors are first class particles, color 0 is the second class particle, and positive colors are holes, we obtain the initial condition η The analysis of the reversed time process (which makes these two sorting operations at the end of the continuous time process) is analogous to the proof of Proposition 2.4.
Main asymptotic results

One GUE-GUE shock
In this section we prove the results about the asymptotic behavior of one second class particle and the collection of second class particles in the case of one shock. There are four scalings in which the sizes of a block are proportional to t δ , with δ = 1, δ ∈ (2/3, 1), δ = 2/3, δ ∈ (0, 2/3). Here we prove the asymptotic behavior for the first, second, and the fourth cases (the third case was analyzed previously in [8] ).
Let us start with the case when the size of a block grows linearly in time. . For any s ∈ R, we have
and lim t→∞ N (1)
, and ξ 1 and ξ 2 are two independent random variable GUE Tracy-Widom distributed.
Remark 3.2. In words, the result tells us the following. Let us start with one second class particle scenario. The second class particle indicates the position of the shock, which informally can be thought of as the position in which the particles from the left (infinite) block start to get affected by the presence of the right block. On the law of large numbers scale, this position has nontrivial speed v, which can be obtained from the hydrodynamics for the two blocks. We are interested in fluctuations of this position. These fluctuations are affected by two Tracy-Widom fluctuations of our two blocs. In the current scaling these fluctuations turn out to be asymptotically independent.
Our second scenario is to treat all particles from the right block as second class particles. We study the limit behavior of the joint distribution of the multi-colored counting functions in the neighborhood of the shock. The fluctuations are again governed by two independent Tracy-Widom distributions, and we see two different cases. In the first one, the last second class particle is to the right of the reference point -this corresponds to the case when the minimum in the right-hand side of (3.2) is attained at 0. In the second case, when the minumum is attained not at 0, some second class particles are to the left of the reference point. Our result asserts that the amount of such particles is of order t 1/3 and, moreover, gives the precise distribution of this amount.
Proof of Proposition 3.1. Corollary 5.2 implies
Using Proposition 2.4 and collecting terms, we arrive at the statement.
, and ξ 1 and ξ 2 are two independent Tracy-Widom distributions. Furthermore,
The qualitive behavior in this case is somewhat similar to the one described in Proposition 3.1 and Remark 3.2, since the Tracy-Widom fluctuations generated by two blocks remain to be independent. Note, however, that the law of large numbers for the shock position is more delicate here, and that the fluctuations of the second class particle are of nontrivial order t 4/3−δ .
Proof of Proposition 3.3. Similarly to the previous proposition, we combine Proposition 2.4, Corollary 5.3, and collect terms, using that (a + b)(1 − v) = 2a.
where the convergence is in distribution, and G(0, σ 2 ) stands for the Gaussian random variable with zero mean and variance σ 2 .
Remark 3.6. Compared to the previous two cases, the size of the right block is "smaller". This turns out to imply that the shock created by it can be found in a larger region (of order t 1−δ/2 ). In particular, we see that if δ → 0, then the shock fluctuates on the scale t, which corresponds to known results about fluctuations of a second class particle for fixed (not depending on time) initial configurations, see [14] , [8] .
Proof of Proposition 3.5. Let x = vt + st 1−δ/2 , for s ∈ R. By Corollary 5.6 we have
Plugging the expression for v and using Proposition 2.4, we arrive at the statement.
Two colliding GUE-GUE shocks
In this section we analyze the behavior of the second class particle in the two colliding shocks. Proposition 2.5 and Propositions of Section 5 allow to find the behavior of the second class particle, and also the height function of a process with three classes by a direct computation for all four possible scalings from Section 3.1. We restrict ourselves with stating the results for the two scalings as the remaining can be computed analogously.
Recall the process η
t (z) and denote the position of the second class particle in it as f (2) (t). 
Remark 3.8. Three cases demonstrate the evolution of one second class particle in time. Let us describe the meaning of our assumptions and limiting theorems for the process with one second class particle. The condition n ≤ 1 implies that at time t the first particle to the right of the second class particle can move, while m ≤ 1 implies that particles starting to the left of the second class particle reached its starting position. We have three blocks which generate two shocks. If m > n, then the shocks will never meet during the evolution, so we assume m ≤ n. We also need to assume m + n < 1 in order to guarantee that the shocks meet before time t. Case (a) corresponds to the beginning of the evolution under our assumptions: the second class particle moves to the left with constant speed, and its fluctuations are given as the difference of two independent GUE Tracy-Widom distributions. The particle does not feel the left-most (half-infinite) block of particles, so this is the one shock case produced by the second and the third block.
Case (b) is the critical one, it corresponds to the colliding of the two shocks. The second class particle is in the neighborhood of 0, and its t 1/3 fluctuations depend on three independent GUE Tracy-Widom distributions, which are generated by three blocks of particles.
Finally, case (c) is again the one shock case produced by the left-most and the right-most blocks of particles; the middle block of particles completely overtakes the second class particle at this moment. Thus the fluctuations are again given by a difference of two independent GUE Tracy-Widom distributions.
We also study the process with three classes of particles corresponding to three initial blocks. We give the statement for height functions only in case (b), see (3.13) , as it is the most interesting, while simpler statements for cases (a) and (c) are omitted. The result shows how many second and third class particles are overtaken by first class particles in this critical regime. Remark 3.9. A similar result but for a different observable has been obtained with different methods in [22] . In that work, one analyzes the fluctuations of tagged particles in the case where two shocks with GOE Tracy-Widom distributed fluctuations merge.
Proof of Proposition 3.7. We combine Proposition 2.5 and Corollary 5.2 in order to compute the desired distributions. Case (a) appears when in the main formula (2.20) 0 is surely the largest term inside the maximum. Case (c) appears when inside the maximum h(x + M + N, t) − h(x, t) − M is always the largest term, while case (b) is a critical one. The rest is a direct computation.
In the next proposition we restrict ourselves with the case when M = N in order to somewhat simplify expressions. The statement for M = N can be done by analogous computations. Remark 3.11. In this Proposition we study the colliding of three shocks in the KPZ scaling, which leads to the presence in the limit of three sections of Airy process appearing from three initial blocks of particles.
Proof of Proposition 3.10. Proposition A.2 implies that
17) Using these expressions and Proposition 2.5, we arrive at the expressions from the statement.
Backwards geodesics and localization around the characteristic line
Let us consider TASEP with jump rate 1 to the right. Let η j (t) the occupation variable of site j ∈ Z at time t ∈ R + . Define by J(t) the number of particles which jumped from site 0 to site 1 during the time interval [0, t]. Then define the height function
, for x ≤ −1. This height function is related to another quantity in the case that initially to the right of the origin there is a finite number of particle. Let N (x, t) be the number of particles weakly to the right of x at time t. Then
Consider here the graphical construction of TASEP [25] . At each site there is a Poisson process with intensity 1, all independent of each other. If there is an event of the Poisson process at position x and time t, then the states of site x and x + 1 are exchanged. In terms of particles, one says that if site x is occupied by a particles, then it tries to jump to site x + 1 and this jump occurs only if site x + 1 is empty, thus if sites x and x + 1 have the same occupation variable, then nothing happens. In terms of height function we have the following dynamics:
h(x, t) → h(x, t) + 2 iff x it is a local minimum at time t.
(4.3)
Concatenation property of the height function
In [18] TASEP was described in terms of labelled particle positions and a backwards space-time path leading to a concatenation property was derived. The same equation was derived before in Lemma 2.1 of [36] . Since the quantity we want to analyze is the height function and not the position of a given particle, let us first derive a concatenation property for the height function directly. The construction has analogies and differences with respect to the construction of [18] . In particular, the backwards path is not unique.
Let us think what can happen when a Poisson process event (trial) occur, say at (y, s). We have the following possibilities: i.e., at time τ we have with a step-initial condition at position x(τ ) and at height h(x(τ ), τ ). In other words,
At time τ we have two height profiles,h(x, τ ) and h(x, τ ), which agree at site x = x(τ ), and for generic positions y,h(y, τ ) ≥ h(y, τ ). We couple the evolution of these two particles from time τ to time t by the graphical construction (basic coupling in terms of TASEP). Then, by monotonicity we havẽ where the equality is obtained at least for y = x(τ ), the position of the backwards path starting from position x at time t.
Proof. We wish to prove that for x = x 0 = x(t),h(x, t) = h(x, t), i.e., the inequality in (4.10)
By assumption x(s) = x(τ ) for all s ∈ [τ,t). Since h andh are coupled, the only way that (4.10) stop being satisfied is that there is some time u ∈ [τ,t) such that h(x(τ ), u) <h(x(τ ), u), i.e., at time u a trial at position x(τ ) is suppressed for h, but not forh. This implies that at time u, x(u) = x(τ ), which is a contradiction.
Let us see what happens at timet. There are two symmetric cases, depending on whether the trial is suppressed at a decreasing or increasing part of the height PSfrag replacements function. The arguments are completely symmetric, so we give the details only in one case. Consider the case that x(t − ) = x(t) + 1, see Figure 4 . Then we have where the first equality reflects the fact that there was a suppressed jump at timet, the second follows by (4.10) sincet − <t and the third holds generically, see (4.5) .
As a consequence, just before the suppressed trial for h, the height functionh and h are equal on positions x(t) and x(t) + 1. Thus the suppressed trial for h is also a suppressed trial forh and thus we have for all u ∈ [τ, t]. In particular, h(x(t), t) =h(x(t), t), which is the claimed result.
As a consequence of (4.9), there exists at least one path going from time t to time 0 such that for any time τ (4.9) holds. However this path is in general not unique. For TASEP with step initial condition, i.e., h(x, 0) = |x|, there exists a backwards geodesic ending at x(0) = 0. One way to see it, is that if the backwards path constructed above do not ends at x(0) = 0 (and generically it will not do), then it was already at that position for some (random) small positive time, say ε, before which no trial occurs between its location and the origin. By connecting x(ε) to x(0) = 0 (e.g. linearly) we still have a backwards geodesic and it ends at x(0) = 0.
What information do we get from the location of a geodesic? Consider a geodesic ending at (x, t). At any time, we can reset the configuration to a step initial condition at the geodesic and the height function at time (x, t) will not be effected. In particular, by monotonicity, we can reset the configuration to anything between the actual one and step initial condition. Thus if we know that with high probability the geodesic is in a deterministic region D, then with high probability h(x, t) is depending on the randomness in D only.
Let us formalize it slightly more. Consider a deterministic space-time region D and let Ω loc = {ω : (x(τ ), τ ) 0≤τ ≤t ∈ D}, where τ → x(τ ) is a geodesic ending at (x, t). On Ω loc , we replace at any time the system to have slope −1 to the left of D and slope +1 to the right of D. Equivalently, we can think of replacing the Poisson processes outside D with Poisson processes with infinite rate, which leads to fully filled particles to the left and fully empty to the right of D. Thus, we can write
where h(x, t)½ Ω loc is independent of the randomness outside D. In particular,
Decorrelation of the small time randomness
Here we prove a result which is very close to the slow-decorrelation result discussed in Section 3.1 of [13] .
Proposition 4.4. Let α ∈ (−1, 1) and {τ t } a sequence of times such that τ t /t → 0.
We have the following:
Proof. We use the convergence in distribution of the following rescaled random variables 
The comparison lemma
We are interested in controlling the increment of the height function. In particular, we want to apply the result for distances which are o(t 2/3 ), i.e., less than the natural KPZ correlation scale. As the limiting process, the Airy 2 process in our case, is locally Brownian, it is natural to try to estimate the variation of the increments with respect to a stationary situation. This can be obtained by adapting the idea previously developed in the last passage percolation framework [12, 34] .
Consider the evolution of two coupled height functions, starting with initial profiles h 1 (x, 0) and h 2 (x, 0). Consider two positions x < y. For each of the height functions and each of the two end positions, construct the backwards geodesics. We call them 1 (4.20)
We have the following comparison lemma.
Lemma 4.5. Let x < y. On the event {π 1,x ∩ π 2,y = ∅}, we have
Similarly, on the event {π 1,y ∩ π 2,x = ∅}, we have
22)
Proof. Assume that π 1,x ∩ π 2,y = (x τ , τ ) = ∅. Then,
but also Combining (4.23) and (4.24) we get Thus we have proved (4.21). The proof of (4.22) is analogous.
Localization for the stationary case
The stationary and translation-invariant measure of TASEP is Bernoulli product measure with parameter ρ ∈ [0, 1], the average density of particle. In order to do comparison between the increments and the stationary increments of the height function, we will apply Lemma 4.5 where we take for h 2 two different stationary initial conditions. The events where there is intersection of the backwards paths can be controlled once we have good estimates on the positions of the location of π 2,x at time 0.
Proposition 4.6. Let us consider stationary TASEP with density ρ ∈ (0, 1). Let x(t) = (1 − 2ρ)t be the starting position of the backwards path. Then,
uniformly for all t large enough.
Proof. First we consider a related problem, namely let x(t) = (1 − 2ρ)t =x and ρ ± = ρ ±κt −1/3 . Consider the backwards path in the stationary case with density ρ + and look at the quantity P ρ + (x(0) > 0). Then, for any choice of A ∈ Z, we have (4.27) These probabilities for an appropriate choice of A have been already bounded in [23] in terms of the last passage percolation model. Denote by L ρ + the stationary LPP, L ρ + | the LPP restricted to paths whose first step is from (0, 0) to (0, 1), and similarly L ρ + − the LPP restricted to paths whose first step is from (0, 0) to (1, 0) (see [23] for more details). Then, by the well-known link between height function and LPP we have
(4.28)
The LPP goes from the origin to the point (γ 2 n, n). Let us set χ = ρ(1 − ρ). The quantitiesx and t being given, with the choice 
for some constants C, c (uniformly inκ as well as for ρ + in a bounded set away from 0 and 1).
We have thus proven that
for some constants C, c. This means that for density ρ + ,
thus by translation invariance of the stationary case, for density ρ + , we have that by choosing x(t) = (1 − 2ρ + )t, then x(0) > −2κt 2/3 with high probability. Similarly, for density ρ − , by considering x(t) = (1 − 2ρ − )t, then x(0) < 2κt 2/3 with high probability. But since ρ ± are just two densities close to ρ, the same holds if we replaced ρ ± with ρ and thus we get, with M = 2κ,
for some constants C, c > 0.
Localization for along characteristics for step initial condition.
Let us start with a mid-time localization estimate of the geodesic. 
for some constants C 1 , c 1 > 0.
Proof. Let us start estimating P(x(t/2) − αt/2 ≥ ut 2/3 ), as the other bound is obtained similarly. Let X t (u) = αt/2 + ut 2/3 . Then, for any S, we have
{h(y, t/2) + h step y,t/2 (αt, t)} ≤ S .
(4.37)
From the law of large numbers we have To estimate the last term in (4.37), we want to divide the minimum into two minimums, but due to the linear term in the law of large numbers, we need to correct with this accordingly. So, define f (y) = α(y − αt/2) so that f (X t (v)) = αvt The bound on the two terms of (4.40) are obtained in a similar way as they are both height functions from step initial conditions. Choose a small δ > 0 and decompose P min
where the last sum is over all z ≥ (t δ + 1)u such that X t (z) ∈ Z.
Bound on the first term in (4.41) . Remark that h(X t (ℓu), t/2) − f (X t (ℓu)) ≃ 1 4 (1 + α 2 )t + u 2 ℓ 2 t 1/3 . From the one-point bound, we have
Below we will prove the bound P min
43) for constantsC,c > 0. Then, (4.42) and (4.43) gives P min
from which the first sum in (4.41) is bounded by Ce −cu 2 for some new constants C, c > 0. It remains to bound (4.43). We do it by comparison with the stationary case. Consider ρ = 1 2 (1−α)−ℓut −1/3 , so that (1−2ρ)t/2 = X t (ℓu). Define ρ + = ρ+κt −1/3 . Then, since one can take a backwards geodesic for step initial condition starting ending at the origin, for any z > u, the one starting from X t (z) for step initial condition will intersect the backwards path for stationary with density ρ + starting from X t (u) with probability at least 1 − Ce −cκ 2 , see Proposition 4.6. Let us call Ωκ this set, on which we have Bound on the last term in (4.41). We are going to use the one-point estimate (A.6). The bound has constants uniform for β is a bounded set of (−1, 1). We just have avoid to see that we do not take some β going to ±1.
Consider z ≥ t δ u such that X t (z) ≤ β c t/2 with β c = 1 2 (1+α)+u 2 t −2/3 /(2(1−α)). Denote β = α + 2zt −1/3 . Then P h(X t (z), t/2) − f (X t (z)) ≤ S/2 = P h(βt/2, t/2) ≤ 1 4 (1 + β 2 )t − s(t/2) 1/3 , (4.48) with s = 2 1/3 (z 2 − u 2 /4) ≥ t 2δ for all t large enough. Thus for all t large enough, by (A.6) we get |(4.48)| ≤ Ce −ct 2δ for some constants C, c > 0. Finally, for X t (z) > β c t/2, h(X t (z), t/2) ≥ h(X t (z), 0) and h(X t (z), 0) − f (X t (z)) ≥ S/2, thus for such z, (4.48) = 0.
Putting these bounds and (4.43) into (4.41) the result is proven. (−1, 1) fixed. Then, uniformly for all t large enough,
for some constants C 2 , c 2 > 0.
Proof. The idea follows the approach of [6] , once we have the localization of the mid-point backwards geodesics from Proposition 4.7.
Let us set N = min{n : 2 −n t ≤ t 1/2 }. Let us choose u 1 < u 2 < u 3 < . . . with u 1 = u/10 and u n − u n−1 = u 1 2 −(n−1)/2 . Define the following events since the first term means that in the sequence of discrete 2 N −1 points the geodesic is not farther than 4 5 ut 2/3 to the right of the characteristic and the event L controls the possible excursion between these times. Thus
Bound on P(L c ). Since the jumps of x(τ ) are stochastically bounded by a Poisson process with intensity 1 and Poisson distribution decay faster than exponential, we immediately get P(L c ) ≤ 2 N Ce −ut 1/6 ≤ e −c 2 u 2 for all t large enough (for any choice of c 2 > 0).
Bound on P(B n,k ∩ A n−1 ). For k even, the two event are incompatible so its probability it 0. Thus consider odd k. We denote by x mid (τ ) = x(τ /2) − ατ /2 the centered position of the midpoint with over a time-span τ , given x(τ ) = ατ . If A n−1 holds, then the geodesic at time t 1 = (k − 1)2 −n t and t 2 = (k + 1)2 −n t are at to the left of x i = αt i + u n−1 t 2/3 , i = 1, 2.
Consider the model with step initial condition from time t 1 at position x 1 and consider the geodesicx starting at time t 2 from position x 2 . Then for s ∈ [t 1 , t 2 ] we have x(s) ≤x(s). Furthermore, the law ofx(s) is as the ones of a step initial condition over a time-span τ = t 2 −t 1 = 2 −n+1 t. Consequently, using Proposition 4.7 we get
with our choice of the sequence of u n −u n−1 . Using this bound we get that the second term in (4.53) is bounded by Ce −c 1 u 2 /100 for some constant C. By appropriate choice of constants C 2 , c 2 the result is proven.
5 Asymptotic results for the height function
Asymptotic decoupling
Here we prove that, whenever the end-points are at distance much larger than t 2/3 , then the height functions are asymptotically independent. 
By Proposition 4.4, for all ε > 0,
Proof. This is obtained by using the relation N (x, t) = 1 2 (h(x, t) − x) and Theorem 5.1 with α i,t = α + β i t δ−1 + γt 1/3−δ , for which the expansion of the law of large number up to O(t 1/3 ) is
Local stationarity
Now we prove local Gaussian increments for the height function.
Theorem 5.4. For any −1 < α < 1, β, γ 1 , γ 2 ∈ R, with γ 1 < γ 2 , and 0 < δ < 2/3,
where G(0, 1) is centered Gaussian random variable with variance 1.
Proof. Let us set ρ = 1 2 (1 − α − βt −δ/2 ), i.e., satisfying (1 − 2ρ)t = αt + βt 1−δ/2 . We define for κ > 0 the densities
Define the sets
where x ρ ± are the starting points of the backwards geodesic in the stationary case with density ρ ± . By Proposition 4.6, for the stationary initial condition with density ρ + and using translation invariance we have
, thus by choosing M = κ and t large enough,
(5.20)
Similarly, we have
On the set G = G + ∩ G − we apply the comparison lemma, Lemma 4.5, since we know that for step initial condition the backwards geodesics can be taken such that it reaches the origin, see Remark 4.3. This gives h ρ + (x 2 , t) − h ρ + (x 1 , t) ≥ h step (x 2 , t) − h step (x 1 , t) ≥ h ρ − (x 2 , t) − h ρ − (x 1 , t), (5.22) where h ρ denotes the height function for the stationary initial condition with density ρ, and h step the height function with step initial condition. In the stationary cases, the height difference is a sum of independent random variables:
with P(X k = 1) = 1 − ρ and P(X k = −1) = ρ. Thus, by the central limit theorem, we have
t→∞ =⇒ G(0, 1).
(5.24) Replace κ by a sequence {κ t } t such that κ t → ∞ but κt δ/2−1/3 → 0 as t → ∞. This is possible since δ < 2/3. Then the κ-dependent drift becomes irrelevant. Thus
t→∞ =⇒ G(0, 1). (5.25) In the same way we obtain the convergence of the increment of the middle distribution to the distribution. The choice of κ t → ∞ implies also that P(G) → 1. Therefore also the sandwiched height function have asymptotically the same distribution function (apply for example Lemma A.4). Replacing the value of ρ in terms of the (limits of) α, β the claimed result is proven.
Remark 5.5. In our work on second class particle we are going to use only the convergence to a Gaussian law. However, the estimates also gives tightness of the process, which locally converges weakly to Brownian motion. This sandwiching procedure was first used in [12] to prove tightness of the process, see [23, 34] for further applications.
The same statement in terms of the random variable N is the following.
Corollary 5.6. For any −1 < α < 1, β, γ 1 , γ 2 ∈ R, with γ 1 < γ 2 , and 0 < δ < 2/3, define x i = αt + βt 1−δ/2 + γ i t δ . Then we have lim t→∞ N (x 2 , t) − N (x 1 , t) − 1 2 (γ 2 − γ 1 )((α − 1)t δ + βt δ/2 ) 1 2
(1 − α 2 )(γ 2 − γ 1 )t δ/2 d = G(0, 1), (5.26) where G(0, 1) is a centered Gaussian random variable with variance 1.
Proof. It follows from Theorem 5.4 and the relation N (x, t) = 1 2 (h(x, t) − x).
A Some known results on the step initial condition
Let us define the rescaled height function for step initial condition by The one-point convergence is proven in Theorem 1.6 of [29] . The convergence to the Airy 2 process in terms of finite-dimensional distributions are special cases of LPP models [10, 28] and in terms TASEP of particle positions in [9] . In the LPP framework tightness is proven in [23] , which implies weak convergence to the Airy 2 process (see Corollary 2.4 of [23] ). Furthermore, a functional slow-decorrelation result is proven Theorem 4.1 of [23] , which implies the weak convergence also for the height function point of view (see [4, 13] to see how slow-decorrelation allows to deduce results on the height functions from results proven in the LPP picture or in the TASEP particle position point of view).
Theorem A.1 rewritten for the the observable N is the following. for all t ≥ t 0 and s ≤ −s 0 .
The constants C, c can be chosen uniformly for β in a bounded set of (−1, 1). Using the relation with the Laguerre ensemble of random matrices (Proposition 6.1 of [3] ), or to TASEP, one sets the distribution is given by a Fredholm determinant. An exponential decay of its kernel leads directly to the upper tail. See e.g. Lemma 1 of [5] for an explicit statement. The lower tail was proven in [5] (Proposition 3 together with (56)).
Here is a probabilistic lemma used in the slow-decorrelation type theorems.
Lemma A.4 (Lemma 4.1 of [7] ). Consider two sequences of random variables {X n } and {X n } such that for each n, X n andX n are defined on the same probability space. If X n ≥X n and X n ⇒ D as well asX n ⇒ D, then X n −X n converges to zero in probability. Conversely, ifX n ⇒ D and X n −X n converges to 0 in probability, then X n ⇒ D as well.
