The present paper describes the Monte -Carlo Markov Chain (MCMC) method for estimation of skew tdistribution. The density of skew t -distribution is obtained through a multivariate integral, using representation of skew t -distribution by a mixture of multivariate skew -normal distribution with the covariance matrix, depending on the parameter, distributed according to the inverse -gamma distribution. Next, the MCMC procedure is constructed for recurrent estimation of skew t -distribution, following the maximum likelihood method, where the Monte -Carlo sample size is regulated to ensure the convergence and to decrease the total amount of Monte -Carlo trials, required for estimation. The confidence intervals of Monte -Carlo estimators are introduced because of their asymptotic normality. The termination rule is also implemented by testing statistical hypotheses on an insignificant change of estimates in two steps of the procedure.
INTRODUCTION
Stochastic optimization plays an increasing role in modeling and statistical analysis of complex systems. Conceptually, detection of structures in real -life data is often formulated in the framework of combinatorial or continuous optimization by using the following stochastic techniques: Monte -Carlo Markov chains, Metropolis -Hastings algorithm, stochastic approximation, etc. (Rubinstein and Kroese, 2007; Spall, 2003) . In the present paper the maximum likelihood approach for estimating the parameters of the multivariate skew t -distribution is developed, using the adaptive Monte -Carlo Markov chain approach. Multivariate skew tdistribution is often applied in the analysis of parametric classes of distributions that exhibit various shapes of skewness and kurtosis (Azzalini and Genton, 2008; Cabral, Bolfarine and Pereira, 2008) . In general, the skew t -distribution is represented by a multivariate skew -normal distribution with the covariance matrix, depending on the parameter, distributed according to the inverse -gamma distribution. According to this representation, the density of skew t -distribution as well as the likelihood function are expressed through multivariate integrals that are convenient to be estimated numerically by Monte -Carlo simulation.
Denote the skew t -variable by
. In general, a multivariate skew t -distribution defines a random vector X that is distributed as a multivariate Gaussian vector:
where the vector of mean a , in its turn, is distributed as a multivariate Gaussian ( )
is the dimension, and the random variable t follows from the Gamma distribution:
By definition, d -dimensional skew tdistributed variable X has the density:
This distribution is often considered in the statistical literature, where it is applied in financial forecasting (Azzalini and Capitanio, 2003; Azzalini and Genton, 2008; Kim and Mallick, 2003; Panagiotelis and Smith, 2008) .
THE MAXIMUM LIKELIHOOD ESTIMATION OF MULTIVARIATE SKEW T -DISTRIBUTION
Let a matrix of observations be given 
The optimality conditions in this problem are derived by taking and setting the first derivatives with respect to parameters to be estimated equal to zero. Then the maximum likelihood estimates (MLE)
of parameters of multivariate skew t -distribution (3) are found by solving the equations, obtained in this way, subject to
Derivatives of the likelihood function are expressed through derivatives of the density function. By virtue of the Euler's formula the skew tdistribution density is as follows:
After differentiation of this expression and using the Euler's formula again, we have:
Let us introduce the conditional density:
It is easy to see that MLE satisfy the following equations:
where
and conditional expectation is taken for
MONTE -CARLO MARKOV CHAIN
Now it is convenient to calculate the estimates of parameters by an iterative stochastic optimization method, starting from some initial values. Let us consider the application of the MonteCarlo Markov chain to implement the method proposed. Say, random variables and vectors are generated: where the Monte -Carlo estimators are as follows:
Next, the estimate of the log -likelihood function (4) is obtained using the Monte -Carlo estimate (19):
The 95% confidence interval of the estimate of the log -likelihood function might also be estimated by the Monte -Carlo method:
As it follows from equations derived (15) - (18), the Monte -Carlo chain can be terminated at the th k step, if difference between estimates of two current steps differs insignificantly:
and, besides, Monte -Carlo estimates are presented with an admissible confidence interval. Note, since estimators (19) -(26) are averages of a large number of identically distributed random variables, their distribution is approximated, using CLT. Hence, the statistical criteria about the equality of sampling mean and covariance matrices to the given vector or matrices can be used for testing termination condition (29). It is more convenient to test hypothesis
, using the test for comparison of means from two populations with the same variance. Thus, the hypothesis on the termination condition is rejected, if Note that there is no great necessity to estimate the likelihood function with a high accuracy on starting the optimization, because then it is enough to evaluate only an approximate direction, leading to its maximum. The next rule of sample size regulation is implemented; in order large samples would be taken only at the moment of making the decision on termination of the Monte -Carlo Markov chain:
where β is the significance level (Sakalauskas, 2000) .
NUMERICAL EXAMPLE
The random has been simulated to explore the approach developed. The above computational scheme has been used satisfactorily in numerical work with the following model data: The Monte -Carlo Markov chain of 100 estimators (15) - (29) has been computed with the following initial data:
The changes of the log -likelihood function estimate (27), termination statistics (30), sample size (31) and the length of the confidence interval (28) are depicted in Figures 1 -4 . As we see in Figure 1 , the log -likelihood function is decreasing until the zone of possible solution is achieved. Correspondingly, the termination criteria in Figure 2 are decreasing too, until the critical value of termination is achieved. The sample size in Figure 3 is changed so that it was small starting the chain and increased in the zone of possible solution. To avoid very small or very large sample sizes, the following limits were applied: The maximum likelihood estimates (11) -(14), obtained from this sample by means of the subroutine Minimize () of MathCAD, are as follows:
