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Resumen
Se estudia el proceso estocástico formado en base a la solución de una ecuación de
evolución estocástica. Se presenta el teorema de la existencia de una medida invari-
ante en el espacio de Banach de valores de las variables aleatorias, según se cumplan
un conjunto de hipótesis en el proceso estocástico mencionado. El problema de valor
inicial y frontera de la ecuación de la placa de Von Karman con término aleatorio de
"Movimiento Broumiano" es un ejemplo donde se construye una medida invariante.
Palabras Clave: Movimiento Browniano, medida invariante, ecuación de Von Kar-
man estocástica.
Abstract
We study the stochastic process shaped with the solution of a stochastic evolution
equation. We prove the theorem of the existence of a invariant measure in the Banach
space of the values of the random variables, satisfying suitables hypothesis in the men-
tioned stochastic process. The initial-boundary value problem for the von Karman plate
with random term of Brownian motion is a model where to build a invariant measure.
Keywords: Brownian motion, measure invariant, equation the Von Karman siochas-
tic.
1. Introducción
Estudiaremos la existencia de una medida invariante para una cierta clase de ecuaciones
de evolución estocásticas, y especificamente para la ecuación de Von Karman de la placa.
Las ecuaciones diferenciales determinísticas han sido estudiadas durante los últimos sig-
los, sin embargo los efectos aleatorios están presentes en cada caso real, esto conduce a las
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ecuaciones diferenciales estocásticas, es decir ecuaciones diferenciales con procesos estocas-
ticos y que nos proporcionan métodos para desarrollar modelos más cercanos a la realidad.
Si se prueba la existencia de una medida invariante en un cierto problema y la condi-
ción inicial tiene distribución de probabilidad igual a una medida invariante, entonces la
distribución de probabilidad de la solución es invariante en el tiempo.
2. Definiciones Preliminares
Definición 2.1 Sea (D,U, P) un espacio de probabilidad, es decir D es un conjunto de
eventos elementales, U es una (J- algebra de subconjuntos de D, y P : U -----+ [0,1] es una
medida de probabilidad.
Un proceso estocástico es una colección parametrizada de variables aleatorias {X (t) / t E I}
definidas en el mismo espacio de probabilidad (D,U, P), tomando valores en ]Rn.
Definición 2.2 Una filtración es una familia creciente de (J- algebras de subconjuntos de
D, {Fs : s E I} con Fs e Ft, s ~ t.
Definición 2.3 Un proceso {X (t) : t ~ O}, se dice adaptado a la filtración Ft si X (t) es
Ft- medible para todo t ~ O. (X (t) es Ft - adaptado) .
Si X (-) es un proceso estocástico, para cada t fijo, tenemos la variable aleatoria
W t----t X (t,w), w E D
Por otro lado, para cada w E D fijo tenemos una trayectoria.
t f----t X (t, w), t E I
Definición 2.4 Dado un espacio de probabilidad (D,U, P) diremos que el proceso (B (t))t>o
a valores en ]Rn es un movimiento Browniano estándar respecto de la filtración (Ft\>o sobre
el espacio o. si es F¡ - adaptado y satisface: -
i) casi todas las trayectorias son continuas, es decir existe no e o. con P (no) = 1 tal
que para todo w E no
t t----t B (t,w)
es continua.
ii) (B (t))t>o tiene incremento con distribución normal: 'in E N y to < tI·.· < t; las
variables aleatorias B (tI) - B (to) , ...B (tn) - B (tn-I) son independientes con
iii) B (O) = O.
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Observamos que como B (t) - B (s) es independiente de la a-alqebra :Fs, entonces
E [B (t) :Fsl = B (s) ;
en efecto,
E [B (t) :Fsl E [(B (t) - B (s)) + B (s) I :FsJ
E [B (t) - B (s) I :FsJ + E [B (s) I :FsJ
E[B(t) -B(s)] +B(s)
B (s)
Dado un proceso X, consideramos la evolución del mismo hasta un cierto tiempo aleatorio
(tiempo de parada). Es importante observar que la decisión de parar, debe depender sólo de
la información disponible hasta ese momento y no del futuro. O equivalemente si T : D - .IR+
es el tiempo de parada, el proceso y (t) := X (t 1\ T) debe ser un nuevo proceso Ft-adapatado.
Definición 2.5 Una variable aleatoria T : D - .IRse dice tiempo de parada si {T :::;t}; es
decir {LJ E D / T (LJ) :::; t} es Fi-moiible para todo t ~ O"
A continuación el siguiente teorema menciona algunas propiedades del movimiento Brow-
niano. Cuya demostración se puede encontrar en [4])
Teorema 2.1 Sea B (.) un movimiento Browniano unidimensional definido en (D,U,JP»,
entonces:
1. Regularidad.Para todo O< 1 < !existe un conjunto Do, P (Do) = 1 tal que para todo
LJ E Do y para todo T> O la función B (·,LJ) es uniformemente Holder 1 en [O, T].
2. No diferenciabilidad Para todo !< 1 :::;1 Y casi todo w E D la función B (-, LJ) no
es Holder 1 en ningún punto. En particular para casi todo w E D la función B(·,w),
no es derivable en ningún punto y no es de variación acotada en ningún intervalo.
3. Variación Cuadrática. Sea O:::;a < b supongamos que
son particiones de [a, b] tales que jPnl_ O cuando n=r cc. Entonces
mn-l
L [B (t~+1) - B (tk)]2 ~ b - a
k=O
4. Rescale. Los procesos ~B (a2t) y tB (t) son movimientos Brownianos.
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3. Existencia de medida invariante
Sea {n, .1', Ft,P} una base estocástica, es decir P es una medida de probabilidad sobre
el rr-algebra F, {Ft} es una filtración continua sobre .1' , n es un conjunto de eventos
elementales. E (-) denota la esperanza con respecto a P; supongamos que X (t, s; z), O :s; t :s;
s < 00 es una ruta, solución única de una cierta ecuación de evolución estocástica tal que
X (s, s; z) = z En [5] se plantean las siguientes hipótesis a partir de las cuales se probará la
existencia de una medida invariante para algunas ecuaciones de evolución estocásticas.
(I) Sea 3 un espacio de Banach separable.
X(·,SjZ) : jR+ --t ~
t ~ X(t,s,z)
es un proceso continuo y adaptado a {Ft}t?:s para todo z E 3.
Definimos la función
P(s,z,t,f)=P(X(t,s,z)Ef), VfEB(S) O:S;s:S;t<oo, ZES,
donde B (S) es a--algebra de Borel de S. Asumimos:
(II) P (.,'j"') es una función de probabilidad de transición homogénea en el tiempo, es
decir satisface:
i) P (s, z; t,') es una medida de probabilidad sobre {S, B (S)} para todo Z E S Y
O:S;s<t<oo.
ii) P (s, z; t, I') es B (3) -medible para todo O:::;s < t < 00 y I' E B (3)
iii) para todo O :s; s < t < e < 00 y I' E B (S)
p(s,z;e,f) = lp(S,z;t,dy)p(t,y;e,n,
iv) P (s, 'j t,') = P (s + li,»; t + h,') para todo O :s; s < t < 00 y h > O
(I 1I) Existe un z E S tal que
E (IIX (t, O;z)112J :::;M para todo t 2 O
y para alguna constante positiva M.
(IV) Existe un espacio de Banach Y tal que S e Y, la inmersión 3 -e+ Y es continua, y
cada bola cerrada de radio finito en 3 es un subconjuto compacto de Y. Además para
cada función continua acotada 'lj; sobre S, existe una sucesión de funciones continuas
{¡hH(~=l sobre Y tal que 'lj;k es uniformemente acotada en k y
Lim'lj;k (y) = 'lj; (y) para cada y E S
k->oo
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(V) Para cada O~ t < (X) fijo, y cada bola cerrada fija S de radio finito en 3, si {Zn} ~=1 es
una sucesión en S tal que
Zn -+ Z en Y
entonces
E (cjJ(X (t, O; Zn))) -r+ E (cjJ(X (t, O; z)))
para cada función continua acotada cP sobre Y.
Teorema 3.1. Bajo las hipotesis (1) - (V) existe una medida invariante para el proceso
X (.), es decir, existe una medida de probabilidad J-tsobre 3 tal que
l E (1jJ(X (t,O;y)))J-t(dy) = l1jJ(y)p,(dY) (3.1)
para todo t 2: O Y para cada función continua acotada 1jJsobre 3
Prueba.
Elegimos Z E:::: y definimos la medida p,y; para todo T >. O por
1 ¡r
J-tr(r) = T Jo P(X(t,O;z) E r)dt (3.2)
y para cada r E B (3).
De la hipótesis (1) :
Para cada función continua y acotada cjJsobre S, E(cjJ(X(t,O;z))) es continua en t. Sea
r e S, r cerrado. Entonces existe una sucesión de funciones continuas acotadas no negativas
{cjJk}:l sobre E decrecientes tal que cPk(y) -+ Xr (y) cuando k -+ 00, Vy E 3.
De donde
E (cPk (X (t, O; z))) -+ E (Xr (X (t, O; z)))
con k -+ (X) Vt 2: O.
Aquí R (X (" O; z) E I') es B ([O, 00]) +medíble.
Sea
S = {I' e S / P (X (" O;z) E I') es un B ([O,00]) - medible}
S incluye todos los subconjuntos cerrados de 3 y además B (S) e S.
Procedemos a definir
[ir (I') = J-tr (I' n S) (3.3)
para cada r E B (Y).
Como la inmersión S -+ Y es continua rnS es un subconjunto de Borel de 3, vr E B (Y).
[ir es bien definida y es una medida de probabilidad sobre {Y, B (Y)} .
Por la hipótesis (111) : Vé > O, :3ré > Otal que
P (IIX (t, O;z)ll=: ~ Té) > 1 - e, Vt 2: O (3.4)
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De la hipótesis (IV) : Como Sy, = {y E S / Ilyll3::::; re} es compacto de Y, existe una
sucesión {Jún }OOk_l y una medida de probabilidad ¡J, sobre {Y, B (Y)} tal que LímTk = 00 y
k - k -voc
Ir cjJ (y) ¡J,T
k
(dy) ~ h cjJ (y) ¡J, (dy) cuando k ~ 00 (3.5)
para cada función continua y acotada cjJ sobre Y.
Como Sr, es un subconjunto cerrado de Y, entonces
Como E > ° es arbitrario y cada subconjunto de Borel de :=: es también subconjunto de
Borel de Y, ¡J, (3) = 1, Y la restricción de ¡J, a B (S), denotado como /-L es una medida de
probabilidad sobre {3, B (3)}. Esta es la medida sobre S que verifica la ecuación (3.1) del
enunciado del teorema.
Elegimos una función <p: Y ~ lR continua y acotada. Dado E > ° :Jr > ° tal que
Fijamos t > ° y sea
f (y) = E(<p (X (t, O; y))) = 1s p (O, y: t, dw) cjJ (w) .
Por la hipótesis (V), f (y) es continua sobre Sr, cQn respecto a la norma de Y. Como Sr
es un subconjunto cerrado de Y, podemos extender fa! de Y con la misma cota tal que
f (y) = f (y); V Y E Sr'
Tenemos que:
[-Sr f (y) ¡J,Tk (dy)
+ 1r ¡J,Tk (dy) 1s P (O, y : t, dw) <p(w) (3.6)
luego
11r¡J,Tk (dy) 1s P(O,y: t,dw)<p(w)
- h¡J,TIo (dy) 1s P(O,y: t,dw) <p(w) < MEI
donde M > ° tal que IcjJ (y)1 ::::;M, Vy E Y.
(3.7)
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f~r:;,I;k ¡Tk+t (1P (O,z : r¡, dy) cP(y)) dr¡ - 1f-tTk (dy) cP(y) I = o, (3.9)
1 f-tTk (dy) cP(y) = ir f¡,Tk (dy) cP~y)
fi!:;, ir f¡,Tk (dy) cP(y) = Ir f¡,(dy) cP(y) = h f-t (dy) cP(y)
k
Lím { J (y) h
k
(dy) = ( J (y) f¡, (dy), (3.10)
->oo}y }y
l[f(y)f¡,(dY) - lsr f(y)¡L(dY)1 < ME: (3.11)
lsr f (y) ¡L(dy) = lsr ¡L(dy)E(cP(X (t,O;y))) (3.12)
Ilsrf-t(dY)E(cP(X(t,O;y))) - hf-t (dy) E (cP(X (t,O;y)))1 < ME: (3.13)
Se sigue de (3,13) y (3,6) que:
Luego
Ihf-t(dY)E(cP(X(t,O;y))) - 1¡L (dy) cP(y)! < 4ME:.
Como € > ° es arbitrario, tenemos
1 f-t (dy) E (cP(X (t, O; y)) = h ¡L(dy) cP(y)
para toda función continua acotada cPsobre T, para cada t > O.Elegimos cualquier función
continua acotada 7/J sobre 2: y sea {7/Jk}~l una sucesión en la hipótesis (IV).
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Entonces, para cada k 2: 1, tenemos
h J-t (dy) E (1j;k (X (t, O; y))) = h J-t (dy) 1j;dy)
haciendo tender k -t 00, tenemos
~ u (dy) E (1j; (X (t, O; y))) = ~ J-t (dy) 1j; (y)
esto completa la prueba. _
El resultado de este teorema, se aplica a cierta clase de ecuaciones de evolución estocásti-
cas, en particular a la ecuación de la placa de Von Karman estocástica, también se aplica
a la ecuación de la onda en dimensión uno con una condición de frontera en términos del
movimiento Browniano. (Ver [6]).
En lo que sigue se estudia la ecuación de la placa de Von Karman, como un típico ejemplo
donde se contruye una medida invariante.
4. La Ecuación de Von Karman Estocástica
Consideremos el problema de valor inicial y frontera para la ecuación de la placa de Von
Karman con término estocástico.
Utt + ~2U - [u, v]
~2V + [u, u]
dEgdi en (O,T) x G
° en (O, T) x G
(4.1)
(4.2)
u ~~ = 0, v = ~~= ° sobre [O,T] x 8G
Uo (x), Ut = Ul (x), en t = °
(4.3)
(4.4)u
donde 9 E L2 (G), G es un dominio acotado en IR2 con frontera regular 8G, !J.2 es el operador
biarmónico, B es un movimiento Browniano que es un. proceso estocástico, y el corchete es
definido por
Observación 4.1. Consideremos una base ortonormal completa {<Pk}~l para L2 (G) donde
cada <Pk es una autofunción de
"Ak<Pk en G
8<Pk= ° sobre 8G
8r¡
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Definimos el operador 9 sobre H-2 (G) por
00 1 00
9h = L >:ak<Pk para h =L ak<Pk E H-2 (G).
~1 k k=l
Se tiene que 9 es la inversa de ~2 con las condiciones de frontera
<P= a<p = O sobre aG.
ar¡
Se tiene que para todo l, 9 E L2 (G) :
1(1, gg)1 < IlfIIH-2(G) IlgIIH-2(G)
(1, gg) Ilfll~-2(G) ,
y
..
4.1. Teorema de Existencia de la Ecuación de Von Karman es-
tocástica
Tenemos que B es un movimento Browniano sobre la base estocástica {O,F,Ft,P} donde
P es una medida sobre el o-algebra F, {Ft} es una filtración continua por la derecha sobre
F. E (.) denota la esperanza con respecto a P. Cuando V es un espacio de Banach B (V)
denota el conjunto de todos los subconjuntos de Borel de V y una función h : O -t V se dice
F- medible si h-1 (O) E F, VO E B (V). Para 1 :s; p < 00, LP (O; V) denota el conjunto de
todas la funciones h :O -t V medible fuertemente respecto a F tal que
in Ilhll~dP < 00 (4.5),
Teorema 4.1 Para todo t > O Y (uo, Ul) E H5 (G) x L2 (O), existe una única solución u de
(4,1) - (4,4) tal que (u,Ut) es adaptado a {Ft} Y
(u, ud E L2 (O; e [O, T]; H5 (G) x L2 (G)) (4.6)
aquí u satisface (4.1) en el sentido siguiente:
Para casi todo W E n vale que:
(4.7)
para todo 'Ij; E H5 (G), o :s; t. < t2 :s; T Y 9 es el inverso del operador ~ 2.
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Prueba. Ver [5].
Para la prueba de este teorema se usan resultados previos de [1], [2], [3J •
Observación 4.2. Cada (u, Ut) es adaptado a {Ft}. Podemos deducir que:
para alguna constante ko, para todo T > O donde v = 9 [u, uJ. (Ver [5])
Para la prueba de unicidad de la solución suponemos que (u, iít) es otra solución de
(4,1) - (4,4) en L2(D;C([O,T];HJ(G) x L2(G))).
Entonces u - u satisface
Utt - Utt + ~2 (u - u) + [u, 9 [u, u]]- [u, 9 [u, u]] = °
para casi todo w E O. Como (u, Ut) y (u, Ut) pertenecen a
C ([0, T]; H6 (G) x L2 (G))
para casi todo w, podemos aplicar el mismo argumento como el caso determinístico para
concluir que u = u para casi todo w E O.
Fijamos A tal que ° < A < mín (1, Al) donde Al es el primer autovalor en la observación
4.1.
Definimos
Q (t) = IIUt (t) 1I~2(G)+ lI~u (t) 11~2(G)+ II~v (t) 1I~2(G)+ A (Ut (t) , u (t))
entonces E (Q (t)) ~ CM para alguna constante CM· Ver [5]. De aquí se deduce que
E (IIX (t, O; z) IIH2(G)XL2(G») ~ M, Yt ~ O
y para alguna constante M > O.
Tomamos cualquier s > O como el tiempo inicial y ( = ((0' (1) como el valor inicial para
el problema de Cauchy ( 4.1 ) - ( 4.4 ) con valores de ( en HJ (G) x L2 (G) YFs-medible tal
que
( E L2 (O; H6 (G) x L2 (G)) Y 9 [(o, (o] E L2 (O; H5 (G)) .
Escribimos X (t, s; () = (u (t), u¿ (t)) donde u es la solución de ( 4.1) - ( 4.3) para t ~ s
satisfaciendo (u (s) , Ut (s)) = (.
Entonces para T > s
X (" s; () E L2 (O; C ([s, T]; H6 (G) x L2 (G))) ,
es decir l11X(" s; ()II~(ls,Tl;H6(G)XL2(G») dP < 00
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entonces
r máx IIX (t, s; ()11~2(G)XL2(G)dP < 00lo. sg~T o
Por otra parte para
° < s < t, z E H5 (G) x L 2 (G)
Y I' E B (H5 (G) x L 2 (G)) ,
definimos
P(s,z;t,r) = P(X(t,s;z) E I')
Lema 4.1 Elegimos cualquier función continua acotada
entonces
E('I/J(X(t,s;z))) = r P(s,z;t,dy)'I/J(y)
1H5(G)xL2(G).
es continua en z E H5 (G) x L2 (G).
Prueba. Ver [5] •
Observación 4.3. Sea 2=HJ (G) x L2 (G), el lema anterior implica P (s,·; t, I') es B (2)-
medible para ° :::;s < t < 00 y I' E B (2) .
Lema 4.2 X (-) tiene la propiedad de Marko», y la función de transición probabilística es
homogénea en el tiempo.
Prueba. Ver [5] •
Lema 4.3 Sea SL = {Y E HJ (G) X L2 (G) / IlyIIHÓ(G)XL2(G):::; L}, y sea {Zn} una suce-'
sión en SL tal que Zn ---t Z en HJ (G) x H-1 (G). Si <jJes cualquier función continua acotada
en HJ (G) x H-l (G), entonces para todot > °
E (<jJ(X(t,O,zn))) ---t E(<jJ(X(t,O;z)))
Prueba. Ver [5]. •
Lema 4.4 Sea 'I/J una función continua acotada sobre . Entonces existe una sucesión {'l/Jk}
de funciones continuas sobre HÓ (G) x H-1 (G) acotadas uniformemente en k y además
'l/Jk (y) ---t 'I/J(y) cuando k ---t 00
para cada y E HJ (G) X L2 (G).
Prueba. Ver [5] •
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Teorema 4.2 Existe una medida invariante sobre H5 (G) x L2 (G) para el problema ( 4.1 )
- ( 4.4 ).
Prueba.
En efecto: Sea S = Hg (G) X L2 (G) y Y = HJ (G) X H-1 (G) . Se tiene que Y es un espacio
de Banach y que S e Y y además la inmersión :=: ~ Y es continua. Las hipótesis (I) - (V)
de la sección 3 se cumple por los lemas anteriores con lo cual se prueba este teorema .
•
Observación 4.4 . Algunos resultados generales sobre medidas invariantes en ecuaciones
de evolución estocásticas son presentadas en [1] y [2] , las cuales pueden cubrir una amplia
clase de ecuaciones de evolución incluyendo la ecuación de onda.
En [6] tenemos el problema de la ecuación de onda unidimensional con condición aleatoria
en la frontera:
Utt auxx - Inu, a> 0, b > ° (x, t) E (O, L) x (O, T)
dB
di' u (L, t) = ° t E (O, T)






donde B es un "movimiento Browniano".
Se considera el operador A = - ;:2 en L2 (O, L), con dominio
D (A) = {<p E H2 (O, L) / spx (O) = O, sp (L) = °}
y sean Pk}~l , {<Pk}~l sucesiones de todos los autovalores y las correspondientes autofun-
ciones normalizadas para (A, D (A»
ie.
se define para e E IR.
el cual es un espacio de Hilbert con un obvio producto interno. En [6] se prueba que existe
una medida invariante para ( 4.8) ,( 4.10 ) sobre
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5. Conclusión
Dado el problema de valor inicial y frontera para la ecuación de la placa de Von-Karman,
como es formulado en (4.1 ) - (4.4 ) j si u es la solución respectiva, y definimos el proceso
estocástico X (t, s; () = (u, Ut), se puede construir una medida invariante u en el espacio
H6 (G) x L2 (G) tal que se verifica la ecuación (3.1) del teorema 3.1. Con una medida in-
variante, si la distribución de la condición inicial tiene distribución de probabilidad igual a
una medida invariante, entonces la distribución de probabilidad de la solución es invariante
en el tiempo.
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