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本論文では p次元空間にある大きさ nの標本を m個のクラスターに分割する問題を考
える。









































































2. 最小体積楕円体推定量を用いる方法 (Jolion et al.[5]参照)
3. 最適解と思われるクラスター数より少し多い数のクラスター分割から始めて、近いク
ラスター同士を併合したり、外れ値などの不要なクラスターを抹消することにより、
適当な数のクラスターを決定する方法 (Krishnapuram and Freg[8]参照)
4. x-means法と呼ばれ、最初にある十分小さい数のクラスターにk-means法で分類した
後、各クラスターに対して同様に k-means法による 2分割を、その分割が適当でな








































D(F (j)i , cj)
ξij = D(ci, cj)





















(x− μi)tV −1i (x− μi)
]
と仮定すると、
BIC = −2 logL(θˆi;xi ∈ Ci) + q logni
ここで、θˆi=[μˆi,Vˆi]は、p変量正規分布の最尤推定値とする。μiは p次の平均値ベクトル、
Viは p× pの分散共分散行列である。qはパラメータ空間の次元数で、Viの共分散を無視す
れば（0とおくことが可能ならば）q=2pである。共分散を無視しなければ q = p(p + 3)/2
である。Lは尤度関数で L(·) =∏ f(·)である。
2分割したモデルにおける BIC′は以下のようになる。







が存在するので、パラメータ空間の次元は q′ = 2× 2p = 4pとなる。共分散を無視しなけ









める。その方法は、大きさ nの標本に対してクラスターを生成するための基準値αが n− 1
個あるのを利用する。ここでは基準に距離のみを考えるのですべてが一つになる距離 α1か
ら降順に αn−1までの基準値がある。この αの分布の平均と標準偏差を計算することによっ
て、有意な αを導くことでクラスター数を決定する方法である。停止規則は、j = 1から始
めて条件
αj ≤ α¯ + ksα











α′ = Φ−1(Fp(α/sα · p))


















タの平均はそれぞれ (0,0),(1.5,0),(3,0)、分散は (1,1)、相関係数は 0.5である。








図 1: パターン 1













図 2: パターン 2
8.1.3 パターン 3




















図 3: パターン 3
　

























































パターン 1において、分散を 0.5から 2まで変化させた時の、JD法と Tail法の当てはま






























パターン 2において、相関を 0から 1まで変化させた時の、JD法と Tail法の結果は図 6
のようになった。データ数は 100× 3個、分散 1で固定する。相関 0.5以上は人の目でみ
て 3群と認識できるようなデータとなっている。

































パターン 4、正規分布に従う 5群からなるデータにおいて、分散を 0.5から 2、相関を 0か
ら 1まで変化させた時の、JD法と Tail法の結果は図 7のようになった。データ数は 50×
5、分散を変化させる時は相関を 0で固定し、相関を変化させる時は分散を 1で固定した。



















図 7: パターン 4で分散を変化させた時
分散を変化させた場合、3群の時とほぼ同じような結果が出た。違うのは、3群の時に飛
びぬけて良かったカイ 2乗分布を用いた Tailの最長距離法が 5群だと少し正解率が全体的
に下がってしまった所である。
相関を変化させた時も、分散を変化させた時の結果と、順位的にはほとんど似たものに
























図 8: パターン 3(t分布)で平均の距離を
動かした時










乱数データの各群の平均間の距離 muが 3の時の t分布に従うデータは図 9のようにな
る。自由度は 5とした。人の目でみて、ギリギリ 3群と判断できるかというレベルのデー
タである。図 8によると、JDと Tailの最長距離法は、mu = 5での、はっきりと 3群に分
かれている場合でも結果は良くなかった。カイ 2乗分布を用いたTailの最長距離法、ward

























図 10: パターン 3(対数正規分布)で標準
偏差を変化させた時









図 11: 対数正規分布:標準偏差 1.2の時


















パターン 1において、分散 1、相関 0でデータ数 50× 3の時とデータ数 100× 3の時、
kを変化させる。




次に、5群のデータについて k変化時の動きをみてみる。パターン 4において、分散 1、





数が 50個なので、5群のシミュレーションをする時は、k = 3を用いた。















図 12: 3群:データ数 50× 3の時






























































の精度が上がるだろう。今回私の行ったシミュレーションでは、一環して k = 3と k = 4.5
を用いたが、最長距離法か ward法かでも、最適な kの値が変わってくる。各群のデータ数
が 30から 50前後の場合、k = 3程度がちょうどよく、各群のデータ数が 100前後になる
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