Abstract. A natural problem in scheduling theory is to provide good average quality of service to a stream of jobs that arrive over time. In this paper we consider the problem of scheduling n jobs that are released over time in order to minimize the average completion time of the set of jobs. In contrast to the problem of minimizing average completion time when all jobs are available at time 0, all the problems that we consider are AfT~-hard, and essentially nothing was known about constructing good approximations in polynomial time. We give the first constant-factor approximation algorithms for several variants of the single and parallel machine model. Many of the algorithms are based on interesting algorithmic and structural relationships between preemptive and nonpreemptive schedules and linear programming relaxations of both. Ma~y of the algorithms generalize to the minimization of average weighted completion time as well.
Introduction
Two characteristics of many real-world scheduling problems are (1) tasks arrive over time and (2) the goal is to optimize some function of average performance or satisfaction. In this paper we study several scheduling models that include both of these characteristics; in particular we study minimizing the average (weighted) completion time of a set of jobs with release dates. In most of these models polynomial-time algorithms were known to minimize average completion time when all jobs are available at time 0; the introduction of release dates makes these problems A/P-hard and little was known about approximation algorithms.
We give the first constant-factor approximation algorithms for the minimization of average completion time in these models. Our performance bounds come Pij, the processing time of job Jj on machine M/, is defined to be Pij = pj/sij and thus depends on both the machine and the job [8] . Throughout this paper, unless specified otherwise, all jobs have release dates. We give algorithms for both preemptive and nonpreemptive scheduling. In nonpreemptive scheduling, once a job begins running on a machine, it must run uninterruptedly to completion, while in preemptive scheduling, a job that is running can be preempted and continued later on any machine. At any time a job may run on at most one machine.
Let Cj s denote the completion time of job Jj in schedule S. We will often drop the superscript when it is clear to which schedule we refer. Our basic optimization criterion is the average completion time of a set of jobs, 1 At times we will associate with Jj a weight wj and seek to minimize the average 1 weighted completion time, ~ ~'~j wj Cj. These optimality criteria are fundamental in scheduling theory and accordingly have received much attention, e.g. [2, 3, 5, 6, 7, 9, 10, 11, 13] .
We distinguish between off-line and on-line algorithms. In an off-line algorithm, all the input data associated with jobs (rj and pj) is known in advance. In an on-line algorithm, nothing is known about a job Jj until time rj, (at which point pj is specified as well). The scheduling algorithm must decide what job (if any) to be scheduling at time t with no knowledge of what jobs will arrive in the future. In this paper, unless explicitly stated otherwise, all algorithms are off-line.
A p-approximation algorithm produces, in polynomial time, a schedule whose value is guaranteed to be at most p times the minimum possible value.
New Results: We first focus on nonpreemptiveIy scheduling jobs on one machine to minimize average completion time. This problem is AfT)-hard [9] . We give a simple 2-approximation algorithm which transforms the optimum preemptive schedule for the problem, which can be found in polynomial time [1] .
