Audio description (AD) is an access service providing an auditory translation of visual content, primarily aimed at those who are blind and visually impaired. The provision of audio descriptions is uneven across types of content, platforms and countries where the content is delivered (ADLAB, 2012) . Whilst in certain countries audio description is still an emerging access service, in others audio description provision is rapidly increasing due to higher awareness and regulation.
However, there is still a lot of content that is not audio described, a situation which is especially striking in user-generated content on social media. Software and technology systems to facilitate what could be called "fan audio descriptions" have been put forward (see, for instance, YouDescribe (youdescribe.org), MAGpie (ncam.wgbh.org/invent_build/web_multimedia/tools-guidelines/ magpie) or LiveDescribe (imdc.ca/ourprojects/livedescribe)). But the number of amateur audio descriptions in social media is still relatively low.
It is often said that creating an AD is costly because it takes a lot of time and human effort. Departing from the DTV4ALL report (2009), one could say that two typical workflows are to be found in the process of creating AD: a. Scenario 1: the describer is in charge of creating and voicing the AD, and there is usually another professional carrying out a quality control check. b. Scenario 2: the describer (often working in teams involving a blind professional) creates an AD script and afterwards a voice talent records it.
In both scenarios ADs are generally created in only one language, for a certain audience that understands that language. In order to speed up the process of AD, reduce associated costs and offer wider availability, some solutions have been put forward: human translation has been one of the suggested alternatives to the process of creating audio descriptions (Matamala, 2006; Jankowska 2015) and text-to-speech systems have been researched as alternatives to human voicing (Szarkowska, 2011; Fernández-Torné & Matamala, forthcoming) .
In this changing scenario, the Spanish-funded project ALST (Technologies for sensorial and linguistic accessibility) aims to research whether additional semi-automatic components could be added to the process of creating an AD. ALST imagines a scenario in which an oral input into language A would travel along a semi-automatized workflow and finally be delivered orally into language B, as shown in Figure 1 . This workflow would include three key technological components: a speech transcription process preceded by a speaker diarization and a speaker segmentation process, as discussed in this paper (step 1). A machine translation (MT) component, in which a draft translation would be generated by an engine and would be revised by a human post-editor (step 2). And a speech synthesis component, in which a text-to-speech system would be voicing the AD translation (step 3). This workflow is defined as semi-automatic, our belief being that a post-editing or revision of the automatic outputs in steps 1 and 2 would generally be needed to reach high quality standards. Especially when taking into account the wide variability of acoustic conditions and language variation found in audio descriptions. This semi-automatic process could have an impact in traditional workflows but could also be relevant in user-generated content and social media, where collaborative approaches supported by technology are usually welcome and quality expectations are different to a certain extent. It would be worth researching whether in these latter scenarios the process could be fully automatized and the human component included above (revision of speech recognition output and post-editing of machine translation output) could be removed.
With this framework in mind, the article begins by summarizing research in the field of AD that has tried to incorporate technological contents mainly in the process of creation but also, tangentially, in the process of delivering the AD. The second section describes the specific experiment that was developed to automatically transcribe an AD from a video content, and the experimental results. This is the focus of the article, and its aim is, on the one hand, to describe a technical process which semi-automatically extracts the AD track and generates a transcription, and, on the other, to describe preliminary testing results obtained with available data and technologies. Therefore, to present a fully operational system is not the aim of this article. Although one could argue that scripts could be obtained more easily from their authors or copyright owners, our research wanted to consider a scenario in which these transcripts are not easily available. This may be especially relevant in the era of social media and shared user-generated video content.
Technology in audio description
Two prototypical AD workflows have been described in the introduction above. The only technological component used for the creation of AD in these traditional scenarios is dedicated AD software such as Swift Adept (www.grassvalley.com/products/ swift_adept) or Anglatècnic Fingertext (www.anglatecnic.cat/ca-40-Audiodescripció). This software usually facilitates the creation of time-coded audio descriptions and their recording and mixing.
However, research has gone a step further by investigating the application of other technologies in the process. Text-to-speech systems were the first ones to be researched, and have already attracted the attention of the industry. Szarkowska (2011) investigated what was termed "text-to-speech audio description" (TTS AD) in a wide project carried out in Poland. The reception of TTS AD was assessed in a monolingual feature film in Polish (Szarkowska, 2011) , in a dubbed educational TV series for children (Walczak and Szarkowska, 2010) , in a foreign fiction film with voice-over (Szarkowska and Jankowska, 2012) , in a non-fiction film with audio subtitling (Macynska, 2011) , and in a dubbed feature film (DrozdzKubik, 2011) . Results show that most participants accept TTS AD, although it is not always the preferred solution.
Similarly, Kobayashi et al. (2009) describe the application of TTS AD in online videos on websites. A wide survey in which three kinds of voices were tested (human, standard TTS and prototype TTS) followed by in-depth interview sessions, both in Japan and in the US, showed that TTS AD was accepted by end-users, especially for relatively short videos and informational content.
Within the ALST project, Fernández-Torné and Matamala (forthcoming) present the results of an experiment in which 67 blind and visually impaired people assessed two synthetic voices when applied to audio description, as compared to two natural voices, also with promising results in terms of TTS AD acceptance.
In the industry, the company Swiss TXT is already planning to offer TTS AD (Caruso 2012) , while a web-based editor for transforming text into speech has been developed by Mieskes and Martínez (2011) .
Although text-to-speech has so far been the main technological component to be researched in AD, machine translation has been the focus of recent investigations, inspired by previous debates on the inclusion of human translation in the AD process. Indeed, human translation has been discussed in the literature as a possible solution to speed-up the process of AD creation with opposing views: whilst Matamala (2006) , Bourne and Jiménez (2007) and Jankowska (2015) defend this scenario, Hyks (2005) considers it would take longer to translate an AD script than to create one. Vallverdú, in Matamala and Orero (2009) , states that a human translation would involve transcribing the text, time-coding it and adapting it, all of which may result in a time-consuming task. A specific analysis based on two case studies is carried out by Remael and Vercauteren (2010) , who highlight specific challenges linked to AD translation while acknowledging it would be a time-saving practice. However, no empirical evidence is provided in either of the previous papers. Fernández-Torné, Matamala and Ortiz-Boix (2012) go a step further and research the application of machine translation in the AD workflow within the ALST project.
More specifically, Ortiz-Boix and Matamala (forthcoming) investigate the application of MT in the field of AD by focusing on two closely related languages (Spanish-Catalan). The analysis uses two, free online engines and relies on a human assessment based on error categorization. Results show the feasibility of applying MT to filmic audio description in closely related languages. Dealing with another language pair (English into Catalan), Fernández-Torné and Matamala (2014) describe an experiment on machine translated AD. Participants in their experiments post-edited the machine translation output of five free online engines for a 3-minute AD clip containing 14 AD units. They also assessed these units in terms of post-editing necessity, post-editing difficulty, MT adequacy and MT fluency. A final ranking task completed this human assessment, which was complemented with automatic measures such as HBLEU, PE time and HTER. Results allowed a selection of the "best" machine translation engine, which was then used in an experiment where three scenarios were compared: post-editing a machine translated audio description excerpt, translating an audio description excerpt and creating an audio description ex novo. 15 participants took part in this experiment and results in terms of temporal effort (time spent on the task), technical effort (keyboard usage) and cognitive effort (measured in terms of pause to word ratio and average pause ratio) were obtained.
Leaving aside the process of creation and briefly getting in to the field of delivery, specific systems and mobile applications have also been developed to offer easier access to AD. At Universitat Autònoma de Barcelona (UAB), Oncins et al. (2013) have developed the Universal Accessibility System (UAS), a multilanguage and multi-system mobile application used to make live events accessible. UAS is designed to offer automatic AD through TTS as well as other features. On professional environments, AudescMobile and ArtAcces are apps that provide both subtitling and audio description in a similar way. Additionally, a trial by RNIB is underway to test the delivery of audio descriptions via the MovieReading mobile app (https://www.rnib.org.uk/audiodescription-app). These apps generally identify the exact point in the film/TV programme and synch a downloaded AD track, which for the moment has been created by a human describer, but could easily incorporate text-to-speech in the future.
The speech recognition experiment: technical process
Although the ALST project is wider in scope, this paper focuses on the description of an experiment aiming to extract and transcribe the audio description from a movie soundtrack. The semi-automatization of this task could prove useful in a scenario in which no written scripts are available. As indicated previously, a written script may be required in a semi-automatic process of audio description, in which a draft audio description could be generated by a machine translation engine later revised by a human post-editor.
The movie selected for analysis was Closer (Mike Nichols, 2004), both in its original version in English and in its Catalandubbed version. The selection was due to the fact that the same movie had previously been used in complementary technological experiments in the ALST project (machine translation, text-tospeech), and a single input was preferred. The initial selection of this movie was mainly motivated by the availability of all necessary material (written time-coded transcripts and video/audio tracks) to carry out the quality assessment.
The technical process for the automatic audio description extraction and transcription contained essentially the following tasks: soundtrack extraction, speech activity detection, speaker diarization, and finally, speech-to-text transcription.
First of all, the movie soundtrack was extracted from the video file and then converted into a suitable format. More specifically, the two available audio channels (from the original stereo sound file) were mixed together into a single mono channel. Then, downsampling was carried out in order to obtain a 16 KHz, 16-bit, PCM wave file. The resulting audio file contained the sounds of the movie plus the AD mixed together.
Secondly, an audio segmentation was performed to the wave file. This process aimed to remove all non-speech content from the audio, and only keep speech content. This process is usually referred to as Speech Activity Detection (SAD) or Voice Activity Detection (VAD), and it is a very common pre-processing tool for other speech-related tasks. In this experiment, SAD was done in order to provide a speech signal as clean as possible to the next module in the processing chain. This process was carried out with the acoustic segmentation tool included in the ALIZE toolkit developed by the University of Avignon, and described in Fredouille et al. (2009) .
Thirdly, the AD units within the audio track had to be extracted. When there is prior information and available data about the describer speaking, a speaker model trained on the describer's voice could have been used to extract the AD turns by means of the technique called "speaker tracking". However, the proposed scenario of application assumes that no training data is available. In such a situation, the only option is to turn to unsupervised approaches which do not depend on training data. In this regard, the task called "speaker diarization" aims to segment a speech stream into speaker-homogeneous segments (i.e. each segment contains speech from a single speaker), assigning them a unique abstract identifier, according to the speaker identities. This process is performed without any prior information about the participating speakers or their number, thus, speaker diarization seems to meet the needs of the proposed scenario. As a result, speaker diarization was performed over the speech signal output by the SAD module. The result of this process was a text file containing information about the detected speaker-homogeneous segments. For every segment, this information comprises a speaker ID, beginning time-code, and ending time-code. The speaker diarization system used at this stage is based on the Binary Key speaker modeling (Delgado et al., 2014) .
The speaker diarization system detected a number of different speakers within the audio stream, assigning them a unique abstract identifier. The fourth step consisted of identifying the abstract ID which corresponded to the describer. Once again, this process could be done automatically through speaker recognition, but since there was no prior data, automatic speaker recognition could not be performed and, consequently, the selection had to be done manually. This was the only step that required human supervision.
After the diarization stage, some processing was applied to the obtained segments: very short segments, less than 1 second long, were discarded. Close segments with a separation smaller than 1 second were merged together. And an increase of 0.5 seconds both at the beginning and at the end was applied to all segments, in order to add a period of silence before and after the describer turns. This process was carried out as it is usually beneficial for automatic speech recognition. Finally, the resulting segments were used to split the signal into audio description units, and the rest of the speech was discarded. Each audio description unit was isolated in an individual wave file.
Finally, the resulting AD sound files were transcribed, only in its original English version, using two automatic speech recognition systems (ASR). The first system used was a large vocabulary continuous speech transcription system -tailored to achieve quality transcriptions of broadcast news audio, and trained on large amounts of broadcast news audio and text (system A). The second system was a commercial dictation system trained for single speaker dictation purposes (system B).
Experimental results
This section shows the obtained experimental results. Speaker diarization and ASR modules are evaluated separately.
As for the speaker diarization, performance was measured in terms of Diarization Error Rate (DER). DER is the most common metric to assess speaker diarization quality. DER is the sum of three different sources of error. First, the miss speech time category is the percentage of speech present in the reference that the system has not been able to detect. Second, the false alarm speech time is the percentage of speech detected by the system which is not actually labeled in the reference. Finally, the speaker error time is the percentage of time that the system has assigned to an incorrect speaker. Computing DER requires a text file containing the reference speaker turns of the movie being processed.
In this experiment, the complete speaker turns reference was not available. Only the information about the describer turns was provided. As such, an actual evaluation of speaker diarization performance cannot be performed. Instead, an alternative evaluation was performed, taking into account only the describer segments. At that point, all segments not belonging to the describer were removed from the diarization output, and DER was computed by comparing only the describer segments obtained by the diarization systems against the reference segments. Since there is only one speaker in the reference, speaker errors cannot occur, and speaker error time is equal to zero. Therefore, here DER is the sum of false alarm errors and miss speech errors. The obtained results are shown in the It can be observed that the predominant error in both tests is the miss speech time. A possible explanation for this is that with this type of audio (movie soundtrack), there is a high sound variability: speakers can talk under a wide range of acoustic conditions, such as over music, background noises, or even other voices. This variability may lead the speaker diarization system to generate more than one cluster for each speaker. When the majority cluster is manually selected as the describer cluster, audio description regions assigned to other clusters are systematically lost. With regard to top false alarm error, a greater difference is appreciated between Catalan and English tests. In the case of Catalan, only 3.9% of the time is assigned to regions where the describer is not participating. However, in the English experiment, a higher value of 9.2% is obtained.
Each type of error has a different impact on our workflow: regions classified as miss speech time are not present in the resulting audio files. Consequently, those segments corresponding to the describer will not be processed by the ASR system. On the other hand, regions of false alarm speech are included in the resulting audio, meaning that speech from other speakers will be introduced in the ASR system.
As for the automatic speech recognition results, the Word Error Rate metric was used, as it is the most extended metric to assess speech recognition performance. WER is defined as the sum of all possible errors divided by the actual number of words in the reference. These errors include insertions, deletions, and substitutions. Performance of the systems was not very high, and this is mainly due to the mismatch between the training conditions of the various systems and the employed AD test materials. As already discussed, the selected systems were intended for transcribing broadcast news or for single speaker dictation purposes and as a result achieve higher levels of performances in these domains. The English transcription system 1 reaches WER between 15-20% in broadcast news content (Álvarez et al., 2015) and the English dictation system 2 quotes accuracy rates above 90% when single speaker clean quality audios are employed. These results are stateof-the-art in the corresponding domains.
Overall, it seems that for existing ASR systems to achieve better performance on AD material, they need to be adapted to the specific acoustic and vocabulary conditions of the AD content. Acoustically, AD audio contains vocal music and/or dialogues in the background. Linguistically, each AD track uses contentspecific vocabulary. Future experiments on automatic transcription of AD tracks should take this into account in order to achieve usable transcriptions.
Conclusions and further work
Research in the field of audiovisual translation and media accessibility has traditionally focused on descriptive approaches which have later been complemented with experimental research on user reception. Technological research is relatively recent, and both fully functional proposals and experimental approaches suggesting new concepts should have a place in this new research scenario. This paper presents an instance of such research in which audiovisual translators, media access experts and engineers have cooperated towards developing and testing a new experimental workflow. Preliminary results show a low performance of the speech recognition systems which may impede a professional application of this technical process at this stage, but room for further research in this field is obvious. Using trained speech recognition systems and widening the experimental data would be the first natural extension of this investigation and would facilitate obtaining stronger results. Further research could encompass other languages, and the ultimate aim would be to integrate this first semi-automatic task with additional technical components in the chain (machine translation / text-to-speech) in order to semiautomatize the process of AD creation. Assessing the need for a human revision at various stages in the worflow would also be a relevant research topic, as well as dealing with delivery mechanisms and interoperability aspects.
Research possibilities in the field of AD and technologies are manifold, but this paper can be considered a first step in applying speech recognition and speaker diarization in the field as a new way to semi-automatize the process of AD creation.
