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ABSTRACT OF DISSERTATION 
LONGITUDINAL ANALYSIS FOR ORDINAL DATA THROUGH MULTILEVEL AND 
ITEM RESPONSE MODELING:  
APPLICATIONS TO CHILD OBSERVATION RECORD (COR) 
 
The large proportion of children from low SES backgrounds and the increasing 
achievement gap between disadvantaged children and their more advantaged peers are beckoning 
national attention to investment in early childhood education (Reid, Kagan, Hilton, & Potter, 
2015).  As evidenced in many research studies (e.g., Heckman & Masterov, 2007), early 
childhood experiences are critical to the development of children.  High-quality early learning is 
necessary for children, especially disadvantaged children, to narrow the school readiness gap and 
to build a foundation for more advanced academic, social, and cognitive skills.  Importantly, high 
quality assessment tools (i.e., reliability and validity evidence supporting the use and 
interpretation of scores from a given instrument) are a necessary component of early childhood 
education.   
The Preschool Child Observation Record (Preschool OnlineCOR, High/Scope, 2003) is an 
observational assessment tool created by the High/Scope Educational Research Foundation, a 
nonprofit, research, and training organization focused on early childhood development.  First, a 
comprehensive evaluation of the psychometric qualities of the Preschool OnlineCOR was 
conducted; including dimensionality, reliability, item properties, and measurement invariance.  
Second, a short form of the Preschool OnlineCOR (COR-ST) was developed.  Third, this study 
examined the growth trajectories of 3- and 4-year-old children on the general factor measured by 
the COR-ST through traditional multilevel growth modeling and more advanced multilevel 
growth modeling approaches, including multilevel item response theory modeling (MLIRT; 
Kamata, 2001; Liu & Hedeker, 2006; Pastor & Beretvas, 2006; Sulis & Toland, 2016), and 
multiple indicator multilevel modeling (MIML; Muthén and Muthén, 1998-2015).  The 
traditional multilevel growth model consists of two steps: 1) one score is calculated to represent 
the general factor for each child at each time point based on their raw item scores through either 
classical test theory (CTT) or IRT (item response theory) approaches, and 2) the growth trajectory 
is modeled based on the overall COR-ST score at each time point.  In comparison, the more 
advanced approaches, MLIRT and MIML growth models, model directly using item-level 
information (item scores), which simultaneously estimate item-level parameters, change over 
time, and effects of child predictors. 
KEYWORDS: Longitudinal Analysis, Ordinal Data, Early Childhood Development, Multilevel 
Modeling, Item Response Theory
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Chapter 1: Introduction 
This chapter provides an introduction to the national need for high-quality early 
education based on a review of literatures on neurocognitive systems, psychology, education, 
sociology, and economics.  This chapter then introduces the actions that have been taken by 
federal and state government in the past decades in response to the national needs.  Next, this 
chapter further discusses the theoretical foundation of early education from the perspective of 
educational psychology and the important role of assessment in early education. 
National Need for Improved Early Childhood Education 
The increasing diversity in culture and races and the polarization of economics in the 
United States affects the lives of most citizens and many aspects of society, including psychology 
and education (Banks & Banks, 2010).  Although many efforts have been made to reduce the 
discrepancies that are associated with demographic characteristics, inequities among 
subpopulation groups have not diminished (Banks & Banks, 2010).  In some sense, social gaps 
may be deepening as the degree of diversity increases (Rothstein, 2014).  Poverty is one of the 
most significant social gaps in our nation, and is related to many other social and educational 
matters (Austin, 2007). 
In January 2015, the National Center for Children in Poverty (NCCP) released a series of 
basic facts about low-income children based on data collected in 2013.  According to the NCCP 
reports (Jiang, Ekono, & Skinner, 2015), the total number of young children under 6 years of age 
in the United States was about 24 million, of whom 5.7 million (25%) lived in poor families, 
which was defined as 100% below the federal poverty threshold (i.e., about $23,550 for a family 
of 4 in 2013).  The federal poverty threshold is issued by the U.S. Census Bureau annually, and 
varies by the size of the family.  Further, it is believed that the poverty threshold is being 
understated.  In order to make ends meet, a typical family of four may need an income of about 
twice the federal poverty threshold (Cauthen & Fass, 2008).  Jiang et al. (2015) reported 11.1 
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million (48%) young children living in low-income families, including both poor and near poor 
(i.e., family income 200% below the federal poverty threshold). 
A more general indicator of poverty level is socioeconomic status (SES), which ranks an 
individual or family’s overall position in comparison to others in a group or society.  According 
to the American Psychological Association (APA), SES is often evaluated as “a combination of 
education, income, and occupation” (APA, n.d.).  The profound influence of SES, either direct or 
indirect, has been demonstrated by researchers from various areas, including neuroscience, 
psychology, education, and sociology, which are presented in the following sections. 
Studies on neurocognitive systems. Studies have demonstrated that childhood SES has a 
significant influence on the development of some neurocognitive systems, such as language 
processing and executive functioning (e.g., working memory, cognitive control, declarative 
memory, and spatial cognition; Farah et al., 2006; Hackman, Farah, & Meaney, 2010; Kishiyama, 
Boyce, Jimenez, Perry, & Knight, 2009; Noble, McCandliss, & Farah, 2007).  In 2015, Hair, 
Hanson, Wolfe, and Pollak demonstrated that SES may also affect brain development in 
children, because children from lower SES families have been found to have less gray matter in 
critical areas of the brain, including the frontal lobe, temporal lobe, and hippocampus.  These 
brain areas are associated with cognitive development, academic achievement, and other 
intellectual skills (Hair et al., 2015).  
Studies on psychology. Children from lower SES backgrounds are more likely to 
experience psychological and behavioral problems, including anxiety, depression, attention 
problems, conduct disorders, and aggressive or impulsive behaviors than children from higher 
SES backgrounds (Duncan, Brooks-Gunn, & Klebanov, 1994; Goodman, Slap, & Huang, 2003; 
Korenman, Miller, & Sjaastad, 1995; McLoyd, 1998; Merikangas et al., 2010; Shanahan et al., 
2008; Wadsworth & Achenbach, 2005).  For instance, Simon and colleagues (2013) examined 
91,642 children ranging in age from birth to 17 years old.  They showed that children with social 
disadvantages (i.e., including being non-Hispanic Black, Hispanic in a non-English-speaking 
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household, poor [below federal poverty line], or receiving more than 10 hours per week of care at 
someone else’s home) were more likely to be associated with potential developmental delays.       
Studies on education. One area of focus in early childhood education is school 
readiness, which assesses children’s skills in areas such as physical, cognitive, social and 
emotional competence, and attitudes toward learning (Copple & Bredekamp, 2009).  The 
relationship between family SES and children’s school readiness has also been established.  In 
general, children from higher SES families tend to have access to more resources, including 
educational resources, and may have better opportunities to be ready for school (Barbarin et al., 
2006; Duncan & Magnuson, 2005; Magnuson, Meyers, Ruhm, & Waldfogel, 2004; Ryan, Fauth, 
& Brooks-Gunn, 2006).  In 2007, Duncan et al. conducted a meta-analysis based on six 
longitudinal studies that investigated the relationship between school readiness and later 
academic achievement.  The six studies included the Early Childhood Longitudinal Study-
Kindergarten Cohort (ECLS-K), the National Longitudinal Survey of Youth (NLSY), the National 
Institute of Child Health and Human Development Study of Early Child Care and Youth 
Development (NICHD SECCYD), the Infant Health and Development Program (IHDP), the 1970 
British Birth Cohort Study (BCS), and the Montreal Longitudinal-Experimental Preschool Study 
(MLEPS).  Although different measures were used in the six studies, each study collected data at 
the school entry point (i.e., when children first started their preschool program) and then again in 
the spring of third grade.  The entry ages of children in the six studies ranged from 4.5 to 6 years 
old.  They found that school entry skills, such as math, reading, and attention, were strong 
predictors of math and reading achievement in the spring of third grade (Duncan et al., 2007). 
Studies on sociology and economics. Labor force quality (including education and work 
skills) and crime rate are two major social problems that influence the productivity of American 
society (Heckman & Masterov, 2007).  Research evidence has shown that children from 
disadvantaged SES environments tend to have higher crime rates, school dropout numbers, and 
non-marital births (Heckman & Masterov, 2007).  However, quality early education of 
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disadvantaged children can potentially lower crime rates and special education costs, increase 
high school graduation rates and college attendance, and help prevent nonmarital teenage births 
(Heckman & Masterov, 2007).  Heckman and Materov (2007) examined the benefit-cost ratios of 
two early intervention programs: the Perry Preschool program (which followed children from age 
3 or 4 to age 27) and the Chicago Child-Parent Centers (CPC) program (which followed children 
ages 3 or 4 to age 21).  The social benefits for the two programs were calculated through 
following aspects: (1) gains to parents from reduced child care costs; (2) earnings gains for 
participating children; (3) increments in children’s educational performance and reduction of 
special education costs from kindergarten to grade 12; (4) extra tuition paid by participants who 
went to college; (5) reduction in direct costs from crime; (6) decreased welfare costs; and (7) 
increased earning potential of future program participants (Heckman & Masterov, 2007).  By 
comparing program costs with the total amount of social benefits, it was calculated that the 
average benefit-cost ratio was 9:1 for the Perry Preschool program (i.e., for every dollar spent on 
each child at the Perry Preschool program, the social benefits at the age of 27 were $9), and 8:1 
for the CPC program (i.e., for every dollar spent on each child at the CPC program, the social 
benefits at age 21 were $8).  Another report conducted by the High/Scope Educational 
Foundation in 2004 also studied the Perry Preschool program and focused on the long-term 
benefits of early education for low SES children (Schweinhart, Montie, Xiang, Barnett, Belfield, 
& Nores, 2005).  Similar conclusions were shown: Children who enrolled in high-quality 
preschool programs, such as the Perry Preschool program, were more likely to have graduated 
from high school, be employed at age 40, and have lower crime rates.  It was further concluded 
that for every dollar invested in the early childhood educational system, the average social 
benefits for participants were about $16 by age 40 (benefit-cost ratios of 16:1).  Due to the large 
proportion of children living in low SES environments and the positive social and economic 
returns from early childhood education, Rolnick and Grunewald (2003) argued that early 
childhood development belongs at the top of any proposed list of economic development. 
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In summary, the large proportion of children from low SES backgrounds and the 
increasing achievement gap between disadvantaged children and their more advantaged peers are 
beckoning national attention to investment in early childhood education (Reid, Kagan, Hilton, & 
Potter, 2015).  As evidenced in many research studies (e.g., Heckman & Masterov, 2007), early 
experiences are critical to child development.  Based on the reviewed literature, high-quality early 
learning is necessary for children, especially disadvantaged children, to narrow the school 
readiness gap and to build a foundation for more advanced academic, social, and cognitive skills.  
Providing access for more children to receive high-quality early education will improve high 
school graduation rates, college attendance rates, workforce quality, and societal economics as a 
whole. 
State Action 
In recognition of the importance of improved early education, many national investments 
have been made, such as child care subsidies, state-funded preschools, Head Start, and preschool 
special education programs (Barnett, 2008).  In his 2013 State of the Union address, President 
Obama called upon Congress to improve the quality of early education and to expand access to 
high-quality preschool, including Head Start, for all children in the United States.  A new 
investment plan was proposed to support a coherent system of high-quality early childhood 
education for children from birth to age 5.  The federal-state partnership funded by the new 
investment plan proposed high-quality early education for all 4 year-old children from “low and 
moderate income families (those at or below 200% of the poverty line),” while encouraging states 
to serve children from middle-class families, if possible (Slack, 2013). 
Federal Head Start program. 
History of Head Start. The federal Head Start program is a program designed to prepare 
the neediest and most vulnerable children with a strong beginning in learning and in life (The 
White House, 2013).  The Head Start program has changed and improved substantially since 
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1965.  It started as an experimental, eight-week pilot project serving 4- and 5-year-old children 
and families in 1965 (Office of Head Start [OHS], 2015c).  In its second year, many Head Start 
programs expanded to half-day schedules and operated for nine months.  In 1969, the Migrant 
Head Start program assured eligible farmworker families and their children the same services that 
were available to other low-income children (OHS, 2015c).  By the early 1970s, most funded 
programs followed school year calendars (Karoly et al., 1998; Zigler & Muenchow, 1992).  In 
1972, the amended Economic Opportunity Act expanded Head Start access for children with 
handicaps by mandating that at least 10% of the Head Start population consist of children with 
disabilities.  From 1966 to 1981, the number of summer-only programs decreased annually (OHS, 
2015c).  In 1982, all summer-only programs were required to convert to school-year calendars.  
Beginning in 1986, Congress ensured that children were able to remain in Head Start for multiple 
years.  Then, in 1992, preschool-aged children who were homeless were included in Head Start 
programs.  In 1995, Early Head Start programs were established in order to extend services to 
children from birth to three years old and their families.  Next, in 1998, Congress passed the Head 
Start Improvement Act, which reauthorized full day, full-year services, and the development of 
measures for academic skills.  In 2006, increased funding opportunities for Early Head Start 
services were given to federally-recognized American Indian Reservations, Alaskan Native 
villages, and children from migrant farmworker families who had not been previously eligible 
(OHS, 2015c).  In fiscal year 1982, federal funding for Head Start reached $911.7 million with an 
enrollment of 395,800 children.  In fiscal year 2014, federal funding increased to $8.60 billion, 
representing an 8.45% increase, and enrollment of 927,275 children represented a 1.34 increase in 
enrollment since 1986 (OHS, 2015c).  These dramatic increases in numbers and types of children 
enrolled, as well as increased funding levels and services, reflected a national trend toward 
improved early education for SES disadvantaged children and families (OHS, 2015c).  
Currently, the mission statement of the Office of Head Start (OHS) clarifies that Head 
Start is designed to promote the school readiness of children who are from low-income families, 
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in foster care, homeless, or have disabilities (OHS, 2015b).  Once enrollment requirements for 
families below poverty are fulfilled, individual Head Start programs may accept up to 10 percent 
of its children from families above the federal poverty line.  In addition, programs may enroll up 
to 35% of children whose family incomes are below 130% of the poverty line (OHS, 2015a).  
Enrollment requirements ensure that the majority of Head Start children are the neediest in the 
nation, in terms of economic, physical, or intellectual disadvantages. 
Studies on the impact of Head Start. As a federally funded program, the influence of 
Head Start on child development is not only interesting to researchers, but is also important to 
policymakers and the public.  For instance, McKey and colleagues (1981) conducted a meta-
analysis based on 76 qualified Head Start programs, and found that Head Start participants 
experienced positive physical health outcomes, better chances of school success with regard to 
decreased grade retention and special education placement, and some social-emotional gains.  
Currie and Thomas (1995) studied Head Start using data from the National Longitudinal Survey 
of Youth (NLSY).  They replicated the positive effect of Head Start on physical health by 
examining the status of measles vaccination and child height-for-age.  They found that children in 
Head Start who were White, as compared with similar children in other or no preschool 
programs, showed positive and lasting gains on Peabody Picture Vocabulary Test (PPVT; Dunn 
& Dunn, 1981) scores, and lower grade retention rates.  Similar positive influences were found 
for children of African American descent, but the benefits did not last.  By age 10, African 
American children lost any benefits they had gained in Head Start (Currie & Thomas, 1995).  
After reviewing 12 studies from 17 papers, Anderson and colleagues (2003) concluded that Head 
Start had a positive influence on improving cognitive development in children, preparing children 
for school, and preventing grade retention and placement in special education classes.  However, 
the reviewed studies were criticized for lacking evidence of a cause-effect relationship due to the 
absence of appropriate research design and longitudinal follow-up.  Moreover, the evidence for 
 8 
 
child social and health outcomes and for family outcomes was questioned, because the quality of 
tools used to measure outcomes was not scientifically examined (Anderson et al., 2003). 
In order to address the insufficiencies of previous studies, the U.S. Department of Health 
and Human Services (DHHS), as mandated by Congress in 1998, started the Head Start Impact 
Study (HSIS) to determine the influence of Head Start on the children it serves.  The HSIS used a 
large (nearly 5,000 children from 383 randomly selected Head Start centers), nationally 
representative sample of newly entering 3- and 4-year-old children (Puma et al., 2010a).  All 
children were randomly assigned to a Head Start program or to a control group.  The Head Start 
group and the control group did not differ in any significant aspects except for access to Head 
Start services.  This randomized control group research design ensured that any differences found 
between the Head Start and control groups could be attributed to the use of Head Start services.  
In addition, a comprehensive set of outcomes including cognitive development, social-emotional 
development, health status and services, and parenting practices were tracked longitudinally from 
the child’s age of Head Start entry to kindergarten, first grade, and third grade.  After years of 
designing the study, data collection, and analysis, the DHHS first published the results in 2010 
(Puma et al., 2010a).  It was found that access to Head Start had significant positive influence on 
improving children’s preschool experience, strongly promoting children’s language and literacy 
development as well as their physical well-being.  However, moderate effects were found for 
mathematical and social-emotional development, and the effects were limited to the three-year-
old cohort.  In a follow-up study, Puma et al. (2012) concluded that the overall effects of Head 
Start enrollment were positive for children in preschool, with some effects lasting through first 
grade, but with very few effects present at the end of third grade.       
Based on the well-designed HSIS database, Peck and Bell (2014) expanded the original 
HSIS by studying the role of program quality in determining Head Start effects.  This new study 
defined and measured three qualities of the Head Start program using the baseline measures in 
HSIS.  These qualities included physical facility resources, teacher-child interactions, and 
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exposure to academic activities.  The HSIS measures selected were the Early Childhood 
Environment Rating Scale-Revised (ECERS-R; Harms, Clifford, & Cryer, 1998), the Arnett 
Caregiver Interaction Scale (Arnett, 1989), and a list of teacher-reported variables (e.g., “showing 
how to read a book,” “discussing new words,” “playing math games,” Peck & Bell, 2014, p. 6).  
For child outcome variables, the study focused on the cognitive and social-emotional domains, 
which were measured longitudinally in the baseline study (Puma et al., 2010a) as well as in 
follow-up studies (Puma et al., 2012).  Cognitive outcome measures included the PPVT and the 
Woodcock-Johnson Letter Word Identification and Applied Problems (Woodcock, McGrew, & 
Mather, 2001) variables.  Social-emotional outcome measures included the Social Skills and 
Positive Approaches to Learning Scale, an unpublished instrument used in the Head Start Family 
and Child Experiences Survey (FACES; U.S. Department of Education, 2015) that was based on 
modified Achenbach Child Behavior Checklist (Achenbach, Edelbrock, & Howell, 1987) and 
Problems Behavior Scale (Puma et al., 2010b).     
Unexpectedly, Peck and Bell (2014) did not find that any of the three measured program 
qualities (physical facility, teacher-child interactions, and exposure to academic activities) had 
significant relationships with child cognitive outcome scores.  In terms of the social-emotional 
domain, it was found that the favorable child behaviors were related to high resource quality and 
low exposure to academic activities in Head Start programs.  Similar relationships were found at 
the end of kindergarten, but were not detectable after the end of first grade.  No evidence was 
found for Head Start program effects lasting into third grade on the child outcome variables 
measured (Peck & Bell, 2014).   
Limitations of recent studies. The HSIS data is considered to be the best longitudinal 
data available for Head Start research (Peck & Bell, 2014), and featured a comprehensive 
experimental design, nationwide sampling, and innovative analytic methods.  However, the study 
was not perfect (Puma et al., 2010a); some limitations on the result interpretation and conclusions 
based on the HSIS data are discussed below.   
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As a national study, it was impossible to establish a non-treatment control group in HSIS, 
since the children assigned to the control did not attend Head Start, but did have opportunities for 
other types of intervention (e.g., private child care, state-funded preschool).  While significant 
differences were not found between the experimental group (low quality or high quality) and the 
control group, the results may not indicate that Head Start had little influence, but that Head Start 
had similar effects as other early intervention programs in which the control group children were 
enrolled.  Also, most of the group differences associated with Head Start became unidentifiable 
by the end of third grade in the HSIS studies, but without additional follow-up of later child 
development, it might be premature to conclude that the effects of Head Start disappeared 
completely, or faded out, by the end of third grade. 
To further understand the fade out of Head Start effects, more studies were reviewed.  In 
Garces, Thomas, and Currie’s (2002) study, the Panel Study of Income Dynamics (PSID; Survey 
Research Center, 1995) was used, which is a public, non-experimental, longitudinal database 
distributed by the Institute for Social Research at the University of Michigan.  It was found that 
White children who attended Head Start, as compared to their siblings who did not attend Head 
Start, were more likely to graduate from high school, attend college, and have higher incomes 
(Garces et al., 2002).  Also, African American children who attended Head Start, as compared to 
their siblings who did not attend Head Start or attended other preschool programs, were less 
likely to be charged with a crime (Garces et al., 2002).  Using the NLSY, another non-
experimental dataset, Deming (2009) also found that the effects of Head Start for children who 
were African American and disadvantaged based on cognitive tests (i.e., PPVT and Peabody 
Individual Achievement Test [PIAT; Dunn & Markwardt, 1970]) decreased dramatically by the 
age of 14, compared to their peers who were White or Hispanic.  However, when considering a 
combinational outcome including high school graduation, college attendance, idleness, crime 
activity, teen parenthood, and health status, Head Start showed significant long-term results at age 
19.  These findings illustrate the importance of selecting quality and meaningful outcome 
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variables when determining the effectiveness of Head Start.  In sum, it may be premature to 
conclude that long-term effects of Head Start disappear.  Rather, there is a need to investigate 
possible benefits associated with Head Start or any other early intervention program. 
State-funded preschool programs. 
Brief history of state-funded preschools. State-funded preschool or prekindergarten 
programs are another large national investment in early education.  The rise of state-funded 
preschool programs was subsequent to implementation of the first Head Start program.  In 1965, 
there were only a few states offering public preschools (Gilliam & Zigler, 2000); Wisconsin 
launched its first state-funded preschool in 1998 (Schulman, Blank, & Ewen, 1999) and New 
York State started its Experimental Prekindergarten Program (NYSEPP) in 1966 (Irvine, 1982).  
A number of longitudinal studies evaluated the effectiveness of the NYSEPP.  The NYSEPP 
demonstrated positive effects in preparing disadvantaged children to be ready for school.  First, it 
showed the most significant effects for the most disadvantaged children, including those children 
whose mothers had the least education and who scored lowest in the pretests.  Second, it showed 
favorable effects on children’s knowledge of verbal concepts; these effects lasted after children 
left the program.  Third, it showed that positive effects on children’s quantitative skills could be 
retained when followed by appropriate education in school grades.  Fourth, the amount of time 
that parents spent with their children was positively related to children’s cognitive development.  
Lastly, the amount of time children spent in the program was positively associated with some 
aspects of their cognitive and social development (Horan, Irvine, Flint, & Hick, 1980; Irvine, 
1982; Irvine, Horan, Flint, Kukuk, & Hick, 1982).  The positive findings on the effectiveness of 
the NYSEPP inspired other states to establish their own preschool programs (Gilliam & Zigler, 
2001).  By 1980, there were 10 states with state-funded preschools.   
The rapid growth of state-funded preschools was fueled by research findings on the 
influence of high-quality preschools for improving academic development, increased interest by 
policymakers and stakeholders for closing the SES achievement gap, efforts to promote preschool 
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education for improved public service, and the participation of public schools, private child care 
centers, and Head Start programs (Ackerman & Coley, 2012; Ripple, Gilliam, Chanana, & Zigler, 
1999).  During the 2001-2002 school year, state-funded preschool programs expanded to 38 states 
and served approximately 700,000 children aged 3 to 4 years (Barnett, Robin, Hustedt, & 
Schulman, 2003).  By 2013-2014, 41 states (including the District of Columbia) offered state-
funded preschool programs and served more than 1.3 million children aged 3 to 4 years (Barnett, 
Carolan, Squires, Brown, & Horowitz, 2015).  The average spending per child in 2001-2002 was 
$3,455, which was considered insufficient to guarantee program quality (Barnett et al., 2003).  
Since then, state funding per child has increased annually.  Beginning in 2013-2014, the average 
spending per child from all fiscal sources was $4,679, of which 88% was from state funding 
($4,125).  Each operating schedule was determined locally, but for most states, preschools 
operated during the academic year (Barnett et al., 2003, 2015). 
State-funded preschool in Kentucky. In 1990, Kentucky’s legislature passed the 
Kentucky Education Reform Act (KERA) that was designed to reconstruct the public school 
system in Kentucky (Kentucky General Assembly, 1990).  KERA was implemented in response 
to national systemic reform for building standards-based public education, and was a unique 
model that systematically addressed numerous educational components (Reeves, 2004).  
Kentucky was recognized as one of the leading states for educational reform (Cohen, 1995).  The 
key components of KERA included a set of academic goals and standards for all students from 
kindergarten through grade 12, a cohesive system of instructional guidance with rigorous 
assessment and accountability mechanisms, and a reorganized governance system (Kannapel, 
Aagaard, Coe, & Reeves, 2000; Reeves, 2004; Smith & O’Day, 1990). 
In recognition of the importance of public education for facilitating the academic and 
general development of children who were disadvantaged, KERA enacted state-funded preschool 
as one of the supplemental programs (Cohen, 1995; Kannapel et al., 2000; Reeves, 2004; Rous, 
McCormick, Gooden, & Townley, 2007).  Kentucky state-funded preschools were designed to 
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support 4-year-olds who were at risk, whose family incomes were at or below 150% of the 
federal poverty line (i.e., $3,600 for a family of four using the 2015 federal poverty threshold of 
$2,447), and 3- and 4-year-olds who met state guidelines for special education and related 
services (Kannapel et al., 2000; Reeves, 2004; Rous, McCormick, et al., 2007; U.S. Census 
Bureau, 2016).   
In 2000, Kentucky implemented the KIDS (Kentucky Invests in Developing Success) 
NOW initiative in House Bill 706.  As a further and more comprehensive action than KERA, the 
main goals of KIDS NOW included: 
● Support and strengthen families, 
● Assure that all children grow and develop to their full potential, 
● Provide high-quality, accessible, affordable early care and education options, and 
● Promote public awareness of the importance of the first years for the well-being 
of all Kentucky’s citizens (Kentucky Governor’s Early Childhood Task Force, 
1999). 
The KIDS NOW initiative designed the comprehensive Four Key Dimensions for 
Success, which was a four-level accountability system to ensure the quality of early childhood 
education (Kentucky Department of Education [KDE], 2004-2010).  For the first key dimension 
for success, state-level involvement, Kentucky participated in the School Readiness Indicators 
Initiative along with 16 other states.  A set of school readiness indicators for children from birth 
through four years was developed to measure how well early education programs met the needs 
of children and families at state and local levels.  For the second key dimension for success, early 
care and education personnel, a unifying system of professional development and program 
incentives was developed to identify staff training needs, to improve services provided by early 
childhood professionals, and to attract and retain early childhood professionals (Rous, Grove, & 
Townley, 2007).  For the third key dimension for success, the program level, environmental 
standards were established through the ST★RS for KIDS NOW Quality Rating System for Child 
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Care Centers and Homes and the Quality Self-Study to improve the quality of early childhood 
programs and settings (KDE, 2005; Rous, Grove, et al., 2007).  For the fourth key dimension for 
success, the child level, the Kentucky Early Childhood Standards (Kentucky EC Standards; KDE, 
2002-2013) and the Continuous Assessment Guide (CAG; KDE, 2004-2010) were developed to 
help early professionals improve practice, help families understand the appropriate expectations 
towards child development, and monitor the growth of children participating in preschool.  The 
Kentucky Early Childhood Data System (KEDS) was developed to gather and analyze assessment 
data per best practice as outlined in the CAG.  The assessment tool of interest for this study, the 
High/Scope Child Observation Record (COR; High/Scope Educational Research Foundation, 
2003), is one of the approved curriculum-based assessments in the CAG.  The COR assessment 
data examined in this study were retrieved from KEDS.  As the last dimension for success is 
closely related to the current study, key developments for the child level accountability are 
introduced next. 
Early Childhood Education and Educational Psychology 
Theoretical foundation. Vygotsky’s Social Development Theory is the fundamental 
theory in the field of educational psychology for the current study.  Lev S. Vygotsky, a 
pioneering Russian psychologist, contributed insightful thoughts to the development of 
educational, child, and developmental psychology in his short but productive life (Tudge & 
Scrimsher, 2003).  His cultural-historical, interpersonal, and individual approach is one of 
the most important and influential branches of social constructivism, which is popular in the 
field of educational psychology.   
One of the most important themes in Vygotsky’s theory is that social interaction is 
fundamentally involved in the development of cognition.  Vygotsky (1978) stated:  
Every function in the child's cultural development appears twice: first, on 
the social level, and later, on the individual level; first, between people 
(interpsychological) and then inside the child (intrapsychological).  This 
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applies equally to voluntary attention, to logical memory, and to the 
formation of concepts.  All the higher functions originate as actual 
relationships between individuals (p. 57). 
Culture is a vital creation of people’s social interactions.  Culture determines the standards of 
success, and determines the values and morals that we want to transmit to children.  Culture 
is a powerful and dynamic influence on the development of children (Tudge & Scrimsher, 
2003; Valsiner, 1997; Wertsch & Toma, 1995).  Moreover, SES is a key factor in social and 
cultural contexts (Portes & Vadeboncoeur, 2003).  Children from lower SES families may 
have fewer social and cultural resources, and may be exposed to more negative social and 
cultural influences, which could lead to developmental disadvantages.  Vygotsky’s theory 
provides one explanation for the importance of early education for children who are 
disadvantaged (Portes & Vadeboncoeur, 2003). 
A well-known core concept of Vygotsky’s theory is the zone of proximal development 
(ZPD).  Vygotsky (1978) defined the ZPD as “the distance between the actual development level 
as determined by independent problem solving and the level of potential development as 
determined through problem solving under adult guidance or in collaboration with a more capable 
peer” (p. 86).  The ZPD can be understood as a cognitive space, or certain cognitive tasks, that 
children have not yet mastered or completed independently, but that can be done with guidance or 
support from others.  The ZPD is where learning or development occurs.  Adults’ guidance to 
children in Vygotsky’s theory is often linked to the term “scaffolding,” although Vygotsky never 
used the term (Stone, 1998).  Scaffolding was first introduced by Wood, Bruner, and Ross (1976) 
as an “adult controlling those elements of the task that are essentially beyond the learner's 
capacity, thus permitting him to concentrate upon and complete only those elements that are 
within his range of competence (p. 90).”  It means that teachers or parents are responsible for 
facilitating their children’s learning from actual ability to potential ability levels (Mercer & 
Fisher, 1992).   
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In order to fully facilitate children who have the greatest needs in early education 
programs, it is important for parents and early care professionals to know the level of knowledge 
and skills children currently have, and what their ZPD is.  The Kentucky EC Standards’ (KDE, 
2002-2013) inclusion of critical knowledge and skills for young children is as an excellent 
illustration of the concept of ZPD.  Kentucky was one of the first states in the nation to include 
infants and toddlers in the early learning standards (Rous, McCormick, et al., 2007).  The 
developmental domains for children aged birth to three years include cognitive, communication, 
creative expression, motor, and social-emotional skills.  The developmental areas in the standards 
for 3- and 4-year-old children include arts and humanities, early literacy, health/mental wellness, 
mathematics, gross and fine motor, science, and social studies.  Each early learning standard is 
defined by three levels: (1) benchmarks, (2) developmental continua, and (3) example behaviors.  
The content areas of the Kentucky EC Standards for 0-3 year-olds were aligned with the 
Kentucky Standards for 3- and 4-year-olds, Head Start outcomes, the Office of Special Education 
Programs (OSEP) child outcomes, and school-age standards (Rous, McCormick, et al., 2007).  
The Kentucky EC Standards provide parents and early care professionals with a guideline to 
understand and form appropriate expectations of child development and to plan experiences and 
activities that ensure developmental areas are addressed.  However, Kentucky EC Standards are 
neither a curriculum guide nor an assessment tool.  Getting to know children through appropriate 
assessment by early education professionals is a necessary step in implementing Vygotsky’s ZPD 
and scaffolding experiences (Meisels, 1994; Shabani, Khatib, & Ebadi, 2010).  In order to 
evaluate child progress and to ensure the quality of early care services, Kentucky’s accountability 
system and CAG (KDE, 2004-2010) were developed to support the Kentucky EC Standards.  
Assessment results can help early education professionals determine where children’s 
developmental stages are located on the developmental continua.  In combination with the 
knowledge provided by Kentucky EC Standards, early care providers in Kentucky may form 
reasonable expectations of children’s ZPD and plan learning experiences accordingly. 
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Assessment in early childhood education. Appropriate assessment is a key component 
of early childhood education.  The importance of high-quality assessment tools (i.e., reliability 
and validity evidence supporting the use and interpretation of scores from a given instrument) has 
been emphasized by national early education programs, such as Head Start, Early Head Start, 
state early education and intervention programs in Kentucky and elsewhere (e.g., Brassard & 
Boehm, 2007; Early Head Start National Resource Center [EHS NRC], 2000; McConnell, 2000; 
Snow & Van Hemel, 2008; KDE, 2004-2010; Zigler & Styfco, 2010).  Although it is sometimes 
confused with the practice of diagnostic testing, assessment is a complex process involving broad 
activities and techniques (Danielson et al., 1989; Lidz, 1981, 2003; McConnell, 2000).  The 
definition given by Lidz (2003) is adopted in this study: assessment is “the process of data 
gathering that informs decision making” (p.2).  The data can be viewed broadly as any type of 
information.  The quality of data determines the quality of decisions made during the assessment 
process.   
Kentucky’s accountability system and CAG (KDE, 2004-2010) were designed to serve 
four major purposes based on guidelines from the National Educational Goals Panel (Shepard, 
Kagan, & Wurtz, 1996), which are: 
● to promote child learning and development;  
● to identify children for health and special services;  
● to monitor trends and evaluate programs and services;  
● to hold individual children, teachers, and schools accountable (KDE, 2004-2010, 
p. Overview 1). 
Each purpose of the assessment system requires different types and levels of information.  
To identify potential problems in learning, development, and early development, a screening or 
diagnostic tool is needed.  Screening is using “a brief procedure or instrument designed to 
identify, from within a large population of children, those who may need further assessment to 
verify developmental and/or health risks” (Council of Chief State School Officers [CCSSO], 
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2004 as cited in KDE, 2004-2010, p. Overview 2).  Based on the screening results, some children 
may be further referred for further diagnostic assessments, which are different from screening 
assessments and need to be administered by appropriate specialists to give a diagnosis (KDE, 
2004-2010).  Curriculum-based assessments are primarily used for instructional guidance, 
developmental progress monitoring, and program evaluation (KDE, 2004-2010; Slentz, Early, & 
McKenna, 2008; Snow & Van Hemel, 2008).  Curriculum-based assessment was defined as a 
“direct means for identifying a child’s entry point within an educational program and for refining 
and readjusting instruction” with “curricular activities” for each assessment item (Losardo & 
Notari-Syverson, 2001, as cited in KDE, 2004-2010, p. Overview 2).  Curriculum-based 
assessments are essential to the quality of early education, as they produce more reliable and valid 
results about children’s development, enabling educational professionals to have accurate 
information for scaffolding instruction (Copple & Bredekamp, 2009).  The current study focused 
on the application of a curriculum-based assessment in tracking the developmental progress of 
children who attended state-funded preschool programs in Kentucky. 
The Kentucky CAG (KDE, 2004-2010) approved 12 curriculum-based assessment tools 
for children birth through four years that assessed child developmental progress, and whose 
content domains were included in the Kentucky EC Standards (KDE, 2002-2013).  Once the 
curriculum-based tools were selected, early childhood professionals and publishers of the 
approved tools collaborated to align items from each tool to the appropriate Kentucky EC 
standards, benchmarks, and developmental continua.  The range of domains and benchmarks 
addressed by each tool varies. 
Currently, state-funded preschools can select from one of five approved assessment tools 
for 3- to 4-year-olds.  The tools include the Assessment, Evaluation, and Programming System 
for Infants and Children (AEPS; 2nd ed.; Bricker et al., 2002), Carolina Curriculum for 
Preschoolers with Special Needs (CCPSN; 2nd ed.; Johnson-Martin, Hacker, & Attermeier, 
2004), Teaching Strategies GOLD Assessment System (GOLD; Berke, Heroman, Tabors, 
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Bickart, & Burts, 2010), High/Scope Preschool Child Observation Record (COR; High/Scope 
Educational Research Foundation, 2003), and Work Sampling System (WSS, 5th ed., Meisels, 
Marsden, Jablon, & Dichtelmiller, 2013).   
The current study selected the COR as the focus assessment for the following reasons.  
First, the COR is recognized worldwide as an authentic, research-validated, observation based 
assessment (High/Scope, n.d.-a).  It is recommended as a curriculum-based tool for instructional 
planning and ongoing progress monitoring by many national organizations, including the 
National Association for the Education of Young Children (NAEYC; Epstein, n.d.), the Head 
Start Office, (Early Childhood Learning & Knowledge Center [ECLKC], n.d.), and state-funded 
public preschool programs (e.g., Kentucky, Washington, New York).  Second, the COR is widely 
used throughout the United States, as well as by thousands of programs internationally, including 
Canada, Chile, Indonesia, Ireland, and Korea (Epstein, n.d.).  It was reported by Head Start 
teachers to be the second most often-chosen assessment (Aikens, Tarullo, Hulsey, Ross, West, & 
Xue, 2010).  In Kentucky, the COR has been used by many preschool districts for years as the 
assessment tool for monitoring child growth.  Third, the alignment between the COR and key 
early childhood standards has been well established, which reflects the quality and scope of COR 
coverage.  The early childhood standards with which the COR has been aligned include state 
early learning standards, the Common Core State Standards, and Head Start’s Early Learning 
Outcome Framework.  Fourth, as an assessment with respected history for over 20 years, the 
COR has been used in many states for child developmental progress monitoring and curriculum 
development.  Some examples of its use include the High/Scope Perry Preschool Study, 
Michigan’s Great Start School Readiness Program, the First Steps Evaluation for the quality and 
effectiveness of South Carolina’s state-funded preschool program, and the Evaluation of Georgia 
Prekindergarten Program studies (High/Scope, n.d.-b).  The availability of longitudinal studies 
using COR make it possible to compare the findings of the current study with other existing 
studies using COR.   
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The current study first aimed to study the psychometric qualities of the COR based on the 
Kentucky preschool sample.  The second aim was to study how children enrolled in public 
preschool in Kentucky develop in the developmental domains measured by COR.  The study 
examined how child demographic variables such as age, gender, and race influenced child’s 
growth over time, by applying a multilevel modeling approach.  The last aim was to examine 
whether the depicted growth trajectory from the previous step changed by incorporating the 
psychometric qualities of the COR and child demographic information in one-step longitudinal 
modeling approaches. 
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Chapter 2: Literature Review 
Preschool Child Observation Record 
Brief history of the Preschool COR. The Preschool COR is an observational assessment 
tool created by the High/Scope Educational Research Foundation, a nonprofit, research and 
training organization focused on early childhood development (Schweinhart, McNair, Barnes, & 
Larner, 1993).  The first edition of the Preschool COR was introduced in 1992.  It was developed 
to assess child outcomes based on the High/Scope Preschool Curriculum (Hohmann, Banet, & 
Weikart, 1979), which originated in Ypsilanti, Michigan, with 123 children who were African 
American and aged 3 to 4 years.  In the 1990s, High/Scope received federal funding from the 
Office of Head Start to develop a universal version of the Preschool COR to assess the 
developmental status of children aged 2 years and 6 months to 6 years in any early childhood 
setting including preschool, Head Start and Early Head Start programs, pre-kindergarten 
classrooms, day care centers, and family child care homes (High/Scope, 2005).  The universal 
Preschool COR provided comprehensive coverage of six developmental domains.  The Initiative 
domain focused on children’s capability to “make and carry out choices and decisions” 
(High/Scope, 1992, p. 13), and to begin and complete tasks.  The second domain, Social 
Relations, examined children’s social skills with peers and adults.  The Creative Representation 
assessed “the process by which children depict objects and experiences through imitation, 
pretending, building, artwork, and written language” (High/Scope, 1992, p. 20).  The fourth 
domain, Music and Movement, referred to children’s physical abilities as developed through 
motor activities and movement.  Domain five, Language and Literacy, focused on children’s 
development of language abilities.  The sixth domain, Logic and Mathematics, assessed 
children’s “developing abilities in the area of classification, seriation, number, space, and time,” 
(High/Scope, 1992, p. 20).  The number of items for each domain included four for initiative, five 
for social relations, three for creative representation, four for music and movement, six for 
language and literacy, and eight for logic and mathematics.  Further, each item contained five 
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developmental levels from 1 (less developed) to 5 (highly developed), which were individually 
defined behaviors for each item.  Adequate examples and illustration were given in the manual 
for each developmental level to assist user understanding regarding the appropriate administration 
and interpretation of scores. 
The second edition of the Preschool COR made its debut in 2003.  High/Scope also 
released the Infant-Toddler COR to assist caregivers to provide optimal care for children from 
birth to 2.5 years old.  Together they comprise the new instrument, OnlineCOR, which covers the 
age range from birth to six years.  As the Infant-Toddler COR will not be discussed in the current 
study, the second edition of the Preschool COR was represented by the term Preschool 
OnlineCOR.  In the Preschool OnlineCOR, many changes and additions were made to the 
Preschool COR to provide more useful information to document children’s growth over time 
(High/Scope, 2005).  First, the new edition simplified unnecessary steps and professional 
terminology (High/Scope, 2003).  Second, the Preschool OnlineCOR covered the same age range 
and developmental domains as the original version, with Logic and Mathematics renamed as 
Mathematics and Science.  Third, Preschool OnlineCOR items were modified and expanded to 
keep pace with the latest professional research, especially in the domains of Language and 
Literacy and Mathematics and Science.  Preschool OnlineCOR items more closely aligned with 
the High/Scope Key Experiences and Head Start Child Outcomes (Neil, 2004).  Fourth, the 
Preschool OnlineCOR contained 32 items in comparison with 30 items in the original edition of 
the Preschool COR (High/Scope, 1992), including 16 items in the domains of Language and 
Literacy and Mathematics and Science (High/Scope, 2003).  Fifth, the lowest developmental level 
for each item in the Preschool OnlineCOR was redefined to reflect a “more basic or beginning 
exploration” of the corresponding skill, instead of “not yet doing” as defined in the original 
edition (High/Scope, 2003).  Since 2011, an additional developmental level 0 was added for 
children within the set age range who have not yet met level 1 requirements, and children with 
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special needs (Luke, 2011).  Finally, extra materials (i.e., a teaching guide for teachers to plan 
classroom activities and parent guides in both English and Spanish) were provided. 
The third edition, COR Advantage (High/Scope, 2014), was released in 2014 to replace 
the OnlineCOR.  Many substantial changes were made in the COR Advantage (Luke, 2014).  
First, the COR Advantage covers nine developmental domains rather than six domains, including: 
approaches to learning; social and emotional development; physical development and health; 
language, literacy, and communication; mathematics; creative arts; science and technology; social 
studies; and (when applicable) English language learning (ELL; Luke, 2014).  Second, there are 
34 items in all, with two optional items for ELL compared to the 32 items in Preschool 
OnlineCOR (Luke, 2014).  Third, each item is scored on an 8-point response format scale, from 0 
to 7, unlike the previous version, which used a 5-point response format scale.  The new response 
format scale also provides an “overlapping continuum” and suggestions for age-appropriate 
starting points.  Uniquely, all levels contain definitions and examples, which are designed to 
reduce misperception (i.e., increase response processes or use of the response format scale) and 
increase inter-rater consistency (Luke, 2014).  In the first two years since the release of the COR 
Advantage in 2014, both COR Advantage and OnlineCOR were available so that users could 
choose the version that best fit their needs.  However, High/Scope is working with all current 
users to transfer to COR Advantage (COR Advantage, n.d.).  In Kentucky, the same transition 
was started in 2014, and is still in progress.  Although COR Advantage is the most recent version 
of the Preschool COR, it is difficult to track child growth across changing versions.  Therefore, 
this study focused on children assessed with Preschool OnlineCOR from 2011 to 2013. 
Psychometric qualities of the Preschool OnlineCOR. 
Publisher study. The Preschool OnlineCOR is a comprehensive and valid assessment 
tool, used to assess children’s abilities and knowledge in a systematic way.  It is often 
administered as a baseline assessment when children first enroll in an educational program, and is 
recommended to be followed by two subsequent assessments during the school year (French, 
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2012).  The psychometric quality of an instrument is directly related to the trustworthiness and 
usefulness of results and conclusions drawn from it (Snow & Van Hemel, 2008).  Therefore, this 
section focuses on the psychometric evidence supporting the interpretation of scores for the 
Preschool OnlineCOR. 
High/Scope conducted two studies during final instrument development in Spring 2002 
and Fall 2003 in Michigan to investigate the psychometric qualities of the Preschool OnlineCOR 
(High/Scope, 2005, 2010).  Results from these studies provided support for the reliability and 
validity of score based on the Preschool OnlineCOR (High/Scope, 2005, 2010).  Detailed 
evidence was provided in the OnlineCOR User Guide (High/Scope, 2010).  The Spring 2002 
study sampled 166 children and the Fall 2003 study examined 233 children, ranging from 3-year-
olds to 5.5-year-olds.  Based on findings from the Spring 2002 study, four items were revised and 
the wording of seven other items was changed slightly.  The revised version was used in the Fall 
2003 study.  As there are fewer items in some of the developmental domains, High/Scope 
combined Initiative and Social Relations, as well as Creative Representation and Movement and 
Music.  The Language and Literacy and Mathematics and Science domains were examined as 
originally written.  Thus, the Preschool OnlineCOR was theoretically hypothesized as a four-
factor structure.  All reliability and validity analyses were tested based on the four-factor 
assumption, instead of the original six-domain structure, to make sure each factor contained a 
reasonable number of items to cover content within each domain. 
Two types of reliability evidence for the Preschool OnlineCOR were provided: internal 
consistency was investigated using Cronbach’s alpha coefficient (Cronbach, 1951); and inter-
rater reliability was examined through Pearson product-moment correlations between two groups 
of raters (High/Scope, 2005, 2010).  The findings from both studies provided evidence of good 
global internal consistency of all 32 items: the alpha coefficients were .94 and .91 in the spring 
and fall studies, respectively.  The internal consistency reliability (α) within each of the four 
factors ranged from .79 to .88, and .75 to .80 in the spring and fall studies, respectively 
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(High/Scope, 2005, 2010).  Inter-rater reliability for the Preschool OnlineCOR was only tested in 
the fall study.  Ten pairs of teachers and assistant teachers rated the same 41 children.  The 
correlations between the ten pairs of teachers were .73 for the total scores, and .69 to .79 for the 
four factor scores. 
Evidence regarding the internal structure and convergent validity for the OnlineCOR has 
been shown (High/Scope, 2005, 2010).  In order to examine the internal structure of the 
OnlineCOR, High/Scope (2010) conducted a principal component analysis (PCA) using data 
from the Spring 2002 study, and found five factors.  Six of the eight items in Mathematics and 
Science loaded on Factor 1.  Five of the eight items in Language and Literacy loaded on Factor 2.  
Six of the eight items from Initiative and Social Relations loaded on Factor 3.  Four of the eight 
items from Creative Representation and Music and Movement loaded on Factor 4.  These four 
factors explained 50.5% of the variance in the OnlineCOR.  The last factor in the PCA contained 
items from each of the four hypothesized factors.  The presence of the fifth factor from PCA 
showed the complexity of the Preschool OnlineCOR structure.  Findings for the first four factors 
matched the theoretical hypothesis.  Evidence regarding the internal structure of the OnlineCOR 
was therefore considered to be “rather well” (p.31) despite some limitations (High/Scope, 2005, 
2010).   
Barghaus (2012) questioned the methodology High/Scope applied to examine the internal 
structure.  First, the categorical nature of the response scale of the OnlineCOR was ignored and 
data were treated as continuous, which may lead to doubtful conclusions.  Second, one 
assumption of PCA is that the reliability of all measures are perfect, so that all variance can be 
extracted (Snook & Gorsuch, 1989).  It was likely that perfect reliability of the OnlineCOR was 
hard to meet, especially for an instrument with less than 40 items (Snook & Gorsuch, 1989).  
Third, only 166 children were examined in the Spring 2002 study, which was not a sufficient 
number for valid dimensionality study (Barghaus, 2012; Gorsuch, 1983). 
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In order to provide convergent validity evidence regarding the OnlineCOR with other 
similar child cognitive measures, the Cognitive Skills Assessment Battery (CSAB; Boehm & 
Slater, 1981) was administered to 28 children from the Fall 2003 study sample (High/Scope, 
2005, 2010).  The total and factor scores of the OnlineCOR were correlated with three scores 
produced by the CSAB.  The three CSAB scores included “Basic Information (correctly 
identifying name, address, birthdate, and telephone number); Cognitive Skills (such as identifying 
body parts, colors, and shapes; recalling words and sentences; muscle coordination; vocabulary; 
and discriminating symbols, sounds, and words); and Response During Assessment (such as task 
persistence, attention span, and confidence),” (High/Scope, 2005, p. 30).  High/Scope presented 
that the OnlineCOR total score was moderately correlated with the three scores from CSAB.  The 
scores of the Initiative and Social Relations and Language and Literacy factors were significantly 
and positively related to all three scores of CSAB (.44 to .49).  The scores of the Creative 
Representation and Music and Movement factor were significantly and positively related to 
Response During Assessment scores from the CSAB (.47).  Unexpected strong correlations 
between the OnlineCOR scores and the CSAB Basic Information scores were explained as a 
result of the association of the OnlineCOR and children’s ages (.44 to .63).  High/Scope 
concluded that results from the correlational analyses provided convergent and discriminant 
evidence for the scores derived from the OnlineCOR.  However, the correlation results were 
questionable for the following reasons: (1) the sample size was small; (2) the psychometric 
quality of the CSAB was in question (Diamond, 1985); and (3) the similarity of the 
developmental domain coverage between the OnlineCOR and CSAB was not clearly discussed. 
External research. In consideration of potential limitations of the psychometric studies 
conducted by High/Scope and the wide use of the OnlineCOR in early education programs, 
Barghaus (2012) investigated the validity of OnlineCOR in a complex study with a large sample.  
The data used in Barghaus’ (2012) study was from the Evidence-Based Program for the 
Integration of Curricula (EPIC), which is a “comprehensive early childhood program specifically 
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designed for preschool children from an underserved, minority urban population” (Fantuzzo, 
Gadsen, & McDermott, 2010, p. 1).  A sample of 4,071 children with average age of 3.5 years 
and with OnlineCOR data from Fall, Winter, and Spring of the 2006-2007 school year was 
studied.  These children were from a “large, urban Mid-Atlantic school district,” (Barghaus, 2012, 
p. 58).  Since the EPIC was designed for underrepresented populations, the majority (70%) of the 
sample were African American, and half were boys (Barghaus, 2012). 
Classical item analyses as conduced in Barghaus (2012) found that item responses for the 
32 Preschool OnlineCOR items with the fall sample were not skewed (M skewness = 0.05, ranging 
from -0.40 to 0.73), but were negatively skewed for the winter sample (M skewness = - 0.41, ranging 
from -1.02 to .28) and the spring sample (M skewness = - 0.80, ranging from -1.64 to -.19).  The 
average kurtosis of the 32 Preschool OnlineCOR items in the fall were platykurtic (M kurtosis = - 
0.94; ranging from -1.42 to -.36); in the winter were platykurtic as well (M kurtosis = - 0.61; ranging 
from -1.38 to .17); and in spring were not platykurtic (M kurtosis = - 0.01; ranging from -1.21 to 
1.78).  All response categories were used at all three time points (Barghaus, 2012).  To examine 
the internal structure (dimensionality) of the OnlineCOR, only fall data were used.  The Barghaus 
(2012) study tested two factor structures for the OnlineCOR: the original six-domain structure 
and the revised four-factor structure.  Confirmatory factor analysis (CFA) and exploratory factor 
analysis (EFA) techniques were used, both based on a mean and variance adjusted robust 
weighted least squares (WLSMV) to account for the ordinal nature of item responses, in Mplus 
6.1 (Muthén & Muthén, 1998-2010).  CFA results revealed that the six-domain solution did not 
fit the data well.  Following the CFA, an EFA was conducted with half of the fall sample (n = 
2,036) and indicated that a four-factor solution could be interpreted.  Using the other half of the 
fall sample, CFAs indicated that the four-factor solution showed a better model data fit than the 
original six-domain structure (Barghaus, 2012).  High correlations between factors in the six-
domain (.86 to .97) and four-factor models (.83 to .97) led to consideration of a higher-order 
model.  It was reported that total variance and common variance were explained mainly by the 
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second-order factor (64% and 90%, respectively), whereas the first-order factors explained 7% of 
the total variance and 10% of the common variance (Barghaus, 2012).  Barghaus (2012) 
reasonably questioned the multidimensionality of the OnlineCOR and whether unique 
information could be provided by looking at domain scores because of the high inter-factor 
correlations and the large amount of variability explained by the second-order factor. 
 Barghaus (2012) continued to test whether the response order of each of the 32 
Preschool OnlineCOR items were in developmental order through item response theory (IRT; 
Lord & Novick, 1968) modeling.  Although a second-order factor was detected in the first stage, 
a one-factor model showed a poor model fit (Barghaus, 2012).  In order to meet the 
unidimensional assumption of IRT, IRT analysis was conducted for each of the four factors 
separately.  The results based on generalized partial credit model, an IRT model for ordered 
polytomous data, showed that nearly half of the OnlineCOR items had reversed or poorly spaced 
thresholds (i.e., adjacent thresholds located too close to each other) for two items from Social 
Engagement, four items from Cognitive Skills, two items from Coordinated Movement, and two 
items from Scientific Process Skills.   
There are several points limiting the generalizability of Barghaus’ (2012) study.  First, as 
the author presented, the demographic profile of the sample mainly included children who were 
African American.  It is necessary to check the validity of the OnlineCOR with a more diverse 
sample.  Second, the complex multidimensional structure of the OnlineCOR may cause potential 
problems for IRT analyses that assume unidimensionality.  A bi-factor model, which is a 
multidimensional model consisting of one general and multiple orthogonal specific factors 
(Holzinger & Harman, 1938; Holzinger & Swineford, 1937; Quinn, 2014; Reise, Bonifay, & 
Haviland, 2013; Reise, Moore, & Haviland, 2010; Reise, Morizot, & Hays, 2007; Reise, 2012; 
Toland, Sulis, Giambona, Porcu, & Campbell, 2016), may also need to be tested as an alternative 
to the higher-order model.  Third, Barghaus (2012) pointed out that it is important to test the 
invariance over time and across demographic groups because measurement invariance tests can 
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provide evidence whether any changes or differences detected using an assessment are due to true 
individual changes or group differences other than changes on the assessment (Brown, 2006).  
However, Barghaus’ study design stipulated that if problems were found with the internal 
structure of the Preschool OnlineCOR at the test and/or item level, the next analysis step 
(measurement invariance test) would not be conducted.  Although the revised four-factor model 
fit the data better than the six-factor model, the high correlations among factors led Barghaus to 
question if the Preschool OnlineCOR was really a multidimensional instrument.  At the same 
time, the problematic thresholds for half of the items also led Barghaus to question the 
psychometric quality of the Preschool OnlineCOR.  Therefore, Barghaus (2012) did not pursue 
further analyses.  In order to use the Preschool OnlineCOR to track the developmental change of 
children over time, longitudinal measurement invariance tests are necessary.  The current study 
will address these concerns. 
Longitudinal Research 
Importance of conducting longitudinal research. Longitudinal studies have played an 
increasingly important role in health, economics, and marketing, as well as in education, 
psychology, and other social and behavioral sciences (Fitzmaurice & Molenberghs, 2009).  The 
increased public availability of longitudinal datasets over the past decades shows research 
interests in varied fields and indicates the need for techniques to analyze longitudinal datasets 
(e.g., ECLS, NLSY).   
It is necessary to conduct longitudinal studies if researchers are interested in the general 
changes of certain outcome variables over time.  Through tracking each participant on outcome 
variables repeatedly, it is also possible to examine changes within individuals as well as 
influential factors (Fitzmaurice & Molenberghs, 2009).  Moreover, the causal relationship among 
variables has always interested researchers.  Longitudinal studies with an experimental design 
allow researchers to examine the causal relation between interventions and outcome variables at 
each time point (Hedeker & Gibbons, 2006).  In a longitudinal study, not only can outcome 
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variables be tracked over the course of the study, but variations in the relationship between 
outcome and independent variables over time can be detected as well.  Because of the importance 
of longitudinal studies and the availability of public longitudinal datasets, it is appealing for 
applied researchers to understand the techniques and statistical methods used to study 
longitudinal data. 
Although longitudinal studies have drawn greater attention, there are many and varied 
challenges towards analyzing longitudinal data.  First, the nature of repeated measures at each 
time point from a longitudinal study is multivariate with complicated random error structures 
(Fitzmaurice & Molenberghs, 2009).  Second, the method used for modeling longitudinal data 
depends on the type of outcome variables.  For continuous outcome variables, linear models are 
quite popular, whereas non-linear functions are available to describe temporal changes.  For 
discrete outcome variables, several models can be applied that differ not only in function but also 
in interpretation (Fitzmaurice & Molenberghs, 2009).  Third, because it is possible to include 
independent variables that covary with time in longitudinal studies, the procedure of analysis can 
become relatively complex and confusing (Fitzmaurice & Molenberghs, 2009).  Lastly, missing 
data, as a lingering issue, brings more difficulties into analyzing longitudinal data (Fitzmaurice & 
Molenberghs, 2009; Hedeker & Gibbons, 2006). 
In order to tackle the aforementioned challenges, advanced statistical methods have been 
developed over the past 20 years (Fitzmaurice & Molenberghs, 2009).  These advanced methods 
generally have more realistic and flexible assumptions with regard to missing data and the 
response type (e.g., binary, ordinal, continuous) of outcome variables (Hedeker & Gibbons, 
2006).  The purpose of this section is to explore psychometric models that are designed to analyze 
ordinal-polytomous item response data (i.e., more than two response categories) and statistical 
models that are used to analyze longitudinal outcome data. 
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Measurement of change. 
Measurement of change from a Classical Test Theory (CTT) perspective. In education, 
psychology, and other fields in the social sciences, it is challenging to measure latent traits (i.e., 
unobserved variables) of people, such as ability, attitude, self-efficacy, or personality, in a 
manifest (i.e., visible) continuous scale.  In many cases, it is unrealistic to score people’s 
responses into two categories (e.g., true versus false, correct versus incorrect, disagree versus 
agree).  Practically, researchers are often dealing with ordered or unordered polytomous data, 
such as the six-point response option format used with each item in the Preschool COR and 
OnlineCOR.  The current study will focus on ordered polytomous data.  One popular approach 
for analyzing longitudinal polytomous data is from the CTT perspective (Blanchin et al., 2010).  
In order to measure the “true score” and its change over time, CTT uses an observed score (i.e., 
the average response across a set of polytomously scored items or summed score across a set of 
polytomously scored items) as an estimate of the true score (Beaujean & Osterlind, 2008).  In the 
Preschool OnlineCOR, the observed score is represented by the total (sum of 32 items) and 
domain (sum of items in each domain) scores.  The CTT scoring approach has been used in many 
longitudinal studies involving the Preschool COR (see Bulotsky-Shearer, Dominguez, & Bell, 
2012; Fantuzzo, Bulostsky-Shearer, McDermott, McWayne, Frye, & Perlman, 2007; Fantuzzo, 
Gadsden, & McDermott, 2011; Fantuzzo, Rouse, McDermott, & Sekino, Childs, & Weiss, 2005; 
Lorenzo, Herrera, Hernández-Candelas, & Badea, 2014; Xiang & Schwernhart, 2002).  By 
employing a CTT approach for creating measurement scores, longitudinal models that are 
designed for continuous or linear outcomes (which will be presented in the section titled 
‘Advanced Models for Continuous Longitudinal Data’) may be applied to polytomous items, by 
taking average or total scores of the entire test as the outcome variable measure for each 
individual.  Thus, assuming total scores reflect a continuous variable.  Although this approach 
might not be ideal because it ignores the polytomous nature of item responses, it is widely used in 
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educational studies due to its simplicity (e.g., Desimone, Porter, Garet, Yoon, & Birman, 2002; 
Walker-Barnes & Mason, 2001). 
 It is quite common to calculate the average or sum score of an entire scale or subscales 
consisting of several Likert-type response option formats as a measure of the outcome variable in 
longitudinal studies in education, psychology and other social sciences fields (e.g., Burgio, Park, 
Hardin, & Sun, 2007; Pehrson, Brown, & Zagefka, 2009; Shek & Yu, 2011; Smokowski, Rose, & 
Bacallao, 2009; Tate, 2008).  However, the polytomous nature of the item response categories is 
not acknowledged by the CTT approach for creating observed scores (i.e., sum or mean score) 
when modeling longitudinal outcomes and assumes the relationship is linear between the item 
responses and the latent variable, but this is not possible given the categorical nature of the data. 
Measurement of change from an IRT perspective. Treating the polytomous item 
response data as continuous and ignoring the ordinal discrete nature of the data may lead to 
incorrect conclusions (Lee, Poon, & Bentler, 1995), whereas transforming the polytomous data to 
dichotomous data may cause a loss of information (Fox, 2005).  Therefore, other approaches need 
to be considered to account for the polytomous nature of item response data.   
IRT is a Model based measurement framework built upon a new set of rules (Embretson 
& Reise, 2000).  In comparison with classical item analysis approaches that are extensions of 
CTT, which focuses on the instrument level score, IRT focuses at the item level (De Ayala, 2009; 
Mallinson, Stelmack, & Velozo, 2004).  It is believed that IRT is superior to CTT in situations 
when the assumptions of IRT models are met and the IRT model data fit is satisfied (De Ayala, 
2009).  In IRT, a person’s latent trait or ability (θ) is estimated based on his or her responses to 
the items and the properties of items.  These estimates are at the person level, instead of at the 
group level as in CTT.  The item parameters, such as item difficulties, in IRT are also not limited 
within the specific sample but provide more general estimates for the items themselves, which are 
not sample-specific (De Ayala, 2009).  De Ayala further points out that IRT predicts an 
individual’s responses to certain items based on the estimates of his or her ability and the 
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properties of items, and tests how well a given IRT model fits the item response data.  As for 
scenarios where IRT models are recommended, Zickar and Broadfoot (2009) concluded that if the 
measurement developer and users are interested in a specific range of abilities, IRT could help to 
find items that are able to identify this range effectively and efficiently.  IRT can also be used to 
examine the psychometric properties of an existing scale and its items, to optimize the length of 
the scale if needed, and to further evaluate the quality of the condensed scale (Edelen & Reeve, 
2007).    
In longitudinal studies, it is possible to use IRT scaled scores (e.g., T-scores) to estimate 
an individual’s latent trait for the outcome variables.  According to Hambleton and Swaminathan 
(1985), the ideal metric to use when examining change is a vertically equated IRT-based scale 
score, because it is on an interval scale and is comparable across grades.  IRT scaled scores are 
often used to measure achievement in combination with multilevel modeling (Bryk, Raudenbush, 
Seltzer, & Congdon, 1988) approach.  Grimm, Ram, Estabrook (2017) introduced two approaches 
to estimate latent IRT score before modeling growth.  The first common approach is to create an 
item calibration sample by randomly selecting a measurement occasion for each person.  This 
item calibration sample was used to estimate the item parameters.  The saved item parameters 
were then used to estimate the latent trait IRT scores (Curran, Husson, Cai, Huang, Chassin, Sher 
& Zucker, 2008; Grimm, Kuhl, & Zhang, 2013; Grimm, et al., 2017).  The advantage of this 
approach is that each person appears in the item calibration sample once and all measurement 
occasions are covered (Grimm et al., 2017).  The second common approach is to merge 
measurement from all occasions ignoring the nested nature of the data, then estimate the item 
parameters and person latent trait IRT scores at once (Grimm et al., 2017; McArdle, Grimm, 
Hamagami, Bowles & Meredith, 2009).  Although this approach may be misspecified as the 
individuals in the merged sample are no longer, it is able to generate IRT scaled score for all 
individuals at all occasions.  It is particularly useful when missing data is concerned (Grimm et 
al., 2017, McArdle, et al., 2009). 
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IRT scaled scores versus other scoring (scaling) methods in longitudinal studies. 
Beaujean and Osterlind (2008) examined the performance of raw scores from a CTT perspective 
and scaled scores from an IRT perspective for detecting the Flynn Effect (i.e., increases in mean 
IQ scores across time) based on large published longitudinal datasets.  Beaujean and Osterlind 
claimed that “the near-universal reliance on the CTT model in FE work is unfortunate,” (p. 456) 
because the summed or average scale score does not use all of the information offered by a given 
test or survey, and CTT itself cannot discern the latent constructs that the scale is designed to 
measure.  They pointed out that raw scores might not be the best solution for studying the FE 
because the mean IQ increase may be caused by many factors, including an increase in cognitive 
ability, a general decline in item difficulty, or an interaction between these two variables.  Thus, a 
CTT or raw score approach is not sensitive to these sources of variability unless it is shown that 
the test is equivalent across time points and among groups.  However, IRT has the ability to 
differentiate true increase in intelligence (which is measured as a latent trait) changes in item 
properties, and the interaction between these two variables (Beaujean & Osterlind, 2008).   
Beaujean and Osterlind (2008) conducted a study to demonstrate the advantage of IRT 
using a large longitudinal dataset, the Children and Young Adults of 1979 edition of the NLSY 
(Bureau of Labor Statistics, U.S. Department of Labor, & National Institute for Child Health and 
Human Development, 2002).  The measures they selected were the 1990 and 2004 
administrations of the PPVT–Revised (PPVT-R) and the 1996 and 2004 administrations of the 
Math section of the Peabody Individual Achievement Test (PIAT-Math).  They explained that 
these two measures were chosen because the item-level data were available and the test content 
was quite homogenous, which met the unidimensional assumption of the set of IRT models 
chosen.  In order to determine the appropriate IRT model to use with the data, they first tested 
model data fit for the one-parameter logistic (1PL; Birnbaum, 1968), two-parameter logistic 
(2PL; Embretson & Reise, 2000), and three-parameter logistic (3PL; Hambleton & Swaminathan, 
1985) models separately at each administration (time point).  At last, a 2PL model was chosen, 
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under which both the item discrimination (i.e., the slope or relationship of the item with the latent 
trait) and difficulty parameters (i.e., the location of the item on the latent trait continuum) were 
freely estimated.  In addition, they also conducted differential item functioning (DIF) tests for 
both tests to examine their time-invariance at different occasions.  For the PPVT-R, they found 
that 87 out of 175 items showed DIF in the item difficulty parameter, but none of the items 
showed DIF in the item discrimination parameter.  For the PIAT-Math, they found that 33 out of 
84 items showed DIF in the item difficulty parameter, and only one item showed DIF in the item 
discrimination parameter.  Based on the DIF results, only the items that did not show DIF were 
used to equate (anchor) the tests at two time points and all other items were allowed to be 
estimated freely.   
Next, Beaujean and Osterlind (2008) compared the performance of raw scores, standard 
scores (e.g., z-scores), percentile scores, and IRT scores on capturing the increase of both PPVT-
R and PIAT-Math.  It was shown that, for both tests, the raw, standardized, and percentile scores 
all indicated an increase over time, but the IRT scores only suggested minor increases over time.  
They further concluded that the Flynn Effect seems to be largely due to changing item properties 
instead of changes in cognitive ability.  Therefore, using IRT scores was recommended in 
longitudinal studies, and item-level characteristics need to be considered (Beaujean & Osterlind, 
2008).  This is a very informative study in terms of showing how IRT scores function more 
precisely with longitudinal data than standard approaches for scaling scores (i.e., raw score, z-
scores, percentile scores); however, it still has some limitations.  First, there were only two time 
points considered: 1990 PPVT-R versus 2004 PPVT-R, and 1996 PIAT-Math versus 2004 PIAT-
Math.  Hence, when there are more time points, and when the pattern of change is more complex, 
whether the IRT scores would still outperform other types of scores needs to be examined.  Based 
on these findings, one could predict the IRT scores would be appropriate for modeling change.  
Second, the item response type in their study was dichotomous (correct versus incorrect), 
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therefore, whether the IRT scores from polytomous IRT modeling would also outperform other 
type of scores was not covered and needs to be further studied. 
In other literature, IRT scores have been compared with grade equivalent (GE) scores 
(Seltzer, Frank, & Bryk, 1994), and normal curve equivalent (NCE) scores (Goldschmidt, Choi, 
& Martinez, 2004).  Within achievement testing, GE scores and NCE scores have been widely 
used in the school system for reporting commercially published standardized tests (Ramos, 1996; 
Trevino, 1981).  A GE score shows the grade level at which this score is the mean performance 
level based on grade norms.  Differently, a NCE score measures where an individual falls along 
the normal curve, which is calculated as 50+21.06 × z-score (Mertler, 2002).  NCE scores range 
from 0 to 100, and match the percentile rank on the normal curve (Trevino, 1981).  Historically, 
NCE scores were recommended for comparing gains across different tests (Trevino, 1981).  
GE scores have been criticized for not having equal intervals, and the growth trajectories 
based on GE scores are always linear (Ramos, 1996; Seltzer et al., 1994).  Through a multilevel  
modeling approach, Seltzer et al. (1994) compared the performance of the longitudinal GE scores 
and IRT scores from the same form of Iowa Test of Basic Skills (ITBS; Hoover, Dunbar, & 
Frisbie, 2001).  The growth rates from Grade 1 to 3 and 4 to 6 were calculated separately through 
moth metrics.  Seltzer et al. (1994) found that, although GE scores and IRT scores do not depict 
significant differences in depicting achievement at a single time point, they do differ substantially 
in capturing the pattern of achievement over time (i.e., growth rate estimates).  Based on the GE 
metrics, the growth rates from Grade 1 to 3 (0.85) were lower than that from Grade 4 to 6 (0.93).  
The correlations among Growth rates 1 to 3, growth status at Grade 3, Grade growth rate 4 to 6 
were positively correlated, r ranging from .55 to .87.  However, based on the IRT metrics, the 
growth rates from Grade 1 to 3 (0.98) were lower than that from Grade 4 to 6 (0.66), and these 
two rates were not correlated (r = .16).  Seltzer et al. (1994) concluded that the choice of metrics 
made a significant difference in longitudinal data analysis, and recommended using IRT for 
capturing the change of achievement on particular skills over time.   
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Goldschmidt et al. (2004) pointed that NCE scores represent participants’ relevant 
position year by year, rather than a change from the previous year, so they questioned the ability 
of NCE scores in describing absolute growth in achievement.  The absolute growth was referring 
to the actual (true) within individual growth in comparison with preceding ability status of the 
same individual, whereas the relative growth was the change of an individual’s ranking or 
placement in comparison with other individuals in a population.  In order to compare the 
performance of NCE and IRT scores in longitudinal data analyses, Goldschmidt et al. (2004) 
conducted a study using a Monte Carlo simulation approach.  In fact, they did not simulate 
longitudinal data themselves from a theoretical population model, but generated a population 
model from an existing database.  They first selected a sample of 7,856 students who had data 
from the 1997-1998 school year to the 2000-2001 school year from an urban school district.  
According to the authors, the demographic characteristics of this sample were quite diverse and 
representative of the districts that they were interested in studying.  The scales Goldschmidt et al. 
(2004) chose were the reading and mathematics Stanford Achievement Tests (SAT-9; Pearson 
Assessment, 1995) because both NCE scores and IRT scores for these scales were provided.  The 
SAT-9 was administered once each school year. 
This preselected sample of 7,856 students from 60 schools was treated as the arbitrary 
population.  Each school had about 745 students.  The Monte Carlo method was used to obtain 
2,000 samples from the arbitrary population.  The sampling factors considered were the number 
of students within a school (25%, 50%, versus 75%) for all 60 schools, content areas (reading 
versus mathematics), and score types (NCE versus IRT).  Each condition was repeatedly sampled 
and analyzed 2,000 times with replacement.  A three-level multilevel modeling analysis was 
conducted on each generated data set using both types of scores to measure school effects on 
students’ growth of academic achievement over four years.  The comparison criteria they used 
were effect size (i.e., estimated parameter divided by the overall standard deviation of an outcome 
variable) and relative bias (the difference in effect size between NCE score estimates and IRT 
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score estimates divided by the effect size of IRT score estimates).  It was found that the NCE 
scores and IRT scores performed similarly in terms of estimating the effects of school and student 
level indicators.  However, NCE scores significantly underestimated the absolute growth by 
consistently showing smaller effect sizes than IRT scaled score. 
Goldschmidt et al.’s (2004) study is very meaningful in terms of detecting the difference 
between IRT and NCE scores in measuring the absolute growth rate, however, it still may not be 
very convincing to conclude that the estimates provided by IRT scores are closer to reality, 
because the true change in their case was still unknown and not generated from a model with 
known population parameters. 
IRT models for polytomous data. For ordered polytomous data, there are many IRT 
models available for researchers, including Andrich’s (1978) rating scale model, Masters’ (1982) 
partial credit model, Muraki’s (1992) generalized partial credit model, Samejima’s (1969) graded 
response model, and Muraki’s (1990) modified graded response model.  Polytomous IRT models 
use an option response function (ORF) to represent the probability (y-axis) of reaching a certain 
category score given the level of the latent trait (x-axis) θ (De Ayala, 2009).   
Muraki’s (1992) generalized partial credit model is appropriate for estimating ordered 
polytomous responses, the purpose of which is to assign partial credit on items that need several 
steps to be solved (Shin, 2003).  For example, in a math achievement test, a person provides an 
answer that partially solves a question.  If we use a dichotomous method for scoring this item, 
this person can earn zero credit.  However, it may not reflect his or her true ability because they 
know some, but not all of the steps involved in solving the problem.  By giving a partial credit, 
this person’s real achievement on this question can be estimated more precisely.  In addition, the 
generalized partial credit model can also be applied to Likert-type response formats (De Ayala, 
2009; Shin, 2003).  Under a generalized partial credit model, the ORF to obtain certain category 
score x on item j (𝒙𝒋) given latent trait θ can be written as 
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𝒑𝒙𝒋(𝜽) =  
𝒆𝒙𝒑[∑ 𝜶𝒋(𝜽−𝒃𝒋𝒌)
𝒙𝒋
𝒌=𝟎 ]
∑ 𝒆𝒙𝒑[∑ 𝜶𝒋(𝜽−𝒃𝒋𝒌)
𝒙𝒋
𝒉=𝟎 ]
𝒎𝒋
𝒌=𝟎
 .                                            (2.1) 
The threshold parameter 𝒃𝒋𝒉 indicates the transition location between category k and k-1 
on item j.  The total categories of item j is mj, and k = (1,… mj).  The parameter 𝜶𝒋 represents the 
item discrimination (i.e., item slope), which suggests the degree to which the categorical response 
changes for a given item while the latent trait (θ) changes (Muraki, 1992).  The term “exp” means 
the exponential function of the constant number e (≈ 2.71828).  As indicated by De Ayala (2009), 
Muraki’s generalized partial credit model is developed based on the 2PL model, meaning both the 
item difficulty and item discrimination are estimated (vary) across items.  The generalized partial 
credit model is quite flexible because it can be used not only for polytomous item responses, but 
also for dichotomous item responses (which reduces down to the 2PL model).  It also allows each 
item to have different thresholds, number of categories, and different discriminations, meaning 
the scale structure of each item does not have to be the same (De Ayala, 2009).  Shin (2003) 
stated that the generalized partial credit model can be simplified to Master’s (1982) partial credit 
model by setting the item discrimination parameter 𝜶𝒋 as constant (=1 or estimated as a common 
value across items) while the rest of Equation 2.1 stays the same.  
Barghaus’s (2012) study is an example of applying Muraki’s generalized partial credit 
model to estimate the thresholds of the 32 Preschool OnlineCOR items.  As there are five 
developmental levels (1 to 5) for each item, the number of thresholds for each item is four.  It was 
reported that the thresholds (i.e., transition location) of item F (“Relating to other children”) from 
Social Engagement were in developmental order (𝒃𝑭𝟏 = -1.06; 𝒃𝑭𝟐 = -.98; 𝒃𝑭𝟑 = .01; 𝒃𝑭𝟒 =.65).  
Suppose we have three children (A, B, and C) whose response pattern fit the generalized partial 
credit model in the domain of Social Engagement.  If the latent trait estimate for Child A was -
1.3, his/her score on item F would be 1.  If the latent trait estimate for Child A was -.2, his/her 
score on item F would be 3.  If the latent trait estimate for Child A was .8, his/her score on item F 
would be 5. 
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If we further constrain the partial credit model, we can get Andrich’s (1978) rating scale 
model.  In a rating scale model, all items must have the same number of response categories.  The 
number and values of thresholds are also the same across items, although they can be freely 
estimated.  To set the constraints, the item difficulty parameter (i.e., the threshold parameter 𝒃𝒋𝒉) 
is decomposed to the item location parameter (bj) and the category threshold parameter (ch).  In 
numerical expression, 𝒃𝒋𝒉 = bj + ch.  In the rating scale model, bj is allowed to vary across items, 
but ch is kept the same for all items (De Ayala, 2009; Shin, 2003). 
Samejima’s (1969) graded response model is different from the three polytomous IRT 
models discussed above in terms of the ORF, meaning it cannot be simply obtained by 
transformation from Equation 2.1.  In Equation 2.1, we considered the probability of obtaining a 
certain category score versus the total probability of obtaining every category score.  However, in 
the graded response model, it focuses on the probability of obtaining a certain category score and 
higher versus the probability of obtaining category scores that are lower than the given category 
score, which is also known as cumulative probability (De Ayala, 2009).  Shin (2003) explained 
that a two-stage process is required for the graded response model.  At the first stage, the 
cumulative probability to endorse category k or above on item j is presented as: 
𝒑∗𝒌𝒋(𝜽) =  
𝒆𝒙𝒑[𝜶𝒋(𝜽−𝒃𝒌𝒋)]
𝟏+𝒆𝒙𝒑[𝜶𝒋(𝜽−𝒃𝒌𝒋)]
 ,                                                 (2.2) 
where 𝜽 is the latent trait, 𝜶𝒋 is the discrimination parameter for item j, 𝒃𝒌𝒋 is the category 
boundary location for category k of item j.  At the second stage, the cumulative probabilities of 
contiguous categories need to be taken away:  
𝒑𝒌𝒋(𝜽) =  𝒑
∗
𝒌𝒋
(𝜽) − 𝒑∗(𝒌+𝟏)𝒋(𝜽),                                        (2.3) 
where 𝒑∗(𝒌+𝟏)𝒋(𝜽) is the cumulative probability to endorse the category k+1 and above (De 
Ayala, 2009; Shin, 2003).  The graded response model can be used with partial credit scores or 
Likert-type data.  It also allows items to have different numbers of categories and discrimination 
parameters.   
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Samejima’s (1969) graded response model was modified by Muraki (1990), in which all 
the items have the same number of categories.  Muraki decomposed the category boundary 
location parameter (𝒃𝒌𝒋) to item location parameter 𝒃𝒋 and a set of category threshold parameters 
ck for the entire scale.  This step is very similar to the development of Andrich’s (1978) rating 
scale model, but in Muraki’s modified graded response model, a cumulative probability is used to 
structure the ORF as follows 
𝒑𝒌𝒋(𝜽) =  
𝟏
𝟏+𝐞𝐱𝐩 (−𝜶𝒋(𝜽−𝒃𝒋+𝒄𝒌))
 −
𝟏
𝟏+𝐞𝐱𝐩(−𝜶𝒋(𝜽−𝒃𝒋+𝒄𝒌−𝟏))
.                   (2.4) 
Here, the cumulative probability is to endorse category k or lower categories (Muraki, 
1990).  The category threshold parameter c does not carry the subscript j, meaning the set of 𝒄𝒌 (k 
= 1, 2,…m) does not change across items in the scale.  The total number of categories for each 
item is m+1.  Different from Andrich’s (1978) rating scale model, which can be viewed as a 
Rasch type model, Muraki’s modified graded response model estimates the item discrimination 
for each item as well (Shin, 2003). 
To determine which models to use to estimate the latent trait, applied researchers need to 
consider the structure of their scales, their research purpose and needs, and the model data fit as 
well.  For ordinal categorical response items, the partial credit model in IRT models also rests on 
certain assumptions regarding the way the world works.  There are three principal assumptions 
that justify the use of IRT models for purposes of measurement.  First, the dimensionality 
assumption of IRT illustrates that the observed data is an expression of one or more dimensions 
of the individual’s latent trait(s).  In the 1PL model, there is only one person-location parameter: 
θi, which reflects a “single continuum” (p. 20) of the latent variable.  Therefore, for the 1PL 
model, this assumption is also referred to as the unidimensionality assumption, which specifically 
indicates that the observed item responses are “solely a function of a single continuous latent 
person variable” (De Ayala, 2009, p. 20). 
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The second assumption, conditional independence or local independence, suggests “the 
responses to an item are independent of the responses to any other item conditional on the 
person’s location” (De Ayala, 2009, p. 20).  De Ayala (2009) explained that this conditional 
independence assumption is established on the premise that all of the latent variable(s) that would 
influence an individual’s responses are known and taken into consideration.  Therefore, the 
conditional independence assumption works for both unidimensional IRT models (e.g., the 1PL 
or Rasch type models) and multidimensional (i.e., models that allow for more than one correlated 
trait or dimension) IRT models. 
The third assumption is the functional form assumption.  It indicates that the empirical 
data pattern follows the function identified by the corresponding model.  For example, an 
empirical data pattern that is an “S” shape may fit the ogival form of the 1PL model that uses a 
logistic linking function (e.g., other IRT models can be based on a probit model, but logistic is the 
most commonly used in IRT).  In addition, the 1PL model also requires a constant slope or 
discrimination parameter (e.g., α = 1).  Therefore, it needs to be examined if the empirical data 
curves of items have relatively parallel slope in order to fit into the 1PL or Rasch type models (De 
Ayala, 2009). 
Measurement invariance. A scale is considered to be measurement invariant if the same 
construct is measured across groups or time points (Millsap, 2011).  To be specific, in order to 
make comparisons between different groups in terms of their level of ability or latent trait, one 
basic assumption is that the numbers that were used to make the comparison fall on the same 
measurement scale (i.e., multiple group measurement invariance; Drasgow, 1984, 1987; Millsap, 
2010; Reise, Widaman, & Pugh, 1993).  If the measurement invariance is not fully established, a 
direct comparison between groups is less meaningful and trustworthy ((Drasgow, 1984, 1987; 
Millsap, 2010; Reise et al., 1993).   
In order to apply IRT to longitudinal studies appropriately, measurement equivalence 
across time points (i.e., longitudinal measurement invariance) needs to be considered as an 
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additional step.  Often, this assumption goes untested in studies (with sufficient sample size) of 
longitudinal growth, as this is not seen as one of the statistical assumptions of the model, but an 
implied measurement assumption.  Meade, Lautenschlager, and Hecht (2005) stated that it is 
important to make sure that the measurements that were applied at different time points were 
perceived equally or invariantly by participants; otherwise, construct interpretability or inferences 
can be jeopardized.  Meade et al. (2005) defined three types of change based on Golembiewski, 
Billingsley, and Yeager’s (1976) theory: beta change, gamma change, and alpha change.  Beta 
change happens when respondents recalibrate their understanding of the categories in items, 
which is evidenced by changes in item discrimination and difficulty (i.e., item thresholds for 
polytomous data) across time.  Gamma change is referred to as a fundamental change of 
respondents’ understanding or definition of the latent trait itself, which is evidenced by different 
number of factors or different item-factor loading patterns are found.  The last one is alpha 
change, which is the real change in the latent trait.  Alpha change is the true change researchers 
want to analyze and capture, however, the possible existence of beta and gamma change may 
interfere with the final statistical estimates and inferences that researchers want to make about 
their data (Meade et al., 2005).  Meade et al. emphasized that only scales that show measurement 
equivalence could reveal the alpha (true) change.  In other words, the item parameters, including 
item difficulties and item discriminations, should be the same across time points, otherwise, it 
would be hard to conclude whether the detected change in latent traits is the real change.  This 
additional information we can obtain from IRT modeling about the measurement invariance is 
another reason why IRT is recommended in longitudinal studies (Meade et al., 2005).  
The methodological procedure for conducting measurement invariance can be established 
through IRT and CFA frameworks.  It is a multi-phase procedure that is composed of a hierarchy 
of factorial invariance models (e.g., Gregorich, 2006; Grimm, Ram, & Estabrook, 2017; Liu, 
Millsap, West, Tein, Tanaka, & Grimm, 2016; Reise, et al., 1993).  The baseline model (Phase 1) 
is the configural invariance model (Horn, McArdle, & Mason, 1983; Thurston, 1947), which 
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examines if the general item-factor pattern is the same across groups or time points, including the 
number of common factors and the associations between items and the common factor.  The 
equation can be written as: 
𝑦𝑖𝑗𝑔 = 𝜏𝑗𝑔 + 𝜆𝑗𝑔𝜂𝑔 + 𝑢𝑖𝑗𝑔,                                                    (2.5) 
where 𝑦𝑖𝑗 is person i’s observed score on item j, and g represents the group indicator; 𝜂 is the 
latent common factor score for group g;  𝜏 is the item intercept parameter for each item j based on 
group g, 𝜆 is item-factor loading parameter for each item j based on group g, and u is the unique 
variance for each item.  Group indicator g can be replaced by time indicator t when doing 
longitudinal measurement invariance test.  The major differences between the CFA models for 
multiple group and longitudinal measurement invariance tests is that (1) the latent factor at 
different time points allowed to covary; (2) the unique variance of the same item at different time 
points were also allowed to covary.  Figure 2.1 presents an example the path diagram of multiple 
group and longitudinal measurement invariance models, where four items were used to test the 
latent factor score for each group (Figure 2.1 a) and at each time point (Figure 2.1 b).  In the 
configural invariance model, all parameters, including𝜆, 𝜏, and u were freely estimated for both 
groups.  The main purpose at Phase 1 is to test whether the general factor pattern is the same for 
both groups (Liu et al., 2016).  
The second model (Phase 2) is named the weak (metric) factorial invariance model, 
which examines whether each common factor is associated with the same items by placing 
constraints (i.e., setting parameters equal) on factor loadings (from the CFA framework) or item 
discrimination (from the IRT framework) across groups and time points.  Taking Figure 2.1 as the 
example, at Phase 2, the model setting is λ11 = λ12, λ21 = λ22, λ31 = λ32, and λ41 = λ42. 
The third model (Phase 3) is  the strong invariance model, which examines if there is 
differential additive response bias (Gregorich, 2006) by placing constraints on item intercept or 
threshold (from CFA framework) or item location (from the IRT framework) parameters.  Taking 
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Figure 2.1 as the example, at Phase 3, the model setting is τ11 = τ12, τ21 = τ22, τ31 = τ32, and τ41 = 
τ42.  It needs to be noted that when ordered polytomous item responses are treated as categorical 
data during the analysis in a CFA framework this model is equivalent to the graded response 
model (Millsap, 2010).  With categorical variables and maximum likelihood (ML) estimator, 
Mplus (Muthén & Muthén, 1998-2015a) uses the Expected A Posteriori to estimate factor score; 
with categorical variable and WLSMV estimator, Mplus uses the Maximum A Posteriori to 
estimate factor score.  Both MAP and EAP methods are commonly used in IRT modeling 
(Asparouhov & Muthén, 2010).  Although the parameter estimation is not exactly the same, the 
graded response model item parameters can be expressed as the functions of CFA factor loading 
and item threshold parameter (Kamata & Bauer, 2008). 
The fourth model (Phase 4) is named the strict factorial invariance model, which 
examines if the group or longitudinal comparison is based on common factor means and observed 
variances (Gregorich, 2006).  The total variance for each item in a CFA model is decomposed 
into common factor variance and unique/residual variance.  Common factor variance may be 
contaminated by the non-invariant unique/residual variance component.  By placing constraints 
on the unique/residual variances of items, it is possible to test if the group difference or 
longitudinal change is due to the interested common factor or measurement artifacts.  If all the 
items in a scale pass all four levels of the factorial invariance procedure, then evidence for full 
measurement invariance is established (Millsap, 2011; Reise et al., 1993).  Taking Figure 2.1 as 
the example, at Phase 4, the model setting is 𝑢11 = 𝑢12, 𝑢21 = 𝑢22, 𝑢31 = 𝑢32, and 𝑢41 = 𝑢42.  Table 
2.1 summarized the model setting and implication for each phase of measurement invariance test.  
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Figure 2.1. Path diagram of CFA models for multiple group (a) and longitudinal measurement 
invariance (b) tests based on Liu et al. (2016). 
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Table 2.1 
Hierarchy of Measurement Invariance Tests 
Phase Degree of 
invariance 
Factor 
loading 
(λ) 
Item 
intercept 
/threshold 
(τ) 
Item 
unique 
variance 
(𝑢) 
Implication 
1 Configural 
invariance 
model 
 
Free Free Free General pattern of factor loading 
holds across groups and time 
points. 
2 Weak 
factorial 
invariance 
model 
 
Equal Free Free The variance and covariance of 
latent common factor can be 
compared (Widaman & Reise, 
1997). 
3 Strong 
invariance 
model 
Equal Equal Free The means, variance, and 
covariance of latent common 
factor can be compared (Millsap, 
2011; Widaman & Reise, 1997) 
 
4 Strict 
factorial 
invariance 
model 
Equal Equal Equal Group difference/longitudinal 
growth in the latent factor is the 
only source of differences found in 
the mean, variance, and covariance 
in the latent factor (Millsap, 2011). 
Note. Summary based on Millsap (2011) and Liu et al. (2016) 
 To determine the degree of measurement invariance, the four models shown in Table 2.1 
were compared as nested models in the order of Phase 2 against Phase 1, Phase 3 against Phase 2, 
and Phase 3 against Phase 4 models.  If the more restricted model (with higher phase number) 
does not fit significantly worse than the less restricted model (with lower phase number), it means 
the corresponding degree of measurement invariance model is held.  For example, if the weak 
factorial invariance model does not fit significantly worse than the configural model, it indicates 
the full weak factorial invariance assumption (equal item-factor loading) is held for the 
measurement (Millsap, 2011; Reise et al., 1993). 
In practice, considering the number of items in a scale, it is often unlikely to reach full 
measurement invariance for all items across groups and/or time points.  Reise, Widaman, and 
Pugh (1993) pointed out that to make group comparisons, full measurement invariance is not 
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required, but partial measurement invariance (i.e., this means full measurement invariance is 
established in more than half of the items on a scale, but not all factor parameters are held 
measurement invariant; see also Byrne, Shavelson, & Muthen, 1989).  For example, it is possible 
that the Phase 2 model (weak factorial invariance model) fit significantly worse than the Phase 1 
configural model, suggesting the full weak factorial measurement invariance does not hold.  
However, after freeing one item-factor loading (i.e., allowing it to be freely estimated across 
groups or time points), the new model showed better fit and no difference from the Phase 1 
configural model, it means partial weak factorial invariance held for this measurement.  In 
general, a partial measurement invariance model means there are some items that violate some of 
the invariance assumptions on item-factor loading, item thresholds, or unique variances.   
Although it is ideal to have full invariance, partial measurement invariance is not rare in 
practice.  When there is a large item pool to work with, one solution for the partial measurement 
invariance issue is to remove all items that showed non-invariant and only work with the 
invariant items to make group comparison or model change (Meade et al., 2005).  Another 
solution recommended by Widaman, Ferrer, and Conger (2010) is that when full measurement 
invariance is not established, researchers may consider two baseline models: one with full strong 
invariance, and the other with partial invariance.  Predictors and paths can then be added onto the 
two baseline models to answer practical research questions.  The two parallel sequential models 
are then compared to see if the same conclusion can be drawn.  If the similar significant effects 
are found on the predictors, it means that for the scale under study, the selection of baseline 
models does not matter critically; however, if different patterns are found, researchers need to 
further consider which baseline model is better and interpret accordingly. 
Advanced models for continuous longitudinal data. 
Mixed-effects regression model for longitudinal data. After getting the measures of 
change in outcomes through either CTT or IRT approach, the second step is to examine the 
trajectory of change and to find the influential factors of the change through statistical modeling.  
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Among advanced models for longitudinal data, mixed effects models (Laird & Ware, 1982) and 
generalized estimating equation (GEE) models (Liang & Zeger, 1986) are the two models that 
have been widely used in recent decades (Hedeker & Gibbons, 2006).  Hedeker and Gibbons 
(2006) briefly explained the difference between the two main approaches.  The major difference 
between the mixed effects models and the GEE models are estimation methods: the mixed-effects 
models employ full-likelihood, while the GEE models employ partial-likelihood.  Although a 
partial-likelihood method is less stressful in computation, it has stricter assumptions on missing 
data than full-likelihood.  Moreover, the mixed-effects models using full-likelihood make the 
estimates of within-individual changes available, so that it is possible for researchers to examine 
whether the temporal changing trends on a certain outcome variable stay the same across 
individuals (Hedeker & Gibbons, 2006). 
The mixed-effects regression model introduced here is designed for continuous outcome 
variables, such as the CTT mean or sum scores and IRT scaled scores.  Traditionally, univariate 
analysis of variance (ANOVA) and multivariate analysis of variance (MANOVA) have been used 
to analyze repeated measures or balanced designed longitudinal data (Hedeker & Gibbons, 2006).  
The limitation of the repeated measure ANOVA and MANOVA is that they assume equal 
variances and covariances of dependent variable(s) across different time points (which is different 
from measurement invariance assumption as discussed in earlier section), and they use listwise 
deletion to handle missing data, meaning only the participants who have complete data at every 
time point are included in the analysis (Hedeker & Gibbons, 2006).  These limitations of 
traditional statistical methods urge the application of mixed-effects models in analyzing 
longitudinal data.  This section first introduces the mixed effects regression model, and then 
discusses how it can be formulated in a multilevel modeling framework. 
According to Hedeker and Gibbons (2006), mixed-effects regression models are named 
using different terms throughout history, including random effects model (Laird & Ware, 1982), 
random coefficients model (De Leeuw & Kreft, 1986), variance component model (Dempster, 
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Rubin, & Tsutakawa,1981), multilevel model (Goldstein, 2011), hierarchical linear model 
(Raudenbush & Byrk, 2002), two-stage model (Bock, 1989), empirical Bayes model (Hui & 
Berger, 1983), and random regression model (Gibbons, Hedeker, Waternaux, & Davis, 1988).  
The various terminologies may cause some confusion for applied researchers and students; 
therefore, it is important to understand that these models are essentially the same and can be 
formulized into the same framework.  Hedeker and Gibbons pointed out that one common feature 
among these models is that they all take the random effects of persons into consideration so that 
the impacts of persons on repeated measures can be detected.  Furthermore, since time is viewed 
as a continuous variable in the mixed-effects regression models, they do not require all 
participants to be measured at every time point and naturally can account for data that is missing 
at random (Little, 2002).  Hence, participants who have incomplete observations are still kept in 
the analysis (Hedeker & Gibbons, 2006).  In addition, it is also possible to include both time-
invariant and time-varying covariates into the mixed-effects regression models so that researchers 
are able to test whether the change of outcome variables are related to the stable independent 
variables, such as gender or place of birth, or to the independent variables that vary across time 
points, such as intelligence or depression.  At last, the mixed-effects regression models break 
through the limit of traditional ANOVA and MANOVA on the estimates of individually changing 
trajectory, while estimating the average change of population at the same time (Hedeker & 
Gibbons, 2006).   
In order to elaborate on the mixed-effects regression models for a longitudinal dataset, 
Hedeker and Gibbons (2006) first introduced a simple linear regression model.  For every single 
individual i (i = 1, 2, …, I individuals), the outcome variable y is measured at each time point j (j 
= 0, 1, 2,… J time points): 
𝒚𝒊𝒋 = 𝜷𝟎 + 𝜷𝟏𝒕𝒊𝒋 + 𝜺𝒊𝒋.                                                      (2.6) 
As we can see in Equation 2.6, there is only one independent continuous variable, a 
chosen time metric (denoted t) in the simple linear regression model.  In this dissertation, the first 
 51 
 
entry time point is considered baseline (time 0), but the time metric variable is flexible and allows 
researcher to select any time point to be the baseline time point (e.g., the last time point of a three 
time point metric can be set as 0 by setting the time metric variable as -2, -1, and 0).  The 
intercept (denoted 𝜷𝟎) represents the average initial status of the population (at time 0).  The 
slope of the time variable (denoted 𝜷𝟏) represents the fixed slope or rate of change for one-unit 
change in time variable for the population.  The error term 𝜺𝒊𝒋 is assumed to be normally and 
independently distributed with a mean of zero and equal variance of 𝝈𝟐, which is also known as 
the independence assumption.  One can notice that the intercept and slope in Equation 2.6 are all 
fixed effects, meaning the rates of change are constant across individuals and estimated for the 
average person in the sample and not for each individual.  The model could be expanded to 
include nonlinear terms (e.g., a model with five time points could be modeled to have a linear and 
quadratic term, but I have limited the discussion to just the linear model for measuring growth in 
this dissertation). 
The simple linear regression model in Equation 2.6 is not very suitable for longitudinal 
data for two reasons.  First, in longitudinal studies the outcome variable y is repeatedly measured 
for each individual.  Thus, the error terms are not independent across time points within an 
individual, but more likely are correlated to some degree.  An advanced model with a relaxed 
assumption about the independence of errors is needed.  Second, in addition to the average rate of 
change, applied researchers may also be interested in individual rates of change, which cannot be 
reached by a simple linear regression model (Hedeker & Gibbons, 2006; McCulloch, Searle, & 
Neuhaus, 2008).  As such, a random intercept mixed-effects regression model, as an extension of 
simple linear regression, can help to address the above two difficulties noted in the linear 
regression model.  It can be written as 
𝒚𝒊𝒋 = 𝜷𝟎 + 𝜷𝟏𝒕𝒊𝒋 + 𝒗𝟎𝒋 + 𝜺𝒊𝒋.                                                   (2.7) 
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By comparing Equation 2.6 and 2.7, it can be seen that a new term 𝒗𝟎𝒋 is added.  The 
term 𝒗𝟎𝒋 indicates the unique effect of each individual on his or her repeated measures of 
outcome variable (𝒚𝒊𝒋).  The unique effect can be either positive or negative so each person is 
allowed to have a different initial status, which more closely reflects the reality of different 
intercepts (e.g., starting points).  The average value of 𝒗𝟎𝒋 across individuals is zero (Hedeker & 
Gibbons, 2006).  The intercept (denoted 𝜷𝟎) and the slope of the time variable (denoted 𝜷𝟏) still 
hold the same meaning as in Equation 2.6: the average initial status and the fixed slope of the 
population.   
Practically, a random intercept alone may not be enough to describe the longitudinal 
development because people may also differ in their rate of change or shape of changing 
trajectory.  Consequently, a further extension of the random intercept mixed-effects regression 
model in Equation 2.7 is needed.  The updated model is named the random intercept and trend 
(slope) mixed-effects regression model (Hedeker & Gibbons, 2006; McCulloch et al., 2008), 
which literally describe the key features of this model.  It can be written as: 
𝒚𝒊𝒋 = (𝜷𝟎 + 𝒗𝟎𝒋) + (𝜷𝟏 + 𝒗𝟏𝒊)𝒕𝒊𝒋 + 𝜺𝒊𝒋.                                      (2.8) 
As it is shown in Equation 2.8, one additional term (𝒗𝟏𝒊) is added.  The coefficients 𝒗𝟎𝒋 
and 𝒗𝟏𝒊 represent the random intercepts and slopes, respectively, while the coefficients 𝜷𝟎 and 𝜷𝟏 
represent the estimates of average initial status and average linear rate of change between 
adjacent time points in the population.  At this point, this new model allows each individual to 
have a different initial status and rate of change.  Another feature of the random intercept and 
slope model is the assumption that the error term (𝜺𝒊𝒋) changes to conditional independence from 
simple independence in the earlier two models (see Equation 2.6 and 2.7).  The assumption of 
conditional independence means the error terms 𝜺𝒊𝒋  are independent conditional on 𝒗𝟎𝒋 and 𝒗𝟏𝒊 
(Hedeker & Gibbons, 2006), which is consistent with the conditional independence assumptions 
for IRT (De Ayala, 2009).  The intercept (𝜷𝟎) and the slope of the time variable (𝜷𝟏) still hold the 
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same meaning as in Equation 2.6 and 2.7: the average initial status and the fixed slope of the 
population.   
Hierarchical linear model for longitudinal data. As discussed earlier, the mixed-effects 
regression model can be presented in the framework of multilevel analysis or hierarchical linear 
models (HLMs; Goldstein, 1995; Raudenbush & Bryk, 2002) through different formulation.  
From the perspective of multilevel modeling, longitudinal data can be viewed as repeated 
measures within individuals (Raudenbush & Bryk, 2002).  At level 1, each individual’s change is 
modeled by “an individual growth trajectory that depends on a unique set of parameters” 
(Raudenbush & Bryk, 2002, p. 161).  At level 2, the parameters from level 1 are further modeled 
by a set of regression models with personal characteristics as independent variables.  The first 
level (level 1) of a longitudinal multilevel model is often named a repeated-observations model 
and can be expressed as: 
𝒚𝒊𝒋 = 𝝅𝟎𝒊 +𝝅𝟏𝒊𝒕𝒊𝒋 + 𝜺𝒊𝒋.                                                     (2.9) 
In order to separate from the regular mixed-effects regression model, a new denotation 
system similar to Raudenbush & Bryk’s (2002) is employed.  The intercept coefficient (𝝅𝟎𝒊) is 
the true value of the observed outcome variable (𝒚𝒊𝒋) for each person i at the starting time point (j 
= 0), which was previously called initial status.  The slope coefficient (𝝅𝟏𝒊) represents the rate of 
change for each person.  As shown in Equation 2.9, in the repeated-observations model (level 1 
model), both the intercept and slope coefficients are carrying the subscript i, which indicates that 
they are already person-specific parameters.  Next, a second level model is needed to specify the 
effects for each parameter from Equation 2.9.  The level 2 model is named a person-level model 
and can be expressed as: 
                        {
 𝝅𝟎𝒊 = 𝜷𝟎𝟎 + ∑ 𝜷𝟎𝒒𝑿𝒒𝒊
𝑸
𝒒=𝟏 + 𝒓𝟎𝒊 
𝝅𝟏𝒊 = 𝜷𝟏𝟎 + ∑ 𝜷𝟏𝒒𝑿𝒒𝒊
𝑸
𝒒=𝟏 + 𝒓𝟏𝒊
.                                         (2.10) 
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Here, the fixed effects 𝜷𝟎𝟎 and 𝜷𝟏𝟎 represent the average initial status and the average 
rate of change (i.e., the average rate of change between adjacent time points), respectively.  
Through adding the random effects 𝒓𝟎𝒊 and 𝒓𝟏𝒊, this longitudinal multilevel model allows each 
person to vary in both the intercept (initial status at time 0) and the rate of change.  In addition, a 
set of explanatory variables (Xs) at person level are included to explain the parameters (𝝅s) from 
the level 1 model.  This multilevel model is named the intercepts- and slopes-as-outcomes model.  
Actually, if we combine Equation 2.9 and 2.10 through solving substitution, a formula in the form 
of a mixed-effects regression model can be reached:  
𝒚𝒊𝒋 = (𝜷𝟎𝟎 +∑ 𝜷𝟎𝒒𝑿𝒒𝒊
𝑸
𝒒=𝟏 + 𝒓𝟎𝒊) + (𝜷𝟏𝟎 + ∑ 𝜷𝟏𝒒𝑿𝒒𝒊
𝑸
𝒒=𝟏 + 𝒓𝟏𝒊)𝒕𝒊𝒋 + 𝜺𝒊𝒋.          (2.11) 
If we ignore the additional explanatory variables and the differences of denotations, 
Equation 2.11 and 2.8 are essentially the same.  It verifies the statement that the multilevel model 
is another form of the mixed-effects regression model. 
Advanced longitudinal models for polytomous data. Up to this point, it has been 
presented that the mixed-effects regression model or the intercepts- and slopes-as-outcomes 
multilevel model can analyze the measurement of change that used an outcome variable created 
via a total or mean score (CTT) or trait score (via IRT).  Thus, the methods discussed so far 
belong to the two-step approach as defined by Wilson, De Boeck, and Cartensen (2008).  The 
first step is to create an outcome variable or score at each measurement and the second step is to 
model the change in the outcome variable.  Alternative models that combine the two steps 
together have been explored in recent decades; especially as they relate to the treatment of 
polytomous items.  Generalized linear mixed models (GLMMs) and hierarchical generalized 
linear models (HGLMs) are two flexible frameworks that make it possible to combine the two 
steps into one simultaneous step. 
GLMMs are not a single model but a family of models with fixed and random effects at 
the predictor side.  GLMMs extend generalized linear models (GLMs) by the inclusion of random 
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effects at the predictor side (Hedeker, 2005), and GLMMs are also a subclass of or nonlinear 
mixed models (NLMMs; Rijmen, Tuerlinckx, De Boeck, & Kuppens, 2003).  The fixed effect of 
a certain explanatory variable (also called independent variable) is the average effect for the 
entire sample, which is expressed by the regression weight (also called regression coefficient).  If 
the random effect is interested, it means that the effect of this explanatory variable is varying 
randomly within the population (Snijders, 2005).  It is assumed that the random effects are 
following normal distribution individually and multivariate normal distribution jointly.  The 
means of random effects are usually assumed to be zero so that when we combine the fixed 
effects and the random effects, we can get a precise estimation of the total influence of certain 
explanatory variables on the outcome variable (McCulloch et al., 2008).  The term “generalized” 
is used because they allow free transformation before the application of linear function (De Boeck 
& Wilson, 2004).  The assumption of normal distribution of a dependent variable in simple linear 
regression models is therefore relaxed for GLMMs.  In order to handle nonnormal data, link 
functions and exponential family (e.g., normal, Poisson, or binomial) distribution are used as 
tools for free transformation (Bolker et al., 2009).  This feature allows us to fit the IRT models 
into their framework.  GLMMs are recommended as some of the best approaches to analyze 
nonnormal data that encompass random effects (Bolker et al., 2009). 
 The hierarchical linear model (HLM), which is familiar to educational researchers, is a 
special case of HGLMs (Raudenbush & Bryk, 2002; Kamata, 2001).  In the HLM, the outcome 
variable is normally and independently distributed, and the link function for the outcome variable 
is an identity link function, which means no transformation is needed for the outcome variable 
(Raudenbush & Bryk, 2002).  These assumptions are relaxed in HGLMs.  Lee and Nelder (1996) 
proposed that HGLMs provide a flexible and efficient framework to model nonnormal data in 
situations where several sources of variability need to be considered.  They defined HGLMs by 
extending the familiar generalized linear models (GLMs) to include extra random-effect terms in 
the linear predictor.  According to Lee and Nelder, the GLMMs are assumed to be a subclass of 
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HGLMs with more constraints on the distribution and link function of random effects.  A HGLM 
model with the random effect following normal distribution and having an identity link is the 
same as GLMM.  Other researchers (e.g., Hedeker et al., 2006; Setzer, 2008) claimed that the 
HGLMs and the GLMMs are mathematically equivalent.  In sum, the HGLMs bring a wide range 
of models together within a single and broad framework. 
Advanced models that embed IRT models to account for polytomous item responses in 
GLMM or HGLM frameworks have been developed, which makes it possible to explain 
longitudinal change from a broader and more integrated perspective.  Some examples of the 
advanced models are the linear logistic test model (Fischer, 1973; 1977), linear rating scale model 
(Fischer & Parzer, 1991), linear partial credit model (Fischer & Ponocny, 1994), 
multidimensional Rasch model (Andersen, 1985; Embretson, 1991), multidimensional 
generalized partial credit model (te Marvelde, Glas, van Landeghem & van Damme, 2006), 
multidimensional random coefficients multinomial logit model (Wang, Wilson, & Adams, 1997), 
and so forth.  These models directly use item response information and simultaneously model the 
effects of predictors (including time effect).  Polytomous IRT models were reformulated to these 
models the through link functions: adjacent-categories logit for ordered polytomous data leading 
to partial credit model, cumulative logit for ordered polytomous data leading to graded response 
model, or baseline-category logit for nominal response data (De Boeck & Wilson, 2004; Rijmen 
et al., 2003).  In this dissertation, I consider two advanced models for modeling growth: 
multilevel IRT (MLIRT) and multiple indicator multilevel (MIML, Muthén & Muthén, 1998-
2015a) models.  The MLIRT model embedded Rasch type rating scale model as the measurement 
model, whereas the MIML model embedded graded response model as the measurement model.  
Details for both models are discussed below. 
MLIRT models. Kamata (2001) proposed a 1PL HGLM, a three-level HGLM model 
incorporating the Rasch model at the first level.  In Kamata’s model, school characteristics as the 
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independent variable at the third level were also included.  Cheong and Raudenbush (2000) and 
Pastor (2003) have conducted applied studies using this type of three-level IRT model. 
Pastor and Beretvas (2006) extended Kamata’s (2001) 1PL HGLM model in order to 
analyze longitudinal data with polytomous responses.  The authors first illustrated how a Rasch 
type rating scale model can be equivalently expressed in the form of the HGLM model for 
polytomous data (P-HGLM).  Then they elaborated how the multilevel rating scale model can be 
used to model longitudinal datasets with polytomous item responses.  Consider a scale with items 
having K response categories coded as k.  At the first level, for person i on item j, the log odds to 
endorse category k and above at time t (t = 1,…T) is: 
𝑙𝑜𝑔 [
𝑃(𝑌𝑡𝑗𝑖≥𝑘)
1−𝑃(𝑌𝑡𝑗𝑖≥𝑘)
] =  𝛽0𝑡𝑖 + 𝛿𝑘𝑡𝑖 + ∑ 𝛽𝑞𝑡𝑖𝑋𝑞𝑡𝑗𝑖
𝐽−1
𝑞=1 ,                               (2.12) 
where 𝑿𝒒𝒋𝒊 is the qth dummy variable for person i to indicate item j at time point t, the intercept 
𝜷𝟎𝒕𝒊 is related to person i’s latent trait at time point t, the slopes (𝜷𝒒𝒕𝒊s) are related to item 
location parameters at time point t, and the additional parameter  𝜹𝒌𝒕𝒊 represents the threshold 
parameter for each category k at time point t.  The level 1 model can be viewed as the item-level 
model (Pastor & Beretvas, 2006). 
At the second level, the time level, the change in the latent trait and item effects across 
time points within each person are estimated through: 
{
 
 
 
 
𝛽0𝑡𝑖=𝛾00𝑖+𝛾01𝑖𝑑𝑡𝑖 +  𝑢0𝑖
𝛽1𝑡𝑖=𝛾10𝑖 + 𝛾11𝑖𝑑𝑡𝑖
⋮
𝛽(𝐽−1)𝑡𝑖=𝛾(𝐽−1)0𝑖 + 𝛾(𝐽−1)1𝑖𝑑𝑡𝑖
𝛿𝑘𝑡𝑖 = 𝛿𝑘𝑖
.                                         (2.13)  
The parameter 𝜸𝟎𝟎𝒊 represents the latent trait of person i at the initial time point, 𝜸𝟎𝟏𝒊 
means the linear change in the latent trait as time metric variable (d) changes.  Pastor and 
Beretvas (2006) emphasized that, although the linear change over time was considered in their 
study, the multilevel rating scale model can estimate other shapes of changing trends by adding 
higher order polynomials of time.  The item location (item difficulty) parameters (𝜷𝟏𝒕𝒊 through 
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𝜷(𝑱−𝟏)𝒕𝒊) are specified as fixed effects, meaning the item locations for each person only vary 
across time points.  The authors explained that by setting the item location as fixed effects, the 
number of random effects that need to be estimated is minimized so that the model convergence 
may be improved.  The parameters 𝜸𝟏𝟎𝒊 to 𝜸(𝑱−𝟏)𝟎𝒊 are associated with the initial status of the 
item locations, and the parameters 𝜸𝟏𝟏𝒊 to 𝜸(𝑱−𝟏)𝟏𝒊 describe the linear change in the item 
locations over time (Pastor & Beretvas, 2006). 
At the third level, the growth trajectories among persons are estimated.  The parameters 
related to persons from the level 2 model now are estimated as outcome variables at the third 
level (Pastor & Beretvas, 2006): 
{
 
 
 
 
 
 
𝛾00𝑖= 𝜋000+ 𝑟00𝑖
𝛾11𝑖=𝜋010+ 𝑟01𝑖
𝛾10𝑖=𝜋100
𝛾11𝑖=𝜋110
⋮
𝛾(𝐽−1)0𝑖=𝜋(𝐽−1)00
𝛾(𝐽−1)1𝑖=𝜋(𝐽−1)10
𝛿𝑘𝑖 = 𝛿𝑘
 .                                                   (2.14) 
The parameter 𝝅𝟎𝟎𝟎 means the average overall latent trait at the first time point (initial 
status) and the parameter 𝝅𝟎𝟏𝟎 represents the average overall linear time effect between adjacent 
time points.  The parameters 𝝅𝟏𝟎𝟎 to 𝝅(𝑱−𝟏)𝟎𝟎 are the overall item location at the first time point, 
and the 𝝅𝟏𝟏𝟎 to 𝝅(𝑱−𝟏)𝟏𝟎 represent the change in the item locations across time points for the 
entire sample.  The threshold parameters 𝜹𝒌𝒊 (i.e., the transition location between category k and 
k-1), were set as constant across all items.  The 𝒓𝟎𝟎𝒊 and 𝒓𝟎𝟏𝒊 are the multivariate normally 
distributed random effects following the distribution of  
𝑁 = {[
0
0
] , [
𝑣𝑎𝑟 (𝛾00𝑖)
𝑐𝑜𝑣 (𝛾00𝑖, 𝛾01𝑖 𝑣𝑎𝑟 (𝛾01𝑖)
]}.                                    (2.15) 
In addition, person-level predictors can be added to interpret the change of item 
parameters and the latent trait of person.  Pastor and Beretvas (2006) emphasized that their 
approach for MLIRT modeling for longitudinal data is more flexible than other approaches 
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because it allows researchers to decide which effects are random or fixed across time points and 
across persons.  They also pointed out that the data collection scheme of HLM, which their P-
HGLM was based on, was more flexible than ANOVA or MANOVA since full complete data at 
item level is not required (Pastor & Beretvas, 2006). 
Relatedly, Liu and Hedeker (2006) contributed to the field of MLIRT modeling to 
longitudinal multivariate ordinal data.  They developed the mixed-effects regression models for 
ordinal data, which is an extension of Gibbons and Hedeker’s (1997) three-level mixed-effects 
model for binary and univariate outcome data.  As mentioned earlier, mixed-effects models were 
viewed as similar to multilevel or HGLM models by Hedeker and Gibbons (2006).  Therefore, 
their model was presented as a type of MLIRT modeling. 
Liu and Hedeker (2006) first introduced a three-level IRT proportional odds model, 
which assumed identical odds ratios across item response categories.  In this model, the first level 
is the item response level, the second level is the time level, and the third level is the subject 
level.  One can find that this structure for levels is similar to Pastor and Beretvas’s (2006) MLIRT 
model for longitudinal data.  Differently, Liu and Hedeker provided a formula in the form of a 
mixed-effects regression model: 
𝑦𝑖𝑡𝑗 = 𝑥′𝑖𝑡𝑗𝛽 + 𝜔′𝑖𝑡𝑗𝜃𝑖 + 𝑑′𝑖𝑡𝑗𝑇(2)𝜃𝑖𝑡 + 𝜖𝑖𝑡𝑗 ,                               (2.16) 
where 𝒚𝒊𝒕𝒋 is the latent variable that underlies the observed ordinal response Y of person i on at 
time point t on item j; 𝑥𝑖𝑡𝑗 is the p × 1 covariate vector; 𝜔𝑖𝑡𝑗 is the design vector for level 3 
random effect;   𝑑𝑖𝑡𝑘 is the m × 1 item vector for the repeated items, and 𝑇(2) is the random-
effects standard deviation vector for the level 2 subject ability 𝜃𝑖𝑡.  The ordinal response Y is 
associated with the latent trait 𝜽 and a set of increasing thresholds.  Together, the element 𝑥′𝑖𝑡𝑗𝛽 
represents the vector of fixed effects; the element 𝑑′𝑖𝑡𝑗𝑇(2)𝜃𝑖𝑡 represents the level 2 random 
effects; the element 𝜔′𝑖𝑡𝑗𝜃𝑖 represent the level 3 random effects; and  𝝐𝒊𝒕𝒌 is a residual term.  In 
this mixed-effects model for ordinal outcomes, it is not required that each person has the same 
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number of item responses across time points, which means it can account for missing data.  
Equation 2.16 assumed proportional odds, meaning the odds ratio across the h – 1 thresholds are 
identical (h is the number of categories of item i). 
Liu and Hedeker (2006) further extended their model to the non-proportional odds model 
so that the covariates effect of items are allowed: 
𝑦𝑖𝑡𝑗 = 𝑥′𝑖𝑡𝑗𝛽 + 𝜔′𝑖𝑡𝑗𝜃𝑖 + 𝑑′𝑖𝑡𝑘𝑇(2)𝜃𝑖𝑡 + 𝑢′ℎ𝛼ℎ+𝜖𝑖𝑡𝑗 ,                         (2.17) 
Where h is the number of categories of item i, 𝑢ℎ is the vector of covariates that does not 
assume proportional odds, and 𝛼ℎ is the regression coefficients that vary across the h-1 
cumulative logit of item i.  The element 𝑢′ℎ𝛼ℎ can be understood as threshold interactions, 
which depicts how the item thresholds vary by covariates (predictors). 
Liu and Hedeker (2006) compared their proposed mixed-effects model with other types 
of IRT models using applied longitudinal data with five time points.  The measure was a four-
item scale, with item responses using a 4-point Likert type scale.  The first competing model was 
the random intercept IRT model, in which the item discriminations for each item and one random 
intercept were estimated.  The second competing model was the random slope Rasch model, in 
which one common item discrimination for all items and random intercept and slope were 
estimated.  The third model was the proposed random slope IRT model, in which specific item 
discrimination for each item, random intercept and slope were estimated.  Based on Likelihood 
ratio tests, the authors indicated that the third model fits the data significantly better than other 
two models.  They also illustrated that by adding threshold interactions (i.e., allowing threshold 
varying across items by covariate), the model data fit significantly improved.  It was suggested 
that by relaxing the proportional odds assumption, the non-proportional odds model explained 
more variances in the outcome variables.  Therefore, they recommended the three-level mixed 
effects model for researchers to analyze longitudinal and ordinal data in which the set of items 
represent an underlying continuous latent trait. 
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Although the application of MLIRT modeling for longitudinal data in education and 
psychology is still limited, it has already started gaining recognition from medical sciences.  For 
instance, van Nispen, Knol, Langelaan, De Boer, Terwee, and van Rens (2007) and van Nispen, 
Knol, Neve, and van Rens (2010) conducted two applied longitudinal studies to examine the 
vision-related quality of life using multilevel graded response models, which were based on 
cumulative logit.  In these studies, item location parameters were freely estimated for each item 
and the item threshold parameters were maintained the same across items, which is similar to the 
P-HGLM model of Pastor and Beretvas (2006) and the three-level proportional odds model by 
Liu and Hedeker (2006).  It was shown that their multilevel restricted graded response model 
could identify the change on item difficulty over time, and this extra information can help to 
describe the real change on outcome variables more precisely.  Several advantages of using 
MLIRT modeling were further discussed in these studies.  First, dichotomous or polytomous item 
response data can be appropriately estimated in longitudinal study.  Second, both group and 
individual effects are provided.  Third, the longitudinal data does not have to be complete data.  
By adding covariates (e.g., person characteristics), the bias caused by missing data may be 
reduced.  Fourth, IRT-specific software becomes unnecessary because item parameters can be 
achieved through software packages such as HLM and STATA.  Lastly, MLIRT modeling allows 
researchers to estimate the item-invariance across time points, which provided the opportunity to 
demonstrate whether the change found in a study is a real change (Pastor & Beretvas, 2006; Sulis 
& Toland, 2016; van Nispen et al., 2007; van Nispen et al., 2010) or a measurement artifact. 
MIML growth model. The MIML growth model is also known as the growth of factor 
model (McArdle, 1988), the second-order latent growth model (Hancock, Kuo, & Lawrence, 
2001; Sayer & Cumsille, 2001), the longitudinal item factor model (Grimm, Ram, & Estabrook, 
2017), or the latent growth item response model (Wilson, Zheng, & McGuire, 2012).  The MIML 
growth model is a structural equation model (SEM; Jöreskog & Sörbom, 1979; Muthén & 
Muthén, 1998-2015a) but can be mapped onto a multilevel modeling framework (Wilson, Zheng, 
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McGuire, 2012).  The first level in this model is the measurement model (Wu, Liu, Gadermann, 
& Zumbo, 2010), which generates links or relations through CFA between observed indicators 
(items) and latent factors for each time point (Wang & Wang, 2012).  The level 1 equation is:  
𝑌𝑖𝑗𝑡 = 𝜏𝑗𝑡 − 𝜆𝑗𝑡𝐹𝑖𝑡 + 𝑟𝑖𝑗𝑡,                                              (2.18) 
where 𝑌𝑖𝑗𝑡 is person i’s observed response on item j at time t, 𝜆𝑗𝑡 is item j’s factor loading at time 
t, 𝜏𝑗𝑡 is the intercept of item j at time t , 𝐹𝑖𝑡 is the later factor score of person i at time t , and 𝑟𝑖𝑗𝑡 is 
the residual of 𝑌𝑖𝑗𝑡 (Muthén & Muthén, 1998-2015a; Wu et al., 2010).   
To model polytomous data, Mplus offers two major options: a categorical item factor 
analysis using a weighted least square estimator (i.e., WLSMV) with a probit link function; and a 
full information maximum likelihood estimation using a maximum likelihood estimator (e.g., ML 
or robust ML) with a logit link function (Foreo & Maydeu-Olivares, & Gallardo-Pujol, 2009; Liu 
et al., 2016; Wang & Wang, 2012).  These options can be employed to link the observed indicator 
and the latent factor.  Regardless of the link function and estimator used, the item-factor loading 
parameters and item thresholds parameters can be expressed as normal-ogive graded response 
model parameters (Foreo & Maydeu-Olivares, 2009).  Because Mplus embed graded response 
model in analyzing ordinal polytomous data (Liu et al., 2016), when the type of indicator is 
ordinal or categorical, an IRT model is applied to measure the latent trait as shown in Equation 
2.19 and 2.20. 
𝒑∗𝒊𝒌𝒋𝒕(𝜽𝒊𝒕) =  
𝒆𝒙𝒑[𝜶𝒋𝒕(𝜽𝒊−𝒃𝒌𝒋𝒕)]
𝟏+𝒆𝒙𝒑[𝜶𝒋𝒕(𝜽𝒊−𝒃𝒌𝒋𝒕)]
 ,                                                 (2.19) 
𝒑𝒊𝒌𝒋𝒕(𝜽𝒊𝒕) =  𝒑
∗
𝒊𝒌𝒋𝒕
(𝜽𝒊𝒕) − 𝒑
∗
𝑖(𝒌+𝟏)𝒋𝒕
(𝜽𝒊𝒕),                                          (2.20) 
where 𝜽𝒊𝒕 is the latent trait for person i at time t.  It is equivalent to the 𝐹𝑖𝑡 in Equation 2.18; 𝜶𝒋𝒕 is 
the discrimination parameter for item j at time t, 𝒃𝒌𝒋𝒕 is the category boundary location for 
category h of item j at time t. 𝒑∗𝒊𝒌𝒋𝒕 is the cumulative probability to endorse the category k and 
above.  𝒑𝒊𝒌𝒋𝒕 is the probability of endorsing category k.   
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The second level is the latent growth model, which models the within-person growth of 
latent trait by estimation of intercept and slope parameters (Muthén & Muthén, 1998-2015; Wu et 
al., 2010): 
𝐹𝑖𝑡 = 𝜂0𝑖 + 𝑏𝑡𝜂1𝑖 + 𝜀𝑖𝑡,                                                   (2.21) 
where 𝜂0𝑖 is the linear growth intercept, 𝜂1𝑖 is the linear growth slope, 𝑏𝑡 is the time score, and 𝜀𝑖𝑡 
is the level 2 residual. 
The third level is the growth prediction model, which models the relationship between the 
time varying and time invariant predictors and the growth parameters (i.e., intercept and slope) 
(Muthén & Muthén, 1998-2015; Wu et al., 2010).  The third level is expressed as: 
𝜂0𝑖 = 𝛼0 + 𝛾0𝑋𝑖 + 𝜁0𝑖,                                                   (2.22) 
𝜂1𝑖 = 𝛼1 + 𝛾1𝑋𝑖 + 𝜁1𝑖,                                                   (2.23) 
where 𝛾0 and 𝛾1 are the regression coefficients of predictor X on the linear growth intercept and 
slope parameters, respectively. 
Similar to the P-HGLM, the MIML growth model is a simultaneous approach that uses 
the item-level data directly.  Modern statistical software, such as Mplus, can therefore analyze 
missing data when data are normally distributed (Arbuckle, 1996) and missing pattern is missing 
at random (MAR, Rubin, 1976).  The measurement model with multiple indicators also allows 
researchers to partition variance to three parts: error, trait, and growth (Segawa, 2005).  By 
accounting for the variance caused by growth, more appropriate measurement reliability can be 
obtained (Jedidi & Ansari, 2001; Segawa, 2005).  At last, the MIML growth model can be used to 
test measurement invariance (Segawa, 2005; Wu et al., 2010).  It also retains the flexibility to 
relax the item-factor loading and item thresholds parameters when a partial measurement 
invariance model is needed (Grimm, Ram, & Estabrook, 2017). 
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Summary 
The psychometric quality of the past versions of COR was investigated primarily through 
CTT, and only one study was found that examined item quality from the IRT perspective.  There 
were not any psychometric studies found that examined the psychometric quality of the Preschool 
OnlineCOR since the new developmental level 0 was added in 2011.  It is important to update the 
psychometric quality information for a widely used curriculum-based assessment.  Based on 
previous study (Barghaus, 2012), a general second-order factor in Preschool OnlineCOR should 
be examined to confirm its factor structure.  Measurement invariance of Preschool OnlineCOR 
was not established in the literature.  It is critical to fill in this blank because one of the major 
usages of Preschool OnlineCOR is to track the progress of child development.  Without fully 
established longitudinal measurement invariance, it would be hard to conclude that any detected 
changes by Preschool OnlineCOR are due to the true change within a child. 
The most common approach of analyzing the Preschool OnlineCOR is still using the 
mean of the full scale or subscales as recommended by the publisher.  It is interesting to see 
whether the IRT scaled score reaches the same conclusion as a mean score does in modeling 
growth.  MLIRT models and MIML growth model were introduced as a one-step and integrated 
approach to estimate and explain several aspects simultaneously, including the person-level 
difference, group-level difference, item parameter, and other kinds of covariates.  However, in 
applied longitudinal studies, the use of one-step approaches is still limited.  It might be 
informative to compare the ease and efficiency of these advanced models with the traditional two-
step approach in analyzing longitudinal polytomous data.     
Research Purpose Statement 
KDE reports the developmental progress of all state-funded preschool children from the 
time of program entry to exit every year to provide feedback about child growth and the 
effectiveness of preschool programs.  However, the length of time between assessment points and 
varying growth trajectories of children has not been examined thoroughly.  Therefore, the current 
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study examined the growth trajectory of children within all available data points in KEDS to fit 
the most appropriate growth model.  The current study also explored the advantages of using one-
step modeling approaches, including MLIRT and MIML for analyzing longitudinal data, in 
comparison with the classic multilevel modeling approach.  The classic multilevel modeling 
approach consists of two steps: 1) create scores on each developmental domain using raw scores 
or IRT scores, and 2) analyze each developmental domain through multilevel modeling.  In 
comparison, the MLIRT and MIML approaches do not consist of two steps; instead, it estimates 
the item-level parameters, change over time, and child and school level independent variables 
simultaneously. 
In the current study, the following research questions were addressed: 
(1) What is the psychometric quality of the Preschool OnlineCOR? 
(a) What is the dimensionality of the Preschool OnlineCOR, based on the Kentucky 
sample (i.e., how many latent factors are tested by Preschool OnlineCOR)?   
(b) Which polytomous IRT model fits the Kentucky sample best?  Samejima’s 
(1969) graded response model and the reduced graded response model were 
examined and compared.   
(c) Does the Preschool OnlineCOR maintain measurement invariance across groups 
and time points? 
(d) How reliable are scores generated from the Preschool OnlineCOR? 
(2) How do children aged 3 to 5 years grow within one school year at preschool, 
including if there is a significant change from fall to spring (fixed effect on rate of 
growth); and if there is any variance among children on their initial status in fall and 
rate of growth (random effects on intercept and slope)? 
(3) How do child level predictors, including age at entry, gender, race, limited English 
proficiency (LEP) status, and Individual Education Programs status (IEP), and year 
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of entry (i.e., 2011, 2012, 2013, and 2014), predict the initial status and rate of 
growth in children?  
(4) Are there any similarities or differences using different modeling approaches to 
answer Research Questions 2 and 3?  The four growth models of interests in this 
study are multilevel growth model with mean score, multilevel growth model with 
IRT scaled score, MLIRT model (a.k.a P-HGLM), and MIML growth model.  The 
comparison will be based on statistical inferences of the significance of fixed effect 
on rate of growth, random effects on initial status and rate of growth and fixed effects 
of child-level predictors using; and in terms of statistical parameters that are 
comparable (e.g., correlation between intercept and slope and explained variability). 
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Chapter 3: Method 
Participants 
All child assessment data used in this study were collected through KEDS, with the 
permission of KDE.  KEDS is a web-based portal, developed to collect and analyze curriculum-
based assessment data.  In accordance with best practice for assessment, state-funded preschool 
teachers administer curriculum-based assessments two to three times a year (fall, winter, and 
spring) to monitor the developmental progress of children and to provide feedback to preschool 
teachers, programs, and districts.  All demographic data for the sampled children were collected 
from KEDS.  Online assessment data and demographic information were linked by a unique 10-
digit child identifier. 
The current study examined assessment data for all Kentucky children who started 
preschool at fall and stayed in the preschool program for a year during the period of Fall 2011 to 
Spring 2015 and who were administered the Preschool OnlineCOR.  The studied sample may not 
fully represent all children in Kentucky who were assessed using the Preschool OnlineCOR, such 
as children who entered the program in winter or spring, or who were assessed by other 
curriculum-based assessments.  A total of 2,538 children from 16 districts across four school 
years were included in the study: 2011-2012 (n = 1244), 2012-2013 (n = 853), 2013-2014 (n = 
415), and 2014-2015 (n = 26).  This timeframe was selected for several reasons.   
First, one additional developmental level (i.e., level 0) was added to each of the 32 items 
in Preschool OnlineCOR in 2011, for children functioning within the age range but who had not 
yet met level 1, and for children with special needs.  The scoring system therefore changed from a 
5-point scale (1-5) as used before 2011, to a 6-point scale (0-5).  Second, the use of data prior to 
the Fall 2011 was not approved by KDE.  Third, children who entered preschool prior to the Fall 
2011 but who had continued enrollment in the Fall 2011 were excluded from the study, as their 
entry time points were unclear in the database.  Fourth, the transition from Preschool OnlineCOR 
to COR Advantage began in the Fall 2014.  Fifth, this study focused on the growth trajectories of 
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children during their one-year stay in preschool programs because in Kentucky, the most common 
scenario was that a child attended preschool for a year and then transitioned to kindergarten; 
staying in preschool for two or more years was less common.  For preschool eligibility in most 
Kentucky districts, a child must meet at least one of the following requirements: be a four-year-
old from a family with income at or below 150% of the federal poverty level; or, be a three- or 
four-year-old who meets state guidelines for special education and related services.  In a few 
districts, children who do not meet eligibility requirements enroll in preschool and pay tuition.  
Sixth, once a child was enrolled in a preschool program, a curriculum-based assessment was 
administered to the child to assess the developmental status of the child at the entry point of the 
program.  Since a child could enter the program when they turn age 3 or 4, the entry point could 
be any season including fall, winter, or spring.  Fall and spring assessments are required by KDE; 
the winter assessment is optional and only required if it is the entry point for a child.  This study 
focused on children who entered in the fall season and were continuously followed up in winter 
or spring.   
For the longitudinal data structure of this study, all 2,538 children had fall assessment 
data; only 327 of the sample had winter data; and 2,130 of the sample had spring assessment data.  
In other words, the majority (83.92%) of the current sample had Preschool OnlineCOR 
assessment data at two time points; only 15.35% of the sample had assessment data at all three 
time points.  Sample percentages by entry year were 45.49% for 2011, 33.54% for 2012, 19.88% 
for 2013, and 1.09% for 2014.   
In practice, the Preschool OnlineCOR was administered over several weeks with 
continual observation by teachers.  There are practical difficulties in tracking the exact 
assessment date for each child, but KEDS has a time frame during which teachers enter their 
assessment data.  In Kentucky, the fall assessment data entry window is from August 1st to 
November 15th; for winter, from November 1st to January 31st; and for spring, from February 1st 
to May 30th.  The middle point of the assessment window for each season was chosen to 
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represent the assessment date: September 24th for fall, December 18th for winter, and March 25th 
for spring.  A roughly equivalent time interval (three months) was then assumed in this study.  In 
modeling growth, the time variable was set at 0 for fall, 1 for winter, and 2 for spring. 
The average age of the sample at entry was 51.89 (SD = 5.73) months.  Approximately 
half the children in the sample were girls (48.50%), 82.50% were White, 8.00% were 
Hispanic/Latino, 3.80% were Black or African American, and less than 5% identified as other 
ethnicity/race.  In the actual modeling, all non-White racial group members were combined to 
allow for reasonable numbers for comparability purposes and to address research questions 
regarding ethnic/racial differences.  Children with limited English proficiency (LEP) made up 
5.7% of all the sampled children, 27.6% of the sample received services through Individual 
Education Programs (IEPs), and 6.4% were enrolled in Head Start.     
Instrument and Procedure 
The Preschool OnlineCOR is a widely used curriculum-based assessment tool to help 
teachers and caregivers generate “an accurate, useful, objective, and comprehensive 
developmental profile for each child” (High/Scope, 2003, p. 1).  The 32 ordered, polytomously 
scored Preschool OnlineCOR items cover six child development domains, including Initiative (4 
items), Social Relations (4 items), Creative Representation (3 items), Movement and Music (4 
items), Language and Literacy (8 items), and Mathematics and Science (8 items) (High/Scope, 
2010).  Each of the 32 items is divided into 6 levels of behavior in developmental sequence, for 
which the score points range from 0 (Simple) to 5 (More complex; High/Scope, 2005; 2011).  
Brief interpretations are provided for each item and level.  In addition, two or more examples are 
given for each level (High/Scope, 2003).  During the assessment period, teachers or caregivers 
took notes of children’s anecdotes (i.e., skills and behaviors) across all 32 items for at least one 
month, which requires the teacher be familiar with the children being observed so that children’s 
real performances in a natural classroom environment can be observed (High/Scope, 2010).  
Teachers score each item based on the highest level of behaviors that were detected.   
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  In the Preschool OnlineCOR, the term “level” was used to label the item responses.  
Since the term “level” was also used to describe the modeling and data structure in this study, to 
reduce misunderstanding the Preschool OnlineCOR item level is renamed as item response 
category henceforth.  Original item response categories of the Preschool OnlineCOR were 
rescaled from (0 and 1 collapsed), 2, 3, (4 and 5 collapsed), to 0, 1, 2, and 3, respectively, in this 
study for a number of reasons.  First, in the fall assessment, the top categories (original category 4 
and 5) were used less frequently, and in the spring assessment, the bottom categories (original 
category 0 and 1) were used less frequently.  As the statistical software would not know how 
many item response categories there are supposed to be, when one category of the item response 
was empty, the item threshold estimated is no longer consistent across items and time points.  
Second, preliminary analysis using the original six response categories (0-5) provided evidence 
that none of the polytomous IRT models fit the data very well.  Part of the issue was that there 
were several items that showed extreme threshold parameters (i.e., thresholds above 4.0 or below 
-4.0) due to the low frequencies at the bottom and top categories in different seasons.  After 
rescaling the item response categories, there was improved polytomous IRT model fit.  Third, 
with the original item response categories, five thresholds needed to be estimated for each item 
for the most complex IRT models.  When assessments from each time point were estimated 
separately for dimensionality and multiple-group measurement invariance analysis, the software 
running time was reasonable.  However, when the data from all three time points were entered for 
longitudinal modeling, there were extreme software computational burdens associated with 
estimating 32 × 5 × 3 item thresholds simultaneously.  In addition, the large proportion of missing 
data in winter also made it difficult to conduct longitudinal analysis using the original item 
response categories.  By rescaling the item response categories, the number of thresholds 
estimated for each item was reduced from five to three, which helped reduce the computational 
burden and running time on statistical software.  For these reasons, the item responses were 
rescaled from 0-5 to 0-3 for all items across all time points. 
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Data Analysis 
The following analyses were carried out stepwise, including five separate steps.  Results 
from each step of the analyses determined the appropriate subsequent steps.  First, CFA was used 
to determine and confirm the theoretically defined and empirically founded dimensionality (i.e., 
internal structure) of the Preschool OnlineCOR to address Research Question 1a.  The identified 
dimension(s) of the Preschool OnlineCOR guided the scoring scheme used for longitudinal data 
analyses.  Second, multiple IRT measurement models were fitted and compared to answer 
Research Question 1b.  Due to the computational difficulties of testing the longitudinal 
measurement invariance for all 32 items across all time points, this study created a short form of 
the Preschool OnlineCOR (COR-ST) that represented the same content coverage.  Third, to 
answer Research Question 1c, multiple-group measurement invariance of the Preschool 
OnlineCOR across groups (i.e., across gender, race, LEP, IEP, and Head Start groups) was 
examined via CFA and IRT approaches.  In addition, the longitudinal measurement invariance of 
COR-ST was also examined via CFA approach.  This step was necessary to ensure that the scale 
possessed acceptable measurement invariance so that any detected growth over time could be 
attributed to true change in the latent construct being examined.  Fourth, according to reliability 
evidence from the review of literature, the Preschool OnlineCOR has been shown to possess high 
internal consistency (see Chapter 2 for a detailed discussion).  The current study examined 
whether the current sample and methodology produced similar results, which addresses Research 
Question 1d.  Fifth, two traditional two-step multilevel growth models were fitted, with one 
model using the CTT mean score as the outcome measure and the other using the IRT scaled 
score as the outcome measure.  Both models were completed in the HLM software 7.01 
(Raudenbush, Bryk, & Congdon, 1998-2013a).  In addition, two advanced one-step growth 
models were tested, including the MLIRT model (i.e., P-HGLM) using the HLM software 7.01 
(Raudenbush, Bryk, Congdon, 1998-2013a), and MIML model through Mplus 7.4 (Muthén & 
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Muthén, 1998-2015).  Each of these four models was examined to answer Research Questions 2 
and 3.  The results from these four models were then compared to answer Research Question 5. 
Psychometric quality examination. 
Dimensionality assessment. The internal structure of a scale has important application 
value, as it indicates whether the scale total score, domain scores, or both types of scores provide 
trustworthy estimations of latent traits.  The current study conducted CFAs with the WLSMV 
estimator in Mplus 7.4 (Muthén & Muthén, 1998-2015b) to evaluate the internal structure of the 
Preschool OnlineCOR.  Results based on fall data from all cohorts (i.e., year of entry) were 
viewed as the main evidence for dimensionality analysis, but the other two time points (winter 
and spring) were also inspected and reported.  The aim was to answer Research Question 1a by 
testing whether the Preschool OnlineCOR was composed of six domain-specific factors, as well 
as one common factor that represented the child’s general developmental level, and to test if the 
unidimensional assumption of IRT analysis was tenable for the Preschool OnlineCOR.  Five 
theoretically defined and empirically founded models were tested based on a review of the 
literature (see Chapter 2 for details): the original High/Scope six-dimensional model, the 
High/Scope revised four-dimensional model, the unidimensional model, and two bifactor models 
with four and six unique dimensions.  A bifactor model is a multidimensional model consisting of 
one general and multiple orthogonal specific factors/dimensions (i.e., no correlation between the 
general factor and specific factors or among specific factors; Gustafsson & Balke, 1993; 
Holzinger & Swineford, 1937). 
Model data fit evaluation. The CFA model fit evaluation was performed from three 
aspects as suggested by Brown (2006): (1) overall goodness of fit; (2) modification indices 
(Sörbom, 1989) and expected parameter change (EPC; Saris, Satorra, & Sörbom, 1987); and (3) 
the interpretability of each model (i.e., robust model specification, statistical significance of factor 
loadings, inter-factor correlations, etc.).  The recommended overall goodness of fit indices 
included: the chi-square statistic (Jöreskog, 1969; Muthén & Muthén, 1998-2015a; Wang & 
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Wang, 2012), comparative fit index (CFI; Bentler, 1990), the Tucker-Lewis index (TLI; Tucker 
& Lewis, 1973), the root-mean-square error of approximation (RMSEA), and the weighted root-
mean-square residual (WRMR; Muthén & Muthén, 1998-2015).  These model fit indices were 
also used in the evaluation of measurement invariance through CFA at a later step discussed 
below. 
The model chi-square statistic is a conventional overall model fit index for SEM, of 
which CFA is the basis (Wang & Wang, 2012).  However, the chi-square statistic has several 
limitations (Wang & Wang, 2012).  First, it is sensitive to sample size, such that with a larger 
sample size, the possibility of rejecting the correct model increases greatly.  At the same time, 
when the sample size is small, the chi-square statistic may not strictly follow a chi-square 
distribution.  Second, the chi-square statistic assumes a multivariate normal distribution, which 
when not held, may not produce a trustworthy decision.  Third, the chi-square statistic is 
influenced by the number of variables in a model.  When more variables are involved in a model, 
the possibility of rejecting a correct model also increases.  Therefore, the chi-square statistic 
should not be used as the only criterion for model fit evaluation.  Other model fit indices need to 
be considered to better assess model fit.  The cutoff ranges recommended by simulation studies 
for categorical (binary) data for each index are CFI and TLI  .95 to .96, RMSEA  .05 to .06, 
WRMR  .95 to 1.0 for good model data fit; and CFI and TLI  .90 for acceptable model data fit 
(Weston & Gore, 2006; Yu, 2002).   
  Model modification indices that are linked to the fixed parameters can be used to 
identify misspecifications in the initial model.  The value of modification indices is the decrease 
in chi-square values when the corresponding fixed parameter is freed (Wang & Wang, 2012).  
When there are more than one fixed parameters showing high modification indices, they need to 
be freed one at a time (MacCallum, Roznowski, & Necowitz, 1992).  Since modification indices 
are based on mathematical calculation, therefore, researchers need to make sure freeing a 
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parameter is meaningful theoretically (Wang & Wang, 2012).  In association with modification 
indices, the EPC provides information about the change in the value of a freed parameter.  Mplus 
provides modification indices, EPC, and standardized EPC for all parameters when users request 
“MODINDICES” in the output command (Muthén & Muthén, 1998-2015). 
To further compare models with acceptable model fit, chi-square difference tests were 
conducted, which calculate the difference of the -2 log likelihood (-2LL) of two nested models 
(Bentler & Satorra, 2010; Satorra & Bentler, 2010).  The Bayesian information criterion (BIC; 
Schwarz, 1978) and the Akaike information criterion (AIC; Akaike, 1974) indices were used to 
compare non-nested models, but can also be used with nested models.  The model with lower 
AIC and BIC values is preferred.  To be specific, when the difference between two AIC values is 
greater than 6 to 10 (Burnham & Anderson, 2002), or the difference between two BIC values is 
great than 10 (Kass & Raftery, 1995), the model with smaller AIC and BIC values is favored.  All 
statistical analyses were conducted at the 5% significance level. 
Strength indices. The bifactor models were used primarily as auxiliary models to make 
decisions about the existence of specific factors (e.g., four or six specific factors) and a general 
dimension running through items, and to determine if a unidimensional model was acceptable to 
use.  The following strength indices were considered.   
(1) The explained common variance (ECV; Stucky, Thissen & Edelen, 2013), which is an 
index for factor strength representing the proportion of common variance explained by the 
general factor across items: 
𝐸𝐶𝑉 =
∑ 𝜆𝑗
∗𝐺2𝐽
𝑗=1
(∑ 𝜆𝑗
∗𝐺2)+(∑ 𝜆
𝑗
∗𝑆𝑠
2
) 
𝐽
𝑗=1  
𝐽
𝑗=1
,                                                    (3.1) 
where 𝜆𝑗
∗𝐺 is the factor loading of item j on the general factor and 𝜆𝑗
∗𝑆𝑠  = factor loading of item j 
on a specific factor.  An ECV value greater than 0.85 (or 0.90) indicates that the set of items can 
be reasonably considered as one dimension (Quinn, 2014; Reise, Scheines, Widaman, & 
Haviland, 2013; Stucky & Edelen, 2015; Toland et al., 2016). 
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Reise et al. (2013) pointed out that when forcing bifactor data into a unidimensional 
model, ECV and structural coefficient bias had “a monotonic, but nonlinear” (p.17) relationship: 
the larger the ECV value, the lower the estimation bias.  However, this relationship was 
moderated by another factor: the percentage of uncontaminated correlations (PUC).  It is 
necessary to report the PUC when unidimensionality is in doubt.  The PUC index is a ratio of the 
number of uncontaminated correlations divided by the number of unique correlations and is used 
to assess appropriate dimensionality (Reise et al., 2013), which can be expressed as: 
PUC = 
𝑛𝐺×(𝑛𝐺−1)
2
−∑(
𝑛𝑠×(𝑛𝑠−1)
2
)
𝑛𝐺×(𝑛𝐺−1)
2
  ,                                               (3.2) 
where 𝑛𝐺 is the total number of items, and  𝑛𝑠 is the number of items for each specific factor 
(Reise et al., 2013, p. 10).  Reise et al. (2013) recommended that when PUC was lower than .80, 
an ECV value greater than .60 can be considered as the benchmark for unidimensionality; but 
when PUC was greater than .80, strength indices were less important in predicting bias.  In 
another words, when PUC value is high, loading estimates using a unidimensional model should 
be close to the true loadings on the general factor of the bifactor model.  
(2) The coefficient omega hierarchical (omegaH; McDonald, 1999; Zinbarg, Revelle, 
Yovel, & Li, 2005; Zinbarg, Yovel, Revelle, & McDonald, 2006), can be calculated through: 
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 ,              (3.3) 
where (1 − ℎ𝑗)
2
 is the error variance of item j.  The omegaH is an index of general factor 
strength, which shows how much variance in the standardized score can be explained by the 
single general factor (McDonald, 1999; Reise et al., 2013).  Reise et al. (2013) recommended that 
when PUC was lower than .80, the benchmark for confirming unidimensionality was for omegaH 
values to be greater than .70.  The omegaH coefficients were calculated using the Omega 
software (Watkins, 2013). 
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 (3) The relative bias (RB) was calculated to determine the difference between estimated 
factor loadings on the general factor for the unidimensional model and the bifactor model 
(Rodriguez, Reise, & Haviland, 2016).  A relative bias below .10 to .15 is considered acceptable 
for preferring a unidimensional model solution (Muthén, Kaplan, & Hollis, 1987; Rodriguez, 
Reise, & Haviland, 2016) 
IRT measurement modeling. To answer Research Question 1b, three IRT measurement 
models were compared: Samejima’s (1969) graded response model and a reduced graded 
response model with common item discrimination parameter, through IRTPRO for Windows 2.1 
(Cai, Thissen, & Du Toit, 2011-2016a).  The graded response model framework is based on a 
cumulative probability, which means a person who endorses an item response category will 
further endorse the next category.  When the polytomous item responses are ordered clearly as in 
the Preschool OnlineCOR, the graded response model framework is appropriate (Ostini, 
Finkelman, & Nering, 2015; Samejima, 1972, 1996, 2010).  To assess local independence, the 
standardized local dependence (LD) statistics (Chen & Thissen, 1997) were examined.  An LD 
value greater than 10 indicates a possible violation of the local independence assumption on the 
problematic items, which were highly correlated beyond the measured latent trait (Cai, Thissen, 
& Du Toit, 2011-2016b). 
Several goodness of fit and diagnostic statistics provided by IRTPRO were considered.  
The absolute item level fit was assessed by the S-χ2 item fit statistic (Orlando & Thissen, 2000; 
2003), which examines the model predicted item response probability and observed item response 
proportion (Toland, 2014).  A statistically significant value suggests that an item does not fit the 
proposed IRT model (Stone & Zhang, 2003; Toland, 2014).  To adjust the Type I error caused by 
multiple comparisons, the Bonferroni correction (Bonferroni, 1936) was applied to determine the 
significance level (.05 divided by the number of items).  The relative item level fit was indicated 
by inspecting the item-fit plots visually using MODFIT 3.0 (Stark, 2008).  For model level fit, -
2LL, AIC, BIC, M2 limited information goodness-of-fit statistic (Cai, Maydeu-Olivares, Coffman, 
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& Thissen, 2006; Maydeu-Olivares & Joe, 2005, 2006) were considered.  In general, a smaller M2 
values indicates a preferable model (Cai et al., 2006; Toland, 2014), but as the M2 is quite 
sensitive to small misfits, the p value and RMSEA value associated with it were considered as 
well.  The suggested cutoff range of RMSEA associated with M2 to indicate adequate fit was 
≤ .05 (Maydeu-Olivares, 2015). 
Short form COR development. Based on the literature review and findings from the 
dimensionality analysis, developing a unidimensional short-form Preschool OnlineCOR (COR-
ST) was considered for the following practical reasons.  First, during the busy school year, to 
complete the assessment fully may take days for one child, and months for a whole class, which 
is part of the reason why the winter assessment is not required in Kentucky.  If a short version of 
the COR existed that represented the same content coverage as the Preschool OnlineCOR, 
assessment time could be greatly reduced, a midpoint (winter) assessment requirement could 
become possible for all preschool children and not be an added teacher burden.  The additional 
time points may provide more information for tracking child growth more precisely, more 
feedback to teachers' curriculum design as well as being of interest to parents.  Second, when all 
32 items were entered at the same time for later analyses, including longitudinal measurement 
invariance testing, MLIRT, and MIML growth modeling, extremely long running time (over 4 
days) was required and caused non-convergence issues.  The COR-ST was necessary to provide 
the overall picture of the Preschool OnlineCOR in later analysis and to adequately address the 
research questions herein.  To conquer these common practical challenges and needs, applied 
researchers often consider a well-validated short-form as the solution (e.g., Cerin, Saelens, Sallis, 
& Frank, 2006; Henry & Crawford, 2005; Hibbard, Mahoney, Stockard & Tusler, 2005; Stucky, 
Edelen, Vaughan, Tucker, & Butler, 2013) 
Guidelines by Stucky, Edelen et al. (2013) were followed in development of the COR-
ST.  To select the items that best represented the general factor assessed by the Preschool 
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OnlineCOR, the item-level expected common variance (IECV; Stucky, Edelen et al., 2013) based 
on bifactor model analysis, were considered.  IECV can be calculated as: 
 𝐼𝐸𝐶𝑉𝐺 =
𝜆𝑗
∗𝐺𝑠
2
𝜆𝑗
∗𝐺2+𝜆𝑗
∗𝑆2
 ,                                                      (3.4) 
An item had to have an IECV greater than .85 to be selected in the COR-ST (Stucky, Edelen et 
al., 2013).  Also, to better reflect the original domain coverage of the Preschool OnlineCOR, at 
least one item needed to be selected from each of the original domains.  Toland et al. (2016) 
further recommend that item information and total information functions from the marginal 
parameters of the bifactor model also need to be considered when creating the short form for an 
assessment in order to maintain the latent trait continuum from the original assessment (i.e., the 
latent continuum measured by the COR-ST can still represent the latent continuum measured by 
the Preschool OnlineCOR). 
Measurement invariance. To examine whether the measurement invariance assumption 
held for the Preschool OnlineCOR, two sets of tests were conducted: multiple group and 
longitudinal measurement invariance tests.   
Multiple group measurement invariance tests were conducted with all 32 Preschool 
OnlineCOR items using the fall data from all four cohorts (i.e., year of entry).  The demographic 
variables of interest were gender (boys versus girls), race (non-White versus White), LEP status 
(LEP versus non-LEP), IEP status (IEP versus non-IEP), and Head Start status (Head Start versus 
non-Head Start).  Longitudinal measurement invariance was tested for the COR-ST across three 
time points (fall, winter, and spring) for all four cohorts.  The measurement model based on fall 
data was treated as the baseline model.  This study used both CFA and IRT differential item 
functioning (DIF; Millsap, 2011; Widaman & Reise, 1997) analyses to examine multiple group 
measurement invariance.  To test longitudinal measurement invariance, Millsap (2010) 
recommended CFA techniques (e.g. Mplus) because CFA can handle a graded response model 
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within this framework (with WLSMV parameter invoking probit link or ML parameter invoking 
logit link), therefore this approach could be considered an integrated solution. 
CFA model fit procedure. As stated in Chapter 2, the procedures for testing multiple 
group and longitudinal measurement invariance were quite similar.  From the perspective of 
CFA, the same number of factors were assumed across groups or time points.  At Phase 1, the 
starting model, the configural invariance model (Thurston, 1947; Horn, McArdle, & Mason, 
1983) was constructed to examine whether there was a general item-factor pattern across groups 
or time, including the number of common factors and the association between item and the 
common factor.  From the perspective of longitudinal measurement invariance, if the configural 
invariance model showed good fit, gamma change could be ruled out as there was no fundamental 
change of respondents’ understanding or definition of the latent trait itself (Meade et al., 2005).   
At Phase 2, the weak (metric) factorial invariance model was constructed to examine 
whether each common factor was associated with the same items in the same degree by placing 
constraints (i.e., set equal) on factor loadings (from a CFA framework) across groups and time 
points.  If the weak factorial invariance model did not differ significantly from the configural 
model, the factor loading invariance assumption was tenable.  Due to the analogue of CFA factor 
loading and IRT item discrimination, if the weak factor invariance model showed good fit, it 
partly supported the nonexistence of beta change (Meade et al., 2005). 
At Phase 3, the strong invariance model was constructed to examine if there was 
differential additive response bias (Gregorich, 2006) by placing constraints on item threshold 
parameters.  If the strong invariance model does not differ significantly from the weak invariance 
model, the threshold invariance assumption was tenable.  Since the item threshold parameters 
produced in Mplus are equivalent to that of graded response model item thresholds, if the full 
strong invariance model also shows good fit, beta change can be further ruled out for longitudinal 
measurement invariance test. 
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Theoretically, a fourth phase (Phase 4) was needed to test the strict factorial invariance 
model, which examines whether the group or longitudinal comparison was based on common 
factor means and observed variances (Gregorich, 2006).  However, for a longitudinal design, 
when an individual was measured at multiple time points, an unequal residual variance is often 
found (Brown, 2006).  It may not be realistic to expect a strict factorial invariance model to be 
established for a longitudinal study (Wu et al., 2010).  Therefore, in this study, focus was placed 
on the examination of measurement invariance through the first three steps.  The WLSMV 
estimator with a probit link and the THETA parameterization was used to estimate all models in 
Mplus 7.4 (Muthén and Muthén, 1998-2015b). 
Model fit evaluation. Due to the ordinal polytomous nature of the Preschool OnlineCOR 
data, the WLSMV estimator with a probit link and the THETA parameterization was used to 
estimate all models in Mplus 7.4 (Muthén and Muthén, 1998-2015b).  The χ² for WLSMV should 
not be used as the χ² for ML estimator (Muthén and Muthén, 1998-2015a).  To compare the 
nested model fit, a DIFFTEST associated with WLSMV can be requested in Mplus.  Previous 
research has demonstrated that the chi-square difference test (Δχ²) based on DIFFTEST is 
excessively sensitive to sample size and often has an inflated Type I error rate (i.e., falsely rejects 
the invariant model), although the same issue may happen to other estimators as well (Sass, 
Schmitt, Marsh, 2014).  Therefore, it is important to consider practical fit indices when the model 
is specified correctly.   
Practical fit indices, such as CFI, TLI, and RMSEA are less sensitive to sample size 
(Meade, Johnson, & Braddy, 2008).  Widaman, Ferrer, and Conger (2010) also suggested that 
when the sample size is large and a more restricted model showed a worse fit, but no noticeable 
difference in practical fit indices exists, the more restricted model (stronger invariance model) can 
be deemed tenable.  Sass et al. (2014) suggested that when dealing with ordinal categorical data, 
other practical fit indices, such as CFI and TLI, need to be used in caution with the WLSMV 
estimator, especially in the case of model misspecification.  Therefore, a set of stricter cutoff 
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criteria was employed in this study: ΔCFI ≤ -.002 (Meade et al., 2008), ΔTLI = 0 (Marsh, Lüdtke, 
Muthén, Asparouhov, Morin, Trautwein, & Nagengast, 2010), and ΔRMSEA ≥ .007 (Meade et 
al., 2008).  These change statistics were calculated by subtracting the more restricted model 
indices from the less restricted model indices (e.g., ΔCFI = CFIweak factorial invariance model – CFIconfigural 
invariance model). 
Modification indices are other important indices in the evaluation of measurement 
invariance models.  Items with high modification indices and EPC should be freed in the next 
estimation of a partial factor loading invariance model (Muthén & Muthén, 1998-2015), which 
was then compared with the less restricted model from the previous modeling phase.  If the Δχ² 
and ΔCFI based on the new comparison met the criterion, the longitudinal measurement 
invariance could be assumed for the non-freely estimated items (Liu et al., 2016). 
There are some specific model settings that had to be adjusted for conducting 
longitudinal measurement invariance through a CFA approach based on the recommendations in 
Liu et al. (2016):  
• The observed data from fall was set as the reference time point.  
• The covariance among the latent general factor estimated at each time point was freely 
estimated.  
• The covariance among the residual (i.e., unique variance) of the same item across time 
was freely estimated.  
• One item-factor loading (COR_K in this study) was fixed at 1 for model identification 
so that the factor variances were freely estimated by time points;  
• The factor mean at reference time point was fixed at 0 for model identification, and that 
at winter and spring were freely estimated;  
• One threshold of each item was fixed to be equal across time points for model 
identification;  
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• The observed item residual (i.e., unique variance) at the reference time point was set to 
1 for model identification, and that at winter and spring were freely estimated.       
IRT DIF approach. In order to detect differential item functioning (DIF) between 
multiple groups, IRTPRO 2.1 uses the improved Lord’s Wald χ2 test statistics (Cai, Thissen, & du 
Toit, 2011-2016b, Langer, 2008; Lord, 1977; Wald, 1943) with accurate item parameter error 
variance-covariance matrices computed using the supplemented expectation-maximization 
algorithm (Cai, Thissen, & du Toit, 2011-2016b).  If there is no difference on the trace line 
between the alternative and reference group, there is no DIF (Cai, Thissen, & du Toit, 2011b; 
Thissen, Steinberg, Wainer, 1988; Thissen, Steinberg, & Wainer, 1993).  This study used the IRT 
DIF test as auxiliary evidence for measurement invariance testing.  At the first step, the command 
“test all items, anchor all items” was used to check the DIF on all 32 items simultaneously.  
Second, items which showed no significant Wald test statistics were entered as anchored items, 
and the rest of the items were retested.  Any items detected with significant Wald statistics were 
identified as DIF items.  A significance level of .05 was used for the IRT DIF test.  The total 
information function based on the full scale was also investigated to present the difference on 
total scale information for the reference and focal group graphically.  All grouping variables used 
in this study were binary variables, of which the reference group was coded as 0, and the focal 
group was coded as 1. 
Reliability. As part of the IRT model analyses, IRT test reliability coefficients were 
produced to answer Research Question 1d.  IRT test reliability is preferred for three reasons: (1) 
when item analysis and latent ability estimations are carried out through an IRT approach, it is 
more reasonable to use IRT test reliability; (2) unlike the CTT approach, which is sample- and 
test-dependent, IRT test reliability is test-dependent only, which means it can be estimated for 
populations beyond the current sample with reasonable application; and (3) CTT reliability is 
estimated at the test level, but IRT test reliability can be estimated at both item- and test-levels 
(Kim & Feldt, 2010).  The total information functions of the 32-item Preschool OnlineCOR and 
 83 
 
the 8-item COR-ST were plotted to examine if the two scales could provide uniform information 
across the continuum of child latent ability (i.e., theta). 
Green, Bock, Humphreys, Linn, and Reckase (1984) defined marginal reliability as 
𝜌𝑚𝑎𝑟𝑔 =
𝜎𝜃
2−𝜎𝑒𝑚
2
𝜎𝜃2
,                                                     (3.5) 
where 𝜎𝜃
2 is the variance of observed person locations, and 𝜎𝑒𝑚
2 is the marginal measurement 
error, which is defined as 
𝜎𝑒𝑚
2 = ∫ 𝜎𝑒
2(𝜃)𝑔(𝜃)𝑑𝜃
∞
−∞
/ ∫ 𝑔(𝜃)𝑑𝜃
∞
−∞
,                              (3.6) 
where 𝑔(𝜃) is the person distribution.  The marginal reliability can be interpreted as the 
proportion of variance in the observed score attributed to the true latent trait (Brown & Croudace, 
2015), or the precision of the person-location estimation (De Ayala, 2009).  According to the 
IRTPRO User’s Guide (Cai, Thissen, & du Toit, 2011-2016b), the marginal reliability estimates 
provided by IRTPRO were based on the total test information that was estimated from sample 
data using Bayes modal estimation (EAP; Bock & Mislevy, 1982) via the EM algorithm (Bock & 
Aitkin, 1981) for the unidimensional IRT model or using the Metropolis-Hastings Robbins-
Monro (MH-RM; Cai, 2010) algorithm for the multidimensional IRT model, depending on the 
answers to Research Questions 1a-1c. 
 Traditional classical reliability coefficient, Cronbach’s alpha, was also calculated to 
measure the internal consistency of the items from Preschool Online-COR and COR-ST.  As 
noted by Tavakol and Dennick (2011), internal consistency is different from unidimensionality.  
A multidimensional scale can still have high reliability (Tavako & Dennick, 2011).  Internal 
consistency mainly reflects the “inter-relatedness of the items” within a scale (Tavako & 
Dennick, 2011), not the degree of unidimensionality.  In addition, the CFA Model based 
reliability coefficient, omegaH, has been discussed previously in the section on Dimensionality.   
Linear growth models. To answer Research Questions 2 to 4, four linear growth models 
were constructed, including the multilevel growth model with mean score, the multilevel growth 
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model with IRT scaled score, the MLIRT model, and the MIML growth model.  The first two 
models belong to the family of traditional two-step approaches, and the last two models belong to 
the family of advanced one-step approaches.  Table 3.1 presents for applied researchers a 
comparison among different methods used in this study for modeling growth. 
Each of the four models was constructed to answer Research Questions 2 and 3.  To 
further answer Research Question 4, the findings from each model were compared, including (1) 
if they agreed with each other on identifying changes or growth within and between children; (2) 
if they agreed with each other on identifying significant child predictors; and (3) for comparable 
statistics (e.g., the correlation between intercept and slope, and the proportion of explained 
variance), how these models differed from each other.  The formulations of the four linear growth 
models are introduced next. 
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Table 3.1 
Comparison of Different Growth Modeling Method Characteristics 
Growth model Two-level 
growth model 
with mean 
score 
Two-level growth 
model with IRT 
scaled score 
Three-level 
IRT growth 
model 
MIML growth 
model 
Framework 
 
HLM HLM HGLM SEM 
Software 
 
HLM 7.01 HLM 7.01 HLM 7.01 Mplus 7.4 
Estimation 
method 
Maximum 
Likelihood 
Maximum 
Likelihood 
Full 
Penalized 
Quasi-
Likelihood 
Expected A 
Posteriori through 
Maximum 
Likelihood 
 
Item-level 
information 
accounted in the 
model 
 
No No Yes Yes 
Data format 
 
Long Long Long Wide 
Number of data 
files to be 
prepared 
 
2 2 3 1 
Missing data at 
bottom is allowed 
 
Yes Yes Yes Yes 
Missing data at 
top level is 
allowed 
 
No No No No 
Longitudinal 
invariance 
modeled in the 
model 
 
No No Yes Yes 
Random intercept 
explained by child 
predictors 
 
Yes Yes Yes Yes 
Random slope 
explained by child 
predictors 
Yes Yes Yes Yes 
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Multilevel growth model with CTT scores. From the perspective of multilevel modeling, 
longitudinal data structures can be viewed as repeated measures nested within each individual 
(Raudenbush & Bryk, 2002).  At level 1, each child’s growth is modeled by an individual growth 
curve with a set of parameters including initial status, rate of change, and random error.  The first 
level of a multilevel growth model is often named the repeated-observations models.  Individual 
change across time points at level 1 was represented using CTT scores; that is, the mean of COR-
ST scores. 
At level 2, the parameters from the level 1 growth curve are further modeled by a set of 
regression models with person characteristics as independent variables, including gender, race, 
entry age, IEP, LEP status, Head Start status, and year of entry.  The level 2 model is called a 
person-level model.  Through adding random effects, the longitudinal HLM allows each child to 
vary both in initial status and in rate of growth.  The number of assessment/time points for each 
child does not need to be the same in this multilevel growth model.  In general, this model is 
named the intercepts- and slopes-as-outcomes model (Raudenbush & Bryk, 2002).  By adopting 
Equation 2.9 and 2.10, the two levels of the multilevel growth model with the CTT score for the 
COR-ST can be expressed as: 
  MEANti = π0i + π1i*(TIMEti) + eti.                                                  (3.7) 
The outcome variable is the mean COR-ST score.  Recall that items were coded as 0, 1, 
2, 3 so that mean scores range from 0 to 3.  The intercept (𝜋0𝑖) represents the COR-ST 
developmental level for each child i at the starting time point (t = 0), since time was coded so that 
fall was initial status (i.e., 0 = fall, 1 = winter, 2 = spring).  The slope (𝜋1𝑖) represents the rate of 
change for each child.  The level 2 model is named the person-level model and can be expressed 
as: 
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π0i = β00 + β01*(GENDERi) + β02*(RACEi) + β03*(LEPi) + β04*(IEPi)  
         + β05*(HEADSTi) + β06*(ENTRYAGEi) + β07*(YR12i) + β08*(YR13i)  
         + β09*(YR14i) + r0i 
π1i = β10 + β11*(GENDERi) + β12*(RACEi) + β13*(LEPi) + β14*(IEPi)  
         + β15*(HEADSTi) + β16*(ENTRYAGEi) + β17*(YR12i) + β18*(YR13i)  
         + β19*(YR14i) + r1i.                                                                                      (3.8) 
Here, the fixed effects 𝛽00 and 𝛽10 represent the average initial status and the average 
rate of change (between adjacent time points) on the COR-ST, respectively.  The effects of the 
person characteristic variables on initial status (π0i) and growth rate (π1i) were estimated by β01 to 
β09 and β11 to β19, respectively. 
This model can also be expressed as in the formulation of mixed modeling, (sometimes 
called the full or combined model): 
MEANti = β00 + β01*SEXi + β02*RACEi + β03*LEPi + β04*IEPi  
+ β05*HEADSTi + β06*ENTRYAGEi + β07*YR12i + β08*YR13i  
+ β09*YR14i + β10*TIMEti + β11*SEXi*TIMEti + β12*RACEi*TIMEti  
+ β13*LEPi*TIMEti + β14*IEPi*TIMEti + β15*HEADSTi*TIMEti  
+ β16*ENTRYAGEi*TIMEti + β17*YR12i*TIMEti + β18*YR13i*TIMEti  
+ β19*YR14i*TIMEti + r0i + r1i*TIMEti + eti                                                                             (3.9) 
Multilevel growth model with IRT scaled scores. In this model, the multilevel growth 
model was used, but each child’s change was depicted through IRT scaled scores by each season, 
where any item DIF was ignored.  That is, Equations 3.7 to 3.9 were still applicable; the only 
difference was that the outcome variable became the IRT scaled theta estimation of the COR-ST 
instead of the mean score.  Because of unbalanced sample sizes across time points in the current 
study, the strategy used to create the item calibration sample was adjusted based on 
recommendations in Grimm, Ram, and Estabrook (2017).  First, all 2,538 children were included 
in the item calibration sample.  Second, each child had one assessment point.  Third, all 327 
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winter assessments were included without random selection as the sample size was already small.  
Lastly, for the remaining 2,211 (i.e., = 2538-327) children who did not have a winter assessment, 
their fall or spring assessment was selected randomly and added into the item calibration sample.  
This item calibration sample was then used to estimate the item parameters.  The saved item 
parameters were then used to estimate the IRT scaled score for fall, winter, and spring separately 
in IRTPRO 2.1 (Cai, Thissen, & du Toit, 2011-2016a; 2011-2016b).  As a result, the total 
effective sample size for this particular analysis was 2,538.  
MLIRT model for longitudinal data. The longitudinal P-HGLM demonstrated in Pastor 
and Beretvas (2006) was applied to the COR-ST.  Unlike the previous two multilevel growth 
models, there are three levels in MLIRT: item, time, and person level.  HLM software 
(Raudenbush, Bryk, Congdon, 1998-2013a) employed the full penalized quasi-likelihood (full 
PQL; Breslow & Clayton, 1993) estimation method for the three-level P-HGLM model 
(Raudenbush, Bryk, Congdon, 1998-2013b).  The Rasch type rating scale model estimated in 
HLM software had the following features: (1) it was based on cumulative probability; (2) item 
discrimination was fixed at 1; (3) item thresholds were constrained the same across items; and (4) 
item location was freely estimated for each item.   
The first level (level 1) is the item level, which models the log odds of being placed at 
level 0, 1, 2, or 3 or lower, on an item i in the COR-ST for child k at time point j.  To set up the 
level 1 data for longitudinal P-HGLM, all items need to be arranged in long format, that is, in the 
level 1 data, each row represent one item response.  A child who has complete data on all eight 
COR-ST items at all three time points would have 8 × 3 rows.  The notation and equation 
specified in the HLM software (Raudenbush, Bryk, Congdon, 1998-2013a) for the level 1 model 
is: 
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Prob[Rijk ≤ 0|πjk] = ϕ*0ijk = ϕ0ijk; ϕ0ijk = Prob[SCORE4C(0) = 1|πjk] 
    Prob[Rijk ≤ 1|πjk] = ϕ*1ijk = ϕ0ijk + ϕ1ijk;  ϕ1ijk = Prob[SCORE4C(1) = 1|πjk] 
    Prob[Rijk ≤ 2|πjk] = ϕ*2ijk = ϕ0ijk + ϕ1ijk + ϕ2ijk; ϕ2ijk = Prob[SCORE4C(2) = 1|πjk] 
    Prob[Rijk ≤ 3|πjk] = 1.0            
 log[ϕ*0ijk/(1 - ϕ
*
0ijk)] = π0jk + π1jk*(Aijk) + π2jk*(Eijk) + π3jk*(Lijk) + π4jk*(Rijk) + π5jk*(Tijk) 
+ π6jk*(Yijk) + π7jk*(DDijk)  
  log[ϕ*1ijk/(1 - ϕ
*
1ijk)] = π0jk + π1jk*(Aijk) + π2jk*(Eijk) + π3jk*(Lijk) + π4jk*(Rijk) + π5jk*(Tijk) 
+ π6jk*(Yijk) + π7jk*(DDijk) + δ1  
  log[ϕ*2ijk/(1 - ϕ
*
2ijk)] = π0jk + π1jk*(Aijk) + π2jk*(Eijk) + π3jk*(Lijk) + π4jk*(Rijk) + π5jk*(Tijk) 
+ π6jk*(Yijk) + π7jk*(DDijk) + δ2.                                                 (3.10) 
In Equation 3.10, an identity matrix composed of variables was used as income variables.  
Appendix C presents how the data were arranged at level 1 for longitudinal P-HGLM.  The 
variables in the identity matrix were used to identify which item was represented by each row.  
The variable i (A, E, L, R, T, Y, and DD) was effect coded with a value of -1 if the child had a 
response score on item COR_K (item K on the COR was used as the reference item to be 
consistent with other analyses); a value of 1 if the child had a response score on item i; and a 
value of 0 if otherwise (Cao & Mao, 2008; Lei et al., 2014; Pastor & Beretvas, 2003; Raudenbush 
& Bryk, 2002).  This effect coding method was adopted for model identification purposes, and for 
setting the average item difficulty to 0.   
The parameter π0jk in Equation 3.10 is the latent developmental level measured by the 
COR-ST (Raudenbush & Bryk, 2002).  It is important to note here that the cumulative probability 
employed in HLM software is the probability of being placed in category C or lower (Rijk ≤ C|πjk), 
rather than as in the classic IRT model which uses cumulative probability of being placed in 
category C or higher (Rijk ≥ C|πjk).  In order to make the results comparable with other IRT 
models, the estimated fixed parameters need to be multiplied by -1.  δ1 and δ2 are the threshold 
parameters for moving from a score of 1 to 2, and moving from a score of 2 to 3.  The threshold 
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for moving from level 0 to 1 was fixed to 0 for model identification purpose as is often done in 
IRT, and is related to the parameter π0jk or the intercept (Pastor & Beretvas, 2006).   
At the second level (time level), the change in the latent trait and item effects across time 
points within each person are estimated as shown in Equation 3.11:  
   π0jk = β00k + β01k*(TIMEjk) + r0jk 
    π1jk = β10k + β11k*(TIMEjk)  
    π2jk = β20k + β21k*(TIMEjk)  
    π3jk = β30k + β31k*(TIMEjk)  
    π4jk = β40k + β41k*(TIMEjk)  
    π5jk = β50k + β51k*(TIMEjk)  
    π6jk = β60k + β61k*(TIMEjk)  
    π7jk = β70k + β71k*(TIMEjk),                                                                 (3.11)  
where the parameter β00k is related to the latent trait of child k at the initial time point and the 
overall threshold for reaching level 1 of all items, and β01k represents the linear change in the 
latent trait as time j changes.  The item location (or, item difficulty) parameters (π1jk through π7jk) 
were specified as fixed effects, meaning the item locations only vary by time.  The parameters 
β00k to β70k are associated with the initial status of item locations, and the parameters β01k to β71k 
describe the linear change in item locations over time (Pastor & Beretvas, 2006). 
At the third level (person level), the growth trajectories among children and the effects of 
child predictors are estimated as indicated in Equation 3.12.  The parameters related to child (β00k 
and β01k) from the level 2 model now are estimated as outcome variables at the third level as 
expressed: 
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 β00k = γ000 + γ001(GENDERk) + γ002(RACEk) + γ003(LEPk) + γ004(IEPk) + γ005(HEADSTk) 
+ γ006(ENTRYAGEk) + γ007(YR12k) + γ008(YR13k) + γ009(YR14k) + u00k 
 β01k = γ010 + γ011(GENDERk) + γ012(RACEk) + γ013(LEPk) + γ014(IEPk) + γ015(HEADSTk) 
+ γ016(ENTRYAGEk) + γ017(YR12k) + γ018(YR13k) + γ019(YR14k) + u01k 
β10k = γ100,  β20k = γ200, β30k = γ300, β40k = γ400,  β50k = γ500, β60k = γ600, β70k = γ700  
β11k = γ110, β21k = γ210, β31k = γ310, β41k = γ410, β51k = γ510, β61k = γ610, β70k = γ700  
β71k = γ710 ,                                                                                                                 (3.12) 
where the parameter γ000 represents the average overall trait at the initial time point (i.e., fall).  
The parameter γ010 represents the average overall linear time effect between adjacent time points; 
the parameters γ100 to γ700 represent the overall item locations at the initial time point; the 
parameters γ110 to γ710 represent the average change on item locations between adjacent time 
points (Pastor & Beretvas, 2006).                               
MIML growth model. The MIML growth model (Muthén & Muthén, 1998-2015a) was 
employed as a continued step by the measurement invariance test.  Two branches of models were 
compared, one of which was based on the strict measurement invariance assumption by default, 
and the other was based on the partial invariance found by the data.  Figure 3.1 is a conceptual 
path diagram for the three-level MIML model.  At the first step, the level 1 measurement model 
was fit with only the measuement model that assumed strong invariance.  The latent COR 
developmental level based on the COR-ST at each timepoint was estimated.  In Mplus, when the 
observed indicator/item is defined as categorical data with ML estimator and logit link setting, the 
normal-ogive graded response model (McDonald, 1997) is invoked (Liu et al., 2016).  The 
normal-ogive graded response model is equivalent to a variation of Smejima’s (1969) graded 
response model (Forero, Maydeu-Olivares, Gallardo-Pujol, 2009).  At the second step, the latent 
growth model was constructed by adding intercept and slope as growth factors.  With improved 
model fit, growth factors can help interpret the data pattern.  At the third step, the growth 
prediction model was constructed by adding independent predictors to interpret the variability of 
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intercepts and slopes among children.  At the fourth step, the previous three steps were repeated 
using the measurement model that  specified partial measurement invariance based on 
longitudinal measurement invariance test results.  At the fifth step, analyses examined whether 
the two branches of analyses (based on two degrees of measurement invariance assumptions) 
showed differences in capturing the growth pattern and the contributions of independent 
predictors. 
 
Figure 3.1. A conceptual path diagram of the three level multiple indicator multilevel (MIML) 
growth model based on Wu et al. (2010). 
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Chapter 4: Results 
Psychometric Quality Examination 
Item description. Tables 4.1 to 4.3 show the descriptive statistics for the 32 Preschool 
OnlineCOR items across three time points for all four cohorts (i.e., year of entry).  Because 
preschool assessment data collection in Kentucky typically occurs in fall and spring, the number 
of valid responses for each item dropped dramatically in winter, but maintained well in fall and 
spring (see Table 4.1).  The overall mean score (item scores ranged from a 0 to 3) for all 32 items 
increased from fall (M = 0.87, SD = 0.85) to winter (M = 1.74, SD = 0.89) and spring (M = 2.54, 
SD = 0.76); the overall standard deviations of fall and winter were similar, but decreased in 
spring (see Table 4.2).  To examine if all items followed a normal distribution, the item-level 
skewness and kurtosis statistics were computed and reported in Table 4.3.  The skewness statistic 
describes whether the data show a symmetrical distribution from the mean; the kurtosis statistic 
describes whether the shape of the data distribution has a higher or flatter peak in comparison 
with a normal distribution (Rasch, Kubinger, & Yanagida, 2011).  The closer the skewness and 
kurtosis values are to 0, the closer the data distribution shape is to a normal distribution (Rasch, 
Kubinger, & Yanagida, 2011).  The acceptable range for both statistics for suggesting a normal 
univariate distribution is from -2 to +2 (Field, 2013; George & Mallery, 2010; Greavetter & 
Wallnau, 2014; Trochim & Donnelly, 2006).  Based on these cutoff values, the Preschool 
OnlineCOR data in fall and winter followed an approximately normal distribution at the item 
level, but became more negatively skewed (though still acceptable), with a higher peak in spring.  
These results indicated that after one year in preschool, more children scored in higher categories 
with less variability of scores. 
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Table 4.1 
Number of Valid and Missing Responses for All 32 Preschool OnlineCOR Items Across Time 
Points  
 Valid Missing 
Item Fall Winter Spring Fall Winter Spring 
COR_A 2538 327 2129 0 2211 409 
COR_B 2535 324 2127 3 2214 411 
COR_C 2536 326 2125 2 2212 413 
COR_D 2536 325 2107 2 2213 431 
COR_E 2533 325 2129 5 2213 409 
COR_F 2535 327 2127 3 2211 411 
COR_G 2529 324 2125 9 2214 413 
COR_H 2532 324 2121 6 2214 417 
COR_I 2535 324 2123 3 2214 415 
COR_J 2535 325 2124 3 2213 414 
COR_K 2535 326 2126 3 2212 412 
COR_L 2536 326 2112 2 2212 426 
COR_M 2533 322 2128 5 2216 410 
COR_N 2534 326 2128 4 2212 410 
COR_O 2536 326 2128 2 2212 410 
COR_P 2533 325 2129 5 2213 409 
COR_Q 2530 326 2125 8 2212 413 
COR_R 2533 327 2128 5 2211 410 
COR_S 2532 326 2122 6 2212 416 
COR_T 2533 318 2122 5 2220 416 
COR_U 2536 326 2127 2 2212 411 
COR_V 2531 317 2117 7 2221 421 
COR_W 2532 324 2122 6 2214 416 
COR_X 2536 317 2126 2 2221 412 
COR_Y 2519 324 2125 19 2214 413 
COR_Z 2529 322 2122 9 2216 416 
COR_AA 2534 327 2118 4 2211 420 
COR_BB 2527 321 2125 11 2217 413 
COR_CC 2529 324 2123 9 2214 415 
COR_DD 2528 324 2126 10 2214 412 
COR_EE 2528 322 2121 10 2216 417 
COR_FF 2519 316 2123 19 2222 415 
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Table 4.2 
Means and Standard Deviations for All 32 Preschool OnlineCOR Items Across Time Points 
 M SD 
Item Fall Winter Spring Fall Winter Spring 
COR_A 1.01 1.89 2.63 0.82 0.79 0.68 
COR_B 1.05 1.48 2.58 0.74 0.81 0.68 
COR_C 1.13 1.87 2.69 0.88 0.70 0.56 
COR_D 1.51 2.00 2.75 0.71 0.64 0.54 
COR_E 1.13 2.03 2.73 1.04 0.86 0.62 
COR_F 1.07 1.75 2.61 0.93 0.87 0.69 
COR_G 0.81 1.47 2.37 0.79 0.88 0.88 
COR_H 0.69 1.67 2.55 0.97 0.99 0.81 
COR_I 0.65 1.78 2.59 0.89 0.93 0.75 
COR_J 0.88 1.98 2.60 1.06 0.84 0.72 
COR_K 0.93 1.87 2.67 1.03 1.00 0.67 
COR_L 1.31 2.18 2.81 0.77 0.61 0.50 
COR_M 0.94 2.02 2.58 0.88 0.80 0.64 
COR_N 0.81 1.81 2.56 0.70 0.79 0.72 
COR_O 0.77 1.85 2.56 0.70 0.91 0.76 
COR_P 1.41 2.27 2.72 0.89 0.79 0.62 
COR_Q 0.62 1.82 2.57 0.96 0.96 0.84 
COR_R 0.88 1.82 2.55 0.88 0.97 0.75 
COR_S 1.07 1.91 2.58 0.88 0.85 0.79 
COR_T 0.58 1.39 2.15 0.67 0.88 0.95 
COR_U 0.89 1.81 2.60 0.87 0.87 0.68 
COR_V 0.49 1.41 2.27 0.90 1.19 1.08 
COR_W 1.08 1.73 2.56 0.76 0.94 0.74 
COR_X 0.83 1.76 2.38 0.96 0.89 0.86 
COR_Y 0.89 1.89 2.57 0.78 0.82 0.72 
COR_Z 0.47 1.51 2.43 0.73 0.99 0.92 
COR_AA 0.55 1.36 2.53 0.87 1.24 0.89 
COR_BB 1.11 2.07 2.55 0.97 0.88 0.79 
COR_CC 0.64 1.31 2.39 0.77 0.78 0.85 
COR_DD 0.49 1.25 2.30 0.75 0.89 0.91 
COR_EE 0.44 1.43 2.45 0.81 1.13 0.91 
COR_FF 0.66 1.31 2.48 0.79 0.99 0.83 
Overall 0.87 1.74 2.54 0.85 0.89 0.76 
Note. M = mean; SD = standard deviation. 
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Table 4.3 
Skewness and Kurtosis of All 32 Preschool OnlineCOR Items Across Time Points 
 Skewness Kurtosis 
Item Fall Winter Spring Fall Winter Spring 
COR_A 0.37 0.00 -1.80 -0.59 -0.97 2.62 
COR_B 0.46 -0.03 -1.60 0.16 -0.48 2.04 
COR_C -0.08 -0.26 -1.89 -1.37 0.02 4.08 
COR_D -0.18 -0.51 -2.22 -0.24 1.12 4.79 
COR_E 0.08 -0.79 -2.79 -1.53 0.17 8.35 
COR_F 0.37 -0.28 -1.83 -0.89 -0.57 3.04 
COR_G 0.71 0.01 -1.23 -0.05 -0.69 0.47 
COR_H 0.95 -0.34 -1.89 -0.62 -0.89 2.81 
COR_I 1.10 -0.23 -1.88 0.02 -0.88 2.83 
COR_J 0.69 -0.72 -2.05 -1.02 0.18 4.11 
COR_K 0.55 -0.52 -2.26 -1.13 -0.79 4.98 
COR_L 0.42 -0.36 -2.82 -0.06 0.72 8.00 
COR_M 0.31 -0.38 -1.63 -1.21 -0.52 2.86 
COR_N 0.50 -0.65 -1.65 -0.05 0.27 2.15 
COR_O 0.84 -0.14 -1.59 1.16 -1.02 1.47 
COR_P -0.64 -1.23 -2.66 -1.00 1.63 7.59 
COR_Q 1.43 -0.40 -1.86 0.85 -0.78 2.24 
COR_R 0.61 -0.38 -1.65 -0.59 -0.84 2.03 
COR_S 0.61 -0.44 -1.88 -0.26 -0.40 2.69 
COR_T 1.13 0.39 -0.67 1.72 -0.56 -0.84 
COR_U 0.78 0.12 -1.63 -0.05 -1.20 1.89 
COR_V 1.88 0.25 -1.10 2.44 -1.46 -0.37 
COR_W 0.91 0.08 -1.53 1.07 -1.16 1.32 
COR_X 0.50 -0.69 -1.47 -1.40 -0.17 1.55 
COR_Y 0.42 -0.15 -1.68 -0.61 -0.79 2.21 
COR_Z 1.57 -0.07 -1.51 1.96 -1.03 1.12 
COR_AA 1.56 0.23 -1.77 1.47 -1.57 1.87 
COR_BB 0.38 -0.60 -1.71 -0.92 -0.48 2.11 
COR_CC 0.94 0.43 -1.25 0.03 -0.09 0.64 
COR_DD 1.39 -0.03 -1.14 0.97 -0.98 0.30 
COR_EE 1.77 0.11 -1.59 2.12 -1.37 1.44 
COR_FF 1.08 0.14 -1.35 0.63 -1.05 0.61 
Overall 0.73 -0.23 -1.74 0.03 -0.52 2.59 
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Dimensionality assessment. To answer Research Question 1a, five theoretically defined 
and empirically founded models were tested based on a review of the literature (see Chapter 2 for 
details): the original High/Scope six-dimensional model, the High/Scope revised four-
dimensional model, a unidimensional model, and the bifactor models with four and six unique 
dimensions.  The two bifactor models mainly served as auxiliary models to check the 
unidimensionality and existence of specific factors (multidimensionality).  When the original 
High/Scope six-dimensional model was examined, the model fit for data from all three points 
completed with the warning message: the latent variable covariance matrix (PSI) was not positive 
definite.  The warning messages suggested the possibility of a negative variance/residual variance 
for a latent variable, a correlation greater than or equal to one between two latent variables, or a 
linear dependency among more than two latent variables.  When the High/Scope revised four-
dimension model was examined, the model fit for winter data completed with the same warning 
message as in the six-dimensional model.  After inspection, there was not any negative variance 
or residual variance for any latent variable, but correlations greater or equal to one between two 
latent variables were found; see Table 4.4 for the six-dimensional model and Table 4.5 for the 
four-dimension model.  The non-positive definite latent variable covariance matrix indicated that 
these models were not identified properly, and the model needed to be changed or the number of 
latent variables needed to be reduced.  Therefore, all theoretical structural models that finished 
with warning messages (i.e., the six-dimensional model and the bifactor model with six unique 
dimensions of fall, winter, and spring data; the four-dimension model and the bifactor model with 
four unique dimensions of winter data) were not considered further.  All models under 
consideration were listed in Table 4.6. 
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Table 4.4 
Estimated Correlation Matrix for the Six-Dimension Latent Variables across All Time Points 
  IN SR CR MM LL MS 
Fall IN 1      
 SR 1.004 1     
 CR .970 .940 1    
 MM .886 .863 .872 1   
 LL .926 .922 .935 .834 1  
 MS .883 .858 .918 .857 .944 1 
Winter IN 1      
 SR .959 1     
 CR .889 .916 1    
 MM .805 .744 .777 1   
 LL .929 .877 .846 .889 1  
 MS .844 .822 .854 .851 .992 1 
Spring IN 1      
 SR .997 1     
 CR .962 .962 1    
 MM .932 .924 .946 1   
 LL .937 .931 .932 .915 1  
 MS .950 .915 .945 .924 .961 1 
Note. IN = Initiative; SR = Social Relations; CR = Creative Representation; MM = Movement 
and Music; LL = Language and Literacy; MS = Mathematics and Science. 
 
Table 4.5 
Estimated Correlation Matrix for the Four-Dimension Latent Variables across all Time Points 
  INSR CRMM LL MS 
Fall INSR 1    
 CRMM .935 1   
 LL .923 .903 1  
 MS .870 .910 .944 1 
Winter INSR 1    
 CRMM .885 1   
 LL .911 .922 1  
 MS .842 .900 .992 1 
Spring INSR 1    
 CRMM .955 1   
 LL .935 .934 1  
 MS .933 .945 .961 1 
Note. INSR = Initiative and Social Relations; CRMM = Creative Representation and Movement 
and Music; LL = Language and Literacy; MS = Mathematics and Science. 
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Tables 4.4 and 4.5 present all estimated correlations between the latent factors based on 
the original High/Scope six-dimensional model and the High/Scope revised four-dimensional 
models.  The problematic inter-factor correlations were between the Initiative factor and the 
Social Relations factor (r = 1.004 in fall; r = .997 in spring), between the Language and Literacy 
factor and the Mathematics and Science factor (r = .992 in winter for both six- and four-
dimension models).  Most of the inter-factor correlation coefficients were above .90.  The lowest 
inter-factor correlations were .744 and .777, between the Movement and Music and the Social 
Relations factors, and between the Movement and Music and the Creative Representation factors. 
 
Table 4.6 
Model Fit Indices for Unidimensional, Four-Dimensional, and Bifactor Models 
 Fall (n = 2538) 
 Winter 
(n = 327) 
 
Spring  (n = 2130) 
Model 
Fit 
Index 
Uni Four 
Bifactor 
-Four  
 
Uni 
 
Uni Four 
Bifactor  
-Four  
χ2 3925.965 3325.577 2731.641  1431.444  3153.511 2515.880 1885.341 
df 464 458 432  464  464 458 432 
p ≤ .001 ≤ .001 ≤ .001  ≤ .001  ≤ .001 ≤ .001 ≤ .001 
RMSEA 0.054 0.050 0.046  0.080  0.052 0.046 0.040 
CFI 0.948 0.957 0.966  0.936  0.972 0.978 0.985 
TLI 0.945 0.954 0.960  0.932  0.970 0.977 0.982 
WRMR 2.186 1.995 1.773  1.499  1.778 1.555 1.303 
Note. df = degrees of freedom; RMSEA = root mean square error of approximation; CFI = 
comparative fit index; TLI = Tucker-Lewis Index; WRMR = weighted root mean square residual; 
Uni = unidimensional model; Four = four-dimensional model; Bifactor-Four = bifactor model 
with four specific dimensions. 
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Table 4.7 
Standardized Factor Loadings for Unidimensional and Four-Dimensional Models Using Fall 
Data 
 Uni  Four 
Item   INSR CRMM LL MS 
COR_A .646  .671    
COR_B .585  .608    
COR_C .700  .728    
COR_D .629  .654    
COR_E .653  .679    
COR_F .653  .679    
COR_G .595  .618    
COR_H .669  .696    
COR_I .702   .724   
COR_J .666   .687   
COR_K .753   .777   
COR_L .624   .644   
COR_M .583   .601   
COR_N .703   .724   
COR_O .706   .728   
COR_P .626   .646   
COR_Q .737    .758  
COR_R .652    .670  
COR_S .718    .739  
COR_T .650    .668  
COR_U .640    .658  
COR_V .619    .636  
COR_W .667    .685  
COR_X .604    .621  
COR_Y .700     .727 
COR_Z .600     .623 
COR_AA .699     .724 
COR_BB .657     .682 
COR_CC .674     .698 
COR_DD .757     .783 
COR_EE .747     .772 
COR_FF .678     .703 
Note. INSR = Initiative and Social Relations; CRMM = Creative Representation and Movement 
and Music; LL = Language and Literacy; MS = Mathematics and Science; Uni = unidimensional 
model; Four = four-dimensional model. 
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Table 4.8 
Standardized Factor Loadings for Unidimensional and Four-Dimensional Models Using Winter 
and Spring Data 
 Winter  Spring 
 Uni  Uni  Four 
Item     INSR CRMM LL MS 
COR_A .803  .841  .864    
COR_B .704  .796  .815    
COR_C .669  .829  .849    
COR_D .467  .809  .829    
COR_E .691  .806  .826    
COR_F .685  .803  .822    
COR_G .746  .823  .844    
COR_H .681  .841  .862    
COR_I .749  .811   .830   
COR_J .717  .786   .805   
COR_K .64  .835   .855   
COR_L .682  .816   .834   
COR_M .524  .719   .736   
COR_N .647  .835   .854   
COR_O .822  .779   .796   
COR_P .687  .845   .864   
COR_Q .796  .875    .895  
COR_R .658  .839    .856  
COR_S .826  .862    .881  
COR_T .738  .819    .835  
COR_U .726  .811    .829  
COR_V .707  .760    .775  
COR_W .826  .717    .732  
COR_X .652  .777    .794  
COR_Y .649  .849     .863 
COR_Z .706  .847     .861 
COR_AA .851  .866     .881 
COR_BB .679  .830     .844 
COR_CC .749  .833     .848 
COR_DD .774  .856     .869 
COR_EE .854  .777     .789 
COR_FF .754  .814     .827 
Note. INSR = Initiative and Social Relations; CRMM = Creative Representation and Movement 
and Music; LL = Language and Literacy; MS = Mathematics and Science; Uni = unidimensional 
model; Four = four-dimensional model. 
 
 102 
 
Table 4.6 presents the model fit statistics for the unidimensional, four-dimensional, and 
bifactor models based on fall, winter, and spring data.  As shown in Table 4.6, the chi-square tests 
were significant (p  .001) for all tested models, indicating that the models may not fit the data.  
DIFFTEST was then conducted to compare nested models (unidimensional versus four-
dimensional; unidimensional versus bifactor).  The DIFFTEST results using fall data showed that 
unidimensional model fit worse than the four dimensional model, ∆χ2 = 433.235, df = 6, p  .001; 
and worse than the bifactor model with four specific factors, ∆χ2 = 1144.054, df = 32, p  .001.  
Similar conclusions were reached for spring data.  Based on the WLSMV chi-square statistic, the 
bifactor model with four specific factors fit the Preschool OnlineCOR data the best, and the 
unidimensional model fit was the worst, relatively speaking.  To further investigate the model 
data fit, practical fit indices were examined.  The RMSEA index of all inspected models showed 
good model data fit (RMSEAs  .05 to .06), except for the unidimensional model using winter 
data.  According to the CFI index, the unidimensional model showed acceptable model data fit in 
fall (CFI = .948  .90) and winter (CFI = .936  .90); and good model data fit in spring (CFI 
= .972  .95).  The TLI index provided consistent evidence for the unidimensional model as did 
the CFI index.  None of the models met the cutoff range for WRMR ( .95 to 1.0) index, but this 
criterion was based on binary items; the current study item responses had four categories.  
Although the WLSMV DIFFTEST suggested that the bifactor model with four specific factors 
had the best model data fit, the practical fit index showed that all investigated models, including 
the unidimensional model, had acceptable to good model data fit.  Table 4.7 presents the 
standardized factor loadings for unidimensional and four-dimensional models based on fall data.  
Table 4.8 presents standardized factor loadings for unidimensional and four-dimensional models 
based on winter and spring data.  When comparing the item-factor loading between the 
unidimensional and four-dimensional models, the magnitudes of the factor loadings were quite 
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similar.  It also needs to be noted that the unidimensional model was the only model that could be 
reasonably fit to the winter data.  
For the bifactor model with four specific factors (eight items loaded on each specific 
factor), the calculated PUC was .77, which is below .80, as recommended by Reise et al. (2013).  
Therefore, it is important to evaluate all strength indices, including ECV, omegaH, and relative 
bias.  As shown in Tables 4.9 and 4.10, the proportions of explained common variance (ECV) by 
the general factor based on fall and spring data were .872 and .923, respectively.  These ECV 
values were above the unidimensional solution ECV benchmark of .60 recommended by Reise et 
al. (2013), or of .85 and .90, suggested other researchers (e.g., Quinn, 2014; Stucky & Edelen, 
2015; Toland et al., 2015).  The proportion explained variance by specific factors for fall and 
spring data ranged from .017 to .036, which were minimal compared to the proportion of variance 
explained by the general factor.  The omegaHs for fall and spring were .948 and .975, both of 
which are greater than the benchmark of .70 for a reasonable unidimensional solution (Reise et 
al., 2013).  The omegaH results suggested that 94.8% and 97.5% of the variance in the 
standardized Preschool OnlineCOR scores can be explained by the single general factor for fall 
and spring data, respectively.  The specific factors based on fall and spring data only explain 
2.8% to 9.3% of the variance in the standardized scores.  The average relative bias examined the 
difference between the factor loadings generated by the unidimensional model on the general 
factor, and the loading generated by the bifactor model on the general factor.  The average 
relative bias for fall and spring were .034 and .028, respectively.  These average relative bias 
values are far below the acceptable benchmark of .10 to .15 (Muthén, Kaplan, & Hollis, 1987; 
Rodriguez, Reise, & Haviland, 2016), suggesting that it is reasonable to accept the 
unidimensional solution for the Preschool OnlineCOR.   
In sum, based on the chi-square statistics, it can be concluded that the bifactor model was 
a truer model in comparison with other models tested in this study, especially for the fall and 
spring data.  However, by taking a closer look at the strength indices of the bifactor model, this 
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study found that one general factor played a leading role across time points.  The large inter-
factor correlations shown in Tables 4.4 and 4.5 also gave preferable evidence for the 
unidimensional model.  Collectively, the unidimensional model offered a parsimonious solution 
with acceptable model fit for the Preschool OnlineCOR.  The possible specific factors did not 
explain much of the variance among sample children; the results from the bifactor model 
suggested the factors themselves are dominated by the general factor. 
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Table 4.9 
Standardized Factor Loadings and Strength Indices for the Bifactor Models Using Fall Data 
Item G INSR CRMM LL MS IECV RB 
COR_A .643 .112    .971 0.002 
COR_B .575 .191    .901 0.050 
COR_C .690 .225    .904 0.009 
COR_D .622 .168    .932 0.005 
COR_E .638 .263    .855 0.025 
COR_F .627 .478    .632 0.040 
COR_G .592 .107    .968 0.027 
COR_H .668 .095    .980 0.034 
COR_I .712  -.051   .995 0.029 
COR_J .674  -.030   .998 0.024 
COR_K .765  -.067   .992 0.026 
COR_L .622  .118   .965 0.061 
COR_M .587  .035   .996 0.010 
COR_N .673  .462   .680 0.043 
COR_O .672  .536   .611 0.022 
COR_P .617  .213   .894 0.053 
COR_Q .750   -.148  .963 0.053 
COR_R .659   -.009  1.000 0.009 
COR_S .727   -.031  .998 0.012 
COR_T .655   .046  .995 0.037 
COR_U .648   -.045  .995 0.037 
COR_V .609   .493  .604 0.053 
COR_W .668   .181  .932 0.043 
COR_X .596   .469  .618 0.022 
COR_Y .696    .123 .970 0.014 
COR_Z .591    .169 .924 0.036 
COR_AA .675    .324 .813 0.102 
COR_BB .660    .043 .996 0.008 
COR_CC .655    .280 .845 0.041 
COR_DD .736    .289 .866 0.037 
COR_EE .718    .369 .791 0.068 
COR_FF .662    .243 .881 0.041 
Average 
ARPB 
.034       
ECV .872 .028 .036 .033 .032   
OmegaH .948 .082 .044 .028 .093   
Note. INSR = Initiative and Social Relations; CRMM = Creative Representation Movement and 
Music; LL = Language and Literacy; MS = Mathematics and Science; G = general factor; ARPB 
= absolute relative parameter bias. 
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Table 4.10 
Standardized Factor Loadings and Strength Indices for the Bifactor Models Using Spring Data 
Item G INSR CRMM LL MS IECV ARPB 
COR_A .840 .095    .987 0.005 
COR_B .782 .262    .899 0.020 
COR_C .817 .233    .925 0.015 
COR_D .797 .239    .917 0.033 
COR_E .799 .170    .957 0.004 
COR_F .786 .301    .872 0.038 
COR_G .809 .266    .902 0.012 
COR_H .829 .244    .920 0.021 
COR_I .815  .029   .999 0.054 
COR_J .793  -.037   .998 0.008 
COR_K .841  -.003   1.000 0.007 
COR_L .819  .048   .997 0.009 
COR_M .719  .106   .979 0.022 
COR_N .824  .362   .838 0.023 
COR_O .767  .336   .839 0.035 
COR_P .835  .298   .887 0.002 
COR_Q .886   -.172  .964 0.029 
COR_R .847   -.076  .992 0.038 
COR_S .870   -.071  .993 0.016 
COR_T .811   .266  .903 0.046 
COR_U .814   .065  .994 0.005 
COR_V .739   .490  .695 0.106 
COR_W .701   .381  .772 0.134 
COR_X .768   .302  .866 0.026 
COR_Y .850    .066 .994 0.006 
COR_Z .847    .094 .988 0.017 
COR_AA .858    .198 .949 0.015 
COR_BB .839    -.060 .995 0.027 
COR_CC .829    .159 .965 0.022 
COR_DD .840    .322 .872 0.024 
COR_EE .757    .369 .808 0.061 
COR_FF .802    .245 .915 0.035 
Average 
ARPB 
.029       
ECV .923 .019 .015 .026 .017   
OmegaH .975 .069 .029 .031 .040   
Note. INSR = Initiative, and Social Relations; CRMM = Creative Representation and Movement 
and Music; LL = Language and Literacy; MS = Mathematics and Science; G = general factor; 
ARPB = absolute relative parameter bias. 
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Measurement IRT modeling. To answer Research Question 1b, two polytomous IRT 
models were considered: Samejima’s (1969) graded response model and a reduced graded 
response model with common item discrimination parameter.  The graded response and reduced 
graded response models were both tested using fall, winter, and spring data.   
Local independence was first examined using the standardized local dependence (LD) 
statistic provided in IRTPRO.  Extreme LD values were found in all three time points.  For 
example, in fall, children’s performance on item COR_G were found to be dependent on their 
performance on item COR_J (LD = 41.5), and their performance on item COR_N depended on 
their performance on item COR_O (LD = 52.0).  Less conditional dependence issues were found 
in the winter and spring data. 
To assess model fit, the current study first examined absolute item fit using S- χ2 item fit 
statistic (Orlando & Thissen, 2000, 2003), which examined the graded response model predicted 
item response probability and the observed item response proportion.  Table 4.11 presents the S-
χ2 item fit statistics for the reduced graded response model for all time points.  Table 4.12 
presents the S-χ2 item fit statistics for the graded response model for all time points.  After 
Bonferroni correction, the .0016 (α/j= .05/32) significance level was used in this study.  
According to Table 4.11, when the reduced graded response model was fitted, the number of 
items showed p values greater than .0016 was 12 items in fall, 20 items in winter, and 27 items in 
spring.  According to Table 4.12, when the graded response model was fitted, the number of 
items with p values greater than .0016 was 14 items in fall, 28 items in winter, and 30 items in 
spring.  In general, more items showed acceptable absolute fit with the graded response model.  
The item fit plots estimated by MODFIT 3.0 (Stark, 2008) were then examined visually to check 
the relative item level fit for the graded response model.  The 32 Preschool OnlineCOR items had 
reasonable fit at all three time points by showing close predicted and observed item response 
functions.    
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To test model fit, three assumptions were made: (1) all 32 items were unidimensional; (2) 
the latent trait representing child development was normally distributed as assumed by the 
estimation routine; and (3) the item response functions did follow the graded response model.  In 
Table 4.13, the p values associated with the limited information good fit statistic, M2, were 
significant, suggesting that all tested polytomous IRT modes did not fit the data exactly; however, 
the RMSEAs of M2 statistics of fall and spring data were .04 (≤.05), which indicated adequate 
model fit and was consistent with the CFA RMSEA for the one-factor model.  The model fit 
indices reported in Table 4.11 showed that smaller -2LL, AIC, BIC, and M2 values were 
consistently associated with the graded response model in both fall and spring.  Likelihood ratio 
tests indicated significant model fit improvement for the graded response model relative to the 
reduced graded response model in fall, winter, and spring (see Table 4.13).  The RMSEA values 
associated with the M2 statistics of the graded response model for winter were above the cutoff 
range (.05), and the M2 related statistics of the reduced graded response model indicated perfect 
model data fit (p = 1.000, RMSEA = 0), which was unexpected.  However, smaller values for 
AIC and BIC for the winter data were consistent with results for fall and spring data; smaller 
values were associated with the graded response model.  The M2 related statistics therefore may 
be considered untrustworthy, perhaps due to insufficient sample size for winter relative to the 
number of items and categories estimated.  Therefore, the graded response model fit the data 
adequately.  Next, this study further inspected the item parameters estimated by the graded 
response model using fall, winter, and spring data separately. 
Table 4.14 presents item parameter estimates that were calibrated using data from each 
time point separately without equating.  Descriptively, the item threshold values decreased from 
fall to spring.  These decreases may indicate that items became easier over time for the same 
group of children, but may also indicate the sampled children had grown over time, or floor and 
ceiling effects.  Longitudinal measurement invariance was conducted to further investigate this 
matter in a later section.    
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Table 4.11 
Reduced Graded Response Model S-χ2 Item-Level Diagnostic Statistics for All Three Time Points  
 Fall Winter Spring 
Item χ2 df p χ2 df p χ2 df p 
COR_A 266.24 163 .0001 62.09 59 .3658 136.20 121 .1630 
COR_B 277.82 161 .0001 73.24 67 .2804 155.93 123 .0239 
COR_C 208.55 141 .0002 86.93 57 .0065 109.95 90 .0751 
COR_D 258.37 149 .0001 121.64 50 .0001 99.61 102 .5491 
COR_E 221.39 162 .0013 98.21 67 .0078 127.78 103 .0494 
COR_F 242.33 169 .0002 88.81 71 .0747 135.30 122 .1935 
COR_G 302.36 161 .0001 95.46 73 .0400 162.43 146 .1667 
COR_H 273.74 170 .0001 116.03 78 .0034 155.58 148 .3183 
COR_I 205.85 169 .0280 107.31 73 .0055 160.67 138 .0907 
COR_J 265.34 172 .0001 100.68 67 .0049 138.95 121 .1262 
COR_K 256.29 172 .0001 135.72 78 .0001 130.86 125 .3417 
COR_L 196.48 156 .0155 82.44 46 .0008 107.43 102 .3367 
COR_M 239.08 151 .0001 133.01 68 .0001 338.87 110 .0001 
COR_N 180.09 138 .0093 120.41 65 .0001 136.28 131 .3579 
COR_O 212.28 157 .0022 86.22 71 .1053 204.49 127 .0001 
COR_P 282.61 143 .0001 95.77 51 .0001 102.87 102 .4580 
COR_Q 238.02 169 .0004 91.87 73 .0669 157.91 150 .3127 
COR_R 194.19 168 .0812 119.46 75 .0008 139.91 134 .3456 
COR_S 224.51 169 .0028 77.30 67 .1824 147.06 147 .4836 
COR_T 231.17 145 .0001 89.71 67 .0334 164.22 134 .0389 
COR_U 213.30 171 .0155 115.16 68 .0003 137.84 119 .1140 
COR_V 253.11 160 .0001 97.19 76 .0511 276.93 147 .0001 
COR_W 171.32 163 .3117 90.76 72 .0668 258.45 121 .0001 
COR_X 298.94 151 .0001 109.09 64 .0004 181.82 141 .0116 
COR_Y 202.13 142 .0007 126.26 64 .0001 126.97 128 .5098 
COR_Z 235.31 155 .0001 112.62 79 .0077 161.82 151 .2587 
COR_AA 262.67 173 .0001 102.48 76 .0231 171.11 152 .1375 
COR_BB 188.06 170 .1627 121.21 72 .0003 144.88 138 .3270 
COR_CC 174.22 152 .1047 108.68 61 .0002 162.43 141 .1045 
COR_DD 188.15 148 .0143 66.26 66 .4688 177.70 149 .0543 
COR_EE 203.86 165 .0213 90.56 81 .2187 291.78 159 .0001 
COR_FF 243.29 165 .0001 104.91 77 .0189 169.02 129 .0104 
Note. df = degrees of freedom. 
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Table 4.12 
Graded Response Model S-χ2 Item-Level Diagnostic Statistics for All Three Time Points  
 Fall Winter Spring 
Item χ2 df p χ2 df p χ2 df p 
COR_A 255.32 166 .0001 58.96 52 .2356 127.99 115 .1919 
COR_B 238.51 162 .0001 72.53 66 .2710 144.82 123 .0871 
COR_C 216.99 140 .0001 83.70 59 .0189 108.81 90 .0862 
COR_D 245.93 154 .0001 82.56 59 .0231 99.09 101 .5359 
COR_E 208.76 164 .0104 101.04 71 .0110 127.87 103 .0488 
COR_F 240.24 172 .0005 85.71 71 .1123 134.86 121 .1834 
COR_G 249.96 168 .0001 95.73 71 .0268 164.52 147 .1531 
COR_H 272.67 170 .0001 108.36 81 .0229 151.96 138 .1965 
COR_I 207.47 164 .0122 111.78 73 .0024 160.95 143 .1447 
COR_J 268.90 170 .0001 100.35 65 .0032 122.12 125 .5567 
COR_K 234.10 157 .0001 107.97 84 .0402 141.52 125 .1482 
COR_L 189.73 162 .0671 77.34 51 .0101 109.11 103 .3209 
COR_M 194.11 156 .0206 109.91 88 .0568 189.68 120 .0001 
COR_N 175.42 134 .0094 114.23 68 .0004 142.62 127 .1624 
COR_O 218.59 152 .0003 68.81 56 .1167 189.47 136 .0017 
COR_P 268.16 150 .0001 80.22 54 .0118 115.33 101 .1559 
COR_Q 229.20 158 .0002 90.07 62 .0114 137.99 135 .4120 
COR_R 189.61 171 .1567 116.17 82 .0078 135.06 131 .3858 
COR_S 218.75 161 .0017 66.81 52 .0809 127.16 135 .6725 
COR_T 231.78 147 .0001 95.08 68 .0167 164.43 135 .0431 
COR_U 196.16 172 .0999 116.20 68 .0002 137.19 119 .1215 
COR_V 233.66 167 .0005 94.00 80 .1355 217.59 161 .0020 
COR_W 171.56 163 .3073 77.74 59 .0515 170.98 135 .0196 
COR_X 255.76 158 .0001 97.12 67 .0095 163.00 158 .3756 
COR_Y 210.15 136 .0001 134.06 75 .0001 118.69 119 .4915 
COR_Z 217.65 161 .0020 110.79 81 .0156 149.54 140 .2748 
COR_AA 261.89 166 .0001 97.43 64 .0045 160.93 140 .1087 
COR_BB 183.49 172 .2602 111.17 75 .0042 134.88 133 .4387 
COR_CC 172.78 149 .0886 99.39 60 .0010 161.92 136 .0640 
COR_DD 173.24 134 .0127 67.36 64 .3624 171.06 138 .0294 
COR_EE 189.88 147 .0099 69.62 64 .2936 261.61 169 .0001 
COR_FF 246.21 165 .0001 113.13 73 .0018 168.23 129 .0115 
Note. df = degrees of freedom. 
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Table 4.13 
Model Fit Indices for Graded Response and Reduced Graded Models Fit to the 32-item 
Preschool OnlineCOR in Fall, Winter, and Spring 
Model fit 
Index 
Fall  Winter  Spring 
GRM RGRM  GRM RGRM  GRM RGRM 
-2LL 146926.60 147292.90  20072.86 20276.12  83417.46 83810.13 
LRT 366.30***   203.26***   392.67***  
AIC 147182.60 147486.90  20328.86 20470.12  83673.46 84004.13 
BIC 147930.01 148053.30  20813.98 20837.74  84398.44 84553.53 
M2 19274.14 19889.95  3972.99 245.64  19956.06 20775.39 
df of M2 4432 4463  400 431  4432 4463 
p ≤ .001 ≤ .001  ≤ .001 1  ≤ .001 ≤ .001 
RMSEA 
of M2 
.04 .04  0.17 0  .04 .04 
Note. -2LL = -2 Log Likelihood; AIC = Akaike Information Criterion; BIC = Bayesian 
Information Criterion; LRT = likelihood ratio test; RMSEA = root mean square error of 
approximation associated with M2; GRM = graded response model; RGRM = reduced graded 
response model. 
***p < .001. 
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Table 4.14 
Graded Response Model Item Parameters Estimation for Three Time Points 
 a b1 b2 b3 
Item F W S F W S F W S F W S 
COR_A 1.47 2.37 2.82 -0.82 -2.64 -2.72 0.91 -0.56 -1.58 2.86 0.84 -0.69 
COR_B 1.33 1.73 2.38 -1.28 -1.74 -2.87 1.22 -0.03 -1.72 3.03 1.93 -0.58 
COR_C 1.70 1.60 2.74 -0.67 -2.96 -2.95 0.30 -0.90 -2.21 3.00 1.51 -0.70 
COR_D 1.44 0.96 2.49 -2.33 -4.41 -3.47 -0.08 -2.01 -2.13 2.55 1.85 -0.99 
COR_E 1.49 1.68 2.45 -0.29 -1.96 -2.38 0.07 -1.15 -2.19 2.34 0.69 -0.99 
COR_F 1.50 1.65 2.37 -0.63 -1.93 -2.65 0.66 -0.49 -1.77 2.29 1.26 -0.64 
COR_G 1.32 1.98 2.53 -0.44 -1.44 -2.04 1.51 -0.04 -1.15 3.25 1.58 -0.29 
COR_H 1.56 1.61 2.75 0.50 -1.38 -1.93 0.90 -0.49 -1.50 2.57 1.15 -0.62 
COR_I 1.77 1.84 2.39 0.32 -1.79 -2.37 1.16 -0.43 -1.56 2.49 0.90 -0.70 
COR_J 1.61 1.76 2.23 0.16 -1.98 -2.35 0.66 -1.08 -1.91 2.01 0.87 -0.66 
COR_K 1.97 1.40 2.66 -0.02 -1.72 -2.40 0.55 -0.74 -1.79 1.96 0.77 -0.83 
COR_L 1.41 1.54 2.44 -1.95 -3.67 -3.45 0.63 -2.00 -2.21 2.30 0.84 -1.28 
COR_M 1.26 1.04 1.70 -0.41 -3.79 -3.23 0.81 -1.26 -2.34 3.60 0.97 -0.53 
COR_N 1.72 1.50 2.71 -0.54 -2.10 -2.47 1.55 -0.92 -1.55 3.33 1.58 -0.54 
COR_O 1.69 2.61 2.16 -0.51 -1.85 -2.83 1.85 -0.38 -1.42 2.81 0.66 -0.67 
COR_P 1.40 1.63 2.74 -1.09 -2.27 -2.38 -0.45 -1.85 -2.09 3.06 0.26 -0.92 
COR_Q 1.91 2.50 3.21 0.43 -1.41 -1.90 1.34 -0.53 -1.21 1.81 0.70 -0.78 
COR_R 1.49 1.53 2.67 -0.34 -1.79 -2.38 1.02 -0.60 -1.47 2.66 0.87 -0.54 
COR_S 1.83 2.78 2.95 -0.83 -1.73 -2.08 0.87 -0.69 -1.42 1.88 0.77 -0.69 
COR_T 1.52 1.89 2.51 -0.03 -1.52 -1.97 2.35 0.36 -0.68 3.20 1.44 0.03 
COR_U 1.48 1.80 2.50 -0.49 -2.61 -2.90 1.22 -0.26 -1.61 2.37 0.84 -0.64 
COR_V 1.33 1.74 2.02 0.84 -0.83 -1.58 2.01 0.33 -0.81 2.27 0.70 -0.46 
COR_W 1.60 2.42 1.87 -1.39 -1.78 -3.11 1.35 -0.12 -1.53 2.14 0.72 -0.65 
COR_X 1.29 1.52 2.09 0.19 -1.59 -1.92 0.67 -0.89 -1.55 3.47 1.42 -0.18 
                                                                                     (continued) 
  
 113 
 
 a b1 b2 b3 
Item F W S F W S F W S F W S 
COR_Y 1.76 1.43 2.91 -0.55 -2.92 -2.43 1.06 -0.62 -1.51 3.04 1.06 -0.56 
COR_Z 1.31 1.72 2.91 0.62 -1.22 -1.69 2.13 -0.14 -1.16 3.42 1.30 -0.48 
COR_AA 1.77 2.50 3.14 0.52 -0.49 -1.77 1.53 0.17 -1.16 2.21 0.60 -0.71 
COR_BB 1.49 1.56 2.68 -0.68 -2.40 -2.21 0.58 -0.98 -1.41 2.04 0.43 -0.61 
COR_CC 1.61 1.86 2.73 0.09 -1.60 -2.06 1.53 0.52 -1.17 3.22 1.97 -0.28 
COR_DD 2.08 2.17 2.93 0.52 -0.89 -1.77 1.50 0.15 -1.04 2.81 2.14 -0.14 
COR_EE 2.04 2.95 2.22 0.78 -0.72 -1.82 1.50 0.00 -1.30 2.41 0.81 -0.51 
COR_FF 1.59 1.90 2.50 0.02 -0.91 -2.45 1.64 0.17 -1.14 2.78 1.63 -0.50 
Note. F = fall; W = winter; S = spring; a = item discrimination; b1-b3 = threshold parameters
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Short form COR development. To select the items that best represent the general factor 
assessed by the Preschool OnlineCOR, the item-level expected common variances (IECVs), 
based on bifactor model analyses, were considered for both fall and spring; see Tables 4.9 and 
4.10.  Items were selected for the COR-ST if they met the following statistical and theoretical 
criteria.  First, to assure representation of the general factor in both time points, all items had 
IECV values greater than .85 in fall and in spring.  Second, to maintain original scale content, two 
items were selected from each of the four specific (secondary) factors.  Third, to maintain the 
item quality, items were selected when they showed graphically ordered transition location on the 
option response functions (ORF) based on the unidimensional graded response model.  Based on 
these criteria, eight items were selected to comprise the COR-ST: COR_A and COR_E from the 
Initiative and Social Relations dimension; COR_K and COR_L from the Creative Representation 
and Movement and Music dimension; COR_R and COR_T from the Language and Literacy 
dimension; and COR_Y and COR_DD from the Mathematics and Science dimension.  The 
psychometric quality of the COR-ST was then examined using fall, winter, and spring data. 
According to Table 4.15, the COR-ST showed less local dependence issues than the 
Preschool OnlineCOR.  Although there were still LD values greater than 10, these problematic 
LD values were much smaller.  Only one problematic LD value was found in winter data, and no 
problematic LD values were found in spring data.  A sensitivity analysis was conducted to further 
inspect large LD issues (Edelen & Reeve, 2007).  For the fall data, after removing COR_E, the 
item parameters of COR_K and COR_T did not change dramatically (i.e., they maintained similar 
positions relative to other items); after removing COR_T, the item parameters of COR_E and 
COR_L maintained similar positions relative to other items.  It was concluded that the LD issue 
was minimal and the local independence assumption was tenable for the COR-ST. 
Table 4.16 presents the S-χ2 item fit statistic, which examines the graded response model 
predicted item response probability and the observed item response proportion.  After Bonferroni 
correction, the .0063 (=.05/8) significance level was used.  The number of items with acceptable 
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absolute item level fit for fall, winter, and spring for graded response model was 4, 1, and 7.  The 
number of items that showed acceptable item level fit based on S-χ2 for reduced graded response 
model was 3, 1, and 6 for fall, winter, and spring, respectively.  More items showed acceptable 
item level fit with the graded response model.  Item fit plots estimated by MODFIT 3.0 (Stark, 
2008) were then examined visually to check the relative item level fit for the graded response 
model.  It was found that the graded response model fit the eight COR-ST items reasonably well 
for all time points by showing closely predicted and observed ORFs.  The winter data showed the 
worst item-level model data fit, which may be due to insufficient sample size.  Table 4.16 also 
presents the graded response model item parameter estimates for the COR-ST across three time 
points.  Figure 4.1 presents the ORF (i.e., trace lines) of all COR-ST items by time points.  
Although clearly ordered ORFs were taken into consideration when selecting items for the COR-
ST, some items showed category overlap, such as COR_E, COR_K, and COR_T, based on the 
fall data.  These ORF results suggested that the item categories of the Preschool OnlineCOR may 
not be clearly distinguishable in practice.  Similar to the trend found for the 32-item Preschool 
OnlineCOR, the item threshold values decreased from fall to spring, indicating item difficulties 
decreased in general. 
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Table 4.15 
Standardized LD χ2 Statistics of COR-ST Graded Response Model for Three Time Points 
Item COR_A COR_E COR_K COR_L COR_R COR_T COR_Y 
Fall        
COR_E 8.4       
COR_K 8.7 13.9      
COR_L 7.0 8.1 3.2     
COR_R 5.1 7.4 6.0 2.4    
COR_T 2.7 11.2 4.9 12.4 5.6   
COR_Y 3.2 3.3 5.5 3.4 4.0 7.3  
COR_DD 6.4 9.4 10.0 4.7 4.4 7.6 6.5 
Winter        
COR_E 0.8       
COR_K 5.1 3.9      
COR_L 7.1 2.2 3.3     
COR_R 1.6 3.2 6.1 6.7    
COR_T -0.5 9.9 4.2 -0.6 3.0   
COR_Y 6.3 1.6 4.0 5.1 4.0 -0.5  
COR_DD 1.0 0.4 3.3 3.1 11.5 3.7 1.0 
Spring        
COR_E 1.2       
COR_K 3.7 2.0      
COR_L 0.6 -0.4 3.3     
COR_R 4.6 0.3 1.3 0.6    
COR_T 2.2 1.2 3.0 5.1 2.5   
COR_Y 1.7 1.3 4.3 -0.2 0.1 3.3  
COR_DD 3.2 1.3 3.1 -1.2 8.8 7.5 -0.3 
  
 117 
 
Table 4.16 
Graded Model Item Parameter Estimates and S-χ2 Item-Level Diagnostic Statistics of COR-ST  
 Graded Model Item Parameter Estimates 
S- χ2 Item-Level 
Diagnostic Statistics 
Item a SE b1 SE b2 SE b3 SE χ
2 df p 
Fall            
COR_A 1.43 0.06 -0.85 0.05 0.92 0.05 2.92 0.12 91.89 48 .0001 
COR_E 1.58 0.07 -0.31 0.04 0.05 0.03 2.29 0.09 87.97 46 .0002 
COR_K 2.08 0.09 -0.05 0.03 0.52 0.03 1.93 0.06 71.80 45 .0067 
COR_L 1.39 0.06 -1.96 0.08 0.62 0.04 2.33 0.09 40.08 46 .7182 
COR_R 1.50 0.07 -0.36 0.04 1.01 0.05 2.66 0.11 70.78 49 .0225 
COR_T 1.45 0.07 -0.04 0.04 2.45 0.10 3.33 0.15 101.89 49 .0001 
COR_Y 1.67 0.07 -0.58 0.04 1.10 0.05 3.15 0.13 55.18 46 .1661 
COR_DD 1.84 0.09 0.54 0.03 1.58 0.06 3.03 0.13 83.07 47 .0009 
Winter            
COR_A 2.32 0.27 -2.66 0.27 -0.57 0.09 0.85 0.12 47.29 25 .0045 
COR_E 1.90 0.22 -1.87 0.17 -1.10 0.11 0.66 0.12 55.27 30 .0033 
COR_K 1.44 0.18 -1.71 0.19 -0.73 0.12 0.77 0.14 75.16 37 .0002 
COR_L 1.54 0.20 -3.68 0.52 -2.02 0.21 0.84 0.14 61.07 25 .0001 
COR_R 1.58 0.19 -1.80 0.18 -0.61 0.10 0.86 0.14 76.82 36 .0001 
COR_T 2.05 0.25 -1.48 0.13 0.35 0.10 1.37 0.16 35.63 29 .1840 
COR_Y 1.44 0.18 -2.89 0.33 -0.64 0.11 1.04 0.16 80.09 33 .0001 
COR_DD 1.91 0.23 -0.95 0.11 0.17 0.10 2.22 0.23 56.73 30 .0022 
Spring            
COR_A 2.79 0.14 -2.72 0.11 -1.60 0.05 -0.69 0.03 73.53 43 .0026 
COR_E 2.38 0.13 -2.41 0.09 -2.22 0.08 -1.01 0.04 43.11 45 .5532 
COR_K 2.56 0.13 -2.43 0.09 -1.83 0.06 -0.84 0.04 57.57 48 .1619 
COR_L 2.37 0.14 -3.44 0.18 -2.23 0.09 -1.30 0.05 60.23 41 .0266 
COR_R 2.78 0.14 -2.35 0.08 -1.47 0.05 -0.54 0.03 65.29 44 .0202 
COR_T 2.38 0.11 -2.02 0.07 -0.69 0.04 0.03 0.03 58.11 42 .0501 
COR_Y 2.87 0.14 -2.43 0.09 -1.53 0.05 -0.56 0.03 53.50 43 .1307 
COR_DD 2.79 0.13 -1.81 0.06 -1.06 0.04 -0.14 0.03 49.45 40 .1449 
Note. a = item discrimination; b1-b3 = threshold parameters 
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Figure 4.1. Graded response model option response function for COR-ST items. 
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Table 4.17 presents the overall goodness of fit of the graded response model when 
applied to the COR-ST.  The p values associated with the M2 statistic were significant, suggesting 
that the graded response model did not fit the data exactly, but the RMSEA of the M2 statistic for 
fall and spring data were less than or equal to .05, which indicated adequate fit.  The RMSEA of 
the M2 statistic for winter data was still greater than .05.  Model fit indices also showed that the 
graded response model fit fall, winter, and spring data better than the reduced graded response 
model, based on smaller -2LL, AIC, BIC, M2, and RMSEA of M2.  In summary, the graded 
response model fit the data from all three time points better than the reduced graded response 
model by showing better item- and model- level fit. 
 
Table 4.17 
Model Fit Indices of COR-ST Graded Response Model 
Model Fit 
Indices 
Fall  Winter  Spring 
GRM RGRM  GRM RGRM  GRM RGRM 
-2LL 39584.13 39659.08  5374.75 5393.18  22300.04 22322.58 
AIC 39648.13 39709.08  5438.75 5443.18  22364.04 22372.58 
BIC 39834.98 39855.06  5560.02 5537.93  22545.29 22514.17 
M2 953.07 1030.67  681.41 701.43  1698.6 2801.25 
df 244 251  244 251  244 251 
p .0001 .0001  .0001 .0001  .0001 .0001 
RMSEA 
of M2 
0.03 0.03  0.07 0.07  0.05 0.07 
Note. -2LL = -2 Log Likelihood; AIC = Akaike Information Criterion; BIC = Bayesian 
Information Criterion; RMSEA = root mean square error of approximation associated with M2; 
GRM = graded response model; RGRM = reduced graded response model. 
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Measurement invariance.  
Multiple group measurement invariance. To answer Research Question 1c, this study 
first assessed the multiple-group measurement invariance of the Preschool OnlineCOR across 
gender (boys versus girls), race (non-White versus White), limited English proficiency (LEP 
versus non-LEP), Individual Education Programs (IEP versus non-IEP), and Head Start status 
(Head Start versus non-Head Start).  The results based on CFA analyses are reported as the main 
evidence of multiple-group invariance; results based on IRT DIF analyses are reported as 
complementary evidence.   
Previous discussion on Research Question 1a confirmed that the unidimensional model 
was the most appropriate for the sampled data in this study.  To examine whether the item-factor 
loadings and item thresholds held constant across groups, three measurement invariance models 
were fit to the fall data:  
1. The configural invariance model (M1) was used to examine if the unidimensional 
model of Preschool OnlineCOR reached acceptable model data fit for the reference 
group (i.e., group membership coded as 0); model estimation based on the focal 
group (i.e., group membership coded as 1) was compared against that based on the 
reference group;  
2. The weak factorial invariance model (M2) was used to examine whether the factor 
loadings of all 32 items were invariant across groups;  
3. The strong invariance model (M3) was used to examine whether thresholds for all 32 
items held constant across groups.  When the full weak factorial and strong 
invariance models did not meet model fit criteria, a partial invariance model was 
examined. 
Measurement invariance for gender. Table 4.18 presents the hierarchy of measurement 
invariance models treating girls (n = 1232) as the reference group and boys (n = 1306) as the 
focal group.  The ratio of sample sizes for the reference and focal groups was 0.94:1.  The 
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configural invariance model (M1) showed acceptable model fit, given CFI = .956 and RMSEA 
= .052.  To obtain the full weak factorial invariance model (M2_1), all factor loadings were 
constrained to be equal across the reference and focal groups.  The overall model fit improved 
with the new added constraints, based on increased CFI and TLI values and decreased RMSEA 
values.  However, the DIFFTEST result suggested significantly worse fit (p < .05).  Hence, it 
cannot be concluded that the 32-item Preschool OnlineCOR held the same factor loadings 
between girls and boys.  The modification indices from M2_1 (i.e., the full weak factorial 
invariance model) suggested that items COR_X and COR_Y should be freely estimated for girls 
and boys.  The model M2_2 is the partial weak factorial invariance model after freeing the factor 
loading on COR_X for the focal group.  The modification indices from model M2_2 further 
indicated freeing the factor loading on COR_Y for the focal group.  Thus, the partial weak 
factorial measurement invariance model M2_3 was then estimated by freeing COR_X and 
COR_Y for the focal group.  Each of the M2_2 and M2_3 was than compared against M1.  The 
M2_3 eventually reached good model fit and showed no significantly worse fit than M1.  
Therefore, 30 of the 32 Preschool OnlineCOR items were found to be related to the latent factor 
equivalently across gender groups.  The unstandardized factor loadings of COR_X for girls and 
boys were .710 and .930, respectively.  The unstandardized factor loadings of COR_Y for girls 
and boys were .855 and 1.104, respectively.  This unstandardized factor loading results indicated 
that these two items were more tightly related to the latent factor for boys. 
 To examine whether the 30 Preschool OnlineCOR items that held weak factorial 
measurement invariance also held equal item thresholds across gender groups, additional 
constraints were added to the strong measurement invariance model (M3_1): all factor loadings 
and item thresholds were constrained equally, except for items COR_X and COR_Y.  The 
DIFFTEST result comparing M3_1 against M2_3 was 2DIFFTEST(89) = 246.668, p < .001, 
indicating that full strong measurement invariance could not be assured for 30 of the 32  
Preschool OnlineCOR items.  Partial strong measurement invariance models (M3_2 and M3_3) 
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were estimated based on the modification indices.  Although model M3_3 indicated that the third 
threshold of COR_J could be freed, the improvement was not much (10.806).  No other 
meaningful parameters were suggested to be further freed.  Also, there were no changes found by 
freeing more item thresholds based on the CFI, TLI and RMSEA from M3_2 to M3_3.  The 
partial strong invariance model was then finalized by freeing the first threshold of COR_T (T$1) 
and the third thresholds of COR_M (M$3).  For the reference group (i.e., girls), T$1 was -.231; 
and for boys it was .091, which indicated that the rescaled item category 0 (a combination of the 
original categories 0 and 1) of item COR_T was easier for girls.  The situation for M$3 was the 
opposite: the M$3 value for girls was 2.749 and for boys it was 2.242.  These threshold results 
suggested that the rescaled category 3 (a combination of the original categories 4 and 5) of the 
item COR_M was more difficult for girls to obtain.  The two noninvariant items did not favor the 
same group, so their influence on the scale may be negated. 
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Table 4.18 
Model Fit Indices of Measurement Invariance Models Based on Gender using WLSMV 
Model χ2 CFI TLI RMSEA 2DIFFTEST df p 
Modification 
Index 
M1 4167.386 0.952 0.949 0.052      
M2_1 3048.339 0.969 0.968 0.041 50.638 31 .0145 
G by 
COR_X 
23.955 
M2_2 3060.193 0.969 0.968 0.042 45.080 30 .0379 
G by 
COR_Y 
25.209 
M2_3 3054.236 0.969 0.968 0.042 38.871 29 .1042   
M3_1 3233.156 0.968 0.969 0.041 246.668 89 < .001 T$1 18.708 
M3_2 3214.647 0.968 0.970 0.040 221.190 88 < .001 M$3 11.860 
M3_3 3205.678 0.968 0.970 0.040 208.739 87 < .001 J$3 10.806 
Note.M1 = configural invariance model; M2 = weak factorial invariance model; M3 strong 
invariance model; df = degrees of freedom; RMSEA = Root Mean Square Error of 
Approximation; CFI = Comparative Fit Index; TLI = Tucker-Lewis Index, ***p < .001; all χ2 
significant at α = .001. 
 
Table 4.19 
Preschool OnlineCOR Items Showing IRT DIF Based on Gender 
Item Total χ2 df p χ2a df p χ2c|a df p 
COR_G 11.0 4 .0262 0.1 1 .7626 10.9 3 .0121 
COR_H 11.6 4 .0201 1.8 1 .1838 9.9 3 .0196 
COR_I 9.9 4 .0426 0.1 1 .7931 9.8 3 .0203 
COR_J 22.7 4 .0001 0.7 1 .4167 22.0 3 .0001 
COR_K 12.9 4 .0117 3.0 1 .0856 9.9 3 .0191 
COR_M 10.5 4 .0331 0.5 1 .4617 9.9 3 .0191 
COR_P 12.1 4 .0169 0.9 1 .3364 11.1 3 .0110 
COR_T 30.4 4 .0001 1.8 1 .1749 28.5 3 .0001 
COR_U 14.3 4 .0064 1.5 1 .2261 12.8 3 .0050 
COR_V 13.5 4 .0090 0.1 1 .8071 13.5 3 .0037 
COR_X 29.2 4 .0001 1.7 1 .1977 27.5 3 .0001 
Note. Anchor items not showing DIF are not presented in this table; df = degrees of freedom. 
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Figure 4.2. Total information functions for girls (reference group) and boys (focal group). 
 
IRT DIF analyses provided complementary evidence for measurement invariance across 
groups from an IRT framework.  At the first stage of analyses, all items were entered as tested 
and anchored items simultaneously, which assumed that all items were invariant in estimation of 
latent trait mean and standard deviation (Tay, Meade, & Cao, in press).  Items that showed no 
significant Wald Total χ2 (p > .05) were then used as anchored items at the second stage.  Table 
4.19 presents the final results on items showing significant DIF (i.e., significant Wald Total χ2).  
The noninvariant items identified using a CFA approach (i.e. COR_X, COR_T, COR_M, and 
COR_J) were also confirmed by IRT DIF analysis, except for item COR_Y.  The χ2as of all items 
in Table 4.19 were not significant, indicating that item discrimination parameters of these items 
performed equally for boys and girls, but item difficulties (χ2c|a) were significantly different on 
these items across gender groups.  The total information functions for each group were presented 
in Figure 4.2, which reflects the sum of item contributions in estimating each person’s latent trait.  
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In general, the trend of the total information curve for girls and boys was quite consistent.  
Overlaps were found at the two extreme ends, but there was a slight discrepancy when estimating 
children whose latent traits fell between -1.4 to 2.0. 
Measurement invariance for race. The analytic scheme for testing measurement 
invariance for gender was repeated to examine the measurement invariance for race, and other 
binary demographic groups.  For the sake of parsimony, detailed analytic procedural descriptions 
are skipped.  The major final findings are reported.   
The reference group for the race measurement invariance test was White (n = 2,093), and 
the non-White group was the focal group (n = 445).  The ratio of sample sizes for the reference 
and focal groups was 4.7:1.  Table 4.20 presents the measurement invariance test results using a 
CFA approach.  The configural model (M1) for race reached good model fit, based on a CFI 
value greater than .95 and RMSEA value less than .06.  The full weak factorial invariance 
assumption was not evidenced, based on DIFFTEST results comparing the full weak factorial 
invariance model (M2_1) against the configural model (M1), χ2DIFFTEST (31) = 53.968, p < .01.  
After freeing item COR_S and COR_X for the focal group, the partial weak factorial invariance 
model (M2_3) was obtained.  By comparing the M2_3 against M1, the DIFFTEST was still 
significant, χ2DIFFTEST (31) = 44.987, p < .05.  However, model fit improved from M2_1 and 
M2_2.  Practical model fit indices showed that the CFI, TLI, and RMSEA values across full and 
partial weak factorial invariance models (M2_1, M2_2, and M2_3) differed only at the third or 
higher decimal points.  No meaningful modification index greater than 10 was identified in 
M2_3.  Therefore, partial weak factorial invariance for race was established in M2_3.  The 
unstandardized factor loadings of COR_S and COR_X for Whites were 1.106 and 0.798, 
respectively; for non-Whites, they were 0.853 and .0.586, respectively.  These results indicated 
that these two items were more closely related to the latent factor for the White group.   
To examine whether the 30 Preschool OnlineCOR items that held weak factorial 
measurement invariance also held equal item thresholds across groups by race, additional 
 126 
 
constraints were added to the strong measurement invariance model M3_1: all factor loadings and 
item thresholds were constrained equal, except for items COR_S and COR_X.  By comparing 
M3_1 against the finalized partial weak factorial invariance model (M2_3), the DIFFTEST result 
showed M3_1 fit significantly worse than M2_3, χ2DIFFTEST (89) = 246.243, p < .001.  This 
finding suggested that full strong measurement invariance may not be assured for the Preschool 
OnlineCOR.  However, since there was no decrease in CFI, TLI and RMSEA improved, and no 
meaningful modification indices were suggested, it still can be considered that strong 
measurement invariance held across race for the 30 items with weak factorial invariance. 
 
Table 4.20 
Model Fit Indices of Measurement Invariance Models Based on Race using WLSMV 
Model χ2 CFI TLI RMSEA 2DIFFTEST df p 
Modification 
Index 
M1 3809.582 0.958 0.955 0.049      
M2_1 2906.184 0.971 0.970 0.040 65.755 31 .0003 
G by 
COR_S 
13.096 
M2_2 2889.336 0.972 0.971 0.040 53.968 30 .0046 
G by 
COR_X 
12.774 
M2_3 2896.250 0.971 0.970 0.040 44.987 29 .0295   
M3_1 3039.481 0.971 0.972 0.039 246.243 89 .0000   
Note.M1 = configural invariance model; M2 = weak factorial invariance model; M3 strong 
invariance model; df = degrees of freedom; RMSEA = root mean square error of approximation; 
CFI = comparative fit index; TLI = Tucker-Lewis Index; ***p < .001; all χ2 significant at α 
= .001. 
 
Table 4.21 presents the results for items with significant IRT DIF (i.e., significant Wald 
Total χ2).  The noninvariant items (i.e. COR_S) identified using a CFA approach was also 
confirmed by IRT DIF analysis, except for COR_X.  The χ2as of items COR_H, COR_Q, and 
COR_S were statistically significant, indicating that item discrimination parameters for these 
items performed differently for White and non-White groups.  Item difficulties (χ2c|as) for all DIF 
items were significantly differently across groups by race.  The total information function for 
each group was presented in Figure 4.3.  In general, the trend of the total information functions 
for White and non-White groups was quite consistent.  Overlap was found at the left half of the 
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total information function, but the discrepancy became larger when estimating children whose 
latent trait was above 0. 
 
Table 4.21 
Preschool OnlineCOR Items Showing DIF Based on Children Who Are White and Non-White 
Item Total χ2 df p χ2a df p χ2c|a df p 
COR_D 15.4 4 .0040 0.0 1 .9633 15.4 3 .0015 
COR_F 12.4 4 .0144 1.8 1 .1834 10.6 3 .0138 
COR_H 23.4 4 .0001 6.9 1 .0087 16.5 3 .0009 
COR_K 14.0 4 .0074 0.8 1 .3810 13.2 3 .0042 
COR_L 44.2 4 .0001 1.2 1 .2654 42.9 3 .0001 
COR_Q 27.9 4 .0001 11.1 1 .0009 16.8 3 .0008 
COR_S 78.1 4 .0001 23.3 1 .0001 54.8 3 .0001 
COR_W 20.2 4 .0005 1.3 1 .2500 18.8 3 .0003 
COR_CC 19.8 4 .0006 0 1 .9420 19.8 3 .0002 
Note. Anchor items not showing DIF are not presented in this table; df = degrees of freedom. 
 
 
Figure 4.3. Total information function for White (reference group) and non-White (focal group). 
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Measurement invariance for LEP.  In this section of analyses, the reference group was 
children with no limited English proficiency (LEP) concerns (n = 2,316); the focal group was the 
LEP children (n = 176).  The ratio of sample sizes for the reference and focal groups was 13:1, 
which was unbalanced.  Statistically, as the ratio of unbalanced sample sizes increases, the 
standard error of parameter estimation associated with group comparisons increases, which may 
lower the chance of statistical power when the CFA approach is used (Kim & Wilson, 2014).  
Therefore, the CFA results in this section should be interpreted with caution. 
Table 4.22 presents the measurement invariance test results through a CFA approach.  
The configural model (M1) for LEP reached good model fit, based on a CFI value greater 
than .95 and an RMSEA value less than .06.  The full weak factorial invariance assumption was 
not fully evidenced by comparing the full weak invariance model (M2) with the configural model 
(M1), 2DIFFTEST (31) = 46.492, .01< p < .05.  However, practical model fit indices showed 
improved model fit, based on increased CFI and TLI values, and decreased RMSEA values.  No 
meaningful modification index greater than 10 was identified in M2.  Therefore, weak factorial 
invariance for LEP was established.  By comparing the strong measurement invariance model 
(M3) against the weak factorial invariance model, 2DIFFTEST (93) = 349.542, p < .001 suggested 
that the full strong measurement invariance may not be assured for the Preschool OnlineCOR.  
However, since the decrease in CFI was less than .002, TLI and RMSEA improved, and no 
meaningful modification indices were suggested, it can be concluded that strong measurement 
invariance held across LEP status. 
Table 4.23 presents the final results of IRT DIF analysis.  Only items showing significant 
DIF on LEP status (significant Wald Total χ2) were reported.  As opposed to the CFA approach, 
more items were identified with DIF through the IRT approach.  Items COR_CC and COR_DD 
showed large χ2 because no LEP children were scored at rescaled category 3 (original categories 
4 and 5) in the fall.  The χ2as of most of the DIF items were not statistically significant, indicating 
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the item discrimination parameters of these items performed similarly for children who were non-
LEP and LEP, except for item COR_Q.  Item difficulties (χ2c|as) of all DIF items were 
significantly different by LEP status.  The total information function in Figure 4.4 showed that 
the discrepancy was not only on the total information function, but also on standard error 
estimation.  The Preschool OnlineCOR items contributed more information for the children with 
LEP whose latent development was below -.4.  For children whose latent development was above 
-.4, the Preschool OnlineCOR contributed less total information for the focal group with LEP. 
 
Table 4.22 
Model Fit Indices of Measurement Invariance Models Based on LEP Status using WLSMV 
Model χ2 CFI TLI RMSEA 2DIFFTEST df p 
M1 3023.440 0.969 0.967 0.043    
M2 2448.014 0.978 0.977 0.035 46.492 31 .0365 
M3 2611.816 0.977 0.978 0.034 349.542 93 .0000 
Note.M1 = configural invariance model; M2 = weak factorial invariance model; M3 strong 
invariance model; df = degrees of freedom; RMSEA = Root Mean Square Error of 
Approximation; CFI = Comparative Fit Index; TLI = Tucker-Lewis Index; all χ2 significant at 
α=.001. 
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Table 4.23 
Preschool OnlineCOR Items Showing DIF Based on Child LEP Status 
Item Total χ2 df p χ2a df p χ2c|a df p 
COR_C 16.0 4 .0030 1.1 1 0.3059 14.9 3 .0019 
COR_D 30.3 4 .0001 1.1 1 0.2930 29.1 3 .0001 
COR_F 12.2 4 .0160 0.1 1 0.7126 12.1 3 .0072 
COR_I 17.1 4 .0018 0.1 1 0.7625 17.1 3 .0007 
COR_J 13.5 4 .0089 1.4 1 0.2321 12.1 3 .0070 
COR_K 34.3 4 .0001 0.2 1 0.6751 34.1 3 .0001 
COR_L 49.6 4 .0001 1.3 1 0.2513 48.3 3 .0001 
COR_O 22.6 4 .0002 0.8 1 0.3687 21.8 3 .0001 
COR_Q 12.8 4 .0125 4.9 1 0.0274 7.9 3 .0480 
COR_R 11.6 4 .0208 0.0 1 0.9352 11.6 3 .0090 
COR_S 70.5 4 .0001 3.5 1 0.0622 67.0 3 .0001 
COR_U 37.3 4 .0001 0.4 1 0.5325 36.9 3 .0001 
COR_CC 1170.2 4 .0001 0.1 1 0.7410 1170.1 3 .0001 
COR_DD 1109.3 4 .0001 3.1 1 0.0777 1106.2 3 .0001 
COR_FF 15.1 4 .0046 0.0 1 0.8353 15.0 3 .0018 
Note. Anchor items not showing DIF are not presented in this table; df = degrees of freedom. 
 
Figure 4.4. Total Information function for children who are non-LEP (reference group) and LEP 
(focal group). 
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Measurement invariance for IEP. In this section of analyses, the reference group was 
children who do not have Individual Education Programs (IEP) services (n = 2012), and the focal 
group was children who received IEP services (n = 526).  The ratio of sample sizes for the 
reference and focal groups was 3.8:1.  Table 4.24 presents the IEP measurement invariance test 
results using a CFA approach.  The configural model for IEP reached good model fit, based on a 
CFI value greater than .95 and an RMSEA value less than .06.  The full weak factorial invariance 
assumption was not fully evidenced by comparing the full weak invariance model (M2) with the 
configural model (M1), 2DIFFTEST (31) = 69.459, p < .01.  Practical model fit indices showed 
improved model fit, based on increased CFI and TLI, and decreased RMSEA.  One modification 
index was found from M2_1.  After allowing item COR_X to be estimated freely for the focal 
group, partial weak factorial invariance for IEP was established.  Comparing the full strong 
measurement invariance model (M3) against the partial weak factorial measurement invariance 
model (M2_2), the DIFFTEST result was 2DIFFTEST (92) = 257.569, p < .001.  This finding 
suggested that the full strong measurement invariance may not be assured for the Preschool 
OnlineCOR.  However, since there was a decrease in CFI of less than .002; TLI and RMSEA 
improved, and no meaningful modification indices were suggested, it can be concluded that 
strong measurement invariance for the 31 Preschool OnlineCOR items that held weak factorial 
invariance across IEP status was tenable. 
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Table 4.24 
Model Fit Indices of Measurement Invariance Models Based on IEP Status using WLSMV 
Model χ2 CFI TLI RMSEA 2DIFFTEST df p 
Modification 
Index 
M1 3961.179 0.950 0.947 0.051      
M2_1 2978.415 0.967 0.966 0.041 69.459 31 .0001 
G by 
COR_X 
31.046 
M2_2 2925.792 0.968 0.967 0.040 50.345 30 .0114   
M3 3076.730 0.967 0.969 0.039 257.569 92 .0000   
Note.M1 = configural invariance model; M2 = weak factorial invariance model; M3 strong 
invariance model; df = degrees of freedom; RMSEA = Root Mean Square Error of 
Approximation; CFI = Comparative Fit Index; TLI = Tucker-Lewis Index; all χ2 significant at 
α=.001. 
 
Table 4.25 presents the final results of IRT DIF analysis.  Only items with significant 
DIF (significant Wald Total χ2) on IEP status were reported.  The χ2as of most DIF items were not 
statistically significant, indicating item discrimination parameters of those items performed 
similarly for children with non-IEP or IEP, except for item COR_X.  Item difficulties (χ2c|as) for 
all the DIF items were significantly different according to IEP status.  The total information 
functions in Figure 4.5 showed that the discrepancy between children of non-IEP and IEP status 
was quite small.  It can be concluded that Preschool OnlineCOR items contributed a similar 
amount of information for children with or without IEP. 
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Table 4.25 
Preschool OnlineCOR Items Showing DIF Between Children Who Have Non-IEP and IEP Status 
Item Total χ2 df p  χ2a df p  χ2c|a df p 
COR_B 24.4 4 .0001  0.3 1 .6147  24.1 3 .0001 
COR_G 33.1 4 .0001  2.5 1 .1149  30.6 3 .0001 
COR_O 13 4 .0112  2.7 1 .1016  10.3 3 .0160 
COR_S 21.4 4 .0003  0.2 1 .6289  21.1 3 .0001 
COR_X 26.2 4 .0001  13.9 1 .0002  12.4 3 .0061 
COR_FF 28.1 4 .0001  3.6 1 .0591  24.6 3 .0001 
Note. Anchor items not showing DIF are not presented in this table; df = degrees of freedom. 
 
 
Figure 4.5. Total information function for children who have non-IEP (reference group) and IEP 
(focal group) status. 
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Measurement invariance for Head Start. In this section of analyses, the reference group 
was children who did not enroll in Head Start (n = 2,343); the focal group was children who did 
enroll in Head Start (n = 192).  The ratio of sample sizes for the reference and focal groups was 
12:1.  Results based on the CFA approach may not have sufficient statistical power due to the 
unbalanced sample sizes. 
Table 4.26 presents measurement invariance test results using a CFA approach.  The 
configural model for Head Start reached good model fit, based on a CFI value greater than .95 
and an RMSEA value less than .06.  Full weak factorial invariance was evaluated by comparing 
the full weak invariance model (M2) with the configural model (M1).  DIFFTEST results showed 
that M2 fit statistically worse than M2, χ2DIFFTEST (31) = 94.681, p < .001, although practical 
model fit indices (CFI, TLI, and RMSEA) showed improved model fit from M1 to M2.  Since no 
meaningful modification indices were provided by M2, the strong measurement invariance model 
(M3) was tested against M2.  The strong measurement invariance assumption was not evidenced, 
χ2DIFFTEST (90) = 282.681, p < .001.  However, there were no meaningful modification indices 
provided by M3.  Information based on the CFA approach was limited. 
 
Table 4.26 
Model Fit Indices of Measurement Invariance Models for Children Attending Head Start using 
WLSMV 
Model χ2 CFI TLI RMSEA 2DIFFTEST df p 
M1 3268.218 0.965 0.963 0.045    
M2 2771.550 0.973 0.972 0.039 94.681 31 < .001 
M3 2859.363 0.973 0.975 0.037 282.681 90 < .001 
Note.M1 = configural invariance model; M2 = weak factorial invariance model; M3 strong 
invariance model; df = degrees of freedom; RMSEA = Root Mean Square Error of 
Approximation; CFI = Comparative Fit Index; TLI = Tucker-Lewis Index; all χ2 significant at α 
= .001. 
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Table 4.27 presents the final results of IRT DIF analyses.  Items with significant DIF on 
children’s Head Start status (significant Wald Total χ2) were reported.  As opposed to the CFA 
approach, more items were identified with DIF through the IRT approach.  Items COR_L, 
COR_N, COR_T and COR_Z showed large χ2 because no children from Head Start were scored 
at rescaled category 3 (original categories 4 and 5) in the fall.  The χ2as of some of the DIF items 
were statistically significant, indicating that the item discrimination parameters of these items 
performed differently for children from non-Head Start and Head Start, including items COR_C, 
COR_G, COR_L, COR_N, and COR_BB.  Item difficulties (χ2c|as) for most of the DIF items 
were significantly different according to Head Start status, except for item COR_C.  Figure 4.6 
showed that discrepancy existed for the total information function and standard error estimation.  
In general, the Preschool OnlineCOR items contributed more information for children from Head 
Start than children who did not attend Head Start. 
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Table 4.27 
Preschool OnlineCOR Items Showing DIF Between Children From Non-Head Start and Head 
Start Programs 
Item Total χ2 df p χ2a df p χ2c|a df p 
COR_A 9.8 4 .0432 1 1 .3273 8.9 3 .0310 
COR_B 14.5 4 .0058 0.8 1 .3699 13.7 3 .0033 
COR_C 11.2 4 .0247 10 1 .0016 1.2 3 .7587 
COR_D 21.2 4 .0003 2.6 1 .1111 18.7 3 .0003 
COR_G 34.2 4 .0001 4.8 1 .0292 29.4 3 .0001 
COR_I 19 4 .0008 3.7 1 .0544 15.3 3 .0016 
COR_J 27.7 4 .0001 0.1 1 .7955 27.6 3 .0001 
COR_L 1482.5 4 .0001 7.8 1 .0052 1474.7 3 .0001 
COR_N 1022.1 4 .0001 4.9 1 .0273 1017.2 3 .0001 
COR_Q 18.6 4 .0009 1.8 1 .1788 16.8 3 .0008 
COR_T 1168.2 4 .0001 0.9 1 .3392 1167.3 3 .0001 
COR_W 12.1 4 .0163 0.4 1 .5205 11.7 3 .0084 
COR_Y 1185 4 .0001 0.7 1 .4081 1184.3 3 .0001 
COR_Z 1175.9 4 .0001 2.4 1 .1241 1173.5 3 .0001 
COR_AA 11.4 4 .0221 0.4 1  .5470 11.1 3 .0114 
COR_BB 18.8 4 .0008 4.4 1 .0366 14.5 3 .0023 
COR_FF 19.4 4 .0007 0.2 1 .6928 19.3 3 .0002 
Note. Anchor items not showing DIF are not presented in this table; df = degrees of freedom. 
 
Figure 4.6. Total information function for children from non-Head Start (reference group) and 
Head Start (focal group) programs. 
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Longitudinal measurement invariance. To examine longitudinal measurement invariance, 
this study used the COR-ST, a short form created to reflect the general factor of the Preschool 
OnlineCOR.  Similar to the hierarchical procedures taken to examine multiple group 
measurement invariance, study analyses followed the same steps by fitting the three models 
successively:  
1. The configural invariance model (M1) was used to examine whether the 
unidimensional model of COR-ST reached acceptable model fit across three time 
points (i.e., fall, winter, and spring);  
2. The weak factorial invariance model (M2) was used to examine whether the factor 
loadings of the eight COR-ST items were invariant across time;  
3. The strong invariance model (M3) was used to examine whether the thresholds of the 
eight COR-ST items held constant across time.   
Table 4.28 presents the hierarchy of longitudinal measurement invariance models.  The 
configural invariance model (M1) showed good model fit, given a CFI value of .98 and an 
RMSEA value of .033.  Based on evidence of unidimensionality for the COR-ST across time 
points in the section on Short Form COR Development, gamma change was eliminated for the 
COR-ST, meaning there was no fundamental change over time in understating of the latent 
general trait assessed by the COR-ST. 
To obtain the full weak factorial invariance model (M2_1), all factor loadings were 
constrained to be equal across time points.  M2_1 model fit was worse than M1, χ2DIFFTEST (14) = 
40.124, p < .001.  However, there were no changes in CFI and TLI, and the RMSEA values 
improved.  The full weak factorial invariance for all eight COR-ST items was rejected based on 
the DIFFTEST, so partial weak factorial invariance was tested.  The modification indices from 
M2_1 suggested that the factor loading of item COR_T should be set free (i.e. the factor loading 
of COR_T on the general factor at spring was not equivalent to the loadings at fall or winter).  
The partial weak factorial measurement invariance model (M2_2) was then compared against 
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M1.  The M2_2 showed improvement on DIFFTEST; there were no further changes found in 
CFI, TLI, and RMSEA between M2_1 and M2_2.  Therefore, seven of the eight COR-ST items 
were found to be related to the general latent factor equivalently over time, and one item 
(COR_T) performed differently in spring.  The unstandardized factor loading of COR_T at fall 
and winter was .754, but was .692 in spring.  These results indicated that COR_T was more 
closely related to the latent factor in fall and spring than in winter.  Therefore, any changes on the 
mean of the eight items of COR-ST should not be ascribed only to the change on the general 
latent factor as assessed by COR-ST.   
To examine if the seven COR-ST items that held weak factorial measurement invariance 
also held equal item thresholds across time points, additional constraints were added to model 
M3s: all factor loadings and item thresholds were constrained equally over time, except for item 
COR_T.  The full strong measurement invariance model (M3_1) was tested against the finalized 
partial weak factorial invariance model (M2_2).  The full strong measurement invariance of the 
COR-ST was rejected based on DIFFTEST, 2DIFFTEST (28) = 307.018, p < .001.  Next, partial 
strong measurement invariance models (M3_2, M3_3, and M3_4) were then estimated based on 
the modification indices.  After freeing the third thresholds of item COR_L at spring, the second 
threshold of item COR_L at winter, and the third threshold of item COR_DD at spring, the third 
partial strong measurement invariance model (M3_4) was obtained.  M3_4 showed decreased 
RMSEA, and improved 2DIFFTEST, although it was still significantly worse than M2_2.  In 
addition, the values of CFI and TLI stayed the same for M3_3 and M3_4.  Considering all model 
fit indices, the partial measurement invariance model was retained as M3_4.  The second 
threshold of item COR_DD was not freed.   
In sum, five of the COR-ST items (i.e., COR_A, COR_E, COR_K, COR_R, and 
COR_Y) maintained factor loading and threshold invariance over time.  Item COR_T did not 
hold factor loading invariance across time points.  Items COR_L and COR_DD held factor 
 139 
 
loading invariance but not threshold invariance over time.  The results suggested that the latent 
construct assessed by the COR-ST might have changed over time, meaning beta change cannot be 
eliminated for the COR-ST. 
 
Table 4.28 
Model Fit Indices of Longitudinal Measurement Invariance Models  
Model χ2 CFI TLI RMSEA 2DIFFTEST df p 
Modification 
Index 
M1 858.751 0.980 0.976 0.033      
M2_1 877.294 0.980 0.977 0.032 40.124 14 < .001 
G3 BY 
T3 
14.701 
M2_2 862.581 0.980 0.977 0.032 25.841 13 .0179   
M3_1 1123.816 0.973 0.973 0.036 307.018 28 < .001 L3$3 84.209 
M3_2 1041.033 0.976 0.975 0.034 218.140 27 < .001 L1$2 69.392 
M3_3 974.233 0.978 0.977 0.033 143.510 26 < .001 DD1$3 25.199 
M3_4 949.896 0.978 0.977 0.032 117.328 25 < .001 DD1$2 18.786 
Note.M1 = configural invariance model; M2 = weak factorial invariance model; M3 strong 
invariance model; df = degrees of freedom; RMSEA = root mean square error of approximation; 
CFI = comparative fit index; TLI = Tucker-Lewis Index; all χ2 significant at α=.001. 
 
Reliability. To answer Research Question 1d, IRT marginal reliability and classical 
reliability coefficients (Cronbach’s alpha) are reported in Table 4.29.  The Cronbach’s alpha 
coefficients indicated that both measures possessed good internal consistency across items.  As 
shown in Table 4.29, the marginal reliability provided by IRTPRO for Preschool OnlineCOR 
ranged from .89 to .96, and for the COR-ST, .77 to .82.  These marginal reliability estimates were 
for the entire continuum of theta.  Figures 4.7 to 4.9 further present the total information 
functions for the Preschool OnlineCOR and COR-ST based on data from each time point, 
respectively.  As shown in Figure 4.7, for the fall sample the total information function of the 
Preschool OnlineCOR provided relative uniform information for theta ranging from 0.3 to 2.1, 
while the total information function of the COR-ST provided relative uniform information for 
theta ranging from -0.4 to 2.7.  For theta values beyond these ranges, the total information 
functions decreased and the expected standard errors increased.  According to Figure 4.8, for the 
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winter sample, the total information function of the Preschool OnlineCOR provided relative 
uniform information for theta ranging from -0.6 to 0.8; while the total information function of 
COR-ST provided relative uniform information for theta ranging from -1.8 to 1.2.  According to 
Figure 4.9, for the spring sample, the total information function of the Preschool OnlineCOR 
provided relative uniform information for theta ranging from -1.8 to -0.6, while the total 
information function of the COR-ST provided relative uniform information for theta ranging from 
-2.4 to 0.6.  Generally speaking, the COR-ST provided uniform information for a wider range of 
latent theta range than the Preschool OnlineCOR.    
The values of the marginal reliability for the Preschool OnlineCOR were higher than for 
the COR-ST, meaning that the Preschool OnlineCOR possessed better accuracy in estimating 
children’s general latent development (i.e., person location).  It is understandable that more 
accurate estimation was associated with a longer test format.  The marginal reliabilities for the 
Preschool OnlineCOR and COR-ST based on spring data were worse than the marginal 
reliabilities based on fall and winter data.  One possible explanation was that when the total 
information is more peaked, the marginal reliability may underestimate the accuracy across the 
latent trait continuum (De Ayala, 2009).  As shown in Figure 4.7 and 4.8, the spring total 
information functions were more peaked than in fall and winter for both Preschool OnlineCOR 
and COR-ST. 
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Table 4.29 
Reliability Coefficients 
 Preschool OnlineCOR (32 items) COR-ST (8 items) 
 Fall Winter Spring Fall Winter Spring 
Marginal 
Reliability 
 
.94 .96 .89 .82 .86 .77 
Classical 
Reliability 
(95% CI) 
.943 
(.939, .946) 
.956 
(.948, .963) 
.970 
(.968, .972) 
.823 
(.812, .833) 
.834 
(.804, .860) 
.891 
(.883, .898) 
Note. CI = confidence interval. 
 
 
Figure 4.7. Total information function for Preschool OnlineCOR (32 items) and COR-ST (8 
items) using fall data. 
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Figure 4.8. Total information function for Preschool OnlineCOR (32 items) and COR-ST (8 
items) using winter data. 
 
 
Figure 4.9. Total information function for Preschool OnlineCOR (32 items) and COR-ST (8 
items) using spring data. 
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Linear Growth Models 
Multilevel growth model with CTT mean scores. Research Questions 2 and 3 were 
studied first through a conventional two-step multilevel longitudinal modeling approach with the 
COR-ST mean as the outcome variable.  A set of models was fitted in a sequential order.  First, 
the random intercept-only model (Model 1) was constructed without level 2 child predictors, in 
which only the initial status (i.e., intercept) of sampled children was allowed to vary but the rate 
of growth (i.e., slope) was fixed across children.  Second, the random intercept and slope model 
(Model 2) was constructed without level 2 child predictors, in which both the initial status and 
rate of growth were allowed to vary across children.  Third, the random intercept and slope model 
with level 2 child predictors on intercept (Model 3) was constructed, in which child level 
predictors were entered to explain the variance in children’s initial status.  Lastly, the random 
intercept and slope model with level 2 child predictors on both intercept and slope (Model 4) was 
constructed, in which child level predictors were entered to explain the variance in children’s 
initial status and rate of growth.  Table 4.30 presents the sequence of models for the two-level 
growth modeling.  According to the likelihood ratio test, the random intercepts and slope model 
fit the data significantly better than the random intercept-only model, ∆-2LL (2) = 43.171, p 
< .001.  This result indicated that not all children grew at the same rate.  Next, the random 
intercept and slope model with level 2 child predictors on intercept was compared against the 
random intercept and slope model.  The corresponding likelihood ratio tests showed that by 
involving child predictors on the random intercepts, model data fit improved significantly, ∆-2LL 
(9) = 614.263, p < .001.  Again, the random intercept and slope model with level 2 child 
predictors on both intercept and slope was compared against the random intercept and slope 
model with level 2 child predictors only on the intercept.  The corresponding likelihood ratio tests 
showed that by involving child predictors on the random intercepts and slope, the model data fit 
improved significantly, ∆-2LL (9) = 125.799, p < .001. 
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The random intercept-only model (Model 1) showed that the average initial status of 
children who started in fall had a mean score of 0.913 on the COR-ST, with a fixed growth rate 
estimated at 0.826 for the whole sample.  The random effect of the initial status was significant, 
suggesting that not all children entered preschool at the same level.  The random intercept and 
slope model (Model 2) showed that there was a significant random effect on slope, which 
confirmed that children varied in their rates of growth.  The next random intercept and slope 
model (Model 3) entered all interested child level predictors in an attempt to account for the 
variance in children’s initial status.  The proportion of variance explained by the set of additional 
explanatory variables was 10.79%, which was calculated using the intercept variance component 
from Model 2 and Model 3, (0.233-0.208)/0.233.  The final random intercept and slope model 
(Model 4) included the same set of child level predictors to explain the random slope effect.  The 
proportion of slope variance accounted for by the explanatory predictors was 15.31%, which was 
calculated using the intercept variance component from Model 2 and Model 4, (0.039-
0.033)/0.039. 
The random intercept and slope model with level 2 child predictors on both intercept and 
slope (Model 4) was therefore considered the final model in the two-level growth modeling 
approach.  The correlation between intercept and slope was negative (τ01 = -.604), indicating that 
children who had higher initial developmental status had lower rates of growth.  All child 
predictors were kept in the model regardless of significance status.  The non-significant predictors 
served as control variables.  This study later compared if there were any changes due to the 
growth model employed.  Model 4 showed that after controlling for all child predictors, the 
average initial status for children at age 48 months (i.e., the arbitrary 0 of entry age) was 0.902; 
the average rate of growth was 0.802 between adjacent time points. 
Boys and girls did not differ in terms of their initial developmental status, though boys 
showed lower growth rates than girls.  Race did not influence initial status or the growth rate.  
Children with LEP showed lower initial status, but their growth rate was not significantly 
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different from their non-LEP peers.  Children with IEPs were associated with lower initial status 
and slower growth rates.  Children who attended Head Start showed lower initial status compared 
to their peers who did not attend Head Start, but they exhibited faster growth rates.  Children’s 
age at entry (fall) was positively related to their initial status and growth rate, as expected.  
Finally, different cohorts (year of entry) showed significant differences in both initial status and 
growth rate.
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Table 4.30 
Parameter Estimates of Two-Level Growth Model using CTT Mean Scores 
 Model 1 Model 2 Model 3 Model 4 
Fixed Effect Coeff. SE Coeff. SE Coeff. SE Coeff. SE 
For Intercept 1, π0         
Intercept 2, β00 0.913 0.011 0.914 0.011 0.874 0.020 0.902 0.023 
Boy (1), β01     -0.069 0.017 NS NS 
Non-White (1), β02     NS NS NS NS 
LEP (1), β03     -0.190 0.039 -0.205 0.047 
IEP (1), β04     -0.216 0.025 -0.148 0.028 
Head Start (1), β05     -0.074* 0.033 -0.187 0.038 
Age at entry 
(48m), β06 
    0.032 0.002 0.021 0.002 
Year 2012 (1), β07     0.042* 0.019 NS NS 
Year 2013 (1), β08     NS NS -0.129 0.033 
Year 2014 (1), β09     NS NS NS NS 
For TIME slope, π1 
Intercept 2, β10 0.826 0.006 0.826 0.006 0.827 0.006 0.802 0.013 
Boy (1), β11       -0.034** 0.012 
Non-White (1), β12       NS NS 
LEP (1), β13       NS NS 
IEP (1), β14       -0.060 0.016 
Head Start (1), β15       0.103 0.022 
Age at entry 
(48m), β16 
      0.010 0.001 
Year 2012 (1), β17       NS NS 
Year 2013 (1), β18       0.095 0.018 
Year 2014 (1), β19       0.142* 0.041 
Random Effect  Variance Component 
e 0.162 0.094 0.093 0.093 
Intercept 1, r0 0.162 0.233 0.208 0.200 
TIME slope, r1  0.039 0.040 0.033 
-2LL (number of 
parameters) 
7680.168 (2) 7636.997 (4) 7019.734 (13) 6893.935 (22) 
∆-2LL (∆df)  43.171 (2) 614.263 (9) 125.799 (9) 
Note. Model 1 = random intercept-only model without level 2 child predictors; Model 2 = random 
intercept and slope model without level 2 child predictors; Model 3 = random intercept and slope 
model with level 2 child predictors on intercept; Model 4 = random intercept and slope model 
with level 2 child predictors on both intercept and slope; Coeff. = coefficient; SE = standard error; 
-2LL = -2 Log Likelihood; Year of entry was dummy coded with Year 2011 as the reference 
group; (1) = focal group; LEP = Limited English Proficiency; IEP = Individual Education 
Program.  
*p < .05; **p < .01; all other values listed are significant at .001 level (p < .001); NS = entered in 
the model but not significant (p > .05). 
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Multilevel growth model with IRT scaled scores. Research Questions 2 and 3 were 
revisited through a traditional two-step multilevel longitudinal modeling approach with the IRT 
scaled COR-ST scores as outcome variables.  The same set of models was fitted in a sequential 
order using IRT scaled scores.  First, the random intercept-only model (Model 5) without level 2 
child predictors was fit, in which the initial status (i.e., intercept) of sampled children was 
allowed to vary but the rate of growth (i.e., slope) was fixed across children.  Second, the random 
intercept and slope model was fit without level 2 child predictors (Model 6), in which the initial 
status and rate of growth were allowed to vary across children.  Third, the random intercept and 
slope model with level 2 child predictors on intercept (Model 7) was fit, in which child level 
predictors were entered to explain the variance in children’s initial status.  Fourth, the random 
intercept and slope model with level 2 child predictors on both intercept and slope using the IRT 
scaled score (Model 8) was fit, in which child level predictors were entered to explain the 
variance in children’s initial status and rate of growth.  Table 4.31 presents the sequence of 
models for the two-level growth modeling using the IRT scaled score.  According to the 
likelihood ratio test, the random intercepts and slope model (Model 6) fits the data significantly 
better than the random intercept-only model (Model 5), ∆-2LL (2) = 370.243, p < .001.  This 
finding indicated that not all children grew at the same rate.  Next, the random intercept and slope 
model with level 2 child predictors on intercept was compared against the random intercept and 
slope model.  The corresponding likelihood ratio tests showed that by involving child predictors 
on the random intercepts, model data fit improved significantly, ∆-2LL (9) = 481.688, p < .001.  
Again, the random intercept and slope model with level 2 child predictors on both intercept and 
slope was compared against the random intercept and slope model with level 2 child predictors on 
the intercept alone.  The corresponding likelihood ratio tests showed that by involving child 
predictors on the random intercepts and slope, model data fit improved significantly, ∆-2LL (9) = 
214.624, p < .001. 
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The random intercept and slope model with level 2 child predictors on both intercept and 
slope (Model 8) was the final model in the two-level growth modeling approach using the IRT 
scaled score.  The correlation between intercept and slope was negative (τ01 = -.354), indicating 
that children who had higher initial developmental status had a lower rate of growth.  In general, 
the fixed effects of child predictors on the IRT scaled score and mean score changes over time 
were quite similar.  A few exceptions were that the 2012 cohort did not show significant 
difference on initial status between the 2011 cohort on mean score, but showed significantly 
higher initial IRT scaled scores, and the level of significance changed on some significant 
predictors of growth rate (slope).  However, the main conclusions were the same.  It can be 
concluded that multilevel growth model with IRT scaled and mean scores reached similar 
conclusions in terms of identifying growth and significant predictors.  However, both approaches 
ignored the longitudinal non-invariance issues in the COR-ST. 
The random intercept and slope model with level 2 child predictors on both intercept and 
slope (Model 8) was the final model in the two-level growth modeling approach using the IRT 
scaled score.  The correlation between intercept and slope was negative (τ01 = -.354), indicating 
that children who had higher initial developmental status had lower rate of growth.  In general, 
the fixed effects of child predictors on IRT scaled score and mean score changes over time were 
quite similar.  A few exceptions were that the 2012 cohort did not show significant difference on 
initial status with year 2011 cohort on mean score, but showed significantly higher initial IRT 
scaled scores; and the level of significance changed on some significant predictors of growth rate 
(slope).  However, the main conclusions were the same.  It can be concluded that multilevel 
growth model with IRT scaled and mean scores reached similar conclusions in terms of 
identifying growth and significant predictors.  However, both approaches ignored the longitudinal 
non-invariance issues in the COR-ST. 
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Table 4.31 
Parameter Estimates of Two-Level Growth Model using IRT Scaled Scores (Theta) 
 Model 5 Model 6 Model 7 Model 8 
Fixed Effect Coeff. SE Coeff. SE Coeff. SE Coeff. SE 
For Intercept 1, π0         
Intercept 2, β00 -0.703 0.011 -0.702 0.011 -0.737 0.021 -0.715 0.022 
Boy (1), β01     -0.055** 0.018 NS  NS  
Non-White (1), β02     NS  NS  NS  NS  
LEP (1), β03     -0.202 0.040 -0.179 0.044 
IEP (1), β04     -0.192 0.025 -0.131 0.026 
Head Start (1), β05     -0.129 0.034 -0.171 0.039 
Age at entry 
(48m), β06 
    0.029 0.002 0.021 0.002 
Year 2012 (1), β07     0.057** 0.020 0.051** 0.021 
Year 2013 (1), β08     -0.056* 0.028 -0.145 0.032 
Year 2014 (1), β09     0.155* 0.067 NS  NS  
For TIME slope, π1 
Intercept 2, β10 0.819 0.007 0.820 0.007 0.821 0.007 0.789 0.014 
Boy (1), β11       -0.042** 0.013 
Non-White (1), β12       NS  NS  
LEP (1), β13       NS  NS  
IEP (1), β14       -0.090 0.017 
Head Start (1), β15       0.064** 0.024 
Age at entry 
(48m), β16 
      0.012 0.001 
Year 2012 (1), β17       NS  NS  
Year 2013 (1), β18       0.131 0.019 
Year 2014 (1), β19       0.216 0.031 
Random Effect  Variance Component 
e 0.177 0.046 0.046 0.046 
Intercept 1, r0 0.425 0.483 0.455 0.449 
TIME slope, r1  0.274 0.275 0.252 
-2LL (number of 
parameters) 
8013.957 (2) 7643.714 (4) 7162.026 (13) 6947.402 (22) 
∆-2LL (∆df)  370.243(2) 481.688(9) 214.624 (9) 
Note. Model 5 = random intercept-only model without level 2 child predictors; Model 6 = random 
intercept and slope model without level 2 child predictors; Model 7 = random intercept and slope 
model with level 2 child predictors on intercept; Model 8 = random intercept and slope model 
with level 2 child predictors on both intercept and slope; Coeff. = coefficient; SE = standard 
errors; -2LL = -2 Log Likelihood; Year of entry was dummy coded with Year 2011 as the 
reference group; (1) = focal group; LEP = Limited English Proficiency; IEP = Individual 
Education Program.  
*p < .05; **p < .01; all other values listed are significant at .001 level (p < .001); NS = entered in 
the model but not significant (p > .05).
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MLIRT model for longitudinal data. In this section, a simultaneous MLIRT modeling 
approach was taken to model the growth of children directly using all item-level information.  
Although it was shown in the Measurement IRT modeling section that the graded response model 
fit the current COR-ST data better, to perform the P-HGLM analysis in the HLM software, a 
Rasch-type rating scale model had to be fit at the measurement level, as it was the only type of 
polytomous IRT model that could be used with the HLM software.   
A sequence of models based on Equations 3.10 to 3.12 were fitted and compared in the 
following order.  First, the time effects-only model (Model 9) was fit, in which the item and time 
levels were modeled as illustrated in Equation 3.10 and 3.11, with no predictors added at the 
person level (i.e., no predictors added in Equation 3.12).  Second, the time effects model with 
level 3 child predictors on child initial status (Model 10) was fit, in which child level predictors 
were entered to explain the variance in children’s initial status.  Third, the time effects model with 
level 3 child predictors on child initial status and rate of growth (Model 11) was fit, in which 
child level predictors were entered to explain the variance in child initial status and rate of 
growth.    
Table 4.32 presents the results for the time effects-only model (Model 9).  The estimated 
average overall latent trait in fall for sampled children on a typical COR-ST item was 0.624 (γ000).  
There was a significant positive linear trend in time on the COR-ST (γ010 = 2.621, p < .001), 
which indicated that as time changed from fall to winter to spring, a child’s score on the COR-ST 
increased 2.621 log odds between adjacent time points.  When the time point increased by 1 unit, 
the log odds of a child achieving a higher level on a typical COR-ST item increased by 2.621 log 
odds units.  At level 3, the variance of the intercept (u00 = 2.013) was statistically significant, χ2 
(2131) = 9721.52, p < .001.  This finding suggested that there was a significant random effect on 
child initial status when measured as the latent trait using rating scale model.  The variance of 
slope (u01 = 0.739) was also statistically significant, χ2 (2139) = 6078.103, p < .001, indicating 
that there was significant variation in the rate of growth.  However, the variance component of 
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random effects in the time effects-only model (Model 9) at levels 1 and 2 were not statistically 
significant; r0 = .022, χ2 (279) = 239.600, p > .500.  This result suggested that after controlling for 
time effects there was no significant variation remaining within person across time points. 
Equations 4.1 to 4.3 were used to transform the log odds back to the expected item score, 
which helped explain the change in the latent trait over time.  First, the probability of achieving 
category C or higher on a typical COR-ST item was calculated through: 
𝑃(𝑅𝑖𝑗𝑘  ≥ 𝑐; 𝑇𝑖𝑚𝑒𝑗𝑘) =  
exp (𝛾000 + δ𝑐+  𝛾010 (𝑇𝑖𝑚𝑒𝑗𝑘))
1+exp (𝛾000 + δ𝑐+  𝛾010 (𝑇𝑖𝑚𝑒𝑗𝑘))
 .                              (4.1)   
The exact probability of getting category C was calculated by: 
 𝑃(𝑅𝑖𝑗𝑘 = 𝑐) = 𝑃(𝑅𝑖𝑗𝑘  ≥ 𝑐) +  𝑃(𝑅𝑖𝑗𝑘  ≥ 𝑐 + 1).                                 (4.2) 
The expected item score can then be calculated as: 
𝐸(𝑅𝑖𝑗𝑘) =  ∑ [
𝐶
𝐶=0 𝑃(𝑅𝑖𝑗𝑘 = 𝑐)] × 𝐶.                                         (4.3) 
As presented in Table 4.33, the expected score for a child on a typical COR-ST item was 
0.86 in fall, 1.93 in winter, and 2.75 in spring.  As the time point increased (fall to winter, winter 
to spring), the probability of children scoring at a higher category increased. 
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Table 4.32 
P-HGLM Time Effects-Only Model (Model 9) Results in HLM Software 
Fixed Effect Par. Item Coeff. SE t df p 
Item Threshold γ000  0.624 0.033 -18.869 2488 < .001 
δ1  -2.099 0.021 99.693 29253 < .001 
δ2  -4.573 0.036 127.251 29253 < .001 
Item Location 
(-) 
γ100 COR_A 0.365 0.035 -10.532 29253 < .001 
γ200 COR_E 0.611 0.039 -15.573 29253 < .001 
γ300 COR_L 1.104 0.033 -33.222 29253 < .001 
γ400 COR_R -0.010 0.037 0.284 29253 .777 
γ500 COR_T -0.814 0.037 22.076 29253 < .001 
γ600 COR_Y 0.047 0.034 -1.383 29253 .167 
γ700 COR_DD -1.338 0.040 33.614 29253 < .001 
Time effect γ010  2.621 0.028 -93.183 2488 < .001 
γ110 COR_A -0.081 0.030 2.761 29253  .006 
γ210 COR_E 0.140 0.034 -4.152 29253 < .001 
γ310 COR_L 0.197 0.034 -5.861 29253 < .001 
γ410 COR_R -0.075 0.030 2.479 29253  .013 
γ510 COR_T -0.449 0.030 15.202 29253 < .001 
γ610 COR_Y -0.042 0.028 1.508 29253 .132 
γ710 COR_DD 0.076 0.028 -2.709 29253 .007 
Random Effect  Variance Component χ2 df p 
Level 1&2 r0 0.022 239.600 279 > .500 
Level 3 
intercept 
u00 2.013 9839.860 2139 < .001 
Level 3 slope u01 0.739 6018.103 2139 < .001 
Note. Par. = parameter; Coeff. = coefficient; df = degree of freedom; (-) item locations equal to -1 
multiplied by each coefficient, γ100 to γ700; SE = standard errors. 
 
Table 4.33 
Probability of Responding in Each Category and Expected Scores 
 P (𝑅𝑖𝑗𝑘=0) P (𝑅𝑖𝑗𝑘=1) P (𝑅𝑖𝑗𝑘=2) P (𝑅𝑖𝑗𝑘=3) 𝐸(𝑅𝑖𝑗𝑘) 
Fall 0.349 0.465 0.167 0.019 0.856 
Winter  0.038 0.204 0.549 0.209 1.931 
Spring 0.003 0.020 0.193 0.785 2.759 
Note. P = probability; R = response category/score; E = expected score. 
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Table 4.32 also presents the item locations, with (-1) multiplied by each coefficient, γ100 
to γ700.  The most difficult item was item COR_DD (-γ700 = 1.338); the easiest item was COR_L 
(-γ300 = -1.104).  The time coefficients on the COR-ST items were significant for all items, except 
for item COR_Y.  This result indicated that only COR_Y held longitudinal measurement 
invariance (i.e., its item location did not change across time); the other items presented 
longitudinal measurement non-invariance.  Compared to the results based on the graded response 
model where longitudinal measurement invariance was tested (as reported in the Measurement 
Invariance section of Chapter 4), the Rasch rating scale model identified more non-invariant 
items.  This result was likely due to the Rasch rating scale model being more restrictive (i.e., 
holding a = 1 and constraining all thresholds to be of equal distance from the item location 
parameter).   
Among the non-invariant items (i.e., the items that changed in location over time), half of 
them showed positive effects and half of them showed negative effects.  The item locations of the 
same item at each time point can be calculated as – (γi00 + γi10×TIME), as presented in Table 
4.34.  Items COR_E, COR_L, and COR_DD had positive time effects, which suggested these 
items became easier with time (i.e., decreased item locations, as items with value below zero 
were, by definition, easier in the standard IRT logit metric).  To be specific, children were more 
likely to be placed in a higher category on these items in spring than in fall, suggesting that 
children’s latent development may be overestimated in spring.  Curiously, some items showed 
negative time effects, including COR_A, COR_R, and COR_T.  The negative time effects on 
item location parameters indicated that these items became more difficult with time (i.e., 
increased item locations), with children less likely to be placed in a higher category on these 
items in spring than in fall.  However, the influence of non-invariant items on the estimation of 
children’s latent development may be balanced by the finding that half of the items had positive 
and half of the items had negative time effects. 
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Table 4.34 
 
Summary of Item Location Changes Over Time 
Item Fall Winter Spring 
COR_A -0.365 -0.283 -0.202 
COR_E -0.611 -0.751 -0.890 
COR_L -1.104 -1.301 -1.498 
COR_R 0.010 0.085 0.160 
COR_T 0.814 1.263 1.712 
COR_Y -0.047 -0.005 0.037 
COR_DD 1.338 1.262 1.186 
 
The time effects model with level 3 child predictors on child initial status (Model 10) 
added child predictors on the overall intercept at level 3, to interpret the variance in child initial 
status.  Next, the time effects model with level 3 child predictors on child initial status and rate of 
growth (Model 11) added the same child predictors to interpret the variance in children’s growth 
rate.  According to the likelihood ratio test, Model 10 fit the data significantly better than the time 
effects-only model (Model 9), ∆-2LL (9) = 532.08, p < .001.  This result indicated that by adding 
child predictors on the random intercepts, model data fit improved significantly.  Next, Model 11 
was compared against Model 10.  The corresponding likelihood ratio tests showed that by 
involving child predictors on the random intercepts and slope on child latent trait, the model data 
fit improved significantly, ∆-2LL (9) = 1800, p = .035.  By comparing the variance component of 
Model 10 against Model 9, it was found that 10.53% of the variance in the intercept could be 
explained by the added child predictors.  By comparing Model 11 against Model 9, it was found 
that 21.62% of the variance in the slope parameters could be explained by the child predictors.  
The variance components of each model’s random effects can be found in Tables 4.32 and 4.35.  
The fixed effects found using the two-level growth model with mean and IRT scaled scores were 
continuously confirmed by the MLIRT (P-HGLM) models, as shown in Table 4.35.  Child gender 
and race had no significant influence on child initial status.  Child LEP, IEP, and Head Start 
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status were negatively related to initial status.  Child race and LEP had no significant influence on 
growth rate.  Boys showed lower growth rates than girls.  Age at entry was related positively to 
initial status and growth rate.  Cohorts entered at different years also showed differences in initial 
status and growth rate. 
Table 4.35 
 
P-HGLM with Intercept-Only Covariates (Model 10) and P-HGLM with Intercept and Slope 
Covariates (Model 11) Results in HLM 
Fixed Effect Model 10 Model 11 
For INTRCPT1, π0 Coeff. SE p Coeff. SE p 
For Intercept 2, β00       
Intercept 3, γ000 0.525 0.064 < .001 0.583 0.065 < .001 
Boy (1), γ001 -0.160 0.058 .006 -0.093 0.060 .124 
Non-White (1), γ002 0.106 0.091 .246 0.139 0.096 .148 
LEP (1), γ003 -0.627 0.127 < .001 -0.573 0.134 < .001 
IEP (1), γ004 -0.563 0.078 < .001 -0.405 0.080 < .001 
Head Start (1), γ005 -0.423 0.108 < .001 -0.508 0.113 < .001 
Age at entry (48m), γ006 0.085 0.005 < .001 0.063 0.006 < .001 
Year 2012 (1), γ007 0.146 0.063 .021 0.121 0.064 .060 
Year 2013 (1), γ008 -0.223 0.089 .013 -0.390 0.097 < .001 
Year 2014 (1), γ009 0.349 0.221 .115 0.038 0.227 .867 
For TIME, β01       
Intercept 3, γ010 2.597 0.028 <.001 2.517 0.048 < .001 
Boy (1), γ011    -0.161 0.044 < .001 
Non-White (1), γ012    -0.085 0.067  .206 
LEP (1), γ013    -0.126 0.094 .180 
IEP (1), γ014    -0.312 0.056 < .001 
Head Start (1), γ015    0.188 0.077 .014 
Age at entry (48m), γ016    0.048 0.004 < .001 
Year 2012 (1), γ017    0.049 0.048  .308 
Year 2013 (1), γ018    0.370 0.062 < .001 
Year 2014 (1), γ019    1.038 0.164 < .001 
Random Effect       
 
Variance 
Component 
p 
Variance 
Component 
p 
u00 1.801 < .001 1.743 < .001 
u01 0.717 < .001 0.580 < .001 
Note. Model 10 = time effects model with level 3 child predictors on child initial status; Model 11 
= time effects model with level 3 child predictors on child initial status and rate of growth; Coeff 
= coefficient; SE = standard errors; -2LL = -2 log likelihood; Year of entry was dummy coded 
with Year 2011 as the reference group; (1) = focal group; LEP = Limited English Proficiency; 
IEP = Individual Education Program. 
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MIML growth model. The MIML growth model was built upon the CFA models used 
for longitudinal measurement invariance tests to model the linear growth of children on the COR-
ST.  As opposed to the longitudinal measurement invariance test (where the WLSMV estimator 
was used), the maximum likelihood (ML) estimator with items specified in Mplus as categorical 
was employed for MIML growth modeling, to invoke the graded response model using a logit 
link.  As indicated in the Measurement Invariance section, full strong invariance was not held for 
the COR-ST across time points.  Therefore, two parallel sets of analyses were conducted: one set 
assuming strong invariance as the default setting for the growth model, with the other set 
assuming partial invariance.  
MIML level 1 measurement model. The first pair of models compared was the level 1 
measurement model, which was considered the baseline model in MIML growth modeling as 
shown in Equation 2.17.  It estimated the latent general factor score at each time point, with no 
intercept or slope factor added.  Model 12 was the baseline model assuming strong invariance, 
which ignored the non-invariant items found in the longitudinal measurement invariance test.  
The factor loading parameters and item threshold parameters for the same indicator (item) were 
constrained to be equal across time points in Model 12 (see Table 4.36).  Model 13 was the 
baseline model assuming partial measurement invariance, as the model M3_4 established in the 
Longitudinal Measurement Invariance section.  The factor loading parameters in Model 13 were 
constrained to be equal on seven out of the eight COR-ST items, except for item COR_T in 
spring.  As set in the longitudinal measurement invariance testing process, item COR_K was used 
as the marker variable (reference variable). 
Table 4.35 presents the model fit indices and unstandardized parameter estimations for 
Models 12 and 13.  With ML estimation, the relative model fit indices provided in Mplus were 
AIC, BIC, sample size adjusted BIC, and log likelihood; the chi-square statistic and practical 
model fit indices were not available when ML with categorical indicators was invoked.  Model fit 
for Model 13 was better than Model 12, as expected, based on smaller AIC, BIC, sample size 
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adjusted BIC, and -2LL values associated with Model 13.  Modeling from strong factorial 
invariance (Model 12) to partial measurement invariance led to a significant decrease in model 
fit, ∆-2LL (6) = 236.66, p < .001. 
Models 12 and 13 showed that the eight COR_ST items had positive significant loadings 
on the general latent factor.  The unstandardized results were included to demonstrate the model 
setting: equal constraints were imposed on unstandardized parameters.  The standardized factor 
loadings varied by time points.  At fall, the standardized factor loadings for all eight COR-ST 
items ranged from .602 to .687; at winter, they ranged from .617 to .702; and at spring, they 
ranged from .785 to .847.  The standardized factor loadings also confirmed that the eight COR-ST 
items were strongly associated with the latent general factor. 
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Table 4.36 
MIML Level 1 Measurement Models with Strong Invariance (Model 12) and with Partial 
Invariance (Model 13) Results in Mplus 
  Model 12 Model 13 
Time Item EST SE p EST SE p 
ST_F BY COR_A_F 0.999 0.032 < .001 1.006 0.033 < .001 
 COR_E_F 0.961 0.031 < .001 0.955 0.031 < .001 
 COR_K_F 1.000 0.000 999.000 1.000 0.000 999.000 
 COR_L_F 0.996 0.033 < .001 0.801 0.031 < .001 
 COR_R_F 0.894 0.028 < .001 0.899 0.029 < .001 
 COR_T_F 0.834 0.027 < .001 0.985 0.043 < .001 
 COR_Y_F 1.046 0.034 < .001 1.049 0.034 < .001 
 COR_DD_F 0.991 0.032 < .001 1.010 0.034 < .001 
ST_W BY COR_A_W 0.999 0.032 < .001 1.006 0.033 < .001 
 COR_E_W 0.961 0.031 < .001 0.955 0.031 < .001 
 COR_K_W 1.000 0.000 999.000 1.000 0.000 999.000 
 COR_L_W 0.996 0.033 < .001 0.801 0.031 < .001 
 COR_R_W 0.894 0.028 < .001 0.899 0.029 < .001 
 COR_T_W 0.834 0.027 < .001 0.985 0.043 < .001 
 COR_Y_W 1.046 0.034 < .001 1.049 0.034 < .001 
 COR_DD_W 0.991 0.032 < .001 1.010 0.034 < .001 
ST_S BY COR_A_S 0.999 0.032 < .001 1.006 0.033 < .001 
 COR_E_S 0.961 0.031 < .001 0.955 0.031 < .001 
 COR_K_S 1.000 0.000 999.000 1.000 0.000 999.000 
 COR_L_S 0.996 0.033 < .001 0.801 0.031 < .001 
 COR_R_S 0.894 0.028 < .001 0.899 0.029 < .001 
 COR_T_S 0.834 0.027 < .001 0.834 0.030 < .001 
 COR_Y_S 1.046 0.034 < .001 1.049 0.034 < .001 
 COR_DD_S 0.991 0.032 < .001 1.010 0.034 < .001 
Model Fit Index 
-2LL 66748.12 66511.46 
number of free parameters 39 45 
AIC 66826.12 66601.46 
BIC 67053.85 66864.22 
Sample-size adjusted BIC 66929.93 66721.25 
Note. Model 12 = baseline model with strong invariance; Model 13 = baseline model with partial 
measurement invariance; ST = COR-ST latent factor; F = fall; W = winter; S = spring; EST = 
parameter estimation; SE = standard error; -2LL = -2 Log Likelihood; AIC = Akaike Information 
Criterion; BIC = Bayesian Information Criterion; EST = estimated item-factor loading.  
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Table 4.37 presents the statistics for the estimated latent factors of Models 12 and 13 at 
each time point.  The mean of the latent factor in fall was fixed at 0 for model identification 
purposes, but the mean of the latent general factors in winter and spring were freely estimated.  
Both Models 12 and 13 showed that the latent COR-ST scores in winter (MMODEL12_w = 3.015; 
MMODEL13_w = 2.995) and spring (MMODEL12_s = 6.115; MMODEL13_s = 6.101) were greater than at fall, 
p < .001.  In general, the estimated latent factor means in Model 12 were greater than the means 
estimated in Model 13.  These results indicated that ignoring the non-invariant indicator may 
inflate the estimation of latent factor scores.  The variances of the latent factor estimated in fall 
(VarMODEL12_f = 2.683; VarMODEL13_f = 2.757) and winter (VarMODEL12_w = 2.913; VarMODEL13_w = 
3.117) were smaller than the values in spring (VarMODEL12_s = 7.601; VarMODEL13_s = 7.918), 
indicating that differences among children increased with time.  The variance estimations based 
on Model 12 were smaller than the estimations based on Model 13, which suggested that ignoring 
the non-invariant items in this study underestimated between-person differences.  The 
covariances and correlations on the latent factor of COR-ST across time points were strong and 
positive.  From smallest to largest, the order of the covariances and correlations were between fall 
and winter (CovMODEL12 = 2.423; CovMODEL13= 2.525), between fall and spring (CovMODEL12 = 
2.873; CovMODEL13= 2.991), and between winter and spring (CovMODEL12 = 4.371; CovMODEL13= 
4.622). 
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Table 4.37 
MIML Level 1 Measurement Models with Strong Invariance (Model 12) and with Partial 
Invariance (Model 13) Latent Factor Statistics in Mplus 
  Model 12  Model 13 
statistics  ST_F ST_W ST_S  ST_F ST_W ST_S 
Mean  0.000 3.015 6.115  0.000 2.995 6.101 
Variances  2.683 2.913 7.601  2.757 3.117 7.918 
Covariance 
(Correlation) 
ST_F  (0.867) (0.636)   (0.861) (0.640) 
ST_W 2.423  (0.929)  2.525  (0.930) 
ST_S 2.873 4.371   2.991 4.622  
Note. Model 12 = baseline model with strong invariance; Model 13 = baseline model with partial 
measurement invariance; ST = COR-ST latent factor; F = fall; W = winter; S = spring; all 
statistics were significant at α =.001 level, except for the 0.000 set for model identification 
purposes. 
 
MIML level 2 latent growth model. The second set of parallel models compared were the 
level 2 latent growth models, which added growth intercept and slope factors.  The factor means 
were fixed at 0 for model identification.  The level 1 factor (i.e., latent factor of the COR-ST) was 
indicated by the common items.  The level 1 factor variance was set to be equal across time 
points, and the covariance was set to zero so that the growth factor (i.e., intercept and slope 
factors) could model growth.  The growth intercept factor (i.e., initial status) was fixed at 0 for 
fall.  Equivalent intervals between time points were assumed.  Model 14 was the level 2 latent 
growth model with strong invariance.  Model 15 was the level 2 latent growth model with partial 
invariance.  Model specification and unstandardized estimations of growth intercept and slope 
factors are presented in Table 4.38. 
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Table 4.38 
MIML Level 2 Latent Growth Model with Strong Invariance (Model 14) and with Partial 
Invariance (Model 15) Results in Mplus 
  Model 14  Model 15 
 
 EST SE p  EST SE p 
XI by ST_F 1.000 0.000 999.000  1.000 999.000 999.000 
 ST_W 1.000 0.000 999.000  1.000 999.000 999.000 
 ST_S 1.000 0.000 999.000  1.000 999.000 999.000 
XS by ST_F 0.000 0.000 999.000  0.000 999.000 999.000 
 ST_W 1.000 0.000 999.000  1.000 999.000 999.000 
 ST_S 2.000 0.000 999.000  2.000 999.000 999.000 
Covariance         
ST_F with 
ST_W 
 0.000 0.000 999.000  0.000 999.000 999.000 
ST_F with 
ST_S 
 0.000 0.000 999.000  0.000 999.000 999.000 
ST_W with 
ST_S 
 0.000 0.000 999.000  0.000 999.000 999.000 
XI with XS  0.077 0.060 0.200  0.107 1.682 0.093 
         
Means XI 0.000 0.000 999.000  0.000 999.000 999.000 
 XS 3.037 0.074 < .001  3.033 40.699 < .001 
         
Variances XI 2.626 0.160 < .001  2.695 16.029 < .001 
 XS 1.088 0.080 < .001  1.118 13.290 < .001 
Model Fit Index        
-2LL 66769.508  66528.796 
number of free parameters 36  42 
AIC 66841.508  66612.795 
BIC 67051.716  66858.039 
Sample-size adjusted BIC 66937.335  66724.593 
Note. Model 14 = level 2 latent growth model with strong invariance; Model 15 = level 2 latent 
growth model with partial measurement invariance; ST = COR-ST latent factor; F = fall; W = 
winter; S = spring; EST = parameter estimation; SE = standard error; -2LL = -2 Log Likelihood; 
AIC = Akaike Information Criterion; BIC = Bayesian Information Criterion; XI = growth 
intercept factor; XS = growth slope factor; EST = estimated item-factor loading. 
 
Model fit for Model 15 was better than fit for Model 14, based on smaller values of -2LL, 
AIC, BIC, and sample size adjusted BIC, as shown in Table 4.38.  Model change from strong 
invariance (Model 14) to partial measurement invariance (Model 15) led to a significant increase 
in model fit, ∆-2LL (6) = 240.71, p < .001.  The measurement model (level 1) results for Models 
14 and 15 were similar to the results for Models 12 and 13, so the emphasis in this section is on 
the estimation of growth factors: intercept (XI) and slope (XS). 
 162 
 
For the level 2 latent growth model with strong invariance (Model 14), the intercept mean 
was set to zero, and the estimated intercept variance was 2.626 (p < .001), indicating that 
children’ initial development status varied significantly in the fall.  The slope mean and variance 
were positive and significantly different from zero (slope = 3.037, p < .001; slope = 1.088, p 
< .001).  These results indicated that children’s latent COR-ST factor scores increased about 3.04 
points from fall to winter and similarly from winter to spring.  Given the significant slope 
variance, the rate of growth varied between children.  The mean of unstandardized growth slope 
estimated by the latent growth model with partial invariance (Slope_Model15 = 3.033) was smaller 
than the slope estimated by the latent growth model with strong invariance (Slope_Model14 = 
3.037).  The variances of unstandardized growth intercept and slope estimated by the latent 
growth model with partial invariance were higher than the values estimated by the latent growth 
model with strong invariance.  The covariances between growth intercept and slope were not 
significant in the level 2 latent growth models (Models 14 and 15), indicating growth rate was not 
associated with initial status at this phase. 
MIML level 3 growth prediction model.  At level 3 of the MIML growth model, a set of 
child predictors were added to explain the variance of the growth intercept and slope factors from 
the MIML level 2 model.  The third set of parallel models compared were the final models of 
MIML growth modeling: the growth prediction model with strong invariance (Model 16) and the 
growth prediction model with partial invariance (Model 17).  The unstandardized estimated 
growth intercept and slope factors and the child predictor effects on the growth intercept and 
slope factors are presented in Table 4.39. 
Model fit of the level 3 growth prediction model with partial invariance (Model 17) was 
still better than the level 3 growth prediction model with strong invariance (Model 16), based on 
smaller values of -2LL, AIC, BIC, and sample size adjusted BIC.  The modeling change from 
strong invariance (Model 16) to partial measurement invariance (Model 17) led to a significant 
increase in model fit, ∆-2LL (6) = 238.75, p < .001.  The level 1 measurement models and the 
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level 2 latent growth model of the level 3 growth prediction models retained the same settings as 
level 2 for Models 14 and 15, so this section’s emphasis is on the estimation of growth factor, 
intercept (XI) and slope (XS), and the effects of child predictors. 
The mean of growth intercept was set to zero for both level 3 growth prediction models 
(Models 16 and 17) for model identification.  The unstandardized estimation of growth slope 
factor (growth rate) was close (i.e., no difference shown until the third decimal points) for Models 
16 and 17.  After controlling for child predictors, the degree of longitudinal measurement 
invariance showed negligible influence on the estimation of unstandardized average growth rates.  
The explained variance (R2) by the added child predictors in XI and XS was .149 and .204, 
respectively, for Model 16 with strong invariance.  For Model 17 with partial measurement 
invariance, the explained variances in XI and XS were .155 and .205, respectively.  In addition, 
after controlling for all child predictors, the covariance between XI and XS became significant for 
both level 3 growth prediction models.  The results indicated that for the reference population 
group (i.e., 2011 cohort White girls without special services at age 48 months), children who 
entered preschool with a higher latent factor score on the COR-ST may grow more slowly than 
the children who enter with a lower score. 
The effects of child predictors found through MIML modeling did not differ much from 
other growth modeling approaches.  Children’s gender and race showed no influence on their 
initial latent factor score.  Children who needed special services, such as IEP, LEP, and Head 
Start, showed lower initial latent factor scores.  Girls (reference group) grew faster than boys did.  
Children with IEPs also showed lower growth rate than their peers without IEPs (reference 
group).  No differences were found between children who were White and non-White.  Children 
with LEP grew as fast as their peers who were non-LEP.  The positive influence of entry age 
(centered at age 48 month) was continuously confirmed by both Model 16 and Model 17, and so 
was the difference among cohorts entered in different years.  The one exception was the influence 
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of Head Start services.  The positive effect of Head Start was confirmed by Model 16 with strong 
invariance, but was not confirmed by Model 17 with partial measurement invariance. 
Table 4.39 
MIML Level 3 Growth Prediction Model with Strong Invariance (Model 16) and with Partial 
Invariance (Model 17) Results in Mplus 
 Model 16 Model 17 
 EST SE p EST SE p 
For XI       
Boy (1) -0.104 0.068 0.127 -0.118 0.070 0.091 
Non-White (1) 0.164 0.104 0.116 0.155 0.106 0.142 
LEP (1) -0.636 0.156 < .001 -0.676 0.159 < .001 
IEP (1) -0.458 0.092 < .001 -0.477 0.094 < .001 
Head Start (1) -0.609 0.146 < .001 -0.595 0.149 < .001 
Age at entry (48m) 0.073 0.007 < .001 0.075 0.007 < .001 
Year 2012 (1) 0.138 0.076 0.068 0.145 0.077 0.059 
Year 2013 (1) -0.440 0.098 < .001 -0.429 0.100 < .001 
Year 2014 (1) 0.041 0.331 0.900 0.058 0.336 0.864 
For XS       
Boy (1) -0.179 0.051 < .001 -0.178 0.052 0.001 
Non-White (1) -0.107 0.077 0.167 -0.108 0.079 0.171 
LEP (1) -0.159 0.110 0.149 -0.153 0.112 0.172 
IEP (1) -0.362 0.065 < .001 -0.367 0.066 < .001 
Head Start (1) 0.212 0.101 0.036 0.201 0.103 0.051 
Age at entry (48m) 0.054 0.005 < .001 0.055 0.005 < .001 
Year 2012 (1) 0.053 0.056 0.339 0.049 0.057 0.385 
Year 2013 (1) 0.432 0.071 < .001 0.429 0.073 < .001 
Year 2014 (1) 1.289 0.308 < .001 1.328 0.315 < .001 
Covariance       
XI with XS -0.189 0.050 < .001 -0.160 0.056 0.004 
Mean       
XI 0.000 0.000 999.000 0.000 0.000 999.000 
XS 2.848 0.084 < .001 2.848 0.085 < .001 
Variance       
XI 2.250 0.136 < .001 2.277 0.147 < .001 
XS 0.799 0.059 < .001 0.808 0.065 < .001 
Model Fit Index       
-2LL 64910.676 64671.928 
number of free parameters 54 60 
AIC 65018.675 64791.927 
BIC 65332.935 65141.105 
Sample-size adjusted BIC 65161.364 64950.470 
Note. Model 16 = MIML level 3 growth prediction model with strong invariance; Model 17 = 
MIML level 3 growth prediction model with partial measurement invariance; ST = COR-ST 
latent factor; F = fall; W = winter; S = spring; EST = parameter estimation; SE = standard error; -
2LL = -2 Log Likelihood; AIC = Akaike Information Criterion; BIC = Bayesian Information 
Criterion; XI = growth intercept factor; XS = growth slope factor; (1) focal group; LEP = Limited 
English Proficiency; IEP = Individual Education Program. 
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To compare the relative importance of child predictors, Pratt’s relative importance 
measure (Thomas, Hughes, & Zumbo, 1998), d, was calculated for each predictor with the 
equation below: 
d = (β × r) / R2,                                                          (4.12) 
where β is the standardized regression coefficient for each predictor, r is the simple correlation 
between the predictor and the outcome (i.e., growth factors in this analysis), and R2 is the 
explained variance by all predictors on the outcome (Thomas et al, 1998; Wu et al., 2010).  The 
cutoff point for unimportant predictors is determined by the number of predictors (p) and can be 
calculated as 1/(2p).  In this study, the cutoff value was 1/(2×9) = 0.056.  All relative importance 
measures were reported in Table 4.40, but d values above .056 were given in order.  The MIML 
level 3 growth prediction models with strong and partial invariance (Model 16 and Model 17) 
provided consistent results in terms of the relative importance order.  For both growth intercept 
and slope factors, child age at entry and IEP status were the two most important predictors.  The 
year of cohort (2013 versus 2011) was the third most important predictor for growth intercept 
and slope factors.  Child Head Start and LEP status were important to the growth intercept 
factor.  
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Table 4.40 
Ordering the Importance of Predictors Using Pratt’s Measures 
 Model 16 Model 17 
 
β r d Order β r d Order 
XI         
Boy (1) -0.032 -0.066 0.014  -0.036 -0.071 0.016  
Non-White (1) 0.038 -0.009 -0.002  0.036 -0.013 -0.003  
LEP (1) -0.100 -0.093 0.062 5 -0.105 -0.099 0.067 5 
IEP (1) -0.115 -0.210 0.162 2 -0.118 -0.217 0.165 2 
Head Start (1) -0.091 -0.138 0.084 4 -0.088 -0.136 0.077 4 
Age at entry (48m) 0.257 0.328 0.566 1 0.263 0.336 0.570 1 
Year 2012 (1) 0.040 0.080 0.021  0.042 0.081 0.022  
Year 2013 (1) -0.101 -0.139 0.094 3 -0.097 -0.137 0.086 3 
Year 2014 (1) 0.003 0.013 0.000  0.004 0.013 0.000  
XS         
Boy (1) -0.089 -0.126 0.055  -0.088 -0.125 0.054  
Non-White (1) -0.041 -0.029 0.006  -0.041 -0.029 0.006  
LEP (1) -0.041 -0.055 0.011  -0.039 -0.053 0.010  
IEP (1) -0.147 -0.270 0.195 2 -0.148 -0.271 0.196 2 
Head Start (1) 0.051 0.014 0.004  0.048 0.011 0.003  
Age at entry (48m) 0.311 0.362 0.552 1 0.313 0.365 0.557 1 
Year 2012 (1) 0.025 -0.027 -0.003  0.023 -0.029 -0.003  
Year 2013 (1) 0.160 0.124 0.097 3 0.158 0.122 0.094 3 
Year 2014 (1) 0.131 0.126 0.081 4 0.134 0.130 0.085 4 
Note. d = Pratt’s relative importance measure; β = standardized regression coefficient; r = 
simple correlation between predictor and outcome; XI = growth intercept factor; XS = growth 
slope factor; LEP = Limited English Proficiency; IEP = Individual Education Program. 
 
 
Final model comparison results. To answer Research Question 4, comparisons across 
model results were made with respect to comparable statistics.  Specifically, comparative 
statistics included correlations between growth intercepts and slope, the proportion of variances 
explained by child predictors, and statistical inferences regarding model parameters.  The models 
compared were the  
1. final model of multilevel growth modeling using mean scores (Model 4);  
2. final model of multilevel growth modeling using IRT scaled scores (Model 8);  
3. final model of MLIRT (P-HGLM) growth modeling (Model 11);  
4. final model of MIML growth modeling with strong invariance (Model 16); 
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5. final model of MIML growth modeling with partial invariance (Model 17).   
The results of these different approaches for modeling growth are summarized in Table 
4.41.  First, all five competing final models agreed on the significance of fixed and random 
effects on the growth intercept measured by the COR-ST.  This result indicated that the average 
initial status of children who entered preschool in fall differed significantly from zero, regardless 
of the outcome measure metrics; and the variance of child initial status was significant.  Second, 
all five competing final models agreed on the significance of fixed and random effects on the rate 
of growth as measured by the COR-ST.  This result indicated that children did show positive 
change (growth) from fall to spring, but the rate of growth differed among children.  Third, the 
five competing final models agreed on the significance of child level predictors in explaining 
variance in initial developmental status and rate of growth.  Two exceptions are bolded in Table 
4.41: Year 2012 versus Year 2011, and Head Start status, i.e., the influence of these two variables 
was not fully confirmed across modeling approaches.  Fourth, the proportion (or percentage) of 
variance in growth intercept explained by the same set of child predictors varied by modeling 
methods.  Specifically, more variance in the growth intercept was explained by the MIML growth 
models (Models 16 and 17).  In addition, the MIML growth model that accounted for partial 
invariance (Model 17) explained a higher proportion (27.73%) of intercept variance than did the 
MIML growth model ignoring partial invariance issues and assuming strong invariance (26.56% 
in Model 16).  The three remaining models explained a similar proportion of intercept variance, 
but the two-level growth model using IRT scaled scores (Model 8) showed a relatively higher 
proportion (11.16%) of explained intercept variability in comparison with Model 4 (10.79%) and 
with Model 11 (10.53%).  Fifth, the proportion of variance in rate of growth explained by the 
same set of child predictors also varied by modeling methods.  The two-level growth model 
showed the lowest proportion (15.31% in Model 4) and the MIML growth model with partial 
invariance showed the highest proportion (27.73% in Model 17) of explained variance in rate of 
growth.  The one-step advanced growth modeling approaches (21.62% in Model 11, 26.56% in 
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Model 16, and 27.73% in Model 17) explained a higher proportion of the variance in rate of 
growth than the traditional one-step approaches (15.31% in Model 4 and 16.00% in Model 8). 
Finally, the five competing models agreed on the negative direction of the correlation between 
intercept and slope.  This result suggested that children who entered preschool with a higher 
initial status grew more slowly than their peers who had a lower initial status.  However, the 
magnitude of this correlation was not large.  The one-step advanced growth modeling approaches 
were more conservative (rModel 11 = -.241, rModel 16 = -.141, and rModel 17 = -.118) than the traditional 
two-step approaches (rModel 4 = -.604, rModel 8 = -.354).  These results suggested that the traditional 
two-step approach may overestimate the relationship between initial status and rate of growth 
when accounting for child level predictors.    
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Table 4.41 
Final Model Results Comparisons Among Two-Step Growth Models and One-Step Growth 
Models 
 Two-Step One-Step 
 Model 4 Model 8 Model 11 Model 16 Model 17 
Intercept with Slope Correlation -.604 -.354 -.241 -.141 -.118 
PEV for Intercept 10.79 11.16 10.53 14.32 15.51 
PEV for Slope 15.31 16.00 21.62 26.56 27.73 
Fixed effect of Intercept Sig. Sig. Sig. Sig. Sig. 
Random effect of Intercept Sig. Sig. Sig. Sig. Sig. 
Predictors on Intercept      
Boy (1) NS  NS  NS  NS  NS  
Non-White (1) NS  NS  NS  NS  NS  
LEP (1) Sig. Sig. Sig. Sig. Sig. 
IEP (1) Sig. Sig. Sig. Sig. Sig. 
Head Start (1) Sig. Sig. Sig. Sig. Sig. 
Age at entry (48m) Sig. Sig. Sig. Sig. Sig. 
Year 2012 (1) NS  Sig. NS  NS  NS  
Year 2013 (1) Sig. Sig. Sig. Sig. Sig. 
Year 2014 (1) NS  NS  NS  NS  NS  
Fixed effect of Slope Sig. Sig. Sig. Sig. Sig. 
Random effect of Slope Sig. Sig. Sig. Sig. Sig. 
Predictors on Slope      
Boy (1) Sig. Sig. Sig. Sig. Sig. 
Non-White (1) NS  NS  NS  NS  NS  
LEP (1) NS  NS  NS  NS  NS  
IEP (1) Sig. Sig. Sig. Sig. Sig. 
Head Start (1) Sig. Sig. Sig. Sig. NS  
Age at entry (48m) Sig. Sig. Sig. Sig. Sig. 
Year 2012 (1) NS  NS  NS  NS  NS  
Year 2013 (1) Sig. Sig. Sig. Sig. Sig. 
Year 2014 (1) Sig. Sig. Sig. Sig. Sig. 
Note. Model 4 = final model of multilevel growth model with mean score; Model 8 = final model 
of multilevel growth model with IRT scaled score; Model 11 = final model of MLIRT model (P-
HGLM); Model 16 = final model of MIML growth model with strong invariance; Model 17 = 
final model of MIML growth model with partial invariance; PEV = percent of explained 
variance; (1) = focal group; sig. = significant at or below α = .05; NS = not significant at α = .05; 
LEP = Limited English Proficiency; IEP = Individual Education Program. 
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Chapter 5: Discussion 
The three major purposes of this dissertation were to investigate the psychometric 
qualities of the Preschool OnlineCOR from both CTT and IRT perspectives, to examine the 
longitudinal growth trajectories of children who attended state-funded Kentucky preschools when 
assessed with the Preschool OnlineCOR, and to compare findings based on traditional two-step 
growth modeling and advanced one-step growth modeling approaches.  In fulfilling the three 
purposes, this research makes five unique contributions to the field of early education by 
providing evidence of validity for a widely used early childhood assessment tool and 
demonstrates the application of advanced modeling techniques using preschool assessment data.   
Specifically, this research is the first independent study of the revised Preschool 
OnlineCOR (i.e., the 2011 version with six development levels for each item).  It thoroughly 
investigates several important measurement properties of the Preschool OnlineCOR, including its 
dimensionality, reliability, and multiple group and longitudinal measurement invariance 
properties.  This psychometric information is necessary when using the Preschool OnlineCOR in 
order to monitor and compare the developmental progress of children.  Secondly, this research is 
the first study to develop an eight-item short-form (i.e., COR-ST) of the Preschool OnlineCOR.  
The benefits of the COR-ST include that it greatly shortens assessment time, reduces teacher 
burden, and increases instructional time.  During the optional winter assessment season in 
Kentucky, the short-form COR-ST is recommended, as it requires minimal administration time 
but is still able to provide comparable information to the Preschool OnlineCOR.  This mid-point 
assessment information could be used to help teachers improve their curriculum design, help 
parents follow up on their children’s progress, and inform child development.  This research is 
also unique in that it conducted IRT item calibration and IRT scoring, which is a more advanced 
and accurate measure of latent ability for the COR-ST.  Lastly, this research applies advanced 
one-step growth modeling as well as the traditional two-step growth modeling approach.  It 
demonstrates the similarity and differences of information obtained through various modeling 
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methods.  A summary of the results from the application of psychometric examination and linear 
growth modeling follows. 
Summary of Findings 
Psychometric quality. The Preschool OnlineCOR, a curriculum-based assessment, was 
used for instructional guidance, developmental progress monitoring, and program evaluation 
(KDE, 2004-2010).  It was designed to provide accurate information for refining and readjusting 
instructions on six developmental domains.  However, psychometric analyses did not confirm the 
originally designed dimensionality of the Preschool OnlineCOR.  The original six-dimensional 
model did not converge because of high inter-factor correlations (e.g., between Initiative and 
Social Relations).  In addition, the Initiative and Creative Representation domains contain only 
three items, which is not adequate for defining a factor, according to Gorsuch (1983).  Therefore, 
the original six-dimensional model and bifactor model with six unique dimensions were ruled out 
for this study.  In comparing the unidimensional, four-dimensional, and bifactor model with four 
unique dimensions, the bifactor model with four unique dimensions showed better model-data fit 
than the other competing models.  The unidimensional and four-dimensional models showed 
acceptable to good model-data fit, depending on the data time point under consideration.  Also, 
the inter-factor correlations found in the four-dimensional model were high, which led to 
consideration of the existence of a general factor.  The bifactor model with four unique 
dimensions is considered a truer model, suggesting the Preschool OnlineCOR measures a general 
dimension of child development, as well as four unique dimensions, including a combination of 
Initiative and Social Relations, Creative Representation and Movement and Music, Language and 
Literacy, and Mathematics and Science.  However, evidence provided by bifactor model analyses 
showed that at least 90% of the contribution from the bifactor model was from the general factor, 
while the total contribution from all four unique dimensions was close to or less than 10%.  
Collectively, this study suggests that the unidimensional model provides a parsimonious and 
near-precise solution for the dimensionality assessment of the Preschool OnlineCOR.  
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Unidimensionality was further confirmed for the COR-ST, an eight-item short-form of the 
Preschool OnlineCOR developed in this study.  This conclusion was consistent with Barghaus’ 
(2012) finding using a second-order model, which also suggested the existence of a general 
factor.  Although the Preschool OnlineCOR was intended to measure child development in 
multiple domains, it did not distinguish these domains clearly.  The contributions from specific 
domains measured through Preschool OnlineCOR items were trivial and mostly driven by a 
general trait running through all items.  One possible explanation for the unidimensionality of the 
Preschool OnlineCOR is that for young children, a general factor dominates all aspects of 
development.  Another possible explanation is that the development of multiple domains for 
young children are highly dependent upon each other due to the general trait.  The domains may 
be theoretically distinguishable, but the current Preschool OnlineCOR items and statistical 
models may not fully identify that structure.  In either case, the domain scores of the Preschool 
OnlineCOR may not provide sufficient specificity of feedback for teachers to adjust their 
instruction for certain children in separate domains.  Instead, the total score of the Preschool 
OnlineCOR or COR-ST is recommended for instructional guidance, developmental progress 
monitoring, and program evaluation.  
IRT modeling analyses found that the graded response model showed better fit than the 
reduced graded response model for the 32-item Preschool OnlineCOR, indicating that Preschool 
OnlineCOR items were different in item location and item differentiation parameters.  Local 
dependence issues were found for the 32-item Preschool OnlineCOR and eight-item COR-ST 
when fitting both graded response model and reduced graded response models, indicating that the 
32 Preschool OnlineCOR items were not fully independent (e.g., between item COR_E and 
COR_T).  More local dependence issues were reported for the fall than for winter or spring data 
points.  It is not ideal when a measurement scale violates the local independence assumption, but 
it is not unexpected for an early childhood assessment tool.  For young children, the development 
of many abilities are related or dependent upon each other.  For example, item COR_E (i.e., 
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relating to adults) measures how a child interacts with adults verbally and nonverbally, which 
could directly reflect how well a child performs on item COR_T (i.e., showing awareness of 
sounds in words).  This observation also reflects previous discussion on the dimensionality of 
Preschool OnlineCOR.  By investigating option response functions of the Preschool OnlineCOR 
items, analyses found that many items showed overlapping categories, suggesting that the item 
categories of the Preschool OnlineCOR were not clearly distinguishable in practice.  This finding 
was consistent with Barghaus’ (2012) results using the generalized partial credit model, which 
also found indistinguishable adjacent thresholds for four Preschool OnlineCOR items.  One 
consequence of having overlapping item response categories in an assessment is that a child may 
receive a lower or higher score on a problematic item than his/her peers, when his/her latent 
development is actually equivalent to others.  Another possible consequence is that growth 
identified by a problematic item may not reflect real change, because a higher score was not 
necessarily associated with a higher level of development.  Generally, differences found using 
items with overlapping categories may not indicate the real growth or difference within and 
among individuals.  Therefore, problematic psychometric items in the Preschool OnlineCOR may 
not effectively guide instruction in practice. 
As a result of the current study analyses, consideration of non-invariant items is also an 
important concern.  Guenole and Brown (2014) considered three situations related to non-
invariance of items: items with non-invariant threshold issues, items with non-invariant loading 
issues, and items with both non-invariant threshold and loading issues.  Ignoring items with a 
non-invariant threshold showed minor influence on recovering regression coefficients.  Guenole 
and Brown (2014) therefore recommended that when latent factor means were not the focus of 
study, applied researchers could posit that a scale was consistent among groups despite one or 
two items that had non-invariant thresholds (in a six-item scale).  Ignoring one item with a non-
invariant loading may be acceptable; however, when a scale (with six items) has two or more 
items with non-invariant loadings, the best solution would be to avoid biased regression 
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coefficients by allowing the corresponding item-factor loading to be freely estimated (Guenole & 
Brown, 2014).  It is important to note that ignoring even a single item with a non-invariant 
threshold and loadings may cause serious issues, such as unacceptable relative bias on recovering 
regression coefficients (Guenole & Brown, 2014).  Although Guenole and Brown’s simulation 
study did not directly consider longitudinal models, they compared several types of regression 
models, including simple, partial, mediated, and moderated regressions.  Therefore, their study 
may inform best practices when dealing with the partial measurement invariance issues as found 
in the Preschool OnlineCOR and COR-ST. 
Multiple group measurement invariance tests were conducted for the 32-item Preschool 
OnlineCOR, to investigate whether group differences found using the Preschool OnlineCOR 
could be attributed to true differences in child ability.  The group variables considered in this 
study were gender (boys versus girls), race (non-White versus White), limited English proficiency 
(LEP versus non-LEP), Individual Education Program (IEP versus non-IEP), and Head Start 
(Head Start versus non-Head Start) status.  According to evidence provided by the CFA approach, 
there were five non-invariant items for gender, two non-invariant items for race, and one non-
invariant item for IEP status.  Due to unbalanced sample sizes, the CFA approach was not able to 
identify non-invariant items for the LEP and Head Start statuses.  Only a few items were found 
with non-invariant loadings, but slightly more items were found with non-invariant thresholds in 
Preschool OnlineCOR.  It is arguable that the Preschool OnlineCOR performed similarly for 
different groups of children based on gender, race, and IEP status.  However, when comparing 
latent factor means among groups, any comparisons based on problematic items may not fully 
reflect true differences in child ability.   
In addition to the previously mentioned analyses, longitudinal invariance testing was 
conducted for the eight-item COR-ST.  Evidence indicated that the COR-ST did not have full 
strong invariance; instead, it presented partial invariance with one item showing a non-invariant 
factor loading and two other items showing non-invariant item thresholds.  The existence of 
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longitudinally non-invariant items indicate that we cannot fully rule out gamma and beta change 
when using the COR-ST or Preschool OnlineCOR to monitor child progress.  Any change or 
growth found using the COR-ST and Preschool OnlineCOR may be due, in part, to change in the 
scale itself.  In order to use COR-ST to track latent factor score changes, better practice 
(according to Guenole and Brown, 2014) would be to model non-invariant items other than 
ignoring non-invariance. 
Linear growth models. Five growth models for ordinal outcome (item) data were 
applied to the COR-ST: the multilevel growth model with mean score, the multilevel growth 
model with IRT scaled score, the MLIRT growth model, the MIML growth model with strong 
measurement invariance, and the MIML growth model with partial measurement invariance.  For 
applied studies, when the longitudinal measurement assumption is tenable to the construct of 
interest, traditional two-step multilevel modeling approach is powerful and convenient for 
modeling growth.  The computational running time is much faster than for traditional multilevel 
growth modeling.  However, when longitudinal measurement invariance tests reveal partial 
measurement invariance, one-step approaches are preferred choices to account for these 
measurement anomalies.  Guenole and Brown (2014) found that when measurement non-
invariance was modeled, regression parameters for simple, partial, mediated, and moderated 
regression models reached acceptable coverage and relative bias.  MLIRT growth and MIML 
growth models were able to model the non-invariant items of the COR-ST.  The difference was 
that MLIRT growth modeling in HLM software modeled item-level information through a Rasch-
type rating scale model with fixed item discrimination (i.e., equal to one) and the same 
thresholds, while the MIML growth model employed the graded response model.  Because COR-
ST items essentially had different item thresholds and discriminations, forcing a Rasch-type 
rating scale might not be appropriate.  Therefore, the current study considered the final MIML 
growth with partial measurement invariance a truer solution of modeling child growth using 
COR-ST.   
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In answering the theoretical research questions, all five models reached a similar 
conclusion that the final model with random intercept and slope explained by child level 
predictors showed the best model data fit.  This finding indicated that all models agreed that 
children who entered preschool in fall with different initial status of development (i.e., significant 
random effect on intercept parameter) grew at different rates from fall to spring (i.e., significant 
random effect on slope parameter).  In most cases, all five final competing growth models agreed 
on the significance of child level predictors: (1) child age at entry and IEP status were two of the 
most important predictors to explain variance in child initial status and rate of growth; (2) boys 
and girls did not differ on initial status, and boys showed a slower growth rate than girls.  Lastly, 
(3) White and non-White groups did not differ on initial status or rate of growth.  It is important 
to note that all non-White racial groups, including African Americans, Hispanic, Asian, and other 
groups, were combined and treated as a homogenous group due to the large asymmetry in the 
current sample.  If there were more representative numbers for each racial group, the effect of 
race on results may be different. 
The five final models disagreed with respect to the effects of cohort year and Head Start 
enrollment.  The year of cohort was coded as a dummy variable by comparing Years 2012-2013 
(n = 853), 2013-2014 (n = 415), and 2014-2015 (n = 26) against the baseline Year 2011-2012 (n 
= 1244).  Four of the five final models did not find a difference between Years 2011-2012 and 
2012-2013 cohorts on initial status; all final models agreed that both Years 2011-2012 and 2012-
2013 cohorts grew in a similar rate.  In contrast, all models agreed that the Year 2013-2014 
cohort started at a lower initial status than the Year 2011-2012 cohort, but grew at a faster rate.  
Unbalanced sample sizes between Years 2014-2015 and 2011-2012 limited the generalizability of 
statistical inferences based on this comparison.  These findings suggest that for children who 
started in fall, overall developmental trajectories varied by cohort year.  Thus, teachers may need 
to adjust specific instructional plans for their classes each year. 
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 According to analyses on the ordering of predictor importance, Head Start enrollment 
was not an important predictor for slope variance.  However, only the MIML growth model with 
partial measurement invariance found that Head Start enrollment was insignificant; the other four 
competing models considered Head Start enrollment to be a significant predictor for slope 
variance.  In Kentucky, some child care centers provide preschool and Head Start concurrently, 
whereas some centers offer preschool and Head Start at different times (e.g., morning and 
afternoon).  Currently, there is no consistent protocol for the operation of these two services 
across the state.  When child care centers offer preschool and Head Start at the same time, the 
significant effects identified by most growth models in this study attributed the effectiveness to 
Head Start.  However, for child centers that offer preschool and Head Start services at different 
hours, children enrolled in Head Start programs may have received extra hours of service than did 
their peers who were only enrolled in preschool.  The current study does not have sufficient child 
care center information to differentiate effectiveness between these two scenarios.    
Since the outcome variables in each of the linear growth model used different metrics, the 
rate of growth was not directly comparable.  Instead, the current study focused on comparisons 
for the correlations between intercepts, and the proportions of explained variance for intercept 
and slope.  All five competing final models agreed that intercept and slope were negatively 
correlated, suggesting that disadvantaged children (lower initial status) may grow at faster rates 
than their typically developing peers.  Several explanations may apply to this finding.  First, the 
current study rescaled the original six-category item response format for the Preschool 
OnlineCOR items to four categories by combining the bottom two categories and the top two 
categories separately.  For example, a child who scored 3, 4, and 5 in fall, winter, and spring 
received rescaled scores of 2, 3, and 3.  Therefore, the rescaled scoring system was not able to 
discover the growth for this child from winter to spring.  Another possible explanation was that 
even with the original six-category scoring system, the Preschool OnlineCOR still had a ceiling 
effect.  Children may have developed beyond the original highest category (level 5), but the 
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Preschool OnlineCOR items could not indicate such growth, due to the limited developmental 
range covered.  The latest COR Advantage revised the Preschool OnlineCOR by adding more 
items and expanding item response category options to seven.  Future studies may investigate 
whether these changes effectively resolved the potential ceiling issues for tracking children’s 
changing developmental levels.   
Although the five competing models agreed on the direction of the intercept-slope 
correlation, the magnitude of correlations estimated by each model differed.  The one-step 
approaches revealed weak correlations (< ± .3); the two-step approaches revealed strong 
correlations (> ± .5) when using CTT mean scores and moderate correlations (.3 to .5) when 
using IRT scaled scores.  This finding suggests that the traditional two-step approaches may 
overestimate the relationship between intercept and slope, which may lead to incorrect emphasis 
on instructional plan and policy making.  Generally, the more advanced one-step approaches 
explained more variance in intercept and slope using the same set of child level predictors.  This 
result reflected the more advanced models’ ability to separate measurement error, latent trait, and 
growth variances.  The two parallel series of MIML growth models showed that, after controlling 
for child level predictors, the estimated average growth rate was the same to the third decimal 
point, indicating that when average growth rate was the question of interest, it did not make much 
difference when partial measurement invariance for the COR-ST was ignored.  As shown by the 
three-level IRT growth model (P-HGLM) for the COR-ST, three items became more difficult 
over time and three items became easier, which may balance out the influence of longitudinally 
non-invariant items.   
Methodical implications for comparing the five growth models included that when the 
major research interests were to uncover the existence of growth, variance at initial status and 
growth, and significant predictors, both traditional two-step and advanced one-step approaches 
provided similar conclusions.  Considering the ease of application of the two-step growth model 
with CTT scores, it is acceptable for applied researchers to use the traditional approach.  
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However, when the research focus is to make conclusions about estimating relationships between 
initial status and slope, as well as explaining variance for initial status and slope more accurately, 
the advanced one-step approaches are recommended for the unique and potentially truer 
information estimated. 
Limitations and Future Research 
First of all, the generalizability of this current study may be limited.  The majority of the 
children sampled were low-income, White, and in special education services.  When the 
Preschool OnlineCOR is used for other child population groups, findings may be different.  Since 
the children in this study were assessed only with Preschool OnlineCOR, the growth trajectory of 
children may not be comparable to children assessed by other tools.   
Second, the original six-category (five thresholds) item response of the Preschool 
OnlineCOR was rescaled to four categories (three thresholds): (0 and 1), 2, 3, (4 and 5) to 0, 1, 2, 
and 3.  The original bottom threshold between category 0 and 1 and the original top threshold 
between category 4 and 5 were not investigated due to rescaling.  Although fewer categories 
improved modeling efficiency, it may have contributed to a more serious ceiling effect.  
Rhemtulla, Brosseau-Liard, and Savalei (2012) recommended that with more than five categories, 
a categorical variable could be treated as continuous.  Therefore, it might be interesting to 
examine the original six-category Preschool OnlineCOR items as continuous variables and to 
investigate whether dimensionality and measurement invariance tests show different results.  
However, it is important to note that this notion of treating categorical data as continuous when 
there are several categories goes against the very notion of IRT modeling.   
The third limitation of this study was that the middle measurement point (winter) of this 
longitudinal study contained a large degree of missing data.  Although one of the benefits of 
linear growth models is the handling of missing data in the outcome measures (i.e., item response, 
mean score, or IRT scaled score), insufficient and unbalanced data may introduce technical 
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difficulty in model convergence and biased estimation.  If the winter assessment point required 
the use of a shortened assessment tool, tracking of longitudinal growth might be more accurate. 
The fourth limitation of this study was that the time interval between each time point was 
set to be equal due to lack of information on the actual assessment date.  A balanced time 
structure was assumed, e.g., all children were assessed at the same time point intervals.  However, 
in practice, the Preschool OnlineCOR was not assessed in a single day, and not every child was 
assessed at the same time.  Choosing the middle date of the assessment window may have 
balanced out potential bias, but it was an arbitrary assumption to consider equal time intervals for 
each child.  It is necessary to record accurate assessment dates for each child.  With more 
personalized information for each child, researchers can better take advantage of the ability of 
modern longitudinal modeling approaches with flexible time structures to estimate child 
development more accurately. 
The last limitation of this study was that the MLIRT growth models were conducted 
using HLM software, which could only handle Rasch-type rating scale models at the item level.  
Other statistical packages, such as GLLAMM (Rabe-Hesketh, Skrondal, & Pickles, 2005) in 
STATA software (StataCorp, 2003-2015), PROC NLMIXED in SAS software, and Mixor 
(Hedeker & Gibbons, 1996) have the capability to incorporate graded response or generalized 
partial credit models into a MLIRT growth modeling framework.  Future studies should consider 
using these other software packages to study the Preschool OnlineCOR, COR-ST, and other 
measures to see if the results herein can be replicated and best inform research and practice. 
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Appendix B: Preschool OnlineCOR 
Initiative COR_A Making choices and plans 
 COR_B Solving problems with materials 
 COR_C Initiating play 
 COR_D Taking care of personal needs 
Social Relations COR_E Relating to adults 
 COR_F Relating to other children 
 COR_G Resolving interpersonal conflict 
 COR_H Understanding and expressing feelings 
Creative Representation COR_I Making and building models 
 COR_J Drawing and painting pictures 
 COR_K Pretending 
Movement and Music COR_L Moving in various ways 
 COR_M Moving with objects 
 COR_N Feeling and expressing steady beat 
 COR_O Moving to music 
 COR_P Singing 
Language and Literacy COR_Q Listening to and understanding speech 
 COR_R Using vocabulary 
 COR_S Using complex patterns of speech 
 COR_T Showing awareness of sounds in words 
 COR_U Demonstrating knowledge about books 
 COR_V Using letter names and sounds 
 COR_W Reading 
 COR_X Writing 
Mathematics and Science COR_Y Sorting objects 
 COR_Z Identifying patterns 
 COR_AA Comparing properties 
 COR_BB Counting 
 COR_CC Identifying position and direction 
 COR_DD Identifying sequence, change, and causality 
 COR_EE Identifying materials and properties 
 COR_FF Identifying natural and living things 
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Appendix C: MLIRT Modeling Level 1 Data Setup 
Student 
ID 
Time 
Item 
ID 
Item 
Response 
A E L R T Y DD 
10001 0 K 0 -1 -1 -1 -1 -1 -1 -1 
10001 0 A 1 1 0 0 0 0 0 0 
10001 0 E 0 0 1 0 0 0 0 0 
10001 0 L 2 0 0 1 0 0 0 0 
10001 0 R 0 0 0 0 1 0 0 0 
10001 0 T 1 0 0 0 0 1 0 0 
10001 0 Y 1 0 0 0 0 0 1 0 
10001 0 DD 1 0 0 0 0 0 0 1 
10001 1 K 0 -1 -1 -1 -1 -1 -1 -1 
10001 1 A 2 1 0 0 0 0 0 0 
10001 1 E 1 0 1 0 0 0 0 0 
10001 1 L 2 0 0 1 0 0 0 0 
10001 1 R 1 0 0 0 1 0 0 0 
10001 1 T 1 0 0 0 0 1 0 0 
10001 1 Y 1 0 0 0 0 0 1 0 
10001 1 DD 1 0 0 0 0 0 0 1 
10001 2 K 1 -1 -1 -1 -1 -1 -1 -1 
10001 2 A 3 1 0 0 0 0 0 0 
10001 2 E 2 0 1 0 0 0 0 0 
10001 2 L 3 0 0 1 0 0 0 0 
10001 2 R 2 0 0 0 1 0 0 0 
10001 2 T 3 0 0 0 0 1 0 0 
10001 2 Y 3 0 0 0 0 0 1 0 
10001 2 DD 2 0 0 0 0 0 0 1 
10002 0 K 1 -1 -1 -1 -1 -1 -1 -1 
10002 0 A 0 1 0 0 0 0 0 0 
10002 0 E 0 0 1 0 0 0 0 0 
10002 0 L 1 0 0 1 0 0 0 0 
10002 0 R 1 0 0 0 1 0 0 0 
10002 0 T 1 0 0 0 0 1 0 0 
10002 0 Y 0 0 0 0 0 0 1 0 
10002 0 DD 1 0 0 0 0 0 0 1 
10002 2 K 2 -1 -1 -1 -1 -1 -1 -1 
10002 2 A 2 1 0 0 0 0 0 0 
10002 2 E 3 0 1 0 0 0 0 0 
10002 2 L 2 0 0 1 0 0 0 0 
10002 2 R 1 0 0 0 1 0 0 0 
10002 2 T 2 0 0 0 0 1 0 0 
10002 2 Y 3 0 0 0 0 0 1 0 
10002 2 DD 2 0 0 0 0 0 0 1 
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