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u(z,O) = f(x)
and the case r = 2 (for simplicity we introduced only one boundary by considering the interval [0, co)). The scalar product and the corresponding norm are defined by (u,v) = u(x)v(x)dx, Ilull _ = (u,u),
It is assumed that II/11< oo. We shall henceforth only consider real functions.
The problem ( 
Let S be the Sobolev space of functions u(x) with Ildu/dzll < _. The weak formulation of (1) is
Find u(x, t) C S such that for every fixed t
Find uh (x, t) e Sh such that for every fixed t
An attractive feature of the Galerkin method is that stability follows directly from the well-posedness of the continuous problem.
In fact, substituting v h = u h in (6) yields 
otherwise.
Since ¢pi(zj) = 5ij and co _(x,t) = F_,_j(t)_,j(x), j=O the Galerkin method (6) can be viewed as a difference method for uj: In section 3 we shall prove that there is no way to modify the approximating space condition (11) is optimal in the sensethat any choiceof boundary functions leads to only secondorder accuracyat most.
The equations (10),(11) can be viewed as a differenceapproximation to (1) . Indeed, this interpretation wasusedby Thom_eandWendroff when deriving the superconvergence result. Such methods are often called implicit compact difference approximations or Pad_approximations. Comparedto standard explicit approximations of the sameorder, they havea considerablysmaller error coefficient,making them competitive with explicit schemes, despite the fact that they are implicit.
By leaving the Galerkin formulation, there is greater flexibility when modifying the approximation near the boundary. Carpenter et. al. [1] constructed a stable and third order accurateboundary modification for (11) that results in fourth order global accuracy. However,the condition (7) is no longerfulfilled, and it is shown that there is a growth in time (independentof h since the scheme is stable).
The semi-discrete compact scheme can be written in the form 
where the difference operators Pj, Qj satisfy Pj T and Qj = Q for j >_ s. The error
where the truncation error gj(t) is a smooth function of t that satisfies
It is assumed that q < r. Suppose that the initial data are exact, i. e., ej(0) = 0, j >__0. 
where
where Ko is independent of h, t. Then the solution e_(t) of equation (16) J0' (.9(h2) .
Proof
We first make the assumption that the basis functions of Sh satisfy _dxj) = 5ij.
Furthermore, in the interior it will always be assumed that the _i's are given by (8). Let u be the vector with components uj. The Galerkin method (6) can then be expressed as
Here P and Q are well defined at inner points by (10), and we partition them as
The 
Whatever space Sh we are using the relation luh(.,t)ll =
holds.
where the discrete scalar product (., ")h is defined by eq. (13). Combining eqs. (19) and (23) yields
that is, Q is almost antisymmetric. Summing up, the assumption that _i(xj) = (_ij implies that the Galerkin method can be written as a difference method (19) where P is SPD and where Q is almost antisymmetric. Consequently,
It is enough to consider polynomials when investigating the accuracy, and we choose 
, i = 0,..., n.
Summing (26) over i gives
and by (27), (28) For r = 2 we have j=0 i=0
By (25) n n
Thus, with m = n/2, we get from (29) 1 rn 2 1
which has no solution. Accordingly, the accuracy near the boundary can be at most first order, and the theorem follows by lemma (2.1).
Thus far the theorem has been proved for basis functions satisfying _i(xj) = gij. This assumption will now be removed.
We write a function (20). Combining eqs. (22), (30) and (31) gives
Thus, Q is not almost antisymmetric in the sense of eq. (24). Therefore, the first part of the proof cannot be directly applied to (31). Since the _j's constitute a basis in Sh, there is a transformation from _u to __ given by
where T has the form 
which follows from the symmetry of/5 = HP, the antisymmetry of HQ, and the structure assumption (40). The equations above will be used to derive constraints on H.
The submatrix P2_ defines a difference stencil, which in the interior points yields the characteristic equation 
, (k)
with 0 _< rn, l _< #k -1. The binomial coefficients are defined to be zero whenever rn > I.
Thus, all matrix elements of Uk are defined by eq. (45). 
where r = max(r1, r2).
From the first equation of eqs. (42) (46) where 6ij is the Kronecker delta and i >__s, j >__s -rl. To begin with we consider j > i, which implies eq. (43). Hence
Next we solve for hi_ by setting j = i in eq. (46). Using the general solution for j > i where we have used eq. (45). Let/_ = maxk(#k), and extend the coefficients akt by defining akt = 0 whenever #k _< l _< # --1. Similarly, let _r_t" (k) = 0 for l < rn _< # --1, whence
Rearranging the sum one obtains -kl-t xk=0, i>__.,.
k=0 m=0
The vectors (i_x_), i _> s, are linearly independent for all k and rn. Thus
Since akt = 0 for #k _< l _< # -1, it suffices to sum from I = 0 to l = #k -1. Furthermore, when #k < m </_ -1 it follows that l < m for 0 < l < #k - 
Finally, we use the last of eqs. (42), which simplifies to
HllQI:
Using the equations for the diagonal elements we recover
which again yields
Hence, H12 = 0. Furthermore, eq. (49) also shows that 
The element qT2 is located on row s -rl -1 in both column vectors, i. e.,
hj,s-rl-1 -= 5j,s--r,--1,
If r2 = rl + 1 we are done. Otherwise, assume the induction hypothesis hit = @ for
Equating columns k + r2 -1 -s and using the induction hypothesis one obtains
Since the result is true for k = s -rl -1, it follows by the axiom of induction that 
