Abstract. We analyze the approximation and smoothness properties of quincunx fundamental refinable functions. In particular, we provide a general way for the construction of quincunx interpolatory refinement masks associated with the quincunx lattice in R 2 . Their corresponding quincunx fundamental refinable functions attain the optimal approximation order and smoothness order. In addition, these examples are minimally supported with symmetry. For two special families of such quincunx interpolatory masks, we prove that their symbols are nonnegative. Finally, a general way of constructing quincunx biorthogonal wavelets is presented. Several examples of quincunx interpolatory masks and quincunx biorthogonal wavelets are explicitly computed.
Introduction
In this paper, we are interested in bivariate fundamental refinable functions with quincunx dilation matrices. A function φ is said to be fundamental if φ is continuous, φ(0) = 1 and φ(β) = 0 for all β ∈ Z s \{0}. An s × s integer matrix M is called a dilation matrix if lim n→∞ M −n = 0, i.e., all the eigenvalues of a dilation matrix M are greater than one in modulus. In this paper, we are particularly interested in the following two dilation matrices: A finitely supported sequence a on Z s is called an interpolatory (refinement ) mask if it satisfies the above condition (1.3) with a dilation matrix M and β∈Z s a(β) = | det M |.
In order to solve the refinement equation (1.2), we start with an initial function φ 0 given by
where χ is the hat function defined by χ(x) := max{1 − |x|, 0}, x ∈ R. Then we employ the iteration scheme Q n a φ 0 , n = 0, 1, 2, · · · , where Q a is the bounded linear operator on L p (R s ) (1 ≤ p ≤ ∞) given by
This iteration scheme is called a subdivision scheme associated with the mask a and the dilation matrix M (see [1] ). If the mask is an interpolatory mask, this subdivision scheme is called an interpolatory subdivision scheme. We say that the subdivision scheme associated with a mask a and a dilation matrix M converges in the L p norm if the sequence of functions Q 
, where e i is the i-th coordinate unit vector in R s . By δ we denote the Dirac sequence given by δ(0) = 1 and δ(β) = 0 for all β ∈ Z s \{0}. For any mask a ∈ 0 (Z s ) and a general dilation matrix M , it was demonstrated in [14] that the subdivision scheme associated with the mask a and the dilation matrix M converges in the L p norm if and only if Let Q and T be the matrices defined in (1.1). Then Interpolatory subdivision schemes play an important role in computer graphics and wavelet analysis. See [9] for their applications to computer aided geometric design, and see [4] for their applications to wavelet decompositions.
In the current literature for the univariate case, Deslauriers and Dubuc in [7] proposed a general method to construct symmetric interpolatory subdivision schemes. For the multivariate case, Dyn, Gregory and Levin [10] constructed the so-called butterfly scheme which is a C 1 bivariate interpolatory subdivision scheme, while Deslauriers, Dubois and Dubuc [8] [25] constructed a family of bivariate interpolatory subdivision schemes with symmetry. Han and Jia [15] constructed a family of bivariate optimal interpolatory subdivision schemes with many desired properties.
However, all the above constructions in the multivariate case have used the dilation matrix 2I 2 only. Owing to some special properties of the matrices Q and T , such as | det Q| = | det T | = 2, T 2 = 2I 2 and Q 4 = −4I 2 , it is desirable to consider quincunx fundamental refinable functions and quincunx biorthogonal wavelets, i.e., biorthogonal wavelets with the dilation matrix Q or T . See Cohen and Daubechies [4] for discussions on quincunx biorthogonal wavelets. Also, quincunx fundamental refinable functions automatically provide a family of primal refinable functions from which quincunx biorthogonal wavelets can be constructed. Quincunx biorthogonal wavelets are useful in image processing [21] because of their special properties. For biorthogonal wavelets, the reader is referred to [2, 3, 4, 5, 6, 12, 13, 16, 21, 22, 26, 27] and references therein.
The main purpose of this paper is to investigate and construct quincunx interpolatory masks and quincunx biorthogonal wavelets with some desired properties.
The structure of this paper is as follows. In Section 2, we shall investigate the optimal approximation order and smoothness order of quincunx fundamental refinable functions with respect to their support. In Section 3, we shall propose a family of quincunx interpolatory masks such that they are minimally supported and have symmetry. Their associated quincunx fundamental refinable functions have optimal approximation order and smoothness order. In particular, for two special families of such quincunx interpolatory masks, we prove that their symbols are nonnegative. In Section 4, several examples of quincunx interpolatory masks are explicitly computed. Both the L 2 and the L ∞ smoothness described by the critical exponents of their quincunx fundamental refinable functions are calculated. Finally, in Section 5, we discuss how to construct quincunx biorthogonal wavelets by using the coset by coset (CBC) algorithm proposed in [13] and [2] . Examples are provided to illustrate the general theory. 
Approximation order and smoothness order
In this section we shall investigate the approximation and smoothness properties of quincunx fundamental refinable functions.
For a compactly supported function φ in
The concept of stability plays an important role in wavelet analysis. Let φ be a compactly supported function in
We say that the shifts of φ are stable if there are two positive constants C 1 and C 2 such that
Let a be a sequence on Z s . For a positive integer k, we say that a satisfies the sum rules of order k with a dilation matrix M if
where Π k−1 denotes the set of all polynomials of (total) degree at most k − 1. Note that (2.2) depends only on the lattice M Z s . If a mask a on Z 2 satisfies (2.2) with the quincunx lattice QZ 2 , then we say that a satisfies the sum rules of order k with respect to the quincunx lattice. Now suppose φ is the normalized solution of the refinement equation (1.2) with a mask a and a dilation matrix M . It was proved by Jia in [17] that if the shifts of φ are stable, then S(φ) provides approximation order k if and only if the mask a satisfies the sum rules of order k. Note that a fundamental function has stable shifts. Thus, in particular, if φ is a fundamental refinable function with a mask a and a dilation matrix M , then S(φ) provides approximation order k if and only if a satisfies the sum rules of order k with the dilation matrix M .
Deslauriers and Dubuc in [7] proposed a family of interpolatory masks b r (r ∈ N) with the dilation matrix M = (2). Their construction was restated in [15] as follows. 
Now we have the following result for quincunx interpolatory masks.
Theorem 2.2. Let a be a quincunx interpolatory mask supported on
where r is a positive integer. If a satisfies the sum rules of order k, then k ≤ 2r.
Proof. Let b be the sequence on Z defined by
Since a is a quincunx interpolatory mask, it is easily seen that b is an interpolatory mask with the dilation matrix M = (2). Since a satisfies the sum rules of order k, it follows that
Therefore, b satisfies the sum rules of order at least k. Since b is an interpolatory mask supported on [1 − 2r, 2r − 1], by Theorem 2.1 we have k ≤ 2r. This completes the proof.
In the rest of this section, we shall study the smoothness property of quincunx fundamental refinable functions.
For
where the constant C depends only on f . Let Z
In [18] , Jia completely characterized the L 2 critical exponent of a refinable function with an isotropic dilation matrix in terms of its mask provided that the shifts of the refinable function are stable. The following result is a straightforward generalization of Theorem 3.5 in Han [13] .
Theorem 2.3. Let φ be the normalized solution of the refinement equation (1.2) with a finitely supported mask
a ∈ 0 (Z s ) and an s × s dilation matrix M such that β∈Z s a(β) = m := | det M |. Suppose that M j
is a multiple of the identity matrix for some positive integer j. For any nonnegative integer
where the subdivision operator S a,M is defined in (1.4). Then
In addition, if the shifts of φ are stable, then
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In [14] , it was demonstrated that σ M k,2 (a) can be computed by calculating the spectral radius of a certain finite matrix. Let b be the sequence given by
The transition operator T b,M associated with the sequence b and the dilation matrix M is defined by
is the spectral radius of the operator T b,M restricted to the finite dimensional space W , and W is the minimal invariant subspace of
The symbol of a sequence a on Z s is defined by
We say that the symbol of a mask a is nonnegative if a(e −iξ ) ≥ 0 for all ξ ∈ R s . Let a be a finitely supported mask on Z s with a nonnegative symbol. Then from Theorem 4.1 in [14] , we have
where the finite dimensional space W is the minimal invariant subspace of T a,M generated by ∆ k j δ, j = 1, · · · , s. For discussion on subdivision operators and transition operators, the reader is referred to [11, 17, 20] .
Based on Theorem 2.3, we have the following result:
Theorem 2.4. Let φ T a be a fundamental refinable function with a finitely supported mask a and the dilation matrix T defined in (1.1). Suppose a is supported on
where r is a positive integer. If a satisfies the sum rules of order 2r, then
where φ br is the fundamental refinable function with the mask b r given in Theorem 2.1.
Proof. Define a sequence b on Z as follows:
We claim that b(j) = δ(j) for all j ∈ Z. Since a is a quincunx interpolatory mask and a satisfies the sum rules of order 2r, we have
Since a is supported on {(
Since the coefficient matrix of the above linear system of equations is a Vandermonde matrix, it is easily seen that the unique solution is b(j) = δ(j) for all j ∈ Z.
Let c be the sequence on Z given by
Then by the definition of the subdivision operator S a,T , we have
where we have used the fact that
. From the proof of Theorem 2.2, we see that the sequence c must be equal to the sequence b r since a satisfies the sum rules of order 2r. Observe that (2) 
Therefore, for any positive integer k,
Applying the Hölder inequality to the above equality, we have
where 1/p + 1/q = 1 and
On the other hand, since φ T a is a fundamental function, the shifts of φ T a are stable. For a sufficiently large integer k, by Theorem 2.3,
We are done.
Construction of quincunx interpolatory masks
Our construction of quincunx interpolatory masks relies on the solvability of certain linear systems of equations. By Z 2 + we denote the set of all elements µ = (µ 1 , µ 2 ) ∈ Z 2 with both µ 1 and µ 2 nonnegative. Let |µ| denote |µ 1 | + |µ 2 |. For a positive integer r ∈ N and a nonnegative integer k, define
The cardinality of a set E is denoted by #E. To facilitate our discussion, we recall Lemma 4.2 in [15] . 
1). Let p be a linear combination of the monomials
The following result is an extension of the above lemma.
Lemma 3.2. Let r be a positive integer and k a nonnegative integer. Let p be a linear combination of the monomials
x µ1 1 x µ2 2 , (µ 1 , µ 2 ) ∈ Γ k r where Γ k r is the set given in (3.1). Let L j and H j (j = 1, · · · , r + k) be the lines x 1 − l j = 0 and x 1 − h j = 0, respectively, where l 1 , · · · , l r+k , h 1 , · · · , h r+k are mutually distinct nonzero
real numbers. Suppose E is a subset of the union of these lines such that
Proof. The proof proceeds by induction on k. The case k = 0 follows from Lemma 3.1. Suppose k ≥ 1 and the conclusion in Lemma 3.2 is true for k − 1. We demonstrate that it is also true for k.
Since p is a linear combination of the monomials
where u is a polynomial in x 1 and x 2 . It is easy to see that the degree of the univariate polynomial u(h r+k , x 2 ) is at most 2r − 2. But u(h r+k , x 2 ) has 2r − 1 zeros on E ∩ H r+k since h r+k = l r+k . Therefore, u( x 2 ). Since l r+k h r+k = 0, we observe that q is a linear combination of the monomials
. Moreover, q vanishes on the set
By induction hypothesis, q vanishes everywhere. Therefore, the polynomial p vanishes everywhere.
Note that #E = #Γ k r = 2r 2 + (4r − 2)k. In order to prove that the matrix (t µ1
Then p(x 1 , x 2 ) is a linear combination of the monomials x We are in a position to construct a family of quincunx interpolatory masks. 
and q m,n satisfies the sum rules of order m + n + 1 with respect to the quincunx lattice which is defined to be
Proof. Without loss of generality, we assume n ≤ m. Define
. Note that #Γ m,n = #G m,n = 2mn + m + n + 1. We wish to prove that the square matrix (
We observe that E m,n intersects the line x 1 ±(m+n+2−2j) = 0 at exactly 2j −1 distinct points for j = 1, · · · , n + 1 and it intersects the line x 1 ± (2j − 2n − 3) = 0 at exactly 2n + 1 distinct points for j = n + 2, · · · , m+n+1 2
. Thus, Lemma 3.2 is applicable and we conclude that the square matrix
is nonsingular. Consequently, the linear system of equations
has a unique solution for {c β1,β2 : (
Let c β1,β2 , (β 1 , β 2 ) ∈ G m,n be the unique solution to the linear system (3.3). We claim that
is valid for all (µ 1 , µ 2 ) ∈ Z 2 + satisfying µ 1 + µ 2 < m + n + 1.
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Observe that the set G m,n is symmetric about the origin. Therefore,
By the uniqueness of the above system, we have c −β1,−β2 = c β1,β2 for all (β 1 , β 2 ) ∈ G m,n . Thus, this symmetry of c β1,β2 implies
Hence, (3.4) holds true for any (µ 1 , µ 2 ) ∈ Z 2 + satisfying µ 1 + µ 2 < m + n + 1 and µ 2 < 2n + 1. To prove that (3.4) holds true for any (µ 1 , µ 2 ) ∈ Z 2 + with µ 1 + µ 2 < m + n + 1, it suffices to prove that for any (µ 1 , µ 2 ) ∈ Z 2 + such that µ 1 + µ 2 < m + n + 1 and µ 2 ≥ 2n + 1,
Let µ 2 be an integer such that µ 2 ≥ 2n + 1. By using long division of polynomials, we have
where q µ2 is a polynomial in two variables and P (x 1 , x 2 ) is a linear combination of the monomials x ν1 1 x ν2 2 , where (ν 1 , ν 2 ) ∈ Z 2 + , ν 1 + ν 2 ≤ µ 2 and ν 2 < 2n + 1. The proof of (3.6) proceeds by induction on µ 2 . It is evident that (3.6) is valid for µ 2 = 2n + 1. If (3.6) is true for µ 2 , then write P (x 1 , x 2 ) = c(x 1 )x 2n 2 + Q(x 1 , x 2 ) such that the degree of Q(x 1 , x 2 ) in x 2 is less than 2n. Thus,
Since (3.6) holds for µ 2 = 2n + 1, it follows from the above equality that (3.6) holds for µ 2 + 1. This completes the induction procedure. By setting x 1 = 0 and x 2 = 0 in (3.6), we obtain P (0, 0) = 0.
Note that for |β 1 | ≤ m and |β 2 | ≤ n, (β 1 − β 2 ) − (β 1 + β 2 ) − 2j = 0 for some j with −n ≤ j ≤ n. It follows from (3.6) that
Note that x µ1 1 P (x 1 , x 2 ) is a linear combination of the monomials
+ such that ν 1 + ν 2 < m + n + 1 and ν 2 < 2n + 1. Therefore, by what has been proved and P (0, 0) = 0, we have
from which (3.5) follows.
Let us construct the desired mask q m,n as follows:
It is evident that q m,n is a quincunx interpolatory mask and it follows from (3.4) that the quincunx interpolatory mask q m,n satisfies the sum rules of order m+n+1, as desired.
If there is another quincunx interpolatory mask a satisfying all the conditions in Theorem 3.3, then
For (µ 1 , µ 2 ) ∈ Γ m,n , we have µ 1 + µ 2 < m + n + 1; hence, it follows that
Since the solution to the linear system of equations (3.3) is unique, we must have
Hence, the quincunx interpolatory mask a must be the mask q m,n .
The above proof tells us that for a pair of nonnegative integers m and n such that m + n is an odd integer, the quincunx interpolatory mask q m,n is minimally supported among all the quincunx interpolatory masks which satisfy the sum rules of order m + n + 1. Also the uniqueness of the mask q m,n implies that q m,n is symmetric about both the axis x 1 = 0 and the axis x 2 = 0. Let φ T qm,n be the normalized solution to the refinement equation (1.2) with the mask q m,n and the dilation matrix T defined in (1.1). By Theorem 2.4,
is the univariate Deslauriers-Dubuc fundamental refinable function with the mask b (m+n+1)/2 given by Theorem 2.1. In Section 4, all of our examples have the property that ν 2 
It is obvious that q 2r−1,0 (j, 0) = q 0,2r−1 (0, j) = b r (j) for all j ∈ Z and it is easy to verify that ν p (φ
In the following we shall prove that the symbols of both q 2r,1 and q 2r−1,2 are nonnegative for all r ∈ N. From (1.3), it is easy to verify that a is a quincunx interpolatory mask if and only if Proof. Let a denote the mask with a(e −iξ1 , e −iξ2 ) being the right-hand side of (3.7). To complete the proof, it suffices to prove that a = q 2r,1 . Note that
By induction and integration by parts, we obtain
Thus, we have
Hence, a is a quincunx interpolatory mask. Let Q(η 1 , η 2 ) := a(e −iξ1 , e −iξ2 ) with η 1 = cos ξ 1 and η 2 = cos ξ 2 . Then it is easy to verify that
It follows that
or equivalently, a satisfies the sum rules of order 2r +1 with respect to the quincunx lattice. Since a is symmetric about the origin and is a quincunx interpolatory mask, by the definition of sum rules, a must satisfy the sum rules of order 2r + 2. Note that a is supported on [−2r, 2r] × [−1, 1]. Hence, by Theorem 3.3, a must be the unique mask q 2r,1 . By (3.7), it is evident that the symbol of q 2r,1 is nonnegative. By a similar argument and Theorem 2.1, we have (see Meyer [22] and Micchelli [23] )
Therefore, q 2r,1 (z 1 , z 2 ) has the desired representation as given in (3.8). 11) or equivalently, the symbol of q 2r−1,2 is
where b r is the mask given in Theorem 2.1. Moreover, the symbol of q 2r−1,2 is nonnegative, i.e., q 2r−1,
Proof. Let a denote the mask with a(e −iξ1 , e −iξ2 ) being the right-hand side of (3.11). To complete the proof, it suffices to prove a = q 2r−1,2 . Note that
Thus, from the above equality and (3.9), we obtain
Therefore, it follows that a is a quincunx interpolatory mask. Let Q(η 1 , η 2 ) := a(e −iξ1 , e −iξ2 ) with η 1 = cos ξ 1 and η 2 = cos ξ 2 . Then it is easy to verify that
Hence, it follows that
or equivalently, a satisfies the sum rules of order 2r +1 with respect to the quincunx lattice. Since a is symmetric about the origin and is a quincunx interpolatory mask, by the definition of sum rules, a must satisfy the sum rules of order 2r + 2. Note that the sequence a is supported on [1− 2r, 2r 2] . Therefore, by Theorem 3.3, a must be the unique mask q 2r−1,2 . By (3.11), it is evident that the symbol of q 2r−1,2 is nonnegative. By (3.10) and integration by parts, q 2r−1,2 has the desired representation as given in (3.12).
Let M denote either the matrix Q or T defined in (1.1). Let a be a quincunx interpolatory mask such that a(e
For a positive integer n, define
Since the symbol of a is nonnegative, we have φ
Since a is a quincunx interpolatory mask, we have a(e −iξ1 , e −iξ2 ) + a(e −i(ξ1+π) , e −i(ξ2+π) ) = 2. With the help of this relation, by induction on n we can easily verify that R 2 f n (ξ) dξ = 4π 2 for all n ∈ N. Therefore, by Fatou's lemma, we have
If a is one of the masks q 2r−1,0 , q 2r,1 , q 2r+1,2 , then a(e −iξ1 , e −iξ2 ) = 0 if and only if ξ 1 = (2k + 1)π, k ∈ Z. This can be proved by using (3.7) and (3.11). By (3.13), it is not difficult to demonstrate that β∈Z 2 φ M a (ξ + 2πβ) = 0 for all ξ ∈ [−π, π) 2 . That is, the shifts of φ M a are stable (see [19] ). Since the shifts of φ 
Examples of quincunx interpolatory masks
In this section, we shall explicitly compute several examples of q m,n . For both p = 2 and p = ∞, we calculate the L p critical exponents of both φ T qm,n and φ Q qm,n , where the dilation matrices T and Q are given in (1.1). In particular, we are interested in the following two families of quincunx interpolatory masks: for any r ∈ N,
It is evident that both h r and g r satisfy the sum rules of optimal order 2r. All the masks h r are symmetric about both the axis x 1 = 0 and the axis x 2 = 0. All the masks g r are symmetric about the axis x 1 = 0, the axis x 2 = 0, and the lines x 1 + x 2 = 0 and x 1 − x 2 = 0. If the symbol of h r is nonnegative, then the symbol of g r is nonnegative since 2 g r (e −i(ξ1,ξ2) ) = h r (e −i(ξ1,ξ2) ) + h r (e −i(ξ2,ξ1) ) for all (ξ 1 , ξ 2 ) ∈ R 2 . These quincunx interpolatory masks h r and g r have a close relation with the optimal interpolatory masks with the dilation matrix M = 2I 2 proposed in [15] . 
Then h 3 satisfies the sum rules of order 6, and the symbol of h 3 is nonnegative, by Theorem 3.5. Moreover, is a C 2 fundamental refinable function.
The symbol of each mask in Tables 1 and 2 is nonnegative. The L 2 and L ∞ critical exponents of several quincunx fundamental refinable functions are presented in Tables 1 and 2 Table 2 . L 2 and L ∞ critical exponents of several quincunx fundamental refinable functions with respect to the dilation matrix T . 2 and satisfies the sum rules of order 2k. By computation we find that the symbols of all the dual masks in Tables 3 and 4 are nonnegative. 
