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ABSTRACT
This research addresses the linear and nonlinear system. identification using the.
software package MATLAB with the System Identification Toolbox. LabVIEW has been
used for the experiment control and the data acquisition. The experiment for the system
identification can be divided into two parts: the linear system part and the nonlinear
system part. A DC motor is used as the linear system in the experiment. A backlash is
added to the system for the nonlinearity. The results show that MATLAB with the
. System Identification Toolbox is very helpful for system identification. A very good
model of the DC motor is obtained for the linear system. However, A good model cannot
be obtained from the system that has the nonlinearity. Moreover, the de~cribing function
analysis has been applied for the nonlinear system. The plots of the closed-Iqop response
allow comparison of the results from the e)(periment with the simulation. They show that
they look similar.
J
...
Chapter 1
Introduction
Today, there are many studies relating to MATLAB software and the System _
Identification Toolbox. McGlove, McGhee, and ~enderson [9] developed the
mathematical model of a differential pressure cell using MATLAB with the System
Identification Toolbox. The model is also examined in SIMULINK. They d~scribe the
application of a system identification method using a multifrequency binary test signal,
for comparison with the mathematical model. Choi, Cho, VanLandinghan, Mok, and
Song [10] use MATLAB to identify an unknown plant in power electronics systems. A
constructive black box approach is presented which aims at generating discrete-time,
small-signal linear equivalent models for ageneral class of converters. Peeters, Van den
B,randen, Laquiere, and De. Roeck [11] develop a Graphical User Interface (GUI) for
MATLAB that is user-friendly. By pushing buttons, the user is guided through the whole
process of output-only ,modal analysis. Zhuang and Atherson [12] developed a new
software package for designing the nonlinear controller for the nonlinear systems. This
2
package has been developed in MATLAB and SIMULINK environments. It incorporates
several, nonlinear controller design methods based on the sinusoidal-input describing
function (SIDF) method.
The objective of this thesis is learning about linear and nonlinear system
'identification and describing functions. There are two software packages that are
"'-
involved with this thesis. The first software package is LabVIEW or Laboratory
Instrument Engineering Workbench. This software has been used in the first step of the
system identification. It is used to control the experiment and for data acquisition. The
second software is MATLAB with the System' Identification Toolbox. The linear and
nonlinear system identification have been studied by using the System Identification
Toolbox. Also, the describing function technique has been applied for the' nonlinear
system analysis.
The basis of system identification is presented in Chapter 2, where the author
explains the basic steps of system identification. The essential equations also have been
provided in this chapter. The author e'xplains how to construct the state space model of
the DC motor and explains the algorithm of the prediction error.
Chapter 3 presents the nonlinear system analysis using the describing function
technique. The describing function is a frequency response method and useful in
determining the stability self-excited oscillation of the system, if any. The fundamental
knowledge of the describing function and how to develop the describing function have
been described.
The LabVIEW software package is presented in Chapter 4. The general features '
of LabVIEW are descliibed. LabVIEW is used in the first step of the system identification .
3
that is the experiment and data acquisition. Program has been designed for signal
generation and data acquisition. \
Chapter 5 describes system identification using MATLAB with the System
Identification Toolbox. The commands of this toolbox are divided into five layers and
v
described in detail. Also, the design of theMATLAB program is discussed.
The essential knowledge for this thesis ~escribed in Chapter 2 to Chapter 5.
Chapter 6 will. present the system description and the experiment procedures. The
experiment is divided into two parts. The first part is the identification of the DC motor.
The experiments relate to the linear system and the nonlinear system. The nonlinearities
are the dead zone of the DC motor and a backla~h. The second pa~t is the closed-loop
response test. This test will compare the results from the experiment with the simulation.
Both parts have been described in detail in the system description and the experiment
procedures. All results from the experiment and the simulation have been illustrated in
<;hapter 7 and discussed in Chapter 8.
4
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Chapter 2
Basics of system identification
The goal of system identification is to estimate the parameters a model of system
by using observed input and output data. The procedure to determine a model'involves
three basic parts. The first part is the input and output data. These data are collected from
the experiment. ,The next part is the set of 'candidate models. We have to look for a
suitable model from the set of candidate models. This is the most difficult choice of the
system identification procedure. A model can be constructed in two ways. The' first way
is called a gray box. It is constructed from basic physical law with some unknown
physical parameters.. In the other way a standard linear model can be constructed without
reference to the physical properties. Such a model iscall~d a black box. The last part is a
criterion to select the best model in the set based on the information in the data.
5
Experiment Design
Collect Data
Examine the Data'
Prior
Knowledge
<Choose
Model Set
Choose
Criterion of Fit
Calculate Model
Not OK: Revise
Validate Model I--------------.---~.
OK : Use It
Figure 2.1 : The loopof systemidentification
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Figure 2.1 illustrates the loop of system identification. First, we have tei have a
good understanding of what m9del we want for identification and what kinds of data we
want. Then, the experiment can be designed and we can do the experiment to collect the
input and output data.
. .
In the second step, before the data are used for identification, we have to examine
the data. The purpose of this step is to find out if there are some portions of data that are
~
not suitable for identification. Sometimes, we need to remove the mean of data, select the
good ranges of data, or filter the input and output signals.
~ .
The third step is selecting a model structure and criterion of fit. In this step, we
need to define and construct the model. There are many models that can be selected such
as ARX model, ARMAX model, Output-Error (OE) model, Box-Jenkins (BJ) model and
State-Space model.
The fourth step is computing the best model from the model structure
according to the input and output data and given criterion of fit. The method of estimation
can be separated into the nonparametric method and the parameter esti~ation method. If
the model is good enough, then we can stop. Otherwise we must go back to the third step
to try another model set or try another estimation method in the fourth step. If the model
is still not good enough, we might go back to th,e first step to work on the experiment and
collect the data again.
2.1 Model of a linear time invariant system!: state space model
For the MIMO system, It is very convenient to analysis the system in state space
7
form. The relationship bet~een the input, noise; and output signals can be written as a
system of first order differential or difference equations. It is often easier to obtain a
system from physical model in continuous time form. The reason is that most laws of
physics are expressed in continuous time as differential equations. Thus, the modeling is
normally represented as
x(t) =F(8)x(t) + G(8)u(t) (2.1)
Where F and G are matrices of n x nand n x m dimension respectively. n is the number
~,
of. state variables, Xi (t) , and m is the number of input variables, ui (t) . Moreover, 8 is a
vector of parameters that generally corresponds to unknown values of physical
-.
coefficients and material constants. Introducing T](t) as the vector of measurements from
noise-free sensors -
TJ(t) = Hx(t)
using p for the differentiation operator, the equation (2.1) can be expressed as
[PI - F(8)]x(t) =G(8)u(t)
so, the transfer operator from u to TJ(t) in the equation (2.2) is
(2.2)
(2.3)
(2.4)
where
if vI' (kT) is the disturbance at the time instant t = kT, k = 1,2,3 ... then, the measured
output can be expressed as
(2.5)
I From reference [1]
8
where
suppose that the input is constant over the sampling time interval T
u(t) =uk = u(kT) , kT ~ t ~ (k + l)T
hence, equation (1.1) can be solved from t = kT to t = kT+T, yielding
x(kT +T) = Ar (8)x(kT) +Br (8)u(kT)
A
r
(8) = eF(ln:
Br (8)= [(elfG(8)dr
using q for the forward shift of T time units, the equation (2.7) can be rewritten as
(2.6)
(2.7)
or
where
[qI - Ar(8)]x(kT) =Br(8)u(kT)
17(kT) = Gr (q,8)u(kT)
. Gr (q,8) = H[qr- Ar (8)fl Br (8)
(2:8)
(2.9)
therefore, the equation (2.5) can equivalently be given in the sampled data form
t = T,2T,3T, ... (2.1q))
2.2 Model of a linear time invariant system: polynomial model
For the linear'system, the relationship of the system can be written
yet) = G(q,8)u(t) + H(q,8)e(t) (2.11 )
where e(t) is the disturbance.
The functions G(q,S) and H(q, S) can be described as rational functions of q-l and ratios
of polynomials. The commonly used parametric model is the ARX model that
corresponds to
9
,G( 8) = -Ilk /B(q)
q, q A(q) ,
1
H(q,e)=-
A(q)
(2.12)
where B and A are polynomials in the delay operator q-l
B() } b -I b -lIh+1q=71 + 2q +"'+lIhq
Here, the numbers na and nb are the order of the respective polynomials and the number
nk is the number of additional delays from input to output. Thus, the ARX model is
usually written
A(q) y(t) = B(q)u(t - nk) + e(t) (2.13)
where AR refers to the autoregressive part A(q)y(t) and X refers to the exogenous input
"B(q)u(t).
The ARMAX model is another very common, and more general model structure that can
be written
where
A(q)y(t) = B(q)u(t - nk) + C(q)e(t) (2.14)
An output-Error (OE) structure is obtained as
B( )
y(t) = -q-u(t - nk) + e(t)
F(q)
(2.15)
where F( ) -1 f -I· f -llfq- + lq +... + IIf q
In addition, the Box-Jenkins (BJ) model structure is given by
B(q) C(q)
y(t) =--u(t-nk)+--e(t)
F(q)" D(q) .
10
(2.16)
2.3 State space model of dc motor.
From section 2~1 and 2.2, we see that there are several model structures that can
be selected to present the system. In this research, the state space. model has been chosen
to represent the DC motor. There are many reasons for this selection.
I. In the polynomial models, there are many parameters that have to be specified
beforehand e.g. the order of the numerator and denominator, whereas the state
space model only require the maximum order of model
.,.. " .
2. The state space model is applicable to MIMO system identification
3. There are many promising off-the-shelf control techniques which are based on
the state space model. For example, LQR and LQG>
The DC motor system in this thesis is one output and one input, so the state space
model can be constructed. Considering the block diagram of dc motor in Figure 2.2, the
input is to be the applied voltage, u, and the output is to be the angle of the motor shaft,
17·
The relationship between the applied voltage, u, and the current, i, in the rotor
circuit is given by
u(t) = R)(t) + La diet) + set)
dt .
(2.17)
where set) is the qack electromotive force because of the rotation of the armature in the
magnetic field
set) = k d17(t)
v dt
11
(2.18)
)
j.
'\
'Figure 2.2: Block diagram ofthe dc motor
The turning torque is given by the current i
T" (t) = k)(t)
then, the equation of motion has to be
J d
2
1J(t) = T (t) - I (t) - f d1J(t)
dt 2 " 1 dt
(2.19)
(2.20)
where J is the moment of inertia of the rotor and load, ~ is a torque from load and f
represents viscous friction. Assuming that the inductance of the armature circuit, L", can
be neglected. The equcltions can be written in state space form as
1J(t) = [1 O]x(t)
12
(2.21 )
~ .
where
[
11U) ]
x(t) = .d~;t) ..
Now suppose that the torque, TI , is ~ero. The dynamics of the motor can be
determined by applying a piecewise constant input and sampling the output with the
sampling time interval T. The equation (2.21) can be expressed as
where
and
xU +T) = Ar (8)x(t) + Br (8)u(t)
A (8) = [1 r (l - e-r Ir )]
r 0 e-r/T
[
f3(re- r/T -r +T)]B (8)-
r - f3(l- e-r/T )
The actual measurement of angle can be expr~ssed as
yCt) = 11(t) + vet) (2.23)
where vet) is the error caused by limited accuracy of the measurement instrument. It can
be described as a sequence of independent random variables with zero mean (white
noise). A model can be
b,
yet) = Gr (q,8)uU) + vet)
where vet) is the white noise. Therefore, the predictor is
yCt I8}--= Gr (q,8)u(tP(1 O][qI - Ar (8)jl Br (8)
13
(2.24)
(2.25)
2.4 Parameter estimation methods: minimizingprediction errors. :;0.
The state space model has been constructed using a parameter vector e.The next
step is ~he search for the estimate of e.There are many methods of searching for the best
model. The minimizing prediction error has been used to find the best model of DC
motor in this research.
The model represents a way of predicting future output
yet Ie) = Wy (q, e) yet) +WII (q, e)
where
(2.26)
therefore, the prediction error given by a certain model M(eJ is
e(t,8.)= y(t)- y(tI8)
Let the prediction-error sequence be filtered through a stable linear filter L(q)
(2.27) .-
eF (t, 8) = L(q)e(t, 8) ,
so, use the following norm
where Z N is the set of data from the system
1 ~ t ~ N (2.28)
(2.29)
ZN = (Y(l), u(l), y(2), u(2), yeN), u(N)]
and l(·) is a positive scalar-valued function. For the choice of l(·), a first candidate
would be a quadratic norm
1lee) = _e 2
2
14
(2.30)
thus, equation 2.29 can be rewritten
'-......... N
e N 1" 1 2VN ( ,z )=-LJ-£ (t,e)N 1=1 N
(2.31 )
For given ZN, the function VN(e,ZN) is a known scalar-valued function of model
"-
parameter e . The estimate eN is then defined by minimization of equation (2.31)
1 N 1
= arg min(-L-£2(t,e))
N 1=1 N
where argmin means" the minimizing argument of the function".
(2.32)
In general, the function of equation (2.31) cannot be minimized by analytical methods.
The solution has to be found by numerical iteration. The methods for numerical
minimization of a function Vee) update the estimate of the minimizing point iteratively.
It is usually done according to
(2.33)
where f(i) is a search direction based on information about Vee) fro~ previous
iterations, and (X is a positive constant determined so that an app~opriate decrease in the
value of Vee) is obtained. The Gauss-Newton algorithm is used in MATLAB command,
"PEM"; to minimize equation (2.31).
15
Chapter3
Nonlinearities and describing functions
As has been known, the nonlinear system cannot be represented exactly by linear
. ~
models. The accuracy of the model can be increased by increasing t e order of the linear
system. However, oftenthere is a limitation that increasing order cannot imp ve the·
model accuracy sufficiently. Therefore, it is necessary to explicitly add the nonlinearities
into the system.
These are some general characteristics of nonlinear behavior.
I.The nature of the response depends on input and initial conditIons.
2. The jump phenomenon or jump resonance as shown by the frequency response plot in
Figure 3.1 ( from reference [1]) can occur. Suppose that the nonlinear system input is a
sinusoid of constant amplitude. Then, as the frequency of input is decreased, a
Ciiscontinuity occurs in the amplitude of. response. As the frequency is increased, a
discontinuity occurs again but at different points of frequency.
16
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Figure 3.1
3. The steady state response to a sinusoidal input can contain harmonics and
subharmonics of the input frequency.
4. Self-excited oscillation can occur in the form of limit cycles. These are oscillations of .
I
fixed amplitude and frequency that can be sustained in the feedback loop' even if the
system has no input.. In linear systems, an unstable transient grows theoretically to
infinity, but nonlinear effects can limit this growth.
4.1 The describing function.
The describing function IS a frequency respon,se method that is useful in ~,
detennining the stability of a system and the prediction of limit cycle. In Figure 3.2,
,
G represents the linear partof system. Note that the system input is zero.
r(s) = 0 + m(s) n(s) c(s)Nonlinear G(s)
-
,) Eliment
Fig 3.2
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In order to develop the describing function technique, we consider the
nonlinearity input, met), to be sinusoidal
m(t) = M sin(cut) (3.1 )
In steady state, n (t) is periodic and non-sinusoidal. Therefore we can represent n (t) in a
Fourier series
n(t) =~o + AI cos(aJt) + A2 cos(2aJt) + ... +B1 sin(aJt) + B2 sin(2~) +... (3.2)
A a a .
n(t) =_0 +IAk cos(kOJt) +IBk sin(kOJt) (3.3)
2 k=l k=l
where the Fourier coefficients are given by
2 1,,+7'
Ak = T + Jn(t) cos(kOJt)dt
/"
Bk = 1'+7' n(t)sin(kaJt)dt
(3.4)
---'\.
(3.5)
where T is the period of input n (t) and to is any time. For a symmetric nonlinearity, the
term is Ao zero.
By the assumptions in the definition of the describing function, the describing .
function has meaning only if The input to the nonlinear element is a sinusoid.
The linear part, G(s), following the nonlinearity is assumed to be sufficiently low - pass
to assure met) sinusiodal.
By the second condition, G(s) is low - pass with respect to the harmonics in n (t). It
means the magnitude of G(jcu) is small for all other component ofn (t) that is compared
to its value for the fundamental c~mponent. Then the Qutput, c (t), can be represented as
1-8
e(t) == C sin(cvt + B) (3.6)
The harmonics in net) can be neglected since they have very little effect on c (t). Now,
net) can be approximated as
'n(t) == A, cos(tUt) + B, sin(tUt)
net) = AI sin(ax + 90 1i ) + B, sin(ax)
net) = N, sin(tUt + ¢).
Equation 3.7 can be rewritten
(3.7)
(3.8)
From equation 3.7, we see that the output from the nonlinearity has the same frequency
as the input, met), but not the same amplitude and phase. Therefore, the nonlinear part
can be replaced by a complex gain of describing function
Gain of nonlinearity ~ H(M, OJ) = B, ;jA, = N~¢
It is shown in Figure 3.3 and this is called describing function. Generally, the describing
J
function, N(M,OJ), is a function of amplitude and frequency of the input signal.
Msinoi Nonlinear . n(t)
Element ~ M';''''.I N IA"''''+B';'~
N = 8, + JA
M
Figure 3.3
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4.2 Use of describing function in stability analysis.
From the nonlinear system ofFigure 3.2, the equivalent system can be illustrated
in Figure 3.4. The describing function, N(M, OJ) , is the equivalent gain of the
nonlinearity.
r(t) = 0 + m(t) Acosevt + Bsinevt c(t)
N(M,OJ) G(jaJ)
-
\
Figure 3.4
Now let
.N(m, OJ) = !N(m, OJ)!L¢(m, OJ)
and
The output ofnonlinearity, net), can be expressed as
n(t) =!N(m, OJ)IM sin(OJt +¢)
Thus, the system output, c(t), can be shown as
c{t) = IG(jOJ)IIN(M, OJ)IM sin(()){ +¢+ 8)
(3.10)
'I
(3.11 )
(3.12)
(3.13)
Suppose that the input is zero and feedback gain is one. The system will h~lVe a limit
~
cycle if
met) = -c(t)
. M sin(()){) =-IG(jOJ)IIN(M, OJ)IM sin(OJt +¢ +8)
20
(3.14)
or
M =~G(j(1))N(M,(1))M
Equation 3.16"can be expressed as
1+N(M, aJ)G(j(1)) =0
if this equation can be satisfied for some M and (1) the limit cycle is predicted.
. ~
,
Considering equation 3.17, we cannot solve it to yield values for M and aJ
(3.15)
(3.16)
(3.17)
because of the complex function. Therefore, we can get the values ofM and (1) by a
semigraphical approach. From equation 3.17, let
G(") -1
J(1) = N(M,(1)) . (3.18)
.and plot bothsides of equation 18 on the complex plane. The limit cycle is predicted if
and only if there is a intersection for two Junctions at the same value of aJ.
\
".\
21
(. Chapter 4
Experiment control using LabVIEW
LabVIEW or Laboratory Instrument Engineering Workbench is a graphical
programming language. L'abVIEW has been widely used throughout industry, academe,
and research laboratories as the standard for data acquisition and instru.ment control
software. LabVIEW works on personal computers (PCs) rumling Microsoft Windows,
Mac OS, Sun SPARC station, and HP 9000/700 series workstations running HP-UX.
1-
With its graphical programming language, called G, the user creates his own LabVIEW
program or viliual instrument (VIs) using a graphical block diagram that compiles into
machine code.
LabVIEW is more flexible than the standard laboratory instruni.ent because it is
software-based. The user definesjpstrument functionality and creates exactly the type of
.virtuaJinstrument that the user needs. Moreover, it can modify in moments when the user
wants to change the' function of the instrument. LabVIEW also contains application-
sp.ecific libraries of code for data acquisition (DAQ), General Purpose Interface Bus
22
(GPIB), serial instrument control, data analysis, data presentation, and data storage: The
analysis library contains useful functions including signal generation, signal processing,
filters, statistics, r~gression, linear algebra,· and array arithmet.ic.
LabVIEW programs or virtual instruments (VIs) have two main parts:
The first is the front panel The front panel is the interactive user interface of a VI.
It can contain knobs, push buttons, graphs and many other controls and indicators. The
user inp_uts data using a mouse and keyboard and the views the results that show on the
screen.
The second is the block diagram. The block diagram is the VI's source code
which is constructed in the LabVIEW's graphical program language. The components of
a block diagram are lower-level VI, built-in function, constant, and program execution
control structures. User wires all components together tb indicate the flow of data
between them.
The objectives of program design
The main idea of the program design is to create the VI that can generate the
analog output signal to control the instrument or experiment and collect the analog input
signal from the experiment at the same time. The details of requirements in the signal
generation part and the data acquisition part are described in the following paragraph.
The signal generation part:
1. The designed program has to generate square wave and a sine wave at the
specified amplitude and frequencies. .
23
tl
The data acquisition part:
1. The designed program has to collect at least three analog input signals that are
two signals from a potentiometer and a. tachometer. and one signal from the signal
generation part.
2.· The designed program has to show the plots of the collected data while doing
the experiment.
The result of designed program
The LabVIEW program, VI, has been designed and met all requirements. Tills
program can generate not only the square wave and the sine wave but also the saw wave
and the triangle wave. About the data acquisition, this program has the ability to collect
more than three analog signals.
24
Chapter 5
System identification using MATLAB
MATLAB is a software package for high performance and interactive numerical
computation, data analysis, and graphics. Moreoer, MATLAB toolboxes make this
software more powerful in specific field. The System Identification Toolbox is one of
them. Also, this toolbox provides a graphical user interface (GUI) that ~overs most of the
toolbox's functions and gives easy access to all variables that are created within a
sesslOn.
The commands of the System Identification Toolbox can be divided into five
layers. Th~ first layeris the basic tools which the user should master before proceeding to
the next levels. The layers are described in the following paragraphs.
Layer 1: Basic tools
This layer contains the basic tools for examining the obtained model and the basic
. ":
tools, for the parameter estimation of ARX models the nonparametricestimation,
con'elation and spectral analysis. The commands are shown in the following list.
25
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ar, arx, bodeplot, compare, era, dtrend, ffplot, idsirri, present, resid, ~pa,
th2arx, th2ff, th2zp, zpplot
Layer 2: Model structure selection
The second layer contains some advanced model structures and some useful
techniques to select the orders and delays of the model structures.
am1ax, arxstruc, bj, etfe, idfilt, iv4, n4sid, oe, poly2th, selstruc, th2poly
Layer 3: More methods to examine models and multi-input systems
The third layer contains the commands for the multi-input model structures.
pe, pem, predict, th2ss, th2tf, thc2thd, thd2thc
Layer 4: Recursive identification
rarmax, rarx, rbj, roe, rpem, rplr
Layer 5: State-space modeling
This layer contains the commands for building the model in state-space form.
canstart, fixpar, mf2tf, modstruc, msth, unfixpar
t
A demonstration M-file cal1ediddemo.m provides many examples of using the
system identification toolbox's function. One of the demonstrations is modified and used
in this thesis to find the model of a DC motor. The MATLAB program is in Appendix B.
~ Fro this MATLAB program, several functions from the system identification
toolbox have been used to estimate parameters in the state space model of the dc motor.-
At first the data that are collected from the experiment are loaded to the workspace of
MATLAB. The inPllt is contained in the vector u. It is the input voltage to the motor. The
matrix y ~ontains the two outputs: yl is the angular position of the motor shaft and y2 is
the angular velocity. The sampling interval is,a.I.seconds.
26
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Before we do the identification, we have to convert bd'th outputs to engineering
unit. At first, we consider the shaft position potentiometer that is powered by +15 volts
and -15 volts. Its range of measurement is about 150 degree for 14.65 vqlts and -150
~ . . .
degree for -14.65 volts. Therefore from this information, we can convert angular position
data from volt to redians by multiplying the number 0.1787 radians/volt.
For angular velocity, we consider the tachometer. The specified gam of the
tachometer is 3 volts/krpm. Moreover there is a gearbox that is located between the motor
and the potentiometer. The gear ratio is 30. Consequently, we can convert the angular
velocity data from volts/krpm to radians/second by multiplying the number 1.1636
radians/sec·volt.
In the next step the model of the dc motor is built. If the author selects xl as the
angular position and x2 as the angular velocity, it readily sets up the state space model by
neglecting disturbances. The model structure has been defined in terms of the general
description
dx .
-=Ax+Bx+Ke
dt
y = Cx+Du+e
There are two parameters to be estimated, and the author enters them as NaN in
matrix A and matrix B. The first parameter in matrix A is the inverse time constant of the
motor. The second parameter in matrix B is the ratio of the time constant and the static
gain from input to the angular velocity.
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After the model structure has been defined, it has been converted to the basic
format for representing models in the System Ideritifica.tion Toolbox, the theta format.
This procedure is represented by these functions:
ms = modstruc(A,B,C,D,K,XO);
demodel = ms2th(ms,'c',th_guess,[],O.l);
The letter, 'c', denotes that the parameterization refers to a continuous-time model and
the number 0.1 is the sampling time interval for collected data. For calculating model
step, we use the prediction error method to estimate the parameters.
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Chapter 6
System description and experiment procedures
6.1 Identification of DC motor
6.1.1 System description of identification experiment
The systems are shown in the following Figures:
+
Tachometer
Vw
0---------...;
+15V
-15V
Va
Potentiometer
Figure 6.1: Schematic diagram of the dc motor' without a backlash adjustable coupling
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g.
Collect Velocity Voltage Tachometer
f
Signal Generator
and Servo Amplifier . DC motor ~ Gearbox ~ Potentiometer
Data Collector . '
Collect Position Volta e
Figure 6.2: Experiment setup for identification of DC motor without a adjustable
backlash coupling
-
Collect Velocity Voltag Tachometer
i
Signal Generator H Gearbox~ Backlashand Servo Amplifier ---. DC motor Adjustable~ . Potentiometer
Data Collector Coupling
Collect Position Vol tag
Figure 6.3: Experiment setup for identification of DC motor with a backlash adjustable
coupling
From Figure 6.1, 6.2 and 6.3, the system can be divided into five parts. I
1. Signal generator and data collector unit
The operation in this unit involves the LabViEW software and hardware. The
program called the virtual instrument, or VI, has been written to control this unit. The
signal generator has been designed to generate two kinds of signals for the experiment.
The first signal is the square wave for the identification experiment, while the seconq
signal is the sine wave for the closed-loop response test experiment. Moreover, the VI
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can collect the data from the experiment at the same time that it generates the signal. The
one input signal generated by LabVIEW and the two output signals from the tachometer
and potentiometer have been collected for doing the identification by MATLAB
identification toolbox.
2. Plant
The plant is composed of the servo amplifier, a DC motor, a flywheel inertia load
and a gearbox. The gearbox ratio is 30:1. The other details of instrument can be found in
Appendix A.
3. The measurement instrument
There are two kinds of signals that have to be measured in the experiment. They
are the angular velocity and the angular position. The angular velocity is measured by
using the tachometer that is connected directly to the DC motor. The angular position is
measured by using the potentiometer that is connected to a gearbox. The specifications of
the tachometer and the potentiometer. are in Appendix A.
4. Nonlinear elements
From Figure 6.3, it is obvious that the backlash adjustable coupling is the
nonlinearity in the system. If the DC motor has been considered, it will be found that the
dead zone in the DC motor is a nonlinearity in the system also. The nonlinearities can be
expressed by describing function.
4.1 The dead zone
The dead zone can be expressed as the describing function in the equation (6.1).
(6.1)
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Where M is the amplitude of the input signal. The dead zone characteristic curve can be
obtained by varying the amplitude of input signal and recording the input voltage and the
corresponding output velocity voltage. The dead zone characteristic plot of the DC motor
in the system is illustrated in Figure 6.4. It is observed that the value of A is about 0.12
volt. The gain value, k, is included in the plant already, so it is set to be one.
Dead zone test plot
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Figure 6.4: The dead zone characteristic of the DC motor
4.2 Backlash
In general, there are two cases of backlash. In the first, the friction forces on the
load are dominant. It is called friction-controlled backlash. The second, the load inertia
forces are dominant. It is called the inertia-controlled backlash. Considering a gearbox
and a adjustable backlash coupling in the system, they are operated at low frequency.
Therefore, the friction forces are dominant. The equivalent backlash characteristic is
shown in Figure 6.5
N(M) = Ie (1_~(sin-,(2-M I A)+ 2-M I A cos(sin-' (2-M I (1))))
2 ff MIA MIA MIA
M>A
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(6.2) .
where the ratio of AIM is 0.5 and k is 1.
K
K
Figure 6.5: The characteristic plot of backlash
6.1.2 Experiment procedures for identification
At first, the identification of the DC motor without the adjustable backlash
coupling will' be done. The input signals are generated in the square wave form at the
amplitude 0.25 volt:and the frequency 0.5 Hertz. For the data acquisition, the signals
from the tachometer and potentiometer are collected at the sampling rate 0.1
The second, the adjustable backlash coupling is put into the system between a
. .
gearbox and a potentiometer. The processes are the same as the first step except the
amplitude of the input signal is changed to be 0.23, 0.30, 0.35 and 0.4 volt respectively in
each cycle of the experiment. Finally, we will have five sets of data, one from the system
without the adjustable backlash coupling and four from the system with the adjustable
backlash coupling.
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6.2. Closed-loop response test
6.2.1 Experiment description
Signal Generator Plant
Backlash
Adjustable
Coupling
Correction
Constant
Figure 6.6: Block diagram of closed-loop response test
The setup experiment for closed-loop test is illustrated by Figure 6.6. Before the
signal from potentiometer has been fed back to the system, the signal has to be converted
to the same scale as the input signal. It can be done by mutiplying the correction gain,
0.1745, into the system. This number comes from changing the unit of the signal of the
potentiometer from volts to radians. Moreover, the P controller is added to the system.
The author selects a value 0.1684 to make the system stable and place the amplitude of
result in range -10 volts to +10 volts. This range is a limitation of LabVIEW.
6.2.2 Experiment procedures
the sine wave signal generated by LabVIEW is applied to the system. The
amplitude of the input signal is 1.5 volt, while the frequencies of the input signal have
been changed from 0.2992 radians/second to 3.1416 radians/second. Then, the amplitude
of result is collected for each change of the frequency. Finally, the result of the
.experiment is plotted as amplitude versus the frequency in radians/second.
,
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Chapter 7
Results
7.1 The result of identification of DC motor
7.1 .1 The result of identification of the DC motor without the adjustable backlash'
coupling
After doing the identification by using MATLAB toolbox, the model of the DC
motor without the adjustable backlash coupling has been shown in the state space form.
For convenient' computation in the following steps, the state space form will be
transformed to the transfer function form. Two transfer functions have been obtained
because the system is one input and two outputs. The first transfer function is for the
angular position, while the second transfer function is for the angular velocity. Note that
for the units of transfer functions are volt/volt for the angular position and l/sec for the
o
angular velocity.
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For the angular position:
For the angular velocity:
"G ( ) _ YI1 (s) =__8_.2_5_50_
II s - 1VI (s) s- + 2.3060s
G (") _ YI2 (S) _ 8.2550s12 s - -VI(S) $2 +2.3060s
(7.1)
(7.2)
The model has been plotted to compare simulated response with the measured data in
Figure 7.1.
7.1.2 The result of identification with the adjustable backlash coupling.
7.1.2.1 Applying the input amplitude 0.23 volt
For the angular position:
G ( ) _ Y21 (S) _ 8.429011 s - -
- V2(S) s2+1.6747s
For the angular velocity:
G ( ) _ Y22 (S) = 8.4290s22 s -
" V2(S) s2+1.6747s
7.1.2.2 Applying the input amplitude" 0.30 volt
For the angular posit.ion:
For the angular velocity:
G ( ) _ Y32(S) _ 9.2629s]1 s - -
.- V3(s) S2 +1.5843s
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(7.3)
(7.4)
(7.5)
(7.6)
7.1.2.3 Applying the input amplitude 0.35 volt
For the angular position:
G ( ) _ Y41 (s) _ 9.84974\ s - -
. U4 (s) S2 +1.5252s
For the angular velocity:
G ( ) _ Y42 (S) _ 9.8497s41 s - -
- U4(S) S2 + 1.5252s
7.1.2.4 Applying the input amplitude 0.40 volt
For the angular position:
G ( ) _ YS1 (s) _ 10.1907SI S - -Uses) s2+1.4421s
For the angular velocity:
G ( ) - YS2 (s) _ 10.l907sS2 s - -Uses) s2+1.4421s
(7.7)
(7.8)
-' (7.9)
(7.1 0)
The n10dels have been plotted to compare simulated response with the measured data in
Figure 7.2-7.5 and the models in state space form are in Appendix B.
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Figure 7.1: The plot of identification of DC motor without a adjustable backlash coupling
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7.1 The describing function analysis
From the results of identification, the mathematical models of systems with and
without the nonlinearity have been found. The describing function plot can be found by
using the frequency response of these systems. The amplitude of the output of the system
with the nonlinearity i-s subtracted from the amplitude of the output of the system without
the nonlinearity, while the phase angle of the output of the system with the nonlinearity is
subtracted from the phase angle of the output of the system without the nonlinearity.
Then, these differences have been plotted on the complex plane that is shown in the
Figure7.7.
< 7¥ 1 #... ... ... - ..., I" I" I"S
Dead Zone Inte grato r Bad<lash
Figure 7.6: The block diagram of the nonlinearity in the system.
Considering Figure 6, there are two nonlinearities in the systems. One of the
nonlinearities is a dead zone that can be expressed as the describing function in equation
1, while another nonlinearity is a backlash that can be expressed as the describing
function iri equation 2. The describing function analysis has been plotted in Figure 7 to
compare with the result from the experiment.
43
o-2-4-8 -6
Real_axis
/~
/ .
.,-
/'
//
/'
/
/
/
/
/
/
/ S' I'/ Imuatlon
I
I
/
/
/
/
/
I
I
/
/
-10
Experiment
-12
-5
-6
-7
o
-1
--2
-3
Imaginary_axi s-4
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7.3 The closed-loop response test
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Figure 7.8 The closed-loop response plot by the experiment and simulation
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Figure 7.9: The closed-loop response plot by tbe experiment and simulation m the
logarithmic scale.
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Chapter 8
Conclusion
The first part of this thesis is learning how to apply the software package,
LabVIEW, to control the instrument of the experiment. LabVIEW is the powerful
software package and provides a user-friendly graphical interface. Therefore, the users
can easily design their own program to meet their need.
The second part of this thesis is the identification of .the linear and nonlinear
systems using MATLAB with the System Identification Toolbox. For the linear system,
the results of the identification have been illustrated in Figure 7.1. From the plots of the
angular position and the angular velocity, it is obvious that the plots between the model
output and the measured output fit perfectly. It can be concluded that LabVIEW gives
good accuracy of the data acquisition and the System Identification Toolbox of
MATLAB absolutely works for the linear system.
For the identification of the nonlinear system, the results have been shown in
.Figure 7.2 to Figure 7.5. The plots of the angular velocity still fit perfectly because
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/the nonlinearity, backlash, affects only the angular position. However, we do not
receive a good fit for the plots of the angular position. The amplitudes of the model
output are always much ;~igher than the amplitudes of the measured output. Also, there.
is a little phase difference between them.
This thesis uses the linear model and the describing function technique to
attempt to predict nonlinear system oscillation. The describing function analysis plot of
the nonlinear term that compares the theory and the experiment has been illustrated in
Figure 7.7. It is obvious that they' do not match. However, from the closed-loop
response plots for the experiment and the simulation in Figure 7.8 and 7.9, similar
behavior is obtained.
Considering the results of the nonlinear system identification, Figure 7.2 to
Figure 7.5, the backlash nonlinearity is too complex so the linear model cannot present
the nonlinearity of the system perfectly. The describing function analysis plot is
obtained from the differences of the amplitude and phase of the model with and without
the nonlinearity. If the model cannot present the nonlinear system exactly, we cannot
obtain the correct differences of the. amplitude and phase. This is the reason why we
obtain the unmatched plots of the describing function analysis.
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Appendix A
The instrument specification and system layout pictures
The specification of DC motor
0.00045 oz-in/sec 2
Torque constant:
Rotor inertia:
5.3 oz-in/amp
Terminal resistance: 3.6 OHM
Analog tachometer
Voltage constant: 3.0 volts/kRPM
Terminal resistance: 75 (AVG) OHMS
Voltage ripple: 30 % peak to peak (Max)
Power supply
Input voltage: AC 100-240 Volts
Output voltage: DC -15and+15 Volts
50
System layout p}ctures
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lNTENTlONAl SECOND EXPOSURE
"::1
Appendix B
B.l The MATLAB program for the DC'motor identification
%******* M-file for finding the model of DC motor **************
clear; load outputtxt
y1 =output(:, 1)*0.1787; (Yomultiply by factor to convert from Volt to rad.
y2=dtrend(Olitput(:,2)* 1.1636); %convert from Volt/Krpm to rad/sec
load inputtxt
U=input(:,l);
u=dtrend(U);
y=[y1 y2];
z=[y u];
idplot(z,[],O.I,2),pause
A=[O 1 ; 0 NaN];
B=[O ; NaN];
c=[l 0 ; 0 1];
D=[O ; 0];
k=[O 0; 00];
XO=[O; 0];
ms= modstruc(A,B,c,D,k,XO);
th_guess=[-l 0.28];
dcmodel=ms2th(ms,'c',th~guess,[],0.1);
dcmodel=pem(z,dcmodel;'trace');
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present(dcmodel)
compare(z,dcmodel);pause
%*********** End program ************
B.2 The results of identification in state-space form
B.2.1 The model ofDC motor without the backlash adjustable coupling:
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
This matrix was created by the command PEM on 6il1 1999 at 16:49
Loss fen: 5.607e-006 Akaike's FPE: 5.6445e-006 Continuous time model estimated
using sampling interval 0.1
The state-space matrices with standard deviations given as imaginary parts are
a=
.0 1.0000
o -2.3060 + 0.0158i
b=
o
8.2550 + 0.0513i
c=
I 0
o I
d=
o
o
k=
o 0
o 0
xO=
o
o
lambda =
D.OOII 0.0000
0.0000 0.0053
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B.3 The model ofDC motor with the backlash adjustable coupling:
BJ.1 Applying the input amplitude 0.23 volt:
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
This matrix was created by the command PEM on 6/9 1999 at 13:19
Loss fcn: 1.8337e-005 Akaike's FPE: 1:846e-005 Continuous time model estimated
using sampling interval 0.1
The state-space matrices with standard deviations given as imaginary parts are
a=
b=
o
o
1.00000000000000
-1.67474029853605 + 0.00989839876374i
o
8.42897417558877 + 0.038923512069141
c=
1 0
0 1
d=
0
0
k=
0 0
0 0
xO=
o
o
lambda =
0.00666860514538 0.00463750609499
0.00463750609499 0.00597476364941
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BJ.2 Applying the input amplitude 0.30 volt:
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
This matrix was created by the command PEM on 6/9 1999 at 15:54
Loss fcn:. 1.6243e-005 Akaike's FPE: 1.6352e-005 Continuous time model estimated
using sampling interval 0.1
The state-space matrices with standard deviations given as imaginary parts are
a=
b=
o
o
1.00000000000000
-1.58426415102673 + 0.00600622395907i
o
9.26291958652722 + 0.02283587025659i
c=
1 0
0 1
d=
0
0
k=
0 0
0 0
xO=
o
o
lambda~
0.01023120561703 0.00374961333677
0.0037496133367l0.00296180083760
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B.3.3 Applying the input amplitude 0.35 volt:
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
This matrix was created by the command PEM on 6/10 1999 at 3:34
Loss fcn: 1.4308e-005 Akaike's FPE: 1.4403e-005 Continuous time model estimated
using sampling interval 0.1
The state-space matrices with standard deviations given as imaginary parts are
a=
b=
o
o
1.00000000000006
-1.52524537886122 + 0.0044401822166li
o
9.84965882375312 + 0.01689391802209i
c=
1 0
o 1
d=
o
o
k=
o 0
o 0
xO=
o
o
lambda =
0.01205077163123 0.00312619455495
0.00312619455495 0.00199827894082
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BJA Applying.the input amplitude 0040 volt:
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
This matrix was created by the command PEM on 6/1 0 1999 at 15 :31
Loss fcn: 2.2011e-005 Akaike's FPE: 2.2158e-005 Continuous time model estimated
using samplin~ interval 0.1 .
The state-space matrices with standard deviations given as imaginary parts are
a=
b=
o
o
1.00000000000000
-1.44209402540193 +0.00406428244950i
o
10.19066983612835 + 0.01703386150813i
c=
1 0
0 1
d=
0
0
k=
0 0
0 0
xO=
o
o
lambda =
0.01340543573467 0.00309910674252
0.00309910674252 0.00235837499325
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Appendix C
LabVIEW instrument specifications
C.1 BCN-2080 adapter board
This board simplifies the connection of analog signals, some digital signals, and
two user-defined connections to the data acquisition board. The board has an silk-
screened component locations for resistors and capacitors for building single-pole
highpass and lowpass filters, and voltage dividers.
Specifications
Analog input
Number of channels: 8 differential, 16 single-ended
Power requirement
+5 VDC (from DAQ board)
12 mA, typical with no signal conditioning, 750 rnA max
I/O connectors
Two 50-pin male MIa-compatible
Operating environment
Ambient temperature: ·0 to 55°C
Relative humidity: 10 % to 90 %
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C.2 Data acquisition board
Model: AT-MIO-16E-10
. i-
Analog inputs 16 single-ended, 8 digital inputs
Sample rate (S/s) lOOk
Input resolution (Bits) 12
Input range (V) ±10 V
Analog outputs 2
Output resolution (Bits) 12
Digital I/O 8
,
Counter/Timers 2
Triggers Digital
59
~ Product Name,
! Part Number, and
,_.- RSE or NRSE ! Revision LetterI Sele~tion I/ . I
Figure C.l: The BCN-2080 adapter board
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