This paper provides some universal information-theoretic bounds related to the degree distributions and the average cardinality of the fundamental system of cycles of low-density parity-check (LDPC) ensembles. The transmission of these ensembles is assumed to take place over an arbitrary memoryless binary-input output-symmetric (MBIOS) channel, and the bounds are expressed in terms of the gap between the design rates of these ensembles and the channel capacity. Some of these bounds hold under maximum-likelihood decoding (and hence, they also hold under any sub-optimal decoding algorithm) whereas the others hold particularly under the sum-product iterative decoding algorithm. The tightness of some of these bounds is exemplified numerically for capacity-approaching LDPC ensembles under iterative decoding; the bounds are reasonably tight for general MBIOS channels, and are tightened for the binary erasure channel where the tightness in the latter case is also demonstrated analytically.
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Introduction 2 Preliminaries
We introduce here some definitions and notation from [6] , [14] and [20] which serve as preliminary material for the rest of this paper.
LDPC Ensembles
LDPC codes are linear block codes which are characterized by sparse parity-check matrices; in the limit where we let the block length tend to infinity, the number of non-zero elements of a sparse parity-check matrix scales linearly with the block length. Alternatively, a parity-check matrix can be represented by a bipartite (Tanner) graph where the variable and parity-check nodes are on the left and the right of this graph, respectively, and an edge connects between a variable node and a parity-check node if the corresponding code symbol is involved in the specific parity-check equation. Following standard notation in [14] , let λ i and ρ i denote the fraction of edges attached to variable and parity-check nodes of degree i, respectively. In a similar manner, let Λ i and Γ i denote the fraction of variable and parity-check nodes of degree i, respectively. The LDPC ensemble is characterized by a triplet (n, λ, ρ) where n designates the block length of the codes, and the polynomials
represent, respectively, the left and right degree distributions (d.d.) from the edge perspective. Equivalently, this ensemble can be also characterized by the triplet (n, Λ, Γ) where the polynomials
represent, respectively, the left and right d.d. from the node perspective. We denote by LDPC(n, λ, ρ) (or LDPC(n, Λ, Γ)) the ensemble of codes whose bipartite graphs are constructed according to the corresponding pairs of degree distributions. The connections between the edges emanating from the variable nodes to the parity-check nodes are constructed by numbering the connectors on the left and the right of the graph (whose number is the same on both sides, and is equal to a certain number s), and by using a random and uniform permutation π : {1, . . . , s} → {1, . . . , s} which associates connector number i (where 1 ≤ i ≤ s) on the left side of this graph with the connector whose number is π(i) on the right. One can switch between degree distributions w.r.t. to the nodes and edges of a bipartite graph, using the following equations:
Λ(x) = An important characteristic of an ensemble of LPDC codes is its design rate. For an LDPC ensemble whose codes are represented by parity-check matrices of dimension c×n, the design rate is defined to be R d 1 − c n . This serves as a lower bound on the actual rate of any code from this ensemble, and the rate of such a code is equal to the design rate if the particular parity-check matrix representing this code is full rank. For an ensemble of LDPC codes, the design rate is given in terms of the degree distributions (either w.r.t. the edges or nodes of a Tanner graph), and it can be expressed in two equivalent forms:
Note that a L = Λ ′ ρ(x)dx designate the average left and right degrees, respectively (i.e., the average degrees of the variable nodes and parity-check nodes, respectively).
In this paper, we rely on the stability condition which forms a necessary condition for a successful iterative message-passing decoding for LDPC ensembles. The reader is referred to [14, Chapter 4] for more background on the analytical tools used for the asymptotic analysis of LDPC ensembles over MBIOS channels, and the stability condition in particular.
Elements from Graph Theory
Definition 1 (Tree). A tree is a connected graph that has no cycles.
From Definition 1, trees are the smallest connected graphs; remove any edge from a tree and it becomes disconnected. A fundamental property of trees is that any two vertices are connected by a unique path.
Every graph G has subgraphs that are trees. This motivates the following definition:
Definition 2 (Spanning tree). A spanning tree of a graph G is a tree which spans all the vertices of G.
Lemma 1.
Every connected graph has a spanning tree.
Proof. Let G be a connected graph. If G has no cycles, then it is a spanning tree. Otherwise, choose a cycle S in the graph, and remove an arbitrary edge e which belongs to this cycle. The remaining graph is still connected since any path which uses the removed edge e can now be replaced by a path using S − {e}, so that every two vertices of the graph G are still connected. One can repeat this process as many times as required until the resulting graph has no cycles. By construction, it is a spanning tree of G.
Definition 3 (Fundamental cycle of a connected graph). Let F be a spanning tree of a graph G, and let e be any edge in the relative complement of F. The cycle of the subgraph F ∪ {e} (whose existence and uniqueness is guaranteed by [6, Theorem 3.1.11] ) is called a fundamental cycle of G which is associated with the spanning tree F.
We turn now to discuss graphs with a finite number of components (possibly, graphs having more than one component).
Definition 4 (Number of components of a graph). Let G be a graph (possibly disconnected). The number of components of G is the minimal number of its connected subgraphs whose union forms the graph G (clearly, a connected graph has a unique component).
Definition 5 (Cycle rank). Let G be an arbitrary graph with |V G | vertices, |E G | edges and C(G) components. The cycle rank of G, denoted by β(G), equals the maximal number of edges which can be removed from the graph without increasing its number of components.
From Definition 5, the cycle rank of a graph is a measure of the edge redundancy with respect to the connectedness of this graph. The cycle rank satisfies the following equality (see [6, p. 154] ):
(1)
Definition 6 (Full spanning forest). Let G be an arbitrary graph. The full spanning forest F of the graph G is the subgraph of G after removing the β(G) edges from Definition 5. Clearly, the number of components of F and G is the same.
Definition 7 (Fundamental cycle). Let F be a full spanning forest of a graph G, and let e be any edge in the relative complement of F. The cycle of the subgraph F ∪ {e} (whose existence and uniqueness is guaranteed by [6, Theorem 3.1.11]) is called a fundamental cycle of G which is associated with F.
Remark 1. Each of the edges in the relative complement of a full spanning forest F gives rise to a different fundamental cycle of the graph G.
Definition 8 (Fundamental system of cycles). The fundamental system of cycles of a graph G which is associated with a full spanning forest F is the set of all fundamental cycles of G associated with F.
Remark 2. By Remark 1, the cardinality of the fundamental system of cycles of G associated with a full spanning forest of this graph is equal to the cycle rank β(G).
Notation
We rely on the following standard notation (see [20] ):
• f (n) = O g(n) means that there are positive constants c and k, such that 0 ≤ f (n) ≤ c g(n) for all n ≥ k. The values of c and k must be fixed for the function f and should not depend on n.
• f (n) = Ω g(n) means that there are positive constants c and k, such that 0 ≤ c g(n) ≤ f (n) for all n ≥ k. The values of c and k must be fixed for the function f and should not depend on n.
In our context, we refer to the gap (in rate) to capacity, denoted by ε, and discuss in particular the case where 0 ≤ ε ≪ 1 (i.e., sequences of capacity-approaching ensembles). Accordingly, we have
means that there are positive constants c and δ, such that 0 ≤ f (ε) ≤ c g(ε) for all 0 ≤ ε ≤ δ. The values of c and δ must be fixed for the function f and should not depend on ε.
• f (ε) = Ω g(ε) means that there are positive constants c and δ, such that 0 ≤ c g(ε) ≤ f (ε) for all 0 ≤ ε ≤ δ. The values of c and δ must be fixed for the function f and should not depend on ε.
Throughout the paper
designates the binary entropy function to the base 2, and h 
Main Results
The following theorem provides an information-theoretic lower bound on the average degree of the parity-check nodes of an arbitrary Tanner graph representing a binary linear block code; it is assumed that the graph corresponds to a full-rank parity-check matrix of this code. The new bound forms a tightened version of a previously reported lower bound (see [18, Eq. (77) ]). We later generalize this theorem for LDPC ensembles.
Theorem 1 (On the average degree of the parity-check nodes). Let C be a binary linear block code whose transmission takes place over an MBIOS channel. Let G be a standard bipartite (Tanner) graph which represents the code while referring to a full-rank parity-check matrix of the code, let C designate the channel capacity in units of bits per channel use, and a be the conditional pdf of the log-likelihood ratio (LLR) at the output of the channel given that the input is zero. Let the code rate be (at least) a fraction 1−ε of the channel capacity (where ε ∈ (0, 1) is arbitrary), and assume that this code achieves a bit error probability P b under some decoding algorithm. Then the average right degree of the Tanner graph of the code (i.e., the average degree of the parity-check nodes in G) satisfies
where g 1 only depends on the channel and is given by
For the BEC, this bound is tightened to
where p is the erasure probability of the BEC and P b is the erasure probability of the code. Furthermore, among all the MBIOS channels with a fixed capacity C, and for fixed values of the gap (in rate) to capacity (ε) and bit error/ erasure probability (P b ), the lower bound on the average degree of the parity-check nodes given in (2) attains its maximal and minimal values for a BSC and BEC, respectively. Remark 3. In the particular case where P b vanishes, the lower bound on the average right degree introduced in (2) forms a tightened version of the bound given in [18, Eq. (77) ]; note also that the bit error probability is taken into account in Theorem 1 while it is assumed to vanish in [18, Eq. (77) ]. This point and some of its implications are clarified in Discussion 1, which proceeds the proof of Theorem 1. In the limit where the gap (in rate) to capacity vanishes, the lower bounds on the average right degree in (2) and [18, Eq. (77) ] both grow like the logarithm of the inverse of the gap to capacity and they possess the same behavior. In this case
Besides of tightening the bound in [18, Eq. (77) ] and generalizing it to the case where the bit error (erasure) probability is strictly positive, the novelty in Theorem 1 is also in the statement of the two extreme cases among all MBIOS channels with fixed capacity.
Remark 4. As is clarified later in Discussion 2, Theorem 1 can be adapted to hold for an arbitrary ensemble of (n, λ, ρ) LDPC codes. In this case, the requirement of a full-rank parity-check matrix of a particular code C from this ensemble is relaxed by requiring that the design rate of the LDPC ensemble forms a fraction 1 − ε of the channel capacity. In this case, P b stands for the average bit error (erasure) probability of the ensemble under some decoding algorithm.
Corollary 1.
Under the assumptions in Theorem 1, the cardinality of the fundamental system of cycles of a Tanner graph G, associated with a full spanning forest of this graph, is larger than
where from Theorem 1, a R can be replaced by the lower bounds in (2) and (4) for a general MBIOS channel and a BEC, respectively. From this corollary and Remark 3, the cardinality of the fundamental system of cycles of the Tanner graph G which is associated with a full spanning forest of this graph is Ω ln Based on Remark 4 and Corollary 1, the following result is derived:
Corollary 2 (On the average cardinality of the fundamental system of cycles of LDPC ensembles). Consider a sequence of LDPC ensembles, specified by an arbitrary pair of degree distributions (λ, ρ), whose transmission takes place over an MBIOS channel. Let the design rate of these ensembles be a fraction 1 − ε of the channel capacity C (in units of bits per channel use), and assume that the average bit error/ erasure probability of such an LDPC ensemble vanishes under some decoding algorithm as we let the block length tend to infinity. Then, the average cardinality of the fundamental system of cycles of a Tanner graph G (denoted by β(G)) satisfies the following asymptotic property when the average is taken over all the Tanner graphs which represent codes from an LDPC ensemble of this sequence and as we let the block length tend to infinity:
where g 1 in introduced in (3). For a BEC whose erasure probability is p, a tightened version of this result gets the form
Furthermore, among all the MBIOS channels with a fixed capacity C and for a fixed value of the achievable gap in rate (ε) to the channel capacity, the lower bound (7) on the the asymptotic average cardinality of the fundamental system of cycles attains its maximal and minimal values for a BSC and BEC, respectively.
Remark 5. Corollary 2 provides two results which are of the type Ω ln 1 ε . Theorem 2 (On the degree distributions of capacity-approaching LDPC ensembles). Let n, λ, ρ be an ensemble of LDPC codes whose transmission takes place over an MBIOS channel. Assume that the design rate of the ensemble is equal to a fraction 1 − ε of the channel capacity C, and let P b designate the average bit error (erasure) probability of the ensemble under ML decoding or any sub-optimal decoding algorithm. Then, the following properties hold for an arbitrary finite degree i from the node perspective
and the following properties hold for the degree distributions from the edge perspective:
For the case where the transmission takes place over the BEC, the bounds above are tightened by replacing h 2 (P b ) with P b .
Remark 6 (Relation between Theorems 1 and 2). Theorem 2 implies that for any capacityapproaching LDPC ensemble whose bit error (erasure) probability vanishes and also for any finite degree i in their Tanner graphs, the fraction of variable nodes and parity-check nodes of degree i tends to zero as the gap to capacity (ε) vanishes. This conclusion is consistent with Theorem 1 which states that the average left and right degrees of the Tanner graphs scale at least like ln 1 ε ; hence, these average degrees necessarily become unbounded as the gap to capacity vanishes.
Corollary 3.
Under the assumptions of Theorem 2, in the limit where the bit error (erasure) probability of a sequence of LDPC ensembles vanishes asymptotically (as we let the block length tend to infinity) and the design rate is a fraction 1 − ε of the channel capacity, the following properties hold for an arbitrary finite degree i
We turn now our attention to ensembles of LDPC codes which achieve vanishing bit error (or erasure) probability under the sum-product decoding algorithm. The following theorem relies on information-theoretic arguments and the stability condition, and it provides an upper bound on the fraction of degree-2 variable nodes for a sequence of LDPC ensembles whose transmission takes place over an arbitrary MBIOS channel. As we will see, the following theorem provides a tight upper bound for sequences of capacity-achieving LDPC ensembles over the BEC.
Theorem 3 (On the fraction of degree-2 variable nodes of LDPC ensembles). Let n m , λ(x), ρ(x) m≥1 be a sequence of ensembles of LDPC codes whose transmission takes place over an MBIOS channel. Assume that this sequence asymptotically achieves a fraction 1 − ε of the channel capacity under iterative sum-product decoding with vanishing bit error probability. Based on the notation in Theorem 1, the fraction of degree-2 variable nodes satisfies
where
For sequences of LDPC ensembles whose transmission takes place over a BEC with an erasure probability p, if the bit erasure probability vanishes under iterative message-passing decoding, then the bound on the degree-2 variable nodes is tightened to
Corollary 4. Under the assumptions of Theorem 3, in the limit where the gap to capacity vanishes under the sum-product decoding algorithm (i.e., ε → 0), the fraction of degree-2 variable nodes satisfies
Remark 7. For sequences of capacity-achieving LDPC ensembles transmitted over the BEC, the bound in (16) is particularized to 1 2 regardless of the erasure probability of this channel. This is indeed the case for some capacity-achieving LDPC ensembles over the BEC (see, e.g., [9, 11, 16] ).
Remark 8. Let us consider sequences of LDPC ensembles which achieve the capacity of a BEC under iterative message-passing decoding. As mentioned above, for all such known sequences, the fraction of variable nodes of degree 2 tends to 1 2 as the gap to capacity vanishes. This is in contrast to the behavior of the right degree-distribution where, for any fixed degree i, Corollary 3 implies that the fraction of the parity-check nodes of degree i tends to zero as the gap to capacity vanishes.
In order to complement the picture for degree-2 variable nodes, we provide in the following theorem an upper bound on the fraction of edges connected to degree-2 variable nodes, and show that this fraction of edges vanishes as the gap to capacity under iterative decoding tends to zero. Like the previous theorem, the derivation of the following theorem also relies on informationtheoretic arguments and the stability condition.
Theorem 4 (On the fraction of edges connected to degree-2 variable nodes). Under the assumptions of Theorem 3, the fraction of edges connected to variable nodes of degree 2 satisfies
where g 1 and r are introduced in (3) and (14), respectively. For a BEC with erasure probability p, the bound in (17) is tightened to
Corollary 5 (Looser version of the bounds in Theorem 4). The upper bound on the fraction of edges connected to degree-2 variable nodes can be loosened to
for some constants c 1 and c 2 which only depend on the MBIOS channel, and where [x] + max(x, 0); the coefficient c 2 of the logarithm in (19) is given by
and it is strictly positive.
Theorem 4 and Corollary 5 show that the fraction of edges connected to degree-2 variable nodes of capacity-achieving LDPC ensembles tends to zero, though the decay of the upper bound on λ 2 to zero is rather slow as the gap to capacity vanishes. In the following proposition, we show that for transmission over the BEC, the bounds in (18) and (19) are indeed tight.
Proposition 1 (The tightness of the upper bound on λ 2 for capacity-achieving sequences of LDPC ensembles over the BEC). The upper bounds on the fraction of edges connected to degree-2 variable nodes in (18) and (19) are tight for the sequence of capacity-achieving rightregular LDPC ensembles over the BEC in [16] . For this capacity-achieving sequence, λ 2 λ 2 (ε) decays to zero as ε → 0 similarly to the upper bound in (19) with the same coefficient c 2 of ln 1 ε as given in (20) .
Proofs of Main Results

Proof of Theorem 1
Let X be a random codeword from the binary linear block code C. Let Y designate the output of the communication channel when X is transmitted. Based on the assumption that the code C is represented by a full-rank parity-check matrix and that G is the corresponding bipartite (Tanner) graph representing this code, the conditional entropy of X given Y satisfies (see [18, Eq. (56) ])
where R is the rate of C, and
0 ρ(t)dt designates the right degree distribution from the node perspective in the graphical representation of the code by a bipartite Tanner graph. Moreover, from the symmetry condition
where L designates the LLR at the output of the channel given that the input is 0, and a denotes the conditional pdf of the LLR at the channel output (note that the symmetry condition implies that a(l) = e l a(−l) for l ∈ R). Using the convexity of f (t) = x t for all x ≥ 0 and applying Jensen's inequality gives
Substituting the inequality above in (21) implies that
To continue, we apply the following lemma, which relates g 1 and g k in (22) for all k ∈ N.
where g k is defined in (22).
Proof. For k = 1, (24) is trivial. For k > 1, (22) and Hölder's inequality give
The substitution of (24) in (23) gives
Expanding the binary entropy function into a power series around
and assigning
Since 0 ≤ tanh 2 (x) < 1 for all x ∈ R, we get from (22) that 0 ≤ g 1 ≤ 1 (this property holds for all the sequence {g k } ∞ k=1 ). Substituting (27) into (25) gives
Fano's inequality provides the following upper bound on the conditional entropy of X given Y:
where P b designates the bit error probability of the code under some arbitrary decoding algorithm (without any loss of generality, one can assume that the first nR bits of the code are its information bits, and their knowledge is sufficient for determining the codeword). In order to make later the statement also valid for code ensembles (as is clarified later in Discussion 2), we loosen the bound in (29), and get
Combining the upper bound on the conditional entropy in (30) with the lower bound in (28) gives
Since the RHS of (31) is monotonically increasing in R, then following our assumption, one can possibly loosen the bound by replacing R with (1 − ε)C; this yields after some algebra that
Since the binary entropy function h 2 is monotonically increasing between 0 and
which provides the lower bound on a R in (2) (note that g 1 ≤ 1 and this inequality is strict unless the channel is noiseless).
Let us now consider the particular case where the transmission is over the BEC. Note that for a BEC with erasure probability p, g k = 1 − p for all k ∈ N and therefore (25) is particularized to
Substituting u = 1 in (27) gives the equality
and hence, (32) is transformed to
Note that the RHS of (33) is monotonic increasing with the code rate R; following our assumption that R ≥ (1 − ε)C and since C = 1 − p is the channel capacity of the BEC, we get
The normalized conditional entropy
where (a) holds since the code dimension is at most nR and assuming without any loss of generality that the first nR bits form the information bits of the code, and (b) holds since given Y, the decoder finds X i with probability 1 − P b and otherwise the bit X i is erased and due to the linearity of the code it takes the values 0 and 1 with equal probability so its entropy is equal to 1 bit. Combining the upper bound above with (34) gives
Finally, the lower bound on the average right degree in (4) follows from (36) by simple algebra. Note that in the case where P b = 0, the resulting lower bound coincides with the result obtained in [15, p. 1619] (though it was obtained there in a different way), and it gets the form
We wish now to show that among all the MBIOS channels with a fixed capacity C and for fixed values of the gap to capacity (ε) and the bit error/ erasure probability (P b ), the lower bound on the average degree of the parity-check nodes as given in (2) attains its maximal and minimal values for a BSC and BEC, respectively. To this end, note that for fixed values of C, ε and P b , the numerator of the lower bound in (2) is fixed; hence, the value of this lower bound is maximized or minimized by maximizing or minimizing, respectively, the value of g 1 as given in (3) (note that g 1 lies in general between zero and one).
Lemma 3 (Extreme values of g 1 among all MBIOS channels with a fixed capacity). Among all the MBIOS channels with a fixed capacity C, the value of g 1 satisfies
and these upper and lower bounds on g 1 are attained for a BSC and BEC, respectively.
Proof. The proof of the lower bound on g 1 follows from the calculations in [18, p. 565] , though the proof there is not explicit (since something else was needed to prove there). We prove here this lower bound explicitly to improve readability. From (26), we get that for 0 ≤ x ≤ 1
where the last inequality holds since (1 − 2x) 2k ≤ (1 − 2x) 2 for k ∈ N and 0 ≤ x ≤ 1, and the last transition follows from the equality
The substitution of (40) in (3) gives
given on the LHS of (38). Note that this lower bound on g 1 is attained for a BEC (since for a BEC with an arbitrary erasure probability p, we get from (3) that g 1 = 1 − p = C).
In order to prove the upper bound on g 1 , as given on the RHS of (38), observe that the channel capacity of an arbitrary MBIOS channel satisfies
where equality (a) follows by substituting in (26) x = 1 1+e l for l ≥ 0, and equality (b) follows from (22); this provides an expression for the channel capacity in terms of the non-negative sequence {g k } ∞ k=0 defined in (22). Since we look for the maximal value of g 1 among all MBIOS channels with a fixed capacity, then we need to solve the maximization problem
Based on Lemma 2, for every MBIOS channel, g k ≥ (g 1 ) k for all k ∈ N; therefore, one can write g k (g 1 ) k + ǫ k where ǫ k ≥ 0 for all k ∈ N. By substituting this in the infinite series (42), we get
where the last equality is based on (27). Since ǫ k ≥ 0 for all k ∈ N, the equality constraint in (43) and the equality in (44) yield that
from which the RHS of (38) follows. Note that this upper bound on g 1 is achieved when the second term in (44) vanishes. Since {ǫ k } ∞ k=1 is a non-negative sequence, this happens if and only if ǫ k = 0 for all k ∈ N. For a BSC with an arbitrary crossover probability p, the LLR at the channel output is bimodal and it gets the values ± ln 1−p p , which implies from (22) that
Hence for the BSC, g k = (g 1 ) k and ǫ k = 0 for all k ∈ N. The upper bound on g 1 on the RHS of (38) is therefore achieved for a BSC whose crossover probability is p = h −1
Based on the paragraph which proceeds Lemma 3 and the result of this lemma, the proof of the last claim in Theorem 1 is completed. Discussion 1. In the particular case where P b vanishes, the lower bound on the average right degree, as introduced in (2), forms a tightened version of the bound given in [18, Eq. (77) ]. Both bounds stem from the upper bound (25) on the conditional entropy of the transmitted codeword given the channel output. The bound in (2) (even if we set P b to zero) is tighter than the bound given in [18, Eq. (77)] due to the different treatment of the sum on the RHS of (23). Particularly, the authors in [18] rely on the fact that all the terms of this sum are non-negative and loosen the lower bound on the conditional entropy by truncating the infinite sum on the RHS of (25) after its first term. In this section, however, the bound is improved by applying the Taylor expansion (27) to calculate exactly the RHS of (25). Note that in the case where the gap to capacity vanishes, i.e., ε → 0, the average right degree tends to infinity. Since g 1 ≤ 1 and this inequality is strict unless the channel is noiseless, then when ε becomes small, g a R 1 << 1. Therefore, the loss in the tightness due to the truncation of the sum, as done in [18] , decays to zero as the gap (in rate) to capacity vanishes. Note also that the bound on the average right degree in Theorem 1 takes into account the possibility of a positive bit error probability, while the bound in [18, Eq. (77) ] applies only to the case where P b vanishes. This additional treatment of a positive P b makes another distinction between the two bounds; namely, the bounds in Theorem 1 are valid to LDPC ensembles of finite block length while the bound in [18, Eq. (77) ] can be applied only to the asymptotic case of vanishing bit error (erasure) probability by letting the block length tend to infinity.
Discussion 2 (Adaptation of Theorem 1 for LDPC ensembles). As mentioned in Remark 4, the statement in Theorem 1 can be easily adapted to hold for an LDPC ensemble (n, λ, ρ) whose transmission takes place over an arbitrary MBIOS channel. This modification is done by relaxing the requirement of a full-rank parity-check matrix for a particular code with the requirement that the design rate of the ensemble is (at least) a fraction 1 − ε of the channel capacity. In this case, by taking the statistical expectation over the codes from the considered LDPC ensemble (in addition to the original statistical expectation over the codewords of the code), the inequality in (28) holds where we also need here to average over the rate R of the codes from the ensemble. Instead of averaging over the rate R of codes from the ensemble, since the RHS of (28) is monotonically increasing with R, one can replace the rate of any code from this ensemble with the design rate of the ensemble (which forms a lower bound on R for every code from this ensemble). By assumption, the design rate is not less than (1 − ε)C; hence, (28) and the requirement on the design rate yield that
Since the binary entropy function is a concave function, Jensen's inequality gives
and another application of Jensen's inequality to the exponential function (which is convex) gives
Note that 0 ≤ g 1 ≤ 1 and for every code from the ensemble a R ≥ 2 (since ρ i = 0 for i = 0, 1, i.e., the degrees of all the parity-check nodes are at least 2, then also the average right degree of any code from the ensemble cannot be smaller than 2); this implies that the arguments inside the binary entropy functions of (47) lie between zero and one-half.
The loosening of the bound in the transition from (29) to (30) is due to the fact that we need an upper bound on the rate R of a code from this ensemble; since we consider binary codes, a trivial upper bound on the rate is 1 bit per channel use (note that the rate of an arbitrarily chosen code from this ensemble may exceed the channel capacity). Note also that due to the concavity of the binary entropy function and Jensen's inequality, one can replace P b on the RHS of (30) which applies to a particular code with the average bit error probability of the ensemble, and the upper bound on the conditional entropy still holds. This gives
where P b E LDPC(n,λ,ρ) P b designates the average bit error probability of the LDPC ensemble.
The combination of the chain of inequalities in (46)-(49) leads to the adaptation of the statement in Theorem 1 for arbitrary LDPC ensembles with the proper modification of the requirement on the design rate of the ensemble (instead of the requirement of a full-rank parity-check matrix which is quite heavy for individual codes which are selected at random from an LDPC ensemble), and the reference to the average bit error (erasure) probability of the ensemble.
Note that the adaptation of the statement in Theorem 1 for LDPC ensembles whose transmission takes place over the BEC is more direct. In this case, we refer to (36); since in the latter case, h 2 (P b ) is replaced by P b , then two uses (out of three) of Jensen's inequality become irrelevant for the BEC.
Proof of Corollary 1
From Remark 2, the cardinality of the fundamental system of cycles of the Tanner graph G, which is associated with a full spanning forest of G, is equal to the cycle rank β(G). From Eq. (1), we get that β(G) > |E G |−|V G | where |E G | and |V G | designate the number of edges and vertices. Specializing this for a Tanner graph G which represents a full-rank parity-check matrix of a binary linear block code, the number of vertices satisfies |V G | = n(2 − R) (since there are n variable nodes and n(1 − R) parity-check nodes in the graph) and the number of edges satisfies |E G | = n(1 − R)a R . Combining these equalities gives the lower bound on the cardinality of the fundamental system of cycles in (4).
Proof of Corollary 2
The proof of (7) and (8) is based on Remark 4 and Corollary 1. From the substitution of P b = 0 in (2), which is justified in Discussion 2 for LDPC ensembles, one obtains the following lower bound on the average right degree of the LDPC ensemble as the average bit error probability of this ensemble vanishes:
Since we assume here that the bit error probability of the ensemble vanishes as the block length tends to infinity, then asymptotically with probability 1, the code rate of an arbitrary code from the considered ensemble does not exceed the channel capacity. By substituting the lower bound on a R from (50) and an upper bound on R (i.e., R ≤ C) into (6), the asymptotic result in (7) readily follows. The proof of (8) follows similarly based on (4) (with P b = 0). From the last statement in Theorem 1 regarding the maximal and minimal values of the lower bound in (2) among all the MBIOS channels with a fixed capacity, it follows that the same conclusion also holds w.r.t. the lower bound in (7) . Hence, the RHS of (7) also attains, respectively, its maximal and minimal values for the BSC and BEC whose capacities are equal to C.
Proof of Theorem 2
Since the fraction of variable nodes of degree i is not greater than 1 for any degree i, (9) clearly holds (we demonstrate later that this result is asymptotically tight as the gap to capacity vanishes, at least for degree-2 variable nodes).
We turn now to consider the degrees of the parity-check nodes. Similarly to the proof of Theorem 1, we denote by X a random codeword from the ensemble n, λ, ρ where the randomness is over the selected code from the ensemble and the codeword which is selected from the code. Let Y designate the output of the communication channel when X is transmitted. The lower bound on the conditional entropy of X given Y in [18, Eq. (56)] gives
where the equality follows from the definition of Γ and since the design rate of the ensemble satisfies R = (1 − ε)C. Applying Lemma 2 to the RHS of (51), we get
where the last equality follows from (27). Combining the upper bound on the conditional entropy in (29) with the last result gives
and therefore
where P b designates the average bit error probability of the ensemble under the considered decoding algorithm. Since all the terms in the the sum on the LHS of (52) are non-negative, this sum is lower bounded by its i'th term, for any degree i. This provides the following lower bound on the fraction of parity-check nodes of degree i:
This completes the proof of the statement in (10) when the transmission takes place over an arbitrary MBIOS channel. Let us now consider the particular case where the transmission is over a BEC with erasure probability p. In this case, g k = 1 − p for all k ∈ N, and the channel capacity is given by C = 1 − p. Therefore, (51) is particularized to
where the equality holds since ∞ k=1 1 k(2k−1) = 2 ln 2. Applying the upper bound on the conditional entropy (35) to the LHS of (54), we get
where this time P b denotes the average bit erasure probability of the ensemble. Following the same steps as above, we get that for the BEC
We turn now to consider the pair of degree distributions from the edge perspective. The average left degree (a L ) of an LDPC ensemble satisfies
which implies that the fraction of edges connected to variable nodes of an arbitrary degree i satisfies
Since the design rate of the LDPC ensemble is assumed to be a fraction 1−ε of the channel capacity, then the average right and left degrees are related via the equality
Substituting (59) on the RHS of (58) and applying the lower bound on a R in (2) gives
Using the power series for the binary entropy function in (26) and truncating the sum on the RHS after the first term gives
Substituting u = h 2 (x) yields
Substituting (61) into the denominator on the RHS of (60), we get
which completes the proof of (11) for general MBIOS channels. For the BEC, we substitute (59) and the lower bound on the average right degree in (4) into the RHS of (58) to get
Hence, h 2 (P b ) is replaced by P b in (11) when the communication channel is a BEC. Considering the right degree distribution of the ensemble, we have
Replacing (57) with the above equality and following the same steps as above, one obtains an upper bound on the fraction of edges connected to parity-check nodes of a given degree i. The asymptotic behavior of the resulting upper bound on ρ i is similar to the upper bound on λ i as given in (62). However, a tighter upper bound on the fraction of edges connected to parity-check nodes of degree i is derived from the equality
Substituting (2) and (53) in the above equality, we get
Applying (61) to the denominator of the second term on the RHS of (64) gives
This proves the statement in (12) regarding the fraction of edges connected to parity-check nodes of an arbitrary finite degree i.
When the communication takes place over the BEC, we substitute (4) and (56) in (63) to get
Applying some simple algebra, similarly to the previous derivations, the statement in (12) is validated even when h 2 (P b ) is replaced with P b .
Proof of Theorem 3
The average degrees of the variable and parity-check nodes in a bipartite graph are given by
, respectively. Hence, the fraction of degree-2 variable nodes is given by
and the design rate of the ensembles can be written as
Using the last equation, we rewrite the denominator of (66) as
According to our assumption, the considered sequence of ensembles achieves vanishing bit error probability under sum-product decoding and hence the stability condition implies that
where r is introduced in (14) . Substituting (67) in (66) and applying the inequality above leads to an upper bound on Λ 2 of the form
Relying on the convexity of the function f (t) = x t for all x > 0, Jensen's inequality gives
Substituting (69) in (68) and since the ensembles are assumed to achieve a fraction 1−ε of the channel capacity (i.e., R d = (1 − ε)C) under sum-product decoding with vanishing bit error probability then
Since the RHS of (70) is monotonically decreasing with average right degree, the bound still holds when a R is replaced by a lower bound. For all m ∈ N, let P b,m designate the average bit error probability of the ensemble n m , λ(x), ρ(x) under the considered decoding algorithm. Applying Theorem 1 and letting P b,m tend to zero gives
The upper bound in (13) follows by substituting (71) in (70).
Turning to consider transmission over the BEC, the improved upper bound on the degree-2 variable nodes follows by substituting the lower bound in (4) (when we let the bit erasure probability to vanish) into (70). Note that for a BEC with erasure probability p, C = 1 − p and e r (1 − C) = 1.
Proof of Theorem 4 and its Corollary
Since the considered sequence of ensembles achieves vanishing bit error probability under sumproduct decoding, the stability condition implies that
where r is given by (14) . Substituting (69) in (72) yields
where a R designates the common average right degree of the sequence of ensembles. The upper bounds on λ 2 in (17) and (18) are obtained by substituting (71) and (37), respectively, in (73).
Discussion 3. In the proof of Theorem 2, we derive an upper bound on the fraction of edges connected to variable nodes of degree i for ensembles of LDPC codes which achieve a bit error (erasure) probability P b under an arbitrary decoding algorithm (see (60) and the tightened version (62) of this bound for the BEC). Referring to degree-2 variable nodes and letting P b vanish, this bound is particularized to
with the following tightened version for the BEC:
It is interesting to note on some similarity between the upper bounds on λ 2 as given in (74) and (75) and the corresponding bounds given in (17) and (18) . Note that the bounds in (74) and (75) are valid under ML decoding or any other decoding algorithm while the two bounds in (17) and (18) are more restrictive and hold under the sum-product decoding algorithm. These two pairs of bounds are numerically compared in Section 5.
Proof of Corollary 5
A truncation of the power series on the LHS of (27) after the first term gives the inequality
2 and rearranging terms gives
Assigning 0 ≤ x
Substituting (77) in (71) provides the following lower bound on the average right degree of the ensembles:
As, clearly, the average right degree of an LDPC ensemble is always greater than 1, then it follows from (78) that
The proof is completed by substituting (79) in (73).
Proof of Proposition 1
When the transmission takes place over a BEC whose erasure probability is p, the constant c 2 given in (20) takes the form c 2 = p
For 0 < α < 1, let
Note that all the coefficients in the power series expansion ofλ α are positive for all 0 < α < 1. Let us now define the polynomialsλ α,N and λ α,N , whereλ α,N is the truncated power series ofλ α , where only the first N − 1 terms are taken (i.e.,λ α,N is of degree N − 1), and the polynomial
is normalized so that λ α,N (1) = 1. The right-regular sequences of LDPC ensembles in [16] are of the form n m , λ α,N (x), ρ α (x) m≥1 where 0 < α < 1 and N ∈ N are arbitrary parameters which need to be selected properly. Based on the analysis in [15, Theorem 2.3] , this sequence achieves a fraction 1 − ε of the capacity of the BEC with vanishing bit erasure probability under message-passing decoding when α and N satisfy
and
and γ is Euler's constant. Combining (81) and (82), and substituting
Therefore, the fraction of edges adjacent to variable nodes of degree two is given by
We now obtain upper and lower bounds on λ 2 . From [15, Eq. (67)] we have that
Substituting (87) in (86) and using (83), we get
Under the parameter assignments in (83) and (84), the parameters N and α satisfy
Substituting (90) and (91) into the right inequality of (89) gives an upper bound on λ 2 which takes the form
where c 2 is the coefficient of the logarithmic growth rate in 1 ε , which coincides here with (20) , and
is a constant which only depends on the BEC. We turn now to derive a lower bound on λ 2 for the asymptotic case where the gap to capacity vanishes. From (84), we have that for small enough values of ε, the parameter N satisfies
Numerical Results
In this section, we consider sequences of LDPC ensembles which achieve vanishing bit error probability and closely approach the channel capacity limit under sum-product decoding. As representatives of MBIOS channels, the considered communication channels are the binary erasure channel (BEC), binary symmetric channel (BSC) and the binary-input AWGN channel (BIAWGNC).
Example 1 (BEC). Consider a sequence of LDPC ensembles (n, λ, ρ) where the block length (n) tends to infinity and the pair of degree distributions is given by λ(x) = 0.409x + 0.202x 2 + 0.0768x
The design rate of this ensemble is R = 0.5004, and the threshold under iterative message-passing decoding is equal to p IT = inf
so the corresponding channel capacity of the BEC is C = 1 − p IT = 0.5190 bits per channel use, and the multiplicative gap to capacity is ε = 1 − R C = 0.0358. The lower bound on the average right degree in (4) with vanishing bit erasure probability (i.e., P b = 0) gives that the average right degree should be at least 5.0189, and practically, since we consider here LDPC ensembles with fixed right degree then the right degree cannot be below 6. Hence, the lower bound is attained in this case with a fixed degree of parity-check nodes which is equal to 6. An upper bound on the fraction of edges which are connected to degree-2 variable nodes (λ 2 ) is readily calculated based on (73) and the above lower bound on a R which is equal to 6; this gives λ 2 ≤ 0.4158 as compared to the exact value which is equal to 0.409. The exact value of the fraction of degree-2 variable nodes is
= 0.6130 as compared to the upper bound in (70), combined with the tight lower bound a R ≥ 6, which gives Λ 2 ≤ 0.6232.
Example 2 (BIAWGNC). Table 1 considers two sequences of LDPC ensembles of design rate 1 2 which are taken from [3, Table II ]. These ensembles are specified by the following pairs of degree distributions: Ensemble 1: 
The asymptotic thresholds of the considered LDPC ensembles under iterative sum-product decoding are calculated with the density evolution technique when the transmission is assumed to take place over the BIAWGNC; these calculations provide the indicated gaps to capacity as given in Table 1 . The value of λ 2 for each sequence of LDPC ensembles (where we let the block length tend to infinity) is compared with the upper bound given in Theorem 4 which holds for any sequence of LDPC ensembles whose bit error probability vanishes under sum-product decoding with a certain gap (in rate) to capacity. The average right degree of each sequence is also compared with the lower bound in Theorem 1. These comparisons exemplify that for the examined LDPC ensembles, both of the theoretical bounds are informative. It is noted that the examined sequences were obtained by numerical search where the goal was to minimize the gap to capacity without taking into consideration the values of λ 2 or a R . Therefore, it might be possible to construct sequences of ensembles which achieve the same gap to capacity with values of λ 2 and a R which are even closer to the theoretical bounds. Table II ] and achieve vanishing bit error probability under sum-product decoding with the corresponding gaps to capacity.
LDPC
Example 3 (BSC). Table 2 considers two sequences of LDPC ensembles taken from [17] , where these ensembles are specified by the following pairs of degree distributions and design rates: Ensemble 1: 
The thresholds of the considered LDPC ensembles under iterative sum-product decoding are calculated with the density evolution technique when the transmission takes place over the BSC; these calculations provide the indicated gaps to capacity in Table 2 , asymptotically as we let the block length of these ensembles tend to infinity. The value of λ 2 for each sequence is compared with the upper bound given in Theorem 4. The average right degree of each sequence is also compared with the lower bound in Theorem 1. These comparisons show that for the considered sequences of LDPC ensembles, both of the theoretical bounds are fairly tight; the upper bound on λ 2 is within a factor of 1.3 from the actual value for all there two sequences while the lower bound on the average right degree is not lower than 83% of the corresponding actual values. As with the sequences in Table 1 , the sequences in Table 2 were obtained by numerical search where the goal was to minimize the gap to capacity under a constraint on the maximal degree, without taking into consideration other parameters (e.g., decoding complexity or performance for finite block length). [17] and achieve vanishing bit error probability under iterative sum-product decoding with the corresponding gaps to capacity.
Example 4 (On the fundamental system of cycles for sequences of capacity-approaching LDPC ensembles). Corollary 2 considers an arbitrary sequence of LDPC ensembles, specified by a pair of degree distributions, whose transmission takes place over an MBIOS channel. This corollary refers Figure 1 : Asymptotic lower bounds on the average normalized cardinality of the fundamental system of cycles for Tanner graphs representing codes from an arbitrary sequence of LDPC ensembles; the bounds are expressed in terms of the achievable gap (in rate) to the channel capacity under ML decoding or any other sub-optimal decoding algorithm. The asymptotic lower bounds rely on Corollary 2 (see Eqs. (7) and (8)) where the normalization of this average cardinality is w.r.t. to the block length of the LDPC ensembles, and the asymptotic results refer to the case where we let the block length tend to infinity. This figure shows the bounds for the binary symmetric channel (BSC), binary-input AWGN channel (BIAWGNC) and the binary erasure channel (BEC) where it is assumed that the design rate of the LDPC ensembles is fixed in all cases and is equal to one-half bit per channel use.
to the case where we let the block length of the ensembles in this sequence tend to infinity and the bit error (erasure) probability vanishes; the design rate of these ensembles is assumed to be a fraction 1 − ε of the channel capacity (for an arbitrary ε ∈ (0, 1)). In Corollary 2, Eq. (7) applies to a general MBIOS channel and a tightened version of this bound is given in (8) for the BEC. Based on these results, the asymptotic average cardinality of the fundamental system of cycles for Tanner graphs representing codes from LDPC ensembles as above, where this average cardinality is normalized w.r.t. the block length and we let the block length tend to infinity, grows at least like log 1 ε . We consider here the BSC, BEC, and BIAWGNC as three representatives of the class of MBIOS channels, and assume that the design rate of the LDPC ensembles is fixed to one-half bit per channel use. It is shown in Fig. 1 that for a given gap (in rate) to the channel capacity (ε) and for a fixed design rate, the extreme values of this lower bounds correspond to the BSC and BEC (which attain the maximal and minimal values, respectively). This observation is consistent with the last statement in Corollary 2, though the lower bound shown in Fig. 1 for the BEC is the tightened version in (8) whereas the last statement in Corollary 2 asserts that the lower bound in (7) attains its maximal and minimal values for a BSC and BEC, respectively, while looking at the family of all MBIOS channels with a fixed capacity C and also referring to all LDPC ensembles whose design rate forms a fraction 1 − ε of the channel capacity. Note that for the calculation of the bound in (7) for a BSC whose crossover probability is p, Eq. (3) gives that g 1 = (1 − 2p) 2 .
Summary and Outlook
This paper considers properties related to the degree distributions of capacity-approaching LDPC ensembles and to the fundamental system of cycles of their Tanner graphs. Universal informationtheoretic bounds which are related to these properties are derived when the transmission of these LDPC ensembles takes place over an arbitrary memoryless binary-input output-symmetric (MBIOS) channel. These bounds are expressed in terms of the gap between the channel capacity and the design rates of these ensembles. Some of these bounds are also expressed in terms of the bit error probability and the block length of the ensembles, and several other bounds refer to the asymptotic case where we let the block length tend to infinity and the bit error (erasure) probability vanishes. The first category of results provide the following bounds which hold under maximum-likelihood (ML) decoding (and hence, they also hold under any sub-optimal decoding algorithm):
• Theorem 1 provides a lower bound on the average degree of the parity-check nodes of a binary linear block code; it is assumed that the code is represented by an arbitrary bipartite (Tanner) graph which corresponds to a full-rank parity-check matrix. The bound applies to finite-length block codes, and is expressed in terms of the bit error probability of the code (under ML or any other decoding algorithm). This theorem is later adapted to hold for ensembles of LDPC codes while relaxing the rather heavy requirement of full-rank parity-check matrices for codes from an LDPC ensemble and addressing only the design rate of the ensemble and its gap to capacity (see Discussion 2 in Section 4). One of the implications of this theorem is introduced in Corollary 2 which provides asymptotic lower bounds on the average cardinality of the fundamental system of cycles of LDPC ensembles in terms of the capacity of the communication channel and the achievable gap to capacity. All of these lower bounds grow like the log of the inverse of the gap (in rate) to capacity, and they provide quantitative measures on the graphical complexity and the number of fundamental cycles of capacity-approaching LDPC codes; they also show that these quantities become unbounded as the gap to capacity vanishes, and provide a quantitative tradeoff between the performance of these codes, their graphical complexity and the cardinality of the fundamental system of cycles (which are important parameters for studying the performance and decoding complexity of iterative message-passing decoders).
• Theorem 2 provides upper bounds on the degree distributions of capacity-approaching LDPC ensembles (both from the nodes and edges perspective), and it addresses the behavior of these degree distributions for any finite degree in terms of the achievable gap to capacity.
The second category of results are specialized to iterative message-passing decoding algorithms (addressing in particular the iterative sum-product decoding algorithm), and the derivation of these results are based on the proofs of the above bounds combined with the stability condition. Theorems 3 and 4 provide upper bounds on the fraction of degree-2 variable nodes and the fraction of the edges connected to these nodes for LDPC ensembles; the bounds are given in terms of the achievable gap to capacity of these ensembles under the sum-product decoding algorithm, and it is assumed that their block length tend to infinity and the bit error (erasure) probability vanishes. A byproduct of Theorems 3 and 4 is that while the fraction of degree-2 variable nodes can stay positive for capacity-approaching LDPC ensembles, the fraction of edges connected to degree-2 variable nodes vanishes, and it is upper bounded by the inverse of the logarithm of the the achievable gap to capacity. The tightness of the bounds is demonstrated numerically for some capacity-approaching LDPC ensembles under iterative decoding (see Section 5) . These bounds are shown to be reasonably tight for general MBIOS channels, and are particularly tight for the binary erasure channel (BEC) where the tightness of these bounds is also demonstrated analytically for the BEC.
We gather here what we consider to be the most interesting open problems which are related to this research.
• The asymptotic bounds in Corollary 2 address the average cardinality of the fundamental system of cycles for Tanner graphs representing LDPC ensembles where the results are directly linked to the average right degree of these ensembles. Further study of the possible link between the statistical properties of the degree distributions of capacity-approaching LDPC ensembles and other graphical properties related to the cycles in the Tanner graphs of these ensembles is encouraged.
• The derivation of universal bounds on the number of iterations and the decoding complexity of code ensembles defined on graphs, measured in terms of the achievable gap (in rate) to capacity, is of theoretical and practical interest. In a currently ongoing work, this issue is addressed for the particular case of the BEC where we let the block length of these ensembles tend to infinity.
