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Abstract
Given a positive function f on (0,∞) and a non-zero real parameter θ, we
consider a function Iθf (A,B,X) = TrX
∗(f(LAR
−1
B )RB)
θ(X) in three matrices
A,B > 0 and X. In the literature θ = ±1 has been typical. The concept unifies
various quantum information quantities such as quasi-entropy, monotone metrics,
etc. We characterize joint convexity/concavity and monotonicity properties of
the function Iθf , thus unifying some known results for various quantum quantities.
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Introduction
The Wigner-Yanase-Dyson (WYD) skew information is an old yet new subject having
a somewhat complicated history since its appearance in the paper [33] in 1963. The
first fundamental achievements among many things related to the WYD skew informa-
tion are joint concavity (also joint convexity) results of Lieb [25] (the so-called WYDL
concavity) and their equivalent formulations of Ando [1]. The WYDL concavity in the
context of general von Neumann algebras was obtained by Araki [3] in order to prove
joint convexity of the relative entropy, and was further extended by Kosaki [23] by
means of interpolation method. The notion of quasi-entropies, extending the relative
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entropy, was introduced in [26, 27], and its monotonicity and joint convexity properties
were shown there. A quasi-entropy SXf (ρ‖σ) for states ρ, σ with a reference operator
X is associated with a real function f on (0,∞), and operator monotony (or opera-
tor convexity) of f is essential in [26, 27] as well as in [23]. Moreover, it was proved
in [28] that there is a one-to-one correspondence between the monotone metrics (the
quantum version of the Fisher metric in classical probability) on Riemannian mani-
folds of positive density matrices and the (symmetric) operator monotone functions on
(0,∞). A remarkable point here is that the formula of monotone metrics and that of
quasi-entropies are very similar and indeed they are in dual form (see Subsections 1.2
and 1.3 below). Quasi-entropies and monotone metrics are among the most important
quantities in quantum information and quantum information geometry. More recent
quantum quantities such as the quantum covariance in [29], the metric adjusted skew
information (generalizing the WYD skew information) in [14, 9] and the quantum χ2-
divergence in [32, 15] can be reformulated by quasi-entropies (see Subsection 1.4 and
[21]).
In the present paper, in the matrix algebra setting (or in finite-dimensional quantum
systems) we deal with the three-variable function
Iθf (A,B,X) := TrX
∗(f(LAR
−1
B )RB)
θ(X)
of positive definite matrices A,B and a general matrixX associated with a function f >
0 on (0,∞) and a non-zero real parameter θ, where LA and RB are the left and the right
multiplication operators by A,B on matrices. This function unifies all the quantum
quantities mentioned above with particular choices of θ (typically θ = ±1) and of A,B
(sometimes A = B) as described in Section 1. Indeed, Section 1 may be a concise survey
on important quantities in quantum information theory started with the WYD skew
information. In Section 2 we consider various properties concerning joint convexity as
well as joint concavity of the function Iθf (A,B,X) in three variables (A,B,X) or in two
variables (A,B). The main theorem (Theorem 2.1) clarifies what conditions of f and
θ are sufficient and/or necessary for Iθf to have those properties. Operator monotony
of f shows up and also a possible range of θ is rather restricted. The proof is divided
into several steps and the results on operator log-convex/concave functions in [2] play
an essential role in some places. In Section 3 we consider monotonicity properties of
Iθf and show that they are equivalent to corresponding convexity/concavity properties
in Section 2. Furthermore, in Sections 3 and 4, (joint) convexity properties of the
quasi-entropy, the metric adjusted skew information and the quantum χ2-divergence
are characterized by operator convexity of the associated function f . In this way, we
strengthen and unify some known results on convexity/concavity and monotonicity of
several quantum quantities into characterization (or if and only if) theorems.
2
1 Definitions and preliminaries
For each n ∈ N, the n×n complex algebra is denoted by Mn, the set of n×n Hermitian
matrices by Hn, the set of n × n positive semidefinite matrices by M+n , and the set of
n × n positive definite matrices by Pn. The usual trace on Mn is denoted by Tr . A
density matrix is a matrix ρ ∈ M+n with Tr ρ = 1. We write Dn for the set of n × n
positive definite density matrices, i.e., Dn := {ρ ∈ Pn : Tr ρ = 1}. We always consider
Mn as a Hilbert space with the Hilbert-Schmidt inner product 〈X, Y 〉HS := TrX∗Y ,
X, Y ∈ Mn. For any A ∈ M+n the left and the right multiplications LA and RA are
defined as LAX := AX and RAX := XA for X ∈ Mn, which are commuting positive
operators on the Hilbert space (Mn, 〈·, ·〉HS).
For any real function f on (0,∞) and for every A,B ∈ Pn define a linear operator
JfA,B on Mn by J
f
A,B := f(LAR
−1
B )RB via functional calculus; more explicitly,
JfA,B(X) = f(LAR
−1
B )RBX =
k∑
i=1
l∑
j=1
f(αiβ
−1
j )βjPiXQj, X ∈Mn,
where A =
∑k
i=1 αiPi and B =
∑l
j=1 βjQj are the spectral decompositions of A and B.
In particular, JfA,A is denoted by J
f
A for short. Throughout the paper, unless otherwise
stated, f is assumed to be strictly positive, i.e., f(x) > 0 for all x ∈ (0,∞). Then
it is immediate to see that JfA,B is positive and invertible on (Mn, 〈·, ·〉HS) for every
A,B ∈ Pn. For an arbitrary real number θ one can define a three-variable function
Iθf (A,B,X) on Pn × Pn ×Mn by
Iθf (A,B,X) := 〈X, (JfA,B)−θ(X)〉HS, A, B ∈ Pn, X ∈ Mn. (1.1)
With the spectral decompositions of A,B as above, Iθf (A,B,X) is more explicitly
written as
Iθf (A,B,X) =
k∑
i=1
l∑
j=1
(f(αiβ
−1
j )βj)
−θTrX∗PiXQj . (1.2)
When θ = 0, Iθf (A,B,X) is reduced to the function 〈X,X〉HS that is independent of
A,B, so we shall always assume that θ is non-zero.
Our aim of the present paper is to clarify or characterize when the three-variable
function Iθf (A,B,X) is jointly convex or concave in three variables (A,B,X) or in two
variables (A,B). Convexity/concavity properties of this function have been considered
by several authors in its special cases from different viewpoints. Important special
cases are briefly surveyed in the rest of this section, which motivated (also justify) our
consideration of the function Iθf with parameter θ.
3
1.1 WYD skew information and WYDL concavity
The famous Wigner-Yanase-Dyson (WYD ) skew information introduced in [33] is
IWYDρ (p,K) := −
1
2
Tr [ρp, K] [ρ1−p, K]
for ρ ∈ Dn, K ∈ Hn and p ∈ (0, 1), where [X, Y ] := XY − Y X , the commutator. In
his celebrated paper [25] Lieb proved that
(A,B) ∈ M+n ×M+n 7−→ TrX∗ApXBq (1.3)
is jointly concave for any X ∈ Mn when p, q ≥ 0 and p + q ≤ 1. He also proved joint
convexity of TrX∗ApXBq in three variables (A,B,X) when p, q ≤ 0 and p + q ≥ −1,
and that in two variables (A,B) when −1 ≤ p, q ≤ 0. Since
IWYDρ (p,K) = Tr ρK
2 − TrKρpKρ1−p,
Lieb’s concavity settled the convexity question of ρ 7→ IWYDρ (p,K), so it is also called
the WYDL concavity. For power functions f(x) := xα on (0,∞) with α ∈ R, one has
Iθf (A,B,X) = TrX
∗A−αθXB−(1−α)θ .
For any p, q ∈ R with p + q 6= 0 there are unique α, θ ∈ R such that −αθ = p
and −(1 − α)θ = q, so the function Iθf covers trace functions in (1.3). On the other
hand, in [1] Ando deterimined the range of real parameters p, q for which the map
(A,B) ∈ Pn×Pn 7→ Ap⊗Bq is jointly concave (respectively, jointly convex) with respect
to the positive semidefiniteness order. As is well known (see [7, Proof of 4.3.3], [8,
Remark 2.6]) that Ando’s convexity/concavity is equivalent to Lieb’s, that is, convexity
and concavity of (A,B) 7→ TrX∗ApXBq are equivalent to those of (A,B) 7→ Ap ⊗Bq,
respectively.
The WYDL concavity was extended by Araki [3] to the general von Neumann algebra
setting to show joint convexity of the relative entropy, and was further extended by
Kosaki [23] based on interpolation theory. Indeed, Kosaki [23] proved joint concavity
of
(ϕ, ψ) ∈M+∗ ×M+∗ 7−→ 〈xξψ, f(∆ϕ,ψ)(xξψ)〉 (1.4)
for every x ∈M and for every operator monotone function f ≥ 0 on [0,∞), where M+∗
is the set of normal positive linear functionals on a von Neumann algebra M , ξψ is the
vector representative of ψ in the standard representation ofM , and ∆ϕ,ψ is the relative
modular operator for ϕ, ψ ([3, 4]). In the matrix algebra setting with ϕ = Tr (A ·) and
ψ = Tr (B ·) on M = Mn where A,B ∈ Pn, one has ∆ϕ,ψ = LAR−1B and the function in
(1.4) reduces to
I−1f (A,B,X) = 〈XB1/2, f(LAR−1B )XB1/2〉HS. (1.5)
which is further reduced to TrX∗AαXB1−α when f(x) = xα.
4
1.2 Quasi-entropy
Quasi-entropies introduced in [26, 27] are given by (1.5) in matrix algebras (and by
(1.4) in von Neumann algebras). Thus, the quasi-entropy SXf (A‖B) for A,B ∈ Pn
and X ∈ Mn is nothing but Iθf (A,B,X) with θ = −1 while the assumption f > 0 is
irrelevant in the definition of SXf (A‖B). This quantity is a generalization of the relative
entropy
S(A‖B) := TrA(logA− logB).
Indeed, S(A‖B) = SXf (A‖B) when f(x) = x log x and X = In, the n × n identity
matrix. Monotonicity and joint convexity properties of SXf (A,B) were proved in [26,
27]. The convexity result in [26] tells that (A,B) ∈ Pn × Pn 7→ SXf (A‖B) is jointly
convex for every X ∈Mn if f is an operator convex function on (0,∞).
1.3 Monotone metrics
The set Pn is an open subset of Hn that is identified with the n
2-dimensional Euclidean
space. Hence Pn naturally has a smooth Riemannian manifold structure so that the
tangent space at any foot point is identified with Hn. When f is an operator monotone
function on (0,∞), the associated monotone metric on Pn is given by
γfA(H,K) := 〈H, (JfA)−1(K)〉HS, A ∈ Pn, H,K ∈ Hn. (1.6)
Such monotone metrics on the manifold Pn (or rather restricted on the submanifold Dn)
were characterized in [28] in terms of monotonicity under stochastic maps, i.e., com-
pletely positive trace-preserving maps. A monotone metric is also called a quantum
Fisher information since it is a quantum generalization of the classical Fisher informa-
tion. Expression (1.6) makes sense for all X, Y ∈ Mn in place of H,K ∈ Hn so that
γfA(X,X) is I
θ
f (A,A,X) with θ = 1. We put the minus sign of −θ in definition (1.1) to
adjust the parameter to the expression of monotone metrics. In [19, 20] we discussed
Riemannian metrics which are written as 〈H, (JfA)−θ(K)〉 for A ∈ Pn (foot point) and
H,K ∈ Hn (tangent vectors) when M(x, y) := f(xy−1)y, x, y > 0, is a symmetric
homogeneous mean. For K = H this metric is written in the form Iθf (A,A,H).
1.4 Quantum skew information and quantum χ2-divergence
It was observed in [30] (also [9, 5]) that IWYDρ (p,K), 0 < p < 1, are expressed, apart
from a constant factor, in terms of monotone metrics as
IWYDρ (p,K) = γ
fp
ρ (i[ρ,K], i[ρ,K]) = 〈i[ρ,K], (Jfpρ )−1(i[ρ,K])〉HS,
where fp is an operator monotone function on (0,∞) defined by
fp(x) := p(1− p) (x− 1)
2
(xp − 1)(x1−p − 1) .
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This observation was extended in [9] to the paremeter range −1 ≤ p ≤ 2. Furthermore,
the WYD skew information was recently generalized by Hansen [14] as follows: Let f be
an operator monotone function on (0,∞) such that f is symmetric (i.e., f(x) = f(x−1)x
for all x > 0) with f(1) = 1 and is regular in the sense that f(0) (:= limxց0 f(x)) > 0.
The metric adjusted skew information associated with f is then defined to be
Ifρ (K) :=
f(0)
2
〈i[ρ,K], (Jfρ )−1(i[ρ,K])〉HS, ρ ∈ Dn, K ∈ Hn, (1.7)
which is written as Iθf (ρ, ρ, i[ρ,K]) with θ = 1 multiplied by a constant f(0)/2. More-
over, when f(0) = 0 (non-regular), the unbounded (metric adjusted ) skew information
was defined in [9] by removing the constant factor f(0)/2 in (1.7). It was proved in
[9, 14] that Ifρ (K) and its unbounded version are convex in ρ for any fixed K ∈ Hn.
The quantum χ2-divergence recently introduced in [32] is given by
χ2f (ρ, σ) := 〈ρ− σ, (Jfσ )−1(ρ− σ)〉HS, ρ, σ ∈ Dn, (1.8)
associated with an operator monotone function f > 0 on (0,∞). Since
χ2f (ρ, σ) = 〈ρ, (Jfσ )−1(ρ)〉HS − 1,
one can rewrite
χ2f (ρ, σ) = I
1
f (σ, σ, ρ− σ) = γfσ(ρ, ρ)− 1.
Joint convexity of (ρ, σ) 7→ χ2f (ρ, σ) was proved in [32] in a special case and generalized
in [15] to a general operator monotone function f .
2 Convexity/concavity of Iθf(A,B,X)
We begin with enumerating convexity and concavity properties of the function Iθf as-
sociated with a function f > 0 on (0,∞) and a non-zero real number θ:
(i) (A,B,X) ∈ Pn × Pn ×Mn 7→ Iθf (A,B,X) is jointly convex for every n ∈ N,
(ii) (A,B) ∈ Pn × Pn 7→ log Iθf (A,B,X) is jointly convex for any fixed X ∈ Mn and
for every n ∈ N,
(iii) θ > 0, and (A,B) ∈ Pn × Pn 7→ Iθf (A,B,X) is jointly convex for any fixed
X ∈Mn and for every n ∈ N,
(iv) (A,B) ∈ Pn × Pn 7→ Iθf (A,B,X) is jointly convex for any fixed X ∈ Mn and for
every n ∈ N,
(v) (A,B) ∈ Pn × Pn 7→ I−θf (A,B,X) is jointly concave for any fixed X ∈ Mn and
for every n ∈ N,
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(vi) (A,B) ∈ Pn × Pn 7→ log I−θf (A,B,X) is jointly concave for any fixed X ∈ Mn
and for every n ∈ N.
For each of the above properties we also consider the property reduced to A = B =
ρ ∈ Dn, that is,
(i′) (ρ,X) ∈ Dn ×Mn 7→ Iθf (ρ, ρ,X) is jointly convex for every n ∈ N,
(ii′) ρ ∈ Dn 7→ log Iθf (ρ, ρ,X) is convex for any fixed X ∈Mn and for every n ∈ N,
and similarly for (iii′)-(vi′).
When the Riemannian manifold Dn is concerned, the tangent space at each ρ ∈ Dn
is H0n := {H ∈ Hn : TrH = 0}, and Iθf (ρ, ρ,H), H ∈ H0n, is considered as a Riemannian
metric on Dn (see Section 1.3). So, when restricted to A = B = ρ ∈ Dn, it is natural
to further restrict X ∈Mn to X = H ∈ H0n. We thus consider the following properties
as well:
(i′′) (ρ,H) ∈ Dn ×H0n 7→ Iθf (ρ, ρ,H) is jointly convex for every n ∈ N,
(ii′′) ρ ∈ Dn 7→ log Iθf (ρ, ρ,H) is convex for any fixed H ∈ H0n and for every n ∈ N,
and similarly for (iii′′)-(vi′′).
Finally, we present the following intrinsic conditions for f and θ:
(vii) f is operator monotone on (0,∞) and θ ∈ (0, 1],
(viii) f is operator monotone on (0,∞) and θ ∈ (0, 2].
Define the (−θ)-power symmetrization of f by
f−θ,sym(x) :=
(
f(x)−θ + f˜(x)−θ
2
)−1/θ
where f˜(x) := xf(x−1), x > 0. (2.1)
When θ = −1, this is the usal symmetrization (f(x) + f˜(x))/2.
The next theorem is our main result in this section. Note that implication (vii) ⇒
(i) was proved in [21] and (i) ⇔ (i′) ⇔ (vii) for fixed θ = 1 was also shown there.
Theorem 2.1. Concerning the above properties the following implications hold:
(a) Each of (i)–(vi) is equivalent to the corresponding condition with prime.
(b) Each of (i)–(vi) for f−θ,sym in place of f is equivalent to the corresponding con-
dition with double prime for f . Consequently, if f is symmetric, i.e., f(x) =
f(x−1)x for all x > 0, then each of (i)–(vi) is equivalent to the corresponding
condition with double prime.
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(c) (vii) ⇔ (i) ⇒ (ii) ⇔ (iii) ⇒ (viii).
(d) (vii) ⇔ (v) ⇒ (vi) ⇒ (viii).
(e) (iii) ⇒ (iv) ⇒ θ ∈ [−2,−1] ∪ (0, 2].
Proof of (a). The proof is an easy application of the 2× 2 block matrix trick. For each
A,B ∈ Pn set
A˜ :=
[
A 0
0 B
]
∈ P2n.
For any X˜ =
[
X11 X12
X21 X22
]
∈M2n (= Mn ⊗M2), since
LA˜X˜ = A˜X˜ =
[
AX11 AX12
BX21 BX22
]
, RA˜X˜ = X˜A˜ =
[
X11A X12B
X21A X22B
]
,
one can write
LA˜ = LA ⊕ LA ⊕ LB ⊕ LB, RA˜ = RA ⊕ RB ⊕ RA ⊕ RB
under the identification of the Hilbert space (M2n, 〈·, ·〉HS) with the direct sum Mn ⊕
Mn ⊕Mn ⊕Mn via the isomorphism X 7→ X11 ⊕X12 ⊕X21 ⊕X22. We thus have
Jf
A˜
= JfA ⊕ JfA,B ⊕ JfB,A ⊕ JfB (2.2)
so that
Iθf
(
A˜, A˜,
[
0 X
0 0
])
=
〈[
0 X
0 0
]
, (Jf
A˜
)−θ
[
0 X
0 0
]〉
HS
= Iθf (A,B,X),
from which each of (i)–(vi) is equivalent to the corresponding condition reduced to
A = B ∈ Pn. It remains to show that the latter condition is also equivalent to the
condition further reduced to A = B ∈ Dn. Since Iθf (cA, cA,X) = c−θIf(A,A,X) for
A ∈ Pn, X ∈ Mn and c > 0, the condition in question is equivalent to that with
restriction TrA < 1. For such A ∈ Pn and X ∈ Mn one has Iθf (A,A,X) = Iθf (ρˆ, ρˆ, Xˆ)
by letting ρˆ := A ⊕ (1 − TrA) ∈ Dn+1 and Xˆ := X ⊕ 0 ∈ Mn+1. This immediately
implies the conclusion.
Proof of (b). Set g := f−θ,sym for brevity. Since g
−θ = (f−θ+ f˜−θ)/2, it is obvious that
(JgA,B)
−θ =
(JfA,B)
−θ + (J f˜A,B)
−θ
2
, A, B ∈ Pn. (2.3)
Moreover, taking the spectral decompositions A =
∑k
i=1 αiPi and B =
∑l
j=1 βjQj , for
every X ∈Mn we have by (1.2)
Iθf (A,B,X) =
k∑
i=1
l∑
j=1
(f(αiβ
−1
j )βj)
−θTrX∗PiXQj
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=
k∑
i=1
l∑
j=1
(f˜(βjα
−1
i αi)
−θTrXQjX
∗Pi = I
θ
f˜
(B,A,X∗). (2.4)
In particular, when A = B and X = H ∈ Hn, we have
Iθf (A,A,H) = I
θ
f˜
(A,A,H) = Iθg (A,A,H) (2.5)
thanks to (2.3). For every ρ ∈ Dn and X ∈ Mn set
ρ˜ :=
1
2
[
ρ 0
0 ρ
]
∈ D2n, H˜ :=
[
0 X
X∗ 0
]
∈ H02n.
Since (Jgρ/2)
−θ = 2θ(Jgρ )
−θ and g is symmetric (i.e., g˜ = g), it follows from (2.2) and
(2.4) (for g) that
Iθg (ρ˜, ρ˜, H˜) = 2
θ{Iθg (ρ, ρ,X) + Iθg (ρ, ρ,X∗)} = 2θ+1Iθg (ρ, ρ,X).
Furthermore, by (2.3) and (2.4) we have
Iθg (ρ˜, ρ˜, H˜) =
Iθf (ρ˜, ρ˜, H˜) + I
θ
f˜
(ρ˜, ρ˜, H˜)
2
= Iθf (ρ˜, ρ˜, H˜).
Therefore,
Iθf (ρ˜, ρ˜, H˜) = 2
θ+1Iθg (ρ, ρ,X). (2.6)
From (2.5) and (2.6) together with (a) one can see that each of (i)–(vi) for g is equivalent
to the corresponding with double prime for f . The latter assertion of (b) is immediate
since g = f for symmetric f .
The part (c)–(e) is the main assertion of the theorem. The proof is based on [2,
Theorems 3.1 and 3.7], so we first state necessary parts from them as a lemma for the
convenience of the reader. Let H be an infinite-dimensional separable Hilbert space
with inner product 〈·, ·〉, and B(H)++ be the set of all positive and invertible bounded
operators on H. Let f > 0 be a continuous function on (0,∞), and f(A) be defined
for A ∈ B(H)++ via functional calculus as usual. (A function f > 0 on (0,∞) is
inevitably continuous if it satisfies any of the conditions listed before Theorem 2.1, so
the continuity assumption for f here is harmless.)
Lemma 2.2. In the above situation the following conditions (a1)–(a4) are equivalent:
(a1) f is operator monotone decreasing on (0,∞);
(a2) (A, ξ) ∈ B(H)++ ×H 7→ 〈ξ, f(A)ξ〉 is jointly convex;
(a3) A ∈ B(H)++ 7→ log〈ξ, f(A)ξ〉 is convex for every ξ ∈ H;
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(a4) f is operator convex on (0,∞) and the numerical function f(x) is non-increasing
on (0,∞).
Also, the following conditions (b1) and (b2) are equivalent:
(b1) f is operator monotone (or equivalently, operator concave) on (0,∞);
(b2) A ∈ B(H)++ 7→ log〈ξ, f(A)ξ〉 is concave for every ξ ∈ H.
Note that log-convexity is stronger than convexity for positive functions while log-
concavity is weaker than concavity. The log-convexity condition (a3) characterizes
operator monotone decreasingness of f that is a stronger version of operator convexity.
On the other hand, the log-concavity condition (b2) is equivalent to operator concavity
of f . It is well known [6, V.2.5] that operator monotony and operator concavity are
equivalent for a continuous non-negative function on (0,∞).
To make the proof of the theorem more tractable, we next present a few more
lemmas that are some technical ingredients of the proof of the part (c)–(e).
Lemma 2.3. Let f be as above, and assume that (A, ξ) ∈ Pn × Cn 7→ 〈ξ, f(A)ξ〉 is
jointly convex for every n ∈ N, where 〈·, ·〉 is the usual inner product on Cn. Then
(A, ξ) ∈ B(H)++ ×H 7→ 〈ξ, f(A)ξ〉 is jointly convex.
Proof. The proof is standard by using a familiar convergence argument. Let {ei}∞i=1 be
an orthonormal basis of H (in Lemma 2.2). For each n ∈ N let Pn be the orthogonal
projection onto the linear span of {e1, . . . , en}, and I be the identity operator on H.
By assumption we see that
(A, ξ) ∈ B(H)++ ×H 7→ 〈Pnξ, Pnf(PnAPn)Pnξ〉
is jointly convex, where f(PnAPn) is the functional calculus as an operator on PnH
(∼= Cn). Since
Pnf(PnAPn)Pn = Pnf(PnAPn + (I − Pn))Pn
converges to f(A) in the strong operator topology, it follows that 〈Pnξ, Pnf(PnAPn)Pnξ〉
converges to 〈ξ, f(A)ξ〉 as n→∞. Hence the conclusion follows.
Lemma 2.4. Let f be as above. Assume that both f(x)θ and (f(x−1)x)θ are operator
monotone on (0,∞) for some θ ∈ R\{0}. Then 0 < θ ≤ 2 and f is operator monotone
on (0,∞), i.e., condition (viii) holds.
Proof. Let g(x) := f(x)θ and so (f(x−1)x)θ = g(x−1)xθ for x > 0. Since g(x) and
g(x−1)xθ are operator monotone on (0,∞) and so they are non-decreasing and concave
functions on (0,∞), there are δ > 0 and a, b, c, d > 0 such that ax ≤ g(x) ≤ b for all
x ∈ (0, δ) and c ≤ g(x−1)xθ ≤ dx for all x ∈ (δ−1,∞). The latter restriction yields
that cxθ ≤ g(x) ≤ dxθ−1 for all x ∈ (0, δ). Combining this with the former, we have
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cxθ ≤ b and ax ≤ dxθ−1 for x ∈ (0, δ), which implies that θ ≥ 0 and 1 ≥ θ − 1 so that
0 < θ ≤ 2 since θ 6= 0 by assumption.
To prove the operator monotony of f , we may assume that f is not a constant
function. Due to Lo¨wner’s theorem (see [6, V.4.7], [17, Theorem 2.7.7]), the functions
g(x) on (0,∞) is analytically continued to a Pick function g(z) on C+ ∪ C−, where
C+ (C−) := {z ∈ C : Im z > 0 (< 0)}, so that g(C+) ⊂ C+ and g(C−) ⊂ C−. Then
g(x−1)xθ can be analytically continued to g(z−1)zθ for z ∈ C+∪C−, where zθ is defined
with the usual branch. By assumption, g(z−1)zθ must be a Pick function again. Now
let z = r−1eiη ∈ C+ with r > 0 and 0 < η < pi. Since
g(re−iη) · r−θeiθη = g(z−1)zθ ∈ C+
and
g(re−iη) = g(r2z) = g(r2z) = g(reiη),
we have g(reiη)eiθη ∈ C+. Noting that the argument of g(reiη)eiθη changes continuously
as η changes in (0, pi), we obtain θη − arg g(reiη) ≥ 0 so that, thanks to θ > 0,
arg g(reiη)1/θ =
1
θ
arg g(reiη) ≤ η
for all η ∈ (0, pi). This shows that f(x) = g(x)1/θ is analytically continued to a Pick
function g(z)1/θ. Hence f is operator monotone by Lo¨wner’s theorem.
Lemma 2.5. Let g be an operator convex function on (0,∞) such that g(x) ≥ 0 for all
x > 0 and g is not identically zero. When g(+0) := limxց0 g(x) = 0, there are δ > 0
and a, b, c, d > 0 such that{
ax2 ≤ g(x) ≤ bx if 0 < x < δ,
cx ≤ g(x) ≤ dx2 if δ−1 < x <∞.
When g(+0) ∈ (0,∞], there are δ > 0 and a, b, c, d > 0 such that{
a ≤ g(x) ≤ bx−1 if 0 < x < δ,
cx−1 ≤ g(x) ≤ dx2 if δ−1 < x <∞.
Proof. Assume that g(+0) = 0. Then g′(+0) := limxց0 g(x)/x exists in [0,∞). Hence
g admits the integral expression
g(x) = βx+ γx2 +
∫
(0,∞)
x2(1 + λ)
x+ λ
dµ(λ), x > 0, (2.7)
where β = g′(+0) ≥ 0, γ ≥ 0 and µ is a finite positive measure on (0,∞) (see [6,
V.5.5]). By the monotone convergence and the Lebesgue convergence theorems, we
notice that
lim
xց0
∫
(0,∞)
1 + λ
x+ λ
dµ(λ) =
∫
(0,∞)
1 + λ
λ
dµ(λ),
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lim
xց0
∫
(0,∞)
x(1 + λ)
x+ λ
dµ(λ) = 0,
lim
x→∞
∫
(0,∞)
x(1 + λ)
x+ λ
dµ(λ) =
∫
(0,∞)
(1 + λ) dµ(λ),
lim
x→∞
∫
(0,∞)
1 + λ
x+ λ
dµ(λ) = 0,
which yield that
lim
xց0
g(x)
x2
= β · (+∞) + γ +
∫
(0,∞)
1 + λ
λ
dµ(λ), (2.8)
lim
xց0
g(x)
x
= β,
lim
x→∞
g(x)
x
= β + γ · (+∞) +
∫
(0,∞)
(1 + λ) dµ(λ), (2.9)
lim
x→∞
g(x)
x2
= γ.
Note that each of (2.8) and (2.9) is strictly positive; otherwise, β = γ = 0 and µ is
a zero measure so that g is identically zero, contradicting assumption. Now, the first
assertion of the lemma follows immediately.
Next, assume that g(+0) ∈ (0,∞]. We use other types of integral representations
for operator convex functions. The function g(x+ 1) restricted on (−1, 1) admits the
expression
g(x+ 1) = α + βx+
∫
[−1,1]
x2
1− λx dµ(λ), x ∈ (−1, 1),
with α, β ∈ R and µ is a finite positive measure on [−1, 1] (see [6, V.4.6]). So we write
g(x) = α + β(x− 1) +
∫
[−1,1]
(x− 1)2
1 + λ(1− x) dµ(λ), x ∈ (0, 2).
Therefore,
lim
xց0
xg(x) = µ({−1}).
which implies that a ≤ g(x) ≤ bx−1 for some a, b > 0 and for all sufficiently small
x > 0. Finally, we examine the order of g as x→∞. Assume that g is non-increasing
on (0,∞). By (a4)⇒ (a1) of Lemma 2.2, g is operator monotone decreasing on (0,∞).
Hence, as shown in [13] (also see the proof of [2, Theorem 3.1]), we have the expression
g(x) = α +
∫
[0,∞)
1 + λ
x+ λ
dµ(λ), x > 0,
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where α ≥ 0 and µ is a finite positive measure on [0,∞). Since
lim
x→∞
xg(x) = α · (+∞) +
∫
[0,∞)
(1 + λ) dµ(λ)
is strictly positive, we have cx−1 ≤ g(x) ≤ d for some c, d > 0 and for all sufficiently
large x > 0. Next, assume that g is not entirely non-increasing on (0,∞), so there
is a κ ∈ (0,∞) such that g′(κ) > 0. Then g(x + κ) − g(κ) on (0,∞) admits the
same expression as (2.7). Now, as in the proof when g(+0) = 0, one can show that
cx ≤ g(x) ≤ dx2 for some c, d > 0 and for all x > 0 large enough. Hence the second
assertion of the lemma has been shown.
Proof of (c). (vii) ⇒ (i) was proved in [21, Theorem 7] based on joint concavity of
operator means [24] (note that JfA,B is the operator obtained by applying the operator
mean associated with an operator monotone function f to RB and LA).
(i) ⇒ (vii). Let n ∈ N be arbitrary. For each ξ ∈ Cn let Xξ := [ξ 0 · · · 0] ∈ Mn,
i.e., the first column of Xξ is ξ and all other entries of X are zero. When B = In and
X = Xξ, we have
Iθf (A, In, Xξ) = 〈Xξ, f(LA)−θ(Xξ)〉HS = 〈Xξ, f(A)−θXξ〉HS = 〈ξ, f(A)−θξ〉. (2.10)
Moreover, when A = In and X = X
t
ξ, the transpose of Xξ, we have
Iθf (In, B
t, X tξ) = 〈X tξ, (f(R−1Bt )RBt)−θ(X tξ)〉HS = 〈X tξ, X tξ((f(B−1)B)−θ)t〉HS
= 〈X tξ, ((f(B−1)B)−θXξ)t〉HS = 〈Xξ, (f(B−1)B)−θXξ〉HS
= 〈ξ, (f(B−1)B)−θξ〉. (2.11)
Hence (i) implies that 〈ξ, f(A)−θξ〉 and 〈ξ, (f(A−1)A)−θξ〉 are jointly convex in (A, ξ) ∈
Pn×Cn for every n ∈ N, so by Lemma 2.3 they are jointly convex in (A, ξ) ∈ B(H)++×
H in the situation of Lemma 2.2. Then by (a2)⇒ (a1) of Lemma 2.2, both f(x)−θ and
(f(x−1)x)−θ are operator monotone decreasing on (0,∞), so both f(x)θ and (f(x−1)x)θ
are operator monotone on (0,∞). Hence Lemma 2.4 implies that (viii) holds.
Now, it remains to prove that θ ≤ 1. To do so, define the function
ϕ(x, y, z) := n−1Iθf (xIn, yIn, zIn) = φ(x, y)
−θz2, x, y, z > 0,
where φ(x, y) := f(xy−1)y, and compute the Hessian of ϕ as follows:
det

 z2{θ(θ + 1)φ−θ−2φ2x − θφ−θ−1φxx} z2{θ(θ + 1)φ−θ−2φxφy − θφ−θ−1φxy} −2θzφ−θ−1φxz2{θ(θ + 1)φ−θ−2φxφy − θφ−θ−1φxy} z2{θ(θ + 1)φ−θ−2φ2y − θφ−θ−1φyy} −2θzφ−θ−1φy
−2θzφ−θ−1φx −2θzφ−θ−1φy 2φ−θ


= 2θ2z4φ−3θ−4 det

 (θ + 1)φ2x − φφxx (θ + 1)φxφy − φφxy −2θφx(θ + 1)φxφy − φφxy (θ + 1)φ2y − φφyy −2θφy
−φx −φy 1


13
= 2θ2z4φ−3θ−4 det

−φφxx −φφxy −(θ − 1)φx−φφxy −φφyy −(θ − 1)φy
−φx −φy 1


= 2θ2z4φ−3θ−3 det

φxx φxy −(θ − 1)φxφxy φyy −(θ − 1)φy
φx φy φ


= 2θ2z4φ−3θ−3
{
(θ − 1)(φ2xφyy + φ2yφxx − 2φxφyφxy) + φ(φxxφyy − φ2xy)
}
. (2.12)
We further compute 

φx(x, y) = f
′(xy−1),
φy(x, y) = f(xy
−1)− f ′(xy−1)(xy−1),
φxx(x, y) = f
′′(xy−1)y−1,
φxy(x, y) = −f ′′(xy−1)xy−2,
φyy(x, y) = f
′′(xy−1)(x2y−3).
(2.13)
Insert these formulas when y = 1 into (2.12) to obtain the Hessian of ϕ at (x, 1, 1) as
2θ2(θ − 1)f(x)−3θ−1f ′′(x),
which should be non-negative for any x > 0. Suppose that θ > 1; then it must follow
that f ′′(x) ≥ 0, so f is convex. Moreover, f(x)θ is concave since it is operator monotone
(hence operator concave). Hence f must be a constant function so that (f(x−1)x)θ is xθ
up to a multiple constant. This means that xθ is operator monotone, which contradicts
θ > 1. So we have θ ≤ 1.
(i) ⇒ (iii) is obvious since (i) implies (vii) as shown above.
(ii) ⇒ (iii). Since the function
log Iθf (xIn, xIn, In) = −θ log x− θ log f(1) + logn
is convex in x > 0, we have θ > 0. Hence (iii) follows because a positive function is
convex if its logarithm is convex.
(iii)⇒ (ii). This can be proved in the same method adopted in [25] while we sketch
the proof for the convenience of the reader. Let A1, A2, B1, B2 ∈ Pn and X ∈ Mn be
arbitrary, and define
φ(x) := Iθf (x1A1 + x2A2, x1B1 + x2B2, X)
for x = (x1, x2) ∈ Q := [0,∞)2 \ {(0, 0)}. The function φ on Q is convex by (iii),
and we need to prove that log φ is convex. To do so, we may assume that X 6= 0
and hence φ(x) > 0 for all x ∈ Q. Since log φ(x) = limrց0(φ(x)r − 1)/r, it suffices to
prove that φ(x)r is convex on Q for any r > 0. For each α > 0 define a convex set
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Gα := {x ∈ Q : φ(x) ≤ α}; then φ(x) = inf{α : x ∈ Gα}. Since φ(λx) = λ−θφ(x) for
all λ > 0 as easily checked, we have Gα = α
−1/θG1. Let
k(x) := sup{µ > 0 : x ∈ Gµ−θ} = sup{µ > 0 : µ−1x ∈ G1}, x ∈ Q.
Then k(x) is positive and concave on Q, and moreover we have
k(x) = sup{λ−1/θ : x ∈ Gλ, λ > 0} = φ(x)−1/θ.
Therefore, for each r > 0, φ(x)r = k(x)−θr is convex since θr > 0.
(ii)⇒ (viii). Thanks to (2.10) and (2.11) it follows from (ii) that log〈ξ, f(A)−θξ〉 and
log〈ξ, (f(A−1)A)−θξ〉 are convex in A ∈ Pn for any fixed ξ ∈ Cn and for every n. Simi-
larly to the proof of Lemma 2.3, we see that log〈ξ, f(A)−θξ〉 and log〈ξ, (f(A−1)A)−θξ〉
are convex in A ∈ B(H)++ for every ξ ∈ H in the situation of Lemma 2.2. So, (a3)
⇒ (a1) of Lemma 2.2 yields that both f(x)−θ and (f(x−1)x)−θ are operator monotone
decreasing on (0,∞), that is, both f(x)θ and (f(x−1)x)θ are operator monotone on
(0,∞). Hence Lemma 2.4 implies that (viii) holds.
Proof of (d). (vii) ⇒ (v). As mentioned in the proof of [21, Theorem 7] we have joint
concavity of (A,B) ∈ Pn × Pn 7→ JfA,B, that is, for every A1, A2, B1, B2 ∈ Pn,
JfA1+A2
2
,
B1+B2
2
≥ J
f
A1,B1
+ JfA2,B2
2
.
Operator monotony and operator concavity of xθ on (0,∞) give
(
JfA1+A2
2
,
B1+B2
2
)θ
≥
(
JfA1,B1 + J
f
A2,B2
2
)θ
≥
(
JfA1,B1
)θ
+
(
JfA2,B2
)θ
2
,
which implies (v).
(v) ⇒ (vi) is trivial because the logarithm of a positive concave function is concave.
(vi) ⇒ (viii). The proof is similar to the above proof of (ii) ⇒ (viii) of (c). With
−θ in place of θ and with “concave” in place of “convex”, we see from (vi) that
log〈ξ, f(A)θξ〉 and log〈ξ, (f(A−1)A)θξ〉 are concave in A ∈ B(H)++ for every ξ ∈ H.
Hence by (b2)⇒ (b1) of Lemma 2.2, both f(x)θ and (f(x−1)x)θ are operator monotone
on (0,∞), so Lemma 2.4 implies (viii).
(v) ⇒ (vii). Since (v) ⇒ (viii) is already known, it remains to prove that θ ≤ 1.
But this is immediately seen because the function
I−θf (xIn, xIn, In) = nf(1)
θxθ
is concave in x > 0.
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Proof of (e). (iii) ⇒ (iv) is trivial. Finally, we prove that (iv) implies the restriction
that θ ∈ [−2,−1] ∪ (0, 2]. Since the function
Iθf (xIn, xIn, In) = nf(1)
−θx−θ
is convex in x > 0, we have θ ∈ (−∞,−1]∪(0,∞). When θ > 0, (iv) is (iii), so θ ∈ (0, 2]
follows from (iii) ⇒ (viii). Now assume that θ < 0. We need to prove that θ ≥ −2.
Thanks to (2.10) and (2.11) we see from (iv) that both f(x)−θ and (f(x−1)x)−θ are
operator convex on (0,∞). Let g(x) := f(x)−θ and so (f(x−1)x)−θ = g(x−1)x−θ. By
Lemma 2.5 one can choose δ > 0 and a, b, c, d > 0 such that either{
ax2 ≤ g(x) ≤ bx if 0 < x < δ,
cx ≤ g(x) ≤ dx2 if δ−1 < x <∞, (2.14)
or {
a ≤ g(x) ≤ bx−1 if 0 < x < δ,
cx−1 ≤ g(x) ≤ dx2 if δ−1 < x <∞, (2.15)
and also either {
ax2 ≤ g(x−1)x−θ ≤ bx if 0 < x < δ,
cx ≤ g(x−1)x−θ ≤ dx2 if δ−1 < x <∞, (2.16)
or {
a ≤ g(x−1)x−θ ≤ bx−1 if 0 < x < δ,
cx−1 ≤ g(x−1)x−θ ≤ dx2 if δ−1 < x <∞, (2.17)
Assume that (2.14) and (2.17) are satisfied. Since (2.17) is rephrased as{
ax−θ ≤ g(x) ≤ bx−θ+1 if δ−1 < x <∞,
cx−θ+1 ≤ g(x) ≤ dx−θ−2 if 0 < x < δ,
we have ax−θ ≤ dx2 for δ−1 < x < ∞, which yields that θ ≥ −2. Similarly, we have
θ ≥ −2 from (2.15) and (2.16), and also from (2.15) and (2.17). This argument does
not work when (2.14) and (2.16) are satisfied. So we take a detour to settle this last
case. Since the function
n−1Iθf (xIn, yIn, In) = φ(x, y)
−θ with φ(x, y) := f(xy−1)y
is jointly convex in x, y > 0, the Hessian of φ(x, y)−θ is non-negative so that
θ2φ−2θ−4 det
[
(θ + 1)φ2x − φφxx (θ + 1)φxφy − φφxy
(θ + 1)φxφy − φφxy (θ + 1)φ2y − φφyy
]
≥ 0.
From (2.13) with y = 1 we notice that the Hessian of φ(x, y)−θ at (x, 1) is
−θ2(θ + 1)f(x)−2θ−1f ′′(x),
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which should be non-negative for all x > 0. Now assume that θ < −1; then we have
f ′′(x) ≥ 0 for all x > 0 so that f is convex on (0,∞). In the case of (2.14) with
negative θ, we have f(+0) = 0 and so convexity of f yields that f(x) ≥ εx for some
ε > 0 and for all sufficiently large x. From this and (2.14), ε−θx−θ ≤ dx2 for large x,
which yields that θ ≥ −2.
It is remarkable that all the convexity/concavity conditions (i)–(vi) except (iv) sit
between (vii) and (viii), and the difference between the last two is only the range (0, 1]
or (0, 2] of the parameter θ. The equivalence of (i), (v) and (vii) is also remarkable. It
is worth noting that joint concavity (v) of Iθf (A,B,X) in A,B ∈ Pn occurs only when
θ ∈ [−2, 0) while stronger version (i) or (ii) of joint convexity does only when θ ∈ (0, 2].
The following two examples show that implications in (c)–(e) of Theorem 2.1 are
almost best possible results.
Example 2.6. Let f(x) :=
√
x on (0,∞). According to [25, Corollary 8.1 (2)] the
function
log Iθf (A,B,X) = logTrX
∗A−θ/2XB−θ/2
is jointly convex in (A,B) ∈ Pn × Pn for any θ ∈ (0, 2]. Hence (ii) (⇔ (iii)) does not
imply (vii), and the restriction θ ∈ (0, 2] from (ii) is best possible.
Example 2.7. Let f(x) := xα on (0,∞), where α ∈ R. Recall that the function
Iθf (A,B,X) = TrX
∗A−αθXB−(1−α)θ
is jointly convex in (A,B) ∈ Pn×Pn if and only if (A,B) ∈ Pn×Pn 7→ A−αθ⊗B−(1−α)θ
is jointly convex. According to [1, p. 221, Remark (4)] it is easy to see that this joint
convexity holds if and only if one of the following cases is satisfied:
• 0 ≤ α ≤ 1 and 0 < θ ≤ min{ 1
α
, 1
1−α
}
,
• 1 ≤ α ≤ 2 and −min{ 2
α
, 1
α−1
} ≤ θ ≤ −1,
• −1 ≤ α ≤ 0 and −min{ 2
1−α
, 1
−α
} ≤ θ ≤ −1,
where 1
0
:= +∞ by convention. In particular, (iv) is satisfied when α = 1/2 and
θ ∈ (0, 2] or when α = 1 and θ ∈ [−2,−1]. Hence the restriction θ ∈ [−2,−1] ∪ (0, 2]
from (iv) is best possible. Also, note that (viii) does not imply (iv).
3 Monotonicity of Iθf(A,B,X) and convexity of quasi-
entropy
A subalgebra of Mn means a unital ∗-subalgebra. Given a subalgebra A of Mn we have
the trace-preserving conditional expectation EA : Mn → A, which is determined by
TrEA(X)Y = TrXY, X ∈Mn, Y ∈ A. (3.1)
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For our purpose it is convenient to express EA as an average of unitary conjugations.
Let A′ is the commutant of A, i.e., A′ := {X ∈ Mn : XY = Y X, Y ∈ A}, and U(A′)
be the set of all unitaries in A′. Since U(A′) is a compact group, we have the Haar
probability measure on U(A′), which is simply denoted by dU . We then have
EA(X) =
∫
U(A′)
UXU∗ dU, X ∈Mn. (3.2)
In fact, it is easy to verify that this EA(X) belongs to A and satisfies (3.1).
For each n1, n2 ∈ N the n1n2 × n1n2 complex matrix algebra Mn1n2 is considered as
the tensor product Mn1 and Mn2, i.e., Mn1n2 = Mn1 ⊗Mn2 . Under this identification
a linear map Tr2 : Mn1n2 → Mn1, called the partial trace, is determined by
Tr2 (X1 ⊗X2) = Tr (X2)X1, X1 ∈Mn1 , X2 ∈ Mn2,
which traces out the second factor. Note that n−12 Tr2 is the trace-preserving conditional
expectation from Mn1n2 onto the subalgebra A := Mn1 ⊗ I2, where I2 is the identity of
Mn2 .
Given a function f > 0 on (0,∞) and θ ∈ R \ {0}, we consider the following
properties of the function Iθf given in (1.1) concerning monotonicity under conditional
expectations or partial traces:
(I) for every n ∈ N and any subalgebra A of Mn,
Iθf (EA(A), EA(B), EA(X)) ≤ Iθf (A,B,X), A, B ∈ Pn, X ∈Mn,
(IV) for every n ∈ N and any subalgebra A of Mn,
Iθf (EA(A), EA(B), X) ≤ Iθf (A,B,X), A, B ∈ Pn, X ∈ A,
(V) for every n ∈ N and any subalgebra A of Mn,
I−θf (EA(A), EA(B), X) ≥ I−θf (A,B,X), A, B ∈ Pn, X ∈ A,
(I′) for every n1, n2 ∈ N,
nθ−12 I
θ
f (Tr2A,Tr2B,Tr2X) ≤ Iθf (A,B,X), A, B ∈ Pn1n2, X ∈Mn1n2 ,
(IV′) for every n1, n2 ∈ N,
nθ+12 I
θ
f (Tr2A,Tr2B,X) ≤ Iθf (A,B,X ⊗ I2), A, B ∈ Pn1n2 , X ∈ Mn1,
(V′) for every n1, n2 ∈ N,
n1−θ2 I
−θ
f (Tr2A,Tr2B,X) ≥ I−θf (A,B,X ⊗ I2), A, B ∈ Pn1n2 , X ∈Mn1 .
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Theorem 3.1. Concerning the above properties and those in Section 2 the following
hold:
(i)⇔ (I)⇔ (I′), (iv)⇔ (IV)⇔ (IV′), (v)⇔ (V)⇔ (V′).
Proof. We will prove only the equivalence of (i), (I) and (I′) since other statements can
similarly be proved.
(i) ⇒ (I). Thanks to (3.2) this is seen as follows:
Iθf (EA(A), EA(B), EA(X))
= Iθf
(∫
U(A′)
UAU∗ dU,
∫
U(A′)
UBU∗ dU,
∫
U(A′)
UXU∗ dU
)
≤
∫
U(A′)
Iθf (UAU
∗, UBU∗, UXU∗) dU = Iθf (A,B,X).
Here, it is obvious that Iθf (UAU
∗, UBU∗, UXU∗) is continuous (hence integrable) in
U ∈ U(A′).
(I)⇒ (I′) is immediate since X 7→ n−12 Tr2X⊗I2 is the conditional expectation from
Mn1n2 onto M1 ⊗ I2 and
Iθf (n
−1
2 Tr2A⊗ I2, n−12 Tr2B ⊗ I2, n−12 Tr2X ⊗ I2) = nθ−12 Iθf (Tr2A,Tr2B,Tr2X).
(I′) ⇒ (i). For A1, A2, B1, B2 ∈ Pn and X1, X2 ∈Mn set
A :=
[
A1 0
0 A2
]
, B :=
[
B1 0
0 B2
]
, X :=
[
X1 0
0 X2
]
in Mn ⊗M2.
Since Tr2A = A1 +A2, Tr2B = B1 +B2 and Tr2X = X1 +X2, (I
′) for n2 = 2 implies
that
2θ−1Iθf (A1 + A2, B1 +B2, X1 +X2) ≤ Iθf (A,B,X).
The above left-hand side is
2Iθf
(
A1 + A2
2
,
B1 +B2
2
,
X1 +X2
2
)
while the right-hand side is Iθf (A1, B1, X1) + I
θ
f (A2, B2, X2). Hence (i) follows.
The proof of the above (i) ⇒ (I) is similar to those in [8, 22] where the method of
representing a partial trace as an average of unitary conjugations was used.
The next corollary is immediate from Theorems 2.1 and 3.1.
Corollary 3.2. For every operator monotone function f > 0 on (0,∞) and for every
θ ∈ (0, 1], all the properties (i)–(vi), (I), (IV), (V), (I′), (IV′) and (V′) hold.
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When θ < 0, the function
Iθf (A,B,X) = 〈X, (f(LAR−1B )RB)−θX〉HS, A, B ∈ Pn, X ∈Mn,
is well defined when f is a real (not necessarily positive) function on (0,∞). In par-
ticular, when θ = −1, I−1f (A,B,X) is the quasi-entropy SXf (A‖B) (see Section 1.2).
Theorem 3.3. Let f be a real function on (0,∞). Then the following conditions are
equivalent:
(c1) (A,B) ∈ Pn × Pn 7→ SXf (A‖B) is jointly convex for any fixed X ∈ Mn and for
every n ∈ N;
(c2) for every n ∈ N and any subalgebra A of Mn,
SXf (EA(A)‖EA(B)) ≤ SXf (A‖B), A, B ∈ Pn, X ∈ A;
(c3) for every n1, n2 ∈ N,
SXf (Tr2A‖Tr2B) ≤ SX⊗I2f (A‖B), A, B ∈ Pn1n2 , X ∈Mn1 ;
(c4) f is operator convex on (0,∞);
(c5) f(x−1)x is operator convex on (0,∞).
Proof. Conditions (c1), (c2) and (c3) are nothing but (iv), (IV) and (IV′), respectively,
with θ = −1, whose equivalence is in Theorem 3.1. (c4) ⇒ (c1) and (c4) ⇒ (c2) were
given in [26] (see also [11]). In the proof of Theorem 2.1 (e) we saw that (iv) implies that
f(x)−θ and (f(x−1)x)−θ are operator convex on (0,∞). In particular, when θ = −1,
this shows that (c1) implies (c4) and (c5). (Note that under θ = −1 we did not use the
positivity assumption for f in this part of the proof and also in the proof of Theorem
3.1.) Hence we have (c4) ⇒ (c5), which gives also (c5) ⇒ (c4).
The equivalence of (c4) and (c5) for a real function f seems new.
Remark 3.4. Conditions (c1)–(c3) with restriction of A,B to density matrices are
also equivalent to the conditions in Theorem 3.3. Indeed, write (c1′)–(c3′) for (c1)–
(c3) with this restriction. Then (c1) ⇔ (c1′) is (iv) ⇔ (iv′) of Theorem 2.1 (a) with
θ = −1. It is immediate to check that Theorem 3.1 holds with restriction of A,B to
density matrices. This means that (c1′)–(c3′) are equivalent.
Theorem 3.5. For any real function f on (0,∞) that is not identically zero, SfX(ρ‖σ)
is not jointly convex in (ρ, σ,X) ∈ Dn ×Dn ×Mn for some n ∈ N.
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Proof. Suppose that SfX(ρ‖σ) is jointly convex in (ρ, σ,X) ∈ Dn×Dn×Mn for every n.
By Theorem 2.1 (a) (here the positivity assumption for f is irrelevant), so is SfX(A‖B) in
(A,B,X) ∈ Pn × Pn ×Mn for every n. Then as in the proof of (i) ⇒ (vii) of Theorem
2.1 (c), it follows that 〈ξ, f(A)ξ〉 and 〈ξ, f(A−1)Aξ〉 are jointly convex in (A, ξ) ∈
B(H)++ × H. Hence by [2, Remark 3.5] both f and f(x−1)x are non-negative and
operator monotone decreasing. But this is impossible unless f is identically zero.
Remark 3.6. When f is a real function on [0,∞), the definition of the quasi-entropy
SXf (A‖B) for general A,B ∈M+n and X ∈Mn ([23, 27]) is
SXf (A‖B) := 〈XB1/2, f(LARB−1)XB1/2〉HS,
where B−1 is defined in the sense of generalized inverse. (Recall that the relative
modular operator for Tr (A ·) and Tr (B ·) coincides with LARB−1 in this sense.) Here,
assume that ω(f) := limx→∞ f(x)/x exists in [−∞,∞]. Then we notice (as in [18,
Proposition 2.2] in the case X = I) that
lim
εց0
SXf (A‖B + εI) = SXf (A‖B) + ω(f)TrX∗AX(I − B0), (3.3)
where B0 means the support projection ofB. We write S˜Xf (A‖B) for the above identical
expressions. Obviously, S˜Xf (A‖B) = SXf (A‖B) if B ∈ Pn. Now we show that if f is
an operator convex function on [0,∞), then S˜Xf (A‖B) is jointly convex in (A,B) ∈
M+n ×M+n for every X ∈Mn. Indeed, it is clear that ω(f) exists in (−∞,∞] for convex
f . From definition in the left-hand side of (3.3), it suffices to prove the joint convexity
on M+n ×Pn. But this is immediate from the joint convexity on Pn×Pn (Theorem 3.3)
and the continuity of A ∈M+n 7→ SXf (A‖B) with fixed B ∈ Pn. Furthermore, it is easy
to see that
(A,B) ∈M+n ×M+n 7→ TrX∗AX(I −B0)
is jointly convex. Thus, when f is a non-negative opreator monotone function on [0,∞)
(hence −f is operator convex), we notice that
SXf (A‖B) = S˜Xf (A‖B)− ω(f)TrX∗AX(I −Q)
is jointly concave in (A,B) ∈ M+n ×M∗n. This is the joint concavity results in [23, 26]
though restricted to matrices. The above argument also clarifies why the assumption of
B ∈ Pn is essential for the joint convexity result in [27, 18] when f is operator convex.
In this way, joint convexity of S˜Xf (A‖B) covers all the known joint concavity/convexity
results for SXf (A‖B) in [23, 26, 27] (also [18] where S˜Xf (A‖B) with X = I was denoted
by Sf (A‖B)).
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4 Convexity of skew information and quantum χ2-
divergence
Given a general function f > 0 on (0,∞) we define the (unbounded version of) f -skew
information
IfA(X) := 〈i[A,X ], (JfA)−1(i[A,X ])〉HS = I1f (A,A, i[A,X ])
and the quantum f -χ2-divergence
χ2f(A,B) := 〈A− B, (JfB)−1(A−B)〉HS = I1f (B,B,A−B)
for each A,B ∈ Pn and X ∈ Mn. When A = ρ, B = σ with ρ, σ ∈ Dn and f is an
operator monotone function, Iρ(X) is the unbounded version of the metric adjusted
skew information (1.7) and χ2f(ρ, σ) is the quantum χ
2-divergence (1.8).
We define the harmonic symmetrization f sym of f to be f−1,sym given in (2.1) with
θ = 1, i.e., (−1)-power symmetrization of f . In this section we show the next theorem,
which extend convexity results in [14, 9, 32, 15] (see Section 1.4) into a combined
characterization theorem.
Theorem 4.1. Let f > 0 be a function on (0,∞). Then the following conditions are
equivalent:
(d1) A ∈ Pn 7→ IfA(K) is convex for any fixed K ∈ Hn and for every n ∈ N;
(d2) ρ ∈ Dn 7→ Ifρ (K) is convex for any fixed K ∈ Hn and for every n ∈ N;
(d3) (A,B) ∈ Pn × Pn 7→ χ2f(A,B) is jointly convex for every n ∈ N;
(d4) (ρ, σ) ∈ Dn ×Dn 7→ χ2f(ρ, σ) is jointly convex for every n ∈ N;
(d5) (x− 1)2/f sym(x) is operator convex on (0,∞);
(d6) f sym is operator monotone on (0,∞).
We first give the following lemma. The equivalence between (1) and (4) will be used
in the proof of the theorem. Other conditions (2) and (3) are stated for the convenience
of the proof and also for the completeness of statements.
Lemma 4.2. Let f > 0 be a function on (0,∞). Then the following conditions are
equivalent:
(1) f is operator monotone on (0,∞);
(2) (x− 1)/f(x) is operator monotone on (0,∞);
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(3) (x− 1)f(x) is operator convex on (0,∞);
(4) (x− 1)2/f(x) is operator convex on (0,∞).
Proof. (1) ⇒ (2). Lo¨wner’s theorem tells that f is analytically continued to a Pick
function f(z) defined on C+, so f(z) maps C+ into C+ ∪ R and moreover arg f(z) ≤
arg z (here argument is taken in [0, pi)) for every z ∈ C+. (The last fact on arg f(z)
might not be familiar but it is easily verified by using the integral representation of
f .) Then g(z) := (z − 1)/f(z) is well defined as an analytic function on C+. (If f is
a constant α > 0, then f(z) is a constant α. If f is not constant, then f(C+) ⊂ C+
so that f(z) is not zero for any z ∈ C+.) When z = reiη with r > 0 and η ∈ (0, pi),
we notice that z − 1 = r1eiη1 with r1 > 0 and η < η1 < pi, and that f(z) = r2eiη2 with
r2 > 0 and 0 ≤ η2 ≤ η. Therefore,
Im g(z) =
Im {(z − 1)f(z)}
|f(z)|2
and
Im {(z − 1)f(z)} = Im {r1eiη1 · r2e−iη2} = r1r2 Im ei(η1−η2) > 0,
since 0 < η1−η2 < pi. Lo¨wner’s theorem implies that g is operator monotone on (0,∞).
(2)⇒ (1). Assume that g(x) := (x−1)/f(x) is operator monotone on (0,∞). Then
g(1) = 0, and by [12, Theorem 1.9] there exist a γ > 0 and a positive measure µ on
[0,∞) such that ∫
[0,∞)
1
(1 + λ)2
dµ(λ) < +∞
and
g(x) = γ(x− 1) +
∫
[0,∞)
x− 1
(x+ λ)(1 + λ)
dµ(λ), x ∈ (0,∞).
Therefore, we have
1
f(x)
= γ +
∫
[0,∞)
1
(x+ λ)(1 + λ)
dµ(λ) = γ +
∫
[0,∞)
1 + λ
x+ λ
dν(λ),
where ν is a finite positive measure on [0,∞) given by dν(λ) := dµ(λ)/(1 + λ)2. The
above integral expression shows (see [13], [2, Theorem 3.1]) that 1/f(x) is operator
monotone decreasing on (0,∞), so f is operator monotone on (0,∞).
(1) ⇔ (3) and (2) ⇔ (4) are seen from [31, Lemma 2.1] (also [17, Corollary 2.7.8]).
We note that (1)⇒ (4) was shown in [9] in a different (and more tractable) method,
however the above proof has a merit to show the equivalence of (1) and (4). As remarked
in [9], when f(x) = (x−1)2 on (0,∞), we have (x−1)2/f(x) ≡ 1 but f is not operator
monotone. Hence the assumption f > 0 cannot be relaxed to f ≥ 0 for (4) ⇒ (1).
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Proof of Theorem 4.1. The proof of (d1)⇔ (d2) is similar to the last part of the proof
of Theorem 2.1 (a), and (d5) ⇔ (d6) follows from Lemma 4.2. To prove that (d1) ⇔
(d5), define f˜(x) := f(x−1)x and
h(x) :=
(x− 1)2
f(x)
, h˜(x) := h(x−1)x, hsym(x) :=
h(x) + h˜(x)
2
, x > 0, (4.1)
so that
h˜(x) =
(x− 1)2
f˜(x)
, hsym(x) =
(x− 1)2
f sym(x)
.
As mentioned in [14, 9], for every A ∈ Pn and X ∈Mn we notice that
IfA(X) = 〈X, JhA(X)〉HS, I f˜A(X) = 〈X, J h˜A(X)〉HS. (4.2)
Furthermore, similarly to (2.4) we have
IfA(X) = I f˜A(X∗), X ∈ Mn, (4.3)
so that for every K ∈ Hn,
IfA(K) = I f˜A(K) =
〈
K, J
hsym
A K
〉
HS
= SKhsym(A‖A). (4.4)
For every A,B ∈ Pn and X ∈Mn set
A˜ :=
[
A 0
0 B
]
∈ P2n, K˜ :=
[
0 X
X∗ 0
]
∈ H2n.
Thanks to (4.4), (2.2) and (2.4) we have
If
A˜
(K˜) =
〈
K˜, J
hsym
A˜
K˜
〉
HS
= 〈X, JhsymA,B X〉HS + 〈X∗, JhsymB,A X∗〉HS
= 2〈X, JhsymA,B X〉HS = 2SXhsym(A‖B). (4.5)
From (4.4) and (4.5) one can see that (d1) holds if and only if condition (c1) of Theorem
3.3 holds for hsym in place of f . The latter condition is equivalent to (d5) by Theorem
3.3.
Now we turn to conditions (d3) and (d4). (d3) ⇒ (d4) is trivial. Since χ2f (A,B) =
χ2fsym(A,B) for all A,B ∈ Pn due to (2.5), (d6) ⇒ (d3) follows from (vii) ⇒ (i)
of Theorem 2.1 (c). It remains to prove that (d4) ⇒ (d6). Assume (d4) so that
(ρ, σ) ∈ Dn × Dn 7→ χ2fsym(ρ, σ) is jointly convex. Let σ1, σ2 ∈ Dn, H1, H2 ∈ H0n and
0 < λ < 1. Choose an ε > 0 such that σi + εHi, i = 1, 2, are positive definite. Set
ρi := σi + εHi ∈ Dn, i = 1, 2. Then we have
I1fsym(λσ1 + (1− λ)σ2, λσ1 + (1− λ)σ2, λH1 + (1− λ)H2)
= ε−2χ2fsym(λρ1 + (1− λ)ρ2, λσ1 + (1− λ)σ2)
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≤ λε−2χ2fsym(ρ1, σ1) + (1− λ)ε−2χ2fsym(ρ2, σ2)
= λI1fsym(σ1, σ1, H1) + (1− λ)I1fsym(σ2, σ2, H2),
which means that (σ,H) ∈ Dn×H0n 7→ I1fsym(σ, σ,H) is jointly convex, that is, condition
(i′′) in Section 2 holds with θ = 1 for f sym. Hence (d6) follows by (b) and (c) of Theorem
2.1.
When (d1) is replaced with the stronger condition that IfA(X) is convex in A ∈ Pn
for any fixed X ∈ Mn, we have the next theorem. The proof is similar to (indeed, a
bit simpler than) that of Theorem 4.1, so we omit it.
Theorem 4.3. Let f > 0 be a function on (0,∞). Then the following conditions are
equivalent:
(d1′) A ∈ Pn 7→ IfA(X) is convex for any fixed X ∈Mn and for every n ∈ N;
(d2′) ρ ∈ Dn 7→ Ifρ (X) is convex for any fixed X ∈Mn and for every n ∈ N;
(d5′) (x− 1)2/f(x) is operator convex on (0,∞);
(d6′) f is operator monotone on (0,∞).
Although it is obvious from (4.2) that IfA(X) is convex in X ∈ Mn for any fixed
A ∈ Pn, the function Ifρ (K) cannot be jointly convex in (ρ,K) ∈ Dn ×Hn.
Theorem 4.4. For any function f > 0 on (0,∞), the function Ifρ (K) is not jointly
convex in (ρ,K) ∈ Dn ×Hn for some n ∈ N.
Proof. Suppose that IfA(K) is jointly convex in (ρ,K) ∈ Dn×Hn for every n ∈ N. Then
from (4.5) it must follow that SXhsym(ρ‖σ) is jointly convex in (ρ, σ,X) ∈ Dn×Dn×Mn
for every n ∈ N, where hsym is given in (4.1). However this is impossible by Theorem
3.5.
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