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Abstract 
Escalating demands for sustainable water resources management, anthropogenic disturbances 
(e.g. channelisation and impoundment) and changing environmental conditions (for example 
floods and droughts) has led to an increased need to understand the influence of 'flow 
variability' on instream ecological communities. In this thesis, the importance of hydrological 
variability in structuring macroinvertebrate communities is explored at a range of spatial and 
temporal scales for rivers across England and Wales. At the reach scale (individual river reach), 
the influence of flow velocity variability on the seasonal distribution of benthic 
macroinvertebrate communities is examined. At the mesoscale (regional), hydrological regime 
variability and macroinvertebrate community data (species- and family-level) for 14 rivers (all 
located within the Environment Agency, Anglian northern region) are examined over an I I-year 
period (1990 - 2000). At the macroscale (national), the hydrological regime and family-level 
macroinvertebrate community data for 83 rivers across England and Wales are explored for an 
ll-year period (1990 - 2000) to identify macroscale ecological responses using a range of 
'ecologically-relevant' hydrological variables (up to 201 indices). The response of instream 
communities is explored using a variety of ecological indices (for example abundance, diversity, 
water quality indices and the Lotic-invertebrate Index for Flow Evaluation). At the reach scale, 
results indicate the strong influence of flow velocity on macro invertebrate distribution at the 
scale of individual flow velocity patches. In addition, clcar seasonal differences in benthic 
community composition are apparent. Results at the meso- and macroscale demonstrate that the 
structure ofriverine communities is driven by the magnitude (variability in volume of discharge 
/ runoff) of hydrological conditions. Classifications of the long-term (1980 - 1999) and annual 
hydrological regimes clearly demonstrate geographical gradients in hydrological conditions at a 
national (macroscale) and regional (mesoscale) level. These principally reflect known climatic 
and catchment characteristics. The robustness of the Lotic-invcliebrate Index for Flow 
Evaluation is examined and suggestions for future improvement are proposed. This research 
highlights the problem of data quality and availability when using a large dataset. Strict data 
controls are required for both hydrological and ecological data to minimise the effects of errors 
(e.g. missing values and operator variability). Conceptual models exploring the importance of 
scale in understanding relationships between hydrological variability and instream ecological 
communities are developed. Implications for the sustainable management of riverine systems 
are identified and explored. 
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Chapter 1 
1.1 Context 
Introduction 
The perceived influence of physical processes upon biotic community structure and function of 
streams and rivers underlies many river management strategies (Bunn and Davies, 2000; Bunn 
and Arthington, 2002) and national and international regulations (e.g. the European Union 
Water Framework Directive: !ETC, 2002). Predicted climate change and potentially increased 
climatic variability is likely to modifY hydrological regimes and lead to significant shifts in 
riverine ecology (Environment Agency, 2001; Ameli, 2004). For sustainable management, these 
environmental changes and pressures require knowledge of the linkages between instream 
communities and the abiotic environment formcd by the changing flow patterns (Karim et al., 
1995; Smakhtin, 2001; Stewardson and Gippe1, 2003; Tharme, 2003). 
River flow regimes, driven by climate and basin controls, vary across a wide range of spatial 
and temporal scales (poff, 2002; Bower et al., 2004). Hydrological regimes are determined in 
part by river size and local environmental conditions, such as geology and topography (Poff et 
al., 1997) and include temporal attributes, such as rates of change and other aspects of flow 
variability, seasonal flow patterns and timing, frequency, predictability and duration of extreme 
events (e.g. floods and droughts) (Richter et al., 1996; Poff et aI., 1997). The resulting 
hydrological characteristics have a direct effect on river ecosystems, including the physical 
nature of river channels, sediment regime, water quality and key processes sustaining the 
riverine ecology (Naiman et al., 2002). Hydrological variability influenccs the structure of 
instream habitats and the composition of ecological communities (Puckridge et al., 1998; 
Archer, 2004), including river plankton (e.g. Reynolds, 2000), benthic macroinvertebrates (e.g. 
Clausen and Biggs, 1997), and fish (e.g. Poff and AlIan, 1995). Consequently, hydrological 
variability is a significant factor in the understanding of riverine ecosystems (Statzner and 
Higler, 1986; Richter et aI., 1996; Poff et aI., 1997; Lancaster and Mole, 1999; Wood and 
Armitage, 2004; Biggs et aI., 2005). 
Patterns of community abundance, structure and composition are not necessarily caused by 
changes in ecological integrity (Bunn and Davies, 2000), and the influence of flow variability 
can be masked by other factors, such as anthropogenic disturbances (e.g. Bunn and Arthington, 
2002) and the natural heterogeneity of the local-scale physical and biotic environment (e.g. 
Karr, 1991; Weigel et al., 2003). Instream fauna are generally adapted to inter-annual 
hydrological variability and the magnitude, timing and predictability of high- and low-flow 
periods within lotic environments (Jowe\\ and Duncan, 1990). However, extreme hydrological 
events can affect the instream community structure (Sparks and Spink, 1998; Wood and Agnew, 
2002). The consequences of these extreme events are modified by basin characteristics such as 
local geology or presence of major aquifers that may account for many of the differences 
between benthic communities in rivers that are exposed to similar climatic controls (Carter et 
aI., 1996). Thus, knowledge of climatic variability, flow regime and basin characteristics are 
essential for predicting hydrological conditions and the subsequent distribution, density and 
composition of benthic communities (Poff and Allan, 1995). The majority of instream 
environmental management and monitoring programs, for example the Environment Agency of 
England and Wales (Extence and Ferguson, 1989), and federal agencies in the USA (Carter and 
Resh, 2001) and Australia (Davies, 2000), use macroinvertebrate communities to monitor water 
quality within rivers. Macroinvertebrates demonstrate specific tolerances of environmental 
conditions integrating short-term spatial and temporal environmental variations (Buffagni et aI., 
2000; Metzeling et al., 2003). 
Recent research has highlighted the need for the identification of high quality baseline 
hydrological and ecological conditions since, for example, it is claimed that the availability of 
such high quality long-term hydroecological datasets can separate natural variability from 
anthropogenic disturbances (Richter et al., 1996). Therefore, baseline data collected as part of 
biomonitoring exercises provides an important opportunity to assess and monitor changes in 
river systems (Bunn and Davies, 2000). In addition, these data can help to test methods for 
evaluating the ecological integrity of riverine systems over a range of time scales (Davies, 2000; 
I Wright, 2000). However, the integration of hydrological variability with baseline ecological 
data in previous research has been relatively limited; ecological series have been restricted due 
to the paucity of appropriate medium- to long-term data (exceptions, for example Richter et aI., 
1997; Wood et al., 2001; Wright et aI., 2004). In addition, there is a dearth of knowledge 
regarding selection of the most appropriate ecologically-relevant hydrological parameters. 
Consequently, few studies have attempted to quantify the relationship between hydrological 
variables and instream communities, indices or indicator organisms (notable exceptions are 
Jowett and Duncan, 1990). 
The research in this thesis utilises a novel approach that combines a range of ecological, 
hydrological and environmental records (extracted from the Environment Agency's LIFE paired 
dataset) with fieldwork. Researchers and environmental managers have highlighted the need for 
long-term research at a range of spatial scales, in relatively undisturbed catchments, in order to 
improve the understanding of river ecosystem functioning in relation to hydrological history and 
flow events, such as floods and droughts (Hildrew and Giller, 1994). This implies that the 
development of models exploring and predicting the response of rivers to natural flow variations 
should incorporate a variety of spatial and temporal scales. 
2 
1.2 Aims and objectives of the thesis 
The primary aim of this research is to relate hydrological variability. measured by both flow 
velocity statistics and flow discharge variables, to benthic macro invertebrate communities 
within riverine systems in England and Wales. Two components of the hydrological regime are 
explored within this research: (i) flow velocity (speed of water movement, expressed in m s·'); 
and (ii) flow discharge (volume of water flowing through a cross-section in a unit of time, 
expressed as m3 s·'). The research adopts an innovative hierarchical approach reflecting logical 
links and quantitative relationships between spatial and temporal scales. The thesis' aim and 
objectives separate environmental heterogeneity into different natural scales as an aid to 
describing patterns and increasing understanding of river ecosystem processes. The adopted 
hierarchical method, given by national agency approach, examines the river system components 
and processes in sufficient detail to understand the characteristic patterns that occur at nested 
temporal or spatial scales. Flow variation at different scales affects different ecosystem 
components and processes. Therefore, the ecological effect of flow variability varies from large-
scale processes at large temporal scales that structure community composition (i.e. 'hydrological 
scales': Biggs et al., 2005) to more frequent and less intense flow changes at small scales (i.e. 
'hydraulic scales': Biggs et al., 2005). 
This research explores the hierarchical relationship between temporal scales of flow variability 
and related physical processes, the effect of these physical processes on biological processes 
and, therefore, the organisation of ecosystem characteristics. The thesis analyses utilises data 
collected at three nested spatial scales: (i) reach scale (a single sample reach in the River 
Witham, Easton Park, Lincolnshire); (ii) mesoscale (individual catchments across eastern 
England); and (iii) macroscale (sites across England and Wales). Specifically, the thesis 
research addressed seven objectives: 
1. To examine the seasonal relationships between environmental parameters, including flow 
velocity, and in stream macro invertebrate communities for individual habitat patches within 
a single reach of a river sampled over one year (Chapter 4). Previous research suggests the 
importance of flow velocity in structuring benthic macroinvertebrate communities. 
However, there is a paucity of research examining seasonal species-specific relationships 
with flow velocity. 
2. To describe the influence of hydrological variability, measured by discharge, on instream 
ecological communities at intra-regional (individual catchments) and regional (multiple 
catchments) scales over an 1 I-year period (1990 - 2000) (Chapter 5). There is a dearth of 
research exploring the relative importance of different components of hydrological regimes 
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upon the structure of benthic macroinvertebrate communities for individual sites (intra-
regional) and for multiple sites within the same region. 
3. To identify patterns in annual and long-term (1980 -1999) hydrological runoff regimes for 
rivers across England and Wales (Chapter 6). The quantification of shape (timing) and size 
(magnitude) of hydrological regimes for rivers across England and Wales wiIJ aJlow long-
term and inter-annual patterns to be examined. 
4. To examine the ecological responses of groups of rivers / years exhibiting similar 
hydrological regimes across England and Wales identified above (Chapter 7). Research 
suggests that hydrologicaJly-similar rivers (e.g. lowland sites) exhibit similar ecological 
responses to changing hydrological conditions. 
5. To determine 'ecologicaJly-relevant' hydrological variables that quantify magnitude, 
frequency, timing, duration and rate of change of the hydrological regimes for increasing 
spatial scales (Chapter 4, Chapter 5 and Chapter 7). Few studies have explored and 
integrated scalar ecological linkages on the structure of benthic macroinvertebrate 
communities (Ormerod and Watkinson, 2000). In addition, there is a demand for the 
development of new hydroecological research tools. 
6. To assess the statistical robustness of the LIFE score under different hydrological conditions 
and river types (Chapter 4, Chapter 5 and Chapter 7). Previous research exploring the scope 
of the LIFE score was limited because of the lack of river types explored. This study offers 
an opportunity to examine the LIFE score at different spatial and temporal scales. 
7. To develop conceptual models relating hydrological variability and benthic 
macro invertebrate community structure, thus providing a tool for future management 
decisions and strategies (Chapter 8). 
1.3 Structure of the thesis 
The structure of this thesis and the corresponding development of the research are outlined in 
Figure 1.1. In Chapter 2, a comprehensive review of the existing published literature identifies 
research gaps and builds upon the strengths of previous research. The chapter highlights the 
importance of scale within hydrological and ecological systems, and examines the potential 
influence of spatial and temporal variability, including disturbances, within riverine systems. In 
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addition, the implications of the research for management applications and water resource 
strategies are highlighted. 
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Figure 1.1 - Schematic representation of thesis structure 
The analyses in this thesis are supported by detailed primary field data, collected on three 
separate occasions from a sample reach in the River Witham, Lincolnshire (Chapter 4), and 
secondary data records, extracted from the Environment Agency's LIFE paired dataset (version 
1.03) (Chapter 5 to Chapter 7), to explore the hydroecological relationships for river sites across 
England and Wales. Chapter 3 addresses methodological issues and techniques relating to site 
selection, data collection and methods of data analysis. The LIFE paired data set provides the 
ecological and hydrological records utilised in data analysis. The dataset contains hydrological 
gauging station records paired with regular macroinvertebrate samples for rivers across England 
and Wales that are routinely monitored by the Environment Agency (Balbi, 2001). 
The organisation of this thesis reflects the increasing spatial scale of research. Specifically, the 
relationship between hydrology and ecology is first examined at the reach scale of a sample 
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reach in Lincolnshire (Chapter 4), then at the mesoscale of 14 river catchments across eastern 
England (Chapter 5) and finally at the macroscale of 83 sites across England and Wales 
(Chapter 6 and Chapter 7). In Chapter 4 the spatial (between-habitat patches) and temporal 
(between-season) influence of physical habitat variability on instream communities, sampled at 
a single reach at Easton Park, Lincolnshire, are explored using detailed environmental 
measurements and 240 macro invertebrate Surber samples collected from fieldwork in autumn 
2003, spring 2004 and summer 2004. Chapter 5 investigates the mesoscale (14 individual 
catchments) variations in instream macro invertebrate communities in relation to hydrological 
(discharge) variability for individual catchments, in addition to a regional (14 combined 
catchments) analysis. Macroscale (sites across England and Wales) patterns in the variability of 
hydrological runoff regimes for 83 sites across England and Wales are explored within Chapter 
6 using agglomerative hierarchical clustering. The hydrological clusters structure analysis 
within the proceeding chapter; Chapter 7 describes relationships between hydrological regime 
(quantified using 201 'ecologically relevant' variables) and family-level macroinvertebrate 
communities. The response of instream communities is explored using a variety of ecological 
indices (e.g. abundance, diversity, water quality indices and the LIFE score). Chapter 8 
discusses the results of Chapter 4 through Chapter 7 and provides a synthesis in the context of 
recent published literature. Two models are developed to outline the relationship between 
hydrological variability (both flow velocity and flow discharge) and instream macroinvertebrate 
communities for rivers across temporal and spatial scales. Finally, the limitations of this study 
are identified and proposals for future work are explored. 
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Chapter 2 Review of existing published literature 
2.1 Introduction 
Presenting a comprehensive review of the existing published literature, this chapter discusses 
three key areas of research in relation to the influence of hydrological variability on benthic 
macroinvertebrate communities: (i) importance of scale within hydrological and ecological 
systems; (ii) potential influence of spatial and temporal variability, including disturbances, 
within riverine systems; and (iii) implications of the research for management applications and 
water resource strategies. Gaps in current research are identified from the strengths and 
weaknesses of previous studies. While acknowledging other biotic organisms in the riverine 
ecosystem, for example fish, plankton and plant species, this research focuses on benthic 
macroinvertebrates. Traditionally, benthic macroinvertebrates have been used in riverine studies 
because of their rapid response to changing environmental conditions with their relatively long 
life cycles lying between the rapid turnover of algae species and the slower replacement rates of 
fish (Extence and Ferguson, 1989; Cummins, 1992; Rosenberg and Resh, 1993; Klemm et al., 
2002). In addition, it is recognised that each benthic macroinvertebrate species has its own 
tolerance of river conditions and its own individual reactions to disturbances. 
2.2 Linking hydrology with benthic ecology 
Traditionally, hydrology and ecology have been viewed as distinctly separate academic 
disciplines. However, recent developments in environmental science have resulted in the 
emergence of a new research hydroecology / ecohydrology paradigm that spans and attempts to 
integrate these traditional divides (e.g. Zalewski, 2000; Bonell, 2002; Bond, 2003; Caylor and 
Rodriguez-lturbe, 2004; Hannah et al., 2004). Despite recent debates on the definition of 
hydroecology / ecohydrology, there is consensus that there is a need for research at this 
academic interface and integration with other related subjects, for example a need for close 
linkages with fluvial geomorphology (Marani et ai., 2001) and hydraulics (Booker, 2003). 
Therefore, the hydroecology I ecohydrology framework aims to identify and explore 
interactions between abiotic and biotic processes and to develop models that predict how 
ecological communities in riverine, wetland or riparian systems may respond to future changes 
potentially induced by anthropogenic practices and climate change (Power et al., 1988). 
River flow regimes, driven by climate and basin controls, demonstrate variability over a range 
of temporal and spatial scales (Poff, 2002; Bower et al., 2004) and have been shown to be a 
valuable predictor of the instream physical environment and a significant factor in 
understanding riverine ecosystems (e.g. Statzner and Higler, 1986; Richter et al., 1996; Poff et 
al., 1997; Lancaster and Mole, 1999; Wood and Arrnitage, 2004; Biggs et al., 2005). It is 
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important to explore the influence of physical habitat conditions on the structure of aquatic 
ecosystems across different spatial and temporal scales (Pollard and Huxham, 1998; Rabeni, 
2000). Flow variability plays a key role in structuring habitats with important linkages between 
flow variability and the influence on instream communities (Puckridge et al., 1998; Archer, 
2004), for example river plankton (e.g. Reynolds, 2000), benthic macroinvertebrates (e.g. 
Clausen and Biggs, 1997) and fish (e.g. Poffand Allan, 1995). Researchers and environmental 
managers have identified a need to understand the linkages between instream communities and 
their abiotic environment (Karim et al., 1995; Smakhtin, 2001; Stewardson and Gippel, 2003; 
Tharme, 2003). 
2.2.1 Theories of the dimensions of the lotic system 
An ecosystem can be treated as a structured collection of interactions between individual 
populations of animals and plants. The influence of organisation, dynamics and structure of 
macroscale habitat on community structure has been integrated into ecosystem theories which 
assume the physico·chemical habitat acts as a template (e.g. Southwood, 1977; Wright and Li, 
2002). The relationship between habitat and their matched species traits has been studied in 
aquatic ecosystems leading to the development of important aquatic ecological theories 
(Townsend and Hildrew, 1994; Poffand Allan, 1995). Townsend and Hildrew (1994) promoted 
habitat template theory through the River Habitat Templet where different species' traits were 
established in a two-dimensional space (spatial and temporal heterogeneities). Traditionally 
these two dimensions have been associated with disturhance (e.g. Poff and Ward, 1990) and 
stable environments seem to favour specialist species, whereas in unstable conditions generalist 
strategies are common (e.g. Poff and Allan, 1995). 
In an attempt to provide a synthetic spatial framework for river ecology, Ward (1989) proposed 
a four dimensional model of the lotic system with three spatial components (longitudinal, lateral 
and vertical) integrated over the fourth dimension: time. Each dimension is organised in a 
hierarchy of interactive pathways of a lotic ecosystem both within the river and between the 
river and the surrounding landscape (Townsend and Riley, 1999; Downes et al., 2000). The 
strength of longitudinal-lateral-vertical linkages over time within a catchment varies naturally, 
depending on physical factors such as stream size, climate, geologic setting, topographic setting 
and terrestrial vegetation. Poole (2002) argues that a river's physical structure and context are 
important for understanding which spatial and temporal vector will be the primary driver of 
ecological community structure in any location within a river. Ward's (1997) definition of 
riverine connectivity (i.e. as energy transfer across the riverine landscape) led to the 
development of the definition by Pringle (2001) who defined hydrological connectivity from a 
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broader perspective considering hydrological connections on regional and global scales. In an 
ecological context, hydrological connectivity (sensu Pringle, 2001) can be used to refer to 
water-mediated transfer of matter, energy and biotic organisms within or between elements of 
the hydrological cycle. Hydrological connectivity is essential to the ecological integrity of the 
landscape, and reduction or enhancement of this property by humans can have major negative 
environmental effects (Pringle, 2003). 
The temporal dimension is important to the structure and function of benthic macro invertebrate 
communities (Townsend, 1989; Ward, 1989; Townsend and Riley, 1999). Temporally, 
macroinvertebrate assemblages can demonstrate persistence over multiple years (Puckridge et 
al., 2000; Bradley and Ormerod, 2001; Scarsbrook, 2002; Woodward et al., 2002). Natural 
variations in the hydrological regime, for example seasonal and inter-annual, in the hydrological 
regime of rivers are normal and instream communities are adapted to withstand these changes. 
For example some species demonstrate a high resistance to spates by exhibiting an ability to 
cling to substrates or by developing as strong swimmers or as rapid burrowers into the substrate 
(Palmer et al., 1995). Long-term temporal scales can influence instream benthic communities 
but many studies only examine variations over short time scales, which may be biased by the 
length of study. It is evident that multiple biotic and abiotic factors influence riverine 
community structures and this complicates studies that seek to improve understanding of 
population dynamics and management strategies (Symes et al., 1997). However, it is 
increasingly recognised that river systems display a temporal lag to disturbance or alterations 
and management strategies need to account for this by using a historical perspective in the 
development of future strategies (Thompson et al., 2001). In addition, some researchers, such as 
Boon (1998), argue the need to incorporate the influence of anthropogenic processes on riverine 
systems and their restoration. Conceptualised as a "fifth dimension", this theory could address 
philosophical, political and practical basis for river conservation and account for anthropogenic 
interference (Boon, 1992; Naiman et al., 1992). 
2.2.2 Structure of the riverine ecosystem 
The contribution of abiotic characteristics, for example temperature, light availability, substrate 
composition and resource availability in addition to biological controls, such as species 
interaction, determine the habitat template (e.g., Palmer and Poff, 1997; Poff et ai., 1997). The 
numerous influences upon the structure and functioning of aquatic ecosystems are highlighted 
in Figure 2.1, for example, physico-chemical composition of the stream directly determines the 
composition of the lotic community (Lonergan and Rasmussen, 1996; Lampert and Sommer, 
1997; Collier et al., 1998). Traditionally, ecologists have focused on temperature as the primary 
9 
abiotic driver of ecosystems (e.g. Illies, 1961). A recent study of three groups of rivers in 
Denmark and Ecuador, characterised by different altitudes and latitudes, demonstrated that the 
number of aquatic invertebrate orders and families increased with maximum stream temperature 
and decreased with altitude and latitude (Jacobsen et al., 1997). Species are generally adapted to 
certain temperature regimes; each organism has maximum and minimum temperature thresholds 
between which it can survive, grow and reproduce. These limits may differ with each stage in its 
life cycle. This was demonstrated by Quinn et al. by their laboratory experiment investigating 
upper thermal tolerance limits of twelve macroinvertebrate species in New Zealand. Their 
results indicated invertebrate species varied widely in their tolerance to temperature, for 
example Elmidae larvae were found to be tolerant, while species of the stonefly Gripopterygidae 
were sensitive (Quinn et ai., 1994). Thus, the temperature range limits the distribution of 
species within an invertebrate community provides an indication of the temperature history at 
that location. 
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Figure 2.1 - Major influences on freshwater ecosystems adapted from Newson and Newson 
(2000), Karr (1991) and Poff, et al. (1997). Areas of research for this study are highlighted in 
grey. 
Species differ in their preferences and requirements for substrate (Kohler, 1992). The substrate 
is essential to the survival of many aquatic organisms as it is used, for example, as a refuge from 
floods (Bond and Downes, 2000). The distribution of sediment types and sizes along a 
watercourse has been suggested as an important small-scale factor in structuring 
macro invertebrate communities (e.g., Harper el a/., 1997; Jowett, 2003). The importance of the 
association of particular substrates with benthic invertebrate is controversial, but it is generally 
accepted that highest productivity and diversity of benthic invertebrates is usually associated 
with more complex substrates consisting of a mixture of stones, gravels and sands or riffle 
habitats allowing a greater number of niches for macroinvertebrates (Gore, 1985; Beisel et a/., 
2000). The stability of a substrate is also a critical factor in determining distribution patterns of 
11 
benthic invertebrates. The strong link between productivity and stability of habitat was 
continned by Death and Winterbourn (1995) who examined eleven freshwater habitats in the 
Cass-Craigieburn region, New Zealand. In line with other literature, their results demonstrated 
that benthic species richness peaked at sites with greatest stability with the lowest levels of 
disturbance and with habitat patchiness (Death and Winterbourn, 1995; Death, 1996). 
2.3 Importance of scale in riverine systems 
The structure and function oflotic ecosystems is inextricably linked to the spatial and temporal 
patterns of instream flow variability across a wide range of scales (e.g. Poff et aI., 1997). This 
theory underlies much of the current research and environmental management strategies (e.g. 
Verdonschot, 2000). While it is acknowledged that small-scale biotic interactions, for example 
predation and competition, influence instream community organisation at local scales, larger 
scale abiotic factors drive the instream habitat and, therefore, community structure (Hart and 
Finelli, 1999; Lytle and Poff, 2004). In addition, variations in local factors, such as geology and 
the level of anthropogenic interference, are important at the regional scale (e.g., Richards et al., 
1996; Richards et al., 1997; Feminella, 2000; Rabeni and Doisy, 2000). At large spatial scales, 
climate and geomorphology represent primary driving factors of river systems (e.g. Crowl et al., 
1997; Grimm et aI., 1997; Richards et at., 1997; Sponseller et al., 200 I). Streams and rivers are 
structured by a naturally hierarchical pattem of processes, which is reflected in the variability of 
their physical and ecological structure (Palmer and Poff, 1997; Ward, 1998; Lake, 2000). 
Understanding this variation, which operates over a range of temporal and spatial scales, is key 
to the development of sustainable management strategies (Maddock, 1999). Therefore, theories 
regarding the patterns and understanding of processes at different natural scales have been 
developed (e.g. Wiens, 1989; Levin, 1992). These frameworks have advocated a hierarchical 
approach to exploring the relationships at both wide (e.g. Frissell et al., 1986; Habersack, 2000) 
and narrow (e.g. Downes et al., 1993) ranges in temporal and spatial scale (Figure 2.2 and Table 
2.1). Small scale ecological patterns are controlled by macroscale physical patterns dominated 
by characteristics in the catchment (Frissell et al., 1986). At the greatest spatial and temporal 
scale of analysis studies suggest that the influence of catchment land use on the structure of the 
biological community is largely scale-dependent (Allan et al., 1997; Johnson and Gage, 1997) 
and is influenced by long term abiotic influences (Eoulton and Lake, 1992b). This has resulted 
in an emphasis on riverine studies at the catchment-scale, for example Vannote et at. (1980). 
Poole (2002) attcmpted to further the hierarchical framework theory by exploring the concept of 
river discontinuum. Poole's (2002) theory expanded the hierarchical framework using fluvial 
landscape ecology theory to incorporate both terrestrial and aquatic components of the fluvial 
landscape and argues that different physical properties will have varying ecological influences 
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at different scales. In addition, other hierarchical frameworks have been developed to model the 
relationship between the river and its environment, namely the network dynamics hypothesis 
(Benda et al., 2004). 
STREAM SYSTEM SEGMENT 'SYSTEM REACH SYSTEM "POOL/RIFFLE" 
SYSTEM 
Leaf ond Stick 
Detritus in 
Margin 
MICROHABITAT 
SYSTEM 
Figure 2.2 - Stream hierarchal classification and associated habitat systems from Frissell et al. 
(1986) 
However, two problems can arise when attempting to model hydrological and ecological links 
at different spatial and temporal scales. Firstly, different variables may have different levels of 
importance in different locations. This was clearly demonstrated by Bunn and Davies (2000) 
who recognised the presence of natural geographic differences in species, their community 
distribution and their abundance, especially at larger scales. These biogeographical disparities 
are likely to result in differences in biota, even when local site attributes, such as geology, are 
similar (Sear et al., 1999). Secondly, the spatial and temporal scale at which the stream is 
viewed will determine which are the dominant variables controlling on community structure 
(Figure 2.2 and Table 2.1) and therefore temporal and spatial scales of an investigation will 
significantly influence conclusions drawn from studies (Petts and Foster, 1985; Frissell et al., 
1986). The scale of study observation may have a dramatic impact on interpretation and, 
therefore, understanding of patterns and processes because relationships observed at one scale 
may be masked at another (Wiens, 1989; Carter et ai., 1996; Palrner et al., 1997; Peckarsky et 
al., 1997; Jackson et al., 2001). As stream macroinvertebrates experience frequent and 
unpredictable disturbances and show a high capability for dispersal, species richness should be 
primarily under regional control (Palmer et al., 1996). Conversely, because even neighbouring 
streams may differ widely in environmental conditions, local factors may modify 
macroinvertebrate diversity considerably (Sandin and Johnson, 2004). There have been several 
studies examining the importance of different spatial and temporal scales on patterns of 
instream communities (e.g., Richards and Minshall, 1992; Downes et al., 1993; Scarsbrook and 
Townsend, 1993; Carter et al., 1996; Townsend et al., 1997; Li et al., 2001; Caruso, 2002; 
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Parsons et al., 2003; Weigel et al., 2003; Johnson et al., 2004; Lamouroux et al., 2004; Mykra 
et al., 2004}. 
However, the hierarchical view of multiple temporal and spatial scales has often been neglected 
in macroinvertebrate studies with researchers preferring to concentrate on either reach scale (i.e. 
local stretches and patches of rivers) or macroscale (Le. entire catchments or a regional level) 
research neglecting the importance of physical and ecological interactions between scales 
(Parsons et al., 2003). For example recent research in New Zealand at the regional scale 
emphasised regional geology as a dominant driver for ecological communities (Duggan et al., 
2002). Conversely, Death and Joy (2004) although acknowledging the importance of catchment-
level factors demonstrated that sampled benthic communities were strongly influenced by reach 
scale characteristics, particularly water chemistry. However, the importance of small-scale 
biotic interactions may be hidden at larger scales by large-scale abiotic disturbances (Downes et 
al., 1993). Previous research at smaller scales has demonstrated that differences in site specific 
characteristics at the habitat scale structure instream communities, for example substrate (e.g., 
Habdija et al., 2002; Zimmermann and Death, 2002), riparian conditions (e.g., Richards et al., 
1997) and local flow conditions (e.g. Lancaster and Mole, 1999; Beisel et ai., 2000; Wood et 
al., 2000; Nelson and Lieberman, 2002). An investigation by Arscott et al. (2000) of the spatio-
temporal heterogeneity at three hierarchical levels (corridor, floodplain and habitat scales) in six 
geomotphic reaches along the Tagliamento river (Northeast Italy) clearly demonstrated that 
patterns of variation were strongly scale-dependent. Poff (1997) argued that rivers could be 
viewed hierarchically as a set of nested filters whereby large-scale filters would constrain local 
scale ecological processes. This theory could be expanded to view intense, infrequent 
hydrological events as drivers of large-scale in stream community changes (possibly long 
duration) whereas low magnitude, more frequent events drive local scale (short duration) 
community structure . The scale of study is critical because smaller river systems generally 
experience higher variability and wider extremes of conditions than larger systems. 
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Table 2.1 - Temporal and spatial scales for the hierarchal classification as proposed by Frissel/ 
et al. (1986) and developed by Poole (2002), linked with Figure 2.2 
2.4 Flow regime, habitat and community structure 
At any given point on a spatial and temporal scale, the flow of a river comes from a 
combination of climate factors (first order) and catchment characteristics (second order) (Poff et 
al., 1997). This natural variability creates and maintains instream conditions. The physical 
structure of the river's environment is thus largely detenmined by physical processes, especially 
the flow of water and the sediments within the system (Poff et al., 1997). At small spatial scales, 
stream hydraulics have an important role in the spatial distribution of macroinvertebrate 
assemblages in river habitats and this theory has become a fundamental component of current 
thinking in hydroecology (Statzner and Higler, 1986; Brooks et al., 2005). In addition, the level 
of stream stability is important in determining community composition, for example species 
numbers decline as overall stream stability decreases (Death and Winterbourn, 1995). At this 
small spatial scale, the risk of dislodgement for benthic fauna is high, although it has been 
shown that microscale flow patterns caused by bedform structures can enhance benthic habitats 
(Crowder and Diplas, 2000). Stream hydraulics are major factor affecting invertebrate zonation, 
whereas other abiotic factors become dominant at smaller scales (Statzner and Higler, 1986). 
The cyclic patterns and morphologies of lotic community species have evolved to withstand 
extremes of flow variability (Nelson and Liebenman, 2002). For example the filter feeding larval 
black fly with its distinctive hydrodynamic-shaped body often attaches itself to the substrate and 
utilises the boundary layer in the stream flow for protection. When disturbed, they react by 
bringing their bodies into the reduced velocity area of the boundary layer (Craig and Galloway, 
15 
1987). In another study at the microscale by Wetmore el al. (1990) observed, in their field 
experiment in Wilson Creek, Manitoba, that the caddisfly larvae, Brachycenlrus occidenlalis, 
attached themselves firmly to rocks and inhabited a specific lotic hydraulic environment. Large-
scale studies using channel discharge as opposed to flow velocity may miss microscale 
relationships between an individual species' relationships and small-scale hydraulics. 
The characterisation of the flow regime IS essential for understanding and predicting 
hydrological conditions and the consequent distribution, density and composition of benthic 
communities (Poff and Allan, 1995). Stream flow has been traditionally considered to be a 
valuable descriptor of physical instream environment and is of critical importance in sustaining 
the natural biodiversity and community structure (Statzner and Higler, 1986; Poff el al., 1997). 
Despite few published long-term data sets of temporally persistent riverine community patterns 
(Bunn and Davies, 2000), the scientific literature links the flow regime with instream benthic 
communities (e.g., Poff and Ward, 1989; Wright el al., 1989; Jowett and Duncan, 1990; Poff, 
1996; Olden and Poff, 2003). Generally instream fauna are adapted to inter-annual hydrological 
variability and to the magnitude, timing and predictability of high- and low-flow periods within 
lotic environments (Jowett and Duncan, 1990). These extreme hydrological situations often 
reduce benthic community populations and affect the community structure. The consequences 
of these extreme situations are, however, modified by basin characteristics, such as presence of 
major aquifers and geology, and this may account for many of the differences between benthic 
communities in rivers exposed to similar climatic controls (Carter et al., 1996; Ledger and 
Hildrew, 2001; Wood and Armitage, 2004). 
Climatic variability exerts a primary influence on river hydrology and needs to be recognised, 
especially with potential future climatic change (Marsh and Sanderson, 1997). Climatic 
variations over a range of spatial and temporal scales may influence ecosystems (Richards and 
Minshall, 1992). However, it must be acknowledged that effects of climatic variability and 
change are often obscured by anthropogenic influences (Bradford, 2002). The influence of 
large-scale climate diagnostics on instream ecology has also been explored. For example, 
Bradley and Ormerod (2001) explored macroinvertebrate community persistence of eight 
independent streams over 14 years from the LJyn Brianne catchment in Central Wales, UK. 
Their results highlighted the effect of the positive phases of the North Atlantic Oscillation 
(NAO) in causing instream ecological instability (Bradley and Ormerod, 2001). The effect of 
the NAO on the phenology and growth of macroinvertebrates has been explored by Briers el al. 
(2004). The winter NAO index was significantly related to observed mean size of Baelis vernus 
and Nemurella picteti nymphs sampled in two headwater streams of the River Severn, UK 
(Briers el al., 2004). 
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EXTREME HIGH 
FLOODS 
HABITAT RESPONSE 
Major disturbances - often 'resets' the 
channeHloodplain system (Junk et al., 
1989; Tockner et al .• 2000). 
Can reduce the consistency of biotic 
interactions by frequently disrupting the 
microhabitat distributions (Polf and Ward. 
1989; Benke. 2001). 
Accentuate downstream and lateral 
transport links (Lake. 2000). 
is Provides disturbances for the channel 
- system but important resources (water. ~ sediment and nutrient subsides) for the 
ii5 FLOODS riparian and floodplain systems; also 
....I provide the important seasonal connectivity 
BIOLOGICAL RESPONSE 
Avoidance behaviour of high flows with 
relatively low community richness relative 
to regional species pool (Polf and Ward. 
1989). 
Can deplete community but recovery can 
be rapid from local species pools (Lake. 
2000). 
Benthic communities can be physically 
removed from the stream bed during 
disturbance and the epilithic layers which 
provide a major food source can be 
scoured (Death. 1996; Zimmermann and 
Death. 2002; Lorang and Hauer. 2003). 
If predictable. lead to increased 
developmental synchrony with life cycles 
temporarily cued to floods (Polf and Ward. 
1989) . 
l\ (ii between the channel and floodplain Maintain ecosystem productivity and 
9 habitats. diversity (Lake. 2000). 
~ -------------------------------------------------------------------------
~ Sustain living habitat for aquatic and Adopt 'normal' behaviour. 
I MODERATE riparian wetland taxa; allow flood plain 
FLOWS drainage to support the seasonal terrestrial 
system. 
Low FLOWS 
(DROUGHTS) 
Fragment continuity of streams with habitat 
patch partitioning increasing (Lake. 2000); 
flood plain soils become aerobic; river 
margin sediments are exposed creating 
habitats for pioneer species and 
opportunistic taxa including species 
specifically evolved to exploit the exposed 
riverine sediments. 
Natural rejuvenation of the biological 
community (Polf et al., 1997). 
Avoidance of desiccation and increasing 
dispersal activity (Lake. 2000). 
May present recruitment opportunities for 
riparian plant species in regions where 
flood plains are frequently inundated 
(Wharton et aI., 1981. cited in Polf et al .• 
1997) 
Predation and competition increase within 
the lotic system, e.g. Extence (1981); 
Boulton (2003); Wood and Armitage 
(2004) 
Table 2.2 - The ecological significance of flow magnitude adapted from Harris et al. (2000) 
2.4.1 Hydrological disturbances 
Defining disturbances can be difficult. A disturbance can be defined in terms of its effect on 
biotic organisms (e.g. Townsend and Hildrew, 1994) or its physical natnre (Lake, 2000; 
Magoulick and Kobza, 2003). A disturbance can be defined as a potentially damaging force, 
affecting resources and community structure, that occurs to an ecosystem (Lake, 2000). 
Disturbances may span broad spatial and temporal scales (Townsend and Riley, 1999). The 
stability of physical systems and degree of spatial connectivity contribute to increased diversity 
in river systems (Jacks on et al., 2001). Variability and unpredictability of river flow are 
important characteristics of aquatic ecosystems and play an important role in structuring stream 
macroinvertebrate communities (Table 2.2). Natural variations, for example seasonal and inter-
annual, in the hydrological regime of rivers are 'normal' and instream communities are adapted 
17 
to withstand these changes for example some species demonstrate a high resistance to spates by 
exhibiting an ability to cling to substrates or by developing as strong swimmers or as rapid 
burrowers into the substrate (Palmer et aI., 1995). Researchers largely agree that river 
disturbances are comprised of two sequential events: the initial disturbance (high or lows 
flows), and the instream ecological response of affected communities to the disturbance (e.g. 
Glasby and Underwood, 1996; Lake, 2000; Lake, 2003). Disturbances can be characterised by 
their hydrological nature, for example magnitude, frequency, predictability over a range of 
temporal and spatial scales (e.g. Wissmar and Swanson, 1990; Boulton and Lake, 1992b; 
Boulton et al., 1992; Smock et al., 1994; Poff et al., 1997; Lake, 2000; Collier and Quinn, 
2003). Studies have shown that disturbance history can have short- and long-term effects on 
instream communities (e.g., Lake, 2000; Matthaei et al., 2003). This highlights that it is 
predominantly irregular disturbances that have deleterious effects on communities (e.g. Resh et 
al., 1988). The influence of various catchment characteristics upon floods has been heavily 
investigated in the past (e.g. Biggs, 1995; Benke, 2001) but little has been published about the 
influence on the lowest annual flows until recently (e.g. Wood, 1998a; Agnew et al., 2000; 
Wood and Arrnitage, 2004). 
Differing markedly in physical and chemical stresses, droughts and floods represent the 
extremes of the hydrological regime (Lake, 2000). While their severity is largely unpredictable, 
floods arise suddenly but their return times and durations are more predictable (Humphries and 
Baldwin, 2003). Conversely, the start of a drought is hard to define and is often identified only 
once a drought has been occurring for some time. Both high and low flow events in streams 
exert a strong influence on benthic macro invertebrate fauna causing substantial reductions in 
abundance and diversity (Lake, 2000; Bond and Downes, 2003). For example, a study of five 
unimpacted 'natural' streams and five disturbed streams in areas affected by wildfire over five 
years reported that macroinvertebrate communities in disturbed streams exhibited more inter-
annual variation, which suggests an unstable community structure (Richards and Minshall, 
1992). Relative abundance of the most common species in undisturbed streams was more stable 
during the study period and there was no strong evidence for increasing dissimilarities among 
macroinvertebrates at the same location (Richards and Minshall, 1992). Flow variability results 
in naturally shifting patterns of instream habitat structure. This variability can affect the degree 
of instream habitat isolation and refugia availability, for example a habitat patch that may 
provide a faunal refuge throughout a high flow disturbance could be unsuitable during low 
flows (Delucchi, 1988; Power et aI., 1988; Palmer et aI., 1997). 
High flow levels of disturbance result in both sediment and biota transported downstream (Bond 
and Downes, 2003). Ecological communities demonstrate taxon-specific responses to high flow 
events. For example in a controlled flume experiment with layered substratum, 
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macro invertebrate taxa responded to incrementally increased flows by moving to deeper, more 
stable substrata layers with snails making the most pronounced shift to protected sub layers 
(Holomuzki and Biggs, 2000). Caddisflies remained on epibenthic surfaces during high flows 
laid draglines on surface rocks to effectively resist dislodgment. Very few individuals of any 
taxon were removed from epibenthic habitats by high flows alone. Dislodgment was relatively 
low for mayflies and snails (approximately 8%) compared to caddisflies (20.7%) in stabilised 
patches of gravel (Holomuzki and Biggs, 2000). However, in unstable patches, dislodgment 
rates of both mayflies and caddisflies (both approximately 30%) were significantly higher than 
those of snails. These results demonstrate that short-term behavioural modifications play a key 
role in allowing the snails and caddisflies to persist in flow-variable habitats (Holomuzki and 
Biggs, 2000). The ability ofbenthic communities to recovery from high flows was demonstrated 
by an experiment to explore the temporal effects of three experimental floods of different 
magnitude (10 m' S·l, 25 m' S·1 and 10 m' S·l) in the same year on the ecology ofthe River Spol, 
Switzerland, below a large reservoir (Robinson et al., 2004b). The results highlighted a clear 
temporal effect of flood disturbance on benthie community assemblages of periphyton and 
macroinvertebrates below the reservoir that partly reflects species-specific life histories and 
traits in addition to the cumulative effects of earlier floods (Robinson et aI., 2004b). 
A hydrological definition of a drought (as distinct from meteorological, agricultural or 
sociological drought) is a disturbance in which water availability falls to an extremely low level 
for an extended period of time leading to changes in instream habitat, refugia availability and 
hydrological connectivity at a range of temporal and spatial scales (e.g. Lake, 2003; Magoulick 
and Kobza, 2003). The ecological response to drought depends on the length of drought period, 
level of severity and ability of organisms to respond (Boulton, 2003). For example gradual 
drying of a habitat may cause slow ecological changes, but a large reduction in flow would 
disrupt hydrological connectivity causing loss of habitat and an increase in extremes in physical 
and chemical conditions of water quality (Boulton, 2003). 
The ability of some benthic macroinvertebrates to recover from disturbance events highlights 
their strong resilience to disturbances. For survival, some macroinvertebrates demonstrate the 
ability to move (actively or passively) among habitat patches either in response to a disturbance 
(e.g. movement of individuals into refugia during a disturbance) or through dispersal of new 
recruits from refugia to other habitat patches after a disturbance (Lancaster, 2000). Previous 
studies have demonstrated the ability of macro invertebrates to respond and adapt to 
disturbances; but they have been limited by the lack of high quality, long-term baseline data 
(exceptions being Wood and Pelts, 1999; Woodward et aI., 2002; Wright et al., 2004). 
Disturbances create new patterns of patchiness. Instream macro invertebrate communities often 
recover from disturbances spatially (e.g. recolonisation) and temporally (e.g. rapid lifecycle). 
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For example, the ecological effects of drought can be determined by the availability of refugia 
size, disturbance intensity, physiological tolerance (Magoulick and Kobza, 2003). Wood et al. 
(1999) examined the influence of drought on a groundwater-dominated river, the Little Stour, 
Kent, UK. Macroinvertebrate populations were severely reduced following the 1988 - 1992 
drought. However, recovery of the benthic macroinvertebrate communities was rapid with an 
increase in both ecological diversity and abundance following the drought. Thus, effects of 
disturbance on biota and their rate of recovery are usually determined by the availability of 
resources (Lake, 2000). 
2.4.2 Classification of the riverine environment 
River classifications aims to integrate both physical and ecological aspects of river, which can 
help develop current hydroecological understanding. Classification can allow meaningful 
comparisons between sites and provide a basis for management strategies (Thomson et al., 
2001; Thomson et al., 2003). The environment of river ecosystems can be characterised over a 
range of spatial and temporal scales by using geomorphological characteristics (e.g. Schumm, 
1988; Newson et al., 1998a; Thomson et al., 2003), ecological or hydrological descriptors (e.g. 
Poff, 1996; Wright et al., 1998; Chadd and Extence, 2004) or physical habitat classifications 
(e.g. Frissell et al., 1986). 
Rivers can be subdivided a priori into groups that are hydrologically distinctive at regional 
spatial scales, which may allow spatial patterns in assemblage composition, species traits and 
community functioning to be inferred (Resh et al., 1988; Poff and Ward, 1989; Pof[ et al., 
1997). This has practical use as a spatial framework for both river research and management 
purposes (Hawkins and Norris, 2000). Spatial heterogeneity in the characteristics of interest 
often restricts regions to be large areas within which flow regimes of rivers are only broadly 
similar (Jowett and Duncan, 1990). One approach to delineating patterns in hydrological 
character is regionalisation. Regions are contiguous areas that are homogeneous with respect to 
certain characteristics at a particular spatial scale. Hydrological regions may be defined 
deductively based on the environmental factors that are assumed to broadly influence patterns in 
hydrological regimes, such as climate, topography and geology, or by empirically-based 
methods that use flow data (Snelder et al., 2005). However, the value of these broadly defined 
regions is limited by the heterogeneity of the flow regimes they encompass. An alternative 
approach to regionalisation is to define classes based on environmental characteristics 
independently of geographic location. Geographically independent classifications (Detenbeck et 
al., 2000) result in a mosaic pattern that depicts the recurrence of a particular set of 
characteristics across the classified area. 
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Harris et al. (2000) developed a multivariate technique that connects annual discharge and 
temperature regimes by linking the 'shape' and 'magnitude' of these regimes. This methodology 
has been applied in an ecological sense to ascertain the relationships between hydrology and 
instream benthic communities but only on a limited spatial scale (e.g. Little Stour River, Kent, 
UK, Wood et al., 2001). Further development of river classification is important as it is now 
realised that timing and magnitude of variations in flow is crucial in the life cycle strategies of 
many riverine macroinvertebrate communities (Table 2.2 and Table 2.3). Poff (1996) classified 
806 continental USA streams using ten ecologically-relevant hydrological variables and 
attempted to determine whether flood timing and streamflow predictability and variability were 
sensitive enough for community studies. Cluster analysis identified ten distinct stream types, 
seven permanent and three intermittent, reflecting regional climatic and geological variations 
(Poff, 1996). 
Other classification methodological approaches have focused on a morphological basis for 
classifYing rivers, for example Thomson et al. (2001) developed the River Styles framework, 
which characterises rivers based on geomorphic characteristics. The ecological significance of 
the River Styles methodological approach was explored by comparing macroinvertebrate 
communities and habitat types of geomorphological units for three different sites in New South 
Wales, Australia. Evaluating the River Styles framework in an applied study of nine rivers in 
two contrasting catchments in Australia, Thomson et al. (2003) observed that variability in 
substrate and hydraulic variables appeared to result in variations in macroinvertebrate 
community structure. However, although substrate composition differed significantly, other 
habitat variables showed few consistent differences among River Style groups. These relatively 
small spatial scale results suggest that ecological similarity within River Styles may be limited 
because some important large-scale drivers of local habitat conditions are not included in the 
methodological design. Therefore, integrating the River Styles classification methodological 
approach with other large-scale variables, which reflect stream size, temperature and 
hydrological regime, may produce a process-based physical classification capable of identifying 
river reaches with similar instream ecological structure (Thomson et al., 2003). 
2.5 Ecological indices 
Historically, river studies have explored the response of macroinvertebrate communities to 
disturbances in water quality (e.g. Extence and Fcrguson, 1989; Miller and Tetlow, 1989; Parr 
and Mason, 2003). Three different types of ecological indices designed to reflect ecological 
changes in water quality and environmental conditions were developed: (i) saprobic indices; (ii) 
diversity indices; and (iii) biotic scores and indices (!ETC, 2002). Saprobic indices focus on 
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species presence to organic pollution where the tolerance is species abundance, weighting with 
tolerance ranges and parameters of the indicator on a scale of one to five, for example the 
Saprobic Water Quality Assessment (Friedrich, 1990). Diversity indices measure the decrease in 
species diversity under increasing stress where the observed taxa richness is related to the taxon 
abundance, for example the Shannon-Wiener, Simpson and Margalef indices. Biotic indices and 
scores combine the saprobic and diversity index approaches to evaluate taxon response to 
organic pollution, for example Biological Monitoring Working Party score and its derivative 
Average Score Per Taxon (Furse et al., 1981; Armitage et al., 1983). 
2.6 Hydro(eco)logical variables 
An understanding of hydrological patterns is important because nearly all riverine processes can 
be described in terms of the variability of the hydrological regime (Nestler and Long, 1997; 
Olden and Poff, 2003). Growing interest surrounds the ability to characterise hydroecological 
regimes of rivers. Researchers believe that by characterising discharge regimes, knowledge of 
their influences on instream ecological community structure could be improved (Poff, 1996; 
Clausen and Biggs, 1997; Olden and Poff, 2003). It is now recognised that knowledge of the 
future response of instream communities to both water quality and water resource perturbations 
is needed (Verdonschot, 2000). 
Flow can be characterised in a variety of ways and it is increasingly recognised that the benthic 
communities colonising the different types of river will respond to different aspects of this flow 
regime (Poff and Ward, 1989; Puckridge et al., 1998). It has been established that flow 
variability has an important influence on the structure and composition of instream communities 
but the importance of identified ecological facets of the hydrological regime has yet to be fully 
understood (Table 2.3, Table 2.4 and Table 2.5). Seasonal variations, magnitude and timing of 
extreme flows and natural flow variability are ecologically significant and structure the natural 
flow regime (Gustard, 1992; Sear et al., 1999; Hannah et al., 2000; Harris et aI., 2000; Olden 
and Poff, 2003). In addition, factors, such as disturbance fi'equency (Scarsbrook, 2002), 
heterogeneity of the local environment (Brunke and Gonser, 1997), anthropogenic interference 
(Fitzhugh and Richter, 2004) and individual species' response to the flow regime (Power et al., 
1988; Jackson et al., 2001), vary across space and time. Flow indices are appropriate for 
planning sustainable water resource development because of their non-resource intensive nature 
(Hart and Finelli, 1999). These hydrological indices have been developed for three reasons: (i) 
to characterise rivers in terms of hydrological variability; (ii) to describe overall hydrological 
variability; and (iii) to quantify flow characteristics that are sensitive to anthropogenic 
disturbances (Olden and Poff, 2003). However, given the multitude of different ways in which 
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streamflow can be characterised, researchers have taken a variety of approaches (Olden and 
Poff, 2003). Early studies focused on average flow conditions (Townsend et al., 1987), variation 
in mean daily flow, predictability of flows (sensu Colwell, 1974), skewness in flow and peak 
discharges (Jowett and Duncan, 1990), short-term estimates of flood frequency, slopes of flood-
frequency curves (Farquharson et aI., 1992), seasonal distributions of monthly flows, flow and 
flood frequency duration curves, and time series of annual discharge. These methods lack 
reference to hydrological variability and timing of conditions identified as being crucial to 
macroinvertebrate communities. More recent investigations have begun to focus on examining 
suites of hydrologic indices simultaneously (e.g. Hughes and James, 1989; Poff and Ward, 
1989; Richter et al., 1996; Richter et al., 1997; Richter et al., 1998; Wood et aI., 2001), thus 
taking a multivariable approach to quantifying the hydrologic regime. (Table 2.3, Richter et al., 
1996). 
Recent research has begun to quantify these potentially ecologically important components of 
the flow regime using ecological data series so as to explain biological and geomorphic 
changes, assess the magnitude or rate of human induced change in key hydrologic conditions, 
and use these parameters as river ecosystem management targets (Jowett and Duncan, 1990; 
Biggs, 1995; Wood et al., 1999; Poff, 2002; Boulton, 2003; Lake, 2003). For example the 
'Indicators of Hydrologic Alteration' approach (Richter et al., 1996), which identified five 
facets of the flow which may be quantified into 32 ecologically relevant variables (Table 2.4). 
Previous research has explored the ecological significance of these variables for hydrological 
research (e.g. Baker et al., 2004), ecological research (e.g. Poff, 1996; Brunke, 2002), 
environmental flow recommendations (e.g. Galat and Lipkin, 2000) and method development 
(e.g. Black et aI., 2002). However, this system has recently been modified and expanded by 
Olden and Poff (2003) to incorporate over 200 hydrological parameters, which may influence 
riverine communities. 
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Table 2,3 - Description of 'critical' flow regime components with example variables (Richter et 
al., 1996; Poft et al., 1997; Richter et aI., 1998). 
FLOW REGIME DESCRIPTION ECOLOGICAL !MPACTS EXEMPLAR COMPONENT VARIABLES 
MAGNITUDE A measure of the amount of water Habitat availability for aquatic Mean flow. 
passing a fixed point per unit time. organisms 
Flow can vary with climatic conditions Maximum flow. 
and catchment size both within and Soil moisture availability for plants 
among river systems. Magnitude can Percentile flows 
be used as an indictor of the suitability Influences water temperature, (e.g, Q20, etc.) 
of a habitat. oxygen levels and photosynthesis in 
the water column 
FREQUENCY A measure of the rate of recurrence of Availability of floodplain habitats for Number of low 
hydrological events above a given aquatic organisms or high fiow 
magnitude over a specified time events per year 
interval. Periodically repetitive Nutrient and organic matter above a certain 
conditions may influence life cycles, exchanges between river and magnitude 
while sporadic extreme conditions, fioodplain 
such as floods and droughts, will 
influence population structure. Soil mineral availability 
Influences bedload transport, 
channel sediment textures 
DURATION A measure of the period of time over Duration of stressful conditions e.g. Monthlyfiow 
which a hydrological condition, such as low oxygen and concentrated duration index 
an extreme event or a normal chemicals in aquatic environments 
condition, persists. Duration can be Index of 
associated with a particular flow event Distribution of plant communities in intermittence 
or defined as a composite expressed lakes, ponds and fioodplains 
over a given time period, for example 
number of days per year of a specified Duration of high flows for aeration 
flow magnitude. of spawning beds in channel 
sediments 
TIMING A measure of the regularity of Predictability/avoidability of stress The Julian date 
hydrological conditions of a defined for organisms of the 1-day 
magnitude, It is an important influence annual 
on the life cycle of many Spawning cues for migratory fish maximum 
macroinvertebrates since it can provide discharge 
cues for life cycle transitions. Evolution of life history strategies, 
behavioural mechanisms 
RATE OF Refers to the speed at which conditions Drought stress on plants (falling Number of daily 
CHANGE change from one magnitude to levels) positive changes 
another, for example 'stable' streams in discharge. 
have slow rates of change compared to Entrapment on islands and 
'flashy' systems that have rapid rates flood plains (rising levels) 
of change. This could lead to the 
stranding of species with the Desiccation stress on low-mobility 
development of isolation patches as stream edge organisms 
water supplies diminish. 
Although the use of single hydrological indices has been criticised for being overly simplified 
and lacking adequate biological relevance (e,g, Poff, 1996), many hydrological indices are 
highly inter-correlated and therefore there is a need to develop and understand a ecologically-
relevant, statistically robust subset of parameters, Therefore, Olden and Poff (2003) attempted 
to deduce a minimum subset of biologically applicable streamflow descriptors that would 
adequately represent the flow regime by exploring 171 hydrological indices using long-term 
flow records from 420 sites from across the continental USA (Olden and Poff, 2003), 
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Statistically and ecologically based recommendations for the selection of a reduced set of 
indices that recognise the critical aspects of the flow regime were identified. However, it is 
unreasonable to expect hydrological data to explain all the variance in macro invertebrate 
distribution. In addition, it is very unlikely that anyone variable could describe ecological 
variability of a river system and a suite of indices is required to accommodate different aspects 
of the river and its fauna. This conclusion is supported by several studies which suggest a range 
of ecologically relevant variables (e.g., Jowett and Duncan, 1990; Poff, 1996; Olden and Poff, 
2003). 
Table 2.4 - Summary of IHA hydrological parameters and their characteristics (Richter et al., 
1996; Richter et al., 1997; Richter et al., 1998; Richter, 1999) 
IHAGROUP REGIME HYDROLOGICAL PARAMETERS ECOSYSTEM INFLUENCES CHARACTERISTlCS 
1. MAGNITUDE OF Magnitude. timing Mean discharge for each Availability of habitat for aquatic 
MONTHLY WATER calendar month (12 organisms 
CONDITIONS parameters) Availability of soil moisture for 
plants 
Reliability of water supplies for 
wildlife 
Effects of water temperature and 
dissolved oxygen 
2. MAGNITUDE AND Magnitude. Annual 1-day minimum Balance of competitive and stress-
DURATION OF ANNUAL duration Annual 3-day minimum tolerant organisms 
EXTREME DISCHARGE Annual 7-day minimum Creation of sites 
CONDITIONS Annual 30-day minimum Structure of channel morphology 
Annual 90-day minimum and physical habitat conditions 
Annual1-day maximum Duration of stressful conditions 
Annual 3-day maximum Soil moisture stress 
Annual 7-day maximum 
Annual 30-day maximum 
Annual gO-day maximum 
Number of zero flow days 
7-day minimum I mean flow for 
year 
3. TIMING OF ANNUAL Timing Julian date for each annual 1- Predictability and avoidability of 
EXTREME WATER day minimum stress for organisms 
CONDITIONS Julian date for each annual 1- Spawning cues for migratory fish 
day maximum 
4. FREQUENCY AND Magnitude. Number of low pulses within Frequency and magnitude of soil 
DURATION OF HIGH AND frequency and each year moisture stress 
LOW PULSES duration Mean duration of low pulses Availability of flood plain habitat 
each year Effect of bed load transit and 
Number of high pulses within channel sediment distribution 
each year Duration of substrate disturbance 
Mean duration of high pulses 
each year 
5. RATE AND Frequency, rate of Means of a\l positive Drought stress on plants 
FREQUENCY OF WATER change differences between Desiccation stress on low mobility 
CONDITION CHANGES consecutive daily values organisms 
Means of all negative 
differences between 
consecutive daily value 
Number of hydrological 
reversals 
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'. Table 2.5 - Summary of selected literature relating to the understanding of the linkages between hydrological, ecological and environmental factors. 
z 
>-0 g~ AIM OF STUDY LENGTH OF STUDY SITE DESCRIPTION NOTES REFERENCE >- () 
0)0 
-' 
" 
To identify a system of hydrologic A minimum of fifteen years' 138 gauging stations Utilised annual. monthly, low and peak data to classify Hughes and 
~ regions for Victoria. Australia. based hydrological data was used and no located in 117 the rivers. James 
>-
entirely on quantitative hydrological data before 1950 was used as there catchments throughout Produced five spatially significant regions that could (1989) 
<!l data. ware inaccuracies within the dataset. Victoria. Australia. enable ecological comparisons between regions. 
=> 
<l; 
To identify the best hydrological Hydrological data records from 1974 Six sites identified Calculated seven hydrological variables which Toner and 
~ predictors, and their ranges, of the to 1992 were obtained. Ecological along the Ottawa reflected depth. duration, timing and frequency of Keddy (1997) 
z lower limit of wooded wetland. data was collected during the growing River, Ontario, flooding. 
0 season in 1993. Canada. Results indicated the timing of the second flood and 
the last day of the first flood were important. 
To describe the relationships between Continuous flow records from 1 st 39 streams from 64 flow variables were calculated including the Clausen, 
'" 
flow variables for Danish streams. January 1971 to 31" December 1998. throughout Denmark. majority of oneS used by Richter et al. (1996), Polf et Iversen and a: 
'" 
al. (1997) and Clausen and Biggs (1997). Ovesen 
'" z Streams clustered into two big groups: magnitude of (2000) U1 
0 flow and flow variability. 
Results similar to New Zealand study. 
To classify of river sites according to Hydrological data ranged from 5 to 55 130 river sites. Used secondary benlhic community data. Jowel! and 
Q ftow variability categories; identify years in record length with an average Identified ftow variability as being a key influence on Duncan z 
:s catchment characteristics which of 17.8 years. instream ecology. (1990) 
;1j contribute to flow variability; and Identified water velocity was as the influencing N 
~ examine linkages between flow variable on the benthic communities. 
U1 variability and environmental I biotic z 
factors. 
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To identify the most ecologically Six years of ecological data (samples Twenty-five sites with Identified flood frequency variables formed a distinct Clausen and 
relevant hydrological indices for were collected annually from 1989 to periphyton data and component of the flow regime. Siggs (1997) 
characterising streams. 1994 with seven replicates per site per Sixty-two with Average flow conditions and some measures of 
sampling). invertebrate data. variability significantly related to most of the biological 
variables. 
Hydrological variables based on Eighty-three New Selected flows three times higher than the median 
seven years of record (1" January Zealand river and flow as the most ecologically useful overall flow 
1988 - 31" December 1994). stream sites variable. 
Only based on a limited data record - not enough to 
produce significant results. 
To investigate the interrelationships Six years of ecological data (samples Twenty-five sites with Related results to the five categories suggested by Clausen and 
between flow variables and to relate were collected annually from 1989 to periphyton data and Richter et al. (1996). Siggs (2000) 
the findings to the ecologically critical 1994 with seven replicates per site per sixty-two with For New Zealand rivers, only four categories needed 
components of the flow regimes. sampling). invertebrate data. reflecting the size of the river, the overall variability of 
the flow, the duration and volume of high flows, and 
Hydrological variables based on Eighty-three New the frequency of high flow events. 
seven years of record (1" January Zealand river and 
1988 - 31" December 1994). stream sites 
To develop of a method linking Long-term hydrological and ecological 19 sites across the Development of the Lotic-invertebrate Index for Flow Extence et 
changes in macro invertebrate data. U.K. but concentrated Evaluation (LIFE) method based on historical data. al. (1999) 
communities to the prevailing flow in Midlands and 
LIFE = Ift conditions. Anglian regions. 
n 
where, 'ifs is the sum of the individual taxon scores 
~ for the whole sample, and n is the number of taxa 
=> used to calculate l/s. 
To analyse how hydrological, Six years of ecological data Fifteen invertebrate Hydrological conditions played a dominant role in Wood et al. 
ecological and climatological data may (September 1992 - 1997). sites. explaining ecological variations. (2001 ) 
be analysed to assess the temporal High discharge indices 4 - 7 months before sampling 
and spatial scales at which 30 years of hydrological data (1969- Little Stour River, were found to be the most important variables in 
hydrociimatological variables influence 1999) Kent, describing late-summer communities. 
instream ecology. 
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To evaluate several alternative At least ten years of hydrological data. 118 Great Lakes Explored three measures of flow variability: ratio Richards 
measures of flow responsiveness in tributaries - 58 in the measures, spread measures and the coefficient of (1989) 
the Great Lakes region. U.S.A. and 60 in variation. 
Canada. Examined high intercorrelation between the seven 
scale-independent continuous measures. 
To develop a general quantitative long-term discharge records (17 - 81 78 streams across the Based on overall flow variability, flood regime patterns parr and 
characterisation of streamflow years). continental U.SA and extent of intermittency. Ward (1989) 
variability and predictability. Developed and applied eleven flow summary statistics 
to each stream record. 
Identified importance of flow variability in regulating 
community processes and patterns. 
To develop an ecologically relevant Long-term hydrological data (15 - 58 803 sites across the Selected subset group of 118 streams. Identified Poff (1996) 
classification of naturally flowing years) United States. streamflow predictability, variability and flood timing 
«: streams and rivers based on their as important variables. 
(/J geographical location and to evaluate Inferences about hydrological variability among 
::i how the characterisation of streams across the broad geographical scales that 
hydrological regime varies with the can be sensitive to the choice of time scale used in 
degree of aggregation of hydrological the hydrological characterisation. 
data (from daily to annual). 
To develop of the five critical Using theory to develop a series of Case study Forms the basis of present theory - concentrates on Richter et al. 
components of the flow regime biologically relevant hydrological application: Roanoke the five main categories: magnitude, duration, timing, (1996) 
characteristics. River, North Carolina, frequency and rate of change. 
U.S.A. 
To apply the Range of Variability Thirty-seven year pre-dam record Case study Application and further development of the five Richter et al. 
Approach (Richter et al., 1996) to a (1912 -1949) and thirty-eight year application: Roanoke indicators of hydrological alteration. (1997) 
river to help define and adopt post-dam period. River, North Carolina, Development of future management strategies using 
management targets U.S.A. the approach. 
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I 
To relate community composition of 
benthic invertebrates relate to current 
velocities and environmental 
variables. 
To identify assemblages or metrics 
useful for diagnosis of environmental 
stressors to lotic systems in this 
ecoregion. 
To consider flow regimes at monthly, 
annual and rnult~annual scales to 
consider the biological implications of 
flow variability and to seek climatic 
groupings of rivers worldwide. 
One year of ecological data 
(September I November 1999 and 
July I September 2000). 
In the analysis, water velocity 
measurements averaged over three 
discrete points taken at the time of 
ecological sampling were used. 
One year of ecological data (early 
August to late September 1994 -
1995). 
Twenty years of continuous data used 
to minimise the effects of regulation. 
Ten invertebrate sites. 
Sacramenta River, 
California 
Ninety-five 
invertebrate sampling 
sites. 
Central Valley 
Ecoregion, California 
Fifty-two rivers 
worldwide with 
catchments of 100 -
500,000 km2• 
Current velocity was the most important variable 
explaining community composition. 
Conclusions drawn from short-term data. 
Only short term data record. 
Small spatial area of study - very concentrated. 
Chose variability measures that were seen to be 
ecologically effective according to current literature. 
Identified 11 independent measures of hydrological 
variability that help to categorise river types. 
Critically evaluated the Flood Pulse Concept and 
highlighted potential future development for 
management strategies. 
Nelson and 
Lieberman 
(2002) 
Griffith et al. 
(2003) 
Puckridge et 
al. (1998) 
29 
Previous research (Table 2.5) has attempted to quantify the importance of flow variability (e.g. 
Poff, 1996) and the frequency of disturbance events on instream ecology. For example, Clausen 
and Biggs (1997) attempted to identify the most ecologically relevant hydrological variables for 
characterising hydrological regimes of 83 New Zealand stream and river sites based on a 
relatively short time series. Their research identified a significant relationship between average 
flow conditions and variability measures with ecological variables (Clausen and Biggs, 1997). 
Clausen and Biggs (2000) extended this research and identified components of the river and its 
regime with ecological relevance, namely size of the river, overall flow variability, volume of 
high flows and frequency of high flow events using Principal Components Analysis. However, 
Stewardson and Gippel (2003) argue that the limited success of previous hydroecological 
studies using hydrological statistics is due to a mismatch of scales, for example hydrological 
variables are calculated for average changes in environmental conditions, while the biological 
responses can occur rapidly over small spatial scales (Stewardson and Gippel, 2003). Therefore, 
there is a need to explore hydroecological relationships across a hierarchy of temporal and 
spatial scales. 
2.7 Application of hydroecology to river management 
Management strategies require rapid assessment methodologies which acknowledge the 
importance of the hydrological regime and its influence on instream ecology (Archer and 
Newson, 2002). Previous research has led to the development of multivariate models to assess 
ecological quality of rivers at a national scale. The integration of several biotic metrics in 
riverine studies has been developed mostly through the work ofKarr (1991). RIVPACS (River 
InVertebrate Prediction And Classification System) uses defined reference sites, biological 
evaluations are obtained by comparing observed instream communities to the expected fauna at 
that site for rivers in Great Britain (Wright et al., 1993; Wright et al., 1998; Wright, 2000). 
Other countries have developed similar national biomonitoring strategies using the observed / 
expected approach, for example AusRivAS (Australian RIVer Assessment System: Smith et al., 
1999; Davies, 2000), BEAST (BEnthic Assessment of SedimenT: Reynoldson et al., 2000), 
PERLA (Czech Republic system: Rolauffs et al., 2004) and SWEPAC (SWEdish Prediction 
And Classification: Johnson and Sandin, 2001). 
Integrated catchment management forms the basis for current water resource policies in the UK 
(e.g. Environment Agency, 2001; Logan, 2001; Environment Agency, 2004). However, 
integration of hydrology and in stream communities through management strategies still presents 
a major research challenge (Ward and Tockner, 2001; Newson, 2002). The use of combined 
approaches explicitly designed to explore the coupling of hydrological processes with instream 
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ecology could substantially increase the understanding of ecosystem health and its sustainable 
management (Pollard and Huxham, 1998; Newson, 2002). For example, the European Union 
(EU) Water Framework Directive (WFD), introduced in October 2000, focuses on the 
management of the quality of ground- and surface waters to prevent further deterioration and 
protect or enhance the status of aquatic ecosystems (Pollard and Huxham, 1998; Logan, 200 I). 
A main objective is that all European rivers shall achieve good ecological status before October 
2015 (Pollard and Huxham, 1998; WFD, 2000; Verdonschot and Nijboer, 2004). Good 
ecological status prevails when the total effect of anthropogenic pressures is insufficient to 
cause more than slight deviation in the biotic composition and abundance from their natural 
condition. Reference standards are defined through sites that characterise the natural biota (the 
condition of high ecological status) for individual biogeographical regions and river types 
(Irvine, 2004). The deviation of the biological condition of each modified watercourse from the 
appropriate standard is measured and classified on a scale of ecological status with divisions 
'high', 'good', 'moderate', 'poor' and 'bad' (WFO, 2000). 
2.8 Summary 
Variability of the hydrological regime and frequency of disturbance events are key variables 
affecting the benthic community structure. Researchers and environmental managers have 
identified a need to understand the linkages bctween instream benthic communities and their 
abiotic environment (Karim et al., 1995; Allan et al., 1997; Smakhtin, 2001; Thompson et al., 
2001; Stewardson and Gippel, 2003; Tham1e, 2003). The development of the natural flow 
paradigm has driven research to explore the ecological impacts of changes to natural inter- and 
intra-annual variation in hydrological regimes (Richter et al., 1996; Stanford et al., 1996; Poff et 
al., 1997; Richter et al., 1997). Therefore, there is a need for a sensitive ecological assessment 
methodological technique that links the benthic macroinvertebrate communities with 
hydrological variability, which would be an invaluable tool for studies of river ecology and for 
environmental management. Clear gaps in the hydrological and ecological research have been 
identified from the study of the literature incorporating biotic and abiotic relationships over a 
range of interacting temporal and spatial scales, which can be clearly mapped on to the 
objectives of this thesis (see 1.2 Aims and objectives). However, previous research has been 
limited by the paucity of long-teffi1 ecological data, which would place ecological responses in a 
10ng-teffi1 context (Boulton, 2003). The thesis aims to address the research gaps identified from 
the literature by examining the influence of hydrological variability on instream benthic 
macroinvertebrate communities (see 1.2 Aims and objectives). Methodological approaches have 
been developed (Chapter 3) to examine these research gaps. The results are presented in the 
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following chapters, which integrate the hydroecological relationships across increasing ranges 
of temporal and spatial scales (Chapter 4 - Chapter 7). 
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Chapter 3 Methodological approach 
3.1 Introduction 
This chapter examines the methodological approaches within the thesis, which can be clearly 
mapped onto the thesis aim and objectives (summarised in Table 3.1). The methodological 
questions and techniques relating to site selection, data collection and methods of data analysis 
are explored. A coherent research design framework is proposed which reflects the increasing 
spatial and temporal scale of the thesis objectives. This framework aims to examine the 
influence of hydrological variability on instream macroinvertebrate communities within riverine 
systems in England and Wales. The analysis in the thesis is supported by detailed primary field 
data, collected on three separate occasions from a sample reach in the River Witham, 
Lincolnshire (Chapter 4), and secondary data, extracted from the Environment Agency's LIFE 
paired dataset (version 1.03) (Chapter 5 to Chapter 7). 
Table 3.1 - Flow table summarising the methodological approach adopted during this study 
THESIS OBJECTIVE DESCRIPTION THESIS DATA USED SAMPLE DATA ANALYTlCAl OBJECTIVE CHAPTER DESCRIPTION TYPE * METHOD USED 
The seasonal relationships between 4 Fieldwork 240 individual EN.HYV TWINSPAN. 
environmental parameters, including flow samples and ECS DCA, nMDS, 
velocity, and instream macroinvertebrate CCA 
communities for individual habitat patches 
within a single reach of river sampled over 
one year 
2 The influence of hydrological variability, 5 LIFE 14 rivers EN, HYD, Correlation, 
measured by discharge, on instream paired (1990 - 2000) ECS and regression, 
ecological communities at intra-regional data set ECF TWINSPAN, 
(individual catchments) and regional records DCA, nMDS, 
(multiple catchments) scales over an 11- CCA 
year period (1990 - 2000) 
3 The patterns in annual and long-term (1980 6 LIFE 83 rivers HYD Cluster 
-1999) hydrological runoff regimes for paired (1980 - 2000) analysis 
rivers across England and Wales dataset 
records 
4 The ecological responses of groups of 7 LIFE 83 rivers HYD and Correlation, 
rivers I years exhibiting similar hydrological paired (1990 - 2000) ECF regression, 
regimes across England and Wales dataset PCA 
identified in objective 3 records 
5 The 'ecologically relevant' hydrological 4,5,7 Fieldwork Combination EN, HYV, Correlation, 
variables quantifying the magnitude, and LIFE of other HYD, regression, 
frequency, timing, duration and rate of paired results ECS and TWINSPAN, 
change of the hydrological regime dataset chapters ECF DCA, nMDS, 
structured by the Indicators of Hydrologic records CCA 
Alteration (Richter et al., 1996; Poft, 1997) 
for increasing spatial scales 
6 Conceptual models relating hydrological 8 Synthesis Synthesis of 
variability and ecological community of other results 
structure, thus providing a tool for future objectives chapters 
management decisions and strategies 
* EN = environmental data; HYV = hydrological data {flow velocity}; HYD = hydrological data (flow discharge); ECS = 
ecological data (species-level); ECF (ecological data (family-level). 
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3.2 Data mining 
Data has to be assessed for quality using screening and data mining techniques (Babovic, 2005). 
The aim of this thesis is to develop a suite of analytical techniques to "mine the knowledge" 
(c.f. Babovic, 2005) from the environmental, hydrological and ecological records extracted from 
a large Environment Agency dataset and detailed fieldwork data. This research utilises a range 
of data mining methodological techniques to convert existing data records into a form that 
would allow further understanding of physical and biological processes within riverine systems 
in England and Wales. The nature of hydrology and ecology means that long-term studies can 
help to eliminate noise in the data, explore the underlying hydrological and ecological signals, 
and intercept less frequent events, for example extreme flooding and low flow events. 
The Environment Agency LIFE (Lotic-invertebrate Index for Flow Evaluation) paired data set 
(version 1.03) was developed by Balbi (2001) using long-term Environment Agency 
hydrological and ecological records. The final data set incorporates 291 paired river sites across 
England and Wales, comprising daily discharge measurements and adjacent ecological 
biomonitoring records, which were selected by the Environment Agency following screening 
procedures. The LIFE paired dataset provides a unique opportunity to explore the relationships 
between hydrology and ecology over a range of temporal and spatial scales. Given that previous 
studies have often been criticised for using limited ecological data series or having restricted 
spatial coverage (e.g. Clausen and Biggs, 1997). 
The hydrological element of the LIFE paired data set contains raw daily discharge records for 
sites across England and Wales. The majority of sites have daily flow discharge records from 
0110111980 to 3111211999. Ecological sites were selected by the Environment Agency based on 
abundance of macroinvertebrate samples, sample quality and long-term average water quality. 
Sites satisfying the Environment Agency ecological selection criteria were paired with 
hydrological gauged sites based on proximity to the invertebrate sites and duration of the 
hydrological record (Balbi, 2001). The ecological section of the database comprises a total of 
7,981 routine seasonal (predominantly Autumn and Spring) macroinvertebrate samples that 
have been collected over 11 years (1990 - 2000). The samples have been identified to family-
level as part of routine biomonitoring operations and relative abundance recorded within five 
standard log" categories (A = I - 9; B = 10 - 99; C = lOO - 999; D = 1000 - 9999; and E 2: 
10000) (Murray-Bligh, 1999; Balbi, 2001). Selected hydrological variables (3.4.1 Hydrological 
variables and Appendix 4) and ecological indices (3.4.2 Ecological indices) were calculated for 
each sample using macros developed in Microsoft Excel. Within the database, additional 
information, such as sampling information and abiotic variables (e.g. altitude of station, 
discharge category, slope, and sample and analysis method) for each ecological site, has been 
included for each biomonitoring site. 
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3.2.1 Site selection 
In the present study, the hydrological and ecological components of the original 291 paired sites 
were individually evaluated prior to selection for analysis. For each river gauging site, a 
benchmark period of twenty years (1980 - 1999) was set for the river flow time-series. This 
twenty-year period was considered to be sufficient to reflect the range of flow conditions, 
particularly high flows (Huh et al., 2005), currently experienced in England and Wales, 
including extreme events (floods and droughts) (Harris et al., 2000). Furthermore, selection of a 
longer flow reference period would have significantly reduced the spatial coverage of 
observations due to a lack of overlapping records for many sites (Figure 3.1). 
/ 
'c. 0 
200km 
Figure 3.1 - Location map of the 83 sites selected for analysis 
The macroinvertebrate family-level data used in this study represents the most extensive and 
detailed data set currently available for England and Wales. Most of the macroinvertebrate 
families recorded are widely distributed throughout the sample area making comparisons 
between different rivers relatively easy. Macroinvertebrates respond predictably to natural- and 
anthropogenic- induced stress and, therefore, serve as useful indicators of preceding river 
conditions (Resh and Jackson, 1993). The taxa are widespread and abundant, and species 
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demonstrate specific preferences for their habitat and environmental stressors (Resh and 
Jackson, 1993; Resh, 1995). Macroinvertebrates occupy a unique position as intermediaries 
within river systems between higher order fish species and lower order taxa, such as algae and 
macrophytes. Alternative biological indicators include periphyton assemblages and fish 
communities. The macro invertebrate monitoring records (1990 - 2000) were explored for data 
quality and sample method. Samples should have been collected with a Freshwater Biological 
Association pond net (mesh size < Imm) to minimise error using the standard Environment 
Agency protocol: a three-minute kick sample with an additional one-minute hand search, 
requiring operators to sample instream habitats in proportion to their occurrence (Murray-Bligh, 
1999). These criteria resulted in 83 river sites, paired with 719 autumn (September, October or 
November) macroinvertebrate samples, being selected for the macroscale analysis (Figure 3.1, 
Figure 3.2, Chapter 6, Chapter 7 and Appendix I). Analysis at the regional (mesoscale) level 
utilised a subset of 14 of the selected paired river sites across eastem England (Figure 5.1 and 
Chapter 5). An individual river was then selected for the reach scale analysis from the subset of 
mesoscale sites (Figure 4.2 and Chapter 4). Autumn macroinvertebrate samples were identified 
for detailed analysis as this was one of two standard Environment Agency macroinveltebrate 
sampling seasons and corresponds to a period of low flow prior to the annual rise of the 
hydrograph within rivers throughout England and Wales. At least one autumn sample per year 
was available for the majority of sites (exceptions being low I high flow years where sampling 
was inaccessible). However, following application of data selection criteria described above, the 
resultant geographical distribution of sites was uneven with Wales and southwest England being 
poorly represented (Figure 3.1). 
Original LIFE 
paired dataset 
(v. 1.03) 
291 sites across 
England and Wales 
Macroscale 
83 sites across 
England and Wales 
Hydro: 1980-1999 
Eeo: 1990 - 2000 
(family-level) 
Figure 3.2 - Process of site selection 
3.3 Fieldwork techniques 
Mesoscale 
14 sites across 
EA Anglian 
Northern region 
Hydro: 1980 - 1999 
Eeo: 1990 - 2000 
(species~ and 
family~level) 
Microscale 
Upper With am, Lincs, 
at Easton Park 
3 x sample season 
AUT03 - SUM04 
240 rnacroinvertebrate 
samples 
Acknowledging that the sampling procedure of a study may not completely represent the 
sampled population (Evans and Norris, 1997; Underwood, 2000), this study adopted a stratified 
random sampling strategy: stratified by flow velocity habitat (Chapter 4). In stratified random 
sampling, the total number of possible samples, N, are first divided into P subpopulations, NI, 
Nb N3 ••• Np, and then simple random samples, ni, n20 n3 ... np, are drawn from each 
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subpopulation. Stratified random sampling offers greater precision and it is more accurate in 
estimating attributes ofthe target population (Quinn and Keough, 2002). 
3.3.1 Abiotic sample measurements 
Prior to macroinvertebrate sampling, abiotic measurements of the water were made and 
recorded using a pro forma. Flow velocity, depth and substrate compositions were recorded for 
each macroinvertebrate sample. First, a coloured marker stone was placed in the middle of the 
sample location and a photo identifying the sample was taken. The substrate composition was 
visually assessed using the mesohabitat methodological approach by Pardo and Armitage 
(1997). The substrate is regarded as comprising individual mesohabitats (i.e. visually distinct 
areas of physical uniformity within the river) which are recognisable from the bank (Pardo and 
Armitage, 1997). Percentage occurrence of the identified habitats (cobbles, coarse gravel, fine 
gravel, sand, silt, woody debris and macrophytes) was recorded. Depth of water was gauged 
using a wading rod (ruler), which was placed directly upstream from the coloured rock, and 
recorded. Flow velocity was measured using a SENSA RC-2 velocity meter, which accurately 
measures flow velocity from 0.000 m s·' to 4.00 m s·'. Velocity measurements was scanned 
every two seconds and averaged over 30 seconds. Velocities were taken at < 0.02m (benthic 
depth) and at 0.2, 0.6 and 0.8 times the depth. Measurements were repeated three times to 
minimise error. Electrical conductivity (EC), temperature and pH were measured at ten 
locations along the sample reach. EC was measured using a Hanna Instruments HI-98303 Dist3 
(0 - 1999 IlS cm·') conductivity meter. This instrument automatically compensates for water 
temperature to 25'C and was calibrated using a solution (1413 IlS cm·'). Temperature and pH 
were both measured using a Hanna Instruments HI-98128 pH meter. This instrument is accurate 
to 0.01 pH resolution and was calibrated using pH 7.01 and pH 4.0 buffer solutions. 
3.3.2 Macroinvertebrate collection 
Protocols for the rapid assessment of freshwater ecosystems usmg macroinvertebrates 
recommend using the same sampling technique in different localities (Resh and McElravy, 
1993). The method chosen should collect representative samples of the benthic community 
(Resh, 1995). In reality, collecting representative samples that are proportional to the natural 
community structure is extremely difficult since the distributions of many macro invertebrates 
vary spatially and temporally (Resh and Jackson, 1993; Muzaffar and Colbo, 2002). 
A total of 240 macroinvertebrate samples were taken from the Upper Witham, Easton, 
Lincolnshire (refer to Chapter 4 and Appendix 2). Samples were taken on three separate 
occasions (September 2003, late February 2004 and June 2004) to eliminate temporal bias that 
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could be introduced due to the nature of macroinvertebrate life cycles (e.g. Resh, 1979). A 
Surber sampler was used to collect macroinvertebrate samples because it offers a quantitative 
sampling approach so that spatial, temporal and density differences could be compared (Resh 
and McElravy, 1993). The frame of the Surber sampler measures 0.3 m by 0.3 m, which offers a 
potential sample area of 0.09 m'. The vertical section of the frame has a < I mm mesh net to 
capture the organisms, which were disturbed using a metal trowel. 
After abiotic measurements were taken (see 3.3.1 Abiotic sample measurements), the Surber 
sampler was placed finnly on the streambed. The substrate was vigorously disturbed for 30 
seconds using a metal trowel. Sample variation was minimised by using the same sampling 
operator for collection of all ecological samples (Furse et al., 1981; Cao et al., 2002). Sampled 
material was removed from the collecting net, transferred into a pre-Iabelled sealable plastic bag 
and specimens attached to the net were removed by hand. The net was washed after each sample 
to prevent cross sample contamination. A small amount of 70% industrial methylated spirit 
(IMS) was added to the sample for preservation. Samples were stored in the dark, away from 
heat sources to prevent discolouration prior to sorting and identification. 
3.3.3 Sorting and identification 
Samples were washed through a 250 Ilm sieve and transferred to a white flat-bottomed plastic 
tray. Sufficient water was added to completely cover the sample to reduce reflection during 
sorting and to absorb any preservative remaining in the sample (Murray-Bligh, 1999). For each 
sample, specimens were transferred to a pre-Iabelled sealable vial containing 70% IMS. 
Samples were identified (to species level, where possible, using standard UK taxonomic keys) 
under a Zeiss Sterni 1000 dissecting stereomicroscope with a Zeiss KL 200 light source. 
Exceptions to the species-level identification were Chironomidae and Oligachaeta, and taxa, 
such as Baetidae and Leptoceridae (Mystacides), which were left at family level due to time 
constraints and the difficulty with identifying early instars. 
3.4 Data management 
The LIFE paired dataset required careful management and assessment prior to analysis. All data 
analysis was undertaken using Microsoft Excel, Statistical Package for the Social Sciences 
(SPSS), and the ecological software packages: Community Analysis Package (CAP: Henderson 
and Seaby, 2002a) and Environmental COMmunity analysis. 
A variety of biases and errors can be introduced into data during collection and analysis, for 
example the sampling effort used at each site, the type of habitats sampled, the person collecting 
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the samples and the person identifying the samples (Cao et al., 2003). Therefore, measuring and 
controlling data quality has become increasingly important for large-scale composite studies 
where the data records have a variety of original sources (Carter et al., 1996; Clarke et al., 
2002b; Houston et aI., 2002; Cao et al., 2003; Stribling et al., 2003). This was particularly 
important for the LIFE paired dataset because it contains meta-data records from a variety of 
Environment Agency resources and areas. Environment Agency data controls were applied to 
minimise and quantify errors. Nationally standardised training has been given to all 
Environment Agency operators through workshops and field manuals for equipment 
specification, site selection, macroinvertebrate sampling, collection of environmental data and 
procedures for macroinvertebrate sorting and enumeration (Furse et al., 1995; Dines and 
Murray-Bligh, 2000). Internal Analytical Quality Control (AQC) for sorting and identification 
of taxa has been performed following stringent guidelines within the Environment Agency's 
laboratories and independent auditors have assessed sample processing, AQC inspections and 
provided error statistics (Murray-Bligh, 1999). Data has been archived, often double entered by 
separate individuals, and checked against the original data records to minimise transcription 
errors (Murray-Bligh, 1999). 
The hydrological and ecological data were individually assessed to explore the assumptions of 
the different statistical analyses, namely normality, homogeneity of variances, linearity and 
independence of samples (Zar, 1984; Sokal and Rohlf, 1995; Legendre and Legendre, 1998; 
Tabachnick and Fidell, 2001). Parametric analyses depend on the variables (and associated 
errors) being sampled from a population with a normal (Gaussian) distribution. The majority of 
analyses are robust to this assumption of normality, particularly with equal or larger sample 
sizes (Yandell, 1997; Quinn and Keough, 2002). In addition, the variance in the sampled 
populations must be equal (homoscedastic) where the variance in the response variables is that 
same at each level of the predictor variables (Montgomery, 2001; Quinn and Keough, 2002). 
Parametric correlation and linear regression analyses assume variables relationships are additive 
(linearity) (Montgomery, 2001; Quinn and Keough, 2002) and data must have been collected 
randomly from a normal population. Failure to select samples at random will cause biased 
results that may not be applicable to the wider population. All statistical analyses assume that 
the sample units or the selection of samples are both spatially and temporally independent 
(Sokal and Rohlf, 1995; Quinn and Keough, 2002). 
The data should be assessed for the amount and distribution of missing data, multivariate 
outliers, non-normality and heteroscedasticity (Table 3.2). Transformation techniques were 
applied to provide a solution to distributional assumptions and related problems associated with 
homogeneity of variance, linearity and reduce the detrimental influence of outliers. However, 
transformations need to be logical and scientifically sound (Yandell, 1997). Therefore, variables 
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were transfonned using a natural logarithmic transfonnation or an empirical transfonnation was 
estimated using the Box-Cox equation calculated in Microsoft Excel (Equation 3.1, Box and 
Cox, 1964). The Box-Cox equation is used to find the best transfonnation by an iterative 
process that selects a value of 'le that maximises a log-likelihood function (Sokal and Rohlf, 
1995). A macro was developed in Microsoft Excel to calculate the Box-Cox equation for 
individual points. 
(
y,l_l 
T(YJ= I A 
In(Y; ) 
Equation 3.1 - Box-Cox equation 
where, Y, = response variable, 'le = transfonnation parameter (Box and Cox, 1964). 
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Table 3.2 - Statistical assumptions of the data 
STATISTICAL METHODOLOGICAL APPROACH SOFTWARE / PROGRAM USED REFERENCES ASSUMPTION 
MISSING DATA Sites with" 1 0% of missing Data assessed using Missing (Roth, 1994; Sokal 
values were discarded from Value Analysis in SPSS and Rohlf, 1995; 
further analysis because of the Legendre and 
risk of introducing biased values. Legendre, 1998; 
Microsoft 
Sites with < 10% of missing Interpolated values calculated Corporation, 2000; 
values, missing value data was using regression equations in SPSS Inc., 2001; 
interpolated using regression Microsoft Excel Quinn and Keough, 
methods, assuming the missing 2002) 
data values occur randomly 
throughout the dataset 
OUTLlERS Outliers assessed to highlight: (a) Outliers in the data were (Montgomery, 2001; 
incorrect data entry; and (b) assessed using SPSS Explore Tabachnick and 
whether outlier is a member of Fidell,2001) 
the sampled population. (Tabachnick and 
Fidell, 2001; Quinn 
Explored using scatterplots and Outliers were transformed using and Keough, 2002) 
analysis of the Mahalanobis' log values or the Box-Cox 
distance (d/ for object I). This equation 
distance measure gives a 
variable's separation in 
multivariate space from the 
centroid. 
Outliers were transformed to 
reduce their influence on the 
analysis 
HETEROSCEDASCITY, Assessed using frequency Data was explored using Explore (Yandell, 1997; 
NON-NORMALITY AND distribution histograms, normal and graphical techniques in Montgomery, 2001; 
LINEARITY probability plots, scatterplots and SPSS Quinn and Keough, 
assessment statistics, e.g. 2002) 
Kolomogorov-Smirnoff test, 
kurtosis and skewness statistics. 
Data not complying with Data were transformed using log 
statistical assumptions were values or the Box-Cox equation 
transformed. 
3.4.1 Hydrological variables 
The hydrological time series for each site was divided into hydrological years commencing in 
August as July was identified as the most frequent month of minimum discharge for rivers 
across England and Wales. This time frame ensured the rising limb, annual peak and flow 
recession were included within the same 12-month period. 
A total of 201 hydrological variables were derived and used in analysis, representing 
ecologically relevant aspects of the regimes. The indices were identified from previous research 
reported within 15 key hydrological and ecological journal papcrs (Hughes and James, 1989; 
Poff and Ward, 1989; Richards, 1989; Biggs, 1990; Jowett and Duncan, 1990; Poff, 1996; 
Richter et al., 1996; Clausen and Biggs, 1997; Richter et al., 1997; Puckridge et al., 1998; 
Richter et al., 1998; Clausen and Biggs, 2000; Clausen et aI., 2000; Wood et al., 2000; Wood et 
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al., 2001). Flow variables used have been assigned to one of the five hydrological regime facets, 
as originally proposed in the Indicators of Hydrologic Alteration methodology (Richter et al., 
1996) and its derivatives (Poff et aI., 1997; Olden and Poff, 2003). However, Colwell's (1974) 
hydrological indices (constancy, contingency and predictability) were not calculated due to the 
suspect suitability for use in hydrological analysis reported in the wider literature (e.g. Gan et 
al., 1991). Hydrological variables were derived using daily andlor monthly mean data, as 
appropriate, to form monthly and/or annual indices describing flow characteristics for the 
hydrological year before the macroinvertebrate sampling year. Where two or more similar flow 
descriptors existed, the most widely used form in the literature was employed to avoid 
unnecessary redundancy (Olden and Poff, 2003). All hydrological parameters were assessed in 
raw and standardised (in the form of z-scores) form. 
3.4.2 Ecological indices 
The assumption that the sampled ecological community will reflect the prior hydrological 
conditions underlies the analysis. Preliminary correlation and regression analysis indicated that 
there was little variation in results between the different pairing methodologies (Table 3.3). 
However, the annual approach was adopted, whereby autumn macroinvertebrate samples were 
paired with the previous hydrological year, for example a 1990 ecological sample was paired 
with the 1989 hydrological year (August 1989 - July 1990). This pairing methodological 
approach was adopted due to the ease of transferability between sites and models. All variables 
were assessed in raw and standardised (zscores: mean = 0, standard deviation = I) form. 
However, standardised variables consistently produccd significantly weaker relationships ID 
analysis (lower r) and, therefore, were excluded from further analysis. 
Historically, the majority of instream ecological assessments using macroinvertebrates involved 
the development of indices designed to reflect ccological changes in water quality, for example 
Biological Monitoring Working Party score (BMWP) and its derivative Average Score Per 
Taxon (ASPT) (Furse et aI., 1981; Armitage et aI., 1983). The BMWP score is calculated for a 
sample using the presence or absence of particular macroinvertebrate taxa. Macroinvertebrate 
families are given a set score that is dependent upon its sensitivity to organic pollution; those 
very sensitive to organic pollution scoring ten (e.g. Leptophlebiidae and Leptoceridae), down to 
families more tolerant of pollution scoring three or less (e.g. Asellidae, Chironomidae and 
Glossiphoniidae). The BMWP score is calculated for a sample using presence/absence methods. 
Macroinvertebrate families are given a set score that is dependent upon its sensitivity to organic 
pollution, those very sensitive to organic pollution scoring ten (e.g. Leptophlebiidae and 
Leptoceridae), down to families more tolerant of pollution scoring three or less (e.g. Asellidae, 
Chironomidae and Glossiphoniidae). The ASPT is the BMWP score of the sample divided by 
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the number of scoring families that contributed to the BMWP score of the sample. Previous 
research has demonstrated that both the BMWP and ASPT scores are sensitive to groundwater 
abstraction (A1TI1itage and Pardo, 1995; Bickerton, 1995), drought (Wood and Pelts, 1994), 
habitat stmcture (A1TI1itage et al., 1995; Wood and A1TI1itage, 1997) and flow stress (Wood and 
Pelts, 1999; Parr and Mason, 2003). 
Table 3.3 - Summary of methodological approaches to data pairing 
DATA PAIRING 
MODEL 
MONTH 
SEASON 
ANNUAL 
DESCRIPTION 
Ecological samples were paired with hydrological 
data, which ran for the twelve months directly 
preceding the ecological sample. 
Ecological samples were paired with hydrological 
data, which ran for twelve months before the start 
of the Autumn sampling season (September), 
regardless of sampling month. 
Ecological samples were paired with the 
preceding hydrological year (August - July), 
regardless of sampling month. 
EXAMPLE FOR EACH ECOLOGICAL SAMPLING MONTH 
(EXAMPLE HYDROLOGICAL YEAR 1992) 
SEPTEMBER 
Sept 1991 -
Aug 1992 
OCTOBER NOVEMBER 
Oct 1991 - Nov 1991 - Oct 
Se pt 1992 1992 
Sept 1991 - Aug 1992 
Aug 1991 - July 1992 
A number of ecological alpha diversity indices, namely Shannon-Wiener index (Equation 3.2), 
Simpson's index (Equation 3.3), Berger-Parker dominance index (Equation 3.4), and species 
richness, were calculated using raw benthic macroinvertebrate data in Chapter 4 and Chapter 5, 
and categorised 10glO abundance data in Chapter 7. However, preliminary examinations of the 
correlation and regression analyses for the diversity indices calculated for Chapter 7 suggested 
that calculations based on categorised 10glO abundance data were not significant. 
S"I>,< 
H=-Lp;log,P 
i=l 
where, Pi is the proportion of individuals in the ith species. 
D=~ 
C 
2 
where, Pi 
Equation 3.2 - Shannon-Wiener index 
N;(N; -1) 
NT(NT -1) 
where, Sob~' is the number of observations, Ni is the number of individuals in the ith species and NT is total 
number of individuals in the sample 
Equation 3.3 - Simpson's index 
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N 
d=--
N max 
where, Nmax is the number of individuals in the most abundance species and N is the total number of 
individuals in the sample 
Equation 3.4 - Berger-Parker dominance 
Recent sustainable views for management strategies have led to the development of rapid 
assessment metrics that can measure disturbance impacts (water quality or flow perturbation) on 
instream community structure, for example the Lotic-invertebrate Index for Flow Evaluation 
(LIFE score) (Extence et al., 1999). Extence et al. (1999) developed a specific metric to assess 
environmental flows by linking semi-quantitative and qualitative changes in instream 
macroinvertebrate communities to flow regimes (Equation 3.5). The Lotic-invertebrate Index 
for Flow Evaluation (LIFE) is based upon perceived sensitivity of riverine benthic 
macro invertebrate species, and families, to particular flow velocity ranges and is expected to be 
sensitive to both artificial and natural flow changes (Extence et aI., 1999; Dunbar and Clarke, 
2004). 
LIFE score = 
n 
where, Ifs is the sum of the individual taxon flow scores for the whole sample, n is the number of taxa 
used to calculate Ifs. 
Equation 3.5 - LIFE score equation 
Each macroinvertebrate species, and family, has been assigned a flow velocity association group 
from I to VI (Appendix 3). These associations are based on recognised relationships between 
the individual species, or family, with river flow from published information and professional 
experience of freshwater ecologists. Ubiquitous taxa; for example Oligachaeta and 
Chironomidae, have not been used in the method because there does not appear to be a 
definitive relationship between abundance of these taxa and flow at this level (Extence et al., 
1999). A matrix combines estimated loglo taxon abundances for the sample with the defined 
flow velocity association groups (Table 3.4) to give individual flow scores for each taxon within 
the sample (Table 3.5 and Appendix 3). The final LIFE score is calculated by averaging the total 
of the individual flow scores (Equation 3.5). Higher LIFE scores should reflect higher river 
flows (Extence et al., 1999). 
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Table 3.4 - Benthic freshwater macroinvertebrate flow groups, ecological associations and 
defined current velocities 
GROUP ECOLOGICAL FLOW ASSOCIATION 
Taxa primarily associated with rapid flows. 
11 Taxa primarily associated with moderate to fast flows. 
III Taxa primarily associated with slow or sluggish flows. 
IV 
v 
VI 
Taxa primarily associated with flowing (usually slow) and 
standing waters. 
Taxa primarily associated with standing waters. 
Taxa frequently associated with drying or drought-impacted 
sites. 
MEAN CURRENT VELOCITY 
Typically >100 cm s" 
Typically 20 - 1 00 cm S·1 
Typically < 20 cm S·1 
Table 3.5 - Scores (fs) for different abundance categories of taxa associated with flow groups 1-
VI 
FLOW GROUPS ABUNDANCE CATEGORIES 
A 8 C DIE 
I Rapid 9 10 11 12 
11 Moderate I fast 8 9 10 11 
III Slow I sluggish 7 7 7 7 
IV Flowing I standing 6 5 4 3 
V Standing 5 4 3 2 
VI Drought resistant 4 3 2 1 
The LIFE score has been used to evaluate the influence of flyer flow on benthic 
macroinvertebrates at four lowland sites across England (Extence et aI., 1999). Strong 
hydroecological relationships for a selection of rivers across England were identified after 
correlating LIFE scores calculated from historical biomonitoring data with historical 
hydrological data from a ganging station close to the ecological sample site (Extence et aI., 
1999). Further studies investigating the robustness of the LIFE score have been completed, for 
example the production of generalised LIFE response functions (Dunbar and Clarke, 2004) and 
the potential of using the LIFE score and River InVertebrate Prediction And Classification 
System (Clarke et aI., 2002a). These studies suggest that the LIFE score has wide applicability 
for different river types. 
3.5 Data analysis methods 
The research framework utilises a variety of techniques that can reduce data into a more 
manageable format, identify patterns or structures within a dataset and aid identification of 
relationships between ecological community distribution and environmental variables (James 
and McCul!och, 1990; Tabachnick and Fidel!, 2001; Quinn and Keough, 2002). The type of 
data analysis undertaken in this study reflects the aim and objectives of the thesis using a 
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combination offie1dwork data and hydrological, environmental and ecological records extracted 
from the LIFE paired dataset (version 1.03) (see Table 3.1 and Chapter 4 - Chapter 7). 
One-way ANOVA and Kruskal-Wallis test 
Statistical analysis was employed to examine if the values of variables differed significantly 
between individual groups. Homogeneity of variances between groups were assessed using the 
Levene's test in SPSS Explore function (SPSS Inc., 2001). One-way analysis of variance 
(ANOVA) was employed if the Levene's test statistic was not significant (p > 0.05). 
Conversely, the Kruskal-Wallis test, a nonparametric equivalent to one-way ANOVA, was 
applied when the Levene's test value was statistically significant (p < 0.05). These analyses 
allowed groups with either relatively high or low values of any of the biotic scores to be clearly 
identified. 
Analysis a/similarity (ANOSIM) 
Analysis of similarity was applied using the Community Analysis Package to explore if the 
composition of the sampled macroinvertebrate communities within sites were more similar than 
samples from different sites (Clarke, 1993; Seaby et al., 2004a). The significance of the ranked 
similarity within- and between-sites was compared with the similarity that would be generated 
by random chance. This was tested using 1000 random permutations for each sample. 
Correlation analysis 
Associations between parameters were assessed using Pearson' s correlation coefficients and 
scatterplots using SPSS (SPSS Inc., 2001). The statistical significance of correlation coefficients 
depends on the sample size, defined as the number of independent observations. Autocorrelation 
and redundancy between variables was examined as many of the calculated hydrological 
variables are inter-related (Olden and Poff, 2003). Redundancy between variables was identified 
by examination of Pearson's correlation coefficients, coefficient of determination and scatter 
plots, which were produced to examine both the nature of the hydroecological associations and 
the degree of multicollinearity between the variables. Where redundancy did occur, the variable 
displaying the weaker relationship with the independent parameter was excluded from the 
model and subsequent analysis. 
Regression analysis 
The utility of regression analysis is dependent on the assumption that within most datasets an 
underlying relationship exists within the data. Therefore, model selection is of critical 
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importance and involves selecting a subset of independent variables that explain a statistically 
significant proportion of variance in the dependent variable (Olden and Jackson, 2000). 
Stepwise multiple linear regression is a method used to model the linear relationship between a 
dependent variable and one or more independent variables. Stepwise multiple linear regression 
follows the multivariate assumptions discussed in 3.4 Data management. In addition, 
multicollinearity (when variables are highly correlated) and singularity (when variables are 
redundant) of variables are considered (Tabachnick and Fidell, 2001; Quinn and Keough, 2002). 
A stepwise method was employed to select the hydrological variables for the model. This 
method allows independent variables to be added individually until they do not meet statistical 
criteria. This method has been criticised for inferring causation from correlation, overfitting the 
data, not acknowledging instability within noisy data and incorrect selection of predictor 
variables (James and McCulloch, 1990; Tabachnick and Fidell, 2001; Quinn and Keough, 
2002). However, to overcome these problems, models were checked independently. Each model 
was assessed using condition indices, tolerance statistics, ANOVA (F test), collinearity statistics 
and residual analysis (graphically and using the Durbin-Watson test). 
Classification 
Cluster analysis is an explicit way of identifying hierarchical categories and structure within 
datasets (James and McCulloch, 1990; Van Tongeren, 1993). Cluster analysis was used within 
this thesis as an exploratory data analysis tool. Two types of cluster analysis have been used in 
this study: (i) hierarchical cluster analysis, where data is aggregated into larger groups (6.6 
Results of the hydrological regime classification); and (ii) divisive, where clusters are divided 
into smaller groups until a 'stopping rule' is applied (4.5.3 Two-Way INdicator SPecies 
ANalysis (TWINSPAN) and 5.6.2 Ordination) (Van Tongeren, 1993). 
(i) Hierarchical agglomerative clustering 
The hierarchical agglomerative clustering analytical procedures employed in this study (Chapter 
6) involved a two-part process to examine the spatial and temporal variability of the 
hydrological regimes for the 83 selected river sites (1660 hydrological years). A classification 
method was applied to separately identify hydrologic ally homogenous regions and years with 
similar long-term average annual magnitude (size) and seasonality (shape) of the flow regime 
using a method developed by Hannah et al. (2000), modified by Harris et al. (2000) and 
evaluated by Bower et al. (2004) using SPSS. The classification allows the magnitude and 
shape components to be analysed separately, in addition to allowing for their interaction in the 
form of composite (magnitude - shape) classes. Flow regime shape identifies stations or years 
with a similar form of annual hydro graph, regardless of absolute magnitude; the magnitude 
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element is based upon four annual flow descriptors (mean, maximum, minimum and standard 
deviation), regardless of their timing. In this analysis, the classification method has been applied 
to give two different regime classifications, namely regionalisation and inter-annual, using two 
separate data input matrices: 
Regionalisation - groups individual river stations based on long-term (1980 - 1999) 
average values of flow to enable exploration of spatial (between-station) patterns. The 
shape classes were identified independently of magnitude by separately standardising 
the 12 monthly observations for each station using z-scores (mean = 0, standard 
deviation = 1). The four magnitude indices (mean, maximum, minimum and standard 
deviation) were derived from the long-term regime for each river gauging station and 
standardised to remove differences in relative values between indices. Observations are 
standardised to allow unbiased comparison of hydrologic ally different stations (in terms 
of both shape and magnitude of flows). 
Inter-annual - groups individual station hydrological years based on monthly mean 
values to enable exploration of temporal (between-year) variability. The shape classes 
were identified independently of magnitude and the 12-monthly observations for each 
station year were standardised using z-scores (mean = 0, standard deviation = 1) to 
account for absolute magnitude differences between sites. Values for the annual 
magnitude indices were standardised as z-scores for each individual site to control for 
between-site differences. 
Agglomerative hierarchical cluster analysis uses a pairwise similarity matrix and a grouping 
algorithm along objects to create clusters. The results are expressed as a dendrogram. The most 
appropriate choice among the various clustering algorithms for agglomerating groups depends 
on the type of data and the type of representation that is needed. The robustness of a range of 
clustering algorithms has been investigated in relation to hydrological and c1imatological data 
by Bower et al. (2004) and Kalkstein et al. (I987), respectively. Bower et al. (2004) compared 
solutions for seven hierarchical, agglomerative clustering algorithms (average linkage between 
and within groups, complete linkage, single linkage, centroid, median and Ward's Method). The 
different algorithms identified different groups but Ward's Method consistently produced the 
most statistically robust clusters with fairly equal membership (Bower et aI., 2004). Ward's 
method is distinct from all other methods because it uses an analysis of variance approach to 
evaluate the distances between clusters. This method attempts to minimize the Sum of Squares 
(SS) of any two (hypothetical) clusters that can be formed at each step. Ward's method tends to 
produce compact groups of well-distributed size (Van Tongeren, 1993). The number of regime 
classes ( clusters) was estimated by examining the structure of the cluster dendrogram and the 
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breaks in slope in the agglomeration schedule plot. The resulting clusters were assessed by 
plotting the original data grouped into the new hydrological classes. 
(ii) Divisive clustering 
TWINSP AN is a polythetic divisive method of classification that indicates which are the most 
important indicator species for the construction of samples classification and has been widely 
used to determine groupings of samples on the basis of macroinvertebrate assemblages (Van 
Tongeren, 1993). Developed by Hill (1973; 1979), this method uses polythetic divisive cluster 
analysis, which utilises presence / absence of species to dichotomously divide samples into 
groups (Van Tongeren, 1993). TWINSPAN has been applied to mesoscale and reach scale 
ecological data to explore patterns in community structure (Chapter 4 and Chapter 5). Within 
TWINSPAN, default options were used. Psuedospecies cut levels of 0, 9, 99, 999, 9999 were 
used in the analysis to correspond with the log-abundance categories. In this study, each taxa in 
a sample could be represented by up to a maximum of five pseudospecies. Differences in the 
characteristics and composition of the communities between the sites in each TWINSPAN 
group were asscssed using ANOVA, or the non-parametric alternative, Kruskal-Wallis test. 
Data reduction analysis 
The goal of data reduction is to extract the maximum variance from the data set from a small set 
of variables or components (Tabachnick and Fidell, 2001). Olden and Poff (2003) identified 
significant redundancy within hydrological variables used in ecological studies. The potential 
hydroecological information provided by hydrologic indices means that it is essential that non-
redundant indices are selected and used in analysis (Olden and Poff, 2003). Redundancy in 
variables can result in the biased effects of multicollinearity (Zar, 1984) and prejUdiced 
regression model selection (Olden and lackson, 2000). The dominant patterns of intercorrelation 
among the hydrological indices were explored using the data reduction method of principal 
component analysis (PCA) (refer to 7.7 Reduction of hydrological variables). peA was applied 
to identify a reduced set of hydrological indices to simultaneously explain a dominant 
proportion of the variation in the hydrological variables while adequately representing the 
population and reducing multicollinearity between variables. The PCA method was applied to 
201 potentially ecologically important hydrological variables identified from previous research 
(see Appendix, Hughes and lames, 1989; Poff and Ward, 1989; Richards, 1989; Biggs, 1990; 
lowett and Duncan, 1990; Poff, 1996; Richter et al., 1996; Clausen and Biggs, 1997; Richter et 
al., 1997; Puckridge et al., 1998; Richter et al., 1998; Clausen and Biggs, 2000; Clausen et al., 
2000; Wood et al., 2000; Wood et al., 2001). A 201-by-201 correlation matrix (i.e. 201 
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hydrological variables) was derived which ensured that all indices contributed equally to the 
PCA and these contributions were scale-independent (Legendre and Legendre, 1998). 
Table 3.6 - Examples of stopping rule methodologies for principal components analysis and the 
number of significant components that would be retained for each method for the global model. 
METHODOLOGY 
Kaiser-Gutlman approach 
Most common stopping rule in principal components analysis whereby eigenvalues 
greater than the average eigenvalues (i.e. A > 1.0) are retained as these axes 
summarise more than any single original variable. This method has been criticised as it 
ignores the error associated with each eigenvalues due to sampling. 
Broken-stick rule 
The observed decreasing eigenvalues are compared to the decreasing eigenvalues 
from random data calculated from the broken-stick model. The broken-stick rule within 
principal components analysis assumes that observed eigenvalues are considered 
interpretable if they exceed the eigenvalues generated by the broken-stick model. 
Scree plot 
The successive eigenvalues are plotted against component number. The point where 
the first eigenvalues depart from the line distinguishes between the interpretable and 
trivial components. This method has been criticised because data plots may lack any 
obvious break in slope or the possibility of multiple break points. 
Proportion of the total variance 
This method includes all components up to some arbitrary proportion of the total 
variance. This method typically includes components comprising 95% of the total 
variance. 
NUMBER OF 
SIGNIFICANT 
COMPONENTS 
RETAINED 
18 
8 
3 
25 
The significance of the index loadings cannot be tested using a standard statistical test (e.g. 
Pearson correlation coefficient) because the principal components are linear combinations ofthe 
indices themselves and, therefore, are inherently correlated (Legendre and Legendre, 1998). A 
subset of 25 indices with the highest absolute loadings on the significant principal-component 
axes for each hydrological regime class was selected for further analysis. The relative 
importance of the principal component axes was adeqnately represented by setting the number 
of indices for each component equal to the proportion of variation explained by the component 
compared to the significant axes (after Olden and Poff, 2003). Subsets of variables, which 
minimised multicollinearity and described the major sources of variation, were developed for 
nse in further analysis. A con'elation matrix, as opposed to a covariance matrix, was used to 
ensure that all variables were scale-dependent and contribnted equally to the PCA (Legendre 
and Legendre, 1998). Both heuristical (e.g. Kaiser-Guttman criterion, Cattell's (1966) scree plot 
method, broken-stick rule, proportion of total variance) and statistical (e.g. Bartlett's test of 
sphericity) approaches to assessing the statistical significance of the principal component axes 
were explored (Table 3.6). However, the literature and preliminary exploration suggested the 
broken-stick rule using Frontier's (1976) model was the most statistically robust . This 
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'stopping rule' assumes eigenvalues from random data can be divided amongst the components 
forming a broken-stick distribution (Equation 3.6). 
1 p 1 
E(piece j ) ~-L-
p x=j X 
where the expected lengths (E) of the pieces of the broken stick Ul are given, in descending order, by the 
successive terms of the following series, corresponding to the successive values x = 1, 2, ... , p, for a 
given number of pieces (p) (Legendre and Legendre, 1998) 
Equation 3.6 - Broken-stick rule 
Ordination 
Ordination techniques were used to derive samples scores for sites for the following methods: 
(i) non-metric multidimensional scaling (nMDS); (ii) detrended correspondence analysis 
(DCA); and (iii) canonical correspondence analysis (CCA). Ordination techniques, namely 
indirect and direct gradient analyses, explore the underlying structure in the data and identifies 
gradients in the species composition of samples (Ter Braak, 1993). Indirect gradient analysis 
(e.g. DCA) uses a two-stage process; initially the ecological data are analysed using ordination 
methods and the results are then interpreted with reference to environmental conditions (Ter 
Braak, 1993). Direct gradient analysis (e.g. CCA), in contrast, utilises external environmental 
data in addition to the species data and explores the relationship between species composition 
and measured environmental variables (Ter Braak, 1993). The sample scores were used as 
response variables to explore their relationship with other environmental and hydrological 
variables. Ordination analysis was carried out using the Community Analysis Package (Seaby et 
al., 2004a) and Ecological COMmunity analysis software (Seaby et aI., 2004b). The ordination 
techniques have been applied to hydrological, environmental and ecological data in this research 
(Chapter 4 and Chapter 5). 
Non-Metric multidimensional scaling (nMDS) 
nMDS is a robust ordination technique for reducing the dimensions of data without 
prior transformations by preserving the order of relationships of objects and 
representing them in a small and specified number of dimensions. This method 
maximises rank order correlations between distance measures and distance in ordination 
space thereby arranging sites along axes so points close together correspond to sites 
with similar taxonomic composition and points farthest apart are most dissimilar. The 
measure of fit, termed stress, quantifies the distances in ordination space and 
dissimilarities. The approach uses the Shepard-Kruskal method, which is based on the 
rank order of all similarities (James and McCulloch, 1990; Ter Braak, 1993). Unlike 
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other methods of ordination, in nMDS the number of axes are selected a priori and 
should reflect minimum stress within the model. 
Detrended Correspondence Analysis (DCA) 
An eigenvector ordination technique based on Correspondence Analysis (CA), which 
was developed to overcome its two faults, namely the arch effect and the systematic 
relationship of the second axis with the first axis (Hill and Gauch, 1980; Peet et al., 
1988; Jackson and Somers, 1991). DCA was used as a diagnostic tool to summarise the 
major patters in variation in the composition of the ecological communities. 
Canonical Correspondence Analysis (CC A) 
CCA is a constrained ordination method, which explores the effect on species 
composition of a particular set of environmental variables. This technique is designed to 
detect the patterns of variation in the community data that can be explained by 
environmental variables. Therefore, CCA can be used to identify the environmental 
variables that directly account for significant and independent variations in the 
ecological data. However, concern has been expressed about the use of highly 
correlated environmental variables, although they are unlikely to have a strong effect on 
the position of species and samples (Palmer, 1993; Ter Braak, 1993; McCune, 1997). 
The choice of meaningful variables in CCA is essential for a significant output. 
Limitations of CCA have been highlighted by the literature, for example McCune 
(1997) and the majority are identical to those of multiple regression (Palmer, 1993; Ter 
Braak, 1993; McCune, 1997). CCA was applied to explore the combined environmental 
and ecological data in order to evaluate the former's performance as a predictor of 
ecological response reflected by macroinvertebrate assemblages. 
3.6 Summary 
The methods for both statistical and fieldwork techniques, and equipment used to assess the 
influence of hydrological variability on instream ecological communities have been outlined 
(Table 3.\). Techniques for "mining" information from hydrological and ecological records 
extracted from the LIFE paired data set have been introduced. In addition, detailed fieldwork 
strategies have been suggested to explore relationships between flow velocity and instream 
communities at the reach scale. The analytical methods have been designed to follow a holistic 
approach reflecting the thesis objectives (refer to 1.2 Aims and objectives of the thesis) and 
examine hydroecological relationships across a range of spatial scales: individual river (Chapter 
4), regional (Chapter 5) and national (Chapter 6 and Chapter 7) scale. 
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Chapter 4 Reach scale relationships between flow velocity 
and benthic macroinvertebrate communities 
4.1 Introduction 
The relationship between instream macroinvertebrate communities (as indicated by a variety of 
community metrics) and point flow velocity at the scale of individual habitat patches within a 
sample reach of the River Witham, Lincolnshire, is explored within this chapter. The influence 
of a range of environmental variables upon the structure of the macroinvertebrate communities 
is also examined. The analysis allows spatial (between habitat patches) and temporal (between 
seasons) reach scale hydroecological patterns to be explored in addition to examining the 
importance of low, intennediate and high velocities on instream macroinvertebrate 
communities. High resolution field data collected on three separate sampling occasions within a 
single hydrological year from the sample reach at Easton Park, Lincolnshire, fonned the basis 
for analysis. A total of240 Surber samples (80 from each season: autumn 2003, spring 2004 and 
summer 2004) were collected in addition to detailed flow velocity and environmental 
measurements, which provide a detailed temporal and spatial context for the research. This 
research has important implications for understanding the influence of microscale flow velocity 
and environmental variability upon instream macroinvertebrate communities. Chapters 5, 6 and 
7 build upon the reach scale results by examining the significance of flow variability (as 
indicated by river discharge series as opposed to point flow velocity) for structuring the 
instream macroinvertebrate communities at higher spatial (regional: Chapter 5; and national: 
Chapter 6 and Chapter 7) and temporal (multi-annual) scales. 
4.2 Aims and objectives 
This chapter examines the spatial (between individual habitat patch) and temporal (between 
season) patterns of flow velocity, environmental parameters and the instream macroinvertebrate 
communities of the Upper Witham at Easton, Lincolnshire (Figure 4.1). These relationships will 
be explored using detailed point flow velocity readings and environmental data and species- and 
family-level macroinvertebrate community data. The aims ofthis chapter are: 
• To identify a range ofmetrics (e.g. LIFE score, diversity and biotic indices) to describe 
the benthic macroinvertebrate communities in relation to variability in flow velocity and 
environmental parameters. 
• To explore the relationship between the species- and family-level LIFE score and point 
flow velocity readings sampled at different depths. 
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• To examine the underlying spatial and temporal structure of the benthic 
macroinvertebrate community as indicated by the calculated macroinvertebrate 
community metrics between flow velocity and seasons using TWINSPAN (Two-Way 
INdicator SPecies ANalysis) and ordination techniques (e.g. Detrended Correspondence 
Analysis). 
• To explore the relationship between environmental parameters, for example substrate 
composition and physico-chemical variables, and the benthic macroinvertebrate 
community using correlation and ordination techniques (e.g. Canonical Correspondece 
Analysis). 
• To identify any relationships between individual macroinvertebrate taxa and hydrological 
(e.g. flow velocity) and environmental parameters (e.g. pH, water depth and 
conductivity). 
4.3 Background 
Natural systems are heterogeneous across mUltiple spatial and temporal scales with the 
distribution of the ecological communities reflecting this environmental heterogeneity (Heino et 
al., 2004). Microscale environmental processes, for example flow velocity, substratum 
composition and biotic competition, have been demonstrated to significantly influence 
ccological communities at the scale of the individual habitat patch (Statzner and Higler, 1986; 
Dole-Olivier and Marmonier, 1992; Harper et al., 1992; Downes et aI., 1993; Newson et al., 
1998b; Lancaster, 1999; Armitage and Cannan, 2000; Brooks et al., 2005). 
Previous research has explored the association of benthic macroinvertebrate community 
assemblages within specific habitats (Minshall and Robinson, 1998). However, different 
research disciplines have classified and labelled instream habitats based on different 
characteristics, for example ecologists tend to incorporate information on substrate, organic 
content and vegetative structures (Minshall, 1988; Armitage et al., 1995; Minshall and 
Robinson, 1998) whereas geomorphological classifications are determined by, for example, 
channel width and flow (News on et aI., 1998a; Newson and Newson, 2000). In this research, 
physical habitat patches are assumed to be areas of substratum or flow velocity with an apparent 
physical uniformity, visually distinct and recognisable from the bank (Pardo and Armitage, 
1997). This allows rivers to be viewed as temporally and spatially dynamic mosaics of patches 
characterised by different conditions of flow velocity and turbulence (Downes et al., 1993). 
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The response of macroinvertebrates to variations in flow velocity conditions may influence the 
structure of instream patch communities (Extence et al., 1999). The tolerance of individual 
species to specific flow velocity conditions will influence the instream community structure and 
composition, for example Siahs lutaria is associated with extremely slow flowing current 
velocities « 0.02m sol) compared with species, such as Silo pallipes, which are associated with 
higher flow velocities (> l.OOm sol) (Extence et al., 1999). Exploring relationships at the reach 
scale can help identify the ecological impacts of environmental changes at the scale of 
individual patches (Armitage and Pardo, 1995; Armitage et aI., 1995; Harper et aI., 1997). 
Limited research has explored the response of macro invertebrate communities to seasonal 
changes in environmental parameters, for example flow velocity and physical habitat patch 
composition (e.g. Ormerod, 1988; Hearne et al., 1994; Armitage et al., 2001; Storey and 
Williams, 2004). However, there is a lack of research identifying the influence of flow velocity 
or associated parameters in structuring both habitat conditions and instream macro invertebrate 
communities (Kemp et al., 2000). 
4.4 Methodological approach 
4.4.1 Sample site 
Initial exploration of the flver sites within the LIFE paired dataset indicated ecological 
monitoring sites within the Environment Agency's Anglian Northern region had good long-term 
high-resolution hydrological (daily discharge data) and the longest ecological (species-level 
macroinvertebrate data) records (refer to 3.2 Data mining). These records provide a unique 
background for research at the reach scale. Therefore, preliminary fieldwork (macroinvertebrate 
samples and environmental data) was undertaken on 20th August 2003 at four high quality sites 
across rural Lincolnshire, (River Lymn at Partney, River Chater at Fosters Bridge, Waithe Beck 
at Brigsley and River Witham at Easton Park). Results of the survey and examination of the 
long-term records indicated that the River Witham site at Easton Park would provide a high 
quality natural river site with a highly varied substrate and flow velocity conditions combined 
with minimal impact from anthropogenic disturbances (Figure 4.1, Figure 4.2 and Figure 4.3). 
In addition, the River Witham sample site has long-term high resolution ecological (1987 -
present), hydrological (1979 - present) and physico-chemical (1985 - present) records available 
to provide a temporal context for the fieldwork results. 
The large rural river Witham catchment rises in Lincolnshire on the Kesteven Plateau and flows 
into the Vale of Belvoir before passing through the Lincoln Gap (Figure 4.1). The area is 
underlain by limestone overlain with calcareous boulder clay with increasing percentages of 
gravel in the lower reaches (Windrum, 1997). Draining a large area of Lincolnshire with a 
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maximum elevation of l58m aOD, the River Witham drains into the Wash with an average 
annual (1961 - 1990) 642mm of precipitation. The river is predominantly oligotrophic and has 
been influenced by past modifications, current maintenance and water level management 
regimes in the lower reaches (Windmm, 1997). This is reflected in the diversity of river channel 
habitat and aquatic plant diversity, for example the Upper Witham contains a large population 
of the British native crayfish, Austrapotamabius pal/ipes. In addition, the river corridor is of 
local importance for macro invertebrate species, such as Silo nigricornis (caddisfly), Athripsodes 
albifrans (caddisfly), Leuctra geniculata (stonefly), Micronecta paweri (bug) and Crenobia 
aipina (flatworm) (Windmm, 1997; English Nature, 2005) . 
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Figure 4.1 - Map identifying the location of the sample site and key catchment characteristics 
Located within the Easton Park estate, the study site is a 350m stretch of river, generally less 
than five metres wide, which drains a 51.3 km2 catchment, approximately 80m aOD elevation 
(SK 927 270) (sample reach from points A to B identified in Figure 4.2). A gauging station has 
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been established at Colsterworth (SK 929 246) 87m aOD, which has a long-tenn average 
discharge of 0.24 m3 S·l (1980 - 1999) (Figure 4.1 and Figure 4.3a). The long-tenn hydrological 
regime demonstrates seasonal variations with an annual steep rising limb to a dominant January 
peak (Figure 4.3b) with clear inter-annual variations with periods oflow and high flows (Figure 
4.3a). 
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Figure 4.2 - Map of sampling site at Easton Park, Lincolnshire, adapted from Ordnance Survey 
mapping data 
The stream was hydrologically diverse at the microhabitat scale with distinct flow patches 
present within the system (Figure 4.4b / d). Stream substrate composition along the sampling 
reach is comprised of a relatively thin layer of a seasonally diverse mixture of cobbles, gravels, 
sand and silt in addition to a large amount of woody debris and macrophytes. Riparian 
vegetation was dominated by established woodland on the right bank with a mixture of native 
and introduced plant and tree species, overhanging in some places (Figure 4.2). Bankside 
landuse adjacent to the left channel bank was characterised by a large area of grassland, 
managed by grazing of cattle, sheep and deer (Figure 4.2). 
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Figure 4.3 - (a) Long-term discharge hydrological regime for the Upper Witham, Lincolnshire, 
monitored at Colsterworth between 1980 and 2003; (b) Long-term average annual discharge 
hydrograph (1980 - 1999) 
(a) (b) 
(c) (d) 
Figure 4.4 - Photographs taken at Easton Park sample site, Upper Witham on 20th August 2003 
displaying (a) substrate variety with a mixture of cobbles, sand and bruohytes, (b) exemplar fast 
flowing section with clear view of bankside vegetation, (c) mixture of substrates with high 
percentage of sand present, and (d) variety in flow velocity habitats, for example slow-moving 
pool at top of photo above weir and faster flowing chute at bottom of photo. 
4.4.2 Fieldwork collection 
A total of 240 macroinvertebrate Surber samples were taken on three separate sampling 
occasions (for further details, refer to 3.3 Fieldwork techniques). The autumn 2003 samples 
were taken on 4th and 5th October 2003 at the end of an eight month period of low flows for the 
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river (average discharge of the preceding three months = 0.028 m3 s") (Figure 4.5). The 
discharge of the preceding seven days 0.018 m3 s'l, similar to the discharge during the sampling 
days (0.017 m3 s" and 0.018 m3 s"). These low discharge levels correspond to baseflow for the 
river. Directly preceding and during the autumn 2003 sampling period, the Upper Witham 
system at Easton Park was hydrologically stable with visually distinct physical habitat I flow 
velocity patches. 
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Figure 4.5 - Hydrological regime for the Upper Witham, Lincolnshire, monitored upstream of the 
sample site at Colsterworth for the period January 2003 - January 2005. Dates of 
macroinvertebrate sampling are identified. AUT03 ~ autumn 2003, SPR04 ~ spring 2004 and 
SUM04 ~ summer 2004. 
The spnng 2004 samples were taken on 3,d and 4'h March 2004 following a period of 
hydrological instability (Figure 4.5). With an average discharge of 0.401 m3 s" for the three 
months preceding the sampling, the system became increasingly hydrologically flashy following 
low flows in the previous autumn. The average discharge of the preceding seven days prior to 
sampling was 0.209 m3 s" with lower discharges recorded during the two sampling days (0.175 
m3 s" and 0.172 m3 s"). The boundaries of the physical habitat I flow velocity patches within 
the sample reach were not clearly defined during sampling on this occasion. The final sampling 
dates for the summer 2004 were 4'h and 5'" June (Figure 4.5). The average discharge for the 
preceding three months of 0.202 m3 s'l, which reflects the high winter flows in combination 
with increasingly hydrological stability during the spring. The average discharge of the seven 
days prior to summer 2004 sampling was 0.105 m3 s", which was higher than the discharges 
recorded during the sampling days (0.085 m3 s" and 0.084 m3 s·'). 
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4.4.3 Analytical techniques 
A range of multivariate statistical techniques, for example ordination and correlation analyses, 
were applied to explore the relationships between the collected macroinvertebrate samples and 
environmental data (refer to 3.5 Data analysis methods). All ecological data were log,o (x + I) 
transformed to achieve the assumed condition of normality and homocedasticity of the data 
prior to the calculation of the ecological metrics. The following ecological metrics were derived 
and used to explore the macroinvertebrate variation in response to environmental characteristics, 
for example LIFE score, BMWP score, ASPT, Shannon-Weiner, Berger Parker, Simpson's 
index and species richness. The LIFE score method, based on recognised flow velocity 
associations of macroinvertebrate taxa, underlies the reach scale research (Extence et al., 1999) 
(refer to 3.4.2 Ecological indices). Analysis was undertaken using Microsoft Excel, Statistical 
Package for the Social Sciences (SPSS), Species Diversity and Richness software (Henderson 
and Seaby, 2002b), Community Analysis Package (CAP) (Seaby et al., 2004a) and Ecological 
COMmmunity analysis (ECOM) (Seaby et al., 2004b). 
4.5 Results 
The results section is divided into three separate sections, which reflect the aims and objectives 
of this chapter (refer to 4.2 Aims and objectives). Initial exploration of the spatial and temporal 
variation in instream macro invertebrate communities as indicated by variation in the ecological 
metrics in relation to season, flow velocity and environmental variables are presented in detail 
below. In addition, the responsc of individual macroinvertebrate species to environmental and 
hydrological variability is explored. 
4.5.1 Spatial and temporal variation in instream communities 
Macroinvertebrate communities 
Examination of the long-term ecological monitoring records for the site from the LIFE paired 
dataset indicated that 72 families representing a range of hydrological and water quality 
conditions have been recorded at the site since ecological sampling began in 1987. A total of 
45,347 individuals from 43 families were collected and identified on three sampling occasions 
with 9,222 sampled in autumn 2003, 9,064 in spring 2004 and 27,061 in summer 2004 (Table 
4.1). Samples were identified to species-level using standard identification keys where possible, 
with the exception of Chironomidae, Baetidae and some taxa at early instars where 
identification to a lower level was impossible. Two taxonomists independently audited selected 
samples and any misidentifications were corrected. 
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Table 4.1 presents a summary of the families and numbers of taxa collected during the three 
sampling periods. Of particular note is the large increase in the number of taxa collected in the 
summer sampling period compared with the other two. This is not surprising, as many larvae 
have developed to final instars and emerge as adults during the summer and, therefore, are easy 
to catch within a Surber sampler, in addition to being large enough to identify to species-level. 
The majority of taxa exhibited a reduced abundance in the spring sampling. Some families, for 
example Ceratopogonidae, Hydrobiidae and Caenidae, demonstrated large increases in numbers 
across the seasons. In addition, two new species were found during the sampling, namely 
Athripsodes albi/rans and Natidabia ciliaris, when compared with existing Environment 
Agency records. The latter species is particularly surprising for the area as examination of 
regional macroinvertebrate records indicate that this species is not common to the area. 
Table 4.1 - Summary of the families col/ected and numbers of taxa from the three sampling 
periods: AUT03 = autumn 2003, SPR04 = spring 2004 and SUM04 = summer 2004. 
AUT03 SPR04 SUM04 AUT03 SPR04 SUM04 
Hydrobiidae 1122 287 7295 Gyrinidae 1 0 0 
Lymnaeidae 2 11 8 Elmidae 904 302 323 
Planorbidae 0 0 14 Sialidae 13 5 0 
Ancylidae 92 31 46 Rhyacophilidae 5 1 
Sphaeriidae 170 66 749 Hydroptilidae 34 30 
Dreissenidae 0 0 4 Psychomyiidae 12 0 2 
Oligochaeta 1264 777 513 Polycentropodidae 10 2 4 
Piscicolidae 0 3 Hydropsychidae 43 55 11 
Glossiphoniidae 180 86 60 Limnephilidae 7 27 7 
Erpobdellidae 84 67 32 Goeridae 332 89 30 
Hydracarina 2 13 113 Sericostomatidae 2 7 6 
Ostracoda 2 1 0 Leptoceridae 217 241 654 
Aseliidae 65 178 127 Tipulidae 34 18 0 
Gammaridae 1476 472 841 Limonlinae 8 66 108 
Baetidae 906 1247 2471 Psychodidae 0 45 14 
Leptophlebiidae 43 10 12 Ceratopogonidae 6 459 6052 
Ephemeridae 65 53 61 Simuliidae 153 50 684 
Ephemerellidae 30 0 469 Chironomidae 137 1361 926 
Caenidae 1774 2979 5373 Stratiomyidae 1 4 0 
Leutridae 0 0 1 Empididae 1 3 
Haliplidae 5 7 0 Muscidae 0 3 4 
Dytiscidae 52 8 10 Diptera (other) 0 0 
Flow velocity 
Seasonal variability was observed in the measured flow velocity, for example benthic velocity, 
measured at 0.02m above the substrate, varied between a minimum of 0.006 m s·, and a 
maximum of 0.587 m s·, between seasons (Figure 4.6 and Table 4.2). 
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Table 4.2 - Summary of flow velocities measured at different depths (y) for all samples and by 
season (AUT03 = October 2003 sampling, SPR04 = March 2004 sampling, SUM04 = June 
sampling) 
FLOW VELOCITY (M s") 
BENTHIG 0.8Y 0.6Y 0.2Y 
« 0.02M) 
'" Mean 0.128 0.151 0.172 0.221 ill ~
0.. Std. Dey. 0.104 0.111 0.118 0.153 
" <: Minimum 0.006 0.005 0.006 0.008 
'" ~~ Maximum 0.587 0.638 0.687 0.910 
..: 
Mean 0.143 0.165 0.163 0.215 
'" Std. Dey. 0.111 0.124 0.159 0 0.119 f-
::> Minimum 0.006 0.007 0.007 0.008 
..: 
Maximum 0.483 0.638 0.561 0.910 
Mean 0.107 0.138 0.165 0.203 
.". Std. Dey. 0.076 0.084 0.111 0 0.095 0:: 
"- Minimum 0.007 0.007 0.009 0.020 (/) 
Maximum 0.390 0.427 0.440 0.510 
Mean 0.133 0.147 0.188 0.246 
.". 
0 Std. Dey. 0.117 0.115 0.135 0.178 :;; 
::> Minimum 0.006 0.005 0.006 0.017 (/) 
Maximum 0.587 0.563 0.687 0.907 
The LIFE score method assumes that the taxonomic composition of any macroinvertebrate 
sample should reflect the surrounding flow velocity conditions (Extence et al., 1999). To 
explore the robustness of this approach, individual samples were divided into groups based on 
their average flow velocity at the four separate measured depths (benthic «0.02m), 0.8y, 0.6y 
and 0.2y). The group categories of flow velocities were based upon the mean current velocities 
developed for the Lotic-invertebrate Index for Flow Evaluation (LIFE) statistical approach 
(Extence et al., 1999) (Table 3.4). The LIFE groups, originally derived from published 
information and professional experience of freshwater biologists, reflect the specific 
relationship between flow velocity and individual taxa. Therefore, this method assumes that 
flow velocity determines the composition of instream community assemblages and links 
samples assigned to groups I to V with specific flow velocities rather than to habitat type (3.4.2. 
Ecological indices). 
62 
.3 
T r T J, 11 .§. .2 rnl 11 ~ Depth of measurement " 0 I a; II r1 > o Benthic 3 0 I '" li .1 o O.Sy 
?f'. 
'" I m 
o Q,6y 
I 
0.0 o 0.2 y 
AUT03 SPR04 SUM04 
Season 
Figure 4.6 - Error bars displaying the mean and 95% confidence intervals for measured flow 
velocities (benthic, O.By, 0.6y and 0.2y) structured by season (AUT03 = autumn 2003, SPR04 = 
spring 2004 and SUM04 = summer 2004) 
Preliminary exploration of the flow velocity readings indicated that only flow groups n to IV 
were present within the samples. Table 4.3 presents an exemplar summary of the mean, 
maximum and minimum flow velocity for samples grouped according to their benthic flow 
velocity measurements. The highest number of sites were consistently associated with group n, 
which contained samples characterised by typical mean flow velocities between 0.2 - 1.0 m S·I. 
However, it should be noted that there were no samples characterised by rapid flow velocities 
(LIFE group I) or standing / drying waters (LIFE groups V and VI). 
Table 4.3 - Exemplar summary of the mean, minimum and maximum flow velocity at different 
sampled depths structured by benthic LIFE flow velocity groups 
FLOW VELOCITY LIFE 
FLOW VELOCITY DEPTH (v) 
GROUP (BENTHIC) BENTHIC 0.8Y 0.6Y 0.2Y 
«0.02 M) 
GROUP 11 Mean 0.293 0.322 0.344 0.418 
Minimum 0.201 0.200 0.216 0.202 
Maximum 0.587 0.638 0.687 0.910 
GROUP III Mean 0.115 0.144 0.161 0.199 
Minimum 0.050 0.034 0.051 0.066 
Maximum 0.199 0.400 0.320 0.410 
GROUP IV Mean 0.024 0.041 0.060 0.116 
Minimum 0.006 0.005 0.006 0.008 
Maximum 0.048 0.120 0.387 0.470 
The relationships between flow velocity and environmental parameters structured by LIFE flow 
groups and by season were explored. Initially, the composition of the physical habitat of the 
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samples was examined. The Kruskal-Wallis, a non-parametric equivalent of one-way ANOVA, 
was applied to explore if significant differences existed between the values of the ecological 
metrics and season / LIFE flow group (Table 4.4). Statistically significant differences between 
the percentage of fine gravel habitats and the percentage of macrophytes were identified for 
samples structured by season with summer samples exhibiting significantly higher percentages 
of both (p < 0.01) (Table 4.4a). The lack of significant differences between seasonal habitat 
composition indicates the stability of the river throughout the year. 
Significant differences in percentage habitat composition between samples structured by LIFE 
flow group were found for four habitat types (cobbles, coarse gravel, sand and silt). For 
example, group II (high flow group) demonstrated significantly higher percentage composition 
of cobbles and coarse gravel compared with the lower flow groups III and IV (Table 4.4b - e 
and Figure 4.7a). Conversely, samples associated with low flow group IV exhibited 
significantly higher proportions (%) of silt compared with the higher flow groups II and III 
(Table 4.4b - e and Figure 4.7b / c). However, there did not appear to be a relationship between 
% macrophytes and flow velocity (Table 4.4b - e and Figure 4.7d). This suggests the importance 
of flow velocity in structuring the instream habitat patch composition. Increasing complexity 
and size of the mineral composition of the substrate appeared to result in higher levels of 
species richness and values of Shannon-Wiener and Simpson's indices in addition to decreasing 
values of the Berger-Parker dominance index. Closer examination of the significant differences 
demonstrated clear patterns within the results, for example flow velocities were higher for the 
more complex mineral substrates compared with homogenous silt and sand substrates. This was 
reflected in the LIFE scores with higher average LIFE scores for % cobbles and % fine / coarse 
gravel (average LIFE score (species-level) = 7.27) compared with sand and silt substrates 
(average LIFE score (species-level) = 7.05). In addition, samples dominated by woody debris 
substrate were characterised by three taxa: Oligachaeta, Asellus aquaticus and Caenis luctuasa, 
which was reflected in the high values of the Berger-Parker index. Samples from the more 
complex mineral substrata and macrophyte habitats demonstrated higher values of species 
richness compared with the homogenous silt and sand habitats. 
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Table 4.4 - Results of the Kruskal-Wallis test (presented %2 values and significance level) for 
ecological metricss structured by (a) season and (b - e) LIFE flow group. ". p < 0.001, .. P < 
0.01, • P < 0.05, NS Not significant 
LIFE FLOW GROUP 
(A) SEASON (8) BENTHIC (c) 0.8y (D) 0.6Y (E) 0.2Y 
«0.02M) 
PHYSICAL PARAMETERS 
DEPTH 17.677 *** 41.751 *** 33.982 *** 11.838 " 11.422" 
0/0 COBBLES 1.806 NS 20.336 *** 6.569 • 21.123*** 22.989 *** 
% COARSE GRAVEL 1.840 NS 14.433 'It** 6.067 • 13.502 ... 10.750 .. 
% FINE GRAVEL 15.296 *** 1.468 NS 1.202 NS 0.378 NS 2.843 NS 
% SAND 0.616 NS 9.388 •• 6.265 • 0.537 NS 1.910 NS 
%StLT 0.520 NS 11.168" 7.300 • 23.352 *** 33.650 ••• 
% WOODY DEBRIS 1.751 NS 1.165 NS 5.030 NS 3.841 NS 11.728 .. 
% MACROPHYTES 9.502 •• 0.455 NS 1.042 NS 5.088 NS 6.034 • 
ECOLOGICAL METRICS 
BMWPsCORE 8.990 • 24.239 *** 22.313 H* 20.200 *** 15.026 ... 
ASPT 8.346 • 18.344 *** 13.812 *** 25.130'" 22.243 ... 
LIFE SCORE (SPECIES) 14.604 *** 75.555 *** 64.881 *** 70.289 "'** 57.785 *** 
LIFE SCORE (FAMILY) 50.455 ... 41.474 *"'* 40.991 *** 47.377 *** 44.026 *** 
SHANNON-WIENER INDEX 40.935 *** 8.012 • 5.910 NS 5.990 • 9.711 .. 
SIMPSON'S INDEX 42.166 *** 4.945 • 3.446 NS 6.099 • 7.329 • 
BERGER-PARKER 31.436 *** 7.136 • 5.351 NS 8.676 • 10.844 .. 
NUMBER OF TAXA 13.000 .. 14.594 *** 16.887 *** 13.276 'It*'" 8.738 • 
The relationships between flow velocity and ecological metrics structured by season and LIFE 
flow group at different depths were explored (Table 4.4). When structured by season, significant 
differences were demonstrated for each of the calculated ecological metrics (Table 4.4a). This 
demonstrates the changing structure of the macroinvertebrate community within the river over 
the year, reflecting different environmental conditions and life cycles of macroinvertebrates. 
When structured by LIFE flow group at different depths, significant differences were exhibited 
for all of the ecological metrics with the exception of the diversity indices for samples 
structured by LIFE flow groups (O.8y) (Table 4.4b - e). Slower flow samples (LIFE group IV) 
consistently demonstrated lower values of the ecological metrics compared with the faster flow 
samples (LIFE groups 11 and IIJ). 
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Figure 4.7- Error bar chart displaying the mean and 95% confidence intervals for (a) % cobbles, 
(b) % sand, (c) % silt, and (d) % macrophytes structured by LIFE flow group 
Physico-chemical variables 
Table 4.5 presents a summary of the physico-chemical variables measured during fieldwork. 
Significant difference in values of the variables were identified for samples structured by season 
using the Kruskal-Wall is test (p < 0.00 I). This is unsurprising as the physical condition of a 
river varies widely throughout the year, for example water temperature was significantly lower 
in February sampling compared with the early October sampling (X' (1,3) = 191.528,p < 0.001). 
Although seasonal differences in pH of the river were apparent, the river is alkaline which 
reflects its underlying permeable geology (X' (1,3) = 1l1.439,p < 0.001). When structured by 
LIFE flow groups, significant differences were demonstrated between values of average water 
temperature, namely LIFE group 11 exhibited higher average water temperatures compared with 
LIFE group III (X' (1,3) = 7.334, p < 0.05). However, there were no significant differences in 
values of pH (X' (1,3) = 2.107, P > 0.05) or electrical conductivity (X' (1,3) = 5.153, p > 0.05) 
when structured by LIFE flow group. 
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Table 4.5 - Summary table of measured physico-chemical variables structured by (a) season 
(AUT03 = autumn 2003, SPR04 = spring 2004 and SUM04 = summer 2004) and (b) LIFE flow 
group 
WATER TEMPERATURE pH CONDUCTIVITY (~M) ('G) 
Mean 11.74 8.17 979.93 
AUT03 
Std. Dev. 0.57 0.10 5.74 
Minimum 11.20 8.00 972 
Maximum 13.40 8.30 996 
Mean 8.28 8.51 839.86 
z 
0 Std. Dev. 0.73 0.21 9.01 
</) SPR04 ili Minimum 7.00 8.10 828 U) 
Maximum 9.00 8.90 857 
Mean 13.32 8.15 886.03 
SUM04 Std. Dev. 1.25 0.13 12.20 
Minimum 11.80 7.90 868 
Maximum 15.40 8.30 907 
Mean 11.89 8.25 917.02 
0 Std. Dev. 2.10 0.15 57.97 I Group 11 \-
z Minimum 7.70 8.00 828 w 
.e Maximum 15.40 8.60 989 a. 
:::> 
0 Mean 10.81 8.30 896.08 
'" C) Std. Dev. 2.32 0.26 59.79 w Group III LL Minimum 7.00 7.90 828 ::J 
~ Maximum 15.40 8.90 989 
() 
0 Mean 11.18 8.24 903.22 ~ 
w 
> Std. Dev. 2.26 0.19 57.29 3': Group IV 0 Minimum 7.40 7.90 828 ~ 
LL 
Maximum 15.40 8.60 996 
4.5.2 Relationship between LIFE score and flow velocity 
The exclusive relationship between the LIFE score (both species- and family-level) and flow 
velocity were explored for all samples and structured by sample season. Pearson's correlation 
coefficients between the variables were examined using flow velocity recorded at the four 
separate depths (benthic, 0.8y, 0.6y and O.2y) (Table 4.6). The LIFE score (species-level) 
consistently produced stronger (higher r) correlations with flow velocity than the LIFE score 
(family-level) for all samples and for autumn and spring samples. Conversely, the LIFE score 
(family-level) yielded stronger correlations (higher r) than the LIFE score (species-level) for 
summer 2004 samples. Although values of the correlation coefficients were similar within 
season, clear seasonal variation was apparent with the lowest values (low r) recorded for the 
spring 2004 sampling. This may reflect the hydrological instability experienced prior to the 
sampling. The results demonstrate that other external factors could be important as only a 
maximum of 49.0% of the variation in the macroinvertebrate community can be explained by 
flow velocity (Table 4.6). 
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Table 4.6 - Summary of the Pearson's correlation coefficients between the LIFE score (both 
species- and family-level) and flow velocity (recorded at different depths) 
LIFE SCORE (SPECIES-LEVEL) LIFE SCORE (FAMILY-LEVEL) 
ALL AUT03 SPR04 SUM04 ALL AUT03 SPR04 SUM04 SAMPLES SAMPLES 
BENTHIC 0.540 *** 0.688 *** 0.432 *"kw 0.492 *** 0.533 *** 0.688 *** 0.324 *** 0.577 *** 
«O.02M) 
O.SY 0.550 *** 0.699 *** 0,467 *** 0.479*** 0.533 *** 0.664 H" 0.392 *** 0.571 *** 
O.6Y 0.561 *** 0.702 ** .. 0.484 *** 0.512*** 0.545 .. oH 0.689 ••• 0.438 *** 0.618 *** 
O.2Y 0.552 "''''* 0.652 *** 0.452 *** 0.548 *** 0.504 *** 0.587 Uti 0.405 *** 0.606 *** 
The scatterplots demoJtrate the general positive trend between the LIFE score (species-level) 
and flow velocity (Figure 4.8). Higher flow velocities should result in higher LIFE score values. 
However, the scatterplots highlight high levels of variance in the calculated LIFE scores for 
similar recorded velocities, particularly at low flow velocities (Figure 4.8). However, this may 
be due to the lack of samples at higher flow velocities. When structured by season and depth, 
the patterns were similar (Figure 4.8b - f). A preliminary exploration of the seasonal patterns 
suggested that the autumn 2003 samples yielded a better relationship between flow velocity and 
the LIFE score for all depths (Figure 4.8b - f). The other two seasons demonstrated higher levels 
of variance between the samples. This may reflect the relative hydrological stability experienced 
prior to sampling. In all cases, higher velocities (approximately> 0.45m S·I) did not result in 
higher LIFE scores than other samples, which experienced lower flow velocities (Figure 4.8). 
The constant and slope for the individual regression lines between season and depth of sample 
are similar. Therefore, it is possible to be relatively statistically confident about the relationship 
between flow velocity and LIFE score, particularly at the benthic level « 0.02m). At higher 
depths, the error of the estimate increased. This is perhaps unsurprising as an individual 
macroinvertebrate species experiences flow velocity close to the stream bed. Therefore, flow 
velocities at the benthic level will have a stronger effect in determining the structure of the 
macroinvertebrate communities as opposed to higher depths. 
68 
(a) 
9.0'~-----___________ , 
• 
" .gj 6.0 o '. ' ...---------
, , .. " " ---- . 
I • • /"\". ',:, • • :;,~ • 
"
* 11. '. ~:)tA~ • 
w ~",,,,~, .' ). _V(_ .. ~I\t ". , • • ~ 7.0_~,~ 
:J l.. .• -:'" • 
tt""; , ;r ': ' 
• 
• 
• 
•. 0'lC-___ --___ --_--~--..j 
~o .1 .2 ~ A .5 .6 
Benthic velocity (ms-1) 
(c) 
SEASON: SPR04 
9.0_----------------, 
• 
~.------
.: '..------
• 
l':! ,.' '''' ',. ,. _____ fF 
o ."~ £ ..... ,w..-- ' 
w • -...------. • 
u. 7.0 '1--"-'::: ' 
::J .. " • 
. , .. 
• 
• 
•. 0lC-___ - __ -_--_--~--..j 
0.0 .1 .2 ~ A .5 .6 
8enthic velocity (ms-1) 
(e) 
SEASON: AUT03 
9.0'_---------------
I .. ' 8.0 • .. ' 
1 • 
_.,-
• 
• .. ' 
. ' • 
• ~ , ..... • -' -"~-I • • • .a-""- , . 0 
• M .. , -
'a' "' •• -'" w 7.0 u. •• ,'.c' ,. . ::; 
. ' 
•• T 
'.0 
0.0 .1 ., .3 . , ., .• 
0.9 Y velocity (ms-1) 
(b) 
SEASON: AUT03 
9.0,--_______________ ---, 
% 
'0 8.0 • 
A , .,,--:-
m • \.... ." 
- . , ... - .... g '.. ' 
.' . \"."" ", . ~ 7.0 '.- .... , 
:J I," 
• 
• 
, 
.WO 
..0l::--~--,:----,:__-_,__-_,;_-__l 
0.0 .1 .2 .3 A .5 .S 
Benthic velocity (ms-1 ) 
(d) 
SEASON: SUM04 
9.0,,--_____________ ~ 
% 
'0 8.0 
11. • • M 
!f!- • 
Q) e' • ~ •••• ,. .', s. 
- .- '. ,.' ~ 7.0 ••••• ~ .. _ 
:::l \ .... " • 
• • 
" . 
• • 
'" .' 
• 
• 
• • 
'.O:+:--_--,----_-,-_--,. __ c-_~ 
0.0 .1 .2 .3 .4 .5 .6 
8enthic velocity (ms-1) 
(I) 
SEASON: SPR04 
90'_--------------~ 
• 
" 
m 80 iii • ~ • • 
"'- • 
.. 
~ • '. • ... ~. • • • .,'" ., m • • • w " t • • 7.0 • •• ... • • , • u. 
:::J • • • • 
• • ... .' • 
• • • , 
.. 
'.0 
0.0 .1 .2 .3 ., .5 .• 
O.2y velocity (ms-1) 
Figure 4.8 - Scatterplots between LIFE score (species-level) and flow velocity for (a) all samples 
at benthie depth, (b) autumn 2003 samples at benthic depth, (c) spring 2004 samples at benthie 
depth (d) summer 2004 samples at benthie depth, (e) autumn 2003 at 0.6y velocities and (f) 
spring 2004 at 0.2y depth. 
4.5.3 Community analysis 
Figure 4.9 presents the detrended correspondence analysis (DCA) ordination biplot, which 
demonstrates clear separation between season, particularly between the summer sampling and 
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the other two sampling periods. As a result, the seasons were analysed individually because of 
this divide between seasonal community compositions. 
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Figure 4.9 - DCA ordination biplot of macroinvertebrate community data for al/ sites displaying 
axis 1 and axis 2 structured by sampling season (AUT03 = autumn 2003, SPR04 = spring 2004 
and SUM04 = summer 2004) 
Two- Way INdicator SPecies ANalysis (TWINSPAN) 
Similar patterns were reported for each sampling season where TWINSP AN groups were 
clearly formed based on their taxonomic composition (exemplar plot for autumn 2003 sampling 
in Figure 4.10). A preliminary exploration of the indicator taxa suggested the presence of an 
environmental gradient and samples could be divided into groups based on the flow velocity 
tolerance of their taxonomic composition. In the exemplar TWINSPAN plot for autumn 2003 
sampling, the first TWINSPAN division separated samples in groups I to 4 using the indicator 
species G. compianta, which is commonly associated with low flow velocities (LIFE category 
IV), from groups 5 to 8. The latter groups were defined by a higher abundance of faster flow 
tolerant indicator species with LIFE group II taxa, Simuliidae, E. aenea and G. pulex, and LIFE 
group III species, P. antipodarium (Figure 4.10). 
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Figure 4.10 - Exemplar Two-Way INdicator SPecies ANalysis plot for autumn 2003 samples 
using species-level macroinvertebrate assemblage data 
Using the Kruskal-Wallis test, the variation in the flow velocity tolerance of the instream 
communities associated with the TWINSPAN groups demonstrated significantly (p < 0.001) 
lower values of flow velocity and LIFE score (both species- and family-level) for groups I to 4 
compared with groups 5 to 8 (Fignre 4.11). At lower levels of the TWINSPAN plot, groups can 
be characterised hy the flow velocity tolerance of their benthic community compositions, for 
example Tipulidae, S. corneum and A. aquaticus (all LIFE category IV species) typify samples 
in TWINSPAN group 8. Species associated with fast flowing LIFE category n, namely G. pulex 
and E. aenea (larvae), characterise samples associated with TWINSPAN group 2 (Figure 4.10 
and Figure 4.12). 
Clear patterns for individual TWINSPAN groups were demonstrated for each sample season 
(Table 4.7 and Figure 4.12). It should be noted that the direction of the ordination axes is 
arbitrary and should not affect the interpretation. Error bars demonstrate the relationship 
between benthic velocity and the LIFE scores (Figure 4.12). The TWINSPAN groups associated 
with autumn 2003 and spring 2004 sampling demonstrate similar relationships with increasing 
flows and flow tolerance of species associated with increasing TWINSPAN group number 
(Figure 4.12b I c). However, the inverse relationship is presented for summer 2004 sampling 
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with TWINSPAN group number decreasing with increasing flow species tolerance (Figure 
4.l2d). 
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Table 4.7 presents the results of the Kruskal-Wallis test, which examined differences between 
the mean values of different ecological parameters between the TWINSPAN groups. Significant 
differences existed between ecological parameters across the seasons, for example BMWP 
score, number of scoring taxa and LIFE score (both species- and family-level) (Table 4.7). 
There were no significant differences between species richness, Shannon-Wiener, Simpson's 
index and species richness for the TWINSPAN groups between season (Table 4.7). 
Table 4.7 - Summary results of the Kruskal-Wallis for the ecological parameters for the 
individual TWINSPAN groups for each sample season. ". p < 0.001, ., p < 0.01, • p < 0.05, NS 
Not significant. AUT03 = autumn 2003, SPR04 = spring 2004 and SUM04 = summer 2004 
(A) AUT03 (8) SPR04 (c) SUM04 
(OF = 7) (OF = 6) (OF = 7) ECOLOGICAL PARAMETER 
SHANNON-WIENER 6.541 NS 10.164NS 19.425" 
SIMPSON'S INOEX 9.800 NS 7.533 NS 12.188 NS 
SPECIES RICHNESS 9.800 NS 7.533 NS 12.188NS 
BERGER-PARKER 12.216 NS 7.123 NS 8.131 NS 
BMWPsCORE 29.291 1t'/t* 39.662 *** 14.539 ' 
ASPT 18.945 " 30.539 , .. 7.974 NS 
NUMBER OF SCORING TAXA 25.632 , .. 31.602'" 28.732 ". 
FAMILY LIFE SCORE 49.941 *** 25.926 .. , 46.777 *** 
SPECIES LIFE SCORE 52.040 ... 37.768 *io* 49.613 *** 
Detrended Correspondence Analysis (DCA) 
DCA sample scores provided a quantitative description of the community assemblage and were 
correlated using Pearson's correlations with ecological and environmental variables to explore 
their relationship (Table 4.8). DCA axis I sample scores were strongly correlated (higher r) with 
the LIFE score (both species- and family-level) for all seasons. Few significant relationships 
were demonstrated between the other ecological indices and the DCA axis sample scores; those 
that did exist were consistently weaker (lower r) than those with the LIFE score (Table 4.8). The 
majority of the physico-chemical variables (water temperature, pH, electrical conductivity and 
substratum composition) did not exhibit any significant relationships with the DCA axis scores 
for autumn 2003 samples and the majority of relationships with spring 2004 samples. Few 
significant relationships were exhibited by summer 2004 samples and the physico-chemical 
variables and these were restricted to DCA axis 1 samples scores (Table 4.8). However, highly 
significant correlations were demonstrated between the measured flow velocities (at all depths) 
and DCA axis I sample scores for all seasons. The lack of correlations for all variables with the 
other DCA axis sample scores indicates the significance of the gradient in flow velocity 
exhibited by DCA axis I, which is reflected in the flow velocity tolerances of the benthic 
macroinvertebrate community (indicated by the LIFE score) (Table 4.8). 
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For the autumn 2003 sampling, DCA axis I accounted for 41.8% of the ecological community 
variance explained by the first four axes, compared with the other three axes, which explained 
29.9%,15.7% and 12.6%, respectively (Figure 4.13). Similarly, DCA axis I explained 41.8% of 
the ecological variance explained by the first four DCA axes in the spring 2004 samples, 
compared with 27.1%,16.3% and 14.8% of the remaining three axes. The importance of DCA 
axis 1 in explaining the macro invertebrate community patterns for summer 2004 sampling is 
demonstrated by the fact it accounts for nearly half(45.5%) of the ecological variance explained 
by the first four DCA axes. In comparison, DCA axes 2, 3 and 4 explain 26.3%, 14.9% and 
13.3% of the remaining ecological variance. Figure 4.13 presents the species DCA biplot for the 
autumn samples. There is a clear gradient along DCA axis 1, which represents the flow velocity 
preference of species. For example species with high flow tolerance (as represented by their 
LIFE flow groups) are associated with decreasing scores for DCA axis 1, for example 
Rhyacophila dorsalis (LIFE flow group I: associated with flow velocities> 100 cm s·') plots on 
the left of the biplot and clusters with species associated with LIFE flow groups I and 11. 
Conversely, species associated with slow flowing and standing waters (LIFE flow group IV), 
for example Sialis tu/aria, exhibit higher scores for axis 1 (Figure 4.13). 
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Figure 4.13 - DCA ordination biplot for the AUT03 macroinvertebrate species data. The five 
species exhibiting the five highest and lowest loadings on each DCA axis are identified for 
clarity 
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Table 4.8 - Summary of Pearson correlations between DCA axes and a range of ecological and environmental variables structured by season . ••• p < 0.001, .. P < 
0.01, • P < 0.05, NS Not significant. AUT03 = autumn 2003, SPR04 = spring 2004 and SUM04 = summer 2004. 
DCA AXIS 1 DCA AXIS 2 DCA AXIS 3 DCA AXIS 4 
AUT03 SPR04 SUM04 AUT03 SPR04 SUM04 AUT03 SPR04 SUM04 AUT03 SPR04 SUM04 
LIFE SCORE (SPECIES) -0.864 *** -0.718*"* -0.821 *** 0.005 NS 0.117NS ·0.178NS 0.186 NS ·0.007 NS 0.300 ** 0.290 ** -0.157 NS 0.057 NS 
'" 
LIFE SCORE (FAMILY) -0.856 *** -0.611 *"* -0.863 H* -0.067 NS 0.201 NS 0.088 NS 0.253 • 0.171NS 0.340 .;.* 0.304 ** ·0.177 NS 0.380 *** 
'" BMWPsCORE 0.099 NS -0.252 • -0.199 NS -0.150 NS -0.331 ** 0.036 NS 0.070 NS -0.220 • 0.278 • 0.268 " -0.088 NS 0.355 *** () 0 ASPT -0.242 NS -0.382 *** -0.163 NS 0.023 NS -0.003 NS -0.235 • -0.144 NS -0.183 NS 0.307 ** 0.673 "'** -0.260 • -0.078 NS ;;; 
~ SHANNON-WIENER INDEX -0.164 NS -0.362 *** -0.476 u* 0.116 NS -0.280 • -0.047 NS 0.237 • -0.051 NS 0.008 NS -0.Q70 NS 0.124 NS 0.313 ** 1l SIMPSON'S INDEX -0.063 NS -0.308 *** -0.358 ** 0.223 * ·0.259 • -0.137 NS 0.098 NS 0.053NS 0.025NS -0.123 NS 0.090NS 0.282 • a 
0 SPECIES RICHNESS -0.064 NS -0.30B **" -0.358 u. 0.223 • -0.259 • -0.137 NS 0.098 NS 0.053 NS 0.025NS -0.123 NS 0.090 NS 0.282 • ~ 
0 BERGER-PARKER 0.311 ** 0.314 ** 0.300 ** -0.237 • 0.241 • 0.033 NS -0.266 ** 0.037 NS 0.013 NS 0.101 NS -0.140v -0.291 ** () 
W NUMBER OF SCORING TAXA -0.161 NS -0.128 NS -0.310** -0.192 NS -0.289 *" 0.247 • 0.155 NS -0.278 • -0.006 NS -0.005 NS -0.085 NS 0.284 • 
TOTAL TAXA -0.440 *** -0.308 ** -0.277 • -0.227 • -0.107 NS 0.204 NS 0.136NS 0.031 NS 0.040 NS 0.138 NS -0.158 NS 0.121 NS 
WATER TEMPERATURE -0.045 NS -0.133NS -0.218 NS 0.072 NS 0.098NS -0.333 ** -0.026 NS 0.057 NS -0.035 NS -0.088 NS 0.020 NS 0.162 NS 
pH 
-0.067 NS -0.088 NS -0.323 "" 0.112 NS -0.270 • -0.141 NS -0.097 NS -0.073 NS -0.098 NS -0.152 NS -0.007 NS 0.133 NS 
CONDUCTIVITY 0.023 NS 0.133 NS -0.331 ** 0.062 NS 0.330 ** 0.179 NS -0.098 NS 0.145 NS 0.000 NS 0.035 NS 0.109NS -0.111 NS 
'" % COBBLES -0.014 NS -0.327 ** -0.629 *** -0.043 NS 0.022NS 0.247 '" -0.058 NS 0.126 NS 0.125 NS -0.014 NS 0.154NS 0.260 • 
'" ~
'" % COARSE GRAVEL 0.018 NS -0.298 .. -0.261 • 0.161 NS -0.115NS -0.094 NS O.OOONS 0.048 NS 0.125 NS -0.011 NS 0.089 NS 0.067 NS ,,; 
a: % FINE GRAVEL 0.055 NS -0.145 NS -0.031 NS 0.296 ** -0.181 NS -0.125 NS 0.024 NS -0.075 NS 0.120 NS 0.145 NS -0.071 NS 0.012 NS ~ 
~ % SAND 0.063NS -0.218 NS 0.098 NS 0.061 NS -0.282 • -0.061 NS -0.012 NS -0.267 • -0.334 ** -0.040 NS 0.064 NS -0.116NS 
;': % SILT -0.056 NS 0.610*** 0.536 *** -0.072 NS 0.203 NS ·0.096 NS 0.013 NS -0.055 NS -0.234 • 0.023 NS 0.273 • -0.124 NS z 
'" 
% WOODY DEBRIS -0.162NS 0.255 • 0.116 NS -0.003 NS -0.261 • 0.125 NS 0.033 NS 0.085 NS 0.248 • ·0.105NS -0.105NS 0.034NS 
" z % MACROPHYTES 0.014 NS 0.013 NS 0.142 NS -0.222 • 0.259 • 0.134NS 0.002 NS 0.130 NS 0.194 NS -0.031 NS -0.288 ** -0.075 NS 0 
a: DEPTH 0.497 *** -0.085 NS 0.457 *** -0.187NS -0.125NS 0.082 NS -0.067 NS -0.217 NS 0.117NS -0.235 • 0.103 NS 0.075 NS 
'> 
z BENTHIC VELOCITY -0.690 ....... ~O.519 u* -0.585 h* -0.057 NS -0.059 NS 0.090 NS 0.215 NS -0.026 NS 0.051 NS 0.074 NS -0.088 NS 0.279 • w 
C.BY VELOCITY -0.699 *** -0.593 *** -0.573 **1<- -0.063 NS 0.101 NS 0.129 NS 0.231 • 0.072NS 0.017 NS 0.031 NS -0.071 NS 0.304 ** 
O.6Y VELOCITY -0.643 *** -0.667 u* -0.614 *** -0.077 NS -0.143 NS 0.130 NS 0.228 • 0.052 NS 0.052NS 0.040 NS -0.071 NS 0.290 ** 
D.2Y VELOCITY -0.773 *** -0.687 *** -0.626 *** -0.077 NS -0.201 NS 0.088 NS 0.228 • 0.065 NS 0.004 NS 0.040 NS -0.115 NS 0.241 • 
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Figure 4.14 - DCA ordination biplot for (a) autumn 2003 samples, (b) spring 2004 samples and 
(c) summer 2004 samples structured by TWINSPAN groups 
• 
The sample DCA biplot for the individual seasons structured by identified TWINSPAN groups 
demonstrates a clear gradient in autumn 2003 samples (Figure 4.l4a). The results highlight the 
relationship of macroinvertebrate samples with DCA axis I for the autumn 2003 samples. The 
DCA sample biplots for spring 2004 and summer 2004 samples do not exhibit clear patterns 
when structured by TWINSPAN groups (Figure 4.14b / c). However, there does appear to be 
two distinct groups for the DCA sample biplot for summer 2004 samples with TWINSPAN 
groups 1 to 4 plotting on the left of the biplot and TWINSP AN groups 5 to 8 plotting on the 
right of the biplot (Figure 4.14c). The relationship of DCA axis 1 sample scores and the LIFE 
score (species-level) of the macroinvertebrate samples are demonstrated in Figure 4.15. These 
negative relationships for both AUT03 and SUM04 samples are highly significant (p < 0.001) 
with Pearson correlation coefficients of -0.841 and -0.892 respectively (Figure 4.15a / c). 
Despite being highly significant (p < 0.001), the relationship for spring 2004 samples is not as 
clear as demonstrated by a Pearson correlation coefficient of -0.536 (Figure 4.15b), which 
potentially reflects the hydrological instability prior to sampling. When structured by the 
identified TWINSP AN groups, a clear gradient from the faster flowing samples through to slow 
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250 
flow velocity samples is apparent for all seasons, emphasising the importance of flow velocity 
in structuring the instream communities (Figure 4.1Sa - c). These results highlight the 
robustness of the LIFE score, for example whereby high flow velocity samples (grouped by 
LIFE flow groups) demonstrate higher LIFE scores. Figure 4.1S suggests that the DCA axis 1 
sample scores reflect a gradient in flow velocity, with higher DCA sample scores associated 
with lower values in the LIFE score (species-level) for Figure 4.1Salb and higher LIFE score 
values for Figure 4. I Sc. 
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Figure 4.15 - Scatter plots between LIFE score (species-level) and DCA axis 1 sample scores for 
(a) autumn 2003 sampling, (b) spring 2004 sampling and (e) summer 2004 sampling, structured 
by identified TWINSPAN groups 
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Figure 4.16 - DCA ordination biplot for (a) autumn 2003 samples, (c) spring 2004 samples and 
(d) summer 2004 samples structured by LIFE flow groups 
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A gradient between increasing flow velocity (characterised by the sample LIFE flow group) and 
decreasing values for DCA axis I scores was apparent in the DCA ordination sample biplot 
when it was structured by the LIFE flow groups for autumn 2003 samples and, to an extent, 
summer 2004 samples (Figure 4.16a I c). Samples associated with higher flow velocities (Group 
Il) cluster on the left side of the biplot and are associated with faster flow taxa (Figure 4.16a I 
c). Conversely, samples associated with slower flows (Group IV) are plotted on the right side of 
the biplot (Figure 4.16a I c). However, there did not appear to be a pattern between the spring 
2004 samples and DCA axes (Figure 4.16b). Autumn 2003 and summer 2004 samples 
demonstrated a strong relationship with DCA axis I sample scores (Figure 4.17a I c). DCA axis 
I negatively correlates with the LIFE score (both species- and family-level) for both autumn 
2003 and summer 2004 samples with decreasing LIFE score associated with increasing DCA 
axis I score. The samples for autumn 2003 and summer 2004 structured by LIFE flow groups 
reflected the values of the LIFE score with faster flow velocity LIFE group 11 samples 
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associated with high LIFE scores and low DCA axis I scores. However, LIFE group IV 
appeared to exhibit a scattered distribution for summer 2004 samples (Figure 4.17c). 
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Canonical Correspondence Analyses (CCA) 
Twelve abiotic variables were available for inclusion 111 the CCA. The impact of linear 
combinations of variables and multicollinearity were assessed. A forward selection procedure 
using 1000 iterations of the Monte Carlo random permutation test was applied using 
Environmental Community Analysis package to identify the variables that contribute most to 
the variability of the response variables and should therefore be retained in the CCA analysis. 
Three physical habitat variables, one measure of flow velocity and three abiotic measurements 
were retained depending on season. For the autumn sampling, coarse habitat variables (% 
cobbles, coarse gravel and fine gravel) and 0.6Y flow velocity were selected using the forward 
selection procedure as describing the highest amount of variance in the ecological data. 
Conversely, fine habitat variables (% silt, woody debris and macrophytes) and benthic velocity 
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were selected to account for the ecological variance in the spring sampling. A mixture of habitat 
variables (% cobbles, silt and macrophytes) and benthic velocity were selected to explain the 
variance in the ecological communities associated with summer sampling. The strongest 
correlations (highest r) with the CCA axis 1 for each season were associated flow velocity and 
substrate. Conversely, weaker correlations (lower r) were associated with substrate and physico-
chemical for CCA axis 2. Previous research has demonstrated that the transport and distribution 
of substrate sediment is determined by the annual flow regime, and microscale bed conditions 
(e.g. Osmundson et al., 2002). Therefore, it is not surprising that substrate composition and flow 
velocity are related in this study (Table 4.9). 
Table 4.9 - Pearson correlations for the canonical correspondence analysis (CCA) relating 
macroinvertebrate community assemblages to abiotic variables. Variables selected for CCA 
analysis fol/owing forward selection are presented. **. p < 0.001; ** P < 0.01; * P < 0.05; NS Not 
significant. 
CORRELATION WITH CANONICAl AXES 
AXIS 1 AXIS 2 
AUT SPR SUM AUT SPR SUM 
COBBLES (%) CO -0.001 NS 0.659 *** -0.351 *** -0.244 • 
COARSE GRAVEL (%) CG -0.040 NS 0.176NS 
~ FINE GRAVEL (%) FG 0.078 NS 0.125 NS 
'" 
SAND (%) SA 
« 
1: SILT(%) SI -0.731 *** -0.586 *** -0.026 NS -0.097 NS 
WOODY DEBRIS (%) WD -0.245 • -0.295 u 
MACROPHYTES (%) MA -0.035 NS -0.137 NS 0.167 NS -0.177NS 
WATER DEPTH (M) DEPTH 0.588 *** 0.156 NS -0.442 *** -0.238 .. -0.316 .. - 0.266' 
E: BENTHIC « 0.02M) VEL. BV 0.549 *** 0.598 *H 0.070 NS -0.042 NS 
" 0 ~ 
w VEL. MEASURED AT O.SY O.BY > 
" VEL. MEASURED AT O.6Y 0.6Y -0.728 *** -0.096 NS 0 ~ 
"-
VEL. MEASURED AT O.2Y O.2Y 
" 
pH pH 
-0.064 NS 0.155 NS 0.310 ** -0.274 • -0.249 • 0.275 • w 
J: 
~ CONDUCTIVITY (MS/CM) COND 0.035 NS -0.189 NS 0.339 *I< -0.120NS 0.328 .. * -0.160NS 
>-r WATER TEMP. ("C) TEMP -0.052 NS 0.033 NS 0.189 NS -0.259 • 0.430 *** 0.463 *** 
"-
Clear seasonal relationships and variances were apparent with the CCA which accounted for 
8.6%, 9.8% and 12.8% of the autumn, spring and summer macroinvertebrate community 
variance, respectively. Correlations between the canonical axes and the loading variables 
indicated the importance of flow velocity for CCA axis I in describing the variance of the 
instream macroinvertebrate communities (Table 4.9). The CCA for samples collected in autumn 
2003 accounted for 8.6% of the total variance in the macroinvertebrate community assemblages 
(A. ~ 0.137,p < 0.001 for axis I and A. ~ 0.075,p < 0.001 for axis 2). The first axis (5.4% of the 
variance) was related to flow velocity and depth and samples, whereas the second axis (3.2% of 
the variance) was loosely related to habitat composition (Table 4.9 and Figure 4.18a I b). A 
clear sample and species gradient from sites and taxa associated with faster flows to slower 
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flowing samples and species was present on axis I (Figure 4.18a / b). The taxon composition 
reflects this gradient whereby taxa with fast flow tolerances, for example R. dorsalis, 
demonstrated negative CCA axis I scores. Conversely, slow flow species exhibited strongly 
positive CCA axis I scores, for example L. extricates and C. trimaculatus (Figure 4.18a). 
Physical habitat composition appeared to be related to the second axis. 
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Figure 4.18 - Canonical correspondence analysis ordination of macroinvertebrates, samples 
and abiotic variables for autumn 2003. Figure a shows the species with the highest scores in 
the axes, and biplot scores (arrows) of abiotic variables. Figure b identifies samples structured 
by LIFE flow group and biplot scores (arrows) of abiotic variables. Squares = taxa scores, 
Circles = samples, CO = cobbles, CG = coarse gravel, FG = fine gravel, Depth = water depth, 
0.6Y = velocity at 0.6y depth, COND = conductivity (JiSlcm), TEMP = water temperature (DC) 
and pH = water pH. 
The CCA for macroinvertebrate samples collected in spring 2004 accounted for only 9.8% of 
the total variance within the ecological data (A = 0.136, P < 0.001 for axis I and A = 0.069, p < 
0.001 for axis 2) (Table 4.9). The first CCA axis accounted 6.5% of the ecological variation was 
strongly related to benthic velocity and negatively related to the % of silt habitat present (Table 
4.9 and Figure 4.19a / b). Samples associated with lower flow velocities were associated with 
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habitats with higher percentages of silt composition (Figure 4.l9b). This was reflected in a 
varied gradient of taxa composition with species associated with higher percentages of finer 
sediments and slow flow velocities, for example S. lutaria and M longicornis, correlated with 
negative CCA axis 1 scores. Conversely, species associated with coarser sediments and faster 
flow velocities, for example S. personatum, generally exhibited positive CCA axis I scores 
(Figure 4.19a). 
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Figure 4.19 - Canonical correspondence analysis ordination of macroinvertebrates, samples 
and abiotic variables for spring 2004. Figure a shows the species with the highest scores in the 
axes, and biplot scores (arrows) of abiotic variables. Figure b identifies samples structured by 
LIFE flow group and biplot scores (arrows) of abiotic variables. Squares = taxa scores, Circles = 
samples, SI = silt, WD = woody debris, MA = macrophytes, Depth = water depth, BV = benthic 
velocity «0.02m), COND = conductivity (J.lSlcm), TEMP = water temperature (OC) and pH = 
water pH. 
The CCA for the summer 2004 samples explained 12.8% of the variation in the 
macroinvertebrate communities (A = 0.128, p < 0.001 for axis 1 and A = 0.059, P < 0.001 for 
axis 2) (Table 4.9 and Figure 4.20a / b). The first axis (9.2% of the ecological variation) was 
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strongly related to benthic velocity, water depth and % cobbles and silt in addition to two 
physico-chemical variables (Table 4.9). There did not appear to be a clear species gradient 
associated with axis I. Axis 2 (3.6% of the ecological variation) was related to water 
temperature. When structured by LIFE flow group, samples demonstrated a loose gradient 
slower flowing sites through to predominantly faster flowing sites along axis I. However, CCA 
axis 2 did not appear to reflect any recognisable environmental gradient (Figure 4.20a / b). 
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Figure 4.20 - Canonical correspondence analysis ordination of macroinvertebrates, samples 
and abiotic variables for individual seasons: a / b = summer 2004. Figure a shows the species 
with the highest scores in the axes, and biplot scores (arrows) of abiotic variables_ Figures b 
identifies samples structured by LIFE flow group and biplot scores (arrows) of abiotic variables. 
Squares = taxa scores, Circles = samples, CO = cobbles, SI = silt, MA = macrophytes, Depth = 
water depth, BV = benthic « 0.02m) velocity, COND = conductivity (JlSlcm), TEMP = water 
temperature ("C) and pH = water pH. 
The identified environmental and ecological gradients support the relationship identified by the 
DCA analysis (refer to Detrended Correspondence Analysis (DCA), page 73). All of the CCA 
axes were statistically significant in the Monte Carlo permutation test (p < 0.001) suggesting 
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that the observed magnitude of the Eigenvalues did not occur by random chance and therefore 
the axes explain a significant part of the variance in the ecological data. However, the total 
explained ecological variation did not exceed - 13% for any season. This indicates that 87% of 
the variation in the macro invertebrate community could not be explained by the sampled 
environmental and abiotic variables. Despite transforming the raw ecological data, 
macroinvertebrate species data are often statistically noisy, although previous research has 
demonstrated that a low percentage explained variation can be informative. However, this 
suggests that flow velocity, although ecologically important, is not the sole driver of the 
instream macroinvertebrate community structure and other external factors should be explored. 
4.5.4 Flow velocity tolerance of macroinvertebrate species 
The relationship between selected macro invertebrate taxa and environmental variables was 
explored. Previous studies have highlighted the tolerance of species to specific environmental 
conditions, for example flow velocity (Tachet et 01.,1992; Extence et 01.,1999) and temperature 
. Extence et al. (1999) suggest that individual macro invertebrate species and families 
demonstrate and can categorise specific tolerances to flow velocity based upon previous 
research and taxonomic knowledge (Table 3.4). In addition, the relationship between flow 
velocity and mineral habitat has been demonstrated. Based purely on the abundance of taxa 
within the flow velocity classes, results suggest that the majority of the sampled taxa lie within 
their stated categories. For example Baetidae, Simuliidae, Elmidae, Potatmygenous 
antipodarium and Gammarus pulex are associated with LIFE flow velocity group II (0.2 - 1.0 m 
s") (Figure 4.2Ia - d, f). Conversely, Sialis lutaria is related to slow flowing LIFE flow velocity 
group IV « 0.05 rn s"), often silty environments (Wood and Armitage, 1999). However, some 
taxa were associated with flow velocity groups different to those given within the literature, for 
example Caenis luctuosa which prefers slow flow velocities (LIFE flow velocity group IV: < 
0.05 m s") and sand substrates with abundant detritus (Extence et al., 1999; Peran et al., 1999). 
The results from the Upper Witham fieldwork suggest that this species is associated with faster 
flows, namely LIFE flow velocity group III (0.05 - 0.2 m s") (Figure 4.21e). 
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Figure 4.21 - Error bars displaying the mean and 95% confidence intervals to explore the flow 
velocity tolerances of selected macroinvertebrate taxa structured by LIFE flow velocity groups, 
(a) Baetidae, (b) Simuliidae, (c) Elmidae, (d) Potamogenous antipodarium, (e) Caenis luctuosa 
and m Gammarus pulex 
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4.6 Discussion 
This chapter has explored the spatial (between habitat patches) and temporal (between seasons) 
relationship between microscale physical parameters and the structure and composition of 
instream macroinvertebrate communities. Results indicate that flow velocity represents one of 
the primary factors structuring the macroinvertebrate community assemblages (Townsend, 
1989; Palmer and Poff, 1997; Collier et al., 1998; Robinson et al., 2004a). Research has 
demonstrated the importance of flow velocity in determining the physical structure of habitat 
and, therefore, the ecological community (Lancaster and Hildrew, 1993; Newson et al., 1998b; 
Extence et al., 1999; Lancaster, 1999; Lancaster and Mole, 1999; Wood et al., 1999; Buffagni et 
al., 2000; Cortes et al., 2002). However, the results suppOli the results of research that suggests 
flow velocity is only one of a suite of environmental factors influencing the macroinvertebrate 
community (Brunke et al., 2001; Kemp et aI., 2002). 
The diversity of the benthic macroinvertebrate community assemblage appeared to reflect the 
heterogeneity of the flow velocity conditions and substratum composition with increasing 
species richness with increasing particle size of substratum and instream habitat complexity. 
The high mean abundance of macro invertebrates collected from the more heterogeneous 
habitats, such as cobbles or gravel, may be related to their role as a site of refugia for 
macroinvertebrates during periods of hydrological instability by providing a higher number of 
habitat niches (Lancaster and Hildrew, 1993; Palmer et al., 1995; Rempel et al., 1999; Robinson 
et al., 2004a). The high mean abundance and diversity of macroinvertebrates collected in the 
macrophyte habitat patches confinns that macrophytes provide a key role in providing habitat in 
the lotic system (Sand-Jensen and Mebus, 1996; Kemp et al., 2002). However, few, if any, 
macroinvertebrate taxa exhibited exclusive habitat preferences despite seemingly clear visual 
flow habitat boundaries and displayed a continuum of tolerance for other environmental 
conditions. This is not surprising since many studies have demonstrated that macroinvertebrates 
are sufficiently mobile to move between- and within-habitat patches within a river system on 
small spatial scales (e.g. Downes, 1990; Winterbottom et al., 1997). The results demonstrate 
that macroinvertebrates are not excluded from certain flow habitat patches but instead the 
patches present favourable conditions to different taxa. However, the physical habitat patches 
identified within this study, in terms of both habitat and flow velocity conditions, may reflect 
anthropocentric imposed habitat boundaries, which are not recognised by the instream 
macroinvertebrate communities. 
Previous research demonstrated strong seasonal differences for instream habitats and their 
boundaries relating to flow velocity and environmental conditions (Wood et al., 1999; Armitage 
et al., 2001). Results of the Upper Witharn study identified hydrologically dynamic instream 
habitats determined by environmental gradients. Temporal patterns in benthic macroinvertebrate 
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communities and environmental conditions across temporal scales were demonstrated, which 
may reflect natural variation in conditions and life cycles of macroinvertebrates (Linke et al., 
1999). Clear seasonal changes were apparent with high levels of habitat stability associated with 
autumn 2003 samples, which were sampled following an 8-month period of low flows. This was 
reflected in the obvious gradients in the community assemblages in response to flow velocity 
conditions, despite the lack of ecological response to the structure of the in stream physical 
habitats. The lack of significant differences between instream habitat composition and flow 
velocities for the autumn 2003 sampling is in marked contrast to this previous research, which 
suggested that boundaries between habitats are strongly delineated at baseflow conditions 
(Wood et aI., 1999; Armitage et aI., 2001). However, under extreme low flows, habitat patches 
can become largely homogenous leading to a breakdown in overall habitat variability (Pardo 
and Annitage, 1997; Wood et al., 1999). The extended period ofIow flows at the sampling site 
leading up to the autumn 2003 sampling may have led to decreased habitat variability. A higher 
degree of ecological variability was associated with the spring 2004 samples. These were 
sampled following a number of high flow events and this appeared to be echoed in the 
ecological representation. 
The relationship between the LIFE score (both species- and family-level) and flow velocity 
demonstrated the variability between samples experiencing similar flow velocities. The 
macroinvertebrate community present at the time of sampling reflects the antecedent 
hydrological and environmental conditions and not just the conditions at the time of sampling. 
The results add weight to the hypothesis that flow velocity represents only one of a suite of 
environmental parameters responsible for determining the structure and composition of the 
macroinvertebrate communities. The classification groups identified for each season 
demonstrate clear differences in their benthic community assemblages and in their hydraulic 
characteristics. This reflects the results of previous studies, which highlight the significance of 
seasonal variability. (Heame et al., 1994; Annitage et al., 2001; Bukaveckas and Crain, 2002; 
Merigoux and Doledec, 2004; Storey and Williams, 2004). Individual macroinvertebrate taxa 
did demonstrate preferences for flow velocity habitat, previously identified by Extence et al. 
(1999). The statistical robustness of the LIFE score was demonstrated by the ordination 
analyses where samples were structured by LIFE flow groups II to IV, based on the measured 
flow velocity of the individual samples. The flow velocity tolerance of the associated 
macroinvertebrate taxa (detennined by the LIFE score) generally reflected the flow velocity of 
the macroinvertebrate sample (LIFE flow groups). However, it must be acknowledged that 
interpreting the environmental factors, particularly flow velocity, as determining variables of the 
variation in the macroinvertebrate community could be an oversimplification of a complex 
natural system. This reflects the importance of the internal and external factors determining the 
structure of macroinvertebrate communities, which vary across a range of temporal and spatial 
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scales. The relatively poor performance of CCA in accounting for the ecological variance 
explained by the measured abiotic variables was not surprising. Comparable recent ecological 
studies report similar low % explained variation (e.g. Thorpe and Lloyd, 1999; Heino et aI., 
2005), which emphasises the importance of acknowledging other external processes, which 
have not been measured, in addition to flow velocity in determining the structure of instream 
communities. 
4.7 Summary 
The importance of flow velocity and related environmental factors in structuring benthic 
macroinvertebrate communities has been explored. Results suggest that flow velocity can be 
viewed as one of the primary determining factor for many temporal and spatial patterns in the 
instream ecological community structure via the LIFE score at the reach scale within river 
systems. Antecedent hydrological conditions, for example winter flashiness, may affect the 
stability of instream habitat patches and, therefore, the structure of the macroinvertebrate 
community. The relationships between ecological indices and environmental conditions were 
explored and highlighted the importance of seasonal variability in instream communities. The 
following chapters develop these reach scale results and explore and examine the influence of 
hydrological variability (using discharge data) on instream ecological communities at larger 
spatial (mesoscale: Chapter 5; and macroscale: Chapter 6 and Chapter 7) and temporal (rnulti-
annual) scales for rivers across England and Wales. 
88 
Chapter 5 Exploring mesoscale (intra-regional and regional) 
relationships between the benthic macroinvertebrate 
community and hydrological variability 
5.1 Introduction 
The influence of hydrological variability in structuring in stream macroinvertebrate communities 
at 14 rivers across eastern England is explored in this chapter. The previous chapter (Chapter 4) 
demonstrated the significance of variability of benthic flow velocity and seasonality in 
structuring the instream macroinvertebrate community (species-level) at the scale of individual 
habitat patches within a single river site (Upper Witham, Lincolnshire). The results suggested 
that flow velocity is one of a suite of environmental factors, which may detennine the structure 
and composition of the benthic macroinvertebrate communities. The reach scale analysis 
allowed spatial (between patches) and temporal (between seasons) hydroecological patterns to 
be explored in relation to flow velocity. This chapter builds upon these results by examining the 
significance of the flow regime (river discharge), as opposed to flow velocity, for structuring the 
instream communities at a higher spatial (intra-regional and regional) and temporal (inter-
annual) scale. Comparisons between hydroecological models for both species- and family-level 
macro invertebrate community data are made for individual sites and regions. The analysis 
involves the use of long-term hydrological and ecological data, which provides a unique 
temporal and spatial context for the research. The results of this chapter will help structure the 
examination of hydroecological relationships at the macroscale in subsequent chapters by 
providing an understanding of the processes operating at the intra-regional scale (Chapter 6 and 
Chapter 7). 
5.2 Background 
Understanding the factors that determine the spatial (individual catchment / regional) and 
temporal (inter- and intra-annual) structure and variability of river flow regimes and instream 
ecological communities has been the subject of much research (e.g. Biggs, 1995; Richards et aI., 
1997; Cannan and Armitage, 1999). It is now widely recognised that the scale of the study may 
affect results because previous research has indicated that the scale at which aquatic 
macroinvertebrate larvae and terrestrial adults interact with their environment may differ. The 
importance of individual catchments (intra-regional) and regional (multi-catchment) processes 
in generating patterns of biological diversity at different scales has been explored in previous 
research (e.g. Godfray and Lawton, 2001). In addition, it is known that macroinvertebrate 
communities respond to multiple environmental gradients, many of which are scale related (e.g. 
catchment versus habitat-level characteristics: Minshall, 1988; Poff, 1997). 
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Hydrological variability is a significant factor in structuring instream habitats and ecological 
communities in riverine ecosystems. Research centred on individual rivers/catchments has 
advanced significantly in recent years, although there is still a paucity of information at larger 
spatial scales. A range of indices quantifying the hydrological regime (e.g. Appendix 4) have 
been derived in the scientific literature but there is a lack of critical research exploring their 
ecological significance for instream communities. The need to understand these linkages is 
significant for local, national and international environmental legislation (Bunn and Davies, 
2000). The availability of large scale paired hydroecological datasets (e.g. the Environment 
Agency's LIFE paired dataset) provides a unique opportunity to examine the relationships for 
individual sites and larger spatial scales in addition to exploring the influence of taxonomic 
resolution for modelling instream communities. 
5.3 Aims and objectives 
This chapter examines the spatial (intra-regional) and temporal (inter-annual) patterns in the 
hydrological regimes and the instream macroinvertebrate communities for 14 river sites in 
eastern England (Figure 5.1 and 5.4 Site selection). These relationships will be explored using 
long-term (1980 - 1999) daily discharge data and species- and family-level macro invertebrate 
community data collected by the Environment Agency. Most of the Environment Agency 
regions identify routine macro invertebrate samples to family-level because of the increased 
temporal costs of identifying to species-level. Therefore, the availability of long-term species-
level data for the biological records within the Anglian Northern offers a unique analytical 
opportunity. This chapter aims to examine the influence of hydrological variability, measured 
by discharge, on instream ecological communities at intra-regional (individual catchments) and 
regional (mUltiple catchments) scales over an I I-year period (1990 - 2000): 
• To examine the underlying spatial and temporal structure of the benthic macroinvertebrate 
communities (both species- and family-level) for individual sites (intra-regional) and for a 
regional (all sites) analysis using TWINSPAN (Two-Way INdicator SPccies ANalysis) and 
ordination techniques (e.g. DCA). 
• To identify ecologically relevant hydrological variables for individual sites and for a 
regional model using correlation and regression analyses to examine spatial and temporal 
patterns in long-term (1990 - 2000) ecological response to hydrological variability for 
individual sites and for a regional analysis using agglomerative hierarchical cluster analysis; 
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• To describe local and regional characteristics which may help in the understanding of 
hydroecological patterns for individual sites and for a regional model; 
• To compare the performance of hydroecological models created using different levels of 
taxonomy (family-level and species-level) to examine the improvement of species-level 
macroinvertebrate data in the description of ecological variation among benthic 
communities compared to family-level data. 
• To explore whether regression models developed from species-level data provide a greater 
detail of resolution of macroinvertebrate community variability compared to family-level 
data. 
5.4 Site selection 
The Environment Agency LIFE paired data set provides the basis for the mesoscale (intra-
regional) analysis (refer to 3.2 Data mining). The hydrological and ecological components of 
the paired sites were individually evaluated before selection for analysis. Following stringent 
selection criteria, 14 rivers across the Environment Agency administrative Anglian Northern 
region were extracted from the LIFE paired dataset for further analysis (refer to 3.2. I Site 
selection). The 14 study rivers are distributed over predominantly rural eastern Rutland, north-
eastern Northamptonshire and across Lincolnshire (Figure 5.1). The relatively close spatial 
proximity of the sites to each other allows individual catchment analysis (intra-regional) in 
addition to a regional (mesoscale) analysis. Spatial (between- and within-catchment) and 
temporal (between-year) relationships were explored within the analysis due to the availability 
of good quality high resolution hydrological, ecological data for the catchments. 
For each river gauging site, a benchmark period of twenty years (1980 - 1999) of data was set 
for the river flow time-series. This twenty-year period was considered sufficient to reflect the 
range of flow conditions currently experienced in England and Wales, including extreme events 
(floods and droughts) (Huh et aI., 2005), which is of particular importance for the east of 
England which receives low rainfall. The selected sites were assessed in terms of their long-
term water quality of the sites, which although historically affected by eutrophication, have 
improved. The ecological component comprised a total of 404 routine macro invertebrate 
samples (Winter: December, January and February = 10%, Spring: March, April and May = 
35%, Summer: June, July and August = 14%, Autumn: September, October and November = 
41%) have been collected at the 14 sites as part of routine monitoring operations between 1990 
- 2000 (Balbi, 2001). All taxa were recorded within five loglo categories (A = $ 9, B = 10 - 99, 
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C = lOO - 999, 0 = 1000 - 9999, E = ~IOOOO individuals per family). Autumn 
macroinvertebrate samples were selected as this corresponds to one of two standard 
Environment Agency macro invertebrate sampling seasons and correlates to a period aflow flow 
prior to the annual rise of the hydrograph within rivers throughout England and Wales (refer to 
3.2 Oata mining). 
Table 5.1 - Average annual rainfall for 1961 - 1990 for different regions. Data extracted from 
National Statistics (2005). 
AREA 
United Kingdom 
England 
Wales 
EA Anglian region 
Study sites 
1961-1990AVERAGEANNUAL 
PRECIPITATION (MM) 
1080 
623 
1355 
596 
648 
Figure 5.1 - Location map highlighting the spatial location of the 14 analysis sites 
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Compared with the rest of the UK, eastern England experiences low rainfall, for example the 
average 1961 - 1990 rainfall for the study sites is only 648 mm (Table 5.1). Low flows, 
exacerbated by excessive water abstraction and drainage, characterise the rivers of this area. 
Each river site is described in terms of location, geology and hydrogeology, and soil, landuse 
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and drainage to provide an overview of the site characteristics (Table 5.2). The predominant 
land use for the Anglian N orthem region is intensive agriculture (65.0% of the total regional 
land use compared with 35.7% UK average). In the Anglian Northern study area, the rolling 
landscape of the Lincolnshire Wolds rises to 150m aOD (above Ordnance Datum) and is 
protected as an Area of Outstanding Natural Beauty. The southern study area is dominated by a 
mixed geology, for example clays and sandstone. Part of the study area is protected by Sites of 
Specific Scientific Interest (SSSIs), for example the Chater Valley is protected because of the 
habitats available, such as the mosaic of semi-natural neutral grassland and spring-fed marshes. 
The River Witham corridor provides a habitat for the declining British native crayfish, 
Austropotamobius pallipes. In addition, the rivers across the region are of local importance for 
habitats and fauna (English Nature, 2005). The location of the catchment sites selected for 
analysis will allow the influence of hydrological variability on henthic macroinvertebrate 
communities to be examined with minimal anthropogenic interference. 
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Table 5.2 - Summary of catchment characterstics for the mesohabitat sites. 
CATCHMENt ALTITUDE OF CATCHMENT LONG-TERM 1961- HYDROLOGICAL ECOLOGICAL RIVER ABS. CATCHMENT GEOLOGICAL 1990 AVERAGE CATCHMENT DESCRIPTION INFLUENCES WITHIN CATCHMENT AREA (KM') (M AOD) COMPOSITION DISCHARGE (M3 $-1) GAUGING STATION MONITORING SITE 
BAIN ANSA 62.5 149.0 Dominated by chalk 0.34 Predominantly rural catchment Goulceby Bridge Hemingby (TF Storage reservoirs in the 
and sandstone located on the scarp slope of the (246794) 235743) catchment and by groundwater 
Lincolnshire Welds abstraction for industrial and 
agricultural uses 
CRJNGLE AN CB 50.5 158.0 Predominantly 0.30 Located in rural southem Stoke Rochford Thunder Bridge Flow regime is natural to within 
BROOK permeable Lincolnshire catchment (SK 925 297) (SK 920287) 10% at the 95 percentile flow, 
hydrogeology, despite a major abstraction point 
underlain by Oolitic downstream of the gauging station 
limestone (89%) with 
Lias clay (11%) 
CHATER AN CH 68.9 230.0 Mixed geology of clay 0.53 sssr protected valley within a rural Fosters Bridge Ketton (SK 982 Flow regime is natural to within 
(75%), limestone catchment in eastern RutJand, (SK 960031) 042) 10% at the 95 percentile flow 
(13%) and sandstone Leicestershire 
(9%) 
GREAT EAU ANGE 145 77.4 Dominated by chalk 0.68 Rural catchment on the scarp slope Caleeby (TF 388 Caleeby (TF 388 Influenced by groundwater 
(81%) of the Lincolnshire Wolds 759) 759) abstraction for industrial and 
agricultural uses 
GLEN ANGL 341.9 129.0 Clay (59%) and 1.23 Draining a large area of eastern Kate·s Bridge (TF Kate's Bridge Influenced by groundwater 
limestone (30%) Lincolnshire, the River Glen is fed 106149) (TF 106 149). abstraction and recharge for the 
by several large rivers (e.g. East Gwash-Glen transfer scheme. 
Glen River, West Glen River and Runoff is reduced by industrial and 
RiverWitham). Several rare plant agricultural abstraction. 
species are present along the river 
corridor and are protected by 
SSSls. 
GWASH ANGW 150 207.0 Underlain by clay 0.76 Predominantly rural catchment in Selmesthorpe Ecological Rutland water reservoir, has a 
(51%) and limestone eastern Rutland, Leicestershire, (Ryhall) (TF 038 monitoring site is large impact on the runoff from the 
(40%) which drains into the River Glen 097) directly upstream catchment. Runoff is reduced by 
from the gauging public water abstraction for the 
station (TF 420 Gwash-Glen transfer scheme. 
104). 
HARPERS ANHB 74.3 146.0 Dominated by clay 0.43 Low-lying impervious catchment in Old Mill Bridge A6116 bridge Flow;s natural to within 10% at 
BROOK (90%) Rockingham Forest, (SP 983 799) (SP 984 798) the 95 percentile flow 
Northamptonshire. Dominant 
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land use is agriculture, although the 
area had extensive ironstone works 
until the early 1980s. 
ISE BROOK ANIB 194 197.0 Underlain by day 1.35 Rural catchment in Harrowden (SP Warkton (SP 890 Runoff within the catchment is 
(59%) and sandstone Northamptonshire. Drains into the 898715) 802) affected by two small storage 
(24%) River Nene, north of reservoirs. Receives effluent from 
Welling borough Kettering. Runoff reduced by 
industrial/agricultural abstraction 
LVMN ANLY 61.6 142.0 Dominantly sandstone 0.50 Rural catchment in the South Partney (TF 402 Partney (TF 402 Runoff is reduced by public water 
and Boulder clay Wolds, Lincolnshire. River Lymn 675) 675) and groundwater abstraction for 
joins the River Steeping, industrial/agricultural uses 
Lincolnshire 
NORTH AN NB 150 153.0 Underlain by virtually 0.25 Rural catchment containing small Empingham (SK Directly Runoff within the catchment is 
BROOK drift free Lincolnshire wooded areas and two small 957890) upstream from affected by abstraction for both 
limestone and Boulder artificial lakes in eastern Rutland, the gauging industrial/agricultural uses 
clay. Leicestershire. River drains into the station (SK 957 
River Glen catchment. 890). 
WAITHE ANWB 108 117.0 Dominated by chalk 0.30 Chalk uplands of the Lincolnshire Brigsley (TA 253 Brigsley (TA 253 Exacerbated by groundwater 
BECK Wolds. Calcareous high quality 016) 017), abstraction 
river of local importance because 
of large diversity of 
macroinvertebrate fauna 
WELLAND ANWE 411.6 230.0 Very low permeability 2.14 Rural catchment draining a large Barrowden (S? Duddington (SK Eye Brook reservoir has a minimal 
and is underlain by area of eastern Rutland and 948999 986900). hydrological impact. Runoff 
Boulder clay Lincolnshire. River Welland is fed influenced by industrial / 
overlaying limestone by several riVers across the region, agricultural abstraction and 
for example the River Glen, before effluent returns 
draining into the Wash 
WITHAM ANWIA 297.9 158.0 Increasing 1.86 Largely rural catchment draining a Claypole (SK 842 Ecological Runoff affected by regulation of 
percentages of gravel large area of Lincolnshire. Lower 480), south of monitoring site is surface water, public water supply 
in the lower reaches section of the River Witham Newark on Trent downstream of abstraction for transfer to Rutland 
catchment (upper section is the gauging Water and effluent returns 
UNWIB). station (SK 842 
489). 
WITHAM ANWIB 51.3 158.0 Limestone and Boulder 0.24 Rural catchment - upper section of Colsterworth (SK Easton Park (SK Affected by surface water 
clay the River Witham catchment (lower 929246) 927269), regulation 
section is UNWIA). Site of the 
reach scale analysis (Chapter 4) 
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5.5 Methodological approach 
Data preparation and analysis was carried out using Microsoft Excel and the Statistical Package 
for Social Sciences (SPSS). A total of 201 hydrological variables were calculated using macros 
developed in Microsoft Excel (see Appendix 4). Raw ecological data (both species- and family-
level) and indices were extracted from the LIFE paired dataset. Additional ecological (species-
level data) and hydrological data were extracted from the main Environment Agency database 
from the Anglian Northern offices in Spalding, Lincolnshire. Variables were assessed for 
compliance with the assumptions for multiple regression (Legendre and Legendre, 1998; 
Tabachnick and Fidell, 2001) (refer to 3.4 Data management). A range ofmultivariate analyses 
were undertaken, for example ordination, regression and correlation techniques (refer to 3.5 
Data analysis methods). A range of hydrological and ecological indices were calculated (refer to 
3.4.1 Hydrological variables, 3.4.2 Ecological indices and Appendix 4). The hydrological 
variables were assigned to one of the five components (magnitude, frequency, timing, duration 
and rate of change) of the hydrological regime (Richter et al., ; Poff et al., 1997). These 
methods were carried out using Community Analysis Package (CAP) and Ecological 
COMmunity analysis package (ECOM). Analysis sites are referred to by their identification 
code (Appendix 1). 
5.6 Results 
The results are divided into three sections to demonstrate the influence of hydrological 
variability on ecological response at an intra·regional and regional scale. The results clearly 
reflect the chapter objectives (5.3 Aims and objectives) by providing: (i) correlations and 
regression models for individual river sites (intra-regional); (ii) regional pattern within- and 
between- ecological communities for individual sites; (iii) regression models and correlation 
results of the regional analysis (14 sites); and (iv) relationships between species-level and 
family-level LIFE scores. 
5.6.1 Individual site (intra-regional) analysis 
Initially, Analysis of Similarity (ANOSIM) waS applied to explore the similarity of the 
macroinvertebrate community composition among sites using the Community Analysis Package 
(CAP). The value of ANOSIM similarity, R, was 0.440 (p < 0.001) and therefore indicates that 
the composition of the macroinvertebrate communities for samples within-sites were more 
similar than would be expected by random chance. Macroinvertebrate community composition 
was quantified by a number of ecological metrics and these were correlated with the 
hydrological variables to identify the significant components of the hydrological regime. 
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Pearson's correlation coefficients (refer to 3.5 Correlation analysis) were calculated and the five 
highest for each river are presented in Table 5.3. Each of the rivers demonstrated relatively 
strong correlations with the ecological indices (Table 5.3). However, there were clear between 
site differences in the strongest variables and the strength of the correlations, which may reflect 
natural variability within the physical processes among catchments. Examination of the 
scatterplots indicated that some of the correlations were anomalous and therefore these variables 
were excluded from the results. The majority of hydrological variahles correlated with the 
ecological community indices quantified either maximum or minimum flow, for example 
MAXJAN and D30CVMIN (Table 5.3, Table 5.5 and Figure 5.2). The LIFE score consistently 
yielded the strongest correlation coefficients for seven of the 14 sites (four for LIFE (family) 
score and three for LIFE (species) score). The BMWP score and the number of scoring taxa 
yielded the strongest relationship on three occasions whereas the ASPT only generated the 
statistically strongest coefficients for one site (ANWE). With the exception of ANCB, ANLY 
and ANWIA, correlations with the number of scoring taxa were not highly significant. 
Variables describing the magnitude component of the flow regime consistently yielded the 
strongest statistically significant relationships with the ecological indices (Table 5.4). Of the 
350 top five ecological correlation variables (LIFE scores, BMWP score, ASPT and number of 
scoring taxa) for all sites, 260 of the correlations were with hydrological indices describing the 
magnitude component, 10 were frequency variables, 35 were duration indices, 18 were timing 
variables and 27 were indices exploring the rate of change of flow (Table 5.4). This clearly 
demonstrates the overriding importance of the magnitude of the flow regime for the instream 
ecological community. 
Initial analysis explored the relationship among the 201 hydrological variables and the 
ecological indices for each site individually to produce local site specific regression models 
(Table 5.3, Table 5.4 and Figure 5.2). The strength of the individual site models' adjusted R' 
varied from 0.343 to 0.822 (LIFE score family-level), 0.352 to 0.889 (LIFE score species-level), 
0.429 to 0.792 (BMWP score), 0.347 to 0.723) and 0.327 to 0.840 (ASPT). Only one variable 
was retained from the regression model for each site to prevent redundancy of variables in 
addition to acknowledging the low number of ecological samples associated with each 
biomonitoring site. 
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Table 5.3 - Pearson's correlation coefficients for the individual sites among exemplar ecological 
indices (only the five strongest are presented). *** p < 0.001, ** P < 0.01, * p < 0.05. 
ANSA 
LIFE (FAMILY) 
SCORE 
QFEB 
QMAR 
0.873 ••• 
0.504 ." 
020 0.788 ., 
Q1090DF 0]85 ., 
Q25 0.784 •• 
ANGH Q5DFQ50 0.795 •• 
SMED 0.795 ,. 
050 0.795" 
QMAY 0.783" 
Q10DF50 0.780' 
ANGB DFMEJAN 0.707' 
025Q75 -0.694 • 
MAXNOV 0.687' 
QJUl'f 0.637 ~ 
D3CVMIN 0.621 " 
ANGE MEDAF 0.720 • 
Q990F50 0.716-" 
D7MINSO 0.674' 
PORR 0.670- • 
PORRYR 0.669' 
ANGL SMIN 0.902 .... 
MINQ 0.880'" 
099 0.872 .... 
OJULY 0.864 u* 
D30CVMIN 0.850"0 
ANGW MAXAPR -0.680 • 
DFMEAPR -0.607 NS 
MINJUNE -0.571 NS 
DFMEMAY -0.539 NS 
MAXMAY -0.537 NS 
ANHB S1QMAXJD -0.510" 
ANIS 
ANLY 
MEMAXJD -0.778·' 
020080 -0.663' 
010Q90 -0.655' 
025075 -0.653" 
QMAR 
QOCT 
MAX9 
080 
075 
099 
SMIN 
MINQ 
095 
QAPR 
0.763 • 
0.749 • 
0.748 • 
-0.723 * 
0.713 • 
0.823 •• 
0.819 •• 
0.818 ~~ 
0.812 ., 
0.777 ~, 
ANNB MAXNOV -0.703 ' 
DFMEDEC -0.687 ' 
DFMEJAN -0.684 • 
Q250F50 -0,682 ' 
MINJAN -0.679 • 
LIFE (SPECIES) 
SCORE 
QDEC 
NERRYR 
NERR 
STDEVQ 
MAXO 
Q25DF50 
0.948 , .. 
0.913 ••• 
0.910 ... 
0.898'" 
0.887 .. , 
0.837 •• 
Q20DFSO 0.817 .. 
Q5DF050 0.807 .. 
Q10DF50 0.799 ,. 
030MAX50 0.756 .. 
Q25075 -0.754" 
STDMINJD 0.666 NS 
020080 ·0.638 NS 
PORR 0.572 NS 
PORRYR 
QSEPT 
MAX9 
MAX3 
MAX6 
095 
NCRRYR 
NCRR 
SMIN 
MINO 
099 
MAXAPR 
0.570 NS 
0.811 " 
0.801 .. 
0.783 .. 
0.775 .. 
0.746 .... 
-0.901 ... 
·0.878 , •• 
0.860 ••• 
0.836 ,., 
0.826 •• 
-0.787 .. 
OFMEAPR ·0.749' 
MINJUNE -0.610 NS 
DFMEMAY ·0.600 NS 
MAXMAY -0.584 NS 
MEDMIN -0.651 • 
MAXJULY 0.629 NS 
580 
05MEAN 
01OQ50 
0.589 NS 
0.574 NS 
0.572 NS 
D30GVMIN -0.884 .. 
OOG1 0.822 " 
MEDMAX -0.797 ,. 
SMED 
050 
099 
MINO 
SMIN 
QAPR 
095 
020080 
DFMEJUl 
025075 
M/l.XJULY 
010090 
0.795 ., 
0.794 ., 
0.811" 
0.810 .. 
O.81C" 
0.798 " 
0.786 .. 
0.770 .. 
-0.740 ., 
0.723 • 
-0.690' 
0.673' 
BMWPsCORE 
OSMEAN 
HAMAX 
0.697 .. 
0.660 .. 
010DF50 -0.640" 
QAUG 0,829" 
CVANNO 0.624" 
Q75Q50 -0.905 ... 
050 
SMED 
090Q50 
Q95050 
0.877 .. 
0.876 ,. 
-0.867 .. 
-0,846 •• 
MEMAXJD 0.849 ... 
MAXJD 0.781 .. 
BASEFLOW 0.733' 
DFBFI 0.727' 
QAPR 0.711 ' 
MAXNOV -0.885 ... 
DFMENOV -0.876 , .. 
MINJAN -0.845 ... 
MINDEC -0.838'" 
QJUNE 0.833 .. , 
NCRRYR -0.697 ' 
NCRR -0.661 • 
MAXAUG -0.622 ' 
020DFSO -0.583 NS 
MAXMAR -0.575 NS 
STDDIFF 0.789 .. 
STDEVMAX 0,755' 
MAXAPR 0.748' 
DFMEMAX 0.737' 
MINJUl Y 0.130 • 
STDMAXJD 0.641' 
DFMEJUNE 0.529 NS 
MEMAXJD 0.518 NS 
MAXJUNE 0.470 NS 
075DF50 0.469 NS 
MAXJAN -0.807 ,. 
QJUNE 0.734' 
MINAPR -0.688' 
OAPR 0.677' 
DFMEJAN -0.669 ' 
MAX9 0.825" 
MAXJAN -0.777 .. 
MAX3 0.754' 
OMAR 0.752' 
D7CVMIN 0.716 ' 
MEDMIN -0.701 ' 
DFMESEPT -0.685' 
NCRRYR -0.684 • 
NCRR 
MINDCT 
-0.671 • 
-0.669 ' 
ASPT 
SMAX 
MAXO 
NeRR 
NCRRYR 
STDEVO 
SMED 
050 
OSEPT 
ONOV 
075Q50 
0.760 .. 
0.759 .. 
-0.748 .. 
-0.740u 
0.712" 
0.828 .. 
0.827 " 
0.826 .. 
0.825 .. 
-0.823" 
D30CVMIN -0.767" 
DF05MEAN -0.727' 
BASEFLOW 0.704' 
OJUNE 0.699' 
DFBFI 
MAXNOV 
SMIN 
MINO 
099 
MINDEC 
NCRRYR 
NCRR 
010090 
MAX3 
025075 
MINJULY 
0.692' 
-0.805 .. 
0.803" 
0.801" 
0.797" 
-0.793" 
-0.827 .. 
-0.782 .. 
0.696' 
0.682 • 
0.682 ' 
0.809 .. 
QMAR 0.642" 
STDDIFF 0.589" 
OAPR 0.502' 
MAX3 0.522 NS 
PORR 
MAXNOV 
PORRYR 
MEDMIN 
D7CVMIN 
OJUNE 
ONOV 
SMED 
050 
FRE3 
MINJAN 
099DF 
MM1D 
01 
OAY7MIN 
-0.741 ' 
-0.737' 
-0.737 • 
-0.732' 
0.729' 
0.773 • 
0.753' 
0.738 ' 
0.737 • 
0.697 • 
0.807" 
0.802 .. 
0.796 .. 
0.782 .. 
0.780 .. 
BASEFLOW ·0.642' 
FRE3 0.639' 
FRE3YR 0.637' 
Q99DFSO 
D7MIN50 
-0.636' 
-0.630' 
NUMBER OF SCORING 
TN<A 
Q5MEAN 
HAMAX 
0.623 ' 
0.566 • 
Q20DFSO -0.563 NS 
Q25DFSO -0.547 NS 
Q10DF50 -0.540NS 
Q90050 
075050 
MINJULY 
Q50 
SMED 
-0.801" 
-f).787 • 
-0.762 ' 
0.761 ' 
0.780 • 
MEMAXJD 0.839 ... 
MAXJD 0.774" 
CV7 JDMAX -0.692 • 
BASEFLOW 0.691 • 
DFBFI 0.690 ' 
MAXNOV -0.857 .. , 
DFMENOV -0.850 .. 
MINJAN -0.843" 
MINNOV -0.808" 
MINDEC -0.793" 
MAXAUG 
MAXJAN 
MAXMAR 
MINFEB 
MAXAPR 
MAXAPR 
-0.094 • 
-0.659' 
-0.652 ' 
·0.652 • 
-0.650 ' 
0.815 .. 
STDEVMAX 0.812" 
STDDIFF 0.779" 
DFMEAPR 0.777 ., 
STDEVO 0.776 •• 
STDMAXJD 0.782" 
MEMAXJD 0.682' 
MAXJD 
OJUNE 
aJULY 
MA)(JAN 
MINAPR 
OJUNE 
0.593 NS 
0.536 NS 
0.509 NS 
-0.S08 .. 
·0.753 ' 
0.666 ' 
OFMEJAN -0.657 NS 
PORRYR -0.643 NS 
MAXJAN -0.905 ... 
D90CVMAX -0.774 .. 
QMAR 0.765" 
D30CVMAX -0.700' 
QFEB 0.692' 
DFMESEPT -0.763 ' 
MINOCT -0.689 ' 
DFMEOCT -0.688 ' 
MEDMIN -0.683' 
CV7 JOMAX 0.666 ' 
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ANWB QAPR 0.919'" 050 0.882 •• D90CVMIN 0.796 • QJULY O.B70u D90CVMIN 0.792" 
OMAY 0.910 ••• SMED 0.B81 •• STDMAXJD -0.646 • 07MAX50 0.862" STOMAXJD -0.730' 
050 0.882 •• FRE3 0.873 •• MEDAF 0.610 NS D3MAX50 0.844 •• MAXJUNE 0.702 • 
SMED 0.881 ,. FRE3YR 0.872 •• MAXDEC 0.605 NS AMAXDF 0.822" MAXJULY 0.639 NS 
FRE3YR 0.856 •• OAPR 0.850 ., MINJULY 0.599 NS DFS100 0.814 •• DFMEJULY 0.638 NS 
ANWE FRE1YR 0.724 • 080 -0.753 ' NCRR 0.841 ,. D90CVMAX -0.868 •• , STDMAXJD -0.838 •• 
D30CVMAX ·0.720 ' D90CVMAX -0.749 • D90CVMAX -0.822 •• 030CVMAX -0.835" NCRR 0.780 .. 
MINJAN ·0.718 ' D30CVMAX -0.684 • NCRRYR 0.821 •• CVANNMAX -0.759" DF05MEAN -0.737 ' 
OAPR 0.703 ' 0250F50 -0.680 • DF05MEAN -0.812 ,. CVMAXDF -0.758' NCRRYR 0.753' 
FRE1 0.701 • STDMAXJO -0.652 • STDMAXJD -0.806 ,. NCRRYR 0.753 ' NERRYR -0.713' 
ANWIA 075050 ·0.639' HAMAX 0.513 • 025075 0.899 ••• MAXMAR 0.804 •• 025075 0.925 ••• 
HAMAX 0.607 • DFMEMAR 0.494 NS 01 Di=050 0.856 ••• OFMEMAR 0.632 ' 020080 0.832 .,. 
MEDMAX -0.594 NS CVANNMIN -0.480 NS 05050 0.840'" MAX9 0.587 NS 05050 0.826" 
D30CVMAX -0.578 NS CVMINOF -0.471 NS OMAR 0.839 .,. 0750F50 -0.587 NS Q10Q50 0.803 •• 
MAXNOV -0.530 NS Q2575DF -0.429 NS 020080 0.823 ,. 01OF050 0.584 NS 580 0.760 .. 
ANWIB SMED 0.903 ,., MEDAF -0.857 •• , 030MAX50 0.798 •• FREWR 0.810'" D30MAX50 0.699' 
QSO 0.902 ••• OOCT 0.851 ••• Q5Df:Q50 0.797 •• MMD 0.805 •• Q1DFQ50 0.691' 
QQCT 0.889 ••• AMIN -0.844 •• , 01OFQ50 0.768 •• MAR 0.804 •• 07MAX50 0.687 • 
NERR 0.S80 ••• OSD 0.839 ... 0100F50 0.765 •• FRE1 0.798 ,. 03MAX50 0.661 • 
NERRYR 0.879 ••• SMED 0.838 ••• D7MAX50 0.726 •• BFI 0.78S'· MEOMIN 0.648 • 
Table 5.4 - Summary of the number of correlations for each site divided into the components of 
the hydrological regime as outlined by Richter et al. (1996) for exemplar ecological indices. M = 
Magnitude, F = Frequency, D = Duration, T = Timing, and R = Rate of change. 
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M 5 5 4 2 4 5 3 5 5 5 4 1 4 3 
F 0 0 0 0 0 0 0 0 0 0 1 2 0 0 LIFE (FAMIL V) 
0 0 0 1 1 1 0 0 0 0 0 0 2 1 0 SCORE 
T 0 0 0 0 0 0 2 0 0 0 0 0 0 0 
R 0 0 0 2 0 0 0 0 0 0 0 0 0 2 
M 3 4 2 5 3 5 4 4 5 5 3 2 5 5 
F 0 0 0 0 0 0 0 0 0 0 2 0 0 0 
LIFE (SPECIES) 0 0 1 0 0 0 0 1 1 0 0 0 2 0 0 SCORE 
T 0 0 1 0 0 0 0 0 0 0 0 1 0 0 
R 2 0 2 0 2 0 0 0 0 0 0 0 0 0 
M 4 5 3 5 3 5 3 5 4 3 3 1 5 3 
F 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
BMWPsCORE 0 1 0 0 0 0 0 0 0 1 0 1 2 0 2 
T 0 0 2 0 0 0 2 0 0 0 1 0 0 0 
R 0 0 0 0 2 0 0 0 0 2 0 2 0 0 
M 3 5 3 5 3 5 2 4 4 2 3 2 5 3 
F 0 0 0 0 0 0 0 1 0 2 0 0 0 2 
ASPT 0 0 0 2 0 0 0 1 0 1 1 2 2 0 0 
T 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
R 2 0 0 0 2 0 2 0 0 0 0 1 0 0 
M 4 5 2 5 5 5 2 4 3 4 3 0 5 2 
F 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
NUM8EROF 
0 1 0 0 0 0 0 0 0 2 0 1 1 0 3 SCORING TAXA 
T 0 0 3 0 0 0 3 0 0 1 1 1 0 0 
R 0 0 0 0 0 0 0 1 0 0 0 3 0 0 
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Table 5.5 - Stepwise multiple linear regression models for exemplar ecological indices using hydrological variables for each individually. See Appendix 4 for 
definitions of variables . ... p < 0.001;" P < 0.01; • P < 0.05 
MODEL 
NUMBER OF SAMPLES 
ADJ. R2 
LIFE (FAMILY) F 
SCORE 
LIFE 
(SPECIES) 
SCORE 
SMWP 
SCORE 
ASPT 
NUMBER OF 
SCORING 
TAXA 
PREOICTOR 
VARIABLES 
F 
PREDICTOR 
VARIABLES 
F 
PREDICTOR 
VARIABLES 
F 
PREDICTOR 
VARIABLES 
F 
PREDICTOR 
VARIABLES 
ANSA ANCH ANCS ANGE 
12 10 11 11 
0.738 0.577 0.445 0.793 
32.022 *.... 13.255 ,,* 9.012" 39.280 *** 
+ QFEB + SMED + DFMEJAN + MEDAF 
0.889 0.658 0.521 0.619 
ANGL 
11 
0.466 
9.714 • 
+SMIN 
0.792 
ANGW ANHS ANIS ANL Y ANNS ANWB ANWE ANWIA AMWIB 
10 10 9 10 11 9 10 11 12 
0.395 0.614 0.522 0.636 0.438 0.822 0.464 0.342 0.797 
6.864 • 15.293 •• 9.734 • 16.756" 8.792' 38.002'" 8.804' 6.197' 44.159'" 
- MAXAPR - STOMAXJD + QMAR + a99 -MAXNQV + QAPR + FRE1vR -Q75050 + SMEO 
0.572 0.352 0.75 0.616 0.547 0.747 0.512 0.709 
89.430 *** 16.379 ** 11.863 ** 17.255 "* 38.979 *** 13.028 ** 5.888" 24.967 ** 15.419 ** 13.099 ** 24.587 ** 10.457 • 27.769 *** 
+QOEC +Q250F50 -Q25Q75 + QSEPT -NERRYR -MAXAPR -MEDMIN -030CVMIN +099 +020080 +SMED -080 -MEDAF 
0.792 0.689 0.758 0.575 0.337 0.602 0.641 0.435 0.581 0.671 0.787 0.601 0.435 
9.455 • 31.538'" 23.175'" 32.351 ••• 
0.429 
8.516 • 13.192 In\" 5.581 • 13.098" 17.0<\7" 8.697 • 12.082"** 19.324 *" 37.891 ,,** 17.551 H 
+ a5MEAN - 075Q50 + MEMAXJD - MAXNQV - NCRRYR + STDOIFF + STDMAXJD - MAXJAN +MAX9 - MEDMIN + 090CVMIN + NCRR + 025075 + D30MAX50 
0.535 0.642 0.542 0.609 0.648 0.612 0.493 0.540 0.608 0.347 0.722 0.723 0.607 0.621 
13.638 ** 15.324 *" 12.840 *" 16.608 ** 19.444 ** 15.191 *" 9.737 • 10.398 • 14.949 •• 6.325 • 21.727** 24.514 ......... 16.439.... 19.046*** 
+SMAX + SMED - D30CVMIN - MAXNOV - NCRRYR + MINJUL Y -PORR + QJUNE + MINJAN - BASEFLOW + QJUL Y - D90CVMA + MAXMAR + FRE1YR 
0.327 0.590 0.672 0.705 0.424 0.622 0.56<\ 0.603 0.796 0.535 0.573 0.665 0.840 0.438 
6.350 * 12.531 ** 21.470 * ...... 24.847 *** 8.375 • 15.800 ** 12.632 •• 13.159** 36.115*"" 12.515 *" 11.751 • 18.885 •• 53.465 ...... * 9.580 • 
+Q5MEAN -090050 +MEMAXJD -MAXNOV -MAXAUG + MAXAPR + STDMAXJD - MAXJAN -MAXJAN - DFMESEPT + D90CVMIN - STDMAXJD + 025075 + D30MAX50 
lOO 
Figure 5.2 - Sca/terplots displaying the relationship among the family-level LIFE score (graphs a 
- c) and species-level LIFE score (d - f) and the selected linear regression model hydrological 
variable for individual sites. 
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5.6.2 Ordination 
TWINSPAN 
The samples were classified by TWINSPAN using data classified into logl" abundance 
categories of the 306 species / families identified (refer to 3.5 (ii) Divisive clustering). The 
TWINSPAN classification of samples was stopped at level three beyond which classes 
contained few samples and differences were relatively small. TWINSPAN gave eight distinct 
groups at the third level of division (Figure 5.3). Within TWINSPAN, default options were 
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used. Psuedospecies cut levels of 0, 9, 99, 999, 9999 were used in the analysis to correspond 
with the log-abundance categories (sensu Annitage et al., 2001). In this study, each taxa in a 
sample could be represented by up to a maximum of five pseudospecies. 
The first TWINSPAN division was indicated by the abundance of Elmis aenea. This divide 
separated groups I to 4 from 5 to 8 (Figure 5.3). Groups I to 4 (average catclunent area = 66.1 
km2) had a higher abundance of E. aenea compared with groups 5 to 8 (average catchment area 
= 171.7 km2). The preferred habitat of this widespread species samples is moss covered rocks in 
fast flowing sections of rivers and streams (LIFE category Il), which is reflected in the 
significantly (p < 0.001) higher values of LIFE score (both species- and family-level) for groups 
I to 4 compared with groups 5 to 8 (Figure 5.4a). There did not appear to be a clear 
geographical pattern in the distribution of sites within the TWINSPAN groups. However, 
Groups 1 to 4 incorporated four sites with underlying limestone or chalk geologies. The 
remainder of the sites were integrated into Groups 5 to 8, underlain by mixed geologies. 
Statistically significant differences were apparent among the values of the ecological parameters 
for two groups separated by the first TWINSPAN division (Table 5.6). Groups 5 to 8 
demonstrated significantly higher values for the remainder of the ecological parameters, for 
example Shannon-Wiener diversity index, species richness (Figure 5.4b) and Simpson's index 
(Table 5.6). Similar patterns were demonstrated at the second level of TWINSPAN division 
(Table 5.6 and Figure 5.3). 
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I Division; I (n = 146) 
E. aenea I I Division 2 Division ~ I (n =43) (n 103) 
E. danica 
E. aenea P. kingi 
E. daniea Chironornidae P. antipodarium 
Division 4 P. geornetra S. personatum -.J Division J Division 6 P. submarginata B. tentaculata Djvision 171 (n = 23) (n =20) (0 36) (n 67) 
A. aquatieus Oulimnius E. danica A. fluvlafilis C. luctuosa L. vdekmari L. volekmari H. pellucidula toponidae A. vortex A. f1uviatilis E. parallelepiped us Rhyaeophilidae T. fluviatilis Cera 
Group III IV V VI VII VIII 
ANGE190995 ANNB151191 
ANGE180996 ANNB261192 
ANGE121197 ANNB091193 
ANGE301198 ANNB021095 
ANGE221199 ANNB161096 
ANGE131100 ANNB031097 
ANNB231198 
ANNB090999 
ANNB011100 
ANWB301190 
ANWB251091 
ANWB031095 
ANWB111196 
M\lWB221097 
ANWB261198 
ANWB140999 
ANWB131100 
ANGE180990 ANWIB170990 
ANGE141190 ANWIB161190 
ANGE031091 ANWIB011191 
ANGE051192 ANWIB301192 
ANGE201093 ANWIB030GG3 
ANNB170990 ANWIB311094 
ANNB311190 ANWIB241095 
ANWB170990 ANWIB090996 
ANWIB251197 
ANWIBl11198 
ANWIB270999 
ANWIB181000 
ANCB170990 ANCH151091 
ANCB161190 ANCH091193 
ANCB011191 ANCH250995 
ANCB301192 ANCH030996 
ANCB220993 ANCH281197 
ANCB241095 ANCH161098 
ANCB090996 ANCH031199 
ANCB251197 ANCH040900 
ANCB03119a ANGW201092 
ANCB160999 ANGW090GG9 
ANCB250900 ANHB051099 
ANIB251094 
ANIB161095 
ANIB161199 
ANIB040900 
ANLY261190 
ANLY211191 
ANLY111093 
ANLY111194 
ANLY120995 
ANLY261196 
ANLY171197 
ANLY051098 
ANLY281099 
ANLY201100 
ANBA180990 ANGW131190 ANCH011190 
ANBA301190 ANGW111191 ANHB170990 
ANBA031091 ANGW201093 ANHB151194 
ANBA051192 ANGW021095 ANIB221191 
ANBA.201093 ANGW161096 AAWE170900 
ANBA211194 PoNGW071097 ANWE011190 
ANBA050995 ANGW231198 M\lWE151091 
ANBA301096 ANGW01110Q ANWE091193 
ANBA131097 ANHB061190 ANWE241194 
AN8A070998 ANH8271191 ANWE311095 
ANBA031199 ANH8161095 .ANWE020996 
ANBA281100 ANH8091096 ANWE020997 
ANGL101090 ANH8260997 ANWE011098 
ANGL031091 ANH8261098 ANWE090999 
ANGL230992 ANH8061000 ANWIA211190 
ANGL041193 .AN IB 121090 ANWIAQ41191 
ANGL la 1194 AN 18181 096 ANWIA 161092 
ANGL010995 ANI8160997 ANWIA291193 
ANGL110996 ANIB140998 ANWIA311094 
ANGL020997 ANWlA241 095 
ANGL151098 ANW1A090996 
ANGL201099 AAWIA251197 
ANGL270900 ANWlA111198 
ANWlA270999 
ANWIA 181 000 
Figure 5.3 - The resulting eight groups of samples classified by the TWINSPAN analysis. At each level the indicator 'pseudospecies' (species at a concrete 
abundance level) for each division are indicated. ANBA = R. Bain, ANCB = Cringle Brook, ANCH = R. Chater, ANGE = Great Eau, ANGL = R. Glen, ANGW = R. 
Gwash, ANHB = Harpers Brook, ANIB = Ise Brook, ANL Y = R. Lymn, ANNB = North Brook, ANWB = Waithe Beck, ANWE = R. Welfand, ANWIA = Upper Witham 
(Claypole) and ANWIB = Upper Witham (Easton Park). 
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Figure 5.4 - Exemplar error bars displaying the mean and the 95% confidence intervals for (a) 
LIFE score (species) and (b) species richness for level two TWINSPAN groups 
Table 5.6 - Summary results of the Kruskal-Wallis for the ecological parameters for the 
individual TWINSPAN groups identified in Figure 5.3 (bold text indicates significant differences). 
(A) TWINSPAN lEVEL 1 (B) TWINSPAN lEVElZ (c) TWINSPAN lEVEL 3 
ECOLOGICAL PARAMETER (DF = 1) (DF = 3) (DF = 7) 
CHI-SQUARE SIG. CHI-SQUARE SIG. CHI-SQUARE SIG. 
SHANNON-WIENER 7.456 0.006 12.644 0.005 17.564 0.014 
SIMPSON'S INDEX 4.955 0.026 11.714 0.008 17.643 0.014 
SPECIES RICHNESS 10.665 0.001 12.250 0.007 22.919 0.002 
BERGER-PARKER 3.691 0.055 9.851 0.020 16.799 0.019 
BMWPsCORE 3.237 0.072 14.020 0.003 29.639 0.000 
ASPT 2.409 0.121 38.964 0.000 42.176 0.000 
NUMBER OF SCORING TAXA 9.145 0.002 13.529 0.004 33.655 0.000 
FAMilY LIFE SCORE 32.661 0.000 72.538 0.000 75.844 0.000 
SPECIES LIFE SCORE 37.828 0.000 76.664 0.000 81.498 0.000 
At the third level of division, clear local ecological patterns were demonstrated (Figure 5.3 and 
Figure 5.4). Table 5.6 presents the results of the Kruskal-Wallis test, which examined for 
significant differences among the mean values of different ecological parameters among the 
TWINSPAN groups. Individual TWINSPAN groups are discussed below: 
Group I This group contained six samples exclusively from Great Eau (ANGE) sampled 
in late 1990s. This group was characterised by abundance of the mayfly, Ephemera danica, 
which is associated with fast flowing rivers with a sandy or gravely bottom. The samples 
demonstrated high variability in their values for the ecological parameters. Low levels of 
species richness and diversity were recorded but the samples exhibited the highest values for the 
LIFE score (both species- and family-level) (Figure 5.5). These samples were split from the 
other Great Eau (ANGE) samples and this may reflect changes in instream flow conditions 
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associated with the higher flows in the late 1990s, which is reflected in the structure of the 
benthic communities. 
Group 2 The majority of samples from North Brook (ANNB) and Waithe Beck 
(ANWB) were allocated to this group. High abundance of the freshwater hoglouse, Asel/us 
aquaticus, and freshwater snails, Anisus vortex and Ancylus jluviatilis, were present within these 
samples. Samples demonstrated low variability in the values of the ecological parameters. The 
samples exhibited average levels of species richness and diversity and higher values of biotic 
indices and LIFE scores (Figure 5.5). 
Group 3 This group included samples from Great Eau (ANGE), North Brook (ANNB) 
and Waithe Beck (ANWB) taken between 1990 and 1993, with one sample taken in 1995. 
Samples were associated with higher abundances of the cased caddisfly Sericostorna 
personaturn, a shredder feeder associated with stony streams and rivers. The samples exhibited 
the highest diversity levels but the lowest levels of species richness. Average values of the LIFE 
score were exhibited, which were significantly lower than those for Group I (late 1990 Great 
Eau (ANGE) samples) (Figure 5.5). This may reflect Ihe low flow conditions and resulting 
changes in community structure experienced by Great Eau (ANGE) in the early 1990s. 
Group 4 This group contained samples exclusively from the upper River Witham 
(ANWJB) suggesting that this site has a distinct local macroinvertebrate community assemblage 
compared with other catchments in the analysis. This group differs from Group 3 because it 
contains a high number of the freshwater snail, Ancylus jluviatilis, the mayfly, Caenis luctuosa 
and larvae of the water beetle, Oulirnnius. All three species are associated with fast flowing 
water with a variable substratum. Average values of the ecological parameters were 
demonstrated (Figure 5.5). 
Group 5 Samples exclusively from Cringle Brook (AN CB) are contained within this 
group indicating the distinct macroinvertebrate community assemblage at this site. Group 5 
differed from group 6 as it had a higher abundance of Esolus paral/elepipedus, typical of faster 
flowing water. Group 5 exhibited higher levels of variability in ecological parameters compared 
with other TWINSP AN groups. All ecological parameters, with the exception of the LIFE score 
(both species- and family-level), demonstrated high values, for example species richness and, 
more notably, BMWP score (Figure 5.5). 
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Figure 5.5 - Exemplar error bars displaying the mean and the 95% confidence intervals for (a) 
Shannon-Wiener index, (b) species richness, (c) BMWP score and (d) LIFE score (species) for 
individual TWINSPAN groups 
Group 6 This group contained the majority of samples from the River Chater (AN CH) 
and River Lymn (ANLY) in addition to samples from the River Gwash (ANGW), Harpers 
Brook (ANHB) and Ise Brook (ANIB). The community assemblages associated with group 6 
had a significantly higher abundance of Limnius volckmari compared with group 5. Samples 
exhibited average values for all ecological parameters with low variability among samples 
(Figure 5.5). 
Group 7 The largest group contains all of the River Bain (ANBA) and River Glen 
(ANGL) samples in addition to the remainder of the River Gwash (ANGW) and the majority of 
Harpers Brook (ANHB) and Ise Brook (ANIB) samples. The breakdown of sites in this group at 
the fourth level of division was explored but no clear pattern was apparent. Group 7 differed 
from group 8 with higher abundances of Limnius volckmari, caseless caddisfly, Rhyacophilidae 
and freshwater snail, Theodoxus jluviatilis. There was little variability in the values of the 
ecological parameters with average values for most indices with the exception of significantly 
lower LIFE scores (Figure 5.5). 
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Group 8 This group contains samples from the larger rivers, lower River Witham 
(ANWIA) and River WeIland (ANWE) in addition to early 1990 samples from River Chater 
(AN CH), Harpers Brook (ANHB) and Ise Brook (ANIB). These samples have a high abundance 
of caseless caddisfly, Hydropsyche pellucidula, compared with group 7. Group 8 exhibited 
average and low values for the ecological parameters, particularly the values of the LIFE score 
(both species- and family-level) (Figure 5.5). 
Detrended correspondence analysis 
The first two axes of the DCA ordination accounted for most of the variation in the species data 
with eigenvalues of 0.58 and 0.28 for axis 1 and 2, respectively. The remaining axes were 
considered but did not account for a significant amount of the ecological variation. The total 
inertia (total variation in the data) was 1.52 and the first two axes explained 57% of this 
variation. The length of the gradient is proportional to the rate of species appearance and 
disappearance (species turnover) along that gradient. The gradient length was 2.16 and 2.96 for 
these axes, respectively. The second axis thus corresponds to the most important gradient in the 
sample data (Figure 5.6a / b). The longest gradient length was close to the recommended 3.0 
suggesting that both unimodal and linear methods are applicable (Leps and Smilauer, 2003). 
Examination of both model types suggested the unimodel DCA approach was applicable. 
Examination of the taxon biplot did not demonstrate a clear ecological pattern in the benthic 
macroinvertebrate communities along DCA axis I (Figure 5.6a). However, assessment of the 
taxa associated with DCA axis 2 suggested a gradient from taxa related to slower flow velocities 
(LIFE group IV), such as the dragonfly, P. nymphula, the crustacean, C. pseudogracilis, and the 
water beetle, Laccobius, through to taxa associated with faster flow velocities (LIFE group II), 
for example the mayfly, C. pseudorivulorum, and the caddisfly, M. sequax. However, there are 
some exceptions to this gradient, for example slow flow species, N. oblique (LIFE group V) is 
located near the faster flowing taxa (Figure 5.6a). 
Patterns for individual catchments (intra-regional) emerged when the DCA biplot was structured 
by site identification (Figure 5.6b). Selected sites displayed distinct community assemblages or 
overlapped with similar sites, for example River Bain samples (ANBA) were separate in 
ordination space compared with Cringle Brook samples (ANCB) but overlapped with River 
Glen sample (ANGL). An exploration of the patterns within the DCA plot suggests that the 
gradient reflects local site environmental conditions. DCA sample scores for each axis were 
correlated with a range of environmental variables. Despite a weak association, sample scores 
for DCA axis 1 appears to reflect changes in water chemistry and physical conditions, for 
example sample scores correlated with water temperature (r ~ 0.272,p < 0.004). Samples scores 
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for DCA axis 2 correlated with site altitude (r = 0.229, p < 0.005) and baseflow index values (r 
= 0.444, P < 0.001) and therefore could reflect site specific characteristics and geology. The 
relatively poor correlation results highlight the differences among sites. 
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Figure 5.6 - Detrended correspondence analysis ordination biplot for (a) taxa (species / genera) 
with the five highest loaded species / genera identified and (b) samples, structured by site ID 
Pearson correlation coefficients were examined between the DCA axis sample scores with 
ecological indices to identifY the ecological significance of the ordination gradient. The DCA 
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axis I sample scores significantly negatively correlated with the diversity index, Shannon-
Wiener (p < 0.001). Other ecological parameters yielded poor correlations (p < 0.05) with DCA 
axis I (Table 5.7). The second DCA axis yielded the strongest correlation coefficients with 
ecological parameters for all axis scores, particularly for the LIFE score (both species- and 
family-level) with a correlation coefficient, r, of 0.741 (Figure 5.7a) and 0.718 (p < 0.001), 
respectively (Table 5.7). Figure 5.7b demonstrates clear spatial variation between site ecological 
responses with some sites displaying distinct clustering (e.g. River Bain and River Glen) 
whereas some sites exhibit a scattered distribution (e.g. River Lymn). 
Table 5.7- Summary table of Pearson correlation coefficients among the ecological indices and 
the ordination sample scores. '" p < 0.001, "p < 0.01, 'p < 0.05, NS Not Significant. 
ECOLOGICAL PARAMETER DCA AXIS 1 DCA AXIS 2 DCA AXIS 3 DCA AXIS 4 
SHANNON-WIENER -0.289 .. , -0.345 '" -0.278 *** 0.103 NS 
SIMPSON'S INDEX -0.182' -0.148 NS -0.205" 0.139 NS 
SPECIES RICHNESS -0.041 NS -0.264 NS -0.301 NS 0.123 NS 
BERGER-PARKER 0.192 ' 0.246 .. 0.149 NS 0.003 NS 
BMWPsCORE -0.028 NS -0.078 NS -0.160NS 0.103 NS 
ASPT -0.009 NS 0.340 NS 0.218 " -0.113 NS 
NUMBER OF SCORING TAXA -0.027 NS -0.250 " -0.299 * •• 0.174 ' 
LIFE SCORE (FAMILY) 0.179 ' 0.718/n1t'" 0.335·** -0.224 ** 
LIFE SCORE (SPECIES) 0.183' 0.741 •• "It 0.319··* -0.261 *** 
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Figure 5.7- Scatter plots displaying the relationship between (a) LIFE score (species) and DCA 
axis 2 and (b) with sites identified. 
DCA biplot of the sample scores structured by individual TWINSPAN groups (Figure 5.3) 
indicated groups 1 to 3 were located on the right of the DCA plot and were largely separate in 
terms of the composition of their benthic macroinvertebrate communities from groups 6 to 8, 
which were located on the bottom left of the ordination biplot (Figure 5.8). Groups 4 and 5 
appeared to overlap between these groups. This gradient of TWINSPAN groups suggests that 
the macroinvertebrate samples within these groups did exhibit distinctly different community 
assemblages. 
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Figure 5.8 - DCA biplot using the benthic macroinvertebrate community data structured by 
individual TWINSPAN groups 
Non-metric multidimensional scaling 
Ordination plots were produced by non-metric multidimensional scaling (nMDS) to graphically 
represent the patterns of community similarity between both individual sites and TWINSPAN 
groups. Differences in benthic macroinvertebrate assemblages were explored in a two 
dimensional nMDS using the Bray-Curtis similarity (stress = 0.26); nMDS ordinations in three 
dimensions did not result in appreciable decrease in stress (0.19), while a single dimension had 
substantially larger lack of fit (0.41). The results were similar to those reported for the detrended 
correspondence analysis. 
Table 5.8 - Summary table of Pearson correlation coefficients among the ecological indices and 
the ordination sample scores. 'H p < 0.001, "p < 0.01, 'p < 0.05, NS Not Significant. 
ECOLOGICAL PARAMETER NMDSAXIS 1 NMDS AXIS 2 
SHANNON-WIENER -0.717'" -0.041 NS 
SIMPSON'S INDEX -0.501 ,*, -0.084 NS 
SPECIES RICHNESS 0.000 NS 0.314 *** 
BERGER-PARKER 0.511 *** 0.097 NS 
BMWP SCORE 0.177 ' 0.209 ' 
ASPT 0.329 *** -0.164 ' 
NUMBER OF SCORING TAXA 0.074 NS 0.327 *** 
LIFE SCORE (FAMIL v) 0.462 *.,,* ~O.500 *H 
LIFE SCORE (SPECIES) 0.472 *** -0.527 *** 
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The relationship among the nMDS axis scores for the samples and the individual ecological 
parameters was explored to determine if distinct ecological communities existed (Table 5.8). 
Significant relationships were exhibited with all axes scores but high variability existed in the 
values of the Pearson correlation coefficients between axes. Indices describing the richness and 
diversity of the ecological community correlated with axis 1 compared with biotic indices and 
LIFE score correlating with DCA axis 2 (Table 5.8). 
Kruskal- Wallis test 
The Kruskal-Wallis test was applied to explore if significant differences between- and within-
sites and ecological parameters occurred (3.5 One-way ANOVA and Kruskal-Wallis test and 
Table 5.9). Figure 5.9 demonstrates clear significant differences (p < 0.001) among sites for 
selected ecological parameters. These clearly reflect site specific characteristics, for example 
different hydrological conditions (Figure 5.9a). Sites demonstrate differing levels of variability 
within their ecological response (quantified by ecological indices) to environmental conditions, 
for example levels of species richness were significantly different between some sites. The 
majority of rivers within the region exhibited similar levels of species richness. However, the 
Great Eau (ANGE) experienced significantly lower values compared with other rivers in the 
region, while the River Glen (ANGL) demonstrated significantly higher levels of species 
richness (Figure 5.9b). 
Table 5.9 - Summary results of the Kruskal-Wallis for the ecological parameters for the 
individual sites (bold text indicates significant differences). 
ECOLOGICAL PARAMETER CHI-SQUARE SIG. 
SHANNON-WIENER 16.635 0.217 
SIMPSONS INDEX 11.668 0.555 
SPECIES RICHNESS 42.172 0.000 
BERGER-PARKER 11.494 0.570 
BMWPsCORE 52.165 0.000 
AS PT 66.128 0.000 
NUMBER OF SCORING TAXA 55.214 0.000 
LIFE SCORE (FAMILY) 91.577 0.000 
LIFE SCORE (SPECIES) 103.708 0.000 
DCA AXIS 1 15.418 0.282 
DCA AXIS 2 21.283 0.068 
DCA AXIS 3 34.254 0.001 
DCA AXIS 4 30.659 0.004 
NMDSAXIS 1 24.057 0.031 
NMDS AXIS 2 77.670 0.000 
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Figure 5.9 - Exemplar error bars displaying the mean and the 95% confidence intervals for (a) 
LIFE score species and (b) species richness for individual sites 
5.7 Regional model (all sites) 
Pearson correlation coefficients were produced to explore the relationship among ecological 
indices and hydrological parameters (Table 5.10). The LIFE score (both family- and species-
level) and the ASPT yielded positive relationships with hydrological variables describing the 
magnitude and frequency component of the flow regime. In contrast, the BMWP score 
demonstrated coefficients with a combination of magnitude indices and variables describing the 
duration oflow flow events (Table 5.10). Ecological indices describing the community diversity 
and richness demonstrated relatively weak correlation coefficients. However, differences in the 
selected indices existed, for example the indices related to the Shannon-Wiener and Berger-
Parker indices were high magnitUde indices, whereas species richness was associated with low 
magnitude variables. The LIFE score (both family- and species-level) yielded the strongest 
correlation coefficients compared with the other ecological indices (Table 5.10). 
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Table 5.10 - Pearson's correlation coefficients for all sites (regional model) (only the five 
strongest are presented). , .. p < 0.001, .. P < 0.01, 'p < 0.05. 
LIFE LIFE BMWP NUMBER OF SHANNON- SIMPSONS BERGER-MODEL (FAMILY) (SPECIES) SCORE ASPT TAXA W,ENER INDEX PARKER SCORE SCORE 
SM\N SM!N CVDF SMED DFBFI HF CVANNMIN SK1 
0.503 *** 0.553 *** -0.349 "''it'" 0.372 *"'* 0.383 *** 0.345'" 0.394 *** -0.218 .. 
2 SMED SMED D90cVMAX FRE1 BASEFLOW sK1 CVMINDF 05050 0.431 *** 0.440 *** -0.345 .. , 0.366 *** 0.375 *"'* 0.335 *** 0.392 *** -0.217 .. 
s100 s100 DFBFI FRE1YR D90cVMIN 05050 SKDF050 HF 3 
-0.374 *** -0.397 *** 0.327 *** 0.352 "'** -0.356 *** 0.335 *** 0.391 *** -0.216 .. 
4 MAR HF BASEFLOW MAR AMINOF s100 SK1 05MEAN 
0.366 *** -0.384 *** 0.324 *** 0.347 *** 0.348 *** 0.315 *** 0.346 *** -0.214 ** 
5 s80 CVANN CVMAXDF MAXSEPT DF095MEAN HAMAX CVANNQ 010050 
-0.359 *** -0.383 *** -0.314 *** -0.324 *** 0.345 0.313 *** 0.330 *** -0.206 ' 
SPECIES 
RICHNESS 
AMIN 
0.321 *** 
DFBFI 
0.318 *** 
D3MIN50 
0.316 *** 
BASEFLOW 
0.311 *** 
D7MIN50 
0.309 *** 
Stepwise linear regression models were developed for each of the ecological indices using 
hydrological variables as the predictor indices for all sites (regional model) (Table 5.11). 
Although all models were statistically significant (p < 0.01), the strength of the relationship 
varied with the LIFE score producing the strongest relationships. This reflects the fact that this 
index has been specifically designed to reflect the instream communities' relationship with 
flow. All of the models incorporated variables describing the magnitnde of the flow regime. The 
LIFE score (both species- and family-level) regional model incorporated a single magnitude 
variable (minimum annual flow divided by the catchment area: SMIN) and produced an 
adjusted R2 of 0.30 1 and 0.248, respectively. The resulting scatterplot indicates the nature of this 
relationship for the LIFE (species) score (Table 5.11 and Figure 5.10). 
Table 5.11 - Summary of step wise linear regression models for each of the ecological indices 
using hydrological variables for al/ sites (regional model) . .. , p < 0.001, .. P < 0.01. 
MODEL ADJUSTED R' F PREDICTOR PLUS SIGN 
LIFE (FAMILY) SCORE 0.248 49.021 *** + SMIN 
LIFE (SPECIES) SCORE 0.301 63.306 *** +SMIN 
BMWPsCORE 0.189 19.964 *** -CVDF 
AS PT 0.133 23.176 *** +SMED 
NUMBER OF TAXA 0.141 24.730 *** + DFBFI 
SHANNON-WIENER 0.106 18.228 *** + SK1 
SIMPSONS INDEX 0.149 26.393 *** + CVANNMIN 
BERGER-PARKER 0.041 7.200 .. - SK1 
SPECIES RICHNESS 0.097 16.558 *** +AMINDF 
Figure 5.10 clearly demonstrates the regional (all sites) relationship between the LIFE (species) 
score and transformed SMIN (minimum annual flow divided by catchment area). However, 
there are clear intra-regional differences in the regional model, for example individual rivers are 
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clustered within the regional model, for example ANWE (River Well and) is distinct from the 
other sites (Figure S.lOb). 
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Figure 5.10 - Scatterplots demonstrating the relationship between the LIFE (species) score and 
transformed SMIN index with sites identified in (b) 
5,8 Relationship between species- and family-level LIFE score 
The relationship between the LIFE score calculated using species-level data and the LIFE score 
calculated using family-level macroinvertebrate data was examined to explore whether species-
level identification could add significantly more information to the description of variation 
among macroinvertebrate communities than identification to family-level. Individual 
macroinvertebrate species demonstrate specific tolerances to physical conditions. This 
information is lost at higher taxonomic resolutions because of the species variability, for 
example the cased caddisfly family, Limnephilidae, belongs to LIFE flow group IV, but contain 
species which exhibit a range of flow velocity tolerances (LIFE flow groups 1I - V). The 
Jl5 
relationship was explored by plotting the LIFE score (family) against the LIFE score (species) 
for all ecological samples with an ideal, 1:1 line highlighted (Figure 5.lIa). The graph 
demonstrates a consistent under prediction of the LIFE score (species) by the LIFE score 
(family). The under prediction of the LIFE score (species) increases with augmenting LIFE 
score (family) values. 
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(species) score with a 1:1 line. Individual sites are identifed with different symbols in graph (b). 
The scatterplot highlights the improvement of analysis with an increased data resolution. Figure 
S.llb explores the intra-regional (individual catchment) relationship between the LIFE score 
(family) and LIFE score (species). The LIFE scores for some sites, for example River Bain 
(ANBA), River Welland (ANWE) and River Glen (ANGL), lie along the I:tline indicating that 
there is no advantage in identifying samples to species-level at these sites. However, the LIFE 
scores for other sites, for example Great Eau (ANGE), North Brook (ANNB), River Chater 
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(AN CH) and River Gwash (ANGW), clearly fall above the I: I line indicating that the LIFE 
score (family) consistently under predicts the LIFE score (species) (Figure 5.llb). This suggests 
the LIFE score (family) consistently under predicts the ecological flow conditions at higher 
values ofthe LIFE score (family). 
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Figure 5.12 - Scatterplot demonstrating the relationship between the residuals and the species-
level LIFE score 
RMSE = (L (LIFE score (species -level) - LIFE score (family -level))2 In) 
Equation 5.1 - Root mean square error 
A quantitative measure of the relationship between the family-level and species-level LIFE 
scores was calculated using the root mean square error (RMSE). This is derived by taking the 
difference between the LIFE score (family-level) and LIFE score (species-level) frequencies for 
each data point, squaring the difference and summing over all cells (Equation 5.1). Squaring 
each difference gives greater weight to large errors. The square root is taken so the measure can 
be interpreted as an average difference in the true and estimated frequency count. The calculated 
standard error of the estimate from the I: I line was 0.331 of a LIFE score. This confirms the 
relationship exhibited by the residuals (Figure 5.12), which indicated a positive bias between the 
LIFE score (family-level) and the LIFE score (species-level). 
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5.9 Discussion 
Within this chapter, the relationship between benthic ecological community structure and 
environmental conditions has been explored for intra-regional (individual sites) and regional (all 
sites) models. The chapter has explored the influence of regional processes On local benthic 
macroinvertebrate communities. Despite a high level of regional diversity, results suggest the 
importance of intra-regional environmental and catchment characteristics in shaping the benthic 
macroinvertebrate communities in individual sites, for example the clear divide in TWINSPAN 
groups and individual sites in both DCA and nMDS analysis (5.6.2 Detrended correspondence 
analysis and 5.6.2 Non-metric multidimensional scaling). The majority of the macroinvertebrate 
samples for the individual sites clustered within separate groups and in addition to the ANOSIM 
results clearly demonstrated the individuality of the sites in terms of ecological community 
composition (5.6.1 Individual site (intra·regional) analysis). These results are not surprising in 
the context of previous research emphasising the significance of characteristics at higher spatial 
and temporal scales on ecological conditions at local sites (e.g. Frissell et aI., \986). 
The significance of intra-regional conditions in structuring instream communities have been 
demonstrated in previous studies, for example microhabitat and catchment geology (Richards et 
al., 1997; Cannan and Armitage, 1999). Results have demonstrated clear hydroecological 
relationships through classification of sites by ecological community assemblage (e.g. 
TWINSPAN: Figure 5.3). Variation in regional relationships can be explained by local site 
characteristics and this should be taken into account when exploring models at higher spatial 
scales. 
Flow variability has been widely recognised as one of the pnmary factors in structuring 
instream ecological communities (Clausen and Biggs, 2000; Wood et aI., 2001). The 
relationship between hydrology and the instream communities for individual sites emphasised 
the importance of variables describing the magnitude component of the hydrological regime, 
partiCUlarly parameters describing conditions at a particular time within the system such as 
December discharge (QDEC) or maximum discharge for April (MAXAPR). Previous research 
has shown that local flow conditions determine instream community structure at individual sites 
and the results within this chapter suggest the importance of hydrological conditions, including 
disturbances. However, at a higher spatial scale, the regional models highlighted the impOltance 
of catchment scale processes, for example hydrological variables incorporating catchment area, 
such as specific minimum flow (SMIN), which is previously highlighted within the literature, 
for example Richards and Minshall (1992), Allan et al. (1997) and Sponseller et al. (2001). 
Results generated using different taxonomic resolutions (species· vs. family-level) indicated a 
modest improvement in the strength of the hydroecological models for species· level data for 
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most sites. The consistent under prediction of the ecological flow conditions at higher LIFE 
score values was unsurprising as the reduced taxonomic resolution associated with family-level 
data is reflected in a reduced resolution of the LIFE flow group values and a number of families 
contain species with fairly wide-ranging flow requirements. For example the caddisfly family 
Limnephilidae is associated with LIFE flow group IV. However, individual species within that 
family range from LIFE flow group II to LIFE flow group VI (Extence et aI., 1999). 
Researchers and river managers need to balance the temporal and financial cost of species-level 
identification with the loss of taxonomic resolution, and therefore community information, of 
identifying to family-level. These results demonstrate the value of long term data sets in 
contemporary hydroecological research in relation to future changes within riverine ecosystems 
and the value of the baseline information in the development sustainable water resource 
management strategies. 
5.10 Summary 
Flow variability can be viewed as the determining factor for many temporal and spatial patterns 
in the instream ecological community structure at different scales in the lotic ecosystem. The 
analysis within this chapter has demonstrated the utility of exploring relationships at a regional 
(all sites) scale in addition to exploring the variation of individual sites. The results indicate that 
the instream ecology clearly reflects a combination of antecedent hydrological conditions, in 
particular the magnitude of the hydrological conditions, and catchment characteristics. In 
addition, the sensitivity ofthc LIFE score to changing hydrological conditions has demonstrated 
the dynamic nature of the macroinvertebrate communities at the intra-regional (individual 
catchment) and regional scale and its ability to recover from extreme events depcnding on scale 
of analysis and catchment size. The results build upon Chapter 4 and emphasises the importance 
of site-specific conditions and processes. However, the following chapters develops these 
hydroecological models at a higher spatial scale using sites across England and Wales to 
explore and examine the influence of hydrological variability on instream ecological 
communities (Chapter 6 and Chapter 7). 
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Chapter 6 Hydrological regime classification 
6.1 Introduction 
Providing a temporal and spatial context for the research, this chapter aims to identify the long-
term spatial and temporal patterns in the hydrological regimes of 83 sites across England and 
Wales using a classification technique. The chapter builds upon the results of the previous 
chapters, which have examined the micro- (Upper Witham site: Chapter 4) and regional-scale 
(14 sites across the Anglian Northern region: Chapter 5) hydroecological relationships between 
the macroinvertebrate community and hydrology (both flow velocity and flow discharge) at the 
sites. Two separate analyses (L regionalisation and iL inter-annual) based on the magnitude 
(size) and shape (form) of the hydrological regime were applied. Regionalisation (6.6.1 
Regionalisation classification) examines spatial patterns in the long-term (1980 - 1999) 
hydrological regimes across all sites. This classification allows the long-term spatial structure 
among sites to be examined. The inter-annual classification (6.6.2 Inter-annual hydrological 
regime classification) identifies temporal (year-to-year) patterns in annual hydrological 
response, including extreme events such as floods and droughts. The inter-annual classification 
allows individual years to be classified regardless of site. The results of the hydrological 
classification within this chapter will provide the structure for exploring the relationship 
between hydrology (discharge) and the macroinvertebrate community at the macroscale 
(Chapter 7). 
6.2 Background 
Hydrological regimes represent the interaction of spatial and temporal variability in runoff over 
a range of scales (Poff, 2002; Bower et al., 2004). Natural flow variability, for example 
magnitude and timing of extreme flows, and seasonal variations, provide the structure of the 
flow regime (Gustard, 1992; Sear et al., 1999; Hannah et al., 2000; Harris et al., 2000; Olden 
and Poff, 2003). River flow regimes reflect patterns that are determined by climate (first order 
control) and catchment characteristics (second order control), such as basin area, geology, 
topography and vegetation (Poff et al., 1997). River flow organises and defines instream 
physical and, in turn, ecological environments (for example Statzner and Higler, 1986; Poff and 
Allan, 1995; Poff et al., 1997; Naiman et al., 2002; Olden and Poff, 2003; Wood and Annitage, 
2004). 
Classification may be a subjective procedure, dependent upon its purpose and the type of data 
available. Classification methodological approaches seek to identify similarity / differences 
between groups with a larger data set and help to simplify the often complex spatial and 
temporal patterns within and across larger scales (O'Keefe et al., 1994). The resulting classes 
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could develop current hydrological understanding and could help form the basis for 
development of management frameworks specifically designed for the "river types" identified 
within the classification (e.g., Poff, 1996; Clausen and Biggs, 1997; Thomson et aI., 2001; 
Olden and Poff, 2003; Thoms and Parsons, 2003; Thomson et ai., 2003). River systems can be 
characterised over a range of spatial and temporal scales by using geomorphological 
characteristics (e.g., Schumm, 1988; Newson et al., 1998a; Thomson et ai., 2003), physical 
habitat classifications (e.g., Frissell et ai., 1986) or ecological or hydrological descriptors (e.g., 
Poff, 1996; Wright et al., 1998; Chadd and Extence, 2004). 
6.3 Aims and objectives 
Spatial and temporal patterns in hydrological regimes of the 83 river sites (1660 hydrological 
years) will be explored using long-term monthly discharge data (1980 - 1999). The analysis 
classifies two separate input data matrices using a hierarchical clustering approach. This will 
result in two distinct output hydrological classifications, (i) regionalisation and (ii) inter-
annual, which is reflected in the objectives of this chapter: 
REGIONAL ANALYSIS 
• To examine the spatial (regional) patterns in the long-term hydrological regimes of the 83 
selected rivers by applying an agglomerative hierarchical clustering method to the long-term 
(1980 - 1999) average annual regimes of the selected river sites in England and Wales to 
group basins with similar flow responses. 
INTER-ANNUAL ANALYSIS 
• To identify and explore spatial and temporal (between-year) patterns in annual hydrological 
response by applying an agglomerative hierarchical clustering method to the average annual 
regimes of the 83 river sites (1660 hydrological years) in England and Wales to group 
comparable annual flow responses. This classification allows individual hydrological years 
with similar patterns to be clustered into the same hydrological class, regardless of site. 
• To identify patterns within the hydrological classes using the identified regionalisation 
classes (aim 1) to structure the inter-annual analyses (aim 2). 
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6.4 Datasets and site selection 
The Environment Agency LIFE paired data set provides the basis for analysis (refer to 3.2 Data 
mining). The 83 selected stations (1660 hydrological years) representing a range of hydrological 
conditions (Figure 6.1) were located across England and Wales, although the resultant 
geographical distribution of sites was uneven with Wales and southwest England being poorly 
represented (Figure 3.1 and Appendix 1). Throughout the analysis, river sites were identified 
using a simple four- or five-character code where the first two or three letters refer to the 
region/subregion and the final characters identify the river (see Appendix 1 for list of 
regions/sites). 
Figure 6.1 . Exemplar river flow time·series highlighting the different types of hydrological 
response: (a) surface water·fed flashy system, River Ehen, northwest England (catchment area 
= 125.5 km2) (Cluster RC5A); and (b} groundwater·dominated system, River Mimram, Thames 
region (catchment area = 133.9 km) (Cluster RC,e). 
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6.5 Methodological approach 
The analytical procedures employed in this study involved a two-part process to examine the 
spatial and temporal variability of the hydrological regimes for the 83 selected river sites (1660 
hydrological years) using two separate date input matrices: regionalisation and inter-annual 
(refer to 3.5 Classification). These analyses are based on separate input data matrices where the 
regionalisa/ion magnitude classes are based on absolute differences between stations whereas 
inter·annual magnitude classes identify relative regime stability at a station. It is important to 
note that the hydrological classes are relative to the observed data due to standardisation and are 
dependent on the discharge data series being analysed. 
122 
~ ~ 
6.6 Results of the hydrological regime classification 
The separate hydrological classifications produced a categorisation of the spatial and temporal 
hydrological dynamics for the 83 river sites across England and Wales. The results of the 
regiona/isation analysis provide a basis for structuring the inter-annual classes. 
Exploratory magnitude analysis indicated that classification based upon the unstandardised 
discharge time-series was strongly biased by catchment area (Table 6.1). Thus, monthly 
averages of daily discharge records (rn's") were expressed as runoff (mm month-i) to 
standardise for differences in catchment area and the classification methodology was reapplied. 
Table 6.1 - Average values of the magnitude indices for each of the four flow regime magnitude 
classes. Om,an = long-term mean discharge; Om" = long-term maximum discharge; Omin = long-
term minimum discharge; Os!d dev = long-term standard deviation of discharge. 
CLUSTER AVERAGE 
AVERAGE 
OM, OM, OM, OM, 
Qmean (m3 S·1) 0.854 4.756 11.124 15.952 3.756 
Qmal«(m3 S·1) 1.914 10.989 22.131 39.131 8.758 
Qmin (m3 S·1) 0.279 1.249 4.953 2.838 0.947 
QSld dev (m3 S·1) 0.549 3.234 5.731 11.839 2.575 
Mean catchment area 138.39 287.33 725.47 768.94 262.077 (km') 
N (number of rivers) 52 19 3 9 (N = 83) 
6.6.1 Regionalisation classification 
Magnitude 
Following an inspection of the cluster dendrogram and agglomeration schedule scree plot, five 
flow regime magnitude classes (RM, - RMs) were identified. The identified magnitude classes 
can be arranged in order of ascending magnitude (Table 6.2): 
Class RM, (42 rivers) 
Class RM, (29 rivers) 
Class RM3 (5 rivers) 
Class RM, (5 rivers) 
Low, with the lowest values for mean, maximum, minimum and 
standard deviation of runoff; 
Low-intermediate, with values for aI/ indices between classes 
RM, and RM3; 
Intermediate, with intermediate mean and maximum values 
between classes RM, and RM" and higher values for standard 
deviation and minimum runoff; 
Moderately high, with high values for mean and maximum runoff 
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Class RMs (2 rivers) 
and relatively low values for minimum and standard deviation of 
runoff; 
High, wijh high mean, minimum and standard deviation of runoff 
with intermediate maximum value. 
Summary statistics and error bars are presented in Table 6.2 and Figure 6.2 respectively. 
Statistical metrics were applied to test for significant differences between means of the 
hydrological variables for each of the identified regional regime magnitude groups. The 
assumptions of one-way analysis of variance (ANOVA) were explored. The homogeneity of 
variances for the different magnitude variables was assessed using the Levene's test. The 
significance value was below 0.05, suggesting that the variances for the five groups were not 
equal and the assumption of equal variance had been violated. Therefore, the Kruskal-Wallis 
test, a non-parametric equivalent to one-way ANOVA, was applied to test whether several 
independent samples were from the same population. The results of this analysis suggested that 
the runoff magnitude classes were significantly different (p < 0.05) for each of the hydrological 
variables (Figure 6.2). 
Table 6.2 - Average values of the magnitude indices for each of the five flow regime magnitude 
classes. Rm,an = fang-term mean runoff; Rmax = long-term maximum runoff; R mtn = long-term 
minimum runoff; Rstd de' = long-term standard deviation of runoff. 
CLUSTER AVERAGE 
AVERAGE 
RM, RM2 RM3 RM4 RMs 
RMEAN (MM MONTH") 13.96 32.01 71.46 119.55 129.53 32.88 
RMAX (MM MONTH") 53.67 102.57 171.92 383.65 274.39 103.0B 
R M," (MM MONTH") 1.95 7.26 13.09 8.98 32.66 5.64 
RSTO-DEV(MM MONTH-1) 4.00 9.56 51.33 17.26 BO.50 11.44 
MEAN CATCHMENT AREA (KM') 223.56 313.24 321.08 295.00 99.250 262.08 
N (NUMBER OF RIVERS) (N= 83) 42 29 5 5 2 
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Figure 6.2 - Error bars displaying the 95% confidence intervals for the standardised monthly 
mean, maximum, minimum and standard deviation runoff variables within the five flow regime 
magnitude classes. For each magnitude variable, regional regime classes for which there was 
no significant difference (p > 0.05) in standardised runoff are marked with the same letter. 
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A greater number of sites were associated with the lower magnitude classes (RMI and RM,). 
which reflects the lack of upland rivers available for analysis within the LIFE paired dataset 
(Table 6.2 and Appendix 1). The Kruskal-Wallis test indicated the two low regional magnitude 
classes (RMI and RM2) were significantly different between each other (p < 0.000) and the 
higher magnitude regional classes (RM3 - RM5; p < 0.05) for each of the four magnitude 
variables (Figure 6.2). Within the higher magnitude classes, there was consistent overlap 
between the high magnitude class, RMs, and the two intermediate/high classes, RMJ and RM,. 
Sites within intermediatelbigh magnitude, RM" experienced relatively low minimum runoff and 
this may account for the lack of significant difference between the other hydrological classes 
(Figure 6.2 and Table 6.2). The higher magnitude regional classes contain a relatively small 
number of sites and display higher variability compared with the lower magnitude regional 
classes, which may reflect natural variability of upland catchments (Table 6.2). The regime 
magnitude classes displayed a strong geographical pattern (Figure 6.3). A west-east gradient 
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across England of decreasing hydrological regime magnitude was apparent. Sites with higher 
flow regime magnitude classes (RM3 - RMs) were primarily located in the northwest of 
England and the single site in Wales, while lower flow regime magnitude classes (RMI and 
RM,) were situated in central and eastern England (Figure 6.3). The higher magnitude classes 
(RM, - RM,) exhibited a clustered distribution in the northwest of England whereas the lower 
magnitude classes (RMI and RM,) were more widely dispersed. 
o RM1 (Low) 
o RM2 (Lowffntermediate) 
b.. RM3 (Intermediate) 
*' RM4 (IntermediatefHigh) 
o RM5 (High) 
o 
200 km 
Figure 6.3 - Location map identifying the regionalisation regime magnitude classes for the 83 river 
sites in England and Wales 
Shape 
Regionalisation of flow regime shape identifies stations with a similar fonn of annual 
hydrograph, regardless of absolute magnitude, using long-term hydrological data (1980 - 1999). 
Following assessment of the agglomeration schedule scree plot and cluster dendrogram, three 
distinct flow regime shape classes (RSA - RSc) were identified providing a classification of the 
timing ofpeak(s) runoff and rising and falling limbs to peak(s) (Figure 6.4). 
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Figure 6.4 - Average annual runoff regimes (z-scores) for the regional shape classes (RSA, RSa 
and RSc) identified for the standardised long-term (1980 - 1990) hydrological regimes. 
class SA: Dee/Ja" fCak, secondary Mar reak (n = 11 rivers) 
3 
2 
Aug Sept 0::1 Nov D.;c Jan Feb Mar ApT May June July 
Monlh 
Class SB: Jan peak (n = 51 rivers) 
3 
Aug Sept Dct Nov Dec Jnn Feb Mar Apt May June July 
Month 
Cbss Se: Mar penk (tl= 21 rivers) 
3 
Aug Sepl et! Nov Dee Jail F\!b Mar Apt May June July 
Month 
Class RSA (11 rivers) 
Extended December to January peak with 
secondary March and October peaks with 
relatively steep rise and extended falling 
limb. 
Class RSB (51 rivers) 
January peak with a relatively steep rise 
limb and gentle falling limb. 
Class RSc (21 rivers) 
Late March peak with late rise and gentle 
fall limbs. 
The shape regime classes displayed a strong spatial distribution reflecting climatic and 
catchment characteristics (Figure 6.4). Sites with an extended December - January peak and 
secondary March peak (class RSA) were predominantly located on upland catchments in 
northwest England and the single site in Wales and displayed a tightly clustered distribution. 
Sites with dominant January peak (class RSB) exhibited an even distribution across England. 
Rivers characterised by a late March peak (class RSc) were distributed throughout the south and 
east of England. 
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o RSA (Early peaking) 
o RSB (Intermediate peaking) 
o RSC (Late peaking) 
L._ 200 km 
Figure 6.5 - Location map identifying the regionalisation regime shape classes for the 83 river 
sites in England and Wales 
Composite 
Regional flow regime shape and magnitude were classified using long-term (1980 - 1999) mean 
monthly runoff data for 83 stations in England and Wales. The composite classes allow spatial 
patterns in both regime magnitude and shape to be explored. The five magnitude and three 
shape classes were combined to form composite classes (i.e. regime shape was scaled by regime 
magnitude). However, only ten of the 15 possible composite classes were present within the 
dataset (Figure 6.6 and Table 6.6). 
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Table 6.3 - Summary of the distribution and characteristics of flow regime composite classes. 
COMPOSITE 
FLOW REGIME 
RC,s 
RC,s 
RC'A 
RC,s 
RC,s 
RCsA 
NUMBER OF 
RIVERS 
1 
28 
13 
22 
7 
4 
1 
4 
2 
GEOGRAPHICAL DISTRIBUTION AND CATCHMENT GEOLOGY 
Situated in northwest England on a very wet impervious, high relief 
catchment. 
Predominantly located on pervious rural catchments in east and southeast 
England. 
Mainly permeable groundwater-dominated rural catchments (largely chalk) 
in east and central southern England. 
Located in central, northeast and southern England draining a mixture of 
impervious/semi-permeable geologies. 
Predominantly located in south and southeast of England with rural 
catchments (chalk). 
Located in northwest England and the one site in Wales draining moderate 
relief, rural catchments, on impermeable geologies. 
Predominantly rural catchment draining the Pennines in northeastern 
. England with a mixed geology. 
Cluster of catchments in northwest England on predominantly impervious 
mixed geologies. 
Predominantly rural catchment in northeastern England with a mixed 
geology. 
Located in northwest England on impervious catchments supporting rough 
pasture, moorland and grassland. 
The composite classes exhibited a clear spatial distribution with a west - east pattern (Figure 
6.6). High flow regime magnitude sites, with a December - January peak (Class RC'A) were 
located in northwest England, while the low flow regime magnitude sites, with a late peak 
(Class RC lc) were situated in east and central southern England. The absent composite classes 
equated to low flow regime magnitude sites, with a December - January peak (Class RC2A) and 
intermediate/high flow regime magnitude sites, with predominantly late peaks (Classes RC3C, 
RC4C, RC,s and RC,c), which are not available within the dataset. 
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Flow regime shape class 
A - Extended December - January peak 
with secondary March peak. 
B - January peak with relatively steep 
rising and falling limbs. 
C - Late March peak with 
prolonged rising limb. 
Flow regime magnitude class 
10 
2 0 
3 6. 
4 0 
5 0 
Flow regime 
composite class 
e.g. lB = ® 
200 km 
Figure 6.6 - Location map identifying the regionalisation composite (magnitude - shape) flow 
regime classes for the 83 paired stations in England and Wales. 
6.6.2 Inter-annual hydrological regime classification 
The spatial and temporal patterns in the annual hydrological regimes for the 83 river sites (1660 
hydrological years) were explored using the inter-annual hydrological regime classification. The 
hydrological classification regionalisation results (6.6.1 Regionalisation classification) 
structured the analysis of inter-annual flow regime variability. 
Magnitude 
Three distinct classes were identified from the agglomeration schedule scree plots and cluster 
dendrograms and reflected the stability of flows for a particular hydrological year. These classes 
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can be arranged in order of ascending magnitude to provide an inter-annual classification of the 
runoff regime magnitude (Table 6.4 and Table 6.5): 
Class IAI (407 'station years): Low, with the lowest values for all four magnitude indices. 
Class lA, (762 'station years): Intermediate, exhibiting average runoff values for mean, 
maximum and standard deviation with relatively high minimum runoff values. 
Class lA, (491 'station years): High, exhibiting the highest average values for mean, maximum 
and standard deviation with intermediate minimum runoff values. 
Table 6.4 - Average values for indices within each class for examplar stations selected from 
long-term magnitude regions for river flow 
HYDROLOGICAL 
REGION 
RM1 (Low 
MAGNITUDE) 
RM2 (Low! 
INTERMEDIATE 
MAGNITUDE) 
RM3 
(INTERMEDIATE 
MAGNITUDE) 
RM4 
(INTERMEDIATE! 
HIGH MAGNITUDE) 
RM5 (HIGH 
MAGNITUDE) 
STATION FLOW INDICES 
Mean 
Maximum River Sain 
(ANSA) Minimum 
Standard deviation 
Number of station years 
Mean 
Maximum 
RiverWye (TWWY) Minimum 
Standard deviation 
Number of station years 
Mean 
Maximum 
River Ure 
(NEDUS) Minimum 
Standard deviation 
Number of station years 
Mean 
Maximum 
River Afan 
(WSWAF) Minimum 
Standard deviation 
Number of station years 
Mean 
Maximum 
River Ehen 
(NWNEH) Minimum 
Standard deviation 
Number of stalion years 
CLASS AVERAGE (MM MONTH-') 
lA, IAz lA, 
14.70 28.72 33.64 
20.49 
8.40 
4.07 
7 
12.86 
16.63 
10.65 
1.76 
5 
50.41 
120.44 
9.18 
32.00 
4 
39.84 
17.96 
7.42 
7 
19.70 
24.48 
14.80 
3.43 
10 
65.79 
153.12 
12.89 
45.91 
10 
57.59 
17.05 
13.40 
6 
24.40 
34.47 
15.81 
6.15 
5 
67.47 
193.48 
11.78 
57.74 
6 
113.20 156.13 171.31 
243.01 
29.89 
68.94 
3 
89.95 
177.76 
29.88 
47.78 
3 
325.28 
40.86 
94.94 
10 
453.44 
36.56 
130.80 
7 
103.83 124.10 
228.18 252.90 
30.18 28.69 
66.70 74.43 
10 7 
The frequency of occurrence of the individual years and the identified runoff 'magnitude' 
classes are presented in Figure 6.7 and Table 6.5. The hydrological regime magnitude 
classification identifies periods of a flow regime type. Some years are dominated by one 
particular inter-annual flow regime class, for example widespread low flow periods (lAd occur 
in 1990 - 1991 and 1995 - 1996; while high flow periods (lA,) dominate in 1987, 1993 - 1994 
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and 1998 suggesting the overriding influence of large-scale c1imatological drivers (Figure 6.7a 
and Table 6.4) (e.g. Bower et aI., 2004). Spatial and temporal patterns in the inter-annual 
hydrological regime magnitude classes are apparent. For example, sites that are close in spatial 
location display near-identical inter-annual hydrological regimes, for example Waithe Beck 
(ANWB) and the River Bain (ANBA) within regional magnitude cluster (RM,) (Figure 6.7 and 
Table 6.5). Regional variations in the annual hydrological regimes reflect the catchment 
characteristics, which determine the sensitivity of river flows. The lower flow regime regional 
magnitude classes (RM, and RM2) display similar inter-annual hydrological regime patterns, 
which may reflect climatic condition and their catchment characteristics and geographical 
location in central and eastern England (Figure 6.3, Figure 6.7b/c and Table 6.5a/b). Rivers 
within the regional classes of RM, (Figure 6.7b and Table 6.5a) and RM2 (Figure 6.7c and 
Table 6.5b) are often dominated by one particular flow regime magnitUde class, for example 
low magnitude (lA,) in 1991 and high magnitude (IA3) in 1993. 
Sites within classes RM3, RM, and RM5 display similar hydrological patterns with high levels 
of inter-annual variability in their flow regimes, which may reflect their spatial location in the 
northwest of England and the single site in Wales (Figure 6.3, Figure 6.7d and Table 6.5c/d/e). 
The regional higher magnitude classes contain fewer numbers of sites, but strong temporal and 
spatial patterns are apparent. These sites are dominated by intermediate- and high magnitude 
classes although they reflect national trends, for example the widespread low magnitude flows 
(1990 - 1991 and 1995), which reflects the nationwide drought period. 
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Table 6.5 - Inter-annual regime magnitude classes: matrix of temporal and spatial variability (for 
identification of site codes, see Appendix 1) 
(A) 
NWNSP 
ANWB 
ANSA 
ANlY 
ANWtA 
ANCB 
ANWJB 
ANGl 
ANGW 
ANNB 
ANCH 
AEWE 
ANWE 
ACWJ 
ACTH 
ANHB 
ACSA 
ACLA 
ANIB 
ACaVB 
ACIV 
ACCA 
ACGRA 
ACGRB 
ACRH 
ACOUA 
ACOZB 
AECH 
TNERI 
TNEMI 
TNE:BE 
TWEV 
TNEGA 
TNERO 
TWLE 
TWCH 
TNEGB 
TNECH 
TWPA 
SKCR 
TWKB 
TWEN 
SHAN 
1980 1981 
o 0 
1>. 0 
1>. 0 
1>. 0 
o 0 
o 0 
o 0 
o 0 
o 0 
o 0 
1>. 0 
o 0 
o t:,. 
f:;. 0 
f:;. 0 
t:,. 0 
f:;. 0 
1>. 0 
f:;. 0 
o 0 
o 0 
o 0 
o 0 
o 0 
o 0 
o 0 
o 0 
o 0 
o 0 
o 0 
o 0 
o 0 
o 0 
o 0 
o f:;. 
o f:;. 
o 0 
o 0 
o 0 
o 0 
o 0 
o 0 
1>. 0 
CLASS RM,- Low RUNOFF MAGNITUDE VALUES 
1982 1983 1984 1985 1986 1987 1988 f989 1990 1991 
o DOt:,. t:,. f:;. 0 1>. 0 0 
o 0 0 0 000 000 
o 0 0 0 0 0 0 000 
o 1>. 0 0 01>.0 000 
o 0 0 1>. 0 0 0 000 
o 0 DOt:,. 0 0 000 
o DOt:,. 0 t:,. 0 000 
o 0 0 1>. 0 0 0 000 
1>. 0 0 0 0 0 0 000 
o 0 0 0 t:,. t:,. 0 000 
o 0 0 1>. 01>.0 000 
o 0 0 0 1>. t:,. 0 01>.0 
o DOt:,. 0 t:,. 0 0 0 0 
1>. 0 0 0 1>. 1>. 0 000 
o 0 0 DOt:,. 0 000 
o 0 0 1>. 0 1>. 0 000 
1>. 0 0 DOt:,. 0 000 
1>. 0 0 DOt:,. 0 000 
o DOt:,. 0 1>. 0 000 
o 0 0 1>. 0 1>. 0 1>. 0 0 
1>. ODD 01>.0 1>. 0 0 
1>. 0 0 DOt:,. 0 f:;. 0 0 
1>. 0 0 0 01>.0 000 
1>. ODD 01>.0 000 
1>. 0 0 DOt:,. 0 1>. 0 0 
o 0 0 0 01>.0 1>. 0 0 
o DOt:,. 0 t:,. 0 t:,. 0 0 
1>. 0 0 0 01>.0 1>. 0 0 
1>. 0 0 DOt:,. 0 000 
t:,. 0 0 DOt:,. 0 t:,. 0 0 
1>. 0 0 0 0 1>. 0 1>. 0 0 
o 0 0 DOt:,. 0 1>. 0 0 
t:,. 0 0 DOt:,. 0 0 0 0 
t:,. 0 0 DOt:,. 0 000 
o 0 0 0 01>.0 000 
o 0 0 DOt:,. 0 1>. 0 0 
1>. 0 0 0 01>.0 000 
o 0 0 DOt:,. 0 000 
000 DOt:,. 0 t:,. 0 0 
t:,. DOt:,. 0 0 0 0 0 0 
DOt:,. 0 0 0 0 000 
o 0 0 DOt:,. 0 1>. 0 0 
o t:,. 0 t:,. t:,. 0 0 ODD 
1992 1993 1994 1995 1996 1997 1998 1999 
o t:,. t:,. 0 t:,. 0 0 t:,. 
o t:,. 0 0 0 t:,. 1>. 0 
o t:,. t:,. 0 0 0 f:;. t:,. 
o t:,. 0 0 0 t:,. 1>. 0 
o t:,. t:,. 0 0 t:,. 1>. 0 
t:,. t:,. t:,. 0 0 t:,. J:; 0 
o t:,. t:,. 0 0 t:,. 1>. t:,. 
1>. t:,. t:,. 0 0 t:,. J:; 0 
t:,. t:,. t:,. 0 0 
f:;. t:,. t:,. 0 0 
o t:,. t:,. 0 0 
o t:,. 0 0 0 
J:; J:; t:,. 0 0 
o t:,. t:,. 0 0 
o 1>. t:,. 0 0 
o t:,. t:,. 0 0 
o t:,. t:,. 0 0 
o 1>. t:,. 0 0 
o t:,. t:,. 0 0 
t:,. 1>. t:,. 0 0 
o t:,. t:,. 0 0 
J:;. 1>. t:,. 0 0 
o 1>. t:,. 0 0 
o t:,. t:,. 0 0 
t:,. 1>. t:,. 0 0 
t:,. t:,. t:,. 0 0 
o t:,. t:,. 0 0 
t:,. t:,. t:,. 0 0 
t:,. t:,. t:,. 0 0 
t:,. t:,. t:,. 0 0 
t:,. t:,. t:,. 0 0 
t:,. 1>. 0 
t:,. 1>. 0 
t:,. J:; 0 
t:,. J:; 0 
ODD 
ODD 
t:,. 1>. 0 
t:,. J:; 0 
01>.0 
ODD 
t:,. 1>. 0 
01>.0 
o t:,. 0 
01>.0 
o t:,. 0 
o J:; 0 
01>.0 
t:,. 1>. 0 
o f:;. 0 
01>.0 
ODD 
ODD 
ODD 
J:; t:,. 1>. 0 0 t:,. 1>. 0 
t:,. t:,. t:,. 0 001>. 0 
1>. t:,. t:,. 0 0 0 f:;. 0 
t:,. t:,. t:,. 0 0 t:,. f:;. 0 
o t:,. t:,. 0 0 t:,. 1>. 0 
J:; f:;. t:,. 0 0 01>.0 
t:,. t:,. t:,. 0 0 0 1>. 0 
t:,. 1>. t:,. 0 0 0 t:,. 0 
o t:,. t:,. 0 0 0 f:;. 0 
f:;. t:,. t:,. 0 0 0 0 0 
o t:,. t:,. 0 0 t:,. 1>. f:;. 
o t:,. t:,. 0 0 t:,. 0 t:,. 
o lA 1 low MAGNITUDE CLASSES 0 IA2 INTERMEDIATE MAGNITUDE CLASSES 6. rA3 HIGH MAGNITUDE CLASSES 
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(8) CLASS RM2 - Low / INTERMEDIATE RUNOFF MAGNITUDE VALUES 
1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 
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(c) CLASS RM3 - INTERMEDIATE MAGNITUDE VALUES 
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Figure 6.7- Frequency of the inter-annual flow regime magnitude classes pooled for all sites 
and long-term magnitude regions. Note due to the small number of sites associated with each 
class, (d) is the combination of the intermediate / high magnitude regional classes (RM3 - RM5) 
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Shape 
Three distinct hydrological 'shape' classes were identified after examination of the 
agglomeration schedule scree plot and the cluster dendrogram (Figure 6.8). The shape classes 
clearly reflect different timings of the rising limb, peak(s) and flow recession (Figure 6.8). 
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Class IAa (246 station years) 
A sharp rising limb to an early November 
peak, flow recession to February followed by a 
secondary April peak and a steady flow 
recession. 
Class lAb (784 station years) 
Sharp rising and falling limbs with a dominant 
January peak. 
Class lAc (630 station years): A steady rising 
limb with a secondary January peak to a late 
March - April peak followed by a steep falling 
limb. 
Figure 6.8 - Average annual runoff regimes (z-scores) for the 'shape' classes (IAa, lAb and lAc) 
identified for the 1980 - 1999 'hydrological' years, 
The fonn of the inter-annual regime shape classes are similar to those identified for the regional 
classes, although the early peaking inter-annual class (IAA) displays a more defined early 
November peak compared with the early-peaking regional class (RSA) (Figure 6.4 and Figure 
6.8), As with the inter-annual magnitude classes (see 6.6.2 Magnitude), discussion of inter-
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annual shape results are structured by the regional classes (RSA - RSc: 6.6.1 Shape). Clear 
between-region differences were evident and within-region similarities were observed for 
individual years, for example in 1986, region RSA (extended December to January peak with 
secondary March peak) experienced an early-peaking regime (IAA) (Figure 6.9b and Table 
6.6a). However, region RSB (January peak) experienced a mixture of three inter-annual shape 
regimes (IAA - lAc) (Figure 6.9c and Table 6.6b), and region RSc (late March peak with 
prolonged rising limb) was dominated by late-peaking regimes (lAc) (Figure 6.9c and Table 
6.6c). 
When structured by the regional shape classes, RSA - RSc, further patterns emerged 
emphasising the significance of grouping sites with similar long-term hydrological 
characteristics (Figure 6.9 and Table 6.6). Sites classified as belonging to flow region RSA 
displayed similar inter-annual characteristics (82% of the sites exhibited identical annual flow 
regimes), which reflects their similar local characteristics and was reflected in their annual 
hydrological regime stability with consistent inter-annual flow regime classes (Figure 6.9b and 
Table 6.6a). The majority of these sites are located on flashy upland catchments in the northwest 
of England and the one site in Wales (Figure 6.6). The annual hydrological regimes of the sites 
were dominated with early- (IAA) (25%) and intermediate-peaking (lAB) (75%) hydrological 
regimes with only 1985 dominated by late peaking (lAc) regimes (Figure 6.9b and Table 6.6a). 
Sites within the largest regional group, RSB, displayed the highest spatial and temporal inter-
annual variability (Figure 6.9c and Table 6.6b). These sites were dominated by intermediate-
(lAB) (55%) and late-peaking (lAc) (30%) annual flow regimes. A high level of inter-annual 
variability between- and within- geographical region was displayed indicating the significance 
of spatial distribution in hydrological response, for example the similar response of sites from 
southern England strongly differed from that of the northern sites within the regional class 
(Figure 6.6 and Table 6.1 b). The inter-annual hydrological regimes for sites within region RSc 
strongly reflect their geographical location and dominant permeable catchment geology (Figure 
6.6, Figure 6.9d and Table 6.6c). These sites are predominantly groundwater based, which 
accounted for the stability of the hydrological variability, dominated by late peaking annual 
hydrological regimes (80% hydrological years displayed lAc regimes). 
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Table 6.6 - Inter-annual regime shape classes: matrix of temporal and spatial variability (for site 
codes, refer to Appendix 1) 
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Figure 6.9 - Frequency of the inter-annual flow regime shape classes structured by identified 
regional shape classes 
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By combining the individual inter-annual 'magnitude' and 'shape' classes, it is possible to 
produce 'composite' classes, which provide an overall classification of the river flow regime 
(Table 6.7). When structured by regional composite classes, the individual inter-annual 
composite classes displayed similar patterns in their hydrological regimes. The spatial 
distribution of the inter-annual regime classes reflected underlying catchment characteristics and 
the influence of the primary climatological drivers. Sites in the north west of England and the 
single site in Wales exhibited early- (IAA) and intermediate- (lAB) peaking, intermediate- (IA2) 
and high magnitude (IA3) inter-annual flow regimes whereas sites in the south east of England 
displayed predominantly late peaking (lAc) regimes (Table 6.7). No one single inter-annual 
composite regime dominates the sites in anyone year. High flows (lA3) in 1993 caused 
intermediate peaking regimes (lAB) for the majority of rivers across England but sites based on 
permeable catchments in the south of England displayed late peaking (lAc) regimes reflected 
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the continued recovery from groundwater drought (Table 6.7). Widespread low flow classes in 
1995 -1996 reflect the nationwide drought in the mid-1990s and the longer-term effect on sites 
in southern England (Table 6.7). 
Table 6.7 - Inter-annual regime composite classes: matrix of temporal and spatial variability (for 
site codes, refer to Appendix 1) 
lA lA = 0 (Low magnitude, early peaking), IA2A = 0 (Intermediate magnitude, early peaking), 1A3A = ,6, (High magnitude, 
early peaking), lAIB = (!) (Low magnitude, January peaking). IA2B '" 0 (Intermediate magnitude, January peaking), IA3B :=:: A 
(High magnitude, January peaking), lAIC = • (Low magnitude, late peaking), IA2e = • (Intermediate magnitude, late 
peaking), IA3c =: .& (Low magnitude, high peaking) 
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6.7 Discussion 
This chapter has examined the spatial and temporal patterns in regional and inter-annual 
regimes at 83 sites (1660 hydrological years) across England and a single site in Wales. The aim 
of this chapter was to identify between-site (regional: spatial) and between-year (inter-annual: 
temporal) patterns in the hydrological regimes of the 83 river sites. The two-stage analytical 
process used in this chapter clearly demonstrates the value of modelling hydrological response 
to changing conditions. 
6.7.1 Regime classes and climatic gradients 
The regional shape, magnitude and composite classes demonstrate spatial and temporal 
structure, which reflects both the west - east gradient in the climate of Britain (first order 
control) (Mayes, 1996; Bower et aI., 2004) and basin modifiers, particularly geology. The case 
studies highlight the responsiveness of river flows to changing climatological conditions and 
demonstrate the sensitivity of the hydrological regime classes to these changes. Similar 
hydrological regime shape, magnitude and composite classes to those identified in this chapter 
have been reported in other studies of UK rivers (HalTis et al., 2000; Bower and Hannah, 2002; 
Bower et al., 2004). Using the Geographical lnfonnation System (GlS) package, ArcView, 
maps were created to illustrate the spatial distribution of the inter-annual hydrological classes 
over the analysis period (Figure 6.10). The dynamic nature of the annual hydrological regime of 
each individual site can be seen and analysed in context with neighbouring sites and the 
nationwide situation (Figure 6.10). The maps demonstrate the response of changing 
hydrological conditions at a local, regional and nationwide scale and highlight the hydrological 
sensitivity of sites to changing climatic and physical conditions (Figure 6.10). A clear spatial 
divide exists between the northwest and the southeast of England in both magnitude and shape, 
regardless of the regional hydrological regime classes (Figure 6.10). For example in 1980, 
England was dominated by high (IAa and intennediate (lA,) magnitude regimes. Sites in the 
northwest of the country experienced intennediate January peaks (lAB) and the southeast 
displayed late March peaks (lAc). A site's hydrological response is clearly linked to the 
antecedent conditions (previous hydrological years and higher order climatic influences, for 
example the hydrological response to the nationwide high flows in 1993 - 1994 were delayed in 
the groundwater sites in the south east (Institute of Hydrology, 1994; Institute of Hydrology and 
British Geological Survey, 1994; Marsh, 2001) (Figure 6.10). 
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Figure 6.10 - GIS location maps of the sites displaying the inter-annual hydrological composite clustfirs 
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6.7.2 Patterns of inter-annual hydrological variability 
The identified inter-annual classes demonstrate the annual variability of a site's hydrological 
response (Table 6.5, Table 6.6 and Table 6.7) to the changing climatological conditions 
discussed within the literature (e.g. Marsh et al., 1994; Mayes, 1995; Mayes, 1996; Marsh et al., 
2000; Hisdal et al., 2001; Bower and Hannah, 2002). Using examples of the different 
hydrological conditions experienced during the analysis period (1980 - 1999), the degree of 
sensitivity of the hydrological response of individual sites and regions is discussed below. 
6.7.3 Low flows across England and Wales 
It is possible to distinguish between two types of drought experienced in the UK: (i) surface 
water and (ii) groundwater (Marsh and Turton, 1996; Wood, 1998b). Surface water droughts 
restricted to the spring, summer andlor autumn of a single year are often confined to northern / 
western river catchments with a minimal groundwater component. A surface water drought, 
largely confined to north-western UK, occurred during 1984. The water year 1983/1984 
experienced an overall 20% below average runoff (Marsh and Lees, 1985). Sites in northern and 
western England, Wales and Scotland experienced significantly below average precipitation « 
60% in some areas) during spring and summer 1984, despite a wet January (Marsh and Lees, 
1985). Although the 1984 surface water drought had a limited duration, northern river 
catchments, particularly upland sites, were severely affected (Figure 6.11). Figure 6.11 clearly 
demonstrates the rapid transition between intermediate conditions (1983 and 1985) and surface 
water drought conditions (1984) in north-western England (low magnitude, early-peaking sites: 
Figure 6.11). However, groundwater sites in the southeast were buffered from the drought 
effects due to winter storage and a higher level of precipitation in these areas (between 70% and 
90% of normal rainfall), although southern sites draining impermeable catchments experienced 
nmoff deficiencies (Marsh and Lees, 1985). 
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Figure 6.11 - Maps of inter-annual runoff composite classes between hydrological years 1983-
1985. 
Conversely, groundwater droughts are usually longer in duration, extending over one or more 
dry winters, and often develop following a surface water drought. Groundwater droughts 
generally develop in southern I eastern permeable catchments where groundwater forms a 
significant flow component (Mawdsley et ai., 1994; Wood, 1998b). Groundwater-dominated 
rivers exhibit less variable maximum and minimum flows in magnitude and delayed annual 
regime peaks in comparison with more impermeable catchments (e.g. Ward, 1989; Burt, 1992; 
Sear et al., 1999; Hiscock et al., 2001). A nationwide drought developed during 1988 - 1992 
and its progression from a largely nationwide surface water drought into a regional groundwater 
drought can be seen in Figure 6.12. Runoff levels across UK river catchments during 1988 -
1992 were not significantly below average although there was uneven spatial and temporal 
distribution (Figure 6.12). However, northern sites demonstrated a relatively quick transition 
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between flow states during this period the southeast exhibiting a delayed response to these low 
flows due to the strong influence of their catchment geology (Figure 6.13, Institute of 
Hydrology, 1991; Institute of Hydrology, 1992; Bryant et al., 1994; Marsh et al., 1994). 
The 1988 - 1992 drought period developed progressively, for example high flows were 
experienced early in 1988 but low precipitation and high evaporation rates during late 1988 led 
to a failure of normal autumn recovery in runoff (demonstrated by late-peaking runoff in central 
and southern sites: Figure 6.12). Record widespread precipitation occurred over the 198911990 
winter (February 1990 was the wettest on record for Great Britain in a series from 1869), which 
led to nationwide flooding, notably in northern England (Marsh and Monkhouse, 1991). 
However, a steady intensification of the drought occurred during 1990 with a steep flow 
recession leading to a nationwide depressed runoff (reflected in low magnitude late peaking 
runoff regimes: Figure 6.12). High evaporation rates resulted in river flows across the majority 
of Great Britain in September being 30% - 60% below the long-term average (Marsh and 
Monkhouse, 1991). This is demonstrated by the patterns of the annual hydrological regime 
magnitude classes experienced by the sites in the low regional magnitude classes, which 
displayed a hydrologicallag, compared with the high regional magnitude classes. For example 
the high magnitude regional class, RM3, display low magnitude flows in 1989 - 1990 and the 
low magnitude regional class, RM" exhibit the same low flows but in 1990 - 1991 (Table 
6.4b/c and Figure 6.12). 
6.7.4 Hydrological recovery from drought 
Increased precipitation at the end of 1990 and during 1991 meant catchments in the northwest 
demonstrated hydrological recovery (low- and intermediate magnitude early peaking classes: 
Figure 6.12). However, southern catchments continued to experience record low baseflows and 
groundwater levels (low magnitude, late-peaking classes: Figure 6.12), particularly catchments 
in a zone extending from Kent to Lincolnshire, which received less than a third of the average 
annual replenishment during the 199111992 winter (Marsh and Monkhouse, 1991; Marsh and 
Monkhouse, 1993). The meteorological drought ended in spring 1992 but the effects continued 
in some lowland catchments until spring 1993 (Institute of Hydrology, 1993; Marsh et al., 
1994). The 1988 - 1992 drought demonstrated the high vulnerability of southern groundwater 
sites to drought conditions. 
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magnitude, late peaking), IA2C = 11 
(Intermediate magnitude, late peaking), IA3C' = 
'" (Low magnitude. high peaking) 
Figure 6.12 - Maps demonstrating inter-annual runoff composite classes between hydrological 
years 
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Changes in climatic conditions in the spring of 1995 with severely reduced precipitation levels 
coupled with high temperatures (average temperatures over the seven years ending in 1995 were 
the highest on record) caused drought conditions across the UK to develop over the year 
(demonstrated by transition in flow magnitude and shape classes: Figure 6.13, Institute of 
Hydrology, 1995; Marsh and Turton, 1996). Local and temporary demands on water resources 
combined with climatic conditions (evaporation exceeded 120% of the long-term average in 
some catchments) led to severely depressed groundwater conditions in south eastern sites (low 
magnitude classes: Figure 6.13) (Institute of Hydrology, 1995; Jones and Lister, 1998; Wood, 
1998b; Hiscock et al., 2001). Impervious catchments in northern and western Britain 
experienced steep declines in runoff in 1995 (Marsh, 1996) (low magnitude classes: Figure 
6.13). 
The 1995 surface water drought developed into a groundwater drought during 1996 because of 
reduced precipitation (86% of the 1961 - 1990 long term average) and antecedent conditions 
(continued low magnitude intermediate- and late-peaking sites: Figure 6.13) (Centre for 
Ecology and Hydrology, 1996). Sites in southern England experienced widespread depressed 
groundwater and runoff (less than 50% of the long-term average in some East Anglian 
catchments) and the precipitation during winter 1996/1997 was below average, which led to 
poor groundwater recharge (Centre for Ecology and Hydrology, 1996; Centre for Ecology and 
Hydrology, 1997). 
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January peaking), lAIC' "'" • (Low magnitude, late peaking), 1A2C = • {Intermediate 
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Figure 6.13 - Maps demonstrating inter-annual runoff composite classes between hydrological 
years 1994 - 1997 
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Figure 6.14 - GIS maps demonstrating the spatial and temporal variation in inter-annual runoff 
composite classes between hydrological years 1992 - 1994. 
6.7.5 High flows across England and Wales 
During the analysis period (1980 - 1999). England and Wales have experienced numerous 
widespread flooding episodes captured by the hydrological regime (High magnitude classes: 
Figure 6.15, Figure 6.16, Institute of Hydrology, 1994; Institute of Hydrology and British 
Geological Survey, 1994; Robson et al., 1998; Marsh and Dale, 2002). For example, higher 
precipitation periods over consecutive winters (1993 - 1994) resulted in an increase in high 
flows and flooding in the UK (widespread high magnitude classes: Figure 6.14). However, the 
initial effects were buffered in eastern ground water catchments, which experienced continued 
soil moisture deficits from the 1988 - 1992 drought period (shown by late peaking classes: 
Institute of Hydrology, 1994; Marsh et al., 2000). These groundwater-dominated catchments 
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demonstrated steep seasonal groundwater recoveries during the exceptionally wet autumn and 
early winter in 1993 (Institute of Hydrology, 1994; Marsh et al., 2000). 
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IAIA = 0 (Low magnitude, early 
peaking), lA2A = 0 (Intermediate magnitude, 
early peaking), rAJA = D.. (High magnitude, 
early peaking), lAm = 0 (Low magnitude, 
January peaking), lAm:: [!] (Intermediate 
magnitude, January peaking), IA3B:= 8. (High 
magnitude, January peaking). lAIc = • (Low 
magnitude, late peaking), IA2C =: a 
(Intermediate magnitude, late peaking), IAJC 
= .. (Low magnitude, high peaking) 
Figure 6.15 - Maps demonstrating inter-annual runoff composite classes between hydrological 
years 1997 - 1999. 
The late 1990s were characterised by above-average precipitation and combined with unusually 
moist soil conditions, resulted in widespread flooding and frequent high river flows across most 
of the UK (Figure 6.15) (Centre for Ecology and Hydrology, 1998; Centre for Ecology and 
Hydrology, 1999; Centre for Ecology and Hydrology, 2000). The seasonal and spatial runoff 
gradient was further enhanced, for example sites in southern groundwater-fed catchments 
demonstrated a lagged response to high autumn precipitation leading to runoff exceeding the 
long-term average (high magnitude, intermediate-peaking classes: Figure 6.15) (Centre for 
Ecology and Hydrology, 1998). In contrast, northern catchments experienced runoff values 
close to the long-term average (intermediate magnitude and peaking sites: Figure 6.15) (Centre 
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for Ecology and Hydrology, 1998). Hydrological conditions in 1999 reflected the higher than 
average temperatures and above average rainfall (most catchments experienced 110% of the 
1969 - 1990 average) with numerous spates and floodplain inundations throughout the year 
(Figure 6.15). However, precipitation levels in some eastern groundwater-fed sites were less 
than 90% of the 1961 - 1990 average, exacerbating the already depressed groundwater levels, 
which had not recovered from the 1995 - 1997 drought despite the higher levels of precipitation 
in 1998 (intermediate magnitude, late peaking classes: Figure 6.15) (Centre for Ecology and 
Hydrology, 1999). 
6.8 Summary 
This chapter has identified clear spatial and temporal patterns in the magnitude and shape of the 
long-term and annual hydrological regimes of the 83 analysis sites. Five magnitude (RM, -
RMs) and three distinct shape (RSA - RSc) classes were identified from the regionalisation 
analysis and were used to structure the patterns in the inter-annual analysis, where three 
magnitude (lA, - lA,) and three shape (IAA - lAc) classes were identified. The hydrological 
classes exhibited clear between- and within-region variations and highlighted local, regional and 
national sensitivity in hydrological response. The results of the hydrological regime 
classification clearly indicate that a distinct set of flow regimes exist for rivers in England, and 
suggests that attempts to manage all sites in a similar fashion is unrealistic since it does not take 
into account spatial and temporal variability and heterogeneity in hydrological response. Recent 
hydroclimatological variability (e.g. 2000 - 2001 UK-wide floods: Marsh and Dale, 2002; and 
2003 nationwide droughts: Marsh, 2004) highlight the continued spatial and temporal 
hydrological variation at national, regional and local scales in the UK. The following chapter 
(Chapter 7) will use these hydrological classes to structure further analysis to examine 
ecological response using macroinvel1ebrate community data to the changing hydrological 
conditions. Chapter 7 will build on the micro- (Chapter 4) and meso- (Chapter 5) scale results, 
which demonstrated local scale ecological sensitivity to the hydrological variability. 
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Chapter 7 Linking macroscale hydrological variability with 
the macroinvertebrate community 
7.1 Introduction 
This chapter explores the influence of hydrological variability in structuring instream 
macroinvertebrate communities at 83 rivers across England and Wales. The previous chapter 
(Chapter 6) identified clear regional and inter-annual hydrological regime classes, which 
provide the structure for exploring macroscale hydro ecological relationships within this chapter. 
The regionalisation analysis allows long-term spatial (between sites) hydroecological pattems 
to be explored while the inter-annual analysis identifies both spatial and temporal 
hydroecological patterns, including the ecological impact of extreme events such as floods and 
droughts. The analysis involves the use of long-tenn hydrological and ecological 
(macroinvertebrate family-level community) data, which provides a unique temporal and spatial 
context for the research. The hydroecological relationships were explored at the reach scale 
(Chapter 4) and mesoscale (Chapter 5). This research has important implications for 
understanding the influence of hydrological variability upon in stream macroinvertebrate 
communities. 
7.2 Background 
River flow regimes, driven by climate and basin controls, demonstrate variability over a range 
of temporal and spatial scales (Poff, 2002; Bower et al., 2004). River flow is a valuable 
predictor of riverine ecosystems (for example Statzner and Higler, 1986; Poff and Allan, 1995; 
Poff et al., 1997; Hart and Finelli, 1999; Lancaster and Mole, 1999; Naiman et al., 2002; Olden 
and Poff, 2003; Wood and Annitage, 2004; Wright et al., 2004). The ecological importance of 
flow variability is increasingly being recognised (Richter et al., 1996; Poff et al., 1997; Wood et 
aI., 2001; Biggs et al., 2005). The perceived influence of physical, chemical and biological 
processes upon biotic community structure of streams and rivers has driven research and 
underlies many management strategies (Bunn and Davies, 2000; Bunn and Arthington, 2002), 
and the majority of national and international legislation, including the European Union Water 
Framework Directive (Zalewski, 2002). Researchers and environmental managers have 
identified a need to understand the linkages between instream benthic communities and their 
abiotic environment (Karim et al., 1995; Smakhtin, 2001; Stewardson and Gippel, 2003; 
Thanne, 2003). The development of the natural flow paradigm has driven research to explore 
the ecological impacts of changes to natural inter- and intra-annual variation in hydrological 
regimes (Richter et al., 1996; Stanford et 01.,1996; Poff et al., 1997; Richter et 01.,1997). 
156 
Baseline data collected as part of biomonitoring exercises provides an opportunity to develop 
methodologies for evaluating the ecological integrity of riverine systems over a range of time 
scales (Davies, 2000; Wright, 2000). Few studies have attempted to quantify the relationship 
between hydrological indices and instream communities, indices or indicator organisms (notable 
exceptions being Jowett and Duncan, 1990; Wright, 2000; Wood et al., 2001). The integration 
of hydrological variability with baseline ecological data have been relatively limited with 
ecological series have been limited due to the paucity of appropriate medium- to long-term data 
available (exceptions, for example Richter et al., 1997; Wood et aI., 2000; Wood et al., 2001; 
Woodward et al., 2002; Wright et al., 2004). In addition, there is a lack of critical understanding 
regarding the selection of the most appropriate ecologically relevant hydrological parameters. 
7.3 Aims and objectives 
This chapter examines the relationship between river flow regImes and instream benthic 
macroinvertebrate communities for 83 rivers in England and Wales using a large long-term data 
set collected by the Environment Agency (refer to 3.2 Data mining). This chapter aims to 
examine the ecological responses of groups of rivers I years exhibiting similar hydrological 
regimes across England and Wales structured by the hydrological regime classification 
identified in 6.6 Results of the hydrological regime classification (both regionalisation and 
inter-annual) using variables assigned to one of the five facets of the hydrological regime, 
originally identified by the Indicators of Hydrologic Alteration approach (2.6 Hydro(eco)logical 
variables and 3.4.1 Hydrological variables) (Richter et aI., 1996; Richter et aI., 1997): 
BACKGROUND 
• To identify ecologically relevant hydrological variables, which characterise the different 
components ofthe flow regime (Richter et aI., 1996; Poff et al., 1997); 
• To explore patterns of redundancy between the hydrological variables and their ecological 
significance; 
GLOBAL MODEL 
• To identify a global model (all sites) for ecological response to hydrological variability; 
• To identify the ecologically critical components of the hydrological regime; 
REGIONALlSATION CLUSTERS 
• To examine spatial patterns in long-term (1990 - 2000) ecological response structured by 
the regionalisation flow regime classes identified in Chapter 6; 
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• To identifY the ecologically critical components of the long-term (19~ - 2000) 
hydrological regime; 
INTER-ANNUAL CLUSTERS 
• To explore temporal (between-year) and spatial (between-site) patterns in instream 
ecological community response structured by the inter-annual hydrological classes 
identified in chapter 6 over an I I-year period (1990 - 2000); 
• To identify the important components of the inter-annual hydrological regime for instream 
ecological communities; 
• To examine the ecological significance of high and low flow years. 
7.4 Data series 
The Environment Agency LIFE paired data set provides the basis for analysis (refer to 3.2 Data 
mining). The hydrological and ecological components of the paired sites were individually 
evaluated before selection for analysis (refer to 3.2.1 Site selection). These criteria resulted in 
83 river sites, paired with 719 autumn (September, October or November) macroinvertebrate 
samples, being identified for analysis (Figure 3.1 and Appendix 1). Autumn macroinvertebrate 
samples were selected as this corresponds to one of two standard Environment Agency 
macroinvertebrate sampling seasons and to a period of low flow prior to the annual rise of the 
hydro graph within rivers throughout England and Wales. 
A total of 201 hydrological variables were derived and used in analysis, representing 
ecologically relevant aspects of the flow regimes, originally identified by Richter et al. (1996) 
and expanded by Olden and Poff(2003). Hydrological variables were derived using daily andlor 
monthly mean data, as appropriate, to form monthly andlor annual indices describing flow 
characteristics for the hydrological year before the macroinvertebrate sampling year (refer to 
Appendix 4) 
The raw ecological data was assigned to loglo groups by the Environment Agency (3.4 Data 
management). This caused problems with the calculation of a number of biotic scores, for 
example Shannon-Wiener, Berger-Parker and Simpson's index, which were subsequently 
excluded from analysis after preliminary exploration of the data. Therefore, three biotic scores 
were calculated and used as dependent variables in analysis: (i) LIFE score; (ii) BMWP score; 
and (iii) the ASPT (refer to 3.4.2 Ecological indices). In addition, multivariate analysis 
techniques (ordination techniques) were used to derive samples scores for sites using the 
158 
following techniques: (i) correspondence analysis (CA); (ii) detrended correspondence analysis 
(DCA); and (iii) non-metric multidimensional scaling (nMDS) (refer to 3.5 Ordination). 
7.5 Analytical approach 
7.5.1 Data preparation 
Data preparation and analysis was carried out using Microsoft Excel and the Statistical Package 
for Social Sciences (SPSS). Hydrological variables were calculated using macros developed in 
Microsoft Excel and ecological indices were extracted from the LIFE paired dataset (refer to 3.4 
Data management). Variables were assessed for compliance with the assumptions for mUltiple 
regression (Legendre and Legendre, 1998; Tabachnick and Fidell, 2001). Hydrological and 
ecological variables exhibiting variation from a normal (Gaussian) distribution were 
transformed using In(y+l) or using the Box-Cox equation (Box and Cox, 1964; Zar, 1984; 
Legendre and Legendre, 1998). 
A number of data analysis techniques were applied to explore the relationship between 
hydrological variability (quantified by hydrological variables: Appendix 4) and benthic 
macroinvertebrate community (characterised by biotic indices): (i) correlation; (ii) data 
reduction analysis (PCA); and (iii) stepwise multiple linear regression (3.5 Data analysis 
methods). In addition, the relationship between raw ecological community data (log abundance 
family-level macroinvertebrate data) and hydrological variables were explored, structured by 
the previously identified flow regime classes. Ordination techniques were used to dcrive 
samples scores for sites for the following methods: (i) correspondence analysis (CA); (ii) 
detrended correspondence analysis (DCA); and (iii) non-metric multidimensional scaling 
(nMDS). These scores could provide a more robust measure of the community response to 
changes in environmental conditions compared with ecological indices. However, preliminary 
correlation and regression analyses indicated that the relationships between hydrological 
parameters and ordination axis scores were consistently weaker than those recorded for the 
LIFE score, BMWP score and the ASPT. Therefore, ordination scores were excluded from 
further analysis. 
7.6 Results 
The results section is divided into four sections; each investigate the influence of hydrological 
variability on ecological response at the macroscale using different approaches. First, regression 
and correlation analysis of the global model (all sites) are presented. Second, structured by the 
regionalisation regime classes (6.6.1 Regionalisation classification), regression and correlation 
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analysis and the ensuing spatial (between-site and between-region) patterns are presented. 
Third, results of the principal components analysis and the resulting regression analysis are 
explored. Finally, the spatial and temporal (between-year) patterns of correlations and 
regression models, structured by the inter-annual hydrological regime classes (6.6.2 Inter-annual 
hydrological regime classification), are presented. It should be noted that the regionalisation 
and inter-annual classifications are separate analyses; the regionalisation classes are absolute 
(i.e. between stations) whereas inter-annual classes for annual regimes are relative (i.e. between 
years at a station). Thus, river flow regime classes are not interchangeable. 
7.6.1 Global model 
Initial analysis explored the relationship between the hydrological variables and the ecological 
indices (LIFE score, BMWP score and the ASPT) for all sites to produce a global model for all 
sites. Pearson's correlation coefficients were calculated and the five strongest are presented in 
Table 7.1. 
Table 7.1 - Pearson's correlation coefficients for the global model (only the five strongest are 
presented) . ... p < 0.001. See Appendix 4 for definitions of variables. Note MA = Average 
magnitude conditions, DL = Low flow duration. 
LIFE SCORE BMWPsCORE ASPT 
MA SMED 0,604 *** DL D30CVMIN -0.190 *** MA MAR 0.446 *** 
MA MAR 0.5B4 *** DL D90CVMIN -0.141 ~H MA SMED 0.444 *** 
MA SMIN 0.546 *** MA MAR 0.134 *** MA SMAX 0.426 *** 
MA SMAX 0.527 *** DL D7CVMIN 0.127 *** MA ONOV 0.395 *** 
MA OOCT 0.427 **" MA OMAY 0.126 *** MA 025 0.390 *** 
The LIFE score and the ASPT yielded positive relationships with hydrological variables 
describing the magnitude component of the flow regime. In contrast, the BMWP score 
demonstrated correlations with a combination of magnitude indices and variables describing the 
duration oflow flows (Table 7.1). The LIFE score yielded the strongest correlation coefficients 
compared with both the ASPT and the BMWP scores. 
Table 7.2 - Step wise multiple linear regression models for the LIFE score using hydrological 
variables for all sites and by shape, magnitude and composite flow regime classes. See 
Appendix 4 for definitions of variables . ... p < 0.001 
NUMBER OF 
MODEL ADJUSTED R' F RIVERS PREDICTOR VARIABLES PLUS SIGN 
(SAMPLES) 
LIFE SCORE 0.381 442.622 ... 83 (719) +SMED 
BMWPsCORE 0.035 26.785 u_ 83 (719) - D30CVMIN 
ASPT 0.198 178.109 ... 83 (719) +MAR 
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Stepwise linear regression models were developed for each of the ecological indices using 
hydrological variables as the predictor indices (Table 7.2). Although all three models were 
statistically significant, the BMWP global model yielded a poor adjusted R' of 0.035 
incorporating a single duration variable (coefficient of variation of the 30-day minimum flow; 
D30CVMIN) (Table 7.2). The LIFE score global model incorporated a single magnitude 
variable (median annual flow divided by the catchment area: SMED) and produced an adjusted 
R' of 0.381. The resulting scatterplot indicates the nature of this relationship (Table 7.1). The 
global model for the ASPT displayed a more variable relationship with a single magnitude 
variable (mean annual runoff: MAR) (adjusted Rl = 0.198), which can be seen by the spread of 
points in the scatterplot (Figure 7.1 and Table 7.2). 
+ + 
+ 
+ 
+ 
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Figure 7.1 - Scatterplots displaying the relationship between the ecological indices (LIFE score 
and the ASPT) and the selected linear regression model hydrological variable 
7.6.2 Regional hydro ecology within-river flow region models 
The regional flow regime classification highlighted large-scale spatial gradients in river flow 
regimes across the 83 selected sites in England and Wales (Chapter 6). Five magnitude classes 
and three distinct shape classes were identified. These regional flow regime classes will provide 
the structure for exploring the relationships between the ecological indices and the hydrological 
variables. Results of the Kruskal-Wallis test indicated that there were significant differences 
between regional flow regime magnitude, shape and composite classes for the mean values of 
the LIFE score (p < 0.001) and the ASPT (p < 0.001) (Figure 7.2). Pairwise analysis of the 
Kruskal-Wallis test for the regional flow regime composite classes indicated that of the 45 
between group comparisons, significant differences occurred between 33 for the LIFE score, 23 
for the BMWP score and 34 for the ASPT. For the LIFE score, comparisons between low flow 
regime magnitude composite classes (Classes RC'A, RC IB, RC,c, RC,s and RC,c) resulted in 
significant differences. However, there were fewer significant differences between intermediate 
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and high flow regime magnitude composite classes (Classes RC3A, RC3B, RC4A , RC4B and RCSA) 
(Figure 7.2a). This reflects the overlapping LIFE score values particularly for the intermediate 
and high flow regime magnitude composite classes, which contained a small number of sites 
within a limited geographical area (Chapter 6). The BMWP score displayed a more variable 
pattern with a high level of non-significant differences (Figure 7.2b). The ASPT displayed a 
similar pattern to that of the LIFE score, although the level of statistical significance was more 
variable (Figure 7.2c). The LIFE score exhibited a relatively narrow error range (95% 
confidence intervals) for each of the regional flow regime composite classes compared with 
both the BMWP score and the ASPT (Figure 7.2). 
The five strongest Pearson's correlation coefficients between flow and the LIFE score, BMWP 
score and the ASPT are presented for the composite flow regime class in Table 7.3. Correlations 
between standardised hydrological variables and biotic indices were consistently weaker than 
unstandardised versions of the same variables and the former were excluded from further 
analysis. Significant relationships (p < 0.01) were recorded for individual flow regime shape 
and magnitude classes as well as for all composite classes (for example Table 7.3c), although 
these were generally stronger when fewer sites were included in the composite classes. The 
LIFE score yielded the strongest correlation coefficients for five of the ten flow regime 
composite classes while the ASPT yielded the strongest relationships for four composite classes 
(RC]c and RC'B, RC2C and RCSA) (Table 7.3c). The BMWP score only yielded the strongest 
correlation coefficient on one occasion (RC4B). Hydrological variables describing the magnitude 
component of the flow regime consistently produced the most significant (p < 0.05) correlations 
with the LIFE score compared to any of the other flow regime facets (frequency, duration, 
timing and rate of change) (Table 7.3). These magnitude variables also had the strongest 
association with the ASPT when the entire dataset was examined. However, the BMWP score 
exhibited consistently weak correlation coefficients and was more variable in the hydrological 
indices selected. For simplicity, the BMWP score and the ASPT were not considered further in 
the analysis because they consistently yielded weaker relationships (Table 7.3) than the LIFE 
score for the majority of flow regime shape, magnitude and composite classes and were, 
therefore, considered to be less sensitive to flow variability. 
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Figure 7.2 - Error bars displaying the mean and the 95% confidence intervals and the results of 
the Kruskal-Wallis for the (a) LIFE score, (b) BMWP score and (c) the ASPT for the composite 
flow regime classes are presented. 
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Table 7.3 - Pearson's correlation coefficients for composite flow regime classes (only the five 
strongest for each class are presented) . ... p < 0.001; •• P < 0.01; • P < 0.05; NS Not significant. 
See Appendix 4 for definitions of variables. 
LIFE SCORE BMWPsCORE AS PT 
RC1A STDMAXJD 0.779 " Q95MEAN ·0.716 • D30CVMIN ·0.683 • 
MAXDF 0.775 '" 095050 ·0.697 • MINJUNE ·0.663 NS 
DFRANGE 0.774 • MAXSEPT ·0.670 • Q5DF -0.646 NS 
MINJD ·0.681 • 090Q50 ·0.653 NS MAX3 0.603 NS 
CVMINDF -0.661 NS CVDF 0.644NS DFMESEPT -0.592 NS 
Re1B SMED 0.475 H* SMAX 0.207 ** SMED OA03·HI 
MAR 0.438 .. oH D30CVMIN -0.202 ..., MAR 0.391 *** 
PORRYR -0.384 u* MAR 0.184 ** SMAX 0.352 **1< 
PORR -0.383 *",,, Q80 0.181 ... NERR 0.263·Hr 
SMAX 0.357 *** Q90Q50 -0.179** NERRYR 0.262 H* 
RG1C SMAX 0.402 *** MAX9 0,463 *** SMAX 0.534 *"" 
MAR 0.383 *"" MAX6 0.446 *** D7MAX50 0.510"'1< 
SMED 0.373 *** SMAX 0.426 *H Q1DF050 0.508 "** 
STDEVQ 0,360 *** Q1DFQ50 0.418 Hi< D3MAX50 0.504 *** 
QJAN 0.344 *** D7MAX50 0.417*** NERR 0.500 *** 
RC28 DFQ95MEAN -0,457 ***' SMIN -0.227 "* SFV -0.459 **'" 
MAR 0.451 *** SMED -0.192 ** STDEVDF 0.433 *** 
SMED 0.445 *** 025050 0.186 " MAXDF 0.431 """ 
01090DF 0.438 *** Q10DF050 0.180' DFRANGE 0.430 *u 
SMAX 0.432 *** Q5DF050 0.177 .. 010 0.429 "** 
RC2C SMIN 0.299 ' Q95MEAN -0.429 ** 090DF050 -0.444 *** 
SMED 0.298 ' SFI -0.418 ** Q80DF050 -0.434 ** 
MEDMAX 0.283 • Q90Q50 -0.411** 095DF050 -00409 ** 
NERR -0.273 ' Q95Q50 -0.410** 075DFQ50 -0.404 *" 
MAR 0.272 ' Q99Q50 ·0.401 ** D30MIN50 -0402 ** 
RC~A MINJULY -0.701 ** FRE3 0.516 • MAXOCT -0.600 ** 
DAY3MIN -0.689 ** FRE3YR 0.503 ' MAXNOV -0.569 ** 
MINDF -0.687 ** 01090DF 0.491 • DFMENOV -0.564 ** 
QFEB -0.686** CV7JDMAX -0.490 ' MINSEPT ·0.564 • 
DAY7MIN -0.685 ** STDMAXJD -0.4 75' MINNOV -0.563 * 
RC:3B Q95 0.847 *-* MINNOV -0.793 *" FRE3YR 0.730 ' 
090 0.840 ** DFMENOV -0.784 ** FRE3 0.729 * 
Q75 0.816 ** OFES 0.714' DFMENOV -0.727 • 
OJUNE 0.769 ** MAXNOV -0.591 NS 05 0.700 * 
Q99 0.763 ** 080 -0.583 NS MAXNOV -0.697 • 
RC4A SMIN 0.613 *** SMIN -0.495 ** MEMAXJD -0.487 ** 
MAX9 -0.603 ** MAXFES 0.482 ** Ql -0.485 ** 
DFMEJAN -0.597 ** DFMEDMAX 0.468 ** STDEVQ -0.480 ** 
MAXAPR -0.594 ** CVDF 0.462 ** PORR -0.461 • 
MAX6 -0.562 ** MAXAPR 0.447 ** PORRYR -0.460' 
RC4B QSEPT 0.886 ** STDMAXJD -0.921 ** Q25050 0.762 * 
MAXJUNE 0.872 ** D30CVMIN -0.830 ** D3CVMIN 0.727 • 
DFMEJUNE 0.844 ** D7CVMIN -0.769 • D7CVMAX 0.721 .. 
MINDEC 0.817 ** MMID -0.737 ' 010Q90 0.695 • 
D30CVMIN 0.813 ** MINAUG -0.733 ' STDEVO 0.692 ' 
RCSA Q50DF -0.861 *** DFMENOV -0.748 ** Q50DF -0.868 *** 
MAXAUG -0.823 ** CVDF -0.723 ** MAXAUG -0.815 ** 
075DF -0.749 ** MAXAUG -0.662** Q75DF -0.719** 
010Q90 0.726 ** DFMEMAY -0.662 ' MDF -0.708 ** 
080DF -0.715 ** MINMAY -0.632 • TOTALVOL -0.707' 
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Stepwise multiple linear regression models usmg flow regime indices as predictors were 
developed for the LIFE score, structured by the regional flow regime classes. Significant models 
(p < 0.01) were developed for the long-term flow regime for flow regime shape, magnitnde and 
composite classes (Table 7.4). 
Table 7.4 - Stepwise multiple linear regression models for the LIFE score using hydrological 
variables for all sites and by shape, magnitude and composite flow regime classes. See 
Appendix 4 for definitions of variables . ... p < 0.001; •• P < 0.01; • P < 0.05 
NUMBER OF 
MODEL ADJUSTED~ F RIVERS PREDICTOR VARIABLES PLUS SIGN 
(SAMPLES) 
(A) ALL SITES 
0.381 442.622 .. , 83 (719) +SMED 
(B) MAGNITUDE 
RM1 0.357 214.115'" (42) 387 +SMED 
RM, 0.209 67.249 "It** (29) 252 + Q1090DF 
RM, 0.259 11.136 H (5) 30 -CVDF 
RM, 0.183 9.291 .. (5) 38 + NERRYR 
RMs 0.716 28.722 *** (2) 12 - Q50DF 
(c) SHAPE 
RSA 0.300 30.544 *** (11) 70 -QFEB 
RSa 0.411 334.010 .. , (52) 479 +SMED 
RSc 0.137 14.452 H, (20) 170 + SMED-CVDF 
(D) COMPOSITE 
RC'A 0.551 10.830 ' (1) 9 + STDMAJD 
RC1B 0.431 100.119'" (28) 267 + SMED - Q50DF 
RC,c 0.231 17.538 .. , (13)111 + SMAX- 080 
RC,s 0.204 50.297 *** (22) 193 -DFQ95MEAN 
RC,c 0.151 6.172 .. (7) 59 + SMIN + MEDMAX 
RC'A 0.463 17.389 .. (4) 20 - MINJULY 
RC,s 0.683 20.389 .. (1) 10 + 095 
RC'A 0.353 16.250 .. , (4) 29 + SMIN 
RC,s 0.755 25.636 .. (1) 9 + OSEPT 
RCsA 0.716 28.722 .. , (2) 12 - 050DF 
Models developed for the regime magnitude classes incorporated single hydrological variables 
and yielded adjusted R' values between 0.183 and 0.716 (Table 7.4b). However, the higher 
adjusted R2 values were associated with class RM5 that only contained 12 ecological samples 
from two river sites (Table 7.4b). Variables describing the magnitude component of the flow 
regime were incorporated into most models except from RM4 (intermediatelhigh magnitude 
sites), which incorporated a rate of change variable (NERRYR) (Table 7.4b). Significant models 
(p < 0.001) were developed for the flow regime shape classes incorporating flow magnitude 
variables (Figure 7.3b and Table 7.4c). However, the model for late-peaking sites (RSc - late 
peaking sites) did not produce a strong model coefficient despite incorporating two variables. 
This may reflect the hydrological nature of the predominantly groundwater sites. Additionally 
the hydrological year selected for this analysis (August - July) may not reflect the groundwater 
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hydrological year, which can be extended due to the storage capacity of these sites. Across the 
composite classes, the adjusted R2 values varied between 0.151 and 0.755 (Table 7.4d and see 
examples in Figure 7.3c/d). With the exception of class RCJB, RC,c and RC2c, only one variable 
was included in the models for the composite classes following analysis for redundancy and 
multicollinearity (Table 7.4). Magnitude variables were consistently incorporated into all of the 
models (total number of variables = 23: 20 = magnitude; 0 = frequency; 1 = duration; 1 = 
timing; and 1 = rate of change). 
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Figure 7.3 - Scatter plots of the LIFE score against flow regime indices with regression lines for: 
(a) all sites (global model) (R2 = 0.381); (b) flow regime shape class RSA (R2 = 0.310); (cJ flow 
regime composite class RC3B (R2 = 0.683); and (d) flow regime composite class RCSA (R = 
0.741). 
7.6.3 Inter-annual hydroecological associations 
The relationships between the inter-annual hydrological regime classes (Chapter 6) and the 
ecological macroinvertebrate communities were explored. Three distinct magnitude (lA, - lAJ) 
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and three shape (IAA - lAc) inter-annual flow regime classes were identified. Clear temporal 
(between-year) and spatial (between-site and between-region) patterns in the hydrological 
regimes are demonstrated. Preliminary analysis of the homogeneity of variances using the 
Levene's test suggested that the Kruskal Wallis test should be applied. Results demonstrated 
that there were significant differences between inter-annual flow regime shape, magnitude and 
composite classes for the mean values of the LIFE score (p < 0.001: Figure 7.4a) and the ASPT 
(p < 0.001: Figure 7.4c), whereas there were no significant differences between the inter-annual 
classes and the BMWP score (Figure 7.4). Pairwise Kruskal-Wallis analysis between the inter-
annual composite classes indicated that of the 36 between group comparisons, significant 
differences occurred between 16 for the LIFE score (Figure 7.4a), one for the BMWP score 
(Figure 7.4b) and 15 for the ASPT (Figure 7.4c). LIFE scores for the early peaking classes (IAA) 
exhibit a wider range in LIFE scores compared with the intermediate- (lAB) and late- (lAc) 
peaking classes (Figure 7.4a). There was little structure observed in the pairwise differences 
between the composite classes for the BMWP score (Figure 7.4b). In marked contrast, the 
ASPT displayed a similar pattern to that of the LIFE score, although the level of significance 
was more variable (Figure 7.4c). 
Figure 7.4a - c shows the error bar graphs of the different ecological indices for the inter-annual 
hydrological composite classes. There appears to be a decreasing gradient in both LIFE scores 
and the ASPT from early-peaking (IAA) sites through to late-peaking (lAc) sites (Figure 7 Aa 
and Figure 7.4c). The means for the LIFE score and the ASPT indicate that values of the index 
differ between composite classes (Figure 7Aa and Figure 7.4c), while means for the BMWP 
score are relatively similar (Figure 7Ab). For all ecological indices, there is a degree of overlap 
between some of the composite classes indicating that group means are similar for these classes. 
For early peaking composite classes (IAA) there appears to be a relatively large variation for the 
ecological indices. The intermediate- (lAB) and late- (lAc) peaking classes exhibit relatively 
narrow ranges in error values for each of the ecological indices (Figure 7.4a). 
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Figure 7.4 - Error bars displaying the mean and the 95% confidence intervals and the results of 
the Kruskal-Wallis for the (a) LIFE score, (b) BMWP score and (c) the ASPT for the inter-annual 
composite flow regime classes are presented. 
The five strongest Pearson's correlation coefficients between flow and biotic indices are 
presented for the whole data set and by inter-annual flow regime class in Table 7.5 and Table 
7.6, respectively. Significant relationships (p < 0.05) were recorded for individual inter-annual 
flow regime shape, magnitude and composite classes. The LIFE score yielded the strongest 
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correlation coefficients for all of the inter-annual magnitude and shape classes and for seven of 
the nine inter-annual flow regime composite classes (Table 7.5 and Table 7.6). The ASPT 
yielded the strongest relationships for two composite classes (lA3C and IA1A) while the BMWP 
consistently produced weaker correlation coefficients for all of the magnitude and shape classes 
and for seven of the nine composite classes (Table 7.6). 
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Figure 7.5 - Scatterplots showing the relationship between the LIFE score and the hydrological 
variables. Adjusted R2 = (a) 0.458; (b) 0.388; (c) 0.461; and (d) 0.378. 
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Table 7.5 - Pearson's correlation coefficients for all sites and magnitude / shape inter-annual 
flow regime classes (only the five strongest for each class are presented) . ... p < 0.001;·· p < 
0.01;' P < 0.05; NS Not significant 
LIFE SCORE BMWPSCORE AS PT 
(A) GLOBAL MODEL 
SMED 0.604 ;oH D30CVMIN -0.190 *** MAR 0.446 *** 
MAR 0.584 *** D90CVMIN -0.141*** SMED 0.444 *** 
SMIN 0.546 *** MAR 0.134 H* SMAX 0.426 *** 
SMAX 0.527 *** D7CVMIN 0.127 *** ONOV 0.395 *** 
OOCT 0.427 *** OMAY 0.126 *** 025 0.390 *** 
(B) MAGNITUDE CLASSES 
lA, MAR 0.678 *** MAX9 0.249 *** MAR 0.531 *** 
SMED 0.675 *** MAX6 0.244 *** SMAX 0.526 *** 
SMAX 0.649 Hi, OMAR 0.236 It •• SMED 0.516 *** 
SMIN 0.573 H* 010 0.230 u l> 010 0.449 *** 
ONOV 0.416 *** 05 0.228 *** 025 0.448 *** 
lA, SMED 0.625 *H MEDDF 0.214 ** ONOV 0.386'''''* 
MAR 0.619 ,,** DFBFI 0.198 ** SMED 0.380·** 
SMAX 0.573 *** NCRR 0.184** OOCT 0.365 *** 
SMIN 0.550 *** BASEFLOW 0.181 ** OJAN 0.361 *** 
ONOV 0.472 *** AMINDF 0.178** MAR 0.361 *** 
lA, SMED 0.504 *** 080 0.140 .. MAR 0.330 *** 
MAR 00498 *** OMAY 0.136' SMED 0.321 *** 
SMAX 0.444 *** DFBFI 0.124* SMAX 0.311 *** 
SMIN 0.442 *** OJUNE 0.122 NS MAXFEB 0.289 *** 
OAUG 0.280 *** BASEFLOW 0.118NS MAX6 0.271 "** 
(c) SHAPE CLASSES 
lA< SMAX 0.686 *** D7CVMIN -0.370 ** MAXOCT 0.498 *** 
MAR 0.676 *** AMINDF 0.349·* NERR 0.492 *** 
SMED 0.660 *** D30CVMIN ~O.344 ** NERRYR 0.490 *** 
SMIN 0.651 *** MAXJD 0.340 ** D3CVMIN ~0.480 *** 
MAXOCT 0.594 *** D3CVMIN ·0.310 ' D7CVMIN ~0.471 *** 
lA, SMED 0.616 ** .. D30CVMIN -0.176"* SMED 00400 *** 
MAR 0.613 *** OMAY 0.144** MAR 0.397 *** 
SMAX 0.579 *** MAX6 0.139 ** SMAX 0.369 *** 
SMIN 0.530 *** MAX9 0.138 ** ONOV 0.358 *** 
QOCT 0.386 *** OAPR 0.132** QOCT 0.350 *** 
lAc SMED 0.534 *** OMAR 0.188** MAR 0.421 *** 
MAR 0.516 *** STDEVO 0.186 ** SMED 0.421 *** 
SMIN 0.467 .. ,... 05 0.181** SMAX 0.403 *** 
SMAX 0.440*** 010 0.180 ** 050 0.314 *** 
OSEPT 0.330 *** MAXO 0.180 ** SMIN 0.312 *** 
Hydrological variables describing the magnitude component of the flow regime consistently 
produced the most significant (p < 0.01) correlations with the LIFE score and the ASPT 
compared to any of the other flow regime facets: frequency, duration, timing and rate of change 
(Table 7.5 and Table 7.6). The BMWP score exhibited weak correlations with most indices and 
no consistent relationships could be determined. Example scatterplots are presented in Figure 
7.6. The ASPT and BMWP score were not considered further in the analysis because, as with 
the regionalisation classes, they yielded weaker relationships than the LIFE score for the 
majority of the inter-annual flow regime shape, magnitude and composite classes. 
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Table 7.6 - Pearson's correlation coefficients for flow regime composite classes (only the five 
strongest for each class are presented) . ••• p < 0.001;·· p < 0.01;· p < 0.05; NS Not significant. 
LIFE SCORE BMWPsCORE ASPT 
(D) COMPOSITE CLASSES 
IA1A NERR 0.823 *** CV7JDMIN 0.507 * NERR 0.795 *** 
SMAX 0.793 *** D7CVMIN ·0.499 ' D7CVMIN -0.754 *** 
MAR 0.785 *** NCRRYR -0.494 ' MAR 0.743 *** 
SMED 0.773 *** D3CVMIN -0.489 ' SMAX 0.736 *"'* 
PORRYR -0.734 *** AMINDF 0.452 ' SMED 0.727 *** 
IA1S MAR 0.699 *** S100 0.280 ** SMAX 0.411 *** 
SMED 0.692 *** 05MEAN 0.272 ** MAR 00403 *** 
SMAX 0.685 *** HAMAX 0.266 ** SMED 0.392 *u 
SMIN 0.617 *** S80 0.264 ** ONOV 0.354 *** 
PORR -0.439 *** 05050 0.255 ** MAX9 0.351 *** 
tA1c MAR 0.589 *** OMAR 0.372 **" MAR 0.550 *** 
SMED 0.589 *** 010 0.369 *** SMAX 0.534 u* 
SMAX 0.527 *** 05 0.364 *** SMED 0.529 *** 
SMIN 0.484 *** 025 0.360 HI< 050 0.412 *** 
OJULY 0.376 *** AMAX 0.358 *** 025 0.410 *** 
lA", SMAX 0.780 *** 025050 0.436 ' FRE1 -0.554 ** 
FRE1 -0.734 *** MAXJD 0.397 ' LPC 0.553 ** 
LPC 0.733 *** SK1 0.369 NS FRE1YR -0.340 ** 
FRE1YR -0.731 *** S50 0.362 NS MAXNOV 0.498 ** 
MAR 0.718 *** CVMAXDF 0.349NS CV7JDMAx OAB5 ** 
IA2B SMED 0.645 *** DF05MEAN -0.250 ' OAPR 0.462 *** 
MAR 0.617 *** DFBFI 0.241 ' 075 0.439 *** 
SMAX 0.560 *** STDMAJD -0.231 ' OSEPT 0.433 *** 
SMIN 0.521 *** D3CVMIN -0.223 ' 050 0.433 *** 
MAXNOV 0.511 *** BASEFLOW 0.220 ' 090 0.432 *** 
IAzc SMIN 0.444 *** NCRR 0.198NS PORRYR ·0.289 ** 
SMED 0.423 *** MAXAUG -0.164NS PORR ·0.287 ** 
MAR 0.411*** D30CVMIN -0.162 NS D3CVMIN -0.211 NS 
SMAX 0.310 ** FRE3 0.159NS 080 -0.204 NS 
D3CVMI -0.260 ' SMIN -0.159 NS D7CVMIN -0.198 NS 
lA" DFQ5MEAN ·0.830 ** D30CVMAX 0.806 ** D30CVMIN ·0.848 ** 
D30CVMIN -0.733 ' MEMINJD 0.770 ** D7CVMIN ·0.834 ** 
D7CVMAX 0.722 ' 010090 -0.761 • DFBFI 0.804 ** 
075050 0.715' DF095MEAN 0.719' AMINDF 0.796 ** 
090050 0.669 ' AMINDF 0.709 * D3MIN50 0.789 ** 
1A3B MAR 0.577 *** D30CVMIN ·0.203 ** MAR 0.396 *** 
SMED 0.554 *** OMAY 0.181** SMAX 0.378 *** 
SMAX 0.551 *** D90CVMIN ·0.179' SMED 0.367 *** 
SMIN 0.475 *** OJUNE 0.164 ' OOCT 0.288 *** 
PORRYR ·0.397 *** BASEFLOW 0.155 ' QNOV 0.286 *** 
1A3C SMED 0.453 *** FRE1YR ·0.371 ** SMAX 0.339 ** 
MAR 0.402 ** FRE1 ·0.365 ** Q20080 ·0.327 ** 
OMAY 0.349 ** MAXAUG -0.278 ' SMED 0.312 ' 
ODEC 0.340 ** DFMEAUG -0.255 ' MAR 0.312 ' 
Q50 0.338 ** MAXMAR -0.241 NS FRE1 -0.310 ' 
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Figure 7.6 - Scatter plots showing the relationship between the LIFE score and the hydrological 
variables. Adjusted R2 = (a) 0.483; (b) 0.609; (c) 0.410; and (d) 0.690. 
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Stepwise multiple linear regression models using flow regime indices as predictors were 
developed for the LIFE score. Significant models (p < 0.01) were developcd for all of the inter-
annual flow regime shape, magnitude and composite classes (Table 7.7). The adjusted R2 varied 
between 0.251 and 0.458 for the models for the separate inter-annual magnitude classes. The 
hydrological variables represented the flow magnitude component of the hydrological regime 
(Group I Indices of Hydrologic Alteration). The inter-annual shape classes used the same 
variable (specific annual median flow: SMED) and produced models with adjusted R2 values 
between 0.283 and 0.461. Across the composite classes, the adjusted R2 values varied between 
0.188 and 0.660 with only one variable selected for each model following analysis for 
redundancy and multicollinearity. All of the variables incorporated into the flow regime 
magnitude and shape classes regression models were variables involving the catchment area 
(mean annual runoff: MAR, specific minimum flow: SMIN, specific median flow: SMED and 
specific maximum flow: SMAX) describing the flow magnitude component of the hydrological 
regime (Table 7.7b/c). The majority of the regression models for the composite classes 
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demonstrated relationships with flow magnitude indices, with the exception of IAIA which 
incorporated a rate of change variable (NERR) and rAJA, which integrated a duration variable 
(DFQ5MEAN) (Table 7.7d). 
Table 7.7- Summary of inter-annual hydroecological models calculated for: (a) al/ sites; (b) 
magnitude classes; (c) shape classes; and (d) composite classes. 
NUMBER OF 
MODEL ADJUSTED R' F RIVERS PREDICTOR VARIABLES PLUS SIGN 
(SAMPLES) 
(A) GLOBAL MODEL 
0.381 442.622 ••• 719 +SMED 
(B) MAGNITUDE 
lA, 0.458 207.030 H. 245 + MAR 
lA, 0.388 138.008 ... 217 +SMED 
lA, 0.251 86.999 *** 257 +SMED 
(c) SHAPE 
IAA 0.461 49.675 "It** 58 +SMAX 
IAs 0.378 235.796 H. 387 +SMED 
lAc 0.283 108.710 H. 274 +SMED 
(D) COMPOSITE 
IA'A 0.660 37.831 *** 20 + NERR 
lA,s 0.483 96.278 *** 103 + MAR 
IA,e 0.342 63.883 **" 122 + MAR 
IA'A 0.594 40.461 ... 28 +SMAX 
lA,s 0.410 71.117 *** 102 +SMED 
IA,e 0.188 20.868 *** 87 +SMIN 
IA'A 0.651 17.771 H 10 - DFQ5MEAN 
lA,s 0.329 89.630 *** 182 + MAR 
IA,e 0.193 16.266 *** 65 +SMED 
7.7 Reduction of hydrological variables 
PCA was applied to identify a reduced set of hydrological indices to explain a dominant 
proportion of the variation in the hydrological variables while representing the population and 
reducing multicollinearity between variables. The results from the PCA are presented in Table 
7.8, where the first four of the eight statistically significant principal component axes are 
presented. peA for the global model (all sites) explained 73.9% of the hydrological variation, 
from 71.5% to 73.0% for the three flow regionalisation shape classes and from 72.5% to 76.8% 
for the three flow inter-annual shape classes. Figure 7.7 presents the two-dimensional 
ordination illustrating the major patterns of inter-correlation among the 201 hydrological indices 
for the global model of 83 rivers. The correlation between any two indices is related to the 
cosine of the angle between their index-axes, i.e. between the vectors joining the origin and the 
index positions in Euc1idean space (Olden and Poff, 2003). 
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Table 7.B - Results from the principal component analysis on the correlation matrix of the 201 
hydrologic indices based on 83 sites divided into flow regime classes 
PRINCIPAL COMPONENT 
(% VARIANCE EXPLAINED) TOTAL 
1/ III IV 
(A) GLOBAL MODEL 
43.82 19.21 5.96 4.89 73.88 
(8) RUNOFF SHAPE CLASSES 
RSA 41.46 15.40 7.81 6.86 71.53 
RSB 43.06 16.10 6.63 5.72 71.52 
RSc 40.35 19.26 8.08 5.31 73.00 
(C) INTER-ANNUAL SHAPE CLASSES 
IAA 44.93 18.78 7.83 5.24 76.78 
lAB 44.26 14.99 7.78 5.45 72.49 
lAc 39.28 20.88 8.21 4.95 73.31 
The results of the peA provide statistical- and ecological-based recommendations for the 
selection of indices to be employed in linear regression analysis for the global model and 
models structured by flow regime classes. These results demonstrate that the total number of 
indices can be reduced from the original 20 1 to four indices (i.e. first index for each principal 
component axis in Table 7.9) that describe the dominant patterns of hydrological variability. 
Figure 7.7 demonstrates that the degree of correlation among the hydrological indices varies 
greatly. This reflects their original calculation methodological approaches, for example several 
indices are derivatives of others. Hydrological indices representing magnitude, frequency and 
duration of the flow regime are displayed in Table 7.9. However, variables representing either 
the timing or rate of change of events are not included. This does not imply that these two facets 
are not ecologically important and instead suggests that these indices represent a portion of the 
total variation that is not represented by the other hydrological variables. Therefore, an objective 
approach to variable selection should be considered. 
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1 = qaug, 2 = qsept, 3 = qoct. 4 == qnov, 5 = qdec, 6 = qjan, 1 = qfeb, 
8 = qmar, 9 := qapr, 10:= qmay, 11 = qjune, 12 = qjuty, 13 == q5, 14:::: 
ql0, 15 = q20, 16 = q25, 17 = q50, 18 = q75, 19 = qaO, 20 = q90, 21 
= q95, 22 = q99, 23 = ql0q90, 24 = q20q80, 25 = q25q75, 26 = maxq, 
27 == minq, 28 == stdevq, 29 == evenn, S0 :::: mmd, 31 :::: mar, 32::: $100, 
33 = s80, 34 = s50, 35 = ski, 36 = sk2, 37 = amin, 38 = bfi, 39 = 
srnin, 40 ::: amax, 41 = lfi, 42 = hamax, 43 :::: ffi, 44 ::: smax, 45 =:; 
q95mean, 46 = q5q50, 47 = ql0q50, 48 = q20q50, 49 = q25q50, 50 = 
q75q50, 51 = q90q50, 52 = q95q50, 53 = q99q50, 54 = max3, 55 = 
max6, 56 = ma,g, 57 = hf, 58 = lrel, 59 = fre3, 60 = fr.lyr, 61 = 
fre3yr, 62 = ismed, 63 =: smed, 64 ::: lpc, 65 ,: Ipcyr, 66 = q5mean, 67 
::: stdevq, 68 =:; stdevmin, 69 ::: stdevmax, 70 == madq, 71 =:; mmid, 72 ::: 
mmad, 73 = cvannq, 74 ::: cvannmin, 75 ,: evannmax, 76 == q1, n ::: 
medmin,78 :::: medmax, 79 :::: minaug, 80 ::: minsept. 81 :::: minoct, 82 ::: 
minnov, 83 ::: mindec, 84 ::: minjan, 85 == minfeb, 86 ;:: minmar, 87:::: 
minapr, 88::: minmay, 89 == minjune, 90 = minjuly, 91 == cvmindf, 92:::: 
maxaug, 93 :::: maxsept, 94 ::: maxoct, 95 = maxnov, 96 ::: maxdec, 97 
::: maxjan, 98::: maxfeb, 99::: maxmar, 100 = maxapr. 101 :::: maxmay, 
102 = maxjune, 103 =:; maxjuly, 104 == cvmaxdf, 105 = mdf, 106 :::: 
meddf, 107::; stdevdf, 108:::: maxdf, 109::: mindf, 110::: cvdf, 111 ::: 
qldf, 112 = q5df, 113 = q10df, 114 = q20df, 115 = q25df, 116 = 
q50df, 117 = q75df, 118 = q80df, 119 = q90df, 120 = q95df, 121 = 
q99df, 122 = ql090df, 123 = q2080df, 124 = q2575df, 125 = skdf, 126 
= skdfq50, 127;::; maxjd, 128 ;:; minjd, 129::: cv7jdma, 130 :::: cv7jdmi, 
131 ::: memaxjd, 132::: stdmaxjd, 133 == meminjd, 134::: stdminjd, 135 
;::; day3min, 136::: day3max, 137 = day7mio, 138 = day7max, 139 == 
day30min, 140 ::: day30max, 141 ::: day90min, 142::: day90max, 143 
"" d3max50, 144:::: d7max50, 145 ::; d30max50, 146 == d3min50, 147 = 
d7min50, 148::: d30min50, 149::: dfmeaug, 150 :;: dfmesept, 151 ::: 
dfmeoct, 152 ::: dfmenov, 153 ::: dfmedec, 154 ::: dfmejan, 155 ::: 
dfmefeb, 156;::; dfmemar, 157:::: dfmeapr, 156 == dfmemay, 159 ;::; 
dfmejun, 160;::; dfmejul, 161 ::; amindf, 162::: amaxdf, 163 ::: dfbfi, 164 
::: dfmedmin, 165 = dfmedmax, 166::: baseflow. 167::: mediff, 168 :::: 
stddlff, 169 ::: parr, 170 == nerr, 171 = nerr, 172 = porryr, 173 :::. nerryr, 
174 = ncrryr, 175::: totalvol, 176 ::: bfv, 177::: medaf2, 178 = mamfdf, 
179 = Ifidf, 180 = dfsl00, 181 = dfrange, 182 = qldfq50, 183 = 
q5dfq50, 184 = q10df50, 185 = q20dfSO, 186 = q25df50, 187 = 
q75df50, 188 = q80df50, 189 = q90df50, 190 = q95dfSO, 191 = 
q99df50, 192 = dfq95mean, 193::: dfqSmean, 194:::: d3cvmin, 195 == 
d3evmax, 196 = d7cvmin, 197 == d7c:vmax, 198 ::: d30cvmin, 199 = 
d30cvmax, 200 == d90cvmin, 201 == d90cvmax 
Figure 7,7 - Ordination from the principal component analysis of the global model (83 river sites) based on 201 hydrological indices, Correlations between indices 
are interpreted as the cosine of the angle between their index-axes (i.e, between the vectors joining the origin and the index positions in Euclidean space), and not 
the proximity between the apices of their axes (i,e, the distance between the index locations in Euclidean space), Definitions of the hydrological variables are 
presented in Appendix 4 
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Table 7.9 - Hydrological indices (placed in descending order from top to bottom) exhibiting the largest absolute loadings on the first four statistically significant 
principal components for the global model (alf sites), regional flow regime shape classes and flow regime inter-annual shape classes. See Appendix 4 for 
definitions of hydrological variables. 
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SMED 
MAR 
SMIN 
AMINDF 
D3MINSO 
MA MADQ 
MA TOTALVOL 
MA MDF 
MA Q20DF 
MA Q25DF 
OH DAY90MAX 
MA DFMEDMAX 
MA MMAD 
MA Q1 
MA Q10DF 
MA 05DF 
OH DAY30MAX 
MA STDEVDF 
MA 01DF 
OH DAY7MAX 
ML BASEFLOW 
DH FFI 
OL DFQ95MEAN 
ML DFBFI 
ML SFI 
MA Q1090DF 
MA Q5DFOSO 
MA Q10DF050 
OH D90CVMAX 
OH D30CVMAX 
lAB 
MA MADQ 
MA TOTALVOL 
MA MDF 
MA 020DF 
OH DAY90MAX 
MA OZ5DF 
MA Q100F 
MA QSDF 
MA Q1 
OH DAY30MAX 
MH MMAD 
ML QSODF 
MA DFMEDMAX 
MA Q1DF 
MA STDEVDF 
DL DFQ9SMEAN 
ML SASEFLOW 
MA Q1090DF 
ML DFBFI 
MA Q20BODF 
MA SK2 
MH HF 
MA QSQSO 
MA OFS100 
OH D3MAXSO 
MA 
ML 
lAc 
QSODF 
MMID 
ML DFMEDMIN 
MA TOTALVOL 
MA MDF 
MA MADQ 
MA Q2SDF 
MA Q75DF 
MA OSODF 
MA QZODF 
ML MINAPR 
OL DAY90MIN 
ML MINMAR 
OL DFQ9SMEAN 
ML BASEFLOW 
MA CVANNQ 
OH DFQSMEAN 
MA Q1090DF 
MA CVDF 
ML OFBFI 
MA 
MA 
MA 
MA 
MA 
MAR 
SMAX 
SMEO 
Q250S0 
Q200S0 
Table 7.10 - Stepwise multiple linear regresion models for the different flow regime classes 
usingPCA. 
NUMBER OF 
MODEL ADJUSTED R' F RIVERS PREDICTOR VARIABLES PLUS SIGN 
(SAMPLES) 
(A) GLOBAL MODEL 
0.111 90.423 11*'1< 83 (719) +DFMEDMAX 
(8) RUNOFF SHAPE CLASSES 
RSA 0.240 22.750 ... 11 (71) -DAY30MAX 
RSB 0.411 334.010 ••• 52 (479) +SMED 
RSc 0.104 20.568 ... 20(170) +SMED 
(c) INTER-ANNUAL SHAPE CLASSES 
IAA 0.265 21.525/1*· (58) + DFMEDMAX 
lAB 0.121 54.304 ... (387) + DFMEDMAX 
lAc 0.283 108.710 ••• (274) +SMED 
Subsets of 25 indices with the highest absolute loadings on the significant principal component 
axes for the global model and for each hydrological regime class were selected for further 
analysis. The reduced sets of indices were entered as predictor variables in stepwise linear 
regression with the LlFE score as the dependent variable (Table 7.4). All of the models (apart 
from RSA - Early peaking sites) selected magnitude indices describing the median of the annual 
flow (SMED and DFMEDMAX) for the predictor variable. Models for the flow regime classes 
yielded a higher R' than the global (all sites) model. However, in comparison with the original 
global and composite models (Table 7.2 and Table 7.4), the peA variable regression models 
were consistently weaker (lower r). 
7.8 Discussion 
This chapter has explored the in stream macro invertebrate community responses to variation in 
the hydrological regimes at 83 river sites across England and Wales. In addition, the analysis of 
hydro ecological relationships has been structured by regionalisation (between-site) and inter-
annual (between-year) flow regime classes identified in chapter 6. The previous chapter 
highlighted the importance of examining the hydrological relationships at both long-term 
(regionalisation: 1980 - 2000) and inter-annual scales because of the inherent variability in flow 
within- and between-years. 
The structure and function of lotic ecosystems is inextricably linked to the spatial and temporal 
patterns of instream flow variability across a wide range of scales (e.g. Poff et aI., 1997). This 
theory underlies much of the current research and environmental management strategies (e.g. 
Verdonschot, 2000). While it is acknowledged that small-scale biotic interactions, for example 
predation and competition, influence instream community organisation at local scales, larger 
scale abiotic factors drive the instream habitat community structure (Hart and Finelli, 1999; 
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Lytle and Poff, 2004). The global regression model incorporated a single magnitude variable 
(specific median flow: SMED), which explained up to 38% of the variance in the LIFE score. In 
previous studies, SMED was a significant variable in explaining water chemistry at multiple 
sites across New Zealand (Biggs, 1990; Close and Davies-Colley, 1990). 
7.8.1 Regionalisation flow regime classes 
Detailed examination of the regional flow regime magnitude, shape and composite classes using 
pairwise Kruskal-Wallis analysis demonstrated that rivers characterised by different flow 
regimes support macroinvertebrate communities with significantly different LIFE scores. This 
was most obvious for low flow regime magnitude composite classes (Classes RC 1A - RC2c) 
where thcre was very little overlap in the raw LIFE score values compared to the intennediate 
and high flow regime magnitUde composite classes (Classes RC3A - RCSA) (Figure 7.2). This 
reinforces the need to understand the spatial and temporal hydrological variability (Richter et 
aI., 1996; Poff et al., 1997; Hannah et al., 2000; Bower and Hannah, 2002; Bower et al., 2004), 
even within a relatively small geographical areas such as England and Wales, before 
consideration of its influence upon instream ecology. 
Correlation analysis and the development of regression models indicated that the LIFE score 
consistently yielded the strongest relationships with flow parameters than the ASPT and the 
BMWP score. However, the ASPT did appear responsive to changes in regime for most 
composite classes, which probably reflects the interrelated nature of water quality and river 
discharge, for example increased dilution/aeration capabilities during higher flow years 
compared to drought conditions (Parr and Mason, 2003). In addition, it has been noted that 
invertebrate taxa associated with higher flows are generally the most sensitive to organic 
pollution in the UK (Extence and Ferguson, 1989). 
The development of stepwise multiple linear regression models indicated that a significant 
amount of the variance in the LIFE score of 83 rivers in England and Wales could be explained 
by a small number « 2) of hydrological variables. This demonstrates the very high level of 
redundancy among hydrological parameters (c.f. Olden and Poff, 2003) and the robustness of 
the methodology employed in this study to overcome it. Following the flow regime 
classification procedure, between 18% and 72% of the ecological variance could be explained 
for the regime magnitude classes, 14% and 41% within the regime shape classes, and 15% and 
76% within the composite classes. The results of this linear regression are comparable to those 
reported by Clausen and Biggs (1997) for rivers in New Zealand, where a single flow variable 
(FRE3 - frequency of high flow events greater than three times the median discharge) 
accounted for between 41 % and 52% of the variance in periphyton communities (25 sites), and 
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between 14% and 36% of the variance in the rnacroinvertebrate communities (62 sites). In 
marked contrast to previous studies, the results of the research within this thesis indicates that 
the flow magnitude ('Group 1 - magnitude of monthly water conditions' and 'Group 2 -
magnitude and duration of annual extreme water conditions' of the Indicators of Hydrologic 
Alteration: Richter, et al., 1996, 1998) were the 'best' predictors of macroinvertebrate 
community response to flow in England and Wales. The predominance of these variables within 
hydroecological models may reflect the variable temperate maritime climate of England and 
Wales and the absence of intermittent and snowmelt dominated riverine systems within the 
datase!. The importance of the magnitude variables within the regression models indicates that 
the year-to-year variability around median flow conditions is crucial to the composition of the 
instream community for perennial temperate maritime rivers in England and Wales. The 
significance of variables incorporating the catchment area, for example SMED, SMIN, MAR 
and SMAX, suggest that the size/area of the catchment is particularly important in determining 
the ecological response of some systems. 
Principal components analysis identified clear patterns of multicoIlinearity between the 
hydrological variables (see 7.7 Reduction of hydrological variables). The results of the peA 
identified similar patterns of variables as those of Olden and Poff (2003) who explored patterns 
of redundancy between hydrological variables between 420 streams across the continental USA. 
The poor performance of the resulting linear regression models in this study indicated that flow 
variables explaining the greatest amount of hydrological variation did not necessarily explain 
the greatest amount of ecological variation. 
The specific median discharge (SMED - which incorporates median flow and catchment area) 
was found to be the 'best' descriptor of the macroinvertebrate community for the two largest 
regime shape classes (RSB ~ 52 rivers; RSc ~ 20 rivers) and for all sites when all hydrological 
variables were considered. However, this variable has only been used in one previous 
investigation (Biggs 1990), where it was found to be a good discriminator between the 
taxonomic composition of periphyton communities and periphyton biomass for 91 sites in New 
Zealand. The relatively weak models produced for regime shape RSc was surprising given that 
all of the rivers receive a significant groundwater contribution and, as a result, have very stable 
flow regimes, superstable or stable groundwater (Olden and Poft; 2003). Previous research on 
groundwater-dominated rivers in England has indicated that the ecology responds strongly to 
changes in flow regime associated with floods and droughts (Wood and Armitage 2004; Wright 
et al. 2004). However, these studies were confined to single catchments and at a broader scale, 
these systems may respond to different hydrological variables. 
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7.8.2 Inter-annual flow regime classes 
Results of the pairwise Kruskal-Wallis analysis demonstrated that years characterised by 
different flow regimes support statistically significantly different macro invertebrate 
communities (identified using the LIFE score and the ASPT). Variability in the range of the 
95% confidence intervals for the LIFE score for each of the inter-annual composite classes 
decreased bctween the inter-annual shape classes (Figure 7.4a). Correlation analysis and the 
development of regression models indicated that the LIFE score yielded the strongest 
relationships with flow parameters for each of the inter-annual shape and magnitude classes, and 
for seven of the nine inter-annual composite classes. 
The development of stepwise multiple linear regression models for each of the inter-annual 
classes indicated that a significant amount of the variance in the LIFE could be explained by a 
single hydrological variable. Between 25% and 46% of the ecological variance could be 
explained for the inter-annual regime magnitude classes, 28% and 46% within the inter-annual 
regime shape classes, and 19% and 66% within the inter-annual composite classes. Inter-annual 
hydrological variability has been linked with community-level changes in other studies, for 
example invertebrate dispersal (e.g. Robinson et al., 2003; Wagner and Schmidt, 2004). lnter-
and intra-annual variations in flow can lead to major variation in nutrient concentrations (Biggs 
et aI., 1998) which could further influence changes in instream community structure. For 
example a study of long-term (1958 - 1998) trends in water quality in 49 stretches of eight 
lowland rivers in Essex and Sussex demonstrated that environmental variables (e.g. dissolved 
oxygen and nutrient concentrations) had a much greater influence on river macroinvertebrate 
assemblages in low flow years than in wet years (Parr and Mason, 2003). This was clearly 
demonstrated during drought conditions in south-east England between 1989 - 1992 and 1996-
1997 when reduced BMWP and ASPT scores were recorded compared to higher flow years 
(1994 - 1995 and 1998 - 2000) (Chapter 5). 
7.8.3 Ecological responses to hydrological disturbances 
The ecological response (expressed above or below average LIFE score per site) to the annual 
hydrological spatial and temporal patterns (1990 - 2000) is displayed in Figure 7.S. These GIS-
based maps demonstrate a clear spatial ecological site-specific response to changing flow 
velocity over time. Additionally, the sensitivity of the LIFE score, designed to reflect the 
hydrological conditions at the time of sampling using the composition of the instream 
macroinvertebrate community, to preceding hydrological conditions are displayed. 
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Figure 7.8 - GIS output maps displaying the spatial and temporal variation in autumn LIFE score between 1990- 2000. Each site is represented by a circle 
indicating an above (e) or below (0) average site LIFE score for that year. 
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Floods and droughts are the major forms of natural flow disturbance in rivers in England and 
Wales. High flows cause a reduced community diversity as a result of direct dislodgement 
through higher flow velocities and indirectly through changes in bed structure (Biggs, 1995; 
Death and Winterbourn, 1995; Poffand Allan, 1995; Jowett and Biggs, 1997; Townsend et al., 
1997; Harris et al., 2000; Collier and Quinn, 2003; Robinson et al., 2003). Droughts disrupt 
hydrological connectivity, which can have direct and indirect impacts on the instream ecological 
communities (Boulton and Lake, 1992a; Boulton and Lake, 1992b; Giller, 1996). The instream 
community demonstrates a response, determined by a community's resilience and resistance, 
which may lead to changes in the composition of the instream commnnity structure (Lake, 
2000; Lake, 2003). To explore the changing in stream ecological response, sites were assessed 
individually. Long-term averages of the LIFE score for each site (1990 - 2000) were calculated 
and each year was categorised as being above or below the long-term average site LIFE score. 
Figure 7.9 identifies the long-term global (all sites) annual ecological response to changing 
hydrological conditions. This highlights the sensitivity of the LIFE score, even at the 
macroscale, to changing conditions (see chapter 4 for reach scale and chapter 5 for mesoscale). 
For example the nationwide low flow period between 1990 - 1992 and, to a lesser extent, 1995 
- 1997 is clearly shown with an increase in the number of sites with a below average site LIFE 
score (Figure 7.9). Conversely, the high flows in 1993 - 1994 and at the end of the 1990s are 
represented by an increase in the number of sites with an above average LIFE score. 
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Figure 7.9 - Percentage bar chart demonstrating the annual (1990 - 2000) frequency (%) of 
sites exhibiting a below site average LIFE score, where 50% is the average conditions for the 
global model (719 ecological samples) 
Resistance and resilience of the biota to disturbance may be facilitated by the use of refugia 
(Palmer et al., 1995; Palmer and Poff, 1997; Francoeur et al., 1998). Researchers have reported 
a relatively rapid ecological recovery from both floods (e.g. Collier and Quinn, 2003; Robinson 
et aI., 2004a) and drought (e.g. Wood et al., 2000; Wright et al., 2004) disturbances. Previous 
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research has demonstrated that ecological responses are often buffered by distinct regional 
differences in climate and catchment characteristics (e.g. Hughes and James, 1989; Poff and 
Ward, 1989; Richards and Minshall, 1992; Biggs, 1995; Allan et al., 1997; Richards et al., 
1997; Rabeni and Doisy, 2000; Sponseller et al., 2001). Therefore, the macroscale patterns were 
explored, separately structured by the regional flow regime magnitude (Figure 6.3 and Figure 
7.10) and shape classes (Figure 6.5 and Figure 7.11), which were clearly identified using 
agglomerative hierarchical clustering analysis in Chapter 6. Clear regional ecological responses 
were identified, for example RMJ (low magnitude) sites are located on groundwater-dominated 
rivers and display a characteristic delayed response to hydrological variability, for exaruple 
these sites were strongly affected by the drought in the early 1990s and the ecological response 
reflected the delayed hydrological response after the drought ended in 1993 - 1994 (Figure 
7.1 0). Previous research identified this response at sites in the southeast of England (e.g. Wood 
et al., 2000). The higher magnitude sites (RM3 - RM5) were located in the northwest of England 
and the one site in Wales and demonstrate a characteristic hydrological and, therefore, 
ecological response to changing conditions (Figure 7.10). However, it should be noted that these 
sites have fewer ecological samples because ofthe smaller number of sites associated with these 
classes and these clusters have been combined to allow analysis. These classes displayed a rapid 
switching and therefore, ecological response to changing hydrological conditions reflecting their 
location and upland nature, for example these sites demonstrated a rapid response to the early 
1990 drought conditions with a recovery in the hydrological year 1992 - 1993, a whole year 
earlier than the lower magnitude classes. 
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Figure 7.10 - Percentage bar chart demonstrating the annual (1990 - 2000) frequency (%) of 
sites exhibiting a below site average LIFE score, where 50% is the average conditions for each 
of the regionalisation flow regime magnitude classes (RM, = 387 samples, RM2 = 252 samples 
and a combination of RM3; RM4 and RMs =80 samples). 
The regionalisation flow regime shape classes clustered sites according to the timing of the 
main annual peak of the long-term hydrological regime. This resulted in a clear spatial gradient 
in hydrological conditions and in ecological response (Figure 6.5 and Figure 7.11). The regional 
ecological conditions display an increasingly delayed response from the RSA (early-peaking 
sites) in the north-west and Wales through to the groundwater-dominated RSc (late-peaking 
sites) in the south east. 
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Figure 7.1 
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1 - Percentage bar chart demonstrating the annual (1990 - 2000) frequency (%) of 
iting a below site average LIFE score, where 50% is the average conditions for each 
onalisation flow regime shape classes (RSA = 70 samples, RSa = 479 samples and of the regi 
RSc = 170 samples). 
7.9 Su mmary 
Flow varia bility can be viewed as the determining factor for many temporal and spatial patterns 
ream ecological community structure at different scales in the lotic ecosystem. The 
ghlighted the importance of classifying hydrological regimes to explore the pattems 
ogical communities. The two-stage process used in this chapter clearly demonstrates 
f modelling instream community response to river flow at nested scales where major 
differences between 'distinct' flow regime (river) types are observed. When the 
sses are combined with the associated ecological data, the influence of the 'flow 
n be clearly discerned upon the instream communities for shape, magnitude and 
classes. The results indicate that the instream ecology clearly reflect the antecedent 
al conditions and catchment characteristics. The regression models and principal 
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components analysis demonstrate the significant redundancy of hydrological variables 
describing the ecological variation within this study, with only one or two variables being 
selected for each model. In addition, the sensitivity of the LIFE score to changing hydrological 
conditions has demonstrated the dynamic nature of the macro invertebrate communities at the 
macroscale and its ability to recover from extreme events depending on scale of analysis and 
catchment size. The following chapter discusses the results within the previous four chapters 
with an aim to explore and examine the influence of hydrological variability on instream 
ecological communities in rivers in England and Wales. 
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Chapter 8 Synthesis, conceptual model and future research 
8.1 Introduction 
The research presented in this thesis has explored the relationship between benthic 
macroinvertebrate communities and hydrological variability (both flow velocity and flow 
discharge) within riverine systems in England and Wales. This chapter synthesises the research 
and analysis from the preceding results chapters within the context of current published 
literature and the original aim and objectives of this thesis (See 1.2 Aim and objectives of the 
thesis). The analysis has incorporated primary fieldwork data with ecological and hydrological 
records extracted for river sites from the Environment Agency's LIFE paired dataset across a 
range of spatio-temporal scales: reach scale (local: Chapter 4); mesoscale (intra- and inter-
regional: Chapter 5); and macroscale (England and Wales: Chapters 6 and 7). The results 
provide a basis for the development of a conceptual model, which attempts to identify the 
dominant hydrological processes structuring instream macroinvertebrate communities, and the 
wider implications of the results presented in this thesis are considered in relation to the 
management of river systems. Finally, the key findings of the thesis are reviewed and 
suggestions for future research are proposed. 
8.2 Influences on instream macro invertebrate communities 
Lotic patterns (structure) and processes (function) change in response to both physical and 
biological heterogeneity, namely internal dynamics (for example predation and competition) 
and changes in external constraints (for example climate and catchment-level factors) (e.g. 
Palmer and Poff, 1997; Belyea and Lancaster, 1999; Woodward et aI., 2002). In addition, 
research has shown that instream macroinvertebrate communities demonstrate persistence to 
changing environmental conditions over long temporal scales (e.g. Woodward et al., 2002). 
This research has explored the instream ecological significance of changes in flow, an external 
system factor, for rivers in England and Wales over an 1 I-year period (4.4.1 Sample site, 5.4 
Site selection and 7.4 Data series). As an external constraint on the river system, it is argued that 
flow and its variability can have both direct and indirect effects on instream communities (Hart 
and Finelli, 1999). Direct effects include various hydrodynamic forces and mass transfer 
processes, which act on the taxa without any intervening variables between flow and the 
organisms' response. Indirect effects of flow occur because of the alteration of intermediate 
abiotic or biotic variables, which in turn affect the organism (Hart and Finelli, 1999). 
Variability in flow determines habitat connectivity and, therefore, may be a strong determinant 
of large-scale macroinvertebrate community assemblage structure (Sheldon and Thoms, 2006). 
However, flow is not the only factor determining the structure and functioning of 
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macroinvertebrate communities. In addition to internal and other external dynamics, 
anthropogenic effects and natural variability (background noise) can complicate the partitioning 
of effects on instream communities. The results across the three spatial scales of analysis 
demonstrates that flow (both flow velocity and flow discharge) is important for structuring 
macro invertebrate communities but suggests that other factors, both internal and external, are 
also critical. For example, the constrained CCA analysis exhibited a relatively poor performance 
when compared with the unconstrained DCA analysis for data at the reach scale (4.5.3 
Community analysis). This suggests that other variables (both internal and external) in addition 
to the measured environmental factors were structuring the macro invertebrate communities at a 
higher spatial scale, for example catchment-level variables (McCune, 1997). At higher spatial 
scales, the outputs of the ordination analyses were increasingly noisy (7.5.1 Data preparation). 
This is unsurprising as the ecological resolution of the data was relatively coarse with 
macroinvertehrate taxa abundance recorded in loglo classes. In addition, at the meso- and 
macroscale, the paired hydrological gauging stations and ecological sample sites were not 
necessarily immediately adjacent to each other and, thus, further error could have been 
introduced (3.2.1 Site selection). 
Flow is closely correlated with other physico-chemical characteristics, which vary according to 
changes in climate, for example Woodward et al. (2002) demonstrated that the physico-
chemical composition of rivers may change with low flows during hot and dry summers. In 
addition, although internal dynamics strongly influence instream community structure at small 
scales, they are expected to be overridden by environmental factors at larger scales. However, 
internal biotic interactions cannot be ignored at higher spatial scales as shown in research by 
Kelly and Dick (2005) who demonstrated that over time internal community structure was 
altered at scales beyond those detected in individual rivers when Gammarus pUlex was 
introduced into a system as an alien species. 
Previous research using the LIFE score was limited because of the lack of river types explored. 
The research within this thesis has provided a thorough assessment of the applicability and 
reliability of the LIFE score to a range of hydrological conditions and river types. Results 
demonstrated that the LIFE score clearly reflected shifts in the macro invertebrate community 
structure to changes in the antecedent hydrological conditions at all spatial scales. The LIFE 
score offers a potentially robust index to measure the instream ecological response to changing 
hydrological conditions (4.5.2 Relationship between LIFE score and flow velocity and 5.8 
Relationship between species- and family-level LIFE score). The LIFE score analytical 
approach allowed hydrological variables to be assessed against an index, which has been 
designed specifically to reflect flow variation, and not simply to general measures of 
community structure, such as species richness or diversity. The results of this research generally 
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reflect the flow tolerances of individual species suggested by the LIFE score flow groups 
(Extence et al., 1999) and demonstrates that the majority of individual macroinvertebrate 
species demonstrate organism-specific tolerances to flow velocity (4.5.4 Flow velocity tolerance 
of macroinvertebrate species). 
When compared with the LIFE score, other biological and community indices (e.g. BMWP 
score, ASPT, Shannon-Wiener, Berger Parker) used in analysis were generally statistically 
weaker in their relationships with hydrological variables and were less consistent in their 
performance at the meso- and macroscale (7.4 Data series and 7.6 Results). Analysis of 
robustness of the LIFE scores across the different spatial scales of research highlighted its 
sensitivity to antecedent hydrological conditions, including extreme events (floods and 
droughts), depending on scale of analysis and catchment size (Chapter 4, Chapter 5 and Chapter 
7). However, care should be taken when comparing sites as individual catchments demonstrate 
natural variations in the LIFE score reflecting faunal characteristics, for example upland rivers 
support proportionally more taxa associated with fast current velocities (and therefore produce 
higher LIFE scores) than lowland rivers. In addition, LIFE score values for individual rivers 
will be further influenced by the quantity and quality of instream habitat available for the 
benthic macro invertebrate communities. Assessment of the statistical sensitivity of the LIFE 
score suggested refinements could be made to the calculation. For example, the LIFE score 
(family-level) under predicted the LIFE score (species-level) at higher values (5.8 Relationship 
between species- and family-level LIFE score). This may mean Environment Agency regions 
that do not routinely identify to species-level may not be accurately reflecting a community's 
response to flow conditions. This does not suggest that results obtained using family-level data 
are incorrect, but the relationship with flow may be significantly improved if the LIFE score 
calculation is changed. Potential improvements could be made to the LIFE score algorithm by 
examining: (i) the linear weighting method used to calculate the LIFE score (Table 3.5); and (ii) 
the probability of the occurrence of individual macroinvertebrate species at particular flow 
velocities. 
8.3 Issues of scale 
Rivers are hierarchical systems with characteristics evident across a range of spatial and 
temporal scales from the microhabitat (e.g. single substratum c1ast) to the entire stream network 
(Roth et al., 1996; Poole, 2002; Benda et al., 2004). River systems and their instream 
communities are affected by variation over time (e.g. floods and droughts), variations in space 
(e.g. landscape patterns) and variation in organism dynamics (e.g. size and mobility). 
Appropriate river management and restoration strategies require linkages between the 
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appropriate spatio-temporal scales with their relevant ecological processes (Thoms and Parsons, 
2003). Few studies have explored nested ecological linkages on the structure of benthic 
macroinvertebrate communities (Ormerod and Watkinson, 2000). 
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Figure 8.1 - Summary of exemplar factors most likely to influence the spatial distribution of 
benthic macroinvertebrate communities, indicating the suggested spatial scale over which each 
factor operates. Exemplar literature is presented. Adapted from Rabeni and Sowa (2002) 
Scale is perhaps the dominating theme of landscape and, therefore, instream ecology (Li et al., 
2001; Wiens, 2002; Biggs et al., 2005). It is apparent that both the physical and cultural 
processes that produce landscape patterns and the responses of organisms to those patterns are 
scale-dependent (Figure 8.1). Therefore, relationships that are apparent at one scale may 
disappear or be replaced by other relationships at other scales. This scale-dependency of 
ecological patterns and processes poses formidable difficulties to both observation and 
experimentation in riverine systems. The traditionally limited scale of analysis creates two 
problems. First, fine-scale experiments in aquatic systems are likely to be influenced by 
landscape effects at broader scales, if only because of hydrological variability (Cooper et al., 
1998). As a result, the results of the experiments contain a broader scale effect, which is 
generally unknown. Attempts to overcome this problem through replication and controls may be 
only partially successful because riverine landscapes are heterogeneous. For example, individual 
taxa may discern the patch structure of the landscape within this extent with differing levels of 
resolution, know as grain (Wiens, 2002). Therefore, the organism-defined 'landscape' is scale-
dependent and is species-specific. For example, in a study of Colorado mountain streams, larvae 
of a caddisfly (Agapetus boulderensis; high hydrodynamic profile, low mobility) responded to 
the streambed patterns of riffles and cobbles at different scales than did mayfly nymphs 
(Epeorus sp.; low hydrodynamic profile, high mobility) (Wellnitz et al., 2001). By examining 
hydroecological patterns across a range of spatial and temporal scales, the research within this 
thesis attempts to overcome the problems associated with conventional experiments constrained 
to relatively fine scales in time and space. This research has explored relationships at the reach 
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scale but these are examined in the context of patterns at higher spatial and temporal scales 
(Figure 1.1). This research has explored the relationship between flow and instream 
macroinvertehrate communities at six distinct spatial scales: (i) individual flow patch; (ii) river 
reach (multiple flow patches); (iii) individual catchment; (iv) region (multiple catchments 
within the same geographic area; (v) hydrological regions (multiple catchments with similar 
hydrological regimes); and (vi) national (83 catchments across England and Wales). The 
temporal scale of the research has ranged from point flow velocity measurements at the 
microscale through to decadal hydrological and ecological records extracted from the 
Environment Agency data set (Figure 8.3). Second, pattern and process are strongly interlinked 
and scale-dependcnt and, therefore, the results of experiments or observations at fine scales 
cannot be extrapolated to broader scales, or vice versa, without extreme caution (Thorpe et aI., 
2006). 
Instream habitat structure is determined primarily by local conditions, such as flow velocity at a 
site, whereas hydrology and channel characteristics are influenced by regional conditions, 
including landscape features some distance upstream and lateral to stream sites. Reflecting 
previous published research, the results demonstrated the significant influence of catchment 
characteristics for ecological variation among river systems whereas water chemistry and 
hydrological disturbances can account for ecological variation within individual rivers (e.g. 
Richards et al., 1997; Sponseller et al., 2001). Previous research exploring relationships 
between ecological communities and physical variables within river systems has demonstrated 
that the scale of research significantly influences the importance of environmental variables at 
each level of scale. For example Weigel et al. (2003) examined 94 river sites within the 
Northern Lakes and Forest ecoregion spanning Minnesota, Wisconsin and Michigan to identify 
environmental variables at the catchment, reach and riparian scales that influence 
macroinvertebrates communities. Redundancy Analysis found statistically significant influential 
variables within each scale and compared their relative importance in structuring 
macroinvertebrate assemblages. At the landscape scale, the significant environmental variables 
included landcover, geology and groundwater delivery estimates; whereas, water chemistry, 
channel morphology and stream habitat were important at the reach scale, and land cover 
influenced at three distances perpendicular to the stream at the riparian scale. Like the results of 
this research, their results are consistent with the concept of hierarchical functioning of scale in 
which large-scale variables restrict the potential for macroinvertebrate traits or taxa at smaller 
scales (Poff et al., 1997). For example, Downes et al. (2000) demonstrated the filtering of taxa 
through multiple scales whereby macroinvertehrate density and diversity depended on both 
patch substratum type (i.e. habitat patch quality) at a local scale and site-to-site differences in 
faunal composition at a broader scale. 
192 
The macroinvertebrate communities, as quantified by the LIFE score, clearly reflected changing 
hydrological conditions, for example low, high and intermediate flows. However, results of 
regression at the macroscale suggested that only 38% of the ecological variation could be 
explained by a single hydrological variable (Table 7.4). Previous research has suggested that 
large-scale multivariate models do not have large-scale applicability and, therefore, have to be 
adapted to individual regions (Bonada et al., 2006). The importance of scale within the analysis 
has been evident in previous research, for example Wood et al. (2001) who explored the 
hydroecological relationships using discharge data within the Little Stour River, Kent, UK. 
Comparing their models developed at different spatial scales, their results demonstrated the 
model for the entire river yielding the smallest R' (-0.5) whereas the model for the riffle sites 
along the reach yielded the largest R' (-0.80). The models improved significantly with an R' in 
excess of 0.95 when individual sample sites were examined using abundance as the predictor 
variable. However, models developed for individual sites and for hydrological regions / years 
within this research were highly variable suggesting that, like the results of the CCA ordination 
at the reach scale (4.5.3 Community analysis), flow is not the only factor determining 
macroinvertebrate community structure (7.6 Results). The results of this study reflect those of 
previous research from both large-scale and catchment-level studies (e.g. Biggs, 1990). The 
relationships between hydrological variables and ecological metrics improved with increasing 
spatial resolution. This is not surprising as the importance of individual site histories and 
characteristics for determining community composition are well-known (e.g. Extence et al., 
1999). This reflects both the nature of the dataset itself with taxa being recorded in log 
abundance classes at higher spatial scales and the increased noise within the data at these scales. 
Recent research has emphasised the importance of separating the effects of long-term trends 
from natural variability and extreme events when examining river ecosystems (Reid and Ogden, 
2006). Long-term data allows research results to be placed into context of natural 
hydroecological variability. However, many studies are limited by the nature of funding cycles 
and human temporal perspective (Reid and Ogden, 2006). This research has taken a long-term 
, 
perspective in research, both hydrologically (1980 ~ 1999) and ecologically (1990 - 2000) at the 
meso- and macroscale. For example, results at the macroscale demonstrated that instream 
communities (quantified by the LIFE score) are responding to both inter- and intra-annual 
changes in hydrological conditions, such as high or low flow conditions. The results can be 
placed into the longer-term context of changing hydrological patterns during the study period 
and suggestions can be made for future responses in the light of potential climatic change. The 
classification of the inter-annual hydrological regimes allowed long-term patterns and trends in 
changing hydrological conditions to be analysed for rivers across England and Wales. 
193 
Previous research demonstrated strong seasonal differences in instream physical habitats and 
their boundaries relating to flow velocity and environmental conditions (e.g. Wood et al., 1999; 
Armitage et aI., 200 I). Exploring seasonal influences of point flow velocity on the structure of 
benthic communities at a single site demonstrated the significance of temporal variability in the 
ecological communities (Chapter 4). The structure of the river system is strongly influenced by 
hydrological processes, especially the frequency, duration and timing of inundation. In addition, 
the range and distribution of ecological patches reflects the geomorphological dynamics (Harper 
et al., 1992; Petts and Amoros, 1996). The meso- and macro-scale results highlighted the 
significance of exploring long-term hydroecological patterns in the context of the long-term 
natural hydrological variability (Chapter 5 - Chapter 7). This research has emphasised the 
limitations of previous research due to a paucity of long-term ecological data. Previous long-
term hydrological and ecological research (e.g. Fritz and Dodds, 2005; Trexler et al., 2005) has 
highlighted the importance of annual factors that can alter community structure immediately 
(e.g. floods or drought in each year) and antecedent factors (e.g. average length of high or low 
flow periods over decades), which drive instream community assemblage characteristics. 
8.3.1 Mismatch of scales? 
The scales on which river management is applied are often quite different from the scales at 
which the ecological information that should inform such management is collected. Translating 
from information to management without considering scaling effects is likely to be risky. The 
problem of scaling is produced by variation in river systems ovcr time and space. The challenge 
for river ecologists is to match the scales of observation and experiments to the characteristic 
scales of the environment (Cooper et al., 1998). As discussed above, the physical conditions 
within a river system are determined by a series of external processes operating at different 
spatio-temporal scales, which result in high levels of heterogeneity in ecological communities 
(Frissell et al., 1986; Sponseller et al., 2001; Townsend et aI., 2003; Parsons et al., 2004). 
Organisms may respond to multivariate habitat heterogeneity at multiple scales and 
identification of the factors and scales that can explain variation in the community structures are 
a key goal. Therefore, investigating hydroecological effects at both the appropriate spatial and 
temporal scales is important for developing a full understanding and accurate prediction of 
macroinvertebrate communities (Parsons et aI., 2004; Biggs et al., 2005). 
The scale of analysis is dependent on the focus of the research and this varies with discipline. 
However, there is rarely any research integration between academic disciplines. This research 
has attempted to explore relationships at the boundary of ecology and hydrology. There is scope 
to examine the results in the context of the landscape ecology literature. Landscape ecology 
examines the causes and consequences of spatial heterogeneity and how they vary with scale 
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and has influence in the movement of both natural- and anthropogenically-dominated 
landscapes. It is possible to apply knowledge and ideas from the landscape ecology literature to 
river ecology. Wiens (2002) attempted to integrate river systems with landscape ecology and 
promoted the theory that geomorphological and hydrological flows within river systems have an 
overwhelming effect on these systems' spatial and temporal patters at mUltiple scales. Patch 
quality, boundaries, connectivity and organism response will change with variations in scale, for 
example relationships at one scale may disappear or be replaced by other relationships at other 
scales. 
An initial exploration of the spatial and temporal scalar extent of exemplar previous ecological 
and hydrological research within riverine systems identified clear gaps in research at particular 
scales in addition to the lack of scalar integration (Figure 8.2). The survey is based upon papers 
listed in the IS! Web of Knowledge (http://wok.mimas.ac.uk). with an emphasis on papers 
published in the last ten-years (unless widely cited in contemporary flow variability studies e.g. 
Hughes and James, 1989; Jowett and Duncan, 1990) to reflect current research tends. Studies in 
geosciences journals (e.g. Journal of Hydrology), represented by the dark circles in Figure 8.2, 
are often long-term large-scale research. Conversely, research using aquatic organisms 
published in biosciences journals (e.g. Freshwater Biology), represented by the open circles in 
Figure 8.2, is often focused, with a few exceptions, on small-scale experiments over short 
temporal scales. Interdisciplinary studies published in cross discipline joumals (e.g. River 
Research and Applications), represented by light grey circles in Figure 8.2, extend across all 
temporal and spatial scales, although there is bias towards intermediate and larger scales. 
Stewardson and Gippel (2003) argue that the limited success of previous hydroecological 
studies using hydrological statistics is due to a mismatch of scales, for example hydrological 
variables are calculated for average changes in environmental conditions, while the biological 
responses can occur rapidly over small spatial scales (Stewardson and Gippel, 2003). This 
mismatch of scales echoes the sentiment of Fausch et at. (2002) who argued that research for 
river management and conservation has not yet been successful because of the insufficient work 
at spatial and temporal scales appropriate for major management decisions, notably the need for 
basin-level versus process knowledge. They note that most field studies are conducted either at 
very small spatial scales (microhabitat units, channel units or reaches) or at catchment scales 
(100 - 1000 km drainage basins), whereas intermediate scales (l - 100 km reaches) are 
frequently more relevant for resource management. The mismatch of scales between disciplines 
occurs because the scale at which ecological data is collected is very different from the scale of 
management (Wiens, 2002). Wiley et al. (1997) recognise that differences in perspective and 
scale of research often leads to an emphasis on different types of functional mechanisms (e.g. 
abiotic vs. biotic); processes operating at different rates (e.g. decades vs. weeks); and may 
require different modelling techniques. Most importantly, these divergent perspectives can lead 
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to divergent hypotheses and conclusions about both the structure and function of ecological 
systems (e.g. Minshall, 1988; Larnmert and Allan, 1999; Manel et al., 2000; Fausch et al., 
2002). Few studies (exceptions include: Wood et al., 2001; Biggs et al., 2005) attempt to 
integrate research across different scales. The results of this thesis demonstrate the significance 
of exploring relationships between hydrology and benthic macroinvertebrate communities, and 
integrating these relationships across a range of temporal and spatial scales. The use of 
hydrological variables and biotic variables in this research represented a link between pattern 
and process within the river systems. The results demonstrated that there are spatial and 
temporal shifts in functional processes and this concept should underpin future hydroecological 
research. 
The scales of the research are not necessarily the traditional scales that ecologists (e.g. usually 
smaller scale) or hydrologists (e.g. usually large scale) use and therefore this research offers a 
new integrated view on the hydroecological relationships within riverine systems. However, the 
spatial and temporal resolutions of the research have been fixed by the nature of the data set, for 
example annual macroinvertebrate samples paired with daily discharge (3.2.1 Site selection). 
Figure 8.3 examines the spatio-temporal scales and extent of the data analysed within this 
research. The hydrological data within the dataset (represented by A in Figure 8.3) has a large 
spatial and temporal extent with records extending up to 20 years for the analysis sites. This 
allowed comprehensive analysis of the hydrological regimes and the development of 
hydrological river types for rivers across England and Wales (6.6 Results of the hydrological 
regime classification). The reach scale analysis involved sampling on three separate occasions 
over the course of nine months, reflecting baseflow, annual peak and flow recession of the 
hydrograph at the sample site (represented by B in Figure 8.3). Detailed physico-chemical 
measurements for each of the 80 individual samples along an approximately 400m reach over 
the three sampling periods (total n = 240) allows the relationships between the instream 
community and its environment at the time of sampling to be analysed. In addition, the temporal 
relationship in community structure between the sample seasons was explored. 
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The ecological records extracted from the Environment Agency database represent a unique 
large spatio-temporal scale spatial coverage with data for individual river catchments CC in 
Figure S.3), geographic region (D in Figure 8.3), hydrological regions (shape D in Figure 8.3) 
and sites across England and Wales (E in Figure 8.3). The geographic region represents the 
mesoscale analysis of traditional large-scale management, which explored sites across the 
Environment Agency's Anglian Northern region (Chapter 5). The hydrological regions 
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represent the long-term regime classes identified through the hydrological regime classification 
(Chapter 6). These sites vary between a spatially restricted high magnitude group (e.g. RM5) to 
a large group predominantly located in south eastern England (e.g. RMl) (Figure 6.3). By using 
11 years of macro invertebrate community data (1990 - 2000) at the meso- and macroscale, the 
research has minimised the estimates of spatial variance, which can be inflated by under 
sampling over time, for example macro invertebrate community data requires a minimum of 5 -
7 years of macroinvertebrate data, reflecting the faster I shorter life cycles (Reid and Ogden, 
2006). In addition, the longer-term records allow the variation in community structure in 
response to changing environmental conditions, for example floods and droughts, to be seen in 
the context of that system's natural variation. 
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Figure 8.3 - Scale and extent of the data used in this research. The individual white circles 
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The regression models were used to identify the most appropriate hydrological descriptors of 
instream ecological response explaining the largest amount of statistical variation in the 
ecological community and the nature and strength of hydroecological associations. The 
variables could be validated using recent data (i.e. from 2001 onwards), however this data was 
not available for this study due to quality assurance problems associated with post-2000 
ecological data. In addition, the research at the intennediate scale between the reach scale and 
individual catchment was limited due to the availability of the data (? in Figure 8.3). In fact, 
Biggs et al. (2005) suggests that little is known about the transition from periods of months to 
periods of days and the associated hydroecological patterns. The ecological samples extracted 
from the Environment Agency LIFE paired dataset were restricted to autumn samples 
(September, October or November) as this period corresponds to low flows prior to the annual 
hydrograph rise for rivers in England and Wales. However, macroinvertebrate samples for both 
spring and summer are available within the dataset although there were less of these samples 
and their coverage was more restricted. Using these additional samples would address the 
problem with the intennediary scale by providing a more detailed temporal resolution. 
However, it must be acknowledged that it is a difficult task to link fieldwork at the reach scale 
with other analysis at greater temporal or spatial scales, for example problems linking flow 
discharge ("hydrological scale": years, months and days) with flow velocity ("hydraulic scale": 
minutes, seconds and milliseconds). 
8.4 Hydroecological comparisons among rivers 
Exploring relationships across a series of nested spatial and temporal scales allows the 
development of understanding and integration of processes and patterns within the river system. 
This research has emphasised the importance of exploring an integrated catchment concept 
approach (Rabeni and Sowa, 2002), by examining hydroecological relationships within a river 
to its catchment across a range of spatial and temporal scales (1.2 Aims and objectives of the 
thesis). This research examined the river system in a classic hierarchical framework in relation 
to flow variability whereby intense, infrequent events drive large-scale (usually long-duration) 
phenomena and also constrain low magnitude, more frequent events that drive fine-scale 
(usually short-duration) events, with physical processes being the primary selective forces (Poff, 
1997). Therefore it was unsurprising that differences in flow magnitude variability explained the 
majority of the ecological variance within the river systems at higher spatial scales (7.6 
Results). The significance of an increased understanding of temporal patterns of a river system 
and how these overlay the spatial considerations were explored, particularly with the 
classification of the hydrological regimes (6.6 Results of the hydrological regime classification). 
This research confirmed the importance of flow (both velocity and discharge) at different scales 
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but acknowledges that flow is only one of a suite of variables (both internal and external) that 
influence instream macro invertebrate communities. Current understanding of rivers incorporates 
a conceptual framework of spatially-nested controlling factors in which climate, geology and 
topography at large scales influence the geomorphic processes that shape channels at 
intermediate scales (Frissell et al., 1986). These systems create complex mosaics of habitat 
types and environmental gradients characterised by high connectivity and spatial complexity 
(Allan, 2004). Despite this knowledge, few studies (Corkum, 1989; Richards et al., 1993; Wood 
et al., 2001; Johnson and Ooedkoop, 2002; Parsons et al., 2003; Quinlan et al., 2003; Townsend 
et al., 2003; Parsons et al., 2004; Sandin and Johnson, 2004) explore the ecological linkages to 
scale within riverine systems. This research acknowledges that important ecological processes 
can involve spatial and temporal scales, which preclude experimental manipulation. 
Biggs et al. (2005) suggested that a conceptual model is needed to explicitly link the naturally 
defined scales of flow variability with the instream ecological patterns and processes. The 
conceptual model developed from the results in this thesis and recent literature hypothesises that 
this hierarchy in flow variability (both discharge and flow velocity) contributes strongly to 
many spatial and temporal patterns in macro invertebrate communities at different scales in river 
systems. The model clearly demonstrates the importance of incorporating knowledge of 
physical processes at all spatial and temporal scales in any future management strategies. Figure 
8.4a presents the spatio-temporal scales of the analysis (accounting for the limitations in the 
data - see Figure 8.3). Examining purely the external environmental factors, Figure 8.4b 
highlights the determining hydrological factors and processes structuring instream 
macroinvertebrate communities identified from the results of this research through a series of 
nested filters. These filters range from large-scale long-term constraints (e.g. climatic processes) 
to local microscale filters (e.g. biotic filters) and determine the instream community 
composition at that scale. Clearly, flow variation at different scales affects different ecosystem 
components and processes. Results of this research indicate that the ecologically-relevant 
component of hydrological regime variability is strongly determined by the spatial and temporal 
scale of analysis reflecting previous findings (e.g. Hildrew and Oiller, 1994; Li et al., 2001). 
Therefore, the ecological effect of flow variability varies from large-scale processes at large 
temporal scales that structure community composition to more frequent and less intense flow 
changes at small scales Figure 8.4b). 
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At large spatial scales, benthic community structure clearly reflect a combination of inherent 
catchment characteristics (Figure 8.4 and 5.6.1 Individual site (intra-regional) analysis), 
antecedent hydrological conditions and, in particular, magnitude of hydrological conditions (5.7 
Regional model (all sites), 7.6.1 Global model, 7.6.2 Regional hydroecology within-river flow 
region models and 7.6.3 Inter-annual hydroecological associations), and west - east climatic 
gradients (6.6 Results of the hydrological regime classification). The global model (all sites) 
highlighted the importance of catchment-level hydrological variables describing magnitude of 
flow conditions for the benthic macroinvertebrate communities (7.6.1 Global model). The 
importance of magnitude variables within the regression models indicates that year-to-year 
variability around median flow conditions is crucial to the composition of instream communities 
for perennial temperate-maritime rivers in England and Wales. The significance of variables 
incorporating the catchment area suggest that the size / area of the catchment is particularly 
important in determining the ecological response of some systems (7.6.1 Global model). The 
relatively poor statistical performance of the variables selected through Principal Components 
Analysis suggest that flow variables explaining the greatest amount of hydrological variation 
can not necessarily explain the greatest amount of ecological variation (7.7 Reduction of 
hydrological variables). The macroscale research was not applied to identify variables for 
individual macroinvertebrate taxa at the reach scale or to examine communities in a predictive 
capacity. Instead, the macroscale research allowed large-scale patterns of hydrological variables 
to be identified. Due to the coarseness of the data resolution at that scale, it is unlikely that the 
identified macroscale variables have any significant instream implications for individual 
macroinvertebrate taxa at the scale of a habitat patch. However, the macroscale hydrological 
conditions, specifically the magnitude of flow regime, may determine the conditions of the 
instream physico-chemical habitat at smaller scales, which the instream communities can adapt. 
This has been demonstrated in previous research for fish communities (e.g. Cattaneo, 2005; 
Jowelt et a/., 2005) and macroinvertebrate assemblages (e.g. Jowett et a/., 2005) 
Large-scale variability in flow occurs over longer periods, whereas intra-annual flow variability 
is a result of seasonal variations in flow regimes. The classification of rivers by the shape and 
magnitude of their hydrological regimes applied in this research allowed rivers with similar 
regimes/hydrographs (and instream benthic communities) to be compared. Clear patterns in 
annual and long-term (1980 - 1999) hydrologicaJ lUnoff regimes were identified for rivers 
across England and Wales, reflecting known climatic gradients and catchment conditions 
(Figure 6.10). During the analysis period (1980 - 1999), there has been a strengthening in the 
north/west to south/east precipitation gradient across the UK, driven by changing frequencies in 
westerly airflows, which has Jed to increased seasonal and regional contrasts (Mayes, 1995; 
Mayes, 1996). Recent hydroclimatological variability was reflected in the spatial and temporal 
hydrological variation of clusters at the macro-, regional- and local-scales, emphasising the 
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importance of catchment characteristics in affecting hydrological sensitivity. The temporallag 
in recovery of sites to hydrological changes between north and south, and west and east reflects 
catchment characteristics and antecedent conditions. For example, sites in the southeast 
experienced longer-term low flow hydrological regimes in response to the nationwide drought 
conditions between 1995 - 1996 (Institute of Hydrology, 1995; Institute of Hydrology and 
British Geological Survey, 1996; Marsh, 1996; Marsh and Turton, 1996). The classification of 
hydrological regimes formed the basis for development of large-scale hydroecological models 
specifically designed for "river types" identified within the classification. The results of the 
hydrological regime classification clearly indicate that a distinct set of flow regimes exists for 
rivers in England, and suggests that attempts to manage all sites in a similar fashion is 
unrealistic since it does not take into account spatial and temporal variability and heterogeneity 
in hydrological response. The inter-annual hydrological regime classes demonstrated the annual 
hydrological variability for rivers across England and Wales was clearly buffered by catchment 
characteristics, such as geology. The long-term inter-annual patterns that were identified could 
be used to help assess the impact of future climate change on the hydrological regimes for river 
types and individual rivers in England and Wales. Although this research has explored patterns 
in magnitude and shape of monthly river flows (converted to runoff), the classification approach 
could be applied to a range of environmental data (for example climatic) at different spatio-
temporal resolutions. In addition, the research demonstrates the potential of applying this 
technique to other regions and countries where large-scale patterns in hydrology are poorly 
understood (e.g. Hannah et al., 2005) to advance scientific understanding and inform water 
resource management. 
At the hydrological region scale, where catchments were combined into hydrologically similar 
groups, variables describing the maximum or minimum of the magnitude of flows appeared to 
explain more of the variance in the structure of the macroinvertebrate communities (7.6.2 
Regional hydroecology within-river flow region models and 7.6.3 Inter-annual hydroecological 
associations). The ecological significance of the timing and magnitude of preceding 
hydrological conditions has been shown, demonstrated by smaller temporal and spatial scale 
studies (e.g. Wood et aI., 2001; Wagner and Schmidt, 2004). Examination of the inter-annual 
hydrological regimes within this thesis highlighted periods of sustained low flows for analysis 
sites (1988 - 1992 and 1995 - 1997) (6.6.2 Inter-annual hydrological regime classification and 
6.7.3 Low flows across England and Wales). Structured by inter-annual hydrological runoff 
regime classes, rivers demonstrated a different community structure with significantly lower 
values of the LIFE score during low flow periods (refer to 7.8.3 Ecological responses to 
hydrological disturbances). Two periods of large-scale high flows were identified in the thesis 
analysis, namely 1993 - 1994 and 1998 - 1999 (6.6.2 Inter-annual hydrological regime 
classification and 6.7.5 High flows across England and Wales). Examination of values of the 
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LIFE score during high magnitude flow years demonstrated the sensitivity of the index with 
sites experiencing higher values of the LIFE score (refer to 7.8.3 Ecological responses to 
hydrological disturbances). This technique could be expanded to sites with similar river types 
(identified within this research) and suggest ecological compositions of un gauged sites. 
Regional physical processes exert strong controls over local ecological communities. The 
research in this thesis demonstrated that the magnitude of response was influenced by both 
antecedent landscape and environmental conditions, which has been demonstrated by previous 
macro invertebrate studies (e.g. Boulton, 2003). This part of the variation allowed the natural 
geographic ranges of many macroinvertebrate taxa to be specifically targeted and both balances 
and informs subsequent analysis at both higher and lower scales (Corney et al., 2004). The 
regional analysis allowed among-site scale to be explored. Analyses conducted at multiple 
scales have demonstrated the importance of landscape context for macroinvertebrate 
communities (5.7 Regional model (all sites). These results are in accordance with previous 
research that has highlighted the significance of characteristics at higher spatial and temporal 
scales on ecological conditions at local sites (e.g. Frissell et al., 1986). At the scale of an 
individual catchment, antecedent hydrological conditions prior to the sampling of the benthic 
communities quantified by hydrological variables appear to determine the macroinvertebrate 
composition (5.6.1 Individual site (intra-regional) analysis). These results are consistent with 
previous research, for example Wood et al. (2001) demonstrated the instream ecological 
significance of flow discharge four to seven months prior to sampling. This suggests that 
hydrological conditions, determined at the catchment level by catchment slope and confinement, 
underlying geology and urban areas in addition to larger scale climatic gradients (Bower and 
Hannah, 2002) can affect instream communities. The landscape can buffer the effects of natural 
variability on hydrological and ecological systems (Konrad and Booth, 2005). The literature 
suggests that regional ecological diversity of sites is determined by a combination of biological 
interactions, dispersal history and hydrological controls (Borcard et al., 1992; Allan et al., 1997; 
Richards et al., 1997; Cannan and Armitage, 1999). 
At the reach scale, individual benthic macroinvertebrate community patches are structured by 
gradients in flow velocity, which determine substratum and habitat composition (Figure 8.4 and 
4.5 Results). Instream habitat structure is determined primarily by local conditions, such as flow 
velocity at a site, whereas hydrology and channel characteristics are influenced by regional 
conditions, including landscape features some distance upstream and lateral to stream sites. 
Reflecting previous published research, the results demonstrated the significant influence of 
catchment characteristics for ecological variation among river systems whereas water chemistry 
and hydrological disturbances can account for ecological variation within individual rivers (e.g. 
Richards et al., 1997; Sponseller et al., 2001). At the reach scale, macroinvertebrate 
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communities were strongly influenced by small-scale variations in flow. These patterns are 
constrained by larger scale processes, for example high, low and transition flows (4.5.1 Spatial 
and temporal variation in instream communities, Figure 4.3 and Figure 8Ab), in addition to 
local landscape, and habitat quality and complexity (Minshall and Robinson, 1998; Hawkins et 
al., 2000; Morley and Karr, 2002). 
Clearly, at the hydraulic scale (for example an individual clast or substratum particle) the level 
of shear stress determines the habitat suitability for individual taxa (Figure 804). Changes in this 
may be instantaneous and spatially variable at this small scale (Statzner and Higler, 1986; 
Lancaster and Hildrew, 1993; Booker et al., 2001; Merigoux and Doledec, 2004; Brooks et al., 
2005; Verberk et al., 2005). It is clear that hydrological, physical, chemical, and 
geomorphological processes create an assemblage of interdependent microenvironments and 
environmental gradients. Habitat patches characterised by different flow velocities demonstrated 
significantly different macroinvertebrate communities, for example, low flow velocity patches 
demonstrated significantly different benthic community assemblages to higher flow velocity 
patches (4.5.3 Community analysis). The identification of habitat patches has considerable 
conservation and ecological potential for lotic systems (Harper and Everard, 1998; Padmore, 
1998; Kemp et aI., 1999; Wood and Armitage, 1999; Wood et al., 1999; Kemp et al., 2000). 
Significant variation in ecological community assemblages can be explained by reach scale 
patch dynamics that can be integrated with large scale holistic perspectives, for example linking 
hydrological processes to ecological effects (Pringle et al., 1988). At this scale, internal 
dynamics will have a significant influence on the structure of patterns, for example the influence 
of intra-community competition and predation (Kohler, 1992; Wagner, 2005). Previous research 
suggests that instream communities depend on the features of their physical habitats (Armitage 
et aI., 1995); these relationships can be used to detect changes associated with flow regimes 
(Armitage and Pardo, 1995). The tolerances of individual macroinvertebrate taxa to mean flow 
velocity have been demonstrated in this thesis and the published literature (Townsend, 1989; 
Palmer and Poff, 1997; Collier et al., 1998; Extence et al., 1999; Robinson et al., 2004a). 
The findings of this thesis have demonstrated the importance of integrating knowledge of flow 
velocity and flow discharge when considering the whole flow regime (Figure 8Ab). This may 
provide further insights into hydroecological relationships, particularly when sites / years with 
similar hydrological characteristics are considered. Despite the long-term hydrological time 
series (3.2.1 Site selection), the ecological time series was only available from 1990 - 2000. 
Therefore, assumptions about the implications for longer-term relationships can only be inferred 
from the results of the few long-term studies from the literature. These suggest the ecological 
importance of magnitude and frequency of disturbance events (e.g. Wagner and Schmidt, 2004) 
and the secondary effects of climate / flow, for example determining physico-chemical 
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composition of the river (e.g. Woodward et al., 2002), which reflects the macroscale results in 
this thesis. Incorporating the temporal dimension within the conceptual models allowed the 
inclusion of the influence of short-term, seasonal and annual variation in the hydrological and 
ecological conditions. The long-term approach allows any delays by historical effects to be 
placed in a natural context (Jacks on and Fiireder, 2006). Clearly, the conceptual model has 
limitations as it has only identified the significant components of the hydrological regime for 
macroinvertebrate communities. In addition, these patterns may only be appropriate for 
perennial temperate-maritime rivers in England and Wales. However, the results provide a 
significant insight into the hydro ecological processes occurring at different spatio-temporal 
scales. 
8.5 Hydrological disturbances and instream ecological response 
Disturbances are a major source of temporal and spatial heterogeneity determining the structure 
and dynamics of biotic communities and their habitat template (Sousa, 1984; Resh et al., 1988; 
Hildrew and Giller, 1994; Lake, 2000). The magnitude of the ecological impact of a disturbance 
on a particular system reflects a combination of the sequence of disturbance events (frequency, 
intensity and degree of disturbance interaction), historical adjustments of the biota or system 
and the scale of this and previous disturbance events (Fisher and Grimm, 1991; Poff, 1992; 
Fukami, 2001; Benedetti-Cecchi, 2003). The large spatial and temporal resolution of the 
macroscale research allowed periods of high and low flows to be put into a historical context. 
Periods of hydrological disturbance (Lake, 2000) and their ecological response were clearly 
identified: low flows (1988 - 1992 and 1995 - 1997) and high flows (1994 - 1995 and late 
I 990s). The ecological response to changing hydrological conditions was clearly demonstrated 
with the inter-annual regime classes at both a site-specific scale (Figure 7.8) and a regional scale 
(Table 7.7). At the reach scale, the macroinvertebrate communities demonstrated clear temporal 
variation, reflecting both invertebrate life cycle/history variability and the preceding 
environmental conditions (4.5 Results). 
The research within this thesis built upon this previous research and concentrated on the impact 
of hydrological variability on instream macroinvertebrate communities. Within this thesis, the 
long-term ecological effects of hydrological disturbance is apparent, for example clear 
variations in the LIFE scores of individual communities reflecting the antecedent hydrological 
conditions (Figure 6.11, Figure 7.8, Figure 7.1 0 and Figure 7.11). Local patterns of disturbance 
depended on a range of local physical and biological factors (4.5 Results and 5.6 Results). The 
ecological results of this research reflect those of previous academics who have demonstrated 
the ability of macroinvertebrate communities to respond and recover from disturbance events 
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(Wood and Petts, 1999). Researchers have reported a relatively rapid ecological recovery from 
both floods (e.g. Collier and Quinn, 2003; Robinson et al., 2004a) and drought disturbances 
(e.g. Wood et al., 2000; Wright et al., 2004). However, secondary impacts will have resulted 
from the original hydrological variability because interactions between disturbances will have 
occurred at different scales. This has been demonstrated in previous research, for example large 
volumes of fine sediment can build up as a result of a period of low flow within a system 
contributing the changes in the instream community structure (Wood and Petts, 1999). 
Floods are a major form of natural flow disturbance in rivers in England and Wales. Two 
periods oflarge-scale high flows were identified in the thesis analysis, namely 1993 - 1994 and 
1998 - 1999 (6.6.2 Inter-annual hydrological regime classification and 6.7.5 High flows across 
England and Wales). Examination of values of the LIFE score during high magnitude flow 
years demonstrated the sensitivity of the index with sites experiencing higher values of the LIFE 
score (refer to 7.8.3 Ecological responses to hydrological disturbances). Previous research has 
demonstrated that high flows cause a reduced community diversity as a result of direct 
dislodgement through higher flow velocities and indirectly through changes in bed structure 
(Biggs, 1995; Death and Winterboum, 1995; Poff and Allan, 1995; Jowett and Biggs, 1997; 
Townsend et al., 1997; Harris et al., 2000; Collier and Quinn, 2003; Robinson et al., 2003). 
Clear regional ecological responses were identified to low flows, for example low magnitude 
sites displayed a characteristic delayed response to hydrological variability and these 
groundwater-dominated sites were strongly affected by the drought in the early 1990s (Figure 
6.11 and Figure 7.8). The instream ecological community response reflected the delayed 
hydrological response after the drought ended in 1993 - 1994 (Figure 6.11 and Figure 7.8). 
Previous research identified this response at sites in the southeast of England (e.g. Wood et al., 
2000). Higher magnitude sites, located in the northwest of England and the one site in Wales, 
demonstrated a flashier hydrological and, subsequent, ecological response to changing 
conditions with rapid shifts in community structures (Figure 6.11 and Figure 7.8). 
Disturbance within riverine systems is often caused by large-scale events (i.e. infrequent, but 
high magnitude flow events with a recurrence interval of years to days) and these tend to 
determine the high-level characteristics of ecosystem structure (e.g. macroinvertebrate 
community pattern) and function (e.g. Lytle and Poff, 2004). The macroscale patterns suggest 
large-scale flow patterns structuring communities, demonstrated by variations In 
macroinvertebrate community LIFE score values (Figure 7.8). In addition, these larger-scale 
events often constrain a large proportion of the internal biotic interactions (Hart and Finelli, 
1999). These large-scale ecosystem characteristics then determine the processes that are 
influenced by flow variation (flow velocity) that occur at smaller temporal scale (i.e. minutes to 
milliseconds) such as internal dynamics (e.g. biotic interactions). This is reflected in the 
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macroinvertebrate community patterns among habitat patches, which were determined by an 
individual taxa's resistance, resilience and their ability to local refugia during changing 
environmental and biotic conditions (4.5.3. Community analysis, Fisher and Grimm, 1991; 
McAuliffe, 1994). 
Researchers have begun to isolate and quantify specific characteristics of disturbance events 
(Meyer and Meyer, 2000; Scarsbrook, 2002). For example, disturbance intensity, variability, 
return periods, and predictability are characteristics of disturbance that have been associated 
with determining instream species traits, spatial patterns, and communities. The ecological 
significance of intra-annual variability in flows is most closely linked with characteristics at a 
community level, through processes such as dispersal. Drag-disturbance associated with high 
flow perturbations and sediment movement during floods can severely disturb benthic 
communities re-setting them to a 'pioneer' successional stage (e.g. Scarsbrook and Townsend, 
1993). Such re-set events may be an important process maintaining the natural diversity of 
macroinvertebrate communities (e.g. Townsend et al., 1997). However, according to the 
'intermediate disturbance' hypothesis, if flood disturbances occur at an intermediate frequency 
in relation to the time required for community redevelopment, then diversity is expected to be 
highest in such streams (e.g. Death and Winterbourn, 1995) because communities are generally 
composed of a mixture of pioneer and climax taxa. 
B.6 Ecological versus management relevance 
It is clear from this and previous research that variation in the hydrological regime is necessary 
to maintain in stream communities within river systems. It is the goal of sustainable river 
management to apply strategies based on the knowledge of the hydroecological processes 
within that system across all scales. Combined with previous research, this study has established 
a finn base for the increased recognition of the importance of sustainable and environmentally 
acceptable use of water resources. At present, researchers (e.g. Poff et al., 2006) suggest that the 
management application of hydroecological knowledge occurs in two major contexts. First, 
management decisions are often needed at specific locations where detailed hydroecological 
knowledge is lacking due to data / knowledge limitations leading to the application of sometime 
inappropriate management schemes. Second, environmental regulation and management are 
often applied at broad geographical regional scales, which encompass substantial variation in 
topographic or ecological conditions. Both of these management applications need to be based 
on sound hydroecological knowledge. However, ecological systems are inherently complex and, 
therefore, do not conform to simple models for scientists, conservationists, river managers and 
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government regulators. This research attempts to further hydroecological knowledge with the 
intention of future management applications. 
Historically, management strategies have focused on a range of different flow conditions, for 
example wet- and dry-season base flows, normal high flows, extreme drought and flood 
conditions, rates of flood rise and fall, and the inter-annual variability using threshold limits for 
specific flow characteristics (Arthington and Zalucki, 1998). However, effective river 
management of flow regimes depends on adequately characterising the ecologically-relevant 
components of hydrological variability. This thesis and recent research emphasise a more 
holistic approach to management, for example highlighting five different aspects of 
hydrological variability that influence benthic macroinvertebrate communities, quantified by the 
Indicators of Hydrologic Alteration (Richter et al., 1996; Poff et al., 1997). In additions, river 
managers need to acknowledge the significance of the conditions at different spatial and 
temporal scales when considering the river ecosystem and that larger spatial scales are often 
related to longer time frames as these river systems are naturally hierarchical (Figure 8.4, Poole, 
2002; Benda et al., 2004). Management strategies require rapid and simple assessment methods 
(2.7 Application of hydro ecology to river management, Archer and Newson, 2002). 
Combined with previous research, this study has demonstrated that rivers are dynamic systems 
controlled by processes operating across a range of temporal and spatial scales, which is 
reflected by their benthic macroinvertebrate communities. In addition, results suggest that river 
type is a key environmental gradient determining the structure of benthic macroinvertebrate 
communities and, therefore, river management strategies should be based upon river regions. 
Previous research suggested that integration of hydrology and instream communities through 
management strategies still presents a major research challenge (Ward and Tockner, 2001; 
Newson, 2002). Exploring individual responses of the different river types identified in this 
research to climate change scenarios could help assess potential future variations in the structure 
of the instream ecological communities. This research has started to address this research gap by 
applying a combination of nested scalar approaches specifically designed to explore the 
coupling of hydrological processes with instream ecology at scales that are important for river 
managers (Figure 8.4). The results have identified that instream ecological communities are 
affected by factors operating at different scales in addition to the interactions of factors (filters) 
between scales. Therefore, for management purposes, there is a need for an improved 
understanding and prediction of system processes, which requires elucidating the mechanisms 
underlying observed patterns. 
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8.7 Key finding and future research 
The goal of this research has been to identify and describe hydroecological patterns within the 
river system and to understand both the underlying processes that generate those patterns and 
their larger-scale consequences (1.2 Aims and objectives ofthe thesis). The knowledge of these 
processes could inform and improve future management response. Baseline hydrological and 
ecological data, and a knowledge of natural variability provide a foundation for understanding 
potential ecosystem impacts caused by future shifts in flow regimes as a result of human 
activities and/or climate change. The methodological approach integrating detailed fieldwork 
studies with the long-term Environment Agency LIFE paired dataset allowed hydrological 
records (flow velocity and flow discharge) and ecological data (species- and family-level 
macroinvertebrate data) to be explored at three distinct spatial scales (3.2 Data mining). This 
research attempted to examine the influence of hydrological variability, measured by both flow 
velocity statistics and flow discharge variables, to benthic macroinvertebrate communities 
within riverine systems across England and Wales. The research has successfully provided a 
baseline assessment of a sample of rivers in England and Wales and their in stream ecology, 
with particular reference to the influence of flow. This research has developed an effective 
research tool to help clarify the hydrological processes underlying the observed instream 
ecological patterns suggesting the importance of filters, which often operate at different scales 
than those at which the pattern is observed (Figure 8.4). Irrespective of future benefits, this 
analysis provides a methodological approach for describing and assessing the important 
hydrological facets that arc likely to affect rivers in England and Wales and their ecology. 
Therefore, the analysis within this thesis presents one of the first studies, which explores 
hydroecological relationships across multi-annual scales across England and Wales. The two-
stage analytical process clearly demonstrates the value of modelling instream community 
response to river flow at nested scales, where major ecological differences between 'distinct' 
flow regime (river) types are observed. Results at all spatial and temporal scales underlined the 
significance of the magnitude of the hydrological regime in structuring the benthic 
macroinvertebrate communities for all river types. For example, large scale hydrological events 
may not directly cause mortality of instream communities, but instead directly influences the 
availability and structure of instream habitat through hydrogeomorphologica\ processes. In 
addition, significant redundancy in hydrological variables was demonstrated and a subset of 
suitable variables was proposed (7.7 Reduction of hydrological variables). 
The hydroccological relationships explored within this thesis through the identification of river 
types based on flow regime offers a novel advance in hydroecological research and builds upon 
the existing research literature (6.6 Results of the hydrological regime classification and 7.6 
Results). The application of the classification of the hydrological regimes allowed the ecological 
comparison of flow regime types to be explored. Clear patterns in annual and long-term (1980-
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1999) hydrological runoff regimes were identified for rivers across England and Wales, 
reflecting known climatic gradients and catchment conditions. The classification of hydrological 
regimes formed the basis for development of large-scale hydroecological models specifically 
designed for "river types" identified within the classification. The inter-annual hydrological 
regime classes demonstrated the annual hydrological variability for rivers across England and 
Wales was clearly buffered by catchment characteristics, such as geology. The broad-scale 
application of river regime classification allowed river catchments to be stratified to identify 
similar hydrological patterns. Within these hydrological regions, analysis of individual 
catchments allowed relationships, restricted by regional climate and landscape settings, between 
flow variability and instream communities to be explored. The reach scale research permitted 
small-scale variations in communities to be examined. The use of GIS analysis at the 
macroscale allowed a spatially extensive instream community analysis, not previously possible 
due to the lack of data coordination (Figure 7.8). The research offers a step in the integration of 
large-scale analysis with the traditionally local perspectives of aquatic ecology through a 
carefully balanced assessment of the biases and the strengths of both macroscale- and local 
reach scale-based analyses. However, only at the meso- and macroscale can a comprehensive 
view of local and regional mechanisms be viewed (Chapter 5 and Chapter 6). 
Therefore, there is a need for further integration of hydrological, ecological and environmental 
data to develop an increased understanding of the instream processes and these applications 
could be extended and improved with recent improvements in the resolution of remotely sensed 
GIS data and hydrological predictions in ungauged catchments (Sivapalan et al., 2003; Jones et 
al., 2006). In addition, this analysis technique could be applied to gauged river basins that 
exhibit similar hydrological characteristics but are not routinely ecologically sampled. 
Compared with the UK, the majority of countries do not have an extensive biomonitoring 
network programmes for their rivers and, at present, do not have a means to assess the effects of 
hydrological disturbances on ecological communities. This retrospective classification method 
could be extended to examine the instream ecological impact of future climate change scenarios. 
The conceptual model integrates hydrological variability (both flow velocity and flow 
discharge) and benthic community structnre across a series of filters at different spatio-temporal 
scales. The model clearly demonstrate the importance of incorporating knowledge of the 
physical processes at all spatial and temporal scales in any futnre management strategies. This 
thesis provides a basis from which further research could be undertaken. It would be interesting 
to see further development in the integration between hydrology, ecology and other 
environmental disciplines (for example geomorphology). This research provides a detailed 
historical context, particularly hydrological perturbations, for future hydroecological research 
for rivers across England and Wales. This demonstrates the utility and need for the continued 
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development of long-tenn large-scale multi-disciplinary datasets. Long-tenn datasets are 
invaluable for providing benchmark conditions to assess present ecological patterns. 
An expansion of the LIFE paired dataset would allow a greater coverage, both in space (for 
example greater number of sites in Wales and south west England) and river types (for example 
high magnitude or upland sites). These additions would help develop a more comprehensive 
understanding of the hydroecological relationships across different river types. An incorporation 
of climatic data, for example precipitation records, or climatic diagnostics, such as North 
Atlantic Oscillation index (Bradley and Onnerod, 200 I), in addition to supplementary 
environmental variables would help to improve the understanding of hydroecological 
relationships, for example groundwater levels in chalk, limestone and sandstone catchments 
with extensive aquifers. Due to data availability, this study was confined to macroinvertebrates. 
However, it would be valuable to assess the ecological responses of other ecological groups 
(e.g. fish or meiofauna) to hydrological variability. Further research is needed to examine the 
patterns and processes at the transition between "hydrological" and "hydraulic" scales. In 
addition, the LIFE score methodological approach could be fmiher analysed and refined. 
B.B Conclusion 
Integrating two historically separate academic disciplines, hydrology and ecology, this thesis 
provides an initial attempt to explore the complex relationships between hydrological variability 
and benthic macroinvertebrate communities for rivers across England and Wales. The results of 
this research reflects theories that the most important feature of the environment structuring 
macroinvertebrate community composition is a hierarchical habitat template, as determined 
primarily by interactions between scalar habitat filters, both short- and long-tenn flow 
characteristics and internal community dynamics. This research develops reccnt published 
literature in an attempt to identify the relative ecological importance of variability of flow 
patterns (both flow velocity and flow discharge). The results of this research consistently 
demonstrate the importance of benthic flow velocity in detelmining the instream ecological 
community structure at the reach scale in addition to the ecological-relevance of magnitude 
(size) of the hydrological regime at the regional- and macro-scale. This research has developed 
an increased understanding in the processes affecting the structure and function of instream 
rnacroinvertebrate communities in addition to the development of a hydroecological research 
tool. This integrated understanding of the hydroecological processes across spatial and temporal 
scales could provide an important role in future hydroecological research and water resource 
management strategies. 
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Appendices 
Appendix 1 - Selected macroscale analysis sites 
EA REGION 
ANGlIAN 
MIDLANDS 
NORTH EAST 
NORTHWEST 
AREA 
CENTRAL 
EASTERN 
NORTHERN 
LOWER 
SEVERN 
LOWER TRENT 
UPPER 
SEVERN 
UPPER TRENT 
ID 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
DALES 36 
37 
38 
39 
40 
NORTHUMBRIA 41 
CENTRAL 
NORTH 
42 
43 
44 
45 
46 
47 
48 
SITE NAME 
BABINGLEY 
CAM 
GRANTA 
GRANTA 
IVEL 
LARK 
OUSE 
OUSE 
OUZEL 
RHEE 
SAPISTON 
THET 
WISSEY 
CHELMER 
WENSUM 
BAIN 
CHATER 
CRINGLE 
BROOK 
GLEN 
GWASH 
GREAT EAU 
HARPERS 
BROOK 
ISE BROOK 
LYMN 
NORTH BROOK 
UPPER WITHAM 
UPPER WITHAM 
WAITHE BECK 
WEllAND 
FROME 
AMBER 
DERWENT 
WYE 
TEME 
MANIFOLD 
TEES 
URE 
URE 
WHARFE 
WHARFE 
COQUET 
DERWENT 
WEAR 
BROCK 
RIBBLE 
WVRE 
WVRE 
CRAKE 
SITE ID 
ACBA 
ACCA 
ACGRA 
ACGRB 
ACIV 
ACLA 
ACOUA 
ACOUB 
ACOZB 
ACRH 
ACSA 
ACTH 
ACWI 
AECH 
AEWE 
ANBA 
ANCH 
AN CB 
ANGL 
ANGW 
ANGE 
ANHB 
ANIB 
ANLY 
ANNB 
ANWIA 
ANWIB 
ANWB 
ANWE 
MLSFR 
MLTAM 
MLTDE 
MLTWY 
MUSTA 
MUTMA 
NEDTE 
NEDUA 
NEDUB 
NEDWA 
NEDWB 
NENCO 
NENDE 
NENWA 
NWCBR 
NWCRA 
NWCWA 
NWCWB 
NWNCR 
HYDRO 
ID 
HYDROLOGICAL 
EcolD -c~;IN~F~O~R~M~AT~IO~N~~ 
1970 1975 1980 
33054 56357 
33024 36087 
33055 56037 
33055 56054 
33022 56261 
33014 56000 
33037 
33039 
33015 
33027 
33013 
33044 
33106 
37020 
34011 
30011 
31010 
30015 
31002 
31006 
29002 
32003 
32004 
30004 
31016 
30001 
30017 
29001 
31007 
54027 
28048 
28011 
56441 
56262 
56439 
56156 
55937 
55897 
55972 
54629 
54952 
55020 
55501 
55088 
55564 
55588 
55123 
55598 
55743 
55206 
55714 
55425 
55417 
55395 
55824 
52892 
52892 
50454 
28023 49122 
54008 
28031 
25001 
27034 
27007 
27043 
27002 
22001 
23007 
24008 
72007 
71006 
72008 
72002 
73002 
48210 
47157 
1913 
314 
319 
341 
347 
1662 
1752 
1832 
65795 
67666 
66164 
66624 
65477 
,( 
1 Refers to the number of autumn ecological samples i.e. taken during September. October or November 
of that year. 
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NUMBER OF 
AUTUMN 
SAMPLES 1 
10 
10 
10 
10 
9 
8 
9 
9 
11 
10 
10 
9 
10 
11 
10 
12 
12 
11 
10 
11 
10 
9 
10 
11 
11 
12 
13 
10 
11 
11 
8 
7 
9 
10 
7 
9 
10 
10 
10 
9 
9 
10 
5 
8 
3 
4 
6 
SOUTHWEST 
SOUTHERN 
THAMES 
WALES 
DEVON 
HAMPSHIRE 
KENT 
SUSSEX 
NORTH EAST 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
71 
SOUTH EAST 72 
SOUTH WEST 73 
WEST 74 
75 
76 
77 
78 
79 
80 
81 
82 
83 
84 
SOUTH WEST 85 
EH EN 
KENT 
LEVEN 
SPRINT 
ANTON 
BLACKWATER 
HAMBlE 
MOORS STREAM 
2 
TEST 
CRAY 
GREATSrOUR 
GREATSTOUR 
ASHBOURNE 
SHELL BROOK 
SUSSEX 
ROTHER 
BEANE 
CHESS 
GADE 
GADE 
MrMRAM 
RIB 
ROD1NG 
WHITEWATER 
BLACKWATER 
CHURN 
ENBOURNE 
EVENLODE 
KENNET 
KENNET 
LAMBQURN 
LEACH 
DCK 
DCK 
PANG 
WYE 
AFAN 
NWNEH 
NWNKE 
NWNLE 
NWNSP 
SWDAX 
SHAN 
SHBL 
SHHA 
SHMS 
SHTE 
SKCR 
SKGSA 
SKGSB 
SSAS 
SSSB 
SSSR 
TNEBE 
TNECH 
TNEGA 
TNEGB 
TNEMI 
TNERI 
TNERD 
TSEWH 
TSWBL 
TWCH 
TWEN 
TWEV 
TWKA 
TWKB 
TWLA 
TWLE 
TWDCA 
TWOCB 
TWPA 
TWWY 
WSWAF 
74005 
73005 
73010 
73009 
45004 
64364 
65463 
69182 
66164 
7633 
42012 42512 
42014 43638 
42001 43125 
42001 42933 
42004 43869 
40016 44031 
40008 43417 
40011 43751 
41002 42134 
41024 42205 
41027 42761 
38030 34242 
39088 34309 
39089 34312 
39030 34315 
38003 34343 
38004 34213 
37014 34034 
39015 35792 
39007 36285 
39035 36221 
39025 36146 
39034 
39016 
39043 
39019 
39042 
39081 
39081 
39027 
39023 
36150 
36065 
35491 
36072 
36055 
35980 
35983 
35969 
35783 
58012 45196 
.; 
.; 
.; 
.; 
.; 
.; 
.; 
.; 
.; 
-/ 
.; 
.; 
.; 
.; 
.; 
.; 
.; 
.; 
.; 
-/ 
-/ 
.; 
-/ 
-/ 
.; 
2 Moors Stream uses the same gauging station as River Hamble although separate invertebrate samples. 
.; 
.; 
.; 
.; 
.; 
.; 
.; 
.; 
.; 
.; 
.; 
.; 
.; 
.; 
.; 
.; 
.; 
.; 
.' 
.; 
.; 
.; 
.; 
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6 
6 
9 
9 
8 
7 
6 
7 
10 
8 
8 
10 
9 
7 
8 
9 
6 
8 
6 
8 
9 
8 
5 
8 
7 
7 
7 
7 
7 
8 
7 
6 
7 
6 
6 
8 
4 
Appendix 2 - Summary of the raw sampled benthie maeroinvertebrate data (presented to family-level) for: (A) autumn 2003 samples 1 - 40; (8) autumn 2003 . 
samples 41- 80; (C) spring 2004 samples 1- 40; (D) spring 2004 samples 41 - 80; (E) summer 2004 samples 1- 40; and (F) summer 2004 samples 41- 80. 
CA) 
Aa1 Aa2 Aa3 Aa4 Aa5 Aa6 Aa7 A08 Aa9 A1a All A12 A13 A14 A15 A16 A17 A18 A19 A20 A21 A22 A23 A24 A25 A26 A27 A28 A29 A30 A31 A32 A33 A34 A3S A36 A37 A38 A39 A40 
PLANARIIOAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 a 0 0 0 0 0 a 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 a a 
NEMATODA a a a 0 0 0 0 0 0 0 0 0 0 0 0 a 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 a 0 0 0 0 0 0 
VALVATIDAE 0 0 0 0 0 0 0 0 0 a 0 0 0 0 0 0 a 0 0 0 0 0 a 0 0 a 0 0 0 0 0 a 0 0 0 0 0 0 0 a 
rHYDROBJJDAE 10 5 2 2 2 33 0 1 3 15 2 5 72 1 4 76 7 8 8 19 1 2 0 0 0 2 7 15 49 20 5 22 1 2 1 2 1 8 0 3 
B!THYN!!DAE 0 0 0 0 0 0 0 0 0 a 0 a 0 0 0 0 0 0 0 0 a 0 a 0 0 a 0 0 0 0 0 a a 0 0 0 a a 0 a 
LYMNAE1DAE a a 0 0 0 0 a 0 0 a 0 a a 0 0 a a 0 0 0 0 0 a 0 0 a a 0 0 0 0 a a 0 0 0 0 0 0 a 
PLANORBIDAE a a a a 0 0 0 0 a 0 a 0 a a a a 0 a a 0 a a 0 a a 0 a a 0 0 0 0 a a a 0 a 0 a a 
ANCYLlDAE a a a 0 a 4 0 1 a 1 a 0 12 a 1 1 2 a a 1 2 a 2 0 1 2 0 2 a a 1 6 a a 10 a 0 a a a 
SUGCINEIOAE a 0 0 0 0 0 0 a 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 a 0 0 0 a 0 0 0 0 0 a 0 0 0 a 0 0 
SPHAERHOAE 6 3 0 1 6 0 2 4 0 3 3 5 0 0 0 0 0 0 1 4 0 a 1 a 0 2 21 0 7 3 0 24 4 3 0 0 0 4 a 2 
PREISSENIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 a a 0 0 a 0 a 0 0 
OLlGOCHAETA 43 28 13 29 17 17 22 18 9 30 16 53 13 22 26 13 1 0 2 35 1 21 18 0 1 37 18 1 9 25 2 3 1 0 0 0 0 2 3 27 
LUMBRICIDAE 0 a a a 0 0 a a 0 a a 0 0 0 a a a a 0 a 0 0 a a 0 a a 0 0 0 0 a a a 0 a 0 a 0 a 
PISCICOLlDAE a a a a a 0 0 0 a 0 a a 0 a 0 a· a a a 0 a 0 a a a a a a 0 0 a 0 a a a a a 0 a a 
GLOSSIPHONIIDAE 1 4 2 a 3 1 9 a 0 6 12 4 1 0 1 1 a a 2 1 4 0 6 0 0 17 a 0 0 a 2 a 8 0 1 0 0 3 2 1 
ERPOBOElllDAE 3 1 2 a 1 1 2 3 0 3 1 2 1 a 6 2 1 0 a 0 1 1 4 2 a 1 a 0 1 1 a a 3 a 2 a a a a 0 
HVDRACARINA a a a a 0 0 a a a 0 0 0 0 0 a a 0 a 0 a 0 0 a a 0 a 0 a a a a a a a a a 0 a 0 a 
QSTRACODA 0 0 a 0 a a 0 a 0 a 0 0 a a 0 a a 0 a 0 a 0 a a a a a a 0 0 0 0 0 a a 0 a 0 a 0 
ASTACIDAE a a a a 0 0 0 0 0 0 0 a 0 0 a 0 a 0 0 a 0 0 0 0 0 0 a 0 a a 0 a 0 a 0 0 0 a 0 a 
ASELLlDAE 0 0 0 0 1 0 2 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 0 3 0 0 1 0 1 4 1 0 0 0 3 1 0 2 3 11 
CRANGONVCTIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 a 0 0 0 0 0 0 0 0 0 
GAMMARIDAE 13 2 14 34 61 18 0 23 6 18 3 14 32 16 11 42 34 13 32 11 1 1 23 18 0 3 53 11 11 45 19 47 1 0 46 1 0 0 0 1 
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BAETIDAE 4 8 22 20 35 20 2 19 13 35 2 3 50 23 11 18 16 25 18 26 1 1 3 2 2 2 3 7 11 6 4 30 7 1 7 0 3 2 0 2 
LEPTOPHLEBIIDAE 0 0 2 2 1 0 0 0 0 0 0 1 2 5 0 0 0 0 0 0 0 0 1 0 0 0 0 0 3 0 0 1 2 0 15 0 0 0 0 0 
EPHEMERIDAE 7 4 2 1 0 0 3 2 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 3 4 1 0 0 2 4 2 1 1 1 0 0 2 0 0 
EPHEMERELLfDAE 1 0 0 1 1 2 0 1 1 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 
CAENIDAE 61 32 82 84 38 12 23 23 1 2 0 18 3 47 10 1 0 1 4 12 24 0 9 3 37 52 7 5 12 20 49 73 52 8 147 15 15 20 4 17 
NEMOURIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
LEUCTRIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
HYDROMETRIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
VELlIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
GERRIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
CORIXIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
HALlPLlDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1 0 1 0 0 0 
DYTISCIDAE 0 0 1 1 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 1 0 1 0 0 1 2 31 0 0 
GYRIN/DAE (ADULT) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
GVR/N/DAE (LARVAE) 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
HYDROPHILlDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
HYDRAENIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
SCIRTIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
ELM!DAE 27 10 24 11 11 9 3 11 5 7 1 29 15 11 16 46 24 24 21 13 4 2 4 5 0 5 5 4 21 8 16 24 2 1 8 2 0 2 0 4 
SIALlDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 2 0 0 4 
SISYRIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
RHYACOPKIUDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 
GlOSSQSOMATIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
HYDROPT!LlDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 
PSYCHOMYI!DAE 0 0 0 2 0 0 0 2 0 1 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 
POLYCENTROPODIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 2 2 0 1 0 0 
HYOROPSYCHIOAE 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 3 3 1 0 0 0 15 1 0 8 4 1 1 0 0 0 0 0 0 0 0 0 0 
244 
l!MNEPHIUDAE 0 0 0 0 0 0 D 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
GOERIDAE 12 1 1 7 4 1 0 6 6 18 0 5 8 3 5 2 1 3 3 28 0 0 9 3 2 0 0 1 0 4 4 8 7 4 0 0 0 0 0 0 
SERICOSTOMATIDAE 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
LEPTOCERIDAE 0 2 3 0 3 0 1 0 0 1 1 3 4 8 1 0 0 0 0 5 1 1 2 0 4 28 2 2 2 5 15 8 9 2 7 1 0 1 1 2 
TIPULlDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 1 2 2 0 1 1 0 0 0 1 0 0 1 0 0 0 0 0 0 
TIPULlNAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
liMONllNAE 0 0 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
PSYCHODIDAE 0 0 0 0 0 0 D 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
PTYCHOPTERIOAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
DIXIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 O· 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
CERATOPOGONIDAE 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 
SIMULlIOAE 0 0 6 0 2 2 1 0 5 0 0 0 1 0 0 8 5 6 16 0 0 1 0 0 0 0 2 0 1 0 0 0 0 0 0 0 0 0 0 0 
CHIRONOMIDAE 0 5 3 0 0 0 5 3 0 0 3 2 0 0 0 1 0 1 16 0 6 0 0 3 2 11 4 0 2 1 2 0 1 0 1 2 0 8 3 0 
TANYPODlNAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
DIAMESINAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
PRODJAMESINAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
ORTHQCLADIINAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
CH1RQNQMINI 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
STRA TIOMYIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
TABANIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
EMPIDIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 
MUSCIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
DIPTERA (OTHER) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
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CB) 
A41 A42 A43 A44 A45 A4S A47 A48 A49 A50 A51 A52 A53 A54 A55 A5S Ni7 A58 M9 ASO AS1 A62 A63 AS4 A65 A66 A67 A68 A69 A70 A71 An A73 A74 A75 A76 A77 A76 A79 ABO 
PLANARrrDA~ 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
NEMATODA 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
VALVATIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
HYDROSIIOAE 6 3 13 22 96 1 18 6 1 1 1 12 10 3 44 0 1 1 0 0 35 105 10 41 19 1 14 10 42 25 23 9 5 16 0 0 41 40 20 9 
B!THYNIIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
LYMNAEIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0' 0 0 0 0 0 0 
PlANORBIOAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
ANCYLlDAE 0 1 2 1 1 0 4 3 0 1 0 1 1 0 1 0 1 0 0 0 0 0 1 0 1 0 2 2 2 3 7 3 0 5 0 0 0 0 0 0 
SUGCINEIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
SPHAERIIDAE 3 7 0 2 0 0 3 2 0 1 0 0 0 1 0 0 0 0 0 0 12 0 0 0 3 12 0 1 0 4 2 0 1 1 0 2 0 3 0 1 
DREISSENIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
OUGOCHAETA 4 10 37 37 48 44 23 2 10 3 77 6 12 7 3 12 0 4 3 2 40 8 25 19 29 56 5 0 3 41 70 1 0 5 0 22 0 7 0 11 
LUMBRICIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
PrSCICOlfDAE 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
GlOSSIPHONIIDAE 1 7 2 3 0 6 5 5 0 3 3 1 5 0 0 0 1 0 5 5 5 0 0 1 1 S 2 0 1 0 0 0 0 1 0 6 0 6 1 4 
ERPOBDELUDAE 0 3 1 1 0 1 1 1 0 0 3 1 0 0 0 0 0 0 3 0 1 0 2 1 0 4 0 1 0 0 0 1 4 0 0 5 0 1 0 4 
HYDRACAR1NA 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
OSTRACODA 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 
ASTAC10AE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
ASElLlDAE 1 1 1 0 0 0 1 0 0 1 0 0 0 0 0 1 2 3 1 0 1 0 0 0 0 0 0 1 0 0 1 0 9 4 0 0 0 0 1 0 
CRANGONYCTlDAt 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
GAMMARIDAE 39 126 36 3 27 8 11 6 4 2 22 21 6 16 21 14 0 0 0 0 12 66 31 37 61 35 7 14 37 36 30 2 21 6 3 10 9 13 0 0 
8AETIDAE 22 0 48 6 10 11 24 4 0 4 27 27 42 15 40 6 2 1 0 0 6 11 16 17 5 6 4 3 16 24 10 2 10 4 2 1 12 0 1 1 
LEPTOPHlEBllDAE 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 1 0 0 0 0 0 0 1 0 0 1 2 0 0 0 0 0 0 0 0 
246 
EPHEMER1DAE 0 0 0 1 1 8 4 1 2 1 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 1 1 0 
EPHEMERElUDAE 0 0 0 0 0 0 1 0 0 1 0 0 0 0 1 0 0 0 0 0 1 4 0 2 4 0 0 0 0 0 0 0 0 0 0 0 5 0 0 0 
CAENIDAE 33 21 29 43 45 87 64 8 15 19 34 3 6 2 0 11 12 26 8 1 1 2 0 1 0 3 6 17 1 0 25 11 36 71 40 24 4 26 11 5 
NEMOURIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
LEUCTRIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
HYDROMETRIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
/VELJJDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
GERRIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
CORIXIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
HALJPLJDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
DYT1SCIOAE 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 2 0 0 2 2 
GYRINIDAE (ADULT) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
GYRINIDAE (LARVAE) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
HYOROPHIUOAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
HYORAENJDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
SCIRTIOAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
ElMIOAE 7 16 11 8 2 7 9 4 1 1 11 16 13 7 6 18 2 0 1 0 5 39 14 23 77 24 9 9 17 23 36 6 5 7 5 5 9 14 2 0 
SIAUOAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 
SISYRJDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
RHYACOPHIUOAE 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
GLOSSDSOMATJOAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
HYDROPT1UDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
PSYCHDMYIIDAE 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 
POl YCENTROPQD1DAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 
HYDROPSYCHIDAE 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 
liMNEPHllIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 4 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
GOERIDAE 20 3 28 3 5 2 9 2 5 2 4 5 6 0 3 0 0 0 0 1 13 0 0 7 0 4 0 5 7 6 13 0 0 10 2 1 1 5 1 3 
247 
SERICOSTOMATIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
LEPTOCERIDAE 3 1 2 3 4 6 2 2 2 2 6 2 0 0 1 2 1 1 0 0 0 0 0 0 1 1 1 0 0 1 1 3 0 5 12 9 0 7 9 2 
TIPUlIDAE 0 1 1 0 0 0 1 0 0 0 0 0 0 2 0 0 0 0 0 2 2 1 1 2 0 1 1 2 2 0 0 0 1 0 0 1 1 1 0 0 
TIPUlINAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
liMONllNAE 0 2 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 
PSYCHODIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
PTYCHOPTERIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
DIXIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
CERATOPOGONIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 
SIMULlIDAE 0 4 1 0 0 0 6 0 0 0 1 7 0 2 6 0 0 0 0 0 2 13 9 4 5 0 0 2 7 17 1 4 0 0 0 0 4 0 0 2 
CHIRONOMIDAE 0 0 0 0 0 3 1 0 0 2 0 0 0 0 1 0 1 3 4 0 0 5 2 4 0 1 0 3 0 1 1 0 11 3 1 0 1 0 4 0 
T ANYPODINAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
DIAMESINAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
PRODIAMESINAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
ORTHOCLADIINAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
CHIRONOMINI 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
STRATIOMYIOAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
TABANIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
EMPIDIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
MUSCIDAE 0 0 0 0 0 0 0 Q 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
DIPTERA (DTHER) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
248 
(C) 
501 802 803 804 805 806 507 508 809 810 811 812 513 514 515 516 517 518 519 520 521 522 523 524 525 526 527 528 529 530 531 532 533 534 835 536 537 538 539 540 
PLANARIIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
NEMATODA 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
VALVATIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
HVDROBIIDAE 2 0 0 0 0 0 0 0 3 2 2 0 0 1 0 0 1 0 0 0 0 0 2 0 0 7 7 2 0 5 5 4 3 35 0 5 0 2 20 5 
BITHYNIIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
LYMNA~IDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
PLANORBIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
)ANCYUDAE 1 0 0 0 0 0 0 0 1 0 2 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 2 2 0 0 2 0 0 1 0 7 1 
SUGCINEIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
SPHAERIIDAE 0 1 0 0 0 0 0 1 0 2 1 0 1 1 0 3 0 1 0 1 0 0 0 0 1 0 0 0 2 0 1 0 1 3 0 1 0 1 0 0 
DREISSENIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
OUGOCHAETA 0 24 22 9 0 5 22 22 27 28 33 2 30 16 10 0 0 3 1 13 8 0 0 21 16 19 6 1 3 0 7 0 2 24 0 69 0 0 11 0 
LUMBRICIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
PISCICOUDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
GLOSSIPHONIIDAE 0 7 1 0 7 3 0 0 1 2 0 0 2 0 0 7 3 4 5 1 0 1 1 1 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1 0 
ERPOBDELlIDAE 0 0 2 1 1 0 0 0 0 0 0 0 0 0 0 3 0 0 0 1 0 2 0 1 0 0 1 0 0 0 0 0 1 0 0 1 2 0 3 4 
HVDRACAR1NA 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 
OSTRACODA 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
ASTACrDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
ASELLlDAE 2 3 0 0 1 3 0 0 1 1 1 1 2 3 1 8 3 4 0 0 0 33 4 0 4 2 1 4 1 2 0 0 0 0 0 0 7 1 0 1 
CRANGONYCTIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
GAMMARIDAE 2 14 1 9 3 11 3 2 4 0 10 4 2 1 7 21 17 3 9 1 1 12 16 0 18 14 5 10 1 2 6 22 14 15 23 3 4 5 4 2 
BAETIDAE 30 30 3 8 1 23 8 6 6 9 28 14 2 22 71 13 16 0 5 0 4 1 59 44 20 43 5 27 0 10 5 67 37 28 4 18 0 0 36 8 
LEPTOPHLEBIIDAE 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
249 
EPHEMERIOAE 0 1 0 3 1 1 1 6 1 3 1 0 0 1 1 2 3 0 7 1 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
EPHEMERELlIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
CAENIDAE 40 57 7 7 11 53 35 62 75 33 90 23 41 54 38 108 52 5 132 11 23 18 93 13 0 65 58 16 16 9 4 10 5 7 0 5 5 96 26 21 
NEMOUR1OAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
LEUCTRJDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
HYOROMETR1DAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
VELJJDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
GERRIOAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
CORIXIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
HAUPUDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 
DYTISC1DAE 0 0 0 0 0 1 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
GYRINIOAE (ADULT) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
GYRINIOAE (LARVAE) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
HYDROPHJUDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
HYDRAENIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
SCIRTIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
ELMIDAE 2 3 0 2 0 8 1 2 1 1 1 8 0 0 3 3 0 0 4 0 1 1 11 5 0 8 12 6 0 1 2 6 6 18 0 6 1 9 7 1 
SIAllDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
SJSYRlOAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
RHYACOPHIUDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 
GLOSSOSOMA TIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
HVOROPTIUDAE 0 0 0 0 0 3 1 0 0 3 2 0 1 2 0 3 0 1 0 1 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 
PSYCHOMYJlOAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
POLYCENTROPODIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 
HYDROPSYCHIDAE 0 0 0 0 0 1 0 0 0 0 3 0 0 1 0 1 0 0 1 0 0 0 2 0 1 0 0 0 0 0 0 3 8 0 0 B 1 0 1 0 
rIMNEPH!UDAE 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 0 3 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 
GOERlDAE 3 2 0 4 0 2 1 0 1 0 9 0 0 1 7 0 4 0 1 0 0 0 2 0 1 0 3 2 0 1 2 0 4 9 0 2 0 2 0 2 
250 
SERICOSTOMATIDAE 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 
LEPTQCERIDAE 5 0 1 2 0 1 1 4 5 12 9 0 3 8 8 3 20 8 3 0 1 0 7 2 6 1 2 0 2 2 5 1 1 4 0 5 0 1 2 0 
TIPULJDAE 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 2 
TIPULJNAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
liMONllNAE 1 3 0 3 0 1 1 0 1 0 3 0 1 3 1 1 5 0 4 2 3 0 5 1 3 2 1 1 1 0 0 0 0 2 0 1 0 1 1 2 
PSYCHODIDAE 0 0 0 0 0 0 1 1 2 0 0 1 0 0 0 1 0 0 1 0 0 0 2 0 2 0 0 0 2 0 0 0 1 0 0 1 2 1 0 0 
PTYCHOPTERIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
DIXIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
CERA TOPOGONIDAE 0 0 0 0 0 3 0 0 2 1 1 0 3 0 0 1 1 400 4 4 1 0 0 0 2 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 
SIMULlIDAE 0 0 0 0 0 0 0 0 0 0 0 2 0 2 0 2 0 0 0 0 0 0 1 0 1 0 1 1 0 0 0 2 0 0 0 2 0 0 0 0 
CHIRONOMIDAE 1 23 20 10 2 30 11 32 18 5 63 12 40 34 2 27 6 19 44 7 3 1 14 5 14 7 1 4 37 0 0 0 4 0 3 48 11 1 6 4 
TANYPODINAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
DIAMESINAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
PRODIAMESINAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
ORTHOCLADIINAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
CHIRONOM1NI 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
STRATIOMYIDAE 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 
TABANIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
EMPIDIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
MUSCIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
DIPTERA (OTHER) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
251 
(D) 
841 S42 S43 S44 S45 S46 847 S48 849 850 S51 S52 S53 S54 S55 S56 S57 858 S59 860 S61 S62 S63 S64 S65 S66 S67 S68 S69 S70 S71 S72 S73 S74 S75 S76 S77 S78 S79 S80 
PLANARIIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
NEMATODA 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
VALVATIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
HYDROBIIDAE 2 0 31 0 13 0 13 5 0 0 2 0 0 0 2 2 1 0 13 2 12 23 15 6 8 1 1 8 0 5 0 0 0 3 0 4 1 0 0 1 
BITHYNIIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
LYMNAEIDAE 0 0 0 0 0 0 1 0 0 0 0 1 0 0 a 1 0 0 1 1 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 2 0 0 0 
PLANORBIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
ANCYLlDAE 0 0 0 0 2 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 2 0 0 1 0 0 0 1 0 0 0 0 1 
SUCCINEIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
SPHAERIIDAE 0 3 0 1 1 1 1 0 14 0 2 0 0 0 0 0 0 0 0 6 0 2 0 0 0 0 0 0 0 0 0 0 0 5 2 0 1 1 1 3 
DREISSENIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
OUGOCHAETA 36 0 3 1 28 0 44 34 0 16 28 3 8 0 0 1 7 0 0 3 1 7 3 8 1 1 0 22 0 0 3 8 3 1 15 3 2 7 0 26 
LUMBRICrOAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
PISCICOUDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
GLOSSIPHONIIDAE 1 1 0 0 0 0 1 0 2 0 4 1 3 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 4 2 3 0 8 0 2 0 0 4 
ERPOBDElUDAE 0 0 0 0 0 0 0 0 1 0 2 3 2 0 0 0 0 0 1 1 0 0 0 0 0 1 0 0 0 0 13 0 8 0 6 3 1 2 0 0 
HYDRACARINA 0 0 0 0 1 0 0 0 0 0 0 0 0 0 3 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 2 0 0 0 
OSTRACODA 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 
ASTACIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
ASElllDAE 2 1 3 0 1 4 4 0 5 3 7 0 0 0 1 5 2 0 4 0 2 0 7 0 0 4 0 0 1 0 19 1 1 4 2 0 0 1 0 0 
CRANGONYCTIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
GAMMARIDAE 13 6 8 0 3 3 11 0 2 5 3 0 5 1 6 6 0 0 11 3 8 9 14 3 7 3 3 3 0 4 5 1 0 11 1 9 2 1 0 1 
BAETIDAE 99 15 17 5 17 0 8 12 0 8 78 1 5 10 15 4 2 1 4 6 8 35 11 5 38 2 5 8 12 55 0 6 0 0 2 27 1 0 13 1 
LEPTOPHlEBllDAE 1 0 0 0 0 0 0 0 0 0 1 0 0 1 1 0 0 0 0 0 0 1 0 0 0 1 0 1 1 1 0 0 0 0 0 0 0 0 0 0 
252 
EPHEMER1DAE 1 2 3 0 1 0 0 0 0 0 1 0 1 0 0 3 0 0 0 0 1 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 1 0 1 
EPHEMERELLlDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
CAEN1DAE 91 57 252 7 62 6 35 40 7 57 151 1 41 10 11 126 13 6 52 2 37 10 21 5 4 13 1 83 24 6 7 39 1 20 79 70 46 35 18 9 
NEMOURIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 D 0 0 0 0 0 0 0 0 0 0 0 D 0 0 0 0 0 0 0 0 
LEUCTR!DAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
HYDROMETRIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
VELUDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
GERRIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
CORIXIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
HAUPLlDAE 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
DYTISCIDAE 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 
GYRINIDAE (ADULT) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 D 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
GYRINIDAE (LARVAE) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
HYDROPHIUDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
HYORAEN1DAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
SCIRTICAE 0 0 0 0 0 0 0 D 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
ElMIDAE 7 3 9 2 7 0 4 6 1 4 6 0 0 2 8 3 3 0 2 0 9 4 6 14 4 9 1 16 8 10 0 1 0 0 3 6 1 0 1 2 
SIAUDAE 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 
SISYRIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
RHYACOPHIUDAE 0 0 0 0 0 0 0 0 0 0 0 Q 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
GLOSSOSOMAT1DAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 Q 0 0 0 0 0 0 0 
HYOROPTILlDAE 0 1 1 0 0 0 0 1 0 0 2 0 0 2 0 0 Q 0 0 0 0 0 0 0 0 0 0 3 0 0 0 1 0 0 1 0 0 2 0 0 
PSYCHOMYllOAE 0 0 0 0 0 0 0 0 0 0 0 Q 0 0 Q 0 0 Q 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
POl YCENTROPQOIDAE 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 Q 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 Q 0 0 
HYDROPSYCHIDAE 0 1 5 0 2 1 3 0 0 1 0 0 0 0 0 0 0 0 1 0 0 1 1 1 1 0 1 1 2 0 0 0 0 0 2 0 0 0 0 0 
liMNEPH!UQAE 1 1 0 0 0 0 0 2 0 0 0 0 0 0 1 1 0 0 0 5 1 1 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 2 0 0 
GOER!DAE 0 0 1 0 1 0 0 3 0 0 4 0 4 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5 0 2 1 0 1 
253 
SERICOSTOMATIOAE 0 0 0 0 0 0 a a a 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 a 0 0 0 0 0 0 0 0 0 0 
LEPTOCE,RrDAE 4 2 7 4 3 2 a 6 0 a 4 9 5 2 2 2 0 0 0 2 5 5 1 3 0 1 0 3 2 3 2 4 0 0 8 1 0 0 10 4 
TJPUL/DAE 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 2 1 0 1 0 1 1 0 0 0 0 a a a a a 0 0 0 0 0 
TIPUUNAE a 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 a 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
llMONIlNAE 0 2 0 0 a 0 0 0 0 a 0 0 0 0 0 0 0 0 3 1 1 0 0 0 0 0 a 0 a 0 0 0 0 0 5 0 0 0 0 0 
PSYCHODIDAE 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 1 0 0 3 0 2 2 1 0 0 0 0 1 0 0 0 6 1 0 1 0 5 1 
PTYCHOPTERJDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
DIXIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
CERATOPOGONIDAE 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 2 1 0 0 0 2 0 3 1 12 8 0 0 
$IMUUIOAE 0 2 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 3 0 0 0 1 22 0 0 1 0 0 0 0 0 2 0 
CHIRONOMIDAE 24 53 21 17 3 14 13 6 59 12 21 80 8 43 31 71 2 13 0 1 12 6 13 19 2 7 1 16 9 19 27 22 3 11 5 16 5 34 67 6 
TANYPODINAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
DIAMESINAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
PRODIAMESINAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
ORTHOCLADllNAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
CHIRONOMJNI 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
STRATIOMYIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
TABANIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
EMPIDIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
MUSCIDAE 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 
DIPTERA (OTHER) 0 0 0 1 0 0 a a 0 0 0 0 0 0 0 a 0 0 0 0 0 0 0 0 a 0 a a 0 0 0 0 0 0 0 0 0 a a 0 
254 
(El 
M01 M02 M03 MO. M05 M06 M07 M08 M09 M10 M11 M12 M13 M14 M15 M16 M17 M18 M19 M20 M21 M22 M23 M24 M25 M26 M27 M28 M29 M30 M31 M32 M33 M34 M35 M36 M37 M38 M39 M40 
PlANARIIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
NEMATODA 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
IVALVATIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
HVDROBJJDAE 2 8 152 100 37 39 4 24 8 36 247 24 1 3 82 13 1 1 31 20 44 38 1 6 148 1 2 1 260 6 116 296 193 11 6 67 0 71 151 58 
BITHYNllDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
LVMNAEIDAE 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 2 0 0 0 0 
PLANORBIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 
~NCYllDAE 0 0 3 0 0 0 0 0 0 0 0 2 0 0 1 0 0 0 0 0 b 0 0 0 0 0 0 0 0 0 0 1 1 0 0 4 3 4 3 0 
SUCCINEIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
$PHAERIIDAE 6 1 2 4 1 13 9 2 1 12 2 3 11 2 10 10 7 17 13 23 0 11 0 7 24 12 0 14 5 27 14 3 15 0 54 65 4 2 5 1 
DREISSENJDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
OUGOCHAETA 7 1 2 0 0 1 0 1 0 20 2 6 2 0 11 • 1 1 23 51 9 17 0 5 5 5 0 8 1 4 12 0 0 18 0 4 0 2 6 8 
LUMBRICIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
PISCICOLlDAE 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
GLOSSIPHONIIDAE 2 1 0 2 1 0 0 0 1 1 0 0 1 1 0 1 0 2 0 3 0 0 0 0 17 0 0 0 2 6 0 0 1 0 0 2 0 0 1 0 
ERPOBDElLlDAE 0 2 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 2 1 0 2 0 2 0 0 0 2 0 0 1 1 
HYDRACARINA 0 3 2 4 7 3 0 1 1 6 1 0 1 0 0 0 0 0 0 2 0 0 0 0 2 1 0 0 11 0 0 3 0 0 0 0 0 0 0 0 
OSTRACODA 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
ASTACIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
ASELLlDAE 1 1 5 0 3 9 0 1 3 0 1 1 2 3 0 0 0 1 6 0 4 1 5 5 0 0 9 1 0 0 1 4 1 0 0 6 0 1 0 1 
CRANGONYCTIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
GAMMARIDAE 8 3 25 3 3 4 0 0 15 2 16 3 0 16 13 22 17 21 24 5 18 11 17 15 21 0 16 6 6 11 9 15 21 12 1 28 3 13 3 1 
BAETIOAE 2 2 
" 
7 0 1 0 3 2 4 4 1 8 63 88 12 7 25 52 17 79 96 14 20 33 2 1 2 4 0 92 97 78 10 0 23 0 117 103 12 
LEPTOPHLEBUDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 
255 
EPHEMERIOAE 2 2 1 3 0 0 0 2 1 1 1 5 1 1 0 4 0 4 1 3 0 1 0 1 0 0 0 3 1 2 1 0 1 2 1 3 0 0 0 0 
EPHEMERElUDAE 0 1 8 1 1 0 0 1 0 4 6 1 0 8 13 7 3 3 8 0 7 6 1 5 5 0 1 1 3 2 10 8 13 7 0 17 9 12 9 7 
CAENIOAE 135 191 269 213 386 72 39 138 69 70 172 165 54 22 15 100 29 67 128 100 84 26 73 29 29 37 290 76 171 65 3 27 10 63 1 71 0 2 0 14 
NEMOURIOAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
LEVCTRIOAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
HYDROMETRIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
VEUIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
GERR10AE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
CORIXIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
HAUPUDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
DYTISCrOAE 0 1 0 2 1 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 
GYRINIOAE (AOUL T) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
GYRINIOAE (LARVAE) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
HYDROPHILlDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
HYORAENIOAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
SCIRTIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
ElMIDAE 0 0 4 1 1 0 0 0 1 0 5 0 1 0 3 1 0 0 2 0 3 4 0 2 5 0 0 2 2 0 3 10 4 2 0 11 7 14 10 5 
SIAUDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
SISYRIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
RHYACOPHIUOAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
GlOSSOSOMATIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
HVDROPTIUDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
PSYCHOMYflOAE 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
POlYCENTROPODIOAE 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 
HYDROPSYCHIDAE 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 3 1 0 
UMNEPHIUDAE 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
GOERIOAE 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 6 0 0 0 0 1 0 0 1 2 3 0 1 0 0 0 0 
256 
SERICOSTOMATIOAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 3 0 0 0 0 
LEPTOCERIDAE 6 9 13 13 4 5 11 7 10 13 13 68 2 13 3 17 1 15 14 5 0 11 1 18 0 1 1 9 10 6 20 14 16 25 12 18 0 0 24 2 
TJPULlDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
TJPULlNAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
LrMONIINAE 0 0 0 0 0 0 1 0 1 1 0 0 0 0 2 2 0 2 0 0 5 3 0 3 1 0 0 1 0 0 2 0 1 0 0 0 0 0 0 0 
PSYCHODIDAE 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
PTYCHOPTERIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
DIXIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
CERATOPOGONIDAE 118 156 160 183 200 159 92 681 11 327 242 0 503 11 5 87 2 38 54 143 7 6 6 7 42 73 16 211 129 33 3 11 1 3 18 15 0 2 3 8 
SJMULlIDAE 0 0 2 0 1 0 0 0 0 1 0 0 0 6 0 5 6 11 0 1 0 0 0 0 30 2 0 0 0 0 16 2 54 3 0 2 11 88 12 0 
CHIRONOMIOAE 7 3 7 8 5 9 8 7 1 3 11 0 12 1 0 4 0 0 0 3 0 0 0 0 3 1 3 0 5 2 0 6 1 2 0 6 0 8 3 2 
TANYPODINAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
DIAMES1NAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
PROOIAMESINAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
ORTHOCLAOIINAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
CHIRONOMINI 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
STRA rlOMYIOAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
TABANIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
EMP1DIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 
MUSCIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 
DIPTERA (OTHER) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
257 
(F) 
M41 M42 M43 M44 M45 M46 M47 M48 M49 M5a M51 M52 M53 M54 M55 M56 M57 M58 M59 M6a M61 M62 M63 M64 M65 M66 M67 M68 M69 M70 M71 M72 M73 M74 M75 M76 M77 M78 M79 M80 
PLANARIIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 a 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
NEMATODA 0 0 0 0 a a 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
VALVATIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
HVDROBIIDAE 18 4 210 175 485 347 15 49 2 185 9 186 86 63 139 260 15 31 159 198 5 0 122 90 96 344 307 1 345 334 28 21 55 14 2B 25 21 148 139 227 
BITHYNIIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
LYMNAEIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 0 
PLANORBIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 3 5 0 0 0 0 0 0 2 
ANCYLlDAE 1 0 3 0 0 3 0 0 0 0 2 0 1 0 1 4 2 0 1 0 0 0 0 0 1 0 1 1 2 1 0 0 0 0 0 0 0 0 0 0 
SUCCINEIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
SPHAERUDAE 14 8 2 0 6 1 1 1 5 6 1 1 1 0 93 2 0 0 18 27 0 0 1 6 2 17 3 15 8 6 2 1 2 0 27 0 0 8 26 26 
DREJSSENIOAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
OUGOCHAETA 9 1 8 20 18 4 6 0 0 1 2 3 2 2 27 1 1 0 1 0 0 3 6 0 0 6 5 9 6 4 4 0 0 1 2 3 0 27 78 16 
LUMBRIClDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
PISCJCOUDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
GLOSSIPHON\\OAE 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 5 2 4 0 0 1 0 
ERPOBDELUDAE 0 1 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 1 2 0 0 0 0 0 2 1 0 0 1 1 2 
HVDRACARINA 0 0 2 0 1 0 1 2 2 10 0 7 1 1 0 0 0 1 2 1 0 0 4 12 3 3 0 0 0 1 1 1 2 0 2 2 3 0 0 0 
OSTRACODA 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
ASTACIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
ASELUDAE 0 2 1 0 0 3 1 1 1 2 1 1 0 1 0 2 1 3 1 2 0 0 0 7 0 0 0 1 1 0 1 2 0 3 0 10 3 0 0 0 
CRANGONYCTIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
GAMMARIDAE 1 0 13 1 3 8 43 19 2 5 1 10 0 26 5 9 23 5 22 39 2 0 2 23 9 4 13 0 10 16 6 17 4 7 1 25 1 12 15 12 
BAETIDAE 6 3 5 2 10 41 154 11 0 7 1 4 12 49 7 39 59 4 13 84 1 0 1 1 89 3 74 3 115 84 84 81 15 3 2 11 27 40 137 94 
LEPTOPHLEBIIDAE 0 0 1 1 0 0 0 2 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 1 0 0 0 0 0 
258 
EPHEMERIDAE 0 0 0 1 1 0 0 4 0 0 0 0 0 0 3 1 0 0 1 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
EPHEMERELlIDAE 0 2 8 3 4 14 23 2 0 10 2 10 3 11 6 14 18 0 8 12 0 0 0 2 24 5 7 0 18 8 16 9 6 1 0 16 1 7 6 5 
CAEN!DAE 34 8 75 33 9 94 96 71 160 94 16 28 2 2 3 3 9 61 17 25 28 26 158 229 6 11 1 1 0 0 24 38 20 143 97 142 12 17 29 56 
NEMOUR!DAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
LEUCTRIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
HYDROMETRIDA!:. 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
VELlIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
GERRIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
CORIXIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
HALlPLlDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
DYTISCIDAE 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
GYRINIOAE (AOUL T) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
GYRINIOAE (LARVAE) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
HYDROPHILlDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
HVDRAENIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
SCIRTIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
ELMIDAE 2 1 5 0 10 15 5 3 2 7 0 2 2 5 3 4 5 2 1 10 0 0 0 10 18 4 3 0 20 8 7 13 8 3 1 1 0 3 19 18 
SIALlDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
SISYRJDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
RHYACOPHILlDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 
GLOSSOSOMAT1DAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
HYDROPTILlDAE 0 0 4 1 0 0 2 Q 0 0 0 0 0 4 0 0 0 1 0 2 0 0 2 0 0 0 1 0 1 1 0 11 0 0 0 0 0 0 0 0 
PSYCHOMYllDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
fOLYCENTROPODIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
HYDROPSYCHIDAE 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
liMNEPHILlDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 2 0 0 1 0 0 0 
GOER1OAE 7 0 0 0 0 3 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 
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SERICOSTOMATlDAE 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 
LEPTOCER!DAE 21 2 0 1 4 17 2 0 10 6 1 1 4 1 6 3 1 2 11 7 7 7 4 4 18 11 8 2 15 5 7 2 2 2 4 5 4 7 6 4 
TIPULlDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
)TIPULlNAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
UMONUNAE 9 0 2 0 1 0 1 0 0 0 7 0 2 0 5 0 0 0 9 3 0 0 0 0 2 1 5 0 1 7 2 0 0 1 0 1 0 18 3 3 
PSYCHODIDAE 0 0 0 1 1 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 6 0 0 0 0 0 0 
PTYCHOPTERIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
DIXIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
CERA TOPOGONIDAE 1 5 2 3 10 8 5 48 363 35 12 12 1 1 29 11 3 35 43 12 53 120 194 461 6 7 2 5 5 8 4 2 4 381 218 75 6 11 54 31 
SrMUUIOAE 1 6 4 0 0 0 13 0 0 2 1 1 10 14 2 13 15 2 2 16 0 0 0 0 105 4 126 0 39 36 1 3 2 0 0 0 9 2 0 0 
CHIRONOMIDAE 2 0 9 1 0 2 3 5 2 3 0 2 0 4 3 3 2 2 9 0 7 0 24 17 54 4 7 0 22 15 12 18 144 220 7 44 44 39 40 25 
TANYPODINAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
DIAMESINAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
PROOIAMESINAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
ORTHOClADUNAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
CHIRONOMINI 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
STRATIOMYIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
TABANIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
EMPIOIOAE 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 
MUSCIDAE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 
DIPTERA (OTHER) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
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Appendix 3 - Flow group classification for macroinvertebrate families 
FAMILY 
FLOW 
FAMILY 
FLOW 
FAMILV 
FLow 
GROUP GROUP GROUP 
TRICLADIDA 
PLANARIIOAE B IV DUGESIIOAEA IV DENOROCOELlOAE IV 
GASTROPODA 
NERITIOAE 11 VIVIPARIOAE III VALVATIDAE IV 
HVDROBIlDAE A B IV BITHYNIIDAE A IV L VMNAEIDAE B IV 
PHYSIDAE B IV PLANORBIDAE IV ANCVLlDAE' II 
ACROLOXIDAE A IV 
BIVALV1A 
MARGARITIFERIDAE II UNIONfDAE B IV SPHAERIDAE B IV 
DREISSENIDAE IV 
HIRUDINEA 
PISCICOLlDAE II GLOSSIPHONIIDAE IV HIRUDIDAE IV 
ERPOBDELLIDAE IV 
ARANEAE 
AGELlNIDAE V 
ANOSTRACA 
CHIROCEPHALlDAE VI 
NOTOSTRACA 
TRIOPSIDAE VI 
MALACOSTRACA 
MYSIDAE V ASELLlDAE IV COROPHIDAE III 
GAMMARIDAE A 11 CRANGONVCITIDAE A IV TALlTRIDAE VI 
ASTACIDAE 11 
EPHEMEROPTERA 
SIPHLONURIOAE B IV BAETIOAE B 11 HEPT AGENIlDAE B I 
LEPTOPHLEBIIDAE B 11 EPHEMERELLlDAE 11 POTAMANTHIDAE III 
EPHEMERIOAE B II CAENIOAE B IV 
PLECOPTERA 
TAENIOPTERIGIDAE. B 11 NEMOURIDAE B IV LEUCTRIOAE B II 
CAPNIIDAE B PERLODIDAE I PERLlDAE 
CHLOROPERlIDAE 
ODONATA 
PlATYCNEM1DIDAE IV COENAGRIlDAE IV LESTIDAE IV 
AGRIlDAE B III GOMPHIDAE II CORDULEGASTERIDAE 11 
AESHNIDAE IV CORDUUIDAE B IV lIBELlUlIDAE B IV 
HEMIPTERA 
MESOVELlDAE V HEBRIDAEB IV HVDROMETRIDAE IV 
VELlIDAE B IV GERRIDAE IV NEPIDAE V 
NAUCORIDAE IV APHELOCHEIRIDAE II NOTONECTIDAE IV 
PLEIDAE IV CORIXIDAE IV 
COLEOPTERA 
HALlPLlDAE B IV HVDROBJlDAE V NOTERIDAE IV 
DYTISCIDAE B IV GVRINIDAE B IV HVDROPHILlDAE B IV 
HVDRAENIDAE B IV SCIRT1DAE B IV ELMIDAEB 11 
MEGALOPTERA 
SIALlDAE B IV 
NEUROPTERA 
OSMYLlDAE 11 SISVRIDAE B IV 
TRICHOPTERA 
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RHYACOPHILlDAE 
GLOSSOSOMATIDAE 11 PHILOPOTAMIDAE B 
fOLYCENTROPODIDAE IV PSYCHOMYIIDAE B 11 ECNOMIDAE III 
HYDROPSYCHIDAE 11 HYDROPTIUDAE 8 IV PHRYGANEIDAE IV 
liMNEPHILlDAE B IV MOLANNIDAE IV BERAEIDAE 11 
ODONTOCERIDAE LEPTOCERIDAE B IV GOERIDAE 
LEPIDOSTOMATIDAE 11 BRACHYCENTRlDAE 11 SERICOSTOMATIDAE 11 
DIPTERA 
TIPULlDAE B IV PTYCHOPTERIDAE II CHAOBORIDAE V 
CULICIDAE V SIMULlIDAE 11 SYRPHIDAE V 
a Historical data may include combination of both families, or separate families (use first family of pair in cases where 
both family names used, e.g. Gammaridae I Crangonycitidae = 11). 
b Families containing species I genera with variable flow requirements. 
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Appendix 4 - Summary of hydrological variables calculated for this study 
IDENTIFICATION CODE N HYDROLOGICAL VARIABLES UNITS REFERENCES 1 
Magnitude of flow events 
Average flow conditions 
CVANN/CVDF/CVANNO 3 Coefficient of variation of annual 8,12,13,1, 
discharges - average standard deviation of 5, 6, 3 
discharge divided by the annual mean 
discharge. 
DFRANGE Maximum annual discharge minus m3 S·l This study 
minimum annual discharge. 
MAR Mean annual runoff m3 S·l km-2 4, 1, 5, 6, 3 
Mean annual discharge 
Catchment area 
MAD 1 MMD 1 MDF 3 Mean annual discharge. m3 s·1 8,12,13,5, 
6, 3 
O(M) 1 DFME(M) 24 Mean discharge for month, M (August, m3 s·1 13,7,9,11, 
September, October, ... ). The relative 14, 15 
hydrological constancy is reflected by the 
similarity of monthly means over the 
hydrological year. 
01 ... 0991 01DF ... 099DF 20 Percentile flow with the discharge m3 8·1 This study 
exceeded 99% ... 1% of the time. 
010090 ... 0250751 6 Ratios of annual discharges of 10'h/90th , 2 
01 0090DF ... 025075DF 201h/80'h and 25Ih/75'h percentiles. 
01050,025050,0750501 6 Percentile discharges 01, 025 and 075 13 
01050DF,025050DF, divided by median discharge. 
075050DF 
010050,010050DF, 6 Percentile discharges 010, 020 and 090 8,12,13 
020050,020050DF, divided by median discharge. 
Q90050,090050DF 
05050, 080050, 095050, 8 Percentile discharges 05, 080, 095 and This study 
099050/05050DF, 099 divided by median discharge. 
080050DF, 095050DF, 
099050DF 
0501050DF 2 Median annual discharge. m3 S·1 8, 12, 13,5 
S100 1 S100DF 2 S100 = Range 
m3 5·1 10 
Q50 
S50 Interquartile range m3 s·1 10 S50 = 
Q50 
S80 (90th -10th percentile range m3 S·l 10 SBO= 
Q50 
SK1/SKDF 2 Mean discharge 4,8,12,13 Skewness = 
Q50 
SK2 1 SKDF050 2 Sk (Mean discharge - Q50) m3 S·l 10 
ewness = 
Q50 
SMED 1 Specific median discharge m3 8·1 km-2 4 
Q50 
Catchment area 
STDEVO 1 STDEVDF 2 Standard deviation of annual discharge. m3 s·1 This study 
TOTALVOL 1 Total discharge for that hydrological year. m3 S·l This study 
High flow conditions 
AMAX 1 AMAXDF 2 Annual maximum = This study 
= 
Maximum annual discharge 
Q50 
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CVANNMAX I CVMAXDF 2 Coefficient of variation of MMAD and 1,5 
MAX(M). 
DFMEDMAX Median maximum annual discharge 13 
Q50 
HF High flow volume This study 
Average monthly maximum discharge 
Q50 
MAX(M) 12 Maximum discharge for month, M (August, m3 S·1 14,15 
September, October .... ). 
MAX3 ... MAX9 3 Maximum discharge in the previous m3 s·1 14,15 
3months I 6 months I 9 months. 
MEDMAX 
= 
Median annual maximum discharge This study 
Mean annual maximum discharge 
MAXQ I MMAD I MAXDF 3 Mean annual maximum discharge. m3 S·1 4,1,5(1-
day 
maximum-
7,9,11) 
SMAX Specific maximum discharge m3 S·l km-2 
Annual maximum discharge 
Catchment area 
STD EVMAX Standard deviation of the annual maximum m3 s" This study 
discharge. 
Low flow conditions 
AMIN I AMINDF 2 Annual minimum = 8,12,5 
Minimum annllal discharge 
Q50 
BASE FLOW Seven-day minimum discharge divided by 11 
the mean annual daily discharge. 
BFV I BFII DFBFI 3 Baseflow index, Le. average annual ratio of 12,13,5 
the lowest daily discharge to the mean 
daily discharge. 
CVANNMIN I CVMINDF 2 Coefficient of variation of MMID and 1,5 
MIN(M). 
DFMEDMIN Median minimum annual discharge m3 S·l 13 
Q50 
MEDMIN I MEDDF 2 Median annual minimum discharge This study 
Mean annual minimum discharge 
MIN(M) 12 Minimum discharge for month, M (August, m3 S·l 14,15 
September, October, ... ). 
MINQ I MMID I MINDF 3 Mean annual minimum discharge. m3 S·l 4,5, (1-day 
minimum-
7,9,11) 
SMIN Specific minimum discharge m3 S·l km-2 4,1 
Annual minimum discharge 
Catchment area 
STDEVMIN Standard deviation of the annual minimum m3 S·' This study 
discharge. 
Frequency of flow events 
I 
High flow conditions 
FRE1 ... FRE3 2 Number of high flow events using a This study 
threshold of 1 and 3 times the median. 
FRE1 YR ... FRE3YR 2 Mean number of high fiow events per year y(1 8, 12, 13 
using a threshold of 1 and 3 times the 
median. 
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HAMAX High pulse count, where a high pulse is 7,9,11 
defined as an event greater than Q25 per 
year. 
Low flow conditions 
LPC Low pulse count: number of low pulses in 7,9, 11 
the sample year, where a low pulse is 
defined as less than Q75. 
LPCYR 1 Mean number of LPC per year. y,' 7,9, 11 
Duration of flow events 
High flow conditions 
D3CVMAX ... D90CVMAX 4 Coefficient 01 variation 01 the average This study 
annual 3-dayl7 -day/30-day/90-day 
maximum. 
D3MAX50 ... D30MAX50 4 Average annuaI3-day/7-day/30-day/90-day 13 (90-day-
maximum discharge divided by Q50. this study) 
DAY3MAX ... DAY90MAX 4 Average annuaI3-day/7-day/30-day/90-day m3 s·1 7,9,11 
max.imum discharge. 
FFI Flood Flow Index i.e. ratio offlood volumes 8 
to baseflow volumes = (l-BFI) 
BF! 
Q5MEAN/DFQ5MEAN 2 Monthly flow duration index i.e. 
Q5 
Mean discharge 
Low flow conditions 
D3CVMIN ... D90CVMIN 4 Coefficient of variation of the average This study 
annual 3-day/7 -day/30-day/90-day 
minimum. 
D3MIN50 ... D90MIN50 4 Average annual 3-day/7-day/30-day/90-day 13 (90-day-
minimum divided by Q50. this study) 
DAY3MIN ... DAY90MIN 4 Average 3-day/7-day/30-day/90-day m3 S·1 7,9,11 (7-
minimum. day- 14, 
15) 
Q95MEAN / DFQ95MEAN 2 Q95 This study 
= 
Mean discharge 
ZERODAY The extent of intermittence i.e. the average 6,3,11 
number of days with zero discharge. 
ZEROMON Percentage of al\ months with zero % 10 
discharge. 
Timing of flow events 
High flow conditions 
CV7JDMAX Coefficient of variation of the Julian date of This study 
the seven 1-day maximum discharges in 
the hydrological year. 
MAXJD The JUlian date of the 1-day annual 13,7,9,11 
maximum discharge. 
MEMAXJD Average Julian date 01 the seven 1-day This study 
maximum discharges in the hydrological 
year. 
STDMAJD 1 Standard deviation of the Julian date of the This study 
seven 1-day maximum discharges in the 
hydrological year. 
Low flow conditions 
CV7JDMIN Coeflicient of variation of the Julian date of This study 
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the seven 1-day minimum discharges in the 
hydrological year. 
MEMINJD Average JUlian date of the seven 1-day This study 
minimum discharges in the hydrological 
year. 
MINJD The Julian date of the 1-day annual 13,7,9,11 
minimum discharge. 
STDMINJD 1 Standard deviation of the Julian date of the This study 
seven 1-day minimum discharges in the 
hydrological year. 
Rate of change of flow conditions 
Average flow conditions 
MEDIFF Mean of difference between the annual m3 s·1 This study 
positive and negative changes in water 
conditions. 
NCRR Number of days of constant discharge from This study 
one day to the next. 
NCRRYR Number of days of constant discharge per y(1 This study 
year from one day to the next. 
NERR 1 Number of negative changes in discharge 7,9,11 
from one day to the next. 
NERRYR Number of negative changes per year in ye' This study 
discharge from one day to the next. 
PORR Number of positive changes in discharge 7,9,11 
from one day to the next. 
PORRYR J Number of positive changes per year in ye' This study 
discharge from one day to the next. 
STDDIFF 1 Standard deviation of differences between m3 S·1 This study 
the annual positive and negative changes 
in water conditions. 
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