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Introdution
Une oneption simpliste de la mesure physique pourrait laisser roire qu'il
est toujours possible d'améliorer la préision de mesure, à ondition de pouvoir
perfetionner à volonté le dispositif expérimental. S'il est vrai en eet qu'un
appareillage de qualité est indispensable pour eetuer une mesure ave préision,
le développement de la méanique quantique et l'élaboration de la théorie de
l'information depuis le début du XX
e
sièle ont profondément remis en question
ette vision.
D'une part, la méanique quantique a introduit la notion d'inertitude qui
limite fondamentalement la préision ave laquelle on peut mesurer deux obser-
vables qui ne ommutent pas entre elles
1
. D'autre part, il est désormais admis que
la mesure d'une grandeur physique est néessairement le résultat d'une estimation
réalisée à partir de données bruitées qui limitent la préision de mesure. Ainsi,
en prenant en ompte et en modélisant e bruit de mesure, le développement
de la théorie du traitement de l'information a mis à la disposition des sienti-
ques plusieurs onepts puissants, permettant d'évaluer la limite théorique des
performanes de traitement de es données. La détermination de méthodes de
traitement optimales qui atteignent es limites théoriques de préision onstitue
également un important domaine d'investigation du traitement de l'information.
L'utilisation roissante de es onepts dans tous les domaines de la siene n'a
don rien de surprenant : il est rare de nos jours que l'on tente d'améliorer un ap-
pareillage de mesure oûteux sans avoir étudié au préalable les limites théoriques
de préision assoiées aux mesures eetuées.
Dans e manusrit, nous suivons ette démarhe pour l'analyse de deux pro-
blèmes optiques : la détermination du degré de polarisation à partir d'une image
d'intensité et l'apport des états sous-poissoniens de l'intensité lumineuse pour
améliorer les préisions ultimes pour l'estimation de paramètre en imagerie et
pour un problème de détetion. En partiulier, nous illustrons omment l'étude
des bornes statistiques issues de la théorie de l'information peut onstituer un
outil intéressant pour analyser les performanes de traitement assoiées aux deux
problèmes physiques étudiés dans ette thèse.
Objetifs de la thèse
Nous nous intéressons dans e manusrit à deux phénomènes optiques pour
lesquels l'inuene du bruit est importante. Dans le premier as, nous souhaitons
analyser omment une aratérisation préise du bruit de mesure peut permettre
de simplier les systèmes expérimentaux pour l'estimation du degré de polarisa-
tion en imagerie ohérente et nous étudions quelle est la perte en préision subie
1− Il s'agit là de la fameuse relation d'inertitude de Heisenberg.
1
lors de la simpliation des systèmes d'aquisition. Dans le seond as, nous ten-
tons de quantier omment la omplexiation des systèmes expérimentaux qui
parviennent à générer des bruits sous-poissoniens permet d'aroître la préision
des mesures.
Ce manusrit de thèse est don omposé de deux parties assoiées à es deux
situations physiques diérentes. Les objetifs propres à es deux études sont
détaillés i-dessous.
Polarisation partielle de la lumière : Lorsqu'un objet est illuminé par un
élairement ohérent, l'image d'intensité formée sur un déteteur aptant
la lumière rétrodiusée par et objet est perturbée par un bruit de spekle.
Lorsque la lumière rétrodiusée est partiellement polarisée, la modélisa-
tion statistique de l'intensité de l'image onduit dans e as à des densités
de probabilité n'appartenant pas à la famille des lois exponentielles, et la
forme de es lois dépend du degré de polarisation de la lumière. En ana-
lysant le omportement statistique des éhantillons d'intensité provenant
d'une unique image de spekle aquise sous élairement ohérent, il est
don possible d'estimer le degré de polarisation de la lumière rétrodiusée
par la sène imagée.
L'objetif de la première partie de e manusrit sera de aratériser les
performanes d'une telle méthode d'estimation du degré de polarisation
à une image, qui permet de simplier fortement les sytèmes d'imagerie
de degré de polarisation. En déterminant une borne sur la variane mi-
nimale d'une telle méthode, nous pourrons évaluer et omparer la qualité
de diérents estimateurs. Nous analyserons également théoriquement et
par simulation numérique la perte en préision subie lorsque les tehniques
lassiques d'estimation du degré de polarisation sont remplaées par ette
méthode fondée sur l'aquisition d'une image d'intensité. Cette étude nous
permettra de disuter le ompromis entre la simpliation du système de
mesure polarimétrique et la diminution de la préision d'estimation.
États sous-poissoniens de la lumière : Grâe au développement de l'optique
quantique et aux intenses reherhes menées dans e domaine au ours des
dernières déennies, il est désormais possible de générer expérimentalement
des états quantiques non standard de la lumière présentant un niveau de
bruit inférieur au bruit de photon standard (bruit de Poisson). De tels états
présentent un grand intérêt pour ontribuer à l'amélioration de la préision
des mesures optiques mais ils restent à l'heure atuelle diiles et oûteux
à produire.
Dans la seonde partie de e manusrit, notre objetif sera de aratériser
l'apport de ette rédution du bruit quantique pour améliorer les perfor-
manes optimales de traitement, lorsqu'on remplae un faiseau poissonien
standard par une lumière présentant des utuations sous-poissoniennes.
Nous onsidérerons dans un premier temps le as de l'estimation d'un pa-
ramètre dans une image (tel qu'une translation, ou une rotation). Nous uti-
liserons deux modèles de lumières sous-poissoniennes grâe auxquels nous
tenterons de ompléter des résultats établis préédemment dans le adre de
l'estimation de très faibles déplaements [28, 29℄, ave un modèle de bruit
sous-poissonien plus simple et valable uniquement pour de très hauts ni-
veaux d'intensité. Plus préisement, nous analyserons le omportement des
2
bornes théoriques sur la variane minimale d'estimation ainsi que la préi-
sion de diérents estimateurs lorsque l'intensité d'élairement diminue ou
lorsque l'amplitude des déplaements augmente.
Nous ompléterons ensuite ette étude en analysant les performanes d'un
problème de détetion, onsistant à disriminer deux niveaux d'intensité
lumineuse. Nous montrerons omment l'utilisation d'un modèle binomial
de utuations sous-poissoniennes permet de dénir un gain sur les perfor-
manes optimales de détetion lorsqu'on remplae un faiseau poissonien
standard par un faiseau sous-poissonien.
Plan de la thèse
Ce manusrit est omposé de deux parties qui reètent les deux situations
physiques qui ont été abordées au ours de es travaux de thèse.
La première partie est onsarée à la aratérisation d'une méthode d'estima-
tion du degré de polarisation à partir d'une unique image d'intensité en lumière
ohérente. Le premier des deux hapitres qui omposent ette partie est onsaré
à un rappel du formalisme utilisé pour dérire la polarisation de la lumière, ainsi
que des prinipales modélisations statistiques du phénomène de spekle qui en-
tahe les images formées sous un élairement ohérent. Nous dressons également
dans e hapitre introdutif un rapide état de l'art des tehniques d'imagerie
polarimétrique usuelles.
Dans le seond hapitre, le prinipe général de l'estimation du degré de po-
larisation à partir d'une unique image de spekle est tout d'abord exposé. Nous
proposons dans la suite de e hapitre une aratérisation détaillée de ette teh-
nique d'estimation, tant d'un point de vue théorique (performanes optimales
évaluées grâe à la borne de Cramer-Rao, détermination d'estimateurs et a-
ratérisation théorique de eux-i, omparaison aux tehniques existantes plus
omplexes, et.) que d'un point de vue plus pratique (résultats de simulations
numériques, validation sur des données réelles, appliation à l'imagerie, robus-
tesse à l'inuene du bruit de photon à très faible ux, et.).
La seonde partie de e manusrit est introduite par le hapitre 3, dans lequel
les bases du formalisme de l'optique quantique sont rapidement esquissées an
de présenter le ontexte physique des états sous-poissoniens de la lumière. Nous
présentons également dans e même hapitre les deux modèles de utuations
sous-poissoniennes qui seront utilisés dans e travail de thèse.
Dans le hapitre 4, nous aratérisons l'apport des lumières sous-poissoniennes
pour améliorer la préision d'estimation d'un paramètre dans une image au-delà
des performanes atteignables ave un faiseau ohérent lassique perturbé par
un bruit poissonien standard. Dans le as de l'estimation d'un déplaement d'une
image, une étude omparative de la borne de Cramer-Rao et de la variane d'un
estimateur simple du déplaement nous permet d'étudier omment e gain en
terme de performane d'estimation évolue en fontion de l'intensité moyenne du
faiseau lumineux.
Enn, le dernier hapitre propose une aratérisation du gain en performane
pour un problème de disrimination entre deux hypothèses. Après avoir véri-
é que la mesure de Cherno permet d'évaluer la performane d'une tâhe de
3
disrimination pour un modèle binomial de bruit sous-poissonien, nous établis-
sons un ritère de gain qui est fondé sur ette grandeur issue de la théorie de
l'information. L'analyse du omportement de e ritère nous permet de disuter
l'apport des lumières sous-poissoniennes pour l'amélioration des performanes de
disrimination.
En onlusion, nous dressons un bilan général des prinipaux résultats obte-
nus durant ette thèse, puis nous proposons quelques pistes de reherhe pouvant
être envisagées en perspetive à es travaux.
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Première partie
Polarisation partielle
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Introdution à l'imagerie de degré
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1.1. Polarisation de la lumière
Depuis leurs premières observations expérimentales au XVII
e
sièle, les phé-
nomènes optiques liés à la polarisation de la lumière ont fasiné les physiiens,
tant pour les expliquer théoriquement que pour les maîtriser expérimentalement.
Si plusieurs espèes animales (abeilles, ertaines espèes d'oiseaux, poissons ou
batraiens) possèdent une sensibilité à la polarisation lumineuse, voire une véri-
table vision de la polarisation pour ertains éphalopodes [135℄, l'÷il humain est
quant à lui aveugle à es phénomènes. Le développement de systèmes d'imagerie
polarimétrique présente don un intérêt important pour pallier ette arene ar
les appliations des systèmes de vision polarimétriques sont nombreuses, en par-
tiulier pour la aratérisation des états de surfae des matériaux. Néanmoins,
la omplexité importante de es systèmes qui néessitent l'emploi de plusieurs
omposants optiques polarimétriques explique que de tels dispositifs d'imagerie
polarimétrique soient enore peu répandus pour des appliations usuelles.
La première partie de ette thèse s'attahera don à aratériser théorique-
ment les performanes d'un système d'imagerie polarimétrique original, qui ne
néessite pas de omposants optiques polarimétriques lors de l'aquisition de
l'image mais qui tire parti du bruit de spekle dû à l'utilisation d'un élairement
atif ohérent de la sène imagée. Dans e hapitre, nous rappelons ainsi les bases
du formalisme lassique utilisé pour dérire la polarisation lumineuse, puis nous
détaillerons les prinipaux modèles statistiques de utuations de spekle. Enn,
nous dresserons un très bref état de l'art des prinipales tehniques d'imagerie
polarimétriques standard.
1.1 Polarisation de la lumière
Dans ette setion, nous rappelons brièvement le formalisme usuellement uti-
lisé pour modéliser les états de polarisation de la lumière, ainsi que les diérentes
grandeurs permettant de dérire es états de polarisation.
1.1.1 Formalisme de Jones
Étudier la polarisation de la lumière revient à dérire le omportement du
hamp életromagnétique assoié à ette lumière. Dans toute ette partie du ma-
nusrit, nous onsidérerons qu'une vibration lumineuse peut faire l'objet d'une
déomposition en onde planes quasi-monohromatiques et qu'elle se propage dans
un milieu homogène et isotrope. Si ette hypothèse est vériée, les hamps éle-
trique et magnétique sont alors des hamps transverses et sont totalement liés : un
seul sut don à dérire intégralement la vibration lumineuse. Par onséquent,
nous nous intéresserons dans la suite au seul hamp életrique, noté E(r, z, t) à
l'instant t, à la oordonnée z dans la diretion de propagation, et en un point
r du plan transverse orthogonal à elle-i. Pour failiter les notations, il est
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souvent pratique d'introduire le signal analytique assoié au hamp életrique.
Cette grandeur que nous noterons E(+)(r, z, t) est reliée au hamp életrique par
l'équation suivante
E(r, z, t) = Re
[
E(+)(r, z, t)] = Re
[
E
(+)(r, z, t)e−2iπνt
]
, (1.1)
où E
(+)(r, z, t) représente ette fois l'enveloppe omplexe du signal analy-
tique et ν la fréquene entrale de l'onde lumineuse. Par ailleurs, puisque les
eets de la propagation de la lumière ne seront pas pris en ompte dans la suite,
on supposera que l'absisse z le long de la diretion de propagation est onstante
et on ne notera plus la dépendane en z des grandeurs utilisées. On supposera
en eet que les phénomènes lumineux sont modélisés pour un plan transverse
unique, onfondu ave le plan du déteteur sur lequel les signaux lumineux sont
aquis.
En optique statistique, l'enveloppe omplexe du signal analytique du hamp
est lassiquement modélisée omme un veteur aléatoire omplexe à deux dimen-
sions appelé veteur de Jones :
E
(+)(r, t) =
(
AX(r, t)
AY (r, t)
)
. (1.2)
Les deux omposantes du veteur de Jones sont dénies relativement à une base
orthonormée [uX ,uY ]
T
. Notons que es deux veteurs sont omplexes dans le as
général, notamment pour pouvoir dérire les états de polarisation elliptiques.
Dans le as partiulier où le veteur de Jones est onsidéré déterministe et
indépendant du temps
2
, la lumière est dite totalement polarisée et l'enveloppe
omplexe du hamp életrique s'érit E
(+)(r) = AX(r)uX + AY (r)uY . Le signal
analytique assoié au hamp életrique E(r, t) dérit alors une ellipse dans le
plan transverse à la diretion de propagation : les deux omposantes du signal
analytique évoluent de manière parfaitement orrélée [69℄.
Dans le as d'une lumière partiellement polarisée en revanhe, le veteur de
Jones est usuellement onsidéré omme un veteur aléatoire et ses utuations
doivent être prises en ompte pour dérire orretement l'état de polarisation
de la lumière. Il est d'usage en optique statistique de dérire es utuations au
seond ordre
3
en alulant la matrie de ovariane du veteur de Jones, que
l'on dénommera dans la suite matrie de polarisation. Cette matrie, parfois
appelée également matrie de ohérene, est dénie par
Γ(r, t)
△
=
( 〈|AX(r, t)|2〉 〈AX(r, t)A∗Y (r, t)〉
〈AY (r, t)A∗X(r, t)〉 〈|AY (r, t)|2〉
)
△
=
(
µX(r, t) c(r, t)
c∗(r, t) µY (r, t)
)
.
(1.3)
Les éléments diagonaux µX(r, t) et µY (r, t) de la matrie Γ(r, t) représentent les
intensités moyennes des deux omposantes du hamp, au point r et à l'instant
t, selon les états de polarisation orrespondant aux veteurs uX et uY . Le terme
2− Par exemple lorsqu'on élabore une modélisation lassique d'une lumière parfaitement
ohérente et monohromatique.
3− Bien qu'elle soit très lassiquement utilisée et très ouramment répandue, ette des-
ription au seond ordre ne sera rigoureusement exhaustive que dans le as de utuations
gaussiennes.
9
1.1. Polarisation de la lumière
antidiagonal c(r, t) désigne l'interorrélation des deux omposantes du veteur de
Jones, traduisant ainsi la orrélation partielle de elles-i. L'état de polarisation
d'une lumière partiellement polarisée est don aratérisée par quatre paramètres
réels.
Toute matrie de ovariane étant hermitique et dénie positive, la matrie
de polarisation Γ(r, t) peut don être diagonalisée dans une base orthonormale et
ses valeurs propres sont positives ou nulles. En omettant la dépendane en r et
la dépendane en temps des grandeurs introduites préédemment pour simplier
les notations, la matrie Γ peut don s'érire
Γ = UΛU † = U
(
µ1 0
0 µ2
)
U †, (1.4)
où U est une matrie unitaire et où l'on hoisit par onvention µ1 ≥ µ2 ≥ 0.
Si la matrie diagonale Λ est de rang 1 ('est-à-dire si µ2 = 0), la matrie Γ est
de la forme vv†, où v est un veteur omplexe. Une telle situation orrespond
à un état de polarisation pur (lumière totalement polarisée) représenté par le
veteur v. L'autre as extrême survient si µ1 = µ2 : la matrie de polarisation est
alors proportionnelle à la matrie identité et aratérise une lumière totalement
dépolarisée. Entre es deux situations, la lumière est dite partiellement polarisée
et peut être aratérisée au moyen du degré de polarisation.
1.1.2 Degré de polarisation et veteur de Stokes
À partir de la dénition de la matrie de polarisation et de sa forme diago-
nalisée, on dénit lassiquement le degré de polarisation par le oeient
P △= µ1 − µ2
µ1 + µ2
. (1.5)
Ce oeient varie entre 0 (lumière dépolarisée) et 1 (lumière totalement pola-
risée). Entre es deux valeurs, le degré de polarisation permet de quantier la
polarisation partielle d'une lumière. En eet, on peut montrer que tout état par-
tiellement polarisé peut être déomposé en une superposition inohérente d'un
état totalement dépolarisé et d'un état totalement polarisé [54℄. Ce dernier est
nommé état de polarisation prinipal et est aratérisé par le veteur propre
assoié à la valeur propre la plus grande µ1. En eet on peut érire
Γ = U
{
(µ1 − µ2)
[
1 0
0 0
]
+ µ2
[
1 0
0 1
]}
U † = µIU
{
P
[
1 0
0 0
]
+
1−P
2
[
1 0
0 1
]}
U †,
(1.6)
où µI représente l'intensité totale de la lumière au point onsidéré µI
△
= µX+µY =
tr(Γ). D'après l'équation préédente et d'après la dénition donnée en (1.5) du
degré de polarisation, les valeurs propres de la matrie Γ s'expriment simplement
en fontion de P et µI puisque
µ1 =
1 + P
2
µI , et µ2 =
1− P
2
µI . (1.7)
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Notons enn qu'il est possible d'exprimer le degré de polarisation déni i-dessus
en fontion des éléments de la matrie Γ sous sa forme non diagonale en érivant
P =
√
1− 4 det(Γ)
[tr(Γ)]2
=
√
1− 4(µXµY − |c|
2)
µ2I
. (1.8)
Si le degré de polarisation représente un paramètre utile pour quantier la
polarisation d'une lumière grâe à une unique valeur salaire, il n'est ependant
pas susant pour aratériser omplètement l'état de polarisation de la lumière.
Ce dernier ne pourra être dérit exhaustivement
4
qu'en utilisant la matrie de
polarisation Γ. Historiquement, 'est l'usage du veteur de Stokes, noté s,
qui a été privilégié pour dérire l'état de polarisation de la lumière. Ce veteur
onsiste simplement en une réorganisation des termes de la matrie Γ, par une
transformation bijetive, en quatre paramètres réels :
s = [s0, s1, s2, s3]
T = [µX + µY , µX − µY , 2Re(c), 2 Im(c)]T . (1.9)
L'intérêt pratique du veteur de Stokes réside surtout dans le fait que haun de
ses éléments est diretement aessible expérimentalement par une mesure d'in-
tensité, assoiée à une onguration partiulière d'un analyseur de polarisation
et d'une lame biréfringente (voir par exemple [69℄, p. 29). On peut noter enn que
le degré de polarisation s'exprime aisément en fontion des éléments du veteur
de Stokes par P =√s21 + s22 + s23/s0.
Nous verrons par la suite omment es diérentes grandeurs aratéristiques
de l'état de polarisation de la lumière peuvent être mesurées pour des appliations
d'imagerie polarimétrique.
1.2 Phénomène de spekle et statistiques asso-
iées
Dès l'apparition des premiers lasers au début des années 1960, il est devenu
habituel d'observer, lorsqu'un laser élaire une surfae diusante rugueuse, une
gure lumineuse ontrastée, omposée de tahes lumineuses hatoyantes, entou-
rées de régions plus sombres. Bien qu'il eût été déjà observé historiquement en
lumière blanhe [65℄, e phénomène qualié du terme anglo-saxon de spekle,
signiant  tahe  ou  tavelure , a fait l'objet depuis les années 1960 de mul-
tiples études, tant pour s'en aranhir lorsqu'il dégrade la qualité de mesures
optiques, que pour en tirer parti pour des appliations de métrologie. Après une
présentation suinte du phénomène, nous onsarerons la suite de ette setion
à un état de l'art des modèles statistiques des utuations d'intensité d'une gure
de spekle, qui seront néessaires pour appréhender l'inuene du bruit de spe-
kle dans l'imagerie ohérente et en partiulier l'imagerie de degré de polarisation
que nous présenterons dans la setion suivante.
4− Dans la limite d'une desription statistique au seond ordre.
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1.2.1 Généralités sur le phénomène de spekle
Lorsqu'elle subit une diusion par une surfae rugueuse, ou lors de la traver-
sée d'un milieu hétérogène diusant, une onde életromagnétique spatialement
et temporellement ohérente subit des déviations et des déphasages aléatoires.
En un point de l'espae élairé par ette lumière diusée (ou rétrodiusée dans le
as d'un montage en réexion), le hamp életromagnétique peut être modélisé
omme une somme de ontributions élémentaires, assoiées à diérents dépha-
sages et déviations du hamp inident initial. Ces ondes diusées étant ohérentes
mais déphasées entre elles, elles interfèrent alors, soit de manière onstrutive, et
l'intensité observée alors dans un plan orthogonal à la diretion d'inidene est
dans e as importante, soit de manière destrutive, auquel as le point du plan
d'observation apparaîtra plus sombre.
Chaune de es zones laires entourée de régions plus sombres est assoiée à
un grain de spekle, qui orrespond à un élément volumique loalisé, à l'intérieur
duquel les diérentes ontributions du hamp interfèrent de manière onstrutive.
On onvient habituellement de distinguer le spekle  objetif  qui orrespond à
une observation direte du motif d'intensité diusé, sur un éran ou un apteur
par exemple, et le spekle  subjetif  qui représente la gure d'interférene
imagée à travers un système optique, tel que l'÷il par exemple.
Pour une lumière inidente de longueur d'onde λ, le diamètre aratéristique
δ de es grains de spekle est ommunément déni dans le as du spekle subjetif
par
δ = 1, 22
λl
D
, (1.10)
où l représente alors la distane entre l'ouverture du système optique et le plan
image et où D est le diamètre de l'objetif de l'imageur. On voit ainsi qu'on peut
faire varier la taille des grains de spekle imagés à travers un système optique
simplement en diaphragmant l'objetif.
Une autre quantité est très souvent utilisée pour aratériser le spekle. Il
s'agit du ontraste de spekle, déni par le rapport entre l'éart-type σI des
utuations de l'intensité lumineuse et la moyenne de l'intensité µI = 〈I〉 :
C
△
=
σI
µI
. (1.11)
Dans la suite, nous détaillerons l'expression de e ontraste pour diérents mo-
dèles de spekle.
On peut observer le phénomène de spekle dans un grand nombre de situa-
tions physiques, dès qu'une onde subit des déphasages aléatoires signiatifs. Bien
que nous présentions ii le spekle dans un adre életromagnétique, e phéno-
mène se renontre également souvent dans le domaine de l'aoustique, expliquant
en partiulier l'aspet très granuleux des images éhographiques. Néanmoins,
'est en életromagnétisme que e phénomène est le plus souvent renontré. Les
images RADAR par exemple, que l'on aquiert en enregistrant le hamp rétro-
diusé par une sène après avoir élairé elle-i ave un faiseau ohérent, sont
elles aussi fortement bruitées par e phénomène de spekle. On peut également
iter le as des observations astronomiques qui se trouvent elles aussi limitées
en préision à ause de la turbulene atmosphérique qui produit une gure de
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spekle rapidement variable dans le temps
5
. Enn, en e qui onerne l'optique
aux longueurs d'onde du visible, on renontre e phénomène dès que des soures
ohérentes (lasers) sont utilisées, ar la plupart des matériaux présentent une
rugosité susante à l'éhelle de la longueur d'onde pour donner naissane à des
interférenes et don à un phénomène de spekle.
Pour toutes les tehniques d'imagerie qui utilisent une soure lumineuse o-
hérente (holographie, mirosopie laser, et.), le spekle est avant tout onsidéré
omme un bruit dont il faut limiter les eets perturbatifs sur la qualité de l'image.
Ainsi, l'investigation de tehniques de rédution du ontraste de spekle dans les
images onstitue un domaine de reherhe à part entière. Généralement, toutes
es tehniques reposent sur un moyennage de plusieurs gures de spekle pour
tenter de réduire son ontraste, soit par variation temporelle des hemins optiques
empruntés par le faiseau inident (par utilisation d'une plaque diusante mobile
par exemple [92℄), soit par superposition de plusieurs trains d'onde pour réduire
la ohérene de l'élairement laser [31℄ ou enore en utilisant des variations tem-
porelles du spetre des soures utilisées [32℄. On verra également plus en détail
dans la setion suivante omment un moyennage spatial des grains de spekle
est enore la plus simple façon de réduire le ontraste de spekle, au prix d'une
perte en résolution. Dans le domaine de l'imagerie RADAR notamment, 'est e
type de moyennage qui est souvent réalisé pendant l'étape de post-traitement
des données.
À l'inverse, il onvient d'évoquer également les diverses appliations de mé-
trologie qui exploitent préisément la grande sensibilité des gures de spekle aux
aratéristiques de la surfae diusante et qui se sindent très shématiquement
en deux atégories entre les appliations de mesure de déplaements, de déforma-
tion ou de véloimétrie et les appliations de mesure de rugosité de surfae. La
première atégorie d'appliations exploite la très forte sensibilité de la gure de
spekle à des déplaements ou des déformations inmes de la surfae diusante :
la mesure de la déorrélation progressive du motif de spekle permet ainsi de re-
monter à la valeur de es paramètres [114, 2℄. D'autre part, plusieurs tehniques
reposant sur des modèles partiuliers de statistiques de spekle permettent de
réaliser une aratérisation optique de la rugosité des surfaes diusantes tout en
présentant l'avantage d'être non destrutives et sans ontats (voir par exemple
[90, 91, 139℄).
1.2.2 Modélisation standard du phénomène de spekle
Pour ompléter la présentation générale du spekle qui préède, nous propo-
sons ii de rappeler dans ses grandes lignes la modélisation statistique standard
de e phénomène, élaborée par J. W. Goodman en 1975 et qui fait toujours
référene dans le domaine de l'optique statistique. Puisqu'il est généralement
très diile de dérire préisément les irrégularités de la surfae à l'éhelle sub-
mirométrique pour aluler la gure d'interférene exate du spekle, il est né-
essaire d'adopter une desription statistique du méanisme de rétrodiusion sur
la surfae rugueuse. Cette desription permet en eet d'appréhender les araté-
ristiques essentielles du problème et de déterminer les propriétés statistiques du
5− On peut noter ii que les tehniques de orretion du front d'onde par optique adaptative
tentent notamment de limiter les eets néfastes de e bruit de spekle.
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hamp életrique rétrodiusé.
1.2.2.1 Champ salaire polarisé
Dans un premier temps, nous onsidérons une onde monohromatique totale-
ment polarisée
6
rétrodiusée par une surfae de rugosité et de réetivité homo-
gène. La modélisation lassique suppose que la surfae diusante est omposée
de Nd diuseurs élémentaires. En tout point r du plan d'observation reevant une
partie de la lumière rétrodiusée, on suppose que le hamp résulte de la somme
des Nd ontributions de haque diuseur élémentaire.
Le hamp étant supposé salaire, l'enveloppe omplexe du hamp au point r
dénie à l'équation (1.1) peut don s'érire
E
(+)(r) = AX(r)uX =
Nd∑
k=1
AX,k(r)uX =
Nd∑
k=1
Uk(r)√
Nd
e−iφk(r)uX , (1.12)
où AX,k(r) représente l'enveloppe omplexe du hamp rétrodiusé par un diu-
seur unique (diuseur k). Les quantités Uk(r)/
√
Nd et φk(r) représentent respe-
tivement le module et la phase de e hamp rétrodiusé élémentaire. Le hamp
rétrodiusé au point onsidéré est don dérit par la résultante d'une somme de
Nd veteurs du plan omplexe (phaseurs) dont l'amplitude et la phase sont aléa-
toires. Les propriétés statistiques d'une telle somme de veteurs omplexes ont
été largement étudiées dans le adre de la théorie des marhes aléatoires [54, 55℄.
Lorsque les hypothèses suivantes, proposées par Goodman [54℄, sont véri-
ées, on se situe dans le as partiulier du spekle pleinement développé. En
omettant désormais la dépendane en r, es hypothèses s'énonent de la façon
suivante :
1. les Uk et φk peuvent être onsidérés omme des variables aléatoires indé-
pendantes entre elles ;
2. pour haque diuseur, ('est-à-dire ∀k) les Uk ont la même distribution
statistique, de moyenne 〈U〉 et seond moment 〈U2〉 ;
3. les phases φk sont réparties selon une loi uniforme sur [−π, π[7.
Dans es onditions, le hamp résultant est alors de moyenne nulle et les parties
réelles et imaginaires du hamp résultant sont déorrelées (
〈
Re(AX) Im(AX)
〉
=
0). On peut également montrer que les moments d'ordre deux des parties réelles et
imaginaires sont égaux et s'érivent
〈
[Re{AX}]2
〉
=
〈
[Im{AX}]2
〉
= 〈U2〉/2 △= σ2.
Le hamp résultant AX s'érit don omme la somme de Nd variables aléa-
toires indépendantes et identiquement distribuées (i.i.d.) selon la même loi de
probabilité. On applique alors lassiquement le théorème entral limite pour
onlure que, dans la limite d'une sommation sur un nombre Nd très grand de
diuseurs, la densité de probabilité (DDP) de la somme de Nd variables aléatoires
tend vers une distribution gaussienne. En appliquant e résultat aux parties réelle
et imaginaire de la variable aléatoire résultante AX , on obtient nalement la loi
6− On se situe alors dans le as le plus simple, monodimendionnel.
7− On verra dans la suite que ette hypothèse onditionne la irularité du spekle.
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de probabilité onjointe suivante :
P (Re{AX}, Im{AX}) = 1
2πσ2
exp
(
− [Re{AX}]
2 + [Im{AX}]2
2σ2
)
. (1.13)
Cette loi de probabilité obtenue pour un hamp salaire rétrodiusé par une
surfae rugueuse est une distribution gaussienne omplexe irulaire mo-
nodimensionnelle. En eet, omme ela est représenté sur la gure 1.1.a, les
ellipses d'iso-probabilité du hamp sont représentées dans le plan omplexe (ou
plan de Fresnel) par des erles entrés sur l'origine ar la moyenne du hamp
est nulle. En d'autres termes, on dira que le hamp rétrodiusé ne possède pas
de omposante spéulaire.
σ
σr
σi
Is
Im{AX}
Re{AX}
σ
Im{AX}
Re{AX}
(a)
(b)
Fig. 1.1  Représentation dans le plan de Fresnel d'un (a) hamp gaussien om-
plexe irulaire sans omposante spéulaire. (b) hamp gaussien omplexe non
irulaire de omposante spéulaire non nulle et réelle.
La démarhe proposée par J. W. Goodman permet d'aéder aux statistiques
d'intensité lumineuse qui nous intéressent plus partiulièrement pour es travaux
de thèse. En notant l'intensité lumineuse I = |AX |2, on obtient la DDP suivante
pour l'intensité [54℄
∀I ≥ 0, PI(I) = 1
µI
exp(− I
µI
), (1.14)
où l'on a noté la moyenne de l'intensité µI = 〈I〉 = 2σ2. Cette loi de probabilité
est une loi exponentielle, dont les moments sont aratérisés par 〈In〉 = n!〈I〉n
[35℄. Ainsi on en déduit aisément que dans ette situation, le ontraste de spekle
vaut
C =
σI
µI
=
√〈I2〉 − 〈I〉2
〈I〉 = 1. (1.15)
L'éart-type des utuations d'intensité est don maximal et est égal à la moyenne
de l'intensité de la gure de spekle : le spekle est alors dit pleinement déve-
loppé. Pour l'imagerie ohérente, ette situation orrespond à une dégradation
très importante de la qualité des images, et a motivé les diérentes tehniques
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de rédution de ontraste de spekle évoquées préédemment.
1.2.2.2 Champ partiellement polarisé
Nous avons introduit le modèle statistique standard du spekle pleinement
développé dans le as d'une lumière totalement polarisée, dont la matrie de
polarisation Γ est de rang 1.
Pour étendre e modèle de spekle au as partiellement polarisé, il sut de
passer d'une modélisation monodimensionnelle à elle d'un hamp à deux dimen-
sions. On propose don ii de onsidérer le as général d'une lumière partielle-
ment polarisée, de matrie de polarisation arbitraire Γ, tout en supposant que
les hypothèses préédentes qui aratérisent le spekle pleinement développé sont
toujours vériées. On a vu à la setion 1.1.2 que toute matrie de polarisation Γ
pouvait être diagonalisée dans une base de veteurs propres orthogonaux. Ainsi,
dans ette base de diagonalisation, il devient possible d'érire la variable aléatoire
I assoiée à l'intensité lumineuse omme la somme de deux variables aléatoires
déorrélées
I = I1 + I2, (1.16)
où I1 et I2 aratérisent les utuations d'intensité dans les deux diretions de po-
larisation orthogonales assoiées aux veteurs propres de Γ. Les valeurs moyennes
de es deux variables aléatoires sont lairement données par les valeurs propres µ1
et µ2 qui dépendent du degré de polarisation P et de l'intensité moyenne totale
µI (voir équation (1.7)). Le spekle étant supposé pleinement développé, on peut
alors montrer que haune de es deux omposantes d'intensité Ij, (j = 1, 2) est
distribuée selon une loi exponentielle de moyenne µj (j = 1, 2) [54℄.
En outre, es deux variables aléatoires sont non seulement déorrélées mais
également indépendantes ar elles résultent de deux omposantes indépen-
dantes du hamp, dont l'enveloppe omplexe E
(+)
, introduite à l'équation (1.2),
est dérite dans e as par une densité de probabilité gaussienne omplexe iru-
laire bidimensionnelle
P
E
(+)(E(+)) =
1
π2 det[Γ]
exp
(−[E (+)]†Γ−1[E (+)]), (1.17)
qui généralise la DDP de l'équation (1.13) à deux dimensions [54℄.
Enn, puisque les deux variables aléatoires I1 et I2 sont indépendantes, il est
possible de aluler la DDP de l'intensité totale I. La loi de probabilité de la
somme de deux variables aléatoires exponentielles indépendantes de moyennes
diérentes s'érit [54℄
PI(I) =
1
µ1 − µ2
{
exp
[− I
µ1
]− exp[− I
µ2
]}
. (1.18)
En remplaçant µ1 et µ2 par leurs expressions données en équation (1.7), on
obtient alors [54℄
PI(I) =
1
PµI
{
exp
[
− 2I
(1 + P)µI
]
− exp
[
− 2I
(1− P)µI
]}
. (1.19)
La forme de ette loi de probabilité, représentée sur la gure 1.2, évolue sensible-
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ment lorsque le degré de polarisation varie entre 1 (lumière totalement polarisée)
et 0 (lumière totalement dépolarisée). Pour une lumière totalement polarisée, on
retrouve la loi exponentielle obtenue à l'équation (1.14), tandis que pour une
lumière dépolarisée (P = 0), PI(I) est alors une loi gamma d'ordre deux :
PI(I) =
( 2
µI
)2
I exp
(−2 I
µI
)
. (1.20)
On peut noter également que dans le as général (0 < P < 1), ette loi de
probabilité n'appartient pas à la famille des lois exponentielles [49℄.
 0.8
 0.6
 0.4
 0.2
 0
 0  0.4  0.8  1.2 1  1.6  2
 1
I/µI
P = 0.0
P = 0.5
P = 0.8
P = 1.0
µ
I
×
P
I
(I
)
Fig. 1.2  Densité de probabilité de l'intensité de spekle pleinement développé
en lumière partiellement polarisée pour diérentes valeurs de P.
À partir de l'équation (1.19), on déduit aisément que l'éart-type de l'in-
tensité I dans le as partiellement polarisé vaut σI = µI
√
(1 + P2)/2, e qui
permet d'érire le ontraste du spekle pleinement développé pour une lumière
partiellement polarisée
C =
√
1 + P2
2
≤ 1. (1.21)
Il est important ii de remarquer qu'une dépolarisation partielle de la lumière se
traduit par une rédution du ontraste de spekle, jusqu'à un fateur 1/
√
2 si la
lumière est totalement dépolarisée. Dans les travaux qui seront exposés dans le
hapitre suivant, la relation entre le ontraste de spekle et la valeur de P sera
utilisée pour élaborer une méthode d'estimation simple du degré de polarisation.
1.2.3 Généralisation à d'autres types de spekle
Le modèle standard que l'on vient de rappeler i-dessus permet d'obtenir
les statistiques de spekle pleinement développé en lumière partiellement po-
larisée. Toutefois, ette approhe est dans ertains as inadaptée pour dérire
orretement les statistiques de spekle (par exemple dans le as de l'imagerie
à travers des milieux turbulents [80, 1℄, ou de l'imagerie RADAR de ertaines
zones [3, 74, 75, 134, 107℄, et.). Nous exposons brièvement dans ette setion
les prinipaux phénomènes physiques pour lequels une modiation de la mo-
17
1.2. Phénomène de spekle et statistiques assoiées
délisation est néessaire, ainsi que les onséquenes sur les modèles statistiques
dérivant les utuations d'intensité.
1.2.3.1 Statistiques de spekle intégré sur la surfae d'un apteur
L'aquisition d'un motif de spekle sur un apteur représente une étape né-
essaire pour réaliser des appliations d'imagerie ou de métrologie de spekle.
Il apparaît don néessaire d'étudier omment ette étape d'aquisition sur un
apteur (photodiode, amera CCD, et.) inuene les modèles statistiques rap-
pelés plus haut. En eet, lorsque l'extension spatiale de la surfae sensible d'un
déteteur ou d'un pixel d'une améra CCD n'est pas négligeable devant la taille
aratéristique δ des grains de spekle (voir équation (1.10)), l'étape d'intégration
modie sensiblement les statistiques observées après ette étape d'aquisition.
Pour illustrer es eets, on peut onsidérer simplement le as d'un apteur
unique parfait, en supposant que la réponse de e dernier est unitaire sur toute
sa surfae notée Sc et qu'elle s'annule ailleurs. On se plae également dans une
situation où la surfae du déteteur intègre un nombre L de grains de spekle,
que nous supposons entier en première approximation. On admet de plus que
les variables aléatoires assoiées aux intensités des diérents grains de spekle
ontenus sur la surfae du apteur sont indépendantes entre elles et distribuées
selon la même loi de probabilité. En modélisant alors l'intensité intégrée par la
totalité de la surfae du apteur par une fontion onstante par moreaux, on
peut alors érire l'intensité intégrée par le apteur Ic omme la somme de L
variables aléatoires indépendantes [54℄
Ic =
∫∫
Sc
Idxdy = Sc
L∑
k=1
Ik. (1.22)
Ainsi, dans le as d'un hamp salaire (totalement polarisé), haune des L
variables aléatoires Ik intervenant dans la sommation obéit à une loi exponentielle
de moyenne µI . Dans le as d'une lumière totalement polarisée (P = 1), la DDP
de la somme de L variables exponentielles est une loi gamma d'ordre L et de
moyenne µIc = 〈Ic〉 = LµISc, dont la densité de probabilité s'érit
PIc(Ic) =
( L
µIc
)L IL−1c
Γ(L)
exp
(−L Ic
µIc
)
, (1.23)
où Γ(x) représente la fontion gamma (voir [60℄, p. xxxiv). Dans la suite des
travaux présentés dans ette thèse, e type de statistique de spekle sera qualié
de spekle pleinement développé d'ordre L, ou plus généralement spekle
d'ordre supérieur.
Dans le as partiellement polarisé, la densité de probabilité de l'intensité
intégrée résulte de la onvolution de deux lois gamma d'ordre L et de moyennes
diérentes, e qui onduit au résultat général suivant [54℄
PIc(Ic) =
[ LIc
PµIc
]L√ 4πPL
(1−P2)IcµIc
exp
(
− 2LIc
(1−P2)µIc
)
Γ(L)
I(L− 1
2
)
[ 2PLIc
(1− P2)µIc
]
,
(1.24)
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où In(x) désigne la fontion de Bessel modiée de première espèe d'ordre n [60℄.
On montrera par la suite que la variane d'une telle loi de probabilité vaut
var(Ic) = µIc(1 + P2)/L, permettant alors d'érire l'expression du ontraste de
spekle intégré sur un apteur
C =
√
1 + P2
2L
. (1.25)
En omparant ette expression ave l'équation (1.21), on en déduit que le moyen-
nage de plusieurs grains de spekle sur un apteur onduit à une rédution du
ontraste. Cette tehnique est ouramment utilisée pour limiter les perturbations
dues au bruit de spekle en imagerie, et plus préisément dans le domaine RA-
DAR où il est parfois possible de moyenner plusieurs aquisitions d'une même
sène pour passer d'un spekle d'ordre 1 à un spekle d'ordre supérieur [118℄.
Interprétation physique du paramètre L : Comme nous venons de le pré-
senter ii, on assimile souvent le paramètre L au nombre (supposé entier) de
grains de spekle ontenus dans la surfae du apteur. Une modélisation plus
ne de l'intégration d'une gure de spekle sur un apteur permet de montrer
que e paramètre L dépend de la dimension du déteteur et de l'aire de ohérene
Acoh de la lumière assimilée à l'aire moyenne des grains de spekle [54℄.
L'analyse proposée par Goodman démontre alors que si la taille du déteteur
est très inférieure à la dimension des grains (Sc ≪ Acoh), le paramètre L tend
vers un : le spekle est alors bien éhantillonné par le apteur et les onditions
du spekle pleinement développé sont vériées. À l'inverse, lorsque la surfae
d'intégration Sc est grande devant l'aire de ohérene Acoh, le paramètre L vaut
approximativement Sc/Acoh, valeur qui orrespond bien approximativement au
nombre moyen de grains de spekle ontenus dans la surfae du déteteur.
Limites du modèle de spekle d'ordre supérieur : Dans la suite, on onsi-
dérera la plupart du temps des statistiques de spekle d'ordres supérieurs (L > 1)
à valeurs entières. Cependant, pour des appliations réelles d'imagerie, ette hy-
pothèse risque de n'être pas parfaitement respetée. Par ailleurs, les intensités
des diérentes gures de spekle moyennées par la surfae du déteteur ont été
supposées indépendantes entre elles. Si ette hypothèse d'indépendane n'est pas
vériée, les statistiques présentées plus haut doivent être bien sûr orrigées : som-
mer des grains de spekle partiellement orrélés onduit en eet à une rédution
du ontraste de spekle moins importante que elle observée à l'équation (1.25)
[54℄.
1.2.3.2 Modèles de spekle pour des réetivités non onstantes
D'autres phénomènes physiques néessitent de orriger le modèle standard
de spekle pleinement développé, pour prendre en ompte par exemple le fait
que la réetivité de la surfae rééhissante n'est pas néessairement onstante,
ontrairement à l'hypothèse faite dans le as du spekle pleinement développé.
L'intensité de la gure de spekle reçue au niveau du apteur résulte alors d'un
phénomène doublement aléatoire provenant
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 d'une part du phénomène de spekle proprement dit ausé par les interfé-
renes multiples de la lumière rétrodiusée par une surfae rugueuse ;
 et d'autre part des variations de la réetivité ρ de la zone de la sène
projetée sur le déteteur, modélisée ii par une variable aléatoire distribuée
selon une loi Pρ(ρ).
L'intensité Ir peut alors s'érire Ir = ρI, où I désigne l'intensité qui serait obtenue
pour une réetivité uniforme, et que l'on suppose distribuée selon une loi de
probabilité PI(I). Par une appliation de la relation de Bayes, on obtient alors
la loi de probabilité suivante pour l'intensité Ir
PIr(Ir) =
∫
PIr|ρ(Ir|ρ)Pρ(ρ)dρ =
∫
1
ρ
PI
(Ir
ρ
)
Pρ(ρ)dρ. (1.26)
Dans le adre de l'imagerie RADAR à ouverture synthétique, des études
phénoménologiques ont montré qu'un modèle de réetivité obéissant à une loi
gamma pouvait dérire orretement les utuations de réetivité du sol. Ainsi,
en supposant que Pρ(ρ) est une loi gamma d'ordre ν, de moyenne unitaire et que
l'élairement totalement polarisé produit un spekle d'ordre L entier8, l'intensité
mesurée par le apteur suit alors une loi K de paramètres L, ν et µIr = 〈Ir〉
[107, 75, 74, 3℄, dont l'expression est
PIr(Ir) =
2
IrΓ(L)Γ(ν)
[
LνIr
µIr
](L+ν
2
)
Kν−L
(
2
√
LνIr
µIr
)
, (1.27)
où la notation Kn(x) désigne la fontion de Bessel modiée de deuxième espèe
d'ordre n [60℄.
Dans d'autres référenes en imagerie RADAR [134℄, il a été montré également
que pour modéliser le  fouillis  provenant des éhos de sol, les utuations de
spekle sont parfois plus dèlement modélisées en remplaçant la loi exponentielle
du modèle standard par une loi de Weibull de paramètres η et b [35℄
PI(I) =
b
η
(
I
η
)b−1
exp
[
−
(Ic
η
)b]
, (1.28)
où b est le paramètre de forme de la loi. La valeur moyenne de ette distribution
est µI = ηΓ(1 + 1/b), où Γ représente la fontion Gamma
9
.
Cette brève desription des prinipaux modèles de spekle montre que les
desriptions statistiques permettant de aratériser les utuations de l'intensité
lumineuse observée évoluent sensiblement en fontion des onditions expérimen-
tales ou de la nature des matériaux. Dans le hapitre suivant où nous verrons
omment tirer parti des utuations de spekle pour estimer le degré de po-
larisation de la lumière, nous utiliserons diérents modèles de spekle an de
généraliser au mieux les résultats obtenus.
8− C'est-à-dire que PI(I) est une loi gamma d'ordre L et de moyenne µI .
9− La fontion Γ est dénie grâe à l'intégrale suivante Γ(x) △= ∫ +∞0 tx−1 exp(−t) dt (voir
[60℄, p. xxxiv).
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1.2.4 Extension aux lumières non irulaires
Pour les diérents modèles de spekle présentés jusqu'ii, le hamp életroma-
gnétique à l'origine des distributions d'intensité étudiées était supposé gaussien
et irulaire, e qui revient à supposer que le hamp est distribué selon l'équa-
tion (1.13) dans le as d'une lumière totalement polarisée. La première hypothèse
(gaussianité) qui déoule du théorème entral limite néessite que le nombre de
diuseurs qui ontribuent au phénomène d'interférene multiples soit très grand
(idéalement, inni). La seonde hypothèse (irularité) est vériée à ondition
que les diérenes des hauteurs des rugosités de la surfae soient susament
élevées (en pratique, supérieures à la longueur d'onde λ) pour assurer que les
déphasages des diérentes ontributions rétrodiusées au point r soient unifor-
mément réparties entre −π et π.
Ces deux onditions ne sont pas toujours vériées en pratique, par exemple
pour des surfaes de faible rugosité. L'hypothèse de gaussianité doit quant à elle
être remise en ause lorsque la résolution du système d'imagerie atteint la dimen-
sion transversale aratéristique des rugosités, onduisant ainsi à n'élairer qu'un
faible nombre de diuseurs [8℄. De nombreuses études ont don tenté de omplé-
ter le modèle lassique et d'analyser les statistiques de spekle non-gaussiennes
[34, 46, 154, 8℄ et non irulaires [106, 155, 8℄
10
.
Tout en restant dans l'hypothèse gaussienne, nous serons amenés dans la suite
de e manusrit à évoquer la situation d'un hamp salaire (don totalement et
linéairement polarisé) non irulaire. Dans e as, la répartition des parties
réelles et imaginaires du hamp est dissymétrique ar leurs varianes, notées σ2r
et σ2i , sont diérentes, et les ellipses d'iso-probabilité ne sont désormais plus
irulaires. Les quantités σ2r et σ
2
i désignent respetivement les projetions des
demi-axes de l'ellipse sur l'axe réel et imaginaire et sont représentés sur la gure
1.1.b dans le as où le hamp possède une omposante spéulaire (moyenne de
l'enveloppe omplexe du hamp non nulle) à valeur réelle.
Parmi les nombreuses ontributions théoriques à l'élaboration d'un modèle
statistique du spekle non irulaire, elle de Uozumi et Asakura [155℄ onduit, à
notre onnaissane, aux résultats les plus généraux, ave une omposante spéu-
laire quelonque et prenant en ompte une orrélation partielle entre les utua-
tions des parties réelles et imaginaires du hamp. Par soui de simpliité, nous
rappelons ii les résultats obtenus par Ohtsubo et Asakura [106℄ dans lesquels
les parties réelle et imaginaire du hamp sont déorrélées. Nous supposons en
outre que σi ≥ σr et que la omposante spéulaire du hamp possède une partie
imaginaire nulle Im{AX} = 0 (e qui est le as de la gure 1.1.b). L'intensité
spéulaire sera quant à elle notée Is
△
= 〈AX〉2. Dans e as, la DDP du hamp
salaire, exprimée à l'équation (1.13) dans le as irulaire, devient
P (Re{AX}, Im{AX}) = 1
2πσiσr
exp
[
−
(∆Re{AX}2
2σ2r
+
[Im{AX}]2
2σ2i
)]
, (1.29)
10− Notons que ontrairement au as du modèle standard gaussien et irulaire, la plupart
des modélisations de spekle non-gaussien et/ou non irulaires dépendent expliitement des
aratéristiques de rugosité de la surfae rétrodiusante. Cette propriété intéressante pour des
appliations de métrologie onstitue don une motivation supplémentaire pour obtenir une
desription statistique la plus dèle qui soit.
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ave ∆Re{AX} = Re{AX} − 〈Re{AX}〉 = Re{AX} −
√
Is.
À partir de ette expression, Ohtsubo et Asakura ont déterminé la loi de
probabilité de l'intensité I = |AX |2 qui s'érit [106℄
PI(I) =
1
2σrσi
exp
{
−
[
I
4
( 1
σ2r
+
1
σ2i
)
+
Is
2σ2r
]}
·
[
I0(θ1)I0(θ2)+2
∞∑
n=1
In(θ1)In(θ2)
]
,
(1.30)
où In(x) représente la fontion de Bessel modiée de première espèe d'ordre n
et où
θ1 =
I
4
( 1
σ2r
− 1
σ2i
)
, et θ2 =
√
IIs
σ2r
. (1.31)
Ce modèle simplié de utuations d'intensité pour des lumières non irulaires
nous sera utile, au début de la seonde partie de e manusrit, pour introduire
une desription statistique des lumières sous-poissoniennes.
1.3 Introdution à l'imagerie polarimétrique
Le adre appliatif des travaux présentés dans ette première partie de thèse
est elui de l'imagerie polarimétrique ohérente, et plus partiulièrement l'ima-
gerie de degré de polarisation. Le but de l'imagerie polarimétrique onsiste à
obtenir une ou plusieurs images représentatives des propriétés polarimétriques
de la lumière en provenane de tous les points de la sène imagée. L'intérêt et
l'engouement que susite aujourd'hui e type d'imagerie s'explique par le fait
que l'intération de la lumière ave un objet inue sensiblement sur l'état de
polarisation de la lumière rétrodiusée, et ette inuene dépend des araté-
ristiques de surfae intrinsèques du matériau imagé (rugosité, orientation, et.),
voire des strutures volumiques du matériau dans le as où une diusion en
volume est également observée [30, 160℄. En autorisant une aratérisation ne
des méanismes de rétrodiusion à la surfae des matériaux ou des tissus imagés,
l'imagerie polarimétrique présente don un grand intérêt pour des domaines aussi
variés que la reonnaissane de matériaux, le diagnosti médial assisté par ima-
gerie, le ontrle non destrutif d'état de surfae, et. De manière plus générale,
l'utilisation de tehniques d'imagerie polarimétrique peut également bénéier
à ertaines tâhes de traitement d'image omme la détetion, la lassiation
ou enore la segmentation, ar les informations polarimétriques révèlent dans de
nombreuses situations des ontrastes supérieurs à eux visibles en imagerie de
réetivité standard [153, 12, 20, 77℄.
On fait habituellement la distintion entre l'imagerie polarimétrique in-
ohérente et l'imagerie polarimétrique ohérente. La première vise à ara-
tériser, en haque point de la sène observée, l'état de polarisation de la lumière
rétrodiusée par les objets imagés sous une illumination inohérente ative ou
passive (lumière ambiante).
11
On peut iter plusieurs exemples d'appliation où
des ontrastes polarimétriques en lumière ambiante sont utilisés en reonnais-
sane des matériaux [160℄ (repérages de zones orrodées sur les oques de navires
[162℄ ou disrimination de pistes métalliques sur des images de iruits impri-
11− Dans ertains as (imagerie infrarouge thermique par exemple) la lumière peut être
diretement émise par les objets de la sène imagée.
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més [161℄), ou pour déteter des olusions [161℄ ou déterminer l'orientation des
surfaes des objets imagés [161, 85, 78℄.
1.3.1 Imagerie polarimétrique ohérente
À la diérene des tehniques évoquées i-dessus, l'imagerie polarimé-
trique ohérente ative onsiste à élairer une sène ave une lumière o-
hérente (lumière laser) dont on ontrle l'émission en terme d'intensité, de ohé-
rene et d'état de polarisation. La lumière diusée par la sène est alors imagée,
en réexion ou en transmission, par un système optique polarimétrique. Outre le
ontrle de l'état de la lumière inidente, es tehniques atives présentent l'avan-
tage d'être moins sensibles aux onditions environnementales d'élairement, en
étant opérationnelles de nuit par exemple. Les domaines d'appliation de l'ima-
gerie polarimétrique ative sont similaires à elles évoquées plus haut (reonnais-
sane de matériaux, ontrle non-destrutif, disrimination de ibles, détetion
de mines enterrées [130, 159℄, et.) auxquelles on peut rajouter la télédetetion
[21, 12, 44℄, l'imagerie médiale (imagerie des ouhes superielles de l'épiderme
[26, 30℄ ou l'analyse de la rétine [15℄) ou enore l'amélioration de la visibilité à
travers un milieu diusant (solution aqueuse ou brume) [129, 50℄.
Les diverses tehniques d'imagerie polarimétrique ohérente se distinguent
par les diérentes aratéristiques polarimétriques imagées. Nous établirons ii
un distinguo entre elles qui visent à l'aquisition de paramètres polarimétriques
multidimensionnels (imagerie de Stokes ou de Mueller) et elles pour lesquelles
l'information polarimétrique est aratérisée par un unique paramètre salaire,
typiquement l'imagerie de degré de polarisation. Avant de détailler dans le para-
graphe suivant les diérentes tehniques d'estimation du degré de polarisation,
il onvient de rappeler brièvement les tehniques d'imagerie à plusieurs ompo-
santes que sont l'imagerie de Stokes et l'imagerie de Mueller.
Imagerie de Stokes : Le prinipe de fontionnement d'un système d'imagerie
polarimétrique ohérente est illustré sur la gure 1.3. Le faiseau ohérent utilisé
pour illuminer la sène est ontrlé en polarisation grâe à un générateur d'état
de polarisation, onstitué par l'assoiation de omposants optiques polarimé-
triques (lame quart d'onde, polariseur retiligne, et.), permettant de réaliser
n'importe quel état de polarisation pur. La lumière rétrodiusée par la sène est
olletée par un montage télesopique, et vient former une image sur la surfae
d'un déteteur sensible à l'intensité lumineuse. Cependant, avant d'atteindre le
apteur, la lumière traverse un analyseur d'état de polarisation, qui permet
de mesurer la fration d'énergie lumineuse ontenue dans un état de polarisation
donné.
Grâe à 4 ongurations diérentes de l'analyseur de polarisation, il devient
dès lors possible de mesurer les 4 omposantes du veteur de Stokes en haque
pixel du déteteur [69℄. Un tel dispositif permet don d'aéder à une ara-
térisation omplète de l'état de polarisation de la lumière rétrodiusée par la
sène et permet ainsi de remonter à des propriétés polarimétriques multiples (de-
gré de polarisation, biréfringene, dihroïsme, et.). L'inonvénient majeur de e
type d'imagerie provient du fait que de nombreuses aquisitions sont néessaires
pour eetuer la mesure, e qui n'est pas sans poser des problèmes de realage
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ipe d'un dispositif d'imagerie polarimétrique a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ohérente.
d'images, dans le as par exemple de l'imagerie médiale in vivo ou pour des
systèmes d'imagerie mobiles. Par ailleurs, la omplexité du système d'imagerie
polarimétrique et la néessité d'utiliser des omposants optiques polarimétriques
à onguration variable et mobile aroît le oût de es systèmes, leur durée
d'aquisition ainsi que les diultés de maintenane (dues notamment à l'usure
des systèmes de méanisation de es omposants) et d'intégration spatiale dans
des systèmes optiques miniaturisés.
Pallier es diérents problèmes représente don un enjeu important pour le dé-
veloppement de systèmes d'imagerie polarimétrique. Ainsi, parmi les nombreuses
innovations tehnologiques qui ont pu être proposées, on peut noter prinipale-
ment le développement de dispositifs analyseurs d'états de polarisation à ristaux
liquides [163, 147℄, dont le but est d'aélérer les mesures polarimétriques et de
miniaturiser les omposants optiques, en limitant le nombre de pièes mobiles.
Imagerie de Mueller : Si l'imagerie de Stokes permet de aratériser om-
plètement l'état polarimétrique de la lumière rétrodiusée, l'imagerie de Mueller
onsiste quant à elle à obtenir une aratérisation omplète de la réponse polari-
métrique d'un matériau, en mesurant sa matrie de Mueller [69℄. Cette matrie
4 × 4 ontient don 16 paramètres, qui sont aessibles à la mesure en répétant
l'analyse du veteur de Stokes pour 4 états de polarisations distints de la lu-
mière inidente. Historiquement, le premier imageur de Mueller a été développé
en 1995 par Pezzaniti et Chipman [113℄ mais l'amélioration régulière des disposi-
tifs d'imagerie fait de l'imagerie de Mueller un domaine d'investigation toujours
atif [14, 88, 27℄. On peut ependant noter que les systèmes d'aquisition sont
enore plus omplexes que dans le as de l'imagerie de Stokes, e qui fait de l'ima-
gerie de Mueller une tehnique oûteuse et enore peu répandue pour l'instant
dans les appliations industrielles.
24
1.3. Introdution à l'imagerie polarimétrique
1.3.2 Imagerie de degré de polarisation
À l'inverse des deux modes d'imagerie polarimétrique présentés i-dessus pour
lesquels le résultat de la mesure se ompose de plusieurs (4 ou 16) images asso-
iées à des grandeurs polarimétriques diérentes, une autre approhe de l'image-
rie polarimétrique onsiste à obtenir une unique image
12
qui puisse aratériser
globalement la nature polarimétrique de la sène imagée, en fournissant ainsi une
artographie du ontraste de polarisation de ette sène.
Comme nous l'avons présenté au paragraphe 1.1.2, le degré de polarisation
13
permet d'analyser l'état de polarisation de la lumière grâe à une unique me-
sure salaire. La aratérisation polarimétrique des matériaux imagés sera bien
entendu moins  rihe  qu'ave une tehnique d'imagerie de Stokes ou de Muel-
ler, mais la grande failité d'interprétation qu'autorise l'aquisition d'un résultat
sous forme d'une image unique peut intéresser de nombreuses appliations (ima-
gerie médiale, ontrle non destrutif, appliations industrielles, et.). De plus,
nous allons voir que e type d'imagerie permet dans ertains as de simplier
onsidérablement les dispositifs de mesure mis en ÷uvre.
Nous rappelons i-dessous la tehnique d'estimation standard fondée sur l'a-
quisition de quatre mesures polarimétriques (ou 4 images), puis nous évoquons
les solutions qui ont pu être proposées pour simplier le dispositif d'imagerie en
réduisant le nombre de mesures néessaires (2 images). Cet état de l'art nous
permet ainsi d'introduire le hapitre suivant dans lequel nous aratériserons les
performanes d'une méthode d'estimation du degré de polarisation à partir d'une
unique image.
1.3.2.1 Estimation exate à partir de la matrie de polarisation :
De manière standard, l'estimation exate du degré de polarisation néessite
de mesurer les omposantes de la matrie de polarisation Γ, à partir desquelles
le degré de polarisation est alulé en introduisant es valeurs mesurées dans
l'équation (1.8). En pratique pour des appliations d'imagerie, l'aquisition des
quatre images de Stokes évoquées préédemment est don néessaire pour alu-
ler l'image de degré de polarisation reherhée. Cette méthode soure don des
mêmes limitations que l'imagerie de Stokes. Toutefois, ette tehnique d'estima-
tion exate permet d'évaluer degré de polarisation, quelle que soit la nature de
la surfae diusante, de la lumière inidente, et sans hypothèses sur les araté-
ristiques du bruit de spekle présent dans l'image.
1.3.2.2 Méthodes simpliées à deux mesures :
Sous ertaines hypothèses il est possible de réduire à deux le nombre d'a-
quisitions néessaires à la mesure du degré de polarisation. Nous présentons ii
deux de es tehniques : l'Imagerie de Contraste d'États Orthogonaux
(ICÉO) ou Orthogonal States Contrast Imaging (OSCI) en anglais, qui
permet de aratériser orretement la nature polarimétrique des matériaux pu-
rement dépolarisants, et une méthode paramétrique qui permet d'obtenir la
12− C'est-à-dire mesurer un unique paramètre salaire.
13− Parfois appelé également dépolarisation dans le  jargon  de l'imagerie ohérente.
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valeur exate du degré de polarisation lorsque le spekle est pleinement développé
d'ordre 1.
Imagerie de Contraste d'États Orthgonaux : Cette tehnique d'imagerie
onsiste à élairer la sène au moyen d'un faiseau ohérent
14
dont on ontrle
l'état de polarisation (en général totalement et linéairement polarisé) et à ana-
lyser la lumière rétrodiusée dans les deux diretions de polarisation parallèle et
orthogonale à la polarisation inidente. On aquiert ainsi, en haque pixel k de
l'image, deux valeurs d'intensité I//(k) et I⊥(k) qui permettent alors de synthé-
tiser l'image de ontraste polarimétrique Piceo(k), dénie par la relation suivante
[118, 57℄ :
Piceo(k) =
|I//(k)− I⊥(k)|
I//(k) + I⊥(k)
. (1.32)
L'ICÉO varie don entre 0 et 1 : en l'absene de biréfringene, un matériau qui
ne dépolarise pas du tout la lumière onservera la totalité de l'énergie lumineuse
dans la diretion parallèle au faiseau inident (Piceo = 1) tandis que si la lumière
est totalement dépolarisée, l'énergie lumineuse sera équitablement répartie selon
les deux diretions et dans e as Piceo = 0. Cette remarque dévoile ainsi des
similitudes fortes entre l'ICÉO et le degré de polarisation.
En eet, on peut montrer failement que l'ICÉO s'identie au degré de polari-
sation à ondition que le matériau imagé soit purement dépolarisant : 'est-à-dire
qu'il modie le degré de polarisation de la lumière inidente sans en hanger l'état
de polarisation prinipal. La matrie de polarisation Γ de la lumière rétrodiusée
par un tel matériau est diagonale, et les valeurs propres sont alors diretement
µ1 = µX et µ2 = µY . En remarquant qu'en haque pixel k de l'image 〈I//〉 = µX et
〈I⊥〉 = µY , on peut voir failement que l'ICÉO représente dans e as une estima-
tion du degré de polarisation déni à l'équation (1.5) par P = (µ1−µ2)/(µ1+µ2).
En revanhe, si le matériau n'est pas purement dépolarisant ('est-à-dire si le pa-
ramètre c de la matrie Γ est non nul), l'ICÉO sous estime la véritable valeur du
degré de polarisation puisqu'on peut montrer [127℄, dans le as général,
P2 = P2iceo + 4
|c|2
µ2I
. (1.33)
L'importane de ette hypothèse est néanmoins à relativiser : des études expé-
rimentales ont révélé qu'en onguration de réexion, la surfae de la plupart
des matériaux naturels, imagés en inidene normale, se omportait omme un
dépolariseur pur [12℄. Cette hypothèse sera par ontre mise en défaut si l'orien-
tation des surfaes imagées n'est pas ontrlée, ou si l'on observe des matériaux
biréfringents.
Malgré es limitations, l'utilisation de e type d'image de ontraste polarimé-
trique est répandu en imagerie [138, 33, 153, 70, 87℄ ar, outre l'estimation du
degré de polarisation, il permet plus simplement de révéler des ontrastes polari-
métriques pour un oût expérimental limité. L'ICÉO a également fait l'objet de
nombreuses études pour aratériser ses propriétés statistiques [120, 59, 57℄, ses
14− Notons que la tehnique présentée ii est parfois utilisée en lumière inohérente. Toute-
fois, dans la suite de e manusrit, l'ICÉO désignera uniquement la tehnique ohérente.
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préisions ultimes d'estimation [120, 128, 59, 121, 7℄, ou enore son apport pour
des tâhes de détetion et de segmentation d'image [56, 57℄.
Méthode d'estimation paramétrique du degré de polarisation à deux
mesures : Dans des travaux préliminaires à ette thèse, nous avons montré que
lorsqu'on suppose le spekle pleinement développé d'ordre 1, le terme orretif
néessaire (f. équation préédente) pour obtenir la valeur exate P2 du arré
du degré de polarisation à partir de la mesure P2iceo fournie par l'ICÉO peut être
estimé à partir des deux images d'intensité mesurées dans les deux polarisations
orthogonales, même lorsque la matrie de polarisation Γ n'est pas diagonale.
Ces travaux ont fait l'objet d'une publiation (référene [127℄) dans le as d'un
spekle pleinement développé d'ordre 1, mais pourraient s'étendre aisément à un
ordre L entier quelonque en suivant la même démarhe.
En eet, si le hamp életrique est distribué selon une loi gaussienne omplexe
irulaire (voir équation (1.17)), et si la statistique de l'intensité intégrée par
le apteur orrespond à un spekle d'ordre 1 entier, l'interorrélation des deux
intensités I// et I⊥ permet de aluler la valeur |c|2 grâe à la relation [127℄
〈I//I⊥〉 = µXµY + |c|2. (1.34)
La méthode paramétrique d'estimation du degré de polarisation proposée dans la
référene [127℄ onsiste à utiliser une fenêtre glissante de taille xée, à partir de
laquelle on estime loalement et empiriquement les valeurs µX et µY sur les deux
images d'intensité aquises. Quant à l'interorrélation 〈I//I⊥〉, il est possible de
l'estimer empiriquement en alulant, pour une fenêtre de M pixels
M∑
k=1
I//(k)I⊥(k)
M
, (1.35)
qui permet grâe à la relation (1.34) d'évaluer le paramètre |c|2. Pour évaluer
enn le degré de polarisation, il sut d'insérer les valeurs estimées des trois
paramètres µX , µY et |c|2 dans la dénition du degré de polarisation donnée en
équation (1.8).
Dans le as de l'estimation du arré du degré de polarisation, qui sera
noté β
△
= P2 par la suite, nous avons pu aratériser théoriquement et estimateur
paramétrique que nous noterons βˆpar, et montrer qu'il est asymptotiquement non
biaisé [127℄. Par ailleurs, la variane asymptotique de et estimateur, que l'on
note vara(βˆpar) et qui s'obtient en négligeant les termes en 1/M
k, k ≥ 2 devant
le terme prépondérant en 1/M , peut être alulée et vaut
var(βˆpar) =
1
M
[
2P2(1− P2)2 + (1−P2)2 + 64µXµY |c|
2
µ4I
]
, (1.36)
où µI = µX + µY désigne l'intensité totale au point onsidéré. Le détail de es
aluls réalisés dans le as d'un spekle d'ordre 1 se trouve dans la référene
[127℄. Dans le hapitre suivant, nous mettrons en ÷uvre ette méthode d'estima-
tion à travers des simulations numériques qui nous permettront de omparer les
performanes des diérentes tehnique présentées ii ave les performanes d'une
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méthode d'estimation qui sera aratérisée théoriquement au hapitre suivant.
Notons enn que d'autres travaux ont permis réemment de proposer une mé-
thode alternative pour l'estimation exate du degré de polarisation à partir de
deux images d'intensité dans le as d'un spekle pleinement développé d'ordre
un [19℄. La méthode obtenue, qui utilise un estimateur au sens du maximum
de vraisemblane, permet d'obtenir une préision meilleure qu'ave l'estimateur
paramétrique présenté ii, mais néessite une omplexité algorithmique plus im-
portante.
1.4 Conlusion
Dans e hapitre introdutif, nous avons rappelé le formalisme lassique qui
permet de aratériser l'état de polarisation de la lumière, au moyen de la ma-
trie de polarisation Γ ou plus simplement du degré de polarisation P. Dans le
adre de l'imagerie polarimétrique ohérente qui onsiste à imager ertaines de
es propriétés à partir de la lumière rétrodiusée par une sène illuminée par une
lumière laser, le phénomène de spekle dû à la nature ohérente de l'élairement
utilisé va onditionner le omportement statistique de l'intensité lumineuse en-
registrée au niveau d'un apteur. Pour ette raison, nous avons ainsi rappelé la
démarhe lassiquement utilisée pour modéliser le phénomène de spekle d'un
point de vue statistique, de même que les prinipales modélisations alternatives
lorsque les hypothèses lassiques ne sont plus vériées.
Enn, nous avons introduit les prinipales méthodes d'imagerie polarimé-
trique en rappelant leur mise en ÷uvre, leurs intérêts et défauts prinipaux. En
e qui onerne l'imagerie de degré de polarisation qui présente un potentiel appli-
atif intéressant, la rédution de la omplexité des systèmes d'imagerie permet de
diminuer les oûts, l'enombrement et les durées d'aquisition. Nous avons ainsi
présenté les prinipales méthodes existantes qui permettent de réduire le nombre
d'aquisitions d'images néessaires à l'estimation du degré de polarisation.
Ce rapide état de l'art prendra tout son sens au hapitre suivant dans lequel
nous aratériserons les performanes d'un système d'imagerie polarimétrique
fondé sur l'analyse des statistiques d'intensité d'une unique image, permettant
ainsi de réduire a minima la omplexité du dispositif d'imagerie pour la mesure
du degré de polarisation.
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Estimation du degré de polarisation
à partir d'une image d'intensité
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2.1. Prinipe de la méthode d'estimation à une image
Lorsqu'un objet est élairé par une illumination ohérente, l'image d'intensité
formée sur un déteteur par la lumière rétrodiusée en provenane de et objet
est perturbée par un bruit de spekle. Dans ette onguration expérimentale
très simple et sans l'aide de omposant optique polarimétrique ajustable, il est
possible sous ertaines hypothèses d'estimer le degré de polarisation de la lumière
rétrodiusée par l'objet à partir de ette seule image d'intensité. L'objetif de
e hapitre est ainsi de aratériser théoriquement et numériquement ette mé-
thode qui permet de réduire fortement la omplexité d'un dispositif d'imagerie
polarimétrique.
Nous exposerons dans un premier temps le prinipe général de ette méthode
d'estimation, puis nous déterminerons les préisions d'estimation optimales que
l'on peut espérer obtenir ave elle-i et qui nous permettront d'évaluer l'eaité
des diérents estimateurs proposés par la suite en setion 2.3. Nous illustrerons
ensuite les perpetives oertes par ette méthode pour des appliations d'image-
rie polarimétrique (setion 2.4) ou d'imagerie polarimétrique à faible ux (setion
2.5)
2.1 Prinipe de la méthode d'estimation à une
image
Le prinipe sur lequel est fondée la méthode étudiée dans e hapitre dière
fondamentalement de l'approhe ommune aux diérentes méthodes d'estima-
tion du degré de polarisation présentées au hapitre préédent. Ces approhes
onsistent à mesurer l'intensité moyenne de la lumière rétrodiusée à travers
plusieurs (4 ou 2) ongurations d'un analyseur d'état de polarisation,
15
puis à
déduire de es quatre ou deux mesures la valeur estimée du degré de polarisation.
Elle n'est bien sûr pas appliable dans le as où l'on aquiert une seule image. En
revanhe, nous avons déjà vu dans le hapitre préédent que la densité de pro-
babilité de l'intensité lumineuse aquise sans auun omposant polarimétrique
pouvait dépendre fortement du degré de polarisation P, par exemple lorsque le
spekle est pleinement développé d'ordre 1. Nous allons préiser dans ette setion
omment ette dépendane peut être mise à prot pour réaliser une estimation
du degré de polarisation.
2.1.1 Hypothèses requises et modèle général de spekle
Nous énonçons tout d'abord les hypothèses néessaires pour assurer la validité
des méthodes d'estimation du degré de polarisation proposées dans e hapitre.
15− Constitué rappelons-le, par l'assoiation d'un polariseur linéaire et d'une lame retarda-
trie.
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La mise en ÷uvre de es tehniques fondées sur l'aquisition d'une seule image
d'intensité suppose en eet que les statistiques de spekle dérivant les utua-
tions de l'intensité lumineuse obéissent aux hypothèses suivantes :
1. En un point du déteteur, ou du plan d'observation, l'intensité I peut
être dérite omme la somme de deux variables aléatoires I1 et I2, dont
les valeurs moyennes valent respetivement µ1 =
1+P
2
µI et µ2 =
1−P
2
µI .
Cette hypothèse déoule diretement de la diagonalisation de la matrie de
polarisation Γ (voir équation 1.4) dont les valeurs propres valent µ1 et µ2.
2. Les variables aléatoires I1 et I2 assoiées à es deux omposantes d'intensité
sont supposées indépendantes. Cette ondition repose prinipalement sur
le fait que la distribution statistique du hamp életrique sous-jaent est
supposée gaussienne.
3. Les densités de probabilité qui dérivent es deux variables aléatoires appar-
tiennent à la même famille de lois multipliatives, mais de valeurs moyennes
µ1 et µ2 diérentes, 'est-à-dire que l'on suppose
∀ k ∈ {1; 2}, PIk(Ik) =
1
µk
f
( Ik
µk
)
, (2.1)
où f(z) est une densité de probabilité (DDP) à support positif et de
moyenne unitaire 〈Z〉 = ∫∞
0
zf(z)dz = 1. En eet, si une variable aléatoire
X est distribuée selon une loi appartenant à la famille de lois multipliatives
dérite à l'équation (2.1), alors la DDP de toute variable aléatoire Y
△
= aX,
ave a ∈ R+ appartient aussi à ette famille. Dans es onditions, on peut
montrer que les moments d'ordres supérieurs des omposantes d'intensité
vérient
16
∀ k ∈ {1; 2}, ∀ j ≥ 1, 〈Ijk〉 =
∫ ∞
0
Ijk × PIk(Ik) dIk = (µk)j × 〈Zj〉. (2.2)
En supposant es hypothèses vériées, on peut remarquer que la loi f fournit
diretement la forme de la DDP de l'intensité totale lorsque la lumière est tota-
lement polarisée puisque dans e as µ2 = 0, et don PI(I) =
1
µI
f
(
I
µI
)
lorsque
P = 1. La forme partiulière de la loi f va don onditionner la statistique de
l'intensité observée en lumière totalement polarisée, et dénir ainsi le modèle de
spekle onsidéré. Par exemple, un spekle pleinement développé d'ordre 1 sera
aratérisé par une loi f unitaire exponentielle, 'est-à-dire f(z) = exp(−z).
Lorsque la lumière est partiellement polarisée en revanhe, la densité de pro-
babilité de l'intensité totale I prendra une forme diérente. L'intensité I s'éri-
vant d'après les hypothèses préédentes omme la somme de deux variables aléa-
toires indépendantes, on peut exprimer PI(I) omme la onvolution de PI1(I1)
et PI2(I2) :
PI(I) =
∫ I
0
PI1(I − I2)PI2(I2)dI2 =
∫ I
0
1
µ1µ2
f
(I − I2
µ1
)
f
( I2
µ2
)
dI2. (2.3)
16− En utilisant l'équation (2.1), on a 〈Ijk〉 =
∫∞
0
I
j
k
µk
f
(
Ik
µk
)
dIk. En posant alors Z = Ik/µk
et en hangeant la variable d'intégration, on obtient 〈Ijk〉 =
∫∞
0
(µk)
jzjf(z) dz = (µk)
j 〈Zj〉.
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On peut montrer aisément que ette densité de probabilité reste bien sûr dans la
famille des lois multipliatives, ependant rien ne garantit que le alul expliite
de l'intégrale soit aisé.
2.1.2 Relation entre P et le ontraste de spekle
La manipulation de la densité de probabilité de l'intensité I sous la forme
intégrale préédente n'est pas ommode. En revanhe, il est possible d'obtenir une
aratérisation statistique omplète de l'intensité lumineuse I grâe à l'utilisation
des umulants de la DDP PI(I), dont nous rappelons ii la dénition [110℄ :
Dénition 2.1 Soit Z une variable aléatoire. Ses umulants, notés CZk , sont
dénis à partir de la fontion génératrie des umulants
g(t)
△
= ln
[〈etZ〉] = ∞∑
k=1
CZk
tk
k!
, (2.4)
où CZk désigne le umulant d'ordre k de la variable aléatoire Z.
À ondition qu'ils puissent être dénis, les umulants d'ordre 1 et 2 d'une va-
riable aléatoire désignent respetivement sa valeur moyenne et sa variane. On
notera également que les umulants d'ordre 3 et 4, quand ils sont dénis, sont
respetivement liés à la dissymétrie et à l'aplatissement de la loi de probabilité,
permettant ainsi d'en aratériser la forme.
Ces grandeurs statistiques présentent un intérêt partiulier ii ar les umu-
lants sont des grandeurs additives pour des variables aléatoires indépen-
dantes [110℄. Puisque par hypothèse I = I1 + I2 ave I1 et I2 indépendantes,
ette propriété permet d'érire, pour tout k ≥ 1,
CIk = CI1k + CI2k . (2.5)
Par ailleurs, omme les variables I1 et I2 se déduisent d'une même loi de proba-
bilité f , les umulants CIjk assoiés aux variables aléatoires Ij , j ∈ {1, 2} peuvent
s'exprimer en fontion des umulants d'ordre k de la loi normalisée f , notés κk :
∀ k ≥ 1, CI1k = (µ1)kκk, et, CI2k = (µ2)kκk. (2.6)
En introduisant es relations dans l'équation (2.5) et en remplaçant µ1 et µ2 par
leurs valeurs respetives données en équation (1.7), il est alors possible d'érire
le umulant CIk en fontion de l'intensité moyenne µI et du degré de polarisation
CIk = κk
[
(µ1)
k + (µ2)
k
]
= κk
[
(1 + P)k + (1− P)k
]µkI
2k
. (2.7)
On peut alors vérier que le umulant d'ordre 1, qui s'identie à la valeur
moyenne, s'érit CI1 =
[
µ1 + µ2
]
= µI , ar κ1 est toujours égal à 1 puisque la loi
f est de moyenne unitaire. Le umulant d'ordre 2 qui est égal à la variane de
l'intensité vaut quant à lui
CI2 = var(I) = κ2
[
(1 + P)2 + (1−P)2
]µ2I
22
= κ2
[
1 + P2
]µ2I
2
. (2.8)
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Cette dernière équation permet nalement de déduire l'expression du ontraste
de spekle C pour une loi f quelonque :
C =
√
var(I)
µI
=
√
κ2
1 + P2
2
, (2.9)
démontrant ainsi que le ontraste de la gure de spekle est relié bijetivement à
la valeur du degré de polarisation. Le ontraste qui vaut
√
κ2 pour une lumière
totalement polarisée (P = 1) déroît en eet jusqu'à √κ2/2 lorsque P = 0.
À valeur moyenne de l'intensité µI xée, l'augmentation du degré de polari-
sation de la lumière entraîne un aroissement de la variane, ou autrement dit,
aroît le désordre de la statistique d'intensité
17
, jusqu'à atteindre la valeur maxi-
male supP∈[0,1][var(I)] = κ2 µ
2
I pour un degré de polarisation P = 1. À intensité
moyenne µI xée, on a alors pour un degré de polarisation P quelonque,
var(I)
supP∈[0,1][var(I)]
=
1 + P2
2
< 1, (2.10)
montrant ainsi que la quantité (1 +P2)/2 aratérise l'ordre partiel de la statis-
tique d'intensité lumineuse. Nous verrons dans la seonde partie de e manusrit
qu'il existe une analogie formelle entre ette quantité et le fateur de Fano
qui aratérise l'ordre partiel des statistiques sous-poissoniennes par rapport aux
statistiques poissoniennes.
2.1.3 Prinipe général de l'estimation de P
La première méthode qui sera exposée dans la suite de e hapitre pour esti-
mer P à partir d'une unique image de spekle repose sur l'existene de la relation
bijetive que nous venons de rappeler en équation (2.9) entre la valeur de P et
le ontraste de spekle [119, 41℄. En eet, en supposant que l'on onnaisse préi-
sément le modèle de spekle qui aete l'intensité lumineuse aquise sur l'image,
il sut d'évaluer loalement le ontraste de la gure de spekle pour obtenir
une information quantitative sur la valeur du degré de polarisation en e point.
Ce prinipe n'est pas sans rappeler les tehniques d'imagerie de ontraste de
spekle très utilisées en imagerie médiale pour des mesures de véloimétrie de
ux sanguins par exemple [97, 13℄.
Plus généralement, tous les estimateurs du degré de polarisation à partir
d'une unique image d'intensité présentés dans la suite néessitent de mesurer
loalement ertains paramètres statistiques de la densité de probabilité de I
(moyenne, variane, ontraste, log-moment, et.). Pour réaliser ette estimation
loale au niveau d'un pixel k d'une image, il faut par onséquent avoir aès
aux valeurs des niveaux de gris des pixels situés dans un voisinage V du pixel k,
que nous supposerons omposé de M pixels (card[V] = M). De préférene, es
M pixels devront provenir d'un voisinage statistiquement homogène du pixel k,
'est-à-dire que les intensités {I1, . . . , IM} doivent être distribuées selon la même
17− Il est important ii de noter que ette remarque porte uniquement sur le désordre de
la statistique d'intensité à µI onstante, et non pas sur le désordre du hamp életrique qui
déroît bien entendu lorsqu'on passe d'un hamp bidimensionnel orrespondant à une lumière
partiellement polarisée, à un hamp salaire dans le as d'une lumière totalement polarisée.
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DDP.
Dans la suite de e hapitre, on onsidérera dans un premier temps que les
estimations sont réalisées à partir de régions statistiquement homogènes om-
posées de M pixels. Puis, dans la setion 2.4 où nous analyserons les résultats
obtenus en imagerie de degré de polarisation, nous omparerons deux façons dis-
tintes d'obtenir des voisinages homogènes : ils orrespondront soit à une fenêtre
arrée de M pixels entrée sur le pixel k, soit à une région homogène de forme
plus omplexe, déterminée par exemple grâe à des algorithmes de segmentation
d'image en régions homogènes. Nous supposerons par ailleurs que les intensités
mesurées en haun de es pixels peuvent être onsidérées omme des variables
aléatoires indépendantes. Par onséquent, nous nous limiterons à des situations
pour lesquelles l'aire des grains de spekle est inférieure ou égale à la surfae
d'un pixel, e qui reviendra à onsidérer uniquement des statistiques de spekle
d'ordre supérieur ou égal à 1.
Avant de présenter et de aratériser les diérentes méthodes d'estimation
étudiées au ours de ette thèse, nous proposons préalablement d'analyser la
préision optimale d'estimation que l'on peut espérer obtenir en utilisant une
tehnique d'estimation du degré de polarisation à partir d'une unique image de
spekle, dans le as où les fontions f(z) orrespondent à des lois gamma, 'est-
à-dire pour des spekles pleinement développés.
2.2 Bornes de Cramer-Rao de l'estimation
L'estimation d'un paramètre θ supposé déterministe à partir d'un éhantillon
χ = {x1, . . . , xM} onstitué de M mesures bruitées est un problème lassique en
théorie de l'estimation non bayésienne. Lorsqu'on suppose que es M mesures
orrespondent à M réalisations indépendantes d'une variable aléatoire X, dont
la densité de probabilité PX(x) dépend du paramètre inonnu θ, la borne de
Cramer-Rao (BCR) permet d'évaluer la préision optimale d'un estimateur
non biaisé de θ, indépendamment de la tehnique d'estimation utilisée. En eet,
lorsqu'on onsidère un estimateur non biaisé θˆ du paramètre θ, 'est-à-dire tel
que 〈θˆ〉 = θ où 〈·〉 dénit l'opérateur de moyenne statistique18 par rapport à χ,
la variane var(θˆ) de et estimateur peut être bornée inférieurement grâe au
théorème de Cramer-Rao [49℄, que nous rappelons i-dessous.
Théorème 2.1 Si θˆ est un estimateur non biaisé de θ, alors
var(θˆ) ≥ BCR(θ) △= 1
IF (θ)
, (2.11)
où BCR(θ) représente la borne de Cramer-Rao pour l'estimation de θ, et où
IF (θ) désigne l'information de Fisher pour l'estimation de θ.
L'information de Fisher permet de quantier la quantité d'information dispo-
nible dans l'éhantillon de mesure χ pour estimer au mieux le paramètre inonnu
θ, et nous rappelons ii sa dénition [49℄ :
18− Plus préisément 〈θˆ〉 = ∫∞
0
...
∫∞
0
θˆ × PX(x1)× ...× PX(xM )dx1...dxM .
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Dénition 2.2 L'information de Fisher pour l'estimation de θ à partir de l'éhan-
tillon de mesure χ = {x1, . . . , xM} s'érit
IF (θ)
△
= −
〈 ∂2
∂θ2
[ℓ(χ; θ)]
〉
, (2.12)
où la logvraisemblane ℓ(χ; θ)
△
= lnL(χ; θ) de l'éhantillon χ est obtenue en
alulant le logarithme de la vraisemblane
L(χ; θ)
△
=
M∏
k=1
PX(xk|θ), (2.13)
qui représente la probabilité d'observer l'éhantillon χ quand le paramètre vaut θ.
Le alul de ette borne permet don d'évaluer l'optimalité des méthodes d'esti-
mation utilisées : en théorie de l'estimation, on dénit usuellement l'eaité
d'une méthode d'estimation [49, 118℄ en alulant le rapport entre la BCR et la
variane de l'estimateur onsidéré. L'eaité est bien sûr une grandeur om-
prise entre 0 et 1 et une méthode sera dite eae (eaité égale à 1) lorsque
sa variane atteint la variane minimale évaluée grâe à la BCR.
Pour déterminer l'eaité des méthodes d'estimation qui seront proposées
dans la suite de e hapitre, nous proposons ii d'évaluer la BCR pour l'es-
timation du degré de polarisation P à partir de la mesure d'un éhantillon
χ = {I1, . . . , IM} onstitué de M mesures d'intensité supposées statistique-
ment indépendantes et orrespondant aux M pixels d'un voisinage homogène
V du point de l'image où l'on souhaite estimer le degré de polarisation. Nous
présentons ii le résultat du alul de la borne de Cramer-Rao (BCR) dans le as
le plus simple d'abord, où le spekle est supposé pleinement développé d'ordre
un, puis nous montrerons omment la BCR peut être évaluée lorsque l'on onsi-
dère d'autres statistiques de spekle, notamment des spekles d'ordres supérieurs
tels qu'il peut en apparaître lors de l'aquisition d'une gure de spekle sur un
apteur.
Choix de la Borne de Cramer-Rao : On peut noter à e niveau que de
nombreuses alternatives existent pour raner la borne de Cramer-Rao (borne
de Bhattaharyya (voir [45℄ p. 396) , borne de Chapman-Robbins [18℄, borne de
Barankin [4℄, et.), notamment pour des situations de faibles rapports signal à
bruit. Néanmoins, es autres bornes sont souvent plus omplexes à mettre en
÷uvre que la BCR, e qui empêhe dans la majorité des as d'obtenir une for-
mulation expliite de es bornes, diminuant ainsi leur failité d'interprétation.
La rihesse d'interprétation dont on bénéie en utilisant la BCR est également
sensiblement diminuée lorsqu'on adopte une formulation bayésienne du problème
d'estimation. En eet, le paramètre à estimer est dans e as onsidéré omme
une variable aléatoire, aratérisée par une distribution de probabilité a priori.
Les bornes statistiques appliables dans e as (borne de Cramer-Rao bayésienne
(voir [156℄ p. 72), borne de Ziv-Zakai [167℄, et.) permettent seulement de minorer
l'erreur quadratique d'estimation, moyennée sur toutes les valeurs admissibles du
paramètre dénies par la densité de probabilité a priori. En dépit de la grande
diversité des bornes statistiques existant dans la littérature pour évaluer la pré-
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ision optimale d'estimation, nous nous limitons dans e manusrit à utiliser la
borne de Cramer-Rao, pour sa simpliité d'une part, et son fort potentiel d'in-
terprétation d'autre part.
2.2.1 Calul expliite de la BCR pour un spekle pleine-
ment développé d'ordre un
Le modèle standard de rétrodiusion de la lumière par une surfae diusante
proposé par J. W. Goodman permet d'obtenir la distribution de probabilité de
l'intensité lumineuse d'une gure de spekle pleinement développée d'ordre 1 en
lumière partiellement polarisée. Cette loi de probabilité, que nous avons rappelée
à l'équation (1.19) du hapitre préédent dépend lairement du paramètre P
que nous herhons à estimer. La distribution statistique de l'intensité lumineuse
ontiendra don une part d'information, potentiellement utile pour estimer la
valeur de P à partir de l'observation d'éhantillons d'intensité. Cette information
peut être mesurée grâe à l'information de Fisher, à partir de laquelle on déduira
la borne de Cramer-Rao. Pour le alul de ette BCR, nous distinguons ii deux
as selon que la valeur moyenne de l'intensité µI est onnue a priori ou qu'elle
doit être estimée onjointement à l'estimation du degré de polarisation.
2.2.1.1 BCR à intensité moyenne onnue
Lorsque l'intensité moyenne µI est supposée onnue, la vraisemblane de
l'éhantillon est notée L(χ;P) et peut s'érire
L(χ;P) =
M∏
k=1
PI(Ik|P), (2.14)
où PI(I) est donnée à l'équation (1.19) dans le as onsidéré ii d'un spekle
d'ordre un.
À partir de ette fontion de vraisemblane, on démontre en annexe B.1.1.2
(voir également la référene [41℄) que la borne de Cramer-Rao pour l'estimation
de P à partir d'une unique image s'érit, dans le as du spekle pleinement
développé d'ordre 1,
BCR(1)µI (P) = −
P2(1− P2)
M(1 + P2)
[
1− 1 + P
2
2P2 ζ(3,
1 + P
2P )
]−1
, (2.15)
où l'exposant 1 signie que le spekle est d'ordre L = 1 (pleinement développé)
et où l'indie µI traduit le fait que la valeur moyenne de l'intensité µI est sup-
posée onnue. La fontion ζ(s, x) représente la fontion Zeta de Riemann
généralisée d'ordre s qui est dénie pour toute valeur de x vériant k + x 6= 0,
par
∀x / k + x 6= 0, ζ(s, x) △=
+∞∑
k=0
(k + x)−s. (2.16)
Bien que l'expression expliite de la BCR ne soit pas aisément interprétable,
on peut remarquer en observant l'équation (2.15) qu'elle est logiquement inverse-
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ment proportionnelle au nombre M d'éhantillons utilisés pour l'estimation. De
plus, sa valeur est indépendante de l'intensité moyenne µI , e qui permet d'ar-
mer qu'on ne peut pas améliorer la préision ultime d'estimation en augmentant
la puissane lumineuse de l'élairement ohérent utilisé. On montrera à la setion
2.5 que ela n'est plus le as lorsque les eets du bruit de photon doivent être
pris en ompte pour des aquisitions à faible ux lumineux.
On peut analyser le omportement de la BCR lorsque P varie entre 0 et 1
en observant la gure 2.1.a, où la fontion BCR
(1)
µI (P), normalisée par le nombre
de pixels M de l'éhantillon, est traée en fontion de P en trait plein ( ). On
voit sur ette gure que la BCR pour l'estimation de P dépend très fortement
de l'état de polarisation : ette borne diverge pour les faibles valeurs de P alors
qu'elle tend vers 0 lorsque la lumière devient totalement polarisée.
BCR pour l'estimation de β = P2 : La relation (2.9) qui relie le ontraste
de spekle et le degré de polarisation fait apparaître le terme P sous la forme de
son arré, que nous proposons de noter dorénavant
β
△
= P2. (2.17)
En mesurant le ontraste de spekle, 'est don la valeur de β qui est diretement
obtenue, et nous verrons par la suite que les estimateurs proposés onduisent na-
turellement à évaluer β plutt que P. Il paraît don intéressant ii d'exprimer
également la BCR pour l'estimation de β, d'autant plus qu'elle permet une ana-
lyse des performanes plus faile qu'en étudiant BCR
(1)
µI (P).
On peut déduire ette nouvelle BCR à partir de BCR
(1)
µI (P) en utilisant
un hangement de variable. On peut montrer en eet [49℄ que BCR
(1)
µI (β) =(
∂β/∂P)2 × BCR(1)µI (P), et en remarquant que ∂β/∂P = 2P, on obtient dire-
tement :
BCR(1)µI (β) = −
4P4(1− P2)
M(1 + P2)
[
1− 1 + P
2
2P2 ζ(3,
1 + P
2P )
]−1
. (2.18)
Sur la gure 2.1.b, nous avons traé en trait plein ( ) le omportement de la
BCR pour l'estimation de β en fontion de P. On peut voir sur ette gure que
BCR
(1)
µI (β) tend vers 0 lorsque la lumière devient totalement polarisée (P → 1).
Ainsi, une méthode d'estimation dont la variane serait égale à la BCR (esti-
mation eae) permettrait d'estimer des valeurs élevées de β ave une grande
préision. En revanhe, pour des lumières faiblement polarisées (P ≃ 0), on
remarque que BCR
(1)
µI (β) ≃ 3/M , permettant d'espérer une variane d'estima-
tion de 0, 01 ave une taille d'éhantillon M = 300, e qui représente une zone
homogène d'environ 18 × 18 pixels. De façon générale, la BCR reste inférieure
à approximativement 4/M , quelle que soit la valeur de P. Cette information
permet don de dimensionner la taille de l'éhantillon homogène qu'il faut séle-
tionner an de garantir, pour toute valeur de P, une préision optimale minimale
donnée.
Néanmoins, si la BCR nous permet d'évaluer la variane minimale qu'auun
estimateur non biaisé de β ne pourra surpasser, rien ne garantit qu'il existe une
méthode d'estimation eae, 'est-à-dire dont la variane atteigne la BCR
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[49, 118℄. En eet, la densité de probabilité PI(I) onsidérée ii (f. équation
(1.19)) n'appartient pas à la famille exponentielle des lois de probabilités, et
par onséquent, rien ne garantit qu'il existe une méthode d'estimation eae
[49, 118℄. L'investigation d'une méthode d'estimation optimale fera préisément
l'objet de la setion suivante de e hapitre.
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Fig. 2.1  Évolution des BCRs pour l'estimation de P (gure (a)) ou de β (gure
(b)) en fontion de P, pour un spekle pleinement développé d'ordre 1. La BCR
à µI onnu a priori est traée en trait plein ( ) tandis que les traits tiretés
(−−) orrespondent à la BCR à µI inonnu.
2.2.1.2 BCR à intensité moyenne inonnue
Dans des onditions expérimentales réelles, il semble peu réaliste de supposer
l'intensité moyenne µI onnue. Bien au ontraire, il sera en pratique néessaire
d'estimer onjointement à la fois le degré de polarisation P et la valeur de µI
dont dépend la DDP de l'intensité. Par rapport au as préédent où µI était
supposé onnue a priori, la tâhe d'estimation est rendue plus diile, e qui
doit naturellement s'aompagner d'une diminution de la quantité d'information
de Fisher disponible pour l'estimation de P (ou de β).
Pour évaluer la borne de Cramer-Rao pour l'estimation d'un paramètre θ
lorsqu'un paramètre de nuisane θ′ doit être estimé onjointement, il faut alors
utiliser une formulation  vetorielle  du théorème de Cramer-Rao, que l'on
rappelle ii dans le as bidimensionnel [49, 118℄ :
Théorème 2.2 Si θˆ et θˆ′ représentent des estimateurs non biaisés de deux pa-
ramètres θ et θ′ réels, on a alors pour tout veteur ligne bidimensionnel u
∀u, u ·C(θˆ, θˆ′) · uT ≥ u ·
[
JF (θ, θ
′)
]−1
· uT , (2.19)
où C(θˆ, θˆ′) représente la matrie de ovariane des deux estimateurs θˆ et θˆ′ et où
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JF (θ, θ
′) désigne la matrie d'information de Fisher, dénie par [49, 118℄
JF (θ, θ
′)
△
= −
(
〈∂2ℓ(χ;θ,θ′)
∂θ2
〉 〈∂2ℓ(χ;θ,θ′)
∂θ∂θ′
〉
〈∂2ℓ(χ;θ,θ′)
∂θ′∂θ
〉 〈∂2ℓ(χ;θ,θ′)
∂θ′2
〉
)
, (2.20)
où la logvraisemblane ℓ(χ; θ, θ′) est dans e as une fontion des deux paramètres
θ et θ′.
Grâe au alul de la matrie d'information de Fisher, et en appliquant le
théorème préédent pour le veteur u1 = [1 0], il est faile de déduire la BCR
pour l'estimation du seul paramètre θ lorsque θ′ est supposé inonnu. En eet,
on a dans e as u1 · C(θˆ, θˆ′) · uT1 = var(θ) et le théorème préédent permet de
montrer que ette variane est bornée par
BCR(θ)
△
= u1 ·
[
JF (θ, θ
′)
]−1
· uT1 , (2.21)
où la notation en aratères gras BCR(θ) indique que la BCR est évaluée dans
le as  vetoriel .
Les aluls de la matrie d'information de Fisher de taille 2× 2 assoiée aux
paramètres P et µI , ainsi que de la BCR pour l'estimation de P dans le as
 vetoriel  où µI est supposé inonnu sont détaillés en annexe B.1.1.1. L'ex-
pression de la BCR, notée BCR(1)(P), pour l'estimation de P lorsque l'intensité
moyenne µI est inonnue est obtenue à l'équation (B.36) (voir aussi la référene
[41℄) et permet omme préédemment de déduire la BCR pour l'estimation de β
par un hangement de variable qui fournit :
BCR(1)(β) =
2P4(1− P2)
M
[
(1− P2)ζ(3, 1+P
2P ) + 2P2
][
(1 + P2)ζ(3, 1+P
2P )− 2P2
] . (2.22)
En dépit du fait que les expressions (2.18) et (2.22) soient signiativement
diérentes et que la BCR à intensité moyenne inonnue BCR(1)(β) soit natu-
rellement supérieure à BCR
(1)
µI (β) à µI onnu, les valeurs prises par es deux
bornes sont en réalité très similaires [41℄. Cei peut être vérié sur les gures
2.1.a et 2.1.b où BCR(1)(P) et BCR(1)(β) sont traées en fontion P en trait
tireté (−−). Par onséquent, on peut onlure que la onnaissane a priori de
l'intensité moyenne µI ne permet pas de réduire signiativement la diulté de
la tâhe d'estimation.
Par ailleurs, e résultat semble signier également que la forme  salaire  de
la BCR, obtenue en supposant µI onnu a priori onstitue un bon indiateur de la
performane optimale d'estimation, même dans le as où l'intensité moyenne doit
être estimée onjointement. Dans la suite, nous admettrons don que l'intensité
moyenne µI est onnue an de aluler plus aisément les BCRs dans les as
où le spekle est d'ordre supérieur à un. Enn, la borne de Cramer-Rao sera
dorénavant notée indiéremment BCR(P) ou BCR(β), sans distintion sur la
onnaissane a priori du paramètre µI .
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2.2.2 BCR pour un spekle d'ordre supérieur
Nous proposons ii d'analyser suintement le omportement de la BCR pour
l'estimation de P (ou de β) lorsque le spekle est d'ordre supérieur. En eet, on
a vu au hapitre préédent que ette situation se renontre ouramment lorsque
la surfae du apteur intègre l'intensité lumineuse provenant de L > 1 (L ∈ N)
grains de spekle, et onduit à des utuations d'intensité gamma d'ordre L en
lumière polarisée.
2.2.2.1 Évaluation numérique de la BCR
Lorsque l'on onsidère un modèle de spekle pleinement développé d'ordre L,
la DDP de l'intensité PI(I) résulte de la onvolution de deux lois gamma d'ordre
L mais de valeurs moyennes diérentes (voir setion 1.2.3.1). Dans e as epen-
dant, la omplexité de la loi PI(I) que l'on obtient alors (voir équation (1.24))
rend diile le alul expliite de la BCR. Il est toutefois possible d'obtenir une
évaluation numérique de es bornes qui permet d'obtenir les indiations né-
essaires pour étudier omment se modie la BCR pour l'estimation de β quand
l'ordre du spekle augmente [41℄.
Pour réaliser ette évaluation numérique, nous avons utilisé un logiiel de al-
ul formel qui nous a tout d'abord permis d'obtenir, sous une forme expliite, la
dérivée seonde par rapport à β de la logvraisemblane L(χ; β) dans le as de spe-
kles d'ordres L ∈ {1, 2, 3, 5, 10}, et en supposant l'intensité moyenne µI onnue.
Le alul de l'information de Fisher, qui néessite d'évaluer la valeur moyenne
de ette dérivée seonde, n'a quant à lui pas pu être onduit de façon expliite,
et a été eetué numériquement en utilisant un shéma d'intégration numérique.
Une fois l'information de Fisher obtenue numériquement, il est aisé d'en déduire
les valeurs numériques des bornes de Cramer-Rao, notées BCR(L)(β), et qui sont
traées en fontion de P pour les diérents ordres L onsidérés sur la gure 2.219.
En observant la gure 2.2, on remarque tout d'abord que le omportement de
la borne en fontion de P se modie signiativement quand l'ordre du spekle
augmente. Pour un spekle d'ordre 1, la ourbe se superpose bien sûr au traé de
BCR
(1)
µI (P) obtenue pour un spekle d'ordre 1 (voir gure 2.1.b). En revanhe,
le omportement des bornes BCR(L)(β) est lairement diérent lorsque l'ordre
L augmente. Tout d'abord lorsque le degré de polarisation tend vers 1, la BCR
ne tend plus vers 0 et atteint des valeurs d'autant plus élevées que l'ordre L aug-
mente. À l'inverse, pour les faibles valeurs de P, les valeurs prises par BCR(L)(β)
ont tendane à diminuer légèrement par rapport au as pleinement développé.
En analysant les valeurs numériques de BCR(L)(β) pour les diérents ordres L
onsidérés, et aux faibles valeurs du degré de polarisation (P ≃ 0) nous avons
observé que
BCR(L)(β) −→
P→0
1
M
(
2 +
1
L
)
. (2.23)
Plus généralement, quand l'ordre du spekle devient élevé (par exemple L = 10),
l'observation de la gure 2.2 nous permet de onjeturer que BCR(L)(β) devient
une fontion roissante de P [41℄. On peut également onlure de es observations
que l'augmentation de l'ordre du spekle ne permet pas d'améliorer la préision
19− Notons que nous avons également vérié numériquement que les valeurs de la BCR pour
L = {1, 2, 3, 5, 10} ne dépendent pas de µI , e qui était déjà le as pour un spekle d'ordre 1.
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Fig. 2.2  Évolution de la BCR pour l'estimation de β traée en fontion de
P pour diérentes valeurs de l'ordre L du spekle. La ourbe en trait plein gris
représente la forme asymptotique de la BCR pour un ordre de spekle L → ∞,
obtenue ave une approximation gaussienne de la DDP PI(I).
optimale d'estimation de β, et dégrade même fortement elle-i pour des valeurs
élevées du degré de polarisation.
2.2.2.2 BCR approhée pour un spekle d'ordre élevé
Pour vérier es dernières remarques, nous proposons d'utiliser une approxi-
mation lassique onsistant à remplaer une loi gamma d'ordre L élevé, de
moyenne µ et variane σ2 = µ2/L, par une densité de probabilité gaussienne
de même moyenne et même variane. Pour des ordres L élevés (typiquement
L > 20), la préision de ette approximation est satisfaisante [35℄ et permet ii
de aluler une forme asymptotique de la BCR [41℄.
En utilisant ette approximation et d'après les hypothèses énonées au début
de e hapitre en setion 2.1.1, l'intensité I s'érit omme la somme de deux
variables aléatoires gaussiennes de moyennes respetives µ1 et µ2 et de varianes
µ21/L et µ
2
2/L. La densité de probabilité de l'intensité PI(I) sera par onséquent
gaussienne, de moyenne µI = µ1+µ2 et de variane var(I) = var(I1)+var(I2) =
µ2I(1 + P2)/2L, soit
PI(I) =
√
L
π(1 + P2)µI exp
[
−L(I − µI)
2
(1 + P2)µ2I
]
. (2.24)
Grâe à ette approximation gaussienne, la BCR peut être alulée expliite-
ment (voir annexe B.1.2), e qui onduit au résultat suivant :
BCRgauss(β) = 2
(1 + P2)2
M
. (2.25)
On remarque immédiatement que ette borne ne dépend ni de l'intensité moyenne
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µI , ni de l'ordre L du spekle
20
. Par ailleurs, en observant son traé en trait plein
( ) gris sur la gure 2.2, on remarque qu'elle varie entre 2/M pour P ≃ 0
et atteint 8/M lorsque la lumière devient totalement polarisée. Ces remarques
onrment don les observations faites au paragraphe préédent dans le as d'un
spekle d'ordre susamment élevé (L = 10). On onsidérera par onséquent dans
la suite que BCRgauss(β) onstitue une forme expliite satisfaisante de la variane
minimale d'estimation de β lorsque le bruit de spekle perturbant l'image est
d'un ordre L élevé. Cette BCR asymptotique, valable dans la limite des ordres
de spekle importants, peut être omparée à la BCR obtenue pour un spekle
d'ordre 1. Pour les plus faibles valeurs de P, augmenter l'ordre L du spekle
peut diminuer légèrement la variane minimale d'estimation. En revanhe, dès
que P > 0, 64, la situation est inversée et l'augmentation de la variane minimale
d'estimation peut devenir importante pour des ordres très élevés, dépassant un
fateur 10 dès que P > 0, 96.
2.2.3 Conlusion
Bien qu'il ne soit pas garanti que l'on puisse exhiber une méthode d'estimation
eae, la BCR que nous venons de déterminer dans plusieurs situations de
spekle pleinement développé permet d'analyser les ordres de grandeurs de la
variane minimale que l'on peut espérer atteindre ave un estimateur de P (ou
son arré β) utilisant une unique image d'intensité de spekle. En observant la
gure 2.2, on peut admettre grossièrement que l'ordre de grandeur indiatif de la
BCR pour un éhantillon de tailleM est environ 4/M . On déduit de ette valeur
indiative un ordre de grandeur de l'éart-type σ(βˆ) de l'estimation de β :
σ(βˆ) ≃
√
4
M
=
2
h
, (2.26)
où h représenterait la largeur de la région homogène de M = h × h pixels si
elle-i était arrée. On peut alors se rendre ompte qu'en hoisissant une petite
région homogène de largeur h = 10 pixels par exemple, l'éart-type σ(βˆ) ≃ 0, 2
que l'on obtient est trop important pour utiliser en pratique une telle méthode
d'estimation de β à une image. En revanhe, si l'on parvient à augmenter la
taille des éhantillons homogènes utilisés pour l'estimation, l'estimation de β à
partir d'une seule image peut présenter une préision satisfaisante : par exemple
ave h = 40 pixels (soit M = 1600 pixels), l'éart-type se réduit à 0, 05, et on
peut même atteindre un éart-type de 0, 02 à ondition de séletionner une région
homogène de très grande taille h = 100 pixels (soitM = 104 pixels). Pour qu'une
méthode d'estimation du degré de polarisation à partir d'une unique image soit
utilisable en pratique, il est don néessaire de disposer de apteurs omportant
un nombre important de pixels.
Dans la setion suivante, nous exposerons plusieurs tehniques permettant
d'estimer P (ou β) à partir des seules mesures d'intensité dans une zone ho-
mogène provenant d'une image unique, aquise sous élairement ohérent. Les
performanes de es estimateurs seront déterminées théoriquement dans la me-
sure du possible et numériquement, puis nous aratériserons leur eaité.
20− Ce qui est normal puisqu'il s'agit d'une forme asymptotique pour L→∞.
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2.3 Méthodes d'estimation
En introdution de e hapitre, nous avons vu que l'estimation du degré de
polarisation à partir d'une unique image d'intensité de spekle repose sur la
mesure de paramètres statistiques de la densité de probabilité de l'intensité (le
ontraste de spekle par exemple), à partir desquels il est possible de déduire
la valeur de P (ou de β). Dans ette setion, nous présentons et aratérisons
plusieurs estimateurs assoiés à la mesure de grandeurs statistiques diérentes
qui ont été étudiés au ours de es travaux de thèse.
Nous introduisons tout d'abord des estimateurs  naturels  de β, basés sur
l'estimation du ontraste de spekle, et failement généralisables à de nombreux
modèles de spekle. Dans un seond temps nous exposerons deux méthodes alter-
natives, étudiées dans le as le plus simple d'un spekle d'ordre 1, qui permettent
d'approher les performanes optimales d'estimation données par la BCR.
2.3.1 Estimateurs de β au sens des moments
Comme nous l'avons vu à la setion 2.1.2, l'augmentation du degré de pola-
risation s'aompagne d'un aroissement du ontraste de la gure de spekle.
Pour le modèle général de utuations de spekle présenté à la setion 2.1.1, la
relation entre e ontraste C et la valeur de P a été donnée à l'équation (2.9).
En  inversant  ette relation, il apparaît alors lairement que le arré du degré
de polarisation β = P2 peut se déduire à partir de la valeur des deux premiers
moments de l'intensité lumineuse en érivant
β = 2
var(I)
κ2µ
2
I
− 1, (2.27)
où l'on rappelle que le umulant κ2 représente la variane de la loi normalisée f
qui dénit le modèle de spekle adopté.
Cette équation montre ainsi qu'en estimant simplement la variane et la
moyenne de l'intensité loalement au pixel k, sur un voisinage homogène V onsti-
tué deM pixels, on peut évaluer la valeur de β au pixel onsidéré. Nous proposons
don d'étudier les deux estimateurs suivants, qui seront qualiés dans la suite
d'estimateurs au sens des moments :
βˆ1 =
2
κ2µ2I
[
Sˆ1
]
− 1 , ave Sˆ1 = 1
M
M∑
i=1
I2i − µ2I ; (2.28)
βˆ2 =
2
κ2µˆ2I
[
Sˆ2
]
− 1 , ave Sˆ2 = 1
M
M∑
i=1
I2i − (µˆI)2, (2.29)
où µˆI représente l'estimateur de lamoyenne empirique, µˆI =
∑M
i=1 Ii/M . Ave
βˆ1, la variane est estimée grâe à l'estimateur empirique de la variane
à moyenne onnue Sˆ1. En revanhe, l'estimateur βˆ2 utilise l'estimateur de
la moyenne empirique µˆI pour aluler la variane empirique à moyenne
inonnue Sˆ2.
L'expression de es deux estimateurs fait intervenir le terme κ2, qu'il est
néessaire de onnaître préalablement à l'estimation. Le modèle statistique de
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spekle qui traduit les utuations des niveaux de gris de l'image doit don être
onnu ave préision, e qui implique en partiulier de maîtriser les onditions
expérimentales d'imagerie ave une grande préision. Nous supposerons dans la
suite que le paramètre κ2 est onnu ou qu'il peut être préisément mesuré lors
d'une étape de alibration.
2.3.1.1 Caratérisation théorique de βˆ1 et βˆ2
Les aluls du biais et de la variane théoriques des estimateurs βˆ1 et βˆ2 sont
détaillés en annexe B.3 ou dans la référene [41℄, pour un modèle statistique
des utuations d'intensité orrespondant aux hypothèses mentionnées préé-
demment (setion 2.1.1). Puisque nous avons utilisé une méthode de alul ap-
prohée (voir annexe B.3), les résultats théoriques présentés i-dessous seront
valables pour des utuations pas trop fortes des résultats d'estimation autour
de la vraie valeur de β.
Biais : Le alul du biais théorique des deux estimateurs au sens des moments
βˆ1 et βˆ2 permet de montrer qu'ils sont asymptotiquement non biaisés. En eet,
l'estimateur βˆ1 est lairement non biaisé, puisque l'estimateur Sˆ1 est lui même
sans biais [133℄, et don
〈βˆ1 − β〉 = 0. (2.30)
L'estimateur βˆ2 est en revanhe biaisé,
〈βˆ2 − β〉 = 1 + β
M
, (2.31)
mais omme e biais tend à disparaître lorsque la taille de l'éhantillon M aug-
mente, βˆ2 est dit asymptotiquement non biaisé.
Variane : Pour aratériser la performane de es estimateurs en terme de
préision d'estimation, nous avons également déterminé leur variane théorique
(voir aluls détaillés en annexe B.3 ou [41℄). Celle-i peut être exprimée en
fontion des premiers umulants κi, i ∈ [2; 4] de la loi de probabilité normalisée f
aratéristique du modèle de utuations de spekle hoisi. La variane théorique
de l'estimateur βˆ1 s'érit don (voir équation (B.81) de l'annexe B.3.2.1)
var(βˆ1) =
2(1 + β)2
M
+
γ2
2M
(1 + 6β + β2), (2.32)
où le oeient de kurtosis
21 γ2 de la loi normalisée f vaut
γ2
△
=
κ4
κ22
. (2.33)
En e qui onerne l'estimateur βˆ2, sa variane théorique fait apparaître des
termes en 1/M2 et 1/M3 (voir équation (B.89) en annexe B.3.2.2), que nous ne
21− Ce oeient de kurtosis γ2 traduit l' aplatissement  d'une loi de probabilité par
rapport à une gaussienne de même variane. Un kurtosis négatif (γ2 < 0) aratérise une DDP
plus  plate  qu'une loi gaussienne (DDP platikurtique), alors qu'une DDP plus  piquée 
qu'une loi gaussienne possède un kurtosis positif (DDP leptokurtique).
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détaillons pas ii. Nous nous limitons à rappeler la variane asymptotique de
βˆ2, notée vara(βˆ2), qui s'obtient en ne onservant que les termes en 1/M dans
l'expression (B.89) :
vara(βˆ2) = var(βˆ1) + 2κ2
(1 + β)3
M
− 2γ1√κ2 (1 + β)(1 + 3β)
M
, (2.34)
où l'on fait apparaître le oeient de dissymétrie
22 γ1 de la loi normalisée
f déni par
γ1
△
=
κ3
(κ2)3/2
. (2.35)
En analysant ette expression, on voit que la variane asymptotique de βˆ2
s'érit omme la somme de la variane de l'estimateur βˆ1 à moyenne onnue et
d'un terme supplémentaire, qui dépend du oeient de dissymétrie γ1. Nous
avons montré que e terme peut être négatif si κ3 > κ
2
2 [41℄. Cette ondition
susante (mais non néessaire) permet en d'autres termes d'obtenir la propriété
suivante :
γ1 >
√
κ2 ⇒ ∀P ∈ [0, 1], vara(βˆ2) < var(βˆ1). (2.36)
Cette propriété nous indique don que pour des loi normalisées f présentant une
dissymétrie positive notable telle que γ1 >
√
κ2, l'estimateur βˆ2 à moyenne in-
onnue onduit à une variane plus faible que l'estimateur βˆ1. Ce résultat qui
peut paraître ontre-intuitif au premier abord, puisque l'estimateur βˆ1 bénéie
de la onnaissane a priori de µI , peut néanmoins s'expliquer par un phénomène
de  ompensation  des grandes déviations des estimateurs de la moyenne et de
la variane. En eet, si la densité de probabilité possède une dissymétrie vers les
valeurs élevées de la variable aléatoire, un éhantillon aratérisé par des valeurs
exeptionnellement élevées d'intensité peut onduire à une surestimation impor-
tante de la variane. Cette surestimation est (au moins partiellement) ompensée
lorsqu'on utilise l'estimateur βˆ2, puisque l'intensité estimée empiriquement dans
e as sera également surévaluée sur et éhantillon.
Par ailleurs, on peut noter également qu'un oeient d'aplatissement (kurto-
sis) négatif γ2 < 0 onduit à des varianes d'estimation inférieures : ainsi, plus la
loi normalisée f sera  plate , pour une variane κ2 donnée, plus les estimateurs
βˆ1 et βˆ2 seront préis.
Cas partiulier d'un spekle pleinement développé d'ordre L : Dans
le as partiulier où le modèle de spekle onsidéré est aratérisé par une loi
normalisée f gamma d'ordre L, les umulants κk, k ∈ [2; 4] peuvent s'érire
simplement en fontion de l'ordre L (voir tableau 2.1 page 50) et les expressions
des varianes théoriques des estimateurs βˆ1 et βˆ2 deviennent don [41℄
var(βˆ1) =
2(1 + β)2
M
+
3
ML
(1 + 6β + β2), (2.37)
vara(βˆ2) = var(βˆ1)− 2(1 + β)(1 + 4β − β
2)
ML
. (2.38)
22− Comme son nom l'indique, e oeient de dissymétrie γ1 (skewness en anglais) ara-
térise l'étalement de la distribution de probabilité vers les valeurs élevées (γ1 > 0) ou faibles
(γ1 < 0).
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Dans e as, quel que soit l'ordre L, l'estimateur au sens des moments à moyenne
estimée βˆ2 onduit à une variane inférieure à elle de l'estimateur βˆ1, étant
donné que le seond terme est toujours négatif pour toute valeur de L, de M ou
de β ∈ [0; 1]. En outre, on peut noter que la diérene entre es deux expressions
tend à disparaître lorsque l'ordre du spekle augmente. Dans la limite des ordres
élevés (L≫ 1), les varianes tendent toutes deux vers une limite identique [41℄
lim
L→∞
var(βˆ1) = lim
L→∞
vara(βˆ2) = 2
(1 + β)2
M
. (2.39)
Cei s'interprète aisément en utilisant l'approximation, proposée au paragraphe
2.2.2.2, onsistant à remplaer la loi gamma d'ordre L élevé par une distribution
gaussienne. Dans e as en eet, si le umulant κ2 est inhangé (κ2 = 1/L), on
a en revanhe κ3 = κ4 = 0 [35℄, et l'on montre à partir des équations (2.32) et
(2.34) que var(βˆ1) = vara(βˆ2) = 2(1 + β)
2/M , qui s'identie à la BCR obtenue
à l'équation (2.25) ave ette même approximation gaussienne [41℄. L'eaité
de l'estimateur βˆ1 n'est ependant pas surprenante ar on peut montrer que
βˆ1 orrespond, sous ette hypothèse gaussienne, à l'estimateur de β au sens du
maximum de vraisemblane
23
.
Les remarques qui préèdent nous permettent ainsi de onjeturer que les
estimateurs de β fondés sur la mesure des deux premiers moments de l'intensité
lumineuse tendent à devenir eaes pour des ordres de spekle élevés. Pour de
faibles ordres de spekle, l'analyse de leurs performanes et de leur optimalité
sera menée dans la suite à partir de simulations numériques.
2.3.1.2 Résultats de simulation
Pour évaluer le biais et la variane des estimateurs βˆ1 et βˆ2, nous utilisons
une méthode stohastique de type Monte-Carlo qui onsiste à eetuer, pour
haque situation physique ou expérimentale onsidérée, un grand nombre R de
tirages indépendants des éhantillons de mesure simulés, que l'on suppose
provenir d'une zone statistiquement homogène de l'image de M pixels. Chaun
de es R éhantillons χl, l ∈ [1;R] se ompose don d'un ensemble de M tirages
aléatoires indépendants et identiquement distribués de l'intensité lumineuse I,
obtenus en sommant deux réalisations de variables aléatoires indépendantes I1
et I2, de moyenne respetives µ1 et µ2 et dont la forme est donnée par le hoix
de la loi f qui aratérise le modèle de spekle hoisi.
Les estimateurs onsidérés βˆi, i = 1, 2 sont alors appliqués sur es R éhan-
tillons χl, l ∈ [1;R], et fournissent R valeurs βˆi(l), l ∈ [1;R] estimées dans des
onditions expérimentales identiques. En hoisissant un nombre de réalisations
R susamment élevé, on peut dès lors obtenir une estimation able du biais de
l'estimateur en moyennant es R résultats, et en alulant
1
R
R∑
l=1
[
βˆi(l)
]− β, (2.40)
23− On peut en eet s'assurer qu'il vérie l'équation ∂ℓ(χ;β)/∂β∣∣
β=βˆ1
= 0, où la logvrai-
semblane ℓ(χ;β) est donnée en équation (B.41), annexe B.1.2.
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de même que la variane peut être estimée empiriquement en alulant
1
R
R∑
l=1
[
βˆi(l)
2
]− [ 1
R
R∑
l=1
βˆi(l)
]2
. (2.41)
Sauf mention du ontraire, les résultats de simulation présentés dans e ha-
pitre sont obtenus à partir de R = 104 réalisations, e qui permet d'assurer
une évaluation numérique des varianes des estimateurs ave des barres d'erreur
négligeables. Pour ette raison, elles-i ne seront pas représentées sur les gures.
Spekle pleinement développé : Considérons dans un premier temps la si-
tuation standard d'un spekle pleinement développé d'ordre un
24
et on suppose
que l'estimation est réalisée sur un éhantillon homogène de taille importante
M = 103 (environ 32 × 32 pixels). Nous avons vérié tout d'abord que les es-
timateurs du arré du degré de polarisation βˆ1 et βˆ2 étudiés ii sont quasiment
non biaisés : en eet, même si un faible biais est déelable, elui-i reste tou-
jours négligeable par rapport à l'éart-type des valeurs estimées (voir référenes
[119, 41℄). À la setion 2.3.3, nous reviendrons sur le biais de es estimateurs
et disuterons le aratère non-biaisé de la méthode d'estimation au sens des
moments lorsqu'il s'agit d'estimer P.
Foalisons nous ii sur l'étude de la variane de es estimateurs. Sur la gure
2.3.a, nous avons traé les varianes  expérimentales  ('est-à-dire évaluées par
simulation Monte-Carlo) des estimateurs βˆ1 (symboles △) et βˆ2 (symboles 2),
en fontion des  vraies  valeurs du degré de polarisation P. Sur ette même
gure, nous avons aussi reporté leurs varianes théoriques (traits tiretés (−−)),
alulées à partir des équations (2.37) et (2.38), qui s'aordent ave une bonne
préision aux valeurs estimées par simulation numérique. Enn, en trait ontinu
( ), nous avons représenté également la borne de Cramer-Rao BCR(1)(β) pour
l'estimation de β, alulée à l'équation (2.18).
On remarque en examinant ette gure que l'estimateur βˆ2 demeure plus
préis que βˆ1, pour toute valeur de P, onformément à e que l'analyse des
expressions des varianes théoriques laissait présager. Il est plus remarquable
en revanhe de noter que l'estimateur βˆ2 est quasiment eae pour les faibles
valeurs du degré de polarisation (P < 0, 3) puisque sa variane atteint presque la
ourbe de la BCR [119℄. Cependant, la performane des deux estimateurs déroît
lorsque P augmente : la variane de βˆ2 passe ainsi de 3/M à 15/M lorsque P
varie entre 0 et 1, la variane de βˆ1 s'aroissant quant à elle de 5/M à 30/M .
La dégradation de l'eaité de es estimateurs est don tout à fait agrante
lorsque le degré de polarisation augmente : au delà de P = 0, 8, l'eaité des
deux estimateurs hute en dessous de 0, 1 (voir aussi gure 2.4 pour L = 1), e
qui orrespond à un éart-type supérieur à trois fois la préision minimale donnée
par la BCR.
Spekles d'ordres supérieurs : Pour des spekles d'ordres supérieurs, nous
avons vérié que le biais restait négligeable vis-à-vis de l'éart-type des estima-
teurs, onrmant ainsi que βˆ1 et βˆ2 sont asymptotiquement non biaisés [41℄.
24− On rappelle que ela orrespond à hoisir une loi normalisée f exponentielle f(z) = e−z.
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Fig. 2.3  Comparaison entre la BCR (trait ontinu foné ( )) et la variane des
estimateurs de β au sens des moments, en fontion de P pour L = 1 (a), et L = 10
(b). La variane est estimée numériquement à partir de simulations numériques
(symboles) ou alulée théoriquement (traits tiretés (−−)). La ourbe en trait
plein gris représente la forme asymptotique de la BCR pour un ordre de spekle
L→∞, obtenue ave une approximation gaussienne de la DDP PI(I).
Nous proposons d'illustrer ii les performanes des estimateurs au sens des
moments à partir de simulations numériques
25
réalisées pour un spekle d'ordre
L = 10. Sur la gure 2.3.b, nous avons omparé les varianes théoriques (ourbes
en traits tiretés (−−)) et expérimentales des estimateurs ave la borne de Cramer-
Rao (BCR(10)(β)) obtenue numériquement pour L = 10 et traée en trait ontinu
foné ( ). Cette omparaison permet d'illustrer que, ontrairement au as pré-
édent ave L = 1, l'estimateur βˆ2 reste ii eae tant que P est inférieur à
0, 6 environ, et demeure assez prohe de la BCR orrespondante quelle que soit
la valeur de P. En eet lorsque L = 10, l'estimateur βˆ2 permet d'évaluer toute
valeur de β ∈ [0, 1] ave un éart-type n'exédant pas la BCR de plus 20%. On
remarque également que les traés de la variane théorique de βˆ2 d'une part, et
de la BCR pour L = 10 d'autre part, tendent tous deux vers la ourbe limite
traée en trait ontinu gris, et qui représente la BCR pour un as limite gaussien
BCRgauss(β) alulée à l'équation (2.25).
L'augmentation de l'ordre L se traduit par une lègère amélioration de la préi-
sion des estimateurs βˆ1 et βˆ2 (de l'ordre d'un fateur 2 au mieux pour l'estimateur
βˆ2 lorsque L ≫ 1). En revanhe, l'eaité des méthodes d'estimation au sens
des moments augmente quant à elle fortement ave l'ordre du spekle, en raison
de l'aroissement de la BCR pour les ordres élevés. Cei est lairement illustré
sur la gure 2.4 où nous avons traé l'eaité théorique des deux estimateurs βˆ1
(g. 2.4.a) et βˆ2 (g.2.4.b) en fontion de P lorsque l'ordre de la loi gamma aug-
mente. À l'extrême, pour des ordres de spekle très élevés (L = 100), l'eaité
est quasiment égale à un, pour n'importe quelle valeur du degré de polarisation.
25− On trouvera dans la référene [41℄ des résultats de simulations plus exhaustifs pour des
spekles d'ordres divers.
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Fig. 2.4  Eaité théorique des estimateurs βˆ1 (a), et βˆ2 (b) en fontion
de P pour plusieurs valeurs de l'ordre de spekle L ∈ {1; 2; 5; 10; 100}. Pour
L ∈ {1; 2; 5; 10}, la BCR est évaluée numériquement. Pour L = 100 l'eaité
est alulée à partir de la BCR pour le as limite gaussien lorsque L→∞.
Plus généralement, si l'augmentation de l'ordre du spekle aroît l'eaité
des estimateurs au sens des moments, elle ne permet ependant pas d'améliorer
signiativement les performanes d'estimation, onrmant ainsi un résultat que
nous avions pressenti en analysant les valeurs de la BCR. Pour illustrer ette
remarque, supposons que l'estimation est réalisée à partir d'une gure de spekle
pleinement développé d'ordre 1 sur M pixels d'un apteur ('est-à-dire qu'un
pixel ontient en moyenne un grain de spekle, voir gure 2.5.a). Pour amélio-
rer les performanes de ette estimation, on peut être tenté de réduire la taille
des grains de spekle (en augmentant l'ouverture de l'imageur) an d'aroître
l'ordre du spekle, omme nous le shématisons sur la gure 2.5.b dans le as
d'un spekle d'ordre L = 9. Or, omme nous l'avons vu i-dessus, ette solution
ne permet pas de diminuer la variane de l'estimation au sens des moments au
delà d'un fateur 2, et ne réduit pas non plus la variane minimale fournie par
la BCR. En revanhe, si l'on dispose d'un apteur qui omporte un plus grand
nombre de pixels et que la taille de es pixels est susamment petite pour éhan-
tilloner orretement es grains de spekle de diamètre réduit (voir gure 2.5.),
on dispose alors d'un éhantillon homogène de plus grande taille, e qui permet,
par rapport à la situation initiale, de diminuer la BCR et la variane d'estimation
en proportion de l'augmentation du nombre de pixels. Dans la situation repré-
sentée sur la gure 2.5., ela orrespondrait à une diminution de la variane par
un fateur 9.
Pour une utilisation pratique des méthodes d'estimation du degré de pola-
risation (ou de son arré β) à partir d'une unique image d'intensité de spekle,
il est don préférable, dans la mesure du possible, d'éhantilloner orretement
la gure de spekle pour que l'ordre du spekle soit le plus faible possible. Mal-
heureusement, les estimateurs au sens des moments proposés dans ette setion
ne sont pas eaes lorsque l'ordre du spekle est peu élevé (et a fortiori pour
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(a) (b) ()
δ = d δ = d/3 δ = d
9M pixels
L = 9 L = 1
M pixels
L = 1
M pixels
d d
Fig. 2.5  Dans les situations (a) et (), le apteur éhantillonne orretement la
gure de spekle. Dans le as (b), la diminution de la taille des grains de spekle
augmente l'ordre du spekle intégré sur le apteur.
Densité de Ordre Cumulants de la loi f
probabilité de la loi κ2 κ3 κ4
Gamma 1 1 2 6
L 1/L 2/L2 6/L3
Weibull 2 2, 73.10−1 9, 01.10−2 1, 83.10−2
5 5, 25.10−1 −3, 05.10−3 −3, 29.10−4
Loi K 1 3 26 426
10 1.2 3.38 15.38
Tab. 2.1  Cumulants κi, i ∈ [2; 4] de la loi normalisée f pour plusieurs modèles
de spekle. Les valeurs de es umulants ont été alulées grâe aux résultats de
la référene [35℄.
un spekle d'ordre 1). Par onséquent, l'investigation de tehniques d'estimation
alternatives plus sophistiquées représente un enjeu intéressant pour améliorer
l'eaité de l'estimation. De telles solutions seront analysées dans la setion
suivante dans le as d'un spekle d'ordre un.
Généralisation à des statistiques de spekle diérentes : Si un modèle
de spekle pleinement développé onduit à modéliser les statistiques de spekle
par des lois gamma, on renontre dans ertains as des modèles diérents, no-
tamment lorsque des réetivités non uniformes doivent être prises en ompte
(voir setion 1.2.3.2). Dans les limites des hypothèses énonées en setion 2.1.1
('est-à-dire tant que l'intensité totale I peut s'érire omme la somme de deux
variables aléatoires I1 et I2 indépendantes), la méthode d'estimation au sens des
moments présentée dans ette setion reste appliable néanmoins. De même, les
estimateurs βˆ1 et βˆ2 peuvent toujours être aratérisés théoriquement à ondi-
tion de onnaître les umulants κi, i ∈ [2; 4] de la loi normalisée f qui dénit le
modèle de spekle onsidéré (voir tableau 2.1).
Nous nous sommes tout d'abord intéressés au as d'une loi de Weibull d'ordre
2 et d'ordre 5 (voir équation 1.28). Les varianes obtenues ave les deux estima-
teurs βˆ1 et βˆ2 sont représentées en fontion de P sur les gures 2.6.a et 2.6.b
grâe auxquelles on remarque que βˆ2 est plus préis que βˆ1 si la loi de Weibull est
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d'ordre 2, e qui s'explique par les valeurs des umulants fournies par le tableau
2.1 qui vérient la ondition donnée à l'équation (2.36), ou de façon équivalente
κ22 < κ3. À l'inverse, pour une loi d'ordre 5 ette ondition n'est plus vériée
(oeient de dissymétrie γ1 négatif) et on remarque que la variane de βˆ1 est
alors la plus faible.
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Fig. 2.6  Évolution de la variane des estimateurs βˆ1 (a) et βˆ2 (b) en fontion de
P pour diérents modèles de spekle non pleinement développé. Les symboles re-
présentent les résultats obtenus par simulation Monte-Carlo tandis que les traits
tiretés (−−) désignent les varianes théoriques.
Lorsque le modèle de utuations de spekle est dérit par une loi K (voir
équation (1.27)) de moyenne unitaire et de paramètres L = 1 et ν = 1 (que l'on
dénommera plus synthétiquement loi K d'ordre 1), on peut voir sur la gure 2.6
que la performane d'estimation est signiativement dégradée par rapport aux
as étudiés préédemment. Cette dégradation s'explique par le très fort kurtosis
(γ2 = 47, 3) qui aratérise ette loi. On remarque aussi que βˆ2 onduit à une
meilleure préision d'estimation que l'estimateur βˆ1 à moyenne onnue, e qui
reste vrai si l'on onsidère une loi K d'ordre 10 ('est-à-dire L = 10 et ν = 1
dans l'équation (1.27)). On retrouve par ailleurs, pour une loi K d'ordre 10, des
niveaux de varianes plus faibles et omparables aux résultats préédents grâe
à la présene d'un kurtosis moins important (γ2 = 10, 68). Ainsi la variane de
l'estimateur βˆ2 varie approximativement entre 4/M (P ≃ 0) et 25/M (P ≃ 1)
et il faut don onsidérer un éhantillon d'au moins 50× 50 pixels pour estimer
n'importe quelle valeur de β ave une variane inférieure à 10−2.
Ces simulations montrent don que la méthode d'estimation de β au sens des
moments reste appliable lorsque le modèle de utuation de spekle est légère-
ment modié, à ondition de onnaître (ou de mesurer préisément) le umulant
réduit κ2 aratéristique du modèle de spekle. Ce résultat est important pour le
développement de systèmes d'imagerie réels utilisant ette méthode à une seule
image ar la nature du matériau ou la oneption du système imageur peuvent
induire des modiations dans la loi statistique de l'intensité lumineuse mesu-
rée, qui risque en pratique de ne pas suivre rigoureusement le modèle séletionné.
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Dans une telle situation, il sura alors de mesurer ave préision la valeur du u-
mulant κ2 obtenu en onditions réelles et utiliser ette valeur dans les expressions
des estimateurs du degré de polarisation.
2.3.1.3 Conlusion sur l'estimation au sens des moments :
Les estimateurs au sens des moments qui viennent d'être présentés permettent
de valider le prinipe général de l'estimation du degré de polarisation (ou du
moins de son arré) à partir d'une unique image de spekle. Ces estimateurs se
distinguent par leur simpliité ar ils néessitent uniquement d'évaluer loalement
la moyenne et la variane sur l'image aquise. Cette méthode d'estimation de β,
que nous avons aratérisée théoriquement an de dimensionner de possibles
appliations pratiques, réduit fortement la omplexité du système de mesure et
de traitement par rapport aux systèmes pour lesquels on doit eetuer plusieurs
mesures, et présente une grande souplesse d'utilisation.
En revanhe, elle soure de deux inonvénients prinipaux. Le premier, d'ordre
pratique, provient de la néessité de onnaître
26
le oeient κ2, qui représente
la variane réduite de la loi de probabilité normalisée f aratéristique du modèle
de spekle. En eet, une erreur sur la valeur de e oeient biaisera inévita-
blement les valeurs estimées du degré de polarisation. Pour une mise en ÷uvre
pratique de ette tehnique d'estimation, il sera don néessaire d'établir un pro-
toole de alibration adapté, qui permette de mesurer ave préision la valeur de
e paramètre. Une seonde limite de ette tehnique est qu'elle n'est pas eae
pour des spekles d'ordres faibles et ne permet don pas de tirer pleinement parti
de l'information ontenue dans les observations pour estimer β ave la meilleure
préision. Pour ette raison, nous proposons d'étudier, dans la setion suivante,
deux méthodes d'estimation plus sophistiquées mais qui permettent d'obtenir
une meilleure eaité pour des statistiques de spekle d'ordre peu élevé.
2.3.2 Autres estimateurs β en spekle pleinement déve-
loppé d'ordre 1
Nous présentons dans ette setion deux méthodes d'estimation alternatives
aux estimateurs des moments étudiés préédemment lorsque l'ordre du spekle
est minimal L = 1. Bien qu'il soit tout à fait envisageable de généraliser es
deux nouvelles méthodes d'estimation à d'autres statistiques de spekle, nous
nous limiterons ii au as standard du spekle pleinement développé d'ordre 1
qui orrespond, omme nous l'avons vu préédemment, à la situation la plus
favorable lorsqu'on herhe à estimer le degré de polarisation à partir d'une
unique image d'intensité de spekle.
2.3.2.1 Estimation au sens du maximum de vraisemblane
Prinipe de l'estimation : La première solution envisagée onsiste à im-
plémenter l'estimateur au sens du maximum de vraisemblane, noté βˆMV . En
eet, ette méthode d'estimation possède des propriétés d'optimalité intéres-
santes lorsque les densités de probabilité dérivant les utuations des mesures
26− Ou de mesurer ave préision à travers une étape de alibration.
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appartiennent à la famille exponentielle. Même si ela n'est pas le as de la DDP
PI(I), il peut être intéressant malgré tout de onsidérer et estimateur, qui de-
meure néanmoins asymptotiquement eae
27
, à ondition qu'il soit non biaisé.
L'estimateur de β au sens du maximum de vraisemblane orrespond à la
valeur βˆMV qui maximise la logvraisemblane ℓ(χ;P) = lnL(χ;P), où la vrai-
semblane L(χ;P) a été dénie en équation (2.14). Cependant, même dans le as
le plus simple où le spekle est pleinement développé d'ordre 1, l'expression de
la DDP de l'intensité PI(I) rend néessaire une implantation numérique de et
estimateur par une résolution itérative de l'équation de maximisation de la vrai-
semblane. Lorsque le ritère à maximiser est monotone, on peut se ontenter
d'un simple algorithme de dihotomie, voire une méthode de type Newton-
Raphson pour améliorer la rapidité de onvergene [9℄. Pour des ritères plus
omplexes, par exemple si la logvraisemblane présente des maxima loaux, il
est alors néessaire de raner la méthode de résolution en faisant appel à des
tehniques d'optimisation numérique plus sophistiquées (desente de gradient
stohastique, reuit simulé, et.) que nous ne présenterons pas ii.
Nous avons vérié numériquement que, pour un éhantillon de mesure χ
donné, la fontion ∂ℓ(χ;P)/∂P ne s'annule qu'une seule fois pour une valeur
de P ∈]0; 1] notée PˆMV qui fournit ainsi l'estimée de P au sens du maximum de
vraisemblane [119℄. À partir de ette valeur, qui sera don simplement évaluée
par dihotomie ou grâe à la méthode de Newton-Raphson, nous proposons de dé-
duire une estimation du arré du degré de polarisation en alulant βˆMV
△
= Pˆ2MV ,
ei an de simplier les omparaisons réalisées entre les diérentes méthodes
d'estimation dans la suite de e hapitre.
On peut noter par ailleurs que la dérivée de la logvraisemblane est une fon-
tion de µI . Il est don néessaire de onnaître la valeur de l'intensité moyenne µI
a priori pour implanter l'estimateur de β au sens du maximum de vraisemblane.
En vue d'une implémentation pratique d'une telle méthode d'estimation, nous
avons également onsidéré l'estimateur noté βˆ
(µˆI)
MV pour lequel la valeur de µI est
estimée préalablement grâe à l'estimateur empirique
28 µˆI =
∑M
k=1 Ik/M .
Biais à taille d'éhantillon élevée : Nous étudions dans un premier temps
les performanes de es estimateurs pour une taille d'éhantillon élevée M = 104,
qui pourrait orrespondre à une région statistiquement homogène de 100 pixels
de té. Dans e as, on peut remarquer sur la gure 2.7 que l'estimateur de β au
sens du maximum de vraisemblane à moyenne onnue (symboles N) ou inonnue
(symboles ◦) est quasiment sans biais pour des valeurs de P supérieures à 0, 2
environ. En revanhe, ontrairement à l'estimateur βˆ2 (symboles 2) et malgré la
taille d'éhantillon importante, on remarque une remontée signiative du biais
de βˆ
(µˆI )
MV et βˆMV pour les plus faibles valeurs de P [119℄. La présene de e biais
peut s'expliquer simplement en remarquant que pour estimer sans biais une
valeur de β prohe de 0, une (au moins) des deux onditions suivantes doit être
27− C'est-à-dire pour une taille d'éhantillon M →∞.
28− Notons qu'en toute rigueur, lorsque plusieurs paramètres doivent être estimés onjointe-
ment, la théorie de l'estimation au sens du maximum de vraisemblane exige une optimisation
itérative multidimensionnelle de l'équation de vraisemblane. Pour une implantation pratique,
nous allons voir que notre approhe simpliée onduit à des résultats satisfaisants tout en
garantissant une faible omplexité algorithmique.
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Fig. 2.7  Biais des estimateurs βˆ2, βˆMV , βˆ
(µˆI)
MV et βˆlog traé en fontion de P
pour une taille d'éhantillon élevée M = 104 pixels. (Les ourbes pointillées
onstituent une simple indiation visuelle de l'évolution du biais.)
respetée :
 si l'estimateur possède une variane non nulle, alors les valeurs estimées
doivent se répartir de façon symétrique autour de la valeur β = 0 entre les
valeurs positives et les valeurs négatives ;
 si les valeurs estimées sont toutes positives, la variane doit néessairement
s'annuler pour β = 0 et par onséquent la BCR doit tendre vers zéro
également.
La première ondition est vériée par l'estimateur βˆ2 au sens des moments : il est
(asymptotiquement) non biaisé ar sa mise en ÷uvre n'interdit pas l'apparition de
valeurs estimées négatives et sa variane est non nulle pour β = 0. En revanhe,
puisque la BCR est non nulle pour β = 0, la variane de tout estimateur non
biaisé de β ≃ 0 sera également non nulle : il n'existe don pas d'estimateur
non biaisé de β de variane nulle lorsque β = 0. Ainsi, puisque la méthode
d'estimation au sens du maximum de vraisemblane présentée ii ne permet
pas d'obtenir des valeurs estimées négatives, elle onduit néessairement à des
estimateurs biaisés en deçà d'une valeur seuil minimale qui dépend de la taille
M de l'éhantillon et de l'éart-type de l'estimation.
Nous proposons de xer une valeur indiative de e seuil en déterminant la
valeur βmin au delà de laquelle l'inuene des éhantillons négatifs peut être
négligée en pratique. Supposons pour ela que les valeurs estimées de β ≃ 0
sont réparties selon une distribution gaussienne de moyenne βmin et d'éart-type
indiatif σind =
√
BCR(β ≃ 0) ≃ √3/M pour les faibles valeurs de β (voir
gure 2.8). Dans es onditions, la proportion d'éhantillons négatifs obtenus en
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Fig. 2.8  Le seuil indiatif βmin est xé de sorte que 1% des éhantillons es-
timés sont négatifs quand on suppose que eux-i sont distribués selon une loi
gaussienne d'éart-type indiatif σind.
moyenne sera limitée à 1% à ondition que βmin soit au moins égal à
29
βmin ≃ 2, 3× σind ≃ 4
M
1
2
. (2.42)
De manière équivalente, le seuil indiatif Pmin pour le degré de polarisation peut
s'érire Pmin =
√
βmin ≃ 2/M 14 . Pour une taille d'éhantillon élevée de M = 104
pixels, l'équation préédente fournit une valeur du seuil βmin ≃ 0, 04, e qui
orrespond à un valeur de Pmin ≃ 0, 2. On peut en eet vérier sur la gure
2.7 que l'on passe d'un omportement quasiment non biaisé de l'estimateur βˆMV
pour P > Pmin à un omportement biaisé pour P < Pmin.
Variane à taille d'éhantillon élevée : En e qui onerne la préision de
l'estimation au sens du maximum de vraisemblane, on peut observer sur la gure
2.9 que les estimateurs βˆMV et βˆ
(µˆI)
MV sont bien plus performants que la méthode
d'estimation au sens des moments statistiques de l'intensité pour toute valeur de
P > Pmin. On remarque également que pour un nombre d'éhantillons M élevé
omme ii, on obtient une variane quasiment identique, que l'intensité moyenne
soit onnue a priori (symboles N) ou bien qu'elle soit estimée empiriquement
sur la région de M pixels (symboles ◦, superposés aux symboles N). Par ailleurs,
on peut onlure en analysant ette gure que l'estimateur de β au sens du
maximum de vraisemblane pour un spekle pleinement développé d'ordre 1 est
quasiment eae pour un nombre d'éhantillon élevéM = 104 (voir aussi [119℄).
Pour des valeurs de P inférieures à Pmin = 0, 2, la variane de βˆMV (ou de
βˆ
(µˆI)
MV ) atteint des valeurs inférieures à la BCR qui orrespond à la variane mi-
nimale d'une tehnique d'estimation non biaisée. Comme nous l'avons analysé
préédemment, e omportement s'explique par la présene d'un biais systéma-
tique pour les estimateurs βˆMV et βˆ
(µˆI )
MV pour P < Pmin [119℄.
29− On peut montrer en eet que si Pβ(β) est une loi gaussienne de moyenne βmin et
éart-type σind, alors on a
∫ y
−∞
Pβ(β) ≃ 0, 01 si y = βmin − 2, 3σind.
55
2.3. Méthodes d'estimation
 0
 4
 8
 12
 16
 0  0.2  0.4  0.6  0.8  1
PSfrag replaements
P
Pmin ≃ 0, 2
BCR(β)
M
×
va
r(
βˆ
)
o
u
M
×
B
C
R
(β
)
var(βˆMV )
var(βˆ
(µˆI)
MV )
var(βˆ2)
var(βˆlog)
Fig. 2.9  Comparaison entre la BCR évaluée pour un spekle pleinement déve-
loppé d'ordre 1 et les varianes des estimateurs βˆ2 (symboles 2), βˆMV (symboles
N), βˆ
(µˆI )
MV (symboles ◦) et βˆlog (symboles ∗) en fontion de P pour une taille
d'éhantillon élevée M = 104 pixels. Les points obtenus pour les estimateurs
βˆMV (N) et βˆ
(µˆI)
MV (◦) sont quasiment superposés. (Les lignes pointillées onsti-
tuent une simple indiation visuelle de l'évolution de la variane.)
Étude à taille d'éhantillon réduite : Nous analysons maintenant les per-
formanes des estimateurs au sens du maximum de vraisemblane lorsque la
taille de l'éhantillon de mesure diminue. À partir des résultats de simulations
numériques réalisées pour deux tailles d'éhantillon plus petites (M=10×10=100
pixels et M=32× 32=1024 pixels), nous avons représenté le biais (gures 2.10.a
et 2.10.) et la variane (gures 2.10.b et 2.10.d) des estimateurs βˆMV et βˆ
(µˆI )
MV
en fontion de β.
En e qui onerne le biais de es deux estimateurs, on peut remarquer que la
valeur de βmin augmente à mesure que la taille de l'éhantillon diminue, onformé-
ment à l'équation (2.42). Ainsi, pour un éhantillon de 100 pixels, es estimateurs
ne permettent pas d'évaluer orretement des valeurs de β < βmin ≃ 0, 4.
Sur les gures 2.10.b et 2.10.d, on peut à nouveau observer une brutale dimi-
nution de la variane pour des valeurs de β < βmin, due omme préédemment à
la présene d'un biais systématique. Pour les valeurs de β > βmin, on remarque
que l'eaité de βˆMV et βˆ
(µˆI )
MV a tendane à déroître pour des valeurs plus faibles
du nombre d'éhantillons M puisque la variane de es estimateurs (symboles N
et ◦) devient supérieure à la BCR (traée en trait ontinu ( )). On notera aussi
qu'à taille d'éhantillon réduite, l'estimation empirique de µI néessaire pour dé-
terminer βˆ
(µˆI)
MV provoque une légère augmentation de la variane par rapport à
l'estimateur βˆMV pour lequel la moyenne est onnue.
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Fig. 2.10  Figures (a) et () : Biais de βˆMV (symboles N) et βˆ
(µˆI )
MV (symboles ◦)
en fontion de β pour (a) :M=100 et () :M=1024. Figures (b) et (d) : Variane
de βˆMV et βˆ
(µˆI )
MV et BCR
(1)(β) (trait plein ( )) en fontion de β pour M=100
(b) et M=1024 (d). (Les ourbes pointillées sont une simple indiation visuelle
de l'évolution du biais et de la variane des estimateurs.)
Conlusion : Dans le as partiulier que nous avons onsidéré d'un spekle
pleinement développé d'ordre 1, la mise en ÷uvre (numérique) d'un estimateur
au sens du maximum de vraisemblane sur une taille d'éhantillon homogène
M importante (M ≥ 103 environ) onstitue don une méthode eae pour
réaliser l'estimation de β (ou de P) et permet ainsi de surpasser les performanes
de l'estimateur au sens des moments, en partiulier pour les valeurs élevées du
degré de polarisation. Cette méthode d'estimation parvient ainsi à tirer parti de
la totalité de l'information disponible dans la statistique d'intensité lumineuse
pour estimer β, tant que β > βmin pour éviter la présene d'un biais.
L'inonvénient majeur de ette tehnique d'estimation réside bien sûr dans
la omplexité de sa mise en ÷uvre, omparativement à la simpliité de l'estima-
teur au sens des moments. Pour améliorer l'eaité de ette méthode à taille
d'éhantillon réduite, il est en outre préférable de onnaître l'intensité moyenne
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µI a priori. Enn, par rapport aux estimateurs au sens des moments étudiés
préédemment, ette tehnique est moins failement généralisable à d'autres sta-
tistiques de spekle. En eet, s'il susait de aratériser orretement la valeur
du oeient κ2 pour pouvoir appliquer les estimateurs βˆ1 et βˆ2 sur un modèle
de spekle diérent (dans les limites toutefois des hypothèses énonées en setion
2.1.1), le hangement de la loi de probabilité PI(I) assoiée à l'intensité néessi-
tera de realuler omplètement la forme de l'estimateur au sens du maximum
de vraisemblane.
Pour un spekle d'ordre 1, nous disposons don d'une méthode d'estima-
tion simple mais peu eae (estimateurs au sens des moments) d'une part, et
d'autre part d'une méthode eae mais de mise en ÷uvre omplexe (βˆMV ou
βˆ
(µˆI)
MV ). Nous présentons don ii le résultat de nos investigations pour proposer
une tehnique d'estimation alternative réalisant un ompromis satisfaisant entre
optimalité et simpliité de mise en ÷uvre.
2.3.2.2 Estimation au sens des log-moments
Parmi les diverses solutions envisagées, nous avons été amenés à tester des
méthodes d'estimation fondées sur la mesure de moments frationnaires de la
loi de probabilité (〈Iy〉, y ∈ R∗), ou enore basés sur les valeurs des premiers
quantiles
30
(médiane, premier quartile ou enore premier déile), ette dernière
solution étant justiée par la forme de la loi de probabilité PI(I) qui se onentre
autour des plus faibles valeurs d'intensité lorsque P est prohe de 1. Ces solutions
ne onduisant pas à des résultats satisfaisants en terme de préision, nous nous
foaliserons ii sur une autre solution envisagée qui utilise quant à elle la mesure
des log-moments de l'intensité lumineuse, dont nous rappelons la dénition
i-dessous [104℄ :
Dénition 2.3 Le log-moment d'ordre k de la loi PX(x) assoiée à une variable
aléatoire X à valeurs positives est noté m˜Xk et est déni par
m˜Xk
△
=
∫ +∞
0
(ln x)kPX(x) dx. (2.43)
Motivations : En utilisant une grandeur statistique qui met en jeu le loga-
rithme des données, on peut espérer faire  ressortir  plus nement le ompor-
tement statistique des valeurs les plus faibles de l'intensité et ainsi de mieux ap-
préhender les modiations de la loi PI(I), qui se onentre fortement autour des
valeurs d'intensité les plus faibles lorsque P tend vers 1. À et argument intuitif
qui onstituait notre motivation prinipale pour onsidérer les log-moments, on
peut ajouter également le fait que l'estimateur au sens du maximum de vraisem-
blane de l'ordre L d'une loi gamma fait intervenir de façon expliite le premier
log-moment de la loi statistique [104℄. Cette remarque laisse par onséquent
présager que le log-moment est une grandeur intéressante à onsidérer lorsque
l'on souhaite estimer un paramètre de forme d'une loi de probabilité
31
.
30− Le premier q-quantile (q ∈ N) est déni omme la valeur d'intensité Iq telle qu'une pro-
portion 1/q des réalisations de la variable aléatoire I seront inférieures à Iq . Plus formellement,
le premier q-quantile Iq est déni par la relation Pr(I < Iq) = 1/q.
31− Tel que l'ordre d'une loi gamma ou le ontraste de la loi PI(I).
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Prinipe de l'estimation : Pour aluler le premier log-moment assoié à la
statistique d'intensité PI(I), on peut utiliser le résultat suivant [104℄ qui fournit
l'expression du premier log-moment assoié à une variable aléatoireX, distribuée
selon une loi exponentielle de moyenne µX :
m˜X1 =
∫ +∞
0
ln xPX(x) dx = Ψ(1) + ln(µX), (2.44)
où Ψ représente la fontion digamma, dont la valeur évaluée en 1 vaut approxi-
mativement Ψ(1) ≃ −0, 5772 (voir la référene [60℄, page 892). En eet, puisque
la DDP PI(I) donnée à l'équation (1.19) peut s'érire omme la diérene pon-
dérée de deux lois exponentielles assoiées aux omposantes d'intensité I1 et I2,
la valeur du log-moment de l'intensité m˜I1 peut se déduire des log-moments m˜
I1
1
et m˜I21 en érivant
m˜I1 =
∫ +∞
0
ln(I)PI(I)dI =
1
2P
{
(1 + P)m˜I11 − (1−P)m˜I21
}
, (2.45)
soit, en remplaçant m˜I11 et m˜
I2
1 par leur expression déduite de l'équation (2.44),
m˜I1 = Ψ(1) +
1
2P ln
µ1
µ2
+
1
2
lnµ1µ2. (2.46)
On obtient enn l'expression de m˜I1 en fontion de µI et P en remplaçant µ1 et
µ2 par leurs expressions respetives données en équation (1.7),
m˜I1 = Ψ(1) + ln
µI
2
+
1 + P
2P ln
(
1 + P) − 1− P
2P ln
(
1−P). (2.47)
L'expression préédente montre qu'en onnaissant le premier moment (µI) de
l'intensité ainsi que son premier log-moment (m˜I1), on peut déduire la valeur du
degré de polarisation de la lumière rétrodiusée. En eet, en estimant empiri-
quement es deux grandeurs sur un éhantillon homogène de taille M au moyen
de l'estimateur empirique µˆI et de l'estimateur empirique suivant
̂˜mI1 = M∑
k=1
ln Ik
M
, (2.48)
il sut alors de résoudre en P l'équation suivante
H(P) △= 1 + P
2P ln
(
1 + P)− 1− P
2P ln
(
1− P) = ̂˜mI1 − ln µˆI2 −Ψ(1). (2.49)
Il n'est malheureusement pas possible d'érire la solution expliite de ette équa-
tion, et il est néessaire à nouveau d'utiliser une résolution numérique pour dé-
terminer l'estimateur au sens du log-moment, noté Pˆlog (ou βˆlog pour l'estimation
de P2). Cependant, ette résolution peut être failitée omparativement à la dé-
termination itérative des estimateurs au sens du maximum de vraisemblane en
remarquant que la fontion H(P) introduite à l'équation préédente est strite-
ment déroissante sur l'intervalle [0; 1] et est indépendante de ̂˜mI1 et µˆI . Il est
don possible de tabuler les valeurs de H(P), et d'utiliser ette tabulation pour
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déterminer failement et rapidement la valeur de l'estimateur Pˆlog .
Biais à taille d'éhantillon élevée : Sur la gure 2.7, nous avons reporté le
biais de e nouvel estimateur βˆlog au sens du log-moment (symboles ∗) pour une
taille élevée M = 104 de l'éhantillon. De façon tout à fait similaire au as de
l'estimation au sens du maximum de vraisemblane, et estimateur est quasiment
non biaisé pour des valeurs du degré de polarisation supérieures à Pmin ≃ 0, 2.
À nouveau ii, dès que le degré de polarisation est inférieur à Pmin, l'estimation
devient sensiblement biaisée e qui s'explique en remarquant que et estimateur
ne permet pas non plus d'estimer des valeurs de P négatives.
Variane à taille d'éhantillon élevée : Nous pouvons analyser sur la gure
2.9 la préision d'estimation de βˆlog. La variane de e dernier estimateur est
représentée par les symboles ∗ et peut être omparée à la BCR (ourbe en trait
ontinu). Cette gure permet ainsi de se rendre ompte que la solution proposée
ii n'est que partiellement satisfaisante : l'estimateur au sens du log-moment
permet d'obtenir une préision meilleure que l'estimateur βˆ2 pour les plus grandes
valeurs de P (P > 0, 4), et s'avère dans es onditions assez eae (eaité
de l'ordre de 70% pour P ∈ [0, 6; 0, 95]). En revanhe, pour des valeurs faibles du
degré de polarisation (typiquement P < 0, 4), et estimateur s'avère être moins
préis que l'estimateur au sens des moments. On remarquera également que la
variane de βˆlog déroît brutalement dès que le biais devient signiatif (pour
P < Pmin = 0, 2 approximativement).
Conlusion : La méthode d'estimation au sens des log-moments, introduite
an de onilier eaité et simpliité de mise en ÷uvre, ne répond malheureu-
sement que partiellement aux deux objetifs visés : si la quantité et la omplexité
des aluls mis en ÷uvre sont réduites par rapport à l'estimateur au sens du maxi-
mum de vraisemblane, on ne dispose pas d'une formulation expliite simple de
l'estimateur, omme ela était le as pour les estimateurs au sens des moments.
Par ailleurs, ette tehnique permet d'obtenir une estimation quasiment eae
pour les plus fortes valeurs du degré de polarisation, mais elle s'avère moins per-
formante que l'estimateur plus simple βˆ2 pour les degrés de polarisation les plus
faibles. Dans la perspetive d'un développement pratique d'une méthode d'es-
timation assurant un ompromis intéressant, on peut envisager un estimateur
hybride, qui pourrait onilier les avantages de es deux méthodes en séletion-
nant la méthode la plus appropriée, en terme de préision, selon la valeur estimée
du degré de polarisation.
2.3.3 Disussion sur le biais des méthodes proposées
Pour présenter les diérents estimateurs étudiés, nous nous sommes foalisés
sur l'analyse des performanes d'estimateurs du arré du degré de polarisation β.
Parmis les trois méthodes d'estimation distintes de β que nous avons présentées,
deux d'entre elles (estimateur au sens du maximum de vraisemblane et estima-
teur au sens du premier log-moment) onduisent à une estimation biaisée pour
des valeurs de β inférieures à un seuil βmin qui dépend diretement de la taille
M de l'éhantillon et aratérisé à l'équation (2.42). Cependant, on ne doit pas
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pour autant en onlure que l'estimation au sens des moments, apparemment
non biaisée, est plus satisfaisante pour les faibles valeurs de β. En eet, nous
avons vu que pour assurer une estimation non biaisée lorsque β tend vers 0, il est
néessaire que l'estimateur βˆ2 onduise à des estimées de β négatives, puisque la
BCR (et don a fortiori la variane) de l'estimation de β est non nulle lorsque
β ≃ 0. Le sens physique d'une valeur de β négative est bien sûr disutable, et
lorsque nous voulons estimer une valeur de P et non plus de son arré, il est par
onséquent néessaire de xer à zéro toutes les ourenes de βˆ2 négatives avant
d'en déduire une valeur estimée de P en alulant Pˆ2 =
(
βˆ2
)1/2
[40℄.
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Fig. 2.11  (a) Valeurs estimées de P ave l'estimateur βˆ2 au sens des moments
(symboles 2) ou au sens du maximum de vraisemblane (symboles N, super-
posés sur la gure aux symboles 2) en fontion de la vraie valeur du degré de
polarisation pour une taille d'éhantillon M = 1024 pixels. L'éart-type σ(Pˆ)
de es estimations est aussi traé sous forme de barres d'erreur. L'éart-type est
également représenté en gure (b) en fontion de la valeur de P. La ourbe en
trait tireté (−−) sur la gure (b) représente l'éart-type théorique de l'estima-
teur βˆ2. La borne minimale de l'éart-type d'un estimateur non biaisé, déduite
de la BCR, est également traé en trait ontinu ( ) sur la gure (b).
Une fois ette préaution prise, il est intéressant de réitérer la omparaison
entre l'estimation simple au sens des moments Pˆ2 et l'estimateur de P au sens
du maximum de vraisemblane, que nous illustrons grâe aux gures 2.11.a et
2.11.b. Sur la première gure, nous avons représenté les valeurs estimées du
degré de polarisation, obtenues à partir de l'estimateur au sens des moments
d'une part (symboles 2), et l'estimateur au sens du maximum de vraisemblane
d'autre part (symboles N) sur un éhantillon de taille M = 32 × 32 = 1024.
Les barres d'erreurs fournissent une indiation de l'éart-type d'estimation de
haune de es méthodes. Cette gure montre ainsi que la tehnique d'estimation
devient néessairement biaisée dès que l'on xe à zéro les valeurs estimées de βˆ2
négatives. En eet, la  quantité  de biais introduite alors sur l'estimateur Pˆ2
est tout à fait omparable au biais qui entahe l'estimation de P au sens du
maximum de vraisemblane ou au sens du log-moment (voir également [40℄).
En terme de préision, la gure 2.11.b représente l'évolution de l'éart-type
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des deux tehniques d'estimation de P, omparées ii lorsque P varie. En trait
plein ( ), nous avons également représenté la préision minimale pour un esti-
mateur non biaisé, déduite de la BCR pour l'estimation de P alulée au début
de e hapitre. En trait tireté (−−), on a traé l'éart-type théorique de l'esti-
mateur de P au sens des moments, que l'on peut déduire à partir de la variane
théorique de βˆ2 fournie à l'équation (2.34) en alulant [40℄ :
σth(Pˆ2) ≃
√
var(βˆ2)
4β
. (2.50)
On peut ainsi remarquer que omme pour l'estimateur au sens du maximum de
vraisemblane, l'éart-type de l'estimateur de P au sens des moments devient
inférieur à la borne minimale lorsque P < Pmin ≃ 0, 35 puisque nous onsidérons
ii des éhantillons homogènes de tailleM = 1024 pixels. En revanhe, au delà de
ette valeur, les estimateurs sont quasiment sans biais et la gure 2.11.b onrme
bien l'eaité de l'estimateur PˆMV .
Ces remarques nous permettent de onlure que l'estimation du degré de pola-
risation P sous ontrainte de positivité et à partir d'une unique image d'intensité
de spekle ne pourra être eetuée sans biais sur toute le domaine de variation
de P ∈ [0; 1]. Pour pallier e défaut, il est don néessaire d'augmenter la taille
des éhantillons onsidérés, de sorte que la valeur de Pmin soit la plus petite pos-
sible, e qui illustre à nouveau la néessité d'utiliser des apteurs omportant un
grand nombre de pixels. Par exemple, si l'on souhaite obtenir un biais quasi-nul
sur la plage P ∈ [0, 1; 1] ('est-à-dire Pmin = 0, 1), il est néessaire de onsidé-
rer M = 1, 6 × 105 pixels, soit une zone homogène de 400 × 400 pixels, e qui
peut sembler rédhibitoire pour une utilisation pratique de e type de méthode.
Il sut en revanhe de onsidérer M = 1600 = 40 × 40 pixels pour obtenir un
biais quasi-nul sur l'ensemble des valeurs β ∈ [0, 1; 1] ('est-à-dire pour assurer
que βmin = 0, 1). Cette remarque illustre don qu'il est plus faile de s'aranhir
du biais d'estimation lorsque l'on onsidère non pas l'estimation du degré de
polarisation, mais plutt l'estimation de son arré β.
2.3.4 Comparaison ave les tehniques lassiques utilisant
plusieurs images
Les diérentes tehniques d'estimation du degré de polarisation (ou de son
arré β) que nous avons aratérisées dans e hapitre se distinguent par leur
grande simpliité de mise en ÷uvre expérimentale. En eet, omme nous l'avons
souligné en introdution de e hapitre, l'aquisition d'une unique image per-
met de s'aranhir de omposant optique polarimétrique ajustable au niveau de
l'aquisition d'image, garantissant ainsi un dispositif peu oûteux et rapide.
Cependant, ette simpliité va logiquement de pair ave une dégradation de la
qualité d'estimation. D'une part, le support d'information est réduit puisque l'on
aquiert une seule image quand les autres tehniques plus lassiques néessitent
d'en mesurer deux ou quatre, et d'autre part l'estimation est réalisée sans l'aide de
omposant optique polarimétrique ajustable, e qui semble naturellement devoir
limiter la préision de elle-i. Il paraît don néessaire ii d'étudier la perte de
préision lorsque l'on simplie le dispositif de mesure polarimétrique en passant
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du montage omplet à quatre mesures d'intensité ou d'un appareillage simplié
ne néessitant que deux images, aux dispositifs les plus simples à une unique
image.
Nous proposons don de omparer les inq méthodes d'estimation de β sui-
vantes, fondées sur la mesure d'une ou plusieurs images d'intensité :
 la méthode standard basée sur l'aquisition des quatre images de Stokes et
dont le prinipe a été rappelé en setion 1.3.2.1 ;
 l'estimation à deux images utilisant l'Image de Contraste d'États Ortho-
gonaux (ICÉO) présentée à la setion 1.3.2.2 ;
 une méthode paramétrique dont nous avons évoqué le prinipe en setion
1.3.2.2, fondée sur la mesure des deux premières images de Stokes et utili-
sant l'interorrélation de elles-i ;
 enn, la tehnique d'estimation à une seule image proposée dans e hapitre
de thèse, pour laquelle nous distinguerons l'estimateur au sens des moments
βˆ2, et l'estimateur βˆ
(µˆI )
MV au sens du maximum de vraisemblane.
Nous omparons es 5 méthodes dans deux situations distintes : dans le
premier as, on suppose que l'objet imagé est purement dépolarisant, rendant
possible l'utilisation de la méthode à deux images basée sur l'ICÉO. Dans e as,
le hamp életrique rétrodiusé par la sène et mesuré au niveau du apteur est
aratérisé par la matrie de polarisation diagonale Γd suivante :
Γd =
1
2
[
1 + P 0
0 1− P
]
. (2.51)
Dans la seonde situation, nous nous intéressons au as d'un objet non purement
dépolarisant. Plus préisément, nous supposons que l'information polarimétrique
est ontenue uniquement dans le terme anti-diagonal de Γ, 'est-à-dire
Γnd =
1
2
[
1 P
P 1
]
, (2.52)
qui représente toujours la matrie de polarisation (non diagonale ii) d'une lu-
mière de degré de polarisationP. Ces deux situations ont été simulées numérique-
ment en générant des réalisations aléatoires du hamp életrique orrespondant à
un spekle pleinement développé d'ordre 1 et aratérisé par les matries de po-
larisation préédentes. À partir de es réalisations du hamp, nous avons déduit
les diérentes images d'intensité néessaires pour mettre en ÷uvre les méthodes
d'estimation omparées dans ette setion.
2.3.4.1 Résultats de simulation
En supposant que les éhantillons de mesure sont statistiquement homogènes
et de taille M = 103 pixels, on peut alors estimer les valeurs de β grâe aux
5 méthodes omparées ii et vérier qu'elles sont toutes quasiment non biaisées
pour ette taille d'éhantillon (voir également la référene [126℄), à part bien
entendu βˆ
(µˆI)
MV qui est biaisé pour les faibles valeurs de P. Lorsque l'on s'intéresse
à la variane d'estimation, représentée sur la gure 2.12 en fontion de la valeur
de P pour des matries Γ diagonales (gure 2.12.a) et non diagonales (gure
2.12.b), on remarque de manière générale une nette dégradation de la préision
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Fig. 2.12  Comparaison des varianes des estimateurs à 4, 2, ou 1 images dans
le as de matries diagonales Γd (a) et non diagonales Γnd (b) pour M = 10
3
pixels. (L'estimateur ICÉO étant inopérant sur des matries Γ non diagonales,
sa variane n'est pas représentée sur la gure (b)).
au fur et à mesure que l'on diminue le nombre d'images aquises [126℄ et la
meilleure performane est bien entendu obtenue ave l'estimateur lassique à 4
images (symboles ◦). Poursuivons l'analyse de es résultats en distinguant les
deux as suivants :
Lorsque Γ est diagonale (Γd), on remarque tout d'abord sur la gure 2.12.a
que l'ICÉO (symboles ×) ne degrade pas la préision par rapport à la
méthode standard à 4 images. En revanhe, l'utilisation de la méthode pa-
ramétrique à deux images (symboles ∗) onduit à une variane d'estimation
bien supérieure lorsque le degré de polarisation est faible. La dégradation
de la préision devient enore plus importante si l'on utilise une estimation
à une seule image (symboles 2 et N), en partiulier pour les plus fortes
valeurs de P. Cette gure illustre par ailleurs l'intérêt d'utiliser préféren-
tiellement l'estimateur au sens du maximum de vraisemblane βˆ
(µˆI )
MV si l'on
souhaite limiter la perte en préision subie. En eet, pour P = 0, 8 par
exemple, on peut noter que l'éart-type de l'estimateur βˆ2 est 6, 1 fois su-
périeur à elui obtenu ave la méthode paramétrique à deux images, mais
e rapport n'est que de 3, 2 si l'on utilise l'estimateur βˆ
(µˆI )
MV . Lorsque la
omparaison est eetuée ave la méthode standard à quatre images, es
rapports deviennent respetivement 8, 2 et 4, 3.
Lorsque Γ n'est pas diagonale (Γnd), l'ICÉO ne permet pas d'estimer la va-
leur du degré de polarisation
32
. On remarque également une augmentation
signiative de la variane de la méthode paramétrique à deux images
33
. En
32− Ave le hoix partiulier de matrie Γnd eetué ii, ette méthode onduit en eet à
estimer β = 0 dans tous les as.
33− Cette augmentation de la variane s'explique aisément par la présene d'un terme sup-
plémentaire dans l'expression théorique de elle-i (voir équation (1.36) dès que le terme anti-
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e qui onerne les estimateurs de β à une unique image, on ne déèle auun
hangement dans leur omportement ar leurs propriétés ne dépendent pas
de la forme partiulière de la matrie Γ. La perte subie en passant de deux à
une seule image est dans e as bien plus faible : pour P = 0, 8 l'éart-type
de l'estimateur βˆ2 n'est plus que 1, 9 fois supérieur à elui de l'estimateur
à deux images. La perte en préision est enore plus faible si l'on utilise
l'estimateur βˆ
(µˆI )
MV à une image, qui permet même de surpasser la méthode
paramétrique à deux images en terme de préision lorsque P > 0, 8.
La dégradation des performanes due à la rédution du nombre de mesures
était bien sûr prévisible et peut sembler importante au vu des résultats préé-
dents. Elle doit ependant être relativisée en remarquant que le support d'esti-
mation n'est pas le même selon que l'on aquiert une seule image de M pixels
ou 4 images de la même taille. Lorsqu'on  renormalise  les résultats préédents
par le nombre de mesures réellement eetuées pour réaliser l'estimation ('est-
à-dire M pixels pour la méthode à une image, 2M pixels pour les méthodes à
deux images, et.), le passage de la méthode standard d'estimation à 4 images
au simple estimateur βˆ2 à une image n'augmente pas l'éart-type de plus d'un
fateur 10 pour la plupart des valeurs du degré de polarisation P ∈ [0, 1; 0, 9].
Pour P ≃ 0, 5 où l'éart de performane entre la méthode omplète à 4 images
et l'estimateur βˆ2 est la plus faible, la perte en terme d'éart-type ne dépasse
pas un fateur 2, 3 une fois opérée la renormalisation par le nombre de mesures
réellement eetuées. Dans les mêmes onditions, lorsqu'on passe de la méthode
paramétrique utilisant 2 images à l'estimateur βˆ2, l'augmentation de l'éart-type
est inférieure à un fateur 2 si l'objet est purement dépolarisant (Γd) et n'ex-
ède pas un fateur 1, 3 lorsque la matrie de polarisation prend la forme de Γnd
donnée à l'équation (2.52).
2.3.4.2 Conlusion
Cette étude omparative, réalisée grâe à des simulations numériques dans le
as d'un spekle pleinement développé d'ordre 1, peut servir à établir des ritères
qui permettent de séletionner la méthode d'estimation du degré de polarisation
la plus adaptée à une situation physique, ou à un ahier des harges donné. Si
une préision importante est requise sur la mesure polarimétrique à eetuer,
on devra préférer l'utilisation de la méthode standard fondée sur l'aquisition
des 4 images de Stokes, même si ette méthode demeure de loin la plus oû-
teuse en terme de durée d'aquisition et de matériel (néessité d'au moins deux
omposants optiques polarimétriques ajustables). Lorsqu'on souhaite mesurer le
seul degré de polarisation ave une préision modérée, les méthodes alternatives
évoquées préédemment pourront alors être envisagées ave intérêt puisqu'elles
permettent une grande simpliation du système d'imagerie. En partiulier, les
méthodes d'estimation à une image étudiées dans ette thèse permettent de ré-
duire a minima les oûts matériels et la durée d'aquisition. Cette simpliation
des systèmes optiques d'imagerie polarimétrique s'aompagne bien sûr, on l'a
vu, d'une perte en préision d'estimation, qui peut néanmoins être ompensée
(ou tout au moins partiellement ompensée) grâe à l'utilisation de déteteurs
diagonal c de la matrie Γ est non nul (Voir également [127, 126℄).
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omportant un plus grand nombre de pixels. Enn, es méthodes d'estimation
fondées sur l'aquisition d'une unique image d'intensité de spekle peuvent être
utilisées sur un large spetre de longueurs d'onde
34
, e qui n'est pas le as des
autres méthodes qui néessitent l'emploi de omposants optiques polarimétriques
ajustables. En eet, les propriétés de es omposants restent toujours limitées à
un ertain domaine de longueur d'onde, plus ou moins étendu selon la qualité du
omposant.
2.3.5 Résultats expérimentaux sur des données réelles
Nous présentons dans ette setion quelques résultats expérimentaux obtenus
à partir d'images de plusieurs objets aux propriétés polarimétriques diverses dont
l'aquisition a été réalisée au sein du entre de reherhe de Thales Researh
and Tehnology
35
. Ces résultats préliminaires à une étude expérimentale plus
détaillée pour le développement pratique de la méthode permettent de valider
expérimentalement le proédé d'estimation de degré de polarisation à partir d'une
unique image obtenue sous élairement ohérent.
Présentation de l'expériene : Le dispositif d'imagerie utilisé pour ette va-
lidation expérimentale permet d'aquérir des images polarimétriques sous élai-
rement ohérent réalisé grâe à un laser Helium-Néon (He:Ne) émettant une
puissane de 15 mW à une longueur d'onde de λ = 632 nm. Ce faiseau d'émis-
sion est polarisé dans la diretion vertiale et mis en forme pour produire un spot
d'illumination de 5 m de diamètre sur la sène imagée, située à une distane de
3 mètres du dispositif d'élairement/imagerie.
Objet B 1 2 3 4
Matériaux papier papier plastique peinture
noir blan ouleur rème grise
β = P2 0,72 0,04 0,20 0,60
Objet B 5 6 7 8
Matériaux peinture plaque en plaque en plastique
verte aluminium aluminium sablée noir
β = P2 0,98 0,98 0,70 0,91
Tab. 2.2  Nature des 8 matériaux diérents utilisés pour la validation expé-
rimentale de la méthode d'estimation de β à une image. La valeur de β = P2
indiquée orrespond à la valeur estimée ave la méthode standard d'estimation
fondée sur les 4 images de Stokes.
Le système d'aquisition se ompose d'une améra Basler A312f 12-bits om-
portant 782 × 582 pixels. Ce type de améra a été séletionné pour son faible
niveau de bruit ar l'intensité reçue sur la surfae sensible du apteur est limitée
34− Dans la limite bien entendu où la longueur d'onde doit demeurer inférieure à la hauteur
aratéristique des rugosités de la surfae imagée pour onserver le aratère irulaire du
hamp de spekle rétrodiusé.
35− La réalisation du dispositif expérimental et l'aquisition des données ont été eetuées
par Mehdi Alouini au sein de Thales Researh and Tehnology.
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par la faible ouverture utilisée. L'objetif de la amera de 50 mm de foale est en
eet muni d'un diaphragme ajustable dont l'ouverture doit être réduite an d'ob-
tenir des grains de spekle de taille susante pour que le apteur éhantillonne
orretement le motif de spekle obtenu sur la sène polarimétrique, 'est-à-dire
qu'un pixel du apteur ontient en moyenne un grain de spekle. Dans haune
des ongurations expérimentales testées, les trois premières images de Stokes
ont été aquises en plaçant devant l'objetif de la améra un polariseur linéaire
orienté respetivement à 0, 90et 45par rapport à l'orientation de la polarisa-
tion d'émission. La quatrième image de Stokes (image en polarisation irulaire)
a été obtenue en rajoutant une lame quart d'onde (λ/4) dont l'axe rapide est
orienté à 45, devant le polariseur linéaire orienté à 0. Ces 4 images permettront
de déterminer le degré de polarisation (ou β) ave une bonne préision, et ette
mesure fera oe de référene pour évaluer la préision de la méthode à une
image. Enn, une dernière image de la sène est aquise en l'absene de ompo-
sant optique polarimétrique à la réeption et sera utilisée pour estimer la valeur
de β grâe à l'estimateur au sens des moments βˆ2.
La sène polarimétrique étudiée est onstituée de deux objets plans, plaés
perpendiulairement à la diretion inidente du faiseau d'élairement. Dans les
expérienes qui suivent, l'un des deux objets onsidérés sera dans tous les as
une plaque peinte de ouleur beige. Celle-i onstituera par la suite l'objet de
référene (objet A). La valeur du degré de polarisation au arré de la lumière
rétro-diusée par ette plaque vaut β = 0, 61 lorsqu'on l'estime ave la méthode
standard à 4 images. Pour le seond objet (objet B), 8 matériaux distints ont
été utilisés. La nature de es matériaux et le degré de polarisation au arré de la
lumière qu'ils rétrodiusent sont détaillés dans le tableau 2.2.
Zone utile de 240× 200 pixels
partitionnée en 120 zones
de 20× 20 pixels
Objet A: plaque peinte de ouleur
Objet B:
(ii, plaque peinte de ouleur verte)
beige
Fig. 2.13  Exemple d'image d'intensité aquise en l'absene de omposant po-
larimétrique à la réeption. La zone utile entrale de l'image est partitionnée en
120 zones de taille 20× 20 pixels.
Séletion des données admissibles : À partir de l'observation des images
aquises, nous avons séletionné une zone  utile  d'élairement sensiblement
homogène de taille 240× 200 pixels, reouvrant à parts égales les objets A et B
(voir gure 2.13). Nous avons pu remarquer que la mise en ÷uvre de la méthode
d'estimation à une unique image est fortement perturbée lorsqu'elle est opérée
sur des zones surexposées de l'image. En eet, ette méthode étant fondée sur
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l'analyse de la répartition statistique (histogramme) des éhantillons d'intensité,
elle ne onduit pas à des résultats valides lorsque les valeurs d'intensité sont
saturées par le apteur, e qui est le as dans les zones surexposées.
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Fig. 2.14  Les zones de taille 20×20 pixels surexposées dont l'histogramme des
éhantillons d'intensité réalisé sur 100 lasses entre 0 et 4096 présente un eetif
dans la dernière lasse supérieur à 10% de elui de la lasse d'eetif maximal
sont rejetées (b). Dans le as ontraire (a), les zones sont onservées et le degré
de polarisation sera estimé uniquement sur es zones onservées.
Pour pallier e défaut, nous avons proposé de partitionner la zone  utile  en
petites zones de 20×20 pixels, 60 zones étant assoiées à l'objet A et 60 à l'objet
B (voir gure 2.13). Ces zones de 20 × 20 pixels sur lesquelles seront opérées
les estimations orrespondent à une taille d'éhantillon raisonnable pour une
utilisation pratique en imagerie (M = 400 pixels). Pour haune des 8 expérienes
et pour les objets A et B, nous avons alors appliqué un test pour rejeter les
zones surexposées parmi les 60 zones initiales assoiées à l'objet A et les 60 zones
assoiées à l'objet B. Ce test onsiste à onstruire l'histogramme des M = 400
mesures d'intensité, sur 100 lasses réparties entre 0 et 4096 (ensemble des valeurs
délivrées par la améra), puis à rejeter les régions pour lesquelles la dernière lasse
omporte un eetif supérieur à 10% de elui de la lasse d'eetif maximal (voir
gure 2.14). Ave les données dont nous disposons, e test onduit à séletionner
au minimum 32 zones parmi les 60 zones initiales. En outre, la partition des
données en zones de 20× 20 pixels permet d'assurer une meilleure homogénéité
statistique des éhantillons traités que lorsque l'on onsidère une unique région
de 240 × 200 pixels. Enn, nous verrons que le fait de disposer d'entre 32 et
60 zones admissibles pour haque situation nous permettra d'évaluer l'ordre de
grandeur de la variane expérimentale d'estimation.
Détermination expérimentale du umulant κ2 : Avant de pouvoir utiliser
les estimateurs étudiés dans e hapitre, il nous faut onnaître les aratéristiques
du spekle qui entahe les images. Nous supposons ii en première approximation
que le spekle est pleinement développé d'ordre L. On suppose ainsi que la DDP
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de l'intensité pour une lumière totalement polarisée (P = 1) est une loi gamma
d'ordre L = 1/κ2, où κ2 représente la variane de la loi f de moyenne unitaire
aratéristique du modèle de spekle
36
.
Puisque les quatre images de Stokes sont aquises à travers un polariseur li-
néaire, il est possible de les utiliser pour estimer empiriquement la valeur du o-
eient κ2. Pour haune de es images et pour un éhantillon de tailleM = 400
pixels donné, il sut d'estimer la variane empirique sur lesM valeurs d'intensité
normalisées par la moyenne empirique de l'intensité sur et éhantillon.
Les valeurs du oeient κ2 ont été estimées sur les 4 images de Stokes et sur
60 éhantillons indépendants de M = 400 pixels orrespondants à l'objet A ou à
l'objet B. Les valeurs de κ2 évaluées dans les huit ongurations expérimentales
sont traées sur la gure 2.15.a pour l'objet A de référene, et sur la gure 2.15.b
pour les 8 objets B testés. On peut remarquer en analysant es résultats expé-
rimentaux que les valeurs de κ2 estimées présentent une assez bonne similarité
d'un matériau à l'autre (exepté pour l'objet B 8), et quelle que soit l'image de
Stokes utilisée pour réaliser l'estimation
37
. En situation d'imagerie réelle, il faut
prendre garde néanmoins à e que l'image de Stokes utilisée possède une inten-
sité moyenne susante pour ne pas être trop sensible au bruit de fond ou au
bruit propre de la améra et ne pas perturber l'estimation de κ2. On remarque
en eet sur la gure 2.15.b que les valeurs de κ2 estimées sur l'image aquise en
polarisation horizontale (symboles ∗) sont fortement erronnées pour les objets
1, 6 et 8, e qui s'explique par le fait que es objets sont très peu dépolarisants
(voir tableau 2.2) et renvoient don très peu de lumière dans l'état de polarisa-
tion linéaire orthogonal à l'orientation de la polarisation inidente. Nous avons
pu en eet vérier que la valeur moyenne de l'intensité de l'image aquise en
polarisation horizontale était dans es trois as très faible.
Conformément à e qui serait réalisé en pratique lors d'une étape de alibra-
tion, nous hoisissons de xer la valeur de κ2 à partir des résultats d'estimation
obtenus sur l'objet A de référene uniquement. En moyennant les 32 valeurs de
κ2 estimées sur l'objet A de référene à partir des 4 images de Stokes, et dans les
8 ongurations expérimentales, nous obtenons la valeur
38 κ2 = 0, 808± 0, 003.
Cette valeur de κ2 sera utilisée dans la suite pour estimer le degré de polarisation
à partir de l'image d'intensité aquise en l'absene de omposant polarimétrique,
que e soit sur l'objet de référene A ou sur les diérents objets B. On peut noter
que ette valeur de κ2 orrespond à un spekle d'ordre L = 1/κ2 ≃ 1, 24.
Résultats expérimentaux d'estimation de β : Nous pouvons estimer la
valeur du arré du degré de polarisation β de la lumière rétrodiusée par les objets
A et B dans les 8 situations expérimentales onsidérées, soit ave la tehnique
standard utilisant les 4 images de Stokes, soit ave les méthodes simpliées à deux
36− On notera que pour la simple mise en ÷uvre de l'estimateur de β au sens des moments,
il aurait sut d'estimer le oeient κ2 sans qu'il soit néessaire de faire une hypothèse sur
la forme de la DDP. Cette hypothèse nous sera utile ependant dans la suite lorsque nous
évaluerons la variane théorique de l'estimateur.
37− La bonne régularité du paramètre κ2 observée ii s'explique par le fait que le dispositif
d'imagerie reste identique d'une aquisition à l'autre. Une perspetive intéressante onsistera
à vérier ette stabilité sur une gamme enore plus étendue de matériaux.
38− La préision indiquée orrespond à l'éart-type de l'estimation de la moyenne de κ2 sur
60× 32 expérienes supposées indépendantes.
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Fig. 2.15  Valeurs estimées du oeient κ2 à partir de haque image de Stokes.
Chaque valeur est estimée, dans les huit ongurations expérimentales, à partir
de 60 éhantillons de M = 20 × 20 = 400 pixels appartenant à l'objet A de
référene (a), ou à l'objet B (b).
images évoquées préédemment dans e manusrit, soit enore à partir de l'image
unique aquise en l'absene de omposant polarimétrique. Dans e dernier as,
nous nous limitons ii à mettre en ÷uvre l'estimateur βˆ2 au sens des moments, en
ayant pris soin de xer à 0, 808 le paramètre κ2 qui intervient dans l'expression
de βˆ2 (voir équation (2.29)). Pour assurer une estimation orrete à partir d'une
unique image, nous avons pour haune des 16 mesures
39
éliminé les zones de
taille 20 × 20 pixels surexposées, grâe à la méthode présentée préédemment.
Pour que les résultats fournis par les 4 méthodes d'estimation mises en ÷uvre
soient omparables, les 3 autres estimations (à 4 et 2 images) ont été réalisées
uniquement à partir de es zones jugées admissibles sur l'image d'intensité aquise
en l'absene de omposant polarimétrique au niveau de la améra.
Les résultats obtenus sur l'objet de référene (A) sont présentés sur la gure
2.16, tandis que les valeurs de β estimées sur les 8 matériaux distints (objet B)
sont reportées sur la gure 2.17. Les points traés orrespondent aux résultats
d'estimation de β moyennés sur l'ensemble des zones de 20 × 20 pixels admis-
sibles (entre 32 et 60 zones prises en ompte, selon les as) et les barres d'erreur
indiquent l'éart-type empirique de l'estimation de β (évalué également unique-
ment sur les zones admissibles).
Ces deux ourbes permettent avant tout de onrmer expérimentalement la
validité de la méthode d'estimation étudiée dans e hapitre qui permet d'évaluer
quantitativement le degré de polarisation (ou son arré β) à partir d'une unique
image de spekle. En eet, on remarque que dans la quasi-totalité des as, les va-
leurs estimées grâe à l'estimateur βˆ2 sont assez prohes des valeurs obtenues ave
les méthodes plus standard. Notons également que bien que le oeient κ2 ait
39− Deux objets distints dans 8 onditions expérimentales diérentes.
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Fig. 2.16  Comparaison des valeurs estimées de β sur l'objet de référene A
(plaque peinte de ouleur beige) dans les 8 onditions expérimentales onsidérées.
L'estimation est réalisée sur des zones de 20 × 20 pixels (après élimination des
zones surexposées) au moyen de 4 méthodes distintes : méthode standard à 4
images (2), méthode à deux images paramétrique (∗), méthode ICÉO (◦) et
estimateur βˆ2 à une image ().
été évalué uniquement sur les objets de référene, ette valeur κ2 = 0, 808 permet
d'estimer orretement les valeurs de β sur des objets de nature diérente (voir
gure 2.17). L'unique as problématique apparaît pour l'objet 8 (plastique noir)
pour lequel l'estimateur βˆ2 onduit à une valeur surestimée 〈βˆ2〉 = 1, 1738 ≥ 1.
Cette surestimation peut s'expliquer en remarquant que la valeur κ2 = 0, 808
n'est pas adaptée pour et objet (voir gure 2.13). En eet, si l'on utilise une
valeur mieux adaptée à l'objet 8, par exemple κ2 = 0, 95 (voir gure 2.13.b), on
obtient alors une valeur de β bien plus satisfaisante puisque 〈βˆ2〉 ≃ 0, 85 alors
que la valeur fournie par la méthode standard à 4 images est 0, 91. On notera éga-
lement que les objets onsidérés ii sont purement dépolarisants puisque l'ICÉO
permet dans tous les as de fournir une valeur orrete du degré de polarisation.
La déomposition de la zone  utile  en plusieurs zones de 20 × 20 pixels
permet de s'aranhir des zones surexposées de la sène polarimétrique mais
également de donner un ordre de grandeur de la préision d'estimation des 4
méthodes omparées. Pour haque expériene, on dispose en eet d'entre 32 et
60 zones homogènes de 20× 20 pixels, qui onstituent autant de réalisations de
l'expériene d'estimation de β. On peut alors évaluer empiriquement l'éart-type
de l'estimation de β, que nous avons reporté sous forme de barres d'erreur sur
les gures 2.16 et 2.17. Si la méthode à une seule image onduit à un éart-
type supérieur omparativement aux tehniques plus omplexes (voir setion
2.3.4), la barre d'erreur expérimentale obtenue ii ave l'estimateur βˆ2 permet
d'évaluer l'ordre de grandeur de β ave une préision assez satisfaisante (environ
±10%), alors que les éhantillons onsidérés sont de taille relativement limitée
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Fig. 2.17  Comparaison des valeurs de β obtenues sur les 8 objets B testés.
L'estimation est réalisée sur des zones de 20 × 20 pixels (après élimination des
zones surexposées) au moyen de 4 méthodes distintes : méthode standard à 4
images (2), méthode à deux images paramétrique (∗), méthode ICÉO (◦) et
estimateur βˆ2 à une image ().
(M = 20× 20 pixels).
Sur les gures 2.18.a et 2.18.b, nous omparons enn la variane expérimen-
tale (symboles ◦) de l'estimateur βˆ2 ave la variane théorique (symboles +)
de βˆ2, en admettant que le spekle est distribué suivant une loi gamma d'ordre
L = 1/κ2 = 1, 24 pour haune des omposantes de polarisation
40
. Cette va-
riane théorique est évaluée grâe à l'équation (2.38) pour M = 400 pixels et
pour la valeur de β estimée. Les gures 2.18.a et 2.18.b montrent qu'à l'exep-
tion du as problématique de l'objet B numéroté 8 (plastique noir) qui onduit à
estimer des valeurs erronnées de β (voir gure 2.17), l'ordre de grandeur des va-
rianes obtenues expérimentalement est en aord ave les prévisions théoriques.
L'éart obtenu entre la variane théorique et la variane expérimentale peut pro-
venir d'une inadéquation du modèle gamma de spekle pleinement développé
pour dérire les données expérimentales dont nous disposons, ette inadéquation
pouvant onduire à une mauvaise évaluation de la variane théorique qui serait
sous-estimée.
Conlusion : Ces premiers résultats expérimentaux permettent de valider le
prinipe de l'estimation du degré de polarisation à partir de l'analyse statis-
tique de l'intensité d'une unique image de spekle. Ces résultats permettent par
ailleurs d'obtenir une première validation de l'ordre de grandeur de la variane
théorique des estimateurs au sens des moments étudiés dans e hapitre à la se-
tion 2.3.1. Nous avons vu ependant qu'il était néessaire de prendre un ertain
40− C'est-à-dire que nous supposons que la loi f aratéristique du modèle de spekle est
une loi gamma d'ordre L.
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Fig. 2.18  Comparaison des varianes expérimentales (symboles ◦) et théoriques
(symboles +) de l'estimateur βˆ2 opéré sur des zones homogènes de 20×20 pixels
(après élimination des zones surexposées) dans 8 onditions expérimentales dis-
tintes. (a) L'estimation est réalisée sur l'objet A de référene. (b) L'estimation
est réalisée sur les 8 objets B testés. La variane expérimentale obtenue sur l'ob-
jet 8 (plastique noir) est anormalement élevée (var(βˆ2) ≃ 0, 58) et n'est pas
représentée.
nombre de préautions pour la mise en ÷uvre pratique de ette tehnique : il
est indispensable en partiulier que les images aquises par le apteur ne soient
pas surexposées. Il serait intéressant de ompléter ette étude expérimentale en
testant davantage de matériaux, aux propriétés polarimétriques diverses, et en
présene de biréfringene (matériaux non purement dépolarisants) et de mieux
aratériser les autres soures de bruit que le spekle qui peuvent exister.
2.3.6 Conlusion sur l'estimation de P à une image
Cette setion nous a permis de aratériser les performanes de plusieurs
estimateurs du degré de polarisation de la lumière P (ou son arré β) à partir
d'une unique image de spekle. Ainsi, la première méthode d'estimation que
nous avons aratérisée, basée sur la mesure des deux premiers moments de
l'intensité lumineuse, présente de nombreux avantages en raison de sa grande
simpliité et de sa souplesse d'utilisation sur divers modèles de spekle. Cette
méthode n'est ependant pas eae lorsque l'ordre du spekle est faible. Nous
avons alors proposé deux méthodes alternatives plus sophistiquées qui permettent
de garantir une estimation quasiment eae lorsque le spekle est pleinement
développé d'ordre 1. En outre, grâe aux simulations numériques eetuées pour
un spekle pleinement développé d'ordre 1, nous avons pu aratériser la perte
en préision d'estimation du degré de polarisation que l'on subit en utilisant une
telle méthode à une image au lieu d'une tehnique plus lassique à 4 ou 2 images.
De manière générale, et onformément à e que nous avions pu pressentir en
analysant les valeurs de la BCR, es méthodes à une seule image présenteront un
intérêt pour des appliations pratiques de mesure polarimétrique à ondition que
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l'on puisse réaliser l'estimation sur un nombre d'éhantillons M susamment
élevé, que e soit pour réduire l'inuene du biais aux faibles valeurs de P, ou
pour assurer une préision omparable à d'autres méthodes existantes et utilisées
en milieu industriel. En eet, en utilisant un apteur de taille adaptée à la pré-
ision requise, les appliations d'imagerie polarimétrique néessitant une grande
rapidité et simpliité de mise en ÷uvre pourraient tirer parti des méthodes étu-
diées dans e hapitre. En outre, l'utilisation de apteurs omportant un très
grand nombre de pixels paraît envisageable de nos jours en raison des progrès
et de la démoratisation des apteurs CCD miniaturisés destinés en partiulier
aux appliations de photographie numérique. Il paraît don intéressant de pou-
voir s'aranhir de omposants optiques polarimétriques ajustables, oûteux en
terme d'installation, d'automatisation et de maintenane, même si ela néessite
l'emploi de apteurs à très grand nombre de pixels.
Dans la suite de e hapitre, nous allons par onséquent analyser deux so-
lutions qui permettent de maximiser la taille des éhantillons de mesure. Pour
des appliations d'imagerie de degré de polarisation, nous verrons dans la se-
tion suivante qu'il peut être préférable d'utiliser des algorithmes de segmentation
d'image en régions homogènes an de maximiser la taille des éhantillons. Nous
verrons ensuite que la robustesse de l'estimateur βˆ2 en présene de bruit de
photon permet d'optimiser la taille de l'éhantillon de mesure, en utilisant un
moyennage temporel sur plusieurs aquisitions à très faible intensité lumineuse.
2.4 Imagerie de degré de polarisation
Les résultats dérits préédemment, aussi bien théoriques que simulés, ont
été obtenus en supposant que le support utilisé pour réaliser l'estimation était
omposé d'un éhantillon statistiquement homogène de M mesures d'intensité.
Dans une situation réelle ependant, une sène polarimétrique se ompose en
général de plusieurs objets aux aratéristiques diérentes. Quelle que soit la
méthode d'estimation envisagée, il faudra don s'assurer que les éhantillons
pris en ompte pour réaliser l'estimation proviennent d'une région homogène de
l'image, ou en d'autres termes, d'un même objet de la sène. Séletionner un en-
semble de pixels statistiquement homogène devient don un problème important
dès que l'on s'intéresse à des appliations d'imagerie de degré de polarisation,
pour lesquelles il est néessaire d'obtenir une artographie du degré de polarisa-
tion en haque point de la sène imagée. Nous analysons don dans ette setion
diérentes solutions envisageables pour utiliser la méthode d'estimation de P à
une unique image de spekle pour des appliations d'imagerie.
2.4.1 Sène polarimétrique simulée
Dans un premier temps, nous présentons des résultats obtenus sur des données
synthétiques simulées, qui permettent de omparer grâe à un résultat visuel
les performanes des diverses méthodes d'estimation du degré de polarisation
évoquées dans la setion préédente.
Les résultats d'imagerie de degré de polarisation présentés i-après ont été
obtenus à partir de la simulation d'une sène polarimétrique réaliste de taille
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Région Matrie de P β Intensité
label polarisation Γ moyenne µI
1 Γ1 =
[
14.4 0
0 0.88
]
0, 885 0, 783 15, 28
2 Γ2 =
[
12 0.4
0.4 2.4
]
0, 669 0, 447 14, 4
3 Γ3 =
[
3.6 2.8 + 0.8i
2.8− 0.8i 2.6
]
0, 953 0, 908 6.2
4 Γ4 =
[
3.16 0
0 3.92
]
0, 107 0, 0114 7.08
Tab. 2.3  Propriétés polarimétriques et radiométriques des objets de la sène
polarimétrique simulée.
512 × 512 pixels, onstituée de trois  objets  distints, représentés shémati-
quement sur la gure 2.19.a (identiables par leur label variant entre 1 et 3),
disposés sur un fond uniforme (qui onstitue la région de l'image portant le label
4). Les aratéristiques polarimétriques et radiométriques de es 4 objets sont
diérentes et sont résumées dans le tableau 2.3. En analysant les matries de
polarisation aratéristiques de es objets, il est possible de déterminer la nature
des 4 régions de l'image simulée proposée. En eet, en supposant que le faiseau
ohérent qui élaire la sène est linéairement polarisé et de degré de polarisation
P = 1, on peut alors identier :
− Région 1 : une région triangulaire orrespondant à un objet fortement rée-
hissant et peu dépolarisant (typiquement une pièe de métal). La matrie
Γ1 étant diagonale, le matériau imagé est en outre purement dépolarisant.
− Région 2 : une région onnexe omposée de retangles, également rééhis-
sante mais plus dépolarisante que la région 1.
− Région 3 : une région triangulaire au bas de l'image, peu dépolarisante mais
qui orrespond à un objet non purement dépolarisant (présene de termes
anti-diagonaux importants dans Γ3). Cet objet est de faible réetivité et
son intensité ne se distingue pratiquement pas de elle du fond.
− Région 4 : fond peu lumineux, orrespondant à un matériau purement et très
dépolarisant.
Une fois dénies les propriétés de haune des zones, nous pouvons alors
générer, en haque pixel de haque zone, une réalisation aléatoire du hamp éle-
trique bidimensionnel A(r), dont les propriétés statistiques au seond ordre sont
données par la valeur de la matrie de polarisation de la région onsidérée. À
partir du hamp életrique aléatoire simulé, il est alors possible de onstruire les
4 images de Stokes néessaires pour l'estimation standard du degré de polarisa-
tion (voir setion 1.3.2.1). Parmi es 4 images, les deux premières orrespondent
à des aquisitions de la sène imagée à travers deux polariseurs orthogonaux et
à partir desquelles on peut évaluer la valeur du degré de polarisation en utili-
sant des méthodes d'estimation simpliées (voir setion 1.3.2.2). Un exemple de
réalisation de es deux images en polarisation parallèle et orthogonale est donné
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1
2
4
3
() (d)
(b)(a)
olonne 330
Intensité lumineuse I
Niveaux de gris
ahage =(I)1/γ
Fig. 2.19  Sène polarimétrique simulée (512× 512 pixels) : (a) Topologie de la
sène. Les niveaux de gris permettent de oder la  vraie  valeur de β en haque
région ; (b) Image d'intensité ; () Première image de Stokes (I//) ; (d) Deuxième
image de Stokes (I⊥). (Pour améliorer la lisibilité des vignettes (b), () et (d), les
faibles valeurs de l'intensité lumineuse ont été réhaussées par appliation d'une
orretion  gamma  ave γ = 2 pour l'ahage des niveaux de gris.)
en gure 2.19. et gure 2.19.d respetivement. La méthode d'estimation à une
seule image étudiée dans e travail de thèse utilise quant à elle une seule image
d'intensité aquise diretement sans omposant optique polarimétrique. La gure
2.19.b représente un exemple d'image d'intensité obtenue dans la situation où les
utuations de spekle sont supposées pleinement développées d'ordre 1.
En observant la seule image d'intensité de la gure 2.19.b, il paraît diile
d'identier l'objet 3 par rapport au fond puisque es deux objets présentent une
intensité omparable. Ces objets sont pourtant très ontrastés en terme de degré
de polarisation, omme on peut le voir sur la gure 2.19.a, où la valeur  vraie 
du arré du degré de polarisation est représentée, en haque pixel de l'image,
par un odage en niveaux de gris. Par la suite, un degré de polarisation nul
(β = 0) sera odé en noir sur les images de degré de polarisation tandis qu'un
pixel assoié à un β unitaire apparaîtra en blan.
Les résultats présentés sur la gure 2.20 démontrent néanmoins qu'à partir
de ette seule image d'intensité totale, il est possible de retrouver une informa-
tion quantitative sur la valeur du degré de polarisation. Nous omparons en eet
sur ette gure les résultats d'estimation de β = P2 obtenus sur des fenêtres
glissantes de taille variable 11×11 = 121 pixels (olonne 1), 19×19 = 361 pixels
(olonne 2) et 31×31 = 961 pixels (olonne 3), et ave 4 tehniques d'estimation
diérentes. La première ligne représente les résultats obtenus ave la méthode
standard à 4 images ; la seonde ligne, eux obtenus ave la méthode à 2 images
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basée sur l'ICÉO. La méthode paramétrique fondée sur l'interorrélation de es
deux images a également été testée ii et ses résultats sont fournis sur la troi-
sième ligne de la gure 2.20. Enn, sur la dernière ligne, nous représentons les
résultats obtenus ave la méthode fondée sur une unique image d'intensité qui a
été aratérisée tout au long de e hapitre. Plus préisément, nous nous intéres-
serons à l'estimateur au sens des moments βˆ2. Cette présentation omparative
des résultats d'estimation permet de tirer les onlusions suivantes :
 Il est possible d'obtenir une artographie (image) du degré de polarisation
à partir d'une unique image d'intensité, provenant de la rétrodiusion d'un
élairement ohérent sur une sène. On peut en eet vérier sur les vi-
gnettes (j), (k) et (l) que l'estimateur βˆ2 permet de retrouver un ontraste
polarimétrique important, alors que e ontraste était quasiment absent
sur l'image d'intensité initiale (gure 2.19.b).
 Par ailleurs, ette méthode reste valide dans les situations où la matrie
de polarisation de la lumière n'est pas diagonale, par exemple pour l'objet
3 qui n'est pas purement dépolarisant. À l'inverse, on voit lairement sur
les vignettes (d), (e) ou (f) que l'estimation basée sur l'ICÉO est inapable
dans e as de fournir une évaluation orrete du ontraste polarimétrique.
 La diminution du nombre de mesures prises en ompte pour estimer la
valeur de β entraîne, on l'a vu, une dégradation de la variane d'estimation
qui est visuellement pereptible sur es images : pour une taille de fenêtre
glissante donnée, les utuations des valeurs estimées de β augmentent
signiativement lorsque l'on passe de quatre images à deux, puis de deux
images à une seule.
 Enn, l'augmentation de la taille de la fenêtre glissante permet de diminuer
les utuations des valeurs estimées mais entraîne une perte progressive de
résolution spatiale au niveau de l'image de degré de polarisation nale. Il
est don néessaire de trouver un ompromis entre préision d'estimation
et résolution spatiale de l'image de degré de polarisation obtenue.
Ces résultats visuels peuvent être omplétés par une analyse plus quantitative
en traçant les valeurs de β estimées le long d'une oupe de l'image. Ainsi, pour
onstruire la gure 2.21, on a onsidéré une oupe le long de la olonne 330 des
images préédentes (voir gure 2.19), pour les as M = 19× 19 pixels (g.2.21.a
et 2.21.b) et M = 31 × 31 pixels (g.2.21. et 2.21.d). Les traés en trait plein
noir représentent les valeurs théoriques de β le long de ette oupe.
L'analyse de es ourbes permet de onrmer les diérentes onlusions dres-
sées préédemment à partir de l'observation des résultats sous forme d'images.
On peut également vérier grâe à es oupes que malgré l'apparene très bruitée
des estimations fournies par l'estimateur βˆ2, les valeurs estimées que l'on peut
lire diretement sur les oupes présentées sont néanmoins assez prohes de la
valeur théorique de β.
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(a) (b) ()
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Fig. 2.20  Résultats d'estimation ave l'estimateur standard à 4 images [(a),
(b) et ()℄, l'ICÉO [(d), (e) et (f)℄, la méthode paramétrique à 2 images [(g), (h)
et (i)℄ et l'estimateur βˆ2 à une seule image [(j), (k) et (l)℄ pour trois tailles de
fenêtres : M = 11 × 11 (olonne 1), M = 19 × 19 (olonne 2) et M = 31 × 31
(olonne 3).
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Fig. 2.21  Comparaison des valeurs de β estimées ave quatre méthodes dis-
tintes, le long de la olonne 330 de l'image polarimétrique simulée, ave deux
tailles de fenêtre M = 19× 19 [(a) et (b)℄ et M = 31× 31 pixels [() et (d)℄.
On remarque également que l'augmentation de la taille de la fenêtre glissante
utilisée pour l'estimation se traduit par des eets de bord de plus en plus mar-
qués pour haune de es méthodes d'estimation. Pour les méthodes à quatre et
deux images, es eets se traduisent, à la transition entre deux régions, par un
 lissage  ontinu des valeurs estimées de plus en plus important. Dans le as
de l'estimation à une seule image en revanhe, es zones frontalières entre ob-
jets distints s'aompagnent de surestimations importantes, visibles également
sur les images présentées préédemment. Cet eet peut s'interpréter aisément
en remarquant que lorsque la fenêtre glissante hevauhe deux zones d'intensité
très diérentes, les éhantillons mesurés proviennent de deux zones distintes
de l'image aux propriétés statistiques diérentes, violant ainsi l'hypothèse d'ho-
mogénéité de l'éhantillon de mesure. Sur de tels éhantillons inhomogènes, la
variane estimée empiriquement atteint des valeurs élevées, e qui provoque une
surestimation importante de β.
Notons enn que la méthode d'estimation à une unique image d'intensité
reste appliable même lorsque le modèle de spekle n'est plus d'ordre 1. Sur
la gure 2.22, nous présentons suintement les résultats obtenus, sur la même
sène polarimétrique, ave l'estimateur βˆ2 au sens des moments dans le as où les
éhantillons d'intensité sont entahés d'un bruit de spekle pleinement développé
79
2.4. Imagerie de degré de polarisation
d'ordre L ∈ {2; 5; 10}. Ces résultats montrent lairement que la restitution d'un
ontraste polarimétrique à partir d'une unique image d'intensité reste possible
lorsque le spekle est d'ordre supérieur à un. La seule diérene notable entre
es divers résultats d'estimation réside dans l'augmentation de l'importane des
eets de bord à mesure que l'ordre du spekle roît
41
.
L=1 L=2 L=5 L=10
(a) (b) () (d)
Fig. 2.22  Résultat de l'estimation à une unique image (estimateur βˆ2) sur la
sène polarimétrique simulée pour des ordres de spekle diérents.
2.4.2 Sène polarimétrique d'intensité onstante − Dme
de polarisation
La sène polarimétrique simulée préédemment nous a permis de omparer
diérentes méthodes d'estimation sur des régions de formes diérentes, mais
aratérisées par une valeur onstante du degré de polarisation au sein de haune
de es zones. Pour ompléter es résultats et mettre en évidene enore plus
lairement les apaités de la tehnique d'estimation étudiée durant ette thèse,
nous analysons ii le as d'une image d'intensité uniforme mais dont le degré
de polarisation évolue d'un pixel à l'autre selon une répartition gaussienne (voir
gure 2.23.d). La valeur minimale du degré de polarisation est obtenue dans les
oins de l'image où P = 0, 63 (β = 0, 40) alors que la lumière est totalement
polarisée au entre (P = β = 1). Enn, ette sène polarimétrique simulée a été
divisée en deux parties symétriques : dans la moitié gauhe de l'image, la matrie
de polarisation est diagonale et dénie par l'équation (2.51), représentant ainsi
un objet purement dépolarisant. La moitié droite de l'image en revanhe simule
l'imagerie d'un objet non purement dépolarisant, dont la matrie de polarisation
non diagonale est fournie par l'équation (2.52).
Sur l'image 2.23.a de taille 256 × 256 pixels, on peut visualiser l'intensité
aquise sur une réalisation d'une statistique de spekle pleinement développé.
Bien évidemment, on ne distingue auun ontraste sur ette image d'intensité
uniforme. Les vignettes 2.23.b et 2.23. représentent quant à elles la simulation
des deux premières images de Stokes, qui seraient aquises selon deux dire-
tions de polarisation orthogonales. Les estimations de la valeur de β ont été
41− Cei peut s'expliquer en remarquant que pour une valeur donnée de β, l'augmentation
de l'ordre du spekle s'aompagne d'une diminution de la variane de l'intensité par rapport
au as L = 1. Par onséquent, plus l'ordre L est grand, plus l'estimation de β est perturbée
par la forte augmentation de la variane qui apparaît lorsque la fenêtre hevauhe deux régions
distintes.
80
2.4. Imagerie de degré de polarisation
réalisées sur une fenêtre glissante de taille 31 × 31 pixels, elle-i devant rester
inférieure à la taille aratéristique des variations des valeurs de P pour garantir
des éhantillons susamment homogènes. Les résultats obtenus sont représentés
sur les vignettes 2.23.e à 2.23.h, et permettent de omparer la valeur théorique
de β (gure 2.23.d) et les valeurs estimées ave diérentes tehniques. Comme
préédemment, es résultats sont omplétés sur la gure 2.24 par l'analyse de
deux oupes transversales, orrespondant respetivement aux lignes 128 et 192
de l'image (voir gure 2.23.d).
(a) (b) () (d)
(h)(g)(f)(e)
l. 192
l. 128
Fig. 2.23  Sène polarimétrique simulée d'intensité onstante : (a) image d'in-
tensité ; (b) première image de Stokes (I//) ; () deuxième image de Stokes (I⊥) ;
(d) Répartition théorique de β. Résultats de l'estimation sur une fenêtre de
M = 31×31 pixels ave : (e) la méthode standard à 4 images ; (f) l'ICÉO ; (g) la
méthode paramétrique à 2 images ; (h) l'estimateur βˆ2 à une unique image. [Une
orretion gamma de 2 a été appliquée sur les vignettes (a), (b) et ()℄
L'analyse de es résultats nous permet de onlure que même en l'absene de
tout ontraste déelable à l'÷il dans une image d'intensité de spekle, la méthode
d'estimation de β proposée dans ette thèse parvient à mettre en évidene un
ontraste polarimétrique (2.23.h). Cette seonde expériene d'imagerie simulée
illustre, peut-être de façon plus démonstrative enore, les apaités de la méthode
proposée dans ette thèse pour révéler un ontraste polarimétrique à partir d'un
support d'information réduit et simplié par rapport aux méthodes standard,
même dans un as où le degré de polarisation évolue ontinûment sur la sène
imagée.
En outre, la vignette 2.23.f onrme l'inadaptation de l'ICÉO lorsque les ob-
jets imagés ne sont pas purement dépolarisants. Par ailleurs, l'observation des
oupes présentées en gure 2.24 onrme bien que les utuations des valeurs
estimées ont tendane à diminuer lorsque la omplexité du dispositif de mesure
augmente. On notera aussi que les utuations des valeurs estimées par la mé-
thode paramétrique à deux mesures sont signiativement plus élevées lorsque
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la matrie de polarisation est non diagonale, omme nous l'avons déjà évoqué
auparavant.
Il est intéressant également de remarquer que toutes les méthodes d'estima-
tion utilisant plusieurs images sont très perturbées à la frontière entre les deux
zones de l'image (entre les absisses 110 et 140 sur les oupes) en raison des
inhomogénéités qui apparaissent dans les mesures lorsque la fenêtre glissante
hevauhe deux zones de propriétés polarimétriques distintes. En revanhe, la
méthode à une seule image, fondée sur la seule analyse des statistiques de l'in-
tensité totale n'est auunement perturbée à l'interfae de es deux zones, ar elle
ne dépend que de la forme de la DDP de l'intensité qui varie ontinûment autour
de ette frontière.
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Ligne 128 Ligne 192
PSfrag replaements
4 mes.
2 mes.
ICÉO
βˆ2
Fig. 2.24  Valeurs estimées de β le long de la ligne 128 (a) et 192 (b) de l'image
ave une fenêtre de M = 31 × 31 pixels. Les traés pointillés fournissent une
indiation de l'éart-type théorique de l'estimateur βˆ2.
Les deux études d'imagerie simulée que nous avons présentées sont don
toutes deux limitées par la diulté de hoisir une taille de fenêtre glissante adé-
quate. Le ompromis entre une grande préision d'estimation et une résolution
satisfaisante des détails de l'image de polarisation sera don laissé à l'appréia-
tion de l'utilisateur, qui devra adapter la taille de la fenêtre à haque situation
d'imagerie, et en fontion de son ahier des harges. Une autre solution, présentée
dans le paragraphe suivant, serait de faire prééder l'estimation par une étape
préliminaire de segmentation de l'image en régions statistiquement homogènes
de taille maximale.
2.4.3 Imagerie de degré de polarisation ave segmentation
préalable
Nous présentons brièvement ii les résultats obtenus ave l'aide d'un algo-
rithme de segmentation d'image en régions homogènes [48, 47℄. Cet algorithme
dénommé Grille Ative Statistique, réalise la partition de l'image en régions
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homogènes par déformations suessives d'une grille polygonale initiale régu-
lière. Chaune des modiations apportées au modèle de partition d'image est
déterminée par optimisation d'un ritère basé sur la minimisation de la om-
plexité stohastique [125℄. L'intérêt fondamental de et algorithme repose sur
l'absene de paramètre à régler par l'utilisateur une fois le modèle de bruit de
l'image séletionné [48, 47℄. Dans l'exemple qui suit, nous avons supposé, pour la
mise en ÷uvre de la Grille Ative Statistique, que les niveaux de gris de l'image
utuaient selon une loi gamma dont l'ordre est estimé par l'algorithme de seg-
mentation, dans haque région de l'image partitionnée. En eet, bien que la DDP
de l'intensité PI(I) pour un spekle pleinement développé d'ordre 1 ne soit pas
une loi gamma
42
, nous avons néanmoins vérié que la forme de ette DDP peut
être approhée ave une assez bonne préision par une loi gamma d'ordre L non
entier ompris entre 0 et 1, e qui justie le hoix du modèle de bruit adopté
dans l'algorithme de partition d'image en régions statistiquement homogènes. Il
serait bien sûr envisageable à terme de modier l'algorithme pour l'adapter aux
lois de probabilité spéiques mises en jeu ii.
Nous avons don appliqué et algorithme de partition sur l'image d'intensité
présentée à la gure 2.19.b et le résultat de la segmentation peut être visualisé
sur la gure 2.25.b. La qualité de la partition peut être appréiée en ompa-
rant e résultat à l'image 2.25.a qui fournit la répartition théorique du degré de
polarisation sur l'image. La bonne qualité de ette segmentation est onrmée
quantitativement en alulant le nombre de pixels mal lassés sur haune des
régions de l'image. La proportion de pixels mal lassés est donnée dans le tableau
2.4, et reste inférieure à 2% pour toutes les régions de l'image segmentée.
Région/label 1 2 3 4-fond
Taille des régions 3 677 21 206 32 060 204 178
segmentées (pixels)
Nombre de pixels mal 1,16 % 0,07 % 1,78 % 0,19%
lassés (en %)
 Vrai  degré de polarisation 0,885 0,669 0,953 0,107
Degré de polarisation 0,92 0,66 0,94 0,08
estimé (Pˆ2 =
√
βˆ2)
Éart-type indiatif (σ(Pˆ2)) +/- 0,033 +/- 0,015 +/- 0,011 +/- 0,018
Tab. 2.4  Résultats de segmentation et d'estimation sur haque région de la
sène polarimétrique simulée.
Une fois ahevée l'étape préalable de segmentation, on dispose alors de ré-
gions statistiquement homogènes de taille maximale, sur lesquelles il est possible
d'estimer le degré de polarisation. Dans l'exemple traité ii, bien que les régions
soient de tailles très diérentes, la plus petite d'entre elle omporte tout de même
plus de 3 500 pixels, e qui aurait été diilement envisageable en utilisant une
fenêtre glissante. Les résultats de l'estimation de P sont présentés sur la gure
2.25.b et dans le tableau 2.4. La dernière ligne du tableau fournit également
42− Sauf pour P = 0 où PI(I) est une loi gamma d'ordre 2 et pour P = 1 où PI(I) est une
loi gamma d'ordre 1 (loi exponentielle) (voir gure 1.2).
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l'éart-type théorique indiatif orrespondant à haque valeur estimée
43
. Sur et
exemple, on peut estimer P dans haque région ave une préision d'au moins
3, 3%, alors que elle-i aurait été de l'ordre de 26% pour la région 4 (fond ho-
mogène) et de plus de 6% pour les autres régions si l'on onsidérait une fenêtre
glissante de taille 31× 31.
Cet exemple permet ainsi de onlure qu'une étape préliminaire de segmenta-
tion en régions homogènes semble être une piste très intéressante pour améliorer
la préision de la méthode d'estimation du degré de polarisation à partir d'une
unique image d'intensité de spekle présentée dans e hapitre.
(b)(a)
0,66
0,92
0,94
0,08
0,669
0,953
0,107
0,885
Fig. 2.25  (a) Représentation des régions de l'image originalge et des valeurs
théoriques du degré de polarisation ; (b) Régions obtenues après segmentation
ave l'algorithme de grille ative statistique et valeurs estimées ave l'estimateur
βˆ2 à l'intérieur de elles-i.
2.5 Analyse de la méthode d'estimation pour des
aquisitions à faible ux
Dans ette setion, nous étudions la préision de la tehnique d'estimation
du degré de polarisation à partir d'une unique image lorsque l'aquisition est
réalisée dans des onditions de faible intensité. Ces travaux ont été présentés de
manière plus omplète dans la référene [38℄, néanmoins nous proposons ii d'en
rappeler les prinipales onlusions.
Pour un ertain nombre d'appliations d'imagerie, en partiulier dans le do-
maine biomédial, il est néessaire de limiter la puissane d'illumination des
matériaux, substanes ou organismes imagés an de garantir qu'ils ne soient
pas déteriorés par un ux lumineux trop important. Dans d'autres situations,
par exemple pour réaliser une imagerie en temps réel d'objets mobiles, il peut
s'avérer néessaire d'aquérir des images ave des temps de pose très ourts, ré-
duisant par onséquent la puissane lumineuse reçue au niveau du apteur. De
telles images aquises à faible ux lumineux sont néessairement entahées par
un bruit de photon (ou shot noise), dont il n'a pas été tenu ompte dans les
43− Cet éart-type indiatif est obtenu à partir de l'expression de la variane théorique de
l'estimateur βˆ2 donnée à l'équation (2.34).
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modèles statistiques des utuations d'intensité de spekle onsidérés jusqu'ii.
Cette soure fondamentale de utuations d'intensité provient de la nature quan-
tique du hamp életromagnétique et son inuene reste tout à fait négligeable
pour les niveaux d'élairement lumineux habituellement mis en ÷uvre dans des
appliations d'imagerie standard. En revanhe, pour un élairement à faible ux
de photons, il est néessaire de prendre en onsidération ette soure de utua-
tions additionnelle, qui vient se superposer aux utuations de spekle.
Ainsi, on supposera dans ette setion que le apteur enregistre non plus des
niveaux d'intensité ontinûment répartis, mais un ertain nombre entier de pho-
todétetions noté n, dont le résultat s'exprime sous la forme d'un photoomptage,
qui donne le nombre de photons reçus sur le apteur pendant une durée de me-
sure T . Ce proessus de photodétetion sera étudié plus en détail dans la seonde
partie de ette thèse et nous supposerons ii que le apteur est parfait, et n'est
soumis à auun autre bruit parasite que le phénomène de spekle et le phéno-
mène de quantiation de l'intensité lumineuse. Nous adoptons alors le modèle
simplié de photodétetion suivant qui permet de prendre en ompte l'inuene
du bruit de photon [72, 118℄ : en un point r du déteteur, si la distribution statis-
tique de l'intensité de spekle (aratérisée par la loi PI(I) en l'absene de bruit
de photon) produit une réalisation d'intensité Iλ, on onsidère que le nombre de
photons mesurés est une variable aléatoire notée N , distribuée selon une loi de
Poisson de la forme
44 PN |Iλ(n|Iλ) = exp(−Iλ)[Iλ]n/(n!).
Grâe au modèle de photodétetion adopté, on peut déduire la loi de proba-
bilité PN(n) qui s'érit
PN(n) =
∫ +∞
0
PN |I(n|I)PI(I) dI. (2.53)
La forme expliite de ette DDP ne s'obtient pas aisément dans le as général
mais on peut la aluler dans le as d'un spekle pleinement développé d'ordre
1, omme ela est démontré en annexe B.4, e qui onduit à la loi de probabilité
suivante
PN(n) =
1
PµI
{[ µI(1 + P)
2 + µI(1 + P)
]n+1
−
[ µI(1− P)
2 + µI(1− P)
]n+1}
. (2.54)
Dans la suite de ette setion, nous analysons les onséquenes de la prise
en ompte du bruit de photon sur les performanes d'estimation du degré de
polarisation au sens des moments, à partir d'une unique image d'intensité pour
un modèle de spekle général orrespondant aux hypothèses énonées en setion
2.1.1. Nous étudierons également omment la borne de Cramer-Rao est modiée
dans le as le plus simple d'un spekle pleinement développé d'ordre un.
2.5.1 Estimation au sens des moments à faible ux
Nous nous plaçons dans ette setion dans un as général où la statistique
d'intensité de spekle PI(I) en l'absene de bruit de photon peut être modélisée
onformément aux hypothèses introduites en setion 2.1.1. Bien qu'il soit diile
44− Cette ériture suppose impliitement que l'eaité quantique η du déteteur, qui a-
ratérise sa qualité tehnologique, est égale à un (voir hapitre 3).
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dans le as général de déterminer la loi de probabilité disrète PN(n) lorsque le
bruit de photon est pris en ompte à partir de la DDP PI(I), il est ependant
possible de déduire les valeurs des umulants CNj , j ∈ [1; 4] de la loi disrète
en fontion des umulants CIj , j ∈ [1; 4] de la loi ontinue ou en fontion des
umulants κj, j ∈ [1; 4] (voir annexe B.2.3). Grâe à es relations, nous pourrons
ainsi aisément aluler le biais et la variane des estimateurs au sens des moments
étudiés dans ette setion.
2.5.1.1 Néessité d'introduire un nouvel estimateur non biaisé
Pour estimer le arré du degré de polarisation β sur des images de spekle
aquises à très faible ux, on peut envisager d'appliquer l'estimateur βˆ2 introduit
en setion 2.3.1, en remplaçant les éhantillons d'intensité {I1, . . . , IM} par les
résultats de photoomptage {n1, . . . , nM} provenant d'une région homogène de
M pixels [38℄45.
On peut montrer ependant (f. annexe B.3.3.1 ou référene [38℄) que ette
solution onduit à une estimation biaisée de la valeur de β puisque l'on a
〈βˆ2〉 − β = 2
κ2µI
(M − 1
M
)− 1 + β
M
. (2.55)
Ainsi, lorsqu'on prend en ompte le bruit de photon, le biais asymptotique pour
une taille d'éhantillonM →∞ de l'estimateur βˆ2 est non nul, ar on a 〈βˆ2〉−β ≃
2/κ2µI . Si et estimateur peut être onsidéré asymptotiquement non biaisé quand
l'intensité moyenne de l'élairement est élevée µI ≫ 1 ('est-à-dire lorsque les
eets du bruit de photon sont négligeables), les valeurs estimées par βˆ2 sont
fortement erronnées lorsque l'intensité lumineuse devient très faible. Par exemple
pour un spekle d'ordre L = 1, le biais asymptotique relatif (〈βˆ2〉 − β)/β à
grande taille d'éhantillon (M →∞) dépasse les 20% pour un élairement moyen
µI = 10 photons par pixel [38℄. Plus quantitativement, la valeur minimale de
l'intensité lumineuse néessaire pour que le biais asymptotique relatif (〈βˆ2〉 −
β)/β ≃ 2/(κ2µIβ) demeure inférieur à 1% a été évaluée pour diérents modèles
de spekle, et est reportée en troisième olonne du tableau 2.5. On remarque ainsi
que pour les diérents modèles de spekle testés, l'estimateur βˆ2 ne permet pas
d'assurer une estimation non biaisée en deçà de quelques entaines de photons
par pixel (ou de quelques milliers pour une loi gamma d'ordre L ≥ 5).
Il paraît don intéressant de proposer un nouvel estimateur qui parvienne à
estimer β sans biais, y ompris lorsque la puissane d'élairement est faible. Dans
la référene [38℄, nous avons montré que l'on pouvait réaliser une telle estimation
non biaisée au moyen de l'estimateur suivant
βˆp2 =
2Sˆ2
κ2(µˆN)2
− 2
κ2µˆN
− 1, (2.56)
où Sˆ2 et µˆN désignent respetivement les estimations empiriques, sur les M me-
sures {n1, . . . , nM}, de la variane et de la moyenne du photoomptage. Par
rapport à l'estimateur βˆ2, le terme additionnel −2/(κ2µˆN) qui apparaît dans
45− Par soui de onision, nous nous limiterons ii à étudier l'estimation de β au sens des
moments lorsque l'intensité moyenne µI est inonnue a priori.
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Densité de Ordre Intensité minimale pour
probabilité de la loi assurer un biais [µI ]
10%
min
asymptotique ≤ 1%
Gamma 1 200 40
L 200× L 40× L
Weibull 2 ≃ 730 ≃ 150
5 ≃ 380 ≃ 35
Loi K 1 ≃ 70 ≃ 7
10 ≃ 170 ≃ 30
Tab. 2.5  Comparaison de diérentes valeurs aratéristiques de l'intensité
moyenne (exprimée en nombre de photons par pixel) obtenues pour diérents
modèles de spekle (voir texte).
l'expression de βˆp2 permet d'assurer une estimation asymptotiquement non biai-
sée. En eet, le biais de βˆp2 vaut (voir annexe B.3.3.2 ou [38℄)
〈βˆp2〉 − β = −
2
Mκ2µI
− 1 + β
M
, (2.57)
et s'annule bien lorsque la taille d'éhantillon M →∞.
2.5.1.2 Préision théorique de la méthode d'estimation à faible ux
En e qui onerne la préision de l'estimateur βˆp2 , on a montré (voir annexe
B.3.3.2 et [38℄) que sa variane d'estimation asymptotique
46
pouvait s'érire :
vara(βˆ
p
2) =
1
M
[
τ0(β) +
τ1(β)
µI
+
τ2(β)
µ2I
]
, (2.58)
où τ0(β) s'exprime en fontion de vara(βˆ2) donnée en équation (2.32),
τ0(β)
△
= M × vara(βˆ2)
= 2(1 + β)2 +
γ2
2
(1 + 6β + β2) + 2κ2(1 + β)
3 − 2γ1√κ2(1 + β)(1 + 3β),
(2.59)
et ave
τ1(β)
△
=
8
κ2
(1 + β)− 4(1 + β)2 + 4κ3
κ22
(1 + 3β)
τ2(β)
△
=
8
κ22
+
4
κ2
(1 + β),
(2.60)
que l'on peut aluler à partir des valeurs des umulants κi, i ∈ [2; 4] de la loi
normalisée f , aratéristique du modèle de spekle onsidéré.
On peut remarquer que lorsque le bruit de photon est négligeable (µI ≫ 1),
46− Rappelons que la variane asymptotique ne prend en ompte que les termes dominants
en 1/M de l'expression de la variane.
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la variane asymptotique de βˆp2 est identique à elle de l'estimateur au sens de
moments βˆ2 introduit auparavant, et reste dans e as indépendante de la valeur
de µI . En revanhe, lorsque la puissane de l'élairement moyen diminue, la
ontribution des termes additionnels τ1(β)/(MµI) et τ2(β)/(Mµ
2
I) provoque une
augmentation de la variane de βˆp2 . Cei est lairement illustré sur la gure 2.26
où l'évolution de la variane d'estimation est représentée en fontion du niveau
d'intensité moyen, pour des spekles d'ordres diérents (L ∈ {1; 5; 50}) et pour
deux valeurs du degré de polarisation P = 0, 2 (gure 2.26.a) et P = 0, 8 (gure
2.26.b). Les ourbes tiretées (−−) représentent la variane théorique alulée
i-dessus, tandis que les symboles représentent la variane évaluée à partir de
simulations numériques sur R = 104 réalisations47. Cette gure illustre bien
l'existene d'un seuil d'intensité, en dessous duquel l'inuene du bruit de photon
ommene à dégrader signiativement la préision de l'estimation de β.
 0.1  1  10  100  1000  0.1  1  10  100  1000
P = 0, 8P = 0, 2
L=1
(b)
µIµI
(a)
L=5 L=50
L=1
L=5 L=50
L=50
L=5
L=1
L=1
1
10
102
103
104
1
10
102
103
104
PSfrag replaements
Variane
théorique :
BCR :
M
×
va
r(
βˆ
p 2
)
o
u
M
×
B
C
R
(β
)
Fig. 2.26  Évolution de la BCR (ourbes en trait ontinu) et de la variane
théorique (ourbes en traits pointillés) et évaluée par simulation Monte-Carlo
(symboles +) de l'estimateur βˆp2 en fontion de l'intensité moyenne µI pour deux
valeurs du degré de polarisation P = 0, 2 (a) et P = 0, 8 (b).
Pour aratériser e seuil, on propose d'évaluer la valeur ritique de l'inten-
sité moyenne, notée [µI ]
α
min, en deçà de laquelle la variane asymptotique de βˆ
p
2
devient supérieure à vara(βˆ2) de plus de α%. En supposant que la ontribution
du bruit de photon à la variane additionnelle peut être orretement approhée
par le seul terme τ1(β)/(MµI), on a [38℄
[µI ]
α
min ≃
1
α
max
β∈[0,1]
[τ2(β)
τ0(β)
]
. (2.61)
Ce seuil a été évalué pour une augmentation relative de la variane de α = 10%,
pour diérents modèles statistiques d'intensité de spekle. Les valeurs obtenues
gurent dans la quatrième olonne du tableau 2.5, et ont été alulées grâe aux
47− Bien que nous ne le représentions pas ii, es simulations permettent également de vérier
l'absene de biais qui aratérise l'estimateur βˆp2 (voir [38℄).
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valeurs des umulants κi, i ∈ [2; 4] de la loi f fournies dans le tableau 2.1 en
page 50. En analysant les valeurs de seuil obtenues pour les modèles de spekle
testés ii, on remarque qu'il est possible de diminuer l'intensité lumineuse jusqu'à
une entaine de photons par pixel, sans augmenter la variane de βˆp2 de plus de
10% par rapport à la variane qu'on obtiendrait à forte intensité. Un tel niveau
d'intensité représente une puissane lumineuse d'élairement très faible, e qui
montre ainsi que la tehnique d'estimation proposée peut être réalisée ave des
temps d'aquisition de l'image très ourts, permettant ainsi d'imager en temps
réel des sènes très évolutives, ou des objets mobiles.
2.5.2 Eaité de l'estimateur βˆp2 à faible ux
En observant la dégradation importante de la préision d'estimation qui se
produit lorsque le bruit de photon qui perturbe l'aquisition au niveau du dé-
teteur n'est plus négligeable, la question suivante émerge naturellement : l'aug-
mentation de la variane lorsque µI déroît est-elle due à une perte d'eaité
de l'estimateur, ou bien est-e l'information disponible pour estimer β dans des
données de plus en plus bruitées qui diminue ?
Il paraît don intéressant d'étudier l'évolution de la borne de Cramer-Rao
lorsque l'intensité moyenne µI diminue. Cependant, la omplexité de la loi de pro-
babilité PN(n) obtenue lorsque l'on prend en ompte le bruit de photon (équation
(2.54)) ne nous a pas permis de aluler expliitement la BCR. La détermination
numérique des valeurs de la BCR a ependant été réalisée dans le as le plus
simple d'un spekle pleinement développé d'ordre 1, grâe à l'implantation d'un
shéma numérique simple, que nous détaillons dans l'annexe A [38℄.
Cette BCR pour l'estimation de β a don été évaluée numériquement pour de
nombreuses valeurs de l'intensité moyenne 0, 05 ≤ µI ≤ 3.103 et son évolution en
fontion de µI est reportée en trait plein ( ) sur les gures 2.26.a et 2.26.b pour
P = 0, 2 et P = 0, 8 respetivement. De même que la variane de βˆp2 subissait
une brutale augmentation pour les faibles valeurs de µI , l'évolution de la BCR
se aratérise par un seuil d'intensité d'environ 40 photons par pixel. Au-delà de
e seuil, on retrouve les valeurs de la BCR obtenues préédemment en setion
2.2 quand le bruit de photon était négligé, tandis que pour des valeurs de µI
inférieures, la borne de Cramer-Rao ommene à augmenter signiativement
[38℄, montrant ainsi que la présene du bruit de photon limite la préision de
l'estimation de β à faible ux. En e qui onerne l'eaité de l'estimateur βˆp2 ,
es deux gures 2.26.a et 2.26.b permettent de retrouver un résultat établi dans
la référene [38℄ :
 Comme nous l'avons vu au début de e hapitre, lorsque le bruit de photon
est négligeable, l'estimation de β au sens des moments n'est eae que si
P est inférieur à 0, 3.
 Pour les faibles valeurs de µI en revanhe (µI ≤ 1), l'estimateur βˆp2 s'avère
eae quelle que soit la valeur à estimer du degré de polarisation.
On peut par onséquent onlure que l'estimateur de β au sens des moments
étudié ii semble adapté lorsque l'intensité d'élairement est très faible. En ef-
fet, omme nous l'avons vu, et estimateur permet non seulement d'assurer une
estimation non biaisée de β en présene de bruit de photon mais il s'avère égale-
ment quasiment eae en terme de préision d'estimation pour de très faibles
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Ordre du spekle L = 1 L = 10 L = 50
µIopt ≤ 2 ≤ 20 ≤ 100
Qopt pour φTtot = 10
3
photons ≥ 500 ≥ 50 ≥ 10
Topt = Ttot/Qopt ≤ 1/500e s ≤ 1/50e s ≤ 1/10e s
Gain en variane ≥ 125 ≥ 13 ≥ 3
(estimateur βˆp2)
Tab. 2.6  Comparaison de diérentes valeurs aratéristiques de l'intensité
moyenne, obtenues pour diérents modèles de spekle.
intensités d'élairement.
2.5.3 Imageur polarimétrique optimal à faible ux
Avant de onlure ette setion, nous proposons d'illustrer omment les résul-
tats préédents permettent d'optimiser les performanes d'un dispositif d'image-
rie polarimétrique à une image en utilisant plusieurs aquisitions réalisées à faible
ux, permettant ainsi de maximiser le nombre d'éhantillons pris en ompte pour
l'estimation de β. Considérons en eet une situation donnée, dans laquelle l'es-
timation est réalisée sur M pixels élairés par un ux lumineux moyen uniforme
φ (exprimé en photons par pixel et par seonde) rétrodiusé par un objet de
la sène polarimétrique. Le nombre moyen de photons aquis en haque pixel
de l'image dépend du temps d'intégration T pendant lequel le apteur opère la
mesure puisque µI = φT . On peut alors se poser la question suivante : est-il plus
judiieux de mesurer une unique image de M pixels et d'intensité moyenne µI ou
bien d'aquérir Q images de même tailleM , d'intensité plus faible µI/Q et onte-
nant des réalisations diérentes et indépendantes de la gure de spekle ? Cette
seonde solution permettrait en eet de multiplier par Q le nombre de pixels
disponibles pour estimer le degré de polarisation. Un tel dispositif est envisa-
geable en pratique en plaçant un diuseur mobile devant la soure d'élairement
ohérent an d'obtenir des réalisations indépendantes du spekle.
Pour répondre à ette interrogation, nous avons montré (f. annexe B.3.3.3
ou référene [38℄) que pour une durée d'intégration totale Ttot onstante, et pour
un élairement de ux moyen φ, la variane de l'estimateur βˆp2 est minimale
si l'estimation est réalisée sur Qopt aquisitions indépendantes de la gure de
spekle, de durée Topt = Ttot/Qopt et dont l'intensité vaut µIopt = φTopt/Qopt, ave
Qopt = φTopt
√
τ0(β)
τ2(β)
, d'où on déduit µIopt =
√
τ2(β)
τ0(β)
. (2.62)
Les valeurs Qopt et µIopt dépendent don de β et du modèle de spekle onsidéré
à travers les umulants κk, k ∈ [2; 4] qui interviennent dans les expressions de
τ0(β) et τ2(β) données respetivement aux équations (2.59) et (2.60).
Pour donner un ordre de grandeur du gain auquel on peut s'attendre en uti-
lisant le résultat préédent, nous avons omparé les varianes obtenues pour dif-
férents ordres de spekle L ∈ {1; 10; 50} quand on réalise une unique aquisition
d'intensité élevée µI = φTtot = 10
3
photons (ave Ttot = 1 s et φ = 10
3
photons
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par seonde) pour laquelle l'inuene du bruit de photon est quasiment négli-
geable, ou bien lorsqu'on aquiert Qopt images à faible intensité µIopt. Nous avons
regroupé les résultats obtenus dans le tableau 2.6, dans lequel nous avons reporté
la valeur maximale de µIopt lorsque β varie entre 0 et 1 (ligne 2 du tableau). Cette
borne a été déterminée numériquement à partir de l'expression (2.62). On peut
alors en déduire aisément une borne inférieure de Qopt qui représente le nombre
d'aquisitions optimal (ligne 3), de même que le temps d'intégration Topt optimal
à retenir pour haune de es aquisitions peut être borné supérieurement (ligne
4). On peut alors aluler le rapport des varianes théoriques, évaluées grâe à
l'équation (2.58), lorsqu'on onsidère une unique aquisition d'intensité µI = 10
3
ou qu'on optimise le nombre d'images aquises. La borne inférieure de e rap-
port lorsque P évolue entre 0 et 1 permet d'évaluer le gain minimal auquel on
peut s'attendre en optimisant le nombre d'images aquises, et est reporté à la
quatrième ligne du tableau 2.6.
Dans la situation étudiée ii, le gain est plus important lorsqu'on utilise un
spekle pleinement développé d'ordre un
48
(L = 1) et permet de diminuer l'éart-
type de la mesure par un fateur au moins égal à
√
125 ≃ 11, 2. Cependant, ette
diminution importante de l'éart-type disparaît rapidement dès que l'on onsidère
un spekle d'ordre élevé et n'atteint que
√
13 ≃ 3, 6 pour L = 10, voire √3 ≃ 1, 7
pour L = 50. Cette remarque onrme une des onlusions préédentes : pour
l'utilisation d'une méthode d'estimation du degré de polarisation à partir d'une
unique image d'intensité de spekle, il est préférable dans la mesure du possible
que le apteur éhantillonne orretement le spekle, an d'obtenir un spekle
pleinement développé d'ordre 1.
La valeur élevée du gain que nous avons déterminée i-dessus dans le as d'un
spekle pleinement développé d'ordre 1 doit toutefois être relativisée quelque peu
ar on peut raindre qu'à de tels niveaux d'élairement moyen (µIopt ≃ 2 photons
par pixel), la mesure soit perturbée par un bruit de fond parasite additif, ou par
un bruit dû à l'imperfetion du apteur (eaité quantique non unitaire ou
bruit propre du apteur).
2.5.4 Conlusion sur l'estimation de β à faible ux
Les résultats présentés dans ette setion onrment qu'il est possible d'esti-
mer le degré de polarisation (ou tout au moins son arré β) à partir d'une unique
image d'intensité de spekle, même lorsque elle-i est aquise à très faible ux
et par onséquent perturbée par un bruit de photon poissonien. Cette estimation
peut par ailleurs être réalisée très simplement, à ondition de modier l'estima-
teur au sens des moments βˆ2 utilisé jusqu'ii, ar elui-i onduit à une estimation
biaisée dès que le bruit de photon n'est plus négligeable. En étudiant la variane
théorique du nouvel estimateur introduit, nous avons aussi pu aratériser le ni-
veau d'intensité ritique qu'il est néessaire d'assurer pour ne pas trop dégrader
la préision d'estimation. Ce seuil d'intensité d'environ une entaine de photons
mesurés en moyenne par pixel du déteteur garantit ainsi une très grande rapi-
dité de l'estimation due à sa simpliité et aux faibles temps d'aquisition qu'elle
autorise. Cette étude permet don d'ouvrir des perspetives intéressantes pour
48− Dans e as là, le faible niveau d'intensité µIopt ≃ 2 photons par pixel permet de surroît
d'assurer une estimation eae de β.
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le développement de dispositifs d'imagerie polarimétrique à faible ux et/ou en
temps réel.
2.6 Conlusion
Au ours de e hapitre, nous avons aratérisé une tehnique d'estimation
du degré de polarisation (ou de son arré β = P2) fondée sur l'analyse de la
répartition statistique de l'intensité rétrodiusée par une surfae (ou une sène
polarimétrique) illuminée par un élairement ohérent. Dans un premier temps,
l'étude de la variane minimale d'estimation, évaluée en déterminant la borne
de Cramer-Rao pour l'estimation de P ou de β = P2, a permis de montrer que
ette tehnique d'estimation, qui permet de s'aranhir de l'utilisation de om-
posants optiques polarimétriques ajustables, pouvait onduire à des préisions
aeptables sur la mesure de β à ondition de réaliser l'estimation sur un éhan-
tillon homogène de M pixels susamment grand (typiquement M ≃ 40 × 40
pixels pour obtenir un éart-type de 0, 05 sur la mesure de β). En analysant l'in-
uene de l'ordre du spekle L sur les valeurs de la BCR, nous avons également
pu onlure qu'il était préférable de maximiser le nombre d'éhantillonsM plutt
que de herher à diminuer la taille des grains de spekle pour augmenter l'ordre
de elui-i.
La omparaison de diérents estimateurs a ensuite permis de montrer qu'une
méthode très simple basée sur la mesure des deux premiers moments statistiques
de l'intensité présente un fort intérêt pratique en raison de sa grande souplesse
d'utilisation (adaptabilité à de nombreux modèles de spekle). Il faut epen-
dant lui préférer des solutions plus sophistiquées, du type estimateur au sens
du maximum de vraisemblane, pour obtenir une estimation eae dans le as
où le spekle est orretement éhantillonné par le apteur (spekle pleinement
développé d'ordre 1).
L'utilité de es méthodes d'estimation à une image pour des appliations
d'imagerie de degré de polarisation a été également disutée par le biais d'ex-
périenes d'imagerie simulées et a permis d'illustrer l'importane de la séletion
de régions statistiquement homogènes dans l'image analysée. Quelle que soit la
méthode d'estimation du degré de polarisation séletionnée
49
, la préision sera
améliorée si l'on est apable de maximiser la taille des régions dont on souhaite
évaluer les aratéristiques polarimétriques et nous avons évoqué à e propos
l'intérêt d'utiliser des algorithmes de partition automatique d'image en régions
statistiquement homogènes. Par ailleurs, la robustesse de la tehnique d'estima-
tion en présene de bruit de photon permet également d'envisager l'aquisition
de plusieurs images à très faible ux pour tenter de maximiser la taille des éhan-
tillons de mesures.
Le tableau 2.7 permet de dresser un bilan onlusif sur la méthode d'estima-
tion étudiée dans e hapitre en réapitulant ses prinipaux avantages et inonvé-
nients. Parmi les perspetives de reherhe intéressantes pour le développement
pratique de ette tehnique d'estimation à une unique image, il semble nées-
saire d'étudier les deux ontraintes qui limitent l'appliabilité de ette méthode.
D'une part, il serait intéressant d'établir un protoole de alibration able et
49− Y ompris dans le as des méthodes plus lassiques à 4 ou 2 images.
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Avantages Inonvénients
• Rapidité • Performanes dégradées par
• Coût minimal (pas de omposant rapport aux tehniques
polarimétrique ajustable) à plusieurs images
• Large gamme spetrale • Calibration néessaire
• Robustesse au bruit de photon (estimation de κ2)
• Souplesse d'utilisation (estimateur βˆ2) • Validité de l'indépendane des
• Validité pour Γ non diagonale omposantes d'intensités I1 et I2
• Existene d'un estimateur optimal • Estimation biaisée pour les
pour β > βmin faibles valeurs de P
Tab. 2.7  Comparatif des avantages et inonvénients de l'estimation de degré
de polarisation à une unique image.
général pour déterminer expérimentalement le modèle de utuation de spekle
(et plus partiulièrement le umulant κ2), lorsque elui-i ne peut être spéié
théoriquement. D'autre part, une étude théorique sur la validité des hypothèses
énonées en setion 2.1.1 et néessaires à l'appliation de ette méthode onsti-
tue également une perspetive intéressante, notamment dans le as de surfaes
texturées.
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Deuxième partie
États sous-poissoniens de la lumière
95
Chapitre 3
Introdution aux lumières
sous-poissoniennes
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3.1. Contexte physique
Dans ette seonde partie de thèse, nous allons nous intéresser à des situations
physiques pour lesquelles le bruit qui perturbe les signaux optiques ou les images
aquises possède une variane inférieure à sa valeur moyenne. Ces utuations
sont qualiées de sous-poissoniennes ar elles onduisent, à valeur moyenne
égale, à une statistique plus ordonnée qu'une distribution poissonienne standard.
De telles utuations optiques peuvent être de nos jours produites en labora-
toire grâe aux reherhes expérimentales menées en optique quantique depuis
trois déennies. Dans e hapitre, nous rappelons ainsi brièvement le formalisme
de l'optique quantique qui permet de dérire des états non standard du rayonne-
ment életromagnétique, parmi lesquels gurent les lumières sous-poissoniennes.
Nous détaillerons ensuite omment es bruits non standard peuvent être modéli-
sés d'un point de vue statistique, hors du formalisme de la méanique quantique.
3.1 Contexte physique
3.1.1 Introdution à l'optique quantique
Nous allons rappeler ii les prinipaux résultats de la modélisation quantique
des hamps életromagnétiques, qui fonde le formalisme de l'optique quantique.
Pour une desription plus détaillée de l'opération de quantiation du rayon-
nement életromagnétique, nous invitons le leteur à onsulter l'ouvrage de G.
Grynberg, A. Aspet et C. Fabre ité en référene [61℄, auquel il sera fait maintes
fois référene dans ette setion.
Pour un hamp salaire, monohromatique de veteur d'onde xé k, de fré-
quene ν et stationnaire50, on peut tout d'abord introduire la variable normale
du hamp [61℄, notée α(r), et qui permet d'érire l'enveloppe omplexe du signal
analytique assoiée au hamp életrique sous la forme
E
(+)(r) = A(r) e0 = i E0α(r) e0, (3.1)
où e0 est un veteur unitaire orthogonal à la diretion de propagation (orthogonal
à k) et où la onstante E0 est onventionnellement hoisie égale à [61℄
E0 =
√
hν
2ǫ0cT
, (3.2)
où c représente la élérité de la lumière, ǫ0 la permittivité diéletrique du vide et
T la durée d'intégration du apteur. Le hoix de ette onstante permet d'assurer
que la quantité |α(r)|2 représente le nombre de photons reçus par mètre arré de
50− C'est-à-dire que l'on supposera que les variations temporelles de l'enveloppe omplexe
du hamp sont lentes par rapport au temps d'intégration sur le apteur T .
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surfae, à la position r du plan transverse [28℄.
Cette simple réériture des hamps életromagnétiques sous la forme de va-
riables normales n'est bien sûr pas susante pour appréhender la quantiation
du rayonnement életromagnétique. En eet, les grandeurs E
(+)(r), A(r) et α(r)
qui permettent, omme à l'équation (3.1), de dérire le hamp de manière las-
sique doivent être onsidérées, du point de vue de la méanique quantique, omme
des observables du hamp, 'est-à-dire omme des opérateurs quantiques
[61, 28℄. Pour dérire la lumière du point de vue de la méanique quantique, il
onvient don de réérire l'équation (3.1) sous la forme suivante
51
Eˆ
(+)
(r) = Aˆ(r) e0 = i E0aˆ(r) e0, (3.3)
où aˆ(r) représente l'opérateur loal d'annihilation de photon [61℄.
On peut remarquer ii que l'information sur la distribution spatiale du hamp
életromagnétique est entièrement dérite par et opérateur aˆ(r). Pour failiter
la desription des phénomènes qui nous intéresserons dans la suite, nous propo-
sons d'utiliser le formalisme adopté par V. Delaubert dans sa thèse de dotorat
[28℄. Cette approhe onsiste à introduire un opérateur modal d'annihilation de
photon, noté simplement aˆ et qui vérie [28℄
aˆ(r) = aˆ u0(r). (3.4)
Ce formalisme permet ainsi de  déoupler  l'opérateur quantique aˆ (qui devient
don indépendant de la position) et la répartition spatiale du hamp, représen-
tée désormais par la fontion u0(r) qui vérie une ondition de normalisation∫∫ |u0(r)|2d2r = 1. Conformément à l'usage ourant, l'adjoint de et opérateur
aˆ sera quant à lui qualié d'opérateur (modal) de réation de photon, et
sera noté aˆ†. À partir de es deux opérateurs, on introduit également l'opérateur
nombre de photons, déni par
Nˆ
△
= aˆ†aˆ. (3.5)
Les prinipales onséquenes liées à ette desription du hamp sous la forme
d'opérateurs quantiques proviennent de la non-ommutativité des opérateurs aˆ
et aˆ†, dont le ommutateur [aˆ, aˆ†], non nul, vérie
[aˆ, aˆ†]
△
= aˆaˆ† − aˆ†aˆ = 1. (3.6)
En partiulier, on peut montrer [61℄ que le spetre ('est-à-dire l'ensemble des
valeurs propres) de l'opérateur nombre de photons Nˆ se ompose des entiers
positifs ou nuls [22, 61℄, illustrant ainsi que la mesure de ette observable est
quantiée
52
. Les veteurs propres notés
∣∣n〉 et assoiés à haque valeur propre
51− Nous onservons dans ette setion la notation d'usage des opérateurs quantiques sous
la forme Xˆ. À l'exeption de ette setion ependant, ette notation désignera l'estimateur de
la valeur X dans tout le reste du manusrit.
52− La méanique quantique postule en eet que le résultat de la mesure d'une grandeur
physique est néessairement égal à une des valeurs propres de l'observable orrespondante. Si
le spetre de l'observable est disret, alors les résultats de mesure sont quantiés [22℄.
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n ∈ N sont appelés états nombres ou états de Fok et vérient par onséquent
∀n ∈ N, Nˆ∣∣n〉 = n∣∣n〉. (3.7)
Ces veteurs forment une base de l'espae de Hilbert des états du hamp dans le
mode unique onsidéré ii et permettent dans ertains as de représenter aisément
d'autres états du hamp. Par ailleurs, l'énergie E|n〉 d'un tel état nombre
∣∣n〉
s'érit [61℄,
E|n〉 = hν
(
n +
1
2
)
, (3.8)
montrant ainsi que même en l'absene de photon (état
∣∣0〉), l'énergie du hamp
életromagnétique est non nulle.
3.1.1.1 Opérateurs de quadrature :
Nous introduisons également deux opérateurs de quadrature, notés EˆP
et EˆQ qui nous seront utiles par la suite pour dérire les états quantiques de la
lumière. Ces opérateurs s'expriment simplement en fontion des parties réelle et
imaginaire de l'opérateur aˆ :
EˆP = E0[aˆ† + aˆ], et, EˆQ = i E0[aˆ† − aˆ]. (3.9)
Dans une desription lassique du hamp, es grandeurs s'interprètent direte-
ment omme les parties réelle et imaginaire de l'enveloppe omplexe du hamp.
En tant qu'opérateurs quantiques, ils ne ommutent ependant pas entre eux, ren-
dant par onséquent impossible la mesure simultanée des quadratures du hamp
ave une préision absolue [61℄. Cette relation d'inertitude se traduit plus
préisément par l'inégalité de Heisenberg suivante [61℄
σ
[EP ] · σ[EQ] ≥ E20 , (3.10)
où σ(X) représente l'éart-type sur la mesure d'une observable Xˆ.
3.1.1.2 Valeur moyenne des observables :
On peut simplement relier les opérateurs quantiques introduits préédemment
aux grandeurs lassiques orrespondantes. En eet, pour un opérateur Xˆ, la
grandeur lassique orrespondante est égale à la valeur moyenne
53
de elui-i
〈Xˆ〉. Ainsi, le nombre moyen de photons dans le mode onsidéré sera noté
µN = 〈Nˆ〉. (3.11)
3.1.1.3 Cas des hamps multimodes :
Par soui de simpliité, nous avons supposé jusqu'à présent que le hamp
életromagnétique était monomode. Cela n'est pas toujours le as dans les ex-
périenes d'optique quantique : en eet, on peut imaginer des états lumineux
53− En méanique quantique, la valeur moyenne 〈Xˆ〉 d'une observable Xˆ est dénie omme
la moyenne statistique de la mesure de ette observable sur un état quantique donné
∣∣Ψ〉. En
d'autres termes, pour un état
∣∣Ψ〉 donné, on a 〈Xˆ〉 = 〈Ψ∣∣Xˆ∣∣Ψ〉 (voir par exemple [22℄).
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omposés de plusieurs modes de polarisation ou ontenant diérentes ompo-
santes, de veteurs d'ondes ki distints. En outre, même en restant dans les
limites d'un hamp salaire monohromatique, le hamp életrique peut être dé-
omposé sur une base disrète quelonque
54
de modes transverses {ui(r)}i∈N, or-
thonormés (
∫∫
u∗i (r)uj(r)d
2r = δi,j). Par exemple, les modes de Hermite-Gauss
ou de Laguerre-Gauss sont bien adaptés pour dérire la distribution spatiale
tranverse d'un hamp dans une avité ylindrique [61, 28℄. De même, lorsque la
mesure du hamp életromagnétique est réalisée sur un déteteur matriiel, la
desription du hamp sous la forme de  modes pixels  peut s'avérer tout à fait
indiquée [149℄.
Ainsi, lorsque plusieurs modes oexistent au sein du rayonnement lumineux,
il est néessaire de remplaer l'opérateur aˆ(r) introduit à l'équation (3.4) par un
ensemble d'opérateurs vériant
aˆ(r) =
∑
k
aˆkuk(r), (3.12)
où la sommation disrète peut, le as éhéant, porter sur une innité dénom-
brable de termes [28℄. Les opérateurs aˆk obéissent dans e as aux relations de
ommutation suivantes [aˆn, aˆ
†
m] = δn,m. À haun de es modes, nous pouvons
bien sûr assoier des opérateurs de quadrature, ainsi que des opérateurs nombre
de photons Nˆk = aˆ
†
kaˆk.
Un état multimodal
∣∣Ψ〉 ontenant nk photons dans le mode k peut ainsi
être représenté sur la base des états nombres en érivant
∣∣Ψ〉 = ∣∣n1, . . . , nk, . . .〉.
Tout se passe don omme si le hamp életrique pouvait être dérit omme un
ensemble de n1 partiules indépendantes (photons)  peuplant  le mode 1, n2
partiules indépendantes  peuplant  le mode 2, et.
3.1.2 Photodétetion
Après avoir introduit les bases du formalisme de l'optique quantique, nous
abordons ii la modélisation des signaux de photodétetion (ou photoomptage)
sur lesquels sont basés les travaux présentés dans la suite de ette thèse
55
.
3.1.2.1 Modèle de photodéteteur unique
Considérons dans un premier temps le as d'un photodéteteur unique dont
la surfae sensible, notée Σ, est supposée susamment étendue pour apter la
totalité du faiseau lumineux étudié (buket detetor en anglais). Nous ne rap-
pelerons pas ii la théorie quantique rigoureuse de la photodétetion, fondée en
1963 dans le élèbre artile de R. J. Glauber [51℄. Suivant une démarhe simi-
laire aux référenes [122, 28℄, nous nous limiterons plutt à supposer qu'un tel
déteteur permet de mesurer l'observable Nˆr qui orrespond au nombre total de
54− Ces modes doivent néanmoins vérier l'équation de propagation du hamp életroma-
gnétique dans l'approximation paraxiale. (Voir la référene [28℄, p. 10 pour une disussion plus
approfondie de es onditions.)
55− Nous laisserons de té ii la mesure des observables ontinues du hamp (par exemple
les quadratures du hamp) pour laquelle on utilise ouramment des tehniques de détetion
homodyne auxquelles on ne s'intéressera pas ii (Voir par exemple [61℄).
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photoévénements
56
détetés par le apteur pendant une durée d'intégration T .
Dans le as d'un rayonnement monomode, on admettra que ette grandeur peut
s'érire [28℄
Nˆr =
η
E20
∫∫
Σ
Aˆ†(r)Aˆ(r)d2r = η aˆ†aˆ, (3.13)
où Aˆ(r) représente l'opérateur introduit à l'équation (3.3), assoié à l'enveloppe
omplexe du hamp supposé salaire et où η représente l'eaité quantique
du déteteur. Ave e modèle simplié de photodétetion, on admettra que le
photodéteteur permet de mesurer l'observable Nˆr, et qu'en moyenne le apteur
fournit la valeur suivante :
〈Nˆr〉 = η 〈aˆ†aˆ〉 = η 〈Nˆ〉 = η µN , (3.14)
où µN représente le nombre moyen de photons ontenus dans l'unique mode de
rayonnement. En raison de la nature quantique du hamp életromagnétique, les
résultats de mesure du nombre de photons sont entâhés de utuations, même
en l'absene de toute soure de bruit. Ces utuations peuvent être aratérisées
par l'intermédiaire du modèle simplié de photodétetion adopté ii [28℄ et seront
étudiées dans la setion suivante pour diérents états quantiques de la lumière.
Sauf indiation du ontraire, nous onsidérerons toujours dans la suite que
l'eaité quantique des déteteurs utilisés est unitaire (η = 1), e qui onstitue
un as limite de photodétetion idéale. On pourra alors identier le résultat du
proessus du photoomptage Nˆr ave l'observation de l'opérateur nombre de pho-
tons Nˆ du faiseau monomode57. Cette hypothèse revient à supposer que haque
photon déteté à la surfae du apteur est onverti ave une probabilité de 1
en un porteur de harge élémentaire (életron). Cette hypothèse peut paraître
forte au regard de la qualité des photodéteteurs atuels. Cependant, les pro-
grès tehnologiques inessants pour réduire le bruit propre des photodéteteurs
à omptage de photons (photomultipliateurs, photodiodes à avalanhe) tendent
à rapproher ontinuellement les expérimentateurs de ette situation idéale. Par
ailleurs, nous étudierons dans la suite omment l'utilisation d'états quantiques
non standards (états sous-poissoniens) permet d'améliorer les performanes de
traitements d'image. Par onséquent, supposer que l'étape de photodétetion
s'eetue de manière idéale nous permettra de borner e gain en performane en
aratérisant le as idéal où les bruits  tehnologiques  peuvent être négligés.
3.1.2.2 Photoompteur matriiel pour l'imagerie
Le modèle de photodéteteur unique que nous venons d'évoquer est lairement
inadapté à la desription d'expérienes d'imagerie. En eet, la formation d'images
néessite de juxtaposer un grand nombre de déteteurs élémentaires pour réaliser
une mesure d'intensité lumineuse en haque point du plan transverse.
Nous admettrons dans la suite que l'aquisition des images est réalisée par
un apteur matriiel, onstitué d'un grand nombre de photodéteteurs idéaux en
régime de omptage de photons. Chaque pixel de l'image ainsi onstituée permet-
56− Un photon inident sur la surfae du déteteur donne lieu à un photoévénement lorsqu'il
est onverti en porteur de harge au niveau du apteur et est eetivement déteté par elui-i.
57− Par onséquent, nous ne distinguerons plus par la suite les observables Nˆr et Nˆ .
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tra de oder en niveau de gris le résultat de photoomptage réalisé par haque
photodéteteur élémentaire. Pour une eaité quantique η = 1, le modèle de
photodétetion de l'équation (3.13) permet d'érire, au niveau du déteteur  élé-
mentaire  de surfae Σj assoié au pixel j
Nˆj =
1
E20
∫∫
Σj
Aˆ†0(r)Aˆ0(r)d
2r = aˆ†aˆ
∫∫
Σj
|u0(r)|2d2r, (3.15)
où u0(r) représente le prol spatial du mode. Notons en outre que ette dernière
équation peut se généraliser au as d'un hamp multimode (voir équation (3.12))
en érivant,
Nˆj =
∑
k
aˆ†kaˆk
∫∫
Dj
|uk(r)|2d2r, (3.16)
où uk(r) représente le prol spatial du mode k du hamp.
Si e modèle parfait de photoompteur matriiel peut paraître assez irréaliste
dans l'état atuel de la tehnologie des instruments de photoomptage, les progrès
tehnologiques réents permettent néanmoins d'envisager que de tels dispositifs
d'imagerie en omptage de photons voient le jour prohainement [141, 11, 53℄.
Nous reviendrons plus en détail au hapitre suivant sur ette modélisation simple
de photodéteteurs matriiels. Elle nous sera en eet utile pour étudier l'amélio-
ration de la préision optimale de positionnement de faiseau en présene d'états
non lassiques de la lumière.
3.1.3 Des états plus ou moins  lassiques  de la lumière
Le formalisme de l'optique quantique rappelé brièvement au début de e ha-
pitre va nous permettre ii de passer rapidement en revue quelques exemples
d'états partiuliers ommunément utilisés en optique quantique. Nous présen-
tons tout d'abord les états dits  quasi-lassiques  ( vide  quantique et états
ohérents de Glauber), puis nous aborderons d'autres états dits  non lassiques 
parmi lesquels gurent les états sous-poissoniens qui nous intéresseront plus par-
tiulièrement dans les hapitres suivants.
3.1.3.1  Vide  quantique
Nous avons vu au début de e hapitre que l'état fondamental d'une lumière
monomode possède une énergie minimale E|0〉 = hν/2 et est aratérisé par un
nombre moyen de photons nul, 〈Nˆ〉 = µN = 0. La valeur moyenne de ses qua-
dratures est nulle également, 'est-à-dire 〈EˆP 〉 = 〈EˆQ〉 = 0, justiant ainsi son
appelation de  vide  quantique [61℄. Bien que la valeur moyenne de l'enveloppe
omplexe du hamp soit nulle, le niveau d'énergie non nul assoié au  vide 
quantique provient des utuations statistiques du hamp, qui déoulent du prin-
ipe d'inertitude de Heisenberg. En eet, on peut montrer [61, 28℄ que la variane
des quadratures du hamp életrique s'érit
σ2
(EP) = σ2(EQ) = E20 . (3.17)
L'inertitude qui entahe ainsi toute mesure de quadrature du hamp peut
être appréhendée, hors du adre formel de la méanique quantique, par une inter-
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prétation probabiliste similaire à elle que avons utilisée dans la première partie
de ette thèse pour modéliser les utuations de hamp en présene de spe-
kle. En eet, les inertitudes qui aratérisent toute mesure d'une observable
d'un hamp életromagnétique peuvent être intuitivement représentées omme
des utuations statistiques qui entahent la grandeur lassique orrespondante
[61, 122℄. Cette approhe onduit ainsi naturellement à utiliser la représentation
du hamp életrique dans le plan de Fresnel, omme nous l'avons fait en setion
1.2.2.1 pour représenter les utuations du hamp életrique pour des modèles de
spekle irulaires ou non-irulaires
58
. Ainsi la représentation de l'état  vide 
sur le plan de Fresnel donnée en gure 3.1.a est tout à fait similaire à la gure
1.1.a traée en page 15 : le hamp est représenté par un veteur nul, autour du-
quel on trae un erle de rayon E0 qui reète les utuations d'origine quantique
du hamp autour de sa valeur moyenne.
E0e−R
EQ
E0eR
EP
(a)
EQ
(b)
()
EQ E0
E0
E0 EP EP
E0α
E0α
Fig. 3.1  Représentation de Fresnel d'un état de  vide  quantique (a), d'un
état quasi-lassique (b) et d'un état omprimé en amplitude (). Les axes du
repère orrespondent aux deux quadratures EˆP et EˆQ introduites à l'équation
(3.9).
3.1.3.2 États ohérents de Glauber ou états quasi-lassiques
À la diérene de l'état  vide , les quadratures du hamp dans l'état quasi-
lassique possèdent une valeur moyenne non nulle 〈EˆP 〉 = Re[α] E0 et 〈EˆQ〉 =
Im[α] E0, où la variable normale du hamp α = 〈aˆ〉 a été dénie à l'équation
58− Cette approhe probabiliste des inertitudes quantiques est partiellement inorrete du
point de vue de la méanique quantique. En eet, dénir la densité de probabilité onjointe
P (X+, X−) de deux quadratures onjuguées du hamp (notées X+ et X−) néessite de donner
un sens à la quantité P (X+, X−)dX+dX− qui représente la probabilité que le hamp se situe
dans un volume innitésimal dX+dX− autour du point (X+, X−). Cette représentation est
don problématique du point de vue de la méanique quantique ar deux quadratures ne
peuvent être simultanément dénies si e volume est inférieur à la limite de Heisenberg. Pour
pallier e problème, l'optique quantique dispose d'un autre outil mathématique, la fontion
de WignerW (X+, X−), appelée aussi  quasi-densité de probabilité , et dénie de sorte que
toute marginalisation de ette fontion dans une diretion de quadrature donnée orresponde à
la distribution de probabilité (lassique) de la quadrature orrespondante. Dans de nombreux
as orrespondant aux états gaussiens du hamp, la fontion de Wigner peut être assimilée
à une densité de probabilité onjointe lassique, aussi nous n'utiliserons pas dans la suite le
formalisme de la fontion de Wigner [36℄.
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(3.1) [61℄. Les utuations de es quadratures sont ependant identiques au as
du  vide , ar elles vérient
σ2
(EP) = σ2(EQ) = E20 . (3.18)
Les états quasi-lassiques sont don des états minimaux, dans le sens où ils
 saturent  l'inégalité de Heisenberg de l'équation (3.10) [61, 158℄. La repré-
sentation d'un tel état dans le plan de Fresnel, shématisée sur la gure 3.1.b,
se déduit don simplement de la représentation de l'état  vide  grâe à une
translation par le nombre omplexe E0 α.
Par ailleurs, on peut montrer que le nombre de photons ontenus dans un tel
mode obéit à une loi de Poisson [61, 122℄
PN (n) = e
−µN (µN)
n
n!
, (3.19)
de moyenne 〈N〉 = µN et de variane var(N) = µN .
Ces états quasi-lassiques sont très souvent utilisés dans les expérienes d'op-
tique quantique puisqu'ils permettent de modéliser le omportement des lumières
ohérentes produites par un laser monomode au dessus de son seuil d'osillation,
en l'absene de toute soure de bruit  tehnologique  lassique [61℄. Ainsi, es
états minimaux au sens de l'inégalité de Heisenberg permettent d'atteindre une
limite ultime pour la préision de mesure d'une observable du hamp ave une
lumière laser ohérente. Cette préision limite a été largement étudiée [116, 37℄ et
peut être expérimentalement atteinte dans ertaines mesures de grande préision.
Elle prend bien sûr diverses formes selon le type de mesure envisagé (mesure de
quadrature, mesure de photoomptage, et.) mais est généralement qualiée de
Limite Quantique Standard ou Standard Quantum Limit en anglais (SQL).
On sait néanmoins désormais que pour ertaines appliations de métrologie,
ette préision limite peut être dépassée si l'on utilise des états quantiques de
la lumière partiuliers, aux propriétés non lassiques et adaptés à la mesure
onsidérée. Parmi es états non lassiques, les plus utilisés à e jour sont les états
omprimés du rayonnement que nous présentons dans le paragraphe qui suit.
3.1.3.3 États omprimés
Nous avons vu que les états quasi-lassiques du hamp (états ohérents)
étaient des états minimaux au sens de l'inégalité de Heisenberg, et que les u-
tuations de deux quadratures onjuguées (EˆP et EˆQ par exemple) étaient égales.
Depuis une trentaine d'années ependant [137℄, on sait qu'il existe des états de
la lumière qui, tout en restant minimaux au sens de l'inégalité de Heisenberg,
possèdent des utuations omprimées sur une quadrature, au prix bien sûr
d'un niveau de bruit plus important sur la quadrature onjuguée [61℄. Cette aug-
mentation du bruit sur la quadrature onjuguée n'est pas problématique pour
la plupart des appliations de métrologie optique qui se bornent à observer une
seule grandeur relative au hamp (l'intensité par exemple, ou une unique qua-
drature de hamp). En eet, il sut dans e as de omprimer les utuations
dans la quadrature d'intérêt pour réduire le bruit de mesure.
Sans entrer dans les détails de la théorie quantique de es états omprimés
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(qui gurent dans les ouvrages d'optique quantique, voir [61℄ par exemple), nous
présentons ii un état omprimé en amplitude qui se aratérise par des
utuations réduites dans la quadrature en phase ave le hamp moyen
59
. Sup-
posons en outre sans perte de généralité que e hamp moyen est représenté par
un nombre réel dans le diagramme de Fresnel. Sous es hypothèses, on peut alors
montrer que les utuations de la quadrature réelle σ2
(EP ) sont réduites en pro-
portion du fateur de ompression, noté e−2R, alors que les utuations de
la quadrature onjuguée (EQ) sont quant à elles augmentées en proportion du
même fateur, 'est-à-dire
60
σ2
(EP) = E20 e−2R et, σ2(EQ) = E20 e2R. (3.20)
D'un point de vue théorique, il n'existe pas de limite à la valeur du fateur de
ompression : il serait don possible a priori de réduire à volonté le bruit d'origine
quantique sur une quadrature donnée du hamp. En pratique ependant, il est
enore diile d'obtenir des valeurs élevées de e fateur de ompression.
Si l'on représente un tel état sur un diagramme de Fresnel omme en gure
3.1., on voit alors qu'il existe un parallèle lair ave le modèle statistique d'un
spekle non-irulaire présenté dans la première partie de ette thèse (Voir gure
1.1.b, page 15).
États sous-poissoniens : En e qui onerne le nombre de photons ontenus
dans un tel état omprimé en amplitude, on peut montrer [61℄ que la ompression
des utuations sur la quadrature en phase ave le hamp moyen se transfère au
niveau des utuations de l'opérateur nombre de photons Nˆ . On peut montrer
en eet [61℄ que pour des valeurs élevées du hamp moyen, on a
var(N) ≃ µNe−2R. (3.21)
Il est don possible de produire des états omprimés en terme de nombre de
photons, qui se aratérisent par des statistiques de photoomptage plus ordon-
nées que le bruit quantique standard poissonien. De tels états sont pour ela
ommunément appelés états sous-poissoniens du hamp. Dans la setion sui-
vante de e hapitre, les prinipales propriétés de es états sous-poissoniens seront
détaillées ainsi que les diérents modèles qui seront utilisés dans la suite pour
appréhender le omportement statistique de es états.
Appliations des états omprimés : Les possibilités appliatives de es
tehniques de rédution du bruit quantique sont variées et ont rapidement fait
l'objet de nombreuses reherhes. La prinipale appliation envisagée a été l'amé-
lioration de la préision des mesures interférométriques [165℄, motivée en partiu-
lier par les expérienes de détetion d'ondes gravitationnelles [101, 96℄, ou enore
la spetrosopie de haute sensibilité [123℄.
Parmi les autres appliations envisagées qui pourraient bénéier de la rédu-
tion de bruit sur l'intensité lumineuse, on peut également iter les mesures de
59− Plus exatement, en phase ave la valeur moyenne de l'enveloppe omplexe du hamp.
60− On remarque ii que l'on a toujours σ2(EP ) · σ2(EQ) = E20 e qui orrespond bien à un
état minimal.
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faibles absorptions [122, 73℄ ou enore les ommuniations optiques [145, 132℄.
Nous verrons également que les progrès des générateurs d'états omprimés hau-
tement multimodes [52, 102℄ laissent entrevoir de prohaines appliations de es
états pour l'imagerie quantique.
Prodution d'états omprimés : Terminons ette présentation des états
omprimés en évoquant les prinipaux moyens onnus à e jour pour produire
en laboratoire de tels états omprimés, impossibles à obtenir ave des soures
de lumière usuelles
61
. La prodution de es états néessite en eet de mettre en
÷uvre des eets optiques non linéaires à travers des montages expérimentaux de
grande préision. Une méthode très répandue pour produire des états omprimés
du rayonnement onsiste à plaer un milieu non-linéaire paramétrique au ÷ur
d'une avité optique résonnante, permettant par e biais de réaliser la onversion
paramétrique d'un photon de pompe en deux photons  jumeaux  identiques
[164, 100, 122, 61℄. Grâe à es dispositifs, on peut atuellement obtenir jusqu'à
−9 dB de rédution de variane de bruit sur une quadrature [142℄.
Une autre solution envisageable onsiste à utiliser des émetteurs lasers alimen-
tés par un ourant de pompe dont les utuations sont réduites [122, 94, 124, 166℄.
Il est en eet possible de produire des ux d'életrons sous-poissoniens, en parti-
ulier dans des matériaux à semi-onduteurs, e qui a ainsi permis de onevoir
des diodes laser à semi-onduteurs omprimées en intensité (sous-poissoniennes)
[143℄. Les performanes de telles soures sont prometteuses, que e soit en terme
de fateur de ompression (on a ainsi déjà pu atteindre un fateur de ompression
de 10 ave de telles soures [61℄), ou en terme de bande passante [94℄. Enn, nous
pouvons iter d'autres tehniques de prodution d'états sous-poissoniens, fondées
quant à elles sur un ontrle atif du ux de photons [99, 67℄, par exemple grâe
à l'utilisation de paires de photons  jumeaux  [89℄ ou bien utilisant des soures
à photon unique ontrlées [150℄.
3.1.3.4 Autres états non lassiques de la lumière
Pour terminer ette présentation des états quantiques de la lumière, itons
enn quelques états non lassiques, prédits depuis longtemps par la théorie quan-
tique mais que l'on sait produire en laboratoire depuis peu de temps :
 Les états de Fok, ou états  nombre , notés
∣∣n〉, ontiennent un nombre
xé de photons. Malgré leur simpliité apparente dans le formalisme de
l'optique quantique, ils sont diiles à produire expérimentalement.
 L'état  hat de Shrödinger  est une superposition linéaire d'états
ohérents impossible à dérire hors du adre de la méanique quantique et
peut être produit en laboratoire depuis quelques années [109℄.
 Les états intriqués sont des états multimodes qui présentent des orréla-
tions importantes entre leurs quadratures [5℄ et peuvent être produits grâe
à des états à deux photons, assoiés haun à un mode de polarisation [5℄,
ou enore par superposition de deux états omprimés [108℄.
Ces diérents états possèdent un potentiel d'appliation important en e qui
onerne le alul quantique ou les protooles de ommuniation et de rypto-
61− Voir la référene [23℄ pour une desription exhaustive des tehniques de prodution
d'états omprimés.
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graphie quantiques [5℄. Pour es diérentes raisons, ils font aujourd'hui l'objet
d'une reherhe intense et sont à l'origine de nouvelles théories de l'information
quantique (voir par exemple [68℄ ou plus réemment [112℄).
3.2 Modèles de proessus sous-poissoniens
Nous nous foaliserons uniquement dans la suite de ette thèse sur les états
sous-poissoniens du hamp életromagnétique, qui orrespondent omme nous
l'avons vu à des états omprimés en amplitude. Dans les hapitres suivants, nous
nous limiterons à une desription phénoménologique de e type de utuations
d'intensité sous-poissoniennes, sans utiliser le formalisme rigoureux de l'optique
quantique. Ce hoix nous permettra ainsi d'utiliser les résultats des théories de
l'information et de l'estimation lassiques.
Par ailleurs, bien que nous ayons positionné les travaux menés dans ette
partie de thèse dans le adre de l'optique quantique, on peut toujours imaginer
que d'autres moyens existent pour produire des proessus sous-poissoniens dans
le ontexte de l'optique. Plusieurs des modèles qui seront exposés par la suite
ont en partiulier été proposés initialement dans des domaines bien diérents de
l'optique quantique (théorie du renouvellement, théorie des les d'attente, et.).
3.2.1 Caratérisation des utuations sous-poissoniennes
Comme nous l'avons vu préédemment, un état de la lumière dont les utua-
tions sont omprimées en amplitude peut onduire à une rédution de la variane
de l'opérateur nombre de photons. Nous avons également souligné omment la
modélisation de es hamps omprimés pouvait être formellement rapprohée du
modèle, présenté au hapitre 1 dérivant les statistiques de spekle non irulaire
et de omposante spéulaire non nulle.
Dans le as où la valeur moyenne de l'enveloppe omplexe du hamp est
importante devant l'amplitude des utuations, on peut négliger le aratère
orpusulaire des détetions de photons pour obtenir une modélisation en ré-
gime de utuations ontinues (ontinuous wave regime) plutt qu'en régime de
omptage de photons. Cela permet de pousser un peu plus loin l'analogie ave le
modèle de spekle non irulaire en supposant que l'intensité lumineuse est dis-
tribuée selon la loi de probabilité de l'équation (1.30), obtenue dans le as d'un
hamp gaussien non irulaire de omposante spéulaire non nulle et réelle, où
l'on xe σ2r = E20e−2R et σ2i = E20e2R. On peut alors montrer [62℄ que la variane
de l'intensité est inférieure à la moyenne et vérie var(I) = µIe
−2R
.
En outre, en régime de très forte intensité, on peut être amené à utiliser,
omme dans les référenes [29, 28℄ par exemple, un modèle plus simple de u-
tuations d'intensité sous-poissoniennes qui onsiste à simplier la DDP de l'in-
tensité PI(I) de l'équation (1.30) en admettant que l'intensité lumineuse obéit à
une loi gaussienne, de moyenne µI et variane var(I) = σ
2
I inférieure à µI , soit
PI(I) =
1√
2πσI
exp
(
−(I − µI)
2
2σ2I
)
. (3.22)
Ce modèle simple est bien sûr intéressant pour dérire les statistiques d'inten-
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sité sous-poissoniennes à fort ux de photons (forte intensité). En partiulier,
l'utilisation d'un tel modèle a déjà fait l'objet de plusieurs travaux [29, 28℄ pour
prédire, grâe aux outils de la théorie de l'information, les gains en préision
optimale que l'on peut espérer obtenir ave de tels signaux optiques.
Nous serons amenés, dans la suite de ette partie de thèse, à ompléter es
résultats en utilisant des modèles de utuations sous-poissoniennes diérents,
qui permettent une desription plus  ne  de es statistiques d'intensité non
lassiques et qui ne sont pas limitées à des situations de très fortes intensités, ni à
de petites variations du paramètre estimé. Avant de dérire les deux modèles qui
seront utilisés dans la suite de e travail, nous présentons d'abord les prinipales
propriétés et aratérisations statistiques des états sous-poissoniens.
3.2.1.1 Fateur de Fano
Nous qualierons de sous-poissonienne toute statistique de photoomptage
dont la variane var(N) est inférieure à la valeur moyenne µN , et qui présente
ainsi un ordre partiel de la statistique par rapport à la loi de Poisson. Pour
quantier l'ordre partiel introduit par de telles statistiques non-lassiques au
moyen d'un paramètre salaire, nous hoisissons pour la suite de es travaux
de thèse d'utiliser le fateur de Fano, introduit par U. Fano en 1947 [43℄. Ce
fateur est simplement déni omme le rapport de la variane de la statistique
de photoomptage et de la moyenne de elui-i [43℄ :
F =
var(N)
µN
. (3.23)
Il est faile de vérier qu'une statistique de Poisson orrespond à un fateur de
Fano unitaire (F = 1) tandis qu'une statistique sous-poissonienne sera araté-
risée par un fateur de Fano inférieur à un [95, 144, 122℄.
Ce paramètre salaire permet ainsi d'évaluer simplement le aratère sous-
poissonien d'une statistique de photoomptage dans le adre de l'approhe sim-
pliée de la théorie de la photodétetion que nous adoptons ii. De plus, nous
verrons dans les hapitres suivants que la valeur de e paramètre onditionne les
gains en performane que l'on peut espérer en utilisant des états sous-poissoniens
du hamp à la plae d'un état ohérent lassique (lumière laser), que e soit dans
le as de l'estimation d'un paramètre (hapitre 4), ou pour la disrimination entre
deux niveaux d'intensité (hapitre 5).
3.2.1.2 Proessus sous-poissoniens et phénomène d'antibunhing
Une autre aratéristique remarquable et non lassique des proessus sous-
poissoniens peut être mise en évidene lors d'une expériene de photodétetion en
oïnidene, qui onsiste à mesurer expérimentalement, par un dispositif similaire
à la élèbre expériene d'Hanbury-Brown et Twiss [64℄, la probabilité onjointe
de déteter l'arrivée d'un premier photon à l'instant t, puis un seond photon
au temps t + ∆t. En eet, lorsqu'on eetue une mesure de photoomptage
en oïnidene sur un hamp monomode sous-poissonien, on s'aperçoit que la
probabilité de photodétetions multiples pour des délais ∆t extrêmement ourts
est plus faible que dans le as d'une lumière poissonienne lassique. Ce résultat
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expérimental déouvert par Kimble, Dagenais et Mandel en 1977 [81℄ onrme le
aratère non lassique des proessus sous-poissoniens : en eet, immédiatement
après la prodution (ou la détetion) d'un photon à l'instant t, la prodution (ou
la détetion) d'un seond photon est pénalisée durant un ertain délai, xé par
les aratéristiques de la soure sous-poissonienne
62
[111, 131℄. Ce phénomène
de  dégroupement  des événements enregistrés au niveau du déteteur est
appelé antibunhing selon la terminologie anglo-saxonne. Ce phénomène est
failement onevable de manière intuitive : dans un proessus sous-poissonien,
les arrivées des photons sur le déteteur sont plus ordonnées dans le temps que
pour un proessus de Poisson lassique, et l'ordre des instants de détetion des
photons s'aroît à mesure que la nature sous-poissonienne du hamp augmente
63
.
Bien que nous ayons ii enore traité prinipalement le as d'états non las-
siques de la lumière, des omportements similaires peuvent être identiées dans
d'autres situations physiques, par exemple lors de la onversion d'un photon en
quantum de harge életrique sur un déteteur imparfait [98℄.
3.2.1.3 Inuene d'une absorption partielle
Comme tout état non lassique du rayonnement életromagnétique, les états
sous-poissoniens sont hautement sensibles et fragiles à toute intération (ou-
plage) ave l'environnement extérieur, e qui explique en grande partie les di-
ultés expérimentales renontrées pour produire et manipuler de tels états. En
partiulier, la propagation d'un faiseau lumineux sous-poissonien à travers un
milieu partiellement absorbant, de même que la réexion d'un tel faiseau sur
une surfae partiellement rééhissante vont dégrader le aratère sous-poissonien
de la lumière, rapprohant elle-i d'un état ohérent aux statistiques d'inten-
sité poissoniennes [144℄. Pour quantier ette dégradation de l'ordre partiel,
il onvient don d'étudier omment l'absorption partielle d'un proessus sous-
poissonien provoque une augmentation du fateur de Fano de e dernier.
Un tel phénomène d'absorption de l'intensité peut être aisément modélisé par
un proessus d'absorption aléatoire de Bernoulli ( Bernoulli random deletion 
en anglais). Ce modèle d'absorption implique une vision orpusulaire du ux
lumineux, que l'on suppose ontenir n photons [144℄. À haun de es photons,
on assoie alors une probabilité τ d'être transmis et une probabilité (1−τ) d'être
absorbé, où τ représente le fateur de transmission du proessus d'absorption ou
de réexion modélisé. À partir de e modèle d'absorption, dérit plus en détail à
l'annexe C.1, on peut montrer la propriété suivante [144℄, dont la démonstration
est également rappelée dans la même annexe :
Propriété 3.1 Un proessus sous-poissonien de moyenne µN et aratérisé par
un fateur de Fano FN , subissant une absorption ou une réexion modélisée par
un proessus d'absorption de Bernoulli de fateur de transmission τ , reste sous-
62− Enore une fois, e résultat entre en ontradition ave les préditions de la théorie
lassique du hamp életromagnétique, et néessite pour être démontré d'utiliser la théorie
quantique rigoureuse de la photodétetion en oïnidene.
63− Préisons ii que la réiproque n'est pas systématiquement vériée : on peut trouver des
états présentant un phénomène d'antibunhing mais dont les statistiques de omptage ne sont
pas sous-poissoniennes (voir [83℄ pour une disussion approfondie de ette question).
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poissonien de moyenne inférieure, µN ′ = τµN , et de fateur de Fano supérieur,
FN ′ = 1− τ(1− FN ) ≥ FN . (3.24)
Le rapport des fateurs de Fano des états absorbé et non absorbé sera noté onven-
tionnellement dans la suite
α(FN , τ)
△
=
FN ′
FN
=
1− τ(1− FN )
FN
. (3.25)
Ce résultat permet d'illustrer ombien les états non standard du hamp életro-
magnétique sont fragiles : toute absorption d'un faiseau sous-poissonien entraîne
irrémédiablement une augmentation du fateur de Fano vers la valeur limite
F = 1 (proessus de Poisson). En d'autres termes, l'ordre partiel qui aratérise
les statistiques sous-poissoniennes par rapport à la loi de Poisson se détériore
sous l'eet d'une absorption, jusqu'à tendre pour des absorptions importantes,
vers une statistique poissonienne standard
64
.
3.2.1.4 Inuene d'un bruit de fond Poissonien
L'ordre partiel aratéristique des utuations sous-poissoniennes peut éga-
lement être dégradé par la présene d'un bruit de fond, perçu par le déteteur,
et que nous modéliserons de façon standard par un proessus de Poisson additif
parasite, noté NB et de moyenne µB. Ce bruit de fond est indépendant du pro-
essus sous-poissonien N onsidéré et le photoomptage résultant N ′ peut don
s'érire
N ′ = N +NB, (3.26)
et sa valeur moyenne vaut µN ′ = µN + µB. En e qui onerne la variane du
proessus N ′, on a var(N ′) = var(N)+var(B) = FNµN +µB. Le fateur de Fano
du photoomptage bruité est noté FN ′ et s'érit [144℄
FN ′ =
var(N ′)
µN ′
=
FNµN + µB
µN + µB
= 1−
[ RSB
1 +RSB
]
(1− FN) ≥ FN , (3.27)
où l'on dénit RSB = µN/µB omme un rapport signal sur bruit. Comme on
pouvait s'y attendre, l'ajout d'un bruit parasite additif poissonien dégrade éga-
lement la nature sous-poissonienne du proessus. Par ailleurs, on remarquera en
omparant ette dernière équation ave l'expression (3.24) qu'un bruit de Pois-
son parasite a le même eet sur le fateur de Fano
65
qu'une absorption partielle
équivalente dont le fateur de transmission serait égal à τeq = RSB/(1 +RSB).
Nous terminons maintenant e hapitre introdutif en détaillant les deux
64− Notons qu'en optique quantique e résultat est souvent obtenu ave une approhe sen-
siblement diérente du proessus d'absorption, en modélisant les pertes en transmission grâe
à l'ation d'une lame partiellement rééhissante qui  ouplerait  les utuations de l'état
omprimé en amplitude sous-poissonien entrant par la voie (1) de la lame, et les utuations du
 vide  quantique intervenant par la voie (2) de ette lame. En sortie de elle-i, le formalisme
de l'optique quantique permet de modéliser e ouplage et de retrouver le résultat de l'équation
(3.24) pour l'évolution du fateur de Fano [16, 61℄.
65− Cela n'est bien sûr pas le as de l'intensité moyenne : elle diminue dans le as d'une
absorption partielle mais augmente en présene d'un bruit additif.
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modèles statistiques qui seront utilisés dans la suite pour dérire des utua-
tions d'intensité sous-poissoniennes. Le premier que nous présentons i-dessous
permet d'appréhender le phénomène d'antibunhing en modélisant le omporte-
ment temporel de la détetion d'un proessus sous-poissonien. Le seond modèle
que nous évoquerons par la suite dérit simplement une statistique de photo-
omptage sous-poissonienne, sans rendre ompte du omportement temporel de
elle-i. Nous verrons ensuite dans les hapitres suivants omment haun de es
modèles peut être utilisé pour étudier les gains de performane apportés par les
utuations sous-poissoniennes pour diérents types de traitements (estimation
de paramètre, disrimination).
3.2.2 Modèle phénoménologique temporel
Le modèle que nous présentons ii se fonde sur une desription temporelle des
proessus sous-poissoniens, qui onsiste à modéliser le omportement statistique
des temps d'attente, notés ξi, entre deux arrivées suessives de photons et qui
seront onsidérés dans la suite omme des variables aléatoires indépendantes.
Cette approhe peut remplaer une desription standard qui s'attaherait à dé-
rire la statistique du photoomptage et l'équivalene entre es deux desriptions
est un résultat bien onnu en e qui onerne les proessus poissoniens [110℄.
3.2.2.1 Cas des proessus poissoniens
Considérons un proessus de photoomptage poissonien N dérit par la loi
de probabilité PN(n) donnée en équation (3.19) et de moyenne µN = φT où φ
désigne le ux moyen de photons. Du point de vue de la théorie des proessus
stohastiques ou proessus pontuels, on peut montrer [110, 25℄ qu'une telle
statistique de omptage peut être modélisée omme résultant de l'observation du-
rant le temps T d'un proessus stohastique dont les diérents temps d'attente
ξi entre deux détetions suessives de photons sont des variables aléatoires in-
dépendantes, et identiquement distribuées selon une loi exponentielle [110, 25℄,
Pξ(ξ) =
1
τ0
exp
(− ξ
τ0
)
, (3.28)
où τ0
△
= 〈ξ〉 = 1/φ. En notant ti les instants d'arrivée des photons sur le dé-
teteur, on a bien sûr ti = ti−1 + ξi où ξi représente le temps d'attente entre
les photons (i− 1) et i. Pour une durée d'observation T donnée, on détetera n
photons à ondition que
tn =
n∑
i=1
ξi ≤ T et tn+1 =
n+1∑
i=1
ξi > T. (3.29)
Pour un ux φ et un temps d'intégration T donnés, ette situation survient ave
une probabilité PN(n) que l'on peut déterminer à partir de l'expression de la loi
de Poisson donnée en équation (3.19).
Grâe à ette modélisation temporelle bien onnue dans le as des proessus
de Poisson, on peut par ailleurs démontrer qu'un proessus pontuel aratérisé
par des temps d'attente de distribution exponentielle dérit la seule situation
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d'un proessus  sans mémoire , e qui signie que le fait d'avoir déteté un
photon à l'instant t n'aete auunement la probabilité de déteter un autre
événement à un instant ultérieur [110℄.
3.2.2.2 Présentation d'un modèle phénoménologique sous-poissonien
On peut maintenant appliquer ette même vision  temporelle  du proessus
pour modéliser les statistiques de photoomptage sous-poissoniennes, aratéri-
sées omme nous l'avons vu par le phénomène de  dégroupement  des arrivées
de photons sur le déteteur (antibunhing). Pour tenter de traduire et ordre
partiel des photodétetions dans le temps, ertains auteurs ont proposé de mo-
dier un proessus poissonien standard en introduisant un temps mort de durée
τd immédiatement après la détetion d'un photon, interdisant ainsi toute nou-
velle détetion pendant et intervalle de temps τd [17, 146℄. Cependant, s'il est
bien adapté pour modéliser des situations physiques pour lesquelles il existe vé-
ritablement un temps mort empêhant deux événements rapprohés, e modèle
de dégroupement semble un peu trop  abrupt  pour dérire des utuations
d'intensité sous-poissoniennes résultant d'une ompression en amplitude des u-
tuations du hamp életromagnétique.
Plutt que d'introduire un temps mort de durée xe, on peut envisager à
défaut de modier la densité de probabilité des temps d'attente, supposée expo-
nentielle dans le as d'un proessus poissonien [146℄. En eet, pour rendre ompte
du phénomène d'antibunhing et introduire un ordre partiel des arrivées de pho-
tons dans le temps, il est néessaire de pénaliser les détetions  groupées  de
photons, diminuant ainsi la probabilité de déteter un seond photon immédia-
tement après une première détetion. Pour ette raison, nous adopterons, pour
ertains développements présentés dans la suite, un modèle phénoménologique
qui généralise le as de la loi exponentielle en supposant que le temps d'attente
entre deux détetions suessives de photons est distribué selon une DDP gamma
d'ordre entier L ≥ 1,
Pξ(ξ) =
LLξL−1
τL0 (L− 1)!
e
−Lξ
τ0 . (3.30)
Si la valeur moyenne du temps d'attente demeure égale à 〈ξ〉 = τ0, sa variane
vaut en revanhe var(ξ) = τ 20 /L, e qui montre qu'en augmentant l'ordre L de
la loi, le désordre du proessus pontuel diminue puisque les diérentes valeurs
des temps d'attente se resserrent autour de la valeur τ0 puisque la variane de
ξ diminue. Nous montrerons dans la suite que la nature sous-poissonienne du
proessus ainsi modélisé sera aratérisée par l'ordre L de la loi gamma utilisée :
 à l'extrême, pour un ordre L = 1, on retrouve la loi exponentielle et le
proessus dérit est poissonien ;
 à l'inverse, pour un ordre L grand, on tend alors vers une distribution de
Dira, entrée sur la valeur τ0 et l'on modélise alors un proessus dont les
détetions de photons sont parfaitement ordonnées dans le temps.
De tels proessus pontuels de temps d'attente gamma ont été étudiés de
longue date en théorie des les d'attente et théorie du renouvellement [25℄, an de
modéliser les enombrements dans les réseaux de ommuniation, ou le vieillisse-
ment de omposants. L'utilisation de es proessus pour modéliser les statistiques
de photoomptage sous-poissoniennes a également été déjà proposée, notamment
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dans les référenes [146, 122℄.
Pour ompléter ette desription du modèle de temps d'attente gamma, nous
proposons ii d'en donner une image physique simple dont nous tirerons parti au
hapitre suivant. Cette image déoule de la propriété usuelle suivante [110, 25℄ :
Propriété 3.2 Toute variable aléatoire ξ de moyenne τ0 et distribuée selon une
loi gamma d'ordre L entier, peut s'érire omme la somme de L variables aléa-
toires indépendantes ζk distribuées selon une loi exponentielle et de moyenne
τ0/L,
ξ =
L∑
k=1
ζk. (3.31)
Grâe à ette propriété, on peut don s'autoriser à onsidérer l'image phy-
sique suivante : entre deux détetions suessives de photons d'un proessus sous-
poissonien de ux φ = 1/τ0, on peut imaginer que L− 1  photons virtuels 
sont parvenus à la surfae du déteteur. Dans es onditions, la réunion des dé-
tetions de photons réels et de photons virtuels onstitue un proessus poissonien
 virtuel  sous-jaent de ux L/τ0. Bien entendu, es arrivées de photons vir-
tuels n'ont auune réalité physique mais permettent une représentation imagée
intéressante du modèle sous-poissonien présenté ii. Elle simplie en partiulier
la simulation numérique de es photoomptages sous-poissoniens, omme ela est
exposé dans l'annexe C.2.2 où sont détaillées les méthodes utilisées pour simuler
numériquement e modèle temporel.
entre 0 et L− 1
photons virtuels
tn
entre 2 détetions suessives
L− 1 photons virtuels
ξ2
t1 t2
ζ2,1
tn+1 > T
ξn
t=T
t=0
Hypothèse Hℓ:
ℓ photons virtuels
avant la 1ere détetion
Fig. 3.2  Représentation shématique du modèle temporel de proessus sous-
poissonien. L'intervalle de temps entre deux détetions de photons suessives
peut être déomposé en L intervalles séparant l'arrivée de photons virtuels.
3.2.2.3 Propriétés probabilistes du modèle
À partir de e modèle temporel, il nous faut maintenant établir le omporte-
ment statistique du photoomptage orrespondant. Comme on peut le voir à la
gure 3.2, une mesure de photoomptage onsiste shématiquement à mesurer le
nombre n de photons arrivés au niveau du déteteur, supposé parfait (eaité
quantique η = 1), durant un temps d'intégration T xé. On suppose, sans perte
de généralité, que le photoomptage est délenhé au temps t = 0. Les instants
d'arrivée des photons sur le déteteur sont toujours notés ti.
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L'étude de la loi de probabilité PN(n) assoiée à la variable aléatoire N qui
orrespond à e nombre de détetions durant T a été dérite dans le adre de
la théorie du renouvellement [25℄ et peut être transposée aisément au as des
utuations d'intensité lumineuse sous-poissoniennes [146℄. Cependant, l'image
physique des photons virtuels introduite préédemment fournit également un
moyen d'aboutir à l'expression de ette loi de probabilité, dont nous proposons
de rappeler les grandes étapes.
Plutt que de se fonder sur le omptage des photons réels du proessus sous-
poissonien, on peut s'intéresser au omptage des photons virtuels qui obéissent
quant à eux à un proessus poissonien virtuel sous-jaent dont la loi de probabilité
est onnue. Cette approhe implique néanmoins de diérenier plusieurs as pour
modéliser le délenhement de la mesure de omptage. En eet, entre l'instant du
délenhement de la mesure (t = 0) et la première détetion d'un  vrai  photon
à t = t1, on peut supposer que ℓ photons virtuels sont parvenus au déteteur, e
nombre ℓ étant ompris entre 0 et (L− 1) (voir gure 3.2). Pour une loi gamma
d'ordre L, es L hypothèses distintes seront notées Hℓ ave ℓ ∈ [0, L − 1], et
seront supposées équiprobables et indépendantes, 'est-à-dire PH(Hℓ) = 1/L.
Comme préédemment, on aura déteté n photons réels à l'issue de la durée
d'aquisition T si tn ≤ T et tn+1 > T , où tn et tn+1 représentent respetivement
les instants de détetion du ne photon et du (n + 1)e photon. Or, pour une
hypothèse Hℓ donnée, avoir reçu n photons sur le déteteur orrespond à avoir
observé L(n−1)+ℓ+1 événements du proessus poissonien virtuel sous-jaent66,
de même que la réeption de n + 1 photons sur le déteteur s'opère lorsque
Ln+ ℓ+1 événements du proessus poissonien virtuel sous-jaent sont survenus.
Dès lors, si on détete, pendant la durée T , entre L(n − 1) + ℓ + 1 et Ln + ℓ
événements de e proessus virtuel, on obtiendra dans tous les as la détetion
de n photons  réels  (voir gure 3.2). Par onséquent, sous l'hypothèse Hℓ,
la probabilité onditionnelle PN(n|Hℓ) de mesurer n photons  réels  durant
l'intervalle de temps T peut s'érire omme la somme de L probabilités qui
orrespondent aux variables aléatoires de Poisson indépendantes assoiées à la
détetion d'entre L(n−1)+ ℓ+1 et Ln+ ℓ événements du proessus virtuel, soit
PN(n|Hℓ) =
Ln+ℓ∑
m=L(n−1)+ℓ+1
e−LφT
(LφT )m
m!
, (3.32)
où φ = 1/τ0 représente le ux de photons.
On obtient enn la densité de probabilité PN(n) en sommant sur les L hypo-
thèses Hℓ équiprobables, e qui permet nalement d'érire, en notant µN = φT ,
PN(n) =
L−1∑
ℓ=0
PN(n|Hℓ)PH(Hℓ)
=
e−LµN
L
L−1∑
ℓ=0
Ln+ℓ∑
m=L(n−1)+ℓ+1
m≥0
(LµN)
m
m!
,
(3.33)
66− Ce proessus orrespond, rappelons-le, à l'ensemble des instants d'arrivée des photons
réels et des photons virtuels au niveau du apteur.
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et de retrouver ainsi de façon originale le résultat de la référene [25℄.
Nous pouvons maintenant vérier qu'un tel modèle traduit bien un omporte-
ment sous-poissonien en terme de statistique de photoomptage. Des aluls assez
fastidieux détaillés en annexe C.2 permettent de montrer que la valeur moyenne
de ette loi de probabilité est en aord ave la moyenne τ0 = 1/φ des temps
d'attente et vaut bien 〈N〉 = φT = µN . Par ailleurs, on montre également que
pour des temps d'intégration élevés (et don des valeurs moyennes µN élevées),
la variane du photoomptage est inférieure à µN et vérie var(N) = µN/L, e
qui orrespond à un fateur de Fano F = 1/L ≤ 1. Ce résultat démontre don
que pour des ux de photons susants, ette approhe temporelle modélise bien
des statistiques de photoomptage sous-poissoniennes [146℄, dont le fateur de
Fano ne dépend que de l'ordre L de la distribution gamma des temps d'attente.
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Nombre moyen de photons détetés 〈N〉 = µN
Fig. 3.3  Évolution du fateur de Fano du modèle temporel de utuations
sous-poissoniennes, évalué numériquement à partir de la loi de probabilité PN(n)
de l'équation (3.33) et traé en fontion du nombre moyen de photons détetés
pour plusieurs valeurs de l'ordre de la loi gamma L ∈ {1, 2, 3, 4, 5}.
Évolution du fateur de Fano à faible ux À la diérene du modèle gaus-
sien de utuations d'intensité évoqué préédemment et utilisé dans les référenes
[29, 28℄, la modélisation présentée ii permet de s'intéresser au omportement des
expérienes de photoomptage pour des temps d'intégration T ourts ou pour
des faibles ux φ de photons, onduisant dans les deux as à un faible nombre
µN = φT de photons détetés en moyenne. Grâe à e modèle, on peut en eet
rendre ompte de la dégradation progressive de la nature sous-poissonienne de la
statistique de photoomptage à mesure que µN diminue [146, 25℄. Pour des très
faibles valeurs de µN ≪ 1, le aratère sous-poissonien du proessus tend même
à disparaître totalement.
Pour le vérier, nous avons déterminé numériquement les valeurs du fa-
teur de Fano pour plusieurs valeurs de l'ordre L de la loi gamma dérivant
les temps d'attente et lorsque le nombre moyen de photons détetés µN évo-
116
3.2. Modèles de proessus sous-poissoniens
lue. Pour ela, nous avons alulé numériquement la variane du photoomptage
var(N) = 〈N2〉−〈N〉2 à partir de la loi de probabilité PN(n) donnée en équation
(3.33), en évaluant numériquement la somme partielle suivante
var(N) =
P0∑
n=0
[
n2PN(n)
]
− µ2N (3.34)
où la somme a été tronquée pour les termes n > P0 dont la ontribution n'est
plus numériquement signiative
67
. Il est alors aisé d'en déduire le fateur de
Fano en alulant F = var(N)/µN .
Les valeurs du fateur de Fano ainsi déterminées sont représentées sur la
gure 3.3 en fontion de µN et pour plusieurs valeurs de l'ordre L. On observe
ainsi que pour un nombre moyen de photons détetés supérieur à une entaine,
le fateur de Fano est de l'ordre de 1/L, tandis qu'à très faible ux, il tend vers 1
quel que soit l'ordre de la loi d'attente. Cette gure permet également de situer la
transition (ross-over) entre es deux régimes aux alentours de 1 photon déteté
en moyenne pendant l'intervalle de temps T [146, 42℄.
Ce omportement peut s'expliquer assez simplement en remarquant que pour
de très faibles ux de photons (ou de manière équivalente pour des temps d'in-
tégration très ourts), le temps d'attente moyen 〈ξ〉 = τ0 entre deux détetions
sera supérieur à la durée d'intégration sur le apteur : dans e as, on détetera
tout au plus 1 photon durant T . On onçoit alors qu'un tel résultat binaire (0
ou 1 photon déteté) ne dépende pas de la forme de la DDP du temps d'attente
Pξ(ξ), mais de sa seule moyenne τ0 = 〈ξ〉. En eet, dans la limite des très faibles
valeurs d'intensité µN ≪ 1, omme dans le as de la loi de Poisson [110, 118℄,
on montre en annexe C.2 que la loi de probabilité de l'équation (3.33) peut être
approhée par une loi de Bernoulli de moyenne µN ,
PN(n) = µ
n
N(1− µN)1−n, ave n ∈ {0; 1}. (3.35)
Pour un tel proessus de Bernoulli, la variane peut s'érire var(N) = µN(1−µN)
et le fateur de Fano vaut don F = 1− µN et tend vers 1 lorsque µN diminue.
Ainsi, quel que soit l'eort fourni pour tenter d'ordonner les arrivées de pho-
tons dans le temps, e phénomène de  fenêtrage temporel  par la durée
d'observation viendra détériorer inévitablement le aratère sous-poissonien des
statistiques de omptage.
3.2.2.4 Généralisations du modèle temporel
Pour la présentation et la aratérisation de e modèle temporel, nous nous
sommes volontairement limités aux as de temps d'attente distribués selon une
DDP gamma d'ordre L entier. Ce hoix a priori arbitraire se justie ar il per-
met, par le biais de l'image physique des photons virtuels, de aratériser le
omportement probabiliste du photoomptage.
Néanmoins, nous verrons dans le hapitre suivant qu'il peut être intéressant de
généraliser e modèle, par exemple pour dérire des fateurs de ompression des
67− Nous avons pour ela vérié que la tronature des termes n > P0 permettait d'assurer
que
∑P0
n=0 PN (n) était égal à 1 ave une préision inférieure à 10
−6
.
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utuations d'intensité non entiers en utilisant des lois d'attente gamma d'ordre
quelonque (non néessairement entier). De même, pour évaluer la robustesse des
résultats établis grâe au modèle de temps d'attente gamma, on pourra remplaer
les densités de probabilité gamma par d'autres formes de lois unimodales et
positives permettant également de modéliser l'eet de dégroupement des arrivées
de photons (lois K ou lois lognormales par exemple). Pour es deux as, bien
entendu, les modiations apportées au modèle rendront aduque l'interprétation
en terme de photons virtuels.
3.2.3 Modèle de photoomptage binomial
Présentons maintenant un autre modèle de utuations sous-poissoniennes
qui onsiste à supposer que loi de probabilité du nombre de photons détetés au
ours d'une expériene de photoomptage est une loi binomiale. Contrairement
au modèle préédent, l'approhe que nous adoptons ne onsiste pas à s'intéresser
au omportement temporel des temps d'attente entre les détetions de photons.
3.2.3.1 Constrution du modèle de photoomptage binomial
Le modèle étudié à la setion préédente onsistait à généraliser la desrip-
tion temporelle d'un proessus poissonien standard, qui orrespond à la situation
de désordre maximal pour la répartition temporelle des instants de détetion de
photons, en modiant la loi d'attente entre détetions de photons. À l'inverse,
le modèle binomial peut se onstruire quant à lui à partir de la situation la plus
ordonnée, pour laquelle les détetions de photons surviennent de façon parfaite-
ment régulière dans le temps (état nombre). Dans ette situation, une expériene
de photodétetion eetuée pendant une durée T mesure la valeur n0 ave une
probabilité de 1, 'est-à-dire
PN(n) =
{
0 si n 6= N0
1 si n = N0
(3.36)
Le fateur de Fano dans une telle situation est bien sûr minimal et nul.
À partir de et état, on peut onstruire un modèle de utuations sous-
poissoniennes en analysant l'inuene d'une absorption partielle sur et état
parfaitement ordonné [144, 145, 39℄. En eet, lorsqu'il subit une absorption de
fateur de transmission τ modélisée par une absorption de Bernoulli, on aete à
haun des N0 photons ontenus dans et état ordonné une probabilité τ d'être
onservé et (1− τ) d'être absorbé (voir annexe C.1). Dans es onditions, il est
bien onnu (voir [35℄ p. 43, [133℄ p. 31 ou [110℄ p. 43) que le nombre m de pho-
tons onservés à l'issue du proessus d'absorption de Bernoulli appliqué sur les N0
photons initiaux (nombre de  suès  à l'issue de N0 réalisations d'une épreuve
de Bernoulli) obéit à une loi binomiale, de paramètres N0 et τ , 'est-à-dire
PM(m) =
(
N0
m
)
τm(1− τ)N0−m, (3.37)
où
(
N0
m
)
représente le oeient binomial
(
N0
m
) △
= N0!
m!(N0−m)! . Cette loi de probabi-
lité se aratérise par une valeur moyenne µM = τN0 et une variane var(M) =
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µM(1− τ). On remarque ainsi que le proessus absorbé est bien sous-poissonien
puisque var(M) ≤ µM et que son fateur de Fano est diretement donné par
FM = 1− τ .
Dans la suite, nous modéliserons ertains proessus de photoomptage d'une
lumière sous-poissonienne de moyenne µN et fateur de Fano F par une loi bino-
miale de paramètresN0 et τ vériant τ = 1−F et N0 = µN/(1−F ) [144, 145, 39℄.
Grâe à e modèle binomial, on pourra ainsi rendre ompte de multiples situa-
tions allant de l'état le plus ordonné (état nombre) en supposant τ = 0, jusqu'à
la situation de plus grand désordre orrespondant à un proessus de Poisson en
xant τ → 1.
Pour ompléter ette rapide présentation du modèle binomial, on peut noter
également que le adre théorique de l'optique quantique permet d'appréhender
des états binomiaux du rayonnement, notés
∣∣η,N0〉. Les oeients de la déom-
position de es états sur la base des états de Fok assurent que la probabilité
de photoomptage est binomiale et régie par la loi de probabilité (3.37) [140℄.
Les études menées sur de tels états ont pu montrer en partiulier qu'ils étaient
bien aetés par le phénomène de  dégroupement  des arrivées de photons mais
qu'ils ne orrespondaient pas dans tous les as à des états minimaux du hamp
au sens de l'inégalité de Heisenberg
68
.
3.2.3.2 Stabilité du modèle binomial par absorption
Nous aurons l'oasion de voir par la suite que l'utilisation du modèle binomial
de utuations sous-poissoniennes est simple et pratique en raison de sa stabilité
par absorption. Cette propriété importante du modèle binomial peut s'énoner
de la manière suivante :
Propriété 3.3 Un proessus binomial N de paramètres N0 et τ demeure bino-
mial lorsqu'il subit une absorption partielle de fateur de transmission τ ′ modéli-
sée par une absorbtion de Bernoulli. La variable aléatoireM assoiée au proessus
absorbé est distribuée selon une loi binomiale de paramètres N0 et ττ
′
.
Ce résultat peut se démontrer aisément en remarquant que la omposition de
deux absorptions de Bernoulli de fateurs de transmission τ et τ ′ reste une ab-
sorption de Bernoulli de fateur ττ ′. Une onséquene direte de ette propriété
est que le fateur de Fano FM de l'état absorbé s'exprime en fontion du fateur
de Fano FN de l'état initial selon FM = 1 − ττ ′ = 1 − τ ′(1 − FN ), e qui est
onforme au résultat général établi en équation (3.24).
3.3 Conlusion
Dans e hapitre, la présentation suinte des bases du formalisme de l'op-
tique quantique nous a permis de dérire les propriétés des états non standard
omprimés du hamp életromagnétique et de noter l'analogie qui peut exister
ave les modélisations de statistiques d'intensité de spekle, notamment non ir-
ulaires. Sous ertaines onditions, es états omprimés se aratérisent par une
rédution des utuations de l'intensité lumineuse par rapport à une lumière
68− On pourra onsulter la référene [140℄ pour une étude détaillée de es états binomiaux.
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laser poissonienne standard, e qui permet d'envisager l'utilisation de tels états
sous-poissoniens pour améliorer la préision de mesure de ertaines appliations
de métrologie optique.
Cette question sera plus préisément étudiée dans les hapitres suivants, où
nous déterminerons les gains en terme de performane optimale que l'on peut
espérer obtenir ave de tels proessus sous-poissoniens, pour des appliations d'es-
timation de paramètre ou de détetion. Pour réaliser es aratérisations théo-
riques, nous nous appuierons sur les deux modèles de proessus sous-poissoniens
qui ont été détaillés dans e hapitre.
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Dès leur mise en évidene expérimentale, les propriétés de ertains états non
lassiques du rayonnement életromagnétique ont très tt laissé entrevoir dié-
rentes appliations potentielles, pour la métrologie notamment, mais également
pour les ommuniations optiques. Près de trente années plus tard, ertaines de
es appliations ont été éprouvées en laboratoire et ommenent à être utilisées
en métrologie de très haute sensibilité (détetion d'ondes gravitationnelles par
exemple [101, 96℄). Par ailleurs, es dernières années ont également vu naître
un nouveau hamp d'investigation, qualié génériquement d'imagerie quan-
tique [82, 93℄, qui vise à intégrer la dimension spatiale du omportement des
états quantiques non lassiques de la lumière. Cette nouvelle approhe permet
par exemple d'appréhender les eets de orrélations et d'intriations spatiales
non lassiques qui surviennent lorsqu'on manipule ertains états  exotiques 
de la lumière [82℄. Parmi les appliations envisagées dans e domaine de re-
herhe, on peut iter entre autres l'ampliation paramétrique sans bruit des
images [86, 103℄, l'amélioration des limites de super-résolution [10, 82℄ ou enore
les tehniques de ghost imaging utilisant des états à deux photons  jumeaux 
[82, 66℄. Par ailleurs, parmi les dés atuels de l'imagerie quantique, on peut
iter la prodution d'états non lassiques de la lumière hautement multimodes
qui permettraient en partiulier de dépasser les limites quantiques de résolution
standard pour la mesure simultanée de plusieurs paramètres [152, 84, 151℄.
Nous nous limiterons ependant dans e hapitre au as de l'estimation d'un
unique paramètre, aetant un faiseau lumineux de manière spatialement dis-
tribuée de telle sorte qu'une modiation de e paramètre entraîne une variation
de l'amplitude du hamp en tout point du plan transverse. Dans e as, la li-
mite quantique standard de la préision d'estimation
69
peut être dépassée en
superposant au faiseau initial un seond faiseau omprimé dans un mode spa-
tial approprié, dénommé mode de bruit [151, 149, 28℄. Il a été montré en eet
qu'un tel état bimode du hamp életromagnétique donne naissane à de fortes
orrélations quantiques entre diérents points de l'image [151, 149, 76℄, et que
es orrélations sont appropriées pour réduire les utuations qui entahent la
mesure du paramètre à estimer [151, 149℄.
Dans e hapitre, nous allons onsidérer un autre moyen de réduire le bruit
quantique pour l'estimation d'un paramètre, en supposant que l'image est formée
sur un photodéteteur matriiel et qu'elle est perturbée en haque pixel par
des utuations sous-poissoniennes indépendantes. L'objetif de e hapitre de
thèse est d'étudier l'apport des lumières sous-poissoniennes pour améliorer les
performanes d'estimation de paramètre dans une image par rapport au as
poissonien standard.
69− Rappelons que la limite quantique standard orrespond à la préision que l'on obtiendrait
ave un faiseau quasi-lassique ohérent ('est-à-dire ave un bruit de photon poissonien), en
l'absene de toute autre soure de bruit tehnologique.
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En utilisant le modèle phénoménologique  temporel  de utuations sous-
poissoniennes étudié au hapitre préédent, nous déterminerons une borne mi-
nimale sur la variane d'estimation du déplaement d'une image perturbée par
des utuations sous-poissoniennes et aquise à fort ux, e qui nous permettra
de onrmer les résultats obtenus dans les référenes [29, 28℄ ave un modèle
gaussien de utuations et qui montrent que la variane d'estimation peut être
au mieux réduite en proportion du fateur de Fano par rapport à la variane
qui serait obtenue ave un faiseau poissonien standard. En analysant l'autre
as limite d'une image aquise à très faible intensité et en étudiant le ompor-
tement d'estimateurs du déplaement sur des images aquises à faible ux, nous
verrons toutefois que e gain sur les performanes optimales d'estimation tend
à disparaître à faible ux. Pour dérire omment la borne minimale sur la va-
riane d'estimation évolue en fontion du niveau d'intensité moyen de l'image,
nous montrerons alors qu'il est possible de proposer l'expression d'une borne de
Cramer-Rao eetive, dont nous vérierons numériquement la validité.
Enn, les performanes de la méthode d'estimation proposée dans les réfé-
renes [29, 28℄ pour assurer une estimation eae pour de petits déplaements
seront omparées à elles d'un autre estimateur simple d'un déplaement d'une
image, dont nous illustrerons l'eaité et la généralité au moyen de simulations
numériques, notamment pour la mesure de grands déplaements.
4.1 Modèle de formation d'image et hypothèses
Nous supposerons dans e hapitre que les images sont aquises au moyen
d'un photodéteteur matriiel en régime de omptage de photons. Comme nous
l'avons présenté à la setion 3.1.2.2 du hapitre préédent, un tel apteur est
onstitué d'une juxtaposition de nombreux photodéteteurs élémentaires, que
nous nous autoriserons par la suite à nommer pixels par abus de langage.
Le modèle d'image sous-poissonienne que nous allons onsidérer suppose que
haque pixel du déteteur est illuminé par un état sous-poissonien monomode,
dont les utuations quantiques sont indépendantes des utuations présentes
au niveau des autres pixels. D'un point de vue global, ette hypothèse implique
que le hamp déteté soit hautement multimode : sa desription spatiale sur
une base de modes pixels [149℄ doit en eet faire intervenir autant de modes
indépendants que de pixels onsidérés. En d'autres termes, lorsque l'on eetue
la déomposition modale d'un tel état omme à l'équation (3.12), haque mode
spatial uj(r) orrespond dans e as à la fontion indiatrie
70
du pixel j, dont
la surfae est notée Dj. L'opérateur quantique assoié au nombre de photons
mesurés au niveau du pixel j s'érit don, d'après l'équation (4.1) et pour une
eaité quantique η = 1,
Nˆj =
∑
k
aˆ†kaˆk
∫∫
Dj
|uk(r)|2 d2r =
∑
k
aˆ†kaˆk δj,k = aˆ
†
j aˆj, (4.1)
e qui signie que le nombre de photons détetés au pixel j orrespond à une
mesure de l'observable nombre de photons Nˆj = aˆ
†
jaˆj du seul mode j. On re-
70− C'est à dire uj(r) = 1 en tout point r situé à l'intérieur du pixel j, et uj(r) = 0 partout
ailleurs.
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trouve ainsi loalement en haque pixel du déteteur les propriétés des états
sous-poissoniens étudiés au hapitre préédent. Pour ette raison, es images se-
ront qualiées dans la suite de loalement sous-poissoniennes, ou de manière
équivalente loalement omprimées en intensité.
Ce type d'élairement sous-poissonien non lassique semble plus diile à
onevoir expérimentalement que la solution évoquée en introdution de e ha-
pitre et étudiée dans les référenes [151, 149, 28℄, pour laquelle il susait de
superposer deux modes dont un seul était omprimé. En eet, il est néessaire
ii de générer simultanément un grand nombre d'états omprimés en amplitude.
Une implémentation expérimentale d'un tel état loalement omprimé en in-
tensité pourrait néanmoins être envisagée en onstruisant un réseau ompat
de diodes laser sous-poissoniennes, ou d'ampliateurs optiques paramétriques
miniaturisés et juxtaposés [102℄ qu'il surait ensuite d'imager sur le plan du
déteteur. En s'assurant que le fateur de remplissage spatial (lling fator) de
es soures est susant et en garantissant une bonne foalisation sur le plan
du déteteur, on obtiendrait des utuations loalement sous-poissoniennes à la
surfae du apteur, dans des aires pouvant être limitées à la taille d'un déteteur
élémentaire (pixel), garantissant ainsi l'absene de orrélation entre les mesures
eetuées sur les diérents pixels.
Nous supposerons dans toute la suite de e hapitre que es hypothèses sont
satisfaites. Nous pourrons alors onsidérer qu'en haun des M pixels du déte-
teur (et don de l'image aquise), le nombre de photons reçus est une réalisa-
tion d'une variable aléatoire Nk de moyenne µNk , dérite par une statistique de
photoomptage sous-poissonienne. Puisque nous onsidérerons, sauf mention du
ontraire, uniquement les utuations d'origine quantique intrinsèques au rayon-
nement életromagnétique, l'ensemble des valeurs moyennes du photoomptage
en haque pixel µNk , k ∈ [1;M ] permettra don de dérire l'image qu'on obser-
verait en l'absene de bruit quantique. Ces valeurs moyennes seront également
notées plus simplement µ(k)
△
= µNk , où la fontion µ(k), k ∈ [1;M ] dérit le
motif spatial d'élairement utilisé.
Par ailleurs, pour obtenir des expressions simpliées et synthétiques des BCRs,
nous utiliserons par la suite une hypothèse ommode onsistant à supposer que le
apteur est onstitué d'une répartition ontinue de pixels innitésimaux
71
. Cette
reformulation  ontinue  du problème néessite alors de dérire la répartition
spatiale de l'intensité moyenne par une fontion ontinue, notée f0(x, y), qui re-
présente le nombre moyen de photons détetés par unité de surfae à la position
(x, y) du plan du apteur. Dès lors, pour un pixel k de oordonnées (xk, yk) et de
surfae innitésimale Dk = dxk dyk, la valeur moyenne de l'intensité de e pixel
pourra s'érire
µ(k) = f0(xk, yk) dxk dyk. (4.2)
En outre, nous onviendrons dans la suite d'érire la fontion f0(x, y) sous la
forme
f0(x, y) = Nt|v0(x, y)|2, (4.3)
où Nt représente le nombre de photons reçus en moyenne sur la totalité du dé-
71− En partiulier, ette approximation nous permettra de remplaer la sommation disrète
sur les pixels du apteur par une intégration spatiale sur la surfae de elui-i.
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teteur, et où v0(x, y) désigne la valeur moyenne du hamp életromagnétique,
72
normalisé de sorte que
∫∫ |v0(x, y)|2dx dy = 1.
4.2 BCR pour l'estimation d'un paramètre dans
une image loalement sous-poissonienne
Nous allons ii déterminer la préision optimale d'estimation d'un paramètre
d aratéristique d'une transformation aetant l'intensité d'une image dans sa
globalité (par exemple une translation, une rotation ou enore une dilatation,
et.) lorsque elle-i est perturbée par un bruit loalement sous-poissonien. Cette
étude nous permettra de quantier le gain que pourraient orir de tels états non
lassiques de la lumière pour améliorer les performanes optimales d'estimation
par rapport à une lumière ohérente standard. Cette aratérisation du gain
optimal théorique revêt en eet une importane pratique pour justier le oût
matériel et expérimental qu'il faut investir pour produire de telles images aux
utuations non lassiques.
4.2.1 Information de Fisher pour l'estimation d'un para-
mètre dans le as général
Nous nous intéressons dans ette setion au as d'une transformation quel-
onque, paramétrée par une grandeur salaire d, et aetant la totalité de l'image
onsidérée. L'objetif de la tâhe d'estimation onsiste alors à mesurer la valeur
de e paramètre d, à partir de l'aquisition de l'image modiée. Dans es ondi-
tions, nous pouvons représenter l'eet d'une telle transformation sur la valeur
moyenne de haque pixel de l'image grâe à la relation suivante :
{µNk} = {µ(k)} −→ {µ(k, d)}, ∀k ∈ [1;M ]. (4.4)
Pour évaluer la borne de Cramer-Rao de l'estimation du paramètre d, nous
devons préalablement évaluer l'information de Fisher IF (d), qui aratérise la
quantité d'information ontenue dans la totalité de l'image pour estimer le para-
mètre d et qui sera pour ette raison qualiée d'information de Fisher globale
dans la suite de e hapitre. Si l'on note n
△
= {n1; . . . ;nM} l'ensemble des mesures
de photoomptage réalisées sur les M pixels de l'image, l'information de Fisher
globale s'érit, onformément à la dénition 2.2 donnée au hapitre 2
IF (d)
△
= −
〈
∂2
∂d2
[
ℓ(n)
]〉
, (4.5)
72− Bien que la fontion v0(x, y) représente la valeur moyenne du hamp életromagnétique
en tout point du plan transverse, elle ne doit toutefois pas être onfondue ave un mode de
rayonnement unique : omme on l'a vu, le modèle de hamp onsidéré ii est en eet hautement
multimode.
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où la logvraisemblane ℓ(n) est dénie par
ℓ(n)
△
= lnPN(n) = ln
M∏
k=1
PNk(nk) =
M∑
k=1
lnPNk(nk) =
M∑
k=1
ℓk(nk), (4.6)
ar les utuations en haun des pixels du déteteur, dérites grâe aux lois de
probabilité disrètes PNk(nk), ont été supposées indépendantes entre elles, e qui
permet d'érire PN(n) =
∏M
k=1 PNk(nk). Grâe à ette remarque, on peut réérire
IF (d) sous la forme suivante
IF (d) =
M∑
k=1
IF (k, d), ave IF (k, d) △= −
〈
∂2
∂d2
[
ℓk(nk)
]〉
, (4.7)
où le terme IF (k, d) sera dénommé dans la suite information de Fisher loale
pour l'estimation du paramètre d. En eet, bien que la totalité de l'image soit
utilisée pour estimer le paramètre d, savoir que nk photons ont été détetés au
pixel k va ontribuer dans une ertaine mesure à la détermination de d.
Pour établir l'expression de l'information de Fisher, nous allons supposer que
les lois de photoomptage PNk(nk) dépendent du paramètre d que l'on herhe à
estimer par l'intermédiaire de leur valeur moyenne µNk = µ(k, d). Un tel modèle
de formation d'image orrespond à des situations expérimentales réelles dans
lesquelles le faiseau non lassique qui forme l'image subit une transformation
paramétrée par la grandeur d.
Le alul de l'information de Fisher loale IF (k, d) au pixel k néessite d'éva-
luer la dérivée seonde de la logvraisemblane ℓk(nk) par rapport au paramètre
d. Nous proposons d'introduire les notations suivantes
µ′k =
∂µ(k, d)
∂d
et µ′′k =
∂2µ(k, d)
∂d2
, (4.8)
qui nous permettent d'érire, grâe à l'hypothèse préédente,
∂ℓk(nk)
∂d
=
∂ℓk(nk)
∂µ(k, d)
· ∂µ(k, d)
∂d
= µ′k ·
∂ℓk(nk)
∂µ(k, d)
. (4.9)
Par une nouvelle dérivation par rapport au paramètre d, on obtient
∂2ℓk(nk)
∂d2
=
[
µ′′k ·
∂ℓk(nk)
∂µ(k, d)
+
[
µ′k
]2 · ∂2ℓk(nk)
∂µ(k, d)2
]
. (4.10)
À partir de ette dernière équation, et d'après l'équation (4.7), l'information de
Fisher loale se réérit :
IF (k, d) = −µ′′k
〈
∂ℓk(nk)
∂µ(k, d)
〉
− [µ′k]2〈 ∂2ℓk(nk)
∂µ(k, d)2
〉
. (4.11)
Cette expression se simplie ar le premier terme est nul
73
. Il sut alors de
remarquer que le seond terme de l'équation (4.11) fait intervenir l'expression de
73− En eet, la loi de probabilité PNk(nk) étant une série sommable normalisée, on peut érire
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l'information de Fisher pour l'estimation de la moyenne µ(k, d), dénie par
IµF [µ(k, d)]
△
= −
〈
∂2ℓk(nk)
∂µ(k, d)2
〉
. (4.12)
Ave es notations, l'information de Fisher loale IF (k, d) se réérit sous la forme
IF (k, d) =
[
µ′k(k, d)
]2 × IµF [µ(k, d)], (4.13)
e qui permet, en sommant enn sur les M pixels de l'image, d'obtenir une
nouvelle expression de l'information de Fisher globale
IF (d) =
M∑
k=1
[∂µ(k, d)
∂d
]2
× IµF [µ(k, d)]. (4.14)
En examinant la relation (4.13), on remarque que IF (k, d) dépend de deux
fateurs distints, qui s'interprètent intuitivement de la façon suivante :
 La présene du terme IµF [µ(k, d)] signie que la qualité de l'estimation du
paramètre d dépend lairement de la qualité de l'estimation de l'intensité
moyenne en haque pixel.
 Par ailleurs, le terme
[
∂µ(k,d)
∂d
]2
traduit le fait que l'information de Fisher
loale IF (k, d) est d'autant plus grande que la valeur moyenne µ(k, d) est
 sensible  à une variation du paramètre d. On peut noter en outre que
e seond fateur ne dépend pas de la statistique de photoomptage, mais
uniquement de la répartition spatiale de l'intensité moyenne.
4.2.2 BCR pour l'estimation de déplaement en lumière
poissonienne standard
Le prinipe du alul de l'information de Fisher présenté i-dessus peut s'ap-
pliquer à l'estimation de tout paramètre physique d qui aete l'intensité lumi-
neuse d'une image dans sa globalité. À partir de maintenant, nous allons toute-
fois nous foaliser sur un as partiulier dans lequel la transformation subie par
l'image se résume à un déplaement d'amplitude d dans une diretion donnée,
que nous supposerons par ommodité olinéaire à l'axe X du plan transverse.
En pratique, l'étude de ette situation physique revêt un intérêt pour des appli-
ations de realage d'images ou de nanopositionnement de faiseau, entre autres
exemples. De plus, e problème lassique de traitement d'image a fait l'objet de
nombreuses études antérieures dans des situations de bruits plus standard (bruit
gaussien, bruit de Poisson, et. Voir par exemple [63, 136℄). En partiulier, nous
rappelons i-dessous le alul de la borne sur la variane minimale d'estimation
d'un déplaement, obtenue dans le as d'un bruit de Poisson, à laquelle nous
pourrons par la suite omparer les valeurs de BCR déterminées pour des utua-
tions sous-poissoniennes.
Dans le as standard où les utuations de l'intensité se situent au niveau
〈
∂ℓk(nk)
∂µ(k,d)
〉
=
∑+∞
nk=0
PNk(nk)
∂lnPNk (nk)
∂µ(k,d) =
∑+∞
nk=0
∂PNk (nk)
∂µ(k,d) =
∂
[
P+∞
nk=0
PNk (nk)
]
∂µ(k,d) =
∂[1]
∂µ(k,d) = 0.
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du shot noise, nous avons vu au hapitre préédent que la loi de probabilité de
photoomptage est une loi de Poisson. Dans es onditions, il est bien onnu
[118℄ que l'information de Fisher pour l'estimation de l'intensité moyenne vaut
IµF [µ(k, d)] =
1
µ(k, d)
. (4.15)
En utilisant ette expression dans l'équation (4.13), on peut alors aluler l'in-
formation de Fisher globale
IPoiF (d) =
M∑
k=1
[∂µ(k, d)
∂d
]2
× 1
µ(k, d)
, (4.16)
où la notation IPoiF (d) signie que l'on onsidère des utuations poissoniennes.
On peut fournir une expression plus synthétique de IPoiF (d) en utilisant l'ap-
proximation d'une répartition ontinue de pixels évoquée préédemment. Pour
un déplaement d selon la diretion X, la valeur moyenne de l'intensité au
pixel k de oordonnées (xk, yk) de l'image déplaée s'érit dans e as µ(k, d) =
f0(xk−d, yk) dxkdyk (voir équation 4.2). En utilisant ette relation et en rempla-
çant la sommation sur les M pixels du déteteur par une intégration spatiale sur
toute la surfae du déteteur notée Σ, l'équation (4.16) se réérit sous la forme
intégrale suivante
IPoiF (d) =
∫∫
Σ
[∂f0(x− d, y)
∂d
]2 1
f0(x− d, y) dx dy. (4.17)
Si l'on suppose enn que l'extension spatiale du faiseau et que l'amplitude du
déplaement sont faibles devant la taille du apteur, on peut étendre le domaine
d'intégration de l'équation préédente à la totalité du plan transverse. En posant
alors x′
△
= x− d, on a ∂f0(x−d,y)
∂d
= ∂f0(x
′,y)
∂x′
· ∂x′
∂d
= −∂f0(x′,y)
∂x′
, d'où l'on déduit
IPoiF (d) =
∫∫ [∂f0(x′, y)
∂x′
]2 1
f0(x′, y)
dx′ dy = IPoiF (0), (4.18)
e qui permet de montrer qu'ave les hypothèses que nous avons faites, l'infor-
mation de Fisher IPoiF (d) est indépendante de la valeur du déplaement d.
À partir de l'expression préédente de IPoiF (d), on peut alors retrouver l'ex-
pression de la BCR pour l'estimation du déplaement d en lumière poissonienne
(voir annexe C.3.1.1), qui s'érit
BCRPoi(d) =
1
IPoiF (d)
=
1
16π2Nt∆2X [v0(x, y)]
, (4.19)
et qui est aussi indépendante du déplaement d. Dans ette équation,∆2X [v0(x, y)]
désigne la largeur spetrale spatiale selon la diretion X de la répartition
de hamp moyen v0(x, y) qui dénit la forme du motif spatial d'intensité f0(x, y)
ar on a supposé que f0(x, y) = Nt|v0(x, y)|2. Nous rappelons i-dessous la dé-
nition de la largeur spetrale spatiale ∆2X [v0(x, y)] (voir référene [117℄).
Dénition 4.1 Soit g(x, y) une fontion dénie sur R2 à valeurs omplexes
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(g(x, y) ∈ C). En supposant que le module, noté |g(x, y)|, de la fontion g(x, y)
admet une transformée de Fourier (bidimensionnelle) notée TF
{|g|}(νX , νY ), la
largeur spetrale spatiale ∆2X [g(x, y)] de la fontion g(x, y) selon la diretion X
est dénie par
∆2X [g(x, y)]
△
=
∫∫
ν2X
∣∣∣TF{|g|}(νX , νY )∣∣∣2 dνX dνY . (4.20)
L'expression de la BCR fournie à l'équation (4.19) onstitue un résultat las-
sique lorsque l'on onsidère des bruits poissoniens [105, 136, 157℄. Il est bien
onnu que ette BCR déroît lorsque le nombre moyen de photons Nt reçus sur
la totalité du déteteur durant la durée T augmente : en d'autres termes, l'éart-
type de la mesure diminue proportionnellement à la raine arrée de l'intensité
lumineuse [105, 136℄. On peut noter également que la BCR dépend du ontenu
fréquentiel du motif spatial d'élairement. En eet, les variations d'intensité au
niveau du déteteur seront d'autant plus sensibles à des déplaements faibles que
la struture du motif d'élairement présentera une densité d'énergie non négli-
geable pour des fréquenes spatiales élevées, rendant ainsi la mesure de d plus
aisée, et don plus préise. Ces observations peuvent être illustrées très laire-
ment dans le as où le motif d'élairement est gaussien. La répartition spatiale
de hamp moyen s'érit dans e as
v0(x, y) =
1√
2πw
exp
(−x2 + y2
4w2
)
, (4.21)
où w représente la largeur du faiseau (waist en anglais), et la répartition spatiale
d'intensité orrespondante vaut,
f0(x, y) =
Nt
2πw2
exp
(−x2 + y2
2w2
)
. (4.22)
Dans e as, on peut montrer que ∆2X [v0(x, y)] = 1/(16 π
2w2), et la BCR devient
don
BCRPoi(d) =
w2
Nt
. (4.23)
Pour un tel faiseau gaussien, si l'on onsidère que le plus petit déplaement
détetable δdmin orrespond à l'éart-type minimal δdmin = w/
√
Nt, alors ette
valeur s'identie à l'expression de la limite quantique standard de résolution que
l'on peut trouver par exemple dans les référenes [116, 37, 29℄.
4.2.3 BCR pour l'estimation de déplaement en lumière
sous-poissonienne
Nous proposons maintenant de aratériser la préision optimale d'estimation
d'un déplaement d'une image en lumière sous-poissonienne en se fondant sur le
modèle phénoménologique temporel de utuations sous-poissoniennes présenté
à la setion 3.2.2. Nous verrons que si le alul expliite de la BCR n'est pas
réalisable dans e as, il est néanmoins possible de minorer elle-i dans des
situations où l'intensité de l'image est élevée. Nous tenterons ensuite d'analyser
le omportement de la BCR pour des situations où l'intensité de l'image est faible
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(aquisitions à faible ux de photon), e qui nous onduira à proposer l'expression
expliite d'une borne de Cramer-Rao eetive. Comme nous le vérierons par la
suite, ette BCR eetive nous permettra de borner la variane d'estimation d'un
déplaement quels que soient les niveaux d'intensité que nous ayons onsidérés.
4.2.3.1 Borne sur la variane minimale d'estimation pour un modèle
de lois d'attente gamma
En raison de la omplexité de la loi de probabilité de photoomptage don-
née en équation (3.33) et assoiée au modèle phénoménologique temporel de
utuations sous-poissoniennes, il ne nous a pas été possible de déterminer ex-
pliitement la BCR pour l'estimation d'un déplaement d'une image perturbée
par un tel bruit sous-poissonien.
Cependant, lorsque l'on onsidère un tel modèle temporel pour lequel les
temps d'attente entre détetions suessives de photons sont distribués selon une
loi gamma d'ordre L ∈ N, il est possible de tirer parti de l'image physique des
photons virtuels
74
pour majorer l'information de Fisher et obtenir ainsi une limite
inférieure à la BCR véritable. Lorsque la valeur moyenne du photoomptage µNk
au pixel k est susamment élevée, on peut en eet supposer qu'au lieu de mesurer
uniquement le résultat nk du omptage des vrais photons, nous avons aès à la
mesure mk du nombre de photons virtuels qui y sont parvenus durant le temps
T . Comme nous l'avons vu à la setion (3.2.2), la loi de photoomptage PMk(mk)
suivie par e proessus virtuel sous-jaent est alors une loi de Poisson standard,
d'intensité L×µNk . Bien que l'hypothèse de pouvoir déteter es photons virtuels
ne soit lairement pas réaliste, elle n'en demeure pas moins intéressante pour
borner la variane minimale d'estimation de d. En eet, nous démontrons dans
la référene [42℄ (voir aussi l'annexe C.3.1.2) la propriété suivante :
Propriété 4.1 Pour un proessus sous-poissonien modélisé par des temps d'at-
tente gamma d'ordre L, l'information de Fisher IF (d) pour l'estimation d'un
déplaement d est inférieure ou égale à l'information de Fisher, notée IFM (d),
évaluée dans le as du proessus de Poisson virtuel sous-jaent,
IF (d) ≤ IFM (d) = L
M∑
k=1
[∂µ(k, d)
∂d
]2 × 1
µ(k, d)
. (4.24)
En omparant l'équation préédente ave l'expression de l'information de Fisher
IPoiF (d) dans le as poissonien donnée en équation (4.17), on voit que l'information
de Fisher pour l'estimation du paramètre d est au mieux augmentée en proportion
de l'ordre L de la loi gamma aratéristique du proessus sous-poissonien.
On peut alors aisément déduire une limite inférieure à la BCR, que nous
noterons B˜CR
L
(d) dans la suite pour une loi d'attente gamma d'ordre L (voir
annexe C.3.1.2). Cette valeur limite orrespond à la BCR que l'on obtiendrait
pour une image poissonienne standard d'intensité L fois plus élevée, 'est-à-dire
B˜CR
L
(d) =
BCRPoi(d)
L
=
1
16LNtπ2∆2X [v0(x, y)]
. (4.25)
74− Introduite à la setion 3.2.2.
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Par onséquent, on peut onlure que la BCR pour l'estimation d'un dépla-
ement peut être au mieux réduite en proportion du fateur de Fano
F = 1/L par rapport au as poissonien standard, lorsqu'on utilise une lumière
sous-poissonienne de temps d'attente gamma d'ordre L entier d'intensité su-
sante. On a montré en eet en setion 3.2.2 que F → 1/L à forte intensité,
pour une loi d'attente gamma d'ordre L. En supposant que ette borne infé-
rieure puisse être atteinte par la variane d'un estimateur du déplaement, ela
signierait alors que la rédution des utuations du photoomptage est dans e
as pleinement mise à prot pour réduire la variane d'estimation du paramètre.
Nous vérierons dans la suite de e hapitre que ette limite inférieure B˜CR
L
(d)
s'identie bien à la vraie valeur de la BCR à fort ux, onrmant ainsi le résultat
établi dans les référenes [29, 28℄ en utilisant un modèle gaussien de utuations
sous-poissoniennes.
4.2.3.2 Inuene du omportement Bernoulli à faible ux :
À faible ux en revanhe, la limite inférieure de la BCR que nous venons
d'établir risque de sous-estimer fortement la valeur de la BCR véritable. En eet,
nous avons vu à la setion 3.2.2 que la nature sous-poissonienne de la statistique
de photoomptage disparaît progressivement quand on reçoit moins de quelques
photons en moyenne sur le déteteur pendant la durée d'intégration T . Dans un
as limite où l'intensité Nt serait très faible, en supposant que le photoomptage
en haque pixel peut être modélisé par une loi de Bernoulli (voir équation 3.35),
on montre que l'information de Fisher pour l'estimation de d s'érit75 (voir [42℄
ou annexe C.3.1.4)
IF (d) = I
Poi
F (d) +
∫∫ [∂f0(x, y)
∂x
]2
dxdy, (4.26)
et tend progressivement vers IPoiF (d) à mesure que l'intensité moyenne totale Nt
diminue
76
. À très faible ux, l'utilisation d'un faiseau sous-poissonien ne permet
don pas d'augmenter l'information disponible sur l'estimation du paramètre
d par rapport à une lumière standard poissonienne. De façon équivalente, e
résultat signie que la BCR à très faible ux ne sera pas diminuée par rapport
à la borne sur la variane d'estimation que l'on obtiendrait pour un faiseau
standard poissonien (BCRPoi(d)).
4.2.3.3 Borne de Cramer-Rao eetive
Pour ompléter les résultats préédents obtenus dans deux as extrêmes (image
de très forte, ou de très faible intensité), il serait intéressant de disposer d'une
expression expliite de la BCR qui dérive omment la borne minimale sur la
variane d'estimation de déplaement en lumière sous-poissonienne évolue en
fontion de l'intensité de l'image. Si l'on n'a pas pu obtenir rigoureusement une
telle expression ave le modèle phénoménologique temporel, nous allons voir que
75− On suppose ii enore que d et la largeur du faiseau sont faibles par rapport à la taille
du apteur, onstitué d'une répartition ontinue de pixels innitésimaux.
76− En eet, le premier terme IPoiF (d) est proportionnel à Nt alors que le seond terme varie
omme N2t et devient négligeable pour Nt ≪ 1.
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le modèle binomial de utuations sous-poissoniennes introduit en setion 3.2.3
permet quant à lui de onjeturer une forme expliite de la borne de Cramer-Rao,
que nous qualierons dans la suite de e hapitre de borne de Cramer-Rao ef-
fetive et dont nous vérierons numériquement la validité pour dérire la borne
minimale de la variane d'estimation à faible ux de photon.
Information de Fisher loale pour un modèle binomial : Nous onsidé-
rons dans e paragraphe que l'image aquise est perturbée par des utuations
sous-poissoniennes binomiales. Plus préisément, nous supposons qu'en haque
pixel du déteteur, la statistique de photoomptage suit une loi binomiale simi-
laire à l'équation (3.37) dont le paramètre N0 est supposé identique pour tous
les pixels de l'image. Pour un pixel k du déteteur, le seond paramètre de ette
loi binomiale est noté η(k) et aratérise la valeur moyenne du photoomptage
au pixel k ar µ(k) = N0 η(k). On a vu en étudiant le modèle binomial que le
fateur de Fano au pixel k s'érivait dans es onditions F (k) = 1− η(k). Pour
eetuer es hypothèses et utiliser le modèle binomial, il est en réalité néessaire
de modier le modèle de formation d'image utilisé préédemment, en supposant
que l'image est désormais formée par absorption partielle d'un faiseau sous-
poissonien d'intensité et de fateur de Fano initialement uniformes (voir le détail
de e modèle de formation d'image en annexe C.3.1.3).
Bien qu'il néessite de onsidérer un dispositif de formation d'image diérent,
e modèle binomial de utuations sous-poissoniennes permet néanmoins de al-
uler expliitement l'information de Fisher loale pour l'estimation de l'intensité
moyenne µ(k, d) au pixel k (voir annexe C.3.1.3), qui s'érit dans es onditions
IµF [µ(k, d)] =
1
F (k, d)µ(k, d)
. (4.27)
Si l'on ompare ette expression ave l'information de Fisher loale obtenue dans
le as poissonien (équation (4.15)), on s'aperçoit que l'information de Fisher lo-
ale dans le as de utuations sous-poissoniennes binomiales est augmentée, par
rapport au as poissonien, de manière inversement proportionnelle au fateur de
Fano F (k, d) de la lumière au pixel k. Pour un tel modèle binomial, la nature
sous-poissonienne de la lumière aptée au niveau du pixel k est don très simple-
ment prise en ompte dans l'expression de l'information de Fisher loale. Cette
remarque présente un intérêt signiatif ar nous allons voir dans le paragraphe
suivant qu'elle nous permet de onjeturer l'expression d'une borne de Cramer-
Rao eetive pour la prise en ompte des situations d'imagerie à faible ux de
photon.
Dénition d'une borne de Cramer-Rao eetive : L'information de Fi-
sher loale obtenue i-dessus en onsidérant un modèle binomial de utuations
suggère que l'expression de l'information de Fisher pour des utuations sous-
poissoniennes peut être déduite de l'information de Fisher IpoiF (d) obtenue dans
le as poissonien à l'équation (4.16), à ondition de pondérer la ontribution de
haque pixel de l'image par le fateur de Fano eetif de la lumière détetée au
pixel k. En eetuant ette pondération et en sommant sur l'ensemble des M
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pixels du déteteur, on obtient l'expression suivante pour l'information de Fisher
IeffF (d) =
M∑
k=1
[∂µ(k, d)
∂d
]2
× 1
F (k, d)µ(k, d)
, (4.28)
où la notation IeffF (d) désigne l'information de Fisher eetive. Il est alors
aisé d'en déduire la borne de Cramer-Rao eetive orrespondante
77
BCReff(d) =
1
IeffF (d)
=
{ M∑
k=1
[∂µ(k, d)
∂d
]2
× 1
F (k, d)µ(k, d)
}−1
. (4.30)
Cette expression de la BCR eetive va permettre de rendre ompte de la
dégradation progressive de la nature sous-poissonienne de la statistique de pho-
toomptage en haque pixel lorsque l'intensité moyenne diminue. En eet, la
aratérisation du modèle temporel de utuations sous-poissoniennes présentée
dans la setion 3.2.2.3 a montré
78
que lorsque le temps d'attente entre deux dé-
tetions suessives de photons est distribué selon une loi gamma d'ordre L, le
fateur de Fano du photoomptage sous-poissonien évolue ontinuement entre 1
(pas de rédution de bruit) à très faible ux et 1/L (rédution maximale des
utuations) quand µN est important (µN > 100 photons environ).
En utilisant es observations pour interpréter l'expression de la BCR eetive
donnée en équation (4.30), on peut alors retrouver les omportements limites de
la BCR disutés préédemment :
 À très forte intensité, le fateur de Fano est quasiment égal à 1/L en haun
des pixels, 'est-à-dire ∀k ∈ [1;M ], F (k, d) ≃ 1/L. Dans es onditions, la
BCR eetive est alors L fois inférieure à la BCR obtenue pour un faiseau
poissonien standard de même intensité et orrespond à l'expression de la
borne limite B˜CR
L
(d) obtenue préédemment.
 À l'inverse, lorsque l'intensité moyenne de l'image est très faible, nous avons
vu que la nature sous-poissonienne du faiseau est fortement dégradée, et
on a alors ∀k ∈ [1;M ], F (k, d) ≃ 1. L'expression de la BCR eetive ne
dière alors quasiment pas de la BCR obtenue pour un faiseau poissonien
(BCRpoi(d)).
Pour évaluer la BCR eetive dans les situations d'intensité intermédiaire, on
peut voir en observant l'équation (4.30) qu'il est néessaire, pour haque pixel
k, de onnaître le fateur de Fano eetif, noté F (k, d) dans l'équation (4.30) et
dont la valeur évoluera entre 1/L et 1 en fontion du nombre moyen µ(k, d) de
photons reçus au pixel k. Pour un pixel k donné, d'intensité moyenne µ(k, d),
nous proposons d'évaluer numériquement le fateur de Fano à partir de la loi de
77− En supposant omme dans les as préédents que le apteur est onstitué d'une répar-
tition ontinue de pixels innitésimaux et de taille importante devant d et devant l'extension
spatiale du faiseau, BCReff (d) se réérit sous une forme intégrale et indépendante de d
BCReff (d) =
{∫∫
1
F (x− d, y)
[∂f0(x− d, y)
∂d
]2 dxdy
f0(x − d, y)
}−1
, (4.29)
où F (x, y) est le fateur de Fano de la lumière au point (x, y) et f0(x, y) représente la répartition
spatiale de l'intensité moyenne de l'image.
78− Voir en partiulier la gure 3.3, p. 116.
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probabilité PNk(nk) dont la forme est donnée en équation (3.33), en supposant
que la valeur moyenne de ette loi vaut µN = µ(k, d). Cette méthode d'évaluation
numérique du fateur de Fano à partir de la loi (3.33) a été détaillée en setion
3.2.2.3, et nous proposons de l'appliquer en haque pixel de l'image an de dé-
terminer numériquement les valeurs de BCReff(d) pour un motif d'élairement
donné.
Validation numérique de la BCR eetive : Sur la gure 4.1, nous avons
traé l'évolution de la BCR eetive évaluée numériquement dans le as d'une
image de 256 × 256 pixels. Le motif d'élairement onsidéré est de forme gaus-
sienne (voir équation (4.22)), de largeur w = 5 pixels et d'intensité totale Nt
variable. Les valeurs de BCReff (d) normalisées par Nt sont traées en trait ti-
reté (−−) en fontion de Nt.
On peut remarquer en observant ette gure que la BCR eetive permet bien
de dérire une évolution ontinue de la borne minimale sur la variane d'estima-
tion entre BCRpoi(d) à faible ux (pas d'amélioration de la performane opti-
male d'estimation) et BCRpoi(d)/L lorsque l'intensité de l'image est importante
(amélioration maximale de la performane optimale d'estimation en proportion
du fateur de Fano F = 1/L).
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Fig. 4.1  Comparaison de la borne de Cramer-Rao eetive (traits tiretés (−−))
ave les valeurs de la BCR évaluée numériquement (traits pleins épais ( )) pour
l'estimation d'un déplaement d'un motif d'élairement de forme gaussienne, de
largeur w = 5 pixels et d'intensité Nt. Les ourbes en trait pointillés (· · ·)
orrespondent aux valeurs de B˜CR
L
(d). L'image omporte 256 × 256 pixels et
est perturbée par un bruit sous-poissonien (modèle de temps d'attente gamma
d'ordre L).
Nous ne pouvons ependant pas démontrer rigoureusement que l'expression
de la BCR eetive dérit la véritable BCR pour le modèle temporel onsidéré
ii. Nous pouvons toutefois envisager de le vérier numériquement. Pour ela,
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nous proposons de aluler numériquement la borne de Cramer-Rao assoiée au
modèle  temporel , déni par la loi de photoomptage donnée en équation
(3.33). Cette BCR numérique est obtenue en évaluant l'information de Fisher
loale en haque pixel grâe à la méthode numérique détaillée en annexe A. Il
sut ensuite de sommer les valeurs obtenues sur la totalité des pixels formant
l'image pour obtenir l'information de Fisher totale, puis d'en aluler l'inverse
pour déterminer nalement la BCR numérique.
Nous avons tenté d'évaluer ette BCR numérique dans des onditions iden-
tiques à elles onsidérées pour le alul de BCReff (d) sur la gure 4.1. En raison
de la omplexité de la loi de photoomptage PN(n), les valeurs de la BCR n'ont
pu être alulées numériquement que pour L = 2 et L = 3, et pour les faibles
valeurs de Nt (jusqu'à Nt=5× 103 pour L=2 et Nt=3× 103 pour L=3). Ces va-
leurs normalisées par Nt sont reportées en trait plein épais ( ) en fontion de
Nt sur la gure 4.1. Bien qu'inomplet, e traé se superpose approximativement
aux ourbes représentant la BCR eetive (ourbes en traits tiretés −−), e qui
tend à onforter la validité de la BCR eetive pour évaluer une borne sur la
variane minimale d'estimation d'un déplaement en lumière sous-poissonienne,
pour des valeurs quelonques de l'intensité moyenne de l'image.
4.2.3.4 Dénition d'un gain sur la performane d'estimation optimale
Grâe aux résultats préédents, il est possible d'évaluer une borne minimale
de la variane d'estimation de déplaement lorsque les utuations de l'image
sont sous-poissoniennes. Celle-i est en général inférieure à la BCR qu'on obtien-
drait ave un faiseau poissonien standard de même intensité moyenne, et l'on
a vu qu'elle pouvait au mieux être diminuée en proportion du fateur de Fano
F , par rapport à ette situation de référene. De manière générale, pour des
onditions expérimentales données utilisant une lumière poissonienne standard,
il existe don deux façons de diminuer la BCR d'estimation d'un paramètre : soit
en augmentant simplement l'intensité du faiseau poissonien, soit en onservant
la même intensité lumineuse, mais en remplaçant e faiseau par un élaire-
ment non lassique sous-poissonien. Si la première méthode semble bien entendu
beauoup plus simple à mettre en pratique que la seonde, il existe ependant des
situations pour lesquelles l'augmentation du ux lumineux n'est pas souhaitable,
en partiulier lorsque elle-i risque de détériorer l'éhantillon mesuré (tissus el-
lulaires par exemple), ou enore si les mesures eetuées néessitent de réduire
le niveau de bruit en valeur absolue
79
. Dans es as préis, l'utilisation d'états
non lassiques sous-poissoniens de la lumière revêt alors un intérêt indéniable.
Il paraît don intéressant de proposer un ritère de gain sur la performane
d'estimation optimale G, déni omme l'aroissement d'intensité néessaire
pour qu'un faiseau poissonien standard d'intensité totale G ×Nt permette d'at-
teindre, dans des onditions identiques, la même variane minimale (la même
BCR) qu'un faiseau sous-poissonien de fateur de Fano F d'intensité totale Nt.
D'après les onlusions établies préédemment dans ette setion, e gain varie
entre G = 1 (pas d'amélioration) lorsque l'intensité du faiseau est très faible et
79− Ce qui n'est pas le as de l'estimation de paramètre étudiée dans e hapitre.
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une valeur maximale Gmax égale à
Gmax = 1
F
, (4.31)
dans les situations où le fateur de Fano est égal à F en haun des pixels
de l'image, 'est-à-dire pour des niveaux d'intensité lumineuse susants. Nous
verrons dans le hapitre suivant omment on peut dénir un gain en performane
pour évaluer l'apport des états sous-poissoniens de la lumière pour des tâhes de
détetion.
4.3 Estimation de déplaement en lumière sous-
poissonienne
Dans la setion préédente, nous avons aratérisé une borne minimale sur la
variane d'estimation d'un déplaement d dans une image et établi l'expression
d'un gain en terme de performanes optimales d'estimation de déplaement lors-
qu'on utilise un faiseau sous-poissonien à la plae d'un faiseau ohérent stan-
dard (poissonien). Il nous faut ependant enore vérier qu'un tel gain peut être
atteint en pratique, en exhibant un estimateur de déplaement qui soit eae
pour des utuations d'intensité sous-poissoniennes. Pour ela, nous présentons
dans ette setion deux méthodes d'estimation de déplaement, dont les perfor-
manes seront aratérisées par la suite, grâe à des simulations numériques.
4.3.1 Méthode  petits signaux  par pondération linéaire
La première méthode que nous rappelons brièvement ii a été étudiée dans
les référenes [151, 29, 28℄. Le prinipe de ette tehnique d'estimation repose
sur la mesure de l'intensité totale du faiseau, réalisée dans deux ongurations
distintes :
 On mesure tout d'abord l'intensité totale de l'image aquise au niveau du
apteur. Le résultat de ette mesure d'intensité est noté
N t =
∫∫
Σ
n(x, y)dxdy, (4.32)
où n(x, y) désigne le nombre de photons reçus par unité de surfae à la
position (x, y) du déteteur et vérie 〈n(x, y)〉 = f0(x − d, y) quand le
faiseau est déplaé de d. Conformément aux notations introduites préé-
demment dans e hapitre, la valeur moyenne de ette mesure d'intensité
s'érit 〈Nt〉 = Nt.
 On mesure ensuite l'intensité totale d'une version pondérée de l'image
aquise. Puisque l'on se plae toujours dans le as d'un déplaement hori-
zontal uniquement, la transformation à appliquer onsiste ii à multiplier
haque pixel de l'image mesurée par une fontion de pondération notée
g(x, y). L'intensité totale mesurée s'érit alors dans e as
St =
∫∫
Σ
g(x, y)n(x, y)dxdy. (4.33)
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À partir de es deux mesures d'intensité, il est possible d'estimer la valeur
du déplaement d, à ondition de hoisir onvenablement la forme de la fontion
de pondération g(x, y). Ce problème a été étudié en détail dans les référenes
[151, 29, 28℄. En partiulier, il a été établi que l'amplitude de variation du signal
St lorsque le faiseau subit un faible déplaement d dans la diretion horizontale
X pouvait être maximisée en hoisissant une fontion de pondération propor-
tionnelle à la dérivée par rapport à la variable x du logarithme de l'amplitude
du hamp moyen non déplaé |v0(x, y)|, 'est-à-dire
gopt(x, y) ∝ 1|v0(x, y)|
∂
∂x
[
|v0(x, y)|
]
. (4.34)
Ave e hoix optimal de fontion de pondération, on maximise la préision de
ette méthode d'estimation et l'estimateur du déplaement d peut alors s'érire,
dˆlin
△
= − 1
8π2∆2X [v0(x, y)]
St
Nt (4.35)
où la notation dˆlin signie que l'estimateur utilise une pondération linéaire.
Dans e as, l'utilisation de et estimateur à  petits signaux  ('est-à-dire pour
la mesure de très faibles valeurs du déplaement d) sur un faiseau standard
poissonien permet d'atteindre la limite quantique standard de préision [151, 29,
28℄, 'est-à-dire que la variane de dˆlin atteint la valeur BCR
Poi(d).
Par ailleurs, il a également été démontré dans les référenes [29, 28℄ que ette
méthode d'estimation, assoiée à une fontion de pondération g(x, y) optimisée
onformément à l'équation (4.34), reste eae à  petits signaux  lorsque l'on
onsidère des lumières sous-poissoniennes de très forte intensité. En eet, il a
été montré que la variane de et estimateur atteint la borne de Cramer-Rao,
évaluée dans les référenes [29, 28℄ pour un modèle gaussien de utuations sous-
poissoniennes (hypothèse de ux intense) et qui s'identie à la valeur B˜CR
L
(d)
donnée ii en équation (4.25).
4.3.2 Méthode d'estimation par interorrélation logarith-
mique
Si l'estimateur préédent onstitue une méthode simple pour réaliser une
estimation de déplaement eae à très faibles déplaements, il pourrait être
intéressant en pratique d'exhiber une méthode d'estimation plus générale, qui ne
soit pas limitée aux faibles déplaements.
En raison de ses propriétés d'optimalité asymptotique, il est souvent intéres-
sant d'utiliser un estimateur au sens du maximum de vraisemblane. Dans des
situations de bruit standard, e type d'estimateur peut en eet être alulé dans
le as où l'on herhe à estimer le déplaement d'une image bruitée [136, 63℄. Ce-
pendant, lorsque l'on onsidère le modèle phénoménologique temporel de utua-
tions sous-poissoniennes, et estimateur n'a pas pu être déterminé expliitement
en raison de la omplexité de la loi de photoomptage PN(n). À défaut, nous
proposons d'utiliser l'estimateur au sens du maximum de vraisemblane adapté
au as de utuations poissoniennes que nous présentons i-dessous.
L'estimation optimale du déplaement d'images bruitées par des statistiques
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poissoniennes présente un intérêt important, pour des appliations de realage
d'images astronomiques par exemple et peut être eetuée grâe à un estima-
teur au sens du maximum de vraisemblane [136, 63℄. En partiulier, lorsque
l'extension spatiale du faiseau et le déplaement à estimer sont faibles devant
les dimensions du apteur, on peut montrer (voir référene [63℄ ou le rappel pro-
posé en annexe C.4.1) que et estimateur peut s'érire sous la forme simpliée
suivante,
dˆ poiMV = argmax
δ
{ M∑
k=1
nk ln
[
µ(k, δ)
]}
, (4.36)
où argmaxθ{h(θ)} désigne la valeur du paramètre θ qui maximise h(θ) et où
nk représente la mesure de photoomptage réalisée au niveau du pixel k. En-
n, µ(k, δ) représente l'intensité du pixel k de l'image non bruitée (image de
référene) si elle-i était déplaée d'une quantité δ dans la diretion X80.
En analysant l'expression de et estimateur, on onlut alors que le déplae-
ment estimé dˆ poiMV orrespond à la valeur de δ qui maximise l'interorrélation,
dans la diretion du déplaement X, entre l'image mesurée n = {nk}, k ∈ [1;M ]
et le logarithme de l'image de référene non bruitée {µ(k)}, k ∈ [1;M ].
La mise en ÷uvre de et estimateur néessite don de onnaître a priori la
forme de l'image dont on désire mesurer le déplaement. Il faut noter que ette
ontrainte existait déjà pour établir la fontion de pondération g(x) optimale
dans le as de l'estimateur dˆlin. L'estimateur dˆ
poi
MV permet de mesurer n'importe
quelle amplitude de déplaement et son eaité a été vériée numériquement
sur des images perturbées par un bruit de Poisson pour toute amplitude du
déplaement d [136℄.
Malheureusement, es propriétés d'optimalité ne sont pas garanties lorsque
nous allons onsidérer des photoomptages sous-poissoniens. L'analyse des simu-
lations numériques présentées en setion 4.4 nous permettra toutefois de onje-
turer que l'optimalité de et estimateur reste vériée pour des statistiques sous-
poissoniennes.
Correspondane entre les deux méthodes : Il est intéressant de remarquer
que es deux estimateurs, bien que très dissemblables de par leur mise en ÷uvre,
sont équivalents lorsque le motif d'élairement est de forme gaussienne et que
l'on onsidère de petits déplaements (d≪ 1). On montre en eet en annexe C.5
que l'estimateur dˆ poiMV peut s'érire dans es onditions sous la forme approhée
suivante, pour de petits déplaements d≪ 1,
dˆ poiMV = −2w2
St
Nt , (4.37)
qui s'identie don bien dans e as à l'estimateur linéaire dˆlin de l'équation
(4.35), puisque ∆2X [v0(x, y)] = 1/(16π
2w2) pour un élairement de forme gaus-
sienne de largeur w. On peut ainsi s'attendre à e que l'optimalité de l'estimateur
80− Pour l'implémentation numérique de et estimateur, nous avons ajouté un oeient
de régularisation ε = 10−9 dans le alul du logarithme an d'éviter que des valeurs nulles de
µ(k, δ) ne fassent diverger le résultat de l'estimation. L'estimateur utilisé pour les simulations
numériques s'érit don dˆ poiMV = argmaxδ
{∑
k nk ln
[
µ(k, δ) + ε
]}
.
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linéaire, démontrée à fort ux et pour de petits déplaements (d ≪ 1) [29, 28℄,
soit également partagée dans ette situation par l'estimateur dˆ poiMV .
4.4 Résultats de simulation
Dans ette dernière setion, les simulations numériques présentées vont per-
mettre d'étudier les performanes des estimateurs introduits préédemment sur
des images loalement sous-poissoniennes simulées. Ces simulations numériques
permettront avant tout d'étudier omment la préision d'estimation de dépla-
ement en lumière sous-poissonienne évolue lorsque le ux de photons diminue.
En outre, l'analyse de es résultats numériques onrmera l'intérêt de la BCR
eetive introduite à la setion 4.2.3.3 pour borner la variane d'estimation à
faible ux, et montrera que l'estimateur du maximum de vraisemblane adapté
au bruit de poisson reste optimal lorsque les images sont entâhées de utuations
sous-poissoniennes, dans les onditions que nous avons étudiées.
4.4.1 Optimalité de l'estimateur dˆ poiMV
4.4.1.1 Desription de l'expériene numérique :
Nous allons onsidérer tout d'abord le as d'un hamp moyen de forme gaus-
sienne, dont la répartition spatiale orrespond à elle d'un mode gaussien TEM00,
et de largeur (waist) w = 5 pixels81. Le nombre total de photons détetés durant
une durée d'intégration T xée est toujours noté Nt.
L'aquisition d'images sous-poissoniennes peut être simulée numériquement
au moyen du modèle temporel de utuations sous-poissoniennes présenté en
setion 3.2.2 qui suppose que le temps d'attente entre deux détetions de photons
est distribué selon une loi gamma d'ordre L entier. Il sut pour ela de générer,
en haque pixel k de l'image simulée, une réalisation de la loi de photoomptage
sous-poissonienne PNk(nk) (voir équation (3.33)) de moyenne µ(k, d) selon une
méthode de génération détaillée en annexe C.2.2.2 et dont le prinipe repose sur
l'image physique des photons virtuels introduite dans le hapitre préédent.
Dans les résultats qui suivent, nous analysons diérentes situations physiques
en faisant varier l'ordre L ∈ {1; 2; 3; 5} de la loi gamma dérivant les temps
d'attente entre détetions de photons, ainsi que la durée d'intégration T , de
sorte que le nombre de photons total moyen Nt varie entre Nt = 20 et Nt = 10
5
photons. Enn, pour autoriser la omparaison entre les deux estimateurs du
déplaement étudiés (dˆlin et dˆ
poi
MV ), nous nous plaçons dans un as où le motif
d'élairement ne subit auun déplaement (d = 0)82.
Comme pour toutes les expérienes numériques présentées dans la suite de e
hapitre, les performanes d'estimation (biais et variane) des estimateurs dˆlin et
dˆ poiMV ont été évaluées sur des images de 256× 256 pixels en répétant l'expériene
d'estimation sur un grand nombre (R = 104) de réalisations indépendantes du
bruitage poissonien ou sous-poissonien de l'image onsidérée.
81− Rappelons ependant pour éviter toute onfusion que les images onsidérées dans e
hapitre de thèse sont supposées hautement multimodes.
82− Le but de l'estimation est don ii d'estimer... une absene de déplaement !
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4.4.1.2 Analyse des résultats de simulation :
Nous avons tout d'abord vérié que les deux estimateurs étudiés dˆlin et dˆ
poi
MV
possédaient un biais négligeable par rapport à l'éart-type des valeurs estimées,
pour toutes les situations physiques onsidérées.
Pour étudier la préision de es estimateurs, nous avons représenté sur la
gure 4.2 la variane de l'estimateur au sens du maximum de vraisemblane
dˆ poiMV (symboles △,2, ⋄, ∗) ainsi que elle de l'estimateur linéaire dˆlin (symboles
+), obtenues toutes deux empiriquement à partir des simulations Monte-Carlo
et normalisées par l'intensité moyenne totale Nt du faiseau. On peut noter que
les varianes obtenues dans haun des as sont omparables, e qui s'interprète
aisément puisqu'on a vu que es deux méthodes étaient équivalentes pour de
faibles déplaements d'un élairement gaussien.
Par ailleurs, l'optimalité des estimateurs peut être évaluée en omparant les
varianes obtenues ave le traé de la BCR eetive (traits tiretés (−−)) ou de la
limite inférieure de la borne de Cramer-Rao à fort ux B˜CR
L
(d) (traits pointillés
(· · ·)) pour diérentes valeurs de L.
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Fig. 4.2  Comparaison de la variane normalisée par Nt des estimateurs dˆ
poi
MV
(symboles 2 [L=1℄, ⋄ [L=2℄, △ [L=3℄, ∗ [L=5℄) et dˆlin (symboles +) ave les
valeurs de la BCR eetive (−−). Les ourbes en traits pointillés (· · ·) orres-
pondent aux valeurs de B˜CR
L
(d).
La gure 4.2 permet tout d'abord de vérier que l'estimateur dˆ poiMV est e-
ae pour un bruit poissonien (L = 1) [136℄ et que sa variane est inversement
proportionnelle à l'intensité Nt du faiseau. De même, es résultats numériques
onrment que lorsque le modèle de bruit perturbant l'image est sous-poissonien
et lorsque Nt > 100 photons environ, la variane de et estimateur devient
inférieure à la BCR obtenue pour des utuations poissoniennes BCRPoi(d)
(ourbe en trait mixte (· − ·)), onrmant ainsi que l'utilisation de lumières
sous-poissoniennes permet de surpasser la limite quantique standard de préi-
sion.
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Plus préisément, lorsque l'intensité du faiseau devient importante (Nt ≥ 105
photons, soit plus de 600 photons par pixel en moyenne au entre du faiseau), le
fateur de Fano de la lumière sous-poissonienne simulée devient égal à F = 1/L
pour la quasi-totalité des pixels de l'image et la variane des deux estimateurs
étudiés atteint la valeur limite B˜CR
L
(d). Or, puisque les estimateurs dˆlin et
dˆ poiMV sont non biaisés, et qu'auun estimateur non biaisé ne peut présenter une
variane inférieure à la BCR, ette remarque permet de prouver que B˜CR
L
(d)
est égale à la véritable BCR à fort ux, onrmant ainsi les résultats établis dans
les référenes [28, 29℄. Par ailleurs, ette observation montre également que les
estimateurs dˆlin et dˆ
poi
MV sont eaes à fort ux et permettent de garantir un
gain en terme de performane optimale (BCR) égal à Gmax = 1/F [42℄.
Lorsque l'intensité du faiseau est plus faible en revanhe, on observe que la
variane des estimateurs suit une évolution omparable au traé de la BCR ee-
tive, qui prend en ompte la dégradation progressive du aratère sous-poissonien
du faiseau à faible intensité sous l'inuene du phénomène de  fenêtrage tem-
porel . Cette remarque semble ainsi montrer que pour un faible déplaement
d'un faiseau de forme gaussienne, les estimateurs dˆ poiMV et dˆlin restent quasiment
eaes quel que soit le niveau de l'intensité moyenne Nt. Les simulations nu-
mériques présentées ii tendent don à onrmer que le gain en préision obtenu
à fort ux en utilisant une lumière sous-poissonienne plutt qu'un faiseau o-
hérent standard de même intensité disparaît progressivement lorsque l'image est
aquise à faible ux.
4.4.2 Propriétés de l'estimateur dˆ poiMV
Les premiers résultats de simulation ont onrmé que l'apport des lumières
sous-poissoniennes pour améliorer les performanes d'estimation d'un déplae-
ment était maximal à forte intensité mais qu'il tendait à disparaître pour des
images de faible intensité. Ces résultats ont aussi permis d'établir que l'estima-
teur de déplaement au sens du maximum de vraisemblane adapté au bruit de
Poisson dˆ poiMV restait quasiment eae pour des utuations sous-poissoniennes,
quelle que soit l'intensité moyenne de l'image. Nous proposons maintenant de
vérier la validité et l'eaité de et estimateur pour mesurer des amplitudes
de déplaement importantes et pour diérentes formes du motif d'élairement.
4.4.2.1 Eaité à grand déplaement
Une des motivations de ette étude onsistait à obtenir une méthode d'esti-
mation plus générale que l'estimateur dˆlin qui a été développé pour la mesure de
très faibles amplitudes de déplaement dans les référenes [151, 29, 28℄ et que
nous avons rappelé en setion 4.3.1. Il nous faut don vérier que l'estimateur
dˆ poiMV permet d'assurer quant à lui une estimation eae y ompris pour des
amplitudes de déplaement importantes.
Considérons pour ela le as d'un faiseau gaussien de largeur w = 5 et
d'intensité élevée Nt = 10
5
, perturbé par un bruit poissonien (L=1) ou sous-
poissonien, modélisé grâe au modèle phénoménologique temporel pour des ordres
variables L ∈ {2, 3, 5}. Pour les diérentes expérienes numériques réalisées, le
déplaement à estimer varie entre 0 (pas de déplaement) et un déplaement
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maximal de 5 pixels, e qui orrespond à la largeur w du faiseau gaussien onsi-
déré. Nous avons tout d'abord vérié par simulation numérique que l'estimateur
par pondération linéaire ainsi que dˆ poiMV permettaient d'estimer sans biais le dé-
plaement pour les diérentes valeurs testées
83
.
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En e qui onerne la préision de l'estimation, les résultats présentés en
gure 4.3 illustrent que l'optimalité de l'estimateur par pondération linéaire dˆlin
(symboles +) n'est plus assurée dès que le déplaement est supérieur à quelques
pourents de la largeur de faiseau w, e qui pouvait être attendu étant donné
que la forme de l'estimateur est optimisée pour la mesure de petits déplaements
[151, 29, 28℄. Par ailleurs, on notera également que la rédution de variane,
dont on bénéie à  petits signaux  en utilisant une lumière sous-poissonienne,
disparaît à grands déplaements, e qui onrme que et estimateur n'est pas
adapté pour mesurer de grands déplaements en lumière sous-poissonienne.
En revanhe, l'analyse de ette gure permet d'observer l'eaité de l'es-
timateur au sens du maximum de vraisemblane dˆ poiMV adapté au bruit de Pois-
son (symboles 2) pour de grandes valeurs du déplaement d'une image pertur-
bée par un bruit sous-poissonien de fateur de Fano ompris entre F = 1 et
F = 1/5 = 0, 2. Ainsi, pour une valeur importante de Nt, la limite quantique
standard pour la variane d'estimation d'un déplaement peut être améliorée en
proportion du gain maximal Gmax = 1/F et ette limite est atteinte par l'esti-
mateur dˆ poiMV quelle que soit l'amplitude du déplaement. Il serait intéressant de
valider e résultat pour des lumières sous-poissoniennes présentant des fateurs
de Fano plus faibles.
83− Plus préisément les biais observés restent toujours négligeables devant l'éart-type des
estimations.
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4.4.2.2 Généralisation à diérents motifs d'illumination
Nous avons jusqu'à maintenant onsidéré des motifs d'élairement de forme
gaussienne, dont la répartition d'intensité moyenne pouvait être assimilée à elle
d'un mode TEM00 de hamp. An de vérier la généralité de l'estimateur dˆ
poi
MV
sur des motifs d'élairement diérents, nous pouvons supposer par exemple que
l'image possède désormais une répartition d'intensité moyenne similaire à un
mode d'illumination TEMi0 d'ordre supérieur, ave i ∈ {0, 1, 2, 3}, 'est-à-dire
f0(x, y) =
Nt
2(i+1)πw2
[Hi( x√2w )]2
i !
exp
[
−(x
2 + y2)
2w2
]
, (4.38)
où Hi(x) représente le polynme d'Hermite d'ordre i84.
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Fig. 4.4  Variane de l'estimateur dˆ poiMV pour diérents motifs d'élairement et
diérents ordres L de la loi d'attente gamma (symboles 2). La ourbe en trait
mixte (· − ·) représente la BCR dans le as poissonien standard tandis que les
valeurs de BCReff(d) sont traées en traits tiretés (−−) pour diérents ordres
L. L'intensité totale est xée à Nt = 10
5
photons.
Sur la gure 4.4, la variane de l'estimateur dˆ poiMV (symboles 2) ainsi que
la BCR à fort ux pour diérentes valeurs du paramètre L sont représentées en
fontion de la largeur spetrale spatiale ∆2X [v0(x, y)] selon la diretionX, évaluée
numériquement pour les diérents motifs d'élairement onsidérés. Cette gure
permet de vérier que l'estimateur dˆ poiMV reste eae à forte intensité (Nt = 10
5
photons) pour une forme quelonque du motif d'élairement, garantissant ainsi un
gain maximal en proportion de F sur la variane minimale d'estimation lorsque
l'image onsidérée est perturbée par un bruit sous-poissonien [42℄. On vérie
également sur ette gure que la BCR pour l'estimation d'un déplaement à in-
84− Voir par exemple la référene [61℄, page 219 pour une desription des modes d'illumina-
tion de Gauss-Hermite. Pour l'implémentation numérique des simulations, les motifs d'intensité
f0(x, y) ont été  lissés  par appliation d'un ltre moyenneur de taille 3 ×3 pixels pour éviter
que ertains pixels de l'image ne possèdent une valeur moyenne nulle.
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tensité moyenne élevée est bien inversement proportionnelle à la largeur spetrale
spatiale de l'image, omme ela est dérit par l'équation (4.25).
4.4.2.3 Comparaison ave un estimateur par interorrélation  li-
néaire 
Nous proposons enn d'illustrer l'intérêt partiulier de l'estimateur dˆ poiMV en
omparant ses performanes ave elles d'un estimateur par interorrélation
linéaire, noté dˆ gaussMV et qui prend la forme suivante
dˆ gaussMV = argmax
δ
{ M∑
k=1
nk µ(k, δ)
}
. (4.39)
Cette méthode est fondée sur l'interorrélation de l'image détetée n = {nk}
pour k ∈ [1;M ], ave l'image de référene µ(k) non bruitée, ontrairement à
l'estimateur dˆ poiMV pour lequel n est orrélée ave lnµ(k) (voir équation (4.36)).
On peut montrer, omme ela est rappelé en annexe C.4.2, que ette méthode
orrespond à l'estimateur au sens du maximum de vraisemblane dans le as
d'un bruit gaussien de variane xée [157℄, e qui justie la notation dˆ gaussMV .
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Fig. 4.5  (a) Représentation shématique de la répartition d'intensité moyenne
lorsque le motif est superposé à un fond ontinu. (b) Comparaison des varianes
des estimateurs dˆ poiMV (symboles ×) et dˆ gaussMV (symboles ⋄) et des BCR dans le
as poissonien (L=1, ourbe en trait mixte (· − ·))) et sous-poissonien ave L=2
(ourbe en trait tireté (−−)) lorsque le niveau du fond ontinu évolue.
Pour omparer es deux estimateurs, nous supposons ii que le motif d'élai-
rement est toujours de forme gaussienne, de largeur w et d'intensité totale élevée
Nt = 10
4
photons. À la diérene des expérienes numériques préédentes, nous
supposons en outre que e motif d'intensité de forme gaussienne est superposé à
un fond d'intensité ontinu. La valeur de e fond ontinu est exprimée en pour-
entage de la hauteur h du motif gaussien h = Nt/(2πw
2) (voir gure 4.5.a). Sur
la gure 4.5.b, nous avons traé la variane de l'estimateur dˆ poiMV (symboles ×)
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et de l'estimateur par interorrélation linéaire dˆ gaussMV (symboles ⋄), en fontion
du niveau du fond ontinu présent sur l'image, exprimé en pourentage de la
hauteur h du motif gaussien. Nous supposons que l'image est perturbée par un
bruit poissonien (L = 1) ou sous-poissonien (L = 2), généré grâe au modèle
temporel de lois d'attente gamma d'ordre L.
On remarque immédiatement en observant la gure 4.5 que la variane de
l'estimateur dˆ poiMV atteint la BCR dans le as poissonien (traée en trait mixte
(· − ·)) et la valeur de BCReff (d) dans le as sous-poissonien (traée en trait
tireté −−) dans toutes les situations physiques représentées sur ette gure,
onrmant ainsi l'eaité de l'estimateur dˆ poiMV pour des utuations d'intensité
sous-poissoniennes. Cela n'est en revanhe pas le as de l'estimateur par inter-
orrélation linéaire dˆ gaussMV qui n'est eae que pour de fortes valeurs du fond
ontinu, 'est-à-dire dans les situations où l'intensité moyenne en haque pixel de
l'image est très élevée. Ce omportement peut s'interpréter simplement en notant
que les utuations sous-poissoniennes peuvent être orretement modélisées par
des densités de probabilité gaussiennes à très forte intensité moyenne, expliquant
ainsi l'eaité de l'estimateur dˆ gaussMV .
Si l'estimateur par interorrélation linéaire est eae pour une intensité
moyenne élevée, ette expériene numérique illustre néanmoins l'intérêt de onsi-
dérer l'estimateur dˆ poiMV lorsque l'intensité moyenne d'élairement est plus faible.
En eet, omme nous l'avons vu préédemment, l'utilisation des lumières sous-
poissoniennes pour des tâhes d'estimation de paramètre revêt un intérêt spé-
ique lorsqu'il n'est pas possible d'augmenter le ux d'un faiseau poissonien
standard : dans es onditions, il est don partiulièrement intéressant de dispo-
ser d'une méthode d'estimation eae lorsque l'intensité moyenne est faible, e
qui est le as de l'estimateur dˆ poiMV pour l'estimation d'un déplaement.
4.4.3 Robustesse des résultats établis
Les dernières simulations numériques que nous exposons ii vont nous per-
mettre de disuter la généralité des onlusions préédentes. Nous verrons en
partiulier que les résultats obtenus grâe au modèle phénoménologique temporel
sont robustes à une modiation de la DDP Pξ(ξ) dérivant les temps d'attente
entre détetions de photons. Nous illustrerons également omment l'expression
de la BCR eetive proposée dans e hapitre permet d'évaluer une borne de la
variane minimale d'estimation, tout en prenant en ompte d'éventuelles pertur-
bations du faiseau (absorption partielle, bruit de fond parasite).
4.4.3.1 Généralisation du modèle phénoménologique temporel
Le modèle temporel de utuations sous-poissoniennes présenté à la setion
3.2.2 permet de dérire le phénomène de dégroupement des arrivées de photons
sur un déteteur (antibunhing) en supposant que la DDP Pξ(ξ) du temps d'at-
tente ξ entre deux détetions suessives de photons est une loi gamma d'ordre
L. Par ailleurs, e modèle nous a permis d'introduire l'image physique des pho-
tons virtuels qui a servi à établir une limite inférieure de la BCR à fort ux et
qui fournit une méthode simple pour simuler des proessus sous-poissoniens de
temps d'attente gamma d'ordre entier (voir annexe C.2.2.2). Il nous paraît epen-
dant important de vérier si les onlusions préédentes sont toujours valables
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lorsque les lois gamma dérivant les statistiques des temps d'attente entre deux
détetions suessives de photons sont remplaées par d'autres formes de densités
de probabilité, même si l'image physique des photons virtuels et la méthode de
simulation assoiée ne seront plus appliables dans e as.
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Fig. 4.6  L'évolution du fateur de Fano des proessus sous-poissoniens générés
ave la méthode de simulation générale pour diérentes formes de la loi d'attente
Pξ(ξ) (loi gamma (∗), loi lognormale (2), loi de Weibull (+)) ou ave le modèle
phénoménologique de temps d'attente gamma d'ordre L (symboles ◦) est traée
en fontion de µN pour diérentes valeurs de l'ordre L. Les ourbes en trait tireté
(−−) représentent le fateur de Fano théorique déduit de la loi de probabilité
PN(n) (équation (3.33)) lorsque Pξ(ξ) est une loi gamma d'ordre L entier.
Méthode de simulation générale : Dans les as où la loi d'attente entre
arrivées suessives de photons n'est pas néessairement gamma d'ordre entier,
nous avons pu générer des réalisations de photoomptages sous-poissoniens grâe
à un proédé de simulation général, dont le détail est reporté en annexe C.2.2.3.
An de vérier numériquement la validité de ette méthode de simulation
générale, nous l'avons mise en ÷uvre pour générer R = 6.106 réalisations de
diérents proessus sous-poissoniens ave des lois d'attente Pξ(ξ) de diérentes
formes (loi gamma, loi de Weibull ou loi lognormale), de moyenne τ0 = 1/φ = 〈ξ〉,
où φ représente le ux moyen de photons, et pour une durée d'intégration totale
sur le apteur égale à T = 1 seonde. Les trois lois de probabilité onsidérées
sont des lois à deux paramètres. Pour générer un proessus sous-poissonien de
moyenne donnée µN = φT = T/τ0, es paramètres sont déterminés de sorte que
la valeur moyenne du temps d'attente soit égale à τ0 = 〈ξ〉 = T/µN = 1/µN .
Pour modéliser le phénomène de dégroupement des arrivées de photons araté-
ristique des états sous-poissoniens, le seond paramètre de la loi de probabilité
est déterminé pour que la variane var(ξ) du temps d'attente soit inférieure à la
variane qu'on obtiendrait ave un temps d'attente exponentiel aratéristique
d'un proessus de Poisson (voir setion 3.2.2.1). Pour failiter la omparaison
ave les résultats obtenus grâe au modèle phénoménologique de temps d'attente
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gamma d'ordre L entier, nous avons hoisi de xer le paramètre de forme85 des
lois Pξ(ξ) à une valeur entière L ∈ {2; 3; 4; 5}, en assurant que
var(ξ)
〈ξ〉2 =
1
L
. (4.40)
En utilisant ette méthode de simulation de proessus sous-poissoniens de
temps d'attente non néessairement gamma, on peut obtenir des statistiques de
photoomptage sous-poissoniennes, omme nous pouvons le vérier sur la gure
4.6. En eet, pour haune des onditions physiques onsidérées, il est possible
d'évaluer empiriquement la moyenne et la variane des R = 6.106 réalisations
du proessus, permettant ainsi de déduire empiriquement la valeur du fateur
de Fano du proessus sous-poissonien simulé. Le fateur de Fano ainsi obtenu a
été représenté sur la gure 4.6 en fontion de la valeur moyenne µN du nombre
de photons détetés et pour diérentes formes de loi d'attente Pξ(ξ) (loi gamma
(symboles ∗), loi lognormale (symboles 2) et loi de Weibull (symboles +)). Nous
avons également reporté sur ette même gure les valeurs du fateur de Fano
obtenues lorsque l'on modélise les temps d'attente gamma d'ordre L entier ave le
modèle phénoménologique étudié préédemment (symboles ◦). Enn, les ourbes
en trait tireté (−−) représentent le fateur de Fano que l'on évalue à partir de
la DDP donnée en équation (3.33) pour des temps d'attente gamma d'ordre L
entier grâe à la méthode numérique présentée en setion 3.2.2.3.
La superposition des symboles ∗ et ◦ permet de valider la méthode  générale 
de simulation, qui onduit, dans le as d'une loi gamma, à des résultats iden-
tiques à la méthode de simulation utilisant le modèle phénoménologique fondé
sur l'image physique des photons virtuels. Pour toutes les autres formes de lois
d'attente onsidérées, on vérie également sur ette gure que le fateur de Fano
tend vers 1/L quand l'intensité est importante tandis que la statistique rede-
vient poissonienne lorsque le ux diminue, la transition entre les deux régimes
s'opérant toujours aux alentours de quelques photons reçus en moyenne [42℄.
On peut en outre noter que ette méthode générale de simulation permet de
modéliser des temps d'attente dont le paramètre de forme ne serait pas néessai-
rement entier, e qui n'était pas le as de la méthode de simulation fondée sur
l'image physique des photons virtuels. Nous avons illustré ette apaité dans le
as d'une loi gamma d'ordre non entier L = 2, 5, dont le fateur de Fano est
représenté sur la gure 4.6 (symboles ∗).
Appliation à l'estimation de déplaement : En utilisant e modèle plus
général de utuations sous-poissoniennes, nous avons alors simulé numérique-
ment une expériene d'estimation de déplaement, dans des onditions similaires
à la situation étudiée à la gure 4.2 (motif d'élairement de forme gaussienne,
de largeur w = 5, intensité moyenne totale Nt variant entre 20 et 10
5
photons).
La variane de l'estimateur dˆ poiMV normalisée par Nt est obtenue empiriquement
à partir des simulations Monte-Carlo et est traée en gure 4.7 pour diérentes
formes de la loi d'attente entre arrivées de photons : loi gamma (symboles ⋄), loi
lognormale (symboles ×), loi K (symboles 2). Les paramètres de es lois sont
85− Ce paramètre était jusqu'ii appelé ordre de la loi gamma. Cependant, la notion d'ordre
n'est plus rigoureusement utilisable si les lois n'appartiennent plus à la famille des lois gamma.
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adaptés pour que leur paramètre de forme L soit égal à L = 2, 3 ou 5.
Cette gure permet d'illustrer que le omportement de la variane de l'esti-
mateur dˆ poiMV en fontion de L et de Nt est à peu près identique, quelle que soit
la forme de la loi d'attente Pξ(ξ) que nous ayons utilisée dans le modèle de bruit
sous-poissonien mis en ÷uvre pour générer l'image.
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Fig. 4.7  Variane normalisée parNt de l'estimateur dˆ
poi
MV pour diérentes formes
de lois d'attente
[
loi gamma (symboles ⋄), loi lognormale (symboles ×), loi K
(symboles 2)
]
. Les symboles gris ∗ représentent la variane obtenue pour une
loi gamma d'ordre non entier L = 2, 5. La borne de Cramer-Rao eetive est
représentée en traits tiretés (−−) et BCRPoi(d) est traé en trait mixte (· − ·).
Dans le as où l'ordre non entier de la loi d'attente gamma est égal à L = 2, 5
(symboles ∗ en gris), on notera que l'évolution de la variane de l'estimateur dˆ poiMV
se situe entre les points de mesure obtenus préédemment dans les as L = 2 et
L = 3 et entre les BCR eetives orrespondantes. On remarque de plus que pour
Nt = 10
5
photons, on atteint bien une valeur asymptotique Nt× var(dˆ poiMV ) = 10,
e qui orrespond bien à la valeurNt × B˜CR
2,5
(d) = Nt × BCRpoi(d)/2, 5 = 10.
4.4.3.2 Généralité de la BCR eetive
Lorsque l'intensité moyenne du faiseau sous-poissonien devient plus faible,
nous avons vu que l'expression de la BCR eetive permet de prendre en ompte
l'inuene du phénomène de  fenêtrage temporel  qui apparaît lorsque l'in-
tensité moyenne de l'image est faible. Nous proposons ii de montrer que ette
borne eetive peut également rendre ompte de l'augmentation de la variane
d'estimation lorsque le faiseau subit des perturbations de natures diérentes
(absorption partielle ou bruit de photon parasite) mais qui tendent aussi à dé-
grader le aratère sous-poissonien des utuations.
Pour illustrer ette propriété, nous avons à nouveau onsidéré le problème
de l'estimation du déplaement d'un élairement de forme gaussienne de largeur
w = 5 pixels et de hauteur h = Nt/(2πw
2) où Nt désigne toujours le nombre
moyen de photons ontenus dans la totalité du faiseau. Le déplaement d a été
148
4.4. Résultats de simulation
estimé grâe à l'estimateur dˆ poiMV sur les images perturbées soit par un bruit pois-
sonien standard, soit par des utuations sous-poissoniennes (modèle temporel
de temps d'attente gamma d'ordre L = 5). Pour étudier l'inuene de diverses
perturbations sur la préision d'estimation, nous nous sommes intéressés aux inq
situations physiques dérites i-dessous :
(a)- Pas de perturbation : L'image est de forte intensité (Nt = 10
5
photons)
et ne subit auune perturbation.
(b)- Aquisition à faible ux : L'image est de faible intensité (Nt = 500
photons), mais ne subit auune perturbation.
()- Absorption partielle de l'image : On suppose que l'image d'inten-
sité Nt = 10
5
photons subit, avant ou lors de sa détetion, une absorp-
tion partielle de fateur de transmission η = 0, 5, pouvant modéliser par
exemple l'inuene d'un déteteur imparfait d'eaité quantique η < 1.
La simulation numérique de e phénomène d'absorption est eetuée en
aetant à haun des photons onstituant l'image simulée une probabi-
lité η = 0, 5 d'être onservé (modèle d'absorption de Bernoulli (voir an-
nexe C.1.1)). L'image obtenue après absorption omptera don en moyenne
η Nt = 2, 5×105 photons et 'est sur ette image qu'est réalisée l'estimation
du déplaement d.
(d)- Présene d'un fond ontinu : Le motif gaussien de forte intensité (Nt =
105 photons) et de hauteur h = Nt/2πw
2
est superposé à un fond ontinu
de hauteur h (voir gure 4.5.a). Le faiseau ne subit auune perturbation.
(e)- Présene d'un fond ontinu et d'un bruit de Poisson parasite :
On étudie un as similaire au as (d), auquel on a superposé un bruit de
fond parasite, modélisé en haque pixel de l'image par un bruit de Poisson
de valeur moyenne µB = 0, 1× h = 0, 1×Nt/2πw2.
Sur la gure 4.8, nous avons représenté la variane de l'estimateur dˆ poiMV dans
le as où l'image est bruitée par des utuations poissoniennes (symboles 2)
ou sous-poissoniennes (modèle temporel ave L = 5, symboles △). Pour haque
situation, nous avons aussi traé en trait ontinu ( ) la BCR qui serait obte-
nue dans le as où l'image est initialement perturbée par un bruit de Poisson
standard. Ces valeurs ont été obtenues aisément en remarquant que pour toutes
les perturbations de l'image onsidérées ii ( fenêtrage temporel , absorption
partielle ou bruit de Poisson parasite), le bruit qui entahe l'image modiée reste
poissonien et le alul lassique de BCRPoi(d) (voir équation (4.19)) reste don
appliable. En prenant en ompte les modiations introduites au niveau de l'in-
tensité moyenne de l'image en présene d'une absorption partielle (diminution de
la valeur moyenne de l'intensité en haque pixel par un fateur η = 0, 5) ou enore
d'un bruit de fond Poissonien (la valeur moyenne en haque pixel devient dans
e as µ(k, d)+µB), nous avons alors évalué la borne de Cramer-Rao BCR
Poi(d)
qui est représentée en trait ontinu ( ) sur la gure 4.8 dans les 5 situations
onsidérées. Sur ette même gure, les traits pointillés (· · ·) représentent quant
à eux la variane qui serait obtenue ave un gain maximal Gmax = 1/F = 5,
'est-à-dire BCRPoi(d)/5.
Comme on pouvait s'y attendre, l'analyse de la gure 4.8 montre que le gain
maximal Gmax n'est atteint que dans les situations (a) et (d), qui orrespondent
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à des onditions expérimentales idéales. En revanhe, on s'éloigne sensiblement
de la situation de gain maximal dès que le faiseau est de trop faible intensité
(situation (b)) et subit alors le phénomène de  fenêtrage temporel . De même,
le gain maximal n'est pas atteint lorsque le faiseau subit une absorption par-
tielle (situation ()) ou lorsqu'un bruit de fond poissonien est présent sur l'image
(situation (e)). Ce résultat peut être interprété aisément grâe aux propriétés
rappelées dans les setions 3.2.1.3 et 3.2.1.4 qui dérivent omment une absorp-
tion partielle ou la présene d'un bruit de Poisson parasite onduisent à dégrader
la nature sous-poissonienne du faiseau.
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Fig. 4.8  Comparaison entre la variane de l'estimateur dˆ poiMV pour une image
poissonienne (symboles 2) ou sous-poissonienne ave L = 5 (symboles △) et la
BCR eetive (−−) pour les inq situations physiques étudiées. Les pointillés
(· · ·) donnent une indiation de la variane qui serait obtenue ave un gain
maximal Gmax = 1/F = 5.
Plus préisément, nous allons illustrer omment es propriétés nous per-
mettent de aluler la BCR eetive assoiée à es expérienes d'estimation dans
des situations non idéales. Pour ela, nous allons supposer que le fateur de Fano
est égal à F0 = 1/L en haque pixel de l'image lorsque l'intensité est importante
(Nt = 10
5
) et lorsque l'image ne subit auune perturbation. En utilisant l'équa-
tion (3.24) donnée en setion 3.2.1.3, on montre que lorsque l'image subit une
absorption partielle de fateur de transmission η, la valeur moyenne au pixel k
devient η µ(k, d) et le fateur de Fano F (k, d) au pixel k peut s'érire
F (k, d) = 1− η (1− F0). (4.41)
De même, lorsque l'image est perturbée par un bruit de fond poissonien de valeur
moyenne µB, l'intensité moyenne de l'image au pixel k s'érit alors µ(k, d) + µB
et d'après l'équation (3.27), le fateur de Fano au pixel k s'érit dans e as
F (k, d) =
F0 µ(k, d) + µB
µ(k, d) + µB
. (4.42)
Ces relations, qui fournissent la valeur moyenne de l'intensité et le fateur de
Fano en haque pixel k de l'image perturbée, peuvent alors être insérées dans
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l'expression de la BCR eetive donnée en équation (4.30) an de aluler numé-
riquement BCReff (d) dans les as où le faiseau subit une absorption partielle
ou bien lorsqu'il est perturbé par un bruit de fond parasite poissonien.
Pour haque situation étudiée, les valeurs de BCReff (d) obtenues pour une
lumière sous-poissonienne de fateur de Fano F = 1/L = 0, 2 ont été reportées en
trait tireté (−−) sur la gure 4.8. On peut ainsi remarquer que la variane de l'es-
timateur dˆ poiMV est dans tous les as très prohe de la valeur de BCR
eff(d). Ainsi,
es quelques résultats numériques présentés sur la gure 4.8 illustrent l'intérêt
pratique de la BCR eetive pour évaluer la préision d'estimation en lumière
sous-poissonienne lorsque les onditions expérimentales ne sont pas idéales.
4.5 Conlusion
Dans e hapitre, nous avons utilisé un modèle phénoménologique de lumière
sous-poissonienne an d'étudier la préision d'estimation d'un paramètre (ii, un
déplaement) dans une image perturbée par un bruit sous-poissonien. Conformé-
ment aux résultats établis dans les référenes [28, 29℄ pour des situations d'ima-
gerie à très forte intensité, nous avons tout d'abord onrmé ave e modèle
phénoménologique que la variane minimale pour l'estimation d'un déplaement
d'une image peut être au mieux réduite en proportion du fateur de Fano du
faiseau sous-poissonien utilisé, lorsque elui-i est susamment intense.
L'évolution de la préision d'estimation lorsque l'intensité moyenne de l'image
diminue a été analysée également. Pour ela, nous avons proposé la dénition
d'une borne de Cramer-Rao eetive qui permet d'évaluer la variane minimale
d'estimation d'un déplaement, y ompris pour des images aquises à faible inten-
sité, en prenant en ompte la dégradation partielle du aratère sous-poissonien
de la lumière au niveau des pixels faiblement élairés (augmentation du fateur de
Fano de la lumière dès que moins de quelques dizaines de photons sont reçus en
moyenne sur le pixel). L'évolution de ette borne de Cramer-Rao eetive ainsi
que le omportement des estimateurs de déplaement testés ont permis de mon-
trer que l'apport des lumières sous-poissoniennes pour améliorer les performanes
d'estimation au-delà des performanes obtenues ave un faiseau poissonien stan-
dard de même intensité tend à disparaître à mesure que l'intensité moyenne de
l'image onsidérée diminue.
Les résultats numériques présentés ont aussi montré qu'un estimateur au sens
du maximum de vraisemblane adapté au as de utuations poissoniennes per-
met d'assurer une estimation quasiment eae du déplaement lorsque le bruit
perturbant l'image est de nature sous-poissonienne, et pour des motifs d'élai-
rement et des amplitudes de déplaement quelonques. Ces résultats illustrent
ainsi que ette méthode d'estimation permet d'atteindre le gain maximal sur la
performane d'estimation optimale ('est-à-dire de réduire la variane minimale
d'estimation (BCR) en proportion du fateur de Fano de la lumière), lorsque l'in-
tensité de l'image est importante. Une perspetive intéressante pourrait onsister
à généraliser es résultats pour des fateurs de Fano inférieurs à F = 1/5 = 0, 2.
Par ailleurs, la prise en ompte de modèles de formation d'images multimodes
plus généraux et plus réalistes que le modèle idéal étudié dans e manusrit sou-
lève de nombreuses questions onernant la ompréhension et la desription des
orrélations spatiales qui aratérisent les mesures de photoomptage réalisées en
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diérents pixels sur es images multimodes. L'analyse de l'inuene de es orré-
lations sur la préision d'estimation onstitue don une perspetive de reherhe
intéressante.
Dans le hapitre suivant, nous proposons d'étudier l'apport de bruits sous-
poissoniens dans le as d'une tâhe de détetion, onsistant à disriminer entre
deux hypothèses ave un taux d'erreur minimal, à partir d'une unique mesure de
photoomptage sous-poissonien.
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5.1. Introdution aux problèmes de détetion
Dans le hapitre préédent, nous avons étudié l'apport des lumières loale-
ment sous-poissoniennes pour améliorer la préision d'estimation d'un paramètre
dans une image. Pour aratériser et apport, nous avons vu qu'on pouvait in-
troduire un gain eetif sur la performane optimale lorsque le gain maximal
en proportion du fateur de Fano n'est pas atteint. En suivant une démarhe
similaire, nous proposons dans e hapitre d'analyser omment es lumières non-
lassiques peuvent améliorer les performanes de détetion, lorsque l'on herhe
à disriminer entre deux hypothèses.
À la diérene du hapitre préédent, nous onsidérerons ii un déteteur
unique
86
pour des raisons de simpliité. Après une présentation du problème de
détetion, nous utiliserons le modèle binomial de utuations sous-poissoniennes
pour illustrer omment la mesure de Cherno permet de aratériser la dif-
ulté de la tâhe de détetion. À partir de ette mesure de Cherno, nous
établirons un ritère de gain qui nous permettra d'étudier l'apport des lumières
sous-poissoniennes pour améliorer les tâhes de détetion. La généralité de es ré-
sultats sera enn disutée grâe à des simulations numériques utilisant le modèle
temporel de utuations sous-poissoniennes étudié dans le hapitre 3.
5.1 Introdution aux problèmes de détetion
5.1.1 Desription du problème de détetion
Nous allons onsidérer dans e hapitre une tâhe de détetion simple, re-
présentée shématiquement sur la gure 5.1. Il s'agit de disriminer, à partir
d'une mesure de photoomptage, entre les deux hypothèses suivantes : soit le
photoomptage a été eetué sur un faiseau sous-poissonien non perturbé, soit
e faiseau a subi une absorption partielle avant de parvenir sur le apteur. En
d'autres termes, e test d'hypothèses revient à déider quelle hypothèse explique
le mieux l'observation eetuée par le apteur. Malgré sa simpliité apparente,
e problème de détetion peut néanmoins s'appliquer à de nombreuses situations
physiques, par exemple la propagation d'un faiseau dans un milieu absorbant ou
enore la réexion de e faiseau sur des matériaux de réetivités diérentes
87
.
Nous supposerons pour l'instant que les états sous-poissoniens de la lumière
peuvent être dérits au moyen d'un modèle binomial de utuations d'inten-
sité, dont la desription a été détaillée en setion 3.2.3 du hapitre 3. Dans e as,
les deux hypothèses à disriminer peuvent être détaillées de la manière suivante :
Hypothèse H1 : Soit le apteur est diretement illuminé par un faiseau sous-
poissonien de fateur de Fano F1, et ontenant en moyenne 〈N〉 = µN1
86− Et non plus un déteteur matriiel spatialement distribué.
87− Cette situation peut modéliser en pratique le proédé de leture d'un disque optique par
exemple.
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DETECTEURDETECTEUR
a) b)
Hypothèse H1: Pas d'absorption Hypothèse H2: Faiseau absorbé
Coeient de transmission τ
F2 = α(F1, τ )F1
Fateur de Fano
Fateur de Fano F1
〈N〉 = µN2 = τµN1
Lumière sous-poissonienne inidente
Nombre moyen de photons
〈N〉 = µN1
reçus durant T
Fig. 5.1  Représentation shématique du test d'hypothèses onsidéré dans e
hapitre : le apteur a eetué une mesure de photoomptage : (a) soit sur un
faiseau sous-poissonien non perturbé ; (b) soit sur un faiseau ayant subi une
absorption partielle .
photons lorsqu'il est observé sur une durée d'intégration xée T . Dans
e as, en notant η1 = 1 − F1 et en supposant un modèle binomial de
utuations de paramètre N0 xé, le résultat de la mesure n obéit à la loi
de photoomptage suivante
PN(n|H1) =
(
N0
n
)
ηn1 (1− η1)N0−n. (5.1)
Hypothèse H2 : Soit e même faiseau sous-poissonien subit une absorption
partielle de fateur de transmission τ ∈ [0; 1] et dans e as 〈N〉 = µN2 =
τµN1 . D'après les résultats de la setion 3.2.3, on peut montrer que la
statistique de photoomptage reste binomiale de paramètres N0 et η2 qui
vérie η2 = τη1, 'est-à-dire
PN(n|H2) =
(
N0
n
)
ηn2 (1− η2)N0−n. (5.2)
Par ailleurs, le fateur de Fano de e proessus absorbé devient F2 =
α(F1, τ)F1, où le paramètre α(F1, τ) déni à l'équation (3.25) s'érit
88
α(F1, τ) =
F2
F1
=
1− τ(1− F1)
F1
. (5.3)
L'intérêt du modèle binomial de utuations sous-poissoniennes apparaît lai-
rement pour dérire la situation étudiée ii. En eet, la stabilité de es statistiques
binomiales sous l'eet d'une absorption (voir propriété 3.3) garantit que la forme
de la loi de probabilité du photoomptage est la même dans les deux hypothèses
(loi binomiale). Nous verrons que ette propriété prend toute son importane par
88− Rappelons que d'après la propriété 3.1, la validité de ette relation n'est pas partiulière
au hoix d'un modèle binomial.
155
5.1. Introdution aux problèmes de détetion
la suite pour aluler la mesure de Cherno entre hypothèses sous-poissoniennes.
5.1.2 Test de détetion et ourbe COR
Une méthode de détetion performante doit par dénition être apable de
disriminer entre les deux hypothèses ave un taux d'erreur minimal. Pour évaluer
ette performane, la théorie usuelle de la détetion de Neyman-Pearson [148,
115℄ propose de onsidérer les deux probabilités suivantes, qui présentent un
intérêt pratique qui sera détaillé par la suite :
La probabilité de détetion, notée Pd
△
= Pr
[
hoisirH2
∣∣H2], qui représente la
probabilité de hoisir l'hypothèse H2 lorsque elle-i est vraie. Dans le as
étudié, ela orrespondra à déteter la présene d'une absorption partielle
lorsque elle-i a eetivement eu lieu.
La probabilité de fausse alarme, notée Pfa
△
= Pr
[
hoisirH2
∣∣H1], qui re-
présente la probabilité de hoisir l'hypothèse H2 alors que l'hypothèse H1
était vraie. Dans notre as, ela orrespond à une détetion erronnée d'une
absorption partielle alors que le faiseau n'a pas été perturbé
89
.
Naturellement, la performane de détetion sera d'autant meilleure que la
probabilité de fausse alarme Pfa sera minimisée et que la probabilité de détetion
Pd sera élevée. Pour une valeur xée de la probabilité de fausse alarme, la théorie
de la détetion de Neyman-Pearson permet d'établir la règle de déision (ou test
de détetion) optimale qui maximise la probabilité de détetion [148, 115℄. Ce
test optimal, appelé likelihood ratio test (LRT) en anglais, onsiste à omparer le
rapport des vraisemblanes des deux hypothèses par rapport à un seuil, noté
λ, dont la valeur est xée par la Pfa désirée. Le résultat de ette omparaison
détermine alors le hoix de l'hypothèse selon la règle suivante
PN(n|H2)
PN(n|H1)
H2
≷
H1
λ. (5.4)
Si l'on parourt toutes les valeurs possibles du seuil λ, on peut faire évoluer
la Pfa entre 0 et 1. Au ours de ette évolution, on peut alors traer la ourbe pa-
ramétrique qui dérit l'évolution de la probabilité de détetion Pd(λ) en fontion
de la probabilité de fausse alarme Pfa(λ). Cette ourbe, ommunément appe-
lée ourbe COR (Caratéristique Opérationnelle de Réeption)
90
, permet de
fournir une vue d'ensemble de la performane de détetion d'un test [115℄ et de
aratériser le ompromis qui existe pour maximiser la probabilité de détetion
tout en évitant que le taux de fausses alarmes ne soit trop important. En obser-
vant l'allure typique d'une telle ourbe COR représentée sur la gure 5.2, on voit
en eet que la performane de détetion est d'autant plus grande que l'inexion
de ette ourbe paramétrique est abrupte et que la ourbe se situe plus près du
point de oordonnées (0, 1), assoiant ainsi une Pfa faible et une Pd importante.
89− Notons que l'on aurait pu intervertir les deux hypothèses H1 et H2 pour la dénition de
es probabilités de détetion et de fausse alarme sans modier les analyses physiques qui seront
présentées dans la suite. En pratique, la sémantique de es appellations doit bien entendu être
adaptée à l'appliation visée.
90− Reeiver operating harateristi (ROC) en anglais.
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Fig. 5.2  Représentation de quatre ourbes COR orrespondant à des perfor-
manes de détetion distintes.
5.1.3 Probabilité d'erreur et mesure de Cherno
Si l'on désigne par PH(H1) la probabilité d'ourene de l'hypothèse H1, on
a pour la seonde hypothèse, PH(H2) = 1 − PH(H1). On peut alors dénir la
probabilité d'erreur bayésienne [148℄,
PB
△
= PH(H1) · Pr
[
hoisirH2
∣∣H1]+ PH(H2) · Pr[hoisirH1∣∣H2], (5.5)
qui représente la somme des probabilités de mauvaises lassiations. Dans le as
où les hypothèses sont équiprobables, on peut réérire ette probabilité d'erreur
bayésienne en fontion des valeurs de la Pd et de la Pfa,
PB =
1
2
{
Pfa + (1− Pd)
}
. (5.6)
De façon intuitive, il apparaît assez lairement que la probabilité d'erreur
d'un test d'hypothèses est intimement liée à la  ressemblane  entre les lois
de probabilité aratérisant les deux hypothèses qu'il faut disriminer : pour des
lois très dissemblables, la distintion entre les deux hypothèses se fera aisément,
tandis que la probabilité d'erreur sera très grande si les statistiques de photo-
omptage PN (n|H1) et PN(n|H2) sont très peu ontrastées.
Parmi les grandeurs issues de la théorie de l'information permettant de me-
surer la  séparabilité  entre lois de probabilité, nous allons dans e hapitre
utiliser la mesure de Cherno, qui sera notée C∗ dans la suite. Dans le as où
les hypothèses H1 et H2 sont équiprobables, ette grandeur est dénie omme la
valeur maximale de la fontion
C(s) △= − ln
{+∞∑
n=0
[
PN(n|H1)
]s[
PN(n|H2)
](1−s)}
, (5.7)
lorsque l'exposant s varie entre 0 et 1 [148, 24℄. L'exposant s∗ qui maximise C(s)
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est ommunément appelé exposant de Cherno, et la mesure de Cherno vaut
C∗ = C(s∗) [148, 24℄. Cette quantité est toujours positive et peut être onsidérée
omme une mesure de séparabilité entre lois de probabilité puisqu'elle s'annule
si et seulement si PN (n|H1) = PN(n|H2).
Dans le adre de la théorie de Neyman-Pearson dans laquelle nous nous si-
tuons pour ette étude, ette quantité revêt une importane partiulière ar elle
est théoriquement reliée à la probabilité d'erreur asymptotique d'un test d'hy-
pothèses. Dans le adre de la théorie de la déision bayésienne, il a en eet été
établi [148, 24℄ que la probabilité d'erreur bayésienne PB introduite i-dessus est
bornée par la borne de Cherno, qui est une fontion de la mesure de Cher-
no C∗ entre les deux hypothèses. Plus préisément, lorsque la déision s'eetue
en prenant en ompte un grand nombre K de mesures, la probabilité d'erreur
bayésienne, notée P
(K)
B , déroît exponentiellement ave K et vérie [24℄
lim
K→+∞
1
K
ln P
(K)
B = −C∗. (5.8)
Par soui de onision, nous ne détaillons pas ii le alul fastidieux de la
mesure de Cherno entre deux lois de photoomptage sous-poissoniennes bino-
miales. Ce alul est présenté en annexe C.6.1.1 dans le as où les lois binomiales
PN(n|H1) et PN (n|H2) sont respetivement données par les équations (5.1) et
(5.2) et permet d'établir l'expression suivante, pour un faiseau inident d'inten-
sité moyenne µN1 dans l'hypothèse H1 :
C∗ = C(s∗) = − µN1
1− F1 ln
[
(1− F1)τ 1−s∗ + F1α(F1, τ)1−s∗
]
, (5.9)
où l'exposant de Cherno s∗ vaut
s∗ = 1− 1
ln
[
α(F1,τ)
τ
] ln{F1 − 1
F1
· ln[τ ]
ln
[
α(F1, τ)
]}, (5.10)
et où l'expression de α(F1, τ) est rappelée en équation (5.3).
De même, le alul de la mesure de Cherno C∗p entre deux lois de Poisson
(l'une d'intensité moyenne µNp et l'autre d'intensité τ µNp) est rappelé en annexe
C.6.2.1 et permet de montrer que
C∗p = Cp(s∗p) = µNp
{
1− τ − 1
ln τ
[
1− ln(τ − 1
ln τ
)]}
. (5.11)
5.2 Évaluation des performanes de détetion ave
la mesure de Cherno
Dans ette setion, nous analyserons omment la mesure de Cherno permet
de aratériser la performane de détetion entre deux hypothèses dont les u-
tuations sont poissoniennes ou sous-poissoniennes binomiales. Nous montrerons
que ette propriété permet de dénir un ritère de gain pour évaluer l'apport des
lumières sous-poissoniennes pour l'amélioration des tâhes de détetion.
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5.2.1 Contraste entre lois binomiales et lois de Poisson
Comme nous l'avons déjà évoqué, la performane de détetion est intimement
liée à la similarité entre les lois de probabilité assoiées aux deux hypothèses
à disriminer. Il paraît intéressant d'exhiber un paramètre de onstraste entre
lois de probabilité dont la valeur serait reliée bijetivement à la performane de
détetion. En eet, si une telle relation existe, la performane de détetion pourra
être évaluée simplement grâe à ette mesure de ontraste, et quels que soient
les paramètres physiques du problème onsidéré. Par ailleurs, omme ela a été
montré pour divers modèles de bruits dans la référene [58℄, l'existene d'une
telle relation permet d'éviter une étude fastidieuse de l'inuene de haun de
es paramètres physiques sur la performane de détetion.
5.2.1.1 Hypothèses sous-poissoniennes binomiales
Grâe à des simulations numériques de la tâhe de disrimination présentée
au début de e hapitre, nous avons analysé omment la mesure de Cherno pou-
vait aratériser la performane de détetion entre lois binomiales de paramètres
diérents [39℄. Les résultats sont résumés sur la gure 5.3, où nous avons su-
perposé les ourbes COR obtenues, pour quatre valeurs distintes du paramètre
N0 ∈ {20; 2.102; 2.103; 2.104} de la loi binomiale, et pour quatre fateurs de Fano
de la lumière inidente F1 ∈ {0, 01; 0, 1; 0, 5; 0, 9}. Pour haune de es seize
ourbes COR, la valeur du oeient de transmission τ dénissant l'absorption
subie dans l'hypothèse H2 a été ajusté de sorte que la mesure de Cherno entre
les deux hypothèses soit égale à C∗ = 0, 393 (symboles 2, ourbes inférieures) ou
C∗ = 1, 2 (symboles ◦, ourbes supérieures)91. Chaune de es ourbes COR est
obtenue numériquement à partir de R = 106 réalisations du test d'hypothèses en
évaluant la probabilité de détetion Pd et de fausse alarme Pfa pour toutes les
valeurs du seuil de détetion λ.
Dans la limite des plus faibles probabilités de fausse alarme testées, 'est-
à-dire pour Pfa > 5.10
−4
, la superposition des diérentes ourbes COR traées
montre que des situations physiques diérentes, mais aratérisées par une me-
sure de Cherno identique, onduisent à des performanes de détetion similaires
[39℄. En outre, on a pu vérier grâe à es simulations numériques que la super-
position se préise à mesure que le paramètre N0 de la loi binomiale et que le
fateur de Fano augmentent [39℄. Grâe à es analyses, nous avons établi que
pour des utuations sous-poissoniennes binomiales, la mesure de Cherno peut
être onsidérée omme un paramètre de ontraste satisfaisant, pour des valeurs
susantes de N0 (N0 > 20) et des fateurs de Fano supérieurs à 0, 01 [39℄.
5.2.1.2 Hypothèses poissoniennes
Sur ette même gure 5.3, nous avons également représenté les ourbes COR
obtenues dans le as où la lumière inidente serait issue d'un laser standard
(lumière poissonienne), pour plusieurs valeurs de l'intensité moyenne µN1 ∈
{10; 102; 103; 104}. Ii enore, pour haune de es situations, nous avons onsi-
déré deux valeurs du oeient de transmission τ de sorte que la distane de
91− Ces valeurs de C∗ ont été xées de façon à onsidérer une situation modérément ontras-
tée (C∗ = 0, 393) et une autre situation pour laquelle le ontraste est important (C∗ = 1, 2).
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Fig. 5.3  Courbes COR obtenues à partir de R = 106 réalisations d'un test
entre deux hypothèses sous-poissoniennes binomiales, ou deux hypothèses pois-
soniennes, pour un ensemble de valeurs des paramètres N0, F1 et τ tels que la
mesure de Cherno entre les deux hypothèses soit égale à C∗ = 0, 393 ou C∗ = 1, 2.
Cherno entre lois de Poisson de moyenne µN1 et τµN1 soit égale à C∗ = 1, 2
(symboles ×) ou 0, 393 (symboles ∗).
Dans e as également, on peut vérier que es ourbes COR sont assez bien
superposées à elles obtenues préédemment, dans le as de photoomptages sous-
poissoniens binomiaux. Cette superposition nous permet de déduire le résultat
suivant [39℄, valable au moins pour l'ensemble des ongurations expérimentales
testées pour onstruire la gure 5.3 :
Propriété 5.1 Pour une valeur donnée de la mesure de Cherno entre les deux
hypothèses à disriminer, les performanes évaluées par le traé d'une ourbe
COR sont omparables, que la détetion soit réalisée entre deux hypothèses bino-
miales, ou entre deux hypothèses poissoniennes.
Nous allons voir dans la setion suivante omment ette propriété peut être
mise à prot pour dénir un ritère de gain aratérisant l'apport des états sous-
poissoniens pour l'amélioration des performanes de détetion.
5.2.2 Dénition d'un ritère de gain
Comme nous l'avons vu dans les hapitres 3 et 4, les états sous-poissoniens de
la lumière se aratérisent par des utuations d'intensité (ou de photoomptage)
réduites par rapport à un faiseau poissonien standard de même intensité. Par
onséquent, lorsque l'on herhe à disriminer deux niveaux d'intensité, ette
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rédution du bruit sur la mesure de photoomptage failite la disrimination entre
les deux hypothèses et onduit don à des performanes de détetion améliorées
par rapport à un faiseau poissonien standard de même intensité.
Cependant, omme dans le as de l'estimation de paramètre étudié au ha-
pitre préédent, il sut simplement d'augmenter la puissane de l'élairement
lumineux en lumière poissonienne standard pour aroître la performane de dé-
tetion. En eet, une telle augmentation d'intensité va permettre d'aentuer
le ontraste entre les deux hypothèses et ainsi failiter la tâhe de détetion.
Dès lors, il peut être intéressant pour omparer es deux situations de dénir
un ritère de gain en performanes de détetion G. Conformément à la
dénition du gain en performane d'estimation proposée au hapitre préédent,
elui-i sera déni, pour une situation physique donnée
92
, omme l'aroisse-
ment d'intensité néessaire pour qu'une lumière poissonienne standard d'inten-
sité moyenne G×µN1 atteigne la même performane de détetion qu'une lumière
sous-poissonienne binomiale de moyenne µN1 et fateur de Fano F1.
Dans le hapitre préédent, nous avons établi que le gain pour une tâhe
d'estimation de paramètre dans une image sous-poissonienne de fateur de Fano
F était au maximum égal à 1/F , mais qu'il diminuait sensiblement dès que le
faiseau subissait une perturbation de nature à dégrader son aratère sous-
poissonien (absorption, fenêtrage temporel, et.). Pour la tâhe de détetion
onsidérée, on peut s'attendre également à e que les performanes soient amé-
liorées au mieux en proportion du fateur de Fano F1 de la lumière inidente non
absorbée. Par ailleurs, même si l'absorption subie dans l'hypothèse H2 est im-
portante et dégrade fortement la nature sous-poissonienne du faiseau, on peut
supposer également que le gain restera dans tous les as au minimum égal à
1/F2, où F2 représente le fateur de Fano de la lumière dans l'hypothèse H2,
'est-à-dire lorsque elle-i subit une absorption partielle.
Ces remarques sont illustrées sur la gure 5.4.a, où la ourbe COR obte-
nue pour un faiseau sous-poissonien binomial (symboles ) ave µN1 = 60 et
F1 = 0, 5, subissant sous l'hypothèse H2 une absorption partielle ave τ = 0, 5,
est omparée ave les ourbes COR obtenues en remplaçant le faiseau sous-
poissonien par des lumières poissoniennes d'intensité µN1/F1 (symboles ◦) et
µN1/F2 (symboles 2). En observant es ourbes, on voit lairement qu'espérer
un gain en proportion de 1/F1 serait beauoup trop optimiste, alors qu'un gain
en proportion de 1/F2 sous-estimerait grandement l'amélioration de performane
eetivement observée ave un faiseau sous-poissonien [39℄.
5.2.2.1 Critère de gain fondé sur la mesure de Cherno
Pour dénir un ritère de gain satisfaisant, il faut pouvoir omparer ave
préision les performanes de détetion ave des lois sous-poissoniennes et des
lois de Poisson. Or, nous avons vérié à la setion préédente que la mesure
de Cherno onstituait dans e as un paramètre de ontraste performant. En
eet, pour une valeur donnée du oeient de transmission τ , les performanes de
détetion (ourbe COR) obtenues en lumière sous-poissonienne d'intensité µN1 et
fateur de Fano F1 sont atteintes ave un faiseau poissonien standard d'intensité
92− C'est-à-dire dans le as étudié ii, pour une valeur du oeient d'absorption τ et de
l'intensité µN1 .
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Fig. 5.4  Comparaison entre la ourbe COR obtenue pour des photoomptages
sous-poissoniens binomiaux (symboles ) et les ourbes COR obtenues pour des
photoomptages poissoniens d'intensité supérieure, évaluée à partir de diérents
ritères de gain : (a) gain en proportion de 1/F1 (symboles ◦), de 1/F2 (symboles
2) ou du fateur de Fano moyen 1/F¯ (symboles ∗) ; (b) gain GC fondé sur la
mesure de Cherno (symboles •), gain GB fondé sur la distane de Bhattaharyya
((symboles △) ou gain GF fondé sur le ontraste de Fisher (symboles H. Les
ourbes en trait tireté (−−) sont une simple indiation visuelle de l'évolution
des ourbes COR.
supérieure µNp ≥ µN1, à ondition que la mesure de Cherno C∗p(µNp) entre les
deux lois de probabilité poissoniennes soit identique à la mesure de Cherno
C∗(µN1), évaluée dans le as où les deux lois de probabilité sont binomiales.
Grâe à ette propriété, nous proposons d'introduire un ritère de gain fondé sur
la mesure de Cherno, que nous noterons GC(F1, τ), et que l'on dénit de la façon
suivante [39℄ :
GC(F1, τ) △=
µNp
µN1
≥ 1, ave µNp ≥ µN1 tel que C∗p(µNp) = C∗(µN1). (5.12)
Une valeur élevée de e gain signie qu'il est néessaire d'augmenter fortement
la puissane d'illumination en lumière standard pour obtenir les mêmes perfor-
manes qu'un faiseau sous-poissonien. À l'inverse, lorsque e gain est prohe
de 1, utiliser un faiseau poissonien ou sous-poissonien ne hangera pas signi-
ativement la performane de disrimination. Malheureusement, l'expression
omplexe de la mesure de Cherno ne permet pas d'obtenir une forme expliite
du gain GC(F1, τ) qui peut ependant être failement évalué numériquement93.
Par ailleurs, la rédution eetive de bruit dont on peut bénéier grâe au a-
ratère sous-poissonien du faiseau pour une tâhe de détetion peut être évaluée
93− On a pu néanmoins vérier théoriquement qu'il est indépendant de l'intensité moyenne
µN1 , e qui justie la notation GC(F1, τ) dans l'équation préédente.
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grâe à un fateur de Fano équivalent
FC(F1, τ) △= 1GC(F1, τ) , (5.13)
qui présente une analogie formelle ave le fateur de Fano eetif introduit au
hapitre préédent, bien que es grandeurs soient dénies de façons diérentes et
ne soient pas rigoureusement omparables.
5.2.2.2 Expression expliite approhée du ritère de gain
Conformément à la dénition rappelée en setion 5.1.3, le alul de la mesure
de Cherno C∗ △= C(s∗) néessite de déterminer l'exposant de Cherno s∗ ∈ [0; 1]
qui maximise la fontion C(s) dénie en équation (5.7). En partiulier, 'est à
ause de ette étape d'optimisation néessaire qu'il n'est pas possible de donner
une expression simple du ritère de gain GC qui en déoule. Néanmoins, il a été
montré dans de nombreux as que et exposant de Cherno était peu diérent
de 1/2 [71℄, et que la distane de Bhattaharyya [148℄
B △= C(1/2) = − ln
{+∞∑
n=0
√
PN(n|H1)PN(n|H2)
}
(5.14)
représentait alors une approximation satisfaisante de la mesure de Cherno. L'in-
térêt pratique de ette distane omme mesure de séparabilité ou de ontraste
a d'ailleurs été montré [79, 6, 71℄. Pour la situation physique onsidérée dans e
hapitre, l'expression expliite de la distane de Bhattaharyya s'obtient aisément
en xant s = 1/2 dans l'expression (5.7). Dans le as où les lois de probabilité
assoiées aux deux hypothèses H1 et H2 sont binomiales et sont dérites par les
équations (5.1) et (5.2), la distane de Bhattaharyya notée B s'érit (voir annexe
C.6.1.2)
B = − µN1
1− F1 ln
[
(1− F1)
√
τ + F1
√
α(F1, τ)
]
, (5.15)
tandis que si les lois de probabilité sont poissoniennes (l'une d'intensité moyenne
µNp et l'autre d'intensité τ µNp), elle s'érit
Bp = µNp
2
(1−√τ)2. (5.16)
Dans es deux as, nous avons en outre établi (voir [39℄ et annexe C.6.3) que
la distane de Bhattaharyya onstitue une bonne approximation de la mesure
de Cherno tant que l'absorption n'est pas trop importante (τ ≥ 0, 1) et que le
fateur de Fano inident n'est pas trop faible (F1 ≥ 2.10−2).
Lorsque es onditions seront vériées, nous pourrons alors remplaer GC(F1, τ)
par un ritère de gain déni de manière similaire à partir des distanes de Bhat-
taharyya
GB(F1, τ) △=
µNp
µN1
≥ 1, ave µNp ≥ µN1 tel que Bp(µNp) = B(µN1), (5.17)
dont une expression expliite peut être déduite des distanes de Bhattaharyya
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alulées i-dessus. On obtient alors [39℄
GB(F1, τ) = 2
(F1 − 1) ·
ln
[
(1− F1)
√
τ + F1
√
α(F1, τ)
]
(1−√τ)2 , (5.18)
ave α(F1, τ) = F2/F1 =
[
1 − τ(1 − F1)
]
/F1. Cette nouvelle formulation d'un
gain en performane de détetion permet aussi de dénir un fateur de Fano
équivalent FB(F1, τ) = 1/GB(F1, τ).
5.2.2.3 Autre ritère de gain fondé sur le ontraste de Fisher
Comme nous venons de l'évoquer, il n'est pas possible d'obtenir une expres-
sion expliite simple du ritère de gain déni à partir de la mesure de Cherno.
On peut en déterminer une expression expliite approhée si l'on onsidère la
distane de Bhattaharyya, mais elle-i reste malgré tout assez omplexe. On
peut dès lors herher à obtenir un autre ritère de gain dont l'expression se-
rait plus simple, en se fondant sur un autre paramètre de ontraste entre lois de
probabilité. Considérons par exemple le ontraste de Fisher [148℄, qui dépend
uniquement des deux premiers moments statistiques des lois de probabilité. Cette
grandeur que nous noterons R est en eet dénie par
R △= (µN1 − µN2)
2
var(N1) + var(N2)
, (5.19)
où N1 et N2 sont les variables aléatoires disrètes assoiées respetivement au
photoomptage dans l'hypothèse H1 et H2. Notons également que le ontraste
de Fisher peut être onsidéré omme une forme généralisée d'un rapport signal
à bruit
94
. Les expressions de e ontraste de Fisher données en annexe C.6.1.3
pour des hypothèses binomiales (notéR), et annexe C.6.2.3 dans le as poissonien
(noté Rp), permettent de dénir un nouveau ritère de gain noté GR(F1, τ) △=
µNp/µN1 où µNp ≥ µN1 est xé de sorte que Rp(µNp) = R(µN1) [39℄. L'expression
expliite de e ritère prend ette fois-i une forme très simple
GR(F1, τ) = 1
F1
1 + τ
1 + α(F1, τ)τ
. (5.20)
5.2.2.4 Validation numérique des ritères de gain onsidérés
À partir des trois paramètres de ontraste diérents onsidérés ii, nous avons
obtenu trois expressions distintes pour dénir un ritère de gain. Il est don
néessaire maintenant de omparer es ritères, et de onrmer (ou inrmer) la
pertinene de haun d'entre eux.
Pour vérier la validité du ritère de gain GC(F1, τ), déni à partir de la
mesure de Cherno, nous nous plaçons dans des onditions expérimentales simi-
laires à elles de la gure 5.4.a (µN1 = 60, F1 = 0, 5), qui onduisent à de bonnes
94− En toute rigueur, le ontraste de Fisher ne peut être onsidéré omme un rapport signal
à bruit que dans le as où les deux hypothèses possèdent des statistiques gaussiennes et de
varianes identiques [58℄.
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performanes de détetion en raison de l'absorption importante que subit le fais-
eau dans l'hypothèse H2 (τ = 0, 5). Sur la gure 5.4.b, nous avons reporté la
ourbe COR obtenue ave une loi sous-poissonienne binomiale (symboles ). Par
ailleurs, nous avons également traé les ourbes COR obtenues ave une lumière
poissonienne standard d'intensité supérieure µN1 × GC(F1, τ) (symboles •) ou
µN1×GB(F1, τ) (symboles △), qui se superposent ave une assez bonne préision
à la ourbe COR obtenue ave la loi sous-poissonienne binomiale. Cette super-
position onrme ainsi la validité du ritère de gain GC(F1, τ) pour quantier le
gain en performane. Elle n'est ependant guère étonnante puisque l'on a vu à
la setion préédente que la mesure de Cherno (ou son approximation par la
distane de Bhattaharyya) onstituait un bon paramètre de ontraste pour les
statistiques onsidérées.
En revanhe, ette même gure permet de montrer que le ontraste de Fisher
n'assure pas une évaluation orrete des performanes de détetion en lumière
sous-poissonienne [39℄. En eet, la ourbe COR que l'on obtiendrait ave un
faiseau poissonien d'intensité µN1 × GR(F1, τ) (symboles H) se situe bien au-
dessus de la ourbe COR de référene, e qui signie que le gain GR(F1, τ) est
nettement surévalué. Pour la tâhe de détetion en lumière sous-poissonienne
onsidérée dans e hapitre, utiliser un paramètre de ontraste  élémentaire 
fondé sur les deux premiers moments de la statistique de photoomptage ne
permet pas de aratériser orretement les performanes de détetion.
Dans la setion suivante, nous nous foaliserons don sur le ritère GC(F1, τ)
fondé sur la mesure de Cherno, dont nous étudierons l'évolution en fontion des
paramètres physiques du problème de détetion onsidéré (fateur de Fano F1 et
oeient de transmission τ). Cette étude nous permettra ainsi d'analyser om-
ment l'utilisation de lumières sous-poissoniennes peut améliorer les performanes
de détetion.
5.3 Caratérisation de l'amélioration des perfor-
manes de détetion
Au début de e hapitre, nous avons vérié que le gain en performane pour
des tâhes de détetion était ompris entre une valeur minimale 1/F2 et une va-
leur maximale Gmax = 1/F1. En étudiant le omportement du ritère de gain95 GC
déni à la setion préédente lorsque les paramètres τ et F1 évoluent, nous pou-
vons maintenant aner ette analyse et délimiter ainsi trois prinipaux domaines
de fontionnement.
5.3.1 Faibles ontrastes (τ → 1)
Pour les plus faibles valeurs du ontraste (τ ≃ 1), on peut vérier numé-
riquement que le ritère de gain GC est quasiment égal à sa valeur maximale
Gmax = 1/F1. Ainsi, dans les situations où la disrimination entre les deux ni-
veaux d'intensité est la plus diile en raison du faible ontraste d'intensité entre
les deux hypothèses, l'utilisation d'une lumière sous-poissonienne de fateur de
95− Pour simplier les notations nous omettrons à partir de maintenant d'indiquer la dé-
pendane en τ et F1 des ritères de gain GC(F1, τ) ou GB(F1, τ).
165
5.3. Caratérisation de l'amélioration des performanes de détetion
Fano F1 permet d'obtenir les mêmes performanes qu'ave un faiseau standard
poissonien dont l'intensité serait 1/F1 fois supérieure. Ce résultat est lairement
illustré sur la gure 5.5 où nous avons traé les ourbes COR (symboles ) obte-
nues numériquement dans le as où les deux hypothèses orrespondent à des lois
sous-poissoniennes binomiales d'intensité µN1 = 10
3
photons par pixel et de fa-
teur de Fano F1 ∈ {0, 05; 0, 1; 0, 25; 0, 5} dont l'une a subi une absorption partielle
faible (τ = 0, 98). Le niveau d'intensité élevé permet d'obtenir des performanes
de détetion susantes pour pouvoir analyser onfortablement les résultats ob-
tenus. Sur ette même gure, nous avons superposé les ourbes COR obtenues
dans les mêmes onditions, mais pour des lois de Poisson standard dans le as où
l'intensité vaut µN1 (ourbe en trait tireté (−−)) et dans le as où l'intensité est
multipliée par le gain maximal Gmax = 1/F1 (ourbes en trait plein ( ), pour
diérentes valeurs de F1 ∈ {0, 05; 0, 1; 0, 25; 0, 5}).
Dans un premier temps, on peut remarquer que les performanes de détetion
augmentent à mesure que le fateur de Fano déroît, et que l'on surpasse bien sûr
les performanes obtenues dans un as poissonien de même intensité (ourbe en
trait tireté (−−)). En outre, on observe également que dans une telle situation
de très faible ontraste (τ = 0, 98 ≃ 1), les ourbes COR obtenues pour des sta-
tistiques poissoniennes standard d'intensité µN1/F1 = µN1×Gmax se superposent
quasiment aux ourbes COR obtenues lorsque les utuations sont binomiales
sous-poissoniennes de fateur de Fano F1 et d'intensité µN1. Ainsi, pour les plus
faibles valeurs de ontraste (τ → 1), l'eort investi pour réduire la variane des
photoomptages en utilisant des faiseaux sous-poissoniens est entièrement mise
à prot pour améliorer les performanes de détetion.
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Fig. 5.5  Comparaison des ourbes COR obtenues à très faible ontraste (τ =
0, 98), pour des hypothèses sous-poissoniennes binomiales d'intensité µN1 = 10
5
et de fateurs de Fano F1 divers (symboles ), ave les ourbes COR obtenues
pour une lumière poissonienne d'intensité µN1 (ourbe en trait tireté (−−) ou
d'intensité supérieure µN1/F1 (ourbes en trait plein ( )).
Malheureusement, e gain maximal n'est plus observé dès que l'absorption
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devient trop importante, omme on peut le voir sur la gure 5.6.a ou 5.6.b où
nous avons traé le rapport entre le gain GC et le gain maximal Gmax = 1/F1 en
fontion de τ et F1. Il peut être intéressant en pratique de délimiter les valeurs
du oeient de transmission τ limK% pour lesquelles le gain GC reste égal à sa valeur
maximale àK% près. Pour établir ette valeur limite, nous proposons d'utiliser la
forme expliite de e ritère de gain, obtenue grâe à l'approximation de la mesure
de Cherno par la distane de Bhattaharyya. Cette approhe se justie ii à très
faible ontraste puisqu'il est démontré dans l'annexe C.6.4 que les exposants de
Cherno s∗ et s∗p tendent tous deux vers 0, 5 lorsque τ tend vers 1. Ainsi, par un
développement limité à l'ordre 1 lorsque τ → 1, on montre (voir annexe C.6.6)
que le fateur de Fano équivalent approhé FB est approximativement égal à
F¯
△
= F1
[
1 + (1− τ)1− F1
2F1
]
. (5.21)
À partir de ette expression, on peut déduire la valeur limite du oeient de
transmission τ limK% qui permet d'assurer que le fateur de Fano équivalent (appro-
hé ii par la valeur F¯ ) ne soit pas supérieur à la valeur minimale F1 de plus de
K% en résolvant
F¯ = F1
[
1 + (1− τ)1− F1
2F1
]
≤ F1(1 +K%), (5.22)
e qui onduit, après simpliation, à la valeur de τ limK% suivante [39℄ :
τ limK% = 1− 2
F1
1− F1K%. (5.23)
Pour donner un ordre de grandeur de e oeient limite, nous avons reporté en
traits tiretés (−−) sur la gure 5.6.b la ourbe de niveau orrespondant à τ lim10%
qui permet de garantir ainsi un gain minimal de 0, 9×Gmax. On note alors que e
oeient limite vaut τ lim10% = 0, 8 lorsque le fateur de Fano vaut F1 = 0, 5 mais
n'est que de 0, 98 lorsque F1 = 0, 1. Ce résultat illustre à nouveau lairement la
fragilité bien onnue des états sous-poissoniens lorsqu'ils sont perturbés par une
intération ave l'environnement (absorption, réexion, et.).
5.3.2 Contrastes intermédiaires
En dehors du domaine délimité par e oeient de transmission limite, l'ab-
sorption subie par le faiseau dans l'hypothèse H2 déteriore sensiblement la na-
ture sous-poissonienne de e dernier, oasionnant ainsi un surroît de utua-
tions et une diminution du gain GC. Comme préédemment dans le as de la gure
5.4.a où τ = 0, 5, espérer un gain de 1/F1 est une hypothèse trop optimiste par
rapport à l'amélioration observée eetivement. On peut ependant remarquer
sur ette même gure 5.4.a que la ourbe COR traée grâe aux symboles ∗
est assez similaire à elle obtenue pour des utuations sous-poissoniennes bino-
miales (symboles ). Cette nouvelle ourbe, traée grâe aux symboles ∗, a été
obtenue ave des lois de Poisson standard d'intensité G¯ × µN1, où l'on dénit
G¯ △= 1/F¯ . Puisque F¯ représente l'approximation au premier ordre de FB quand
τ → 1 donnée à l'équation (5.21), il n'est pas surprenant que ette quantité
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Fig. 5.6  Le rapport entre le ritère de gain GC et le gain maximal Gmax = 1/F1
est représenté en fontion de τ et de F1 : (a) en trois dimensions ; (b) en ourbes
de niveaux.
fournisse une approximation orrete du fateur de Fano équivalent FC [39℄.
Cette valeur approhée s'avère don tout à fait intéressante pour aratériser
le gain en performane de détetion pour des ontrastes faibles ou modérés. En
eet, son expression est très simple, d'autant plus que l'on peut montrer, grâe à
la propriété C.3 démontrée en annexe C.6.6, que F¯ est égal à la valeur moyenne
des fateurs de Fano dans les deux hypothèses onsidérées :
F¯ =
F1 + F2
2
. (5.24)
Le fateur de Fano moyen F¯ permet don d'évaluer ave une préision satisfai-
sante le gain en performane de détetion auquel on peut s'attendre pour des
ontrastes intermédiaires. Cette propriété peut être onrmée par l'observation
de la gure 5.7, où le rapport GC/G¯ (ou de manière équivalente F¯ /FC) est re-
présenté en fontion de τ et de F1. Cette gure montre ainsi que pour une large
gamme d'états sous-poissoniens, à l'exeption des très forts ontrastes et des plus
faibles valeurs de F1, l'inverse du fateur de Fano moyen ne dière guère de GC.
Dans la plupart des situations, on pourra don évaluer le gain en alulant sim-
plement la valeur moyenne des fateurs de Fano dans haune des hypothèses
[39℄.
5.3.3 Forts ontrastes (τ → 0)
Si e résultat restait valable pour toutes les valeurs admissibles de F1 et de
τ , le gain maximal atteint dans le as où la lumière serait parfaitement ordonnée
(F1 → 0) serait limité pour des ontrastes extrêmes à G¯ = 2 puisque F2 →
1 quand τ → 0. Cependant, le gain eetivement observé pour de très forts
ontrastes et évalué grâe à GC est supérieur à 2 e qui signie que G¯ sous-
évalue le gain dans es onditions de forts ontrastes. Les simulations numériques
présentées en gure 5.8 permettent de le vérier, dans une situation où µN1 = 18,
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Fig. 5.7  Le rapport entre le ritère de gain GC et l'inverse du fateur de Fano
moyen G¯ = 1/F¯ est représenté en fontion de τ et de F1 : (a) en trois dimensions
ou (b) en 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τ = 0, 3 et F1 = 0, 1 ou 0, 5. Les ourbes COR obtenues ave les photoomptages
sous-poissoniens binomiaux sont toujours représentées grâe aux symboles ,
tandis que les symboles ◦ et ∗ représentent respetivement les ourbes COR dans
un as poissonien de valeur moyenne µN1 × GC ou µN1 × G¯. Cette gure illustre
bien qu'à fort ontraste, le ritère de gain obtenu à partir du fateur de Fano
moyen F¯ reste un indiateur de performane satisfaisant tant que le fateur de
Fano n'est pas trop faible (ii pour F1 = 0, 5). Il sous-évalue en revanhe le gain
réel lorsque F1 est faible (ii F1 = 0, 1), et il est néessaire dans es onditions de
préférer l'utilisation du ritère de gain GC fondé sur la mesure de Cherno [39℄.
Pour lore ette étude des situations de très forts ontrastes, nous pouvons
analyser le omportement limite du ritère de gain GC lorsque le ontraste devient
maximal (τ → 0). Il n'est pas possible dans e as d'utiliser une approximation
de la mesure de Cherno par la distane de Bhattaharyya ar les exposants de
Cherno s∗ et s∗p tendent tous deux vers 1 à très fort ontraste lorsque τ → 0
(voir annexe C.6.5). On peut malgré tout démontrer, omme ela est détaillé
dans l'annexe C.6.7 que la valeur limite du ritère de gain est [39℄
lim
τ→0
GC = ln(F1)
F1 − 1 . (5.25)
En observant ette expression, on remarque que le gain diverge lorsque la lumière
est totalement absorbée dans l'hypothèse H2 (τ = 0) et lorsque que le faiseau
inident devient parfaitement ordonné (F1 → 0). Cependant, pour es ontrastes
extrêmes, la vitesse de roissane du gain est faible lorsque F1 déroît (en propor-
tion de ln(1/F1)), tandis que lorsque le ontraste était très faible, GC augmentait
en proportion de 1/F1. Cei peut être illustré quantitativement en observant
le tableau 5.1, où sont reportées les valeurs de gain obtenues pour τ = 0, 1 et
τ = 0, 9, et pour trois ordres de grandeurs du fateur de Fano F1 = 1, F1 = 0, 1
et F1 = 0, 01. Pour τ = 0, 9 par exemple, on peut observer qu'une première
diminution de F1 par un fateur 10 permet de multiplier le gain par 7, 1 mais
169
5.3. Caratérisation de l'amélioration des performanes de détetion
0.995
0.996
0.997
0.998
0.999
1
0.001 0.01 0.1 1
P
r
o
b
a
b
i
l
i
t
é
d
e
d
é
t
e

t
i
o
n
P
d
Probabilité de fausse alarme Pfa
Intensité µN1 = 18
Coeient de transmission τ = 0.3
Photoomptages binomiaux
sous-poissoniens :
Photoomptages poissoniens
d'intensité :
µN1 × G¯
µN1 × GC
F1 = 0,5
F1 = 0,1
Fig. 5.8  Comparaison des ourbes COR obtenues à fort ontraste (τ = 0, 3)
dans le as d'hypothèses sous-poissoniennes binomiales ou d'hypothèses poisso-
niennes d'intensité supérieure, évaluée à partir du ritère de gain GC ou de G¯ (Les
ourbes en trait tireté (−−) sont une simple indiation visuelle de l'évolution des
ourbes COR disrètes).
qu'une nouvelle diminution de F1 par un fateur 10 ne multiplie le gain que par
3, 16. Pour τ = 0, 1, es augmentations suessives du gain sont respetivement
de 2, 45 et de 1, 57.
GC F1 = 1 F1 = 0, 1 F1 = 0, 01
τ = 0, 9 1 7, 1 22, 44
τ = 0, 1 1 2, 45 3, 85
Tab. 5.1  Évolution du ritère de gain GC en fontion du fateur de Fano F1,
pour deux valeurs distintes du fateur de transmission τ .
Par ailleurs, il est intéressant de remarquer que l'expression obtenue à l'équa-
tion (5.25) est identique à un résultat établi par M. Teih et B. Saleh dans la
référene [145℄, dans laquelle es auteurs examinent les performanes d'un pro-
toole de ommuniation optique par modulation  tout ou rien , ou  On-O
keying  (OOK) en anglais
96
, qui utiliserait des états sous-poissoniens du hamp
lumineux. Le fait que l'on retrouve un tel résultat n'est pas surprenant au vu de
l'équivalene formelle entre e protoole de modulation étudié dans la référene
[145℄ et la situation de détetion onsidérée ii à très fort ontraste lorsque la
lumière est totalement absorbée dans l'hypothèse H2.
96− Comme son nom l'indique, ette modulation permet de oder un bit d'information grâe
à la présene ou l'absene d'un signal d'intensité onstante durant une période T dénie.
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5.4 Généralisation aux modèles sous-poissoniens
non binomiaux
Dans la setion qui préède, nous avons analysé omment on peut tirer parti
de la mesure de Cherno entre lois binomiales pour aratériser les performanes
de détetion, lorsqu'il s'agit de déider, à partir d'une mesure de photoomptage
et ave un taux d'erreur minimal, si le faiseau déteté a subi ou non une ab-
sorption partielle. Pour établir les onlusions préédentes, le hoix du modèle
binomial de utuations sous-poissoniennes se justie ar il rend possible le alul
de la mesure de Cherno grâe à la stabilité des lois binomiales sous l'eet d'une
absorption de Bernoulli. Nous devons néanmoins à e niveau nous interroger sur
la généralité de es résultats, fondés sur le hoix ommode mais partiulier du
modèle statistique binomial.
5.4.1 Prise en ompte d'un modèle non binomial
Nous allons tenter d'analyser dans ette dernière setion la robustesse des
résultats établis préédemment, lorsque les utuations sous-poissoniennes des
photoomptages ne sont plus modélisées par des statistiques binomiales. En par-
tiulier, nous allons onsidérer que la lumière inidente sous-poissonienne de fa-
teur de Fano F1 est maintenant dérite par le modèle temporel présenté à la
setion 3.2.2, qui suppose que les temps d'attente entre les détetions suessives
de photons sont distribués selon une loi gamma. Dans le as où la loi gamma
onsidérée est d'ordre L, la loi de probabilité qui dérit les photoomptages sous-
poissoniens a été établie en équation (3.33), et le fateur de Fano dans une telle
situation vaut simplement F1 = 1/L.
Par ailleurs, il est aisé de simuler numériquement l'ation d'une absorption
partielle de fateur de transmission τ : onformément au modèle d'absorption
de Bernoulli présenté en annexe C.1.1, il sut pour ela de onserver haque
photon ontenu dans le proessus sous-poissonien ave une probabilité τ et de
le supprimer ave une probabilité (1 − τ). Ainsi, on peut failement générer
numériquement des réalisations de la statistique de photoomptage orrespon-
dant à l'hypothèse H2, lorsque le faiseau est absorbé. À la diérene du modèle
binomial ependant, il n'est pas faile d'expliiter diretement la loi du photo-
omptage orrespondant à l'hypothèse absorbée
97
. Pour ette raison d'une part,
et au vu de la omplexité de la loi de probabilité (3.33) d'autre part, il semble
diile de déterminer la mesure de Cherno entre les deux hypothèses.
5.4.2 Étude de la robustesse des résultats
Puisque nous ne pouvons pas aluler la mesure de Cherno entre les deux
lois de photoomptage lorsqu'on utilise le modèle temporel de utuations sous-
poissoniennes, il n'est pas possible dans e as de dénir un ritère de gain en
détetion omme nous l'avons fait préédemment dans le as du modèle binomial.
Néanmoins, nous allons analyser numériquement omment l'expression du
gain GC obtenu en utilisant le modèle binomial peut s'appliquer lorsque les u-
97− En partiulier, la propriété de stabilité par absorption n'est plus vériée dans le as du
modèle temporel.
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tuations d'intensité sont dérites grâe au modèle temporel de utuations sous-
poissoniennes. Dans une situation physique donnée (intensité moyenne µ1, fateur
de Fano F1 et fateur de transmission τ), nous proposons pour ela d'assoier
à la lumière dans l'hypothèse non absorbée H1 une loi binomiale de paramètres
N0 = µN1/(1− F1) et η1 = 1− F1 (voir équation (5.1)). Les paramètres de ette
loi binomiale sont xés de sorte qu'elle présente une intensité moyenne µN1 et une
variane µN1 ×F1 identiques à elles de la loi de probabilité dérivant la lumière
inidente. De même, dans l'hypothèse où la lumière inidente subit une absorp-
tion partielle de fateur de transmission τ (hypothèse H2), on peut lui assoier
une loi binomiale de même paramètre N0 et de paramètre η2 = 1−F2 = τ(1−F1)
(voir équation (5.2)). Ainsi, bien que les données soient générées au moyen du
modèle temporel de temps d'attente gamma, il est possible d'évaluer la distane
de Cherno entre les lois binomiales assoiées à haune des hypothèses.
Dans les paragraphes qui suivent, nous proposons d'analyser par simulation
numérique si la distane de Cherno alulée pour es lois binomiales assoiées
aux véritables lois de photoomptage onstitue un paramètre de ontraste satis-
faisant entre les hypothèses sous-poissoniennes.
Desription de l'expériene : Nous avons simulé une expériene de dis-
rimination similaire à elles que nous avons analysées préédemment, mais en
utilisant le modèle phénoménologique temporel de temps d'attente gamma pour
générer le faiseau sous-poissonien inident et en modélisant l'absorption partielle
subie dans l'hypothèse H2 par une absorption de Bernoulli. Diérentes onditions
physiques ont été onsidérées en faisant varier le fateur de Fano de la lumière
inidente F1 ∈ {0, 01; 0, 1; 0, 5; 0, 9; 1} ainsi que l'intensité moyenne de elle-i
µN1 ∈ {99; 495; 990; 4455}.
Pour haune des situations physiques onsidérées, nous avons ajusté la valeur
du oeient de transmission τ de sorte que la mesure de Cherno évaluée entre
les lois binomiales assoiées aux véritables lois de photoomptage soit égale à
C∗ = 1, 2 ou C∗ = 0, 393. Dans haun des as, les R = 106 réalisations de
l'expériene de disrimination permettent enn de onstruire une ourbe COR
aratéristique de la performane de détetion, qui est traée sur la gure 5.9.
Nous nous sommes plaés à des niveaux d'intensité susants (µN1 ≥ 100
photons par pixel environ) pour réaliser es expérienes. Cette préaution per-
met d'éviter que les proessus sous-poissoniens simulés ave le modèle phéno-
ménologique temporel ne soient trop perturbés par le phénomène de  fenêtrage
temporel  identié à la setion 3.2.2.3, qui aete la nature sous-poissonienne
du modèle temporel pour de trop faibles valeurs de µN1. En eet, le modèle
sous-poissonien binomial ne permet pas de rendre ompte simplement de e phé-
nomène. À faible intensité moyenne, il sera don plus diile de déterminer
les lois binomiales assoiées aux véritables lois de photoomptage qui dérivent
les utuations d'intensité dans les deux hypothèses. L'évaluation du ontraste
entre es deux lois de probabilité sera don bien plus omplexe à faible intensité
moyenne.
Analyse des résultats : Nous pouvons maintenant analyser les résultats de
simulation présentés en gure 5.9. De manière générale, on remarque que les dif-
férentes ourbes COR obtenues se superposent de mieux en mieux à mesure que
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Fig. 5.9  Étude de la pertinene de la mesure de Cherno C∗ (évaluée entre deux
lois binomiales) pour évaluer la performane de détetion entre hypothèses sous-
poissoniennes générées grâe au modèle temporel de temps d'attente gamma.
l'on augmente le nombre moyen de photons reçus µN1 , jusqu'à être quasiment
onfondues lorsque µN1 = 4455 photons par pixel (exepté pour F1 = 0, 01). Cela
signie don que la mesure de Cherno évaluée pour les lois binomiales assoiées
aux véritables lois de photoomptage représente un paramètre de ontraste sa-
tisfaisant pour des niveaux d'intensité susants (µN1 de l'ordre d'un millier de
photons par pixel), même lorsque le modèle de utuations onsidéré n'est pas
stritement binomial.
Cette remarque assez générale peut néanmoins être anée à l'aide des obser-
vations suivantes :
 Pour des lumières faiblement sous-poissoniennes (ii F1 = 0, 9 ou F1 = 0, 5),
la superposition des ourbes COR devient satisfaisante au-delà de quelques
entaines de photons par pixel seulement.
 Cette superposition devient de moins en moins satisfaisante à mesure que le
fateur de Fano diminue. Pour des fateurs de Fano très faibles (F1 = 0, 01),
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la superposition ave les autres ourbes COR n'est toujours pas atteinte
pour µN1 = 4455 photons par pixel.
 On peut remarquer également que la superposition est meilleure si la me-
sure de Cherno entre les deux hypothèses est plus faible, 'est-à-dire pour
des situations de moindre ontraste.
Ces résultats numériques indiquent don que pour le problème de détetion
onsidéré, la mesure de Cherno évaluée entre les lois binomiales assoiées aux
véritables lois de photoomptage permet de aratériser la performane de déte-
tion entre deux hypothèses sous-poissoniennes d'intensité susante (de l'ordre
de 103 photons par pixels) et pour F1 ≥ 0, 1.
Par onséquent, dès que es onditions seront vériées, il semble raisonnable
d'utiliser le ritère de gain GC déterminé dans e hapitre. De façon similaire,
on peut raisonnablement penser que les onlusions physiques et les grandeurs
τ limK% et F¯ qui ont été déduites de l'étude de e ritère resteront valables si les
onditions énonées i-dessus sont respetées.
5.5 Conlusion
En utilisant un modèle binomial de utuations sous-poissoniennes, nous
avons pu observer qu'entre diérentes mesures de ontraste issues de la théorie
de l'information, seule la mesure de Cherno permettait de aratériser orre-
tement la performane de détetion entre deux hypothèses, selon qu'un faiseau
sous-poissonien a subi une absorption partielle ou non. À partir de ette mesure
de ontraste, nous avons proposé un ritère de gain GC qui quantie l'apport
des états sous-poissoniens du hamp életromagnétique pour surpasser les per-
formanes de détetion obtenues en lumière poissonienne standard.
L'analyse de e gain nous a servi à délimiter l'ensemble des situations de très
faibles ontrastes (τ ≃ 1) pour lequelles l'amélioration est maximale, 'est-à-dire
en proportion du fateur de Fano de la lumière inidente. Pour les situations
de ontrastes intermédiaires, une forme approhée très simple du gain peut être
exhibée, ar il évolue en proportion du fateur de Fano moyen des deux hypo-
thèses. On retiendra également que l'expression asymptotique de GC pour un
ontraste maximal (τ → 0) permet de retrouver un résultat établi dans la réfé-
rene [145℄. Enn, la robustesse de es résultats a été disutée à travers quelques
simulations numériques, en utilisant un modèle non binomial pour générer les
proessus sous-poissoniens.
Pour simplier les analyses, nous nous sommes limités dans e hapitre à
une tâhe de détetion très simple. Parmi les perspetives de es travaux, on
peut bien sûr imaginer de les étendre au as de déteteurs matriiels, où le
test d'hypothèses serait alors eetué sur plusieurs pixels. On pourrait dans e
as envisager d'estimer les paramètres de la loi de photoomptage, et d'utiliser
une version généralisée du test de vraisemblane (generalized likelihood ratio test
(GLRT)). Enn, nous pouvons raisonnablement penser que d'autres tâhes de
traitement d'image, telles que des problèmes de lassiation ou de segmentation,
pourraient également voir leurs performanes améliorées grâe à l'utilisation de
lumières sous-poissoniennes. Cette perspetive peut don également onstituer
une motivation pour des travaux de reherhe ultérieurs.
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Conlusion
L'objetif de ette thèse onsistait à analyser deux situations physiques dis-
tintes pour lesquelles le bruit de mesure inhérent au problème d'optique onsi-
déré
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possède une inuene importante sur les performanes de traitement, que
l'on onsidère une tâhe d'estimation de paramètre ou de détetion.
Dans haun de es deux as, nous avons appliqué une méthodologie similaire
onsistant dans un premier temps à modéliser les bruits optiques qui perturbent
les signaux lumineux, puis à déterminer les bornes statistiques sur les perfor-
manes de traitement. L'analyse de es bornes issues de la théorie de l'informa-
tion nous a permis d'évaluer la qualité des méthodes de traitement employées et
a failité la reherhe de stratégies de traitement optimales.
Dans ette onlusion, nous proposons tout d'abord de dresser un bilan des
prinipaux résultats obtenus durant ette thèse onernant les deux problèmes
physiques que nous avons étudiés.
Bilan des résultats obtenus
Estimation du degré de polarisation
La première partie de ette thèse a permis de aratériser théoriquement une
méthode d'estimation du degré de polarisation fondée sur l'analyse de la réparti-
tion statistique de l'intensité de la lumière rétrodiusée par une sène imagée sous
élairement ohérent et linéairement polarisé. L'étude de la borne de Cramer-Rao
(BCR) pour l'estimation du degré de polarisation au arré (β = P2) à partir
d'une unique image a permis de montrer qu'il était préférable de se situer dans
les onditions expérimentales d'un spekle d'ordre 1 ('est-à-dire qu'en moyenne
un grain de spekle oupe un pixel du déteteur) et qu'une utilisation pratique
de ette méthode d'estimation à une image néessitait de disposer d'éhantillons
statistiquement homogènes de taille importante (de l'ordre de 400 pixels pour
obtenir un éart-type inférieur à 0, 1 sur l'estimation de β = P2). Pour des appli-
ations d'imagerie, nous avons illustré omment ette augmentation de la taille
des éhantillons pouvait être favorisée par l'utilisation d'algorithmes de segmen-
tation d'image en régions statistiquement homogènes. Nous avons également vu
que la robustesse de la méthode d'estimation en présene de bruit de photon à
faible ux lumineux pouvait permettre de onevoir un dispositif d'imagerie opti-
misé pour maximiser la quantité d'éhantillons pris en ompte pour l'estimation.
Pour la mise en ÷uvre pratique d'une telle méthode d'estimation, nous avons
étudié théoriquement et numériquement les performanes d'un estimateur de β
98− Bruit de spekle dû à l'élairement ohérent ou bruit de photon.
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très simple, fondé sur l'évaluation de la moyenne et de la variane empiriques de
l'intensité de l'image dans une région statistiquement homogène. Si et estima-
teur présente l'avantage d'une grande souplesse d'utilisation pour des modèles
de spekle variés, nous avons néanmoins montré qu'il ne permettait pas d'at-
teindre les performanes optimales d'estimation en partiulier pour un spekle
d'ordre 1 et qu'il était néessaire dans e as de se tourner vers des méthodes
d'estimation plus sophistiquées (par exemple, l'estimation au sens du maximum
de vraisemblane).
Plus généralement, la aratérisation de la méthode d'estimation du degré
de polarisation à une image menée dans ette première partie de thèse a permis
de quantier la dégradation de la préision d'estimation que l'on subit lorsqu'on
simplie les systèmes expérimentaux pour l'estimation du degré de polarisation.
Malgré la perte en préision subie, ette étude omparative semble montrer néan-
moins l'intérêt d'une telle méthode d'estimation à une image pour des applia-
tions d'imagerie polarimétrique néessitant une grande simpliité de mise en
÷uvre expérimentale.
États sous-poissoniens de la lumière
Dans la seonde partie de ette thèse, nous avons étudié omment des états
sous-poissoniens de la lumière (états omprimés en amplitude) pouvaient amélio-
rer les performanes de traitement au delà des limites de performane obtenues
en lumière poissonienne standard. L'apport de es états lumineux présentant
des utuations d'intensité sous-poissoniennes a été étudié pour deux problèmes
distints.
Estimation de paramètre dans une image : Dans le as de l'estimation
d'un déplaement d'une image, l'utilisation d'un modèle  temporel  de lumière
sous-poissonienne assoié à un modèle idéal de formation d'image nous a per-
mis de onrmer et ompléter des résultats antérieurs, établis dans les référenes
[29, 28℄ et valables pour de petites amplitudes de déplaement et pour des niveaux
d'intensité importants. En partiulier, nous avons étudié omment la préision
d'estimation d'un déplaement d'une image évolue en fontion du niveau d'in-
tensité moyen de l'image onsidérée.
Lorsque l'intensité moyenne de l'image est importante, le modèle de bruit
sous-poissonien utilisé nous a permis de déterminer une borne inférieure de la
variane minimale d'estimation permettant ainsi de onrmer que la BCR à
fort ux est diminuée au mieux en proportion du fateur de Fano de la lumière
sous-poissonienne utilisée par rapport à la BCR que l'on obtiendrait si l'image
était perturbée par un bruit standard poissonien. Nous avons par ailleurs montré
grâe à des simulations numériques qu'un estimateur simple du déplaement
(qui s'identie à l'estimateur au sens du maximum de vraisemblane adapté à
un bruit de Poisson standard) permet de réaliser une estimation de déplaement
eae en lumière sous-poissonienne. La variane de et estimateur atteint en
eet la limite inférieure de la BCR que nous avons déterminée et qui s'identie
par onséquent à la véritable borne de Cramer-Rao à fort ux.
En analysant le as d'une image de très faible intensité, nous avons vu epen-
dant que la diminution de la variane dont on bénéie à fort ux en utilisant
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une lumière sous-poissonienne tend à disparaître à faible ux. Nous avons inter-
prété e omportement par un eet de  fenêtrage temporel , oasionné par
la faible durée d'observation du proessus temporel sous-poissonien, et qui dé-
grade le aratère sous-poissonien de la lumière dès que l'on reçoit moins d'une
entaine de photons par pixel en moyenne. Cette observation nous a onduit à
proposer l'expression d'une borne de Cramer-Rao eetive qui permet d'appré-
hender la dégradation loale du aratère sous-poissonien de la lumière due à
ertaines perturbations éventuelles telles que l'aquisition d'une image à faible
ux (fenêtrage temporel), l'inuene d'une absorption partielle du faiseau (pour
modéliser une eaité quantique du déteteur inférieure à 1 par exemple), ou
enore en présene d'un bruit de photon parasite.
Grâe aux simulations numériques réalisées, nous avons en outre pu vérier
la validité et la bonne eaité de l'estimateur au sens du maximum de vrai-
semblane adapté au bruit de Poisson pour estimer un déplaement d'une image
perturbée par des utuations sous-poissoniennes, quel que soit le niveau d'inten-
sité de l'image, quel que soit le motif d'élairement utilisé, et pour des amplitudes
de déplaement importantes.
Détetion en lumière sous-poissonienne : Dans la seonde partie de ette
thèse, nous avons également onsidéré un problème simple de disrimination
entre deux niveaux d'intensité qui permet de rendre ompte de diverses situa-
tions physiques (appliations en téléommuniation ou pour la leture d'infor-
mation optique) et de quantier l'apport des états sous-poissoniens de la lumière
pour améliorer les performanes de détetion par rapport aux performanes at-
teignables en utilisant une lumière poissonienne lassique.
Pour évaluer et apport, nous avons proposé un ritère de gain en perfor-
manes de détetion, fondé sur une mesure de séparabilité entre lois de proba-
bilité issue de la théorie de l'information (mesure de Cherno). Des simulations
numériques nous ont permis de vérier que la mesure de Cherno évaluée pour
un modèle binomial de bruit sous-poissonien permet d'évaluer la diulté d'une
tâhe de détetion en présene de lumière poissonienne ou sous-poissonienne, e
qui n'est pas le as d'une mesure de séparabilité plus simple omme le ontraste
de Fisher.
L'analyse du ritère de gain proposé nous a permis de dérire omment l'ap-
port des lumières sous-poissoniennes sur les performanes de détetion évoluait
en fontion du ontraste existant entre les deux niveaux d'intensité à disriminer,
et nous a onduit à délimiter trois prinipaux domaines de fontionnement. Pour
les situations de disrimination les plus diiles, 'est-à-dire lorsque l'on herhe
à distinguer deux niveaux d'intensité présentant de très faibles ontrastes, les
performanes de détetion sont améliorées en proportion du fateur de Fano de
la lumière inidente. Quand le ontraste augmente, nous avons pu montrer que
le gain se dégrade d'autant plus rapidement que le fateur de Fano de la lumière
est petit, illustrant à nouveau la fragilité des états sous-poissoniens sous l'eet
d'une absorption partielle. Enn, l'étude de la limite du ritère de gain lorsque
le ontraste entre les deux hypothèses est maximal nous a permis de retrouver
un résultat établi dans des travaux antérieurs [145℄.
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Perspetives
Au terme de e manusrit de thèse, nous pouvons évoquer quelques perspe-
tives de reherhe qui s'ouvrent dans la ontinuité de es travaux, que e soit
d'un point de vue théorique ou expérimental.
Estimation du degré de polarisation
Les perspetives appliatives que semble orir la méthode d'estimation du
degré de polarisation à partir d'une unique image de spekle mériteraient sans
doute une étude expérimentale approfondie an de ompléter les premiers ré-
sultats expérimentaux présentés dans e manusrit. À l'oasion de ette étude,
il serait également intéressant de proposer une méthodologie de alibration des
données qui permettrait d'évaluer préisément le modèle de bruit de spekle qui
entahe les données aquises, an d'adapter les estimateurs utilisés.
D'un point de vue plus théorique, il serait néessaire d'étudier l'inuene de
bruits parasites (bruit de apteur par exemple) sur les performanes de la mé-
thode. De même, il serait utile d'étudier la validité des hypothèses néessaires à
l'appliation de ette méthode. Pour des situations d'imagerie de surfaes textu-
rées notamment, on peut se demander s'il est toujours raisonnable de supposer
que l'intensité lumineuse résulte de la somme de deux omposantes d'intensité
indépendantes. Dans le as de surfaes texturées, on pourrait également étudier
l'inuene du hoix de l'état de polarisation de l'élairement ohérent inident
sur la validité de la méthode et sur la qualité de l'estimation.
Enn, il serait intéressant de aratériser les performanes de ette méthode
à une image pour des appliations de détetion dans les images polarimétriques
et de mener une étude omparative des performanes de détetion selon que
elle-i est opérée à partir de 4 ou 2 images polarimétriques ou d'une seule image
d'intensité de spekle.
États omprimés de la lumière
En e qui onerne l'estimation de paramètre dans des images perturbées
par des utuations sous-poissoniennes, il serait intéressant de ompléter l'étude
présentée dans e manusrit en analysant l'inuene d'éventuelles imperfetions
du dispositif expérimental (déteteur imparfait, orrélation partielle entre les
mesures de photoomptage réalisées pour des pixels voisins, et.) La réalisation
expérimentale de tels dispositifs d'imagerie est enore prématurée au regard de
la tehnologie atuelle mais onstitue également une perspetive intéressante.
D'autres pistes de reherhe plus théoriques peuvent également être évoquées.
En partiulier, on pourrait généraliser l'étude menée pour des appliations de dis-
rimination d'hypothèses en l'étendant à des problèmes de détetion plus om-
plexes. On peut également envisager d'étudier l'apport des états sous-poissoniens
de l'intensité lumineuse sur des tâhes de traitement d'image de plus haut niveau
telles que des problèmes de lassiation ou de segmentation d'image.
Enn, il serait intéressant d'étudier les limites théoriques des performanes de
traitement assoiées à la mesure par détetion homodyne de hamps életroma-
gnétiques non lassiques multimodes, dont la prodution onstitue un des enjeux
atuels des expérimentations d'optique quantique.
178
Annexe A
Évaluation numérique de
l'information de Fisher
Dans ette annexe, nous expliitons une méthode numérique qui permet
d'évaluer numériquement l'information de Fisher lorsque la omplexité des lois
de probabilité rend diile le alul expliite de ette quantité. Cette méthode
ayant été utilisée dans e manusrit uniquement dans le as de lois de probabilité
disrètes (photoomptages), nous nous plaçons don dans e as pour détailler
le prinipe de ette méthode numérique.
Lorsqu'on herhe à estimer un paramètre θ à partir d'un éhantillon de M
mesures χ = {n1; . . . ;nM} dérites par les lois de probabilité disrètes PN(nk),
l'information de Fisher dénie à l'équation (2.12) peut s'érire
IF (θ) = −
〈 ∂2
∂θ2
[
ℓ(χ; θ)
]〉
= −
M∑
k=1
〈 ∂2
∂θ2
[
lnPN (nk|θ)
]〉
(A.1)
puisque la logvraisemblane ℓ(χ; θ) est égale au logarithme de la vraisemblane
L(χ; θ) =
∏M
k=1 PN(nk|θ), d'où l'on déduit ℓ(χ; θ) =
∑M
k=1 lnPN(nk|θ).
En supposant que lesM mesures onstituant l'éhantillon sont indépendantes
et identiquement distribuées selon la loi disrète PN(n), on peut érire
IF (θ) = −M
〈 ∂2
∂θ2
[
lnPN(n|θ)
]〉
= −M
+∞∑
n=0
{
∂2
∂θ2
[
lnPN(n|θ)
]× PN(n|θ)}.
(A.2)
Réériture de l'information de Fisher : Pour eetuer le alul numé-
rique de l'information de Fisher, nous proposons préalablement de réérire elle-
i sous une forme diérente. Pour ela, on peut tout d'abord remarquer que
∂
∂θ
[
lnPN(n|θ)
]
= 1
PN (n|θ)
∂PN (n|θ)
∂θ
, e qui permet ensuite d'établir que
+∞∑
n=0
∂
∂θ
[
lnPN(n|θ)
]
PN (n|θ) =
+∞∑
n=0
∂PN (n|θ)
∂θ
=
∂
[∑+∞
n=0 PN(n|θ)
]
∂θ
=
∂
[
1
]
∂θ
= 0,
(A.3)
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ar PN(n|θ) est une loi de probabilité et vérie par onséquent
∑+∞
n=0 PN(n|θ) = 1.
En dérivant la relation (A.3) par rapport au paramètre θ, on obtient alors
+∞∑
n=0
∂2
∂θ2
[
lnPN(n|θ)
]
PN(n|θ) +
+∞∑
n=0
∂
∂θ
[
lnPN(n|θ)
]∂PN (n|θ)
∂θ
= 0, (A.4)
d'où l'on déduit enn, en réutilisant le fait que
∂
∂θ
[
lnPN (n|θ)
]
= 1
PN (n|θ)
∂PN (n|θ)
∂θ
,
+∞∑
n=0
∂2
∂θ2
[
lnPN (n|θ)
]× PN(n|θ) = − +∞∑
n=0
1
PN(n|θ)
[
∂PN (n|θ)
∂θ
]2
. (A.5)
En utilisant alors e résultat dans l'expression de l'information de Fisher don-
née en équation (A.2), on obtient don la formulation suivante de l'information
de Fisher [118℄
IF (θ) = M
+∞∑
n=0
1
PN(n|θ)
[
∂PN (n|θ)
∂θ
]2
. (A.6)
Détermination numérique de l'information de Fisher : Cette expression
de l'information de Fisher se prête bien à une détermination numérique de sa
valeur. En eet, la valeur de la dérivée première
∂PN (n|θ)
∂θ
peut être déterminée
au moyen d'un shéma numérique simple, en séletionnant un pas de alul δθ
adapté à la préision requise :
∂PN (n|θ)
∂θ
≃ PN(n|θ + δθ)− PN(n|θ)
δθ
. (A.7)
Ainsi, l'information de Fisher peut être évaluée numériquement grâe à l'expres-
sion suivante :
IF (θ) = M
1
(δθ)2
+∞∑
n=0
[
PN(n|θ + δθ)− PN(n|θ)
]2
PN(n|θ) . (A.8)
Comme on peut le voir en observant ette expression, ette formulation nu-
mérique de l'information de Fisher présente l'avantage de pouvoir être mise en
÷uvre dès que l'on est en mesure d'évaluer numériquement la valeur PN(n|θ)
pour toute valeur de n et du paramètre θ, e qui est en général réalisable si l'on
possède une expression expliite de PN(n|θ).
Pour implémenter en pratique ette méthode numérique, nous avons dans
tous les as tronqué la sommation à partir des termes dont la ontribution deve-
nait négligeable, et nous avons séletionné un pas de alul δθ adapté pour que
l'eet de la disrétisation de la dérivée soit négligeable au regard de la préision
souhaitée sur la valeur de la BCR.
Notons enn qu'une telle méthode numérique pourrait être adaptée au as
de lois de probabilité ontinues. Il faudrait dans e as remplaer la sommation
de l'équation (A.8) par une intégration numérique.
180
Annexe B
Caluls annexes à la partie I
Dans ette annexe, nous détaillons dans un premier temps (setion B.1) les
aluls permettant d'obtenir les bornes de Cramer-Rao pour l'estimation de β =
P2 vues dans le hapitre 2. Dans un seond temps (setion B.2), nous détaillons
omment les umulants CIk et les moments entrés MIk (k ∈ [1; 4]) de l'intensité
lumineuse, ainsi que les umulantsMNk dans le as de mesures de photoomptage
à faible ux, peuvent s'exprimer en fontion des umulants κk de la loi normalisée
f aratéristique du modèle de spekle. Ces relations nous permettront, dans la
setion suivante de ette annexe (setion B.3), d'établir les expressions théoriques
du biais et de la variane des estimateurs de β au sens des moments étudiés dans
le hapitre 2. Enn, dans la dernière setion de ette annexe, nous alulerons
la forme de la loi de photoomptage PN(n) que l'on obtient lorsqu'on prend en
ompte l'inuene du bruit de photon lors de l'aquisition d'une image d'intensité
de spekle pleinement développé d'ordre 1.
B.1 BCR pour l'estimation de P à partir d'une
unique image
B.1.1 BCR en spekle pleinement développé
Lorsque le spekle est pleinement développé, la densité de probabilité (DDP)
de l'intensité est donnée en équation (1.19). Cette DDP peut se réérire sous la
forme suivante
PI(I) =
2
PµI exp
(
− 2I
(1− P2)µI
)
sinh
( 2PI
(1− P2)µI
)
, (B.1)
qui permettra de simplier les aluls de la BCR détaillés i-dessous.
Nous supposons pour aluler la BCR que l'estimation est réalisée à partir
d'un éhantillon statistiquement homogène χ = {I1, . . . , IM} omposé de M
mesures d'intensité. Nous distinguons dans ette annexe deux situations :
 Dans le premier as étudié ii, nous supposerons que l'intensité moyenne µI
n'est pas onnue a priori. Comme nous l'avons exposé à la setion 2.2.1.2,
il est néessaire dans e as de aluler la matrie d'information de Fisher,
préalablement au alul de la BCR.
 Dans le seond as, nous nous plaerons dans la situation où µI est onnue
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a priori, auquel as l'expression de la BCR donnée en equation (2.11) est
appliable. Nous verrons ependant que ette dernière peut être direte-
ment déduite des aluls menés pour le as préédent à µI inonnu, e qui
explique l'ordre adopté ii pour la présentation des aluls.
B.1.1.1 Cas où µI n'est pas onnue a priori
Dans le as où µI n'est pas onnue a priori, la vraisemblane de l'observation
de l'éhantillon χ = {I1, . . . , IM} est notée L(χ;P, µI) =
∏M
j=1 PI(Ij). La logvrai-
semblane ℓ(χ;P, µI) = lnL(χ;P, µI) peut se déduire aisément en remplaçant
PI(Ij) par son expression donnée à l'équation (B.1), e qui permet d'érire
ℓ(χ;P, µI) =
M∑
j=1
[
ln
2
µI
− lnP − 2Ij
(1− P2)µI + ln
{
sinh
[ 2IjP
(1−P2)µI
]}]
. (B.2)
Considérons alors un estimateur non biaisé Pˆ du degré de polarisation et
un estimateur µˆI de l'intensité moyenne sans biais. La matrie d'information de
Fisher qu'il nous faut aluler sera notée
JF (P, µI) = −
(
〈∂2ℓ(χ;P,µI)
∂P2 〉 〈∂
2ℓ(χ;P,µI)
∂P∂µI 〉
〈∂2ℓ(χ;P,µI)
∂µI∂P 〉 〈
∂2ℓ(χ;P,µI)
∂µI2
〉
)
△
=
(
J1,1 J1,2
J2,1 J2,2
)
, (B.3)
où Ji,j représente le terme de la matrie de Fisher situé en ligne i et olonne j.
Le terme diagonal supérieur J1,1 de la matrie de Fisher peut être alulé à
partir de l'équation (B.2). En eet, on a
∂ℓ(χ;P, µI)
∂P =
M∑
j=1
{
− 1P −
4IjP
µI(1− P2)2 +
2Ij
µI
1 + P2
(1− P2)2 coth
(
2PIj
µI(1− P2)
)}
,
(B.4)
d'où l'on déduit grâe à une nouvelle dérivation par rapport à P,
∂2ℓ(χ;P, µI)
∂P2 =
M∑
j=1
[
1
P2 −
4Ij(1 + 3P2)
µI(1− P2)3
]
︸ ︷︷ ︸
A1
+
M∑
j=1
[
4IjP(3 + P2)
µI(1− P2)3 coth
(
2PIj
µI(1−P2)
)]
︸ ︷︷ ︸
A2
−
M∑
j=1
[
4I2j
µ2I
(1 + P2)2
(1−P2)4
1
sinh2(
2PIj
µI (1−P2))
]
︸ ︷︷ ︸
A3
.
(B.5)
Pour aluler J1,1, il nous faut évaluer la valeur moyenne de l'équation pré-
edente. Cette évaluation est failitée ar les Ij , j ∈ [1;M ] sont supposés in-
dépendants, et les M termes de la sommation ontribueront de façon additive
au résultat nal. Par ailleurs, le alul de la valeur moyenne peut être eetué
en notant que ∀j ∈ [1;M ], 〈Ij〉 = µI , et grâe au alul des deux intégrales
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suivantes :
α
△
=
∫ ∞
0
x exp
[
− x
1− P2
]
cosh(
P x
1−P2 )dx = 1 + P
2, (B.6)
ϕ
△
=
∫ ∞
0
x2 exp
[
− x
1−P2
] 1
sinh( P x
1−P2 )
dx =
(1−P2)3
2P3 ζ(3,
1 + P
2P ), (B.7)
où ζ(s, x) est la fontion Zeta de Riemann généralisée d'ordre s (dénie à l'équa-
tion (2.16) à la setion 2.2.1 et dans la référene [60℄).
Le alul de la valeur moyenne du premier terme A1 de l'équation (B.5) ne
pose pas de diulté :
〈A1〉 = MP2 −
4M(1 + 3P2)
(1− P2)3 . (B.8)
Pour aluler la valeur moyenne du terme A2, il s'avère judiieux d'utiliser un
hangement de variables en posant xj
△
= 2Ij/µI . La densité de probabilité de la
variable xj se alule aisément en remarquant que PX(x) = PI(I)/
(
dx/dI
)
, e
qui onduit diretement à l'expression
PX(x) =
1
P exp
[
− x
1− P2
]
sinh
xP
1− P2 . (B.9)
On alule alors la valeur moyenne de A2 en érivant :
〈A2〉 =
∫ ∞
0
A2PI(I)dI =
4MP(3 + P2)
µI(1−P2)3
∫ ∞
0
I coth
(
2PI
µI(1− P2)
)
PI(I)dI,
(B.10)
soit, en utilisant le hangement de variable proposé,
〈A2〉 = 2MP(3 + P
2)
(1− P2)3
∫ ∞
0
x coth
( Px
1− P2
)
exp
[− x
1−P2
]
P sinh(
Px
1− P2 )dx
=
2M(3 + P2)
(1− P2)3
∫ ∞
0
x cosh
( Px
1− P2
)
exp
[
− x
1−P2
]
dx︸ ︷︷ ︸
α
.
(B.11)
On reonnaît l'intégrale α dénie plus haut à l'équation (B.6), e qui permet
d'aboutir au résultat nal :
〈A2〉 = 2M(3 + P
2)(1 + P2)
(1−P2)3 . (B.12)
En e qui onerne le terme A3, on a
〈A3〉 =
∫ ∞
0
A3PI(I)dI = −4M
µ2I
(1 + P2)2
(1− P2)4
∫ ∞
0
I2
sinh2( 2PI
µI (1−P2))
PI(I)dI, (B.13)
qui se réérit en utilisant le même hangement de variable que préédemment, et
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l'expression de PX(x) donnée à l'équation (B.9),
〈A3〉 = −M(1 + P
2)2
(1− P2)4
∫ ∞
0
x2
sinh2( Px
1−P2 )
PX(x)dx
= −M(1 + P
2)2
P(1− P2)4
∫ ∞
0
x2
exp
[− x
1−P2
]
sinh( Px
1−P2 )
dx︸ ︷︷ ︸
ϕ
,
(B.14)
dont on tire nalement, en utilisant le alul de l'intégrale ϕ fourni à l'équation
(B.7),
〈A3〉 = −M(1 + P
2)2
2P4(1−P2)ζ(3,
1 + P
2P ). (B.15)
En ajoutant les trois résultats préédents, on obtient pour nir l'expression
du terme diagonal supérieur J1,1 de la matrie de Fisher,
J1,1 = −
[
〈A1〉+ 〈A2〉+ 〈A3〉
]
= −M 1 + P
2
P2(1−P2)
[
1− 1 + P
2
2P2 ζ(3,
1 + P
2P )
]
.
(B.16)
Pour aluler le seond terme diagonal J2,2 de la matrie JF (P, µI), il faut
déterminer la dérivée seonde de la logvraisemblane par rapport à µI :
∂2ℓ(χ;P, µI)
∂µ2I
=
M∑
j=1
[
1
µ2I
− 4Ij
µ3I(1−P2)
]
︸ ︷︷ ︸
B1
+
M∑
j=1
[
4PIj
µ3I(1−P2)
coth
(
2PIj
µI(1−P2)
)]
︸ ︷︷ ︸
B2
−
M∑
j=1
[
4P2I2j
µ4I(1−P2)2
1
sinh2(
2PIj
µI (1−P2))
]
︸ ︷︷ ︸
B3
.
(B.17)
On évalue alors la valeur moyenne des trois termes B1, B2 et B3 grâe au han-
gement de variable proposé i-dessus xj
△
= 2Ij/µI . Tout d'abord, la moyenne du
terme B1 est rapidement alulée :
〈B1〉 = M
µ2I
− 4M
µ2I(1−P2)
, (B.18)
quant au terme B2, on a ave le hangement de variable proposé,
〈B2〉 =
∫ ∞
0
B2PI(I)dI =
4MP
µ3I(1− P2)
µI
2P
∫ ∞
0
x exp
[
− x
(1−P2)
]
cosh(
xP
1− P2 )dx︸ ︷︷ ︸
α
=
2M
µ2I(1− P2)
(1 + P2).
(B.19)
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Enn, pour le troisième terme B3, une démarhe similaire permet d'érire,
〈B3〉 =
∫ ∞
0
B3PI(I)dI = − 4MP
2
µ4I(1− P2)2
µ2I
4P
∫ ∞
0
x2 exp
[
− x
(1− P2)
] 1
sinh( xP
1−P2 )
dx︸ ︷︷ ︸
ϕ
= −M(1−P
2)
2µ2IP2
ζ(3,
1 + P
2P ).
(B.20)
Ainsi, en ajoutant les trois résultats préédents, on obtient l'expression de J2,2,
J2,2 = −
[
〈B1〉+ 〈B2〉+ 〈B3〉
]
=
M
µ2I
[
1 +
1− P2
2P2 ζ(3,
1 + P
2P )
]
. (B.21)
Il reste enore à aluler les termes antidiagonaux (J1,2 = J2,1) de JF (P, µI).
Ces deux termes s'obtiennent en dérivant l'équation (B.4) par rapport à µI ,
∂2ℓ(χ;P, µI)
∂µI∂P =
M∑
j=1
[
4IjP
µ2I(1− P2)2
]
︸ ︷︷ ︸
C1
−
M∑
j=1
[
2(1 + P2)Ij
µ2I(1− P2)2
coth
(
2PIj
µI(1− P2)
)]
︸ ︷︷ ︸
C2
+
M∑
j=1
[
4P(1 + P2)I2j
µ3I(1−P2)3
1
sinh2(
2PIj
µI (1−P2))
]
︸ ︷︷ ︸
C3
.
(B.22)
La valeur moyenne du terme C1 se alule failement,
〈C1〉 = 4MP
µI(1−P2)2 . (B.23)
En utilisant toujours le même hangement de variable, on parvient à aluler la
valeur moyenne de C2,
〈C2〉 =
∫ ∞
0
C2PI(I)dI = −2M(1 + P
2)
µ2I(1−P2)2
µI
2P
∫ ∞
0
x cosh
( Px
(1− P2)
)
exp
[
− x
1− P2
]
dx︸ ︷︷ ︸
ϕ
,
(B.24)
et en remplaçant l'intégrale ϕ par son expression déterminée en équation (B.7),
on obtient
〈C2〉 = − M(1 + P
2)2
µIP(1− P2)2 . (B.25)
En e qui onerne la valeur moyenne de C3, on peut érire
〈C3〉 =
∫ ∞
0
C3PI(I)dI =
4MP(1 + P2)
µ3I(1− P2)3
µ2I
4P
∫
x2
exp
[
− x
1−P2
]
sinh( xP
(1−P2 )
dx︸ ︷︷ ︸
α
, (B.26)
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qui s'obtient nalement grâe à l'intégrale α alulée en équation (B.6),
〈C3〉 = M(1 + P
2)
µI
1
2P3 ζ(3,
1 + P
2P ). (B.27)
Enn, en ajoutant les trois résultats préédents, on obtient l'expression de J1,2,
J1,2 = J2,1 = −
[
〈C1〉+ 〈C2〉+ 〈C3〉
]
=
M
µIP
[
1− 1 + P
2
2P2 ζ(3,
1 + P
2P )
]
. (B.28)
À partir des équations (B.16), (B.21) et (B.28), on exprime enn la matrie
de Fisher JF (P, µI) :
JF (P, µI) = M

− 1+P2P2(1−P2)
[
1− 1+P2
2P2 ζ(3,
1+P
2P )
]
1
µIP
[
1− 1+P2
2P2 ζ(3,
1+P
2P )
]
1
µIP
[
1− 1+P2
2P2 ζ(3,
1+P
2P )
]
1
µ2
I
[
1 + 1−P
2
2P2 ζ(3,
1+P
2P )
]
 .
(B.29)
Pour appliquer le théorème 2.1, il nous faut enore inverser ette matrie.
An d'alléger les notations, on propose de poser
JF (P, µI) = M
(
K1(1−D) K2(1−D)
K2(1−D) K3(1 + E),
)
(B.30)
ave K1
△
= − 1+P2P2(1−P2) , K2
△
= 1
µIP , K3
△
= 1
µ2
I
et D
△
= 1+P
2
2P2 ζ(3,
1+P
2P ) et E
△
=
1−P2
2P2 ζ(3,
1+P
2P ). Le déterminant de la matrie d'information de Fisher s'érit alors
det
[
JF (P, µI)
]
= M2(1−D) (K1K3(1 + E)−K22(1−D))︸ ︷︷ ︸
W
, (B.31)
ave
W = K1K3(1 + E)−K22 (1−D) =
−2
µ2IP2(1− P2)
, (B.32)
et la matrie inverse peut don se aluler par
J−1F (P, µI) =
1
M
 K3(1+E)det[JFM (P,µI)] K2(D−1)det[JFM (P,µI)]K2(D−1)
det
[
JFM
(P,µI )
] K1(1−D)
det
[
JFM
(P,µI )
]
 = 1
M
 K3(1+E)(1−D)W −K2W
−K2
W
K1
W
 .
(B.33)
En remplaçant nalement les termes K1, K2, K3, D et E par leurs expressions
fournies i-dessus, on obtient la matrie inverse suivante :
J−1F =
1
M

P2(1−P2)
2
(
1−P2
2P2
ζ(3, 1+P
2P
)+1
)(
1+P2
2P2
ζ(3, 1+P
2P
)−1
) µIP(1−P2)
2
µIP(1−P2)
2
µ2
I
(1+P2)
2
 . (B.34)
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On obtient alors la borne de Cramer-Rao pour l'estimation de P en appliquant
l'inégalité (2.19) ave un veteur u1 = [ 1 0 ], e qui permet d'érire
var(Pˆ) ≥ BCR1(P) = u1 · J−1F (P, µI) · u†1, (B.35)
et de donner nalement l'expression de la BCR pour l'estimation du degré de
polarisation à partir d'une unique image d'intensité de spekle, lorsque la valeur
moyenne de l'intensité n'est pas supposée onnue a priori. Cette borne sera notée
BCR1(P) et s'érit
BCR1(P) = P
2(1−P2)
2M
[
(1−P2)ζ(3, 1+P
2P ) + 2P2
][
(1 + P2)ζ(3, 1+P
2P )− 2P2
] . (B.36)
De façon similaire, on peut obtenir la borne de Cramer-Rao pour l'estimation
de l'intensité moyenne en appliquant simplement l'inégalité (2.19) ave le veteur
u2 = [ 0 1 ], qui e fournit le résultat suivant :
BCR1(µI) =
µ2I(1 + P2)
2M
. (B.37)
B.1.1.2 Cas où µI est onnue a priori
Dans le as où l'intensité moyenne µI est onsidérée omme un paramètre
onnu préalablement à l'estimation du degré de polarisation, il n'y a plus lieu de
aluler la matrie de Fisher préédente puisque la vraisemblane de l'observation
χ est une fontion de la seule variable P. L'information de Fisher est alors une
grandeur salaire dénie par,
IF (P) = −〈∂
2ℓ(χ;P)
∂P2 〉, (B.38)
où l'on reonnaît le terme J1,1 de la matrie de Fisher alulée à l'équation (B.29).
La BCR étant dénie dans le as salaire omme l'inverse de l'information de
Fisher, nous obtenons ainsi la BCR, notée BCR1µI (P), pour l'estimation de P à
partir d'une image dont l'intensité moyenne µI est onnue a priori :
BCR1µI (P) = −
P2(1−P2)
M(1 + P2)
[
1− 1 + P
2
2P2 ζ(3,
1 + P
2P )
]−1
. (B.39)
B.1.2 BCR approhée pour des spekles d'ordres élevés
Nous alulons ii la BCR lorsque la DDP de l'intensité peut être appro-
hée, pour des ordres de spekle élevés, par une loi gaussienne de moyenne µI
et variane σ2 = µ2I
(1+P2)
2L
dont la DDP est donnée en équation (2.24), que nous
rappelons ii :
PI(I) =
√
L
π(1 + P2)µI exp
[
−L(I − µI)
2
(1 + P2)µ2I
]
. (B.40)
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En onsidérant un éhantillon de mesure χ = {I1, . . . , IM} de taille M , on peut
aluler la logvraisemblane de l'observation de χ, ave β = P2,
ℓ(χ; β) =
M∑
j=1
[
−1
2
ln(1 + β) +
1
2
ln
L
πµ2I
− L(Ij − µI)
2
µ2I(1 + β)
]
, (B.41)
dont on alule aisément la dérivée seonde par rapport à β :
∂2ℓ(χ; β)
∂β2
=
M∑
j=1
[
1
2(1 + β)2
− 2L
(1 + β)3µ2I
(Ij − µI)2
]
. (B.42)
Pour aluler l'information de Fisher, il faut évaluer la valeur moyenne de l'équa-
tion préédente, e qui est aisé en remarquant que ∀j, var(Ij) = 〈(Ij − µI)2〉 =
(1 + β)µ2I/2L. On obtient alors l'information de Fisher
IgaussF (β) = −
M
2(1 + β)2
+
2ML
(1 + β)3µ2I
var(I) =
M
2(1 + β)2
, (B.43)
et la BCR peut don nalement s'érire,
BCRgauss(β) = 2
(1 + β)2
M
. (B.44)
B.2 Expression des moments entrés MIk et MNk
en fontion des umulants κk de la loi norma-
lisée f
Nous établissons ii les relations qui permettent d'exprimer les quatre pre-
miers moments entrés MIk de l'intensité I en fontion des umulants κk de la
loi normalisée f , lorsque les hypothèses établies en setion 2.1.1 sont vériées.
Ces relations vont nous permettre d'exprimer les biais et varianes théoriques des
estimateurs de β = P2 au sens des moments en fontion des κk, aratéristiques
du modèle de spekle onsidéré.
Dans un seond temps, nous établirons es relations dans le as où le bruit
de photon est pris en ompte : nous pourrons alors exprimer les moments entrés
MNk du photoomptage en fontion des κk.
B.2.1 Relations entre les umulants CIk et les κk
Établissons tout d'abord les relations entre les umulants CIk et les κk pour k ∈
[1; 4]. Celles-i peuvent être déduites de la relation générale établie à l'équation
(2.7). Pour k = 1, on a κ1 = 1 ar la loi f est normalisée de moyenne unitaire,
et d'après la relation (2.7),
CI1 = κ1
[
(1 + P) + (1− P)]µI
2
= µI . (B.45)
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Pour k = 2, on retrouve le résultat de l'équation (2.8) :
CI2 = κ2
[
(1 + P)2 + (1− P)2]µ2I
22
= κ2
1 + P2
2
µ2I = κ2
1 + β
2
µ2I . (B.46)
Lorsque k = 3, on obtient
CI3 = κ3
[
(1 + P)3 + (1− P)3]µ3I
23
= κ3
[
2 + 6P2]µ3I
8
= κ3
1 + 3β
4
µ3I . (B.47)
Enn, pour k = 4,
CI4 = κ4
[
(1 + P)4 + (1− P)4]µ4I
24
= κ4
[
2 + 12P2 + 2P4]µ4I
16
= κ4
1 + 6β + β2
8
µ4I .
(B.48)
B.2.2 Relations entre les MIj et les κj
Dans la setion suivante de ette annexe, nous alulerons les expressions
théoriques du biais et de la variane des estimateurs de β au sens des moments (en
l'absene de bruit de photon) en fontion des moments entrés MIj , j ∈ [2; 4] de
l'intensité I. Pour pouvoir réérire es résultats en fontion des κj , j ∈ [2; 4], nous
pouvons exprimer les MIj en fontion des κj en utilisant les relations suivantes
entre les moments entrés et les umulants [35℄ :
MI1 = CI1 ; MI2 = CI2 ; MI3 = CI3 ; MI4 = CI4 + 3(CI2)2. (B.49)
On en déduit alors, en utilisant les relations (B.46) à (B.48)
MI2 = κ2
1 + β
2
µ2I ; MI3 = κ3
1 + 3β
4
µ3I ;
MI4 = κ4
1 + 6β + β2
8
µ4I + 3
(MI2)2
=
µ4I
8
[
(κ4 + 6κ
2
2) + 6(κ4 + 2κ
2
2)β + (κ4 + 6κ
2
2)β
2
]
.
(B.50)
B.2.3 Relations entre les MNj et les κj
Dans la setion suivante, nous établirons également les expressions du biais et
de la variane des estimateurs au sens des moments lorsque le bruit de photon, dû
à l'aquisition des signaux à très faible niveau d'intensité, est pris en ompte. Ces
grandeurs s'exprimeront dans e as en fontion des moments entrés des photo-
omptages N et non plus de l'intensité I. Comme préédemment, pour pouvoir
réérire le biais et la variane des estimateurs en fontion des umulants κj de
la loi normalisée f , il est don néessaire de aluler l'expression des moments
entrés MNj , j ∈ [2; 4] en fontion des κj .
Nous allons dans un premier temps exprimer les moments entrés MNj , j ∈
[2; 4] du photoomptage (N) en fontion des moments entrés MIj de l'intensité
(I). Lorsque le modèle simplié de photodétetion présenté en setion 2.5 est
valide et que l'eaité quantique est unitaire η = 1, il est possible pour ela
d'utiliser la propriété suivante, établie dans la référene [72℄ :
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Propriété B.1 Le moment fatoriel d'ordre k ≥ 1, de la loi de photoomptage
PN(n), noté FNk et déni par
FNk △=
〈
N(N − 1)× ...× (N − k + 1)
〉
, (B.51)
est égal au moment d'ordre k de la loi ontinue PI(I), 'est-à-dire
∀k ≥ 1, FNk = 〈Ik〉. (B.52)
En utilisant ette propriété, on peut alors exprimer les moments fatorielsFNj , j ∈
[2; 4] du photoomptage N en fontion des moments entrés MIj de l'intensité I
en érivant [35℄ :
FN2 = 〈I2〉 =MI2 + µ2I ,
FN3 = 〈I3〉 =MI3 + 3MI2 µI + µ3I ,
FN4 = 〈I4〉 =MI4 + 4MI3 µI + 6MI2 µ2I + µ4I .
(B.53)
Enn, on peut aluler les moments entrés MNk de la variable aléatoire disrète
N en fontion de ses moments fatoriels FNk , k ∈ [1; 4], en utilisant les relations
données dans la référene [35℄
MN2 = FN2 − µ2N + µN ,
MN3 = FN3 + 3FN3 (1− µN) + 2µ3N − 3µ2N + µN ,
MN4 = FN4 + 2FN3 (3− 2µN) + FN2 (7− 12µN + 6µ2N)
− 3µ4N + 6µ3N − 4µ2N + µN .
(B.54)
En ombinant nalement les relations préédentes (B.53) et (B.54) et après
une simpliation fastidieuse que nous avons vériée à l'aide d'un logiiel de
alul formel, on peut exprimer les moments entrés MNj du photoomptage N
en fontion des moments entrés MIj , j ∈ [2; 4] de l'intensité I,
MN2 =MI2 + µI ,
MN3 =MI3 + 3MI2 + µI ,
MN4 =MI4 + 6(MI3 +MI2µI) + (7MI2 + 3µ2I) + µI .
(B.55)
Il est désormais possible, en utilisant les relations (B.50) établies à la setion
préédente de ette annexe, d'exprimer les moments entrés MNj , j ∈ [2; 4] du
photoomptage en fontion des umulants κj , j ∈ [2; 4] de la densité de probabi-
lité normalisée f . Après un alul fastidieux vérié à l'aide d'un logiiel de alul
formel, on peut enn établir les relations suivantes :
MN2 =
µI
2
{
2 + κ2µI(1 + β)
}
,
MN3 =
µI
4
{
4 + 6κ2µI(1 + β) + κ3µ
2
I(1 + 3β)
}
,
MN4 =
µI
8
{
8 + µI
[
24 + 4κ2(7 + 6µI)(1 + β) + 6κ
2
2µ
2
I(1 + β)
2
+ 12κ3µI(1 + 3β) + κ4µ
2
I(1 + 6β + β
2)
]}
.
(B.56)
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B.3 Biais et variane des estimateurs de β au sens
des moments
B.3.1 Prinipe général du alul
Nous présentons dans ette annexe la tehnique de alul utilisée dans es
travaux de thèse pour évaluer le biais et la variane d'un estimateur d'un para-
mètre θ au sens des moments. Nous supposons ainsi que l'estimation de θ repose
sur la mesure d'un éhantillon χ = {x1, . . . , xM}, omposé de M mesures indé-
pendantes d'une grandeur X (intensité, photoomptage, et.) onsidérée omme
une variable aléatoire et dérite par une densité de probabilité PX(x). Comme
ela sera le as des estimateurs étudiés dans ette annexe, nous supposons ii que
la valeur θ peut s'érire sous la forme d'une fration rationnelle, en fontion des
deux premiers moments de la variable X, ou de façon équivalente, en fontion
de la moyenne µ = 〈X〉 et de la variane var(X). Notons que ette variane
s'identie au seond moment entré notéMX2 △= 〈(X −µ)2〉 = var(X), e qui
nous permet d'exprimer la variable θ sous la forme
θ = F (µ,MX2 ), (B.57)
où F représente une fration rationnelle. L'estimateur au sens des moments, noté
génériquement θˆ, auquel on s'intéresse onsiste don à remplaer les valeurs de la
moyenne (µ) et de la variane (var(X) =MX2 ) de X, par leurs valeurs estimées
respetives, notées génériquement µˆ et Sˆ, soit :
θˆ
△
= F (µˆ, Sˆ). (B.58)
En pratique, on s'intéressera par la suite à deux situations distintes :
 soit la valeur moyenne µ est supposée onnue a priori, et la variane est
estimée ave l'estimateur empirique de la variane à moyenne onnue [133℄
Sˆ1 =
1
M
M∑
i=1
x2i − µ2, (B.59)
 soit la valeur moyenne µ est estimée ave l'estimateur empirique µˆ =∑M
i=1 xi/M et on utilise alors l'estimateur empirique de la variane à moyenne
inonnue [133℄
Sˆ2 =
1
M
M∑
i=1
x2i − (µˆ)2. (B.60)
Dans les deux as, le prinipe de alul du biais et de la variane de θˆ repose
sur le développement de la fontion F (µˆ, Sˆ) au premier ordre autour des valeurs
moyennes 〈µˆ〉 et 〈Sˆ〉,
θˆ = F (µˆ, Sˆ) ≃ F (〈µˆ〉, 〈Sˆ〉) + ∂F
∂µˆ
δµˆ+
∂F
∂Sˆ
δSˆ, (B.61)
ave
δµˆ
△
= µˆ− 〈µˆ〉 et, δSˆ △= Sˆ − 〈Sˆ〉, (B.62)
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et où on l'on a noté pour simplier l'ériture
∂F
∂µˆ
△
=
∂
∂µˆ
[
F (〈µˆ〉, 〈Sˆ〉)
]
et
∂F
∂Sˆ
△
=
∂
∂Sˆ
[
F (〈µˆ〉, 〈Sˆ〉)
]
. (B.63)
Grâe à ette approximation, il devient aisé d'évaluer le biais de l'estimateur
θˆ en alulant la valeur moyenne de l'équation (B.61). En eet, par dénition
〈δµˆ〉 = 〈δSˆ〉 = 0, et on a don
〈θˆ − θ〉 ≃ F (〈µˆ〉, 〈Sˆ〉)− θ. (B.64)
De même, on montre failement que la variane de l'estimateur θˆ peut s'érire,
grâe à e développement limité,
var(θˆ) =
〈
[θˆ − 〈θˆ〉]2〉 ≃ (∂F
∂µˆ
)2
〈(δµˆ)2〉+
(
∂F
∂Sˆ
)2
〈(δSˆ)2〉+ 2∂F
∂µˆ
∂F
∂Sˆ
〈δµˆ δSˆ〉.
(B.65)
On voit ainsi que la méthode proposée pour aratériser le biais et la variane
d'un estimateur des moments néessite de onnaître les valeurs moyennes 〈µˆ〉 et
〈Sˆ〉, les varianes 〈(δµˆ)2〉 et 〈(δSˆ)2〉 et enn la ovariane 〈δµˆ δSˆ〉 des estimateurs
empiriques des deux premiers moments. Les expressions de es diérentes valeurs
sont tout d'abord rappelées i-dessous, puis la méthode présentée ii dans le as
général sera appliquée à l'estimation du degré de polarisation pour aratériser
les estimateurs étudiés dans la première partie de e manusrit.
Premier as à moyenne onnue : Dans le as où la moyenne est supposée
onnue (µˆ = µ), on a bien sûr δµˆ = 0. Les seules grandeurs à aluler sont don
ii la valeur moyenne et la variane de l'estimateur Sˆ1. On montre d'une part
〈
Sˆ1
〉
=
〈 1
M
M∑
i=1
(Xi − µ)2
〉
=
〈
(X − µ)2〉 =MX2 , (B.66)
et d'autre part, la variane d'un tel estimateur peut s'érire [133℄,
〈(δSˆ1)2〉 = var(Sˆ1) = var
( 1
M
M∑
i=1
(Xi − µ)2
)
. (B.67)
Grâe à l'hypothèse d'indépendane desXi, l'équation préédente peut se réérire
〈(δSˆ1)2〉 =
var
[
(X − µ)2]
M
=
〈(X − µ)4〉 − 〈(X − µ)2〉2
M
, (B.68)
où l'on reonnaît les moments entrés d'ordre deux MX2 = 〈(X − µ)2〉 et quatre
MX4 = 〈(X − µ)4〉. On obtient alors nalement
〈(δSˆ1)2〉 = M
X
4 − (MX2 )2
M
. (B.69)
Seond as à moyenne inonnue : Lorsque la moyenne est inonnue, il
nous faut alors aluler la moyenne et la variane de l'estimateur empirique de
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la valeur moyenne µˆ. Il est bien onnu [110℄ que et estimateur est non biaisé
(〈µˆ〉 = µ), et que sa variane vaut (voir [110℄ page 188),
〈(δµˆ)2〉 = var(µˆ) = M
X
2
M
. (B.70)
En e qui onerne l'estimateur de la variane empirique Sˆ2, nous hoisissons
de ne pas détailler ii les aluls longs et fastidieux qui onduisent aux résultats
onnus qui suivent. On peut montrer en eet (voir par exemple les référenes
[133℄, p. 270 ou enore [110℄, p. 189) que l'estimateur Sˆ2 est asymptotiquement
non biaisé, 〈
Sˆ2
〉
=
M − 1
M
MX2 , (B.71)
et que sa variane peut s'érire
〈(δSˆ2)2〉 = var(Sˆ2) = M
X
4 − (MX2 )2
M
− 2M
X
4 − 4(MX2 )2
M2
+
MX4 − 3(MX2 )2
M3
.
(B.72)
Le alul de la ovariane de es deux estimateurs 〈δµˆδSˆ2〉 gure dans l'ouvrage
de Saporta [133℄, page 271, qui démontre que
〈
δµˆ δSˆ2
〉
=
〈
µˆSˆ2
〉− 〈µˆ〉〈Sˆ2〉 = M − 1
M2
MX3 . (B.73)
B.3.2 Appliation aux estimateurs βˆ1 et βˆ2
La méthode générale de alul du biais et de la variane d'un estimateur
au sens des moments présentée i-dessus peut maintenant être appliquée au as
partiulier de l'estimation du arré du degré de polarisation β = P2. En eet,
les équations dénissant les estimateurs βˆ1 et βˆ2 peuvent bien être mises sous
la forme βˆ1 = F (µI , Sˆ1) (voir équation (2.28)), et βˆ2 = F (µˆI , Sˆ2) (voir équation
(2.29)) ave
F (x, y) =
2y
κ2x2
− 1. (B.74)
Par la suite, µˆI désignera l'estimateur empirique de l'intensité moyenne µI et Sˆ2
l'estimateur empirique de sa variane var(I) = MI2, dont la valeur dépend du
arré du degré de polarisation β, par l'intermédiaire de l'équation (2.8) que nous
rappelons ii :
var(I) =MI2 = κ2
[
1 + β
]µ2I
2
. (B.75)
B.3.2.1 Cas de l'estimateur βˆ1 à moyenne onnue :
En appliquant le résultat de l'équation (B.64), nous pouvons érire le biais
de l'estimateur βˆ1 sous la forme
〈βˆ1 − β〉 ≃ F (µI , 〈Sˆ1〉)− β. (B.76)
En remplaçant alors 〈Sˆ1〉 par sa valeur donnée à l'équation (B.66) et en utilisant
l'expression deMI2 rappelée i-dessus, on montre alors que le biais de l'estimateur
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βˆ1 est nul,
〈βˆ1 − β〉 ≃ F (µI ,MI2)− β =
2MI2
κ2µ2I
− 1− β = 0, (B.77)
où la forme de la fration rationnelle F est donnée en équation (B.74).
En e qui onerne la variane de l'estimateur βˆ1, on applique le résultat de
l'équation (B.65) qui prend ii une forme partiulièrement simple puisque δµI = 0
(intensité moyenne supposée onnue). On obtient en eet dans e as
var(βˆ1) =
〈
[βˆ1 − 〈βˆ1〉]2
〉 ≃ ( ∂F
∂Sˆ1
)2
〈(δSˆ1)2〉. (B.78)
À partir de l'expression de la fration rationnelle F (x, y) donnée en équation
(B.74), on peut aluler
∂F
∂Sˆ1
=
∂
∂Sˆ1
[
F (µI , 〈Sˆ1〉)
]
=
2
κ2µ2I
. (B.79)
Finalement, en remplaçant 〈Sˆ1〉 et 〈(δSˆ1)2〉 dans l'équation (B.78) par leurs va-
leurs données respetivement aux équations (B.66) et (B.69), on obtient alors
l'expression de la variane de l'estimateur βˆ1 en fontion des moments entrés de
l'intensité MIk, k ∈ [2; 4] :
var(βˆ1) ≃ 4
κ22µ
4
I
MI4 − (MI2)2
M
. (B.80)
Nous souhaitons exprimer ette variane en fontion des umulants κk, k ∈
[2; 4] de la loi normalisée f aratéristique du modèle de spekle onsidéré. Pour
ela, il est possible d'utiliser les relations que nous avons établies en équation
(B.50) de l'annexe B.2.2 qui permettent d'exprimer les moments entrés MIk en
fontion des umulants κk, k ∈ [2; 4]. En insérant es relations dans l'expression
(B.80), et après une étape de simpliation, on obtient
var(βˆ1) ≃ 2(1 + β)
2
M
+
κ4
2Mκ22
(1 + 6β + β2). (B.81)
B.3.2.2 Cas de l'estimateur βˆ2 à moyenne inonnue :
Lorsque l'intensité moyenne n'est pas onnue, l'estimateur est alors asymp-
totiquement non biaisé. En eet, en appliquant l'équation (B.64), nous pouvons
érire le biais de l'estimateur βˆ2 sous la forme
〈βˆ2 − β〉 ≃ F (〈µˆI〉, 〈Sˆ2〉)− β. (B.82)
À partir de l'expression de la fration rationnelle F donnée en équation (B.74)
et en remplaçant 〈µˆI〉 par µI et 〈Sˆ2〉 par sa valeur MI2(M − 1)/M donnée à
l'équation (B.71), l'égalité préédente se réérit
〈βˆ2 − β〉 ≃ F
(
µI ,
M − 1
M
MI2
)
− β = 2(M − 1)M
I
2
Mκ2µ2I
− 1− β. (B.83)
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En remplaçantMI2 = var(I) par sa valeur rappelée i-dessus à l'équation (B.75),
on peut nalement érire après simpliation
〈βˆ2 − β〉 ≃ −1 + β
M
. (B.84)
Pour aluler la variane de et estimateur, la méthode générale présentée en
annexe B.3.1 onsiste à utiliser l'équation (B.65), pour érire
var(βˆ2) =
〈
[βˆ2 − 〈βˆ2〉]2
〉 ≃ ( ∂F
∂µˆI
)2
〈(δµˆI)2〉+
(
∂F
∂Sˆ2
)2
〈(δSˆ2)2〉
+ 2
∂F
∂µˆI
∂F
∂Sˆ2
〈δµˆI δSˆ2〉.
(B.85)
Il est néessaire de aluler les dérivées partielles ∂F/∂Sˆ2 et ∂F/∂µˆI . On obtient
alors, d'après la forme de la fration rationnelle F donnée en équation (B.74) :
∂F
∂Sˆ2
=
∂
∂Sˆ2
[
F (〈µˆI〉, 〈Sˆ2〉)
]
=
2
κ2〈µˆI〉2 =
2
κ2µ
2
I
, (B.86)
et
∂F
∂µˆI
=
∂
∂Sˆ2
[
F (〈µˆI〉, 〈Sˆ2〉)
]
= − 4〈Sˆ2〉
κ2〈µˆI〉3 = −4
M − 1
M
MI2
κ2µ3I
. (B.87)
On remarque que es dérivées partielles s'expriment en fontion de µI , de κ2
et des moments entrés de l'intensité MIk, k ∈ [2; 4], tout omme la variane de
µˆI (donnée en équation (B.70)), la variane de Sˆ2 (donnée en équation (B.72)) et
la ovariane
〈
δµˆI δSˆ2
〉
(donnée à l'équation (B.73)). En utilisant es expressions
dans l'équation préédente (B.87), et après une longue et fastidieuse étape de
simpliation, vériée à l'aide d'un logiiel de alul formel, on peut obtenir
l'expression de la variane de βˆ2 en fontion des moments entrésMIk, k ∈ [2; 4] :
var(βˆ2) ≃ 4
Mκ22µ
4
I
(
MI4 − (MI2)2 +
4
µI
[(MI2)2
µI
−MI2MI3
]
− 2
M
{
MI4 − 2(MI2)2 +
4
µI
[(MI2)2
µI
−MI2MI3
]}
+
1
M2
{
MI4 − 3(MI2)2 +
4
µI
[(MI2)2
µI
−MI2MI3
]})
.
(B.88)
Pour exprimer enn la variane de l'estimateur βˆ2 en fontion des umulants
κk, k ∈ [2; 4], il est à nouveau envisageable de remplaer les MIk par leur ex-
pression en fontion des umulants κk grâe aux relations établies en équation
(B.50) de l'annexe B.2.2. Après une nouvelle étape laborieuse de simpliation
et de réorganisation des termes, vériée à l'aide d'un logiiel de alul formel,
on obtient enn l'expression de la variane de l'estimateur βˆ2 en fontion des
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κk, k ∈ [2; 4] et de β, que l'on propose d'érire sous la forme suivante :
var(βˆ2) ≃ 1
M
{
2(1 + β)2 + A+B + C
}
− 1
M2
{
2(1 + β)2 + 2A+ 2B + 2C
}
+
1
M3
{
A+B + C
}
,
(B.89)
ave
A = 2κ2(1+β)
3 ; B =
κ4
2κ22
(1+6β+β2) ; C = −2κ3
κ2
(1+β)(1+3β). (B.90)
On peut remarquer que la variane asymptotique de et estimateur, qui s'ob-
tient en ne onservant que les termes prépondérants en 1/M , s'exprime en fon-
tion de la variane de l'estimateur βˆ1 donnée à l'équation (B.81) :
vara(βˆ2) ≃ var(βˆ1) + 1
M
[
2κ2(1 + β)
3 − 2κ3
κ2
(1 + β)(1 + 3β)
]
. (B.91)
B.3.3 Estimateurs de β en présene de bruit de photon
En utilisant le modèle présenté en setion 2.5 pour modéliser l'inuene d'un
bruit de photon sur les statistiques de spekle qui seraient aquises sur un ap-
teur à de très faibles niveaux d'intensité, on peut aluler le biais et la variane
d'estimateurs de β au sens des moments en appliquant à nouveau la méthode
générale rappelée en setion B.3.1 de ette annexe. À la diérene du as préé-
dent où les estimateurs βˆ1 et βˆ2 mettaient en jeu les deux premiers moments de
l'intensité I, l'utilisation de es estimateurs en situation de très faible élairement
sera basée sur la mesure des premiers moments de la statistique de omptage de
photons N . Nous verrons néanmoins que les résultats obtenus peuvent toujours
s'exprimer en fontion des umulants κk, k ∈ [2; 4] aratéristiques du modèle de
spekle hoisi. Nous avons en eet détaillé dans l'annexe B.2.3 les relations per-
mettant d'exprimer les moments entrés MNk du photoomptage N en fontion
des umulants κk de la loi normalisée f , pour k ∈ [2; 4] dans le as d'un déteteur
idéal d'eaité quantique η = 1.
B.3.3.1 Inuene du bruit de photon sur le biais de βˆ2
En présene de bruit de photon, on peut aluler le biais de l'estimateur βˆ2
d'une façon similaire à e qui a été présenté en setion B.3.2.2, à la seule diérene
que l'on onsidère des mesures de photoomptage disrètes à la plae de mesures
d'intensité ontinues. On érit alors dans e as, en utilisant l'expression générale
du biais d'un estimateur au sens des moments, donnée à l'équation (B.64),
〈βˆ2〉 − β ≃ F
(
〈µˆN〉, 〈Sˆ2〉
)
− β. (B.92)
196
B.3. Biais et variane des estimateurs de β au sens des moments
En remarquant qu'ave une eaité quantique unitaire on a 〈µˆN〉 = µN = µI ,
et que onformément à l'équation (B.71), 〈Sˆ2〉 =MN2 (M − 1)/M , on obtient
〈βˆ2〉 − β ≃ F
(
µI ,
M − 1
M
MN2
)
− β = 2(M − 1)M
N
2
Mκ2µ
2
I
− 1− β. (B.93)
En remplaçant alors le moment entré MN2 par son expression en fontion de β,
µI et κ2 établie à l'équation (B.56) dans l'annexe B.2.3, 'est-à-dire
MN2 =
µI
2
{
2 + κ2µI(1 + β)
}
, (B.94)
on obtient après simpliation
〈βˆ2〉 − β = 2
κ2µI
(M − 1
M
)− 1 + β
M
. (B.95)
Cet estimateur est ainsi lairement biaisé en présene de bruit de photon et e
biais augmente à mesure que l'intensité µI diminue.
B.3.3.2 Biais et variane de l'estimateur βˆp2
La aratérisation théorique de l'estimateur βˆp2 , introduit en setion 2.5 pour
estimer le degré de polarisation à partir d'une image d'intensité aquise sous
un faible ux lumineux, s'opère grâe à une démarhe similaire au alul mené
dans le as où le bruit de photon est négligé. En eet, l'équation dénissant
l'estimateur βˆp2 peut également être mise sous la forme βˆ
p
2 = F
p(µˆN , Sˆ2) ave
F p(x, y) =
2y
κ2x2
− 2
κ2x
− 1, (B.96)
puisque
βˆp2
△
=
2Sˆ2
κ2(µˆN)2
− 2
κ2µˆN
− 1. (B.97)
On peut d'ors et déjà en déduire les dérivées partielles suivantes, qui nous servi-
ront par la suite pour le alul de la variane de βˆp2 :
∂F p
∂Sˆ2
=
2
κ2〈µˆN〉2 =
2
κ2µ2I
et,
∂F p
∂µˆN
= − 4〈Sˆ2〉
κ2〈µˆN〉3 +
2
κ2〈µˆN〉2 = −4
M − 1
M
MN2
κ2µ
3
I
+
2
κ2µ
2
I
.
(B.98)
Biais de l'estimateur βˆp2 : Grâe aux expressions préédentes, il n'est pas
diile de montrer que et estimateur permet de s'aranhir du biais qui entahe
l'estimateur βˆ2 en présene de bruit de photon. En eet, l'estimateur βˆ
p
2 est
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asymptotiquement non biaisé, même en présene de bruit de photon ar on a
〈βˆp2 − β〉 ≃ F p
(
〈µˆN〉, 〈Sˆ2〉
)
− β
=
2(M − 1)MN2
Mκ2µ2I
− 2
Mκ2µI
− 1− β,
(B.99)
soit, après simpliation,
〈βˆp2 − β〉 = −
1 + β
M
− 2
Mκ2µI
. (B.100)
Variane de l'estimateur βˆp2 : Pour la aluler, nous proposons d'utiliser à
nouveau le résultat général de l'équation (B.65). En utilisant le alul des dérivées
partielles de l'équation (B.98) et les expressions des varianes des estimateurs
µˆN et Sˆ2 données respetivement aux équations (B.70) et (B.72), et de leur
ovariane
〈
δµˆN δSˆ2
〉
(équation (B.73)), on peut aboutir après une fastidieuse
étape de simpliation
99
, à l'expression de la variane de βˆp2 en fontion de µI ,
κ2, β et des moments entrés MNk , k ∈ [2; 4] du photoomptage N :
var(βˆp2) ≃
4
Mκ22µ
4
I
(
MN4 + 2MN3 − (MN2 )2 +MN2 −
4MN2
µI
[MN2 +MN3 − (MN2 )2µI ]
− 2
M
{
MN4 +MN3 − 2(MN2 )2 −
2MN2
µI
[MN2 + 2MN3 − 2(MN2 )2µI ]
}
+
1
M2
{
MN4 − 3(MN2 )2 −
4MN2
µI
[MN3 − (MN2 )2µI ]
})
.
(B.101)
On peut à nouveau souhaiter érire ette variane en fontion des umulants
κk, k ∈ [2; 4] de la loi normalisée f dénissant le modèle de spekle. Pour e
faire, on peut utiliser les relations (B.56) données en annexe B.2.3 qui relient
les moments entrés MNk , k ∈ [2; 4] du photoomptage N et les umulants κk.
Après une très fastidieuse étape de substitution, simpliation et réorganisation
des termes, vériée numériquement ave un logiiel de alul formel, on aboutit
à l'expression de var(βˆp2) en fontion des umulants κk, k ∈ [2; 4], que nous
proposons de présenter de la façon suivante :
var(βˆp2) ≃
1
M
[
τ0(β) +
τ1(β)
µI
+
τ2(β)
µ2I
]
+
1
M2
[
τ ′0(β) +
τ ′1(β)
µI
+
τ ′2(β)
µ2I
]
+
1
M3
[
τ ′′0 (β) +
τ ′′1 (β)
µI
+
τ ′′2 (β)
µ2I
+
τ ′′3 (β)
µ3I
]
,
(B.102)
où les τi(β) représentent les termes en 1/M de la variane, les τ
′
i(β) les termes
en 1/M2 et les τ ′′i (β) les termes en 1/M
3
.
Les termes portant l'indie 0 représentent la part de la variane de βˆ2 qui ne
99− Vériée à nouveau à l'aide d'un logiiel de alul formel.
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dépend pas de l'intensité moyenne
100 µI et s'érivent
τ0(β) = 2(1 + β)
2 + A+B + C; τ ′′0 (β) = A +B + C;
τ ′0(β) = −2(1 + β)2 − 2A− 2B − 2C; (B.103)
où A, B, et C ont été donnés à l'équation (B.90) lors du alul de var(βˆ2).
En e qui onerne les termes qui dérivent la part de la variane de βˆ2
dépendant de l'intensité moyenne µI , eux-i s'érivent
τ1(β) =
8
κ2
(1 + β)− 4(1 + β)2 + 4κ3
κ22
(1 + 3β); τ ′′1 (β) = 2
κ3
κ22
(1 + 3β);
τ ′1(β) = −
8
κ2
(1 + β) + 4(1 + β)2 − 6κ3
κ22
(1 + 3β); (B.104)
et enn
τ2(β) =
8
κ22
+
4
κ2
(1 + β) ; τ ′2(β) = −
8
κ22
− 8
κ2
(1 + β) ;
τ ′′2 (β) =
6
κ2
(1 + β) ; τ ′′3 (β) =
4
κ22
. (B.105)
B.3.3.3 Optimisation du nombre d'images en présene de bruit de
photon
On onsidère une région homogène de M pixels, illuminée par un élairement
ohérent dont le ux lumineux est noté φ. Pour un même temps d'intégration
total T , on peut hoisir de diviser ette aquisition d'intensité φT en Q images,
permettant d'obtenirQ fois plus d'éhantillons de mesure supposés indépendants,
mais aquis par onséquent sur des images d'intensité plus faible φT/Q. On
suppose aussi que les Q images obtenues orrespondent à des réalisations de
gures de spekle statistiquement indépendantes. En utilisant es Q aquisitions
pour l'estimation, le nombre d'éhantillons sur lequel est réalisée l'estimation vaut
alors QM et la variane asymptotique de l'estimateur βˆp2 peut s'érire, d'après
l'équation (B.102),
vara(βˆ
p
2) ≃
1
QM
[
τ0(β) +
τ1(β)
φT
Q
+
τ2(β)(
φT
Q
)2] = 1M [τ0(β)Q + τ1(β)(φT ) + Qτ2(β)(φT )2 ].
(B.106)
La valeur optimale Qopt du nombre d'aquisitions Q qui permet de minimiser la
variane doit don vérier
∂vara(βˆ
p
2)
∂Q
= 0 = −τ0(β)
MQ2
+
τ2(β)
M(φT )2
, (B.107)
100− On peut montrer que l'ensemble de es termes s'identie à la variane de l'estimateur
βˆ2 lorsque l'inuene du bruit de photon est négligée (voir équation (B.89)).
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et on en déduit que le nombre d'images optimal vaut don
Qopt = φTopt
√
τ0(β)
τ2(β)
, (B.108)
où Topt désigne le temps d'intégration optimal sur le apteur dans le as où le
ux de photons φ est xé.
On vérie aisément qu'il s'agit d'un minimum puisque
∂2var(βˆp2)
∂Q2
= 2
τ0(β)
MQ3opt
≥ 0, (B.109)
ar τ0(β) est une grandeur positive puisqu'elle est proportionnelle à la variane
de l'estimateur βˆ2.
L'intensité moyenne optimale de haune des Qopt images aquises s'érit
quant à elle,
µIopt =
φTopt
Qopt
=
√
τ2(β)
τ0(β)
, (B.110)
où l'expression de τ2(β) est donnée en équation (B.105) et où
τ0(β) = 2(1 + β)
2 + A+B + C (B.111)
ave A, B et C donnés en équation (B.90).
En observant les expressions de τ0(β) et de τ2(β), on peut montrer que la
valeur µIopt ne dépend que des umulants κk, k ∈ [2; 4] de la loi f normalisée
aratéristique du modèle de spekle, et non pas de la valeur du ux φ ni du
temps d'intégration T .
B.4 Loi de probabilité de l'intensité pour un spe-
kle d'ordre 1 en présene de bruit de photon
Pour aluler la loi de photoomptage PN(n) modélisant le omportement
statistique de l'intensité d'une image de spekle pleinement développé d'ordre 1,
aquise à faible ux en présene de bruit de photon, nous appliquons le résultat
général de l'équation (2.53) qui relie la loi de photoomptage disrète PN(n) à la
loi ontinue de l'intensité PI(I) modélisant les utuations de spekle lorsque le
bruit de photon est négligé.
Dans le as d'un spekle pleinement développé d'ordre 1, la loi PI(I) a été
établie à l'équation (1.19), et en appliquant le résultat de l'équation (2.53), on
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obtient
PN(n) =
∫ +∞
0
PN |I(n|I)PI(I) dI =
∫ +∞
0
exp(−I)I
n
n!
PI(I) dI
=
∫ +∞
0
exp(−I)I
n
n!
1
PµI
{
exp
[
− 2I
(1 + P)µI
]
− exp
[
− 2I
(1−P)µI
]}
dI
=
1
PµI(n!)
{∫ +∞
0
In exp(−IG+) dI −
∫ +∞
0
In exp(−IG−) dI
}
,
(B.112)
où l'on a posé G+
△
= 2
(1+P)µI + 1 =
2+(1+P)µI
(1+P)µI et G
− △= 2
(1−P)µI + 1 =
2+(1−P)µI
(1−P)µI .
En appliquant alors un hangement de variable dans haque intégrale en
posant respetivement y+
△
= IG+ et y−
△
= IG−, on peut réérire l'équation
préédente sous la forme
PN(n) =
1
PµI(n!)
{∫ +∞
0
(y+)n
(G+)n+1
exp(−y+) dy+−
∫ +∞
0
(y−)n
(G−)n+1
exp(−y−) dy−
}
,
(B.113)
qui peut se réérire également
PN(n) =
1
PµI(n!)
{
1
(G+)n+1
∫ +∞
0
(y+)n exp(−y+) dy+
− 1
(G−)n+1
∫ +∞
0
(y−)n exp(−y−) dy−
}
=
1
PµI(n!)
{
1
(G+)n+1
− 1
(G−)n+1
} ∫ +∞
0
tn exp(−t) dt.
(B.114)
En remarquant nalement que l'intégrale
∫ +∞
0
tn exp(−t) orrespond à la va-
leur Γ(n+ 1) de la fontion gamma101 évaluée en (n+ 1), et en notant que pour
tout nombre entier n ∈ N, Γ(n + 1) = n!, l'expression de PN(n) se simplie
nalement en
PN(n) =
1
PµI(n!)
{
1
(G+)n+1
− 1
(G−)n+1
}
(n!), (B.115)
soit, en remplaçant G+ et G− par leurs expressions respetives données i-dessus,
PN (n) =
1
PµI
{[ µI(1 + P)
2 + µI(1 + P)
]n+1
−
[ µI(1− P)
2 + µI(1−P)
]n+1}
. (B.116)
101− La fontion Γ est dénie grâe à l'intégrale suivante Γ(x) △= ∫ +∞0 tx−1 exp(−t) dt (voir
[60℄, p. xxxiv).
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Annexe C
Caluls annexes à la partie II
C.1 Eet d'une absorption sur les statistiques de
photoomptage
Dans ette setion, nous présentons une modélisation de l'absorption partielle
de l'intensité lumineuse. L'inuene d'une telle absorption sur la moyenne et la
variane du nombre de photons détetés sera ensuite étudiée.
C.1.1 Modèle d'absorption de Bernoulli
Nous modélisons l'absorption d'un faiseau lumineux par un proessus d'ab-
sorption de Bernoulli, qui onsiste à aeter une probabilité de  survie  à haque
photon du faiseau inident. On modélisera ainsi une absorption de fateur de
transmission τ (don de fateur d'absorption 1 − τ), en supposant que haun
des n photons du proessus initial non absorbé est multiplié, après l'étape d'ab-
sorption, par un fateur xk = 0 (absorption du photon) ou 1 (onservation du
photon), ave k ∈ [0;n]. La variable aléatoire disrète orrespondant au photo-
omptage après le proessus d'absorption peut ainsi s'érire
M =
n∑
k=1
xk (C.1)
où les xk sont indépendants et identiquement distribués selon une distribution
de Bernoulli,
Pr(xk = 1) = τ et, Pr(xk = 0) = 1− τ. (C.2)
À partir de e modèle d'absorption, on peut alors déduire la loi de probabilité
de la variable M en notant
PM(m) =
∞∑
n=0
PM |N(m|n)PN(n). (C.3)
Dans le as où le nombre de termes n intervenant dans la somme de l'équation
préédente est onnu et déterministe, on vérie aisément que la variable aléatoire
M orrespond à une loi binomiale de paramètres n et τ , ar elle s'érit omme
la somme de n variables de Bernoulli indépendantes [35℄. On peut don érire la
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probabilité onditionnelle suivante
PM |N(m|n) =
(
n
m
)
τm(1− τ)n−m. (C.4)
La valeur moyenne d'une telle loi de probabilité est 〈M〉N = τ n et sa variane
vaut 〈M2〉N − 〈M〉2N = τ(1− τ)n, où 〈.〉N désigne une moyenne onditionnelle.
C.1.2 Caratérisation du proessus absorbé
Valeur moyenne du proessus absorbé : À partir de e modèle d'absorp-
tion, on détermine alors la valeur moyenne du proessus absorbé en érivant
µM =
∞∑
m=0
mPM(m) =
∞∑
n=0
( n∑
m=0
mPM |N(m|n)
)
PN(n), (C.5)
où m est néessairement inférieur ou égal à n. On identie, dans le terme entre
parenthèses, la valeur moyenne d'une variable binomiale de paramètres n et τ ,
et e terme vaut par onséquent τ n. On obtient alors
µM =
∞∑
n=0
τ nPN(n) = τ
∞∑
n=0
nPN(n) = τ µN . (C.6)
Variane du proessus absorbé : En e qui onerne le seond moment, on
peut prouver un résultat similaire :
〈M2〉 =
∞∑
m=0
m2PM(m) =
∞∑
n=0
( n∑
m=0
m2PM |N(m|n)
)
PN(n), (C.7)
où le terme entre parenthèses représente le moment d'ordre deux d'une variable
binomiale qui vaut τ 2n2 + nτ(1− τ) [35℄. On a alors
〈M2〉 =
∞∑
n=0
[τ 2n2 + nτ(1− τ)]PN (n) = τ 2〈N2〉+ τ(1− τ)µN . (C.8)
À partir de l'équation préédente et de l'équation (C.6), la variane du proessus
absorbé s'exprime aisément en fontion de τ , de la moyenne µN et variane
var(N) du proessus initial :
var(M) = τ 2var(N) + µN τ(1− τ). (C.9)
Fateur de Fano du proessus absorbé : On déduit alors diretement des
deux résultats préédents une relation entre le fateur de Fano du proessus
initial et elui du proessus absorbé :
FM =
var(M)
µM
=
τ var(N)
µN
+ 1− τ = 1 + τ(FN − 1). (C.10)
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C.2 Propriétés et simulation du modèle temporel
de utuations sous-poissoniennes
Dans ette annexe, nous détaillons les aluls permettant de aratériser la
moyenne et la variane à fort ux du modèle de photoomptages sous-poissoniens
à partir de la loi de probabilité PN (n) donnée en équation (3.33), page 115. Nous
expliitons également les méthodes utilisées aux hapitres 4 et 5 pour simuler
numériquement de tels proessus sous-poissoniens.
C.2.1 Propriétés statistiques du modèle temporel
Réériture de la loi de probabilité : Pour permettre le alul de la valeur
moyenne, nous érivons la loi de probabilité de l'équation (3.33) sous la forme
suivante
PN(n) =
e−LφT
L
B(n), (C.11)
où µN est remplaé par φT et où l'on a posé
B(n)
△
=
L−1∑
ℓ=0
Ln+ℓ∑
m=L(n−1)+ℓ+1
m≥0
Am, ave Am
△
=
(qφT )m
m!
. (C.12)
On remplae alors l'indie de sommation m par i = Ln−m, et on obtient
B(n) =
L−1∑
ℓ=0
ℓ∑
i=ℓ−L+1
Ln+i≥0
ALn+i. (C.13)
HL−1
H0L
h
y
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h
è
s
e
s
d
i

é
r
e
n
t
e
s
Hℓ
Ln
i = 0
θ
′
i = L− i
θi = i+ L
i=1− L
L(n− 1) + 1 L(n + 1)− 1
i=L− 1
B(n)
Fig. C.1  Représentation shématique des termes de la double somme B(n)
dénie à l'équation (C.13).
Il s'agit maintenant de simplier ette double sommation pour érire B(n)
sous une forme plus simple. Pour failiter ette réériture, les diérents termes
de la double somme B(n) sont représentés shématiquement sur la gure C.1 par
le parallélogramme grisé. Pour une valeur donnée de n ≥ 1, on peut remarquer
que B(n) est une somme de diérents termes ALn+i ave i variant entre 1 − L
et L− 1. De plus, pour une valeur de l'indie i xée, le nombre de termes ALn+i
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ontenus dans la somme B(n) varie. En dénombrant orretement es termes à
l'aide du shéma de la gure C.1, on peut réorganiser la sommation en séparant
les indies i stritement négatifs des indies i positifs pour érire B(n) sous la
forme
B(n) =
−1∑
i=−L+1
θiALn+i +
L−1∑
i=0
θ′iALn+i, ∀n ≥ 1, (C.14)
ave θi = i + L pour les valeurs de i négatives, et θ
′
i = L − i pour les valeurs
de i positives. Remplaçons maintenant l'indie i de la première sommation par
z = L + i. On xe enn θ′′z
△
= θi = L + i = z et on obtient, en remarquant que
θ′′z=0 = 0,
B(n) =
L−1∑
z=0
θ′′zAL(n−1)+z︸ ︷︷ ︸
C(n)
+
L−1∑
i=0
θ′iALn+i︸ ︷︷ ︸
D(n)
, (C.15)
d'où l'on déduit enn
PN(n) =
e−LφT
L
{
C(n) +D(n)
}
. (C.16)
En e qui onerne le as n = 0, on a simplement
PN(0) =
e−LφT
L
D(0). (C.17)
Normalisation de la loi de probabilité : On peut vérier tout d'abord que
ette loi de probabilité est normalisée : en utilisant la nouvelle ériture de la loi
de probabilité, on a en eet
+∞∑
n=0
PN(n) =
e−LφT
L
[+∞∑
n=1
C(n) +
+∞∑
n=0
D(n)
]
=
e−LφT
L
+∞∑
n=0
[
C(n+ 1) +D(n)
]
.
(C.18)
En remarquant que θ′′z + θ
′
z = L, et en remplaçant C(n) et D(n) par leur expres-
sion détaillée, on obtient
+∞∑
n=0
PN(n) =
e−LφT
L
+∞∑
n=0
L−1∑
z=0
[
(θ′′z + θ
′
z)ALn+z
]
= e−LφT
+∞∑
n=0
L−1∑
z=0
ALn+z. (C.19)
En posant nalement w = Ln + z, et puisque Aw =
(LφT )w
w!
, on montre aisément
que ette loi est bien normalisée
+∞∑
n=0
PN(n) = e
−LφT
+∞∑
w =0
(LφT )w
w!
= 1 , ar
+∞∑
k=0
(x)k
k!
= ex. (C.20)
Valeur moyenne : Pour aluler la valeur moyenne, on érit de façon similaire
µN =
+∞∑
n=0
nPN (n) =
e−LφT
L
[+∞∑
n=1
nC(n) +
+∞∑
n=0
nD(n)
]
, (C.21)
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qui se simplie sous la forme suivante,
µN =
e−LφT
L
+∞∑
n=0
[
(n + 1)C(n+ 1) + nD(n)
]
=
e−LφT
L
+∞∑
n=0
L−1∑
z=0
[
(n + 1)θ′′z + nθ
′
z
]
ALn+z.
(C.22)
En remarquant ette fois que (n+ 1)θ′′z + nθ
′
z = Ln+ z, et en posant à nouveau
w = Ln + z, on obtient
µN =
e−LφT
L
+∞∑
w=0
wAw =
e−LφT
L
+∞∑
w=1
w
(LφT )w
w!
=
e−LφT
L
+∞∑
w=1
LφT (LφT )w−1
(w − 1)! puis en posant x = w − 1,
= φT
[
e−LφT
+∞∑
x=0
(LφT )x
x!
]
= φT.
(C.23)
Enadrement de la variane du modèle de photoomptage : En utili-
sant la même approhe, on peut enadrer les valeurs de la variane de la loi de
probabilité de l'équation (3.33). On érit tout d'abord
〈N2〉 =
+∞∑
n=0
n2PN(n) =
e−LφT
L
+∞∑
n=0
[
(n+ 1)2C(n+ 1) + n2D(n)
]
=
e−LφT
L
+∞∑
n=0
L−1∑
z=0
[
(n+ 1)2θ′′z + n
2θ′z
]
ALn+z.
=
e−LφT
L
+∞∑
n=0
L−1∑
z=0
[α + β + γ]
L
ALn+z,
(C.24)
ave α = (Ln + z)(Ln + z − 1), β = Ln + z and γ = (L− z)z.
En suivant une démarhe similaire au alul de la valeur moyenne, on peut
montrer en développant des aluls assez fastidieux que le terme de la sommation
ontenant α est égal à (φT )2, tandis que le terme ontenant β vaut quant à lui
〈N〉/L = φT/L. Enn, puisque 0 ≤ γ < L2, on peut montrer nalement que le
dernier terme est ompris entre 0 et 1. Ainsi, on obtient l'enadrement suivant
(φT )2 +
φT
L
≤ 〈N2〉 < (φT )2 + φT
L
+ 1, (C.25)
e qui nous permet d'enadrer nalement la variane var(N),
φT
L
≤ var(N) < φT
L
+ 1. (C.26)
Ainsi, pour des valeurs élevées de la valeur moyenne du photoomptage µN =
φT ≫ 1, le fateur de Fano d'un tel modèle sous-poissonien tend bien vers 1/L.
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Approximation Bernoulli à faible ux : Nous vérions ii que la loi de
probabilité de l'équation (3.33) peut être approximée par une loi de Bernoulli à
faible intensité. Supposons ainsi que µN = φT ≪ 1, et alulons PN(1) et PN(0).
D'après l'expression (3.33), on a
PN(1) =
e−LφT
L
L−1∑
ℓ=0
L+ℓ∑
m=ℓ+1
m≥0
(LφT )m
m!
≃ [1− LφT + o(φT )]
L
[
(LφT ) + o(φT )
]
=
[
1− LφT + o(φT )][φT + o(φT )] = φT + o(φT ).
(C.27)
Quant à la probabilité PN(0) de ne mesurer auun photon, elle-i vaut
PN(0) =
e−LφT
L
L−1∑
ℓ=0
ℓ∑
m=−L+ℓ+1
m≥0
(LφT )m
m!
≃
[
1− LφT + o(φT )]
L
[
L(LφT )0 + (L− 1)(LφT )1 + o(φT )
]
= 1− φT + o(φT ).
(C.28)
On se onvainra également aisément que la probabilité de déteter plus d'un
photon pendant l'intervalle T est bien négligeable lorsque l'on suppose µN ≪
φT . Dans es onditions, on onlut alors que l'on peut remplaer la densité de
probabilité (3.33) par une loi de Bernoulli (voir équation (3.35)).
C.2.2 Simulation numérique du modèle temporel
Dans la suite de ette annexe, nous dérivons les méthodes de simulation nu-
mériques utilisées pour générer des proessus de photoomptage sous-poissoniens
selon le modèle temporel dérit en setion 3.2.2. La première méthode utilisée
s'inspire du proédé de simulation usuellement utilisé pour générer les proessus
stohastiques poissoniens. Nous verrons omment proposer un protoole de simu-
lation plus général qui pourra notamment être appliqué pour des lois d'attente
quelonques (non néessairement gamma).
C.2.2.1 Simulation d'un proessus de Poisson
Un proessus de Poisson de ux φ peut être simulé très simplement : en
ajoutant j réalisations indépendantes de variables aléatoires exponentielles de
valeur moyenne τ0 = 1/φ, orrespondant aux temps d'attente entre deux arrivées
de photons suessives, on obtient la date tj de détetion du j
e
photon. Le résultat
de photoomptage d'un tel proessus pour une durée d'intégration T s'obtient
en répétant ette sommation progressive des temps d'attente jusqu'à e que l'on
vérie tn ≤ T et que tn+1 > T : on onlut alors que n photons ont été détetés
durant T , et ette valeur n orrespond à une réalisation de la loi de Poisson
donnée en équation (3.19).
Cette méthode de simulation simple suppose que l'intervalle de temps θ, om-
pris entre le délenhement de la mesure de omptage à t = 0 et l'instant de dé-
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tetion du premier photon t1 est également distribué selon une loi exponentielle.
Cela serait lairement le as si une arrivée de photon oïnidait ave l'instant
t = 0. Dans une expériene de photoomptage réelle ependant, le délenhement
s'opère indépendamment de l'état du proessus pontuel que l'on souhaite mesu-
rer, et rien n'autorise à supposer qu'un photon arrive sur le déteteur à l'instant
du délenhement. Dans le as général, l'intervalle de temps noté θ entre l'ins-
tant de délenhement de la mesure et la première détetion d'un photon sur le
apteur n'est don pas néessairement distribué selon la loi d'attente Pξ(ξ). On
peut montrer en eet [110, 25℄ que la densité de probabilité de l'intervalle de
temps θ s'érit
Pθ(θ) = φ[1− Fξ(θ)], (C.29)
où Fξ(ξ) désigne la fontion de répartition des temps d'attente dénie par Fξ(ξ) =∫ ξ
0
Pξ(t)dt, et où φ désigne le ux moyen de photons et vérie φ = 1/τ0 = 1/〈ξ〉.
Cette DDP est en général diérente de Pξ(ξ), l'unique exeption orrespondant
préisément au as du proessus de Poisson, qui onstitue le seul as de proessus
pontuel  sans mémoire  [110℄. Cette propriété partiulière simplie onsidé-
rablement la simulation des proessus puisqu'il n'est pas besoin d'assurer une
désynhronisation entre la simulation des arrivées de photons et le délenhe-
ment de la mesure.
C.2.2.2 Simulation d'un proessus sous-poissonien de temps d'at-
tente gamma d'ordre entier
Cette désynhronisation devient en revanhe néessaire pour simuler orre-
tement une expériene de photoomptage d'un proessus non poissonien. Dans le
as du modèle temporel phénoménologique de proessus sous-poissonien où l'on
suppose que la loi du temps d'attente entre deux détetions est gamma d'ordre
entier L, on peut tirer parti de l'image physique qui onsiste à imaginer L − 1
photons virtuels entre deux arrivées de photons réels. Ce proessus virtuel sous-
jaent étant poissonien, on peut en eet bénéier de la failité de simulation des
proessus poissoniens, en simulant une réalisation d'un proessus sous-poissonien
de moyenne µN = φT de la manière suivante :
 Un premier tirage aléatoire entre les L hypothèses Hℓ (ℓ ∈ [0, L − 1])
équiprobables permet de xer le nombre ℓ de photons virtuels qui seront
reçus au niveau du déteteur entre le délenhement de la mesure et la
première détetion de vrai photon (voir gure 3.2, page 114). La date de
la première détetion s'obtient alors en sommant ℓ réalisations de variables
exponentielles de moyenne τ0/L orrespondant au proessus poissonien vir-
tuel sous-jaent.
 On proède ensuite omme pour un proessus poissonien, en omptant une
détetion de photon au bout de L tirages aléatoires exponentiels. Le nombre
de photons reçus durant T sera à nouveau donné par la valeur n qui vérie
tn ≤ T et tn+1 > T .
Cette méthode de simulation fondée sur l'image physique des photons virtuels
présente l'avantage d'être simple à implémenter numériquement. Elle ne peut
malheureusement pas se généraliser à des formes de lois d'attente diérentes ou
à des ordres de loi gamma non entiers. Nous présentons don i-dessous une
méthode alternative qui demeure valable quelle que soit la loi d'attente hoisie.
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C.2.2.3 Méthode de simulation générale
Pour assurer la désynhronisation rendue néessaire quand le proessus n'est
pas poissonien, une solution rigoureuse onsiste à aluler expliitement la loi
Pθ(θ) donnée à l'équation (C.29) et à obtenir la date de la première détetion
à partir d'un tirage aléatoire de ette loi. Malheureusement, rien ne garantit
que le alul expliite de Pθ(θ), ou la génération d'une telle variable aléatoire
soient simples. Nous préférerons don utiliser la tehnique alternative plus géné-
rale suivante : pour une durée d'observation T , nous générons un grand nombre
de réalisations du temps d'attente ξ, durant une fenêtre temporelle plus large
W > 2T , susamment longue pour garantir la détetion d'un grand nombre
d'événements
102
(voir gure C.2). Les dates de détetion des photons durant
l'intervalle de temps W sont mémorisées. Puis, pour simuler l'ouverture du dé-
teteur, on détermine l'instant θ0 du délenhement de la mesure grâe au tirage
d'une variable aléatoire dont la densité de probabilité est supposée uniforme entre
W/4 etW−T . Ce hoix permet de garantir que plusieurs arrivées de photons sont
survenues entre le démarrage du proessus de simulation à t = 0 et le délenhe-
ment de la mesure à t = θ0, e qui assure ainsi la désynhronisation souhaitée. On
obtient enn le résultat de photoomptage en déterminant le nombre de photons
dont la date de détetion est omprise entre θ0 et θ0 + T (voir gure C.2).
       
       


   θ0 θ0 + T
t1
W/4
⇒ n = 3
T
0 WW -T
tj
Fig. C.2  Représentation shématique de la méthode de simulation de proessus
sous-poissoniens de temps d'attente non néessairement gamma d'ordre entier.
C.3 BCR pour l'estimation de paramètre dans
une image
C.3.1 BCR pour l'estimation d'un déplaement
Nous nous plaçons dans le as partiulier où le paramètre d qui aete la
distribution d'intensité de l'image est un déplaement selon la diretion X. Nous
détaillons dans ette annexe omment le résultat général obtenu à l'équation
(4.14) peut être appliqué au as de l'estimation de déplaement, pour diérentes
statistiques de photoomptage.
102− Pour des situations où la durée d'intégration T ou le ux φ sont très faibles, on s'assure
qu'au moins 5 événements surviennent durant W .
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C.3.1.1 Statistique de photoomptage poissonienne
Dans le as standard poissonien, nous avons rappelé en setion 4.2.2 que
l'information de Fisher pour l'estimation de l'intensité moyenne [118℄ pouvait
s'érire
IµF [µ(k, d)] =
1
µ(k, d)
, (C.30)
e qui nous a permis d'exprimer l'information de Fisher globale pour l'estimation
du déplaement d d'une image poissonienne sous la forme
IPoiF (d) =
M∑
k=1
[
µ′(k, d)
]2
µ(k, d)
. (C.31)
En utilisant l'approximation qui onsiste à supposer que le déteteur matriiel
est omposé d'une répartition ontinue de pixels innitésimaux, on a également
réérit IPoiF (d) sous la forme intégrale suivante
IPoiF (d) =
∫∫
Σ
[∂f0(x− d, y)
∂d
]2 dxdy
f0(x− d, y), (C.32)
où l'on a remplaé la sommation sur les M pixels de l'image par une intégration
spatiale portant sur toute la surfae Σ du déteteur et où µ(k, d) est remplaé
par f0(x − d, y)dx dy. En supposant enn que l'étendue spatiale transverse du
faiseau et le déplaement d à mesurer sont faibles devant la taille du apteur,
on peut étendre le domaine d'intégration Σ à l'intégralité du plan transverse,
IPoiF (d) =
∫∫ [∂f0(x− d, y)
∂d
]2 dxdy
f0(x− d, y) . (C.33)
En utilisant le hangement de variable suivant x′
△
= x− d, on a
∂f0(x− d, y)
∂d
=
∂f0(x
′, y)
∂x′
· ∂x
′
∂d
= −∂f0(x
′, y)
∂x′
, (C.34)
et don [∂f0(x− d, y)
∂d
]2
=
[∂f0(x′, y)
∂x′
]2
, (C.35)
e qui permet de déduire l'expression suivante de l'information de Fisher,
∀d, IPoiF (d) =
∫∫ [∂f0(x′, y)
∂x′
]2 1
f0(x′, y)
dx′ dy = IPoiF (0), (C.36)
qui est indépendante de l'amplitude du déplaement d.
En utilisant l'expression de f0(x, y) donnée à l'équation (4.3) page 124, on
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peut remplaer f0(x, y) par Nt|v0(x, y)|2 et on obtient alors
∀d, IPoiF (d) =
∫∫ {
∂
∂x
[
Nt|v0(x, y)|2
]}2 dxdy
Nt|v0(x, y)|2
=
∫∫ {
2Nt|v0(x, y)|∂|v0(x, y)|
∂x
}2
dxdy
Nt|v0(x, y)|2
= 4Nt
∫∫ [∂|v0(x, y)|
∂x
]2
dxdy.
(C.37)
À partir de ette réériture, si l'on note TF
{
f
}
(νX , νY ) la transformée de Fourier
bidimensionnelle d'une fontion f(x, y) à valeurs réelles, et en appliquant l'égalité
de Parseval, on peut montrer∫∫ [∂|v0(x, y)|
∂x
]2
dxdy =
∫∫ ∣∣∣TF{∂|v0(x, y)|
∂x
}
(νX , νY )
∣∣∣2 dνXdνY
=
∫∫ ∣∣∣2πνXTF{|v0|}(νX , νY )∣∣∣2 dνXdνY
= 4π2
∫∫
ν2X
∣∣∣TF{|v0|}(νX , νY )∣∣∣2 dνXdνY
= 4π2∆2X [v0(x, y)],
(C.38)
où ∆2X [v0(x, y)] représente la largeur spetrale spatiale selon la diretion X de la
répartition spatiale du hamp moyen v0(x, y), dénie en page 128.
Enn, en utilisant les relations (C.37) et (C.38), l'information de Fisher peut
s'érire IPoiF (d) = 16π
2Nt∆
2
X [v0(x, y)], et on retrouve l'expression onnue de la
BCR pour l'estimation d'un déplaement de faiseau en lumière poissonienne
[105, 136, 157℄, en érivant
BCRPoi(d) =
1
IPoiF (d)
=
1
16π2Nt∆2X [v0(x, y)]
. (C.39)
C.3.1.2 Modèle temporel de lois d'attente gamma
Nous supposons ii que les pixels du déteteur enregistrent le résultat de
photoomptage de proessus sous-poissoniens indépendants, dérits par la loi de
probabilité PNk(nk) de l'équation (3.33), orrespondant au modèle de la setion
3.2.2 de proessus sous-poissoniens de temps d'attente gamma d'ordre L entier.
Nous établissons ii la démonstration de la propriété 4.1 donnée en page 130, que
nous rappelons ii :
Propriété : Pour un proessus sous-poissonien modélisé par des temps d'at-
tente gamma d'ordre L, l'information de Fisher IF (d) pour l'estimation du dépla-
ement d est inférieure ou égale à l'information de Fisher, notée IFM (d), évaluée
dans le as du proessus de Poisson virtuel sous-jaent,
IF (d) ≤ IFM (d) = L
M∑
k=1
[∂µ(k, d)
∂d
]2 × µ(k, d). (C.40)
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Nous notons Mk la variable aléatoire assoiée au proessus de Poisson virtuel
sous-jaent assoié au proessus sous-poissonien au pixel k (Voir setion 3.2.2.2).
La moyenne de e photoomptage virtuel au pixel k est µMk = LµNk = Lµ(k, d).
Le résultatmk d'un hypothétique omptage de e proessus sous-jaent peut être
déomposé entre nk détetions de photons réels et vk = mk − nk détetion de
photons virtuels. La loi qui régit le omptage du proessus M au pixel k peut
don s'érire PMk(mk) = PNk,Vk(nk, vk) et orrespond à une loi de Poisson pour
mk puisque le temps d'attente entre haque détetion est distribué selon une loi
exponentielle pour e proessus virtuel.
L'information de Fisher loale pour l'estimation du déplaement d assoiée à
e proessus poissonien peut don s'érire
IFMk (k, d)
△
= −
〈
∂2ln[PMk(mk)]
∂d2
〉
= −
+∞∑
mk=0
∂2ln[PMk(mk)]
∂d2
PMk(mk), (C.41)
ou, de façon équivalente
IFMk (k, d) = IFNk,Vk (k, d) = −
+∞∑
vk=0
+∞∑
nk=0
∂2ln[PNk,Vk(nk, vk)]
∂d2
PNk,Vk(nk, vk).
(C.42)
Nous allons montrer que ette information de Fisher loale IFMk (k, d) est supé-
rieure à l'information de Fisher loale du proessus réel nk, notée IFNk (k, d) dans
ette annexe pour plus de larté, et dont nous rappelons l'expression
IFNk (k, d) = −
〈∂2[PNk(nk)]
∂d2
〉
. (C.43)
Pour ela, nous posons
∆IF (k, d) △= IFNk,Vk (k, d)− IFNk (k, d). (C.44)
En remarquant que PNk(nk) =
∑+∞
vk=0
PNk,Vk(nk, vk), on peut érire
∆IF (k, d) = −
+∞∑
nk=0
+∞∑
vk=0
∂2
∂d2
[
ln[PNk,Vk(nk, vk)]− ln[PNk(nk)]
]
PNk,Vk(nk, vk),
(C.45)
et par appliation de la règle de Bayes PNk,Vk(nk, vk) = PVk |Nk(vk|nk) · PNk(nk) ,
on obtient enn
∆IF (k, d) = −
+∞∑
nk=0
+∞∑
vk=0
∂2
∂d2
[
ln[PVk|Nk(vk|nk)]
]
PVk|Nk(vk|nk)PNk(nk)
=
+∞∑
nk=0
IFVk|Nk (d)PNk(nk).
(C.46)
Dans l'équation préédente, on reonnaît l'expression d'une information de Fisher
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marginale
IFVk|Nk (d)
△
= −
+∞∑
vk=0
∂2ln[PVk|Nk(vk|nk)]
∂d2
PVk|Nk(vk|nk), (C.47)
qui est une quantité positive, montrant ainsi que ∆IF (k, d) est positif et don
IFNk (k, d) ≤ IFMk (k, d). (C.48)
Cette inégalité permet nalement de majorer l'information de Fisher loale
IFNk (k, d) par l'information de Fisher loale assoiée au proessus poissonien
virtuel sous-jaent, dont la valeur s'obtient aisément puisque PMk(mk) est une
loi de Poisson de moyenne L× µ(k, d),
IFNk (k, d) ≤ IFMk (k, d) = L
[
µ′(k, d)
]2
µ(k, d)
. (C.49)
Cette majoration étant valable pour tous les pixels k de l'image, on peut alors
majorer l'information de Fisher globale en érivant
IF (d) ≤
M∑
k=1
IFMk (k, d) = IFM (d) = L× IPoiF (d). (C.50)
On en déduit alors aisément la minoration de la BCR suivante :
BCR(d) ≥ B˜CRL(d) = BCR
Poi(d)
L
=
1
16LNtπ2∆2X [v0(x, y)]
, (C.51)
qui justie don la limite B˜CR
L
(d) de la BCR fournie à l'équation (4.25).
C.3.1.3 Statistique binomiale de photoomptage
Supposons maintenant que l'image est perturbée en haque pixel k par un
proessus sous-poissonien, modélisé par une loi de photoomptage binomiale de
paramètre N0 xé, et où l'intensité moyenne en haque pixel s'érit µ(k, d) =
N0η(k, d). Cette situation orrespond à un modèle de formation d'image parti-
ulier qui suppose que le motif spatial d'élairement est onstruit par absorption
d'un faiseau sous-poissonien uniforme dont la loi de photoomptage serait bi-
nomiale, de paramètres N0 et η0.
Plus préisément, e masque d'absorption sera aratérisé pour le pixel k par
un oeient de transmission η˜(k), ompris entre 0 et 1, de sorte que µNk =
N0η0η˜(k). Il faut noter qu'ave e modèle de formation d'image, le fateur de
Fano est néessairement diérent d'un pixel à l'autre si l'intensité moyenne varie
entre es pixels puisque l'on a
FNk = 1− η(k), ave η(k)
△
= η0η˜(k). (C.52)
Ainsi, lorsqu'on onsidère e modèle, la rédution des utuations est plus im-
portante pour les zones intenses de l'image, puisqu'une valeur élevée de µNk
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orrespond à une valeur η(k) importante, et par onséquent à un fateur de Fano
faible. Ce modèle de formation de l'image dière don sensiblement de elui que
nous onsidérons au hapitre 4, mais nous allons voir que l'utilisation du modèle
binomial rend possible le alul expliite de l'information de Fisher loale pour
des utuations sous-poissoniennes.
Lorsque l'on utilise le modèle binomial, la loi de probabilité de photoomptage
s'érit don, pour le pixel k,
PNk(nk) =
(
N0
nk
)
[η(k, d)]nk[1− η(k, d)]N0−nk , (C.53)
soit, en remplaçant η(k, d) par µ(k, d)/N0,
PNk(nk) =
(
N0
nk
)
1(
NN00
) [µ(k, d)]nk[N0 − µ(k, d)]N0−nk . (C.54)
La logvraisemblane d'un tel photoomptage binomial s'érit alors
ℓk(nk) = lnPNk(nk) = ln
[ 1
NN00
(
N0
nk
)]
+nk lnµ(k, d)+ (N0−nk) ln[N0−µ(k, d)],
(C.55)
et sa dérivée première par rapport à µ(k, d) vaut don
∂ℓk(nk)
∂µ(k, d)
=
nk
µ(k, d)
− N0 − nk
N0 − µ(k, d) , (C.56)
d'ou l'on déduit
∂2ℓk(nk)
∂µ(k, d)2
= − nk
µ(k, d)2
− N0 − nk
[N0 − µ(k, d)]2 . (C.57)
En remarquant alors que 〈nk〉 = µ(k, d), on montre que l'information de Fisher
pour l'estimation du paramètre µ(k, d), dénie à l'équation (4.12), s'érit dans
le as binomial
IµF [µ(k, d)] = −
〈
∂2ℓk(nk)
∂µ(k, d)2
〉
=
1
µ(k, d)
+
1
[N0 − µ(k, d)] , (C.58)
ou enore, en remarquant que µ(k, d) = N0η(k, d) et que F (k, d) = 1− η(k, d),
IµF [µ(k, d)] =
N0
µ(k, d)[N0 − µ(k, d)] =
1
µ(k, d)[1− η(k, d)] =
1
F (k, d)µ(k, d)
.
(C.59)
Par rapport au as poissonien (équation (C.30)), l'information de Fisher loale
est don augmentée en proportion du fateur de Fano loal F (k, d).
L'information de Fisher globale IF (d) s'obtient alors en sommant la relation
préédente sur les M pixels de l'image,
IeffF (d) =
M∑
k=1
[∂µ(k, d)
∂d
]2
× 1
F (k, d)µ(k, d)
. (C.60)
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Si l'on suppose enn que le apteur est grand devant d et devant la taille
du motif d'élairement, l'hypothèse d'une répartition ontinue sur le apteur de
pixels innitésimaux permet d'érire IF (d) sous la forme suivante
IF (d) =
∫∫
1
F (x− d, y)
[∂f0(x− d, y)
∂d
]2 dxdy
f0(x− d, y) (C.61)
où l'on a remplaé la valeur du fateur de Fano F (k, d) au pixel k par la valeur
du fateur de Fano F (x − d, y) au point de l'image de oordonnées (x − d, y).
Cette expression de l'information de Fisher permet ainsi de justier dans un as
partiulier l'expression de la BCR eetive proposée à l'équation (4.29).
C.3.1.4 Statistique de photoomptage de Bernoulli à faible ux
Évoquons maintenant le as d'un photoomptage de Bernoulli qui peut s'érire
omme un as limite d'un photoomptage binomial où l'on a xé Nk = N0 = 1
pour tous les pixels k ∈ [1;M ], 'est-à-dire
PNk(nk) = µ(k, d)
nk[1− µ(k, d)](1−nk). (C.62)
Dans e as, un alul similaire au préédent permet de montrer que
∂2ℓk(nk)
∂µ(k, d)2
=
∂2
[
lnPNk(nk)
]
∂µ(k, d)2
= −
[
nk
µ(k, d)2
+
1− nk
[1− µ(k, d)]2
]
, (C.63)
et en remarquant que 〈nk〉 = µ(k, d), on obtient nalement
IµF
[
µ(k, d)
]
= −
〈
∂2ℓ(nk)
∂µ(k, d)2
〉
=
1
µ(k, d)
[
1− µ(k, d)] , (C.64)
soit, puisqu'on suppose ∀k, µ(k, d)≪ 1,
IµF
[
µ(k, d)
] ≃ 1
µ(k, d)
[1 + µ(k, d)]. (C.65)
En supposant une répartition ontinue de pixels innitésimaux sur le ap-
teur, et pour un faiseau d'extension spatiale faible devant elle du déteteur, on
peut érire une approximation de l'information de Fisher globale sous la forme
intégrale suivante
IF (d) ≃
∫∫ [∂f0(x− d, y)
∂d
]2{ 1
f0(x− d, y) + 1
}
dxdy, (C.66)
qui est également indépendante du déplaement d. En eet, en posant x′ = x−d,
on a
∀d, IF (d) ≃
∫∫ [∂f0(x′, y)
∂x′
]2{ 1
f0(x′, y)
+ 1
}
dx′dy, (C.67)
où l'on reonnaît l'expression de l'information de Fisher pour une loi de Poisson
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(voir équation (C.36)), et on a ainsi
∀d, IF (d) ≃ IPoiF (d) +
∫∫ [∂f0(x, y)
∂x
]2
dxdy. (C.68)
C.4 Estimation de déplaement d'image au sens
du maximum de vraisemblane
Pour des raisons didatiques, nous rappelons brièvement dans ette annexe
omment sont établis les estimateurs d'un déplaement d'image au sens du maxi-
mum de vraisemblane étudiés au hapitre 4 dans le as d'une image bruitée par
un bruit de Poisson, ou par un bruit gaussien de variane xée.
C.4.1 Cas de utuations Poissoniennes
En un pixel k d'une image perturbée par un bruit de Poisson, la logvrai-
semblane orrespondant au omptage de nk photons s'érit, d'après la loi de
probabilité de Poisson donnée en équation (3.19),
ℓk(nk|d) = lnPNk(nk) = nk lnµ(k, d)− lnnk!− µ(k, d). (C.69)
Les utuations en haun des M pixels étant supposées indépendantes, la log-
vraisemblane pour la totalité de l'image est simplement la somme de es M
ontributions loales indépendantes. L'estimateur au sens du maximum de vrai-
semblane onsiste à déterminer la valeur du paramètre δ qui maximise la vrai-
semblane, ou la log-vraisemblane, i.e.,
dˆ poiMV = argmax
δ
[ M∑
k=1
nk lnµ(k, δ)− lnnk!− µ(k, δ)
]
= argmax
δ
[ M∑
k=1
nk lnµ(k, δ)− µ(k, δ)
]
.
(C.70)
En supposant alors que l'étendue spatiale du faiseau et que le déplaement à
mesurer sont faibles devant la taille du apteur (ou de l'image dans son ensemble),
on peut supposer que la quantité
∑M
k=1 µ(k, δ) est onstante pour toute valeur
du déplaement δ. Dans es onditions, il a été montré [63℄ que l'estimateur au
sens du maximum de vraisemblane s'érit :
dˆ poiMV = argmax
δ
[ M∑
k=1
nk lnµ(k, δ)
]
. (C.71)
La valeur du déplaement estimée dˆ poiMV qui maximise la vraisemblane peut don
être obtenue en orrélant l'image mesurée {nk}, k ∈ [1;M ] et le logarithme du
motif d'élairement moyen de référene. Le déplaement estimé dˆ poiMV orrespond
à la valeur du paramètre δ fournissant l'interorrélation maximale.
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C.4.2 Cas de utuations gaussiennes à variane xée
Si l'on modélisait la loi de probabilité de photoomptage en haque pixel de
l'image par une densité de probabilité gaussienne à variane xée σ2, on aurait
PNk(nk) =
1√
2πσ2
exp
{
−
[
nk − µ(k, d)
]2
2σ2
}
, (C.72)
et la logvraisemblane pour le pixel k de l'image s'érirait dans e as
ℓk(nk|d) = −1
2
ln
(
2πσ2
)− [nk − µ(k, d)]2
2σ2
, (C.73)
où µ(k, d) représente la valeur moyenne du motif d'intensité d'élairement au
pixel k, déplaé de d selon la diretion X. Dans es onditions, ave les mêmes
hypothèses que pour le as poissonien, il a été montré [157℄ que l'estimateur au
sens du maximum de vraisemblane du déplaement d s'érit alors
dˆ gaussMV = argmax
δ
[ M∑
k=1
−n2k − [µ(k, δ)]2 + 2nk µ(k, δ)
]
= argmax
δ
[ M∑
k=1
nk µ(k, δ)
]
.
(C.74)
À la diérene du as Poissonien où l'image mesurée était orrélée ave le lo-
garithme de l'image de référene, on peut voir en analysant l'équation préé-
dente que et estimateur met en ÷uvre l'interorrélation entre l'image mesurée
{nk}, k ∈ [1;M ] et l'image de référene µ(k, δ).
C.5 Équivalene des estimateurs dˆ poiMV et dˆlin pour
de petits déplaements d'un faiseau gaussien
Considérons une situation où l'image dont on doit estimer le déplaement est
de forme gaussienne
103
. On se limite également au as de petits déplaements
autour de la position d'origine de l'image, 'est-à-dire d≪ 1.
Dans e as, déterminer l'estimateur du maximum de vraisemblane donné
en équation (4.36) revient à déterminer la valeur du paramètre d qui vérie
∂
∂d
{∫∫
n(x, y) ln f0(x− d, y)dxdy
}
d=dˆ poi
MV
= 0
⇔
∫∫
n(x, y)
{
∂
∂d
[
ln f0(x− d, y)
]}
d=dˆ poi
MV
dxdy = 0.
(C.75)
Or d'après l'équation (4.3), on peut érire f0(x − d, y) = Nt|v0(x − d, y)|2,
103− L'expression du motif d'intensité f0(x, y) est donné dans e as à l'équation (4.22).
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d'où
∂
∂d
[
ln f0(x− d, y)
]
=
∂
∂d
[
2 ln |v0(x− d, y)|+ lnNt
]
= 2
∂
∂d
[|v0(x− d, y)|]
|v0(x− d, y)| = 2g
opt(x− d, y),
(C.76)
où l'on reonnaît la fontion de pondération optimale gopt(x, y) introduite à
l'équation (4.34) qui permet d'optimiser la sensibilité de l'estimateur  linéaire 
dˆlin introduit à la setion 4.3.1.
Lorsque l'on onsidère une répartition spatiale gaussienne du hamp moyen
v0(x, y) de largeur w, on a d'après l'équation (4.21),
v0(x, y) =
1√
2πw
exp
(−x2 + y2
4w2
)
, (C.77)
et la fontion de pondération optimale gopt(x, y) vérie dans e as,
gopt(x, y) ∝ 1|v0(x, y)|
∂
∂x
[
|v0(x, y)|
]
= − x
2w2
. (C.78)
En utilisant es résultats, l'égalité (C.75) peut se réérire alors sous la forme
suivante, pour une répartition spatiale gaussienne du hamp moyen :∫∫
n(x, y)
{
∂
∂d
[
ln f0(x− d, y)
]}
d=dˆ poi
MV
dxdy = 0.
⇔
∫∫
n(x, y)
{
2gopt(x− d, y)
}
d=dˆ poi
MV
dxdy = 0.
⇔
∫∫
n(x, y)
x− dˆ poiMV
2w2
dxdy = 0.
(C.79)
Cette dernière égalité peut enn se mettre sous la forme
dˆ poiMV
2w2
∫∫
n(x, y)dxdy =
∫∫
gopt(x, y)n(x, y)dxdy, (C.80)
où l'on reonnaît dans le membre de gauhe l'estimateur de l'intensité totale N t
introduit en équation (4.32), tandis que le membre de droite n'est autre que la
mesure St de l'intensité totale pondérée par la fontion gopt(x, y) introduite à
l'équation (4.33). L'équation préédente se réérit en eet
dˆ poiMV
2w2
N t = St, (C.81)
d'où l'on déduit nalement la forme approhée suivante de l'estimateur dˆ poiMV :
dˆ poiMV = −2w2
St
N t , (C.82)
qui s'identie bien à l'estimateur linéaire dˆlin de l'équation (4.35) dans e as.
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C.6 Mesures de séparabilité entre lois binomiales
et lois de Poisson
Nous établissons dans ette annexe les expressions des diérentes mesures de
séparabilité (ontraste de Fisher, mesure de Cherno et distane de Bhattaha-
ryya) utilisées au hapitre 5 pour évaluer la disparité entre deux lois binomiales
de paramètres distints ou entre deux lois de Poisson. Les notations utilisées dans
ette annexe seront onformes au problème de détetion étudié dans le hapitre
5 qui vise à disriminer entre deux hypothèses selon qu'un faiseau poissonien ou
sous-poissonien binomial a subi ou non une absorption de oeient de trans-
mission τ .
Les valeurs limites de l'exposant de Cherno lorsqu'on fait tendre le oef-
ient de transmission τ vers zéro ou vers un sont également déterminées. Les
formulations expliites de es mesures de séparabilité nous permettront enn de
déterminer l'expression approhée, lorsque τ → 0, du fateur de Fano équivalent
FB fondé sur la distane de Bhattaharyya ainsi que l'expression approhée de
FC fondé sur la mesure de Cherno, lorsque le ontraste est maximal (τ → 1).
C.6.1 Cas des lois binomiales
C.6.1.1 Détermination de la mesure de Cherno
Pour simplier les notations dans les aluls qui vont suivre, on notera p1 = η1
le paramètre de la loi binomiale orrespondant à l'hypothèse de non absorption
(hypothèse H1), et p2 = τ η1 elui de la loi binomiale qui dérit un faiseau
ayant subi l'absorption (hypothèse H2). On notera aussi q1 = 1 − p1 = F1 et
q2 = 1− p2 = F2.
Pour déterminer la mesure de Cherno entre es deux lois binomiales, nous
devons déterminer l'exposant de Cherno qui maximise l'expression suivante,
(voir l'équation (5.7) en page 157)
C(s) = − ln
{ ∞∑
n=0
[PN(n|H1)]s[PN(n|H2)]1−s
}
, (C.83)
lorsque s varie entre 0 et 1.
Ave es nouvelles notations, C(s) se réérit, en utilisant les expressions des
lois binomiales PN(n|H1) et PN(n|H2) données aux équations (5.1) et (5.2),
C(s) = − ln
{ N0∑
n=0
(
N0
n
)
(pn1 )
s(pn2 )
1−s(qN0−n1 )
s(qN0−n2 )
1−s
}
, (C.84)
et en remarquant que
N0∑
n=0
(
N0
n
)
anbN0−n = (a + b)N0 , (C.85)
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on obtient
C(s) = − ln
{[
ps1p
1−s
2 + q
s
1q
1−s
2
]N0}
= −N0 ln
{
p1
(p2
p1
)1−s
+ q1
(q2
q1
)1−s}
.
(C.86)
La dérivée de ette quantité par rapport à l'exposant s peut être déterminée, e
qui onduit à l'expression suivante :
dC(s)
ds
= −N0
d
ds
{
p1
(
p2
p1
)1−s
+ q1
(
q2
q1
)1−s}
p1
(
p2
p1
)1−s
+ q1
(
q2
q1
)1−s
= N0
p1 ln
(
p2
p1
) · (p2
p1
)1−s
+ q1 ln
(
q2
q1
) · ( q2
q1
)1−s
p1
(
p2
p1
)1−s
+ q1
(
q2
q1
)1−s .
(C.87)
La valeur s∗ qui maximise C(s) s'obtient nalement en résolvant
p1 ln
(p2
p1
) · (p2
p1
)1−s∗
+ q1 ln
(q2
q1
) · (q2
q1
)1−s∗
= 0
⇔ q1 ln
(q2
q1
) · z1−s∗ = −p1 ln(p2
p1
)
, ave z =
p1q2
p2q1
(C.88)
e qui se réérit enore de la manière suivante,
⇔ z1−s∗ = −p1
q1
· ln
(
p2
p1
)
ln
(
q2
q1
)
⇔ s∗ = 1− 1
ln z
ln
{
−p1
q1
· ln
(
p2
p1
)
ln
(
q2
q1
)}. (C.89)
En remplaçant enn ave les notations originales, on a p2/p1 = τ , and q2/q1 =
F2/F1 = α(F1, τ), et l'exposant de Cherno s'érit
s∗ = 1− 1
ln
[
α(F1,τ)
τ
] ln{F1 − 1
F1
· ln[τ ]
ln
[
α(F1, τ)
]}. (C.90)
Quant à la fontion C(s), elle-i s'érit,
C(s) = −N0 ln
[
(1− F1)τ 1−s + F1α(F1, τ)1−s
]
, (C.91)
et permet d'obtenir la mesure de Cherno C∗ = C(s∗) qui s'érit don en fontion
de µN1 en utilisant la relation µN1 = N0η1 = N0(1− F1) :
C∗ = C(s∗) = − µN1
1− F1 ln
[
(1− F1)τ 1−s∗ + F1α(F1, τ)1−s∗
]
. (C.92)
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C.6.1.2 Distane de Bhattaharyya
La distane de Bhattaharyya peut être diretement obtenue à partir de
l'équation (C.91) en xant s = 1/2, e qui fournit
B = − µN1
1− F1 ln
[
(1− F1)
√
τ + F1
√
α(F1, τ)
]
. (C.93)
C.6.1.3 Expression du ontraste de Fisher
À partir de la dénition donnée en équation (5.19), on peut érire le onstraste
de Fisher entre deux lois binomiales de même paramètre N0 et de paramètres
respetifs η1 = 1−F1 et τη1 = τ(1−F1), modélisant ainsi l'absorption partielle,
par un fateur de transmission τ , d'un faiseau sous-poissonien de fateur de Fano
F1 et moyenne µN1 = N0η1. On a alors µN2 = τµN1 tandis que pour les varianes,
on a var(N1) = (1− η1)µN1 = F1µN1 et var(N2) = (1− τη1)µN2 = F2µN2. On en
déduit le onstraste de Fisher suivant
R = µN1
F1
· (1− τ)
2
1 + τα(F1, τ)
, (C.94)
où le rapport des fateurs de Fano α(F1, τ) = F2/F1 = τ +(1−τ)/F1 a été déni
en équation (3.25).
C.6.2 Cas des lois de Poisson
On suppose maintenant que les expérienes de disrimination sont opérées
entre un faiseau poissonien non perturbé et un faiseau poissonien partiellement
absorbé. Ainsi, la loi de probabilité du proessus non absorbé PN(n|H1) est une
loi de Poisson de moyenne µN1 = µNp, tandis que pour le proessus absorbé,
PN(n|H2) est également une loi de Poisson mais de moyenne µN2 = τµNp .
C.6.2.1 Détermination de la mesure de Cherno
Ii enore, il est néessaire de déterminer l'exposant s∗p qui maximise la quan-
tité Cp(s) qui s'érit dans le as de statistiques de Poisson,
Cp(s) = − ln
{ ∞∑
n=0
[PN(n|H1)]s[PN(n|H2)]1−s
}
= − ln
{ ∞∑
n=0
[
e−µNp
µnNp
n!
]s[
e−τµNp
(τµNp)
n
n!
](1−s) }
= − ln
{
e−sµNp−τµNp(1−s)
∞∑
n=0
[τ (1−s)µNp]
n
n!
}
,
(C.95)
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soit en remarquant que
∑∞
n=0
xn
n!
= ex, et don que
∑∞
n=0
[τ (1−s)µNp ]
n
n!
= eµNpτ
(1−s)
,
Cp(s) = − ln
{
e−µNp [s+τ(1−s)−τ
(1−s)]
}
= µNp
{
s+ τ(1− s)− τ (1−s)
}
.
(C.96)
La valeur s∗p de l'exposant qui maximise ette dernière quantité s'obtient en
résolvant
∂ Cp(s)
∂s
= 0 = µNp − τµNp + µNp ln[τ ]e(1−s) ln τ , (C.97)
e qui onduit à la solution suivante
s∗p = 1−
ln
[
τ−1
ln τ
]
ln τ
, (C.98)
où l'exposant p indique toujours des utuations poissoniennes.
En remplaçant ette valeur de s∗p dans l'équation (C.96), on obtient enn
Cp(s∗p) = µNp
{
s∗p + τ(1− s∗p)− τ (1−s
∗
p)
}
, (C.99)
qui s'érit également,
Cp(s∗p) = µNp
{
1−
ln
[
τ−1
ln τ
]
ln τ
+ τ
ln
[
τ−1
ln τ
]
ln τ
− τ
ln
[
τ−1
ln τ
]
ln τ
}
= µNp
{
1 +
τ − 1
ln τ
ln
[ τ − 1
ln τ
]
− eln
[
τ−1
ln τ
]}
.
(C.100)
ou enore,
Cp(s∗p) = µNp
{
1− τ − 1
ln τ
[
1− ln(τ − 1
ln τ
)]}
. (C.101)
C.6.2.2 Distane de Bhattaharyya
Ii enore, on déduit immédiatement la distane de Bhattaharyya à partir
de l'équation (C.96) en xant sp = 1/2,
Bp = µNp
2
(1−√τ)2. (C.102)
C.6.2.3 Expression du ontraste de Fisher
En appliquant simplement la dénition de l'équation (5.19), on obtient
Rp = µNp
(1− τ)2
1 + τ
, (C.103)
où l'exposant p permet d'indiquer que les utuations sont supposées poisso-
niennes.
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C.6.3 Validité de l'approximation de la mesure de Cherno
par la distane de Bhattaharyya
À partir des expressions des exposants de Cherno dans le as de deux lois
binomiales (équation (C.90)) ou de deux lois de Poisson (équation (C.98)), nous
pouvons tenter de délimiter l'ensemble des situations physiques du problème de
détetion onsidéré pour lesquelles la distane de Bhattaharyya permettra d'ap-
proher la mesure de Cherno ave une préision raisonnable. Il sut pour ela
de déterminer l'ensemble des paramètres τ et F1 garantissant que les exposants
de Cherno s∗ et s∗p ne soient pas trop éloignés de 1/2.
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Fig. C.3  (a) Évolution de l'exposant de Cherno s∗ (équation (C.90)) entre
hypothèses binomiales représenté en ourbes de niveau en fontion du fateur de
transmission τ et du fateur de Fano F1. (b) Évolution de l'exposant de Cherno
s∗p (équation (C.98)) entre hypothèses poissoniennes en fontion du fateur de
transmission τ . Ces deux exposants s∗ et s∗p ne dépendent pas de l'intensité
moyenne µN1 .
Dans e but, nous pouvons observer la gure C.3 sur laquelle nous avons
représenté en ourbes de niveau la valeur de l'exposant de Cherno s∗ dans le
as binomial (gure C.3.a) en fontion des paramètres τ et F1 et où l'exposant
de Cherno s∗p dans le as poissonien (gure C.3.b) est traé en fontion de τ .
On peut alors vérier que es quantités restent omprises entre 0, 4 et 0, 6 tant
que l'absorption n'est pas trop importante (τ ≥ 0, 1) et que le fateur de Fano
inident n'est pas trop faible (F1 ≥ 2.10−2) [39℄.
C.6.4 Limite des exposants de Cherno pour de très faibles
ontrastes
Dénissons tout d'abord ε
△
= 1− τ . Dans la limite des très faibles ontrastes,
le fateur de transmission τ tend vers 1 et par onséquent ε → 0. Dans es
onditions, on peut montrer le résultat suivant :
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Propriété C.1 L'exposant de Cherno s∗ pour des lois binomiales, et l'exposant
de Cherno s∗p pour des lois de Poisson tendent tous deux vers 1/2 dans la limite
des faibles ontrastes, 'est-à-dire lorsque τ tend vers 1.
Démonstration C.1 On réérit tout d'abord
α = 1− εF1 − 1
F1
= 1− εK, ave K △= F1 − 1
F1
. (C.104)
D'après l'équation (C.90), on a
s∗ = 1−
ln
[
K ln(1−ε)
ln(1−εK)
]
ln
[
1−εK
1−ε
] . (C.105)
Pour évaluer la limite de l'exposant de Cherno pour les très faibles ontrastes,
nous examinons le omportement au premier ordre en ε du numérateur et du
dénominateur de la fration qui apparaît dans l'équation préédente. En déve-
loppant au premier ordre le dénominateur, on obtient
ln
[1− εK
1− ε
]
= ln
[
(1− εK)(1 + ε+ o(ε))]
= ln
[
1− ε(K − 1) + o(ε)] = ε(1−K) + o(ε). (C.106)
D'autre part, en e qui onerne le numérateur noté ln[U ] ave
U = K
ln(1− ε)
ln(1− εK) =
Kε(1 + ε/2 + o(ε))
εK(1 + εK/2 + o(ε))
=
[
1 + ε/2(1−K) + o(ε)], (C.107)
on a au premier ordre en ε,
ln[U ] = ln
[
1 + ε/2(1−K) + o(ε)] = ε/2(1−K) + o(ε). (C.108)
La limite de l'exposant de Cherno aux faibles ontrastes s'obtient don nale-
ment en érivant
s∗ = 1− ε
1−K
2
+ o(ε)
ε(1−K) + o(ε) = 1/2 + o(ε). (C.109)
Le même développement limité au premier ordre peut être eetué dans le
as poissonien. En eet, d'après l'équation (C.98), on obtient le développement
suivant lorsque ε tend vers 0,
s∗p = 1−
ln
[
−ε
ln(1−ε)
]
ln(1− ε) = 1−
ln
[
−ε
−ε(1+ε/2+o(ε))
]
−ε+ o(ε)
= 1−
ln
[
1− ε/2 + o(ε)
]
−ε+ o(ε) = 1−
ε/2 + o(ε)
ε+ o(ε)
= 1/2 + o(ε).
(C.110)
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C.6.5 Limite des exposants de Cherno à ontraste maxi-
mal
Analysons maintenant le omportement limite de l'exposant de Cherno (s∗
ou s∗p) lorsque le ontraste est maximal, 'est-à-dire quand τ → 0. Dans e as,
on peut montrer le résultat suivant :
Propriété C.2 L'exposant de Cherno s∗ pour des lois binomiales, et l'exposant
de Cherno s∗p pour des lois de Poisson tendent tous deux vers 1 lorsque le
ontraste est maximal, 'est-à-dire lorsque τ tend vers 0.
Démonstration C.2 Ave K = (F1−1)/F1, la limite de l'exposant de Cherno
s∗ donné en équation (C.90) peut s'érire,
lim
τ→0
s∗ = lim
τ→0
{
1− 1
ln(z)
ln
[F1 − 1
F1
ln τ
lnα(F1, τ)
]}
= lim
τ→0
{
1− 1
ln(α(F1, τ)/τ)
ln
[
K
ln τ
lnα(F1, τ)
]}
.
(C.111)
Ave α(F1, τ) = τ + (1 − τ)/F1, on voit que α(F1, τ) ∼ 1/F1 lorsque τ → 0
et par onséquent, ln(α(F1, τ)/τ) ∼ ln(1/τF1).
En xant maintenant x
△
= 1/τ , on obtient pour τ → 0 ou de manière équiva-
lente, pour x→ +∞,
s∗ ∼ 1− 1
ln(x/F1)
ln
[
K
ln 1/x
ln 1/F1
]
∼ 1− ln(K/ lnF1) + ln ln x
ln x− lnF1
∼ 1− ln lnx
ln x
= 1,
(C.112)
puisque lim
x→+∞
ln lnx
lnx
= 0.
De la même façon dans le as poissonien, la limite du oeient de Cherno
s∗p de l'équation (C.98) vaut, lorsque x→ +∞,
lim
τ→0
s∗p = lim
τ→0
{
1−
ln
[
τ−1
ln τ
]
ln(τ)
}
= lim
x→+∞
{
1− ln ln x
ln x
}
= 1. (C.113)
C.6.6 Expression approhée de FB(F1, τ) pour les faibles
ontrastes
Nous établissons ii l'expression approhée du fateur de Fano équivalent
FB(F1, τ) pour les ontrastes les plus faibles, 'est-à-dire lorsque le fateur de
transmission τ tend vers 1. L'expression de FB(F1, τ) se déduit aisément à partir
de GB(F1, τ) donné à l'équation (5.18),
FB(F1, τ) = 1GB(F1, τ) =
F1 − 1
2
· (1−
√
τ )2
ln
[
(1− F1)
√
τ + F1
√
α(F1, τ)
] . (C.114)
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Comme préédemment, on supposera pour établir le développement limité au
premier ordre de FB(F1, τ), que ε = 1− τ et que α(F1, τ) = 1−Kε, où K a été
introduit à l'équation (C.104).
Pour obtenir un développement limité à l'ordre un de FB(F1, τ), il nous faut
développer préalablement le numérateur et le dénominateur de ette expression
à l'ordre 3 en ε, ave ε = 1− τ . En e qui onerne le numérateur, on obtient le
développement suivant en remarquant que
√
1− ε = 1−ε/2−ε2/8−ε3/16+o(ε3)
(1−√1− ε)2 =
[ε
2
+
ε2
8
+
ε3
16
+ o(ε3)
]2
=
ε2
4
+
ε3
8
+ o(ε3). (C.115)
Pour le dénominateur de l'équation (C.114), le développement limité est
un peu plus omplexe. En remarquant que le paramètre α(F1, τ) peut s'érire
α(F1, τ) = 1−Kε, l'expression du dénominateur devient
ln
[
(1− F1)
√
τ + F1
√
α(F1, τ)
]
= ln
[
(1− F1)
√
1− ε+ F1
√
1−Kε]. (C.116)
Cette expression peut ainsi être développée au troisième ordre en ε de la manière
suivante :
ln
[
(1− F1)
√
1− ε+ F1
√
1−Kε]
= ln
{
(1− F1)[1− ε
2
− ε
2
8
− ε
3
16
] + F1[1−Kε
2
−K2 ε
2
8
−K3 ε
3
16
] + o(ε3)
}
= ln
{
(1− F1 + F1)︸ ︷︷ ︸
1
− (1− F1 +KF1
2
)︸ ︷︷ ︸
0
ε− (1− F1 +K
2F1
8
)︸ ︷︷ ︸
−K/8
ε2
− (1− F1 +K
3F1
16
)︸ ︷︷ ︸
K(1−2F1)/16F1
ε3 + o(ε3)
}
= ln
{
1 +
Kε2
8
[1 +
2F1 − 1
2F1
ε] + o(ε3)
}
=
Kε2
8
[1 +
2F1 − 1
2F1
ε] + o(ε3) =
(F1 − 1)ε2
8F1
[1 +
2F1 − 1
2F1
ε] + o(ε3).
(C.117)
Finalement, en utilisant les deux développements limités des équations préé-
dentes (C.115) et (C.117) dans l'expression du ritère FB(F1, τ) donné à l'équa-
tion (C.114), on obtient la propriété suivante :
Propriété C.3 Dans la limite des ontrastes faibles, lorsque le fateur de trans-
mission τ tend vers 1, l'expression approhée du fateur de Fano équivalent
FB(F1, τ) au premier ordre en ε = 1− τ est
FB(F1, τ) = F¯ = F1
(
1 +
1− F1
2F1
ε
)
, (C.118)
qui s'identie à la valeur moyenne des fateurs de Fano F1 et F2,
F¯ =
F1 + F2
2
. (C.119)
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Démonstration C.3 En insérant les développements limités obtenus aux équa-
tions (C.115) et (C.117) dans l'équation (C.114), on obtient
FB(F1, τ) = (F1 − 1)
2
ε2(1+ε/2)
4
+ o(ε3)
(F1−1)ε2
8F1
[
1 + (2F1 − 1)ε/2F1
]
+ o(ε3)
= F1
1 + ε/2 + o(ε)
1 + ε(2F1 − 1)/2F1 + o(ε) .
(C.120)
Par ailleurs, en posant v = ε(2F1 − 1)/2F1 + o(ε), et en notant que 1/(1 + v) =
1− v + o(v), on peut érire
FB(F1, τ) = F1
[
1 + ε/2 + o(ε)
][
1− ε(2F1 − 1)/2F1 + o(ε)
]
= F1
[
1 + ε
1− F1
2F1
+ o(ε)
]
.
(C.121)
Dans un seond temps, on peut érire, puisque F2 = α(F1, τ)F1
F1 + F2
2
= F1
1 + α(F1, τ)
2
= F1
[
1 +
α(F1, τ)− 1
2
]
, (C.122)
et l'on obtient en remarquant que α(F1, τ) = 1− ε[F1 − 1]/F1,
F1 + F2
2
= F1
[
1 + ε
1− F1
2F1
]
, (C.123)
qui s'identie bien à la valeur de F¯ alulée à l'équation (C.118).
C.6.7 Expression approhée de FC(F1, τ) à fort ontraste
Pour les situations de ontraste maximal (τ → 0), nous avons montré à la
setion C.6.5 de ette annexe que les exposants de Cherno s∗ et s∗p se ompor-
taient asymptotiquement omme la fontion (1− [ln(ln x)]/ ln x) lorsque x tend
vers +∞, où l'on avait posé x = 1/τ . Ce omportement asymptotique des ex-
posants va nous permettre de déterminer une forme asymptotique du fateur de
Fano équivalent FC(F1, τ) à fort ontraste.
Pour établir ette expression asymptotique, il onvient de noter préalablement
que les propriétés suivantes sont vériées
 ∀a ∈ R, lim
τ→0
a× s∗ = lim
τ→0
a× s∗p = a ;
 ∀a ∈ R, lim
τ→0
a× (1− s∗) = lim
τ→0
a× (1− s∗p) = 0 ;
 ∀a ∈ R, lim
τ→0
a(1−s
∗) = lim
τ→0
a(1−s
∗
p) = 1.
 ∀a ∈ R, lim
τ→0
(a+ bτ)(1−s
∗) = lim
τ→0
(a+ bτ)(1−s
∗
p) = lim
τ→0
a(1−s
∗
p) = 1.
Par ailleurs, on peut vérier, en remplaçant indiérement s∗ ou s∗p par leur
omportement asymptotique, que
lim
τ→0
e(1−s
∗) ln τ = lim
x→+∞
e
ln lnx
lnx
ln 1
x = lim
x→+∞
e− ln lnx = lim
x→+∞
1
ln x
= 0,
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e qui garantit que
lim
τ→0
τ (1−s
∗) = lim
τ→0
τ (1−s
∗
p) = 0. (C.124)
À partir de es propriétés, on peut enn déterminer la limite de la mesure de
Cherno entre lois binomiales donnée à l'équation (C.92) lorsque τ → 0 :
lim
τ→0
C(s∗) = lim
τ→0
µN1
F1 − 1 ln
[
(1− F1)τ 1−s∗ + F1α(F1, τ)1−s∗
]
= lim
τ→0
µN1
F1 − 1 ln
[
(1− F1)τ 1−s∗ + F1(τ + 1− τ
F1
)1−s
∗
]
.
(C.125)
Or, d'après les propriétés préédentes, on a lim
τ→0
τ 1−s
∗
= 0 et lim
τ→0
(τ+ 1−τ
F1
)1−s
∗
= 1,
d'où
lim
τ→0
C(s∗) = µN1
F1 − 1 ln
[
0 + F1
]
=
µN1
F1 − 1 lnF1.
(C.126)
Par ailleurs, on montre aussi que la limite de la mesure de Cherno dans le
as d'hypothèses poissoniennes (équation (C.99)) est
lim
τ→0
Cp(s∗p) = lim
τ→0
µNp
{
s∗p + τ(1− s∗p)− τ (1−s
∗
p)
}
= µNp, (C.127)
ar lim
τ→0
τ(1− s∗p) = 0, tout omme lim
τ→0
τ (1−s
∗
p) = 0, et lim
τ→0
s∗p = 1.
Conformément à la dénition adoptée à la setion 5.2.2.1, le fateur de Fano
équivalent FC(F1, τ) peut nalement être déterminé en évaluant le rapport µN1/µNp,
lorsque µNp permet d'égaliser les mesures de Cherno entre hypothèses bino-
miales et poissoniennes. Dans la limite des forts ontrastes, 'est-à-dire lorsque
τ → 0, on obtient de la sorte
lim
τ→0
FC(F1, τ) = lim
τ→0
µN1
µNp
=
F1 − 1
ln(F1)
. (C.128)
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Titre : Caratérisation et extration de l'information dans des signaux optiques polari-
métriques ou issus d'états sous-poissoniens de la lumière
Nous nous intéressons dans ette thèse à deux phénomènes optiques pour lesquels l'in-
uene du bruit de mesure est importante. Dans le premier as, nous analysons omment
une aratérisation préise du bruit permet d'estimer le degré de polarisation de la lumière
rétrodiusée par un objet, à partir d'une unique image d'intensité aquise sous élaire-
ment ohérent. En déterminant une borne sur la variane minimale d'estimation (borne de
Cramer-Rao), et en omparant les performanes de diérents estimateurs, nous aratéri-
sons la préision d'une telle méthode d'estimation. En omparant les performanes de ette
tehnique aux performanes de méthodes plus standard d'estimation du degré de polari-
sation qui néessitent plusieurs images polarimétriques, nous disutons le ompromis entre
la simpliation des systèmes d'imagerie polarimétrique et la diminution de la préision
d'estimation.
Dans la seonde partie de ette thèse, nous étudions omment les performanes d'une
tâhe d'estimation de paramètre (estimation de déplaement d'une image) ou de disri-
mination entre deux hypothèses peuvent être améliorées en utilisant des lumières sous-
poissoniennes qui présentent un niveau de bruit quantique inférieur à elui d'un bruit pois-
sonien standard. Dans es deux as, l'étude des bornes statistiques sur les performanes de
traitement et les résultats des simulations numériques eetuées nous permettent d'analyser
le gain en performane que l'on peut espérer obtenir en remplaçant un faiseau poissonien
par une lumière de même intensité présentant des utuations sous-poissoniennes.
Mots lés : Optique statistique, Estimation statistique, Bruit de spekle, Imagerie polarimé-
trique, Imagerie quantique, États sous-poissoniens de la lumière.
Title : Charaterization and extration of information in polarimetri optial signals or
in signals obtained from sub-Poissonian states of light
In this thesis, we fous on two optial phenomena for whih noise has a strong inuene.
In the rst ase, we analyze how a preise haraterization of the noise allows the degree of
polarization of the light baksattered by an objet to be estimated from a single intensity
image under oherent illumination. By determining a bound on the minimum estimation
variane (Cramer-Rao bound) and by omparing the performane of dierent estimators,
we haraterize the preision of suh an estimation method. We also study the loss in
preision undergone when this method based on the aquisition of a single intensity image
is used to estimate the degree of polarization instead of standard estimation tehniques whih
require several polarimetri images. We disuss the ompromise between the simpliation
of polarimetri imaging systems and the deterioration of estimation preision.
In the seond part of this thesis, we study how using sub-Poissonian light, whih is
haraterized by a quantum noise level smaller than a standard Poissonian noise, an im-
prove the performane of an estimation task (estimation of an image displaement) or a
disrimination task. In both ases, studying the statistial bounds on the signal proessing
performane and analyzing the simulation results make it possible to haraterize the gain
in performane that an be expeted when a standard Poissonian beam is replaed by a
sub-Poissonian light with same intensity.
Keywords : Statistial opti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