ABSTRACT. We consider cohomologically noetherian commutative DG rings. For such a DG ring A we define the notions of perfect, tilting, dualizing and CohenMacaulay DG modules, generalizing the usual definitions for complexes over commutative rings. We investigate how these various kinds of DG modules interact with each other, and with DG ring homomorphisms. Notably, we prove that the DG ring homomorphism A → H 0 (A) induces a bijection on the sets of isomorphism classes of tilting (resp. dualizing) DG modules. The functorial properties of Cohen-Macaulay DG modules established here are needed for our work on rigid dualizing complexes.
INTRODUCTION
In this paper we consider commutative DG rings. This is an abbreviation for super-commutative nonpositive associative unital DG algebras. Thus a commutative DG ring is a graded ring A = i≤0 A i , together with a differential d of degree 1 that satisfies the graded Leibniz rule. The multiplication satisfies b · a = (−1) ij a · b for all a ∈ A i and b ∈ A j , and a · a = 0 if i is odd. By default all DG rings in this paper are assumed to be commutative. Rings are viewed as DG rings concentrated in degree 0 (and thus are assumed by default to be commutative).
Commutative DG rings come up in the foundations of derived algebraic geometry, as developed by Toën-Vezzosi [TV] and Lurie [Lu1] ; see also Gaitsgory's notes [Ga1] and the expository article [Ve] . Indeed, one incarnation of a derived stack is as a stack of groupoids on the site of DG rings (with its étale topology). Some precursors of this point of view are the papers [Hi2] , [Ke2] , [KoSo] and [Be] .
Another role of commutative DG rings is as resolutions of rings. We wish to mention a particular instance, since it is closely related to the present paper. Rigid dualizing complexes over commutative rings are the foundation of a new approach to Grothendieck Duality on schemes and Deligne-Mumford stacks. See the papers [VdB] , [YZ1] , [YZ2] , [Ye2] , [Ye3] , [Ye4] . The definition of rigid complex relies on the more primitive notion of square of a complex. Given a ring homomorphism A → B, we choose a flat DG ring resolutionB → B over A (if B is flat over A we can takeB = B). For any complex of B-modules M, its square is the complex The question of independence of Sq B/A (M) of the choice of resolutionB is very subtle; and in fact there was a mistake in the original proof in [YZ1] (which is corrected in [AILN] and [YZ5] ). For a brief discussion of this issue see Remark 6.18. The relation between squaring and the monoidal structure of [Ga2, Section 5] is explained in Remark 6.19. The purpose of the present paper is to study perfect, tilting, dualizing and CohenMacaulay DG modules over commutative DG rings, trying to go as far as possible along the established theory for commutative rings. Our motivation comes from a concrete problem. In the course of writing the new paper [YZ5] -which corrects the mistakes in the earlier paper [YZ1] , and extends it -we realized that we need Theorem 0.9 (dealing with Cohen-Macaulay DG modules). This is explained in Remark 7.10. The parts of the present paper leading to Section 7 set the stage for the definition of Cohen-Macaulay DG modules and the proof of Theorem 0.9.
Presumably the results in this paper shall find further applications, seeing that the interest in DG rings is on the rise, especially in connection with derived algebraic geometry. (Indeed, after writing this paper, we found that there is some overlap between our work on dualizing DG modules and Lurie's [Lu2] ; see Remark 6.17.) Let us begin to describe our work in this paper. Consider a commutative DG ring A = i≤0 A i . Its cohomology H(A) = i≤0 H i (A) is a commutative graded ring. We use the notationĀ := H 0 (A). There is a canonical homomorphism of DG rings A →Ā. The category of DG A-modules is DGMod A. It is a DG category, and its derived category, gotten by inverting the quasi-isomorphisms, isD(DGMod A). We shall use the abbreviation D(A) A commutative DG ring A is called cohomologically noetherian if the ringĀ = H 0 (A) is noetherian, each H i (A) is a finite module overĀ, and H(A) is bounded. The DG ring A is called tractable if it is cohomologically noetherian, and there is a homomorphism K → A from a finite dimensional regular noetherian ring K, such that the induced homomorphism K →Ā is essentially finite type. To simplify the exposition, some definitions and results in the introduction will be stated only for cohomologically noetherian or tractable DG rings, whereas full details will be given in the body of the paper.
In Sections 1 and 3 we discuss various finiteness conditions on DG rings and modules (such as finite projective dimension). In Section 2 we discuss localization a DG ring A. We introduce introduce theČech resolution C(M; a) of a DG A-module M associated to a covering sequence a ofĀ. In case there is a decomposition SpecĀ = n i=1 SpecĀ i into open-closed subsets, we show there are canonically defined DG rings A 1 , . . . , A n , and a DG ring quasi-isomorphism A → ∏ n i=1 A i , that in H 0 recovers the decompositionĀ ∼ = ∏ n i=1Ā i . The topic of Section 4 is perfect DG modules. A DG A-module M is perfect if locally on SpecĀ it is isomorphic, in the derived category, to a finite semi-free DG module. See Definition 4.5 for the precise formulation. Here is the first main result of this section (it is Theorem 4.10 there).
Theorem 0.2. Let A be a commutative DG ring. The following two conditions are equivalent for a DG A-module M with bounded above cohomology:
(i) The DG A-module M is perfect.
(ii) The DGĀ-moduleĀ ⊗ L A M is perfect. If A is cohomologically noetherian, then conditions (i) and (ii) are equivalent to: See Definition 1.11(1) and Remark 1.12 regarding the projective dimension of a DG module.
Another result on perfect DG modules is this (repeated as Theorem 4.17). Recall that a DG module M is said to be a compact object of D(A) if the functor Hom D(A) (M, −) commutes with infinite direct sums. Theorem 0.3. Let A be a commutative DG ring, and let M be a DG A-module. The following two conditions are equivalent:
(i) M is a perfect DG A-module.
(
ii) M is a compact object of D(A).
For a ring A this result goes back to Rickard [Ri] and Neeman [Ne] . The third result on perfect DG modules is quite surprising. It relies on a theorem of Jørgensen [Jo] , who proved it in the local case (i.e. whenĀ is a local ring). See Theorem 4.18 and Proposition 3.11 in the body of the paper.
Theorem 0.4. Let A be a tractable commutative DG ring. IfĀ is a perfect DG A-module, then A →Ā is a quasi-isomorphism.
One way to interpret the theorem is this: the only regular DG rings are (up to quasi-isomorphism) the regular rings. See Remark 4.19.
Section 5 is about tilting DG modules. A DG A-module P is said to be tilting if there is some DG module Q such that P ⊗ L A Q ∼ = A in D(A). The DG module Q is called a quasi-inverse of P. The next theorem is repeated as Theorem 5.6. Theorem 0.5. Let A be a commutative DG ring and let P be a DG A-module. Consider the following three conditions.
(i) P is a tilting DG module.
(ii) The functor P ⊗ L A − is an equivalence of D(A). (iii) P is a perfect DG module, and the adjunction morphism A → RHom A (P, P) in D(A) is an isomorphism.
Conditions (i) and (ii) are equivalent, and they imply condition (iii). If A is cohomologically noetherian, then condition (iii) is equivalent to conditions (i) and (ii).
As in [Ye1] we define the commutative derived Picard group DPic(A) to be the group whose elements are the isomorphism classes of tilting DG A-modules, and the multiplication is induced by − ⊗ L A −. If A → B is a homomorphism of DG rings, then the operation P → B ⊗ L A P induces a group homomorphism DPic(A) → DPic(B). The next result is Theorem 5.14 in the body of the paper.
Theorem 0.6. Let A be a tractable commutative DG ring. Then the group homomorphism
is bijective.
It is known that the commutative derived Picard group of the ringĀ has this structure:
where n is the number of connected components of SpecĀ, and Pic(Ā) is the usual (commutative) Picard group. (See [Ye1] and [RZ] ; but keep in mind that the notation in [Ye1] is DPicĀ(Ā)). Theorems 0.2 and 0.6 indicate that a cohomologically noetherian DG ring A behaves much like an infinitesimal extension, in the category of rings, of the rinḡ A.
In Section 6 we talk about dualizing DG modules. Here A is cohomologically noetherian. A DG A-module R ∈ D b f (A) is dualizing if it has finite injective dimension relative to D(A), and the adjunction morphism A → RHom A (R, R) is an isomorphism. Note that when A is a ring, this is precisely the original definition found in [RD] ; but for a DG ring there are several possible notions of injective dimension, and the correct one has to be used. See Definition 1.11(2) and Remark 1.12. For comparisons to dualizing DG modules, as defined in [Hi1] , [FIJ] and [Lu2] , see Proposition 6.11, Example 6.16 and Remark 6.17 respectively. The next result is a combination of Theorems 6.6 and 6.7.
Theorem 0.7. Let A be a tractable commutative DG ring.
(1) A has a dualizing DG module.
(2) The operation (P, R) → P ⊗ L A R, for a tilting DG module P and a dualizing DG module R, induces a simply transitive action of the group DPic(A) on the set of isomorphism classes of dualizing DG A-modules.
In particular, ifĀ is a local ring, then by Theorem 0.6 we have DPic(A) ∼ = Z. Thus any two dualizing DG A-modules R, R satisfy R ∼ = R[n] for an integer n.
A combination of Theorems 0.6 and 0.7 yields (see Corollary 6.9):
Corollary 0.8. Let A be a tractable commutative DG ring. Then the operation R → RHom A (Ā, R) induces a bijection
The final section of the paper is about Cohen-Macaulay DG Modules. The definition does not involve regular sequences of course; nor does it involve vanishing of local cohomologies as in [RD] (even though it could probably be stated in this language). Instead we use a fact discovered in [YZ3] : for a noetherian scheme X with dualizing complex R, a complex M ∈ D b c (Mod O X ) is CM (in the sense of [RD] , for the dimension function determined by R) iff RHom X (M, R) is (isomorphic to) a coherent sheaf. In [YZ3] the CM complexes inside D b c (Mod O X ) were also called perverse coherent sheaves.
With the explanation above, the next definition makes sense. Let R be a dualiz-
is the full subcategory of D(A) consisting of DG modules with finite cohomology concentrated in degree 0; and we know that it is equivalent to the category Mod fĀ of finiteĀ-modules.
The next theorem is repeated, with more detail, as Theorem 7.8. 
(2) If M and N are both CM w.r.t. R B , then the homomorphism
In the theorem, rest f : D(B) → D(A) is the restriction functor. As already mentioned, Theorem 0.9 is needed in [YZ5] .
COHOMOLOGICAL DIMENSION
A DG ring (often called an associative unital DG algebra) is a graded ring A = i∈Z A i , with differential d of degree 1 satisfying the graded Leibniz rule
for a ∈ A i and b ∈ A j . A homomorphism of DG rings is a degree 0 ring homomorphism that commutes with the differentials. Rings are viewed as DG rings concentrated in degree 0. For a DG ring A the cohomology H(A) = i∈Z H i (A) is a graded ring. Foundations of the theory of DG rings can be found in the book [AFH] (but unfortunately this is book is not yet publicly available).
A left DG A-module is a graded left A-module M = i∈Z M i , with differential d satisfying the graded Leibniz rule. The category of left DG A-modules, with A-linear homomorphisms of degree 0 that commute with differentials, is denoted by DGMod A. The derived category, gotten from DGMod A by inverting quasiisomorphisms, is denoted byD(DGMod A), or by the abbreviation D(A). See [Ke1] for details. Definition 1.1. Let A = i∈Z A i be a DG ring.
(1) A is called super-commutative if b · a = (−1) ij a · b for all a ∈ A i and b ∈ A j , and
If A is super-commutative, then any left DG A-module M can be viewed as a right DG A-module. The formula for the right action is this:
for a ∈ A i and m ∈ M j . One of the important advantages of nonpositive DG rings is that the differential d of any DG A-module M is A 0 -linear. This implies that the two smart truncation operations (the truncations σ >n and σ ≤n from [RD, Section I.7, page 69] ; see also [SP, Section 10 .11]) remain within DGMod A. Warning: the two stupid truncations might fail to work in this context. Convention 1.3. We use the abbreviation "commutative DG ring" to mean "supercommutative nonpositive DG ring".
By default, all DG rings in this paper are commutative (unless explicitly stated otherwise). In particular all rings are commutative by default.
For a commutative DG ring A we writeĀ := H 0 (A), which is a commutative ring. There is a canonical DG ring homomorphism A →Ā.
For a commutative DG ring A, its cohomology H(
This is referred to as an interval in Z ∪ {±∞}. Let A be a DG ring. A DG A-module M is said to be cohomologically bounded (resp. cohomologically bounded above, resp. cohomologically bounded below) if the graded module H(M) is bounded (resp. bounded above, resp. bounded below Recall that for a subset S ⊂ Z we have inf(S) ∈ Z ∪ {±∞}, where inf(S) = +∞ iff S = ∅. Likewise sup(S) ∈ Z ∪ {±∞}, where inf(S) = −∞ iff S = ∅. For r, s ∈ Z ∪ {±∞} and t ∈ Z the expressions ±r ± t ∈ Z ∪ {±∞} have an obvious meaning, as do r + r and r ≤ s.
Let M = i∈Z M i be a graded abelian group. We define
The amplitude of M is
Definition 1.4. Let A and B be DG rings, and let E ⊂ D(A) be a full subcategory.
(1) Let F : E → D(B) be an additive functor, and let
be an additive functor, and let
Note that if E ⊂ E, and F has cohomological displacement at most Assume that E = D(A) and F is a triangulated functor, with cohomological dis-
The functor F has bounded below cohomological displacement iff it is way-out right, in the sense of [RD, Section I.7] . The relation to the numbers n 1 , n 2 appearing in [RD, Section I.7 ] is d 0 = n 1 − n 2 . Likewise F has bounded above cohomological displacement iff it is way-out left.
The cohomological dimension in this definition is the same as [PSY, Definition 2.6] . The relation to the numbers n, s appearing in [PSY, Definition 2.6] 
Given a DG A-module M, its shift by an integer i is the DG module M[i], whose j-th graded component is M[i] j := M i+j , and whose differential is (−1) i d M . The left A-module structure is unchanged; but of course the right A-module structure will be modified by a sign, as in formula (1.2). For a cardinal r we denote by M ⊕r the direct sum of r copies of M. We now pause to recall some properties of resolutions of DG A-modules. A DG A-module M is called K-projective (resp. K-injective, resp. K-flat) if for any acyclic DG module N the DG module Hom A (M, N) (resp. Hom A (N, M), resp. M ⊗ A N) is also acyclic. It is easy to see that K-projective implies K-flat.
Recall that a DG A-module P is a free DG module if P ∼ = i∈Z A[−i] ⊕r i , where r i are cardinal numbers (possibly infinite). If A = 0 then the cardinals r i are independent of the presentation, so we call them the ranks. We say that P is a finite free DG module if ∑ i r i < ∞.
Let P be a DG A-module. A semi-free filtration of P is an ascending filtration {ν j (P)} j∈Z by DG submodules ν j (P) ⊂ P, such that ν −1 (P) = 0, P = j ν j (P), and each gr ν j (P) := ν j (P)/ν j−1 (P) is a free DG module. The DG module P is called semi-free if it admits some semi-free filtration.
It is important to note that a semi-free DG module need not be bounded above. If P is semi-free then it is K-projective.
We shall need to work with special kinds of semi-free DG modules. Definition 1.7. Let P be a DG A-module.
(1) A semi-free filtration {ν j (P)} j∈Z on P is called pseudo-finite if each free DG module gr ν j (P) is finite, and lim
(2) A semi-free filtration {ν j (P)} j∈Z on P is called finite if it is pseudo-finite, and ν j (P) = P for some j ∈ N. The smallest such j is called the length of the filtration. (3) We call P a pseudo-finite (resp. finite) semi-free DG module if it admits a pseudo-finite (resp. finite) semi-free filtration.
The next proposition gives another characterization of pseudo-finite semi-free DG modules. The graded ring gotten from A by forgetting the differential is denoted by A . Likewise for DG modules. Proposition 1.8. Let P be a DG A-module.
(1) P is pseudo-finite semi-free iff there are i 1 ∈ Z and r i ∈ N, such that
as graded A -modules.
(2) P is finite semi-free iff there is an isomorphism of graded A -modules as above, and i 0 ∈ Z, such that r i = 0 for all i < i 0 .
Proof. Given an isomorphism
This is a pseudo-finite semi-free filtration, of length ≤ i 1 − i 0 in the finite case. The converse is clear.
Remark 1.9. Suppose A is a ring. A DG A-module P is pseudo-finite semi-free iff it is a bounded above complex of finite free A-modules. Now according to [SGA 6] or [SP, Definition 12.42 .1], a DG A-module M is called pseudo-coherent if it is quasi-isomorphic to some pseudo-finite semi-free DG module P. This explains the name "pseudo-finite".
As usual, by semi-free resolution of a DG module M we mean a quasi-isomorphism P → M in DGMod A, where P is semi-free. Likewise we talk about Kinjective resolutions M → I. Proposition 1.10. Let A be a DG ring and let M be a DG A-module.
(1) There is a semi-free resolution P → M such that sup(P) = sup(H(M)). IfĀ is noetherian and M ∈ D − f (A), then we can choose P to be a pseudo-finite semi-free DG module.
(2) There is a K-injective resolution M → I such that inf(I) = inf(H(M)).
Proof. cf. [Ke1, Theorems 3.1 and 3.2] or [AFH] . For the pseudo-finite statement: the graded H(A)-module H(M) is bounded above, and each H i (M) is a finite module over the noetherian ringĀ = H 0 (M). So there is a resolution · · · → P −1 →P 0 → H(M) → 0 in the category of graded H(A)-modules, where each P −j is a graded-free H(A)-module with finitely many basis elements in each degree, and sup(P −j ) ≤ sup(H(M)) − j. By [Ke1, Theorem 3.1] there is a semi-free resolution P → M with the same numerical data asP; so P is a pseudo-finite semi-free DG A-module. Definition 1.11. Let A be a DG ring with bounded cohomology, let E ⊂ D(A) be a full subcategory, let M ∈ D(A), and let
( 
When A is a ring and E = D 0 (A) we recover the usual definition of <adj> dimension in ring theory. Furthermore, in the ring case, M has finite <adj> dimension relative to D 0 (A) iff it isomorphic in D(A) to a bounded complex of <adj> A-modules. This implies that M has finite <adj> dimension relative to D(A). We do not know if anything like this is true for a DG ring (except for perfect DG modules -see Section 4).
Proof. First let's assume that M = 0 and i 1 < ∞. We know that M admits a semi- The next theorem is a variation of the opposite (in the categorical sense) of [RD, Proposition I.7 .1], the "Lemma on Way-Out Functors". The canonical homomorphism A →Ā lets us view anyĀ-module as a DG A-module. Theorem 1.14. Let A and B be DG rings, let F, G : D(A) → D(B) be triangulated functors, and let η : F → G be a morphism of triangulated functors. Assume that η M :
(1) The morphism η M is an isomorphism for every M ∈ D b (A). Proof.
(1) The proof is by induction on j := amp(H(M)). If j = 0 then M is isomorphic to a shift an object ofĀ, so η M is an isomorphism. If j > 0, then using smart truncation we obtain a distinguished triangle
(2) Here we assume that F and G have cohomological displacements at most
In order to prove that η M is an isomorphism it suffices to show that
This can be obtained using smart truncation.
The cohomologies of F(M ) and G(M ) are concentrated in the degree range ≤ i − 2. The distinguished triangle induces a commutative diagram ofĀ-modules with exact rows: Definition 2.1. Let A be a DG ring. Denote by π : A →Ā = H 0 (A) the canonical homomorphism. Given a multiplicatively closed subset S ofĀ, the setS := π −1 (S) ∩ A 0 is a multiplicatively closed subset of A 0 . Define the ring A 0 S :=S −1 A 0 and the DG ring A S := A 0 S ⊗ A 0 A. If S = {s i } i∈N for some element s ∈ H 0 (A), then we also use the notation A s := A S .
There is the usual localizationĀ S = S −1Ā ofĀ w.r.t. S. We get a graded ring H(A) S :=Ā S ⊗Ā H(A).
Proposition 2.2. Let A be a DG ring and S ⊂Ā a multiplicatively closed subset.
(1) There is a unique isomorphism of graded
(2) For any DG A-module M there is a unique isomorphism of graded H(A S )-modules
that is compatible with the homomorphisms from H(M).
Proof. Take a DG
A-module M. Because A 0 → A 0 S is flat, there is an isomorphism φ M : A 0 S ⊗ A 0 H(M) − → H(A 0 S ⊗ A 0 M) of graded modules over A 0 S ⊗ A 0 H(A),
which is functorial in M. This almost proves (2).
If M = A then φ A is an isomorphism of graded rings. BecauseS is a lifting of S, we have an isomorphism of graded rings
By definition A S = A 0 S ⊗ A 0 A as DG rings. Hence we get an isomorphism of graded H(A)-rings φ A : H(A) S − → H(A S ). But because H(A) S is a localization of H(A), it has no nontrivial automorphisms over H(A), and thus the ring isomorphism φ A that we found is unique. So (1) is proved.
Finally, we now know that φ M is linear over H(A S ), so (2) is also proved. 
Definition 2.4. Let A be a DG ring, and let a = (a 1 , . . . , a n ) be a covering sequence ofĀ. TheČech DG A 0 -module C(A 0 ; a) is defined as follows.
(1) Let i = (i 0 , . . . , i j ) be a strictly increasing sequence of length j, i.e. 1 ≤ i 0 < · · · < i j ≤ n. We define the ring
are the localizations from Definition 2.1.
(2) In degree j we let
where the sum is on all strictly increasing sequences i of length j.
, where i runs over the strictly increasing sequences of length j + 1, k is in the integer range [0, j + 1], ∂ k (i) is the sequence obtained from i by omitting i k , and
is the canonical ring homomorphism.
Observe that the DG module C(A 0 ; a) is concentrated in the degree range
Definition 2.5. Let A be a DG ring, and let a = (a 1 , . . . , a n ) be a covering sequence ofĀ. For a DG A-module M, theČech DG module of M is
There is a canonical DG module homomorphism c M :
Proposition 2.6. Let a = (a 1 , . . . , a n ) be a covering sequence ofĀ, and let M be a DG A-module. Then the homomorphism c M :
Proof. Since C(A; a) is a K-flat DG A-module, and C(M; a) ∼ = C(A; a) ⊗ A M, we see that C(−; a) is a triangulated functor from D(A) to itself. The homomorphism c M is a quasi-isomorphism iff it is an isomorphism in D(A).
The cohomological dimension of the functor C(−; a) is finite: it is at most n − 1. According to Theorem 1.14(3) it suffices to check that c M is a quasi-isomorphism for M ∈ ModĀ. But in this case C(M; a) ∼ = C(Ā; a) ⊗Ā M, so C(M; a) is the usualČech complex for the covering of SpecĀ determined by the sequence a. In geometric language (cf. [Ha, Section III.4] ), writing X := SpecĀ and U i := SpecĀ a i , and letting M denote the quasi-coherent O X -module corresponding to
Remark 2.7. Actually theČech construction has more structure. There is a cosimplicial commutative ring C cos (A 0 ; a), whose degree j piece is
where i = (i 0 , . . . , i j ) are weakly increasing sequences in [1, n] . TheČech DG module C(A 0 ; a) is the standard normalization of C cos (A 0 ; s), and as such it has a structure of noncommutative DG A 0 -ring (which is concentrated in non-negative degrees). Hence C(A; a) is a noncommutative DG ring, and c A : A → C(A; a) is a DG ring quasi-isomorphism. See [PSY, Section 8] .
Definition 2.8. Let B be a ring, and let e = (e 1 , . . . , e n ) be a sequence of elements of B. We call e an idempotent covering sequence if each e i is an idempotent element of B, e i e j = 0 for i = j, and 1 = ∑ n i=1 e i .
Suppose e = (e 1 , . . . , e n ) is an idempotent covering sequence of B. Of course e is a covering sequence in the sense of Definition 2.3. The scheme Spec B e i is an open-closed subscheme of Spec B, and
Spec B e i .
There is equality of rings B = ∏ n i=1 B e i , and equality of B-modules B = n i=1 Be i .
Proposition 2.9. Let A be a DG ring, and let (e 1 , . . . , e n ) be an idempotent covering sequence ofĀ = H 0 (A). For any i we have the localized DG ring A i := A e i as in Definition 2.1. Then the canonical DG ring homomorphism
where λ : A → ∏ i A i denotes the canonical homomorphism, the vertical and the slanted arrows are bijections. So the horizontal arrow is also bijective.
Corollary 2.10. With A 1 , . . . , A n as in Proposition 2.9, the restriction functor
is an equivalence of triangulated categories.
Definition 2.11. Let A be a DG ring, and let e ∈Ā = H 0 (A) be an idempotent element. Consider the localized DG ring A e corresponding to e, as in Definition 2.1. The triangulated functor
is called the idempotent functor corresponding to e. Proposition 2.12. Suppose (e 1 , . . . , e n ) is an idempotent covering sequence ofĀ. Let E 1 , . . . , E n be the corresponding idempotent functors.
. The equivalence of categories in Corollary 2.10 induces an equivalence between D(A i ) and the the image of E i .
Proof. This is similar to the proof of Proposition 2.9, and is left to the reader. Proposition 2.13. Let f : A → B be a DG ring homomorphism, and let M, N ∈ D(B). We writef := H 0 ( f ) and F := rest f . Assume that the ring homomorphismf :Ā →B is surjective. Let (e 1 , . . . , e n ) be an idempotent covering sequence ofB, let E 1 , . . . , E n be the corresponding idempotent functors of D(B), and write M i := E i (M) and N i := E i (N). Then for any i = j we have
Consider the noncommutative rings End
There is a commutative diagram of rings
is a module over the noncommutative ring
NOETHERIAN CONDITIONS
Recall that all DG rings here are commutative (Convention 1.3 and Definition 1.1).
Definition 3.1. Let A be DG ring. We say that A is cohomologically noetherian if these three conditions hold: (1) If F and G have bounded above cohomological displacements, then η M :
Cohomological displacement and cohomological dimension of a functor were defined in Definition 1.4. This theorem is another variant (cf. Theorem 1.14) of the opposite (in the categorical sense) of [RD, Proposition I.7 .1].
Proof.
Step 1. Consider a free DG A-module of finite rank P, i.e. P ∼ = r k=1 A[−i k ] in DGMod A for some i 1 , . . . , i r ∈ Z. Because the functors F, G are triangulated, and η A is an isomorphism, it follows that η P is an isomorphism.
Step 2. Now let P be a finite semi-free DG A-module, with finite semi-free filtration {ν j (P)} of length j 1 (see Definition 1.7(2)). We prove that η P is an isomorphism by induction on j 1 . For j 1 = 0 this is step 1. Now assume j 1 ≥ 1. Write P := ν j 1 −1 (P) and P := gr ν j 1 (P), so there is a distinguished triangle P → P → P − → in D(A). According to step 1 and the induction hypothesis, the morphisms η P and η P are isomorphisms. Hence η P is an isomorphism.
Step 3. Here we assume that F and G have cohomological displacements at most
. In order to prove that η M is an isomorphism it suffices to show that
is bijective for every i ∈ Z. We may assume that M is nonzero. Let i 1 := sup(H(M)), which is an integer. There exists a pseudo-finite semi-free resolution P → M such that sup(P) = i 1 ; see Proposition 1.10. We will prove that H i (η P ) is an isomorphism for every i. Fix a pseudo-finite semi-free filtration {ν j (P)} of P.
Take an integer j, and define P := ν j (P) and P := P/ν j (P). So there is a distin-
The DG module P is concentrated in the degree range ≤ i 1 − j − 1, and hence so is its cohomology. Thus the cohomologies of F(P ) and G(P ) are concentrated in the degree range
On the other hand the DG module P is finite semi-free. The distinguished triangle above induces a commutative diagram ofĀ-modules with exact rows:
For any i > i 1 + d 1 − j the modules in this diagram involving P are zero. By step 2 we know that
Since j can be made arbitrarily large, we conclude that H i (η P ) is an isomorphism for every i.
Step 4. Here we assume that F and G have finite cohomological dimensions. So F and G have cohomological displacements at most
This step is very similar to the proof of Theorem 1.14(3).
is an isomorphism. Using smart truncations of M (the truncations σ >n and σ ≤n from [RD, Section I.7, page 69]) we obtain a distinguished triangle
The next theorem is a variant of the opposite of [RD, Proposition I.7 .3].
Theorem 3.7. Let A and B be DG rings, and let F : D(A) op → D(B) be a triangulated functor. Assume thatĀ andB are noetherian, and F(A) ∈ D f (B).
Proof. The proof is very similar to that of Theorem 3.5. We just outline the necessary changes.
Steps 1-2. P is a finite semi-free DG A-module. By induction on the length j 1 of a semi-free filtration, we prove that F(P) ∈ D f (B).
Step 3. Here F has cohomological displacement [d 0 , ∞] for some d 0 ∈ Z, and M ∈ D − f (A). Let P → M be a pseudo-finite semi-free resolution, with sup(P) = i 1 . Take any j ∈ Z, and consider the distinguished triangle P → P → P − → where P := ν j (P). There is an exact sequence ofB-modules
By step 2 we know that H i (F(P )) ∈ Mod fB for every i.
But j can be made arbitrarily large.
Step 4. Here F and G have cohomological displacements at most
, and i ∈ Z. We truncate M to obtain a distinguished
We get an exact sequence like (3.8). The modules H i−1 (F(M )) and H i (F(M )) are zero, and H i (F(M )) ∈ Mod fB by step 3.
Definition 3.9. Let A be a DG ring.
(1) The DG ring A is called noetherian if A 0 is a noetherian ring, the A 0 -modules A i are all finite, and A is bounded. (2) We say that a DG ring B is a model for A if there is a diagram of quasiisomorphisms of DG rings
We say A has a noetherian model if it has a model B which is noetherian.
Clearly if A has a noetherian model, then it is cohomologically noetherian. As for the converse: Question 3.10. Is it true that every cohomologically noetherian DG ring has a noetherian model?
The best we can do is Proposition 3.11 below. A ring homomorphism f : B → C is called essentially surjective if C is a localization of its subring f (B). A ring homomorphism A → B is called essentially finite type if it can be factored as A → B → C, where A → B is finite type (i.e. B is finitely generated as A-ring), and B → C is essentially surjective.
Proposition 3.11. Let A be a cohomologically noetherian DG ring, let K be a noetherian ring, and suppose there is a homomorphism K → A such that K →Ā is essentially finite type. Then there is a commutative diagram of DG rings
such that f and g are quasi-isomorphisms, A 0 eft is an essentially finite type ring over K, each A i eft is a finite A 0 eft -module, and A eft is bounded. In particular, A eft is a noetherian model for A. are finite over A 0 eft , we can extend A 0 eft to a noetherian DG ring A eft , and simultaneously extend g 0 to a quasi-isomorphism g : A eft → A loc , by inductively introducing finitely many new variables (free ring generators) in negative degrees, and eventually applying smart truncation below inf(H(A loc )). The process is the same as in the proof of [YZ1, Proposition 1.7(2)].
PERFECT DG MODULES
Recall that all DG rings here are commutative (Convention 1.3 and Definition 1.1). In particular all rings are commutative. For a DG ring A we writeĀ := H 0 (A). We do not assume in this section that A is cohomologically noetherian. For a DG ring A and an element s ∈Ā, the localization A s was defined in Definition 2.1. The notion of covering sequence ofĀ was introduced in Definition 2.4, and finite semi-free DG modules were introduced in Definition 1.7.
Recall that for a ring A, a complex of A-modules M is called a perfect complex if it is isomorphic in D(A) = D(Mod A) to a bounded complex of finite projective A-modules. See [SP, Definition 12.44 .1].
Definition 4.1. Let A be a DG ring, and let M be a DG A-module. We say that M is perfect if there is a covering sequence s = (s 1 , . . . , s n ) ofĀ, and for every i there is an isomorphism A s i ⊗ A M ∼ = P i in D(A s i ), for some finite semi-free DG A s i -module P i .
The next proposition says that when A is a ring, this definition agrees with the usual definition. Proof. This is standard; cf. [SP, Lemma 12.44.11] . By part (1), it does not matter which representative DG B-module we choose for B ⊗ L A M. Thus part (2) makes sense.
(2) Let f : A → B denote the DG ring homomorphism. Define t i := f (s i ) and N := B ⊗ L A M. Then (t 1 , . . . , t n ) is a covering sequence ofB, B t i ⊗ A P i is a finite semi-free DG B t i -module, and
A triangulated functor F is called conservative if for any object M, F(M) = 0 implies M = 0; or equivalently, if for any morphism φ, F(φ) is an isomorphism implies φ is an isomorphism. Cf. [KaSc, Section 1.4] . The following result is analogous to the Nakayama Lemma. 
is conservative.
Proof. Take a nonzero M ∈ D − (A), and let i 1 := sup(H(M)). We can find a K-flat resolution (e.g. a semi-free resolution) P → M over A such that sup(P) = i 1 . Then A ⊗ L A M ∼ =Ā ⊗ A P, and (by the "Künneth trick") [SP, Lemma 12.42 .14], noting that anĀ module is finite iff it is 0-pseudo-coherent.
Given a homomorphism φ : P → Q in DGMod A we denote by cone(φ) the corresponding cone, which is also an object of DGMod A. Lemma 4.6. Suppose φ : P → Q is a homomorphism in DGMod A, where P and Q are pseudo-finite (resp. finite) semi-free DG modules. Then cone(φ) is a pseudo-finite (resp. finite) semi-free DG module.
Proof. Clear from Proposition 1.8.
IfM is isomorphic in D(Ā) to a finite semi-free DGĀ-moduleP, then M is isomorphic in D(A) to a finite semi-free DG A-module P.
Observe that the DGĀ-moduleP above is nothing but a bounded complex of finite freeĀ-modules; cf. Proposition 1.8.
Proof.
Step 1. In view of Proposition 4.4 we can assume thatĀ and M are nonzero. Define i 1 := sup(H(M)). By replacing M with a suitable resolution of it, we can assume that M is a K-flat DG A-module satisfying sup(M) = i 1 . After that we can also assume thatM =Ā ⊗ A M. The Künneth formula says that
We are given an isomorphismφ :P →M in D(Ā 0 ), whereP is a bounded complex of finite rank freeĀ-modules. SinceP is K-projective, we can assume that the isomorphismφ :P →M in D(Ā) is in fact a quasi-isomorphism in DGModĀ. The proof continues by induction on j := amp(P) ∈ N. Note that in item (1) we have i 1 = 0,P =Ā ⊕r and j = 0.
Step 2. In this step we assume that j = 0. This means that the only nonzero term ofP is in degree i 1 , and it is the free moduleP i 1 ∼ =Ā ⊕r 1 for some r 1 ∈ N. In other words,
There are canonical surjections
We can write the quasi-isomorphismφ asφ :Ā[−i 1 ] ⊕r 1 →M.
Consider the functor F : DGMod A → DGModĀ, F(−) := 1Ā ⊗ A −. Let P := A[−i 1 ] ⊕r 1 , a free DG A-module satisfying F(P) ∼ =P. There exists a homomorphism φ : P → M in DGMod A that lifts the quasi-isomorphismφ :P →M, namelyφ = F(φ). Now the DG modules P and M are K-flat, soφ = LF(φ). Sincē φ is an isomorphism, and since the functor LF is conservative, we conclude that φ is an isomorphism. This proves item (1).
Step 3. Here we suppose that j ≥ 1. Let i 2 := sup(P), which is of course ≥ i 1 . Let r 2 be the rank of the freeĀ-moduleP i 2 , soP i 2 ∼ =Ā ⊕r 2 . Define DG modules P :=Ā[−i 2 ] ⊕r 2 and P := A[−i 2 ] ⊕r 2 ; these satisfyP ∼ =Ā ⊗ A P . The inclusion P i 2 ⊂P is viewed as a DG module homomorphismᾱ :P →P. We also have a quasi-isomorphismφ :P →M and an equalityM =Ā ⊗ A M in DGModĀ. In this way we obtain a homomorphismψ :P →M,ψ :=φ •ᾱ. Because P is a free DG A-module, there is a homomorphism ψ : P → M in DGMod A liftingψ, namelȳ ψ = F(ψ), where F is the functorĀ ⊗ A −.
Let M ∈ DGMod A be the cone of ψ, so there is a distinguished triangle
in D(A). DefineM := F(M ) andχ := F(χ), which are an object and a morphism in DGModĀ, respectively. Since all three DG modules in this triangle are K-flat, it follows thatP
is a distinguished triangle in D(Ā). On the other hand, letP be the cokernel of the inclusionᾱ :P →P. So there is a distinguished trianglē
in D(Ā). Consider the diagram of solid arrows in D(Ā) :
The square on the left is commutative, and therefore it extends to an isomorphism of distribute triangles. So there is an isomorphismφ :P →M in D(Ā). Finally, the complexP is a bounded complex of finite rank freeĀ-modules, of amplitude j − 1 ≥ 0. According to the induction hypothesis (step 2 for j > 1, and step 1 for j = 1) there is an isomorphism φ : P − → M in D(A) for some finite semi-free DG A-module P . From (4.8) we obtain a distinguished triangle
in D(A). We can assume that γ is a homomorphism in DGMod A. Turning this triangle we get a distinguished triangle
Define P to be the cone on the homomorphism −γ[−1] :
, and by Lemma 4.6, P is a finite semi-free DG A-module. 
Note that a perfect DG B-module N satisfies condition ( * ). In applications we usually take B = A.
Step 1. Here we assume that N ∼ =Ñ, whereÑ is a bounded K-flat DG Bmodule. By using truncation we can assume that the DG B-module M is bounded below. LetL → L be a pseudo-finite semi-free resolution over A (see Proposition 1.10). The morphism ψ is represented by the homomorphism
Because the semi-free DG A-moduleL is bounded above and has finitely many basis elements in each degree, and both M and M ⊗ BÑ are bounded below, we see thatψ is bijective.
Step 2. Here N satisfies condition ( * ). We claim that the morphisms is a bounded K-flat DG module over B 0 , we can use Step 1.
Step 3. Now we are in the general situation. SinceB → ∏ iBsi is faithfully flat, it suffices to prove that all the H k (ψ i ) are isomorphisms, where ψ i is gotten from ψ by localizationB s i ⊗ B −. But by step 2 it suffices to show that
is an isomorphism. SinceÑ i is a bounded K-flat DG B-module, we can use step 1. (i) The DG module M is perfect over A.
If moreoverĀ is noetherian, then these conditions are equivalent to
and has finite projective dimension relative to
When A is a ring, i.e. A =Ā, then conditions (i) and (ii) are the same, and the equivalence (i) ⇔ (iii) is standard. 
This proves that sup H(RHom
We conclude that the projective dimension of M relative to
, we can find a pseudo-finite semi-free resolution
This shows that the projective dimension ofM relative to D b (Ā) is finite. But this just means that the complexM has finite projective dimension over the ringĀ. In particularM belongs to D b f (Ā). The usual syzygy argument shows that there is a quasi-isomorphismP →M in DGModĀ, for some bounded complex of finite projectiveĀ-modulesP. But locally on SpecĀ eachP i is a freeĀ-module; and henceM is perfect. [SP, Proposition 12.45.3] ). It turns out that this is also true for a DG ring.
First we need to know that being compact is a local property on SpecĀ. This is very similar to arguments found in [Ne] .
Theorem 4.12. Let A be a DG ring, let M be a DG A-module, and let (s 1 , . . . , s n ) be a covering sequence ofĀ. The following conditions are equivalent. 
where the vertical arrows are bijections. So it suffices to prove that the lower horizontal arrow is a bijection. The DG A 0 -module C(A 0 ; s) is filtered by degree:
This is a decreasing filtration, with ν 0 (C(A 0 ; s)) = C(A 0 ; s) and ν n (C(A 0 ; s)) = 0. For every DG A-module N the isomorphism (4.13) gives an induced filtration ν k (C (N; s) ) on the DG module C(N; s). For every k the filtration gives rise to an exact sequence of DG modules, that becomes a distinguished triangle
Because the filtration commutes with direct sums, we can use induction on k to reduce the question of bijectivity of the lower horizontal arrow in (4.14) to that of
Finally, by definition C k (N z ; s) is a finite direct sum:
where i = (i 0 , . . . , i k ) is a strictly increasing sequence in [1, n] , and
So we are left with the verification that
is a bijection. Adjunction allows us to replace this with the homomorphism (4.15)
We are assuming that A s i 0 ⊗ A M is compact in D(A s i 0 ); so by the implication (i) ⇒ (ii) we know that
is compact in D(A i ). We conclude that (4.15) is bijective.
Lemma 4.16. If M is a compact object of D(A) then it belongs to D − (A).
Proof. This is an argument from [Ri] , slightly improved in the proof of [SP, Proposition 12.45.3] ). For every k ≥ 0 consider the smart truncation
There is a canonical surjective homomorphism φ k : M → ν ≥k (M), and it induces a bijection H
A little checking shows that ψ is in fact a homomorphism in DGMod A.
For every l ∈ N there is a commutative diagram
We now view φ l as an element in the bottomĀ-module, and ψ as an element of the top rightĀ-module. By definition of ψ we have φ l = γ l (ψ). So when we pass to the derived category we get a commutative diagram
So far we did not use the assumption that M is compact. Compactness tells us that Q(β) is bijective; and hence
Theorem 4.17. Let A be a DG ring, and let M be a DG A-module. The following three conditions are equivalent:
Since a finite semi-free DG module is clearly compact, this follows from Theorem 4.12.
functorially for N ∈ D(Ā). Here F is the forgetful functor, that commutes with all direct sums. ThusM is a compact object of D(Ā). Now by [Ri, Section 6] , [Ne, Example 1.13] or [SP, Proposition 12.45.3] ) the DGĀ-moduleM is perfect, in the sense that it is quasi-isomorphic to a bounded complex of finite projectivē A-modulesP. But locally on SpecĀ eachP i is a free module (this does not require the ring to be noetherian). ThusM is perfect in the sense of Definition 4.1. By the lemma above we know that M ∈ D − (A). Theorem 4.10 says that M is perfect.
We end this section with a rather surprising result. It was pointed out to us by Jørgensen.
Theorem 4.18. Let A be a DG ring that has a noetherian model (see Definition 3.9). IfĀ is a perfect DG A-module then A →Ā is a quasi-isomorphism.
Proof. We will prove thatĀ p ⊗Ā H i (A) = 0 for every i < 0 and every p ∈ SpecĀ. Fix such i and p. Because the assertion is invariant under DG ring quasi-isomorphisms, we may assume that A is a noetherian DG ring (see Definition 3.9). Consider the DG ring A p := (S −1 A 0 ) ⊗ A 0 A, where π : A →Ā is the canonical homomorphism, S :=Ā − p, andS := π −1 (S) ∩ A 0 . Then A 0 p →Ā p is surjective, and A 0 p is a noetherian local ring. By Proposition 4.3(2) the DG A p -modulē A p ∼ = A p ⊗ AĀ is perfect; and by Theorem 4.17 this is a compact object of D(A p ). AlsoĀ p is nonzero. According to [Jo, Theorem 0 
.2] we have amp(H(
Remark 4.19. Recall that a noetherian ring A of finite Krull dimension is regular (i.e. all its local rings A p are regular) iff it has finite global cohomological dimension. Now suppose A is a cohomologically noetherian DG ring. By "Krull dimension" we could mean that ofĀ, but "regular local ring" has no apparent meaning here. Hence we propose this definition: A is called regular if it has finite global cohomological dimension. By this we mean that there is a natural number d, such that every M ∈ D(A) has projective dimension at most amp(H(M)) + d relative to D(A); see Definition 1.11.
Assume A is a regular DG ring. According to Theorem 4.10, any M ∈ D b f (A) is perfect. Now taking M :=Ā, Theorem 4.18 says that A →Ā is a quasiisomorphism. The surprising conclusion is that the only regular DG rings are the regular rings (up to quasi-isomorphism).
TILTING DG MODULES
Recall that all DG rings here are commutative (Convention 1.3 and Definition 1.1). In particular all rings are commutative.
Definition 5.1. Let A be a DG ring. A DG A-module P is called a tilting DG module if there exists some DG A-module Q such that P ⊗ L A Q ∼ = A in D(A). The DG module Q in the definition is called a quasi-inverse of P. Due to symmetry of the operation − ⊗ L A −, Q is also tilting. If P 1 and P 2 are tilting then so is P 1 ⊗ L A P 2 ; this because of the associativity of − ⊗ L A −. Hence the next definition makes sense. (
(2) If P is a tilting DG A-module, then B ⊗ L A P is a tilting DG B-module. (3) If f is a quasi-isomorphism and Q is a tilting DG B-module, then rest f (Q) is a tilting DG A-module.
Proposition 5.5. Let f : A → B be a homomorphism of DG rings.
(1) There is a group homomorphism
with formula P → B ⊗ L A P.
(2) If f is a quasi-isomorphism then DPic( f ) is bijective.
(1) The fact that DPic( f ) is a group homomorphism is clear from part (2) of the lemma above.
(2) Part (3) of Lemma 5.4 shows that in case f is a quasi-isomorphism, the function Q → rest f (Q) is an inverse of DPic( f ).
Theorem 5.6. Let A be a DG ring and P ∈ D(A). Consider the following three conditions.
(i) P is a tilting DG module over A.
(ii) The functor P ⊗ L A − is an equivalence of D(A). (iii) P is a perfect DG A-module, and the adjunction morphism A → RHom
Conditions (i) and (ii) are equivalent, and they imply condition (iii). IfĀ = H 0 (A) is noetherian, then condition (iii) is equivalent to conditions (i) and (ii).
A − is essentially surjective on objects, so there is some Q ∈ D(A) such that F(Q) ∼ = A. Then Q is a quasi-inverse of P. (P, N z 
The vertical arrows are bijective because G is an equivalence, and the lower horizontal arrow is bijective because G(P) is compact. We conclude that P is compact. For any M ∈ D(A), the adjunction morphism A → RHom A (M, M) is an isomorphism iff the canonical graded ring homomorphism
is bijective. The functor G induces a commutative diagram of graded rings
in which the horizontal arrow is an isomorphism. For M = P we have G(P) ∼ = A. Hence c G(P) , and also c P , are bijective.
We assume thatĀ is noetherian. Define Q := RHom A (P, A) ∈ D(A). By Theorem 4.10 we know that P ∈ D b f (A). Now Lemma 4.9 says that there are isomorphisms
. So P is tilting, with quasi-inverse Q.
Remark 5.7. Presumably the noetherian assumption in this theorem can be removed; cf. Remark 4.11.
Corollary 5.8. Let P be a tilting DG A-module.
(1) The functor P ⊗ L A − is an equivalence of D(A), it has finite cohomological dimension, and it preserves
(1) The theorem says that P ⊗ L A − is an equivalence, and that P is perfect. Let s 1 , . . . , s n ∈Ā and P 1 , . . . , P n be as in Definition 4.1.
(2) Use Theorem 3.7(2), noting that F(A) = P ∈ D f (A).
Recall the canonical DG ring homomorphism π : A →Ā. Proof. Suppose P is a tilting DG A-module such thatĀ ⊗ L A P ∼ =Ā in D(Ā). By Corollary 5.8(1) we know that P ∈ D b (A). According to Lemma 4.7(1),
Let B be a ring. Any invertible (i.e. rank 1 projective) B-module is a tilting DG B-module, and in this way we get a canonical group homomorphism
is fully faithful, we see that this homomorphism is injective. In other words, the class of a tilting DG A-module P belongs to DPic
to an invertibleĀ-module. Note that the injective group homomorphism DPic(π) embeds DPic 0 (A) into Pic(Ā).
Theorem 5.11. Let A be a DG ring, and let (e 1 , . . . , e n ) be an idempotent covering sequence ofĀ = H 0 (A). For any i we have the localized DG ring A i := A e i as in Definition 2.1, and the DG ring homomorphism λ i : A → A i .
(1) The group homomorphisms
where the subgroup Z is generated by the class of A i [1].
(1) According to Proposition 2.9 there is a quasi-isomorphism λ : A → ∏ n i=1 A i . By Proposition 5.5 there is a group isomorphism
And there is an obvious isomorphism
(2) By [Ye1, Proposition 3.5] (see also [RZ] ) we have DPic( Proof. In this case n = 1 and the group Pic(Ā) is trivial.
Here is a result about Picard groups, that is possibly not new.
Proposition 5.13. Consider a noetherian ring B which is b-adically complete for some ideal b, and define B j := B/b j+1 for j ∈ N. Then the group homomorphism Pic(B) → Pic(B 0 ) is bijective.
Step 1. We first prove that Pic(B) → Pic(B 0 ) is injective. This is done like Lemma 4.7(1). Suppose P is an invertible B-module and B 0 ⊗ B P ∼ = B 0 . Let x ∈ P be an element that goes to 1 ∈ B 0 under the surjection P → B 0 . There is a corresponding homomorphism φ :
is bijective, the Nakayama Lemma tells us that φ is bijective.
Step 2. We now prove that Pic(B j+1 ) → Pic(B j ) is surjective for every j. On the topological space X := Spec B 0 we have sheaves of rings B j , that are the sheafifications of the rings B j . More precisely, if we let X j := Spec B j , then B j = O X j , and the canonical maps X j → X is a homeomorphism of topological spaces. There are group isomorphisms Pic(B j ) ∼ = H 1 (X, B × j ). Let I j := Ker(B j+1 → B j ). The short exact sequence of sheaves of abelian groups
on X gives rise to an exact sequence of abelian groups
But I j is a coherent B j+1 -module, so H 1 (X, I j ) = 0.
Step 3. Finally we prove that Pic(B) → Pic(B 0 ) is surjective. We start with an invertible module P 0 ∈ Pic(B 0 ). By the previous paragraph we can find, for every j ≥ 0, an invertible module P j over B j , such that P j+1 ⊗ B j+1 B j ∼ = P j . Then P := lim ←j P j is an invertible module over B, such that P ⊗ B B 0 ∼ = P 0 .
The concept of noetherian model for a DG ring was introduced in Definition 3.9.
Theorem 5.14. Let A be a DG ring. If A has a noetherian model, then the group homomorphism
Proof. Since these groups and the homomorphism between them are invariant under DG ring quasi-isomorphisms, we can replace A with a noetherian model of it. Thus we might as well assume that A 0 is a noetherian ring.
Corollary 5.9 tells us that this group homomorphism is injective, so it remains to prove surjectivity. Since the ringĀ is noetherian, it decomposes intoĀ = ∏ iĀi , where eachĀ i has connected spectrum. By Theorem 5.11(1) it suffices to prove that the homomorphism DPic(A i ) → DPic(Ā i ) is surjective for every i. So we can assume that A itself has connected spectrum. In this case, using Theorem 5.11(2), it suffices to prove that the group homomorphism DPic 0 (A) → Pic(Ā) is surjective.
Let a := Ker(A 0 →Ā), and consider the a-adic completion A 0 of A 0 , and the DG ring A := A 0 ⊗ A 0 A. Because A 0 is a noetherian ring we know that A 0 → A 0 is flat, and this implies that A → A is a quasi-isomorphism. Thus it suffices to prove that DPic 0 ( A) → Pic(Ā) is surjective. Now we look at the DG ring ho-
It is enough to prove that Pic( A 0 ) → Pic(Ā) is surjective. But this was done in Proposition 5.13.
DUALIZING DG MODULES
As before, all DG rings are commutative (Convention 1.3 and Definition 1.1). In this section we also add the assumption that the DG rings are cohomologically noetherian (Definition 3.1).
Definition 6.1. Let A be a cohomologically noetherian DG ring. A DG A-module R is called a dualizing DG module over A if it satisfies these three conditions:
(i) R has bounded finite cohomology.
(ii) R has finite injective dimension relative to D(A).
In other words, condition (i) says that R ∈ D b f (A); condition (ii) says that the functor RHom A (−, R) has finite cohomological dimension relative to D(A), as in Definitions 1.4 and 1.11(2); and condition (iii) says that the canonical graded ring homomorphism
is bijective. ( 
) is a dualizing DG module over A 0 eft . Theorem 6.7. Let A be a cohomologically noetherian DG ring, and let R be a dualizing DG module over A.
(1) If P is a tilting DG module, then P ⊗ L A R is a dualizing DG module. (2) If R is a dualizing DG module, then P := RHom A (R, R ) is a tilting DG module, and
The proof is basically the same as in [RD] , with some modifications.
(1) Assume P is a tilting DG module, and let R := P ⊗ L A R. According to Corollary 5.8 the functor P ⊗ L A − is an auto-equivalence of D(A), it has finite cohomological dimension, and it preserves D b f (A). Therefore the DG module R is dualizing.
(2) Define the objects P := RHom A (R, R ) and P := RHom A (R , R), and the func- 
is an isomorphism, and Theorem 3.5(1) says that η M is an isomorphism for every
This proves P is tilting. And
We are using Lemma 4.9.
Corollary 6.8. Assume A has some dualizing DG module. The formula R → P ⊗ L A R induces a simply transitive action of the group DPic(A) on the set of isomorphism classes of dualizing DG A-modules.
Proof. Clear from the theorem.
Corollary 6.9. Assume A has a noetherian model, and some dualizing DG module (e.g. A is tractable). The formula R → RHom A (Ā, R) induces a bijection
Proof. By Corollary 6.8 the actions of the groups DPic(A) and DPic(Ā) on these two sets, respectively, are simply transitive. And by Theorem 5.14 the group homomorphism DPic(A) → DPic(Ā) induced by P →Ā ⊗ L A P is bijective. Thus it suffices to prove that the function induced by R → RHom A (Ā, R) is equivariant for the action of DPic(A). Here is the calculation:
This is using Lemma 4.9.
Corollary 6.10. If the ringĀ is local, then any two dualizing DG A-modules R and R satisfy R ∼ = R[n] for some integer n.
Proof. By Corollary 5.12 we have DPic(A) ∼ = Z, generated by the class of A [1] . Now use Theorem 6.7(1).
Proposition 6.11. Let A be a cohomologically noetherian DG ring, and let R be a dualizing DG A-module. Then R is dualizing in the sense of [FIJ, Definition 1.8].
Proof. There are four conditions in [FIJ, Definition 1.8] . Condition (1) -the existence of resolutions -is trivial in our super-commutative situation. Condition (2) Remark 6.12. Corollary 6.10 is very similar to [FIJ, Theorem III] ; but of course the assumptions are not exactly the same. Definition 6.13. A cohomologically noetherian DG ring A is called Gorenstein if the DG module A has finite injective dimension relative to D(A).
Proposition 6.14. Let A be a cohomologically noetherian DG ring. The following conditions are equivalent:
(i) A is Gorenstein.
(ii) The DG A-module A is dualizing. [Hi1] . Let A 0 be a noetherian local ring, with maximal ideal m. For the sake of simplicity let us assume that A 0 contains a field K, such that K → A/m is finite. Let a = (a 1 , . . . , a n ) be a sequence of elements in A 0 that generates an m-primary ideal, and let A := K(A 0 ; a) be the associated Koszul complex. Thus K → A is a cohomologically finite homomorphism of DG rings, and according to Proposition 6.3 the DG A-module R A := Hom K (A, K) is dualizing. Now
as graded H(A)-modules, so R A is a dualizing DG module in the sense of Hinich. Taking Corollary 6.10 into consideration, we see that any dualizing DG A-module R satisfies the condition of Hinich. A result that is noticeably missing from our paper is an analogue of [Lu2, Theorem 4.3.5] . Translated to the DG terminology, it states that if the ringĀ admits a dualizing DG module, then the DG ring A admits a dualizing DG module. We do not know whether this result can be proved within the DG framework. On the other hand, [Lu2] does not seem to contain an analogue of our Corollary 6.9.
Remark 6.18. Here is a brief explanation of the squaring operation and rigid complexes, as developed in the papers [YZ1, YZ2, YZ5] , following Van den Bergh [VdB] .
Suppose K is a regular noetherian ring and A is an essentially finite type Kring. Take a flat DG ring resolutionÃ → A over K (namelyÃ is a flat DG K-ring, andÃ → A is a quasi-isomorphism). Such resolutions always exist. For a complex M ∈ D(A), its square is
The complex Sq A/K (M) is independent of the resolutionÃ, but the proof is very delicate. Indeed, there were serious errors in the original proof in [YZ1] . Some of the errors were fixed in [AILN] , and the remaining errors are being fixed in [YZ5] . In the end this theory is solid.
, and a rigidifying isomorphism ρ : M − → Sq A/K (M). A rigid dualizing complex over A relative to K is a rigid complex (R A , ρ A ) with R A dualizing. It is known that a rigid dualizing complex (R A , ρ A ) exists, and it is unique up to a unique rigid isomorphism. Rigid dualizing complexes enjoy several functorial properties with respect to ring homomorphisms A → B (most notably traces and étale localizations). They are the foundation of a new approach to Grothendieck Duality on schemes and Deligne-Mumford stacks (see [Ye2, Ye3] ).
It is interesting to note that if (M, σ) is any rigid complex over A, such that the restriction of M to every connected component of Spec A is nonzero, then (M, σ) ∼ = (R A , ρ A ). This was proved in [YZ2, Theorem 1.2] (for A regular) and in [AIL, Theorem 8.5 .6] (for any A).
Presumably the notion of rigid dualizing complex extends to a DG ring A; and then the bijection of Corollary 6.9 would send the rigid dualizing complex of A to that ofĀ. But we did not study this aspect yet.
Other papers dealing with rigidity, and the related derived Hochschild cohomology, are [AILN, AIL, Sh] .
Remark 6.19. Let k be a field of characteristic 0, and let A be a DG k-ring such that k →Ā is essentially finite type (so that A is tractable). Gaitsgory [Ga2] introduces
He shows that this is a symmetric monoidal structure, with unit ω A that he calls the "dualizing sheaf". The DG module ω A is gotten as ω A := p ! (k), where p * : k → A is the DG ring homomorphism, and p ! is the twisted inverse image functor. Let us restrict attention to the case when A is a ring. In this case we know that there exists a rigid dualizing complex (R A , ρ A ) over A relative to k (see previous remark). Moreover, the twisted inverse image of the rigid theory is p ! (k) = R A . We see that our R A coincides with Gaitsgory's ω A , and the rigid isomorphism ρ A is the monoidal unit isomorphism ω A − → ω A ⊗ ! ω A .
COHEN-MACAULAY DG MODULES
In this last section we work with cohomologically noetherian commutative DG rings (see Convention 1.3, Definition 1.1 and Definition 3.1).
Let A be such a DG ring. Recall thatĀ = H 0 (A), and D 0 (A) is the full subcat-
Proposition 7.1. Consider the canonical homomorphism π : A →Ā. The functor
is an equivalence. It restricts to an equivalence
Proof. Smart truncation shows that any object of D 0 (A) is isomorphic to an object of ModĀ. Finiteness ofĀ-modules is preserved. It remains to show that Q • rest π is a fully faithful functor.
So take M, N ∈ ModĀ, and letM → M be a semi-free resolution over A with sup(M) ≤ 0. Then
In other words, the condition is that RHom A (M, R) is isomorphic, in D(A), to an object of Mod fĀ .
As usual "Cohen-Macaulay" is abbreviated to "CM". Let us denote by D Theorem 7.6. Let f : A → B be a cohomologically finite homomorphism between cohomologically noetherian DG rings, and assume A and B have dualizing DG modules R A and R B respectively. Let E 1 , . . . , E n be the connected component decomposition functors of B.
(1) There are unique integers k 1 , . . . , k n such that, letting
the class of the tilting DG B-module RHom A (R B , R A ) is inside DPic 0 (B). We are given that M is CM w.r.t. R B . Using the equivalence of Corollary 2.10 we see that M is CM w.r.t. R B . Thus by Theorem 7.6(2) the DG A-module F(M ) is CM w.r.t. R A . Proposition 2.13 implies that F(M ) ∼ = F(N ) in D(A), and hence F(N ) is CM w.r.t. R A . Using Theorem 7.6(2) once more we conclude that N is CM w.r.t. R B ; and hence N is CM w.r.t. R B . They are gotten as follows: the isomorphism ∼ = 1 is by Corollary 2.10 and Proposition 2.12; the isomorphism ∼ = 2 is by Proposition 6.2(3); the isomorphism ∼ = 3 is by Proposition 7.1; the isomorphism ∼ = 4 is because H 0 ( f ) :Ā →B is surjective; the isomorphism ∼ = 5 is because F • D B ∼ = D A • F as functors; and isomorphism ∼ = 6 is due to Proposition 2.13. The composition of all these isomorphisms is F. in D(B), that we call the cup product. This isomorphism was already constructed in [YZ1, Theorem 4.11] ; but unfortunately this part also had a mistake.
The construction in [YZ5] goes like this. We choose a semi-free DG ring resolution K →Ã of K → A, and then a semi-free DG ring resolutionÃ →B ofÃ → B. The only conceivable hope was that something like Theorem 7.8 should appear. Fortunately, in the situation where we require the cup product, the ring K is a regular noetherian ring; K → A is essentially finite type; A → B is essentially Gorenstein (i.e. essentially finite type, flat, and the fibers are Gorenstein rings); M is a rigid dualizing complex over A relative to K; and N is a tilting complex over B (and hence it is a relative dualizing complex for A → B). These assumptions imply that K is a dualizing DG module over the DG ringB ⊗ÃB, and therefore it is a CM DG module w.r.t. itself. Now Theorem 7.8 says that there exists a unique isomorphismχ : K − → L satisfying rest f (χ) = χ.
