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Abstract
Utilizing the multiplicative formula of universal R matrix, the corre-
spondence between the L operators and Drinfeld’s generators is explicitly
calculated for quantum group Uq(g) with g = A
(1)
l , B
(1)
l , C
(1)
l , D
(1)
l .
1 Introduction
By Drinfeld [1], [2] and Jimbo [3], quantum group was invented by quantizing
the universal enveloping algebras of Kac–Moody algebras. It was defined by
deforming the defining relations for Chevally generators. Later Drinfeld found
another realization of quantum group for affine Kac–Moody algebras in [4]. Fi-
nally, Faddeev, Reshetikhin and Takhtatjan [5] defined quantum group by the
RLL = LLR relations, which deforms the matrix realization of finite dimen-
sional simple Lie algebras. This was later generalized to the affine case by
Reshetikhin and Semenov-Tian-Shansky [6]. Up to now, the relations among
these three definitions are clarified as follows. Universal R matrix by Drinfeld
[2] gives the map from the third formulation to the first [5], [6]. In the original
paper [4], the isomorphism from the first definition to the second is given. (See
[7] for the explicit verification.) Later in the nontwisted affine case, the map
in the opposite direction is obtained in [8], without the use of the Braid group,
and in [9] by using the Braid group actions. The correspondence between the
second and third definitions is found by Ding and Frenkel [10] for g = ĝln. The
purpose of this paper is to generalize the last result by utilizing the multiplica-
tive formula of universal R matrix. (See [11] for a similar calculation in the casêDY (sl2).) This formula in the nontwisted affine case is already obtained in [12]
without the use of Braid group. In this paper, we follow the approach by Beck
[9], [13] and Lusztig [14]. Their results easily give the multiplicative formula,
and this formula immediately yields the desired correspondence. The results in
this paper would be well known conceptually. We only hope that the explicit
expressions here help to clarify the problem.
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This paper is organized as follows. In section 2, we fix our notations. In
section 3, we determine the defining relations of quantum group in the L opera-
tor formalism for g = A
(1)
l , B
(1)
l , C
(1)
l , D
(1)
l , A
(2)
2l , A
(2)
2l−1, D
(2)
l+1, since we cannot
find the proof in literature. Here we also consider the twisted case since the
proof is essentially the same as the one in the nontwisted case. In section 4,
after a review of the result by Beck, we write down the multipilcative formula
of universal R matrix for nontwisted affine Kac–Moody algebras. In section 5,
utilizing the result in section 3, the multiplicative formula and the result by
Beck, we calculate the correspondence between the L operators and Drinfeld’s
generators for g = A
(1)
l , B
(1)
l , C
(1)
l , D
(1)
l . The work by B. Edwards, announced
in [15], would immediately generalize the results here to the twisted case.
2 Notations
2.1
Let g be an affine Kac–Moody algebra over Q and (aij)0≤i,j≤l its generalized
Cartan matrix. Let further (ai)0≤i≤l and (a
∨
i )0≤i≤l be relatively prime positive
integers such that
∑
i a
∨
i aij = 0 and
∑
j aijaj = 0, respectively. We set h
∨ =∑l
i=0 a
∨
i . We follow the enumeration of the vertices of the Dynkin diagram in
[16, Chapter 4] except in the A
(2)
2l case, in which we enumerate them in reverse
order. In our notation, a0 = 1 for any g and a
∨
0 = 2 for g = A
(2)
2l , = 1 otherwise.
We denote the finite type Kac–Moody algebra corresponding to the Cartan
matrix (aij)1≤i,j≤l by g¯.
Let h∗ be a Q vector space with basis α0, · · · , αl,Λ0. Let further (di)0≤i≤l
be relatively prime positive integers such that diaij = djaji. We introduce a
symmetric bilinear form ( | ) : h∗ × h∗ → Q by (αi|αj) = diaij , (αi|Λ0) = diδi0
and (Λ0|Λ0) = 0. Set δ =
∑l
i=0 aiαi and α
∨
i = αi/di (0 ≤ i ≤ l). Define ωi and
ω∨i ∈ h
∗ (1 ≤ i ≤ l) by (α∨j |ωi) = δij (1 ≤ j ≤ l), (δ|ωi) = (Λ0|ωi) = 0 and
ω∨i = ωi/di. We further define several Z submodules of h
∗ by Q = ⊕li=0Zαi,
Σ = Q ⊕ ZΛ0/d0, Γ = Σ + pZω1 and Q¯ = ⊕li=1Zαi. Here and hereafter p = 2
for g = A
(2)
2 and = 1 otherwise. Finally, as usual, we introduce an order relation
on Q by λ ≥ µ⇔ λ− µ ∈ Q+ = ⊕li=0Z≥0αi.
2.2
Let q be an indeterminate and set F = Q(q). Following [1], [3], let U = UΓq (g)
be the F algebra generated by ei, fi (0 ≤ i ≤ l) and kλ (λ ∈ Γ) with the
relations,
kλkµ = kλ+µ, k0 = 1, (2.1)
2
kλeik−λ = q
(λ|αi)ei, kλfik−λ = q
−(λ|αi)fi, (2.2)
[ei, fj] = δij
ki − k
−1
i
qi − q
−1
i
, (2.3)
1−aij∑
r=0
(−1)re
(r)
i eje
(1−aij−r)
i = 0, (i 6= j) (2.4)
1−aij∑
r=0
(−1)rf
(r)
i fjf
(1−aij−r)
i = 0, (i 6= j) (2.5)
where k±1i = k±αi and
qi = q
di , x
(n)
i =
xi
[n]i!
(x = e, f), [n]i =
qni − q
−n
i
qi − q
−1
i
, [n]i! =
n∏
k=1
[k]i.
This algebra has the following Hopf algebra structure,
∆(ei) = ei ⊗ 1 + ki ⊗ ei, ∆(fi) = fi ⊗ k
−1
i + 1⊗ fi, ∆(kλ) = kλ ⊗ kλ,
S(ei) = −k
−1
i ei, S(fi) = −fiki, S(kλ) = k−λ,
ǫ(ei) = ǫ(fi) = 0, ǫ(kλ) = 1. (2.6)
We define several subalgebras of U by
U+ = 〈ei|0 ≤ i ≤ l〉, U
− = 〈fi|0 ≤ i ≤ l〉, U
0 = 〈kλ|λ ∈ Γ〉,
U≥0 = U0U+, U≤0 = U−U0.
Then U± = ⊕µ∈Q+U
±
±µ where
U±µ = {x ∈ U
±| kλxk−λ = q
(λ|µ)x (∀λ ∈ Γ)} (µ ∈ Q).
Moreover the following is known.
Proposition 2.1 [17], [18], [14]
(1) The multiplication map U− ⊗ U0 ⊗ U+ → U induces an isomorphism of
vector spaces.
(2) {kλ|λ ∈ Γ} forms a basis of U0.
(3) dimF U
±
±µ = P(µ) for µ ∈ Q, where P(µ) is Kostant’s partition function
for g.
Similarly we define U = UΣq (g), U
′ = UQq (g) and U¯ = U
Q¯
q (g¯). We identify U
(resp. U ′) with the subalgebra of U (resp. U). In particular, U± = U± = U ′±.
Finally, for a U¯ module M and µ ∈ P¯ = ⊕1≤i≤lZωi, we define its weight space
Mµ by
Mµ = {v ∈M | kλv = q
(λ|µ)v (∀λ ∈ Q¯)}.
3
2.3
Hereafter to the end of the next section, we consider g = A
(1)
l (l ≥ 1), B
(1)
l
(l ≥ 3) , C
(1)
l (l ≥ 2), D
(1)
l (l ≥ 4), A
(2)
2l (l ≥ 1), A
(2)
2l−1 (l ≥ 3), D
(2)
l+1 (l ≥ 2).
Let V (pω1) be the irreducible highest weight module with highest weight pω1
of U¯ . Let further vi (1 ≤ i ≤ dimV (pω1)) be a basis of this module consisting
of weight vectors such that i < j if ηi > ηj , where ηi ∈ Q¯ is the weight of vi
as a U¯ module. V (ω1) ⊕ F in the case g = D
(2)
l+1, and V (pω1) otherwise can
be made into representations of U ′, on which k±δ acts as 1. We shall denote
them by (ρ, V ) and set N = dim V . In the case g = D
(2)
l+1, by vN we denote the
basis vector of the trivial representation as a U¯ module. The representations
(ρ, V ) are the same as the ones used in [19] and, in the limit q = 1, reduce
to the ones in [16, Chapters 7 and 8]. Let τa (a ∈ F×) be the automorphism
of U determined by τa(ei) = a
δi0ei, τa(fi) = a
−δi0fi and τa(kλ) = kλ. Put
ρa = ρ ◦ τa|U ′ . Set M = l + 1 and ai = q−2(i−1)(1 ≤ i ≤ M) for g = A
(1)
l . In
other cases, set M = 2 and a1 = 1, a2 = σq
−h∨/a∨0
0 . Here σ = −1 for g = A
(2)
2l ,
A
(2)
2l−1 and = 1 otherwise. Then in (ρa1 ⊗ · · · ρaM , V
⊗M ), there exists a trivial
representation of U ′. We denote its basis vector by w. In the case M = 2, we
define a matrix J = (Jij)1≤i,j≤N by w =
∑
i,j Jijvi ⊗ vj . See Appendix for
the explicit expressions of N , ηi, (ρ, V ) and w. Below we identify EndV with
MN (F ) through the basis v1, · · · , vN normalized as in Appendix.
2.4
Let Θ be the quasi-universal R matrix of U [2], [20], [14]. This is an invertible
element of (an appropriate completion of ) U ⊗ U uniquely determined by
Θ =
∑
µ≥0
Θµ, Θµ ∈ U
+
µ ⊗ U
−
−µ,
Θ0 = 1⊗ 1, σ ◦∆(x)Θ = ΘΨ ◦∆(x) (x ∈ U) (2.7)
Here σ(x ⊗ y) = y ⊗ x, and Ψ is the automorphism of U ⊗ U defined by
Ψ(ei ⊗ 1) = ei ⊗ k
−1
i , Ψ(fi ⊗ 1) = fi ⊗ ki,
Ψ(kλ ⊗ kµ) = kλ ⊗ kµ, Ψ = σ ◦Ψ
This element further satisfies,
Θαi = −(qi − q
−1
i )ei ⊗ fi (0 ≤ i ≤ l), (2.8)
(1 ⊗∆)Θ = Θ13Ψ13(Θ12), (∆⊗ 1)Θ = Θ13Ψ13(Θ23), (2.9)
Θ12Ψ12(Θ13)Θ23 = Θ23Ψ23(Θ13)Θ12, (2.10)
where Θ13, for example, denotes
∑
i ai ⊗ 1⊗ bi for Θ =
∑
i ai ⊗ bi as usual.
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For Θ−1, define (Θ−1)µ (µ ∈ Q+) as for Θ. Let us introduce Lˆ±(z) ∈
(MN (F )⊗ U∓)[[z±1]] and R(z) ∈ (MN (F )⊗MN (F ))[[z]] by
Lˆ+(z) =
∑
µ≥0
(ρ⊗ 1)(Θµ)z
(Λ0|µ)
d0 , Lˆ−(z) =
∑
µ≥0
(ρ⊗ 1)
(
((Θ21)
−1)µ
)
z
−
(Λ0|µ)
d0 ,
R(z) = (1⊗ ρ)L+(z). (2.11)
We further introduce L operators and R matrix by
Lˆ+(z) = Lˆ+(z)Tˆ −1, Lˆ−(z) = Tˆ Lˆ−(z),
R(z) = R(z)T−1 =
∑
n≥0
∑
1≤i1,i2,j1,j2≤N
R[n]i1j1i2j2Ei1i2 ⊗ Ej1j2z
n, (2.12)
where
Tˆ ±1 =
∑
1≤i≤N
Eii ⊗ k±ηi , T
±1 =
∑
1≤i,j≤N
q±((ηi|ηj)−(η1|η1))Eii ⊗ Ejj ,
and Eij is a matrix unit.
Finally we state the simple properties of R matrix, which we shall need in
the next section. Let (ρ˙,QN ) denote the representation of g′ = [g, g] obtained
by taking the limit q = 1 of ρ(·) ∈MN(F ). Let r(z) ∈ (ρ˙(g′)⊗Qρ˙(g′))[[z]] be the
trigonometric classical r matrix [21] of type g normalized by the condition that
the diagonal part of the z0 component of r(z) is
∑
1≤i,j≤N
(ηi|ηj)
2 Eii⊗Ejj(=: r0).
Let further A be the Q subalgebra of F consisting of the elements which have
no pole at q = 1.
Lemma 2.1
(1)R[0]i1j1i2j2 6= 0 only if i1 ≤ i2 and j1 ≥ j2
(2) ηi1 + ηj1 = ηi2 + ηj2 , i1 = i2 ⇔ j1 = j2 when R[n]
i1j1
i2j2
6= 0
(3)R(z) = 1− (q − q−1)(r(z)− r0) mod (q − q
−1)2(MN (A)⊗AMN (A))[[z]]
Proof. (3) Let rµ (µ > 0) be the elements of MN (Q) ⊗QMN(Q) uniquely
determined by the following conditions,
rαi = diρ˙(ei)⊗ ρ˙(fi) (0 ≤ i ≤ l),
[1⊗ ρ˙(ei), rµ] + [ρ˙(ei)⊗ 1, rµ−αi ] = 0 (µ 6= αi > 0, 0 ≤ i ≤ l),
[ρ˙(fi)⊗ 1, rµ] + [1⊗ ρ˙(fi), rµ−αi ] = 0 (µ 6= αi > 0, 0 ≤ i ≤ l),
M∑
k=1
(rµ)kM+1w˙ ⊗ 1QN = 0 (µ > 0) for g 6= A
(2)
2l , A
(2)
2l−1,
(tr ⊗ 1)(rµ) = 0 (µ > 0) for g = A
(2)
2l , A
(2)
2l−1,
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where w˙ = w|q=1. Then r(z) =
∑
µ≥0 rµz
(Λ0|µ)
d0 . Hence by considering the
equations from (2.7), (2.8) and (2.9) in the limit q = 1, the claim can be easily
proven by induction on htµ. In the case g = A
(2)
2l , A
(2)
2l−1, we also use (3.14)
below with lij [−n] = −Lˆ
+
ij [−n]/(q − q
−1). (In the nontwisted case, it is also
possible to use the multiplicative formula of Θ below. See [9, Section 6] and [22,
Section 1].)
3 L operator formalism
3.1
Let g, (ρ, V ), N , ηi (1 ≤ i ≤ N), R(z), M , ai (1 ≤ i ≤ M) and w as before.
Following [5], [6], [10], [23], let A = A(g) be the F algebra generated by L+ij [0]
(1 ≤ i ≤ j ≤ N), L−ij [0] (1 ≤ j ≤ i ≤ N), L
±
ij[∓n] (1 ≤ i, j ≤ N,n ∈ Z>0), C
±1
and D±1 with the relations
L±ii [0]L
∓
ii [0] = C
±1C∓1 = D±1D∓1 = 1 (3.1)
L±ii [0] = 1 for i such that ηi = 0 (3.2)
C±1 central (3.3)
DL±ij [∓n]D
−1 = q∓nL±ij [∓n] (3.4)
R12(Cz/w)L
+
1 (z)L
−
2 (w) = L
−
2 (w)L
+
1 (z)R12(C
−1z/w) (3.5)
R12(z/w)L
±
1 (z)L
±
2 (w) = L
±
2 (w)L
±
1 (z)R12(z/w) (3.6)
L±1 (a1z) · · ·L
±
M (aMz)w ⊗ 1 = w ⊗ 1 (3.7)
(G⊗ 1)L±(z)(G−1 ⊗ 1) = L±(−z) for g = D
(2)
l+1 (3.8)
Here L±(z) is defined in terms of the generating functions L±ij(z) =
∑
n≥0 L
±
ij [∓n]z
±n
as
L±(z) =
∑
1≤i,j≤N
Eij ⊗ L
±
ij(z) ∈ (MN (F )⊗A)[[z
±1]],
L±i (z) denotes L
±(z) whose matrix part acts on the i th space, and
G = diag(1, · · · , 1,−1) ∈MN (F ) for g = D
(2)
l+1.
It is well known and easy to check that A has the following Hopf algebra struc-
ture
∆(L+ij(z)) =
N∑
k=1
L+kj(C
−1
2 z)⊗ L
+
ik(z), ∆(L
−
ij(z)) =
N∑
k=1
L−kj(z)⊗ L
−
ik(C
−1
1 z),
∆(C±1) = C±1 ⊗ C±1, ∆(D±1) = D±1 ⊗D±1,
ǫ(L±ij(z)) = δij , ǫ(C
±1) = ǫ(D±1) = 1,
S(L±(z)) = t((tL±(Cz))−1), S(C±1) = C∓1, S(D±1) = D∓1, (3.9)
6
where C1 = C ⊗ 1, C2 = 1 ⊗ C and t denotes the matrix transpose in the first
space. It is also well known and easy to check that there is a surjective Hopf
algebra homomorphism φ : A → U defined by
L±(z) 7→ Lˆ±(z), C±1 7→ k±δ, D
±1 7→ k±Λ0/d0 .
In the next subsection, we shall show the injectivity of φ by the standard spe-
cialization argument at q = 1 [18], [22]. The only subtlety appears in the case
A
(2)
2l , A
(2)
2l−1.
3.2
Set
L+(z) = L+(z)T , L−(z) = T −1L−(z), T ±1 =
∑
1≤i≤N
Eii ⊗ L
∓
ii [0], (3.10)
and define the components L±ij [∓n] as before. We further define subalgebras of
A by
A± = 〈L∓ij [∓n]|1 ≤ i, j ≤ N,n ≥ 0〉, A
0 = 〈L±ii [0], C
±1, D±1|1 ≤ i ≤ N〉,
and, for µ ∈ Q, we set
A±µ = {x ∈ A
±|L−ii [0]xL
+
ii [0] = q
(ηi|µ)x (1 ≤ i ≤ N), DxD−1 = q
(Λ0|µ)
d0 x}.
Lemma 3.1 (1) L−kk[0]L
±
ij [∓n] = q
−(ηk|ηi−ηj)L±ij [∓n]L
−
kk[0].
(2) A0 is commutative.
(3)
∏N
i=1 L
±
ii [0]
ni
= 1 if
∑
i niηi = 0.
(4) A = A−A0A+.
Proof. (3) follows from (3.2) and the z0 components of (3.7) and (3.8).
Lemma 3.2 A± = ⊕µ∈Q+A
±
±µ and dimF A
±
±µ ≤ P(µ).
Proof. This can be proven as in [22, Proposition 1.13].
Let N be the F algebra generated by Lij [0] (1 ≤ i < j ≤ N) and Lij [−n]
(1 ≤ i, j ≤ N,n > 0) with the relations
R12(z/w)T
−1
12 L1(z)T12L2(w) = L2(w)T12L1(z)T
−1
12 R12(z/w) (3.11)
L1(a1z)T12L2(a2z)T
−1
12 · · ·T1;MLM (aMz)T
−1
1;Mw ⊗ 1 = w ⊗ 1 (3.12)
(G⊗ 1)L(z)(G−1 ⊗ 1) = L(−z) for g = D
(2)
l+1 (3.13)
where T1;k = T1k · · ·Tk−1 k, and L(z) are defined as L+(z) with Lii[0] = 1.
Next let NA be the A algebra generated by lij [0] (1 ≤ i < j ≤ N) and lij [−n]
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(1 ≤ i, j ≤ N,n > 0) with the following relations. Let l(z) be defined as before
with lii[0] = 0. Firstly substitute L(z) = 1− (q − q−1)l(z) into (3.11–3.13) and
then divide (3.11) by (q − q−1)2 and the rest by q − q−1. We take the thus
obtained equations as the defining relations of NA. In the case g = A
(2)
2l , A
(2)
2l−1,
we impose another relation,
tr l(a2z)− tr l(a
−1
2 z)
q − q−1
= tr l˜(z)2 − tr l(z)2 +
(q − q−1) ×
(
tr l(z)2l˜(a2z)− tr l(a
−1
2 z)l˜(z)
2
)
(3.14)
where l˜(z) =
∑
n≥0
∑
ij Eij ⊗
ui
uj
q(ηi|ηi−ηj)lN+1−j N+1−i[−n]zn (see Appendix
A.3 for the ui) and tr denotes the trace of the matrix part. Finally let n
− be
the subalgebra of g generated by the fi in the notations of [16] and U(n
−) its
enveloping algebra. U(n−) can be defined by the generators lij [0] (1 ≤ i < j ≤
N), lij [−n] (1 ≤ i, j ≤ N,n > 0) and the relations
[r12(z/w), l1(z) + l2(w)] + [l1(z), l2(w)] + [(r0)12, l1(z)− l2(w)] = 0,
l(z)(J˙ ⊗ 1) + (J˙ ⊗ 1) tl(σz) = 0 for g 6= A
(1)
l ,
tr l(z) = 0 for g = A
(1)
l , A
(2)
2l , A
(2)
2l−1,
(G⊗ 1)l(z)(G−1 ⊗ 1) = l(−z) for g = D
(2)
l+1, (3.15)
where J˙ = J |q=1. (See [16, Chapters 7 and 8].)
Set NF = NA ⊗A F and NQ = NA ⊗A Q, where A acts on F naturally
and on Q via q 7→ 1. In the case g = A
(2)
2l , A
(2)
2l−1, (3.14) follows from (3.12) in
N . Thanks to Lemma 2.1 (3), in the limit q = 1 the relations of NA reduce to
(3.15), cf. [6], [23]. Therefore
NF ≃ N (lij [−n]⊗ 1 7→ −Lij [−n]/(q − q
−1)),
NQ ≃ U(n
−) (lij [−n]⊗ 1 7→ lij [−n]). (3.16)
As easily checked, NA is a Q–graded algebra by assigning ηj − ηi − nδ ∈ Q
to lij [−n] and each homogeneous subspace (NA)µ (µ ∈ Q) is finitely generated
over A. Moreover there is a surjective F algebra homomorphism from N to
A− which maps Lij [−n] to L
+
ij [−n]. Therefore, thanks to (3.16) we obtain
dimF A
−
−µ ≤ dimF (NA)−µ ⊗AF ≤ dimQ (NA)−µ ⊗AQ = P(µ).
Theorem 3.1 For g = A
(1)
l , B
(1)
l , C
(1)
l , D
(1)
l , A
(2)
2l , A
(2)
2l−1, D
(2)
l+1, φ : A(g) →
UΓq (g) is a Hopf algebra isomorphism.
Proof. Clearly φ(A0) = U0 and φ(A±±µ) = U
±
±µ. Since Γ = ⊕
l
i=1Zηi ⊕ Zδ ⊕
ZΛ0/d0, Proposition 2.1 (2), Eq. (3.1) and Lemma 3.1 (2) (3) show that φ|A0 is
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injective. Proposition 2.1 (3) and Lemma 3.2 prove that φ|A± : A
± → U± are
isomorphisms. Hence Proposition 2.1 (1) and Lemma 3.1 (4) yield the claim.
Remark. In the case g = A
(1)
l , we can replace (3.7) in the definition of A(g) by
the following well known conditions for quantum determinants,∑
γ∈Sl+1
(−q)l(γ)L±1 γ(1)(a1z) · · ·L
±
l+1 γ(l+1)(al+1z) = 1
where l(γ) denotes the length function of Sl+1. For the above relation is con-
tained in (3.7) and is sufficient to give Lemma 3.1 (3) and tr l(z) = 0 in (3.15).
4 Multiplicative formula of Θ
4.1
In this section, we shall consider nontwisted affine Kac–Moody algebra g. In
this subsection, for completeness and a later purpose, we review the result by
Beck [9] on the isomorphism of U and Drinfeld’s realization D (see below).
We slightly change the notations in order to do without the square root of the
central element.
Let P¯∨ = ⊕li=1Zω
∨
i be the coweight lattice of g¯ and Q¯
∨ = ⊕li=1Zα
∨
i the
coroot lattice. Let W and W be the Weyl groups of g¯ and g, respectively. Set
W˜ =W |× P¯∨, where W acts on P¯∨ naturally. W˜ is known to be isomorphic to
Π|×W . Here Π is the subgroup of the Dynkin diagram automorphism isomorphic
to P¯∨/Q¯∨, and π ∈ Π acts on si, a simple reflection with respect to αi, as
πsiπ
−1 = sπ(i). W˜ acts on Q. In particular, x ∈ P¯
∨ acts on α ∈ Q as
x(α) = α− (α|x)δ.
Let Ti (0 ≤ i ≤ l) [14] and Tπ (π ∈ Π) be the automorphisms of U ′ defined
by
Ti(ei) = −fiki, Ti(fi) = −k
−1
i ei, Ti(kλ) = ksi(λ)
Ti(ej) = ad(e
(−aij)
i ) · ej , Ti(fj) = fj · a˜d(f
(−aij)
i ) (i 6= j)
Tπ(ei) = eπ(i), Tπ(fi) = fπ(i), Tπ(kαi) = kαπ(i)
where ad (resp. a˜d) is a left (resp. right) adjoint action defined by
ad(x) · y =
∑
x(1)yS(x(2)), y · a˜d(x) =
∑
S(x(1))yx(2)
for x, y ∈ U and ∆(x) =
∑
x(1) ⊗ x(2). For w˜ ∈ W˜ , we say an expression
w˜ = πsi1 · · · sin (π ∈ Π) is reduced if si1 · · · sin is so in W . For any reduced
expression w˜ = πsi1 · · · sin , we can set Tw˜ = TπTi1 · · ·Tin . Then Tw˜ (w˜ ∈ W˜ )
gives a Braid group action on U ′. Let Ω be the Q algebra anti–automorphism
of U ′ defined by
ei 7→ fi, fi 7→ ei, kλ 7→ k−λ, q 7→ q
−1.
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This satisfies ΩTw˜ = Tw˜Ω.
Fix o(i) ∈ {−1, 1} (1 ≤ i ≤ l) such that o(i) = −o(j) if aij < 0. Let us
define x
(±)
i,k and hi,r ∈ U (1 ≤ i ≤ l, k ∈ Z, r ∈ Z− {0}) by
x
(+)
i,k = o(i)
kT−kω∨
i
(ei), x
(−)
i,k = Ω(x
(+)
i,−k), (4.1)
k∓1i exp
(
∓(qi − q
−1
i )
∑
r>0
hi,∓rz
±r
)
=
∑
r≥0
φ±i,∓rz
±r (4.2)
where
φ−i,0 = ki, φ
−
i,r = (qi − q
−1
i )krδ[ei, x
(−)
i,r ] (r > 0)
φ+i,−r = Ω(φ
−
i,r) (r ≥ 0) (4.3)
Let D = D(g) [4] be the F algebra generated by x
(±)
i,k , hi,r, k
±1
i , C
±1, D±1
(1 ≤ i ≤ l, k ∈ Z, r ∈ Z− {0}) with the relations,
k±1i k
∓1
i = C
±1C∓1 = D±1D∓1 = 1 (4.4)
C±1 central (4.5)
[ki, kj ] = [ki, D] = [ki, hj,r] = 0, (4.6)
[hi,r, hj,s] = δr+s,0
[raij ]i
r
Cr − C−r
qj − q
−1
j
, (4.7)
kix
(±)
j,k k
−1
i = q
±(αi|αj)x
(±)
j,k , (4.8)
Dx
(±)
i,k D
−1 = qkx
(±)
i,k , Dhi,rD
−1 = qrhi,r, (4.9)
[hi,r, x
(±)
j,k ] = ±
[raij ]i
r
C
r∓|r|
2 x
(±)
j,r+k, (4.10)
[x
(+)
i,m, x
(−)
j,n ] =
δij
qi − q
−1
i
(
C−nφ−i,m+n − C
−mφ+i,m+n
)
, (4.11)
x
(±)
i,m+1x
(±)
j,n − q
±(αi|αj)x
(±)
j,n x
(±)
i,m+1
= q±(αi|αj)x
(±)
i,mx
(±)
j,n+1 − x
(±)
j,n+1x
(±)
i,m, (4.12)
Symm1,···,mr
r∑
s=0
(−1)s
[r]i!
[s]i![r − s]i!
×
x
(±)
i,m1
· · ·x
(±)
i,ms
x
(±)
j,n x
(±)
i,ms+1
· · ·x
(±)
i,mr
= 0, (i 6= j, r = 1− aij) (4.13)
where φ±i,∓r (r ≥ 0) are expressed in terms of k
±1
i and hi,r’s by (4.2).
Theorem 4.1 ([9]) For nontwisted affine Kac–Moody algebra g, there exists
an algebra isomorphism ψ : D(g)→ UΣq (g) determined by
x
(±)
i,k 7→ x
(±)
i,k , hi,r 7→ hi,r, k
±1
i 7→ k
±1
i , C
±1 7→ k±δ, D
±1 7→ k±Λ0/d0 .
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4.2
In this subsection, we shall write down the multiplicative formula of Θ, following
the approach by Beck [9], [13] and Lusztig [14]. Most of the necessary results
have already been obtained by them.
Firstly we shall describe their results. Fix x = ω∨jm · · ·ω
∨
j1
∈ Q¯∨ ⊂ W such
that (x|αi) > 0 (1 ≤ i ≤ l). Let sin · · · si1 be its reduced expression obtained
by the concatenation of the reduced presentations of ω∨jk ’s and canceling the
elements of Π. Let us define βk (k ∈ Z) by
βk = si1 · · · sik−1(αik), βk+rn = x
−r(βk) (r ≥ 0), βk−rn = x
r(−βk) (r > 0)
where 1 ≤ k ≤ n. Then they are distinct and run over the whole set of positive
real roots of g. Moreover βk is a positive (resp. negative) root of g¯ mod Zδ if
k > 0 (resp. k ≤ 0). We define Ek ∈ U
+
βk
and Fk ∈ U
−
−βk
(k ∈ Z) by
Ek+rn = T
−r
x T
−1
i1
· · ·T−1ik−1(eik) (1 ≤ k ≤ n, r ≥ 0)
Ek−rn = kβk−rnT
r
xT
−1
i1
· · ·T−1ik−1(fik) (1 ≤ k ≤ n, r > 0)
Fk = Ω(Ek) (4.14)
and set
Em = (Em11 E
m2
2 · · ·)
∏
1≤i≤l
r>0
h
mi,r
i,r (· · ·E
n−1
−1 E
m0
0 )
Fm = (Fm11 F
m2
2 · · ·)
∏
1≤i≤l
r>0
h
mi,r
i,−r .(· · ·F
m−1
−1 F
m0
0 ) (4.15)
Here hi,±r ∈ U
±
±rδ (r > 0) is defined in (4.2), and m = (mk,mj,r)k∈Z,r>0,1≤j≤l
is a family of nonnegative integers such that all vanish except for a finite number
of them. For k ∈ Z we let k¯ denote the integer which is between 1 and n, and
equal to k mod n. Finally, let ( , ) : U≥0×U≤0 → F be the Hopf pairing [2], [20,
Proposition 2.1.1] determined by bilinearity and the following,
(kλ, kµ) = q
−(λ|µ), (ei, kλ) = (kλ, fi) = 0, (ei, fj) = −δij/(qi − q
−1
i ),
(x, y1y2) = (∆(x), y1 ⊗ y2), (x1x2, y) = (x2 ⊗ x1,∆(y))
(x, x1, x2 ∈ U
≥0, y, y1, y2 ∈ U
≤0) (4.16)
[13, Proposition 3] and [14, Proposition 40.2.4] give
Proposition 4.1 [13], [14]
(1){Em} and {Fm} form a basis of U+ and U−, respectively.
(2)(Em, Fn) = (
∏
1≤i≤l
r>0
h
mi,r
i,r ,
∏
1≤i≤l
r>0
h
ni,r
i,−r)×
∏
k∈Z δmk,nk(e
mk
ik¯
, fmkik¯ ).
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Therefore we have only to show the following. For r ∈ Z>0, let (Cij(r))1≤i,j≤l
be the inverse matrix of
(
[raij ]i(q − q
−1)
r(qj − q
−1
j )
)
1≤i,j≤l
and set h˜i,−r =
∑l
j=1 Cij(r)hj,−r .
Lemma 4.1
(
∏
i,r
h
mi,r
i,r ,
∏
i,r
h˜
ni,r
i,−r) =
∏
i,r
δmi,r,ni,rmi,r!
(
−1
q − q−1
)mi,r
Proof. Let 〈 , 〉 : U × U → F (q1/2) be the Killing form introduced in [20]. This
form is bilinear and has the following properties
〈ad(u) · v1, v2〉 = 〈v1, v2 · a˜d(u)〉 (u, v1, v2 ∈ U) (4.17)
〈xkλ, ykµ〉 = (x, y)q
−(λ|µ)/2 (x ∈ U+, y ∈ U−) (4.18)
〈U≥0U−−µ, U
≤0〉 = {0} (µ > 0) (4.19)
In particular, (4.18) implies that 〈x, ykλ〉 is independent of λ ∈ Σ if x ∈ U+ and
y ∈ U≤0. Since h˜i,−r ∈ U
−
−rδ [9],
∆(h˜i,−r) = 1⊗ h˜i,−r + h˜i,−r ⊗ k−rδ mod
⊕
rδ>β>0
U−−(rδ−β) ⊗ U
−
−βU
0
Noting the above and (4.7), we obtain from (4.17) with u = h˜j,−s, v1 =∏
i,r h
mi,r
i,r and v2 =
∏
i,r h˜
ni,r
i,−r · kλ,
(q−(λ|sδ) − 1){(
∏
i,r
h
mi,r
i,r , h˜j,−s
∏
i,r
h˜
ni,r
i,−r)
+
mj,s
q − q−1
(h
mj,s−1
j,s
∏
(i,r) 6=(j,s)
h
mi,r
i,r ,
∏
i,r
h˜
ni,r
i,−r)} =
∑
sδ>β≥0
q−(λ|β)xβ
Here xβ ’s are the elements of F independent of λ. Since the above equality
holds for any λ ∈ Σ, the inside of the curly bracket vanishes. From this, the
lemma follows.
The following is essentially due to Beck and Lusztig, cf. [24], [12], [8], [25].
Set
Θ0 = exp
(
−(q − q−1)
∑
1≤i,j≤l
r>0
Cij(r)hi,r ⊗ hj,−r
)
,
Θ+ = Θ1Θ2 · · · , Θ
− = · · ·Θ−1Θ0, (4.20)
where
Θk =
∑
m≥0
(−1)mq
−m(m−1)
2
i
(qi − q
−1
i )
m
[m]i!
Emk ⊗ F
m
k (i = ik¯).
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Proposition 4.2 (1) Θ = Θ+Θ0Θ−.
(2) Let i ∈ {1, · · · , l}. If βk = αi + mδ (k > 0, m ≥ 0), then Ek ⊗ Fk =
x
(+)
i,m⊗x
(−)
i,−m. If βk = −αi+mδ ( k ≤ 0, m > 0), then Ek⊗Fk = Ψ(x
(−)
i,m⊗x
(+)
i,−m).
Proof. (1) Since Θµ is the canonical element of ( , )|U+µ ×U−−µ
[2], [20], the
claim follows from Proposition 4.1 and Lemma 4.1.
(2) Let xi denote ei or fi. When 1 ≤ k ≤ n, T
−1
i1
· · ·T−1ik−1(xik ) = T
−1
ω∨
j1
· · ·T−1ω∨
jr−1
×T−1p1 · · ·T
−1
ps−1(xps) for some r, s, where πspt · · · sp1 is the reduced expression
of ω∨jr . Since the set {sp1 · · · sps−1(αps)|1 ≤ s ≤ t} contains only αp1 = αjr as a
root of the form±αi+mδ (1 ≤ i ≤ l,m ≥ 0), (2) follows from Tω∨
i
Tω∨
j
= Tω∨
j
Tω∨
i
and Tω∨
i
xj = xj (1 ≤ i 6= j ≤ l) [9].
5 L operators and Drinfeld’s generators
In the rest of the paper, we shall consider only g = A
(1)
l , B
(1)
l , C
(1)
l , D
(1)
l . Let
L±(z) = L±,u(z)L±,d(z)L±,l(z) be the unique decomposition of the L operators
such that L±,a(z) ∈ (MN (F )⊗A)[[z±1]] ≃ MN(A[[z±1]]) (a = u, d, l), L±,d(z)
is diagonal, and L±,u(z) (resp. L±,l(z)) is upper (resp. lower) triangular with
identity elements on the diagonal [10]. For Θa (a = ±, 0), define ((Θa)±1)µ
(µ ∈ Q+) as for Θ. Let us introduce Lˆ±,a(z) ∈ (MN (F )⊗U)[[z±1]] (a = u, d, l)
by
Lˆ+,u(z) = Lˆ+,u(z), Lˆ+,d(z) = Lˆ+,d(z)Tˆ −1, Lˆ+,l(z) = Tˆ Lˆ+,l(z)Tˆ −1,
Lˆ−,u(z) = Tˆ Lˆ−,u(z)Tˆ −1, Lˆ−,d(z) = Tˆ Lˆ−,d(z), Lˆ−,l(z) = Lˆ−,l(z),(5.1)
where
Lˆ+,a(z) =
∑
µ≥0
(ρ⊗1)(Θa
′
µ )z
(Λ0|µ)
d0 , Lˆ−,a(z) =
∑
µ≥0
(ρ⊗1)
(
((Θa
′′
21 )
−1)µ
)
z
−
(Λ0|µ)
d0 ,
and u′ = l′′ = +, d′ = d′′ = 0 and l′ = u′′ = − in the last equations. Noting the
property of βk as a root of g¯ mod Zδ and the weight of hi,r, we obtain
Lemma 5.1 If we identify A with U by the map φ, L±,a(z) = Lˆ±,a(z).
This, together with Proposition 4.2 and Theorem 4.1, gives the relation
between the L operators and Drinfeld’s generators. Before we state the results,
we prepare some notations. For 1 ≤ i ≤ l , set
e+i (z) =
∑
m>0
x
(+)
i,−mz
m, f+i (z) =
∑
m≥0
x
(−)
i,−mz
m, φ+(z) =
∑
m≥0
φ+−mz
m,
e−i (z) =
∑
m≥0
x
(+)
i,mz
−m, f−i (z) =
∑
m>0
x
(−)
i,mz
−m, φ−(z) =
∑
m≥0
φ−mz
−m.
(5.2)
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Let ρ±(xi) (x = e, f) denote the expressions x
±
i in Appendix A.2. Let further
ǫ(i) (1 ≤ i ≤ N) denote i for ǫ = + and N + 1 − i for ǫ = −. For L±,a(z)
(a = u, l), let ≡ denote the equality modulo ⊕′i,j(FEij ⊗ A)[[z
±1]], where the
sum is taken over i, j such that ηi − ηj 6= 0, ǫαk (1 ≤ k ≤ l, ǫ = + for a = u,
= − for a = l). Finally, define b ∈ F× by −o(l)b = q−(l+1) for g = A
(1)
l ,
= x/y × q
−h∨/2
0 (see (A.3) for x and y) for g = B
(1)
l and = q
−h∨/2
0 for g = C
(1)
l ,
D
(1)
l . (b is an inessential constant determined by the correspondence between
the ej and x
(−)
i,1 .)
By direct calculations, we obtain
Theorem 5.1 Let g be A
(1)
l , B
(1)
l , C
(1)
l or D
(1)
l . If we identify D(g) with the
subalgebra of A(g) via (τb ◦ φ)−1|UΣq (g) ◦ ψ, the following holds.
(1) g = A
(1)
l :
∓(L±,u(z)− 1) ≡ (q − q−1)
∑
1≤i≤l
ρ(ei)⊗ f
±
i (q
iC−
1∓1
2 z)
∓(L±,l(z)− 1) ≡ (q − q−1)
∑
1≤i≤l
ρ(fi)⊗ e
±
i (q
iC−
1±1
2 z)
L±,dii (z)L
±,d
i+1 i+1(z)
−1 = φ±i (q
iz) (1 ≤ i ≤ l)
(2) g = B
(1)
l , C
(1)
l , D
(1)
l :
∓(L±,u(z)− 1) ≡
∑
1≤i≤l−1
ǫ=±
(qi − q
−1
i )ρǫ(ei)⊗ f
±
i (q
ǫi
i q
−ǫh∨/2
0 C
− 1∓12 z)
+(ql − q
−1
l ) ×
{ ∑
ǫ=± ρǫ(el)⊗ f
±
l (q
ǫ
lC
− 1∓12 z) for g = B
(1)
l
ρ(el)⊗ f
±
l (C
− 1∓12 z) for g = C
(1)
l , D
(1)
l
∓(L±,l(z)− 1) ≡
∑
1≤i≤l−1
ǫ=±
(qi − q
−1
i )ρǫ(fi)⊗ e
±
i (q
ǫi
i q
−ǫh∨/2
0 C
− 1±12 z)
+(ql − q
−1
l ) ×
{ ∑
ǫ=± ρǫ(fl)⊗ e
±
l (q
ǫ
lC
− 1±12 z) for g = B
(1)
l
ρ(fl)⊗ e
±
l (C
− 1±12 z) for g = C
(1)
l , D
(1)
l
L±,dǫ(i) ǫ(i)(z)
ǫL±,dǫ(i+1) ǫ(i+1)(z)
−ǫ = φ±i (q
ǫi
i q
−ǫh∨/2
0 z) (1 ≤ i ≤ l − 1, ǫ = ±)
L±,dǫ(l) ǫ(l)(z)
ǫL±,dǫ(l+1) ǫ(l+1)(z)
−ǫ = φ±l (q
ǫ
l z) (ǫ = ±) for g = B
(1)
l
L±,dll (z)L
±,d
l+1 l+1(z)
−1 = φ±l (z) for g = C
(1)
l
L±,dl−1 l−1(z)L
±,d
l+1 l+1(z)
−1 = L±,dll (z)L
±,d
l+2 l+2(z)
−1 = φ±l (z) for g = D
(1)
l
Remark. In [25], another Hopf structure of quantum group found by Drinfeld
is shown to be obtained by the twisting by F = (Θ+21)
−1 (in our notation). The
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above correspondence between the L operators and Drinfeld’s generators gives
an intuitive explanation of its comultiplication formula as follows. After the
twist, ΘF = Θ0Θ−Ψ(Θ+21). Define Lˆ
±,F(z) for ΘF as before. Then Lˆ+,F(z) =
Lˆ+,d(z)Lˆ+,l(z)Lˆ−,l(k−δz)
−1 and Lˆ−,F(z) = Lˆ+,u(k−δz)
−1Lˆ−,u(z)Lˆ−,d(z). These
have the lower and upper triangular forms, respectively, and satisfy the comul-
tiplication formula in (3.9) for ∆F(·) = F∆(·)F−1. From this, the comultipli-
cation formula for Drinfeld’s generators easily follows. The above argument is
formal, but the justification would be possible.
A Appendix U ′ module (ρ, V ) and w
A.1 N and η = (η1, · · · , ηN)
We set ǫi = pω1 − (α1 + · · ·αi−1) (1 ≤ i ≤ l). (Note that in the case g = D
(1)
l ,
vl and vl+1 can be interchanged.)
(1)A
(1)
l (l ≥ 1) : N = l + 1, η = (ǫ1, · · · , ǫl,−
l∑
i=1
ǫi)
(2)B
(1)
l (l ≥ 3), A
(2)
2l (l ≥ 1) : N = 2l + 1, η = (ǫ1, · · · , ǫl, 0,−ǫl, · · · ,−ǫ1)
(3)C
(1)
l (l ≥ 2), A
(2)
2l−1 (l ≥ 3), D
(1)
l (l ≥ 4) : N = 2l, η = (ǫ1, · · · , ǫl,−ǫl, · · · ,−ǫ1)
(4)D
(2)
l+1 (l ≥ 2) : N = 2l+ 2, η = (ǫ1, · · · , ǫl, 0,−ǫl, · · · ,−ǫ1, 0)
A.2 (ρ, V )
We give the matrix representations of ei and fi (0 ≤ i ≤ l) with repect to the
basis v1, · · · , vN . Eij is a matrix unit and tfi denotes the transpose of fi. x
Bl
i
and xCli (x = e, f , 1 ≤ i ≤ l) below stand for the expressions xi given for B
(1)
l
and C
(1)
l , respectively.
(1)A
(1)
l : ei = Ei i+1 =
tfi (1 ≤ i ≤ l), e0 = EN1 =
tf0 (A.1)
(2)B
(1)
l , C
(1)
l , D
(1)
l :
(i) 1 ≤ i < l : ei = e
+
i + e
−
i , fi = f
+
i + f
−
i ,
e+i = Ei i+1 =
tf+i , e
−
i = −EN−i N+1−i =
tf−i , (A.2)
(ii) i = l, 0 :
B
(1)
l : el = e
+
l + e
−
l , fl = f
+
l + f
−
l ,
x−1e+l = El l+1 = y
−1tf+l , x
−1e−l = −El+1 l+2 = y
−1tf−l
e0 = EN−1 1 − EN 2 =
tf0
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x, y ∈ A such that xy = [2]l (A.3)
C
(1)
l : el = El l+1 =
tfl, e0 = EN1 =
tf0 (A.4)
D
(1)
l : el = El−1 l+1 − El l+2 =
tfl,
e0 = EN−1 1 − EN2 =
tf0 (A.5)
(3)A
(2)
2l : xi =Mx
Bl
i M
−1 (x = e, f, 1 ≤ i ≤ l)
e0 = EN1 =
tf0
M = diag(
l+1︷ ︸︸ ︷
1 · · · 1,−1, 1, · · · , (−1)l) (A.6)
(4)A
(2)
2l−1 : xi =Mx
Cl
i M
−1 (x = e, f, 1 ≤ i ≤ l)
e0 = EN−1 1 + EN2 =
tf0
M = diag(
l+1︷ ︸︸ ︷
1 · · · 1,−1, 1, · · · , (−1)l−1) (A.7)
(5)D
(2)
l+1 : xi = x
Bl
i (x = e, f, 1 ≤ i ≤ l)
x−1e0 = EN1 + EN−1N = y
−1tf0
x, y ∈ A such that xy = [2]0 (A.8)
A.3 w
(1) g = A
(1)
l : w =
∑
γ∈Sl+1
(−q)l(γ)vγ(1) ⊗ · · · ⊗ vγ(l+1).
(l(γ) : length function)
(2) g 6= A
(1)
l : w =
∑
1≤i,j≤N
Jijvi ⊗ vj ,
Jij = uiδi+j,N+1 for g 6= D
(2)
l+1,= uiδi+j,N + uNδiN δjN for g = D
(2)
l+1.
List of (u1, · · ·uN)
(i)B
(1)
l : (q
−(2l−1), · · · , q−3, q−1, q, q, q3, · · · , q2l−1)
(ii)C
(1)
l : (−q
−l, · · · ,−q−2,−q−1, q, q2, · · · , ql)
(iii)D
(1)
l : (q
−(l−1), · · · , q−1, 1, 1, q, · · · , ql−1)
(iv)A
(2)
2l : ((−1)
lq−(2l−1), · · · , q−3,−q−1, q,−q, q3, · · · , (−1)lq2l−1)
(v)A
(2)
2l−1 : ((−1)
lq−l, · · · , q−2,−q−1, q,−q2, · · · , (−1)l−1ql)
(vi)D
(2)
l+1 : (q
−(2l−1), · · · , q−3, q−1, q, q, q3, · · · , q2l−1,−q)
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