For a graph G, let χ(G) denote the chromatic number. In graph theory, the following famous conjecture posed by Hedetniemi has been studied: For two graphs G and H, χ(G × H) = min{χ(G), χ(H)}, where G × H is the tensor product of G and H. In this paper, we give a reduction of Hedetniemi's conjecture to an inclusion relation problem on ideals of polynomial rings, and we demonstrate computational experiments for partial solutions of Hedetniemi's conjecture along such a strategy using Gröbner basis.
The product operations of graphs have been widely studied because they can produce important illustrations for many graph properties. The readers might find many interesting results in, for example, [11] . In the deep studies for products, some primitive (but essential) problems and conjectures were posed. In this paper, we focus on a classical conjecture concerning the chromatic number of a product of graphs. Let G and H be two graphs. The tensor product G × H of G and H is the (1) are in Section 4. In Subsection 4.1, we reduce Conjecture 1 to a problem concerning graphs with the criticality for chromatic numbers. Using the reduction, we further reduce the conjecture to an inclusion relation problem on ideals of polynomial rings in Subsection 4.2. In Subsection 4.3, more feasible reductions for computer analysis are considered. In Section 5, we give computational experiments along the strategy developed in Section 4.
Preliminary results
In this section, we list some useful results for our argument.
Theorem A (Burr, Erdős and Lovász [4] ) Let k ≥ 2 be an integer. Let G and H be graphs with χ(G) = χ(H) = k, and suppose that each vertex of G belongs to a (k − 1)-clique of G. Then
Theorem B (Duffus, Sands and Woodrow [7] ; Welzl [17] ) Let k ≥ 2 be an integer. Let G and H be graphs with χ(G) = χ(H) = k, and suppose that both G and H contain (k − 1)-cliques.
Then χ(G × H) = k.
As we mentioned in Section 1, the criticality for chromatic number plays a crucial role in this paper. Thus we next focus on such a concept and related results.
A graph G is said to be k-critical if χ(G) = k and χ(G ′ ) ≤ k − 1 for all subgraphs G ′ of G with G ′ = G. In many papers, edge-critical graphs (i.e., graphs G with χ(G − e) ≤ χ(G) − 1 for all e ∈ E(G)) and vertex-critical graphs (i.e., graphs G with χ(G − u) ≤ χ(G) − 1 for all u ∈ V (G)) are individually considered. Note that the concept of critical graphs defined above contains such two criticality concepts. It is clear that K k is the unique k-critical graph if k ∈ {1, 2}. Furthermore, a graph is 3-critical if and only if the graph is an odd cycle. On the other hand, nobody knows an explicit characterization of 4-critical graphs, and 4-critical graphs have been studied.
For two vertex-disjoint graphs G 1 and G 2 , the join of G 1 and G 2 , denoted by G 1 +G 2 , is obtained from G 1 and G 2 by joining each vertex of G 1 to all vertices of G 2 . A graph G is decomposable if the complement G of G is disconnected. A non-decomposable graph is said to be indecomposable. We can easily verify that a k-critical graph G is decomposable if and only if G is the join of a k 1 -critical graph G 1 and a k 2 -critical graph G 2 with k 1 + k 2 = k. On the other hand, indecomposable critical graphs have many vertices as follows (here the second statement was proved by Gallai [9] ):
Theorem C (Stehlík [15] ) Let k ≥ 3 be an integer, and let G be an indecomposable k-critical graph. Then for any u ∈ V (G), G − u has a proper (k − 1)-coloring such that every color class contains at least two vertices. In particular, |V (G)| ≥ 2k − 1.
Furthermore, the following result closely related to the k-criticality is well-known and we can find it in many textbooks of graph theory (for example, in [3, Theorem 14.7] ).
Theorem D For a positive integer k, every k-critical graph G satisfies δ(G) ≥ k − 1.
Hedetniemi's conjecture for small graphs
In this section, we focus on small graphs G and H satisfying Conjecture 1 and finally prove the following theorem. (8, 9) , (8, 10) , (9, 8) , (10, 8) }.
Then χ(G × H) = k. We can refine the latter case as follows. (Here, for a graph H, we regard K 0 + H as H.) 
where H 0 denotes the graph depicted in Figure 1 .
The following theorem is a useful tool in the proof of our argument.
Theorem E (Chvátal [5] ; Jensen and Royle [12] )
We first prove that K k is the unique k-critical graph of order at most k + 1.
Lemma 3.3 Let k ≥ 1 be an integer, and let G be a k-critical graph of order at most k + 1. Then
Proof. It is clear that if |V (G)| ≤ k, then G = K k . Thus it suffices to show that |V (G)| = k + 1.
By way of contradiction, suppose that |V (G)| = k + 1. Let c be a proper k-coloring of G. We may assume that |c −1 (i)| = 1 for every i (1 ≤ i ≤ k − 1) (and so |c −1 (k)| = 2). Note that
, then the mapping
is a proper (k − 1)-coloring of G, which contradicts the fact that χ(G) = k. Thus, without loss of generality, we may assume that
Then G − v 2 is a complete graph of order k, and so χ(G − v 2 ) = k, which contradicts the fact that G is k-critical.
Let A 4 be the family of 4-critical graphs of order 7. Then every k-critical graph with at most k + 3 vertices can be characterized as follows. 
Proof. The "if" part is trivial. Thus we show the "only if" part. Since a graph is 3-critical if and only if it is an odd cycle, the lemma holds for k = 3. Thus we may assume that k ≥ 4.
Claim 3.1 Let l ≥ 4 be an integer, and let H be an l-critical graph of order at most l + 3. Then either (l, |V (H)|) = (4, 7) or H = K l−l 0 + H ′ for an l 0 -critical graph H ′ with 1 ≤ l 0 ≤ l − 1.
Proof. Note that |V (H)| ≤ l + 3 and l + 3 ≤ 2l − 1 (i.e. l ≥ 4) holds by our assumption. Hence, we have |V (H)| ≤ l + 3 ≤ 2l − 1 and all the equalities hold if and only if (l, |V (H)|) = (4, 7). Thus, to prove the claim, we may assume |V (H)| < 2l − 1. Then by Theorem C, H is decomposable, and hence H = H 1 + H 2 for an l 1 -critical graph H 1 and l 2 -critical graph H 2 with l 1 + l 2 = l. If both H 1 and H 2 are non-complete, then it follows from Lemma 3.3 that |V (H i )| ≥ l i + 2 (i ∈ {1, 2}), and so |V (H)| = |V (H 1 )| + |V (H 2 )| ≥ (l 1 + 2) + (l 2 + 2) > l + 3, which is a contradiction. Thus we may assume that H 1 is complete. Then H 1 = K l 1 = K l−l 2 , as desired.
By Lemma 3.3, we may assume that |V (G)| ∈ {k + 2, k + 3}, and so G is non-complete. If (k, |V (G)|) = (4, 7), then (iii) holds. Thus we may assume that (k, |V (G)|) = (4, 7). Then by
Choose k 0 and G ′ so that |V (G ′ )| is as small as possible.
In the case k 0 ≤ 3, since G ′ is non-complete, k 0 = 3 and G ′ is an odd cycle of order at least
|V (G)| = k + 2 and |V (G ′ )| = 5, i.e., G = K k−3 + C 5 , which implies (ii).
If the latter holds, then G is the join of a complete graph of order k − k 1 and G ′′ , which contradicts the choice of k 0 and G ′ . Thus (k 0 , |V (G ′ )|) = (4, 7), i.e., G is the join of K k−k 0 (= K k−4 ) and G ′ belonging to A 4 , which implies (iii).
We will use Lemma 3.4 to prove Theorem 3.1. We can verify that A 4 consists of graphs H 0 , H 1 , . . . , H 6 depicted in Figure 1 , and so Lemma 3.4 gives a complete characterization of small k-critical graphs. However, the characterization of A 4 might be proved by tedious argument (or computer search), and so we omit the detail. Indeed, in order to prove Theorem 3.1, it suffices to prove a more restricted characterization as follows. Proof. By Theorem D, we have
Suppose that G contains no triangle. Since G has no proper 2-coloring, G contains an odd cycle of order at least 5. This together with (2) implies that G contains an induced odd cycle C of order
is adjacent to two consecutive vertices on C, and so G contains a triangle, which contradicts the assumption that G contains no triangle.
is as large as possible. By the definition of u, we have dist G (u, V (T )) ≥ 1. 
which contradicts the choice of T . Thus, without loss of generality, we may
Then c is a proper 3-coloring of G because {u, v 2 , x} and N G (u) are independent sets of G, which is a contradiction. Thus we may assume that dist G (u, V (T )) ≥ 2.
of order 4, and so χ(G − u) ≥ 4, which contradicts the 4-criticality of G. Since δ(G) ≥ 3, this implies
By the symmetry, we may assume that
Then we can easily verify that c ′ is a proper 3-coloring of G, which is a contradiction. Thus 
Proof. The "only if" part is trivial. Thus we show the "if" part. We suppose that
We first assume that min{|V (G ′ )|, |V (H ′ )|} ≤ k + 2. Without loss of generality, we may assume
If H ′ contains (k−1)-clique, then both G ′ and H ′ contain (k−1)-cliques, and hence by Theorem B,
by similar argument in the previous paragraph, we have H ′ = K k−4 + H 0 , which contradicts the
Now we prove Theorem 3.1.
Proof of Theorem 3.1. Applying Lemma 3.6 with n = k+3, we obtain that if one of the assumptions (i) and (ii) of the theorem holds, then χ(G × H) = k. Thus we may assume that k = 5 and (8, 9) , (8, 10) , (9, 8) , (10, 8) }. We may assume that |V (G)| = 8. Then by Lemma 3.6 with n = 10, it suffices to show that all K 4 -free 5-critical graphs H ′ with 9 ≤ |V (H)| ≤ 10 satisfy χ((K 1 + H 0 ) × H) = 5. However, it follows from Theorem E that every K 4 -free 5-critical graph has at least 11 vertices, and so there is no target graph.
This completes the proof of Theorem 3.1.
To prove Theorem 3.2, we prepare the following lemma. Proof. The "if" part is trivial. Thus we show the "only if" part by induction on k. Note that |V (G)| = k + 4 and k + 4 < 2k − 1 (i.e. k ≥ 6) holds by our assumption. Hence, we have |V (G)| = k + 4 < 2k − 1. Then G is decomposable by Theorem C, and hence G = G 1 + G 2 for a k 1 -critical graph G 1 and a k 2 -critical graph G 2 with k 1 + k 2 = k and k 1 ≥ k 2 . Choose G 1 and G 2 so that k 2 is as small as possible.
For the moment, we suppose that G 1 and G 2 are non-complete. Then by Lemma 3.3, |V (G i )| ≥ k i + 2 for each i ∈ {1, 2}. Since
Hence, G = G 1 + G 2 = K k 1 +k 2 −6 + C 5 + C 5 , as desired.
If k = 6, then G 1 is a K 4 -free 5-critical graph of order |V (G) \ V (G 2 )| (= 9), which contradicts Theorem E. Thus k ≥ 7 (and the first step of the induction is completed). Since G 1 is a K k−2 -free (k − 1)-critical graph of order k + 3, we have G 1 = K (k−1)−6 + C 5 + C 5 by the induction hypothesis. In this subsection, we focus on the following conditions for given graphs G and H: • (V6) and (V7) always hold for k-critical graphs G and H, respectively, by Theorem D.
For an integer n ≥ 1, let G n be the set of graphs of order at most n. We define two sets as follows: The following is the key proposition for our argument. Finally, we prove "(H2) ⇔ (H3)". Since "(H3) ⇒ (H2)" trivially holds, it suffices to show that "(H2) ⇒ (H3)" holds. Suppose that (H2) holds. Let G ∈ G n and H ∈ G n ′ be graphs with min{χ(G), χ(H)} = k. Then G contains a k-critical subgraph G ′ and H contains a k-critical subgraph H ′ . By (H2), we have χ(G ′ × H ′ ) = k, and hence
This completes the proof of the proposition.
By Theorem 3.1 and Proposition 4.1, we can translate Conjecture 1 into an inclusion relation
problem concerning W k,n,n ′ and V k,n,n ′ as follows. (ii) V k,n,n ′ ⊆ W k,n,n ′ for any integers n ≥ k + 3 and n ′ ≥ k + 3 with (n, n ′ ) = (k + 3, k + 3).
Equivalence conjecture for Conjecture 1 via ideals of polynomial rings
Throughout this section, we fix integers k ≥ 3, n ≥ 1 and n ′ ≥ 1. We start with an easy algebraic proposition. Proof. Note that
= 0, which proves the proposition.
We prepare the variables
Then, considering Proposition 4.3, we obtain the following: The solutions of system of equations
one-to-one correspond to the pairs of a labeled graph on [n] and its proper k-coloring; the solutions of system of equations
one-to-one correspond to the pairs of a labeled graph on [n ′ ] and its proper k-coloring; and the solutions of system of equations
one-to-one correspond to the pairs of the tensor product of labeled graphs on [n] and [n ′ ] and its proper k-coloring. We explain an outline of, for example, the first fact. Consider a graph on [n].
We regard a solution of e ij (e ij − 1) = 0 (1 ≤ i < j ≤ n) as its adjacency matrix, and a solution of x k i − 1 = 0 as a color assigned to the vertex i (here x i can take exactly k solutions because x i is a k-th root of unity). Then e ij (x k−1 i + x k−2 i x j + · · · + x k−1 j ) = 0 (1 ≤ i < j ≤ n) implies by Proposition 4.3 that if two vertices i and j are adjacent, then the color assigned to i differs from the color assigned to j.
Based on the above facts, we associate solutions of some systems of equations with the members in W k,n,n ′ and V k,n,n ′ appearing in Subsection 4.1.
Description of W k,n,n ′ All the ideals below (i.e., the ideals E n,n ′ , X k,n,n ′ , Z k,n,n ′ , I k,n , I ′ k,n ′ and J k,n,n ′ ) are regarded as the ones of the polynomial ring
of ( n 2 + n ′ 2 + n + n ′ + nn ′ ) variables. We define several ideals as follows:
Note that the solutions of E n,n ′ + X k,n,n ′ + I k,n · I ′ k,n ′ one-to-one correspond to the pairs of graphs (G, H) ∈ G n × G n ′ satisfying (W1) with their proper (k − 1)-colorings. Furthermore, let
Let J k,n,n ′ = E n,n ′ + X k,n,n ′ + Z k,n,n ′ + I k,n · I ′ k,n ′ + J k,n,n ′ be the ideal, and setJ
Then we can verify that the solutions ofJ k,n,n ′ one-to-one correspond to the members of W k,n,n ′ .
Description of V k,n,n ′ All the ideals below (i.e., the ideals appearing in I k,n,n ′ ) are regarded as the ideals of the polynomial ring
of ( n 2 (n + 1) + n ′ 2 (n ′ + 1) + nn ′ ) variables. We define several ideals as follows:
Note that the condition that ω(G) ≤ k−1 and ω(H) ≤ k−1 hold is equivalent to max{ω(G), ω(H)} ≤ k−1, while the condition that ω(G) ≤ k−2 or ω(H) ≤ k−2 holds is equivalent to min{ω(G), ω(H)} ≤
Furthermore, let I k,n,n ′ = E n,n ′ + Z k,n,n ′ + J k,n,n ′ + P k,n + P ′ k,n ′ + Q k,n + Q ′ k,n ′
Then we can verify that the solutions ofĨ k,n,n ′ one-to-one correspond to the members of V k,n,n ′ .
Consequently, it follows from Proposition 4.1 that the following theorem holds.
Theorem 4.4 Let k ≥ 3, n ≥ 1 and n ′ ≥ 1 be integers. Then the following are equivalent:
(i) Conjecture 1 is true for the case where G ∈ G n , H ∈ G n ′ and min{χ(G), χ(H)} = k;
(ii)J k,n,n ′ ⊆Ĩ k,n,n ′ .
Remark 4.5 For the computations ofJ k,n,n ′ andĨ k,n,n ′ , we have to eliminate the variables. For
. Such ideal, i.e., the ideal obtained by eliminating some variables, can be computed by using the theory of Gröbner basis. For the detail, we refer the reader to [6, Section 3].
Refinement of Conjecture 1 using a characterization of critical graphs
Now we consider an additional condition that 
Proof. By Proposition 4.1, it suffices to show that "(H ′ 1) ⇔ (H1)". "(H1) ⇒ (H ′ 1)" clearly holds.
Thus we suppose that (H ′ 1) holds and show that (H1) holds.
Let (G, H) ∈ V k,n,n ′ . Then G and H satisfy (X1) and (V1)-(V7). If G and H are k-critical, then (G, H) ∈ V ′ k,n,n ′ , and so (G, H) ∈ W k,n,n ′ because (H ′ 1) holds. Thus, without loss of generality, we may assume that G is not k-critical. Since G satisfies (V1), this implies that χ(G) ≤ k − 1. In particular, min{χ(G), χ(H)} ≤ k − 1. Hence (G, H) ∈ W k,n,n ′ , which proves that (H1) holds.
Therefore, if k-critical graphs of order at most n can be characterized, then the information for such critical graphs directly effect the system of equation corresponding to V ′ k,n,n ′ . By Theorem 3.1, the smallest nontrivial case for Conjecture 1 is χ(G) = χ(H) = 5, |V (G)| = 8 and |V (H)| = 11. them. Now, we focus on the graph H * depicted in Figure 3 , which is one of K 4 free 5-critical graph of order 11, and demonstrate a partial solution of the problem that V ′ 5,8,11 ⊆ W 5,8,11 . We translate the situations into ideal type formulas. All the ideals below are in the polynomial ring To show the equality Unfortunately, the computation (b) did not stop even after one month. We have to upgrade the machine performance or devise the algorithm or the theoretical part in order to push the boundary of the computable cases (more concretely, to complete the coputation of hedetniemi.section_4_3()).
Instead, we implemented the following experimental computations:
(c-1) we replace E (resp. E ′ ) with the ideal corresponding to C 2m+1 (resp. C 2m ′ +1 ), and L = E + E ′ + Z 3,2m+1,2m ′ +1 + J 3,2m+1,2m ′ +1 ;
(c-2) we replace both E and E ′ with the ideal corresponding to the graph H 0 , and L = E + E ′ + Z 4,7,7 + J 4,7,7 ;
(c-3) we replace E (resp. E ′ ) with the ideal corresponding to the graph H 0 (resp. the graph depicted in Figure 4 ), and L = E + E ′ + Z 4,7,11 + J 4,7,11 ; Figure 4 : A triangle-free 4-critical graph of order 11.
We note that C 2m+1 is 3-critical, H 0 is 4-critical of order 11. We also note that we already know theoritcally that the equality (4) holds for any case (c-1)-(c-3 Figure 4 18 seconds True
Concluding remark
In this paper, we presented a reduction of Conjecture 1 using the inclusion of the ideals of a polynomial ring (Theorem 4.4). Since our reduction strongly depends on the structure of critical graphs as we verified in Subsection 4.3, the advance of the research of the criticality directly gives favorable effects on Conjecture 1.
We remark that Shitov [14] used the existence of graphs with large fractional chromatic number and large girth, and so his counterexamples implicitly depend on so-called probabilistic method.
In particular, it seems to be difficult to give their specific constructions. Since our main result (Theorem 4.4) gives a reduction for each case, we expect that it offers not only a new approach for Conjecture 1 (in small chromatic number case) but the smallest specific counterexample of Conjecture 1.
Furthermore, every Shitov's counterexample contains a large clique. Hence the following weaker conjecture than Conjecture 1 is naturally posed.
Conjecture 2 Let G and H be triangle-free graphs. Then χ(G × H) = min{χ(G), χ(H)}.
Conjecture 2 is still interesting because the chromatic number of graphs with large girth has deeply studied in graph theory. Note that the triangle-freeness of a labeled graph on [n] is corresponding the following condition:
e ij e jl e il = 0 (1 ≤ i < j < l ≤ n),
where e ij , e jl and e il are in Subsection 4.2. Since every subgraph of a triangle-free graph is also triangle-free, the criticality argument in Subsection 4.3 can work if we consider the triangle-free graphs. Consequently, our reduction can be applied to Conjecture 2.
