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Abstrakt
Vy´pocˇet opticke´ho toku je jedny´m z doˆlezˇity´ch proble´mov analy´zy dynamicky´ch sce´n.
Pra´ca oboznamuje s problematikou vy´pocˇtu opticke´ho toku, algoritmami a aplika´ciami.
Bol zvoleny´ jeden z algorimov, ktory´ bol naimplementovany´ v jazyku C/C++ a na´sledne
bol implementovany´ pre prostredie GPU/CUDA. V pra´ci je popı´sane´ ury´chlenie, ktore´
bolo dosiahnute´ pouzˇitı´m tejto technolo´gie.
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Abstract
Calculation of optical flow is one of important problems in analysis of dynamic scenes.
This paper acquitants with issues connected with calculation of optical flow, algorithms
and their aplications. One of these algorithms was choosen and implemented in lan-
guage C/C++ and then implemented for CUDA environment. This paper describes the
acceleration achieved with use of this technology.
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Zoznam pouzˇity´ch skratiek a symbolov
2D – 2 dimensional – Dvojrozmerny´
3D – 3 dimensional – Trojrozmerny´
CPU – Central processing unit – Centra´lna procesna´ jednotka
CUDA – Compute Unified Device Architecture – Zjednotena´ architekru´ra pre pocˇı´tanie
GPU – Graphics processing unit – Graficka´ procesna´ jednotka
GPGPU – General-purpose computing on gra-
phics processing units
– Univerza´lne vy´pocˇty na grafickej procesnej
jednotke
RAM – Random access memory – Pama¨t’s na´hodnym prı´stupom do pama¨te
SAD – Sum of absolute differences – Suma absolu´tnych hodnoˆt rozdielov
SIMD – Single instruction, multiple data – Jedna insˇtrukcia, viacej da´t
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11 U´vod
Zrak je na´sˇ najdoˆlezˇitejsˇı´ zmysel, ktory´m vnı´mame azˇ 80% podnetov z vonkajsˇieho pro-
stredia. Pri pohl’ade na pohybuju´cu sa sce´nu vie l’udsky´ zrak priam v okamihu spracovat’
a vyhodnotit’ tu´to situa´ciu. Vie jednoznacˇne identifikovat’ predmety, detekovat’ pohyb,
urcˇit’pohybuju´ci sa objekt a odhadnu´t’jeho nasleduju´cu pozı´ciu. Pre pocˇı´tacˇ je ta´to u´loha
vel’mi zlozˇita´. Veda ktora´ sa snazˇı´ tu´to schopnost’ napodobit’ v pocˇı´tacˇi sa nazy´va pocˇı´-
tacˇove´ videnie. Jednou z hlavny´ch cˇastı´ pocˇı´tacˇove´ho videnia je bezpochyby analy´za
pohybu. S analy´zou pohybu sa v su´cˇasnosti streta´vame vel’mi cˇasto, naprı´klad pri meranı´
ry´chlosti automobilov, v bezpecˇnostny´ch syste´moch alebo aj v antikolı´znych syste´moch.
Analy´za pohybu umozˇnˇuje, aby tieto veci boli schopne´ vykona´vat’pocˇı´tacˇe automaticky
bez za´sahu cˇloveka. Vy´pocˇty s ty´m spojene´ su´ vsˇak vel’mi vypocˇtovo a cˇasovo na´rocˇne´.
Spolocˇnost’nVidia, jeden z najzna´mejsˇı´ch vy´robcov graficky´ch kariet a iny´ch pocˇı´tacˇo-
vy´ch su´cˇastı´, pri svojich vy´skumoch vynasˇla technolo´giu, ktora´ pri zlozˇity´ch vy´pocˇtoch
moˆzˇe poskytnu´t’azˇ niekol’kona´sobne lepsˇı´ vy´kon. Ta´to technolo´gia sa nazy´va „Compute
Unified Device Architecture“ a oznacˇuje sa skratkou CUDA. Umozˇnˇuje na´m vykona´vat’
vysoko paralelne´ aplika´cie a ty´m vy´razne znı´zˇit’cˇas vykona´vania algoritmu. Preto by bolo
urcˇite zaujı´mave´ porovnat’ry´chlost’vykona´vania vy´pocˇtu spojene´ho s analy´zou pohybu
na klasickom procesore a na tejto grafickej karte.
Ciel’om tejto pra´ce je obozna´mit’ s proble´mom vy´pocˇtu opticke´ho toku a jeho algo-
ritmami. Vybrat’ jeden z ty´chto algoritmov, naimplementovat’v programovacom jazyku
C/C++ a na´sledne pre prostredie CUDA, vykonat’testy a zmeriat’ury´chlenie, ktore´ na´m
toto prostredie poskytne.
Bakala´rska pra´ca zacˇı´na popisom proble´mu a uvedenı´m do problematiky analy´zy
pohybu. Druha´ kapitola je venovana´ vy´pocˇtu rozdielovej meto´dy a urcˇeniu opticke´ho
toku. V d’alsˇej kapitole su´ popı´sane´ meto´dy urcˇenia opticke´ho toku Lucas-Kanade, Horn-
Schunck a Block matching, ktora´ bola implementovana´ a preto jej je venovana´ va¨cˇsˇia
cˇast’. Piata kapitola je venovana´ GPGPU a technolo´gii CUDA. Kapitoly 6 a 7 su´ venovane´
implementa´ciı´ algoritmu a jeho testovanı´m.
22 Analy´za pohybu
Z hl’adiska vyuzˇitia v praxi moˆzˇeme uvazˇovat’o troch hlavny´ch typoch u´loh analy´zy po-
hybu. Prvy´m typom je detekcia pohybu na snı´mkach. Ciel’om druhej skupiny u´loh je na´jst’
polohu pohybuju´cich sa objektov, prı´padne objekty rozpoznat’ a opı´sat’. Tretia skupina
u´loh, ktora´ vyuzˇı´va informa´ciu o pohybe umozˇnˇuje urcˇit’ trojrozmerne´ vlastnosti objek-
tov s vyuzˇitı´m ich dvojrozmerny´ch projekciı´ zı´skany´ch v roˆznych cˇasovy´ch okamihoch
pohybu.
2.1 Dynamicky´ obraz
Dynamicke´ obrazy su´ v podstate postupnosti staticky´ch obrazov. Zo staticke´ho obra´zka
moˆzˇeme zı´skat’ informa´ciu o polohe objektov v obraze, ale nezistı´me nicˇ o smere, ry´ch-
losti alebo zry´chlenı´ pohybu. Tento proble´m sa riesˇi postupnost’ou staticky´ch obra´zkov
u ktory´ch je zna´my cˇas medzi zachytenı´m jednotlivy´ch snı´mkov.
Pri zriadovanı´ snı´mkov je niekol’ko mozˇnostı´ vzt’ahov medzi kamerou a objektom.
Podl’a toho sa potom volı´ vhodna´ meto´da pre analy´zu pohybu. Moˆzˇu nastat’ tieto mozˇ-
nosti:
• kamera v pokoji, objekty v pokoji,
• kamera v pohybe, objekty v pokoji,
• kamera v pokoji, objekty v pohybe,
• kamera v pohybe, objekty v pohybe.
Digita´lny dynamicky´ obraz zachyteny´ fotoapara´tom alebo kamerou moˆzˇeme vyjadrit’
funkciou f(x, y, t), kde x a y su´ su´radnice bodu v cˇase t. Pri spracovanı´ obrazu sa pracuje
s obrazovy´mi funkciami, ktore´ su´ reprezentovane´ maticami. Hodnotou tejto funkcie je
jas. Cˇizˇe pre kazˇdy´ bod v tomto obraze pozna´me len jednu informa´ciu.
Spra´vnost’ va¨cˇsˇiny algoritmov spojeny´ch s analy´zou pohybu v obraze je zalozˇena´
na predpoklade nazy´vanom brightness constancy contraint, ktory´ tvrdı´, zˇe zmeny jasu
v dynamickom obraze su´ spoˆsobene´ iba pohybom. Faktory ine´ ako pohyb, ktore´ moˆzˇu
spoˆsobit’zmenu jasu, ako naprı´klad zmeny v osvetlenı´ sce´ny zachytenej v obraze moˆzˇu
byt’ignorovane´ za predpokladu, zˇe interval medzi snı´mkami je dostatocˇne kra´tky. Z toho
doˆvodu je pre real-time vyuzˇitie ty´chto vy´pocˇtov nevyhnutna´ vysoka´ ry´chlost’snı´mkov.
32.2 Druhy pohybov
V dynamicky´ch obrazoch sa moˆzˇe vyskytovat’ mnoho pohybov, avsˇak vsˇetky pohyby
moˆzˇeme popı´sat’pomocou sˇtyroch za´kladny´ch za´kladny´ch pohybov:
a) translacˇny´ pohyb v rovine kolmej na os pohl’adu,
b) translacˇny´ pohyb do dial’ky,
c) rota´cia kolma´ na os pohl’adu,
d) rota´cia okolo osi pohl’adu.
Obra´zok 1: Druhy pohybov
43 Existuju´ce riesˇenia proble´mu
3.1 Rozdielova´ meto´da
Pravdepodobne najjednoduchsˇou meto´dou na detekciu pohybu v obraze je rozdielova´
meto´da [1]. Umozˇnˇuje na´m zistit’rozdiely medzi snı´many´mi obrazmi v roˆznych cˇasovy´ch
okamzˇikoch staciona´rnou kamerou v konsˇtantnom osvetlenı´. Rozdielovy´ obraz d, je taky´
bina´rny obraz, zˇe hodnoty 0 predstavuju´ sebe odpovedaju´ce miesta obrazov f1 a f2,
v ktory´ch nedosˇlo k vy´znamny´m zmena´m jasu v cˇase medzi snı´manı´m obrazov. Tento
obraz moˆzˇeme teda zapı´sat’ako
D1,2 =


0 pre |f1 (i, j)− f2 (i, j) | < e
1 pre |f1 (i, j)− f2 (i, j) | ≥ e
, (3.1)
kde e je predom urcˇene´ kladne´ cˇı´slo. Ty´mto zistı´me, zˇe body kde rozdielovy´ obraz nadob-
u´da hodnotu 0 sa v cˇase nezmenili a hodnoty, kde nadobu´da hodnotu 1 sa v cˇase zmenili.
Zmena v cˇase moˆzˇe byt’detekovana´ z nasleduju´cich prı´cˇin:
• obrazovy´ element f1(i, j) bol elementom pohybuju´ceho sa objektu a f2(i, j) bol
elementom nepohybuju´ceho sa pozadia, alebo naopak,
• obrazovy´ element f1(i, j) bol elementom pohybuju´ceho a f2(i, j) elementom ine´ho
pohybuju´ceho sa objektu,
• obrazove´ elementy f1(i, j) a f2(i, j) boli elementy toho iste´ho pohybuju´ceho sa
objektu v miestach roˆzneho jasu,
• vplyvom prı´tomnosti sˇumu a roˆznych nepresnostı´ snı´mania statickou kamerou sa
v rozdielovom obraze objavı´ mnozˇstvo nespra´vne detekovany´ch elementov s hod-
notou 1.
Tieto chyby meto´dy moˆzˇu byt’jednoducho potlacˇene´ nastavenı´m hodnoty e. Avsˇak prı´lisˇ
vel’ka´ hodnota moˆzˇe spoˆsobit’, ze nebudu´ detekovane´ pomale´ pohyby a pohyby maly´ch
objektov.
Z rozdielove´ho obrazu 2 moˆzˇeme u´spesˇne detekovat’pohyb v obrazoch, ale nemoˆzˇeme
urcˇit’ smer pohybu objektu. Na urcˇenie smeru pohybu je vhodnejsˇia meto´da opticke´ho
toku. Ktora´ je popı´sana´ v d’alsˇej kapitole.
5Obra´zok 2: Pouzˇitie rozdielovej meto´dy na snı´mkoch z krizˇovatky
3.2 Opticky´ tok
Pojem opticky´ tok odkazuje na vizua´lne javy ktore´ zazˇı´vame kazˇdy´ denˇ. Opticky´ tok je
v podstate jasny´ vizua´lny pohyb, ku ktore´mu docha´dza pri pohybe objektov. Predstavte
si, zˇe sedı´me v aute, alebo vo vlaku a pozera´me von oknom. Vidı´me stromy, budovy, cesty
atd’. Vyzera´ to akoby sa pohybovali spa¨t’. Tento pohyb je opticky´ tok. Tento pohyb na´m
moˆzˇe tiezˇ povedat’ako blı´zko sme k roˆznym objektom, ktore´ vidı´me. Vzdialene´ objekty
ako oblaky, alebo hory sa pohybuju´ tak pomaly, zˇe to vyzera´ ako keby sta´li na mieste.
Objekty, ktore´ su´ blizˇsˇie ako naprı´klad budovy a stromy vyzeraju´ ako keby sa pohybovali
smerom naspa¨t’, pricˇom blizˇsˇie objekty sa pohybuju´ ry´chlejsˇie ako vzdialene´ objekty.
Existuju´ jasne´ matematicke´ vzt’ahy medzi vel’kost’ou opticke´ho toku a miestom, kde je
objekt vo vzt’ahu k na´m. Ak zdvojna´sobı´me ry´chlost’, ktorou cestujeme, opticky´ tok, ktory´
vidı´me sa taktiezˇ zdvojna´sobı´. Ak je objekt dvakra´t blizˇsˇie k na´m, opticky´ tok bude opa¨t’
dvojna´sobny´. Predpoklada´me, zˇe cestujeme smerom vpred. Opticky´ tok je najry´chlejsˇı´
ked’ma´me objekt po nasˇom boku pod uhlom 90◦ alebo priamo nad nami alebo pod nami.
Ak sa objekt priblizˇuje smerom vpred alebo smerom vzad, opticky´ tok bude pomalsˇı´.
Objekt priamo pred nami nebude mat’ zˇiadny opticky´ tok a bude to vyzerat’akoby sta´l
v pokoji. Avsˇak, pretozˇe hrany tohto objektu nie su´ priamo pred nami, tieto hrany budu´
vyzerat’akoby sa pohybovali a objekt sa bude javit’ako keby sa zva¨cˇsˇoval. Prı´klad optic-
ke´ho toku moˆzˇeme vidiet’na obra´zku 3.
6Obra´zok 3: Prı´klad opticke´ho toku pri pohl’ade z lietadla [8]
Kazˇde´mu bodu obrazu opticke´ho toku zodpoveda´ dvojrozmerny´ vektor ry´chlosti, ktory´
opisuje smer a vel’kost’ry´chlosti pohybu v danom mieste obrazu. Tu´to meto´du moˆzˇeme
pouzˇit’ v prı´padoch kedy je staticka´ kamera a pohybuju´ca sa sce´na, pohybuju´ca sa ka-
mera a staticka´ sce´na, alebo pohybuju´ca sa kamera aj sce´na. Je zna´mych viacero meto´d
hl’adania opticke´ho toku. Vo vsˇeobecnosti ich moˆzˇeme rozdelit’na dva typy:
• husty´ opticky´ tok – opticky´ tok sa pocˇı´ta pre vsˇetky body v obraze. Meto´dy su´
vel’mi cˇasovo aj vy´pocˇtovo na´rocˇne´. Medzi mozˇne´ chyby patrı´, zˇe v obraze sa moˆzˇu
vyskytovat’ plochy s rovnaky´m jasom, naprı´klad biely papier, cˇi stena. Pre tieto
body je vel’mi t’azˇke´ na´jst’spra´vny pohyb. Najvy´znamnejsˇı´m predstavitel’om tohto
typu je meto´da Horn-Schunck [5]. Do tejto katego´rie batrı´ aj meto´da Block matching
rozobrana´ v kapitole 4.3.
• riedky opticky´ tok - opticky´ tok sa pocˇı´ta len pre predom definovane´ body, ktore´
by mali byt’ l’ahko sledovatel’ne´. Prı´kladom taky´chto bodov moˆzˇu byt’ rohy alebo
hrany. Cˇasova´ na´rocˇnost’vy´pocˇtu riedkeho opticke´ho toku je podstatne mensˇia ako
u huste´ho opticke´ho toku. Predstavitel’om tohto typu je meto´da Lucas-Kanade [6].
73.2.1 Vy´pocˇet opticke´ho toku
Nech je X bod sce´ny, ktory´ ma´ v cˇase t su´radnice (x, y) . V cˇase t+ dt sa tento bod zobrazı´
do bodu (x + dx, y + dy). Preto tento bod v cˇase t + dt nadobu´da rovnaku´ hodnotu jasu
ako bol jas v bode (x, y) v cˇase t.
[1] Budeme uvazˇovat’spojity´ obraz. Oznacˇı´me jas v mieste (x, y) obrazu v cˇase t ako
f(x, y, t). Po rozvoji do Taylorovej rady a zanedbanı´ cˇlenov vysˇsˇı´ch radov platı´:
f(x+ dx, y + dy, t+ dt) = (3.2)
= f(x, y, t) +
∂f
∂x
dx+
∂f
∂y
dy +
∂f
∂t
dt = (3.3)
= f(x, y, t) + fxdx+ fydy + ftdt. (3.4)
Za predpokladu nemenne´ho osvetlenia pri translacˇnom pohybe dany´m hodnotami dx,
dy, platı´:
f (x+ dx, y + dy, t+ dt) = f (x, y, t) . (3.5)
Z toho plynie, zˇe
− ft = fx
dx
dt
+ fy
dy
dt
. (3.6)
Ciel’om vy´pocˇtu je urcˇit’ry´chlost’r = (dx/dt, dy/dt)T = (u, v)T . Pre odhad ry´chlosti platı´:
− ft = fxu+ fyv = ∇fr, (3.7)
kde ∇ je dvojrozmerny´ gradient obrazu.
84 Meto´dy urcˇenia opticke´ho toku
4.1 Lucas-Kanade
Tento algoritmus bol predstaveny´ v roku 1981 a patrı´ azda k ty´m najpouzˇı´vanejsˇı´m. Pri vy´-
pocˇte pouzˇı´va iba male´ okolie patriace vy´znamny´m bodom. Proble´mom tohto algoritmu
je, zˇe je mozˇne´ pocˇı´tat’iba malu´ zmenu opticke´ho toku, a to len do vel’kosti integracˇne´ho
okna. Tento proble´m bol vyriesˇeny´ pyramı´dovou implementa´ciou, ktora´ umozˇnuje sle-
dovat’i va¨cˇsˇie pohyby ako je integracˇne´ okno.
Algoritmus vyuzˇı´va tri predpoklady:
• konsˇtantny´ jas,
• male´ pohyby,
• priestorova´ su´drzˇnost’.
Konsˇtantny´ jas znamena´, zˇe sledovane´ body nemenia v cˇase svoj jas. Cˇo mozˇeme vyjadrit’:
I (x(t), y(t), t) = I (x(t+ dt), y(t+ dt), t+ dt) . (4.1)
Druhy´ predpoklad znamena´, zˇe medzi snı´mkami docha´dza len k maly´m pohybom sle-
dovany´ch bodov. Inak povedane´ cˇasove´ prı´rastky su´ pomerne male´, vzhl’adom na rozsah
pohybu. Na vysvetlenie uvazˇujme jednorozmernu´ dimenziu. U´pravou rovnice konsˇtant-
ne´ho jasu pre jeden rozmer dostaneme
∂I
∂x︸︷︷︸
Ix
(
∂x
∂t
)
︸ ︷︷ ︸
v
+
∂I
∂t︸︷︷︸
It
, (4.2)
Ixv + It = 0⇒ v = −
It
Ix
, (4.3)
kde Ix je priestorova´ deriva´cia jasu, It je cˇasova´ deriva´cia jasu a v je ry´chlost’pohybu. Teraz
je potrebne´ na´jst’ pre danu´ funkciu ry´chlost’ pohybu v. K vy´pocˇtu pouzˇı´jeme iteratı´vny
vy´pocˇet pomocou Newtonovej meto´dy. Kedzˇe sa priestorova´ deriva´cia v jednej snı´mke
nemenı´, stacˇı´ ju vypocˇı´tat’len v prvej itera´ciı´ a v dalsˇı´ch pocˇı´tat’len cˇasovu´ deriva´ciu.
Pre riesˇenie v 2D obraze na´m v rovnici pribudne su´radnica y, rovnica teda bude mat’
nasleduju´ci tvar
9Ixu+ Iyv + It = 0. (4.4)
Ty´m vsˇak dostaneme jednu rovnicu a dve nezna´me. Tento proble´m vyriesˇi posledny´
predpoklad, a to priestorova´ su´drzˇnost’. To znamena´, zˇe predpoklada´me, zˇe vsˇetky body
lezˇiace v jednej rovine vykona´vaju´ rovnaky´ pohyb. Vyuzˇitı´m tohto predpokladu dosta-
neme su´stavu rovnı´c


Ix(p1) Iy(p1)
Ix(p2) Iy(p2)
. .
. .
. .
Ix(pn) Iy(pn)


︸ ︷︷ ︸
A

 u
v


︸ ︷︷ ︸
d
= −


It(p1)
It(p2)
.
.
.
Ix(pn)


︸ ︷︷ ︸
b
(4.5)
,
z ktorej vypocˇı´tame pozˇadovanu´ ry´chlost’pohybu. Tu´to su´stavu je mozˇne´ riesˇit’meto´dou
najmensˇı´ch sˇtvorcov, ktoru´ moˆzˇeme zapı´sat’:

 ∑ IxIx ∑ IxIy∑
IxIy
∑
IyIy


︸ ︷︷ ︸
ATA

 u
v

 = −

 ∑ IyIt∑
IyIt


︸ ︷︷ ︸
AT b
, (4.6)

 u
v

 = (ATA)−1AT b. (4.7)
Riesˇenie je mozˇne´ urcˇit’v prı´pade, zˇe matica ATA je regula´rna.
4.2 Horn-Schunck
Meto´da Horn-Schunck vycha´dza taktiezˇ z predpokladu priestorovej su´drzˇnosti. Miera
s akou sa opticky´ tok moˆzˇe lı´sˇit’od tohto predpokladu moˆzˇe byt’pre spojity´ obraz v in-
tervaloch xǫ (0,M) , yǫ(0, N) vyjadrena´ pomocou integra´lu
S =
∫ N
0
∫ M
0
(
∂u
∂x
)2
+
(
∂u
∂y
)2
+
(
∂v
∂x
)2
+
(
∂v
∂y
)2
dxdy. (4.8)
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Ako vyply´va z rovnice 4.8, predpoklada´me, zˇe vy´sledok tejto rovnice bude nulovy´. Avsˇak
kvoˆli sˇumu vyskytuju´cemu sa v obraze vy´sledok nulovy´ nebude. Mieru tejto odchy´lky
moˆzˇeme vypocˇı´tat’integra´lom na rovnaky´ch spojity´ch intervaloch
C =
∫ N
0
∫ M
0
(
∂E
∂x
u+
∂E
∂y
v +
∂E
∂t
)2
dxdy. (4.9)
Kvoˆli ty´mto odchylka´m je dobre´ si zaviest’konsˇtantu α, ktora´ vyjadruje u´mernost’chybo-
vej hodnoty C k sˇumu v obraze. Celkova´ miera odlisˇnosti od vysˇsˇie uvedene´ho predpo-
kladu je
f = S + αC. (4.10)
Po minimaliza´ciı´ tejto funkcie dostaneme dve rovnice s dvoma nezna´mymi u a v
E2u+ ExEyv = α∇
2u− ExEt, (4.11)
E2v + ExEyu = α∇
2u− EyEt.
Pretozˇe obraz zaznamenany´ videokamerou je spojity´, moˆzˇeme pouzˇit’Laplacia´n:
∇
2u = (u− u),
∇
2v = (v − v),
kde u a v su´ loka´lne priemery dane´ konvolucˇny´m jadrom:


1
12
1
6
1
12
1
6 −1
1
6
1
12
1
6
1
12

 .
S pouzˇitı´m tejto aproxima´cie je mozˇne´ rovnice 4.11 zapı´sat’
(α+ E2x)u+ ExEyv = (αu− ExEt), (4.12)
(α+ E2yv) + ExEyu = (αv − EyEt).
Riesˇenı´m pre u a v je
u =
(
α+ E2y
)
u− ExEyv − ExEt
(α+ E2x + E
2
y)
, (4.13)
v =
(α+E2y)v−ExEyu−EyEt
(α+E2x+E
2
y)
.
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Pretozˇe by bol vy´pocˇet pre kazˇdy´ pixel vel’mi na´rocˇny´, je vhodne´ pouzˇı´t’niektoru´ z itera-
cˇny´ch meto´d. Naprı´klad Gauss-Seidelovu´ meto´du:
un+1 = un − Ex
Exu
n + Eyv
n + Et
(α+ E2x + E
2
y)
, (4.14)
vn+1 = vn − Ey
Exu
n+Eyvn+Et
(α+E2x+E
2
y)
.
Hodnota zlozˇiek vektoru ry´chlosti je vy´sledkom priemernej hodnoty ry´chlosti danej
zlozˇky v danom okolı´ urcˇene´ predcha´dzaju´cou itera´ciou a hodnota prı´slusˇnej smerovej
zlozˇky gradientu jasu v danom bode, vypocˇı´tana´ na za´klade hodnot opticke´ho toku z
predcha´dzaju´cej itera´cie a gradientu jasu v odpovedaju´com bode.
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4.3 Block matching
V testovacej aplika´ciı´ bola implementovana´ meto´da pre vy´pocˇet opticke´ho toku. Jedna´
sa o meto´du nazy´vanu´ block matching, ktora´ patrı´ do skupiny huste´ho opticke´ho toku,
teda pocˇı´ta opticky´ tok pre kazˇdy´ bod obra´zku. Tu´to meto´da je pouzˇı´vana´ naprı´klad
v sˇtandardoch pre kompresiu videa H.26X a MPEG.
Podstatou tohto algoritmu je rozdelit’prvy´ obra´zok zo sekvencie na neprekry´vaju´ce
sa cˇasti, nazy´vane´ bloky a na´jst’ zodpovedaju´ci blok vo vyhl’ada´vacej oblasti druhe´ho
obra´zku. Ty´m zistı´me vektor pohybu bodov v bloku.
Obra´zok 4: Block matching, predcha´dzaju´ci a su´cˇastny´ snı´mok, vektor posunutia v
Idea´lnym prı´padom by bolo keby sa vsˇetky body bloku zhodovali. To sa vsˇak v
rea´lnej sekvenciı´ obra´zkov prı´lizˇ cˇasto nevyskytuje, pretozˇe pohybuju´ce sa objekty z
pohl’adu pozorovatel’a menia svoj tvar, menı´ sa svetlo odra´zˇaju´ce sa od objektov a taktiezˇ
sa v snı´mkoch vyskytuje sˇum. Navysˇe sce´ny obsahuju´ prı´chody novy´ch objektov ako
aj miznutie niektory´ch objektov. Aj napriek ty´mto proble´mom vznikli mnohe´ techniky
na meranie podobnosti blokov. Medzi najcˇastejsˇie pouzˇı´vane´ krite´ria patria:
• mean absolute distance,
• mean squared distance,
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• normalized cross-correlation,
• sum of absolute differences (4.15,)
• sum of squared differences.
SAD =
∑
|I (x, y, t)− I (x, y, t) | (4.15)
Pre na´s najzaujı´mavejsˇou technikou je SAD, pre jej jednoduchost’a ry´chlost’. Pracuje tak,
zˇe vypocˇı´ta absolu´tnu hodnotu rozdielu kazˇde´ho pixelu bloku prve´ho obra´zka a bloku
aktua´lne porovna´vane´ho bloku druhe´ho obra´zka. Tieto rozdiely su´ scˇı´tane´ a vy´sledok
predstavuje podobnost’ medzi blokmi. Cˇizˇe cˇı´m je hodnota SAD mensˇia, ty´m su´ bloky
podobnejsˇie.
4.3.1 Vel’kost’bloku
Vy´ber spra´vnej vel’kosti bloku nie je trivia´lna za´lezˇitost’. Vo vsˇeobecnosti su´ va¨cˇsˇie bloky
menej citlive´ na sˇum, avsˇak nemusia zachytit’male´ pohyby, alebo pohyby maly´ch objektov.
Najdoˆlezˇitejsˇı´m faktorom pri vy´bere vel’kosti bloku je vel’kost’ objektov, ktore´ maju´ byt’
sledovane´. Dˇalsˇı´mi cˇinitel’mi su´ mnozˇstvo sˇumu v snı´mkach, textu´ry objektov a pozadia.
Sˇtruktu´ra objektov vedie k tzv. Aperture proble´mu.
Ako je vidiet’na obra´zku 5 Aperture proble´m spocˇı´va v tom, zˇe rozlicˇne´ fyzika´lne pohyby
su´ v niektory´ch prı´padoch nerozpoznatel’ne´. Z cˇasti je mozˇne´ sa tomuto proble´mu vyhnu´t’
va¨cˇsˇou vel’kost’ou bloku.
Pri kompresii videa sa va¨cˇsˇinou pouzˇı´vaju´ bloky vel’kosti 8x8 alebo 16x16 pixelov.
Obra´zok 5: Aperture problem
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4.3.2 Vyhl’ada´vacia oblast’
Vel’kost’vyhl’ada´vacieho okna je doˆlezˇita´ pre na´jdenie spra´vnej zhody. S vel’kost’ou vy-
hl’ada´vacieho okna rastie aj vy´pocˇetna´ za´t’azˇ(druha´ mocnina vel’kosti okna). Existuju´ aj
niektore´ suboptima´lne algoritmy, ktore´ vyhl’ada´vaju´ len v predpovedanom smere po-
hybu, vtedy je vy´pocˇetna´ za´t’azˇ mensˇia.
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4.3.3 Vyhl’ada´vacie algoritmy
4.3.4 Full Search
Pre porovna´vanie blokov boli vyvinute´ roˆzne druhy algoritmov. Jeden z prvy´ch pouzˇı´va-
ny´ch algoritmov bol Full Seacrh alebo Exhaustive Search. Podstatou tohto vyhl’ada´vania je
kazˇdy´ blok prve´ho obra´zka porovnat’s kazˇdy´m blokom vyhl’ada´vacieho okna druhe´ho
obra´zka a tak na´jst’najlepsˇiu zhodu.
Obra´zok 6: Prı´klad algoritmu Full Search
Vy´hodou Full Seacrh algoritmu je 100 % istota, zˇe na´jdeme absolu´tne minimum
vo vyhl’ada´vacom okne.
Naopak nevy´hodou je vysoka´ zlozˇitost’ algoritmu, ktora´ je priamo u´merna´ druhej
mocnine rozsahu hl’adania. Z toho vyply´va, zˇe vel’kost’ vyhl’ada´vacieho okna je vel’mi
doˆlezˇita´ pre ry´chlost’vyhl’ada´vania.
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4.3.5 Fast-search algoritmy
Neskoˆr bolo vyvinuty´ch mnoho d’alsˇı´ch algoritmov, ktore´ sa stali popula´rne vd’aka nı´zkej
zlozˇitosti a vysokej ry´chlosti. Ich ry´chlost’spocˇı´va hlavne v malom mnozˇstve porovna´va-
ny´ch blokov. Sˇtu´diu ty´chto algoritmov sa venuje [4].
My si popı´sˇeme tieto tri:
• Three-Step Search,
• Two Dimensional Logarithmic Search,
• Hierarchial Search.
Three-Step Search
Tento algoritmus uviedol Koga et al. v roku 1981 a implementoval Lee et al . Patrı´ medzi
suboptima´lne algoritmy, pretozˇe jeho spra´vnost’je podmienena´ sˇtruktu´rou obra´zku.
Algoritmus moˆzˇeme popı´sat’nasledovne:
1. krok Three-Step Search zacˇı´na vypocˇı´tanı´m stredu vyhl’ada´vacej oblasti. Sˇtartovacia
vel’kost’kroku je nastavena´ na polovicu vel’kosti vyhl’ada´vacej oblasti. Vyhl’ada´va´ sa
na oˆsmych pozı´cia´ch vzdialeny´ch vel’kost’ou kroku od stredu. Vypocˇı´taju´ sa hodnoty
SAD blokov na jednotlivy´ch bodoch, tieto hodnoty sa porovnaju´ a vyberie sa blok
s najva¨cˇsˇou podobnost’ou. Na obra´zku 7 bol v tomto kroku vybraty´ blok na pozı´ciı´
(10,6).
2. krok Vel’kost’ kroku sa podelı´ dvoma, za stred sa urcˇı´ najlepsˇia zhoda z 1. kroku.
Znovu sa sa hl’ada´ najma¨nsˇia hodnota SAD na deviatich pozı´cia´ch. Na obra´zku 7
bol v tomto kroku vybraty´ blok na pozı´ciı´ (10,4).
3. krok Cely´ proces sa opakuje azˇ pokial’ sa vel’kost’ kroku nerovna´ 1. Na obra´zku 7
bol v poslednom kroku vybraty´ blok na pozı´ciı´ (11,5), ktory´ predstavuje najlepsˇiu
zhodu a moˆzˇeme z neho zı´skat’vektor pohybu.
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Obra´zok 7: Prı´klad algoritmu Three-Step Search
Z obra´zka 7 je jasne´ zˇe algoritmus je ovel’a ry´chlejsˇı´ ako Full Search. Pri vel’kosti
vyhl’ada´vacieho okna 13x13 pixelov Full Search porovna´ 169 blokov, zatial’ cˇo Three-Step
Search len 25 blokov.
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Two Dimensional Logarithmic Search
Algoritmus uviedol v roku 1981 Jain Jain. Oproti Three-Step Search vyzˇaduje viac krokov,
avsˇak moˆzˇe byt’presnejsˇı´, zvla´sˇt’v prı´pade rozmerne´ho vyhl’ada´vacieho okna. Algoritmus
popisuju´ nasleduju´ce kroky:
1. krok Na zacˇiatku sa urcˇı´ vel’kost’kroku. Porovnaju´ sa sˇtyri bloky umiestnene´ na osy X
a Y vo vzdialenosti vel’kosti kroku.
2. krok Ak je pozı´cia najlepsˇej zhody v strede, krok sa podelı´ dvoma. Inak sa najlepsˇia
zhoda stane stredom a opakuje sa 1. krok.
3. krok Ked’ vel’kost’kroku nadobudne hodnotu jedna, okolo stredu sa vytvorı´ 9 blokov
z ktory´ch je vybrata´ najlepsˇia zhoda.
19
Obra´zok 8: Prı´klad algoritmu Two Dimensional Logarithmic Search
Hierarchial search
Jedna z najjednoduchsˇı´ch aplika´ciı´ je dvoj-u´rovnˇovy´ Hierarchial search [10]. V prvom kroku
tohto algoritmu sa vytvorı´ riedka siet’ blokov. Vyberie sa sa blok s najlepsˇou zhodou,
ktory´ sa stane stredovy´m bodom pre jemnejsˇiu siet’ blokov. Z nej sa nakoniec vyberie
blok s najlepsˇou zhodou, ktory´ urcˇuje vektor posunutia. Z prı´kladu na obra´zku 9 je
jasne´ ako funguju´ tieto algortmy pri viacery´ch u´rovnˇach. Podl’a [4] je Hierarchial search
je jeden z Fast-search algoritmov, ktory´ sa svojou kvalitou najviac priblizˇuje Full Search
vyhl’ada´vaniu a pritom vy´razne znı´zˇuje vy´pocˇetnu´ za´tazˇ.
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Obra´zok 9: Prı´klad algoritmu Hierarchial search
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5 GPGPU
Procesor grafickej karty (GPU) je prı´kladom mnohojadrovej technolo´gie, ktore´ zazname-
na´vaju´ v posledny´ch rokoch vzrastaju´ci trend. GPU boli poˆvodne vyvinute´ pre priemysel
pocˇı´tacˇovy´ch hier, aby umozˇnili real-time 3D grafiku s vysoky´m rozlisˇenı´m, avsˇak uka´zalo
sa, zˇe su´ uzˇitocˇne´ aj pre mnozˇstvo negraficky´ch aplika´ciı´. Pouzˇı´vanie GPU pre negraficke´
aplika´cie sa oznacˇuje GPGPU (General-purpose computing on graphics processing units).
Nakol’ko je GPU vysoko paralelne´ SIMD zariadenie, algoritmy opticke´ho toku s vy-
sokou u´rovnˇou paralelizmu moˆzˇu dosiahnut’ na grafickom hardve´ry lepsˇı´ vy´kon ako
iteratı´vne algoritmy.
5.1 CUDA
Compute Unified Device Architecture (CUDA) od spolocˇnosti nVidia je najstarsˇou zverej-
nenou technolo´giou pre paralelne´ vy´pocˇty na GPU. Architektu´ra je dostupna´ iba na vybra-
ny´ch akcelera´toroch spolocˇnosti nVidia. Ta´to technolo´gia rozsˇı´ruje programovacı´ jazyk
C ty´m, zˇe umozˇnuje programa´torovi definovat’C funkcie, ktore´ su´ vykona´vane´ paralelne
vel’ky´m pocˇtom vla´kien na kompatibilnom GPU hardve´ri.
5.1.1 Kernely, bloky, vla´kna
CUDA program je rozdeleny´ na cˇasti, ktore´ sa vykona´vaju´ na CPU a na cˇasti, ktore´ sa
vykona´vaju´ na GPU. Sekcie, ktore´ bezˇia na GPU sa volaju´ kernely. Su´ to funkcie, ktore´ su´
vykona´vane´ kazˇdy´m spusteny´m vla´knom. Oznacˇuju´ sa kl’u´cˇovy´m slovom global .
Vla´kna su´ organizovane´ do jedna, dvoj alebo trojrozmerny´ch blokov. Vla´kna v rovna-
kom bloku moˆzˇu zdielat’data a moˆzˇeme synchronizovat’ ich beh. Pocˇet vla´kien v bloku
je za´visly´ na konkre´tnom zariadenı´. Vla´kna musia byt’neza´visle´, pretozˇe nie je zarucˇene´
v akom poradı´ budu´ spustene´. Kazˇde´ vla´kno ma´ v ra´mci kernelu svoje identifikacˇne´
cˇı´slo, programa´torovi prı´stupne´ cez preddefinovanu´ premennu´ threadIdx. ThreadIdx je
typu dim3, cˇo je trojzlozˇkovy´ (x,y,z) vektor. Trojzlozˇkovy´ vektor kvoˆli ul’ahcˇeniu pra´ce
s maticami, vektormi a viacrozmerny´mi poliami.
Bloky su´ organizovane´ do jedna, dvoj alebo trojrozmernej mriezˇky. Kazˇdy´ blok je v
v ra´mci mriezˇky identifikovatel’ny´ pomocou premennej blockIdx. Bloky vla´kien pracuju´
neza´visle na ostatny´ch.
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Vla´kna spracova´vane´ v jednom okamihu sa oznacˇuju´ warp. Vel’kost’warp-u je za´visla´
na pocˇte vy´pocˇetny´ch jednotiek.
Vy´ber usporiadania mriezˇok a blokov je v CUDA programe ponechany´ na programa´-
torovi a ucˇuje sa pri spu´sˇtanı´ kernelu [3].
Obra´zok 10: Vla´kna su´ zoskupene´ do blokov a bloky do mriezˇok.
Ako je zna´zornene´ na obra´zku 11 kazˇde´ CUDA vla´kno moˆzˇe pristupovat’k:
• poli registrov - kazˇde´ vla´kno moˆzˇe pristupovat’len k svojı´m registrom
• loka´lnej pama¨ti - pouzˇı´va sa v prı´pade, zˇe dojde k vycˇerpaniu registrov. Ta´to pama¨t’
je prı´stupna´ len jednomu vla´knu, ale fyzicky je umiestnena´ v globa´lnej pama¨ti
akcelera´toru a preto je prı´stup k nej pomalejsˇı´ ako napr. k zdiel’anej pama¨ti.
• zdiel’anej pama¨ti - kesˇovana´ pama¨t’, ktora´ je viditel’na´ vsˇetky´m vla´knam v jednom
bloku. Pristupuje sa k nej cez bra´ny nazy´vane´ banky. Kazˇdy´ bank moˆzˇe sprı´stupnit’
len jednu adresu v takte.
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• globa´lnej pama¨ti - urcˇena´ pre kopı´rovanie dat z RAM do GPU a naopak. Je zdiel’ana´
medzi vsˇetky´mi vla´knami a nie je ukladana´ do cache pama¨ti.
• pama¨ti pre konsˇtanty - urcˇena´ len pre cˇı´tanie, je zdiel’ana´ medzi vsˇetky´mi vla´knami
• pama¨ti pre textu´ry - cachovana´ a taktiezˇ zdiel’ana´ medzi vsˇetky´mi vla´knami.
Obra´zok 11: Pama¨t’ovy´ model CUDA
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Typicky´ priebeh GPGPU vy´pocˇntu moˆzˇeme popı´sat’na´sledovne:
1. vyhradenie pama¨ti na GPU,
2. presun z pama¨ti RAM do pama¨ti graficke´ho akcelera´toru,
3. spustenie vy´pocˇtu na grafickej karte,
4. presun vy´sledkov z pama¨ti grafickej karty do RAM pama¨ti.
Presun da´t medzi RAM a pama¨t’ou grafickej karty je vel’mi pomaly´ preto je idea´lne tieto
presuny minimalizovat’.
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6 Implementa´cia
Jedny´m z hlavny´ch ciel’ov bakala´rskej pra´ce bolo vybrat’ a naimplementovat’ jeden z
algoritmov urcˇenia opticke´ho toku. Po dohode s vedu´cim bakala´rskej pra´ce bol vybrany´
algoritmus Block matching s vyhl’ada´vacı´m algoritmom Full Search. Testovacia aplika´cia je
implementovana´ v programovacom jazyku C/C++. Ciel’om aplika´cie je z dvoch snı´mkov
sekvencie urcˇit’opticky´ tok.
Algoritmus je jednoduchy´ a priamocˇiary. Predcha´dzaju´ci snı´mok I rozdelit’na bloky
s rozmermi m x n a pre kazˇdy´ blok bI vytvorit’ na kazˇdom bode vyhl’ada´vacej oblasti
druhe´ho snı´mku J blok bJ s rovnaky´mi rozmermi a vypocˇı´tat’hodnotu SAD
SADbI,bJ =
m,n∑
x,y=0
|I(x, y)− J(x, y)|. (6.1)
Nakoniec vybrat’z ty´chto hodnoˆt tu´ najmensˇiu,
SADmin = min {SADbIn,bJ1 , SADbIn,bJ2 , SADbIn,bJ3 , ..., SADbIn,bJm},
kde m je pocˇet porovna´vany´ch blokov vo vyhl’ada´vacej oblasti druhej snı´mky, a ty´m urcˇit’
vektor posunutia v tohto bloku
v = (bJx − bIx, bJy − bIy),
kde bIx a bIy su´ su´radnice hl’adane´ho bloku a bJx a bJy su´ su´radnice bloku s najvacˇsˇou
podobnost’ou.
CUDA implementa´cia
V CUDA aplika´ciı´ budu´ dva kernely:
fullSearch kernel - kazˇde´ vla´kno bude pocˇı´tat’hodnotu SAD pre jeden blok z predcha´d-
zaju´ceho snı´mku a jeden blok z aktua´lne´ho snı´mku. Hodnotu SAD ulozˇı´ do globa´lnej
pama¨ti. Pre kazˇdy´ blok budeme mat’tol’ko vla´kien kol’ko ma´ kandida´tov.
Na za´klade threadIdx, blockDim a blockIdx si urcˇı´ id bloku, podl’a neho pozı´ciu bloku,
a pozı´ciu kandida´ta, pre ktore´ sa bude hodnota SAD pocˇı´tat’. V jednoduchom cykle
prejde vsˇetky body blokov a spocˇı´ta tu´to hodnotu, ulozˇı´ ju do globa´lnej pama¨ti
spolu so su´radnicami blokov.
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findMinimum kernel - V tomto kerneli budeme hl’adat’ minima´lnu hodnotu SAD. Pre
kazˇdy´ blok budeme mat’jedno vla´kno, ktore´ bude v globa´lnej pama¨ti prehl’ada´vat’
hodnoty SAD patriace tomuto bloku.
Pocˇet blokov bude teda v prvom kerneli (pB x pK)/pV a v druhom kerneli pB/pV, kde
pB je pocˇet blokov, pK je pocˇet blokov vo vyhl’ada´vacej oblasti a pV je pocˇet vla´kien v
bloku. Vel’kost’bloku bude 16x16 vla´kien.
6.1 Sekvencie obra´zkov
Pre jednoduchost’ aplika´cie preda´vame snı´mky parametrom pri spustenı´, spolu s vel’-
kost’ou bloku a vel’kost’ou vyhl’ada´vacej oblasti. Po nacˇı´tanı´ snı´mkov su´ obidva snı´mky
prevedene´ na stupne sˇedej. Obidva obra´zky su´, ako aj ostatne´ 2D da´ta, reprezentovane´
jednorozmerny´m pol’om. Cˇizˇe bod obra´zka na pozı´ciı´ (x, y) bude mat’index
index = y ∗ width+ x,
kde width je sˇı´rka snı´mky.
6.2 Organiza´cia ko´du
Aplika´cia obsahuje CPU a za´rovenˇ i GPU implementa´ciu tohto algoritmu. CUDA kernely
su´ ulozˇene´ vo zvla´sˇt’su´bore s prı´ponou *.cu. Zdrojovy´ ko´d je rozdeleny´ do nasleduju´cich
su´borov:
• FlowCPU.cpp - implementa´cia pre CPU,
• FlowGPU.cu - kernely pre vy´pocˇet algoritmu na GPU,
• main.cpp - nacˇı´tanie obra´zkov, volanie funkciı´ pre vy´pocˇet na GPU a CPU, zobrazenie
vy´sledku, porovnanie cˇasov vykona´vania.
6.3 Knizˇnica OpenCV
Pri implementovanı´ testovacej aplika´ciı´ je pouzˇita´ knizˇnica OpenCV [9]. Je to open-source
knizˇnica, ktora´ je zamerana´ na real-time pocˇı´tacˇove´ videnie. Ma´ podporu pre C/C++ a
Python a bezˇı´ na operacˇny´ch syste´moch Windows, Linux, Android a MacOS. Obsahuje
viac ako 2500 optimalizovany´ch algoritmov.
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V aplika´ciı´ je knizˇnica pouzˇita´ pri nacˇı´tanı´ obra´zkov, pri preva´dzanı´ na stupne sˇedej
a pri zobrazovanı´ vy´sledku.
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7 Testovanie
Na testovacie u´cˇely bol poskytnuty´ pocˇı´tacˇ Tesla01, ktory´ je urcˇeny´ pre vy´voj paralelny´ch
aplikaciı´ na graficky´ch procesorovy´ch jednotka´ch nVidia v prostredı´ CUDA. Na tento
pocˇı´tacˇ sa pristupovalo pomocou vzdialenej plochy.
Operacˇny´ sy´ste´m Linux CentOS
CPU 2x Dual-Core AMD Opteron 2218
GPU 2x NVIDIA TESLA C2050 (2 x 448 jadier)
Tabul’ka 1: Testovacı´ stroj Tesla01
Je zrejme´, zˇe vy´sledny´ cˇas vykona´vania algoritmu bude za´visiet’od vel’kosti snı´mkov,
vel’kosti vyhl’ada´vacej oblasti a od rozmerov bloku. Preto sme vykonali se´riu testov,
v ktory´ch sme tieto parametre menili a merali vy´sledny´ cˇas a na´sledne porovna´vali cˇasy
vykona´vania.
Boli testovane´ sˇtyri roˆzne sekvencie snı´mkov s rozlisˇenı´m 316x252 pixelov, 720x480
pixelov, 1280x720 pixelov a 1600x1200 pixelov. Kazˇdy´ snı´mok bol rozdeleny´ na 20 a
30 blokov a vel’kost’vyhl’ada´vacej oblasti bola vzˇdy nastavena´ na dvojna´sobok vel’kosti
bloku. Celkovo sme teda vykonali 8 testov. Po kazˇdom teste sme vizua´lne skontrolovali
spra´vnost’ vy´sledku a odcˇı´tali cˇas spracova´vania na CPU a GPU a ty´m dostali pomer
zry´chlenia.
V prvom meranı´ bola teda testovana´ sekvencia s rozlisˇenı´m 316x252 pixelov (obra´zok
12), vel’kost’ou bloku 15x12 pixelov a vel’kost’ou vyhl’ada´vacej oblasti 30x24 pixelov. Ako
vidı´me na obra´zku 13, vy´sledne´ vektory su´ rovnake´. Vy´sledny´ cˇas na GPU je 279ms a na
CPU je 1198ms. Cˇizˇe vy´pocˇet na GPU bol priblizˇne 4 kra´t ry´chlejsˇı´.
Pri vel’kosti bloku 10x8 pixelov a vyhl’ada´vacej oblasti 20x16 pixelov bol vy´sledny´ cˇas
na GPU 6 kra´t kratsˇı´.
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Obra´zok 12: Vstupna´ sekvencia
Obra´zok 13: Vy´sledne´ vektory pohybu blokov, vl’avo CPU, vpravo GPU
Pri sekvenciı´ s rozlisˇenı´m 720x480 pixelov, ktory´ vidı´me na obra´zku 14, a bloku s
vel’kost’ou 14, uzˇ moˆzˇeme vidiet’25-na´sobne´ ury´chlenie. Vy´sledne vektory su´ na obra´zku
15
Ako moˆzˇeme vidiet’, tak uzˇ pri neoptimalizovanom programe su´ ury´chlenia celkom
slusˇne´. Jednou z mozˇnostı´ ako tento ko´d optimalizovat’ a teda aj ury´chlit’, je pouzˇitie
textu´rovacej pama¨te. V tomto prı´pade boli obidva snı´mky nahrate´ do textu´rovacej pama¨ti
a testy sme zopakovali.
30
Obra´zok 14: Vstupna´ sekvencia
Obra´zok 15: Vy´sledne´ vektory pohybu blokov
Pri pouzˇitı´ tejto pama¨te bolo ury´chlenie ovel’a va¨cˇsˇie. Pri testovanı´ sekvencie s rozlisˇe-
nı´m 1600x1200 pixelov vel’kosti bloku 53x40 a vyhl’ada´vacej oblasti s rozmermy 106x80
bol vy´pocˇet na GPU azˇ 198 kra´t ry´chlejsˇı´. V tabul’ke 2 moˆzˇeme vidiet’vsˇetky namerane´
hodnoty.
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Obra´zok Blok Vyhl’ada´vacia oblast’ Cˇas CPU[ms] Cˇas GPU[ms] Ury´chlenie
316x252 15x12 30x24 1524 140 10
720x480 36x24 72x48 17198 220 78
1366x720 68x36 136x72 118963 637 186
1600x1200 80x60 160x120 488683 2526 193
316x252 10x8 20x16 1009 134 7
720x480 24x16 48x32 7865 179 43
1366x720 45x24 90x48 54657 390 140
1600x1200 53x40 106x80 225322 1134 198
Tabul’ka 2: Porovnanie ry´chlosti algoritmu na CPU a na GPU.
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8 Za´ver
Ciele bakala´rskej pra´ce vyty´cˇene´ v u´vode pra´ce sa podarilo splnit’. Pra´ca oboznamuje o
meto´dach urcˇenia opticke´ho toku, o jeho algoritmoch a aplika´ciach. Jednou z hlavny´ch
u´loh pra´ce bolo tiezˇ naimplementovat’jeden z algoritmov urcˇenia opticke´ho toku v jazyku
C/C++ a za´rovenˇ pre prostredie CUDA. Na´sledne otestovat’tento algoritmus a porovnat’
cˇas vykona´vania na CPU a GPU.
Pri testoch boli pouzˇite´ roˆzne vel’kosti obra´zkov, rozmery blokov a vyhl’ada´vacı´ch
okien. Vizua´lne boli porovnane´ vy´sledne´ opticke´ toky vypocˇı´tane´ na CPU a na GPU a
za´rovenˇ bol porovnany´ cˇas vykona´vania ty´chto algoritmov.
Vzhl’adom k tomu zˇe sa na´m podarilo technolo´giou CUDA ury´chlit’ algoritmus vy´-
pocˇtu opticke´ho toku v niektory´ch prı´padoch azˇ skoro 200 na´sobne, moˆzˇeme tu´to plat-
formu urcˇit’ako vhodnu´ pre vy´pocˇtovo na´rocˇne´ u´lohy spojene´ s analy´zou pohybu v ob-
raze.
Algoritmy, ktore´ su´ popı´sane´ v pra´ci ponu´kaju´ mnoho mozˇnostı´ na vylepsˇenia alebo
rozsˇı´renia. Jednou z mozˇnostı´ by mohlo byt’predspracovanie sekvenciı´ obrazkov vo forme
odstra´nenia sˇumu. Ty´mto vylepsˇenı´m by sa urcˇite zlepsˇila kvalita algoritmu. Urcˇite by
bolo zaujimave´ implementovat’vsˇetky popı´sane´ algoritmy v prostredı´ CUDA a porovnat’
ich ury´chlenie.
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A Obsah prilozˇene´ho CD
Obsah prilozˇene´ho CD:
• Testovacia aplika´cia optFlow
• Zlozˇka s kompletny´mi zdrojovy´mi ko´dmy - /src/
• Zlozˇka so sadou testovacı´ch obra´zkov - /testingImages/
• Na´vod na pouzˇitie aplika´cie - README.TXT
• Textova´ cˇast’bakala´rskej pra´ce v elektronickej podobe - BP suc0026.pdf
