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THE EQUILIBRIUM MEASURE
FOR A NONLOCAL DISLOCATION ENERGY
MARIA GIOVANNA MORA, LUCA RONDI, AND LUCIA SCARDIA
Abstract. In this paper we characterise the equilibrium measure for a nonlocal and anisotropic
weighted energy describing the interaction of positive dislocations in the plane. We prove that
the minimum value of the energy is attained by a measure supported on the vertical axis and
distributed according to the semi-circle law, a well-known measure which also arises as the
minimiser of purely logarithmic interactions in one dimension. In this way we give a positive
answer to the conjecture that positive dislocations tend to form vertical walls. This result is
one of the few examples where the minimiser of a nonlocal energy is explicitly computed and
the only one in the case of anisotropic kernels.
1. Introduction
In this paper we find explicitly the unique minimiser of the nonlocal energy
I(µ) =
∫∫
R2×R2
V (x − y) dµ(x) dµ(y) +
∫
R2
|x|2 dµ(x) (1.1)
defined on probability measures µ ∈ P(R2), where V is the interaction potential given by
V (x) = − log |x|+ x
2
1
|x|2 , x = (x1, x2), (1.2)
and the second term in the energy acts as a confinement for the measure. For the precise definition
of the energy I see the beginning of Section 2.
The energy (1.1) arises as the Γ-limit of the discrete interaction energy of a system of n positive
edge dislocations with Burgers vector e1, as n tends to infinity. More precisely, I is the Γ-limit of
wn/n
2, where
wn(x
1, . . . , xn) =
∑
i6=j
V (xi − xj) + n
∑
i
|xi|2, {xi} ⊂ R2, (1.3)
with respect to the weak∗ convergence of the empirical measures 1n
∑
i δxi (see Section 2.4). There-
fore, I is the leading order or mean-field behaviour of the Hamiltonian wn, and the minimisers of
I represent the mean-field description of the minimisers of wn, namely the equilibrium dislocation
patterns at the mesoscale. Although such minimisers have not been characterised analytically so
far - neither in the discrete nor in the continuum case - they are conjectured to be vertical wall-like
structures (see, e.g., [11, 16, 17]). This belief has triggered a considerable interest in dislocation
walls in the engineering and mathematical literature, and interactions, upscaled behaviour and
dynamics of walls have been thoroughly analysed (see, e.g., [4, 5, 14, 15, 19, 21]).
In this paper we give a positive answer to the conjecture. We prove that the minimiser of I
exists, is unique, and is given by a one-dimensional, vertical measure, namely the semi-circle law
on the vertical axis
m1 :=
1
π
δ0 ⊗
√
2− x22H1 (−
√
2,
√
2).
This is the first example of an anisotropic kernel for which the minimiser can be explicitly
computed. Even in the radially symmetric case, the explicit characterisation of the equilibrium
measure has been done only for the Coulomb potential in any dimension and for the logarithmic
potential in dimension one.
In two dimensions the Coulomb potential, namely V = − log | · |, arises in a variety of contexts,
such as, e.g., Fekete sets, orthogonal polynomials, random matrices, Ginzburg-Landau vortices,
1
2 M.G. MORA, L. RONDI, AND L. SCARDIA
Coulomb gases. For the same confinement term as in (1.1), the minimiser is given by the circle
law m0 :=
1
piχB1(0) (see, e.g., [13, 22], and the references therein). Although the radial component
of the potential in (1.2) is exactly the Coulomb kernel, the presence of the additional anisotropic
term has a dramatic effect on the structure of the equilibrium measure. Unlike m0, the support
of m1 is one-dimensional and its density is not constant.
For the logarithmic potential in one dimension, corresponding to the so-called Log-gases energy
(see, e.g., [18, 24]), Wigner proved in [27] that the semi-circle law is the unique minimiser. We note
that the functional I in (1.1) coincides with the Log-gases energy on measures with support on the
vertical axis, since the anisotropic term vanishes on those measures. Therefore if one could prove
that the minimiser of I is supported on the vertical axis, then the minimality of the semi-circle
law would follow directly.
This is however not the strategy we use in this paper. Our approach consists of two steps:
We first prove the strict convexity of I on the class of measures with compact support and finite
interaction energy. Strict convexity implies uniqueness of the minimiser and the equivalence be-
tween minimality and the Euler-Lagrange conditions for I. As a second step, we show that the
semi-circle law satisfies the Euler-Lagrange conditions and hence is the unique minimiser of I.
For the proof of these two steps we could not rely on the machinery developed in the classical case
of purely logarithmic potentials with external fields (see [22]), which is heavily based on − log | · |
being radially symmetric, and on it being the fundamental solution of the Laplace operator, since
V is neither. Similarly, although nonlocal energies are widely used and studied in the mathematical
community, and the existence of their ground states and their qualitative properties have received
great attention in recent years (see, e.g., [3, 6, 7, 10, 25]), the potential is typically required to be
radially symmetric, or the singularity to be non-critical, so V is not covered by their analysis.
1.1. Our approach and main results. Existence of minimisers of I is straightforward, as well
as the fact that minimisers have compact support. Our first result is the strict convexity of I,
which entails uniqueness. As in the case of purely logarithmic interactions, strict convexity is a
consequence of the following key result (see Remark 2.3).
Theorem 1.1. Let µ0, µ1 ∈ P(R2) be measures with compact support and finite interaction energy,
that is,
∫
R2
(V ∗ µi) dµi < +∞ for i = 0, 1. Then∫
R2
V ∗ (µ1 − µ0) d(µ1 − µ0) ≥ 0, (1.4)
and the integral above is zero if and only if µ0 = µ1.
For purely logarithmic interactions, the proof of the analogous result to Theorem 1.1 (see [22,
Lemma 1.8]) relies on ingeniously rewriting the logarithm, according to the following formula:
− log |x− y| = 1
2π
∫
|z|≤R
1
|z − x| |z − y| dz + const.− logR+O
(
1
R
)
, (1.5)
for R sufficiently large. This trick allows one to rewrite the nonlocal term by ‘unfolding’ the
convolution, and transforming it into the integral of an exact square, which immediately implies
the non-negativity of the integral.
It is not clear whether a similar rewriting as in (1.5) is valid for the potential V , so we use a
different approach. This is based on the intuition that, if we could rewrite the convolution in (1.4)
in Fourier space, then heuristically we would have that∫
R2
V ∗ (µ1 − µ0) d(µ1 − µ0) =
∫
R2
Vˆ |µˆ1 − µˆ0|2dξ, (1.6)
and hence proving that Vˆ > 0 would imply the theorem.
As a first step, then, we compute the Fourier transform of V (see Lemma 2.1), which is a
tempered distribution. Unfortunately, the Fourier transform Vˆ is not a positive distribution (see
Remark 2.2), but we can show that Vˆ > 0 for positive test functions that are zero at ξ = 0. The
key remark is that this is enough to conclude, since µ1−µ0 is a neutral measure and thus the test
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function |µˆ1− µˆ0|2 in (1.6) is zero at ξ = 0. This heuristic argument can in fact be made rigorous,
and this is the heart of the proof of Theorem 1.1.
The explicit determination of the minimiser of I is the main result of this paper.
Theorem 1.2. The measure
m1 =
1
π
δ0 ⊗
√
2− x22H1 (−
√
2,
√
2) (1.7)
satisfies the conditions
(V ∗m1)(x) + |x|
2
2
=
1
2
+
1
2
log 2 for every x ∈ suppm1, (1.8)
(V ∗m1)(x) + |x|
2
2
≥ 1
2
+
1
2
log 2 for every x ∈ R2, (1.9)
and hence is the unique minimiser of I.
The proof of Theorem 1.2 consists of two parts: In the first part we show that (1.8)–(1.9) are the
Euler-Lagrange conditions for I relative to m1, and that the Euler-Lagrange conditions uniquely
characterise the minimiser of I. This is standard and can be done as in the purely logarithmic
case. In the second part of the proof we show that m1 satisfies (1.8)–(1.9). Since on suppm1 the
potential V reduces to the logarithm in one dimension, (1.8) follows from the minimality of the
semi-circle law for the Log-gases energy. Proving that m1 satisfies also (1.9) is instead original
and extremely challenging.
We note that one of the two Euler-Lagrange conditions must fail for any measure other than
the minimiser. This suggests that in order to prove (1.9) we need to estimate the function V ∗m1
in R2 with great precision and accuracy. We achieve this by computing the derivative of V ∗m1
with respect to x1 exactly, and by showing that, on account of (1.8) and a symmetry argument,
(1.9) can be reduced to proving that the derivative with respect to x1 of
F (x) := (V ∗m1)(x) + |x|
2
2
is positive in the first quadrant. This is in turn equivalent to the claim
ℜ (z ∂zg(z)) > 0 for every z ∈ C with ℜz > 0, ℑz > 0, (1.10)
where
g(z) =
1
2π
∫ pi
−pi
log |z − cos θ| dθ,
∂z denotes the complex derivative, and ℜ, ℑ denote the real and imaginary part. By applying the
Joukowsky transformation in the complex plane (see, e.g., [22, Example 1.3.5]) the integral in the
definition of g can be explicitly computed, so that the claim (1.10) can be checked directly.
1.2. Discussion. The research of this paper was driven by several aims. To start with, we wanted
to investigate the minimality of dislocation walls, conjectured in the literature, by means of a
solid mathematical approach. Secondly, we wanted to push the methods developed for nonlocal
energies beyond the case of radially symmetric potentials, still retaining the critical, logarithmic
singularity at zero. Finally, we wanted to explore the connection between the theory of vortices
and the theory of dislocations, which has been successfully exploited so far in the case of discrete
and screw dislocations (see, e.g., [1, 2]).
The literature on nonlocal interaction energies is vast. Under the assumption that the inter-
action potential is radially symmetric, several authors have investigated qualitative properties of
energy minimisers, from existence and uniqueness of the equilibrium measure [7, 10] to its con-
finement [6, 9] and to the regularity of the density of the minimisers [8]. In all the aforementioned
results radial symmetry is a crucial assumption and minimisers are radially symmetric. This
assumption is relaxed in [3], where the authors face the interesting question of estimating the di-
mension of the support of minimisers in terms of the singularity of the potential at zero. However,
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this result requires the singularity to be subcritical, which is not the case for the potential in (1.2),
and only provides a lower bound on the dimension.
Moreover, in our case we have an explicit potential coming from dislocation theory, and we find
the equilibrium measure explicitly. In this respect, our paper is more closely related to classical,
Frostman-type results on existence, uniqueness and characterisation of the extremal measure for
weighted energies. As in the classical case, we consider a radially symmetric and convex weight,
which corresponds to the external field |x|2 in the confinement term in (1.1). The additional
anisotropic term in the potential V , however, makes our analysis substantially different from the
case of a purely logarithmic interaction.
1.2.1. Extensions and open questions. Various extensions of the present work would be interesting.
The type of weight, or external field, in the energy (1.1) is chosen for convenience; we plan to
consider other types of fields, in analogy with the classical logarithmic case. From the mechanical
point of view, this would correspond to testing the stability of vertical-wall structures under
different loadings.
In particular, in the absence of an external field, one could ask the question of finding the
extremal measure in the class of probability measures supported on a given set E ⊂ R2. For
purely logarithmic interactions the extremal measure is supported on the boundary of E; it would
be interesting to see whether the anisotropic term would still force a vertical support of the
equilibrium measure as in the case treated in this paper.
The case of signed measures, corresponding to the presence of both positive and negative
dislocations, is our long-term goal. The minimising arrangements for the discrete energy are
conjectured to be Taylor lattices, namely structures where vertical walls of positive dislocations
are alternated with vertical walls of negative dislocations, but with a relative vertical shift. The
mathematical treatment of discrete systems of positive and negative dislocations, as well as their
limit behaviour for a large number of dislocations, are however still at a preliminary stage.
Finally, the results in this paper raise the intriguing question of understanding the effect of the
anisotropy on the dimension of the support of minimisers. We plan to investigate this issue for
more general interaction potentials.
1.3. Plan of the paper. In Section 2 we discuss existence and uniqueness of the minimiser of I
and we prove Theorem 1.1. The derivation of the Euler-Lagrange conditions and the proof of
Theorem 1.2 are the subject of Section 3.
2. Existence and uniqueness of the minimiser of I
In this section we prove existence and uniqueness of the minimiser of the nonlocal energy I in
(1.1). We start by providing the precise definition of I. The interaction potential V is defined by
V (x) := − log |x|+ x
2
1
|x|2 (2.1)
for x = (x1, x2) ∈ R2, x 6= 0, and is extended to x = 0 by continuity, that is, V (0) := +∞.
Let P(R2) denote the class of all positive Borel measures on R2 with unitary mass. For every
µ ∈ P(R2) we define
I(µ) :=
∫∫
R2×R2
(
V (x− y) + 1
2
(|x|2 + |y|2)
)
dµ(x) dµ(y). (2.2)
It is immediate to see that the integrand is non-negative and bounded from below; indeed, we
have
V (x− y) + 1
2
(|x|2 + |y|2) ≥ − log |x− y|+ 1
e
(|x|2 + |y|2) +
(
1
2
− 1
e
)
(|x|2 + |y|2)
≥ − log |x− y|+ 1
2e
|x− y|2 +
(
1
2
− 1
e
)
(|x|2 + |y|2)
≥
(
1
2
− 1
e
)
(|x|2 + |y|2). (2.3)
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Therefore, the energy (2.2) is well defined on positive measures µ ∈ P(R2), possibly equal to +∞.
The representation (1.1) of I coincides with (2.2) whenever the first integral in (1.1) is not −∞.
2.1. Existence of a minimiser of I. By inequality (2.3) we deduce that
I(µ) ≥
(
1− 2
e
)∫
R2
|x|2 dµ(x). (2.4)
This implies that inf I ≥ 0.
It is easy to see that if m0 =
1
piχB1(0), then I(m0) < +∞. Therefore, inf I < +∞.
Let now (µn) ⊂ P(R2) be a minimising sequence for I. By the bound (2.4) we deduce that the
sequence (µn) is tight and therefore converges narrowly, up to a subsequence, to some µ ∈ P(R2).
Since the functional I is lower semicontinuous with respect to narrow convergence, the existence
of a minimiser follows immediately.
2.2. Minimisers of I have compact support. Let µ be a minimiser of I; in particular, I(µ) <
+∞. By (2.3) we have that there exists a compact set K ⊂ R2 such that µ(K) > 0 and
V (x− y) + 1
2
(|x|2 + |y|2) > I(µ) + 1 outside K ×K. (2.5)
We now show that suppµ ⊂ K. If not, then µ(K) < 1; but in this case one can easily prove that
the measure µ˜ ∈ P(R2) defined as
µ˜ :=
µ K
µ(K)
has lower energy, against the minimality of µ. Indeed, by (2.5), we have
I(µ) =
∫∫
K×K
(
V (x− y) + 1
2
(|x|2 + |y|2)
)
dµ(x) dµ(y)
+
∫∫
(K×K)c
(
V (x− y) + 1
2
(|x|2 + |y|2)
)
dµ(x) dµ(y)
> (µ(K))2I(µ˜) + (1− (µ(K))2)(I(µ) + 1),
and hence
I(µ˜) < I(µ)− 1− (µ(K))
2
(µ(K))2
< I(µ),
which contradicts the minimality.
2.3. Uniqueness of the minimiser of I. As in the case of purely logarithmic interactions,
uniqueness follows by the strict convexity of the energy on probability measures with compact
support and finite interaction energy. Our proof of the strict convexity of the energy is however
completely different and new, and is based on the computation of the Fourier transform of the
potential V , which we show to be strictly positive outside the origin.
As a preliminary step, we compute the Fourier transform of the potential V .
Lemma 2.1 (Fourier transform of V ). The Fourier transform Vˆ of V is the tempered distribution
given by
〈Vˆ, ϕ〉 =
(1
2
+ γ + log π
)
ϕ(0) +
1
π
∫
|ξ|≤1
(ϕ(ξ)− ϕ(0)) ξ
2
2
|ξ|4 dξ +
1
π
∫
|ξ|>1
ϕ(ξ)
ξ22
|ξ|4 dξ (2.6)
for every ϕ ∈ S, where S denotes the Schwartz space and γ is the Euler constant.
Proof. Since V ∈ L1loc(R2) and has a logarithmic growth at infinity, we have that V ∈ S ′, hence
Vˆ ∈ S ′. We recall that Vˆ is defined by the formula
〈Vˆ, ϕ〉 := 〈V, ϕˆ〉 for every ϕ ∈ S
where, for ξ ∈ R2,
ϕˆ(ξ) :=
∫
R2
ϕ(x)e−2piiξ·x dx. (2.7)
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It is convenient to rewrite V as
V (x) = − log |x|+ 1
2
+
1
2
x21 − x22
|x|2 .
If we consider the rotation R : R2 → R2 defined by
R(x) =
1√
2
(x1 − x2, x1 + x2)
for every x ∈ R2, then we obtain
V (x) = 2πF (R(x)),
where
F (y) = − 1
2π
log |y|+ 1
4π
+
1
2π
y1y2
|y|2 .
Moreover, since R is a rotation, we have that
Vˆ = 2π(F ◦R)ˆ = 2πFˆ ◦R. (2.8)
It is therefore sufficient to compute the Fourier transform of F . To this purpose, we observe that
1
2π
y1y2
|y|2 = −y1∂y2
(
− 1
2π
log |y|
)
,
hence, setting
A(y) := − 1
2π
log |y|,
we have
Fˆ (ξ) = Aˆ(ξ) +
1
4π
δ0(ξ) + ξ2∂ξ1Aˆ(ξ),
where we used that ∂ξj fˆ = −2πi(xjf )ˆ and (∂xjf )ˆ = 2πiξj fˆ .
Let now β ∈ (0, 2) and let Aβ be the Riesz potential (up to an additive constant) of order β,
defined by
Aβ(y) :=
Γ(1− β2 )
Γ(β2 )2
βπ
(|y|β−2 − 1),
where Γ is the Gamma function. Since
Γ(1− β2 ) =
2Γ(2− β2 )
2− β , Γ(1) = 1, (2.9)
one can show that, as β → 2−, Aβ converges pointwise to A, thus Aˆβ converges to Aˆ in the sense
of tempered distributions (see, e.g., [12, Chapter 4, page 151]). Therefore, setting
Fβ(y) := Aβ(y) +
1
4π
− y1∂y2Aβ(y),
we deduce that Fˆβ → Fˆ in the sense of tempered distributions, as β → 2−. It is well known that
Aˆβ(ξ) =
1
(2π)β |ξ|β −
Γ(1− β2 )
Γ(β2 )2
βπ
δ0(ξ).
By straightforward computations we have
Fˆβ(ξ) =
1
(2π)β |ξ|β+2 (|ξ|
2 − βξ1ξ2) + 1
4π
δ0(ξ)−
Γ(1− β2 )
Γ(β2 )2
βπ
δ0(ξ),
where we used that ξ2δ0(ξ) = 0 in the sense of distributions.
Let now ϕ ∈ S. Taking into account (2.9) and the fact that∫
|ξ|≤1
1
(2π)β |ξ|β+2 (|ξ|
2 − βξ1ξ2) dξ = 1
(2π)β−1
1
2− β ,
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we compute
〈Fˆβ , ϕ〉 = 1
4π
ϕ(0) +
∫
|ξ|>1
ϕ(ξ)
1
(2π)β |ξ|β+2 (|ξ|
2 − βξ1ξ2) dξ
+
∫
|ξ|≤1
(ϕ(ξ) − ϕ(0)) 1
(2π)β |ξ|β+2 (|ξ|
2 − βξ1ξ2) dξ
+
1
Γ(β2 )2
β−1π
π2−βΓ(β2 )− Γ(2− β2 )
2− β ϕ(0). (2.10)
An application of l’Hopital’s rule shows that
lim
β→2−
π2−βΓ(β2 )− Γ(2 − β2 )
2− β = −Γ
′(1) + log π = γ + log π,
where we used that Γ′(1) = −γ. We can now pass to the limit in (2.10), as β → 2− (note that in
the second integral on the right-hand side |ϕ(ξ) − ϕ(0)| is at least or order |ξ|, as ξ → 0, so that
integrability is guaranteed), and obtain
〈Fˆ, ϕ〉 = 1
4π
ϕ(0) +
∫
|ξ|>1
ϕ(ξ)
1
(2π)2|ξ|4 (|ξ|
2 − 2ξ1ξ2) dξ
+
∫
|ξ|≤1
(ϕ(ξ) − ϕ(0)) 1
(2π)2|ξ|4 (|ξ|
2 − 2ξ1ξ2) dξ + 1
2π
(γ + log π)ϕ(0).
By applying (2.8) we deduce (2.6). 
Remark 2.2. By Lemma 2.1 we deduce that
〈Vˆ, ϕ〉 = 1
π
∫
R2
ξ22
|ξ|4ϕ(ξ) dξ (2.11)
for every ϕ ∈ S with ϕ(0) = 0. Hence, 〈Vˆ, ϕ〉 > 0 for every ϕ ∈ S with ϕ(0) = 0 and ϕ ≥ 0, ϕ 6≡ 0.
Note, however, that Vˆ is not positive on S. Indeed, let us take r0 ∈ (0, 1), to be chosen later,
and let us consider any radial function ϕ ∈ C∞c (Br0(0)) such that ϕ(0) > 0 and 0 ≤ ϕ ≤ ϕ(0).
Following the notation of Lemma 2.1, for any β ∈ (0, 2) we have
〈Fˆβ , ϕ〉 ≤ ϕ(0)
(∫
|ξ|≤r0
1
(2π)β |ξ|β+2 (|ξ|
2 − βξ1ξ2) dξ + 1
4π
− Γ(1 −
β
2 )
Γ(β2 )2
βπ
)
=: C(r0, β)ϕ(0).
Arguing as in the proof of Lemma 2.1, we have that
lim
β→2−
C(r0, β) =
1
2π
(
γ + log(πr0) +
1
2
)
.
It is enough to pick r0 such that γ + log(πr0) +
1
2 ≤ −1 to obtain that
〈Vˆ, ϕ〉 ≤ −ϕ(0) < 0.
We are now in a position to prove Theorem 1.1, which is the key step to deduce the strict con-
vexity of the interaction energy on probability measures with compact support (see Remark 2.3).
Proof of Theorem 1.1. We first prove the inequality (1.4) for test functions in S and for functions
in L2(R2) with zero average, and then we extend the result to measures, by means of a careful
approximation result.
Step 1: Inequality on test functions. For ϕ ∈ S we define
ϕˇ(x) = ϕ(−x), τxϕ(y) = ϕ(y − x)
for every x, y ∈ R2. Denoting by ϕˆ the Fourier transform of ϕ defined in (2.7), we have that
ˇˆ
ϕˆ = ϕ (2.12)
(see, e.g., [26, Theorem 7.7]). Moreover, for u ∈ S ′ and ϕ ∈ S we define
(u ∗ ϕ)(x) := 〈u, τxϕˇ〉 for every x ∈ R2.
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From [26, Theorem 7.19] it follows that u ∗ ϕ ∈ S ′ and
(u ∗ ϕ)ˆ = ϕˆ uˆ. (2.13)
We now prove that
〈u ∗ ϕ, ϕ〉 = 〈uˆ, |ϕˆ|2〉 (2.14)
for every u ∈ S ′ and ϕ ∈ S. Let ϕ ∈ S. We denote the conjugate of ϕ in C by ϕ¯. Note that in
our framework ϕ is always a real-valued function, but ϕˆ may be complex-valued. By (2.12) and
(2.13) we have that
〈u ∗ ϕ, ϕ〉 = 〈(u ∗ ϕ)ˆ , ˇˆϕ〉 = 〈uˆ, ϕˆ ¯ˆϕ〉, (2.15)
where we used that ˇˆϕ = ˆˇϕ and that
ˇˆϕ(ξ) =
∫
R2
ϕ(x)e2piiξ·x dx = ¯ˆϕ.
This proves (2.14).
Let now ϕ ∈ S be such that ∫
R2
ϕ(x) dx = 0; note that ϕˆ(0) =
∫
R2
ϕ(x) dx = 0. By (2.14)
applied to u = V , where V is the interaction potential in (2.1), we deduce that∫
R2
(V ∗ ϕ)ϕdx = 〈Vˆ, |ϕˆ|2〉 = 1
π
∫
R2
ξ22
|ξ|4 |ϕˆ(ξ)|
2 dξ, (2.16)
where the last equality follows from Remark 2.2 since ϕˆ(0) = 0.
Step 2: Inequality on L2 functions. Let f ∈ L2(R2) be such that ∫
R2
f(x) dx = 0 and with
compact support. Let (ϕk) ⊂ S be a sequence converging to f in L2(R2) with
∫
R2
ϕk(x) dx = 0.
In particular, ϕˆk → fˆ in L2(R2) and ϕˆk(0) = 0 for every k. Therefore, by (2.16),∫
R2
(V ∗ ϕk)ϕk dx = 1
π
∫
R2
ξ22
|ξ|4 |ϕˆk(ξ)|
2 dξ for every k.
Passing to the limit as k →∞, we deduce that∫
R2
(V ∗ f)f dx ≥ 1
π
∫
R2
ξ22
|ξ|4 |fˆ(ξ)|
2 dξ. (2.17)
Note that we can pass to the limit in the interaction energy since V ∈ L1loc(R2) and we can assume
the supports of ϕk and f to be uniformly bounded. In the right-hand side we used Fatou’s lemma.
Thus, we have proved that (2.17) holds for every f ∈ L2(R2) with ∫
R2
f(x) dx = 0 and compact
support.
Step 3: Inequality on measures. Let µ0, µ1 ∈ P(R2) be as in the statement of the theorem, that
is, such that ∫
R2
(V ∗ µ0) dµ0 < +∞,
∫
R2
(V ∗ µ1) dµ1 < +∞ (2.18)
and with compact support. Let ν := µ1 − µ0. Note that ν is a bounded measure with compact
support and
∫
R2
dν = 0.
Assume now that there exist (µh0 ), (µ
h
1 ) in L
2(R2) with uniformly bounded compact supports
such that µhi ≥ 0, ∫
R2
µhi (x) dx = 1, (2.19)
µhi ⇀ µi narrowly, as h→ 0, (2.20)
and
lim
h→0
∫
R2
(V ∗ µhi )µhi dx =
∫
R2
(V ∗ µi) dµi (2.21)
for i = 0, 1. We postpone the proof of (2.19)–(2.21) to Step 4. Set νh := µh1 − µh0 . Since
νh ∈ L2(R2), ∫
R2
νh(x) dx = 0, and νh has compact support, we can apply (2.17) to νh for
every h. We obtain ∫
R2
(V ∗ νh)νh dx ≥ 1
π
∫
R2
ξ22
|ξ|4 |νˆ
h(ξ)|2 dξ for every h.
THE EQUILIBRIUM MEASURE FOR A NONLOCAL DISLOCATION ENERGY 9
Therefore,
lim sup
h→0
∫
R2
(V ∗ νh)νh dx ≥ lim inf
h→0
1
π
∫
R2
ξ22
|ξ|4 |νˆ
h(ξ)|2 dξ ≥ 1
π
∫
R2
ξ22
|ξ|4 |νˆ(ξ)|
2 dξ,
where the last inequality follows from Fatou’s lemma and the fact that νˆh → νˆ pointwise (note
in particular that, since ν is a bounded measure, νˆ is continuous). We now look at the left-hand
side. We have∫
R2
(V ∗ νh)νh dx =
∫
R2
(V ∗ µh1 )µh1 dx+
∫
R2
(V ∗ µh0 )µh0 dx− 2
∫
R2
(V ∗ µh1 )µh0 dx. (2.22)
The convergence of the first two integrals at the right-hand side is guaranteed by (2.21). As for
the last integral, we write
lim sup
h→0
−2
∫
R2
(V ∗ µh1 )µh0 dx = −2 lim inf
h→0
∫
R2
(V ∗ µh1 )µh0 dx ≤ −2
∫
R2
(V ∗ µ1) dµ0,
where the last inequality follows from (2.20) by lower semicontinuity. Indeed, V is continuous and
bounded from below on the uniformly bounded supports of µhi ; thus, the lower semicontinuity of∫
(V ∗ µ1) dµ0 can be easily proved by considering truncations of V from above.
Combining the previous equations together, we conclude that∫
R2
(V ∗ ν) dν ≥ 1
π
∫
R2
ξ22
|ξ|4 |νˆ(ξ)|
2 dξ. (2.23)
If the left-hand side of (2.23) is equal to 0, then
ξ22
|ξ|4 |νˆ(ξ)|
2 = 0 for a.e. ξ ∈ R2.
Therefore, νˆ(ξ) = 0 for a.e. ξ with ξ2 6= 0. By continuity of νˆ this implies νˆ(ξ) = 0 for every
ξ ∈ R2. Thus, ν = 0, hence µ0 = µ1.
We have therefore proved the thesis of the theorem.
Step 4: Approximation result. To prove (2.19)–(2.21) we proceed as in [20, Theorem 3.3], Step 1
in the proof of the limsup inequality. We apply the approximation procedure described there to
µ0 and µ1, separately; the µ
h
i defined in this way, for i = 0, 1, are in L
2(R2), are non-negative,
have uniformly bounded supports, and satisfy (2.19) and (2.20).
To prove (2.21), we argue as follows. ForM > 0 we consider the truncated function VM := V ∧M
and we write V = VM +(V −VM ). The function VM is bounded on bounded sets and continuous.
Since the supports of µhi are uniformly bounded, narrow convergence (2.20) yields
lim
h→0
∫
R2
(VM ∗ µhi )µhi dx =
∫
R2
(VM ∗ µi) dµi ≤
∫
R2
(V ∗ µi) dµi
for i = 0, 1. Therefore, (2.21) is proved if we show that
lim
M→∞
lim sup
h→0
∫
R2
((V − VM ) ∗ µhi )µhi dx = 0 (2.24)
for i = 0, 1. Note also that we can replace R2 with a bounded domain in the integral above (in
[20, Theorem 3.3] the integrals are on a bounded set Ω and not on R2) since the measures have
uniformly bounded supports. Since
− log |x| ≤ V (x) ≤ 1− log |x| (2.25)
for every x 6= 0, claim (2.24) can be proved by repeating the argument in [20, Theorem 3.3]
verbatim. 
Remark 2.3 (Strict convexity and uniqueness of the minimiser of I). Theorem 1.1 implies the
strict convexity of I on the class of probability measures with compact support and finite in-
teraction energy. Indeed, let µ0, µ1 ∈ P(R2) be two measures with compact support and finite
interaction energy such that µ0 6= µ1. Inequality (1.4) implies that
2
∫
R2
V ∗ µ1 dµ0 <
∫
R2
V ∗ µ0 dµ0 +
∫
R2
V ∗ µ1 dµ1. (2.26)
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For any t ∈ (0, 1), set µt := tµ1 + (1− t)µ0 and compute∫
R2
V ∗ µt dµt = t2
∫
R2
V ∗ µ1 dµ1 + 2t(1− t)
∫
R2
V ∗ µ1 dµ0 + (1− t)2
∫
R2
V ∗ µ0 dµ0.
Using (2.26), we immediately infer that∫
R2
V ∗ µt dµt < t
∫
R2
V ∗ µ1 dµ1 + (1− t)
∫
R2
V ∗ µ0 dµ0.
Since minimisers of I have compact support and finite interaction energy, the property above
implies uniqueness of the minimiser.
2.4. Γ-convergence. The energy I arises as the Γ-limit of the discrete interaction energies wn/n
2,
defined in (1.3), as n → ∞. This can be proved by following the argument in [20, Theorem 3.3],
where a related energy is derived from a semi-discrete strain energy model. In particular, the
Γ-liminf inequality follows from a standard lower semicontinuity argument. For the Γ-limsup
inequality it is enough to consider a measure µ with I(µ) < +∞. The argument in Section 2.2
ensures that one can also assume µ to have compact support. In this case, since V satisfies the
bounds (2.25), a recovery sequence can be constructed exactly as in [20, Theorem 3.3].
3. Characterisation of the minimiser of I: The semi-circle law.
We start by characterising the minimiser of I as the unique measure satisfying the Euler-
Lagrange conditions for I. Then we will show that the semi-circle law satisfies such conditions.
3.1. Euler-Lagrange conditions. We now derive the Euler-Lagrange conditions for the func-
tional I, and show that they characterise the minimiser. This procedure is the same as for the
logarithmic potential (see, e.g., [22, Theorem 1.3]; see also [6, 25]).
We first introduce the notion of capacity. For any compact set K ⊂ R2 we define the capacity
of K as
cap(K) := Φ
(
inf
µ∈P(K)
∫∫
R2×R2
V (x− y) dµ(x) dµ(y)
)
, Φ(t) = e−t,
where P(K) is the class of all probability measures with support in K. For any Borel set B ⊂ R2
the capacity of B is defined as the supremum of the capacity of compact sets K ⊂ B. Finally,
any set (not necessarily Borel) contained in a Borel set of zero capacity, is considered to have zero
capacity.
In the following we say that a property holds quasi everywhere (q.e.) in a set A if the set of
points in A where the property is not satisfied has zero capacity. Note that if B is a Borel set with
zero capacity and µ ∈ P(R2) is a measure with compact support and finite interaction energy,
then µ(B) = 0. In other words, any measure with compact support and finite interaction energy
does not charge sets of zero capacity.
We also note that the capacity is monotone increasing with respect to inclusion. Moreover, a
countable union of sets with zero capacity has zero capacity.
Theorem 3.1. The minimiser µ ∈ P(R2) of I is uniquely characterised by the Euler-Lagrange
conditions: there exists c ∈ R such that
(V ∗ µ)(x) + |x|
2
2
= c for µ-a.e. x ∈ suppµ, (3.1)
(V ∗ µ)(x) + |x|
2
2
≥ c for q.e. x ∈ R2. (3.2)
Remark 3.2. From condition (3.1) it follows that the constant c is given by
c = I(µ)− 1
2
∫
R2
|x|2 dµ(x).
Proof of Theorem 3.1. We divide the proof into two steps: The derivation of the conditions (3.1)–
(3.2), and the proof of the fact that they characterise the minimiser µ.
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Step 1: Derivation of the Euler-Lagrange conditions. We consider variations of the minimiser µ of
I of the following form: (1 − ε)µ+ εν, where ε ∈ (0, 1) and ν ∈ P(R2) has compact support and
satisfies I(ν) < +∞. The minimality of µ implies
I((1− ε)µ+ εν) ≥ I(µ),
which we can rewrite more explicitly as
ε
(∫
R2
(2(V ∗ µ) + |x|2) dν − (2(V ∗ µ) + |x|2) dµ
)
+ ε2
∫
R2
(V ∗ (µ− ν)) d(µ − ν) ≥ 0.
Since the coefficient of the ε2 term is finite, we can divide the previous relation by ε > 0 and let
ε→ 0+ to obtain∫
R2
(
(V ∗ µ)(x) + |x|
2
2
)
dν(x) ≥
∫
R2
(
(V ∗ µ)(x) + |x|
2
2
)
dµ(x) =: c, (3.3)
which has to be true for every ν ∈ P(R2) with compact support and such that I(ν) < +∞.
Condition (3.3) implies (3.2). Indeed, set F (x) := (V ∗µ)(x)+ |x|22 and assume for contradiction
that the set {x ∈ R2 : F (x) < c} has positive capacity. Then there exists n0 ∈ N large enough, so
that the compact set
K :=
{
x ∈ R2 : |x| ≤ n0, F (x) ≤ c− 1
n0
}
has positive capacity (note that F is lower semicontinuous, which implies that K is closed and
thus compact). On the other hand, since∫
R2
F (x) dµ(x) = c,
there must exist a Borel set E, disjoint from K, such that µ(E) > 0 and F (x) > c− 12n0 for µ-a.e.
x ∈ E. Since K has positive capacity, we deduce from the definition of capacity that there exists
ν˜ ∈ P(K) with finite interaction energy. We now consider the measure ν ∈ P(R2) defined by
ν := µ+ εµ(E) ν˜ − εµ E,
where ε > 0 is sufficiently small. We compute∫
R2
F (x) dν(x) =
∫
R2
F (x) dµ(x) + εµ(E)
∫
R2
F (x) dν˜(x) − ε
∫
E
F (x) dµ(x)
≤ c− εµ(E)
2n0
,
which contradicts (3.3). Therefore, (3.2) is proved.
Since the minimiser µ does not charge sets of zero capacity, by (3.2) we also have
(V ∗ µ)(x) + |x|
2
2
≥ c for µ-a.e. x ∈ R2.
Since ∫
R2
(V ∗ µ)(x) dµ(x) + 1
2
∫
R2
|x|2 dµ(x) = c,
the inequality above implies (3.1).
Step 2: Characterisation of the minimiser µ. Assume that µ˜ ∈ P(R2) with compact support
satisfies (3.1)–(3.2) for some constant c˜, and define µt := tµ+ (1− t)µ˜ for t ∈ (0, 1). Then
I(µt) = t
∫
R2
(
V ∗ µ+ |x|
2
2
)
dµt + (1− t)
∫
R2
(
V ∗ µ˜+ |x|
2
2
)
dµt +
1
2
∫
R2
|x|2 dµt
≥ tc+ (1− t)c˜+ 1
2
∫
R2
|x|2(t dµ+ (1− t) dµ˜)
= t
(
c+
1
2
∫
R2
|x|2 dµ
)
+ (1− t)
(
c˜+
1
2
∫
R2
|x|2 dµ˜
)
= tI(µ) + (1 − t)I(µ˜),
which, by the strict convexity of I, implies that µ = µ˜. 
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3.2. The semi-circle law. We now prove the main result of the paper, Theorem 1.2, that is,
we show that the semi-circle law satisfies the Euler-Lagrange conditions derived in the previous
section, and thus is the unique minimiser of I.
Proof of Theorem 1.2. Set
F (x) := (V ∗m1)(x) + 1
2
|x|2 for every x ∈ R2.
First of all, we note that the interaction term is given by
(V ∗m1)(x) = 1
π
∫ √2
−√2
(
−1
2
log(x21 + (x2 − y2)2) +
x21
x21 + (x2 − y2)2
)√
2− y22 dy2. (3.4)
Therefore, V ∗m1 is the image of a continuous function through a weakly singular integral operator.
We can conclude that F is continuous over R2 and that it is C1 on R2 \ (suppm1).
We split the proof into two steps. In the first step we investigate the behaviour of F on the
x2-axis, in the second step we show that the Euler-Lagrange conditions are satisfied on the whole
of R2.
Step 1: Behaviour on the x2-axis. This is classical, since it corresponds to the fact that the
semi-circle law is a minimiser for the logarithmic potential in one dimension. For the sake of
completeness, we repeat the arguments here.
On the x2-axis, we have
(V ∗m1)(0, x2) = 1
π
∫ √2
−√2
(
−1
2
log((x2 − y2)2)
)√
2− y22 dy2. (3.5)
We compute its derivative with respect to x2, obtaining
∂x2(V ∗m1)(0, x2) =


−x2 −
√
x22 − 2 if x2 < −
√
2,
−x2 if x2 ∈ [−
√
2,
√
2],
−x2 +
√
x22 − 2 if x2 >
√
2.
(3.6)
In fact, for |x2| >
√
2, it can be easily seen that
∂x2(V ∗m1)(0, x2) = −
1
π
∫ √2
−√2
√
2− y22
x2 − y2 dy2.
Such a formula remains true for x2 ∈ (−
√
2,
√
2) in the sense of distributions, where the integral
at the right-hand side is to be intended as the principal value. Therefore, for any |x2| 6=
√
2,
∂x2(V ∗ m1)(0, x2) coincides with the Hilbert transform of χ(−√2,√2)(y2)
√
2− y22 . This can be
computed explicitly (see, e.g., [18, Chapter 4]) leading to formula (3.6) for any |x2| 6=
√
2. By
passing to the limit, we easily conclude that (3.6) holds in the classical sense for every x2 ∈ R.
We immediately infer that, for some constant c1, we have
F (0, x2) = (V ∗m1)(0, x2) + x
2
2
2
= c1 for every x2 ∈ [−
√
2,
√
2] (3.7)
and
F (0, x2) = (V ∗m1)(0, x2) + x
2
2
2
> c1 for every x2 ∈ R \ [−
√
2,
√
2]. (3.8)
We observe that
c1 = (V ∗m1)(0) = I(m1)− 1
2
∫
R2
|x|2 dm1(x),
and we now compute c1 and thus the energy of the semi-circle law. We have
c1 = (V ∗m1)(0) = 1
π
∫ √2
−√2
(− log |y2|)
√
2− y22 dy2 =
1
2
+
1
2
log 2. (3.9)
For the confinement term we have∫
R2
|x|2 dm1 = 1
π
∫ √2
−√2
x22
√
2− x22 dx2 =
1
2
. (3.10)
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Therefore we conclude that
I(m1) =
3
4
+
1
2
log 2 (≈ 1.0966).
Step 2: Euler-Lagrange conditions. We now show that m1 satisfies (1.8)–(1.9). Note that (1.8)
follows immediately from (3.7) and (3.9).
It remains to show that m1 satisfies the Euler-Lagrange condition (1.9). We claim that F (x) >
1
2 +
1
2 log 2 for every x ∈ R2 such that x1 6= 0. Then, by (3.7) and (3.8), the proof would be
concluded. Since F is even in x1 and x2, and again by (3.7) and (3.8), the claim follows if we show
that
∂x1F (x1, x2) > 0 for every x1 > 0, x2 ≥ 0. (3.11)
In the following we consider x1 > 0 and x2 ≥ 0. We observe that
V (x1, x2) = −∂x2
(
−x2 + 1
2
x2 log(x
2
1 + x
2
2)
)
. (3.12)
By rewriting (3.4), using also (3.12), we have
(V ∗m1)(x) = 1
2π
∫ √2
−√2
∫ √2−y2
2
−
√
2−y2
2
(
−1
2
log(x21 + (x2 − y2)2) +
x21
x21 + (x2 − y2)2
)
dy1 dy2
=
1
2π
∫ √2
−√2
∫ √2−y2
1
−
√
2−y2
1
(
−1
2
log(x21 + (x2 − y2)2) +
x21
x21 + (x2 − y2)2
)
dy2 dy1
= 1 +
1
4π
∫ √2
−√2
(
x2 −
√
2− y21
)
log
(
x21 +
(
x2 −
√
2− y21
)2)
dy1
− 1
4π
∫ √2
−√2
(
x2 +
√
2− y21
)
log
(
x21 +
(
x2 +
√
2− y21
)2)
dy1.
Hence we have that
∂x1F (x1, x2) = x1 +
1
4π
∫ √2
−√2
(
x2 −
√
2− y21
) 2x1
x21 +
(
x2 −
√
2− y21
)2 dy1
− 1
4π
∫ √2
−√2
(
x2 +
√
2− y21
) 2x1
x21 +
(
x2 +
√
2− y21
)2 dy1.
We now change variables, setting y1 =
√
2 sin θ, for θ ∈ [−pi2 , pi2 ]; setting also ξi := xi√2 , we have
∂x1F (
√
2ξ1,
√
2ξ2) =
√
2ξ1 +
√
2
2π
∫ pi
2
−pi
2
ξ1(ξ2 − cos θ) cos θ
ξ21 + (ξ2 − cos θ)2
dθ −
√
2
2π
∫ pi
2
−pi
2
ξ1(ξ2 + cos θ) cos θ
ξ21 + (ξ2 + cos θ)
2
dθ
=
√
2ξ1 +
√
2
2π
∫ pi
2
−pi
2
ξ1(ξ2 − cos θ) cos θ
ξ21 + (ξ2 − cos θ)2
dθ +
√
2
2π
∫ 3pi
2
pi
2
ξ1(ξ2 − cos θˆ) cos θˆ
ξ21 + (ξ2 − cos θˆ)2
dθˆ
=
√
2ξ1 +
√
2
2π
∫ pi
−pi
ξ1(ξ2 − cos θ) cos θ
ξ21 + (ξ2 − cos θ)2
dθ,
where we have used the substitution θˆ = θ + π, and then the periodicity of the cosine function.
For what follows it is convenient to manipulate the expression above slightly, as
∂x1F (
√
2ξ1,
√
2ξ2) =
√
2
2π
ξ21
∫ pi
−pi
ξ1
ξ21 + (ξ2 − cos θ)2
dθ +
√
2
2π
ξ1ξ2
∫ pi
−pi
ξ2 − cos θ
ξ21 + (ξ2 − cos θ)2
dθ.
In terms of these new variables, the claim (3.11) corresponds to proving that
ξ21
∫ pi
−pi
ξ1
ξ21 + (ξ2 − cos θ)2
dθ + ξ1ξ2
∫ pi
−pi
ξ2 − cos θ
ξ21 + (ξ2 − cos θ)2
dθ > 0
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for every ξ1 > 0, ξ2 ≥ 0. Clearly this is true for ξ2 = 0, since the expression in this case reduces to
ξ21
∫ pi
−pi
ξ1
ξ21 + (cos θ)
2
dθ,
which is positive for ξ1 > 0. Hence we only need to show that
ξ1
∫ pi
−pi
ξ1
ξ21 + (ξ2 − cos θ)2
dθ + ξ2
∫ pi
−pi
ξ2 − cos θ
ξ21 + (ξ2 − cos θ)2
dθ > 0 (3.13)
for every ξ1 > 0, ξ2 > 0. To evaluate the integrals above, we will make use of the following identity:
1
2π
∫ pi
−pi
log |z − cos θ| dθ = log |z +
√
z2 − 1| − log 2, (3.14)
where z ∈ C \ [−1, 1] and √z2 − 1 here and in what follows denotes the branch of the complex
square root that behaves asymptotically as z at infinity. Namely, for z ∈ C \ [−1, 1] such that
z = ρeiθ with ρ > 0 and 0 ≤ θ < π, we have z2 − 1 = ρ1eiθ1 with ρ1 > 0 and 0 ≤ θ1 < 2π and√
z2 − 1 = √ρ1eiθ1/2. Instead, if z ∈ C \ [−1, 1] is such that z = ρeiθ with ρ > 0 and π ≤ θ < 2π,
we have z2 − 1 = ρ1eiθ1 with ρ1 > 0 and 2π ≤ θ1 < 4π and
√
z2 − 1 = √ρ1eiθ1/2. For the proof
of identity (3.14) we refer to [22, Example 1.3.5], where the integral in (3.14) is computed by
applying the Joukowsky transformation.
Writing explicitly z = η1 + iη2, and assuming that η1 > 0 and η2 > 0, the left-hand side of
(3.14) becomes
1
2π
∫ pi
−pi
log |z − cos θ| dθ = 1
4π
∫ pi
−pi
log
(
(η1 − cos θ)2 + η22
)
dθ =: g(η1, η2). (3.15)
From now on we write g(z) or g(η1, η2) to denote the function in (3.14)–(3.15).
For the derivatives of g with respect to η1 and η2 we have
∂η1g(η1, η2) =
1
2π
∫ pi
−pi
η1 − cos θ
(η1 − cos θ)2 + η22
dθ,
∂η2g(η1, η2) =
1
2π
∫ pi
−pi
η2
(η1 − cos θ)2 + η22
dθ,
(3.16)
which correspond to the integrals in (3.13), provided we pick η1 = ξ2 and η2 = ξ1.
Using (3.16) we find that the claim (3.13) is equivalent to proving
η1∂η1g(η1, η2) + η2∂η2g(η1, η2) > 0 for every η1 > 0, η2 > 0. (3.17)
Since g is real-valued, (3.17) is in turn equivalent to
ℜ (z ∂zg(z)) > 0 for every η1 > 0, η2 > 0, (3.18)
where ∂z =
1
2∂η1 − i2∂η2 , while ∂z¯ = 12∂η1 + i2∂η2 .
To compute the complex derivative of g it is convenient to rewrite g as
g(z) =
1
2
log(h(z)h(z))− log 2, h(z) := z +
√
z2 − 1. (3.19)
We note that, for η1, η2 > 0, the branch of the square root appearing in the definition of h satisfies
ℜ(√z2 − 1) > 0, ℑ(√z2 − 1) > 0, thus in particular we have ℜ(h(z)) > 0, ℑ(h(z)) > 0.
Moreover, h is holomorphic, and therefore ∂z¯h = 0, which implies that
∂z h¯ = ∂z¯h = 0. (3.20)
On the other hand
∂zh(z) = 1 +
z√
z2 − 1 =
h(z)√
z2 − 1 =
h(z)
√
z2 − 1
|z2 − 1|2 . (3.21)
Using (3.20) and (3.21), we can then compute the complex derivative of g:
∂zg(z) =
1
2
1
|h(z)|2 ∂z(h(z)h(z)) =
1
2
1
|h(z)|2
(
∂zh(z)h(z) + h(z) ∂zh(z)
)
=
1
2
√
z2 − 1
|z2 − 1|2 .
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Finally, we can compute the left-hand side of (3.18) for z = η1 + iη2 with η1, η2 > 0:
ℜ (z ∂zg(z)) = 1
2
1
|z2 − 1|2ℜ
(
z
√
z2 − 1
)
=
1
2
1
|z2 − 1|2
(
η1ℜ(
√
z2 − 1) + η2ℑ(
√
z2 − 1)
)
> 0,
since, as said above, ℜ(√z2 − 1) > 0, ℑ(√z2 − 1) > 0 when η1, η2 > 0.
This proves (3.18), and hence (3.11), which implies that the measure m1 satisfies the Euler-
Lagrange condition (1.9) and concludes the proof of the theorem. 
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