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Uno de los objetivos principales del proyecto ha sido elaborar un marco de eval-
uación de algoritmos de detección y descripción de puntos de interés que permitiese
actualizar las referencias del estado del arte en este sentido.
En base a dicho marco de evaluación propuesto, se ha deﬁnido el otro de los
objetivos principales del proyecto, la realización de una evaluación comparativa de
las técnicas de puntos de interés más relevantes en el estado del arte en la actualidad.
Para todo ello, se ha trabajado en tres grandes bloques.
En primer lugar, a partir de un análisis de las fortalezas y debilidades de los
marcos de evaluación propuestos con anterioridad en el estado del arte, se propuso un
nuevo conjunto de datos, acompañado de una metodología y métricas de evaluación.
Estas propuestas permitieron deﬁnir un nuevo marco de evaluación sobre el que se
trabajaría en el resto del proyecto.
En segundo lugar, se realizó un exhaustivo estudio del estado del arte, que llevó a
categorizar y seleccionar una serie de algoritmos de puntos de interés que se consid-
eraron como los más relevantes en la actualidad.
Sobre este conjunto de algoritmos, se desarrolló el tercer y último bloque, que con-
stó de una extensa evaluación comparativa de todos ellos sobre el marco de evaluación
propuesto anteriormente.
Con ello, se considera que a la ﬁnalización del proyecto, se ha logrado alcanzar
ambos objetivos principales, la propuesta de un nuevo marco de evaluación, y la
realización de una evaluación comparativa que pueda ser referencia para la comunidad
cientíﬁca.
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One of the main objectives of this project has been to develop a framework for
the evaluation of keypoint detection and description algorithms, in order to update
the references of the state of the art in this topic.
Based on this framework, the other main objective has been to perform a com-
parative evaluation of the state of the art algorithms in local features ﬁeld.
To this aim, three main stages have been faced.
The ﬁrst one has been to propose a new dataset, together with a evaluation
methodology, based on an analysis of the strengths and weaknesses of previous frame-
works in the state of the art. This proposal will set a new evaluation framework for
the following stages.
The second one, an exhaustive study of the state of the art allowed to select the
main techniques and categorize them according to its properties.
Finally, those selected techniques were tested on the proposed evaluation frame-
work.
Summarizing, at the end of the project, both objectives, the evaluation framework
proposal, and the comparative evaluation, have been satisﬁed.
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Los puntos de interés son la base de numerosas tareas de la visión por computador.
La detección y descripción de puntos de interés, dentro del marco del procesado de
imagen, son la base de tareas tan diversas como reconocimiento de objetos, tracking
o modelado 3D. Sus notables resultados han motivado a la comunidad cientíﬁca a
trabajar en esta dirección, produciéndose un crecimiento considerable de mejoras y
nuevas técnicas propuestas en los últimos años.
No obstante, pese a la cantidad de algoritmos que han ido surgiendo, no han
aparecido nuevos estudios comparativos de referencia en el estado del arte. La ausencia
de los mismos, en conjunto con el elevado número de propuestas, hace que para el
investigador que recurre a estas técnicas para sus aplicaciones, la elección de la idónea
sea una tarea compleja y no siempre fructífera.
Por último, otro aspecto que complica la comparación entre las técnicas de pun-
tos de interés del estado del arte es la heterogeneidad de los marcos de evaluación,
principalmente a nivel de métricas-dataset (conjunto de datos). Si bien es cierto que
existe algún dataset de referencia, la técnicas que lo utilizan comienza a sobre ajus-
tarse. Aquellas técnicas que se comparan sobre otros conjuntos de datos se justiﬁcan
adicionalmente en la elevada complejidad de algunas tareas y la nimiedad de otras.
1.2. Objetivos.
El objetivo principal de este proyecto será, por lo tanto, proporcionar a la comu-
nidad cientíﬁca una comparativa actualizada de las técnicas de puntos de interés del
estado del arte. Habida cuenta de la complejidad de la tarea, así como de los pro-
1
2 CAPÍTULO 1. INTRODUCCIÓN.
blemas presentados por los actuales marcos de evaluación, el objetivo principal del
proyecto se abordará desde la consecución de una serie de objetivos parciales.
Se llevará a cabo un análisis de los estudios comparativos existentes en el estado
del arte, extrayendo fortalezas y debilidades que faciliten la propuesta.
Se diseñará, grabará y anotará un nuevo y exhaustivo conjunto de datos de eva-
luación. Dicho conjunto presentará todas las propiedades de interés que deben
presentar estas técnicas, así como numerosas combinaciones de las mismas. En
conjunto con los datos, se deﬁnirán una métricas y metodologías comunes de
evaluación.
Se analizarán las técnicas de puntos de interés del estado del arte dividiéndolas
en sus dos etapas principales, la detección y la descripción.
Una vez analizadas, se categorizarán y se seleccionarán aquellas más punteras
en cada categoría de cara a su posterior evaluación. La selección de los métodos
se acompañará de un análisis comparativo teórico que se tratará de corroborar
posteriormente en la evaluación práctica.
Las diversas técnicas seleccionadas se evaluarán sobre el conjunto de datos pro-
puesto, así como frente a un conjunto de datos de referencia del estado del
arte.
Los resultados se analizarán en profundidad, sacando conclusiones que se con-
sideren de utilidad para aquellos investigadores que quieran hacer uso de este
estudio en el futuro.
Estudio del estado del arte, comparativa teórica de algoritmos de descripción de
puntos de interés y selección de los algoritmos más destacados para su evaluación
con el framework deﬁnido sobre los datasets propuestos.
Una vez completados todos estos objetivos, se espera que se disponga de un exten-
so análisis comparativo, así como de un exhaustivo y actualizado marco común de
evaluación para las futuras técnicas del estado del arte.
1.3. Estructura de la memoria.
La memoria del proyecto se divide en los siguientes capítulos:
Capítulo 1. Introducción: introducción, motivación y objetivos del proyecto.
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Capítulo 2. Estado del arte: Introducción e historia de los puntos de interés y
estudios previos.
Capítulo 3 Marco de evaluación: Nuevo conjunto de datos aportado, metodología
y selección de métricas de evaluación
Capítulo 4 Estado del arte de detectores, comparativa teórica y evaluación de
algoritmos sobre el marco de evaluación.
Capítulo 5Estado del arte de descriptores, comparativa teórica y evaluación de
algoritmos sobre el marco de evaluación.
Capítulo 6. Conclusiones y trabajo futuro.
Referencias y anexos.
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Capítulo 2
Estado del arte.
Hoy en día se generan grandes volúmenes de información en forma de imágenes y
vídeos. Los segmentos de información que conforman una imagen carecen de identidad
semántica si se presentan individualmente. En cambio, cuando son presentados en
conjunto, lo que representan estos píxeles puede ser interpretado de manera subjetiva.
Este salto semántico supone un nivel de abstracción de gran complejidad y por ellos
se trata de una tarea que desde un punto de vista general se encuentra irresuelta, y
que en el estado del arte aún se lleva a cabo de forma supervisada.
Actualmente en el área del procesado de imagen se han alcanzado unos resultados
relativamente satisfactorios para gran variedad de aplicaciones y tareas complejas
1[[8]. No obstante, el desarrollo y funcionamiento de estas aplicaciones, consideradas
de alto nivel por estar más próximas al nivel semántico, depende en gran medida del
funcionamiento de los algoritmos de más bajo nivel, los más próximos a trabajar a
nivel de píxel.
El objetivo de este proyecto de llevar a cabo una evaluación de aquellos algoritmos
cuyo objetivo es el de tratar la información contenida en una imagen basándose en
puntos, regiones o agrupaciones de interés es de gran relevancia para el estado del
arte de cara al uso del mismo como herramienta de selección de técnicas de bajo nivel
para sus tareas de alto nivel.
Estas técnicas, a nivel general, buscan un enfoque que le permita alcanzar una
descripción de la propia imagen centrándose en puntos o regiones que aportan mayor
cantidad de información que otros puntos de su entorno, en lugar de tratar la imagen
al completo. Esto se justiﬁca, por lo general, según los principios de la entropía e
información, en que las variaciones en un entorno estable presentan gran cantidad
de información. Los puntos de interés en una imagen, típicamente, están localizados
1[http://changedetection.net/]
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donde se produce un cambio en una propiedad de la imagen o varias simultáneamente.
Este capítulo tratará de enmarcar este trabajo en el estado del arte de las evalua-
ciones de las técnicas de puntos de interés. Para ello las siguientes secciones presentará
la siguiente estructura. En primer lugar se hará una breve introducción a los puntos
de interés acompañada de un marco histórico y unos conceptos de terminología (sec-
ción 2.1). Posteriormente se tratarán a nivel conceptual las dos etapas en las que se
dividen las técnicas de puntos de interés, la detección y la descripción, y se presenta-
rán las propiedades que tratan de lograr (sección 2.2). Seguidamente, se incluye una
sección en la que se analizarán los estudios relacionados, desglosando entre estudios
de referencia, estudios recientes y estudios de aplicación (sección 2.3). Por último, se
cerrará el capítulo con unas breves conclusiones sobre el estado del arte.
2.1. Introducción.
2.1.1. Historia.
El uso de los puntos de interés ha tenido un gran crecimiento en las últimas déca-
das. El aumento de la capacidad de computación en este tiempo ha ido permitiendo
a su vez un crecimiento en sus potenciales aplicaciones.
A pesar de esa limitación inicial en los recursos computacionales, la teoría que hay
detrás de los métodos de detección del actual estado del arte se remonta a la década
de los 70, cuando se implementan los primeros detectores. Sin embargo, las primeras
contribuciones se remontan a 1954 [9] cuando, como señala Tuytelaars [10], Attneave
postula que la información de la forma de un objeto se concentra en puntos donde
dicha forma cambia su dirección, es decir, zonas de contorno con alta curvatura.
Las primeras implementaciones de detectores estaban orientadas a trabajar con
imágenes y dibujos muy estructurados en lugar de escenas naturales. Es el caso por
ejemplo del detector basado en la matriz hessiana propuesto por Beaudet en 1978 [10]
que obtenía buenos resultados con dibujos simples sin desorden de fondo.
Los trabajos pioneros sobre detección en escenas naturales fueron hechos por Mo-
ravec [11] a ﬁnales de los 70. El operador de interés de Moravec es una técnica de
detección basada en la variación de intensidad en el vecindario local de un píxel. Una
versión mejorada de este detector fue propuesta por Harris y Stephens [12], el detector
de esquinas de Harris, en el cual están basados algunos métodos actuales.
Algunos de los métodos más populares propuestos en los 70 y 80 buscaban como
objetivo principal la precisión en la localización de los puntos. En años posteriores se
comenzó a poner el foco conseguir detecciones estables frente a algunas transforma-
ciones como cambios de escala [13] en el sentido de que los mismos puntos puedan ser
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detectados ante estas diferentes condiciones de imagen. Para tratar de lograr esta inva-
riancia se propusieron variaciones multi-escala a estos métodos [14] (Crowley&Parker,
1987) y posteriormente Lindeberg [15][16], quien realizó importantes aportaciones a
lo que se conoce como espacio-escala. Sobre ellas se han desarrollado también algunos
métodos más recientes.
En la última década algunos de los métodos populares surgidos se han enfocado
en proveer detecciones rápidas y con bajo coste computacional, como es el caso de
FAST [3], y métodos basados en él como AGAST [4] y los detectores de ORB [17] y
BRISK [5].
Paralelamente a la detección de puntos de interés se ha estudiado la descripción
de estos puntos para la búsqueda de correspondencias básicas entre imágenes. Esta
búsqueda se hace menos costosa computacionalmente con el uso de los puntos de
interés ya que no es necesaria una comparación exhaustiva, esto es, píxel a píxel, entre
las imágenes. Esta propiedad cobra más importancia a medida que la aplicación de
estas técnicas se vuelve más intensiva, por ejemplo, cuando se trabajan en indexación
con grandes bases de datos de imágenes.
Desde la década de los 80 se han propuesto muchos métodos de descripción de
puntos de interés [18]. Entre los descriptores que se pueden encontrar en la literatura
existen diferentes aproximaciones para describir el entorno local del punto de inte-
rés: con los píxeles de la propia imagen (evaluando niveles de grises), mediante sus
histogramas de color o por sus gradientes de orientación. El descriptor más conocido
hoy en día, SIFT (Scale-Invariant Feature Transform), fue presentado por Lowe en
2004[2].
Los descriptores actuales han alcanzado un nivel de madurez tal que se consideran
una herramienta estándar para su uso en muchas aplicaciones. Algunas aportaciones
relativamente más recientes, pero también altamente contrastadas, centran su inte-
rés en desarrollar métodos más rápidos como es el caso de SURF (Speed-Up Robust
Features) [1].
2.1.2. Terminología.
Como se ha mencionado, los puntos de interés en una imagen, se reﬁeren a unos
puntos con unas características especíﬁcas con respecto a su entorno. Debido a ésta
información relevante respecto del entorno, para referirse a los puntos de interés,
en la literatura es común también el uso de términos como regiones o agrupaciones
de interés y características locales (local features). Las características locales que,
más comúnmente, buscan los algoritmos de detección son esquinas (corners), bordes
(edges) y gotas (blobs).
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Figura 2.1: Detalle de conceptos de: a) blobs, b) bordes de único gradiente dominante,
c) bordes de múltiple gradiente dominante
Los blobs son regiones de la imagen que contienen puntos o píxeles con propie-
dades similares que los diferencian de su entorno cercano (ver Figura 2.1a) ). Los
bordes y esquinas son características locales con la propiedad de tener un gradiente
predominante en una dirección en el primer caso (ver Figura 2.1 b) ) o en varias
simultáneamente en el segundo (ver Figura 2.1 c) ). Lo que supone que se visualicen
como cambios rápidos en color o intensidad.
2.2. Detección y descripción de puntos de interés.
Tal y como se ha comentado anteriormente, las tareas de detección y descripción
de puntos de interés suelen ir ligada, aunque en ocasiones detectores y descriptores
se presentan en el estado del arte de forma independiente.
En un procedimiento habitual, en primer lugar hay que localizar los puntos de
interés en la imagen. La etapa de detección suele consistir en someter a la imagen
a determinadas operaciones matemáticas tras las que los puntos de interés resaltan
signiﬁcativamente.
En función de la aplicación o las propiedades buscadas, puede ser más interesante
utilizar una técnica u otra. No obstante, independientemente del método utilizado,
estos puntos tienen en común que se pueden encontrar de manera sencilla, tienen
una posición bien deﬁnida dentro de la imagen y su entorno cercano aporta gran
cantidad de información local relevante. Todas las detecciones buscan ser capaces de
identiﬁcar un mismo elemento de interés presente en distintos entornos, puntos de
vista y condiciones de imagen, esto es, ser repetibles.
Una vez localizados, el siguiente paso es la descripción de cada punto. Para ello,
las aproximaciones se suele usar información del entorno, es decir, local. Cuanta más
información del entorno se incluya en la descripción, se podrá conseguir una descrip-
ción más discriminativa pero, por contra, con menor repetibilidad [10]. El objetivo
es que los distintos elementos detectados en una imagen queden caracterizados de
una manera estable, con capacidad distintiva y, sobre todo, repetible. Como ya se ha
comentado, el método escogido para la descripción es independiente de qué método
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se haya empleado para la detección de los puntos.
Como se ha ido viendo, estos métodos tratan alcanzar los objetivos de repetibilidad
y capacidad discriminativa. Para abordar estos objetivos, los métodos presentan una
serie de propiedades como lo es la localidad, descrita anteriormente. Analizando por
ejemplo el aspecto de la repetibilidad, se busca que dadas dos imágenes del mismo
objeto o escena, tomadas bajo distintas condiciones de captura, sea posible detectar
e identiﬁcar elementos de interés de ambas imágenes con la mayor precisión posible.
Esta tarea suele abordarse de dos diferentes maneras: ya sea por invariancia o por
robustez.
Cuando son de esperar grandes deformaciones en la imagen, es preferible modelar-
las matemáticamente y luego desarrollar métodos para la detección de elementos que
sean invariantes a estas deformaciones, esto es, que no se vean afectados por ellas. Por
otro lado, para deformaciones relativamente pequeñas, a menudo es suﬁciente aplicar
métodos de detección menos sensitivos, más robustos, a tales deformaciones, lo que
puede hacer disminuir la capacidad distintiva de las detecciones.
La distintividad por su parte pretende que los elementos detectados sean lo suﬁ-
cientemente discriminativos como para que sean asociados únicamente a sus elementos
correspondientes en otra imagen. Para ello, se proponen la inclusión de distintas ca-
racterísticas del entorno en las descripciones, variaciones en los tamaños y formas del
entorno utilizado en la descripción, o diversas formas de presentar las descripciones.
Propiedades comunes a la repetibilidad y a la distintividad son la cantidad de
elementos detectados o precisión en su localización. Propiedades que a su vez se
ven limitadas cuando se trata de aplicaciones en tiempo real por la eﬁciencia de los
algoritmos.
Estas propiedades deseables para los métodos de detección de puntos de interés que
hemos deﬁnido (repetibilidad, distintividad, localidad, cantidad, precisión y eﬁciencia)
fueron primeramente descritas por Tuytelaars y Mikolajczyk en uno de los estudios
de referencia en este área [10].
2.3. Estudios.
2.3.1. Estudios de referencia.
Entre las evaluaciones de referencia de detectores y descriptores de puntos de
interés que se pueden encontrar en la literatura, hay que nombrar en primer lugar los
trabajos publicados entre 2003 y 2004 por Mikolajczyk y Schmid [19][18].
En [19] realizan una evaluación de cinco detectores de puntos de interés invariantes
a escala y a otras transformaciones. Los detectores incluidos en la evaluación fueron
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Harris-Laplace [19][20], Hessian-Laplace [19][20], MSER [21], DoG [22] y Regiones
salientes, para lo cual midieron el rendimiento de estos detectores ante cambios en
las condiciones de la imagen tales como cambio de escala, cambio de punto de vista,
emborronado (blur), rotación, cambio de iluminación y compresión JPEG. En muchos
casos MSER obtenía las mejores puntuaciones seguido por Hessian-Aﬃne y Harris-
Aﬁne.
En [18], el estudio homólogo de descriptores, propusieron además una colección
de imágenes para realizar la evaluación, con las diferentes transformaciones geomé-
tricas y fotométricas mencionadas anteriormente, que además, posteriormente se ha
consolidado como un dataset de referencia en el estado del arte para test y evalua-
ciones de nuevos detectores y descriptores. La evaluación experimental contenía diez
descriptores, SIFT [2], GLOH[18], Shape Context [23], PCA-SIFT [24], Spin Images
[25], Steerable ﬁlters [26], diﬀerential invariants[27] , Complex Filters [28], Moment
Invariants[29], y Correlación Cruzada CC [18]. En este caso GLOH y SIFT son los
que obtuvieron el mejor rendimiento.
2.3.2. Estudios recientes.
Las evaluaciones anteriores, como se ha mencionado, se han establecido como
referencia en el estado del arte, por lo que es posible encontrar algunas evaluaciones
similares cuando son presentados nuevos detectores y descriptores, y que estos sean
comparados con métodos populares y reputados como SIFT y SURF [30][10].
Una tercera evaluación realizada en 2012 por Micolajczyk y Miksik [31], conte-
niendo a la vez detectores y descriptores, centra el interés en este caso en la búsqueda
rápida de correspondencias entre imágenes (fast feature matching). La evaluación con-
templa los métodos ORB [17] y BRISK [5], que constan de detector y descriptor, y los
descriptores BRIEF [32], SIFT [2], SURF [1], MROGH [33], MRRID [33] y LIOP [34].
Para todos estos descriptores la evaluación se realiza con puntos de interés obtenidos
mediante el detector de SURF para conseguir resultados de descripción comparables.
Además, el estudio se completa con una breve comparación de tiempos de ejecución
de detectores de referencia del estado del arte como FAST [3], SIFT, SURF, DoG,
etc. El resultado en este caso fue, como apuntan otros estudios como [17], que FAST y
los métodos basados en éste detector son uno o dos órdenes de magnitud más rápidos
que detectores como los de SURF y SIFT.
Un trabajo muy similar a este último fue presentado también en 2012 por Heinly
y Dunn [35] en el que proponen como añadido una colección propia de imágenes para
realizar la evaluación.
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2.3.3. Estudios orientados a aplicaciones.
Es posible encontrar también estudios orientados a analizar el funcionamiento de
estos métodos para tareas más especíﬁcas, como por ejemplo, aplicaciones de fotogra-
metría [36], localización y mapeado simultáneos en robótica (SLAM) [37], reconstruc-
ción 3D [38][39]. Aunque no se va a centrar el foco del trabajo en ellos, se propondrá
como trabajo futuro establecer una relación directa entre las propiedades evaluadas
sobre los puntos de interés y su relación con un mejor funcionamiento en aplicaciones
concretas.
2.4. Conclusiones.
Como se ha podido ver, en la última década se ha desarrollado una variedad
de nuevas técnicas de detección y descripción de puntos de interés. Mientras tanto
los trabajos de evaluación, como los conjuntos de datos empleados en ellos, no se
han ido renovando al mismo ritmo. Es una práctica habitual que los autores de los
nuevos algoritmos efectúen una evaluación en la que se compara el nuevo método
con los métodos mas contrastados y punteros, pero esto se suele realizar en base a
los mismos conjuntos de datos y los trabajos de evaluación que se han presentado
en este capítulo. Estos hechos son los que motivan el desarrollo de este proyecto que
pretende actualizar y complementar los conjuntos de datos existentes, así como ofrecer




El principal objetivo de esta sección es ﬁjar un marco común de evaluación de
detectores y descriptores de puntos de interés que actualice, de homogeneidad y mejore
a los anteriormente propuestos.
El primer paso es proponer un conjunto de datos (dataset) de imágenes para la
llevar a cabo evaluación comparativa de los algoritmos de detección y descripción.
Para ello, el dataset debe reproducir transformaciones de imagen típicas que a priori
puedan suponer diﬁcultades para el funcionamiento de los algoritmos. Como se ha
mencionado, los trabajos publicados K. Micolajczyk y T. Tuytelaars en 2004 [19][18]
son un punto de referencia en el estado del arte, así como el dataset de evaluación que
presentaron. Una de las motivaciones del nuevo conjunto de imágenes que se propone
es consecuencia del gran uso que se le ha dado a ciertas secuencias del dataset de refe-
rencia, y que ha hecho que comience a haber sobre ajuste de la técnicas propuestas al
propio dataset. Esta saturación, puede resultar en técnicas con grandes puntuaciones
en evaluaciones sobre el mencionado dataset que no se corroboran con el comporta-
miento de las mismas en situaciones reales. Sin embargo estos problemas no quitan
validez al enfoque original, por lo que la grabación del nuevo conjunto de imágenes
estará inspirada en ideas similares.
En este tiempo, la calidad de la fotografía digital ha mejorado notablemente, por
lo que otra de las motivaciones surge de la necesidad de que el marco de evaluación
permita trabajar con todos los rangos de calidades disponibles hoy en día. Esta mejora
se ve reﬂejada, no solo en la resolución de las imágenes (que se multiplica hasta
por diez), sino que también se reduce la aparición de elementos indeseables como
artefactos y ruido que podrían enmascarar resultados. Partir de imágenes de alta
calidad supone además tener siempre la posibilidad de reducirlas o recortarlas para
manejar volúmenes menores de información si fuese necesario.
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El segundo paso es establecer un marco de evaluación común en el aspecto métrico,
lo cual está ligado a ﬁjar una metodología y proveer de los criterios de evaluación
adecuados en cada caso. De cara a este objetivo se analizaran y seleccionarán las
métricas de evaluación más recomendadas.
Este capítulo se organizará como sigue. En primer lugar se presentará el men-
cionado dataset (sección 3.1), donde se desglosarán los criterios y objetivos seguidos
para el diseño del conjunto de datos, el proceso llevado a cabo para la generación y
un resumen del conjunto resultante. Posteriormente se desarrollará la metodología de
evaluación propuesta (sección 3.2), donde se desglosarán las métricas escogidas tanto
para la evaluación de las técnicas de detección como de descripción.
3.1. Dataset.
3.1.1. Objetivos.
Tanto los algoritmos de detección como los de descripción tratan de proveer puntos
de interés robustos frente a una serie de transformaciones típicas de imagen. El dataset
constará de secuencias de imágenes que presentarán estas condiciones en distintos
niveles de afectación. La selección de las propiedades de estas secuencias se realizará
en base a distintos criterios.
A partir del estudio del estado del arte de detectores y descriptores se puede
realizar una primera selección de transformaciones de imagen frente a las que los
diversos algoritmos pretenden conseguir invariancia mediante la implementación de
distintas técnicas. Las tres más resaltables en este sentido son cambios de escala,
rotación y transformaciones afínes (cambios de punto de vista).
En segundo lugar, los conjuntos de datos más populares como el de Micolajczyk1,
presentan secuencias con propiedades que también son objetivo de este marco de
evaluación como cambios de iluminación, y borrosidad en la imagen (blur) así como
secuencias que combinan cambios de escala y rotación.
Como se ha comentado, con el objetivo de renovar y complementar los datasets
existentes, y como continuación del punto anterior, adicionalmente se crearán se-
cuencias en las que las propiedades anteriores no se presentan individualmente sino
combinadas, como por ejemplo blur y cambio de iluminación, blur y cambio de punto
de vista, o cambio de iluminación combinado con cambio de punto de vista.
Por último, para enriquecer el conjunto de datos desde un punto de vista de apli-
cación, se propondrán secuencias en las que estas variaciones se produzcan solo sobre
1http://www.robots.ox.ac.uk/~vgg/research/affine/
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un elemento de interés de la escena, modelando situaciones tales como la aparición
sombras y blur sobre ciertas partes o elementos de la imagen. Esto permitirá evaluar
puntos de interés y sacar conclusiones sobre su funcionamiento en aplicaciones que
pueden sufrir este tipo de situaciones, como pueden ser aplicaciones de seguimiento
de objetivos.




Cambio de punto de vista
Blur
Objetivo
Blur sobre un elemento de la imagen
Cambio de iluminación sobre un elemento de la imagen
Ensombrecido con expansión en área
Combinación de transformaciones
Global
Blur con cambio de iluminación
Escala con rotación
Cambio de punto de vista con cambio de iluminación
Cambio de punto de vista con Blur
Objetivo
Cambio de iluminación y blur sobre un elemento de la imagen
Ensombrecido con expansión en área y blur
Tabla 3.1: Características desglosadas del dataset generado. Propiedades: iluminación,
blur, punto de vista, escala y rotación. Elemento de afectación: toda la escena (global)
o solo el objeto de interés (objetivo).
3.1.2. Proceso
Todas las capturas de imágenes necesarias para la creación del dataset se han
realizado con una cámara de 7.99 Megapíxeles con enfoque automático y han sido
posteriormente editadas cuando ha sido necesario mediante la herramienta de proto-
tipado Matlab.
A continuación se detallan los procesos que han sido necesarios para conseguir cada
tipo de propiedad. Para lo cual se explicarán métodos de obtención de las secuencias
más características en cada caso a modo de ejemplo. Como son: cambio de punto
de vista, cambio de escala y rotación, blur y cambio de iluminación. También se
expondrán las técnicas para extraer máscaras de los objetos de interés y las estrategias
llevadas a cabo para la combinación de propiedades.
3.1.2.1. Cambio de punto de vista
La captura de las seis fotos de la secuencia se realizó desde una distancia de
aproximadamente 1,5 metros hasta el plano objetivo, moviendo la cámara en pasos
de 15 grados, por lo que el cambio de punto de vista máximo, que se produce entre
la primera y la sexta imagen de la secuencia, es de 75 grados.
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Figura 3.1: Anotación de correspondencias para cambio de punto de vista
Las secuencias con este tipo de transformaciones no requieren una edición pos-
terior, pero sí un proceso de preparación de homografías que permitan modelar el
movimiento de la cámara de una imagen respecto a otra. Con este modelado se ob-
tiene los que se conoce como groundtruth, y que será la información que permita
posteriormente, junto con las métricas, estimar la corrección o no de los resultados
de cada algoritmo.
Para realizar el cálculo de homografías se adaptó una herramienta de Matlab que
permitía llevar a cabo el proceso de forma precisa y supervisada. La técnica escogida
involucra un primer proceso de anotación. A partir de una herramienta en Matlab se
anotan manualmente correspondencias de puntos desde la primera foto de la secuencia
a todas las demás, como se puede ver en la Figura 3.1. Esto hace que la precisión
con la que se obtengan esas correspondencias este directamente relacionada con la
calidad de las posteriores homografías. Por ello, se ha realizado una adaptación de
dicha herramienta para conseguir una ampliación de la imagen que permita escoger
los puntos a nivel de píxel.
A partir de los datos de anotación, las homografías se han calculado haciendo
uso del algoritmo RANSAC [40] para evitar que aquellas anotaciones erróneas dis-
torsionasen el resultado. El resultado ﬁnal es el citado groundtruth necesario para la
evaluación, ver Figura 3.2.
Figura 3.2: Cálculo del groundtruth a) Imagen de referencia, la primera imagen de la
secuencia b) Imagen sobre la que se desea calcular la transformación, c) Ejemplo de
la aplicación del groundtruth sobre la imagen de referencia.
3.1. DATASET. 17
3.1.2.2. Cambio de escala y rotación
La secuencia de escala con rotación consiste en un objeto que rota y cambia de
escala sobre un fondo estático, esto es, la transformación solo se aplica al elemento de
interés. Las capturas del objeto se han realizado desde una distancia entre la cámara
y objeto de 70 centímetros (la más alejada) hasta 20 centímetros (la más cercana) en
pasos de 10 centímetros. A su vez, en cada paso, el objeto se somete a una rotación
de 45 grados. Las imágenes originales del objeto se han capturado sobre un croma
para poder extraer una máscara del mismo, ver Figura 3.3. Esto permite generar el
fondo estático y realizar la evaluación únicamente en las partes de la imagen que están
sometidas a los efectos de escala y rotación.
Figura 3.3: a) Objeto sobre croma, b) Máscara del objeto, c) Imagen ﬁnal
Para la evaluación también es necesario el cálculo de las homografías que modelan
las transformaciones mediante la herramienta de anotación y el algoritmo de cálculo
de homografías a partir de esos datos, el cual ha sido presentado en la sección anterior,
ver Figura 3.4. Destacar que en este caso la imagen de transformación presenta ese
aspecto porque al pasar de una imagen de menor escala a una de mayor, parte de la
información es nueva y no está deﬁnida.
Figura 3.4: Proceso de cálculo del groundtruth: a) Anotación de correspondencias
entre imágenes, b) Resultado del proceso: la imagen objetivo se modela a partir de la
imagen de referencia.
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3.1.2.3. Blur: Suavizado gaussiano progresivo
La generación de las secuencias con efectos de blurring se ha realizado aplicando
suavizados gaussianos, de media 0 y σ = 1, en los que el factor σ del núcleo gaussiano
aumenta progresivamente. De tal manera que en las secuencias, de seis imágenes cada
una, la primera imagen es la original capturada por la cámara y en las posteriores
se simulan cinco niveles de afectación deﬁnidos como {σ, 2σ, 3σ, 4σ, 5σ}. El efecto se
puede observar en el detalle mostrado en la Figura 3.5. En el caso de las secuencias
en las que únicamente es un elemento de la imagen el que se ve afectado, el suavizado
se aplica mediante una máscara, sólo sobre ese elemento, haciendo uso de nuevo del
croma y de las máscaras de segmentación, igual que en la sección 3.3.
Figura 3.5: Detalle secuencia con suavizado gaussiano: a) Imagen original, b) Imagen
mayor grado de afectación
Se ha modelado además un caso especial de este tipo de transformaciones en el
que un elemento de la imagen se ve afectado por un emborronado lineal producido por
el movimiento del elemento. Para ello se ha utilizado un ﬁltro predeﬁnido en Matlab
que simula borrosidad por movimientos de cámara.
Figura 3.6: Blur por movimiento lineal: a) Imagen original, b) Objeto emborronado.
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3.1.2.4. Cambio de iluminación
Para modelar un cambio de iluminación mediante Matlab se ha aplicado una
transformación lineal sobre las componentes de color de las imágenes del tipo: In =
αI0 − β, donde α toma valores desde 1 en la imagen original hasta 0,4 en la más
oscurecida y β desde cero (imagen original) hasta 10 para la última imagen de cada
secuencia.
De nuevo, cuando es sólo un elemento el que se ve afectado por los cambios de
iluminación, el montaje se ha hecho gracias a la captura mediante croma y el cálculo
posterior de una máscara. Un ejemplo de la secuencia generada se muestra en la
Figura 3.7.
Adicionalmente, en una de las secuencias no ha sido necesario modelar el cambio
de iluminación ya que las imágenes se han capturado en esas condiciones reales. La
secuencia parte de un estado de iluminación completo en la que paso a paso se va
ensombreciendo más área de la imagen.
Figura 3.7: Resultado del cambio de iluminación: a) Imagen original, b) Imagen más
oscura de la secuencia
3.1.2.5. Combinación de propiedades
Los procesos para obtener las secuencias que se ven afectadas por una combina-
ción de propiedades son una combinación de los métodos ya explicados para cada
propiedad.
Figura 3.8: Cambio de iluminación y blur: a) Imagen original, b)Imagen clara y blur
En el caso de las secuencias que combinan cambio de iluminación con blur, éstas,
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parten de la imagen más oscura sin blur, hasta la imagen más aclarada pero con un
blur máximo. El motivo de realizarlo de esta manera es el de simular un efecto típico
de cámara que ocurre cuando se produce un aumento de iluminación, por el que se
causa un desenfoque de la imagen en mayor o menor medida. Un ejemplo de este tipo
de transformaciones se puede ver en la ﬁgura 3.8.
3.1.2.6. Resultado ﬁnal
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3.1.3. Comparativa con el dataset de referencia
Adicionalmente, se realizará la evaluación de los algoritmos sobre uno de los con-
juntos de datos más populares, publicado por K. Micolajczyk2, en el que están inspi-
radas algunas características del dataset aportado para este proyecto.
El dataset consta de cinco cambios diferentes en las condiciones de imagen: blur,
cambio de iluminación, compresión JPEG, cambio de punto de vista y zoom combina-
do con rotación. En los casos de blur, cambio de punto de vista y rotación combinado
con zoom, el dataset aporta dos diferentes tipos de escena para cada transformación.
Para cada una de ellas, en una de las escenas predominan las regiones homogéneas
con bordes bien deﬁnidos y la otra escena consta de regiones heterogéneas y texturas
repetitivas.
Cada una delas secuencias consta de seis imágenes de aproximadamente 800x640
píxeles sobre las que se producen transformaciones fotométricas y geométricas.
Para el test de cambio de punto de vista, las dos secuencias parten de una imagen
plana capturada desde una posición frontal y en las sucesivas imágenes se va variando
el punto de vista hasta una posición lateral con 60 grados de diferencia con la original.
Los cambios de escala y blur, según el autor, están obtenidos variando el enfoque
y zom de la cámara. De manera similar, el cambio de iluminación está obtenido
modiﬁcando la apertura de la cámara. Por último la secuencia de compresión JPEG
está obtenida variando la calidad de la imagen desde un 40% hasta un 2% mediante
una herramienta de edición de imágenes.
Salvo la secuencia de compresión JPEG, todas las demás están acompañadas de
homografías debido a los movimientos de cámara. Las homografías están obtenidas
según los autores mediante un proceso de anotación manual de correspondencias y un
posterior paso de procesado, mediante un algoritmo de estimación de homografías. El
resultado se muestra en la sección 3.1.3.1.
2http://www.robots.ox.ac.uk/~vgg/research/affine/
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3.1.3.1. Dataset de referencia
3.2. Métricas de evaluación
El objetivo de esta sección es establecer un marco de evaluación común de detecto-
res y descriptores en el aspecto métrico, para lo que se seleccionarán las medidas que
se consideren más adecuadas para cada caso y se desarrollará una metodología de eva-
luación en base a esas métricas. A continuación se presentarán divididas en métricas
para la evaluación de detectores y métricas para la evaluación de descriptores.
Previamente es necesario conocer el dataset descrito anteriormente. El conjunto de
datos se estructura en categorías, o propiedades, a evaluar. Dentro de cada categoría,
una imagen se ﬁja como la de referencia, y el resto forman el conjunto a evaluar. La
información de groundtruth generada permite conocer la ubicación exacta de cada
punto de la imagen de referencia en cualquiera de las imágenes de la categoría.
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3.2.1. Evaluación de detectores
3.2.1.1. Metodología detección
La intención de establecer un marco de evaluación referente y común, obliga a ﬁjar
una metodología determinada para llevar a cabo la evaluación. Dicha metodología se
estructura en en una serie de pasos.
1. Se lleva a cabo la detección de puntos de interés para un par de imágenes. En
este caso, una de ellas será siempre la imagen de referencia, mientras que la otra
será una de las restantes de la categoría.
2. Los puntos detectados en la imagen de referencia se trasladan, haciendo uso de
la información de groundtruth, a sus correspondientes posiciones en la imagen
con la que se está evaluando.
3. Haciendo uso de la información de localización de las detecciones se obtienen
una serie de valores que se deﬁnen como sigue:
True Positives (TP): Se obtiene un true positive cuando la detección trans-
formada desde la imagen de referencia coincide, espacialmente, con una
detección en la imagen evaluada.
False Negatives (FN): Se deﬁnen como false negative a todos los puntos de-
tectados en la imagen de referencia que no obtienen ninguna correspon-
dencia en la imagen evaluada.
4. Haciendo uso de estos datos, se aplica la métrica ﬁjada y se obtienen valores
para cada una de las imágenes de cada una de las categorías.
3.2.1.2. Métrica detección
Aunque algunos detectores proveen puntos de interés con otros parámetros como
pueden ser la escala característica o su orientación dominante, el parámetro que se
tendrá en cuenta para la evaluación no es otro que la posición de los puntos.
En un caso ideal, el algoritmo de detección será capaz de localizar una serie de
puntos en la imagen, y mantener esas detecciones aunque la imagen se vea afectada
por los efectos descritos de cambio de iluminación, punto de vista, escala, etc. Sin
embargo, el efecto esperado es que a medida que el nivel de afectación de la imagen
sea más severo, por ejemplo, los cambios de escala sean más notables, estas detecciones
se vayan perdiendo. Este efecto es el que se desea medir en la evaluación. Para ello, hay
que seleccionar una técnica que permita medir en que grado, los puntos detectados en
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la imagen original o de referencia (no afectada), están siendo correctamente detectados
de nuevo en las imágenes afectadas.
En la subsección anterior se han deﬁnido los valores de TP y FN . Ambos se
han obtenido en base a la información de localización de los puntos en la imagen
a evaluar. Recordar que los puntos de la imagen de referencia son transformados a
sus posiciones en la imagen a evaluar mediante la información de groundtruth. Sean
dos puntos cualesquiera, uno de la imagen de referencia transformado p, y otro de la
evaluada q, se podía asignar al punto p una etiqueta de clasiﬁcación l, en base a las
deﬁniciones anteriores como TP o FN según 3.1.
l(p,q) =
TP d(p, q) < thFN d(p, q) ≥ th (3.1)
Siendo d(p, q) las distancia euclídea entre las coordenadas de ambos pares de
puntos, y th la distancia ﬁjada para considerar que dos puntos se han detectado en
la misma posición. Pese a que en el estado del arte se hacen barrido del parámetro th
para ver su efecto, en esta evaluación se ha deﬁnido a un valor ﬁjo de 3. Éste valor
permite considerar el mismo punto a todas aquellas detecciones que se encuentren en
contacto con conectividad-8 .
En base al recuento ﬁnal de etiquetas asignadas a los distintos puntos, se pasa
a deﬁnir la métrica. Habida cuenta que lo que se pretende medir es la robustez de
las detecciones, y no algún tipo de precisión ya que no se realiza ninguna asociación
por parte del algoritmo, se ha considerado que la métrica que mejor reﬂeja el com-
portamiento de un algoritmo en este sentido es la deﬁnida como RECALL (3.2). En
función del valor de esta métrica a lo largo de una categoría, se podrá determinar que





3.2.2. Evaluación de descriptores
3.2.2.1. Metodología descripción
Al igual que se ha procedido para las técnicas de detección, se va a ﬁjar una
metodología de evaluación para proceder a evaluar las distintas técnicas de descripción
del estado del arte. Para ello será necesario deﬁnir dos premisas que se han considerado
para realizar la evaluación.
Solo se pretende evaluar la capacidad del descriptor sin información previa de
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la imagen salvo la ubicación espacial del punto de interés.
Se trata de evitar que las técnicas de detección ocluyan los resultados de la
descripción por lo que se deﬁne un conjunto de puntos detectados que serán los
usados por todas las técnicas de descripción.
La técnica de asociación (matching) entre descriptores será la deﬁnida en cada
caso por el algoritmo.
En base a estas premisas, se ha diseñado una metodología que permite evaluar las
técnicas de descripción.
1. Se parte de un conjunto de detecciones comunes. Dichas detecciones se podrían
ir perdiendo en las distintas imágenes de la categoría e impedirían discernir
errores de detección frente a errores de descripción. Por ello, el conjunto se ha
deﬁnido como sigue:
a) Se ha realizado la detección de un set de puntos en la imagen de referencia,
{pk} con k = 1...K, siendo K el número total de detecciones de la imagen.
b) Dicho set de puntos se ha transformado, haciendo uso de la información de
groundtruth, a cada una de las imágenes de la misma categoría, generando
nuevos sets de puntos, {qn} con n = 1...N . Con esto se garantiza que
se conservan todas las detecciones siempre que sean visibles (RECALL de
detección = 1).
c) El número de detecciones trasladadas deﬁne el parámetro #correspondencias =
N , que se utilizará posteriormente.
2. Se obtienen los vectores de descripción a partir de cada set de detecciones y cada
imagen, generando los correspondientes sets de vectores de descripción {−→dpk} y
{−→dqn}.
3. Aplicando las métricas de asociación deﬁnidas para cada algoritmo, se obtiene
un conjunto de asociaciones entre descriptores M = {−→dpi ,
−→
dpj} cuyo cardinal
deﬁne el parámetro #asociaciones = |M |.
4. Cada asociación de descriptores deﬁne una correspondencia entre vectores de
descripción, y por ende, de los puntos asociados a dichas descripciones. De igual
manera, la información de groundtruth deﬁne como se asocian los puntos en la
imagen de referencia con los de cada imagen de las de su categoría. En base a
eso, se deﬁnen dos conceptos.
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True Poistives (TP): Al igual que para la detección, se deﬁnen como true
positives a aquellos puntos de la imagen de referencia, que al ser trans-
formados según la información de groundtruth coninciden con un punto
en la imagen a evaluar. Sin embargo, en esta ocasión solo se considerará
positivo cuando la coincidencia se obtenga entre puntos cuyos descriptores
se habían asociado en la etapa anterior.
False Positives (FP): En esta ocasión si es posible deﬁnir false positives ya
que se realizan asociaciones entre puntos por parte del algoritmo. Dichas
asociaciones podrían deﬁnirse entre puntos que según el groundtruth per-
tenecen a la misma localización, lo que originaría los anteriormente deﬁni-
dos true positives. Por otra parte, si las asociaciones se realizan entre dos
puntos que al transformar las coordenadas del obtenido en la imagen de
referencia, se obtienen unas coordenadas distintas a las del punto con el
que se había asociado, se considera esa asociación como un false positive.
5. En base a todos estos valores obtenidos, se ﬁjarán una serie de métricas que
permitirán evaluar el comportamiento de las distintas técnicas.
3.2.2.2. Métricas descripción
Los descriptores, en conjunto con sus técnicas de asociación, deﬁnen correspon-
dencias entre pares de detecciones en distintas imágenes. En función de las posiciones
de esas detecciones y de la información de groundtruth, será posible deﬁnir según la
metodología antes expuesta, una serie de métricas que evalúen cuantitativamente los
resultados de estos algoritmos.
En un caso ideal, siempre que dos detecciones se hayan realizado en el mismo
punto de una imagen, hecho al que se ha obligado en la deﬁnición del conjunto de
detecciones, los descriptores deberían ser capaces de establecer una correspondencia
entre ellos de manera única e inequívoca. Sin embargo, a medida que las imágenes
se van viendo afectadas por las propiedades a evaluar, las descripciones se vuelven
menos discriminativas y comienzan a aparecer asociaciones erróneas, o simplemente
dejan de realizarse las asociaciones.
Anteriormente se han deﬁnido una serie de valores, como son TP y FP . Estos




dpj ) , que llevan asociados unos
puntos (pi, pj) con unas localizaciones espaciales determinadas. Transformando las
coordenadas de las detecciones de la imagen de referencia, cada para de descriptores
asociados, y por lo tanto cada punto de la imagen de referencia (y de la evaluada) se
puede etiquetar, l, según se muestra en 3.3.








TP d(pi, pj) < thFP d(pi, pj) ≥ th (3.3)
Siendo de nuevo d(pi, qj) las distancia euclídea entre las coordenadas de ambos
pares de puntos, y th la distancia ﬁjada (de nuevo a 3) para considerar que dos puntos
se han detectado en la misma posición.
En base de nuevo al recuento de etiquetas, se puede deﬁnir una primera métrica.
Esta métrica permite deﬁnir con cuanta precisión se realizan las asociaciones entre
puntos, esto es, de entre todas las asociaciones cuántas son correctas y cuantas erró-
neas. Con este objetivo se va hacer uso de la métrica 1 − Precisio´n que se deﬁne
según 3.4.
1− Precisio´n = #FP
#FP + #TP
(3.4)
Sin embargo, ésta métrica no permite evaluar comparativamente todos los des-
criptores. Algoritmos que generen pocas correspondencias pero todas ellas correctas,
obtendrá una mejor precisión que aquellos que generen muchas pero no todas co-
rrectas. Sin embargo, el aspecto de obtener un mayor número de correspondencias,
considerado como un aspecto positivo, no se reﬂeja mediante la métrica anterior. Se
ha recurrido al estado del arte para ver como enfrentan este problema, y en base a lo
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Capítulo 4
Detectores.
Según lo expuesto en el Capítulo 2, la etapa de detección suele consistir en someter
a la imagen a determinadas operaciones matemáticas tras las que los puntos de interés
resaltan signiﬁcativamente. En el estado del arte se han propuesto numerosas técnicas
en los últimos años, y como se ha comentado en el Capítulo 1, resulta complicado
discernir entre cuales presentan mejores comportamientos y ante que propiedades.
En este capítulo se va llevar a cabo una categorización de las técnicas del estado
del arte (sección 4.1) que permitirá a su vez realizar una pre-selección de los algo-
ritmos más relevantes dentro de cada categoría. Los algoritmos seleccionados serán
analizados teóricamente en la misma sección. Dicho estudio teórico se complementará
con un análisis comparativo desde el punto de vista teórico (sección 4.2), donde se ha
desarrollado una evaluación teórica de cada una de las técnicas escogidas frente a las
distintas propiedades de interés de los detectores. Los algoritmos seleccionados serán
evaluados en el marco de evaluación propuesto (sección 4.3). El capítulo se cierra con
unas conclusiones (sección 4.4) sobre los resultados obtenidos.
4.1. Categorización y selección de técnicas.
En base a un exhaustivo análisis de las técnicas de detección del estado del arte,
se va a proponer una categorización de las técnicas del mismo. Dicha categorización
facilitará la selección de los algoritmos a evaluar, recurriendo a un balance entre
algoritmos más contrastados y algoritmos que venden mejores resultados.
El criterio escogido para la clasiﬁcación ha sido la interacción con el medio que
realizan las técnicas, previamente a la selección de los puntos de interés. Atendiendo
a este criterio, se pueden generar dos grandes categorías en el estado del arte:
Operadores matemáticos: en estos algoritmos, con el ﬁn de destacar aquellos
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puntos que mejores propiedades de repetibilidad pueden presentar, se aplica
un operador matemático a la escena completa, o a partes de ella, y en función
de la respuesta se toma la decisión de la detección. En este grupo se pueden
catalogar detectores tradicionales como Harris (1988) u otros más novedosos
como D1 (2013).
Detectores de entorno: en esta ocasión, las técnicas de esta categoría buscan
candidatos a punto de interés en función de su relación con el entorno. En esta
categoría se encuadran las propuestas más recientes del estado del arte, como
AGAST (2010) u ORB (2011).
Se ha elegido este criterio, ya que garantiza no sesgar el estado del arte. La clasiﬁca-
ción ajustada a este criterio permite que la selección de algoritmos esté acotada sin
perder riqueza, esto es, garantizando que los métodos más relevantes estén presentes,
añadiéndoles aquellos más innovadores. A continuación se va a presentar cada una
de las categorías, y dentro de ellas se van a describir brevemente cada uno de los
algoritmos escogidos para la posterior evaluación.
Por último, y ya que podría dar lugar a confusión con la categorización realizada,
se va a pasar a deﬁnir el espacio-escala (E-S). La diferencia entre esta técnica y la
aplicación de operadores matemáticos es que esta técnica no origina detecciones, sino
espacios sobre los que luego aplicar cualquiera de las dos técnicas antes descritas para
realizar las detecciones, por lo que ambas pueden o no incluir la característica de E-S.
La técnica del E-S se fundamenta como sigue:
Se pueden conseguir puntos de interés invariantes a escala mediante la búsqueda
de los mismos en las múltiples escalas resultantes de la construcción del denomina-
do espacio-escala de la imagen. Partiendo de una imagen I(u, v), esta construcción
L(u; v;ψ), 4.1,estará formada por una familia de imágenes suavizadas resultantes de
la convolución de la imagen original con un ﬁltro gaussiano en distintas escalas [15].
L(u; v;ψ) = g(x, v, ψ) ∗ I(u, v) (4.1)
Se utiliza un kernel normalmente gaussiano porque no introduce nuevas estructu-
ras a la imagen, sino que ciertas estructuras prevalecen y otras aumentan su signiﬁ-
cancia. El ﬁltro gaussiano queda deﬁnido en 4.2.









Conforme aumenta el suavizado, aumenta lo que se llama escala, que se suele esta-
blecer como proporcional al ﬁltro gaussiano, en la que para i = 0 no existe suavizado,




Una vez se dispone del E-S construido, es el momento de aplicar la técnica en
cuestión, para la detección ﬁnal de los puntos de interés en cualquiera de las imágenes
del espacio-escala.
A continuación, se va a pasar a describir, por categoría, los métodos que se han
considerado más relevantes en el estado del arte.
4.1.1. Operador matemático.
Esta categoría se ha dividido a su vez en una serie de subcategorías. El objetivo
aquí, es el de aumentar la granularidad de la división en categorías de tal manera que
se garantice que la selección de métodos incluye técnicas lo más variadas posibles. La
división se ha realizado en función del tipo de operador matemático que aplican, a
saber:
Matriz de covarianza: Detector de Harris, Multi-scale Harris, Harris-Laplace y
Harris-Aﬃne.
Matriz hessiana: Detector de Hessian, Multi-scale Hessian, Hessian-Laplace,
Hessian Aﬃne y SURF.
Matriz laplaciana: SIFT y D1.
Pese a que las técnicas anteriores pueden incluir algún otro proceso adicional, se han
clasiﬁcado en función de su operador principal. Según estas subcategorías, se va a
pasar a explicar todos ellos a continuación.
4.1.1.1. Métodos de matriz de covarianza.
Harris detector.
El detector de esquinas de Harris, propuesto por Harris y Stephens [12], es precur-
sor, e incluso forma parte, de muchos otros detectores y descriptores de esquinas que
han sido usados con buenos resultados en aplicaciones como reconocimiento y catego-
rización de objetos [41][42] o reconocimiento en vídeo [43]. Este detector tradicional
supone un buen punto de partida para posteriores evoluciones ya que en sí mismo ya
ha probado un buen comportamiento ante rotaciones y cambios de escala[44]. Está
basado en la matriz del segundo momento o matriz de autocorrelación que describe
el cambio de intensidad en el vecindario local de un punto p = (x, y), basándose en la
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suposición de que en estructuras de tipo esquina (como se deﬁnió en 2.1.2) la inten-
sidad de la imagen variará en múltiples direcciones. La matriz M sería 4.4, dondeIx
e Iy son las derivadas de la función de intensidad de la imagen en dicho punto.








Donde típicamente g(x, υ, σ) es una gaussiana4.5.









Multi-scale Harris, Harris-Laplace y Harris-Aﬃne.
En estos detectores, propuestos por Micolajczyk y Schmid [19], se requiere en primer
lugar una adaptación a escala de la matriz del segundo momento explicada anterior-
mente según se indica en 4.6.










Donde L(x) es un suavizado gaussiano de la imagen mediante un kernel gaus-
siano g(σI) de escala σI (que determina la escala actual) y por su parte Lx(x, σD) y
Ly(x, σD) son las derivadas en su respectiva dirección aplicadas a la imagen suavizada
en una escala denominada escala de diferenciación σD.
Los puntos de interés se localizarían en los máximos locales de una medida, deno-
minada cornerness, que se deﬁne 4.7.
cornerness = det(µ(x, σI , σD))− α·trace2(µ(x, σI , σD)) (4.7)
Una vez hecha esta adaptación al espacio escala, el método Multi-scale Harris
propuesto por Mikolajczyk y Schmid realiza una búsqueda de puntos de interés sobre
un set predeﬁnido de escalas σn = ξnσ0 [19] (en el que el factor de escala elegido
fueξ = 1,4 en este caso). Para cada nivel de escala a su vez se detectan los máximos
locales para cada punto x en un vecindario de 8 píxeles, para posteriormente desechar
mediante un umbral los máximos locales que obtienen menor cornerness, ya que serían
los menos estables ante cambios en las condiciones de la imagen.
El método Harris-Laplace se sirve del detector de Harris adaptado a escala para
localizar puntos en el espacio-escala para, a continuación, como se ha comentado,
llevar a cabo una búsqueda iterativa de la escala característica de cada punto mediante
el operador Laplaciano-Gaussiano (LoG). De esta manera la escala característica se
4.1. CATEGORIZACIÓN Y SELECCIÓN DE TÉCNICAS. 33
encontrará en los máximos locales de la función normalizada 4.8.
|LoG(x, σn)| = σ2n |Lxx(x, σn) + Lyy(y, σn)| (4.8)
Mediante un algoritmo iterativo se obtienen puntos de interés donde se maximiza
medida de cornerness de Harris sobre su vecindario de píxeles (selección espacial) y
también se maximiza la función anterior (LoG) en la escala característica del punto
(selección de escala).
Junto con los anteriores detectores, fue propuesta una tercera evolución con el ob-
jetivo de detectar puntos invariantes a transformaciones aﬁnes y cambios de punto de
vista. El detector Harris-Aﬃne realiza una normalización afín de los puntos mediante
un algoritmo de adaptación de contorno llegando así al algoritmo expuesto en [19].
4.1.1.2. Métodos de matriz hessiana
Hessian detector.
Este detector propuesto por Beaudet [10], hace uso de la matriz hessiana, es decir
las derivadas parciales de segundo orden, de la función de intensidad de la imagen







Este detector se basa en que calculando sobre una imagen la respuesta del deter-
minante, Ixx(x)Iyy − I2xy, se obtienen máximos locales en regiones y estructuras tipo
blob (como se deﬁnió en 2.1.2).
En este proyecto evaluaremos dos modiﬁcaciones de este detector que se tratan,
equivalentemente a las del detector de Harris, de una adaptación multi-escala del
mismo y otra para la selección automática de la escala característica de las detecciones
basada en la Laplaciana de la Gaussiana. Estos detectores son Multi-scale Hessian y
Hessian-Laplace.
Multi-scale Hessian, Hessian-Laplace y Hessian Aﬃne.
Estos tres detectores resultan tener una arquitectura idéntica a los detectores ho-
mólogos de Harris con la salvedad de que en este caso se parte del determinante de
la matriz Hessiana para la extracción de los puntos de interés, que en este caso serían
regiones tipo blob.
Una de las ventajas de los detectores basados en la matriz hessiana es que, típi-
camente, extraen un gran número de puntos de interés, dando como resultado una
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buena cobertura de los mismos por toda la imagen. Igualmente que en los detecto-
res de Harris, el número de regiones encontradas puede ser controlado, generalmente
sesgando el número de puntos, ﬁjando un umbral (threshold) para la respuesta del
determinante Hessiano o del laplaciano en su caso.
SURF.
El detector de SURF (Speed-Up Robust Features) [1] presenta altas similitudes con
el detector de SIFT pero mejora signiﬁcativamente los tiempos de procesado de su
predecesor con resultados similares. Esto hace que sus aplicaciones se centren más en
técnicas relacionadas con el vídeo gracias a su ventaja en el tiempo de procesado.
Se trata de un detector invariante a escala que se basa en la matriz Hessiana para
obtener la localización y la escala de los puntos. La matriz Hessiana se aproxima
mediante el uso de un conjunto de ﬁltros de tipo caja sobre imágenes integrales [45]
por lo que no es necesario aplicar suavizados gaussianos de una escala a otra.
Una vez que la imagen integral ha sido computada, el cálculo de las intensidades
sobre cualquier área rectangular, independientemente del tamaño, se realiza mediante
tan sólo 4 sumas. Posteriormente, mediante el uso de los ﬁltros tipo caja, se llega a
una aproximación de la respuesta de lo que sería el determinante de la matriz Hessiana
para cada punto por un muy bajo coste computacional, ver Figura 4.1.
Figura 4.1: De izquierda a derecha, derivadas parciales de Gaussianas en dirección y
y dirección xy, y las aproximaciones de SURF usando ﬁltros tipo caja. Fuente [1]
Por último se seleccionan los máximos locales en un vecindario de 3× 3× 3 en el
espacio-escala mediante una interpolación cuadrática.
Gracias a su gran ventaja en el tiempo de procesado y su buen rendimiento, se
utiliza comúnmente en aplicaciones y técnicas relacionadas con el vídeo.
4.1.1.3. Métodos de matriz laplaciana
Detector de SIFT.
El popular algoritmo SIFT (Scale-invariant feature transform) desarrollado por D.
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Figura 4.2: Esquema gráﬁco de la aplicación de la técnica de DOG sobre una imagen. A
la derecha las imágenes con el ﬁltrado gaussiano, a la izquierda las imágenes diferencia.
Fuente [2].
Lowe [2] combina tanto detección como descripción de puntos de interés. El algoritmo
extrae los puntos de interés mediante un método basado en la construcción de pirá-
mides gaussianas (reducción progresiva del tamaño de la imagen) en el espacio-escala,
calculando diferencias gaussianas (DoG) entre la escala de cada punto y sus escalas
próximas.
En esta primera etapa del algoritmo, se hace uso de la función DoG que busca
obtener máximos y mínimos relativos de las diferencias de escalas consecutivas 4.10.
D(x, y, σ) = L(x, y, kσ)− L(x, y, σ) (4.10)
Donde k es la constante multiplicativa de dichas escalas. Esto supone una ventaja
desde un punto de vista computacional ya que el cálculo de D se realiza mediante una
resta. Otra de las ventajas de la utilización de esta función es que se puede aproxi-
mar al Laplaciano de la Gaussiana de escala normalizada, cuyos máximos y mínimos
producen puntos de interés más estables que otras funciones como el Gradiente, el
Hessiano o el detector de esquinas de Harris.
Para limitar la redundancia en la pirámide de escalas se lleva a cabo un muestreo
sucesivo que comienza sobre una imagen expandida con respecto a la original. Cada
una de las escalas (u octavas) se divide a su vez en un número entero de escalas con un
valor de σv del doble con respecto a la imagen que le precede, lo que para un número
reducido de escalas supone bajo coste computacional. El esquema sería el de la Figura
4.2 según el autor[2].
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Sobre esta construcción, los máximos y mínimos locales se obtienen mediante la
comparación de un píxel con sus vecinos en su misma escala y con los de las escalas
contiguas como se muestra en la Figura 4.3, donde el píxel examinado está marcado
con una X.
Una vez obtenidos los máximos y mínimos candidatos a ser puntos clave se someten
a un proceso en el que, según unos criterios, los menos estables son descartados.
Figura 4.3: Esquema gráﬁco de la aplicación de mínimos y máximos locales en vecin-
dario con escalas contiguas. Fuente [2].
Por un lado se aplica un proceso de umbralización para descartar puntos con bajo
contraste que serían los menos robustos ante cambios de iluminación. Otros puntos
que también son descartados son los que se sitúan en bordes difusos (para los que
la respuesta de DoG produce extremos relativos), por medio de una propiedad de
la matriz hessiana que permite discriminar los que son vulnerables ante cambios de
punto de vista.
Una vez descartados los puntos inestables, al resto de puntos se les asigna una
orientación basada en las propiedades locales de la imagen en cada punto para conse-
guir invariancia a rotación. El algoritmo además contempla que haya puntos con más
de una orientación principal, lo que se traduce en una mayor estabilidad de estos.
Tras asignar las orientaciones comienza la etapa de descripción que describiremos en
secciones posteriores.
D1 de Lindeberg.
Se trata de un detector basado en la publicación de Lindeberg [46], en la que
propone dos formas de detectar los puntos de interés en el espacio escala, el operador
Laplaciano 4.11.
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∇2normL = t(Lxx + Lyy) (4.11)
O el determinante de la matriz Hessiana 4.12.
detHnormL = t
2(LxxLyy − L2xy) (4.12)
Para después extraer los puntos en base a una medida de fuerza según 4.13.
D1,normL =
t2(detHL− k trace2HL) detHL− k trace2HL > 00 otherwise (4.13)
Donde HL es la matriz Hessiana calculada en cada punto de la imagen y t es la
escala actual.
4.1.2. Detectores de entorno.
El algoritmo precursor de estas técnicas es FAST. Todas las restantes surgen a
partir o en base a ella, por lo que se presentarán secuencialmente, y por lo que carece
de sentido incluir una nueva categorización. Aparte de FAST, en esta categoría se van
a describir AGAST, BRISK y ORB.
4.1.2.1. Detector de FAST.
FAST (Features from Accelerated Segment Test) [3], publicado en 2005, es un al-
goritmo de detección de esquinas basado en el detector SUSAN (Smallest Univalue
Segment Assimilating Nucleus) [47]. Estos dos algoritmos llevan a cabo una compara-
ción de las intensidades de un píxel central, candidato a punto de interés, con píxeles
de su vecindario. SUSAN evalúa una fracción píxeles en el vecindario del píxel central
que calcula en función de que tengan una intensidad similar a la de éste. FAST lleva la
idea más allá y evalúa únicamente cambios de intensidad en los píxeles en un círculo
con un radio ﬁjado alrededor del punto (4.4).
Una versión muy utilizada de FAST es FAST 9-16, que implica que la intensidad
de 9 de los 16 píxeles de un círculo de radio ﬁjo, debe ser menor o mayor que la
intensidad del píxel central según un umbral, ver ejemplo en Figura 4.4.
Los primeros píxeles evaluados en FAST 9-16 son 1, 5, 9 y 13 según el algoritmo.
Si el píxel C es el centro de una esquina, por lo menos tres de esos píxeles deben ser
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Figura 4.4: Esquema de la técnica de detección de BRISK en el espacio-escala. Fuente
[3]
más brillantes o más oscuros que el píxel C.
Este algoritmo de detección de esquinas está presente sobretodo en aplicaciones
de vídeo debido a su alta velocidad sin, según presenta el autor, penalizar en repeti-
bilidad.
4.1.2.2. Detector de AGAST.
Como FAST, se trata de un algoritmo de detección basado en el Accelerated
Segment Test propuesto por E. Mair y otros [4] con el objetivo de mejorar en velocidad
y prestaciones a su predecesor FAST.
Según sus autores, la motivación de AGAST (Adaptative and Generic Accelerated
Segment Test) es que el árbol de decisión de FAST tiene que ser aprendido en cada
nuevo entorno desde cero y se basa en un árbol de decisión ternario, mientras que uno
binario sería más eﬁciente computacionalmente. Además encuentran que el detector
de FAST necesita reaprender la conﬁguración del entorno de un píxel esquina si la
cámara cambia de vista y especialmente si hay rotación.
Figura 4.5: Esquema del árbol de detección de AGAST. Fuente [4].
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Para lidiar con estos aspectos, proponen un detector de esquinas que se computa
mediante un árbol binario de decisión genérico, ver Figura 4.5. Además combinando
dos árboles en uno, el detector de esquinas decide en primera instancia si el vecindario
del píxel se trata de un entorno homogéneo o heterogéneo, lo que, según los autores,
es más rápido que el entrenamiento de FAST.
El árbol de la izquierda logra menos evaluaciones de píxeles (rutas de decisión
más cortas) en un vecindario de píxeles homogéneo, mientras que el de la derecha
está optimizado para las regiones texturadas.
4.1.2.3. Detector de BRISK.
El método de BRISK, presentado en 2011 [5], consta tanto de detector como de
descriptor de puntos de interés. El método de detección está basado en el detector
AGAST [4], que a su vez está basado en el detector FAST [3]. Con el objetivo de
conseguir invariancia a escala, van un paso más allá del detector FAST y buscan
máximos relativos utilizando la medida de saliencia(s) de FAST, no solo en una
imagen plana sino también en un espacio-escala, para lo que además se calcula la
escala característica de cada keypoint.
Las capas de la pirámide del espacio-escala consisten típicamente en n octavas ci
y n intraoctavas di, para i = 0, 1, . . . , n− 1 y típicamente n = 4. Las octavas están
formadas progresivamente por un muestreo mitad de la imagen anterior, donde c0 es
la imagen original, como se muestra en el esquema de la Figura 4.6.
Figura 4.6: Esquema de la técnica de detección de BRISK en el espacio-escala. Fuente
[5]
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Cada punto analizado se compara con un umbral para determinar si es máximo
en su vecindario (3x3) en su misma capa y en las dos adyacentes.
4.1.2.4. Detector de ORB.
ORB (Oriented FAST and Rotated Brief ) es un método que consta de detección
y descripción de puntos de interés propuesto por E. Rublee [17]. Se trata básicamente
de la fusión del detector de FAST con el descriptor de BRIEF con una variedad
de modiﬁcaciones para conseguir mejores prestaciones y eﬁciencia. En el caso del
detector, la principal aportación del método es una asignación de una componente de
orientación para conseguir mayor invariancia rotacional.
El detector, que denotan por oFAST comienza detectando puntos FAST que toman
como parámetros la diferencia de intensidad del píxel central con aquellos que hay
en un anillo circular alrededor del centro (en este caso 9 píxeles). A continuación
sobre estos puntos se asigna una medida de cornerness de Harris, ya que apuntan que
FAST tiene una gran respuesta también para regiones tipo borde, para posteriormente
seleccionar los que obtienen la mejor respuesta. Además emplean una pirámide de
escalas para extraer puntos FAST en cada nivel de la pirámide.
Para obtener la orientación de cada esquina detectada, utilizan como medida el
centroide de intensidad, que está desplazado del centro del segmento AST, con lo que
posteriormente es posible calcular su orientación. Rosten [3], deﬁnía el momento de















Con lo que construyen un vector desde el centro de la esquina O, hasta el centroide
OC. La orientación del patch sería entonces calculada mediante el arcotangente de
los dos primeros momentos (teniendo en cuenta el cuadrante) 4.16.
θ = atan2(m01,m10) (4.16)
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4.2. Evaluación comparativa teórica.
Una vez analizadas todas las técnicas de detección consideradas de interés para la
evaluación comparativa, es posible llevar a cabo un análisis teórico de las propiedades
que cada uno de los algoritmos presenta.
Para ello, se han ﬁjado una serie de características a valorar en dicha comparación.
Dichas características han sido:
Categoría inicial en la que se han catalogado, esto es, en función de la técnica de
detección, diferenciando si se estima mediante un operador matemático (Math),
o con una técnica de detección por entorno (Ent).
Si la técnica implementa la generación de un espacio escala (E-S) para aportar
invariancias a las detecciones.
Tipo de punto de interés, haciendo referencia a la terminología deﬁnida en la
subsección 2.1.2, diferenciando entre esquina, borde y blob.
Invariancias teóricas, siendo las tres principales, y por tanto las escogidas, a
escala, a punto de vista (viewpoint) y a rotación.
Otras más individuales como técnicas precursoras y mejoras sobre ella, fortalezas
u operadores clave.
Tras un exhaustivo análisis teórico de todas las características mencionadas, se ha
recogido la información en la Tabla 4.1. Para una mejor comprensión de la misma,
aportar dos notas aclaratorias:
Valoraciones de las columnas Categoría, E-S y Puntos de interés:
Un punto ( ) indica aﬁrmativo en esa propiedad o categoría, y su ausencia
indica lo contrario.
Valoraciones de la columna Implementa Invariancia:
El valor (+++) indica que el algoritmo obtiene unos resultados claramente
mejores que el resto de algoritmos (pudiendo ser más de un algoritmo los que
obtienen este resultado).
El valor (++) indica un valor intermedio en comparación con otros algoritmos
El valor (+) indica unos resultados claramente peores que el resto de algoritmos
(pudiendo ser más de un algoritmo los que obtienen este resultado).
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4.3. Evaluación y análisis.
Como uno de los objetivos principales del proyecto, a continuación de la evaluación
teórica presentada, se llevará a cabo una evaluación práctica sobre el nuevo marco
común y mejorado aportado en este proyecto.
La evaluación se realizará en primer lugar sobre el conjunto de datos presentado
por K. Mikolajczyk [18] como principal referencia en el estado del arte y en segundo
lugar sobre el nuevo conjunto de datos construidos para el nuevo marco de evaluación
de este proyecto.
Los datos se calcularán y presentarán en base a las métricas expuestas en la
sección3.2, que a su vez permitirán analizar resultados y comparar con las conclusiones
extraídas de la evaluación teórica.
4.3.1. Evaluación sobre el conjunto de datos de K. Mikolajczyk
El dataset consta de ocho secuencias de seis imágenes cada una, de manera que
la primera imagen de cada secuencia es sobre la que se comparan las cinco restantes.
En siete de las secuencias hay movimientos de cámara por lo que para todas ellas
ha sido necesario obtener los groundtruths en base a las homografías aportadas por el
autor. Dichos movimientos, en unos casos son producto de las transformaciones geo-
métricas que presenta la secuencia y en otros casos se trata de pequeños movimientos
de la cámara a la hora de capturar las imágenes, pero que igualmente hacen necesario
el cálculo del groundtruth a partir de las homografías.
A continuación se expondrán y analizarán los resultados obtenidos por cada detec-
tor para cada una de las secuencias de las que consta el dataset. Se incluirá en primer
lugar una descripción las características relevantes de la secuencia para esclarecer y
contextualizar el análisis.
Las transformaciones de las ocho secuencias son:
Dos secuencias con blur
Dos secuencias de rotación combinado con zoom
Dos secuencias con cambio de punto de vista
Una secuencia de cambio de iluminación
Una secuencia con compresión JPEG
En el caso de las transformaciones de blur, rotación y zoom y cambio de punto de
vista, cada una de las dos secuencias presenta unas condiciones de escena diferentes:
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en una de ellas la escena contiene regiones homogéneas con bordes distinguibles y en
la otra, la escena presenta texturas repetitivas con diferentes formas.
4.3.1.1. Blur sobre escena con regiones homogéneas
La secuencia parte de una imagen de referencia nítida sobre la que se va produ-
ciendo una borrosidad progresiva en las siguientes imágenes.
Los resultados comparativos de recall para las cinco imágenes y los 11 algoritmos
son los siguientes:
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Figura 4.7: Comparativa de detectores del estado del arte frente a la propiedad de
blur
En ésta primera secuencia hay tres algoritmos que obtienen unos valores de recall
notablemente por debajo de los ocho restantes, que son BRISK, SIFT y D1, sin
embargo se puede ver también como la pendiente no desciende con tanta claridad
como en el caso de otros algoritmos. Ésta tendencia también se observará en algunas
secuencias posteriores.
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4.3.1.2. Blur sobre escena texturada
La imagen original presenta una escena muy texturada que se va emborronando
progresivamente.
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Figura 4.8: Recall secuencia de blur con texturado
Como se puede observar, el algoritmo Multi-scale Hessian obtiene muy buenos
resultados en toda la secuencia, prácticamente sin importar el nivel de degradación.
Esto es debido a que se trata de un detector de blobs que es la textura predominante
en la imagen, lo que provoca que se detecten gran cantidad de puntos en todas las
imágenes de la secuencia.
Como se puede ver no se produce un descenso del recall de los algoritmos conforme
aumenta la borrosidad (como ocurría en la secuencia anterior), esto es a causa de las
características texturadas de la imagen, que se traducen en una detección de puntos
de interés para todas las secuencias, que no se ve reducido por el blurring.
Se puede concluir que este tipo de escenas texturadas no son indicadas para medir
la respuesta de los algoritmos a una transformación de este tipo, ya que lo que se
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consigue en su lugar es medir la respuesta de éstos ante la textura de la escena,
quedando enmascarada la respuesta ante la degradación por blur.
4.3.1.3. Rotación combinado con zoom
La secuencia parte de de una escena que en las sucesivas imágenes se va alejando
y rotando en ángulos que no superan los 90 grados (ver 3.1.2.6).
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Figura 4.9: Recall secuencia de escala combinado con rotación
Los resultados muestran tres algoritmos que sobresalen sobre los demás, ORB,
AGAST y Multi-scale Hessian. Otro efecto observable es la pendiente descendente que
muestran los algoritmos salvo en el caso de BRISK, de lo que se puede deducir que
parte de los puntos detectados serían muy robustos a este tipo de transformaciones.
Esto conﬁrmaría el éxito de las estrategias que implementa este algoritmo para hacer
frente a este tipo de transformaciones, apoyándose también en el buen funcionamiento
de su predecesor, AGAST, en esta secuencia.
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4.3.1.4. Rotación combinado con zoom sobre escena texturada
La secuencia parte de una escena texturada que se va alejando y rotando en
ángulos de hasta 180 grados progresivamente.
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Figura 4.10: Recall secuencia zoom y rotación sobre texturado
Los resultados que obtienen los algoritmos sobre esta secuencia son, en todos los
casos, muy pobres. Si se observan con más detalle las imágenes se pueden extraer
varias causas de éstos malos resultados: En primer lugar, las imágenes son de muy
mala calidad, lo que hace que la estructura que se observaba en la primera imagen
es casi inapreciable a simple vista a partir de el segundo paso de zoom. Además
aparecen otras transformaciones en la imagen que no son objeto de estudio, como
falta de nitidez y cambios de iluminación.
Por estos motivos, no se trata de una secuencia adecuada para estudiar el ren-
dimiento de los algoritmos ante efectos de escalado y rotación y la secuencia será
excluida de la evaluación de descriptores.
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4.3.1.5. Cambio de punto de vista
La escena parte de una posición frontal de un dibujo plano y termina con una
imagen del dibujo desde una posición lateral de unos 60 grados pasando por pasos en
los que se introducen a la vez rotaciones importantes de la cámara.






















































































Figura 4.11: Recall secuencia de cambio de punto de vista
Según los datos del recall de los algoritmos, casi todos consiguen malos resultados
para esta secuencia en comparación con otras transformaciones, pero especialmente
algunos algoritmos basados en FAST tienen una respuesta que aunque no decae paso
tras paso, sí que se puede considerar que consiguen poco porcentaje de puntos robustos
ante este tipo de transformaciones.
4.3.1.6. Cambio de punto de vista sobre escena texturada
La secuencia, de igual manera que la anterior, parte de una posición frontal de
una escena texturada y llega hasta una posición lateral de unos 60 grados respecto a
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Figura 4.12: Recall secuencia de cambio de punto de vista sobre escena texturada
la original.
A la vista de los resultados se ve que de nuevo hay algoritmos que obtienen buenos
resultados para la primera transformación y luego decaen con más velocidad en las
siguientes, mientras que hay otros algoritmos que obtienen peores resultados en las
primeras secuencias pero se ven menos penalizados en las posteriores. En este segundo
caso se puede decir que dichos algoritmos consiguen un bajo porcentaje de buenas
detecciones pero éstas son más robustas, por ejemplo BRISK, SURF o D1.
4.3.1.7. Cambio de Iluminación
La escena parte de una imagen de referencia aclarada y continúa con oscurecidos
progresivos de la misma escena.
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Figura 4.13: Recall secuencia de cambio de iluminación
Los malos resultados generalizados de la cuarta transformación (teniendo en cuen-
ta que el oscurecido es menor que en la última foto) sólo se explican por un mal cálculo
de la homografía por parte de los autores, ya que según se explica en su web, las homo-
grafías fueron calculadas mediante una herramienta de anotación manual, que podría
implicar estos errores.
Este suceso pone de maniﬁesto que realizar las fotografías con los pequeños mo-
vimientos de cámara mencionados puede ocasionar errores en la evaluación, ya que
el cálculo de las homografías es un proceso cuyo resultado está en función de una
anotación manual que puede ser desde imprecisa hasta totalmente errónea (como el
caso que se expone).
Este hecho refuerza aún más la construcción del dataset aportado para este pro-
yecto, en el que las fotografías se han tomado en posiciones de cámara ﬁja cuando la
transformación no necesita movimientos de cámara.
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4.3.1.8. Compresión JPEG
Según explican los autores, esta secuencia se ha generado mediante una herra-
mienta por la que se han variado los parámetros de calidad de la foto desde un 40%
hasta un 2%. Es la única secuencia del dataset que no requiere del uso de homografías
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Figura 4.14: Recall secuencia con compresión JPEG
Los resultados para ésta secuencia están en la misma línea que para algunas de las
secuencias anteriores en las que algunos algoritmos obtienen buenos resultados para
los primeros niveles pero luego decaen con rapidez. Destacan los buenos resultados de
ORB, Hessian-Laplace y Multi-scale Hessian.
4.3.1.9. Conclusiones generales
Se han observado algunos fallos importantes en ciertas secuencias del dataset que
se tratarán de corregir en la evaluación del dataset elaborado en el marco de evaluación
de éste proyecto.
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En primer lugar se ha observado que para las secuencias que presentan texturado,
los resultados obtenidos obedecen más a la respuesta de los algoritmos ante las propias
texturas que a la respuesta a las transformaciones que se desean evaluar. Por lo que
no se incluirán este tipo de propiedades en las secuencias que se construyan.
En segundo lugar, se ha observado que el cálculo de homografías puede conllevar
errores puesto que implica una parte del proceso manual. Esto a su vez conduce a
errores de evaluación. Para la construcción del conjunto de datos que se aportará,
se evitarán tener que realizar este proceso cuando no sea necesario, y en el caso de
ser necesario se ha adaptado una herramienta para hacerlo de la manera más precisa
posible.
Por último se ha observado que algunos algoritmos obtienen unos resultados de-
masiado por encima de lo que cabría esperar en comparación con algoritmos más
novedosos que deberían superarles. Es el caso del algoritmo Multi-scale Hessian es-
pecialmente, y en menor medida los algoritmos de Hessian-Laplace, Harris-Laplace y
Multi-scale Harris. Esto es debido a que la evaluación se ha realizado ejecutando estos
algoritmos con un parámetro de threshold recomendado por los autores que deriva en
una detección masiva de puntos por toda la imagen. A causa de esto, en zonas de
la imagen texturadas o con abundancia de variaciones de otro tipo, se detectan gran
cantidad de puntos de interés a lo largo de todas las imágenes de la secuencia, lo que
implica una diﬁcultad para discriminar los TP de los FN que deriva en unos buenos
resultados de recall que están inﬂados por la presencia de estos fenómenos. Además el
tiempo de ejecución del algoritmo Multi-scale Hessian es inasumible para ser evaluado
sobre un dataset con imágenes de tamaño hasta diez veces superior que las evaluadas
hasta ahora, motivos por los se ha descartado este algoritmo de la evaluación sobre
el dataset propuesto en este proyecto.
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4.3.2. Evaluación sobre el nuevo conjunto de datos aportado
El dataset consta de doce secuencias con las distintas propiedades que se expli-
caron en la sección 3.1. A continuación se presentarán y analizarán los resultados de
recall obtenidos para las distintas secuencias, además de comentar algunas caracterís-
ticas de las imágenes, cuando las haya, que puedan tener inﬂuencia en los resultados
de la evaluación.
4.3.2.1. Blur
La mayor parte de la escena escogida para la secuencia corresponde a la fachada
de un ediﬁcio (predominan esquinas y bordes deﬁnidos) y otra parte importante de la
imagen corresponde a vegetación y arbolado (apariencia texturada y predominancia
de blobs).
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Figura 4.15: Recall secuencia blur
Las características comentadas anteriormente tienen su consecuencia en los re-
sultados en que como se puede ver, los detectores de esquinas (FAST, Harris y sus
evoluciones) son los que presentan un recall con una pendiente más acusada debido
a que este tipo de estructuras se ven más afectadas por el blurring, mientras que los
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detectores basados en el hessiano no presentan esta tendencia.
4.3.2.2. Blur combinado con cambio de iluminación global
La secuencia parte de una escena oscurecida que se va aclarando y emborronando
en las sucesivas imágenes.
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Figura 4.16: Recall secuencia blur con cambio de iluminación global
De nuevo, al igual que en la secuencia anterior se observa como los detectores
de esquinas presentan una pendiente más acusada, debido a la predominancia de
los efectos de blurring que se van endureciendo, mientras que el oscurecido se va
reduciendo.
4.3.2.3. Blur global con cambio de iluminación sobre un elemento
La secuencia parte de una escena con un objeto oscurecido que se va aclarando
en las siguientes escenas, mientras que se va incrementando el blurring por toda la
escena.
Estas características comentadas hacen que la tendencia sea similar a las anteriores
secuencias que también presentan efectos de blurring. Los algoritmos que presentan
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una respuesta más estable a los cambios producidos en esta secuencia son D1 y SIFT,
que tienen en común que ambos algoritmos basados en la matriz hessiana y el espacio-
escala.
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Figura 4.17: Recall secuencia blur con cambio de iluminación sobre un objeto
4.3.2.4. Blur global combinado con cambio de iluminación por áreas
La secuencia parte de una escena ensombrecida que en la que para las siguientes
imágenes la sombra va retrocediendo (se reduce el área sombreada) y a su vez el
blurring va en aumento. El efecto de sombra se capturó en condiciones reales mientras
que el blur se aplica mediante un promediado gaussiano.
Una vez más se observa una tendencia descendente para la mayoría de algoritmos,
más acusada que en otras secuencias debido a la mayor variabilidad de cambios de
iluminación que resultan de capturar las imágenes en condiciones reales.
Los dos algoritmos que presentan una mayor estabilidad a las transformaciones
son SIFT y D1 de nuevo.
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Figura 4.18: Recall secuencia blur global con cambio de iluminación por áreas
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4.3.2.5. Blur combinado con cambio de punto de vista
Los resultados de recall de esta secuencia una vez más muestran la tendencia
descendente en los resultados de recall con un pico de algunos algoritmos en el paso 3
de afectación. Este pico se deberá por tanto al efecto de la transformación de cambio
de punto de vista ya que el blur como se ha visto en otras secuencias produce un
decaimiento progresivo, por lo que este aspecto lo analizaremos en la secuencia de
cambio de vista puro.
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Figura 4.19: Recall secuencia blur con cambio de punto de vista
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4.3.2.6. Cambio de iluminación global
Esta secuencia reproduce un oscurecido uniforme y progresivo por toda la imagen.
Como se puede ver, todos los algoritmos obtienen muy buenos valores de recall en
comparación con otras transformaciones. Será necesario endurecer más las condiciones
de cambio de iluminación para poder evaluar mejor el comportamiento de los algo-
ritmos en estas situaciones. Este endurecimiento se puede conseguir aumentando el
nivel de oscurecido uniforme o como se verá en la secuencia de ensombrecido, 4.3.2.10,
mediante la captura de las imágenes en condiciones reales, que produce unos cambios
de iluminación mucho más irregulares y supone un mayor reto a los detectores.
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Figura 4.20: Recall secuencia cambio de iluminación global
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4.3.2.7. Cambio de iluminación sobre objeto
Igualmente que en la secuencia anterior, todos los algoritmos consiguen muy bue-
nos resultados, pero en esta ocasión si que se puede observar un menor recall en las
últimas secuencias de algoritmos basados en el hessiano y en el espacio escala (D1,
SIFT y SURF) debido a que el objeto oscurecido presenta una textura predominante-
mente heterogénea, por lo que tendrán más penalización los algoritmos que detectan
blobs.























































































Figura 4.21: Recall secuencia cambio de iluminación sobre objeto
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4.3.2.8. Blur lineal sobre objeto
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Figura 4.22: Recall secuencia blur lineal sobre objeto
En este caso, todos los algoritmos obtienen unos valores muy altos de recall.
Se puede ver, sin embargo, como D1 y ORB son los que presentan una pendiente
descendente mayor, lo que se traduce en una mala respuesta ante el endurecimiento
de las condiciones.
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4.3.2.9. Escala combinado con rotación
Como se explicó en la sección3.1 los efectos de escala y rotación se producen sobre
un objeto de la imagen y es sólo sobre las posiciones que ocupa el objeto sobre las
que se calcula el recall. La imagen original es en la que el objeto está más alejado de
tal manera que no desaparecen estructuras detectables a medida que se acerca sino
al contrario.
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Figura 4.23: Recall secuencia escala+rotación
Sobresalen sobre los demás los resultados de AGAST y Multi-scale Harris, ambos
detectores de esquinas, lo que se deberá a las características de la imagen que hace
que estos dos algoritmos detecten una gran cantidad de este tipo de estructuras en
todas las imágenes.
El resto de algoritmos presentan recalls menores pero igualmente estables por lo
que se puede decir que tienen una respuesta estable al endurecimiento de las condi-
ciones.
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4.3.2.10. Ensombrecido con expansión en área
Como se ha comentado en anteriores secciones, el cambio de iluminación de esta
secuencia se capturó en condiciones reales.

















































































Figura 4.24: Recall secuencia ensombrecido con expansión en área
Por la toma de las imágenes en condiciones reales se producen unos cambios de
iluminación mucho más irregulares a lo largo de la imagen, que a su vez supone un
reto mayor para los algoritmos que si el oscurecido se produce uniformemente (cuando
es modelado en ordenador o se varía la apertura de la cámara)
4.3.2.11. Cambio de punto de vista
Como se explicó en la sección 3.1, la secuencia modela un cambio de punto de
vista de aproximadamente 70 grados que empieza y termina en posiciones laterales.
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Figura 4.25: Recall secuencia cambio de punto de vista
Se observa descenso del recall en casi todos los algoritmos para el tercer paso de
camino de punto de vista, esto puede ser debido a que es la imagen más frontal de la
secuencia y por tanto en la que más puntos se detectan que no tienen correspondencia
en la original.
Los resultados de recall para todos los algoritmos se mantienen bastante estables
a lo largo de a secuencia, por lo que se podrían endurecer más las condiciones de
cambio de punto de vista para observar otras tendencias.
4.3.2.12. Cambio de punto de vista combinado con cambio de iluminación
Se trata de una secuencia análoga a la anterior pero en la que las imágenes se van
oscureciendo en cada paso de cambio de punto de vista.
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Figura 4.26: Recall secuencia cambio de punto de vista + cambio de iluminación
Los resultados de recall son ligeramente inferiores a los de la secuencia de cambio
de punto de vista puro pero muy similares salvo para el caso de ORB en el que si que
se aprecia un descenso signiﬁcativo respecto a aquella en los dos últimos pasos.
4.3.2.13. Conclusiones generales.
Como se apuntó en la sección 4.3.1.9 el dataset aportado para este proyecto se ha
construido evitando movimientos de cámara cuando la transformación no lo requiere.
Gracias a esto se evita el paso de obtención de homografías en estas secuencias, lo
que evita posibles fallos y además permite que en la evaluación se aíslen los efectos
que se desea medir de otros efectos derivados de los movimientos de cámara.
Además se han evaluado los algoritmos sobre una variedad de nuevas transforma-
ciones, aumentando la complejidad de las mismas y añadiendo nuevas combinaciones,
lo que ha aportado una mayor riqueza a la evaluación al poder extraer nuevas con-
clusiones en base a los comportamientos de los algoritmos en estas situaciones.
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4.4. Conclusiones.
A lo largo de la evaluación sobre los dos conjuntos de datos se ha ido viendo co-
mo algunos algoritmos típicamente obtienen en todas las secuencias unos valores de
recall altos (Multi-scale Hessian, Hessian-Laplace, AGAST, Multi-scale-Harris) mien-
tras que otros típicamente obtienen valores más bajos (BRISK, D1, SIFT). Esto se
debe a que, por la forma en que están conﬁgurados los algoritmos, los primeros ha-
cen una detección masiva de puntos que se suele traducir en valores altos de recall,
mientras que los segundos obtienen menor número de puntos de interés pero es más
común observar como los valores de recall no decaen con tanta velocidad en los su-
cesivos pasos de las secuencias como sí ocurre en los otros casos, por lo que podría
sugerir una mayor robustez de las detecciones correctas.
También se ha visto que el tipo de estructuras que detectan los algoritmos (blobs
o esquinas y bordes) tienen una inﬂuencia importante en los resultados cuando en las
imágenes hay una predominancia clara de alguna de dichas estructuras. Además se
ha observado que algunos detectores de esquinas como FAST, ORB y Harris-Laplace
se ven más afectados (pendientes mayores) ante efectos de blurring.
El algoritmo AGAST, en general ha obtenido los mejores resultados de entre todos
los detectores, mientras que BRISK, cuyo detector está basado en el propio AGAST,
ha sido de los peores. Esto puede ser debido al sesgo de puntos por las modiﬁcaciones
que implementa el detector de BRISK de cara a la posterior fase de descripción.
De entre los detectores que forman parte de algoritmos que constan de detec-
tor+descriptor como son BRISK, SIFT, SURF y ORB, los que han obtenido en gene-
ral unos valores más altos de recall son SURF y ORB, pero en el caso de ORB resalta
una peor invariancia (mayor pendiente) ante cambios de iluminación, por lo que será
el detector de SURF el que se utiliza como estándar para evaluar descriptores en el
capítulo siguiente. No obstante, en los cuatro casos se trata de unos detectores bas-
tante complejos y es de suponer que todos ellos estén optimizados de cara a proveer
unos puntos adecuados para su descriptor correspondiente.
Si se comparan los resultados con la evaluación teórica, donde se hizo una clasi-
ﬁcación de los algoritmos en función de si implementaban estrategias para ser más
invariantes a rotación, escala y cambios de punto de vista, se pueden extraer varias
conclusiones.
Los algoritmos que constan de fase de detección y descripción, salvo SURF, en
general obtienen peores resultados que otros detectores ante éstas transformaciones,
pero como se ha comentado, es de esperar que las estrategias que implementan puedan
tener una mayor inﬂuencia si se evalúan los algoritmos completos. En cuanto a SURF,
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se ha visto que responde bien ante estas transformaciones, y que, ya desde esta fase de
detección, muestra los resultados en invariancia prometidos en la evaluación teórica.
En cuanto a los algoritmos de detección que no tienen un descriptor asociado,
AGAST ha mostrado el mejor resultado para las tres invariancias mencionadas, mien-
tras que en la evaluación teórica sólo se resaltó la invariancia a rotación. Se puede
concluir que partiendo de las ideas de FAST, las mejoras que implementan demues-
tran buenos resultados como se anuncia en la publicación de los autores. Esto hará
también que el detector de BRISK, aunque en esta etapa de detección no resalten sus
resultados, parta de una buena base de cara a la descripción.
Se ha visto también cómo el tipo de operador asociado a la detección tiene una
gran inﬂuencia en los resultados mostrados por los algoritmos en estas situaciones.
Si se atiende a las estrategias que implementan los algoritmos para hacer frente a
éstas transformaciones, se puede ver como algunos de ellos parten con ventaja para
conseguir estas invariancias gracias a que el tipo de detección de base es mejor para
hacer frente a estas transformaciones.
Capítulo 5
Descriptores.
En el Capítulo 2, la etapa de descripción se deﬁne como la caracterización de
las detecciones mediante un vector de características denominado descriptor. Las téc-
nicas de descripción persiguen dos objetivos principales, la discriminatividad y la
repetibilidad. Para ello, las estrategias tradicionales trabajaban con complejas técni-
cas haciendo uso de información de gradientes o similares. En la actualidad comienza
a trabajarse también con técnicas de menor coste como los descriptores binarios. Con
el elevado número de algoritmos propuestos en este área, al igual que ocurre con las
técnicas de detección, resulta complejo discernir cuales son las que presentan mejores
comportamientos para los objetivos deseados.
Con el objetivo de facilitar esta tarea, en este capítulo se va llevar a cabo una
categorización de las técnicas del estado del arte (sección 5.1) que permitirá a su vez
realizar una pre-selección de los algoritmos más relevantes dentro de cada categoría.
Los algoritmos seleccionados serán analizados teóricamente en la misma sección. Dicho
estudio teórico se complementará con un análisis comparativo desde el punto de vista
teórico (sección 5.2), donde se ha desarrollado una evaluación teórica de cada una de
las técnicas escogidas frente a las distintas propiedades de interés de los detectores. Los
algoritmos seleccionados serán evaluados en el marco de evaluación propuesto (sección
5.3). El capítulo se cierra con unas conclusiones (sección 5.4) sobre los resultados
obtenidos.
5.1. Categorización y selección de técnicas.
Para el desarrollo de este capítulo, se han agrupado los descriptores en tres cate-
gorías. En primer lugar, como técnica central del estado del arte, se encuentra SIFT.
Su publicación supuso un punto de inﬂexión en la detección y descripción de pun-
67
68 CAPÍTULO 5. DESCRIPTORES.
tos de interés y durante años ha sido la técnica más utilizada en gran variedad de
aplicaciones.
En la segunda categoría se agrupan una serie de técnicas que, basándose en SIFT,
han aportado mejoras y evoluciones a la descripción de puntos de interés. El primero
de ellos fue SURF, que surgió como una primera solución al coste computacional de
SIFT, consiguiendo además mejores resultados en determinadas situaciones. Como
segunda técnica de ésta categoría, se evaluará el algoritmo DAISY[6], basado en las
fortalezas de GLOH (que está basado en SIFT) y del propio SIFT, y que pretende
mejorar los resultados de éste en invariancias, robustez a oclusiones y cambios de
punto de vista, y además consiguiendo mejorar notablemente el coste computacional
de sus precursores.
Por último se evaluarán, dentro de una tercera categoría de descriptores bina-
rios, los métodos BRISK y FREAK. Mientras que los anteriores algoritmos proponen
crear un descriptor sobre la región de interés de la imagen, estos métodos proponen
trabajar directamente con una descripción binaria de la imagen. Con ello, e implemen-
tando diversas estrategias en cada caso, consiguen en mayor o menor medida buenos
resultados a un muy bajo coste computacional.
5.1.1. SIFT
En esta fase, el algoritmo de detección y descripción SIFT [2], los puntos de
interés ya han sido localizados en el espacio escala, por lo que cada punto ya está
caracterizado por su localización espacial y escala L(x, y, σ). El siguiente paso para
llegar a la descripción es el cálculo de las magnitudes m(x, y), y orientaciones θ(x, y)
del gradiente de cada uno de los puntos detectados:
m(x, y) =
√
(L(x+ 1, y)− L(x− 1, y))2 + (L(x, y + 1)− L(x, y − 1))2
θ(x, y) = arctan
L(x, y + 1)− L(x, y − 1)
L(x+ 1, y)− L(x− 1, y)
A continuación, se crea un histograma de orientaciones que cubre las direcciones y
magnitudes del gradiente por sectores, cubriendo 360 grados alrededor de cada punto,
y se selecciona la dirección o direcciones dominantes del punto. En la última etapa,
análogamente, se realiza un muestreo de las orientaciones y magnitudes del gradiente
de la imagen sobre regiones alrededor del punto de interés y se analizan para formar
histogramas de orientaciones de cada sub-región, ver Figura 5.1.
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Figura 5.1: SIFT Descriptor. (a) Histogramas de orientación, (b) gradientes orienta-
dos. Fuente [2]
El resultado ﬁnal es un descriptor de cada punto de interés que está formado por
un vector de características que contiene los valores de todas las orientaciones de cada
uno de los histogramas. Además se lleva a cabo una normalización de este vector como
estrategia para dotar al descriptor de robustez frente a cambios de iluminación que
puedan afectar a la magnitud de los gradientes.
5.1.2. Descriptores SIFT-based
5.1.2.1. SURF
Al igual que el detector, el descriptor de SURF hace uso de imágenes integrales,
que permitirán calcular respuestas a ﬁltros tipo Haar Wavelet5.2 rápidamente, que
se usarán como parte del proceso para conseguir invariancia a rotación. El algoritmo
calcula y pondera la respuesta a estos ﬁltros en un vecindario del punto de interés de
radio 6s (donde s es la escala característica del punto).
Figura 5.2: Filtros Haar Wavelet para calcular las respuestas en las direcciones x
(izquierda) e y (derecha). Las partes oscuras tienen peso -1 y las claras +1. Fuente [1]
Éstas respuestas son representadas como puntos en el espacio con la respuesta
horizontal en el eje de abscisas y la vertical en el de ordenadas, para después calcular
la orientación principal mediante una ventana deslizante de amplitud pi3 (ver ﬁgura5.3).
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Figura 5.3: Asignación de la orientación en base a las respuestas a los ﬁltros wavelet.
Fuente[1]
Para construir el descriptor también se hace uso de las respuestas a los ﬁltros
wavelet, que se calculan en un en un vecindario alrededor del punto con un área de
tamaño20s ( donde s es la escala) dividida en 16 regiones (4x4). A su vez, para con-
seguir invariancia a cambios de iluminación, cada una de las 16 regiones se dividen
en 4 sub-regiones cada una (2x2) que se corresponden con un vector v de los suma-
torios de las respuestas a los ﬁltros. Además las orientaciones se normalizan para ser











Figura 5.4: Descriptor de SURF. Fuente [1]
5.1.2.2. DAISY
Se trata de un descriptor basado en SIFT[2] que pretende ser computacionalmente
más eﬁciente. Para ello proponen calcular los mapas de orientación de los píxeles
mediante convoluciones con ﬁltros gaussianos en áreas concéntricas, como en la ﬁgura
5.5, donde la cantidad de suavizado gaussiano es proporcional al radio del círculo. Ésta
distribución circular y el uso de kernels gaussianos isotrópicos pretenden conseguir
descriptores invariantes a rotación. Además proponen el uso de máscaras sobre dichos
descriptores con el objetivo de hacerlos robustos frente a oclusiones.
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Figura 5.5: Regiones para las que el descriptor DAISY calcula la convolución con
ﬁltros gaussianos proporcionales al radio. Fuente[6]
5.1.3. Descriptores binarios
5.1.3.1. BRISK
Se trata de un descriptor binario inspirado en el descriptor BRIEF[32], basado
en tests de comparación de brillo de los píxeles. Como mejoras, pretende conseguir
robustez frente a rotaciones identiﬁcando la orientación característica de cada punto
clave y maximizar la descriptividad a partir de esa orientación, mediante comparacio-
nes de brillo en distribuciones de suavizados gaussianos similares a los de DAISY[6]
(ver ﬁgura5.6).
Figura 5.6: Distribución de N=60 puntos de muestreo (círculos azules) donde los la
desviación estándar del kernel gaussiano que aplica el suavizado es proporcional al
radio de los círculos rojos. Fuente[5]
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5.1.3.2. FREAK
Se trata de un descriptor que de forma similar a BRISK utiliza distribuciones circu-
lares concéntricas de suavizados gaussianos para efectuar comparaciones de intensidad
entre pares de píxeles. Sin embargo proponen una distribución de suavizados inspira-
da en la retina humana, en la que dichas regiones se distribuyen con mayor densidad
cerca del centro del grid, lo que produce solapamiento, y desciende exponencialmente
según aumenta la distancia. El solapamiento además pretende añadir redundancia,
con la que aumentar igualmente el poder discriminativo del descriptor.
Con el objetivo de estimar la rotación del punto clave utilizan una estrategia
similar a BRISK, donde calculan la suma de los gradientes locales de los pares píxeles
sobre los que se compara la intensidad.
Figura 5.7: Distribución de los patrones de muestreo mediante suavizados gaussianos,
inspirados en las regiones de receptores de la retina. Fuente [7]
5.2. Evaluación comparativa teórica.
Una vez analizadas todas las técnicas, al igual que se hizo en la sección 4.2,
es posible llevar a cabo un análisis teórico de las propiedades que cada uno de los
algoritmos presenta. Los criterios seguidos han sido los mismos que los presentados
en dicha sección. Los aspectos concretos valorados adicionalmente a los expuestos
entonces han sido:
Repetibilidad teórica, haciendo referencia a las cuatro principales invariancias
que puede presentar: a iluminación, a rotación, a escala, y a punto de vista
(viewpoint) y a rotación; así como a la robustez al emborronado (blurring).
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5.3. Evaluación y análisis.
Como uno de los objetivos principales del proyecto, a continuación de la evaluación
teórica presentada, se llevará a cabo una evaluación práctica sobre el nuevo marco
común y mejorado aportado en este proyecto.
De manera análoga al capitulo anterior, la evaluación se realizará en primer lu-
gar sobre el conjunto de datos presentado por K. Mikolajczyk [18] como principal
referencia en el estado del arte y en segundo lugar sobre el nuevo conjunto de datos
construido para el nuevo marco de evaluación de este proyecto.
Los datos se calcularán y presentarán en base a las métricas expuestas en la
sección3.2.2.2, que a su vez permitirán analizar resultados y comparar con las conclu-
siones extraídas de la evaluación teórica.
5.3.1. Evaluación sobre el conjunto de datos de K. Mikolajczyk



















































Figura 5.8: Resultados secuencia de 'Blur' para cada imagen de la secuencia con
respecto a la primera: Cada línea representa el valor de 1-Precisión del algoritmo. Las
columnas representan la tasa de asociaciones inversa y normalizada.
5.3. EVALUACIÓN Y ANÁLISIS. 75
Como se puede observar, SIFT obtiene unos resultados de precisión y tasa de
asociaciones muy superior al resto de algoritmos para esta secuencia. En segundo
lugar en cuanto a tasa de asociaciones estaría BRISK, muy alejado de SIFT. Los
peores resultados en ambos sentidos los obtiene DAISY.







































































Figura 5.9: Resultados secuencia de 'Blur sobre texturado' para cada imagen de la
secuencia con respecto a la primera: Cada línea representa el valor de 1-Precisión del
algoritmo. Las columnas representan la tasa de asociaciones inversa y normalizada.
En esta segunda secuencia de blur, los resultados para todos los algoritmos son
peores que en la anterior, pero igualmente, SIFT obtiene unos resultados mucho me-
jores, resaltando especialmente en precisión.
76 CAPÍTULO 5. DESCRIPTORES.
5.3.1.3. Rotación combinado con zoom
Se puede ver que las tres última imágenes de secuencia modelan unas condiciones
demasiado duras como para realizar una evaluación sobre ellas,debido a los deﬁcientes
resultados que muestran todos los algoritmos. En la primer nivel de degradación SIFT
obtiene unos resultados mucho mejores que el resto de algoritmo, mientras que en el






































































Figura 5.10: Resultados secuencia de 'Zoom+rotación' para cada imagen de la se-
cuencia con respecto a la primera: Cada línea representa el valor de 1-Precisión del
algoritmo. Las columnas representan el porcentaje normalizado de asociaciones/co-
rrespondencias.
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5.3.1.4. Rotación combinado con zoom sobre escena texturada
Esta secuencia, como se comentó en el capítulo de detección, supone unas con-
diciones muy duras para el funcionamiento de los algoritmos, sólo en el primer paso
se puede ver como SURF obtiene una tasa de asociaciones del 100% pero con una










































































Figura 5.11: Resultados secuencia de 'Zoom+rotación sobre texturado' para cada
imagen de la secuencia con respecto a la primera: Cada línea representa el valor de
1-Precisión del algoritmo. Las columnas representan el porcentaje normalizado de
asociaciones/correspondencias.
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5.3.1.5. Cambio de punto de vista
De nuevo se trata de una secuencia que ofrece unas condiciones muy duras, en
la que la tasa de asociaciones es muy baja para todos los algoritmos salvo para el
primer nivel de la transformación que SURF obtiene una tasa del 100%. A partir del
tercer paso de cambio de punto de vista los resultados son muy deﬁcientes en todos






































































Figura 5.12: Resultados secuencia de 'Cambio de punto de vista' para cada imagen de
la secuencia con respecto a la primera: Cada línea representa el valor de 1-Precisión
del algoritmo. Las columnas representan el porcentaje normalizado de asociaciones/-
correspondencias.
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5.3.1.6. Cambio de punto de vista sobre escena texturada
Los resultados de precisión y tasa de asociaciones en esta secuencia para BRISK,
FREAK y DAISY son de nuevo demasiado pobres como para observar algún tipo de
evolución de la que extraer conclusiones. Por otro lado SIFT y SURF si que presentan
una tendencia descendiente en los sucesivos niveles de afectación , obteniendo SIFT,
en comparación con el resto de algoritmos,muy buenos resultados de nuevo para los





































































Figura 5.13: Resultados secuencia de 'Cambio de punto de vista sobre texturado' para
cada imagen de la secuencia con respecto a la primera: Cada línea representa el valor
de 1-Precisión del algoritmo. Las columnas representan el porcentaje normalizado de
asociaciones/correspondencias.
80 CAPÍTULO 5. DESCRIPTORES.
5.3.1.7. Cambio de Iluminación
Como se comentó en el capítulo anterior, los malos resultados del cuarto nivel de
oscurecido, sólo pueden ser debidos a un mal cálculo de la homografía por parte de
los autores. En el resto de niveles si que es posible observar como SIFT obtiene unos
resultados excelentes para cambios de iluminación, seguido de SURF que consigue la
misma precisión que SIFT pero con peor tasa de asociaciones. Entre los otros tres





































































Figura 5.14: Resultados secuencia de 'Blur' para cada imagen de la secuencia con
respecto a la primera: Cada línea representa el valor de 1-Precisión del algoritmo. Las
columnas representan el porcentaje normalizado de asociaciones/correspondencias.
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5.3.1.8. Compresión JPEG
De nuevo SIFT obtiene para esta secuencia unos resultados excelentes en compara-
ción con el resto de algoritmos. En segundo lugar estaría SURF con una precisión muy
alta igualmente pero con peores tasas de asociación. En tercer lugar estará BRISK con
un nivel de precisión medio pero con peores tasas de asociación. Tanto DAISY como
FREAK consiguen unas tasas de asociación muy pobres pero en el caso de FREAK





































































Figura 5.15: Resultados secuencia de 'Compresión JPEG' para cada imagen de la
secuencia con respecto a la primera: Cada línea representa el valor de 1-Precisión del
algoritmo. Las columnas representan el porcentaje normalizado de asociaciones/co-
rrespondencias.
5.3.1.9. Conclusiones generales
Como se ha comentó en la evaluación de detectores, algunas secuencias del dataset
presentan unas condiciones demasiado duras para todos los algoritmos que hacen que
sea muy difícil extraer conclusiones a la vista de los datos.
Se observa también un segundo grupo de secuencias en las que todos los algorit-
mos salvo SIFT obtienen unos resultados demasiado pobres como para ser evaluados.
Sólo es posible aﬁrmar en estos casos que SIFT supera claramente a los demás algorit-
mos ante transformaciones como cambios de punto de vista y blurring sobre escenas
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texturadas, pero entre el resto de los algoritmos es difícil establecer un ranking.
Por último, están las secuencias con las transformaciones de compresión JPEG,
cambio de iluminación y blur, sobre las que si es posible ver una evolución a lo largo
de los niveles de afectación para todos los algoritmos. En todos los casos aún así ha
sido SIFT el que ha obtenido unos resultados claramente superiores al resto seguido
de lejos por SURF.
A la vista de estos resultados, se refuerza la motivación del nuevo dataset aportado,
debido a la imposibilidad de evaluar a algunos de los algoritmos sobre una buena parte
de las transformaciones, a causa de los malos resultados que obtienen.

































































Figura 5.16: Resultados secuencia de 'Blur' para cada imagen de la secuencia con
respecto a la primera: Cada línea representa el valor de 1-Precisión del algoritmo. Las
columnas representan el porcentaje normalizado de asociaciones/correspondencias.
En ésta primera secuencia se puede ver cómo todos los algoritmos se mueven en
un rango de precisión inversa que no supera el valor de 0,06, lo que es un muy buen
resultado en todos los casos. Por otro lado, la tasa de asociaciones si que muestra una
evolución claramente descendente. Los dos con mejores resultados en este caso son
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SIFT y BRISK, siendo ligeramente mejores los de SIFT
5.3.2.2. Blur combinado con cambio de iluminación global
De nuevo se puede ver como SIFT y BRISK obtienen los mejores resultados,
ganando SIFT en tasa de asociaciones y BRISK en precisión. En éste caso es SURF
el que obtiene los peores resultados de precisión en los últimos pasos de afectación






































































Figura 5.17: Resultados secuencia de 'Blur+cambio de iluminación global' para cada
imagen de la secuencia con respecto a la primera: Cada línea representa el valor de
1-Precisión del algoritmo. Las columnas representan el porcentaje normalizado de
asociaciones/correspondencias.
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5.3.2.3. Blur global con cambio de iluminación sobre un elemento
Se puede ver como el comportamiento de los algoritmos es muy similar al de la
transformación global. Al igual que en la secuencia anterior, se observa que SURF es
el peores resultados obtiene para este tipo de transformaciones mientras que SIFT









































































Figura 5.18: Resultados secuencia de 'Blur+cambio de iluminación sobre objeto' para
cada imagen de la secuencia con respecto a la primera: Cada línea representa el valor
de 1-Precisión del algoritmo. Las columnas representan el porcentaje normalizado de
asociaciones/correspondencias.
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5.3.2.4. Blur global combinado con cambio de iluminación por áreas
En el caso de ésta secuencia que contiene un cambio de iluminación más irregular
combinado con blurring y supone un mayor reto para los algoritmos que los anteriores
vuelve a observarse como SIFT supera al resto de algoritmos claramente, tanto en
precisión como en tasa de asociaciones. Es destacable también como BRISK empeora
su rendimiento con respecto a las secuencias en las que el cambio de iluminación varía






























































Figura 5.19: Resultados secuencia de 'Blur+cambio de iluminación por áreas' para
cada imagen de la secuencia con respecto a la primera: Cada línea representa el valor
de 1-Precisión del algoritmo. Las columnas representan el porcentaje normalizado de
asociaciones/correspondencias.
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5.3.2.5. Blur combinado con cambio de punto de vista
Como se ha visto en secuencias anteriores, el blurring es una transformación que
penaliza bastante a los algoritmos en cuanto a tasa de asociaciones. En este caso, esta
combinación de cambio de punto de vista con blurring, ha sido la que ha obtenido
unos resultados peores en comparación con otras combinaciones, por lo que se puede

































































Figura 5.20: Resultados secuencia de 'Blur' para cada imagen de la secuencia con
respecto a la primera: Cada línea representa el valor de 1-Precisión del algoritmo. Las
columnas representan el porcentaje normalizado de asociaciones/correspondencias.
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5.3.2.6. Cambio de iluminación global
A la vista de los buenos resultados tanto de precisión como de tasa de asociaciones
de todos los algoritmos, se puede decir que el cambio de iluminación uniforme que
modela la secuencia no supone una gran diﬁcultad para éstos y habría que endurecer

































































Figura 5.21: Resultados secuencia de 'Blur' para cada imagen de la secuencia con
respecto a la primera: Cada línea representa el valor de 1-Precisión del algoritmo. Las
columnas representan el porcentaje normalizado de asociaciones/correspondencias.
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5.3.2.7. Cambio de iluminación sobre objeto
A diferencia de la secuencia anterior, aunque los resultados de precisión de los
algoritmos siguen siendo muy buenos, la tasa de asociaciones si que se va reduciendo
a lo largo de los pasos. Se puede observar una vez más como SIFT presenta los mejores






































































Figura 5.22: Resultados secuencia de 'Blur' para cada imagen de la secuencia con
respecto a la primera: Cada línea representa el valor de 1-Precisión del algoritmo. Las
columnas representan el porcentaje normalizado de asociaciones/correspondencias.
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5.3.2.8. Blur lineal sobre objeto
Una vez más los valores de precisión de todos los algoritmos son bastante altos,
siendo los de SURF los más bajos. En el caso de la tasa de asociaciones, SIFT vuelve
































































Figura 5.23: Resultados secuencia de 'Blur' para cada imagen de la secuencia con
respecto a la primera: Cada línea representa el valor de 1-Precisión del algoritmo. Las
columnas representan el porcentaje normalizado de asociaciones/correspondencias.
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5.3.2.9. Escala combinado con rotación
Los resultados de precisión de SURF, SIFT y DAISY, indican que, pese a que la
tasa de asociaciones si que se va viendo reducida en los sucesivos pasos, los puntos
que logran describir son muy distintivos. Éste no es el caso de BRISK y FREAK que
obtienen una precisión mucho menor así como también muestran peores resultados
en tasa de asociaciones. En este caso BRISK es el que obtiene los mejores resultados,






































































Figura 5.24: Resultados secuencia de 'Blur' para cada imagen de la secuencia con
respecto a la primera: Cada línea representa el valor de 1-Precisión del algoritmo. Las
columnas representan el porcentaje normalizado de asociaciones/correspondencias.
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5.3.2.10. Ensombrecido con expansión en área
Como se ha comentado, los cambios de iluminación de ésta secuencia son muy
irregulares. Los resultados de SIFT vuelven a sobresalir frente a los demás algorit-
mos, a pesar de que BRISK obtiene los mejores resultados de precisión, la tasa de





































































Figura 5.25: Resultados secuencia de 'Blur' para cada imagen de la secuencia con
respecto a la primera: Cada línea representa el valor de 1-Precisión del algoritmo. Las
columnas representan el porcentaje normalizado de asociaciones/correspondencias.
92 CAPÍTULO 5. DESCRIPTORES.
5.3.2.11. Cambio de punto de vista
Al igual que ocurría en la secuencia de rotación y escala, SURF es el algoritmo
que obtiene los mejores resultados, en ésta ocasión con mayor diferencia respecto al
SIFT en segundo lugar. Ambos obtienen una precisión muy alta, pero la tasa de
asociaciones de SURF es mayor en todos los casos.
Es reseñable el aumento de precisión en las últimas imágenes de la secuencia
de BRISK, FREAK, y DAISY, resultados que están derivados de la baja tasa de
asociaciones, lo que refuerza, como se ha comentado, la necesidad de mostrar los

































































Figura 5.26: Resultados secuencia de 'Blur' para cada imagen de la secuencia con
respecto a la primera: Cada línea representa el valor de 1-Precisión del algoritmo. Las
columnas representan el porcentaje normalizado de asociaciones/correspondencias.
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5.3.2.12. Cambio de punto de vista combinado con cambio de iluminación
Como se ha visto para otras combinaciones de cambio de punto de vista, es una
transformación que supone un reto para todos los algoritmos. En este caso en combi-
nación con cambios de iluminación resulta en una tasa de asociaciones muy baja de
todos los algoritmos a partir del segundo nivel de afectación.
En el primer nivel de afectación resaltan los buenos resultados de SIFT, mientras


































































Figura 5.27: Resultados secuencia de 'Blur' para cada imagen de la secuencia con
respecto a la primera: Cada línea representa el valor de 1-Precisión del algoritmo. Las
columnas representan el porcentaje normalizado de asociaciones/correspondencias.
5.3.2.13. Conclusiones generales
Como se apuntó en la sección 5.3.1.9 el dataset aportado para este proyecto se ha
construido evitando movimientos de cámara cuando la transformación no lo requiere.
Gracias a esto se evita el paso de obtención de homografías en estas secuencias, lo
que evita posibles fallos y además permite que en la evaluación se aíslen los efectos
que se desea medir de otros efectos derivados de los movimientos de cámara.
Además se han evaluado los algoritmos sobre una variedad de nuevas transforma-
ciones, aumentando la complejidad de las mismas y añadiendo nuevas combinaciones,
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lo que ha aportado una mayor riqueza a la evaluación al poder extraer nuevas con-
clusiones en base a los comportamientos de los algoritmos en estas situaciones.
5.4. Conclusiones.
Tanto en la evaluación sobre el dataset de referencia como sobre el nuevo dataset
construido, los algoritmos que mejores resultados han obtenido han sido los populares
SIFT y SURF.
SIFT ha sido el algoritmo que ha mostrado una mayor robustez frente a las trans-
formaciones de tipo cambio de iluminación y blurring.
Por otro lado SURF ha sido, claramente, el que mejores resultados ha obtenido
frente a cambios de escala y rotación así como de cambio de punto de vista.
La gran desventaja de SIFT con respecto al resto de algoritmos está en algo que
no se ha cuantiﬁcado en ésta evaluación, que es el tiempo de ejecución. Mientras que
algoritmos como DAISY, BRISK y FREAK pueden funcionar a tiempo real, SIFT
está muy lejos de estos tiempos de ejecución.
La comparación con la evaluación teórica quedaría de la siguiente manera:
En el caso de SIFT conﬁrma la valoración inicial en cuanto a cambios de ilumi-
nación y blur, mientras que SURF mejora las expectativas frente a cambios de punto
de vista, escala y rotación.
En los casos de DAISY, FREAK y BRISK, todos ellos empeoran en algún sentido
las puntuaciones iniciales si se les compara con los resultados de SURF y SIFT.
Capítulo 6
Conclusiones y trabajo futuro.
6.1. Conclusiones.
Como lectura global del proyecto, se ha aportado un marco de evaluación sobre el
que se han evaluado once algoritmos de detección y cinco algoritmos de descripción
del estado del arte.
En cuanto a los diferentes objetivos parciales que se habían planteado, se pueden
extraer una serie de conclusiones.
En base al estudio del estado del arte realizado, se han propuesto dos clasiﬁca-
ciones de los diferentes algoritmos de detección y descripción. Esta categorización ha
permitido actualizar los algoritmos considerados más punteros del estado del arte.
Analizando los algoritmos seleccionados, se puede concluir que en el estado del
arte de la detección comienza a trabajarse con mayor intensidad en las propuestas
basadas en técnicas de descripción de entorno dado su menor coste computacional. Por
su parte, en el estado del arte de la descripción comienzan a incrementarse las técnicas
de descripción binarias, de nuevo por un motivo principal de coste computacional.
Se han detectado defectos que presentaban anteriores marcos de evaluación, co-
mo era la presencia de secuencias con poca utilidad o con tasas de acierto tan bajas
que impedían extraer conclusiones, o secuencias con bajas resoluciones. El marco de
evaluación propuesto por su parte, ha conseguido recoger una mayor riqueza de pro-
piedades a evaluar, incrementando el número de secuencias, su calidad y su utilidad de
cara a la interpretación del funcionamiento de los algoritmos en diferentes condiciones.
La evaluación de técnicas de detección arroja que se trata de una tarea profun-
damente trabajada. Estudiada de forma independiente a la de descripción favorece
a aquellas ténicas que se dedican únicamente a esta primera etapa frente a las que
incorporan detección y descripción en su propuesta. Una excepción es la técnica de
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SURF, que pese a tener un mayor coste computacional que las técnicas de detección
de entorno, ha resultado se de la de mayor ﬁabilidad. En cuanto a la línea de tra-
bajo que se puede extraer de este análisis, parece que las evoluciones de la técnica
de AGAST son las más probables dado que presenta grandes resultados pese a su
relativa novedad.
Por último, en la evaluación de las técnicas de descripción se puede observar la
tendencia del estado del arte hacia los descriptores binarios que mejoran notable-
mente los costes computacionales de las técnicas tradicionales. Se han presentado dos
propuestas como referentes, FREAK y BRISK, esta última con unos resultados cuan-
titativos cercanos a los de las técnicas más ﬁables del estado del arte. Atendiendo
únicamente a los resultados cuantitativos, el tradicional descriptor de SIFT ha obte-
nido mejor resultados que el resto de los algoritmos en la mayoría de las secuencias
evaluadas. Sin embargo el coste computacional de éste algoritmo es mucho mayor que
el del resto, lo que hace que no sea posible su uso en aplicaciones que requieran una
mayor eﬁciencia.
6.2. Trabajo futuro.
Tras la realización de éste proyecto, se consideran dos líneas principales de trabajo
futuro.
La primera de ellas es relacionada con el propio proyecto, y con el marco de evalua-
ción más concretamente. En está línea, los principales focos de trabajo considerados
serían:
Realizar un estudio de las distintas aplicaciones del estado del arte, observando
cuáles serían las propiedades de los puntos de interés más relevantes según cada
una. En base a esto, se podría enriquecer la evaluación aportando datos en
cuanto a que técnicas de puntos serían las idóneas para según que aplicación.
Incrementar el conjunto de datos con nuevas propiedades, que se podrían selec-
cionar en base al estudio orientado a aplicaciones mencionado.
Incluir métricas para la evaluación del coste computacional de las diferentes
técnicas.
La segunda de ellas, ya referida a trabajo a partir de la conclusión del proyecto,
presenta innumerable posibilidades. A continuación se detallarán las dos que se han
considerado más fructíferas.
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Desarrollo de una herramienta de evaluación y ranking online de algoritmos
que utilice como base de evaluación el marco propuesto en este proyecto y los
algoritmos ya evaluados.
Desarrollo de una herramienta de apoyo a la investigación, que permita sugerir
al usuario que técnicas emplear para según que tarea. Se podría incluso aportar
secuencias anotadas a la herramienta, y que ésta, en base a una evaluación de
técnicas sobre la misma sugiriese que algoritmo presenta mayores posibilidades
de éxito.
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Este documento contiene las condiciones legales que guiarán la realización, en este
proyecto, de una evaluación comparativa de detectores y descriptores de puntos de
interés en imágenes. En lo que sigue, se supondrá que el proyecto ha sido encargado
por una empresa cliente a una empresa consultora con la ﬁnalidad de realizar dicha
evaluación. Dicha empresa ha debido desarrollar una línea de investigación con objeto
de elaborar el proyecto. Esta línea de investigación, junto con el posterior desarrollo
de los programas está amparada por las condiciones particulares del siguiente pliego.
Supuesto que la utilización industrial de los métodos recogidos en el presente proyecto
ha sido decidida por parte de la empresa cliente o de otras, la obra a realizar se regulará
por las siguientes:
Condiciones generales
1. La modalidad de contratación será el concurso. La adjudicación se hará, por
tanto, a la proposición más favorable sin atender exclusivamente al valor econó-
mico, dependiendo de las mayores garantías ofrecidas. La empresa que somete
el proyecto a concurso se reserva el derecho a declararlo desierto.
2. El montaje y mecanización completa de los equipos que intervengan será reali-
zado totalmente por la empresa licitadora.
3. En la oferta, se hará constar el precio total por el que se compromete a realizar
la obra y el tanto por ciento de baja que supone este precio en relación con un
importe límite si este se hubiera ﬁjado.
4. La obra se realizará bajo la dirección técnica de un Ingeniero de Telecomunica-
ción, auxiliado por el número de Ingenieros Técnicos y Programadores que se
estime preciso para el desarrollo de la misma.
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5. Aparte del Ingeniero Director, el contratista tendrá derecho a contratar al resto
del personal, pudiendo ceder esta prerrogativa a favor del Ingeniero Director,
quien no estará obligado a aceptarla.
6. El contratista tiene derecho a sacar copias a su costa de los planos, pliego de
condiciones y presupuestos. El Ingeniero autor del proyecto autorizará con su
ﬁrma las copias solicitadas por el contratista después de confrontarlas.
7. Se abonará al contratista la obra que realmente ejecute con sujeción al proyecto
que sirvió de base para la contratación, a las modiﬁcaciones autorizadas por la
superioridad o a las órdenes que con arreglo a sus facultades le hayan comuni-
cado por escrito al Ingeniero Director de obras siempre que dicha obra se haya
ajustado a los preceptos de los pliegos de condiciones, con arreglo a los cuales,
se harán las modiﬁcaciones y la valoración de las diversas unidades sin que el
importe total pueda exceder de los presupuestos aprobados. Por consiguiente,
el número de unidades que se consignan en el proyecto o en el presupuesto,
no podrá servirle de fundamento para entablar reclamaciones de ninguna clase,
salvo en los casos de rescisión.
8. Tanto en las certiﬁcaciones de obras como en la liquidación ﬁnal, se abonarán
los trabajos realizados por el contratista a los precios de ejecución material que
ﬁguran en el presupuesto para cada unidad de la obra.
9. Si excepcionalmente se hubiera ejecutado algún trabajo que no se ajustase a
las condiciones de la contrata pero que sin embargo es admisible a juicio del
Ingeniero Director de obras, se dará conocimiento a la Dirección, proponiendo
a la vez la rebaja de precios que el Ingeniero estime justa y si la Dirección
resolviera aceptar la obra, quedará el contratista obligado a conformarse con la
rebaja acordada.
10. Cuando se juzgue necesario emplear materiales o ejecutar obras que no ﬁguren
en el presupuesto de la contrata, se evaluará su importe a los precios asignados
a otras obras o materiales análogos si los hubiere y cuando no, se discutirán
entre el Ingeniero Director y el contratista, sometiéndolos a la aprobación de
la Dirección. Los nuevos precios convenidos por uno u otro procedimiento, se
sujetarán siempre al establecido en el punto anterior.
11. Cuando el contratista, con autorización del Ingeniero Director de obras, emplee
materiales de calidad más elevada o de mayores dimensiones de lo estipulado
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en el proyecto, o sustituya una clase de fabricación por otra que tenga asigna-
do mayor precio o ejecute con mayores dimensiones cualquier otra parte de las
obras, o en general, introduzca en ellas cualquier modiﬁcación que sea beneﬁ-
ciosa a juicio del Ingeniero Director de obras, no tendrá derecho sin embargo,
sino a lo que le correspondería si hubiera realizado la obra con estricta sujeción
a lo proyectado y contratado.
12. Las cantidades calculadas para obras accesorias, aunque ﬁguren por partida
alzada en el presupuesto ﬁnal (general), no serán abonadas sino a los precios de
la contrata, según las condiciones de la misma y los proyectos particulares que
para ellas se formen, o en su defecto, por lo que resulte de su medición ﬁnal.
13. El contratista queda obligado a abonar al Ingeniero autor del proyecto y direc-
tor de obras así como a los Ingenieros Técnicos, el importe de sus respectivos
honorarios facultativos por formación del proyecto, dirección técnica y adminis-
tración en su caso, con arreglo a las tarifas y honorarios vigentes.
14. Concluida la ejecución de la obra, será reconocida por el Ingeniero Director que
a tal efecto designe la empresa.
15. La garantía deﬁnitiva será del 4% del presupuesto y la provisional del 2%.
16. La forma de pago será por certiﬁcaciones mensuales de la obra ejecutada, de
acuerdo con los precios del presupuesto, deducida la baja si la hubiera.
17. La fecha de comienzo de las obras será a partir de los 15 días naturales del
replanteo oﬁcial de las mismas y la deﬁnitiva, al año de haber ejecutado la
provisional, procediéndose si no existe reclamación alguna, a la reclamación de
la ﬁanza.
18. Si el contratista al efectuar el replanteo, observase algún error en el proyecto,
deberá comunicarlo en el plazo de quince días al Ingeniero Director de obras,
pues transcurrido ese plazo será responsable de la exactitud del proyecto.
19. El contratista está obligado a designar una persona responsable que se entenderá
con el Ingeniero Director de obras, o con el delegado que éste designe, para todo
relacionado con ella. Al ser el Ingeniero Director de obras el que interpreta
el proyecto, el contratista deberá consultarle cualquier duda que surja en su
realización.
20. Durante la realización de la obra, se girarán visitas de inspección por personal
facultativo de la empresa cliente, para hacer las comprobaciones que se crean
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oportunas. Es obligación del contratista, la conservación de la obra ya ejecu-
tada hasta la recepción de la misma, por lo que el deterioro parcial o total de
ella, aunque sea por agentes atmosféricos u otras causas, deberá ser reparado o
reconstruido por su cuenta.
21. El contratista, deberá realizar la obra en el plazo mencionado a partir de la fecha
del contrato, incurriendo en multa, por retraso de la ejecución siempre que éste
no sea debido a causas de fuerza mayor. A la terminación de la obra, se hará una
recepción provisional previo reconocimiento y examen por la dirección técnica,
el depositario de efectos, el interventor y el jefe de servicio o un representante,
estampando su conformidad el contratista.
22. Hecha la recepción provisional, se certiﬁcará al contratista el resto de la obra,
reservándose la administración el importe de los gastos de conservación de la
misma hasta su recepción deﬁnitiva y la ﬁanza durante el tiempo señalado como
plazo de garantía. La recepción deﬁnitiva se hará en las mismas condiciones
que la provisional, extendiéndose el acta correspondiente. El Director Técnico
propondrá a la Junta Económica la devolución de la ﬁanza al contratista de
acuerdo con las condiciones económicas legales establecidas.
23. Las tarifas para la determinación de honorarios, reguladas por orden de la Presi-
dencia del Gobierno el 19 de Octubre de 1961, se aplicarán sobre el denominado
en la actualidad Presupuesto de Ejecución de Contrata y anteriormente lla-
mado Presupuesto de Ejecución Material que hoy designa otro concepto.
Condiciones particulares
La empresa consultora, que ha desarrollado el presente proyecto, lo entregará a la
empresa cliente bajo las condiciones generales ya formuladas, debiendo añadirse las
siguientes condiciones particulares:
1. La propiedad intelectual de los procesos descritos y analizados en el presen-
te trabajo, pertenece por entero a la empresa consultora representada por el
Ingeniero Director del Proyecto.
2. La empresa consultora se reserva el derecho a la utilización total o parcial de los
resultados de la investigación realizada para desarrollar el siguiente proyecto,
bien para su publicación o bien para su uso en trabajos o proyectos posteriores,
para la misma empresa cliente o para otra.
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3. Cualquier tipo de reproducción aparte de las reseñadas en las condiciones gene-
rales, bien sea para uso particular de la empresa cliente, o para cualquier otra
aplicación, contará con autorización expresa y por escrito del Ingeniero Director
del Proyecto, que actuará en representación de la empresa consultora.
4. En la autorización se ha de hacer constar la aplicación a que se destinan sus
reproducciones así como su cantidad.
5. En todas las reproducciones se indicará su procedencia, explicitando el nombre
del proyecto, nombre del Ingeniero Director y de la empresa consultora.
6. Si el proyecto pasa la etapa de desarrollo, cualquier modiﬁcación que se realice
sobre él, deberá ser notiﬁcada al Ingeniero Director del Proyecto y a criterio de
éste, la empresa consultora decidirá aceptar o no la modiﬁcación propuesta.
7. Si la modiﬁcación se acepta, la empresa consultora se hará responsable al mismo
nivel que el proyecto inicial del que resulta el añadirla.
8. Si la modiﬁcación no es aceptada, por el contrario, la empresa consultora de-
clinará toda responsabilidad que se derive de la aplicación o inﬂuencia de la
misma.
9. Si la empresa cliente decide desarrollar industrialmente uno o varios productos
en los que resulte parcial o totalmente aplicable el estudio de este proyecto,
deberá comunicarlo a la empresa consultora.
10. La empresa consultora no se responsabiliza de los efectos laterales que se puedan
producir en el momento en que se utilice la herramienta objeto del presente
proyecto para la realización de otras aplicaciones.
11. La empresa consultora tendrá prioridad respecto a otras en la elaboración de
los proyectos auxiliares que fuese necesario desarrollar para dicha aplicación
industrial, siempre que no haga explícita renuncia a este hecho. En este caso,
deberá autorizar expresamente los proyectos presentados por otros.
12. El Ingeniero Director del presente proyecto, será el responsable de la dirección
de la aplicación industrial siempre que la empresa consultora lo estime oportuno.
En caso contrario, la persona designada deberá contar con la autorización del
mismo, quien delegará en él las responsabilidades que ostente.
