We present correction factors that may be applied to the ground motion prediction relations of Abrahamson and Silva, Boore and Atkinson, Campbell and Bozorgnia, and Chiou and Youngs (all in this volume) to model the azimuthally varying distribution of the GMRotI50 component of ground motion (commonly called "directivity") around earthquakes. Our correction factors may be used for planar or nonplanar faults having any dip or slip rake (faulting mechanism). Our correction factors predict directivity-induced variations of spectral acceleration that are roughly half of the strike-slip variations predicted by Somerville et al. (1997) , and use of our factors reduces record-to-record sigma by about 2-20% at 5 sec or greater period.
INTRODUCTION
In a landmark paper Somerville et al. (1997) (henceforth SSGA) demonstrated the correlated effects of rupture propagation, earthquake source radiation pattern, and particle motion polarization on near-source ground motions. Their combined effect has subsequently been referred to in the engineering literature as "directivity," although in the seismological literature this term is reserved exclusively for rupture propagation effects. For use in predicting ground motion amplification, duration, and polarizations SSGA introduced two predictor variables, X cos͑͒ for vertical strike-slip faults and Y cos͑͒ for dip slip faults (see SSGA for definitions).
Despite the importance of SSGA's advance, use of their formulation has led to some practical and conceptual difficulties. On the practical side, their formulation is a discontinuous (step) function of magnitude, fault dip, fault rake, and rupture distance. Their formulation does not predict ground motions in an excluded zone (called the neutral zone below) around dipping faults, nor is its application to nonplanar faults clear. On the conceptual side, there is only weak theoretical justification for their functional forms. For long strike-slip faults, their X factor implies that ground motion increases progressively along a rupture all the way to its end, a prediction clearly in conflict with the intensity map from the 1906 San Francisco earthquake (Boatwright and Bundock 2008) . Abrahamson (2000) has modified the SSGA model to avoid some of these problems by capping X cos͑͒ at 0.4 and by introducing magnitude-and distance-tapers to smooth discontinuities. Rowshandel (2006) has cleverly generalized both the X and terms to smooth and extend the range of applicability of the basic SSGA model, at the price, however, of requiring a surface integral to be done over the fault for every receiver location.
This paper has the following goals. 1) We wish to develop physically-based predictor variables by using isochrone theory (Bernard and Madariaga 1984; Frazer 1984, 1987) . We attempt to keep these predictors as simple and computationally rapid as possible while retaining essential physics and limiting the domain of applicability as little as possible. 2) Using this theory, we clarify the various factors that contribute to azimuthal distribution of shaking around a source. 3) We develop directivity models with empirically determined coefficients that can be used to calculate a "directivity" correction to each NGA developer's ground motion prediction model.
DEFINITION OF ISOCHRONE DIRECTIVITY PREDICTOR, IDP
Isochrone theory allows a simplification of an otherwise complicated formulation in computational seismology. The theory simplifies the computation of synthetic seismograms to an analytical expression, from which one can identify the main contributors to directivity effects (or the azimuthal variation of near-fault ground motion). In the isochrone formulation three main contributors to the azimuthal variation of ground motions are recognized. These factors, which various formulations lump together under the term "directivity," include the slip distribution, the radiation patterns, and true seismic directivity (in its guise here as isochrone velocity). In the last few years we experimented with numerous candidate variables and functional forms to search for a preferred representation of these three contributors for the purpose of modeling directivity effects in a (even simpler) ground-motion prediction model. Some of our earlier efforts are documented in Spudich et al. (2004) and Spudich and Chiou (2006) . In the following we present and justify this preferred predictor variable and compare it to the predictor variables used by SSGA.
Our preferred predictor of directivity effects, IDP (the isochrone directivity predictor), is a product of three terms
All the above terms are evaluated at a site x s in the geometry shown in Figure 1 , in which s is the along-strike distance in km from the hypocenter x h to the point x c on the fault closest to the site, and h is the downdip distance in km from the top of the rupture to the hypocenter. Approximate isochrone velocity ratio cЈ is defined below. C is a normalized form of cЈ, lying in the range ͓0,1͔. R ri is a scalar radiation pattern amplitude defined below, ranging from 0 to about 1, which we use for the GMRotI50 component of motion. More discussions of the definitions of S and C are given in the next section. In Equation 1, S takes the role of X, and C takes the role of cos͑͒ in X cos͑͒. The radiation pattern amplitude R ri provides the neutral region defined by SSGA for reverse events. Equation 1 differs from the functional form recommended by Spudich et al. (2004) . We will comment on this later.
Isochrone velocity ratio cЈ is an approximation of the isochrone velocity defined in Spudich and Frazer (1984) , which captures the seismic directivity amplification around a fault. It has the advantages of being defined everywhere on the Earth's surface around vertical and dipping faults using distance measures obtainable in typical practice. Spudich et al. (2004) defined cЈ to be proportional to the distance D (Figure 1 ) between the hypocenter and the closest point, divided by the difference in arrival times of S waves from these two points. The physical meaning is simple; all the energy radiated between the hypocenter and the closest point arrives in a time interval, and if that time interval is very short energies are time-compressed, a directivity pulse is formed, and the spectral amplitude is amplified.
cЈ is derived in Electronic Appendix A (Spudich and Chiou 2008) , and is given by
where rupture velocity is v r and ␤ is the shear wave speed in the source region. In this work we assume v r /␤ = 0.8, which, on average, is a good approximation for most earthquakes. Note that cЈ depends only on the locations of the hypocenter, the site, and the point on the fault closest to the site. cЈ lies in the range 
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which, for v r / ␤ = 0.8 is the range from 0.8 to 4. For a fault having bilateral rupture cЈ achieves its maximum value when the rupture is traveling directly toward the site, and it achieves the above minimum value when the rupture direction is exactly perpendicular to the direction to the site. Spudich et al. (2004) 's main results (their Equations 9a and 9b, which we use here) assumed that the earthquake's hypocenter is not on the edge of the fault. Their special case of a hypocenter exactly on the edge of a fault (their Equation 10) is not used here. The D =0 limit of cЈ (Equation 4) is multivalued when the hypocenter is on the edge of the rupture area, and consequently we recommend that hypocenters not be placed on the edge of rupture areas. Guidelines for sensible placement of hypocenters can be found in Mai et al. (2005) . For multisegment faults, we generalize s and D as shown in Electronic Appendix A (Spudich and Chiou 2008) .
Finally, scalar radiation pattern R ri is
where R t and R u are the strike-normal (transverse) and strike-parallel hypocentral radiation patterns (Electronic Appendix A (Spudich and Chiou 2008)), with a water level = 0.2 filling the nodes. We approximate the finite fault radiation pattern by a single point source radiation pattern. Electronic Appendix A (Spudich and Chiou 2008) describes a generalization for use with multisegment ruptures and it gives a computed example.
DIRECTIVITY IN SYNTHETIC DATA
Despite having 3551 records from 173 earthquakes, there are very few earthquakes in the NGA dataset that are recorded at 10 or more azimuthally well-distributed stations having good data at long periods where the directivity signal is strongest. In addition, the azimuthal distribution of ground motion around these events, particularly at rupture distances less than 40 km, is strongly correlated with the local slip distribution. In such cases it is difficult to separate the effects of true directivity from the effects of proximity to a local slip maximum, making the inference of directivity effects very problematic.
Consequently, we turned to the rich data set of synthetic data calculated by the URS Corporation to provide guidance on the search for preferred predictor variable and an effective functional form for a directivity model. URS calculated synthetic strike-normal and strike-parallel seismograms at about 200 station locations surrounding 10 strike-slip events and 12 reverse-slip events, described in Abrahamson (2003) and Somerville et al. (2006) . We used a subset of the events (Table 1) with deeper hypocenters located 10%, 30%, and 50% of the fault length from a fault edge.
Because synthetic data contain effects like magnitude scaling and geometric spreading in addition to directivity, we had to remove from the data the nondirective part of the motions. This is done by fitting simulated data from each event and each hypocenter location to a simple nondirective model
where y i was the GMRotI50 spectral acceleration at station i, R RUP i was the closest distance to the fault from station i, i is the residual, and k i are unknown coefficients determined by regression analysis. We then used the residuals i , referred to as the "directive residual" below and shown in Figure 2 , to guide the development of our directivity model.
We examined the correlation of directive residuals with a variety of candidate predictors motivated by the isochrone theory. Spudich et al. (2004) noted that the logarithm of the ground motion should be proportional to the logarithm of isochrone velocity ratio cЈ, and Spudich and Chiou (2006) proposed that the predictor should contain the product ln͑cЈD ͒, where D is D normalized by the diagonal of the fault. In the current work we further tested various products of log or linear cЈ and D against the directive residuals. Following Abrahamson and Silva (2007) we also tested forms involving s and ln͑s͒. Below is a summary of our findings and decisions that ultimately lead to the definitions of C and S given in Equations 2 and 3.
We noted that the directive residuals correlated well with cЈ up to a value of 2.45, which prompted us to cap cЈ at 2.45. We decided to normalize the capped cЈ so the resulting variable, C of Equation 2, is in the range ͓0,1͔, same as the cos͑͒ and cos͑͒ used by SSGA. We also noted the correlation of directive residuals with ln͑s͒ was more linear than with either D or s. Based on the above two observations, we speculated that a predictor involving the term C ln͑s͒ would work well for modeling the directivity effect in URS's simulated motions. This is confirmed by the plots in Figure 2 , which show the correlation of directive residuals with C ln͑s͒ for both the strike-slip and reverse events listed in Table 1 . The residuals are a linear function of C ln͑s͒ between about 0 and 4. Note that within the interval ͓0,4͔ the slope of the residuals is about the same over the magnitude range 6.5-7.8 and for strike-slip and reverse events. Note also that residuals from hanging wall, foot wall, and neutral zone stations (zones defined in the NGA database documentation) show the same approximate slope with respect to C ln͑s͒. Other tested predictors did not share these characteristics. Some magnitude dependence is seen in the average level of the residuals, but no magnitude dependence was seen in the real earthquake data.
From Figure 2 it was obvious that some modifications to C ln͑s͒ were needed in order to model the directive residuals outside the interval ͓0,4͔. For negative predictor values a horizontal tail of residuals indicates that a floor of 1 km should be placed under s. However, with this floor value the form C ln͑s͒ produces no directivity directly up-dip from the hypocenter of a reverse event (because ln͑s͒ is 0), a behavior that is contradictory to SSGA and not supported by the (limited) data in both simulations and the NGA dataset. A proper floor (larger than 1 km) is needed to allow up-dip directivity to come through. We picked h (the downdip distance in km from the top of the rupture to the hypocenter; Figure 1 ) to be the floor of s. With this floor our updip prediction is improved, but still underestimates the empirical data by about 0.2 ln units. See Appendix D (Spudich and Chiou 2008) for plots of updip residuals.
The strike-slip residuals decline for C ln͑s͒ value greater than 4, but we chose not to include this decline in our model. These residuals correspond primarily to higher values Figure 2. URS directive residuals for 5 sec period, as a function of C ln͑s͒ for reverse events RB, RG, RK, and strike-slip events SA, SD, SE, and SH (Table 1) . Symbols: ͑᭝͒ footwall stations, ͑+͒ hanging wall stations, ͑ϫ͒ neutral zone stations, and ͑᭺͒ other stations (strike-slip faulting stations).
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of s, meaning that they are farther down the rupture. A decline in spectral acceleration with distance along long strike-slip ruptures was seen, not only in the URS synthetics, but also in synthetic ground motions produced by Pacific Engineering and Analysis (Somerville et al. 2006 ) and by ourselves (not shown). The decline does not seem to be caused by the diminution of slip toward the end of the rupture. We chose not to include this decline in our model because we do not yet understand the cause of the decline, and not understanding the cause, we cannot be confident that such a variation in spectral acceleration seen in synthetic seismograms would be found in real motions from long strike-slip earthquakes. Consequently, in our model we cap s at a value of 75 km, derived from our synthetic ground motions, meaning that like Abrahamson (2000) , our predictor does not continue to rise inexorably with distance along the rupture. However, by capping rather than tapering to zero for very large s, our predictor might overpredict directivity effect at the ends of very long strike-slip ruptures.
EMPIRICAL DATA
We used the same record selection criteria as did each developer. Developer teams in this volume, Abrahamson and Silva (2008) , Boore and Atkinson (2008) , Campbell and Bozorgnia (2008) , and Chiou and Youngs (2008) (AS, BA, CB, and CY in the following) provided us with their predicted ground motions for their selected records, from which we derived total residuals (observed ground motion minus developer's median prediction). If the developer provided a predicted motion for an NGA record, we used the record. Developer's total residuals were the "response data" used in our regression analysis to develop models for directivity effects. More discussions on the data will be given in the following sections. In general, all developers' data sets included post-1995 large earthquakes not in the SSGA data set, such as the 1999 Kocaeli and Düzce, Turkey, earthquakes and the 1999 Chi-Chi, Taiwan, earthquake. Several well-recorded Chi-Chi aftershocks were included in the AS and CY data sets.
DEVELOPMENT OF THE DIRECTIVITY MODEL
Development of our model proceeded through various stages. The first stage was data exploration, when we tried to get some general idea of what domain of the data could be fit by various directivity predictors including our chosen IDP above. Some earthquakes' residuals correlate well with the IDP, others correlate poorly, and some have strong anti-correlations, as can be seen in Figure 3 , in which events are ordered by magnitude. To produce this figure a simple least-squares straight line was fit through developer AS's residuals in the 0-40 km distance bin for each earthquake for each period. Normalized slope is the slope divided by its standard deviation, which we use as an indicator of significance of the slope owing to the highly variable number of data for each quake. Recall that some events had only 4 recordings, while others had more than 100.
In general there is a positive correlation with IDP, shown by the predominance of open circles in Figure 3 , except for a few events. The M5.99 1987 Whittier Narrows earthquake was particularly problematic, being very well recorded and showing a strong anti-correlation with IDP. The NGA rupture model for this event is peculiar, rupturing downward from a hypocenter exactly on the upper edge of the rupture. Small ground motions at the Lamont stations that recorded the 1999 Düzce earthquake also produced a poor correlation with IDP.
Our general conclusion from the data exploration was that the IDP correlated with the developers' residuals best (i.e., had a non-zero linear slope with IDP) for earthquakes having M Ն 6.0, dipsϾ 65°, and periods greater than 2 sec. For near-vertical ruptures the IDP worked best for distances less than 40 km. For earthquakes with low dips, there was some evidence that the IDP correlated with the residuals better at distances beyond 40 km than shorter distances. However, for this paper we decided to concentrate on directivity in the 0-40 km range.
Based on the above observations, we formulate the directivity effect as a function of moment magnitude M, rupture distance R RUP , and IDP as follows 
Coefficients a and b are unknown and will be determined by regression analysis of the empirical data (developer's total residuals). f r is a distance taper, and f M is a magnitude taper, where
f r has value unity for 0 Յ R RUP Յ 40 and tapers linearly to its value of zero at R RUP Ն 70. f M has value zero for 0 Յ M Յ 5.6 and rises linearly to its value of unity at M Ն 6.0.
ESTIMATION OF THE MODEL COEFFICIENTS
For each developer team we conducted regression analysis to estimate model coefficients a and b for each spectral period in the list of 0.5, 0.75, 1, 1.5, 2, 3, 4, 5, 7.5, and 10 sec, the spectral periods common to the NGA models. To properly weight each event in the estimation of coefficient a, we used a mixed-effects model (Abrahamson and Youngs 1992; Joyner and Boore 1993) . We selected as data the developer's total residuals from all earthquakes with M Ն 6.0 and all stations in the 0-40 km rupture distance range. Regression analysis was performed using the NLME package in the statistical software S-Plus.
Our decision to focus on the directivity effects inside the domain of M Ն 6.0 and R RUP Յ 40 km required an adjustment to the NGA model residuals to account for NGA model misfits in this domain and the differences in data distribution between the developers' total data set and the data subset used in this analysis, which could upset the original event terms and hence the constant term in the NGA model. This adjustment ensured proper centering of the total residuals data and hence allows a reasonable and stable estimate of coefficient a as a function of period. We did the following to make the adjustment. We fitted a mixed-effects model with a single constant term a o to developer's total residuals
where t i is developer's total residual for the ith record, and q is the earthquake index for record i. Random variables and are random errors with zero mean, the former being the record-to-record errors (the intra-event residual) and the latter being event terms. Table 2 . We then subtracted the estimated a o from developer's total residuals. This adjustment was done independently for each NGA model and for each of the 10 spectral periods. 
where a o is the correction explained above, and are random variables with zero mean and standard deviations and , respectively. There is no need for the tapers f r and f M in Equation 7 given that we used data only having M Ն 6 and R RUP Յ 40 km. Equation 6 can be considered as the null model of Equation 7 and the differences in between Equations 7 and 6 can be viewed as a measure of the significance of directivity in the selected dataset.
To ensure a smooth directivity effect, we smoothed the estimated coefficients a and b over periods in two steps. Coefficient b was smoothed first. We required the smoothed value to be non-negative because negative b is anti-directivity, which our model does not predict and we do not understand. In the second step we developed a revised estimate of a using Equation 7 again, but with b fixed at its smoothed value from step 1. The resulting a estimates were smoothed over periods with the constraint that a equaled zero where b equaled zero, because a non-zero a in that circumstance causes a constant bias to all predicted motions. The final, smoothed coefficients a and b for each of the 10 periods for each developer's model are given in Table 2 , along with and from the 2 nd step of smoothing. Plots of the original estimated values and the smoothed curves for coefficients a and b are shown in Electronic Appendix B (Spudich and Chiou 2008) . The four resulting directivity models are called AS6, BA6, CB6, and CY6. Figure 4 shows the predicted directivity effect f D as a function of period for each of the models. They will be discussed later.
Figures 5-7 show examples of the data fit for 3, 5, and 10 sec, respectively; the fitted lines have a slope given by the smoothed b and smoothed intercept a (Table 2) . Electronic Appendix B (Spudich and Chiou 2008) shows figures like Figures 5-7 for all periods and developers. Although the residual data in Figure 7 could be fit more closely using a bilinear function that is flat below IDP=2 and rises linearly above that IDP, we decided not to use the bilinear form for the following reasons. The high residuals in Figure 7 around IDP=3 at 7.5 and 10 sec are dominated by Chi-Chi stations close to the slip maximum at the northwest end of the rupture, and thus are biased high by the particular slip distribution. In addition, drop-out of a number of low non-Chi-Chi residuals at IDPϳ 0.5 going from 5 to 10 sec helps transform a linear trend into a bilinear trend. (This is more clearly seen in Electronic Appendix C (Spudich and Chiou 2008) residual plots for abscissa f D .) Finally, we are not aware of a physical reason to justify a transition from a linear directivity at T Յ 5 sec to a bilinear directivity at T Ն 7.5 sec.
DIRECTIVITY MODEL RESIDUALS
We have plotted our intra-event residual from the 2 nd step of smoothing for each developer against several independent variables, specifically 1) v r / ␤, the ratio of rupture velocity to shear velocity for each earthquake, 2) distance D between the hypocenter and the closest point, 3) fault dip angle, 4) magnitude, 5) predicted directivity effect f D , 6) station categorization (footwall, hanging wall, neutral zone, and other), 7) earthquake slip rake, 8) station V S30 , 9) Joyner-Boore distance, 10) closest distance to fault ͑R RUP ͒, 11) along-strike distance s, and 12) down-dip hypocentral distance h. All these plots for all directivity models are shown in Electronic Appendix C (Spudich and Chiou 2008) . The data set for each plot consists of all records used by each developer for earthquakes having M Ն 6.0 and R RUP Յ 40 km.
The two most noticeable trends in residuals are summarized in Figure 8 for periods 3 sec and 7.5 sec. First, long-period motions ͑T = 7.5 sec͒ of hanging wall stations are on average underpredicted after we corrected for directivity effects. We have not yet determined how much of the underprediction is due to misfits in the developers' residuals themselves. There is also an over-prediction of neutral zone motion at 7.5 sec. Second, within each group of stations there is a distance dependence in the residuals, with residuals at large R RUP usually being greater than those at small R RUP . This can be seen most clearly in the expanded plots in Electronic Appendix C (Spudich and Chiou 2008) . Again, we have not yet determined how much of observed trend is from the developers' 
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residuals themselves. However, it is important to note in Figure 8 the large negative strike-slip residuals (circles) at R RUP Ͻ 3 km for all developers at 7.5 sec. These are for 1979 Imperial Valley stations Aeropuerto, Agrarias, and Meloland, and for 1995 Kobe stations KJMA and Kobe University. If we derived a directivity effect from strike-slip data in a R RUP Ͻ 3 km bin, these data would imply a strong directivity effect, as has been noted by Rowshandel (2008) . However, we chose not to make our directivity effect a strong function of rupture distance because these are only a few data from two earthquakes. There is no clear physical reason why directivity should be particularly strong in such a narrow zone near a rupture, particularly considering that neither earthquake had much surface faulting. Figure 9 shows the distribution of directivity residuals as a function of f D for a subset of periods. At periods less than 5 sec, directivity residuals show no striking trends or nonuniformities, like the left column of Figure 9 . However, for periods of 7.5 and 10 sec, directivity residuals tend to have a U shape. The clouds of footwall stations comprising the left and right sides of the U are Chi-Chi stations. This U shape is the residual when the linear function is removed from the developer residuals, as shown for 10 sec in Figure 7 . As explained earlier, we believe this U is an artifact of domination by Chi-Chi and the dropping-out of Northridge, Morgan Hill, and other event records at long period.
Plots of our intra-event residuals against other variables (Electronic Appendix C (Spudich and Chiou 2008)) show no significant correlations with rupture velocity ratio v r / ␤, magnitude, V S30 , fault dip, or rake. The lack of correlation of directivity residual with v r / ␤ indicates the appropriateness of using 0.8 for the average ratio of rupture velocity to shear velocity for all events. However, the NGA data set is not rich in events having a variety of rupture speeds. The directivity residuals have the previously noted correlations with rupture distance, and they show correlations with s and D at longer periods. Since s and D are components of f D , these correlations with s and D are probably related to the U shape in the residuals noted above, caused by domination of ChiChi at long periods.
Finally, use of our directivity model reduces the record-to-record standard deviation by about 16% at 10 sec, compared to a null-directivity model ( Table 2) . As a result of modeling directivity, the corrected NGA model's intra-event standard deviations should become smaller, but it is difficult for us to estimate the amount of reduction. The correct approach is to re-estimate the standard deviations (for both inter-event and intra-event residuals) with a directivity term in the NGA equation. However, if an interim solution for intra-event standard deviation is needed immediately, one could consult the fractions of reduction listed in Table 2 , after they are smoothed over periods.
CONCLUSIONS
In this paper we introduce a new and physically-based isochrone directivity predictor (Equation 1) and models (Equation 5 and Table 2 ) of directivity effects based on this predictor. Our models AS6, BA6, CB6, and CY6 almost always predict about half the directivity amplification or deamplification at every period compared to the model of SSGA, although our forward directivity is comparable to that of Abrahamson (2000) , as shown in Figure 4 . Capping of the directivity predictor (s by us, X cos͑͒ by Abrahamson 2000) partly contributes to the discrepancy noted at the high predictor value. Watson-Lamprey (2008) shows that the reduced scaling of directivity effects inferred from the NGA data set is caused by variations in the data set, compared to SSGA's, rather than differences of parameterization.
In addition to the difference in amplitude, maps of the predicted directivity effects (Figure 10 ) also reveal important spatial differences. To prepare these maps we computed directivity effects by applying the AS6 model and the SSGA model to a grid of (Table 1) for AS6 and SSGA, respectively. c) and d) strike-slip event SD for AS6 and SSGA, respectively.
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2601 points at a spacing of 4 km. These calculations were done for a period of 5 sec. For the vertical strike-slip fault (the geometry of event SD, Table 1 ), the isochrone directivity in general resembles the predictions of SSGA but predicts much narrower zones of amplification in the forward (south) direction and a small deamplification in the backward (north) direction. The maps for reverse event RG show that the isochrone directivity also resembles the pattern predicted by SSGA, but has a more gradual and natural transition going from the footwall or hanging wall zones to the neutral zones.
