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Abstract. We study the Dirichlet problem for the following prescribed
mean curvature PDE−div
∇v√
1 + |∇v|2 = f(x, v) in Ω
v = ϕ on ∂Ω.
where Ω is a domain contained in a complete Riemannian manifold M,
f : Ω × R→ R is a fixed function and ϕ is a given continuous function
on ∂Ω. This is done in three parts. In the first one we consider this
problem in the most general form, proving the existence of solutions
when Ω is a bounded C2,α domain, under suitable conditions on f ,
with no restrictions on M besides completeness. In the second part we
study the asymptotic Dirichlet problem when M is the hyperbolic space
Hn and Ω is the whole space. This part uses in an essential way the
geometric structure of Hn to construct special barriers which resemble
the Scherk type solutions of the minimal surface PDE. In the third part
one uses these Scherk type graphs to prove the non existence of isolated
asymptotic boundary singularities for global solutions of this Dirichlet
problem.
Keywords: Dirichlet problem with prescribed mean curvature, prescribed
data on the asymptotic boundary, hyperbolic space, Scherk surfaces
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1. Introduction
A natural way of finding bounded entire solutions to a partial differen-
tial equation on a Cartan-Hadamard manifold (complete, simply connected
Riemannian manifold with nonpositive sectional curvature) is by solving the
asymptotic Dirichlet problem with a prescribed boundary data given at in-
finity. This problem has been extensively studied for the Laplace equation
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mostly motivated by the Green-Wu conjecture which asserts the existence
of bounded non constant harmonic functions on a Cartan-Hadamard man-
ifold under certain growth and decay conditions on the sectional curvature
(see [9], [13]). In the last years the asymptotic Dirichlet problem has been
studied for other partial differential equations such as the p−Laplace ([10])
and the minimal surface equation ([7], [4], [5], [12]).
In our paper we study the Dirichlet problem for the following prescribed
mean curvature PDE−div
∇v√
1 + |∇v|2 = f(x, v) in Ω
v = ϕ on ∂Ω.
(1.1)
where Ω is a domain contained in a complete Riemannian manifold M,
f : Ω×R→ R is a fixed function satisfying some conditions and ϕ is a given
continuous function on ∂Ω.
The objective of this paper is threefold: first, to investigate the existence
of solutions of (1.1) when Ω is bounded; second, to study the asymptotic
Dirichlet problem in the case where M is the hyperbolic space Hn and, third,
to study the existence or not of isolated asymptotic boundary singularities
for the solutions to the problem discussed in the second step. We make some
comments on each of such problems.
Problem (1.1) in the case of bounded domains and where f is a constant or
a function depending only on x is a classical topic of study in the Euclidean
geometry which, more recently, has been studied in the Riemannian setting.
The theory has now reached a well developped stage and problem (1.1) is
completely solved for a large class of PDE’s on bounded domains of complete
Riemannian manifolds (see [12] and references therein for the case where f =
0 and [6] for f depending on x and for the mean curvature PDE). Concerning
the case where f depends on x and u, a uniqueness result for (1.1) has been
obtained in [1] provided that Ω is bounded and f(x, ·), for a fixed x ∈ Ω,
is nonincreasing. Here, we will provide an existence result for the problem
(1.1) under the same assumption on f and some geometric assumptions on
the domain which are well know to be necessary when dealing with the
mean curvature operator. We shall use the method of a priori estimates for
proving the existence of classical solutions. In the case where f depends
only on x and for the mean curvature PDE our existence results recover the
ones mentioned above.
It is natural to investigate the asymptotic Dirichlet problem once the
solvability of (1.1) has been established in bounded domains for continuous
boundary data. Despite the vast literature on this problem most of the re-
sults deal only with homogeneous PDEs of the form div(a(|∇u|)∇u) = 0.
We study here the existence of solutions to the inhomogeneous asymptotic
problem (1.1) but only in the hyperbolic space. The reason for confining
ourselves to this space comes from the construction of barriers at infinity,
which are fundamental to prove the continuous extension to the asymptotic
boundary of a prospective entire bounded solution. As it is well known from
several works, the construction of such barriers is closely related to the ex-
istence of Scherk type super and sub solutions to (1.1) (see definition 3.1).
Due the inhomogeneous part of the PDE (1.1), the geometric structure of
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the background manifold seems to be fundamental for the construction of
such sub (super) solutions. Indeed, one uses here strongly the symmetries
of the hyperbolic geometry to construct such barriers in a quite explicit way
(see Secion 3). This is the largest part of the paper which, despite being
elementary, is more involved. The construction of such barriers requires a
decay on |f(x, u)| as x goes to the asymptotic boundary as well as some
global assumption on f(x, u) (see I and II for a precise statement). The fact
that some sort of decay of |f | at infinity is necessary follows from the geomet-
ric nature of the mean curvature operator (see [11]). Indeed, an application
of the tangency principle gives an obstruction to the mean curvature of a
solution by comparing the mean curvature of its graph with the mean cur-
vature of geodesic spheres. Let us point out that existence results have been
obtained in [3] for a related equation on more general Cartan-Hadamard
manifolds with a different method not using Scherk type solutions.
The existence or not of interior or boundary singularities for the mini-
mal surface equation in the Euclidean space is a classical topic of study. In
[2] the authors extended this study to the asymptotic Dirichlet problem in
a Riemanian manifold and to a large class or partial differential equations
which includes the p−Laplace and the minimal surface equation. In partic-
ular, they prove that isolated singularities at the asymptotic boundary of
solutions of the minimal surface equation are removable. We here obtain
the same result to the inhomogeneous PDE (1.1) in the hyperbolic space.
We state precisely our main results. Let us begin with our existence
results on bounded domains, proved in Section 2.
Theorem 1.1. Let Ω ⊂ M be a bounded C2,α domain in a complete Rie-
mannian manifold M and let f ∈ C1(Ω × R) be given. Suppose there is a
constant F such that
|f(x, t)| ≤ F, and ft(x, t) ≤ 0 for all (x, t) ∈ Ω× R (1.2)
and
RicΩ ≥ − F
2
n− 1 , H∂Ω ≥ F, (1.3)
where RicΩ stands for the Ricci curvature of Ω and H∂Ω for the inward
mean curvature of ∂Ω. Then the Dirichlet problem (1.1) is solvable for all
ϕ ∈ C0(∂Ω). If ϕ ∈ C2,α(Ω), then the solution is also in C2,α(Ω).
We observe that Theorem 1.1 extends [6, Theorem 1] to the case where
the function f depends also on u.
In Section 3, we construct Scherk type sub and super solutions (see Defi-
nition 3.1 and Theorem 3.3) which are used to prove the following results:
Theorem 1.2. Suppose that f ∈ C1(Hn×R) satisfies ft(x, t) ≤ 0 in Hn×R
and condition I for a function φ(r) ≤ (n − 1) coth(r). Then the asymptotic
Dirichlet problem −div
∇v√
1 + |∇v|2 = f(x, v) in H
n
v = ϕ on ∂∞Hn
(1.4)
is solvable for any ϕ ∈ C0(∂∞Hn). Moreover, the assumption φ(r) ≤ (n −
1) coth(r) can be replaced by condition II on f .
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Let us observe that, even using Perron’s method, we are not able to
prove Theorem 1.2 only assuming some asymptotic decay condition on f
i.e. condition I. Beyond ft ≤ 0, we also need some global assumptions
on f , precisely, we require either that |f(x, t)| ≤ (n − 1) coth(r(x)), for
all t ∈ R and x ∈ Hn, or condition II. Notice that these assumptions
guarantee the solvability of some Dirichlet problem on balls BR(o). To see
their importance, first observe that for H > n− 1 there are hemispheres of
mean curvature H which are graphs of functions u : BR(o)→ R with infinite
gradient at the boundary. Consider the case f(x, t) = H for r(x) < R and
t ∈ R. Then f(x, t) does not satisfy either |f(x, t)| ≤ (n − 1) coth(r(x))
or condition II, even if condition I and ft ≤ 0 hold. We can prove using a
comparison argument with these hemispheres that equation Q(v) = f(x, v)
has no solution in any domain containing BR(o).
We conclude this paper by generalizing partially Theorem 1.3 of [2]:
Theorem 1.3. Suppose that f ∈ C1(Hn×R) satisfies ft(x, t) ≤ 0 in Hn×R,
I and II. Let p1, . . . , pk ∈ ∂∞Hn and ϕ ∈ C0(∂∞Hn) be given. If u ∈
C2(Hn) ∩ C0(Hn\{p1, . . . , pk}) is a solution to the Dirichlet problem−div
∇v√
1 + |∇v|2 = f(x, v) in H
n
v = ϕ on ∂∞Hn\{p1, . . . , pk},
(1.5)
then u ∈ C0(Hn).
2. A general existence theorem in bounded domains of
Riemannian manifolds
In this section we prove Theorem 1.1. As it is well-known from the theory
of second order quasi linear elliptic PDE (see [8]) Theorem 1.1 will follow
once we get a priori height and gradient estimates for solutions of (1.1).
From [6, Theorem 1] given ϕ ∈ C2,α(∂Ω), under the hypothesis of The-
orem 1.1, there are functions w+, w− ∈ C2,α(Ω) such that Q(w+) = F,
Q(w−) = −F in Ω and w+, w− are equal to ϕ on ∂Ω, where
Q(v) = −div
(
∇v√
1 + |∇v|2
)
. (2.1)
Hence if u ∈ C1(Ω) is a solution to (1.1), it holds that w− ≤ u ≤ w+ in
Ω and these functions coincide on ∂Ω. Therefore, taking
C = max{sup
Ω
|w+|, sup
Ω
|w−|, sup
∂Ω
|∇w+|, sup
∂Ω
|w−|} = C(ϕ,Ω, F ),
we have
Lemma 2.1. Suppose that f ∈ C1(Ω × R) satisfies (1.2) and that (1.3)
holds. Let u ∈ C2(Ω) ∩ C1(Ω) be a solution of (1.1). Then, there exists a
constant
C = C(ϕ,Ω, F )
such that
sup
Ω
|u| ≤ C and sup
∂Ω
|∇u| ≤ C.
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We also need local and global gradient estimates as stated below.
Proposition 2.2. Consider problem (1.1) in Ω ⊂ M , a bounded C2,α do-
main. Suppose that f ∈ C1(Ω×R) is a function for which there is a constant
A, such that
|f(x, t)| ≤ A, |fx(x, t)| ≤ A and ft(x, t) ≤ 0 (2.2)
for any (x, t) ∈ Ω× R. Let u ∈ C3(Ω) be a solution of (1.1).
(a) If u ∈ C1(Ω), then there is L = L(maxΩ u,max∂Ω |∇u|, A,RicΩ) > 0
such that, for any x ∈ Ω,
|∇u(x)| ≤ L.
(b) For any normal geodesic ball BR(x0) ⊂⊂ Ω, there exists
L = L(maxΩ u,A,RicΩ, R) > 0 such that
|∇u(x0)| ≤ L.
First, observe that if u is a classical solution of (1.1), then u satisfies
|∇u|2∆u+ b(|∇u|)∇2u(∇u,∇u) = −f(x, u) c(|∇u|), (2.3)
where b(s) = −s2/(s2 + 1) and c(s) = s2√1 + s2.
The next lemma is very close to Lemma 6 of [12] and therefore we omit
its proof.
Lemma 2.3. If u solves (2.3), then in an orthonormal frame E1, . . . , En
with E1 = |∇u|−1∇u, the following equality holds
(b+ 1)|∇u|∇2|∇u|(E1, E1) + |∇u|
n∑
i=2
∇2|∇u|(Ei, Ei)
+b′|∇u|∇2u(E1, E1)2 + b
n∑
i=2
∇2u(E1, Ei)2
−
n∑
i=1,j=2
∇2u(Ei, Ej)2 − Ric(∇u,∇u) = 2fc|∇u|4∇
2u(∇u,∇u)
− f|∇u|2 〈∇c,∇u〉 −
c
|∇u|2 〈∇˜f,∇u〉,
where ∇˜f = ∇xf(x, u) + ft(x, u)∇u.
As in [12] we obtain an estimate for |∇u| by considering a function of the
form
G(x) := g(x)h(u(x))F (|∇u(x)|) (2.4)
and assuming that this function attains its maximum at an interior point y0
of Ω. Then the matrix (∇2 lnG(Ei, Ej))i,j is nonpositive at y0 and it holds
0 ≥ θ := (b+ 1)∇2 lnG(E1, E1)(y0) +
∑
i≥2
∇2 lnG(Ei, Ei)(y0).
At the end, with appropriate choices of g, h and F , the inequality above
gives an upper bound for |∇u|.
6 BONORINO, CASTERAS, KLASER, RIPOLL, AND TELICHEVESKY
The next lemma is the version of Lemma 7 of [12] to our setting and its
proof follows the same steps as the ones presented there.
Lemma 2.4. If y0 ∈ Ω is a local maximum of G and ∇u(y0) 6= 0, then at
y0
F ′
F
∇2u(E1, Ei) = −1
g
〈∇g,Ei〉 − h
′
h
〈∇u,Ei〉 for i ∈ {1, . . . , n} (2.5)
and
θ =
[
−F
′b′
F
+ (b+ 1)
(
F ′′
F
− (F
′)2
F 2
)]
∇2u(E1, E1)2
+
F ′
F |∇u|
n∑
i≥2,j=1
∇2u(Ei, Ej)2
+
[
− F
′b
F |∇u| +
F ′′
F
− (F
′)2
F 2
] n∑
i≥2
∇2u(E1, Ei)2
+ (b+ 1)
(
h′′
h
− (h
′)2
h2
)
|∇u|2 + |∇u|F
′
F
Ric(E1, E1)
+
1
g
(b+ 1)∇2g(E1, E1) +∑
i≥2
∇2g(Ei, Ei)

− 1
g2
(b+ 1)〈∇g,E1〉2 +∑
i≥2
〈∇g,Ei〉2
+{ 2fc|∇u|4∇2u(∇u,∇u)
− f|∇u|2 〈∇c,∇u〉 −
c
|∇u|2 〈∇˜f,∇u〉
}
F ′
F |∇u| +
h′
h
[ −fc
|∇u|2
]
≤ 0. (2.6)
We are now in position to prove Proposition 2.2.
Proof. Choose h(t) = ekt in (2.4), where k is a positive constant. Then,
from (2.5), at the maximum point y0, we get
∇2u(E1, Ei) = −F 〈∇g,Ei〉
F ′g
− k F
F ′
〈∇u,Ei〉
= −F Ei(g)
F ′g
− k F
F ′
〈|∇u|E1, Ei〉 = −F Ei(g)
F ′g
− k F
F ′
|∇u|δ1i,
(2.7)
where δ1i is the Kronecker delta. Hence, we have
∇2u(∇u,∇u) = |∇u|2∇2u(E1, E1) = −k F
F ′
|∇u|3 − F E1(g)
F ′g
|∇u|2
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and
〈∇c(|∇u|),∇u〉 = c′(|∇u|)∇2u
( ∇u
|∇u| ,∇u
)
= −c′(|∇u|)
(
k
F
F ′
|∇u|2 + F E1(g)
F ′g
|∇u|
)
=−k F
F ′
(
2|∇u|3 + 3|∇u|5√
1 + |∇u|2
)
− FE1(g)
F ′g
(
2|∇u|2 + 3|∇u|4√
1 + |∇u|2
)
.
Therefore, we can obtain an expression for the last four terms of (2.6):{
2fc
|∇u|4∇
2u(∇u,∇u)− f|∇u|2 〈∇c,∇u〉 −
c
|∇u|2 〈∇˜f,∇u〉
}
F ′
F |∇u| −
kfc
|∇u|2
= − 2fc|∇u|5
(
k
F
F ′
|∇u|3 + F E1(g)
F ′g
|∇u|2
)
F ′
F
− c|∇u|3 〈∇˜f,∇u〉
F ′
F
− kfc|∇u|2
+
f
|∇u|3
[
k
F
F ′
(
2|∇u|3 + 3|∇u|5√
1 + |∇u|2
)
+
F E1(g)
F ′g
(
2|∇u|2 + 3|∇u|4√
1 + |∇u|2
)]
F ′
F
= kf
[
−3
√
1 + |∇u|2 + 2 + 3|∇u|
2√
1 + |∇u|2
]
− c|∇u|3 〈∇˜f,∇u〉
F ′
F
− fE1(g)|∇u|g
[
2
√
1 + |∇u|2 − 2 + 3|∇u|
2√
1 + |∇u|2
]
= − kf√
1 + |∇u|2 −
F ′
√
1 + |∇u|2
F |∇u| 〈∇xf(x, u) + ft(x, u)∇u,∇u〉
+
fE1(g)
g
[
|∇u|√
1 + |∇u|2
]
.
Hence, since f satisfies (2.2) (observe that ft ≤ 0), we have{
2fc
|∇u|4∇
2u(∇u,∇u)− f|∇u|2 〈∇c,∇u〉 −
c
|∇u|2 〈∇˜f,∇u〉
}
F ′
F |∇u| −
kfc
|∇u|2
≥ − kA√
1 + |∇u|2 −
AF ′
√
1 + |∇u|2
F |∇u|
− ft(x, u)F
′|∇u|√1 + |∇u|2
F
− A|E1(g)||∇u|
g
√
1 + |∇u|2
≥ − kA√
1 + |∇u|2 −
AF ′
√
1 + |∇u|2
F |∇u| −
A|E1(g)||∇u|
g
√
1 + |∇u|2 .
assuming that g, F > 0 and F ′ ≥ 0.
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Then, inequality (2.6) implies that
0 ≥ θ ≥
[
−F
′b′
F
+ (b+ 1)
(
F ′′
F
− (F
′)2
F 2
)]
∇2u(E1, E1)2
+
F ′
F |∇u|
n∑
i≥2,j=1
∇2u(Ei, Ej)2
+
[
− F
′b
F |∇u| +
F ′′
F
− (F
′)2
F 2
] n∑
i≥2
∇2u(E1, Ei)2
+
|∇u|F ′
F
Ric(E1, E1) +
1
g
(b+ 1)∇2g(E1, E1) +∑
i≥2
∇2g(Ei, Ei)

− 1
g2
(b+ 1)〈∇g,E1〉2 +∑
i≥2
〈∇g,Ei〉2
− kA√
1 + |∇u|2
− AF
′√1 + |∇u|2
F |∇u| −
A|E1(g)||∇u|
g
√
1 + |∇u|2 . (2.8)
Now we can prove (a) and (b).
Proof of (a): Choose F (s) = s and g(x) ≡ 1. Then, from (2.8), we have
0 ≥ θ ≥
[
− b
′
|∇u| + (b+ 1)
(
− 1|∇u|2
)]
∇2u(E1, E1)2
+
1
|∇u|2
n∑
i≥2,j=1
∇2u(Ei, Ej)2 +
[
− b|∇u|2 −
1
|∇u|2
] n∑
i≥2
∇2u(E1, Ei)2
+ Ric(E1, E1)− kA√
1 + |∇u|2 −
A
√
1 + |∇u|2
|∇u|2 .
Observe that from (2.7), it follows that ∇2u(E1, Ei) = −k|∇u|2δ1i. Hence,
using that b(s) = −s2/(1 + s2), we conclude that
0 ≥ θ ≥
[ |∇u|2 − 1
(1 + |∇u|2)2|∇u|2
] (−k|∇u|2)2 + Ric(E1, E1)
− kA√
1 + |∇u|2 −
A
√
1 + |∇u|2
|∇u|2 . (2.9)
If |∇u(y0)| ≥ 2, this inequality and Young’s inequality imply
0 ≥ θ ≥
[
3
16|∇u|4
]
k2|∇u|4 + Ric(E1, E1)− kA−A
≥ 3k
2
16
+ Ric(E1, E1)− k
2
8
− 2A2 −A,
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that is,
k ≤ 4
√
2A2 +A− Ric(E1, E1).
Therefore, if we take k = 5
√
2A2 +A− Ric(E1, E1), this inequality is not
satisfied and, then, the maximum of G cannot happen in some interior point
y0 such that |∇u(y0)| ≥ 2. Thus, either
max
Ω
G(y) ≤ G(y0) = eku(y0)|∇u(y0)| ≤ 2ekM
or
max
Ω
G(y) ≤ max
∂Ω
G(x) = max
∂Ω
eku(x)|∇u(x)| ≤ ekM max
∂Ω
|∇u(x)|,
that is,
|∇u(y)| ≤ ekM−ku(y)(2 + max
∂Ω
|∇u(x)|) ≤ e2kM (2 + max
∂Ω
|∇u(x)|),
for any y ∈ Ω, proving (a).
Proof of (b): Choose F (s) = ln s and g(x) = 1 − r(x)2/R2, where r(x) is
the distance from x to x0. First observe that from (2.7) we have, at y0,
〈∇g,Ei〉
g
= −F
′
F
∇2u(E1, Ei)− k|∇u|δ1i.
Then
−〈∇g,E1〉
2
g2
≥ −2(F
′)2
F 2
∇2u(E1, E1)2 − 2k2|∇u|2
and
−〈∇g,Ei〉
2
g2
= −(F
′)2
F 2
∇2u(E1, Ei)2 for i ≥ 2.
Therefore, from inequality (2.8), we get
0 ≥ θ ≥
[
−F
′b′
F
+ (b+ 1)
(
F ′′
F
− 3(F
′)2
F 2
)]
∇2u(E1, E1)2
− 2k2|∇u|2(b+ 1) + F
′
F |∇u|
n∑
i≥2,j=1
∇2u(Ei, Ej)2
+
[
− F
′b
F |∇u| +
F ′′
F
− 2(F
′)2
F 2
] n∑
i≥2
∇2u(E1, Ei)2
+
|∇u|F ′
F
Ric(E1, E1) +
1
g
(b+ 1)∇2g(E1, E1) +∑
i≥2
∇2g(Ei, Ei)

− kA√
1 + |∇u|2 −
AF ′
√
1 + |∇u|2
F |∇u| −
A|E1(g)||∇u|
g
√
1 + |∇u|2 .
Since
F ′
F |∇u|
n∑
i≥2,j=1
∇2u(Ei, Ej)2 ≥ F
′
F |∇u|
n∑
i≥2
∇2u(E1, Ei)2,
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it follows that
0 ≥ θ ≥
[
−F
′b′
F
+ (b+ 1)
(
F ′′
F
− 3(F
′)2
F 2
)]
∇2u(E1, E1)2
− 2k2|∇u|2(b+ 1) +
[
F ′(1− b)
F |∇u| +
F ′′
F
− 2(F
′)2
F 2
] n∑
i≥2
∇2u(E1, Ei)2
+
|∇u|F ′
F
Ric(E1, E1) +
1
g
(b+ 1)∇2g(E1, E1) +∑
i≥2
∇2g(Ei, Ei)

− kA√
1 + |∇u|2 −
AF ′
√
1 + |∇u|2
F |∇u| −
A|E1(g)||∇u|
g
√
1 + |∇u|2 . (2.10)
Claim: Choosing k = 1, for Ric− = − min
|η|=1
min{Ric(η, η), 0}, it holds that
g(y0) ln |∇u(y0)| ≤ 8
(
2 + 2A+
1 + 2A
R
+ max
BR(x0)
|Ric− |+ n
r2
max
BR(x0)
|∇2r2|
)
. (2.11)
If |∇u(y0)| < e12, the inequality follows from g ≤ 1.
Therefore we prove the claim assuming |∇u(y0)| ≥ e12. Observe that
−F
′b′
F
+ (b+ 1)
(
F ′′
F
− 3(F
′)2
F 2
)
=
(|∇u|2 − 1) ln |∇u| − 3(|∇u|2 + 1)
|∇u|2(1 + |∇u|2)2(ln |∇u|)2
≥ 1
4
(
(|∇u|2 + 1) ln |∇u|
|∇u|2(1 + |∇u|2)2(ln |∇u|)2
)
≥ 1
4
(
1
|∇u|2(1 + |∇u|2)(ln |∇u|)
)
.
We have also that
F ′(1− b)
F |∇u| +
F ′′
F
− 2(F
′)2
F 2
=
|∇u|2 ln |∇u| − 2(1 + |∇u|2)
|∇u|2(1 + |∇u|2)(ln |∇u|)2 > 0,
These two inequalities and (2.10) yield
0 ≥ θ ≥
[
1
4|∇u|2(1 + |∇u|2)(ln |∇u|)
]
∇2u(E1, E1)2 − 2k
2|∇u|2
1 + |∇u|2
+
1
ln |∇u| Ric(E1, E1) +
1
g
(b+ 1)∇2g(E1, E1) +∑
i≥2
∇2g(Ei, Ei)

− kA√
1 + |∇u|2 −
A
√
1 + |∇u|2
|∇u|2 ln |∇u| −
A|E1(g)||∇u|
g
√
1 + |∇u|2 . (2.12)
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Using that
∇2u(E1, E1) = − F
F ′
〈∇g,E1〉
g
− k F
F ′
|∇u|
= −|∇u| ln |∇u|E1(g)
g
− k|∇u|2 ln |∇u|,
we get
∇2u(E1, E1)2 ≥ −2k|∇u|
3(ln |∇u|)2|E1(g)|
g
+ k2|∇u|4(ln |∇u|)2.
Therefore, if |∇u(y0)| ≥ e12,
0 ≥ θ ≥ k
2|∇u|2(ln |∇u|)
4(1 + |∇u|2) −
k|∇u|(ln |∇u|)|E1(g)|
2g(1 + |∇u|2) − 2k
2
+
1
ln |∇u| Ric(E1, E1) +
1
g
(b+ 1)∇2g(E1, E1) +∑
i≥2
∇2g(Ei, Ei)

− kA√
1 + |∇u|2 −
A
√
1 + |∇u|2
|∇u|2 ln |∇u| −
A|E1(g)||∇u|
g
√
1 + |∇u|2 . (2.13)
Since
∇2g(Ei, Ei) ≥ −|∇
2r2|
R2
,
b+ 1 < 1, |E1(g)| ≤ |∇g| ≤ 2rR2 ≤ 2R and 0 < g ≤ 1, we conclude that
0 ≥ k
2(ln |∇u|)
8
− k
Rg
− 2k
2
g
− |Ric
− |
g
− n|∇
2r2|
R2g
− kA
g
− A
g
− 2A
Rg
.
Hence, for k = 1, we obtain (2.11).
g(y0) ln |∇u(y0)| ≤ 8
(
2 + 2A+
1 + 2A
R
+ max
BR(x0)
|Ric− |+ n
R2
max
BR(x0)
|∇2r2|
)
Therefore,
eu(x0) ln |∇u(x0)| = G(x0) ≤ G(y0) ≤ g(y0)eu(y0) ln |∇u(y0)|
≤ 8eM
(
2 + 2A+
1 + 2A
R
+ max
BR(x0)
|Ric− |+ n
R2
max
BR(x0)
|∇2r2|
)
,
that is,
|∇u(x0)| ≤ exp
[
8e2M
(
2 + 2A+
1 + 2A
R
+ max
BR(x0)
|Ric− |+ n
R2
max
BR(x0)
|∇2r2|
)]
. (2.14)
Since maxBR(x0) |∇2r2| is bounded by a constant depending on the cur-
vature and on R, the result follows. 
We are now in position to prove Theorem 1.1.
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Proof of Theorem 1.1. We begin by assuming that ϕ ∈ C2,α (Ω) . Consider
the following family of Dirichlet problemsdiv
∇v√
1 + |∇v|2 + τf(x, v) = 0 in Ω,
v = τϕ in ∂Ω, 0 ≤ τ ≤ 1.
(2.15)
Observe that from Lemma 2.1, any solution vτ to (2.15) is bounded by
a constant that does not depend on τ . So Proposition 2.2 applies. Hence,
there exists a constant C, not depending on τ, such that for any solution vτ
to (2.15),
‖vτ‖C1(Ω) ≤ C.
Thanks to this estimate, we obtain a solution v ∈ C2,α (Ω) to (2.15) by
using the Leray-Schauder method [8, Theorem 13.8].
If ϕ ∈ C0 (∂Ω) we take an approximating sequence of ϕ by C2,α functions.
Using then the previous case, the comparison principle, Lemma 2.1 and
Proposition 2.2 we obtain the existence of a solution v ∈ C2 (Ω)∩C0 (Ω) to
(1.1). This concludes the proof of Theorem 1.1. 
3. Scherk type solutions in the hyperbolic space
From now on we concentrate in the hyperbolic space Hn. In order to prove
Theorems 1.2 and 1.3, we construct barriers that take value +∞ in a totally
geodesic hypersphere of Hn.
Definition 3.1. Let S be a totally geodesic hypersphere (or a geodesic if
n = 2) of Hn and B be one connected component of Hn\S. Given f ∈
C1(Hn × R) and a constant c, if u ∈ C2(B) ∩ C0(B) is a solution of
Q(v) = f(x, v) in B
v = c on ∂∞B
v = +∞ on S,
(3.1)
where ∂∞B is the asymptotic boundary of B, we call u a Scherk type solution
to problem (3.1).
Analogously we define Scherk type sub and supersolutions.
Our next result is about the existence of Scherk type solutions and for
that we assume that f satisfies:
(I) for some fixed o ∈ Hn, there exists a continuous decreasing function
φ : [0,+∞)→ R such that
|f(x, t)| ≤ φ(r(x)),
where r(x) = dist(x, o), and
∫ +∞
0
√
φ(r) dr <∞;
(II) there is a continuous function h : R → R, such that h(t) → 0 as
t→ ±∞, for which
|f(x, t)| ≤ h(t), ∀x ∈ Hn.
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We also call B from definition 3.1 a totally geodesic hyperball and we
denote by d = dS the signed distance function to S, positive in B.
Conditions I and II guarantee the existence of a nice function ψ = ψS as
stated below:
Proposition 3.2. Given f ∈ C1(Hn × R) satisfying conditions I and II,
there exists a nonnegative C1 function ψ : R× R→ R such that
(i) ψ(d(x), t) ≥ |f(x, t)|, for any (x, t) ∈ Hn × R;
(ii) ψ(d, t), ∂ψ∂d (d, t) and
∂ψ
∂t (d, t) are bounded functions;
(iii) for d ∈ R, the map t 7→ ψ(d, t) is decreasing for t ≥ 0 and constant
for t ≤ 0;
(iv) for t ∈ R, the map d 7→ ψ(d, t) is increasing in (−∞, d˜) and decreas-
ing in (d˜,+∞), where d˜ is some real number that does not depend
on t;
(v) ψ(d, t) converges to zero uniformly in t ∈ R as d → ±∞ and uni-
formly in d ∈ R as t→ +∞;
(vi) for any t ∈ R,
∫ +∞
0
ψ(s, t) ds < +∞.
Proof. First, observe that we can assume w.l.g. that φ and h are C1 func-
tions, φ′(0) = 0, h is even and decreasing on [0,+∞). The proof follows by
considering
ψ(d, t) :=
{ √
φ(|d− d(o)|)h(t) if t ≥ 0√
φ(|d− d(o)|)h(0) if t < 0.
The conditions (ii)-(vi) can be verified directly from the definition. To prove
condition (i), let x ∈ Hn. By the triangle inequality
r(x) + d(x) ≥ d(o) and r(x) + d(o) ≥ d(x),
that is, r(x) ≥ |d(x) − d(o)|. (This holds even if d(x) < 0 or d(o) < 0.)
Hence, using that φ is decreasing and hypothesis (1), we have that
|f(x, t)| ≤ φ(r(x)) ≤ φ(|d(x)− d(o)|).
From this and II, we have |f(x, t)|2 ≤ φ(|d(x)−d(o)|)h(t) ≤ ψ2(d(x), t). 
The main result of this section is the following:
Theorem 3.3. Hn\S. Let B ⊂ Hn be a totally geodesic hyperball. Suppose
that f ∈ C1(Hn × R) is nonnegative and satisfies ft(x, t) ≤ 0 in Hn × R,
I and II. Then, for any constant c ∈ R, there exists a solution u to the
problem (3.1). Besides, if f is not necessarily nonnegative and satisfies only
conditions I and II, this Dirichlet problem has a supersolution. If we replace
v = +∞ on S by v = −∞ on S and assume I and II, the problem has a
subsolution.
To prove this theorem, our main task is to construct supersolutions for this
equation. The existence of Scherk type solutions will then be an immediate
consequence of Perron’s method, which due to Theorem 1.1 applies in our
setting.
14 BONORINO, CASTERAS, KLASER, RIPOLL, AND TELICHEVESKY
Now let us explain our strategy to construct supersolutions for (3.1). We
will look for a solution w = w(d(x)), where d(x) = dist(x, S), S = ∂B, to
the following problem
Q(v ◦ d) = ψ(d, v ◦ d) in B
v = c on ∂∞B
v = +∞ on S.
(3.2)
Since ∆d = (n− 1) tanh d, we can rewrite (3.2) as
w′′
(1 + w′2)3/2
+ (n− 1) tanh(d)
(
w′√
1 + w′2
)
= −ψ(d,w) for d > 0
w(+∞) = c
w(0) = +∞.
(3.3)
Next, we set g = w
′√
1+w′2
on [0,+∞). Observe that −1 < g < 1 and that
the ODE in (3.3) rewrites as the following system for (w, g)
w′(d) =
g(d)√
1− g2(d)
g′(d) = −(n− 1) tanh(d) g(d)− ψ(d,w(d)).
(3.4)
or [
w(d)
g(d)
]′
= F (d,w(d), g(d)),
where F : R×R× (−1, 1)→ R2 corresponds to the right-hand side of (3.4).
Given d0 > 0, h ∈ R and γ ∈ (−1, 1), we consider the initial condition{
w(d0) = h
g(d0) = γ.
(3.5)
Note that, from (3.4) and (3.5), we get
wγ(d) = h+
∫ d
d0
gγ(t)√
1− g2γ(t)
dt (3.6)
and
gγ(d) =
1
(cosh d)n−1
(
γ coshn−1(d0)−
∫ d
d0
ψ(s, wγ(s))(cosh s)
n−1ds
)
.
(3.7)
Since F is C1, from the classical theory, there exists only one maximal
solution (wd0,h,γ , gd0,h,γ) to the system (3.4) with initial condition (3.5). Let
Id0,h,γ be the domain of this solution. Observe that wd0,h,γ is the solution
of the second order ODE in (3.3) with the initial conditions
w(d0) = h and w
′(d0) =
γ√
1− γ2 .
To solve (3.3), we have to prove that there exist d0 > 0, h ∈ R and γ ∈
(−1, 1) such that wd0,h,γ(0) = +∞ and wd0,h,γ(+∞) = c.
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To do so, we first fix h and d0 > 0, and then study the behavior of
Iγ := Id0,h,γ , wγ := wd0,h,γ and gγ := gd0,h,γ as γ varies. We will prove,
in Proposition 3.13, that there exists a unique γ0 = γ0(d0, h) such that
Iγ0 = (0,∞). In a second moment, we will show in Lemma 3.17 that the
application h 7→ limd→∞wd0,h,γ0(d0,h)(d) is well-defined and surjective on R.
This will establish the existence of solution for the problem (3.2).
Let us now put into practice the strategy described above.
First, we establish several properties of gγ that we will use extensively
along the proof. We begin by proving some bounds for g′γ and g′′γ .
Lemma 3.4. Let d0 > 0 and γ ∈ (−1, 1). Then we have
- |g′γ | ≤ n− 1+ maxψ;
- g′′γ is bounded from above (resp. from below) in the set
{d ∈ Iγ | w′γ(d) ≤ 0 (resp. ≥ 0)};
- if gγ(d1) > 0 for some d1 ∈ Iγ, then gγ(d) > 0 for any d ≤ d1,
d ∈ Iγ. (If gγ(d1) ≥ 0 for some d1 ∈ Iγ, then gγ(d) ≥ 0 for any
d ≤ d1, d ∈ Iγ.)
Proof. Remind that −1 < gγ(d) < 1 for any d ∈ Iγ and ψ is bounded from
(iii), (iv) and (iv). Then the bound on |g′γ | follows directly from (3.4).
Next, we prove that g′′γ is bounded from above in the set {d ∈ Iγ | w′γ(d) ≤
0} (the other statement follows in the same way). Observe that, differenti-
ating the second equation of (3.4), we obtain
g′′γ(d) = −(n− 1) sech2(d) gγ(d)− (n− 1) tanh(d) g′γ(d)
− ∂ψ
∂d
(d,wγ(d))− ∂ψ
∂t
(d,wγ(d))w
′
γ(d).
Using that w′γ(d) ≤ 0 and
∂ψ
∂t
≤ 0 (from (iii)), we get
g′′γ(d) ≤ −(n− 1) sech2(d) gγ(d)− (n− 1) tanh(d) g′γ(d)−
∂ψ
∂d
(d,wγ(d)).
Since |g′γ | and
∂ψ
∂d
are bounded (see (ii)), it follows that g′′γ is bounded from
above.
To prove the last statement, observe that, multiplying (3.4) by coshn−1(d),
we obtain
((cosh d)n−1gγ(d))′ = −(cosh d)n−1ψ(d,wγ(d)) ≤ 0, (3.8)
that is, (cosh d)n−1gγ(d) is non increasing. Hence, if gγ(d1) > 0, then
(cosh d)n−1gγ(d) ≥ (cosh d1)n−1gγ(d1) > 0 for d ≤ d1, d ∈ Iγ .

Lemma 3.5. Let d0 > d˜ > 0 (d˜ is defined in (iv)) be such that
1
2
(n− 1) tanh d0 − ψ(d0, 0) > 0. (3.9)
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Then, for any γ ∈ (−1, 1), for any d > d0 (d ∈ Iγ), there holds
min{−1
2
, γ} < gγ(d) ≤ max{0, γ} (3.10)
Moreover, if γ ≥ 0, we have
gγ(d) ≥ 0 for d ≤ d0 (d ∈ Iγ). (3.11)
Proof. First observe that, since ψ(d, 0) → 0 and tanh d → 1 as d → +∞,
one can find d0 > 0 satisfying (3.9). Let aγ : [d0,+∞)→ R be defined by
aγ(d) =
1
(cosh d)n−1
(
γ coshn−1(d0)−
∫ d
d0
ψ(s, 0)(cosh s)n−1ds
)
.
Using that ψ(s, 0) ≥ ψ(s, wγ(s)), for any s, (which follows from (iii)) and
(3.7), we get that
gγ(d) ≥ aγ˜(d) for d ≥ d0, (3.12)
where γ˜ = min{−12 , γ}. Now we prove that aγ˜ is nondecreasing. First notice
that
a′γ˜(d) = −ψ(d, 0)− (n− 1) tanh(d) aγ˜(d). (3.13)
Hence, from −γ˜ ≥ 1/2 and (3.9), we deduce that
a′γ˜(d0) = −ψ(d0, 0)− (n− 1) tanh(d0) γ˜
≥ −ψ(d0, 0) + 1
2
(n− 1) tanh(d0) > 0. (3.14)
Suppose by contradiction that there exists some d1 > d0 such that a
′
γ˜(d1) <
0. Since a′γ˜ is continuous and a
′
γ˜(d0) > 0, there is some d2 ∈ (d0, d1) such
that a′γ˜(d2) = 0 and a
′
γ˜(d) < 0 for d ∈ (d2, d1]. By the Mean Value Theorem,
there is some d3 ∈ (d2, d1) such that a′′γ˜(d3) < 0. Then, from (3.13), we get
that
0 > a′′γ˜(d3) = −ψ′(d3, 0)−(n−1)(sech (d3))2 aγ˜(d3)−(n−1) tanh(d3) a′γ˜(d3).
We get a contradiction from the fact that ψ(d, 0) is decreasing in (d˜,+∞),
aγ˜ is negative, and a
′
γ˜(d3) < 0. Therefore we have proved that aγ˜(d) is
nondecreasing for d > d0. Since a
′
γ˜(d0) > 0, using (3.12), we conclude that
gγ(d) ≥ aγ˜(d) > aγ˜(d0) = γ˜ for d > d0.
Finally the upper bound of (3.10) and (3.11) are direct consequences of
(3.7) and ψ ≥ 0, and they hold for any d0 > 0 i.e. not necessarily satisfying
(3.9).

Remark 3.6. Let d0 be such that (3.9) holds and −1 < γ ≤ −12 . Noticing
that γ˜ = γ and aγ˜(d0) = γ = gγ(d0), using (3.12) and (3.14), we obtain
g′γ(d0) ≥ a′γ˜(d0) ≥
1
2
(n− 1) tanh d0 − ψ(d0, 0). (3.15)
Thanks to the two previous lemmas, we are able to prove that the domain
of our maximal solution is of the form (dγ ,+∞), for some dγ < d0. Moreover,
we charaterize the behavior of our solution when d goes to dγ .
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Corollary 3.7. Let d0 > 0 as in Lemma 3.5 and let γ ∈ (−1, 1). Then
the maximal interval Iγ of (wγ , gγ) has the form Iγ = (dγ ,+∞), where
dγ ∈ [−∞, d0). Furthermore:
(a) lim
d→+∞
gγ(d) = 0;
(b) if dγ 6= −∞, then lim
d→dγ
gγ(d) = 1 or lim
d→dγ
gγ(d) = −1;
(c) if dγ 6= −∞ and γ ≥ 0, then lim
d→dγ
gγ(d) = 1;
(d) if lim
d→dγ
gγ(d) = −1, then gγ < 0 in Iγ.
Proof. Suppose by contradiction that Iγ = (dγ , b), where b < +∞. Thanks
to Lemma 3.4 and Lemma 3.5, there exists (w¯, g¯) ∈ R× (−1, 1) such that
lim
d→b
(d,wγ(d), gγ(d)) = (b, w¯, g¯) ∈ Ω,
where Ω = R×R×(−1, 1) is the domain of F . However by classical ODE the-
ory, this contradicts the fact that Iγ is maximal proving that Iγ = (dγ ,+∞).
If dγ 6= −∞, using the same argument as before, it is clear that
lim
d→dγ
gγ(d) = ±1
proving (b). The proof of (c) is a consequence of (b) and (3.11) whereas (d)
is a direct consequence of the last statement of Lemma 3.4.
Finally we prove (a). Using (3.7), we get, for d ≥ d0,
|gγ(d)| ≤ |γ| cosh
n−1(d0)
coshn−1(d)
+
∣∣∣∣∫ d
d0
ψ(s, wγ(s)) cosh
n−1(s)ds
∣∣∣∣
coshn−1(d)
≤ cosh
n−1(d0)
coshn−1(d)
+ ρ(d),
where
ρ(d) =
∫ d
d0
ψ(s, 0) coshn−1(s) ds
coshn−1(d)
. (3.16)
It is easy to see that the proof boils down to show that ρ(d)→ 0 as d→ 0.
Let us prove this last point.
Let ε > 0. Since ψ(d, 0) → 0 as d → +∞, there exists d1 > d0 such that
ψ(d, 0) < ε/2n for d ≥ d1 and there exists d2 > d1 such that, for all d ≥ d2,∫ d1
d0
ψ(s, 0) coshn−1(s)ds
coshn−1(d)
≤ ε
2
.
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Therefore, for d ≥ d2, we have
ρ(d) =
∫ d1
d0
ψ(s, 0) coshn−1(s)ds
coshn−1(d)
+
∫ d
d1
ψ(s, 0) coshn−1(s)ds
coshn−1(d)
≤ ε
2
+
∫ d
d1
ε/2n coshn−1(s)ds
coshn−1(d)
< ε,
proving that lim
d→+∞
ρ(d) = 0. This concludes the proof. 
Remark 3.8. In the following, we will need some more refined estimate on
ρ. More precisely, one can show that |ρ| is integrable in [d0,+∞) and∫ d2
d1
ρ(t) dt ≤ 2
n−1
n− 1
(
ρ(d1) +
∫ d2
d1
ψ(s, 0) ds
)
for d2 > d1 ≥ d0. (3.17)
Indeed, let d2 > d1 ≥ d0. Using the definition of ρ, we have∫ d2
d1
ρ(t) dt =
∫ d1
d0
ψ(s, 0) coshn−1(s)
∫ d2
d1
1
coshn−1(t)
dt ds
+
∫ d2
d1
ψ(s, 0) coshn−1(s)
∫ d2
s
1
coshn−1(t)
dt ds
<
2n−1
n− 1
(
ρ(d1) +
∫ d2
d1
ψ(s, 0) ds
)
for d2 > d1 ≥ d0,
proving (3.17). The integrability of |ρ| in [d0,∞) is then a direct consequence
of (vi).
For d0 > 0 as in Lemma 3.5, we set
A = {γ ∈ (−1, 1) | inf
d>0,d∈Iγ
gγ(d) > −1}.
Observe that A is nonempty since 0 ∈ A due to the fact infd∈Iγ g0(d) ≥ −1/2
according to Lemma 3.5. We define
γ0 = inf A. (3.18)
We will show in the following that γ0 is the unique initial data such that
Iγ0 = R+. Before proceeding, let us show some preliminary properties of
the set A and of γ0.
Lemma 3.9. γ ∈ A if and only if dγ < 0 or lim
d→dγ
gγ(d) = 1.
Proof. Suppose that γ ∈ A. If dγ ≥ 0, the fact that γ ∈ A and (b) of
Corollary 3.7 imply directly that limd→dγ gγ(d) = 1.
Next, we prove the reverse implication. Using that gγ is continuous,
gγ(d) > −1 for any d ∈ Iγ and, using Corollary 3.7, limd→+∞ gγ(d) = 0, we
conclude that
inf
d>0
gγ(d) > −1, if dγ < 0,
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or
inf
d∈Iγ
gγ(d) > −1, if lim
d→dγ0
gγ0(d) = 1,
proving that γ ∈ A. 
Proposition 3.10. There exists δ > 0, that depends only on d0 and ψ, such
that γ0 ≥ −1 + δ.
Proof. First, using (3.15), observe that there exists a constant L > 0 such
that g′γ(d0) ≥ L for γ ∈ (−1,−12 ]. Furthermore, from Lemma 3.4, there
exists M > L/d0 such that g
′′
γ(d) ≤ M for any d ∈ Iγ satisfying w′γ(d) ≤ 0.
Next, we set
δ = min
{
1
2
,
L2
2M
}
.
We will show that if γ ∈ (−1,−1 + δ), then γ 6∈ A proving that γ0 > −1.
First, we prove that, for γ ∈ (−1,−1 + δ),
g′γ(d) ≥ 0 for d ∈ Iγ ∩ [d0 − L/M, d0]. (3.19)
Suppose by contradiction that g′γ(d1) < 0 for some d1 ∈ Iγ ∩ [d0−L/M, d0].
Noticing that g′γ(d0) ≥ L > 0, since γ ≤ −1/2, and using the continuity of
g′γ , there exists d2 ∈ (d1, d0) such that g′γ(d2) = 0 and g′γ > 0 in (d2, d0].
This implies that gγ(d) ≤ gγ(d0) = γ < 0 for d ∈ [d2, d0] and, from (3.4),
w′γ(d) =
gγ√
1− g2γ
≤ 0 for d ∈ [d2, d0].
Thus, we deduce from the definition of M that g′′γ(d) ≤ M for d ∈ [d2, d0].
However, using the Mean Value Theorem, we get, for some ξ ∈ (d2, d0),
L ≤ g′γ(d0)− g′γ(d2) = g′′(ξ)(d0 − d2) < M
(
L
M
)
= L,
proving (3.19). Now we consider two possibilities: either Iγ ⊇ [d0−L/M, d0]
or Iγ 6⊇ [d0 − L/M, d0]. Next, we rule out the first one. Suppose by con-
tradiction that Iγ ⊇ [d0 − L/M, d0]. Then, we deduce from (3.19) that
gγ is increasing in [d0 − L/M, d0] and, therefore, gγ ≤ gγ(d0) = γ < 0 in
this interval. From (3.4), we get that w′γ ≤ 0, which implies that g′′γ ≤ M
in [d0 − L/M, d0], according to the definition of M . Then, using Taylor’s
expansion, we obtain that, for some ξ ∈ (d0 − L/M, d0),
gγ
(
d0 − L
M
)
= gγ(d0) + g
′
γ(d0)
(
− L
M
)
+
g′′γ(ξ)
2
(
− L
M
)2
≤ γ + L
(
− L
M
)
+
M
2
(
L
M
)2
≤ −1,
which contradicts gγ > −1.
Hence the second possibility must occur, that is, dγ ≥ d0 − L/M . From
(b) of Corollary 3.7 and (3.19), we deduce that limd→dγ gγ(d) = −1. Observe
also that dγ ≥ d0−L/M > 0, sinceM > L/d0. Therefore, infd>0,d∈Iγ gγ(d) =
−1, that is, γ 6∈ A. This completes the proof.

Proposition 3.11. We have γ0 6∈ A.
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Proof. Suppose by contradiction that γ0 ∈ A. If dγ0 < 0, then (wγ0 , gγ0) is
defined in [0, d0]. For γ < γ0 sufficiently close to γ0, due to the continuous
dependence of solutions with respect to the initial conditions, it follows that
|gγ(d)− gγ0(d)| < ε for d ∈ [0, d0],
for
ε =
1 + infd>0 gγ0(d)
2
> 0.
Thanks to our choice of ε, we get that gγ(d) > −1 + ε for d ∈ [0, d0].
Combining this fact with Lemma 3.5, we deduce that
inf
d>0
gγ(d) ≥ min
{
−1
2
, γ,−1 + ε
}
> −1.
Hence, γ ∈ A contradicting that γ0 = inf A.
Next, let us consider the case dγ0 ≥ 0. Using Lemma 3.9, we have in this
case that limd→dγ0 gγ0(d) = 1. Therefore, for some d1 ∈ (dγ0 , d0), we have
gγ0(d) > 1/2 for d ∈ (dγ0 , d1]. (3.20)
Again, using the continuous dependence of solutions on initial conditions,
we get, for γ < γ0 sufficiently close to γ0,
|gγ(d)− gγ0(d)| < min {1/4, ε} , for d ∈ [d1, d0].
As before, this implies that gγ(d) > −1 + ε for d ∈ [d1, d0] and, together
with (3.20), we conclude that gγ(d1) > 0. Hence, from Lemma 3.4, we
have that gγ(d) > 0 for d ≤ d1, d ∈ Iγ . On the other hand, using Lemma
3.5, we see that gγ ≥ min{−1/2, γ} in [d0,+∞). Therefore, we obtain that
infd∈Iγ gγ > −1. Thus, γ ∈ A, which contradicts γ0 = inf A.

We are now in position to prove that γ0 is such that Iγ0 = R+.
Theorem 3.12. Let d0 > 0 be as in Lemma 3.5 and γ0 defined by (3.18).
Then, γ0 < 0, Iγ0 = (0,+∞) (that is, dγ0 = 0) and
lim
d→0
gγ0(d) = −1.
Proof. Recalling that 0 ∈ A, we deduce, from Propositions 3.11 and 3.10,
that −1 < γ0 < 0, and, from Lemma 3.9 and Corollary 3.7, that dγ0 ≥ 0 and
limd→dγ0 gγ0(d) = −1. Thus, it only remains to prove that dγ0 = 0. Suppose
by contradiction that dγ0 > 0. Let γk ∈ A such that γk < 0 and γk → γ0.
Since the proof is quite lenghty, we split it into three claims.
Claim 1: There exists δ > 0 such that, for all k large enough, (wγk , gγk) is
defined in (dγ0 − δ,+∞). Furthermore, gγk < 0 in (dγ0 − δ,+∞).
Proof of Claim 1: Let D := n− 1 + maxψ. We recall from Lemma 3.4 that
|g′γk | ≤ D. Next, we set
δ = min{1/(4D), dγ0}.
Since limd→dγ0 gγ0(d) = −1, there exists dγ0 < d∗ < dγ0 + δ such that
gγ0(d
∗) < −3/4. Observe now that from the continuous dependence of
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solutions on initial conditions, for γ close to γ0, it follows that [d
∗, d0] ⊆ Iγ
and
|gγ(d)− gγ0(d)| < 1/4 for d ∈ [d∗, d0].
Hence, using that γk → γ0, we have that Iγk = (dγk ,+∞) ⊇ [d∗, d0] and
−1 < gγk(d∗) < −1/2 for k large enough.
Let d ∈ (dγ0−δ, d∗]∩Iγk and notice that 0 < d∗−d < (dγ0+δ)−(dγ0−δ) =
2δ. So doing a Taylor’s expansion and recalling the definition of D, we get
that
gγk(d) ≤ gγk(d∗) +D|d∗ − d| < −
1
2
+ 2δ D ≤ −1
2
+ 2
1
4D
D ≤ 0.
Then, for k large enough, we have shown that
gγk(d) < 0 for d ∈ (dγ0 − δ, d∗] ∩ Iγk . (3.21)
Suppose now that, for k large enough, (dγ0 − δ,+∞) 6⊆ Iγk , i.e. dγ0 − δ <
dγk < d0. Using that δ ≤ dγ0 , we have dγk > 0. From this and γk ∈
A, Lemma 3.9 implies that limd→dγk gγk(d) = 1. However, this contradicts
(3.21). Then (dγ0 − δ,+∞) ⊆ Iγk and gγk < 0 in (dγ0 − δ, d∗]. Hence, the
last statement of Lemma 3.4 implies that gγk < 0 in (dγ0 − δ,+∞) proving
the claim.
From now on, we only consider k for which this claim holds. Observe
also that |gγk | < 1 and from Lemma 3.4, we have that |g′γk | < D in
Iγk ⊃ (dγ0 − δ,+∞). Then, applying Arzela`-Ascoli Theorem, there ex-
ists a subsequence, which we denote by gγk , that converges uniformly, in
[dγ0 , d0], to some continuous function g. On the other hand, from the con-
tinuous dependence of solutions on initial conditions and γk → γ0, we get
that gγk → gγ0 uniformly in compact subsets of (dγ0 , d0]. Therefore, we
deduce that g = gγ0 in (dγ0 , d0] and g(dγ0) = limd→dγ0 gγ0(d) = −1 which
implies that
lim
k→+∞
gγk(dγ0) = −1. (3.22)
Moreover, since g′γk(dγ0) is bounded from Lemma 3.4, there exists α ∈ R
such that, up to a subsequence, we have
lim
k→+∞
g′γk(dγ0) = α. (3.23)
Claim 2: We have α = 0.
Proof of Claim 2: Suppose that α > 0, the case α < 0 follows in the same
way. We follow the same idea as in Proposition 3.10. First, observe that
gγk < 0 in (dγ0 − δ,+∞) from Claim 1. Hence w′γk < 0 in this interval from
(3.4) and, therefore, Lemma 3.4 implies that there exists M > 0 such that
g′′γk ≤M in (dγ0 − δ,+∞).
Now let d ∈ (dγ0 − α/2M,dγ0) and define ρ = dγ0 − d > 0. From (3.22) and
(3.23), there exists k such that
gγk(dγ0) < −1 +
αρ
4
and g′γk(dγ0) >
α
2
.
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Hence, using a Taylor’s expansion, we have, for some ξ ∈ (d, dγ0),
gγk (d) = gγk(dγ0) + g
′
γk
(dγ0) (−ρ) +
g′′γk(ξ)
2
(−ρ)2
≤ −1 + αρ
4
− α
2
ρ+
M
2
ρ2 < −1
contradicting gγk > −1. This proves the claim.
Claim 3: There holds lim
k→∞
wγk(dγ0) = +∞.
Proof of Claim 3: Let M as in Claim 2 and d∗ ∈ (dγ0 , d0) such that (d∗ −
dγ0)
2 < min{1, 1/2M}. Given 0 < ε < 1/4, we deduce from (3.22), (3.23)
and α = 0, that, for k large enough,
gγk(dγ0) < −1 +
ε
2
and g′γk(dγ0) <
ε
2
.
Using a Taylor’s expansion again for d ∈ [dγ0 , d∗], there exists ξ ∈ (dγ0 , d)
such that
gγk (d) = gγk(dγ0) + g
′
γk
(dγ0) (d− dγ0) +
g′′γk(ξ)
2
(d− dγ0)2
< −1 + ε+ M
2
(d− dγ0)2 ≤ −1/2,
and, therefore,
1− (gγk(d))2 ≤ 4[ε+M(d− dγ0)2].
Then, using that gγk < 0 in (dγ0 − δ,+∞) and d∗ < d0, we get∫ dγ0
d0
gγk(t)√
1− (gγk(t))2
dt =
∫ d0
dγ0
−gγk(t)√
1− (gγk(t))2
dt
≥
∫ d∗
dγ0
−gγk(t)√
1− (gγk(t))2
dt
≥ 1
4
∫ d∗
dγ0
1√
ε+M(t− dγ0)2
dt.
Since the last expression goes to infinity as ε→ 0, we conclude that
lim
k→∞
∫ dγ0
d0
gγk(t)√
1− (gγk(t))2
dt = +∞.
Then, from (3.6), it follows that wγk(dγ0) → +∞ as k → ∞, proving the
claim.
We are now in position to complete the proof of the theorem.
End of the proof of Theorem 3.12: Remind that, from (3.4), we have
g′γk(dγ0) = −(n− 1) tanh(dγ0) gγk(dγ0)− ψ(dγ0 , wγk(dγ0)).
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Now, observe that Claim 3 and (v) implies that limk→∞ ψ(dγ0 , wγk(dγ0)) =
0. Hence, letting k →∞ in this equation and using (3.22), (3.23) and Claim
2, we conclude that
(n− 1) tanh(dγ0) = 0.
However, this contradicts the assumption dγ0 > 0. Therefore, dγ0 = 0,
completing the proof. 
Next, we prove the uniqueness of such γ0 in the following sense:
Proposition 3.13. If γ ∈ (−1, 1) is such that dγ = 0 and limd→0 gγ(d) =
−1, then γ = γ0. In other words, γ0 is the unique γ such that Iγ = (0,+∞)
and gγ(0
+) = −1.
Proof. The proof follows by contradiction. Assume that there exists γ1 6= γ0
such that dγ1 = 0. Suppose without loss of generality that γ1 > γ0. By
definition, we have that gγ1(d0) = γ1 > γ0 = gγ0(d0). From the continuity
of gγi , it follows that gγ1 > gγ0 in some neighborhood of d0. Let J be the
largest open interval contained in (0,+∞) such that d0 ∈ J and gγ1 > gγ0
in J . Using that the application z 7→ z/√1− z2 is increasing on (−1, 1), we
obtain
gγ1(t)√
1− g2γ1(t)
>
gγ0(t)√
1− g2γ0(t)
for t ∈ J.
Hence, from (3.6), we conclude that wγ1(d) < wγ0(d) if d < d0 and d ∈ J .
Then, using (3.4) and (iii), we have
g′γ1(d) = −(n− 1) tanh(d) gγ1(d)− ψ(d,wγ1(d))
< −(n− 1) tanh(d) gγ0(d)− ψ(d,wγ0(d)) = g′γ0(d), (3.24)
for d < d0 (d ∈ J).
Let d∗ be the left endpoint of the interval of J . Thus 0 ≤ d∗ < d0. If
d∗ > 0, then gγ0 and gγ1 are defined at d∗ and, therefore, gγ1(d∗) = gγ0(d∗)
due to the definition of J . Since gγ1(d
∗) = gγ0(d∗) and gγ1 > gγ0 in J , there
exists some ξ ∈ (d∗, d0) such that g′γ1(ξ) > g′γ0(ξ). But, this contradicts
(3.24). Then d∗ = 0. Hence, we have gγ1(0+) = −1 = gγ0(0+) and gγ1 > gγ0
in (0, d0]. As before, we get a contradiction with (3.24). 
We are also able to prove that wγ0(d) blows up when d→ 0+ and therefore
it satisfies the boundary condition on S of (3.2).
Lemma 3.14. Let γ0 be defined as in (3.18). Then, we have
lim
d→0
wγ0(d) = +∞.
Proof. This lemma will follow by comparing our solution to an ordinary
Scherk graph namely a solution of
W ′(d) =
G(d)√
1−G2(d)
G′(d) = −(n− 1) tanh(d) G(d),
(3.25)
24 BONORINO, CASTERAS, KLASER, RIPOLL, AND TELICHEVESKY
with initial conditions
W (d0) = h and G(d0) =
−1
coshn−1(d0)
.
Observe that the previous system can be solved explicitly by
G(d) =
−1
coshn−1(d)
and W (d) = h−
∫ d
d0
1√
cosh2n−2(t)− 1
dt. (3.26)
Also notice that
(G(d) coshn−1(d))′ = 0 in (0,+∞).
On the other hand, from (3.8), we have
(gγ0(d) cosh
n−1(d))′ ≤ 0 in Iγ0 = (0,+∞).
Therefore, defining H(d) = gγ0(d) cosh
n−1(d) − G(d) coshn−1(d), it follows
that H is nonincreasing in (0,+∞), and
lim
d→0
H(d) = lim
d→0
gγ0(d) cosh
n−1(d)−G(d) coshn−1(d) = 0.
Hence, we deduce that H(d) ≤ 0 for any d ∈ (0,+∞) which implies that
gγ0 ≤ G in (0,+∞). (3.27)
Then, since the map z 7→ z/√1− z2 is increasing in (−1, 1), we have
wγ0(d) = h+
∫ d
d0
gγ0(t)√
1− g2γ0(t)
dt ≥ h+
∫ d
d0
G(t)√
1−G2(t) dt = W (d)
for d ≤ d0. Since limd→0W (d) = +∞, we conclude that limd→0wγ0(d) =
+∞.

Until now, we have proved that if d0 > 0 satisfies (3.9) and h ∈ R, then
there exist γ0 = γ0(d0, h) and a solution wγ0 = wd0,h,γ0 to the equation
(3.3) in (0,+∞) with initial condition wγ0(d0) = h. Besides wγ0(0) = +∞.
Hence, it still remains to show that wγ0(+∞) = c for some such d0 and
h ∈ R. Choose and fix such d0. We analyze the relation between h and
wd0,h,γ0 for this d0. Since d0 is fixed and γ0 depends on h, we use the
notation γ0(h) = γ0(d0, h). Our goal now is to show that the application
`(h) = limd→∞wd0,h,γ0(h)(d) is well-defined, continuous in R and surjective
on R.
Lemma 3.15. The map h 7→ γ0(h) is continuous.
Proof. Suppose by contradiction that γ0(h) is not continuous at some h
∗ ∈
R. Then, there exists a sequence (hk) and ε > 0 such that
hk → h∗ and |γ0(hk)− γ0(h∗)| > ε. (3.28)
Observe that, from Proposition 3.10 and Theorem 3.12, −1 + δ ≤ γ0(hk) <
0. Hence, up to a subsequence, there exists γ∗ ∈ [−1 + δ, 0] such that
limk→∞ γ0(hk) = γ∗. Consider the solution (wk, gk) of (3.4) associated to
(γ0(hk)), that is, wk(d0) = hk and gk(d0) = γ0(hk). Observe that the
domain of (wk, gk) is (0,+∞) and gk(0+) = −1, thanks to Theorem 3.12.
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Moreover, |gk| < 1 and |g′k| is bounded by Lemma 3.4. Hence, extending
gk continuously at 0 by gk(0) = −1, we can apply Arzela`-Ascoli Theorem
to conclude that some subsequence of (gk) converges uniformly to some
continuous function g˜ in [0, d0]. Observe that
g˜(0) = lim
k→∞
gk(0) = −1 and g˜(d0) = lim
k→∞
gk(d0) = γ
∗.
On the other hand, from the continuous dependence of solutions on initial
conditions, hk → h∗ and γ0(hk) → γ∗, it follows that wk → w∗ and gk →
g∗ uniformly in compacts of Ih∗,γ∗ , where (w∗, g∗) is the solution of (3.4)
in Ih∗,γ∗ such that w
∗(d0) = h∗ and g∗(d0) = γ∗. Therefore, g˜ = g∗ in
[0, d0] ∩ Ih∗,γ∗ . If 0 ∈ Ih∗,γ∗ , then g∗(0) = g˜(0) = −1, contradicting that
|g∗| < 1 in Ih∗,γ∗ . Hence, the left endpoint of Ih∗,γ∗ , denoted by d∗, satisfies
0 ≤ d∗ < d0.
Next, notice that
lim
d→d∗
g∗(d) = −1,
otherwise, according to Corollary 3.7, limd→d∗ g∗(d) = 1, which contradicts
gk → g∗ and gk < 0 from (d) of Corollary 3.7. Hence, the solution gk :
(0,+∞) → R converges uniformly to the solution g∗ : (d∗,+∞) → R in
(d∗, d0], and limk→∞ gk(d∗) = limd→d∗ g∗(d) = −1. Following the same
argument as in Claims 2 and 3 of Theorem 3.12, one can show that d∗ = 0
and g∗ is a solution of (3.4) in (0,+∞) satisfying g∗(d0) = γ∗ and w∗(d0) =
h∗. Moreover, limd→0 g∗(d) = −1, since gk → g∗ and gk < 0. Hence, from
Proposition 3.13, γ0(h
∗) = γ∗. But, this contradicts γ0(hk)→ γ∗ and (3.28),
proving that γ0 is continuous. 
Lemma 3.16. For any h ∈ R, there exists lim
d→+∞
wd0,h,γ0(d). We denote this
limit by `(h). Moreover, the convergence is uniform in h.
Proof. To simplify notation, we denote gγ0(d) = gγ0(h)(d) by gh(d). First
recall that gh < 0 from (d) of Corollary 3.7. Moreover, from Lemma 3.5
and Proposition 3.10, we deduce that there exists β ∈ (0, 1) that does not
depend on h such that gh(d) ≥ −β for d ≥ d0. Therefore, we have
1√
1− g2h(d)
≤ C1 := 1√
1− β2 for d ≥ d0. (3.29)
We also recall that, according to (3.16), there holds
|gh(d)| ≤ cosh
n−1(d0)
coshn−1(d)
+ ρ(d) for d ≥ d0. (3.30)
Since d0 is fixed and γ0 depends on h, we use the notation wh(d) = wd0,h,γ0(d).
Using (3.6), the inequalities (3.30) and (3.29) imply
|wh(d2)− wh(d1)| =
∣∣∣∣∣∣
∫ d2
d1
gh(t)√
1− g2h(t)
dt
∣∣∣∣∣∣ ≤ C1
∫ d2
d1
coshn−1(d0)
coshn−1(t)
+ ρ(t) dt,
for d0 ≤ d1 < d2. So using (3.17), we obtain that
|wh(d2)− wh(d1)| ≤ C0
(
1
coshn−1(d1)
+ ρ(d1) +
∫ d2
d1
ψ(s, 0) ds
)
, (3.31)
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for some constant C0 depending only on n, d0 and ψ. From this, we get
that wh is bounded in [d1,+∞). Furthermore, since gh < 0 and wh satisfies
(3.6), we deduce that wh is decreasing. Thus, wh(d) converges as d → ∞.
The uniform convergence is due to the fact that the right-hand side of (3.31)
does not depend on h. This establishes the proof. 
We are now in position to prove the following theorem:
Theorem 3.17. The application h 7→ `(h) is continuous in R and surjective
on R.
Proof. Let h0 ∈ R and ε > 0. By Lemma 3.16, we have, for d1 > d0 large
enough,
|wh(d1)− `(h)| < ε/3 for any h ∈ R.
On the other hand, from Lemma 3.15, if h is close to h0, then γ0(h) is close
to γ0(h0). Hence, using the continuous dependence of solutions on initial
conditions, there exists δ1 > 0 such that if |h− h0| < δ1, then
|wh(d)− wh0(d)| = |wd0,h,γ0(h)(d)− wd0,h0,γ0(h0)(d)| < ε/3 for d ∈ [d0, d1].
In particular,
|wh(d1)− wh0(d1)| < ε/3.
Therefore, if |h− h0| < δ1, we have
|`(h)− `(h0)| ≤ |`(h)−wh(d1)|+ |wh(d1)−wh0(d1)|+ |wh0(d1)− `(h0)| < ε.
Thus, the application h 7→ `(h) is continuous. To prove that ` is surjective,
let
σ := C0
(
1
coshn−1(d0)
+ ρ(d0) +
∫ +∞
d0
ψ(s, 0) ds
)
.
Then, from Lemma 3.16 (see (3.31)), we have
|wh(d0)− `(h)| ≤ σ for any h ∈ R.
Recalling that wh(d0) = h, we deduce that h − σ ≤ `(h) ≤ h + σ and,
therefore,
lim
h→+∞
`(h) = +∞ and lim
h→−∞
`(h) = −∞.
The continuity of ` implies that ` is an onto application. 
Corollary 3.18. For any c ∈ R, problem (3.3) and, therefore, problem
(3.2) have a solution. The solution w of problem (3.3) is a decreasing func-
tion in (0,∞), satisfying w > c. Even if f changes sign, this solution is a
supersolution of (3.1).
Proof. According to Theorem 3.17, `(h) is surjective on R. Then, there exists
hc such that `(hc) = c. Therefore, the solution whc(d) = wd0,hc,γ0(hc)(d)
associated to hc is the one that we are looking for.
Remind that gγ0 = gd0,hc,γ0(hc) that corresponds to whc = wd0,hc,γ0(hc)
satisfies
lim
d→0
gγ0(d) = −1,
according to Theorem 3.12. Hence, from the last item of Lemma 3.4, gγ0 < 0
in [0,+∞). Therefore, w′hc(d) < 0 for any d > 0, that is, the solution of
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(3.3), whc is a decreasing function. Then, using that whc(+∞) = c, we
conclude that whc > c.

By a standard comparison argument, we also have:
Proposition 3.19. There exists a subsolution W : [0,+∞)→ R for (3.3),
given by (3.26), satisfying W (+∞) = c and W (d) ≤ whc(d), where whc is
the solution from previous corollary.
Proof of Theorem 3.3. Let W and whc be as stated in Proposition 3.19.
Then they are sub and supersolutions of Q(v) = f(x, v) in B such that
W,whc = +∞ on S and W,whc = c on ∂∞B. Set
SB =
{
σ ∈ C0 (B) |σ is a subsolution of Q and W ≤ σ ≤ whc
}
.
From the results from Section 2, it is clear that Perron’s method can be
applied to the equation Q(v) = f(x, v) and we conclude that the function u
defined in B by
u(x) = sup
σ∈SB
σ(x), x ∈ B,
is C2 and satisfiesQ(u) = f(x, u). Clearly u|S = +∞, u extends continuously
to ∂∞B and u|∂∞B = c, since W ≤ u ≤ whc .
Observe that whc is a supersolution of (3.1) even if f changes sign and
satisfies only conditions I and II. If w˜ is a supersolution of Q(v) = −f(x, v)
that satisfies v = −c on ∂∞B and v = +∞ on S, then −w˜ is a subsolution
of (3.1) that satisfies v = −∞ on S. 
4. The asymptotic Dirichlet problem
In this section, we solve the asymptotic Dirichlet problem for our pre-
scribed mean curvature type equation by making use of the Scherk type
solutions obtained in the previous section. We refer to [3] for related results
using another method.
Proof of Theorem 1.2. First consider the case where f satisfies condition II.
We use Perron’s method by setting
Sϕ =
{
σ ∈ C0 (Hn) |σ is a subsol. and lim sup
x→x0
σ(x) ≤ ϕ(x0), x0 ∈ ∂∞Hn
}
and defining
u(x) = sup
σ∈Sϕ
σ(x), x ∈ Hn.
We first prove that u is well defined. Set
C1 = min
∂∞Hn
ϕ and C2 = max
∂∞Hn
ϕ.
Let S1 ⊂ B2 and S2 ⊂ B1 be two totally geodesic hypersurfaces of Hn where
each Bi, i = 1, 2, is a connected component of Hn\Si. By Theorem 3.3, let
wi be two Scherk type supersolutions of (3.1) in Bi such that wi|∂∞Bi = C2
and wi|Si = +∞. Let vi be two Scherk type subsolutions of (3.1) in Bi such
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that vi|∂∞Bi = C1 and vi|Si = −∞. Define super and subsolutions w, v in
Hn by
w(x) =

w1(x) if x ∈ B1\B2
inf {w1(x), w2(x)} if x ∈ B1 ∩B2
w2(x) if x ∈ B2\B1
and
v(x) =

v(x) if x ∈ B1\B2
sup {v1(x), v2(x)} if x ∈ B1 ∩B2
v2(x) if x ∈ B2\B1.
Since v ∈ Sϕ by the comparison principle we have that σ ≤ w for all σ ∈ Sϕ.
It follows that u is well defined. Perron’s method then guarantees that
u ∈ C2 (Hn) and that Q(u)(x) = f(x, u) for all x ∈ Hn. We now prove that
u extends continuously to ∂∞Hn and that u|∂∞Hn = ϕ.
Choose x0 ∈ ∂∞Hn and let ε > 0 be given. Since ϕ is continuous, there
exists an open neighborhood W ⊂ ∂∞Hn of x0 such that ϕ(x) < ϕ(x0)+ε for
all x ∈W . We may take a totally geodesic hypersuface S of Hn such that one
of the connected components of Hn\S, say B, is such that x0 ∈ ∂∞B ⊂ W.
Define a Scherk type solution w˜ on B such that w˜|S = +∞ and w˜|∂∞B = C,
where C = ϕ(x0) + ε. Note that given σ ∈ Sϕ, and denoting by σB = σ|B,
the comparison principle implies that w˜|B ≤ σB. It follows that u ≤ w˜ in B
and then
lim sup
x→x0
u(x) ≤ ϕ(x0) + ε.
We may also construct a subsolution v˜ ∈ Sϕ such that v˜|∂∞B = C, where
now C = ϕ(x0)− ε so that
lim inf
x→x0
u(x) ≥ ϕ(x0)− ε.
Since ε > 0 is arbitrary we obtain that limx→x0 u(x) = ϕ(x0), concluding
the proof when condition II is satisfied.
If, instead of condition II, we assume φ(r) ≤ (n − 1) coth(r), we obtain
the following a priori bound for a solution u to the (1.4). Let o ∈ Hn be
the point in condition I. Let v : [0,∞)→ R be the solution of the following
ODE 
Q(v ◦ r) = φ(r)
v′(0) = 0
v(∞) = M,
(4.1)
where M = sup
∂∞Hn
ϕ. Then
v(r) =
∫ +∞
r
ρ˜(t)√
1− (ρ˜(t))2dt+M
for
ρ˜(t) =
1
sinhn−1(r)
∫ r
0
φ(s) sinhn−1(s)ds.
Observe that condition I and φ(r) ≤ (n−1) coth r imply that sup |ρ˜(t)| < 1.
Hence the fact that v is well defined follows from the integrability of ρ˜,
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that is proved as Remark 3.8. Therefore we have an upper barrier for the
Dirichlet problem (1.4).
We conclude the proof by modifying our function f in (1.4) to a new
function fˆ ∈ C2(Hn × R) satisfying:
fˆ(x, t) =
{
f(x, t) if t ≤ v(0)
g(x, t) if t ≥ v(0) + 1
where g satisfies conditions I and II. Hence, from the previous case, there is
uˆ solution to the (1.4) with fˆ . Nevertheless, uˆ also satisfies (1.4) for f since
uˆ is bounded by v ◦ r and therefore by v(0).

5. Removable asymptotic singularities
In this section, we show that there is no isolated singularity on the as-
ymptotic boundary for the solution to (1.4). For that, we study a Dirichlet
problem similar to the one studied in section 4, in which we relax the bound-
ary condition: {
Q(v) = f(x, v) in Hn
v = ϕ on ∂∞Hn\{p1, . . . , pk},
(5.1)
where ϕ ∈ C0(∂∞Hn) is a given function, pi ∈ ∂∞Hn and f ∈ C1(Hn × R)
satisfies conditions I, II and ft(x, t) ≤ 0 in Hn × R. Using the Scherk type
solutions and following the same idea as in [2], we prove that a solution to
this problem can be extended continuously to the points pi, that is, such a
solution satisfies v = ϕ on ∂∞Hn.
However, since our Scherk type solutions are not isometric, in contrast
with the Scherk solutions used in [2], we need some auxiliary results to prove
that the solutions are bounded. For that, remind that ψ = ψS , defined in
Proposition 3.2, satisfies
ψS(d, t) = Ψ(d− dS(o), t).
where
Ψ(z, t) =
{ √
φ(|z|)h(t) if t ≥ 0√
φ(|z|)h(0) if t < 0
and d(x) = dS(x) is the signed distance function to S. Observe that for any
totally geodesic hypersphere S0 that contains the point o, we have dS0(o) = 0
and, therefore, Ψ(d, t) = ψS0(d, t). Then, from Proposition 3.2, Ψ satisfies
the conditions (i)-(vi). Indeed, we have:
Lemma 5.1. Let o ∈ Hn as stated in I. Then there exists a nonnegative
C1 function Ψ : R×R→ R that satisfies (i) -(vi) from Proposition 3.2 and
such that for any totally geodesic hypersphere S,
|f(x, t)| ≤ Ψ(dS(x)− dS(o), t) for x ∈ Hn and t ≥ 0. (5.2)
Remark 5.2. Remind that for any totally geodesic hypersphere S and any
c ∈ R, according to Corollary 3.18, there exists a solution wS,c(d) of (3.3)
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with ψ replaced by ψS. Defining
gS,c =
w′S,c√
1 + (w′S,c)2
,
we have that (wS,c, gS,c) satisfies (3.4) with ψ replaced by ψS. Now we
present a result of some uniform bound of wS.c.
Lemma 5.3. There exist c0 > 0 and d1 > 0 with the following property: if
c ≥ c0, there exists a constant M > c that depends only on c, n, and Ψ,
such that, for any totally geodesic hypersphere S,
wS,c(d) ≤M for d ≥ d1.
Proof. Let S be a totally geodesic hypersphere and c ≥ 0. Remind, from
Theorem 3.12, that
lim
d→0
gS,c(d) = −1.
Using this, (3.4) and wS(+∞) = c, we conclude that
wS,c(d) = c−
∫ +∞
d
gS,c(t)√
1− g2S,c(t)
dt (5.3)
and
gS,c(d) =
1
coshn−1(d)
(
−1−
∫ d
0
ψS(s, wS,c(s)) cosh
n−1(s)ds
)
. (5.4)
Observe now that, from Corollary 3.18, wS,c is decreasing and, therefore,
wS,c(d) ≥ c. Hence, using (5.4) and that ψS(d, t) is nonincreasing in the
variable t, we get
gS,c(d) ≥ 1
coshn−1(d)
(
−1−
∫ d
0
ψS(s, c) cosh
n−1(s)ds
)
. (5.5)
From (v), there exists c0 > 0 such that
ψS(d, t) = Ψ(d− dS(o), t) ≤ Ψ(0, t) ≤ 1
2n+1
for any d ∈ R and t ≥ c0. This c0 does not depend on S, but only on φ(0)
and h. Hence, if c ≥ c0, inequality (5.5) implies that
gS,c(d) ≥ 1
coshn−1(d)
(
−1−
∫ d
0
1
2n+1
coshn−1(s)ds
)
.
Therefore, using that coshn−1(d) > 4 for d ≥ 4 and∫ d
0
coshn−1(s)ds
coshn−1(d)
< 2n−1 for any d ≥ 0,
we conclude that
gS,c(d) ≥ −1
2
for d ≥ 4 and c ≥ c0.
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Moreover, gS,c(d) < 0 according to the proof of Corollary 3.18. Then
|gS,c(d)| ≤ 1/2 for d ≥ 4 and c ≥ c0. From this and (5.3),
wS,c(d) ≤ c+ 2√
3
∫ +∞
d
|gS,c(t)| dt for d ≥ 4 and c ≥ c0. (5.6)
Now using again (5.4) and that ψS(d, 0) ≥ ψS(d, t) for any d, we get
|gS,c(d)| < 1
coshn−1(d)
+ ρ(d),
where ρ is defined in (3.16) with d0 = 0 and ψ replaced by ψS . Then, from
(5.6) and (3.17), we have
wS,c(d) ≤ c+ 2√
3
∫ +∞
d
(
1
coshn−1(s)
+ ρ(s)
)
ds
≤ c+ 2√
3
∫ +∞
0
1
coshn−1(s)
ds+
2n√
3(n− 1)
∫ +∞
0
ψS(s, 0) ds,
for d ≥ 4 and c ≥ c0. Since, by the definition of Ψ and (vi),∫ +∞
0
ψS(s, 0) ds =
∫ ∞
−dS(o)
Ψ(s, 0)ds ≤
∫ ∞
−∞
Ψ(s, 0)ds <∞,
the proof follows.

Now we state a comparison principle for some unbounded domains.
Lemma 5.4. Let U be a domain in Hn, possibly unbounded. Suppose
that w1 and w2 are respectively a sub and a supersolution of Q(w(x)) =
ψ(d(x), w(x)) in U such that
lim sup
x→p
w1(x) ≤ lim inf
x→p w2(x) for any p ∈ ∂U ∪ ∂∞U
and, for some A <∞, we have lim supx→q w1(x) ≤ A for any q ∈ ∂U∪∂∞U .
Then, w1 ≤ w2 in U .
Now making some adjustments in the proof of Theorem 1.1 of [2], we
obtain:
Proposition 5.5. If u ∈ C2(Hn) ∩ C0(Hn\{p1, . . . , pk}) is a solution of
(5.1), then u is bounded.
Proof. For each pi let Bi be a totally geodesic hyperball such that pj ∈ ∂∞Bi
if and only if i = j. We can suppose pi ∈ int ∂∞Bi and we denote by Hi the
hypersphere that bounds Bi.
Since pj 6∈ ∂∞Hi for any j ∈ {1, . . . , k}, u is continuous in Hi ∪ ∂∞Hi
and, therefore, is bounded on Hi. Then set
c1 = max{c0, sup
∂∞Hn
ϕ, sup
H1
u, . . . , sup
Hk
u},
where c0 is given in Lemma 5.3. Since c1 ≥ c0, we deduce from Lemma 5.3
that there exist M > c1 and d1 > 0 such that
wH,c1(d) ≤M for d ≥ d1, (5.7)
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for any totally geodesic hypersphere H. Let H∗ be some totally geodesic
hypersphere contained in B1 such that dist(H
∗, ∂B1) > d1. Hence,
dist(H∗,Hn\B1 ∪ · · · ∪Bk) > d1 and, therefore (5.7) implies that
wH∗,c1(dH∗(x)) ≤M for x ∈ Hn\B1 ∪ · · · ∪Bk.
Using that u ≤ c1 on the boundary and asymptotic boundary of Hn\B1 ∪
· · ·∪Bk, the comparison principle (Lemma 5.4) and wH∗,c1 ≥ c1, we conclude
that
u ≤ wH∗,c1 ≤M in Hn\B1 ∪ · · · ∪Bk. (5.8)
Now we prove that u ≤ M in Bi. For that, take a sequence of totally
geodesic hyperspheres Sm that converges to pi. Let Ym be the connected
component of Hn\Sm whose asymptotic boundary does not contain pi. Ob-
serve that Hn\Bi ⊂ Ym for m large and ∪mYm = Hn. Consider the problem
Q(v ◦ dSm) = ψSm(dSm , v ◦ dSm) in Ym
v = c1 on ∂∞Ym
v = +∞ on Sm,
where ψSm is defined in Proposition 3.2 and in the beginning of this sec-
tion. According to Remark 5.2, this problem has a solution wSm,c1(dSm(x)).
Moreover, from (5.7), we get
wSm,c1(d) ≤M for d ≥ d1. (5.9)
From Corollary 3.18, wSm,c1(d) > c1 for any d. Hence, wSm,c1 > c1 ≥ u on
Hi = ∂Bi, wSm,c1 ≥ u on ∂∞(Ym ∩ Bi) and wSm,c1 = +∞ > u on ∂Ym.
Therefore, Lemma 5.4 implies that
u(x) ≤ wSm,c1(dSm(x)) in Ym ∩Bi for m large.
Let z ∈ Bi. Then z ∈ Ym ∩ Bi for m sufficiently large, since ∪Ym = Hn.
Moreover, using that Sm converges to pi, we have dSm(z) > d1 for m large.
Therefore, from (5.9), we conclude that
wSm,c1(dSm(z)) ≤M for m large.
Hence u ≤ M in Bi. From this and (5.8), it follows that u ≤ M in Hn.
Analogously, one can show that u is bounded from below. This establishes
the proof. 
The proof of the next result follows the same idea as in Theorem 1.1 of
[2].
Proof of Theorem 1.3. For p ∈ {p1, . . . , pk}, we have to prove that
lim
x→pu(x) = ϕ(p).
Observe that v := u − ϕ(p) is a solution of Q(v) = f˜(x, v) in Hn and
v = ϕ − ϕ(p) on Hn\{p1, . . . , pk}, where f˜(x, v) := f(x, v + ϕ(p)) satisfies
I and II. Then, we can suppose w.l.g. that ϕ(p) = 0. That is, we need to
show that
lim
x→pu(x) = 0.
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Let
K = lim sup
x→p
u(x).
According to Proposition 5.5, u is bounded from above by some M, so
K ≤ M. We show now that, for any δ > 0, we have K ≤ δ. Suppose
by contradiction that K > δ, for some δ > 0. Now consider a decreasing
sequence (Vj) of totally geodesic hyperballs “concentric” at p (that is, p is
one of the ending point of a geodesic that cross each ∂Vj orthogonally), such
that ⋂
j
V j = {p}, sup
Vj
u < K + 1/j and sup
∂∞Vj
ϕ ≤ δ
2
.
For each j, let V˜j ⊂ Vj be a totally geodesic hyperball concentric with Vj at
p such that
dist(∂V˜j , ∂Vj) ≥ j and sup
x∈V˜j
u(x) > K − 1/j.
Then there exists a sequence (xj) that satisfies xj ∈ V˜j and
K − 1/j < u(xj) < K + 1/j.
Denote A = V1 and let Tj : Hn → Hn be an isometry that preserves
p, Tj(V˜j) ⊃ A and yj := Tj(xj) ∈ ∂A. Since Tj(Vj) and Tj(V˜j) are to-
tally geodesic hyperballs and Tj(Vj) ) Tj(V˜j) ⊃ A, we have that ∂∞A ⊂
int ∂∞Tj(Vj) for any j. Observe that
uj = u ◦ T−1j
satisfies
sup
Tj(Vj)
uj < K + 1/j and uj(yj) > K − 1/j, (5.10)
and is a solution of
Q(v(y)) = f(T−1j (y), v(y)),
since Q is invariant under isometries. We have also that Tj(Vj) is a totally
geodesic hyperball and uj ≤ δ/2 on ∂∞(Tj(Vj))\{p} since u = ϕ ≤ δ/2
on ∂∞Vj\{p}. Moreover, using that A ⊂ Tj(Vj) and p 6∈ ∂∞(Hn\A), we
have that ∂∞A ∩ ∂∞(Hn\A) ⊂ ∂∞Tj(Vj)\{p}. Therefore, uj ≤ δ/2 on
∂∞A ∩ ∂∞(Hn\A).
For q ∈ ∂∞A ∩ ∂∞(Hn\A), let Bq be a totally geodesic hyperball disjoint
with V2 such that q ∈ int∂∞Bq and Bq ⊂ Tj(Vj) for any j. (This is possible
since (Vj) is a decreasing sequence, ∂Tj(Vj) is a totally geodesic hypersphere,
dist(∂Tj(Vj), A) ≥ j as in [2] and, then some neighborhood of ∂∞A ⊂
int ∂∞Tj(Vj) for any j). As in Theorem 1.2, consider the supersolutions wq
of 
Q(v)(y) = f(T−1j (y), v(y)) in Bq
v = +∞ on ∂Bq
v = δ/2 on int ∂∞Bq.
Such a problem is solvable according to Theorem 3.3, since f(T−1j (y), t)
satisfies I and II. Since uj ≤ wq = δ/2 on int ∂∞Bq, Lemma 5.4 implies that
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uj ≤ wq in Bq. Let B˜q ⊂ Bq be the hyperball with boundary equidistant to
∂Bq, for which wq < δ in B˜q. Hence uj < δ in B˜q and, therefore,
uj < δ in B˜ (5.11)
for any j, where
B˜ =
⋃
q∈∂∞A∩∂∞(Hn\A)
B˜q.
Observe that B˜ is a neighborhood of ∂∞A∩∂∞(Hn\A) and ∂A\B˜ is compact.
Now we prove that there exists some w defined in Hn that is the limit
of some subsequence (uj) and is a solution of the minimal surface equation.
This function is also not constant and satisfies maxw = K contradicting the
maximum principle.
First, remind that we have already noted that Tj(Vj) ⊃ A and
dist(∂Tj(Vj), A) ≥ j,
which implies that “Tj(Vj) → Hn”. This means that any compact set F ⊂
Hn is contained in Tj(Vj) for large j. Since |u| is bounded by M , we have
supF |uj | ≤M , for large j. In fact, this estimative holds in any neighborhood
of F . Hence, from Proposition 2.2,
sup
F
|∇uj | ≤ L, (5.12)
where L is some positive constant that does not depend on j. From Arzela`-
Ascoli, there is some subsequence of (uj) that converges uniformly in F .
Taking an increasing sequence of compacts sets Fm such that
⋃
m Fm =
Hn and applying a diagonal argument, we conclude that there exists some
subsequence, that we rename by uj , such that uj converges uniformly in any
compact subset of Hn. Let
w(x) = lim
j→∞
uj(x).
From (5.12), for any bounded open set U , we have also that uj is uni-
formly bounded in C1(U). From the linear eliptic PDE theory, (uj) admits
a converging subsequence in C2,α for some α ∈ (0, 1). Let w denote the limit
of this subsequence. Again, using a diagonal argument, we have that some
subsequence converges to w in C2,α(Hn). We can denote this subsequence
by uj .
Since “T−1j (F ) → ∂∞Hn” as j → ∞ for any compact F , condition I
implies that f(T−1j (y), uj(y)) → 0 uniformly in F as j → ∞. Hence, using
(5.12) and that uj converges to w in C
2, we have that Q(w) = 0. From
the classical theory, the graph of w is a minimal surface. Moreover, from
Tj(Vj) ⊃ F for large j and (5.10), it follows that
sup
Hn
w ≤ K.
Now, remind that yj = Tj(xj) ∈ ∂A. From (5.10) and (5.11), we conclude
that yj ∈ ∂A\B˜ if 1/j < K − δ. Since ∂A\B˜ is compact, upon passing
to a subsequence, yj converges to some y ∈ ∂A\B˜. Hence, from (5.10)
and the fact that uj converges to w uniformly in compact sets, we have
ON THE ASYMPTOTIC DIRICHLET PROBLEM 35
that w(y) = K. Then y is a maximum point of w and, therefore, by the
maximum principle, w is constant. However this contradicts that w(y) = K
and w < δ < K in B˜. From this, we conclude that K ≤ δ for any δ > 0
and, therefore, K = 0.
By a similar argument, we can prove that lim infx→p u(x) = 0, proving
that limx→pw(x) = 0 = ϕ(p). 
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