Image-to-image translation is the task of translating images between domains while maintaining the identities of the images. Generative Adversarial Networks (GANs), and in particular conditional GANs have recently shown incredible success in image-to-image translation and semantic manipulation. Such methods require paired data, meaning that an image must have ground-truth translations across domains. Cycle-consistent GANs solve this problem by using unpaired data. Such methods work well for translations that involve color and texture changes but fail when shape changes are required. This paper firstly analyzes the trade-offs between the cycle-consistency importance and the necessary shape changes required for natural looking imagery. We then propose computationally simple architectural and loss changes to allow the model to perform color, texture, and shape changes as required. The results demonstrate improved translations between domains that require shape changes. We additionally show how the embeddings learned by our model learn interesting and useful attention/segmentation information about the translated images.
INTRODUCTION
Given enough training samples of a specific domain, Generative Adversarial Networks (GANs) are very good at creating new samples of that same domain. The domain might be pictures of faces, bicycles, tables, or some other well defined distribution. As the domain becomes less focused, the performance drops off. For example, GANs are very good at creating frontal facial shots of Ian Goodfellow, even good at generating frontal facial shots of people, but struggle at generating pictures of people performing work-related tasks.
Different from the arbitrary generation of an image, image-to-image translation is the task of converting an image from one domain to a second domain, while keeping all else as similar as possible. For example, converting a daytime image to a nighttime image, or changing the texture of a dress in an advertisement, or changing a male face to a female face. Through the use of paired generators, discriminators, and reconstruction elements, cycle-consistent GANs work extremely well in specific cases where the color/texture per class is relatively consistent and where the shape and environment between the translated classes is very similar. However, Fig. 1 . General flow of the proposed model translating an image from domain A (Apple) to domain B (Orange). A zero mask is concatenated with a real image and fed into the generator. The translated image is fed into the discriminator, and both the fake image and the embedding channel are used to reconstruct the input. The same flow applies for the translation from domain B to domain A. such models typically fail when significant shape changes are required.
We propose the addition of an embedding channel to both the input and output of the generator to encourage the Cycle-GAN model to learn the additional information required to make shape changes in unpaired image-to-image translation. We call our method embedded cycle-consistent GAN. A regularization term controls the behavior, essentially making our work a superset of cycle-consistent GANs.
BACKGROUND
A GAN [1] is a model consisting of two neural networks: a generator, G, whose purpose is to generate "fake" samples that mimic real samples from a domain dataset, and a discriminator, D, whose purpose is to discriminate between real and fake samples. The two networks are trained together in an adversarial fashion such that over time, the generator learns to generate better samples and the discriminator learns to dis-criminate between real and fake samples better. Typically the input to the generator is a noise vector, whose random distribution controls the randomly generated image. Often, this noise vector is paired with a vector representation of an object (word, image, sentence), to constrain the resulting image [2] .
Building on top of the success of GANs, Zhu et al. [3] and Kim et al. [4] introduced cycle-consistent GANs and demonstrated outstanding image-to-image translation performance. Their models consist of two generators and two discriminators. The generators take an image as an input instead of a noise vector and output an image that is meant to keep the identity of the image the same while only changing the domain of the image. The input is reconstructed from the generated image, using the paired generator, and is compared to the original input to ensure that only the domain, not the identity of the image has changed.
Related Work
Semantic manipulation in images using GANs has been the subject of considerable research. Mirza and Osindero [5] introduced conditional GANs. These GANs demonstrated how feeding class information to both the generator and discriminator can allow the model to generate samples of a desired class. Chen et al. [6] introduced InfoGAN, which uses mutual information between the noise input to the generator as well as a latent representation input to the generator to learn and control semantic information in generated images.
Isola et al. [7] , Luc et al. [8] , and Zhang et al. [9] experimented with image-to-image translation and semantic segmentation using conditional GANs, adversarial networks, and cycle and shape consistent GANs respectively. Bashkirova et al. [10] explored unsupervised video-to-video translation using cycle consistent adversarial networks.
Multiple groups proposed different models to address the challenges that rose with cycle-consistent GANs. Yang et al. [11] proposed to add an attention network in addition to the generator to help focus image translation to the subject object. Gokaslan et al. [12] introduced a discriminator with dilated convolutions to perform image segmentation instead of just binary classification and thus provided the generator with more robust feedback during training to improve shape deformations and artifacts. Lu et al. [13] proposed an identity-guided conditional CycleGAN to translate lowresolution face images to high-resolution face images. Ehsan Hosseini-Asl et al. [14] proposed a multi-discriminator CycleGAN model for speech domain adaptation. Hiasa et al. [15] extend CycleGAN by adding a gradient-consistency loss to improve accuracy at the boundaries of MRI and CT image synthesis. Choi et al. [16] introduced StarGAN, a cycleconsistent adversarial network that performs multi-domain image-to-image translation using a single generator and a single discriminator using multiple datasets. Fig. 2 . Conversion from a rose to a daisy domain using various levels of cycle-consistency in cycle-consistent GANs. The top shows the fake daisy images generated from the real rose image on the left. The bottom shows the reconstructed images from the corresponding fake images above it. Fig. 3 . The same example as Fig. 2 , but using our embedded cycle-consistent GAN. In addition to reconstructed images in the middle row, the bottom row shows the corresponding embedding channels.
PROPOSED MODEL AND METHODOLOGY
Cycle-consistent GANs utilize a cycle-consistency loss to ensure that the identity of the image remains the same while only the domain of the image changes. Such models work well in specific cases where the color and texture of the domains are well understood and where the shape and environment between the translated domains are similar. However, when significant shape changes are required, these models often fail because:
• Cycle-consistency loss overpowers generator loss:
When significant shape changes are required, the model faces a trade-off between keeping its identity and changing its domain. With no or low cycle-consistency the model may change the shape of the object in the image but it will also change other important information. As cycle-consistency increases, it becomes more important to reconstruct the input accurately, and the model is less likely to change shapes.
• Lack of Information: The fake image must contain all the information required for reconstruction. When shape changes aren't required, the information in the fake image is enough for a good reconstruction. However, when shape changes are required, either the fake image changed shape and it doesn't contain enough information for reconstruction or the fake image didn't change shape and it does contain enough information.
• "Weak" Discriminator: If the discriminator doesn't learn the features and structures of a class properly then a CycleGAN model won't be able to change shapes and translate images to this domain.
• Inconsistent dataset or insufficient data: If the data is not good enough, the model won't be able to learn the features and structures of the domains. Thus, the model won't be able to change shapes and translate images to this domain.
One objective of the proposed model is to allow for a reduced cycle-consistency loss while maintaining the ability to reconstruct the input properly and keep the identity of the translated images the same. This objective is achieved by providing the generator with additional information in the form of an additional image channel.
The additional channel was added to both the input and the output of the generator. The translated image is fed into the discriminator without the additional channel, but the additional channel is used when reconstructing the input. Thus, the model is able to learn a separate channel, which can be thought of as a latent embedding that helps in the reconstruction of the input. The idea is to encourage the generator to generate a properly translated image and an embedding of the changes to help aid the reconstruction back to the input. A regularization is applied on the embedding channel to encourage the model to learn only the required information and not memorize the entire image. The general flow of the model is shown in Fig. 1. 
Loss Function
The proposed model's objective starts with the objective of CycleGAN. An L 1 regularization term on the embedding channel is added with an additional hyper-parameter. The regularization terms are defined in (1), where G and F are generators translating images from domain X to domain Y and Y to X respectively. x and y are real images from domains X and Y respectively, and H is an embedding channel from the output of a given generator.
The full objective is defined in (2) , where L GAN is the original GAN objective for a given generator-discriminator pair and the order of the domains. L cyc is an L 1 cycle-consistency 
The hyperparameters λ cyc and λ reg correspond to the weight, or importance, of the cycle-consistency and embedding channel regularization in the loss. If Multiple embedding channels are used λ reg represents a vector of hyperparameters, where each hyper-parameter corresponds to a different embedding channel.
EXPERIMENTS, RESULTS, AND ANALYSIS

Experiments
We conduct several experiments to test the proposed model and understand cycle-consistent GANs better: Cycle-Consistency Strength: Test baseline CycleGAN model with various levels of cycle consistency. For comparison reasons, the first four experiments were performed on the Daisy and Rose classes from the Flowers Recognition dataset from Kaggle [17] . The fifth experiment was performed using the Pug and Pomeranian classes from the ImageNet [18] dataset.
Results and Analysis
Cycle-Consistency Strength
A CycleGAN model was trained with four levels of cycle consistency: no, low, medium, and high. The results in Fig. 2 demonstrate that the model is able to change the shape of the image to the new domain with no to low levels of cycleconsistency. Unfortunately, as cycle-consistency levels increase, the model is less able to change the shape of the object. Naturally, as the cycle-consistency level increases the model is able to reconstruct the input image better.
An Embedding Channel
An embedding channel was added to the input and output of the generator. By comparison with Fig. 2 , it can be seen in Fig. 3 that the model with an embedded channel is able to change shapes better with the same levels of cycle-consistency. Furthermore, the models were able to reconstruct the input significantly better starting at a low level of cycle-consistency. Interestingly, the learned embedding channel appears more emphasized with low and medium levels of cycle-consistency. With no cycle-consistency the model is not encouraged to learn useful embeddings and with high cycle-consistency the model doesn't need very useful embeddings because it has the information it needs in the fake image.
Embedding Channel Regularization
Low, medium, and high levels of regularization were applied on the embedding channel. As regularization levels increase, the reconstructed input becomes worse and the model learns less information in the embedding channel. The information about the changed object is last to be lost. Through the addition of regularization, the embedding channel appears to learn a sort of attention on the object of translation as shown in Fig.  4 . The generated fake image is best with a small level of regularization.
Embedding Channel Variations
Three embedding channel variations were applied to the model: using two embedding channels, using a downsampled embedding channel, and using two embedding channels-one high resolution (full-size) and one low resolution (downsampled). The first variation learns the structure of the image in both embedding channels, however in opposing colors and sharpness. The downsampled embedding channel learns a very attentive embedding that appears almost like segmentation of the subject of translation. The last variation learns opposing information in the high and low resolution maps.
Dogs: Pomeranians and Pugs
The proposed Embedded CycleGAN was evaluated against CycleGAN for the translation between two dog breeds: Pugs and Pomeranians. Fig. 6 shows the proposed Embedded CycleGAN changed shapes better while maintaining the identity of the original images.
CONCLUSION
This research provides a deep analysis into cycle-consistent GANs and sheds light upon its theory, workings, and limitations. Building upon CycleGAN, an Embedded CycleGAN model is introduced to provide the model with additional freedom to improve image-to-image translation when shape changes are required. By regularizing and observing the embedded channels, we gain additional insight into the behavior of CycleGANs. By changing the number of and the behavior of the embedded channels, we demonstrate the ability to introduce additional invariance to shape changes.
