Abstract. We show that the well-known least squares (LS) solution of an overdetermined system of linear equations is a convex combination of all the non-trivial solutions weighed by the squares of the corresponding denominator determinants of the Cramer's rule. This Least Squares Decomposition (LSD) gives an alternate statistical interpretation of least squares, as well as another geometric meaning. Furthermore, when the singular values of the matrix of the overdetermined system are not small, the LSD may be able to provide flexible solutions. As an illustration, we apply the LSD to interpret the LS-solution in the problem of source localization.
which is the required LSD (Eq. (4)).
If all the singular values ofA are not small, we cannot reduce the summation in the SVD. However, the Least Square Decomposition (LSD) (Eq. (6) Moreover, instead of using hyperbolas, Schmidt [4] has shown that the source location is the focus of a conic passing through the 3 sensors, hence the source is on the focal line. With more than 3 sensors, we have more than one focal lines. The intersections of these focal lines give the source location(s). Thus, we actually solving linear equations, not just an approximation using asymptotes as in the hyperbolic fixing technique. We can use the LSD to interpret the angles between the focal lines as a measure of the accuracy of the solutions. Formulations of the localization in 3-dimensions using Schmidt's method and other equivalent methods to get LS-solutions have been done [5] , [6] . We can interpret all these LS-solutions using the LSD similar to the 2-dimensional case.
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