The object studied in this paper is a pair ( ; Y ), where is a random surface in I R N and Y random vector eld on I R N . The pair is jointly stationary, i.e. its distribution is invariant under translations. The vector eld Y is smooth outside but may have discontinuities on . Gauss' divergence theorem is applied to derive a ow conservation law for Y . For I R 1 this specializes to a well-known rate conservation law for point processes. As an application relationships for the linear contact distribution of are derived.
Introduction
Recently much attention has been paid to the so-called rate conservation law formulated and proved in Miyazawa (1983 Miyazawa ( , 1985 and based on the following elementary observation. Let fT n : n 2 Z Zg denote a sequence of points on the real line satisfying T n < T n+1 for all n and T n ! + ? 1 as n ! + ? 1. Let (1.2) where the expectation symbols E and E 0 refer to the underlying stationary probability measure and the corresponding Palm measure, respectively, and where is the intensity of the underlying point process. The right-hand side may be interpreted as the expected di erence between left-and right-hand side limits of Y at a randomly chosen point of the underlying point process. A related result can be found in Franken et. al. (1981) .
Miyazawa's formula has been proved quite useful for applications (see e.g. Ferrandiz and Lazar, 1991, Baccelli and Br emaud, 1994) and has been termed one of the basic formulas of point process theory (see Br emaud, 1991) . Recently the rate conservation law has been formulated in a non-stationary (see Mazumdar, Kannurapatti and Rosenberg, 1991) and semi-martingale setting (see Bardham and Sigman, 1993) . As suggested by the recent survey by Miyazawa (1994) , Schmidt and Serfozo (1994) noticed that the rate conservation law re ects a simple equality between random signed measures which can also be taken to be random measures on the N-dimensional space.
All applications of the above rate conservation laws known to us concern processes in real time and depend strongly on the ordering of the real numbers. The aim of this note is to present a more general conservation principle which also applies to processes with a multi-dimensional parameter. The basic observation is again very simple: Spread a shing net over the real plane, IR 2 , and assume that Y is an IR 2 -valued vector eld on IR 2 which has a continuous divergence in the interior of each mesh and is continuous as the boundary of a mesh is reached from inside the mesh. Each piece of string between two knots of the net is part of the boundary of exactly two meshes. The net ow of the vector eld accross such a piece is given by
where this is an integral along the piece, (x) denotes a unit normal of the line at the point x, Y ? (x) is the vector at this point as it is approached from inside one of the meshes, Y + (x) likewise for the other mesh, and h ; i denotes the inner product on IR 2 . Continuity of the integrand is also an assumption. If all this is consistently de ned, then Gauss' divergence formula, applied to all meshes which are fully inside the circle with origin 0 and with radius r, yields the formula
where the integral on the left-hand side is over all interiors of the said meshes, the integral on the right-hand side is taken along all the pieces of string that are parts of the boundaries of two of the meshes, L r denotes the total length of those pieces, V r the volume (area) of the circle, and R r a remainder originating from pieces of string that are part of the boundary of only one of these meshes. As r ! 1, if all is decent, this may yield a relationship divY = hY ? (0) ? Y + (0); (0)i;
(1.3) with an interpretation analogous to (1.1). Gauss' divergence theorem can be formulated in any dimension. The corresponding one-dimensional analogue of the argument that leads to (1.3) is the one that leads to (1.1). The purpose of this note is to establish, in a stationary random context, the formula E divY (0) = E 0 hY ? (0) ? Y + (0); (0)i; (1.4) the interpretation being analogous to that for (1.2), for all dimensions N.
It is advisable from here onwards to stop thinking in terms of network-like structures. Relationship (1.3) can equally well be written down for a plane littered with twodimensional potatoes and an admissable vector eld which would then have to be smooth everywhere but on the potato skins. The latter situation could, for example, correspond to a germ-grain model, whereas the shing net could be replaced by a respectable object such as a tesselation (see e.g. Stoyan, Kendall and Mecke, 1987 , for these notions). We will view the total of the shing line making up our shing net, resp. the union of all the potato skins, as closed sets of IR 2 which we call surfaces. More generally we will consider random closed sets in I R N (see Matheron, 1975, and Stoyan, Kendall and Mecke, 1987) , such that, for each ! in the sample space, (!) is locally (up to a \negligible" set of points) an (N ? 1)-dimensional smooth surface in IR N and such that is the (topological) boundary of IR N n . Along with such a we study a random vector eld Y which is smooth on each connected component G of IR N n and which can be continuously extended to the closure G cl of G. Let = f (x) : x 2 IR N g be a normal eld in the sense that (x) has norm 1 and that, for x 2 , (x) is in the normal space of at x whenever the latter is well-de ned. Assuming , Y and to be jointly stationary, i.e. that the joint distribution of the triple is invariant under translations in IR N , and under some further technical conditions we shall prove (1.4), where E 0 denotes expectation with respect to the Palm probability of the stationary ((N ? 1)-dimensional) volume measure associated with and where is the mean (N ? 1)-dimensional volume of \ 0; 1] N : We refer to Mecke (1967) for the de nition of P 0 in a canonical framework. The equality (1.4) establishes a relationship between the mean stationary divergence and the mean ow through a typical point of .
Therefore it could be called a ow conservation law. If N = 1 then = fT n : n 2 Z Z + g is a set of isolated points and we can take (x) 1. Then (1.4) reduces to the rate conservation law (1.2).
The paper is organized as follows. After having stated some basic facts on stationary random measures in Section 2 we will introduce there the random surfaces as studied in this paper. Based on a suitable version of the divergence theorem we shall prove (1.4) in Section 3. In Section 4 we study the distribution of the distance of the nearest point of in a given direction, assuming that we are positioned at an arbitrary point in space or, alternatively, at a point of . We derive relationships between the two distributions, which generalize, in the one-dimensional case, a classical inversion formula for the corresponding distributions of the rst positive point of a point process. In stochastic geometry the distributions studied in Section 4 are known as the linear contact distributions of . For easy reference we have summarized some basic topological and analytical facts in the Appendix.
Preliminaries
We let ( ; F; P) denote the basic probability space and assume that x : ! , x 2 IR N , is a family of measurable isomorphisms such that (!; x) 7 ! x ! is measurable, x y = x+y ; x; y 2 IR N (2.1) and P x = P; x 2 IR N :
We consider a random measure on IR N (see Kallenberg, 1983) and assume that it is stationary in the sense that T y (!) = ( y !); ! 2 ; y 2 IR N ; (2.3) where T y is the random measure de ned by T y (A) := (fx + y : x 2 Ag); A 2 B N ; (2.4) where B N is the Borel -eld on IR N . This is the usual f x g-framework as introduced in Neveu (1977) for point processes and as, for instance, used in Z ahle (1984) is the Palm probability of . We refer to Mecke (1967) for the de nition of P 0 in a canonical framework. We may interpret P 0 as the conditional probability given that 0 is a \typical" point of (see Z ahle, 1984) . Another interpretation of P 0 can be based on an ergodic theorem for random measures as stated in Nguyen and Zessin (1976) . Mecke proved that P 0 is the unique probability measure satisfying the re ned Campbell formula
for all measurable f :
The random measures we are interested in are the volume measures of certain random manifolds. Before we introduce the latter rigorously we recall some basic topological and analytical de nitions. An extensive introduction into manifolds is given in Lang (1985) . Here we are close to the more elementary framework of the paper by K onig (1964 In this paper we use a version of Gauss' divergence theorem as in K onig (1964) . In order to formulate it we consider an open and bounded set G IR N , a closed set S with S(G) S @G and a continuous and bounded vector eld f : G (@GnS) ! IR N which is smooth on G. Then
provided that M N?1 (S) = 0, where div f is the divergence of f on G. (2.17) we may look at ' as a measure on IR N which is locally bounded due to (2.13). According to Z ahle (1982) the mapping ' 7 ! '(B) is measurable for all B 2 B N . For further measurability properties with respect to Matheron's -eld we refer to the latter paper as well as to Matheron (1975) .
The surface processes we study in this paper are random elements of (S; S). Similar processes have been considered by Mecke (1981) , Pohlmann, Mecke and Stoyan (1981) and Z ahle (1982) . The monograph by Stoyan, Kendall and Mecke (1987) Y (x) if x 2 G or if x 2 @G and the limit above does not exist:
We will apply this de nition to sets G which may depend on ! 2 .
In the formulation as well as in the proof of Theorem 3.1 below we will have to take special care of the set S( c ). It turns out that we lose nothing in terms of clarity of exposition if we assume that S( c ) is contained in a certain random closed set which satis es the conditions Unless stated otherwise we will only consider such ! 2 which are in the set N r . The dependence of random elements on ! will be suppressed in the notation. and provided that Y Gr is continuous and bounded on G r R and smooth on G r . In (3.13) the divergence div Y Gr is de ned by (3.6) with Y replaced by Y Gr . Next we want to show (3.14). Using Lemma 5. To prove this, we x an x 2 R( c ) n and have to distinguish between the two cases occuring in Lemma 5.4. In the rst case we have x 2 X(G) \ X(G 0 ) for exactly two elements G and G 0 of G( ) and the left-hand side of (3.20) is equal to hY G (x); G (x)i + hY G 0 (x); G 0 (x)i:
In view of (3.1) we either have G (x) = (x) and therefore x + t (x) = 2 G for su ciently small t > 0 or G (x) = ? (x) and therefore x + t (x) 2 G for su ciently small t > 0. Recalling that = R( c ) S( c ), that N r has the properties as speci ed in (3.11), and that S( c )
, we obtain from (3.19), (3.20) and the de nition of the random measure (see (2.17)) that Up to this point we have argued pathwise for xed ! 2 N r . Now we would like to take the expectations of both sides of (3.22). Thanks to (3.2), (3.7), (3.18) and (3.12) we have Ejbj H N?1 (@B r 
EjY i (0)j < 1:
Also it is obvious from the de nitions that (3.2) implies the same consistency relations for div Y , Y ? and Y + . Taking expectations on both sides of (3.22) and using (2.9) and (3.12) we get (leaving aside the problem of the existence of the integrals for a moment)
(3.24) Taking into account (3.23) we see that the conditions (3.8) and (3.9) are equivalent. Dividing by H N (B r ) and using (3.23) we may complete the proof by letting r ! 1. 2
We have used a version of Gauss' divergence theorem which seems to be general enough for possible applications but which still has an easy to check proof. It might well be that one could prove a more general theorem which avoids the assumption (3.4).
Remark 3.2 The assumptions on Y are assumptions on its restriction on IR N n . We may e.g. set Y (x) = const. on without a ecting the assumptions of Theorem 3.1 as well as (3.2).
Remark 3.3 Using (2.3) and (2.13) it is easy to prove that P(0 2 ) = 0. More generally, if is a random closed set which satis es (3.5) and which is stationary in the sense that fx ? y : x 2 (!)g = ( y !); y 2 IR N ; then P(0 2 ( )) = 0.
Remark 3.4 The de nition (2.8) implies P 0 (0 2 ) = 1. If is as in Remark 3.3 then, more generally, P 0 (0 2 ( n )) = 1. Remark 3. where (x) is the normal eld as in Section 3. Throughout the section we assume that Ifx 2 R( c )g, and (x) are jointly stationary as de ned in Section 3. By Remark 3.3, r(0) > 0 P-a.s. The function P(r(0) r), r > 0, is known as the linear contact distribution function of (see Stoyan, Kendall and Mecke, 1987) . The goal of this section is to express the latter in terms of P 0 (r(0) r). Note that has not been assumed to be isotropic (i.e. distributionally invariant under rotations), so that the latter distributions depend on the chosen w.
The vector eld Y we need to study, jointly with , is de ned by Y (x) = g(r(x))w, where g : 0; 1] ! IR is any measurable function which is smooth and bounded on 0; 1) and satis es g(0) = 0. Under technical assumptions, ensuring in particular P(r(0) < 1) = P 0 (r(0) < 1) = 1; the ow conservation law then implies, after some calculations, Eg 0 (r(0)) = E 0 g(r(0))jh (0); wij: (4.2) Let us introduce the probability measure Q := P 0 ( (0) 2 ); which is essentially the rose of direction of , see Stoyan, Kendall and Mecke (1987) . We let P 0;v be a regular version of the conditional probability (on ) given that (0) = v. This is a stationary point process obtained by intersecting with the ray in the direction of w originating in 0. We let F 0 denote the distribution of T 0 1 = r(0) under the Palm probability w.r.t. 0 , i.e. (see Franken et al., 1981) P(r(0) 2 dr) = 0 F 0 r; 1) dr; Letting r = 0 gives the well-known formula 0 = , (see Hilliard, 1962 , Pohlmann, Mecke and Stoyan, 1981 , Z ahle, 1982 , where := R jhz; wijQ(dz) has to be positive by (4.4).
Thus we arrive at the relationship In the remainder we shall re ne (4.3) by imposing on a further assumption. We assume that there is a random closed set , satisfying = @ . For example, could be a germ-grain model, see e.g. Stoyan, Kendall and Mecke (1987) . To t our stationary setting we assume that T y (!) = ( y !); ! 2 ; y 2 IR N ; (4.7) see also (2.3), where T y := fx ? y : x 2 g. We can then assume that the normal eld points outward , i.e. we have for x 2 R( c ) that x + t (x) 2 c for su ciently small t > 0.
If 0 = 2 then r(0) is the length of a ray external to , starting in 0 and ending in the next point of in the direction of w. If 0 is in the interior int of , then r(0) is the length of a corresponding internal ray. Assume now that 0 2 . If h (0); wi > 0 (resp. h (0); wi < 0) then r(0) is the length of a chord external (resp. internal) to . We refer to Serra (1982) , Saxl (1993) and Rataj (1993) for an extensive discussion of these notions. We denote by p := P(0 2 ) = EH N ( \ 0; 1] N ) the volume fraction of . Also we denote by a + and a ? the positive and the negative part of a number a 2 IR. Using now the vecor eld Y (x) := Ifx = 2 gg(r(x))w, the ow conservation law yields, after some calculations, the formula
(1 ? p)P(r(0) 2 drj0 = 2 ) = Z (hv; wi) + P 0;v (r(0) r)Q(dv) dr: (4.8) relating the distribution of the residual external chord-length seen from a point outside to the distribution of the corresponding chord-length seen from a typical point of . The corresponding result for the internal chord-length is pP(r(0) 2 drj0 2 int ) = Z (hv; wi) ? P 0;v (r(0) r)Q(dv) dr: (4.9)
Adding (4.8) and (4.9), gives again formula (4.3). Integrating (4.9) and taking into account (4.4), we obtain the formula p = E 0 r(0)(h (0); wi) ? E 0 r(0)jh (0); wij expressing the volume fraction of in terms of the distribution P 0 ((r(0); (0)) 2 ).
Appendix
We shall summarize some topological and analytical facts which can either be easily found in the textbooks or admit a straightforward proof. Therefore the proofs are omitted. The preceding lemma can be used as the main technical tool for proving the following property of the set S, introduced in Section 2. One has to use the fact that f(I ? ) and f(I + ) are connected, since I ? and I + are connected and f is continuous (see Simmons, 1963) , where I ? := f(t 1 ; . . .; t N ) 2 I : t N < 0g; I + := f(t 1 ; . . .; t N ) 2 I : t N > 0g:
