Abstract. We address the problem of fusing multifocus images based on the phase congruency (PC). PC provides a sharpness feature of a natural image. The focus measure (FM) is identified as strong PC near a distinctive image feature evaluated by the complex Gabor wavelet. The PC is more robust against noise than other FMs. The fusion image is obtained by a new fusion rule (FR), and the focused region is selected by the FR from one of the input images. Experimental results show that the proposed fusion scheme achieves the fusion performance of the state-of-the-art methods in terms of visual quality and quantitative evaluations.
Introduction
Multifocus image fusion is applied to obtain an image where all focused objects are selected. The crucial problem is deciding which portions of each input image are in better focus and merging them to obtain the extended depth-of-field image.
Focus measure (FM) and fusion rule (FR) are two main components in most image fusion methods. Generally, fusion methods are categorized into the spatial domain method and transform domain method.
1,2 A common implicit assumption in both domains is that detecting the local and sharp changes in intensity are equated with finding the focused region, and FM provides a focus detection metric. In the spatial domain, several FMs that detect the local and sharp changes in intensity are applied to image fusion, [3] [4] [5] and an advantage of spatial domain fusion methods is that FM is obtained easily with a low computational complexity. However, some spatial domain fusion methods render FR complex, such as FR based on an artificial neural network, [6] [7] [8] a support vector machine, 9 and an image matting technique (IMT). 10 In the transform domain, the local and sharp changes are indicated by the high-frequency subbands coefficients, and more informative coefficients that carry salient features are selected from subbands, which are generally decomposed by multiscale decomposition transforms. With the development of various multiscale decomposition transforms, many algorithms are proposed to fuse images, such as algorithms based on a Laplacian pyramid (LAP), [11] [12] [13] [14] real or complex wavelet, [15] [16] [17] [18] and multiscale directional filter banks. [19] [20] [21] In transform domain methods, FM is evaluated in the multiscale transform domain, and FR is realized in transform domain subbands. However, multiscale transform methods are generally shift-variant because of an underlying down-sampling process, they have a high-computational complexity, and the original intensities are not preserved in the fused image. [22] [23] [24] Spatial domain FRs are more suitable for the multifocus image fusion process than transform domain rules because the output of the former contains original focused regions from the input images. 4, 25 However, in spatial domain fusion methods, FM is obtained in the scale of the input images, and details in other scales are not detected well. Multiscale analysis is advantageous to present more details in different scales within an image simultaneously. In this paper, FM is obtained from different scales of the input images and FR is implemented in the spatial domain. A complex Gabor wavelet domain FM based on the phase congruency (PC) is applied to multifocus image fusion. FM obtained by the PC is robust against noise, and details such as edges and corners within an image are detected from multiscale components. 26, 27 A window-based verification FR is then proposed to achieve maximal PC at each spatial location.
The proposed image fusion scheme is compared with state-of-the-art methods, such as methods based on pulsecoupled neural network (PCNN), 7 guided image filter, 28 IMT, 10 and multiscale weighted gradient (MWG), 29 and it is also compared with classic methods: contrast pyramid 13 and shift-invariant wavelet. 16 The comparisons indicate the efficiency of the proposed fusion scheme by using three performance measures.
Fusion Scheme

Phase Congruency
The phase congruency function PC 1 ðxÞ is defined 30 in terms of the Fourier series expansion of a series at each point x in the signal as PC 1 ðxÞ ¼ max ϕðxÞ∈½0;2π P n fA n ðxÞ cos½ϕ n ðxÞ −φðxÞg P n A n ðxÞ ;
where the value ofφðxÞ maximizes the PC 1 ðxÞ, A n ðxÞ is the local amplitude of the n'th Fourier component at position x, and ϕ n ðxÞ is its local phase. We take a square wave to introduce the PC. As shown in Fig. 1 , the dashed line is the square wave that is periodic with 2π.
The Fourier series expansion of the square wave is represented by
The Hilbert transform of the signal sðxÞ is given by
The local amplitude of the n'th Fourier component at position x is computed by
The local phase is computed by ϕ n ðxÞ ¼ arctan h n ðxÞ s n ðxÞ :
We obtain the PC of the square wave by substituting Eqs. (4) and (5) into Eq. (1). As shown in Fig. 1 , the top green line shows the PC and all the sine waves are exactly in phase at the point of the step.
The step of the square wave is similar to sharp pixels at which the intensity of an image changes abruptly, so the local and sharp changes in intensity are detected by using the PC in this paper. The PC is applied to evaluate the quality of focus of the input images. If a pixel in one input images has a higher value of the PC than the same pixel in other input images, it implies that the pixel in the former one is focused.
As it is difficult to obtain the PC of an image, the PC is improved by using the log Gabor wavelet filters for each spatial location. 26 The details of the PC implementation have been given in Kovesi's papers. 26, 27 Different scales and orientations of the improved PC are summed up and the PC is given by 
The sigmoid function is a typical neuronal nonlinear transfer function that helps render outputs reachable. The weighting factor W o ðxÞ is a function of the spread of filter response values
where γ and c are the two constants, and χ o ðxÞ is given by
where N is the total number of scales and A max ðxÞ is the maximum amplitude.
The weighting factor has a larger value in a focused region of an image than an unfocused region. 26, 27 Figure 2 shows a flowchart for how to obtain the PC in one orientation. In Fig. 2 , the orientation suffix o is ignored and the space coordinates (x; y) are simplified and expressed by (x). An input image Iðx; yÞ of two variables represents the intensity, and x and y are the pixel indices. As it is difficult to compute Fourier components of an image, a series of different scale components are used in exactly the same way as Fourier components calculated the PC in Eq. (1) . A series of s n ðx; yÞ and h n ðx; yÞ are produced with different scales of the log Gabor wavelet filters. The s n ðx; yÞ and h n ðx; yÞ are obtained in the frequency domain s n ðx; yÞ þ ih n ðx; yÞ ¼ F −1 fF ½Iðx; yÞG ω ðu; vÞg;
where the real part of the output corresponds to s n ðx; yÞ, the imaginary part corresponds to h n ðx; yÞ, u and v are the frequency coordinate variables, F denotes the Fourier Fig. 1 The approximate Fourier reconstruction for a square wave and its phase congruency (PC). The square wave is dashed, the first four partial of the Fourier series are plotted with '+' in blue, the sum of these terms is red 'x', and the phase congruency is green 'diamond.' The all Fourier components are in phase at the point of the step where phase congruency is close to 1. 
Journal of Electronic
where α and σ 2 are used to produce angular interval between filter orientations, and σ 1 is set to 0.75 and 0.55 to obtain one and two octave bandwidths, respectively.
Majority Filter
The majority filter offers a means of spreading the focused regions to their neighborhood, 15 and it is applied to a binary decision map in this paper. For each window of pixels considered in the input map, the majority filter assigns one to the center pixel in the output map if the majority of pixels are ones in the input map, and assigns zero if the majority of pixels are zeros in the input map. The majority filter is utilized in window-based consistency verification and is given by
where * denotes the convolution, D is the input decision map, D b is the output decision map, and W l is a sliding l × l matrix in which all values are set to one. The term l 2 ∕2 can be obtained by the term 0.5 Ã W l , so the majority filter is implemented in Algorithm 1. We present Algorithm 1 to modify the majority filter further and to improve its filtered result in the next section. 
Algorithm
The image fusion scheme is implemented by using Algorithm 2 based on the schematic diagram in Fig. 3 . We assume that focused locations of only one input image provide the most useful information. The PC matrices are calculated by using Eq. (6) and are used as the FMs of the input images. The size of the FM matrix is as same as the input image. If we need to test the performance of different FMs of degraded input images, we add noise into input images then calculate the FMs of degraded images. A binary decision map is created to select pixels from the input images and consistency verification is applied by using a majority filter.
In order to obtain a better result, we modify the majority filter in Algorithm 2 after performing a number of trials. As shown in Fig. 4 , the modified majority filter is obtained under the consideration that three times smooth filtering process in a small sliding window renders the boundary between the focused region and unfocused region definite. With this FR, most of the dominant pixels are incorporated into the output image. Because a focused object is presented by a series of neighboring pixels rather than a single pixel, we divide the FM matrix into small blocks as shown in Fig. 3 . Correspondingly, the decision map is expanded with the Kronecker product. We explore the concept of Kronecker product in the context of a specific example: if D b is a 2 × 2 matrix and W 2 is a 2 × 2 matrix of all ones, then the Kronecker product D p is the 4 × 4 matrix
The image fusion scheme is cast into a seven-step procedure:
Step 
Step 6: Expand the decision map D b ðp; qÞ to D p ðx; yÞ by using the Kronecker product
where ⊗ denotes the Kronecker product, D p ðx; yÞ has the same size of the input images, and W is an 8 × 8 matrix of ones.
Step 7: Select the pixels from the original input images using decision map D p ðx; yÞ to obtain the fused image 
Experimental Results
The first experiment is conducted to demonstrate that the PC is more robust against noise than other FMs (see Sec. 3.1). As shown in Fig. 3 , we add noise of different levels into the input images and adopt different FMs to compare with each other. The second experiment is conducted to demonstrate that the proposed fusion scheme achieves the state-of-the-art fusion performance (see Sec. 3.2). In these experiments, no noise is added into the input images and the main attention is focused on comparison with the state-of-the-art methods.
Focus Measures
In order to assess the performance of different FMs objectively, four other FMs are chosen for comparison: the energy of image Laplacian (EOL), 31 the sum-modified Laplacian (SML), 32 the energy of image gradient (EOG), 4 and the spatial frequency (SF). 25, 33 Huang et al. obtains conclusions that SML provides a better performance than others, EOL is better than SF, and the performance of EOG and SF is similar. 4 We select four pairs of testing images: Figs has been proven in the light of perceptual evaluation, 35 and is widely used to evaluate the fusion performance. 24, 36 The experiment is conducted based on Algorithm 2 and Fig. 3 , and the process operates on a degraded image J ¼ I þ η. The term η is set to the additive Gaussian noise with zero mean and different variances that vary from 0 to 0.18 with intervals 0.02. The experimental results are shown in Fig. 5 . The curve of the PC is stable to noise, with the other curves decreasing as noise variances increase. As an FM, the PC is more robust against noise than other FMs.
Image Fusion Methods
In this section, the proposed phase congruency-based fusion (PCF) method is compared with six different image fusion algorithms based on contrast LAP, 13 shift-invariant wavelet transform (SIW), 16 pulse-coupled neural network (PCNN), 7 IMT, 10 guided image filtering (GIF), 28 and MWG, 29 respectively. The parameter settings of these methods are as follows. The default parameters given by the respective authors are adopted for the methods based on PCNN, IMT, GIF, and MWG. For LAP, six decomposition levels, the averaging scheme for the low-frequency subband, the Li's scheme 15 for the high-frequency subband and the 9 × 9 window-based consistency check are adopted. For SIW, four decomposition levels, the averaging scheme for the low-frequency subband, the Li's scheme 15 for the high-frequency subband, and the 3 × 3 window-based consistency detect are adopted.
The performance of the proposed method is compared with different image fusion methods in quantitative evaluations. Besides Q abjf p , we use structural similarity-based Q xyjf w metrics 37 and PC-based Q p metrics 38, 39 to evaluate the fused results.
The multifocus input images and their fused results are shown in Figs. 6-9 . The results of the quantitative metrics are depicted in Fig. 10 , and PCF obtains high values of Q abjf p , Q xyjf w , and Q p . Because Q p returns the maximum value in a three-dimensional vector and two elements of this vector are the correlation information between two input images and the fusion result, Q p becomes very high in an extreme situation where the fusion result is similar to one of input images. 36, 38, 39 In order to view the difference of these results easily, Figs. 11-14 are cropped to show the fused results and the absolute value of the difference between the results and the same focused reference part of the images. The peak signal-to-noise ratio between the result and the focused reference part of image is summarized in Table 1 .
The fusion results of LAP, SIW, and GIF are subject to the ringing effect because of the process of high-pass filtering in these methods. The image lab has blurred around the head of the man in Contiguous blocks are selected incorrectly by PCNN in Figs. 6(e) and 7(e), which can be shown in Figs. 11(j) and 12(j) easily. The FM is transformed by PCNN, and PCNN is similar as a nonlinear filter. 7 There are some blurred regions in Figs. 6(e) and 7(e), and these artifacts are produced because of the nonlinear process. The PCNN fusion results of disk and Pepsi do not produced visible artifacts. As the process of the network is similar to a nonlinear transform function, the fusion results are not stable to every image.
As shown in Fig. 15 , there are some distorted regions in the IMT fusion results. These degradations may be produced by the process of the morphological filter in the IMT fusion scheme. Although IMT results have no ringing effect, some degradation can be shown in Figs. 11(l) and 12(l).
As shown in Figs. 6-9, MWG and PCF obtain better visual effect than the other methods and their results preserve the details from the input images without producing visible degradation, which means that PCF achieves state-of-the-art fusion performance. For the aforementioned reasons, by using visual comparison, MWG and PCF are better than others, and the fact confirms the quantitative metrics as shown in Fig. 10 and Table 1 . The objective quantitative evaluation is consistent with the subjective visual effect of the fused images.
Finally, we evaluate the running time of the different methods. Experiments are performed on the Intel(R) Xeon (R) E5-2630 v2 @ 2.6 Hz processor with 8 GB memory. Because the images lab and disk have the same resolution of 640 × 480, and the images clock and Pepsi are 512 × 512, the running time of images with the same resolution is about the same. As shown in Table 2 , the PCF algorithm is not as efficient as the LAP, SIW, and GIF although they are of the same order of magnitude. PCF algorithm is faster than PCNN, IMT, and MWG methods. Because the MWG algorithm is based on the multiresolution analysis and the algorithm contains the process of calculating the eigenvalues, its computational complexity is very high. 
Conclusion
Although it has long been recognized that the phase structure of natural images is perceptually important, 40, 41 few studies have addressed the phase structure. 26, 42 In this paper, we use the PC to extract the local and sharp changes in intensity of images, and propose a new fusion method based on the PC.
Since the quality of focus affects detecting the sharp and local changes in intensity, we utilize the PC as the FM for computing the focus quality. The PC is invariant to noise variations and outperforms four conventional FMs, which is verified in our experimental results. The fusion quality strongly depends on the decision map that is obtained by the comparison of the PC, and the map is processed by the modified majority filter. The majority filter renders the boundary between the focused region and defocused region definite. The results show that it achieves the fusion performance of the state-of-the-art methods. 
