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Abstract – In natural gas remote reading, a large amount of data is collected, posing a problem of storing and processing such data to 
the companies involved. Two major technologies have recently appeared, becoming a de facto standard in processing large amounts of 
data, i.e., data warehousing and big data. Each of these technologies provides different data processing techniques. In this paper, serial data 
processing and parallel data processing are considered in data warehousing and big data, respectively. The paper analyzes the feasibility 
of implementing new technologies for processing a large amount of data generated by remote reading of natural gas consumption. The 
research conducted in this paper was made in collaboration with a local natural gas distribution company. A comparison of potential 
software vendors has shown that Qlik offers the best software package for the requirements provided by the local natural gas distribution 
company. Comparison results have also shown that other potential vendors also offer software packages of good quality.
Keywords – big data, data warehousing, natural gas consumption, remote readout system
1. INTRODUCTION
As the amount of data generated increases every 
day, specialized storage systems for processing large 
amounts of data were developed.
In the last two years, 90% of the total data in the 
world has been created. Due to a large increase in the 
amount of data, business systems have begun to use 
data warehousing (DW) and big data (BD) solutions. 
DW solutions are suitable for structured data that com-
panies have been using for decades and they represent 
numeric values and facts, such as financial results, cus-
tomer and product characteristics, which are stored in 
relational databases. On the other hand, BD solutions, 
along with structured data, also support unstructured 
data, and they represent digital content, such as imag-
es, videos, and text messages, and the business world 
often considers this kind of data relevant and essential 
in a decision-making process. Other technologies and 
approaches do exist, such as data lake (DL), which is 
conceptually similar to data warehousing, but since it is 
based on unstructured data, it is not widely used in the 
business world, but rather by data scientists. Addition-
ally, there are other derivatives of the aforementioned 
technologies, but since in this paper we deal with a 
business use case, we place emphasis on the technolo-
gies used in the business sector, as in [13].
To the best of our knowledge, there is no study on 
the applicability of these solutions to data obtained or 
collected by remote reading of natural gas consump-
tion. The most similar comparison can be found in [1], 
where the authors describe the potential of using DW 
and BD solutions in the company. Natural gas reading 
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for a large number of users generates large amounts of 
data, which can no longer be analyzed by using classi-
cal methods. This paper analyzes the feasibility of intro-
ducing DW and BD solutions for analyzing and storing 
data obtained by reading natural gas consumption. 
The analysis is done for the purpose of launching a pi-
lot project aimed at introducing new technologies for 
processing and storing large amounts of data obtained 
from a local natural gas distribution company.
2. TECHNOLOGIES FOR PROCESSING AND 
STORING LARGE AMOUNTS OF DATA
Along with the advances in information technology 
and growing business systems and the emergence of 
the need for processing large amounts of data, new pro-
gramming and algorithmic paradigms have appeared, 
introducing new ways of data processing. Given that 
large amounts of data cause reduced performance of 
processing and storage efficiency, it is necessary to 
reach a compromise between processing details and 
reasonable performance. The two main principles that 
successfully solve this compromise and are often used 
in the business sector are data warehousing and big 
data. Data warehousing represents modern databas-
es and has been on the market for a long time, while 
big data is a relatively new way of dealing with large 
amounts of data. According to [8], what DW and BD 
have in common are features like data analyses from 
multiple sources, where the primary goal is to reduce 
costs for the company using these systems. They also 
emphasize improved performance when compared to 
classical databases, which represents part of a DW sys-
tem, has significantly less storage space and is cheaper 
than the DW system.
2.1. DATA WAREhouSING PRINCIPlE
According to [1], data warehouse is a large database 
that collects data from a variety of sources, with the 
aim of processing and visualizing data, providing a user 
with the ability to extract a hidden value from the inter-
dependence of processed data. DW systems differ from 
other data processing and storage systems because of 
their own unique version of truth, performance, sim-
plicity and data consistency and integrity.
The structure of the DW system consists of the fol-
lowing several layers: the data source, the integration 
layer, and the data warehouse, providing reports as a 
result of the aforementioned, as can be seen in Figure 
1, showing the structure of the DW system. Reports are 
the ultimate result of collected data processing, which 
can be in the form of tables, graphs, texts, or other 
forms, depending on which a software tool is used to 
visualize the data and the purpose of introducing the 
DW system. 
Data from various sources are copied and transferred 
to the integration layer, where the process of compiling 
data into the same format occurs. Then there follows a 
procedure of loading data into DW, after which a gen-
eral report is created as the final result of collected and 
processed data.
In addition, there is a specific data management 
process (i.e., Extraction, Transformation and Loading, 
or ETL) between the data source, the integration layer, 
DW and the reporting system. ETL is divided into three 
phases: decompression, formatting and loading. 
Unpacking data from the data source into the inte-
gration layer is performed in order to maintain the in-
tegrity of each data source. Once the data are in the 
integration layer, it needs to be in a common format. 
After formatting, data are uploaded to the DW sys-
tem to get the final result. Reports are available and 
can be used for different purposes. Just to illustrate, 
a company can use reports as guidance for company 
management when making decisions vital to its busi-
ness. When the data are uploaded to the DW system, 
the reports are generated and compiled using data col-
lected from various sources. The reports are properly 
structured if they are simple and provide specific and 
concrete information on all relevant issues the DW sys-
tem end user wants. It is easier to solve the problem 
on a smaller data set than on a larger one, and this is 
precisely how the DW generated reports work.
There are several major DW based technology ven-
dors on the market, such as Oracle, Teradata, Amazon 
Web Services, clouders, etc.
According to [2], DW system vendors and their solu-
tions are presented in Table 1.
Fig. 1. Data warehousing structure
Table. 1. Data warehouse vendors and platforms
Data warehouse 
vendors Data warehouse platforms
Oracle Present for decades in the database market. Platform: Oracle Exdata Machine
Teradata
Present for 30 years in the market. Plat-
form: Teradata EDW (enterprise data 




A front-runner in the cloud data storage 
Platform: Amazon Redshift
Cloudera
A company known for its Enterprise 
Data Hub (EDH) platform specialized in 
data warehousing.
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2.2. BIG DATA PRINCIPlE
According to [3], big data is a term that describes large 
amounts of data (structured and unstructured) collected 
daily from a variety of sources of interest to the user. 
According to [4], the purpose of applying the BD 
principle in a business is to spot potential problems in 
the company’s daily operations, to provide insight into 
potential business problems and to anticipate future 
events accurately.
The BD principle is used when the data cannot be 
processed in a classic way and/or by using a single com-
puter to provide appropriate results, because of the fact 
that the computer receives and processes data serially. 
That is why parallel data processing is required: comput-
ers receive smaller amounts of data, process them, and 
send them to a computer that will compile final results in 
form of a report. This report gives the user an insight into 
collected and processed information. The BD principle 
implies several open source programs working together 
to process large amounts of data coming from different 
sources in a better and faster way.
There are different platforms that allow system oper-
ation according to the BD principle, e.g. Apache Spark, 
Apache Storm, Ceph, Disco and others.
In addition to the aforementioned, the platform that 
is most represented and considered relevant for describ-
ing the system operating mode according to the BD prin-
ciple is called Hadoop, and the programming models 
that make up the specified platform are HDFS (Hadoop 
Distributed File System) and MapReduce. According to 
[5], Hadoop is an open source platform for data storage 
and application running on interconnected computers. 
Hadoop supports structured, semi-structured and un-
structured data. Also, due to its characteristics, Hadoop 
has the ability to process a virtually unlimited number 
of processing tasks and jobs simultaneously. Figure 2 
shows the principle of the Hadoop platform.
Fig. 2. Working within the Hadoop environment
According to [6], MapReduce consists of two parts: 
Map and Reduce.
The Map represents an action of gathering data from 
one format and converting it into data of a different for-
mat so that each data format gets a key depending on 
which data it represents. 
After that, the Reduce action distributes data de-
pending on their keys and sends certain information to 
the user. MapReduce can perform two functions; man-
age computer resources and data processing. Hadoop 
has several versions, e.g. 1.0, which includes HDFS and 
MapReduce, while version 2.2 adds a YARN (Yet Anoth-
er Resource Negotiator).
In Hadoop Version 2.2, YARN assumed one of the Ma-
pReduce functions, i.e., computer resource manage-
ment in order to further accelerate parallel data pro-
cessing. 
BD is applied in large corporations made up of sev-
eral smaller, interconnected companies. According to 
[6], some of the companies that have successfully im-
plemented the BD principle are: Walmart (supermarket 
management), Rolls-Royce (application in luxury cars 
production), and Facebook (user observation).
According to [7], there are several major BD solution 
providers, such as Tableu, IBM, SAP, Qlik, Microsoft, SAS 
and others.
Table 2 shows vendors using the BD principle and 
their solutions.
Table. 2. Big data vendors and their software 
packages
Big data vendors Big data solutions
Tableu
Started as a college project, offers visu-
alization of all data types from various 
sources, from Hadoop to Excel files
IBM
Cloud server for storing and processing 
large amounts of data,
Program support name: DB2, Informix, 
and InfoSphere.
SAP
Primary tool: hANA (relational database 
that can run an analysis on 80 terabytes 
of data).
Google
Main product: BigQuery, based on 
cloud processing of large amounts of 
data.
2.3. DATA lAKE (DATA SWAMP)
A data lake is a collection of raw data founded on the 
big data principle. It is usually a single warehouse of all 
data in a single company which includes reports, visual 
data analyses, data obtained by machine learning and 
the like, as in [12]. On the other hand, a data lake can 
contain data stored as relational databases, as well as 
half-structured data (e.g. XML, JSON, etc.) and unstruc-
tured data (e.g. email, PDF, etc.). A data lake is similar 
to data warehousing, except that the data contained 
within is not structured, the purpose of the data within 
is not yet known, and the data is easily accessible and 
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quickly updated, [13]. Hence, a data lake is more fre-
quently used by data scientists than by business pro-
fessionals. Considering the structure of the data in the 
use case presented in this paper, the data lake tech-
nology is not an option. There are other names for the 
technology, such as a data swamp, as in [13], since the 
data stored in the data lake is not structured, but rather 
just “thrown” in the pool of data.
2.4. CoMPARISoN oF DATA WAREhouSING  
 AND BIG DATA PRINCIPlES
According to [8], every user managing large amounts 
of data should have a system that can collect and pro-
cess data from various sources of interest.
Systems and principles processing large amounts 
of data in real time, and collecting data and provid-
ing processing results within a reasonable time can be 
compared by using the following parameters: sustain-
ability and implementation complexity, availability, 
modularity, storage speed and data processing, and 
business benefits.
System sustainability is seen in terms of human re-
sources. Investment in people capable of using com-
pany resources effectively saves time and money that 
can be invested in other projects improving the overall 
business operation. When the sustainability of the de-
sired system is defined, availability, another important 
parameter of system evaluation, has to be considered.
According to [9], the system is available when users 
can work without interruptions. A system availability 
benchmark is customer own satisfaction and their sub-
jective impression on whether something is available 
or not. The most common sources of interruption (a de-
crease in availability) are: hardware, software, and the 
human factor. Service availability interruptions are re-
duced by improving the quality of system components, 
both hardware and software. If user-operated systems 
are not fully automated but require occasional human 
intervention, there are possible problems caused by 
the very same person using the system, not hardware 
or software support. DW system availability is often 
questioned due to data duplication problems in da-
tabases. Data are not synchronized in all databases, 
which increases data processing time. In order to ad-
dress this problem, it is necessary to create an on-line 
copy of the data, which is also used by an off-line copy. 
An on-line data copy is used in the ETL process and 
other database maintenance activities to achieve the 
impression of DW system availability, along with data 
processing speed.
An off-line data copy is a standard database created 
when the data is collected. By introducing an online 
data copy, the required synchronization is achieved 
and the data duplication problem is eliminated. 
On the one hand, DW systems are seen as a solution 
to the problem of processing and storing large amounts 
of data. On the other hand, Hadoop is viewed as a 
framework designed to apply the BD principle in data 
processing and is considered a potential solution to the 
problem of processing and storing large amounts of 
data. It consists of two parts: HDFS (in charge of storing 
and serving data), and MapReduce (in charge of data 
processing). The HDFS system is based on computer 
distribution processing the data in parallel, allowing 
the entire system to work if a failure occurs on one of 
the computers processing data. In this case, computers 
processing the data in parallel take over tasks from a 
computer that might be malfunctioning.
2.5. ADVANTAGES AND DISADVANTAGES 
oF DATA WAREhouSING AND BIG DATA 
PRINCIPlES
The difference between data warehousing and big 
data principles is that DW uses serial data processing, 
while the BD principle requires parallel data processing 
and, in addition, BD supports unstructured data. There 
are also hybrid systems that allow DW to use parallel 
data processing.
Table 3 shows the advantages of data warehousing 
and big data.
Table. 3. Advantages of data warehousing 
and big data
Advantages of data 
warehousing
Advantages 
 of big data
•	 Analysis of multiple data 
sources in one place
•	 Efficient analysis of large 
amounts of data 
•	 Proper decision making 
and greater profit potential 
for the company
•	 Improved business intel-
ligence
•	 Improved performance 
compared to classical 
databases
•	 Timely access to data
•	 Consistency and data stan-
dardization
•	 Business cost reduction 
BD includes all aforemen-
tioned advantages of DW, but 
also the following:
•	 Less time needed to pro-
cess data
•	 New product development
•	 Understanding the market 
and its conditions
•	 Improvement of com-
pany’s business operations 
through the right inter-
pretation of the collected 
information 
•	 Partner trust by using new 
data analysis methods
There are three common disadvantages of intro-
ducing DW and BD technologies, i.e., a long process 
of introducing these into daily operations, fear of the 
unknown, and the need for educating people who will 
use this technology. The most significant disadvantag-
es of DW are serial data processing and misestimation 
of the time necessary to carry out the ETL process.
Table 4 shows the disadvantages of DW and BD.
On the other hand, if BD is used, there is a problem 
of visualizing large amounts of data collected from dif-
ferent sources. Also, it is necessary to determine the 
quality of the collected data in terms of their ability to 
improve company’s business performance.
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•	 High maintenance costs
•	 Serial data processing
•	 Misestimation of the time 
required to complete the 
ETL procedure
•	 A long process of introduc-
ing the DW system into 
daily operations of the 
company
•	 Visualization of large 
amounts of data
•	 Fear of change (the un-
known)
•	 Potential security attacks 
due to confidential busi-
ness information
Table. 4. Disadvantages of data warehousing 
and big data
3. CASE STUDY: PILOT PROJECT APPLYING DATA 
WAREHOUSING AND BIG DATA PRINCIPLES TO 
THE REMOTE NATURAL GAS METERING SYSTEM
New technologies are desirable in business opera-
tions of many companies. A local natural gas distribution 
company recognized this and presentied a pilot project 
aimed at introducing remote natural gas reading (Proj-
ect 1). As part of Project 1, a sub-project referring to the 
introduction of new technologies for data storage and 
processing of the collected remote readings was also 
presented, which is defined as large data sets (Project 2). 
For additional information, please refer to [10]. Accord-
ing to [10], if remote reading of natural gas consumption 
is not profitable, storage and data processing is point-
less. The study was carried out as part of this paper and 
the applicability and viability of Project 1 were tested be-
cause the results are necessary for future projects aimed 
at introducing technologies for processing and storing 
large data from other sources.
When it comes to natural gas consumption, the fol-
lowing data were used in the analysis and collected by 
means of remote reading: the current state of the de-
vice that collects data, temperature, daily natural gas 
consumption and unauthorized tampering detection. 
Other data collected are not of major importance to 
project cost-effectiveness analysis. One such data is a 
GSM summary. 
In addition, the process of remote consumption natural 
gas metering takes place such that all these data are col-
lected on an hourly basis and communication between 
data collecting devices (data loggers, DL) and software via 
the GPRS/SMS protocol takes place every day at the exact 
same time and this communication is open for a certain 
limited period of time (a couple of minutes). Communica-
tion is then interrupted to save DL battery. After that, a 
new data collection cycle starts in order to collect in-
formation so that the data could be sent through the 
communication channel at the same time the next day.
Fig. 3. Remote readout of natural gas consumption
From the description of the data collection process, 
it can be seen that it results in a large amount of data, 
especially taking into account a large number of con-
sumers. The local distribution company is responsible 
for 10,633 consumers (gas meters); if each DL proces-
sor reads at least 5 different data sets, there are 53,135 
different data sets stored in just a few minutes and they 
need to be processed in the shortest time possible.
Currently, the number of consumers connected to the 
local natural gas distributing company remote natural 
gas consumption metering system is not large and data 
processing is done in a classic way. However, for future 
needs, if most of the distribution network users decid-
ed to connect to the natural gas consumption remote 
metering system, data flows would drastically increase, 
which will have to be addressed by using special meth-
ods and technologies. Another example can also be 
found in Croatia, where the biggest electricity provider 
HEP Group uses the big data principle to collect, store, 
structure and process the data collected by means of re-
mote reading electrical energy consumption. The data 
collected have a structure similar to the data collected 
by remote reading of natural gas. The same company 
also plans to introduce the big data principle for another 
similar purpose, i.e., to model the behavior and habits of 
electrical vehicle charging station users, [15].
By incorporating BD and DW for the use case pre-
sented in this paper, processing the data collected by 
remote reading of natural gas proves its feasibility by 
the fact that these technologies are a natural option for 
processing the data obtained by various remote read-
ing systems. E.g., sources such as [14] denote the com-
plex nature of the analysis of data obtained by remote 
readout systems.
3.1. DATA SToRAGE AND PRoCESSING 
 SoFTWARE REQuIREMENTS
Each project has certain goals and requirements that 
must be met to make the project successful. Important 
requirements of the future pilot project are as follows: 
product prices, delivery time and the way data are stored.
Product cost is one of the most important factors (an 
optimal price is formed on the invested-gained princi-
ple), the delivery time defines the importance of meet-
ing the deadlines for mutual satisfaction of both cus-
tomers and suppliers, while the way data are stored can 
be divided into two groups: locally (on the premises) 
and in the cloud (Cloud). Local vendors have an advan-
tage when it comes to storing collected data locally.
Other requirements for a future pilot project include 
modularity, investment durability, an SLA (Service Lev-
el Agreement) contract, data storage and data process-
ing speed, and database snapshot.
Modularity represents an upgrading option without 
changing the overall system (changing certain param-
eters, dynamically refreshing and generating reports, 
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and adding new functionalities). Investment durabil-
ity refers to the availability of the installed equipment 
for the purpose of project execution and must be de-
signed to last for a minimum of 5 years, for both appli-
cation and circuitry. 
It is also necessary to define a Service Level Agree-
ment (SLA) contract regulating system maintenance 
service availability, customer support, the ability to ed-
ucate your own team for proper system use and certi-
fication, system downtime, addressing complaints and 
the deficiency submission deadline. 
3.2. PoTENTIAl VENDoRS FoR ThE FuTuRE 
 PIloT PRoJECT
Based on prerequisites imposed on software solu-
tions for processing and storing large amounts of data, 
the local gas distributing company considered the fol-
lowing three providers: Microsoft, Qlik and SAS (Statis-
tical Analysis System). Each of these potential bidders 
has conducted storage and data processing projects, 
and each project has its own specific characteristics. 
Table 5 shows a comparison of potential bidders.
SAS Microsoft
Present in financial and tele-
communications industries, 
more than 40 years of experi-
ence in providing analytical 
software solutions.
Interesting to large and rich 
industries dealing with large 
amounts of data.






All these services are platforms 
for themselves and have their 
own way of working and their 
own language.
Qlik
Full-stack platform where all layers up to analytics and visual-
ization are integrated into one on-premise solution.
The Qlik platform does not use a classical database for data 
storage; it uses a proprietary flat-file infrastructure write system 
optimized for speed and ease of data entry and retrieval.
Table. 5. Comparison of potential vendors
Microsoft has a huge infrastructure in terms of serv-
ers that can handle large amounts of data in a short pe-
riod of time. As such, Microsoft is convenient for storing 
and data processing which is good for companies with-
out their own infrastructure. However, data privacy in 
cloud mode is questionable. The advantage of cloud 
mode storage is that, according to their needs, the us-
ers can expand storage capacity as well as computing 
power needed to process increasing amounts of data. 
At the user’s request, the process of expanding data 
storage capacity is available in less than 60 seconds. 
Another potential solution provider is SAS, which has 
been present in major industries such as the financial 
and telecommunications industries for over 40 years 
providing analytical software solutions. Some of SAS 
applications for storing and processing large amounts 
of data are SAS Data Loader for Hadoop (used for data 
upload), SAS Enterprise Guide, SAS Visual Analytics 
(used for data analysis) and SAS Visual Statistics (for vi-
sualization of processed data), forming together a plat-
form capable of processing large amounts of data and 
visualizing processing results for the end user.
The third potential bidder is Qlik, which offers a full-
stack platform where all layers up to an analytical layer 
and visualization are integrated into a single on-prem-
ise solution. Server parallelization aimed at increasing 
the speed is possible, indicating the application of the 
BD principle.
Once the desired characteristics of the pilot project 
are sent to potential bidders, the best offer for the com-
pany is selected. One specific issue that the local natu-
ral gas distribution company deals with is storage and 
data processing after remote natural gas consumption 
reading. Potential bidders must comply with the re-
quirements and decide whether they want to partici-
pate in the project.
According to publicly available information in [12] 
and analysis of the necessary requirements, it can be 
seen that SAS is by far the most expensive option; 
however, it offers the most effective data processing 
tools, which is interesting to major companies. After 
SAS there follows Microsoft and then Qlik as the most 
favorable bidder. All potential bidders offer required 
storage methods (cloud and methods using their own 
infrastructure). All manufacturers also offer modularity 
in terms of software support, with Qlik being the most 
flexible one. All three bidders also offer a database 
snapshot as well as high speed data processing that 
can be further regulated depending on the contract 
type. With all that being said, Qlik is a logical choice 
for the current needs of a local natural gas distribution 
company in terms of storage and processing of large 
amounts of data due to its own flat-file infrastructure, 
data processing speed and favorable cost.
3.3. FEASIBIlITy ANAlySIS 
 oF ThE FuTuRE PIloT PRoJECT
Once the data are collected, it is necessary to store 
and process them for informational purposes. Since we 
are currently dealing with a small number of consum-
ers connected to the remote natural gas consumption 
reading system, data processing can be carried out tra-
ditionally by using human resources. However, due to a 
large amount of data, parallel computer data process-
ing is used, providing results within a reasonable time. 
With the introduction of the DW system and the BD 
principle, certain resources are invested, which seems 
illogical at first glance. The question is why the con-
sumption of natural gas is not measured on a monthly 
basis. The answer lies in the fact that the local natural 
gas distribution company owns a 595 km distribution 
network, which is not easily covered by a small number 
of people and the data collection requires a certain pe-
riod of time. Also, measuring once a month is not per-
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fect because the distribution company does not have 
any insight into gas consumption for the entire month, 
and huge losses can occur in a month, especially in 
businesses whose share in the overall consumption 
will most definitely grow in the future. If the problem 
of remote measuring, storage and data processing is 
viewed from an aspect that has just been mentioned, 
it is obvious that ultimately it is very profitable to intro-
duce remote natural gas consumption reading as well 
as the system for storing and processing natural gas 
consumption data.
4. CONCLUSIONS
The most well-known principles for processing and 
storing large amounts of data are data warehousing 
and big data. These principles have been implemented 
by more and more companies as the amount of data 
they operate with is on the increase. In this paper, in co-
operation with the local natural gas distribution com-
pany, we offer a feasibility study conducted through a 
pilot project for the introduction of the data warehous-
ing and big data technologies, using data collected by 
remote natural gas consumption reading. As part of 
this paper, the requirements for the aforementioned 
pilot project have been outlined, with the main aim 
of applying the DW and BD principles to remote natu-
ral gas consumption reading and measuring systems. 
Based on the defined requirements, the existing appro-
priate software solutions are described using publicly 
available information. The bidders described are Micro-
soft, Qlik and SAS. Also, by comparing the two afore-
mentioned principles, it can be seen that they can be 
used together since they basically complement each 
other. The cost-effectiveness of the project for natural 
gas consumption remote reading as well as the pilot 
project for the introduction of a large amount of data 
processing and storing was also analyzed. Finally, the 
results show that potential vendors can be adequate 
for carrying out the future pilot project because they 
show that they have platforms capable of processing 
large amounts of data in a fast and efficient manner.
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