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I. INTRODUCTION 
A. Nature of the Problem 
In agricultural and nonagricultural business fields, 
surveys are used to determine from businessmen their expec­
tations and plans. On the basis of information from the 
surveys, phenomena of the real world can be forecast. Fore­
casting by those surveys can take two forms, direct or in­
direct- The direct method secures information on peoples' 
attitude and plans with regard to the items of interest, 
for example, plans to produce. Forecasts are then made 
directly from the collected surveys. For example, a group 
of farmers might be asked the number of acres on which they 
plan to grow corn in the coming spring. Then, planting in­
tentions of the sample could be used to forecast total 
planting acreages for all farmers, and the production of 
corn will be forecast. With the indirect approach, the re­
searchers use the survey method to predict variables closely 
related to the items covered in the study. Forecasts are 
generated by means of previously derived relationships be­
tween the survey variables and the items of interest. 
In 1961, Modigliani and Cohen (20) discussed the use 
of plan or attitude data in forecasting and in economic 
analysis. The concepts of anticipation function, decision 
function and realization function were introduced. The 
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anticipation function deals with a firm's anticipations and 
initial conditions. The decision function relates decisions 
on a firm's anticipated future behavior to initial condi­
tions. The realization function accounts for divergence 
between decisions and actions and for variables that may 
cause actual behavior to differ from planned behavior. 
Modigliani and Cohen showed how anticipations affect 
decisions, and how actions are affected by decisions and by 
divergences between realizations and anticipations. 
Several studies have been done in the area of nonagri-
cultural business fields. In the January and February surveys 
by the Commerce-Securities and Exchange Commission, business­
men were questioned concerning their anticipated sales 
for the year. Ok un (22) found that results of the surveys 
have no predictive value. Annual sales were more accurately 
predicted by extrapolating the seasonally adjusted January 
level of sales. However, the deviations of actual sales 
from anticipated sales explained much of the variance in 
deviations of actual from intended investment. The final 
finding is an example of the realization function. Okun 
concluded that it seems safe to predict that economists 
would continue to confront businessmen with questions about 
their intentions and that the subjective data would be valu­
able in forecasting economic activities and in understanding 
business decision-making. 
3 
Orr (23) found that the sales expectation variable was 
positively and significantly related to inventory investment. 
Thus, this variable could be used to predict actual in­
ventory investment. 
Pashigian (25) also studied the forecasting value of 
the Commerce-Securities and Exchange Commission data on 
sales anticipations and concluded that these data were not 
likely to be useful for forecasting actual sales. 
In a macro-economic model, Adams and Duggal (1) studied 
the comparison of the Wharton Mark III macro-model with 
anticipatory data and the standard model of Wharton Mark 
III (model without anticipatory data) . They concluded that 
anticipatory variables can make a valuable contribution to 
model accuracy. In addition, they found that incorporating 
anticipations variables tended to reduce error even in the 
case where no advance information was introduced. From 
turning point analysis, the forecasting anticipatory version 
simulates more turning points, as true turning points, than 
does the standard version. 
Although many studies have been done in the area of 
business, there have been only a few in the agricultural 
sector. In a study of farm turkey prices and production, 
when Ladd (18) restricted himself to nonanticipatory data, 
he could find no better way to predict turkey slaughter for 
the following year than to use lagged market price and time 
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trend. Adding information on farmer's January 1 intentions 
to raise turkey to an equation containing these two objec­
tive variables, resulted in all coefficients being highly 
significant. The revised equation indicated better pre­
dicted values of variation in turkey slaughter than the 
values obtained from the equation using objective data alone. 
The result did provide grounds for believing that estimates 
of supply response of farm products could be improved by 
relating planted acreages to intended acreages and to ob­
jective variables that account for differences between in­
tentions and realizations. 
B. Objective 
The main objective of this study is to determine ef­
ficient methods for using data on farmer's intentions in 
estimating farm supply response. 
The intention variables to be covered in this study are 
March 1 intentions to plant corn, soybeans, oats, barley, 
sorghum and wheat. 
The second objective is to compare the accuracy of 
estimates from the basic models without subjective variables 
with revised models with subjective variables. 
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C. Procedure 
Many econometric models of agricultural sectors have 
been published. This study will be built upon these models. 
Variations of these models will be developed by incorporating 
subjective data on farmers' plans or intentions. The models 
will assume maximal expected profit of the firm. 
The variables on intentions will be treated as addi­
tional independent variables in the farm-supply equation to 
test the hypothesis: a better explanation of planted acreage 
can be obtained from a combination of subjective data and 
objective data than can be obtained from the use of either 
type of data by itself. 
The main effort here is to determine whether information 
on farmers' intentions can be used to estimate commodity 
supply response. The investigation on inter-commodity rela­
tions is to determine what relation may exist between planted 
acreage and intended acreages for other grains. 
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II. ECONOMIC MODEL: THEORETICAL CONSIDERATION 
A. Mathematical Model and Classical 
Theory of the Firm 
Classical theory assumes that the farm firm possesses 
the objective of profit maximization. Profit is the dif­
ference between total revenue and total cost of the firm. 
A firm transforms the inputs of land, labor and capital into 
product outputs, subject to the technical constraints of the 
production functions. 
Consider a farm firm producing n outputs (g^,...,q^) 
using m-n inputs Let the production rela­
tionship between the quantity of inputs employed and the 
outputs produced be stated in implicit form as 
f(qi,q2'---'^n,Xn+l,Xn+2"--'V ^^.l) 
where (2.1) is assumed to possess continuous first- ?nd 
second-order derivatives. It is also assumed that (2.1) is 
written in such a way that its partial derivatives for out­
puts are normally positive and its partial derivatives for 
inputs are normally negative, that is; 
>  0 .  <  0 .  
The total cost of producing a selected combination of 
outputs is defined as 
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*n+l*n+l *n+2*n+2 + ••• + (2.2) 
or, in matrix notation form. 
TC = uQ'X 
where 
TC is the total cost, 
ÇI is the vector of prices of inputs, 
X is the vector of quantities of inputs; and 
the price of the input is given as w^, j = n+l,n+2, 
• • • / Itl * 
The total revenue obtained from a selected output 
combination is defined as 
TR = (2.3) 
where TR is the total revenue, the price of the i^^ product 
q^ is given as P^, i = l,2,...,n. 
The problem facing the firm then is to find the optimum 
combination of inputs and outputs that will maximize 
profit. Profit is defined here as the difference between 
the total revenue from the sale of all outputs and the total 
cost of all inputs. The decision criterion for the firm 
then becomes the maximization of 
TT = TR - TC 
n m 
= Z P.q- - E w.x. (2.4) 
i=l ^ ^ j=n+l : : 
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subject to the Equation (2.1) . 
1. First-order condition of profit maximization 
The profit maximization solution can be determined by 
the use of a Lagrangian technique and by maximizing (2.5) 
L — TT—Xf(q2^fq2r... / q^ r ' • • • ^ x^) (2.5) 
with respect to the m variables. 
The first-order or necessary conditions for profit 
maximization are determined by setting the first partial 
derivatives of (2.5) equal to zero. This will give us the 
results as follows: 
3L/3q^ = P^-Af^ =0, i = 1,2,...,n (2.6) 
3L/9Xj = -Wj-Xf j = 0, j = n+l,...,m (2.7) 
9L/9X = f(q^,...,q^, *^+1'~ ° (2.8) 
where f^ or f^ is the partial derivative of (2.1) with 
respect to its corresponding i^^ product or input argu­
ment. The interpretation of those conditions is derived as 
follows: 
1) From set of Equations (2.6), pick any pair, say i^^ 
and k^ of the n relations, lyfoving the second terms across 
the equal sign and dividing one by the other yields 
9 
= f^/f^ i/k = i?Oc (2.9) 
Thus, for profit maximization, the marginal rate of 
transformation between any two products must be equal to 
their respective price ratios. This is the so-called 
product-product relationship in a profit maximizing competi­
tive firm. 
2) From set of Equation (2.7), consider any pair, say 
and of the m-n relations. When they are treated 
similarly to the relations in (2.6), then 
Wj/wj^ = fj/f^ (2.10) 
j,k = n+1,...,m j ^  k; 
the marginal rate of substitution of x^ for x^ (ratio of 
marginal physical products) must equal the price ratio in 
the market. This is the input-intput relationship. 
3) From the set of Equations (2.6) and (2.7), consider 
q^ and Xj, then 
Wj/P^ = fj/f^, i 7^ j, i = l,...,n (2.11) 
j = n+1,...,m 
Thus, the third decision rule is: the marginal physical 
product of input x^ in production of output q^^ is equal to 
the real factor cost of x„.. This is the product-input 
relationship. 
Equation (2.8) fulfills the constraints of being on the 
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boundary of the production surface; it guarantees that the 
solution is feasible. 
This theoretical presentation can be found in most 
micro-theory text books, especially Henderson and Quant 
(9, pp. 6 7-69). 
In conclusion, production theory indicates that for 
profit maximization the marginal rate of transformation of 
all products and the marginal rate of substitution for all 
inputs should be equal to their respective price ratios. 
In addition, when considering relations between inputs and 
products, resource inputs should be used up to the point 
that the values of their marginal products are equal to 
their prices or so that the marginal physical product for 
any input is equal to the input-product price ratio. 
2. Second-order condition (9, pp. 96-97) 
The second-order conditions, which must hold for the 
solution set to be the set of profit maximization, require 
that the principal minors of the determinant of the bordered 
Hessian matrix alternate in sign, i.e.. 
1—
1 
rH 
^ ^ 1 2  ^1 
^ ^ 2 2  ^ 2  
0
 
A
 
^ 2  
0  
11 
Xf 11 
Af 
Im 
(-1) m 
ml Af "mm m 
> 0 
"m 
where 
F. . = 3 TT/3X.3X. or 9 7r/3x.9q. or 1] 1 ] 1 ] 
and 
9 n/3q.3x. or 9 n/9q.9q., 
'1 . ] 1 
= 9f/3x^ or 3f/9qj_; 
If] If n't" 1 / • • • f m * 
3. Derivation of product supply and input demand functions 
In deriving product supply and input demand functions, 
the comparative statics analysis could be used. If one or 
more prices change, the profit maximization firm will adjust 
inputs and outputs so as to maintain the maximum profit. 
Let us differentiate Equations (2.6), (2.7) and (2.8) totally 
letting q.,...,q , x.,...,x , P., w.,...,w and A jL Ti J 11» 1 il T in 
change. 
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Xfj^jdq^+Xfj^jdq^ +...+ >fi,n+ldXl ^^l,m 
Xfjidqi+Xfjjâqj +•••+ tf2,n+ldXl ^'2,111 " ®2 
fjdq^ + fjdqj +...+ fn+^axj +...+ f^dx^+oax =0 
(2.12) 
Multiplying the first m equations by 1/A and writing 
in matrix form, we have: 
^11 ^12 • 
^21 ^22 
^ml ^m2 
^1 ^2 
^Im ^1 
r* 
1—1 
^2m ^2 dqg 
^mm ^m 
^m ° 1/A dA 
-1/A dPi 
-1/A dP, 
-1/A dw 
m 
0 
(2.13) 
or, in short from: 
FQ = P (2.14) 
We can obtain the solution for Q as follows: 
(2.15) 
The meaning of the above solution is that the derived 
— % Q = F P 
13 
demand for inputs and the supply of products depend on the 
vector of prices of all inputs and products of the firm 
involved. 
From the qualitative analysis, Huffman (13) concluded 
that, other things being constant, the rise in one price 
(output or input) may, in general, cause the quantity of 
output supplied or input demanded to change in any direction 
or to not change at all. However, for final products, the 
quantity supplied of q^^ increases as its own price in­
creases (other things being constant), i.e., the supply 
curve has a positive slope. For any inputs, the quantity 
demanded of decreases when its own price increases. 
From this derivation, we will have the demand for inputs 
and supply of outputs functions. They depend on the prices 
of all inputs and outputs included in the model. 
B. Maximizing Expected Profit 
of the Farm Firm 
The marginal conditions presented above must hold 
ex post if profits for an agricultural firm are to be maxi­
mized. With perfect knowledge, a farm firm decision-maker 
could develop a plan that would utilize the decision rules 
and satisfy those conditions. However, in the real world, 
farmers don't know the prices of products they will sell in 
the future when they make the decisions. Those profit 
14 
maximizing conditions then are not likely to be met except 
by chance. 
It may be assumed that the farm firm doesn't know the 
exact prices of products in the growing season, but knows 
the cost of inputs because the prices of fertilizers and 
chemical products are set by the industrial sector and are 
rather fixed through time during one season. It is reason­
able to assume fixed input prices for the farmer producing 
annual crops. Now, the farm firm's decision-making will 
depend on expected product prices under the assumption of 
maximization of expected profit. 
The model of Hazell and Scandizzo (8) modified by the 
author of this thesis, will be presented here: 
Define p = an nxl vector of expected product prices, 
c = nxl vector of unit costs, 
X = an nxl vector of enterprise levels, i.e., 
acreages planned to produce product i, 
M = an nxn diagonal matrix of enterprise yields 
with diagonal entry m^, 
and 
q = Mx is the nxl vector of total products. 
Then, the objective function for an individual farm 
problem is 
Max. E(n) = p'q - c'x (2.16) 
and this is to be maximized over some set of technology 
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constraints which are usually specified to be linear. 
Let the linear technology constraints for the farm be 
denoted by 
the Lagrangian function for maximizing (2.16) over this 
set is: 
where v is a vector of Lagrangian multipliers. 
An optimal solution to the problem is then a saddle 
point. To maximize (2.16) subject to (2.17), the Kuhn-
Tucker conditions are used. The first-order or necessary 
conditions are 
9L/9x £ 0, 8L/9V > 0 (2.19) 
x9L/9x = 0, v9L/9x = 0 (2.20) 
X 2 Of V _> 0 
Of these, the requirements in (2.20) are the comple­
mentary requirements that an activity cannot be active and 
at the same time have a nonzero opportunity cost and that 
a resource cannot be slack and at the same time have a 
nonzero multiplier value. 
Applying the first-order condition in (2.19) to (2.18) 
Dx < b (2.17) 
L = p'Mx - c'x + v'(b-Dx) (2.18) 
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gives 
3L/3x = p'M - c' - v'D < 0 (2.21) 
SL/3V = b - Dx > 0 (2.22) 
(2.22) is the feasibility requirement. 
Taking the element of the vector 9L/9x, re­
arranging terms, and dividing by m^, 
p. < 1/m. [2 V d. . + c.] (2.23) 
J k 
This states that for each product the marginal cost 
per unit of product must be equal to or greater than the 
expected price of that product. The marginal cost is 
comprised of the own-product marginal cost cy/my plus the 
opportunity costs 1/m. Z v.d, . as reflected in the shadow 
^ k 
prices of the resources used by that activity. 
While (2.23) is a necessary condition, it is clear from 
duality theory that the condition will always be satisfied 
as an equality in an optimal solution for all activities 
which enter the basis. Consequently, the price-equals-
marginal cost rules can be written as: 
p. = l/m.[E v.d, . + c. ] for x.>0 (2.24) 
J J k 3 ] ] 
The right hand side of (2.24) is then the supply function 
for the farm as implicitly embedded in the mathematical 
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programming model. This is a basic behavioral relation­
ship and expresses the farmer's determination of x^ given 
his expectation about yields and prices. That is, 
Xj = fj(M,6) (2.25) 
everything else being constant. 
Multiplying by the mean yield m^, a conditionally ex­
pected supply function is immediately obtained: 
E(qj|Xj) = mjXj = mjfj(M,p) (2.26) 
Since all the expectations involved are subjective 
anticipation, it is useful to denote (2-26) as the antici­
pated supply functions. 
By summing, the aggregate decision and anticipated 
supply function can be obtained. Ignoring aggregation prob­
lems, the decision function can be written as 
X. = f(W,P) (2.27) 
and the supply function can be written as 
E(Oj|Xj) = WjXj = Wjf(W,P) (2.28) 
where X^, Q^, W, P are suitable aggregates of x^, q^, M, p 
respectively, and Wj is the diagonal element of W. 
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C. A Meaningful Model with Government 
Policy Implementation 
The model in Section II.B could be called a free market 
model. Decisions which are derived depend on expected prices 
and yields. For the U.S. agricultural economy^ analysis of 
agricultural acreage response is difficult because of the 
establishment and frequent revision of the government farm 
commodity programs. Just (16) has developed an acreage 
response model for empirical studies in which he considers 
subsidies, price supports, acreage allotments, and diversion 
programs. He presented the free-market model first, then 
the possible effects of taxes, subsidies, and price supports 
were discussed, and finally the effects of allotments and 
diversion requirements were considered. For the free market 
model, decisions depend on expected prices and yields as 
the result from the previous model shows. In empirical 
analysis, Just used as one variable the product of expected 
price and expected yield to get the return on one acre of 
land used in planting the particular crop. In formulating 
the expected prices and yields, he used the geometric lag 
distribution, which will be considered in the next part of 
this chapter. 
Suppose S^ is a vector of economic state variables 
including prices and yields of the crops for period t and 
that decision-makers form subjective distributions for those 
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stated variables in period t-1. If only the subjective 
means change and all higher subjective moments (variance, 
etc.) are considered constant, then subjective knowledge 
is generally described by an expectation (or means) vector, 
CO 
"t = Vt-k-1 <2.29) 
where 
a = weights of distributed lag. 
Then the farmer's acreage decision depends on the ex­
pectation vector as follows: 
x^ = f(m^) (2.30) 
For policy implementation, the model of (2.30) could be 
modified and extended as described in detail in Just (16). 
The modifications of a decision that might result from gov­
ernment intervention were considered. The government was 
assumed to intervene in any combination of the following 
ways : 
1) By provision of subsidies or imposition of taxes 
on inputs and outputs; 
2) By imposition of restrictions on the use of certain 
inputs (i.e. land); 
3) By establishment of price support levels; and 
4) By the voluntary program. 
The most general of Just's models might be expressed as 
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a linear model as follows: (16, pp. 448-449) 
k-t+tq . . 
= *Oi+Gli I ^ , 8(1-8) 'St-k-1+Stîk-l' : '1-GI 0 
K-t-tQ 
+ B [SJ + r 
K=0 
+ Bzji; + S3^dJ« 4. + Bsjafi + (2-31) 
Since 
«> k-t+-t_ 
Ï e(i-e) 
k=t-to 
is unobservable, it can bt treated as a parameter to be 
estimated so the model becomes 
\j = "Oj + Sfjd-e)'' 4. Bijm*. 
+ Wt + + S4i»t 
+ B;jd+. + (2.32) 
where 
<» k-t+t 
8(1-8) 
-t, 
6Ij = «li 
"0 
and 
t-tQ-l 
T = ®î + ^^0 G'1-9) 'St-k-l+St!k-l' 
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and 
A . = acreage planned for use in the production of the 
J jth crop, 
(1-0) = the influence of prices, yields, and sto­
chastic (not known until after decisions 
are made) subsidies and taxes observed 
prior to t^, 
m** = the influence of prices, yields, stochastic and 
nonstochastic (announced before decisions are 
made) subsidies and taxes observed since t^, 
= vector of prices and yields observed in period t, 
S* = vector of nonstochastic subsidies and taxes for 
period t, 
S** = vector of stochastic subsidies and taxes for period t 
I* = vector of allotment indicators times the 
respective rate of participation, 
d** = vector of allotment levels times the respective 
rate of participation, 
ijj* = vector of price support levels times the 
respective rate of participation when respective 
allotments are established; vector of price 
support levels when respective allotments are not 
established, 
d;j^. = acreage diverted under the government program 
^ for crop j , 
E . = stochastic disturbance in the acreage 
^ decision. 
Alternative models with some restrictions were also 
presented and discussed in Just (16). The general model 
is the model presented herein with no constraints on the 
model. Because of the government program, data is often 
very highly correlated so that little or no significance can 
be indicated in estimation, alternatives models (Models 2, 
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3 and 4) were presented as the general model with more 
restrictions. The restrictions to the general model for 
Models 2, 3, 4 were described as follows: 
1) Model 2: Diversion highly correlated with partici­
pating allotment, i.e. 
ajj = (2.33) 
2) Model 3: Participating allotment highly correlated 
with participation, i.e. 
d** = bgl* (2.34) 
3) Model 4: Diversion, participation, and partici­
pating allotment all mutually highly correlated, i.e.. 
For empirical analysis in Just's study, the general 
model was utilized first; then, alternative models were 
considered and estimated. The most appropriate models were 
used in presenting the results and in discussing the effect 
of the government programs. 
The results of the study of acreage response in the 
San Joaquin Valley, 1949-1970, were reasonable in almost 
every case for price support and allotment variables. For 
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crops where CCC acquisitions have been negligible and pro­
duction has not been controlled by voluntary allotments, 
significance of price-support levels could not be shown. 
For crops controlled by voluntary allotments, price-supports 
were sometimes important even where CCC acquisitions were 
negligible because sizable direct support payments were made 
to compilers. The allotment variables also performed well 
for the crops controlled by strict allotments. The effect 
of the diversion variables could also not be isolated in most 
cases. For feed grain programs, the effect of diverted 
acreage is probably carried in the allotment participation 
variables as would occur in the case of Model 4 (16, pp. 
450-451). 
With regard to the interdependencies of government 
programs in supply response, production projections of feed 
grains in the San Joaquin Valley appear to depend very heavily 
on the continuation of the cotton program as well as the 
feed grain programs. These results suggested that, in fore­
casting supply of products, information on the existing and 
anticipated government programs would be useful and should 
be utilized (16, p. 451). 
The most interesting model in which linear regression 
analysis is used for evaluating farm commodities programs 
is that of Houck and Ryan (10) . The model was utilized for 
analyses of acreage supply relationships of corn by Houck 
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and Ryan (10) and by Ryan and Abel (27); for soybeans by 
Houck and Subotnik (11) and Houck, Ryan and Subotnik (12); 
for sorghum by Ryan and Abel (29); and for oats and barley 
by Ryan and Abel (28). The general statement of the 
economic model in these analyses is expressed as follows: 
A = f(G,M,Z); (2.35) 
where 
A represents acreage planted of the crop under study, 
G represents government policy programs such as price 
support loan rates, direct payments and diversion 
payments, with reference to the crop being studied 
and related crops, 
M represents market influences, 
Z represents all other supply determinants and random 
effects. 
Consider the components of the government policy vari­
ables. The notion of a weighted support rate for policy-
influenced crops was introduced in those studies. The 
weighted price support rate was developed as a means of in­
corporating both acreage restrictions and announced price 
supports into a single variable. This means that the vari­
able affecting the acreage planted is the weighted price 
support rate, not the announced price support rate. The 
weighted price support rate is a function of the announced 
price support rate, with some weight, i.e. 
PF = r.PA (2.36) 
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where PA is the announced price support rate, r is the 
adjustment factor, and PF is the weighted price support rate. 
The problem is finding the appropriate adjustment factor to 
apply to PA to bring it to PF for any set of program pro­
visions. This adjustment factor, in Houck and Ryan's notion, 
is a measure of the acreage restricting features of a particu­
lar program. Generally, the range of r is between 0 and 1.0. 
If no restrictions are attached to the PA, then r is 1.0 
and PA is the same as PF. The tighter the restrictions, the 
closer r will be to zero. 
In addition to acreage restriction and price support 
loan rate, the existence of diversion payments as another 
program might be included. Diversion payments represent 
payment for diverting land from production of the crop under 
study to other crops. In empirical work, the diversion pay­
ment variable was measured by a weighted support loan rate, 
i.e. 
DP = w.PR (2.37) 
where DP is diversion payment, w is a weight to account for 
restrictions on the use of diverted land and PR is the pay­
ment rate of diverted land. 
The supply relationship generally does explicitly in­
clude lagged or expected market prices as in Nerlove's 
Model in Nerlove (21). Therefore, in general, the market 
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variables might be included in the supply response equation. 
As a matter of fact, the acreage response of a crop will 
depend either on policy variables or market variables of 
that particular crop. In a previous study, Ryan and Abel 
(29) found that policy variables were more effective for 
sorghum supply response. They regressed sorghum acreage 
planted upon lagged market prices, weighted diversion pay­
ment rate and the other variables. The policy variables 
were significant, but the market variable (lagged market 
prices) was not. The policy variables were also considered 
as effective variables in the supply response studies for 
corn by Houck and Ryan (10) and by Ryan and Abel (27); and 
for oats and barley by Ryan and Abel (28) . However, the 
market variable was considered as an effective independent 
variable included in the supply response for soybeans by 
Houck and Subotnik (11) . In the empirical analysis 
of this study, both types of variables will be observed 
and taken into account. 
In conclusion, the government farm programs will affect 
farmers decisions. Some government farm programs, such as 
the land allotment program, have a direct effect, and some 
have an indirect effect via the return expected by the 
farmers. In a more general economic model, the relationship 
could be presented as follows: 
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= F(P,y,G,ô) (2.38) 
Where 
A^j = acreage planned in the production of crop, 
P = the expectation of prices (own prices and 
other products prices) 
y = the expectation of yields, 
G = the government program known in the decision 
period, 
G = the expectation of some government policy in the 
near future during the producing and marketing 
period. 
D. Modigliani and Cohen Model Concerning 
Analytical Uses of Subjective 
Data (20) 
In Sections A to C, economic models of farm firm 
decision-making have been developed. In this section, the 
systematic approach to utilizing the subjective variables 
of Modigliani and Cohen will be presented. Modigliani and 
Cohen discuss the role of subjective data in economic 
analysis and forecasting. They focus on analyzing behavior 
during period t; this requires some consideration of antici­
pations and plans made during previous periods. 
Let us consider the problem of the farm firm as seen 
at the beginning of planting season. The number of acres 
the firm intends to plant to a crop can be regarded as the 
solution of a constrained maximization problem; it is some 
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function of the initial conditions and the anticipated 
future conditions (i.e., government policy, expected prices 
etc.). Now, the anticipated constraints for the future 
period depend only on the initial conditions at the time of 
planning and the anticipated behavior of the environment 
during the period. Let 
C • = initial conditions, conditions prevailing during 
period t-i for i= 1,2,3,... . 
= actual environmental behavior during period t. 
,B, , . = anticipations formed during period t-1 
(base date) concerning environmental 
behavior during period t+k for k = 1,2,...,K. 
K = length of relevant anticipations time horizon. 
The anticipations function relates a firm's anticipa­
tions about the future to initial conditions. Denoting the 
anticipations function for relevant environmental behavior 
k periods ahead by , we have 
t-l^(t+k) ^ \^^t-i^ k=0,l,...,K (2.39) 
i — 1,2,3,..* . 
In practice, the anticipation for any particular aspect 
of environmental behavior might be simple, perhaps consisting 
of a constant level, the projection of trend, or some simple 
learning mechanism; or, on the other hand, it might be com­
plex. Examples of some orice and yield expectation func­
tions can be seen in Behrman (3). 
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Let 
X.. = farm firm's behavior during period t, i.e. 
^ actual acreage planted in crop j, 
= decisions made in period t-1 as to behavior in 
^ period t, i.e. intended acreage in planting 
crop j. 
The decision function relates decisions to initial 
conditions and to anticipated future environmental behavior: 
D, the decision function, is a vector. In this study, 
D is the same as the supply response function derived from 
the previous model (i.e.. Model of (2.38)). In particular, 
it depends on anticipation of prices and yields of the 
farmers, and they in turn depend on the initial conditions. 
The firm may not be able to carry out all of its deci­
sions. The actual set within which the firm's behavior must 
lie is a function of the initial conditions and of the actual 
relevant environmental behavior during that period. Inasmuch 
as the anticipated and actual environmental behaviors may 
differ, the anticipated constraints may not be the same as 
the actual constraints. Thus the decisions may have to be 
adjusted. We can formalize this concept by introducing the 
realization function as follows (letting = vector of X^^): 
t-A ^t-1 ^^t-1't-l®(t) / • • • t-l®(t+K))• (2.40) 
( 2 . 4 1 )  
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accounts for relation between plans and actual behavior, 
where 
C* T = initial condition affecting realization. t-i 
An equation that relates actual acreage to planted 
acreage and other variables is a realizations function. This 
study deals with estimation of realization functions. 
In the preceding analysis of Section C, the course of 
the economy is regarded as being determined by a system of 
simultaneous behavior functions, one for each farm firm, 
defined over a time interval of a year. No practical fore­
casting procedure could ever be based on such a system of 
equations. Any complex economic system, such as that of the 
U.S. farm economy, is comprised of millions of decision­
making farms. The empirical task of obtaining estimates 
of the behavior functions of each farm would be hopelessly 
impossible, even with the large capacity electronic computers 
presently available- With the introduction of the concept 
of temporal aggregates, a further degree of approximation 
could be introduced into the model of Section D when it is 
interpreted as applying to aggregates of decision-making 
farm firms. Although there are some "problems of aggrega­
tion" involved in the aggregation, Modigliani and Cohen 
regard them as beyond the scope of their study. 
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E. Model Specification of 
Present Study 
The present study will attempt to expand and revise 
the acreage response model of Houck and Ryan and others so 
that it will include subjective variables. The basic model 
to be used in this study is a slight modification of the 
Houck and Ryan model. The expected yields of own crop and 
competitive crops are added to the Houck and Ryan model. 
This basic model will be revised by taking into account the 
Modigliani and Cohen analytical techniques. The models will 
encompass six annual crops: (1) corn, (2) soybeans, (3) 
sorghum, (4) oats, (5) barley, and (6) wheat. The models 
will be presented in this section in general form. The re­
lated studies will be presented in Section E.l. The basic 
model (model without subjective variables) and revised model 
(model with subjective variables) will be presented in 
Sections E.2 and E.3 respectively. 
1. Related studies 
In 1972, Houck and Ryan (10) analyzed the equations 
for corn acreage planted in the U.S. from 1948-1970. 
Several nationwide corn acreage planted equations were esti­
mated by least squares. They used corn acreage planted as a 
dependent variable. The weighted loan rate, weighted 
diversion payment, price support for soybeans, U.S. acreage 
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planted for sorghum and time trend were independent vari­
ables. Generally speaking, the signs of the estimated 
coefficients are consistent with prior expectation and are 
significant. The overall fit of the equations, indicated 
2 by R , which range from 0 . 960 to 0 . 983, is good. Corn 
policy variables contributed importantly to the changes in 
acreage planted. 
Later in the same year, Ryan and Abel (27) modified 
Houck and Rvan model to analyze the effect of the set-
aside proaram on corn planting. The results of the second 
study were consistent with the former, with the policy vari­
ables contributing importantly to the change in acreage 
planted. In addition, these studies showed that soybeans 
competed with corn for production resources. 
Houck and Subotnik (11) and Houck, Ryan and Subotnik 
(12) studied the acreage planted response for soybeans for 
six regions in the U.S. In contrast with the corn studies, 
the results of this study show that market variables play 
an important role in production decisions for soybean 
planting. The market-price elasticities were generally 
larger than the effective support-price elasticities. In 
addition, corn acreage was closely related to soybeans 
acreage. 
In 19 73, Ryan and Abel (29) utilized the Houck and Ryan 
model to evaluate the impact of price-support programs on 
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sorghum acreage. The policy variables used to represent 
the effect of price-support programs on sorghum acreage are 
highly significant. The other variables used to explain 
the variations in sorghum acreage planted are lagged market 
price, acreage of winter wheat planted in some states, 
acreage of corn planted in some states, acreage of cotton 
planted in some states, and time trend. The results show 
that lagged market prices were not a significant variable. 
In summary, the results were generally similar to the earlier 
ones for corn. The crops competing with sorghum are cotton, 
wheat and soybeans. There was no significant measure of the 
substitution between corn and sorghum in this study. The 
model also appears to be useful for forecasting purposes. 
In the latter part of 1973, Ryan and Abel (28) pub­
lished the study of the other two feed grains, oats and 
barley. Following the same theoretical analysis, acreage 
response equations for oats and barley were estimated by 
least squares. The study periods were 1956-1971 for oats 
and 1948-1971 for barley. Policy variables included in most 
of the equations are the support price variables. Because no 
acreage restrictions applied to oats, the price support loan 
rate is the variable used in the oat model. For barley, the 
support loan rate was adjusted to obtain a weighted support 
loan rate. Diversion payment for barley was used in the 
barley model. Since there were no diversion programs for 
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oats, there was no corresponding variable for oats. The 
results of the study show that the policy variables employed 
for oats and barley are significantly related to acreage 
planted. The models were used to forecast acreage planted 
in the following year. The results of forecasting lent sup­
port to the usefulness of the equations for oats and barley 
presented in the study. 
In 1976, U.S.D.A., in cooperation with the University 
of Minnesota Agricultural Experiment Station (32), published 
a study of four feed grains and the other three crops, wheat, 
soybeans and cotton. Most of the analyses in the USDA study 
related to the previous works cited above. The new con­
cepts introduced therein were the use of spliced variables 
and price ratios to capture the effects of the changed 
economic setting in crop production. For each of the feed 
grains, since 1971, acreage restraints have been removed, and 
market prices have been considerably above support level. 
The use of "spliced" variables was because of the approximate 
expected prices or supply-inducing prices which induced the 
farmers to respond. 
Those approximate supply-inducing prices were composed 
of weighted support loan rates and lagged market prices. 
This notion leads to the construction of new variables 
shown as PICN^, PIBY^, PIGM^ and PIOT^, which refer to 
35 
supply-inducing prices for corn, barley, sorghum and oats, 
respectively. These new variables are the weighted support 
loan rates for corresponding crops in 1950 to 1971 and the 
lagged market prices for corresponding crops in 1972-1974. 
For the wheat study, the supply-inducing price variable 
was derived as expected prices which were considered to be 
a weighted combination of a simple lagged-market prices and 
weighted price support variable. The price expectations re­
lationship was expressed as: 
P* = (w^PWT^_i + w^PFWT^) (2.4 2) 
where 
P* = producer prices expectation for wheat in year t, 
PWT^_1 = lagged wheat average prices received by farmers, 
PFWT^ = effective price support for wheat in year t, 
w^ = weight associated with PWT^_^, 
W2 = weight associated with PFWT^. 
In the case of wheat, the participation rate is the pro­
portion of wheat planted subject to direct benefits or to 
program provisions. This rate remained fairly constant 
over time. Therefore, it was assumed that weights derived 
from regression analysis, w^ and w^, indicate the market 
price influences and program provisions. Both variables of 
PWT^_j^ and PFWT^ were used as explanatory variables in the 
wheat-supply model. 
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The expected price for soybeans in the USDA study was 
also considered as a weighted combination of a single lagged 
market prices and a weighted support-prices variable. 
Since no acreage restraints have been used on soybeans, the 
value of PFSB was equal to PSSB and r = 1.0. Therefore, two 
variables of PSB^_^ and PSSB^ were used in the soybeans-
supply response model in this study. The other explanatory 
variables were the same as those used in previous studies. 
2. Basic model of acreage response relations of six 
annual crops 
From the theoretical analysis in Section II.C, the 
general linear model in this study will be constructed as 
follows: 
Model I : Basic Model 
APi = F^(PF., DP., P^.^_., PF., ÏE., ÏE., 
OTHERS) (2.43) 
where 
AP^ = actual planted acreage for crop i, 
PF^ = U.S. average weighted loan rate for crop i, 
DPj^ = acreage diversion rate for crop i, 
P ^ = average market prices received by farmers for 
' crop i, lagged one year, 
PF- = U.S. average weighted loan rate for crop j 
(competitive crop), 
P ^ . = average market prices received by farmers for 
'^ crop j (lagged one year). 
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YEj^ = expected yield of crop i, 
YEj = expected yield of crop j (competitive crop) 
OTHERS = dummy variable and/or time trend. 
This model is called a basic model in the sense that 
there is no subjective variables included in the model. 
It is modified from Houck and Ryan's Model which is based on 
the theoretical analysis in Section A to B. The only dif­
ference from their model is the inclusion of expected yields 
as additional independent variables. 
3. Revised model with subjective variables 
With reference to the theoretical analysis of Modigliani 
and Cohen in Section D, the realization function approach 
or semi-causal forecasting will be utilized in empirical 
study. For the case of building an economic model to fore­
cast farm crops, if data on farmers' intention to plant and 
their actual plantings are available, econometric forecasting 
models need to consider only the realization function and 
can ignore the anticipation function and decision function. 
From this point, the realization function of (2.41) 
in this study will be presented as an estimable linear 
statistical relationship as follows: 
Model II; Revised Model (Model with subjective variables) 
AP = F^tAI., AI., PP., DP., Pt_i ^ 
YEj, OTHERS) (2.44) 
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where 
AI^ = intention acreages of planting crop i, 
AI . = intention acreages of planting crop j 
^ (competitive crop), 
others are the same as variables in Model I. 
Two other additional models will be presented here. 
These two models are obtained from Model II, by eliminating 
some variables, and they provide the tests of significance 
of coefficients of some groups of variables. The signifi­
cance test will provide the evidence for concluding which 
model has a superiority in estimating and forecasting per­
formance. 
Two additional models follow: 
Model III: 
AP. = F3(AI., PF., PP., YE., YE., 
OTHERS) (2.45) 
Model IV: 
AP^ = F^CAI^) (2.46) 
Where all variables named here are the same as above. 
The specific models of six crops will be presented in Chapter 
IV. 
Model III is obtained from Model II by dropping intended 
acreages of competitive crops. 
39 
Model IV is obtained from Model II by dropping the 
intended acreages of competitive crops and all objective 
variables. 
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III. STATISTICAL CONSIDERATION 
The objectives of econometrics are the production of 
quantitative economic statements that either explain the 
behavior of economic phenomena or that forecast behavior 
or both (4, p. 4). Chapter II of this study derived a 
quantitative economic statement of the supply response of 
U.S. major crops. This chapter discusses the appropriate 
Statistical Model which will be used in estimating the 
major U.S. crop supplies. Pindyck and Rubinfeld (26, pp. 
xiii-xv) discussed and presented three econometric models; 
1) Time-Series Models, 2) Single-Equation Regression Models 
and 3) Multi-Equation Simulation Models. They also stated 
that: 
The choice of the type of model to develop is a 
difficult one, involving trade-offs among time, 
energy, costs, and desired forecast precision. The 
construction of a multi-equation Simulation Model 
might require large expenditures of time and money, 
not only in terms of actual werk, but also in terms 
of computer time. The gains that result from this 
effort might include the better understanding of the 
relationships and structure involved as well as the 
ability to make a better forecast. However, in some 
cases these gains may be small enough so that they 
are outweighed by the heavy costs involved. Because 
the multi-equation model necessitates a good deal of 
knowledge about the process being studied, the construc­
tion of such models may be extremely difficult. 
The decision to build a time-series model usually 
occurs in cases when little or nothing is known about 
the determinants of the variable being studied, how­
ever, it may not be obvious whether a time-series model 
or a single-equation regression model is preferable 
as a means of forecasting. It may be reasonable for a 
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forecaster to construct both types of models and 
compare their relative performances. . . . Un­
fortunately, this can be a rather hard problem, as 
the choice of Model type is often not clear (26, 
pp. xiv-xv). 
However, in this study, the Single-Equation Regression 
Analysis will be used in estimating the acreage planted 
response of Model I of (2.43) to Model IV of (2.46). It 
will also be used in estimating a yield expectation equation 
and forecasting the expected yield. 
Single-Equation Regression Model may be defined as any 
model in which the variable under study is explained by a 
single function of explanatory variables. The equation 
could be linear, quadratic, cubic or another form, or could 
be time-dependent as is the time index appearing in the 
model. In this study, the author assumes that the supply 
response equations is linear. Therefore, Linear-Regression 
analysis is used in empirical study in this thesis. 
A. Single-Equation Linear 
Statistical Model (15) 
The linear statistical model is frequently used in the 
work of empirical analysis. The classical normal linear re­
gression model can be written in matrix notation as: 
Y = XB + U (3.1) 
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where 
Y = a column vector of n observations on the 
dependent variable, 
X = an n X (k+1) matrix of observations on the k 
explanatory variables and a column vector of 
ones, 
B = a column vector of (k+1) unknown parameters for 
which estimates are to be obtained, 
U = an nxl column vector of errors or unknown 
disturbance terms. 
In estimating the vector of parameter B, we must make 
some assumptions about the Equation (3.1). The assumptions 
are crucial for the processes of estimating and making in­
ferences. The assumption set is 
E(U) = 0 (3.2) 
E(UU') = (3.3) 
X is a set of fixed number or is a set of random 
variables distributed independently of U (3.4) 
U is normally distributed, (3.5) 
X has rank k+1 < n. 
1. O.L.S. estimation method 
From (3.1) to (3.5), we can apply the least square 
method to estimate the parameters of (3.1). Let k be a 
column vector of estimated values of B, and e be the column 
vector of residuals. We then have 
43 
Y = X3 + e (3.6) 
From Equation (3.5), by the least squares error cri­
terion, 3 is obtained by differentiating e'e with respect 
to g and setting the result equal to zero. This will yield 
the norral equation first, and then the estimator will be 
obtained by equations : 
g = (X'X)~^(X'Y) (3.7) 
and the corresponding residuals or estimates of errors are: 
e = Y - X6 (3.8) 
These estimates can be obtained when given 
rank X = k+1 < n (3.9) 
and therefore, the inverse of (X'X) exists. 
The estimate, B, can be shown to be the best linear un­
biased estimator (BLUE) of B if the assumptions of (3.2) to 
(3.4) hold. It can be shown as follows: 
6 = (X'X)"^X'Y 
= (X'X) ~^X'(XB+U) 
= B + (X'X)~^X'U (3.10) 
Taking the expected value of (3.10) yield 
E(S)=E(B) + E (X'X) ~^X'U = B (3.11) 
The variance-covariance matrix of § is 
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V(6) = E[(B-B) (S-B) '] 
= a^(X'X)"^ (3.12) 
The linearity property indicates that the estimators 
are linear functions of Y as shown by (3.7). The estimators 
possess a smaller variance than any other linear unbiased 
estimators. Therefore, we call them best linear unbiased 
estimators (BLUE). 
The expected value of the squared residuals is 
E(U'U) = a^(n-k-l) (3.13) 
2 
so that an unbiased estimator of a is 
= e'e/n-k-1 (3.14) 
2. Significance tests of coefficients B 
The estimation procedure and the proof that g is BLUE 
do not need the assumption of normality. We need the assump­
tion of the e^ to be normally distributed i.e. (3.5) for 
performing the significance tests and confidence intervals 
for the 6. Under the normal distribution assumption, the 
significance tests will hold exactly. By making no explicit 
assumption about the form of the distribution of the e^^ 
and appealing to the Central Limit Theorem the tests can be 
regarded as approximately correct (15, p. 135). The assump­
tions (3.2, 3.3 and 3.5) can be written as 
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n. N(0,a l^) (3.15) 
In performing significance tests, the hypotheses may 
consist of values of single parameters or of values of sets 
of parameters or of restrictions on parameters. Testing a 
hypothesis on a partition of parameters is considered first, 
the others will be derived from this general case. Excellent 
discussions of the appropriate statistical tests and pro­
cedures are presented in many sources (e.g., 15 and 31) 
and will not be discussed here in detail. 
Suppose the independent variables are divided into two 
groups, and we are interested in testing the hypothesis that 
some of the 6's are given constants. Considering the linear 
model expressed as 
Y = + U (3.16) 
where is an (nxh) and X^ is an nx(k+l-h) matrix of inde­
pendent variables in the model: X = (X^iXg). 
We want to test H : B_ = X„. O 2 2 
From the model of (3.16) we will obtain: 
(3.17) 
6 = 
• ^ 
N 
6 2 /  
, a 
X'Xi 
^1^2^ 
X'X^ 
-1 
(3.18) 
I.e., 
§2 ~ NCBg, o^fx^M^Xg) 1] (3.19) 
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where 
M = I -X, (X'X^) "^X' . 
i n 1 J- 1 1 
2 Now, assuming U'^'N(0, a I^), we can construct an F-
statistic to test the Hg: ~ ^ 2 follows: 
' (XIM.X-) (B,-X„)/h 
^ = eW(n-k-l) 
The ratio has an F-distribution with (h, n-k-1) degrees 
of freedom. 
In practice, if we want to test the null hypothesis 
H : = 0. 
o z 
The procedure is : 
1) Regress Y on (X^iXg); get Residual Sum of Squares 
(Full Model) . 
2) Regress Y on X^; get Residual Sum of Squares 
(Reduced Model). 
3) Divide the difference by h. 
4) Divide the Mean Square of (3) by the Residual Mean 
Squares (Full Model). 
5) If the value obtained in (4) is greater than the 
appropriate critical value for F(h,n-k-1), then reject 
Ho= Ej'O. 
The above process can be written for testing Hg: 62=0, 
(SS , . , _-SSr . ,)/h 
^ _ reduced model full model ,\ 
^(h,n-k-l) SSfuii model/n-k-1 
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where 
SSreduced model = Residual Sum of Squares of reduced 
model, 
SSfuii jpojjei ~ Residual Sum of Squares of full model-
The other method of calculation of F-ratio is 
/h 
c, _ full model reduced model 
where 
•Pull model ~ multiple determination of full model, 
2 R J , J T = multiple determination of reduced 
reduced model , 
model. 
If we want to test the null hypothesis that all 
coefficients except the intercept term of the (3.1) equal 
zero, that is, to test 
= ... = Bj, = 0, we use an F-ratio. 
This F-ratio can be written as 
Rf+i/k 
F = K+1 (3.23) 
(1-R^+l)/n-k-l 
where 
p2 ^ B'X'Y-(ZY)^/n 
Y'Y-(ZY)^/n 
The ratio value has an F-distribution with (k,(n-k-1)) 
degrees of freedom. 
^Xq = 1 for all observations. 
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In a case in which only one independent variable is 
tested, the null hypothesis in this case will be: 
(i.e. B\ might be zero or any constant) . 
The t-student statistic will be 
B . —B . 
t = ^ (3.24) 
l—i. 
"th — 1 
where is the i diagonal element in (X'X) , and t has 
student t distribution with (n-k-1) degrees of freedom. In 
this special case, F-ratio with (1, n-k-1) degrees of 
2 freedom is equivalent to t (n-k-1) ratio. 
3. Forecasting with a single-equation regression model 
The purpose of constructing and estimating the rela­
tions in the last section is for forecasting or prediction. 
Pindyck and Rubinfeld (26, p. 156) define a forecast as a 
quantitative estimate (or set of estimates) about the like­
lihood of future events based on past and current information. 
They also distinguish between two types of forecasting; 
ex post and ex ante. An ex post forecast predicts the 
values of endogeneous variables in the sampling period 
when both endogeneous and exogeneous variables are known 
already- It can be used to check against existing data and 
provide a means of evaluating a forecasting model. An 
ex ante forecast predicts values of the dependent variable 
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beyond the estimation period, using explanatory variables 
which may or may not be known with certainty (26, p. 157) . 
B. Violations of the O.L.S. Model 
Assumptions 
1. Multicollinearity 
Intercorrelation among the independent variables is 
referred to as multicollinearity. In this study, where 
actual acreage planted is the dependent variable, the in­
tended acreage might be highly intercorrelated with the other 
independent variables. Perfect multicollinearity violates 
condition (3.9) and prevents the solution of the O.L.S. 
estimators. However, it more commonly happens that some 
independent variables are highly but not perfectly 
correlated. Under these conditions (X'X) exists but its 
terms are likely to be quite large, and a coefficient which 
was thought to be negative may be estimated by a large posi­
tive, nonsignificant number. Johnston (15) gave the fol­
lowing difficulties of the effects of multicollinearity: 
1. The precision of estimation falls so that it be­
comes very difficult to disentangle the relative influences 
of the various independent variables. This loss of pre­
cision has three aspects: specific estimates may have very 
larae errors; these errors may be highly correlated one with 
another; and the sampling variances of the coefficients will 
be very large. 
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2. Investigators are sometimes led to drop variables 
incorrectly from an analysis because their coefficients are 
not significantly different from zero, but the true situa­
tion may not be that a variable has no effect but simply 
that the set of sample data has not enabled us to pick it 
up. The investigator has the choice of presenting the 
results and stating that the data are inadequate to permit 
reliable estimation. 
3. Estimates of coefficients become very sensitive to 
particular sets of sample data, and the addition of a few 
more observations can sometimes produce dramatic shifts in 
some coefficients (14, pp. 29-39). 
Tests of the presence of multicollinearity require the 
judicious use of various correlation coefficients. In the 
case of two independent variables, the simple correlation 
coefficient suffices. When there are more than two inde­
pendent variables, both zero-order and partial correlation 
coefficients should be examined, but even these may not be 
sufficient indicators. A more generally reliable guide, 
therefore, may be obtained by considering the coefficient of 
2 
multiple determination, Rj^, between each and the re­
maining (k) variables in X (5, pp. 92-107). 
Suggested solutions for multicollinearity follow: 
1. Add outside information to the estimation procedure. 
This approach requires either more data or some knowledge of 
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the coefficients. As a matter of fact, the economist often 
have some information on the nature of the coefficients in 
the model. One approach followed often in practice is to 
drop one or more of the highly correlated independent vari­
ables from the equation. This is equivalent to setting the 
coefficient for that variable equal to zero. If other 
information is known to the researcher, the linear transfor­
mation or restricted least square approach might be used to 
solve the problem. For details of linear transformation 
method, see Fuller (6). 
2. If we have pair-wise multicollinearity, we might 
regress this pair separately first, then use the residuals 
from this regression to represent the variable treated as 
the dependent one. This method will insure that the re­
sidual and the variable treated as independent variable are 
independent. In this thesis, the realization function con­
tains the intention variable and other variables explaining 
the realization variable. The intention variable might be 
highly intercorrelated with the others. To utilize the in­
tention variable in the analysis, we might regress this upon 
the other variables and use the residual as an independent 
variable in estimating the realization function. The use 
of this procedure would reduce the collinearity of the inten­
tion variable with the others. 
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2. Autocorrelated errors 
In tine-series data, the correlation of the error term 
U with previous values of itself is referred to as auto­
correlated errors. Autocorrelated errors are a special case 
of serially correlated errors. Serially correlated errors 
refers to the case in which error terms may be correlated 
with past values of themselves and/or errors in other equa­
tions. The correlation between the errors of two or more 
equations will be considered in the next section. The 
presence of the autocorrelated errors violates the O.L.S. 
model assumption that successive disturbances are inde­
pendent, assumption (3.15). This assumption implies that 
E[U(t)U(t-j)]= 0 for all i not equal to zero and over all t. 
Johnston (15, pp. 24 3-244) noted that there are several 
circumstances in which the assumption of a serially inde­
pendent disturbance term may not be met. One of these is an 
incorrect specification as to the form of the relationship 
between the dependent and the independent variables. This 
can arise from incorrect model specifications which omit a 
relevant independent variable from the analysis- If there 
is serial correlation among these omitted variables that 
does not cancel out, autocorrelation is the possible result. 
A second possible explanation for the presence of auto­
correlated errors is measurement errors on the variables in 
the analysis. 
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The consequences of autocorrelated errors in the O.L.S. 
model are numerous (15, pp. 246-249 and 26, pp. 197-198). 
First, if there is no lagged dependent variable appearina as 
an independent variable in the model, we will obtain un­
biased estimators of B, but they will not be efficient. 
Second, the estimates of the coefficients' sampling variances 
are also likely to be underestimated and the t and F test 
will be biased. Third, inefficient predictions, that is, 
predictions with needlessly large sampling variances, will be 
obtained. When the model specification leads to the inclu­
sion of lagged dependent variables as independent variables 
—as in the reduced form of Nerlovian supply response equa­
tion, then 6 is biased and inconsistent. 
There are several tests based on the residual vector of 
U which are commonly used to determine the presence of auto­
correlated errors. These tests are the Durbin-Watson d 
statistic, the Theil-Nagar d and the Hart-von Neuman ratio. 
Those tests appear in most econometric textbooks, including 
Johnston (15, pp. 249-254). However, Ladd (19, p. 332) 
pointed out that the use of residuals to compute the auto-
regressive properties of errors is not a satisfactory 
method. 
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3. Inter-group correlation in errors 
In this study, there are several sets of data or several 
supply response equations used in estimating coefficients. 
One assumption in using O.L.S. for each set of data is that 
the errors are uncorrelated between groups. However, the 
errors might be correlated between groups or equations; 
i.e. the errors for the supply response equation for corn 
are correlated with errors for the supply response equation 
for soybeans. If correlation among the groups of data 
exist, the seemingly unrelated regressions of Zellner (39) 
are suggested. Ladd (18) suggests that having a test for 
Uij=0, where is the errors among groups or equations, is 
therefore desirable. Such test can be derived from Anderson 
(2, pp. 61-66) . 
Two versions of the procedure of estimating parameters 
associated with sets of seemingly unrelated regression equa­
tions will be considered and reviewed here. One version is 
the estimation procedure with the assumption that there is 
no autocorrelation in each equation. This version can be 
seen in Zellner (39, pp. 349-352) and Zellner and Huang (40, 
pp. 300-303). The other version is the estimation procedure 
with the assumption of autocorrelation in each eauation, as 
seen in Parks (24, pp. 50 0-504) and Km.enta and Gilbert (17, 
pp. 186-189) . 
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a. Estimation procedure of seemingly unrelated re­
gression (39) Let the set of equations be written as: 
^1 
^2 
II 
\r 
. "M , 
0 
X, 
0 
0 
0 
0 
X, M 
Bl %l' 
®2 
+ 
^^2 
1 
(3.25) 
or 
y = XB + U, 
where 
y is a Txl vector of observations on the m th 
• m 
X is a Txk matrix of rank k of observations on k 
mm m m 
dependent variable, 
m 
"independent" variables. 
B is a k xl vector of coefficients, 
m m 
and 
U is a Txl disturbance vector. 
m 
We assume that E(U ) =0, m = 1,2,...,M, and that the 
m 
disturbance variance-covariance matrix is given by 
U. 
Z = E 
U, 
u, M 
(U'U^ ... u^) = 
^11^ ^12^ * *• ^IM^ 
^21^ ^22^ 
°M1^ ^M2^ ••* 
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^11 ^12 • 
^21 ^22 ' 
^M1 ^M2 
a IM 
2M 
MM 
® I = ® I' (3.26) 
where the unit matrices are of size TxT, and a , = 
mm 
for t = 1,2,...,T. 
This form implies the absence of serial and auto­
correlation. 
The inverse of Z is 
,-l 
0^4 olZ; 
a"i 
. a""! 
(,11 a" 
0^1 0^2 
Ml M2 
a a 
. a 
IM 
2 M 
MM 
^ I, (3.27) 
Now, we apply Aitken's generalized least squares to 
obtain the Aitken estimator: 
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e* = 
n 
G: 
=  ( X ' Z  ^ X ) ~ ^ ( X ' Z ~ ^ Y ) ,  (3.28) 
Thus we have 
8 *  =  
a^x^x^ C^^XjXg . 
= 
O^^X^X^ 22 
^ 2^2 • • «^"x'x^ 
% nWGx'X M 2 ' 
-1 
^ IM 
m!/ 'i'M 
" M 
(3.29) 
and the variance-covariance matrix of estimator B* is 
— 1 
a^^X^Xi o^^x'xg .. . a^^x^x^j 
V(D*) = 
a^^X^Xi o^^X^Xg ... a^-^X^X^^ 
°"'Vi ... 
(3.30) 
Since the matrix Z is generally unknown, in applica­
tion we utilize single-equation least-squares residuals to 
estimate it and its inverse. 
That is, we construct from single-equation least-square 
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'11 12 ^IM 
'21 ^22 2M 
0 I (3.31) 
Ml M2 "MM 
and 
= IS™'} ®i 
e ^ 
(3.32) 
Then our efficient estimator is given by 
B = 
êi S^^X^Xi 
«2 
21 S S^X'X^ 
^M 
Ml 
S"^V2 
q l M y I  V  
1 M 
^1 
^ IM E S X'Y 
in=l 
m=l 
(3.33) 
and 
V(B) = 
s^lx'x. 
12 
s Zxfx, 
22 
s X'X^ 
S^^X'X S^'^X'X gMM , y  
Ml M 2 ' " MM 
-1 
+ o(T ^ ) (3.34) 
-1 
where o(T ) denotes terns of hiaher order of smallness 
— 2 than T 
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b. Estimation procedure of seemingly unrelated re­
gression with autoregressive errors When there is an 
autocorrelated error in each equation, the three-stage 
Aitken Method (ZEF-OLS) has been proposed by Parks (24, pp. 
503-504). The first step uses single equation regressions 
to estimate the parameters of the autoregressive model; 
the second step uses single equation regressions on trans­
formed equations to estimate the contemporaneous covariances, 
the third step finally obtains the Aitken estimator. 
Consider the i^^ equation of the regression system (3.25) 
It is assumed that the disturbances are autocorrelated, i.e. 
U., = p.U. ,_i+e. ; p.<l, i = 1,2,...,M (3.35) 
It lx-"CX lu 1  
where 
e^^ are random variables satisfying the conditions 
E(e^^) =0; i=l,2,...,M; t=l,2,...,T 
E(e..e. ,) = a.. for i,j = 1,2,...,m, and t = t' 
1 U J U 1 J 
(3.36) 
= 0 for i,j = 1,2,...,M and t ^  t. 
In addition, assume that 
^il ^i^iO ®il (3.37) 
where is a random variable drawn from a population with 
2 —2 
mean zero and variance o^^(l-p^) 
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Therefore, the equation of the system (3.25) can 
be written as 
y. =X.B. +P.e. 
1 11 11 (3.38) 
where 
P. 1 
(l-p?)"l/2 0 0 
Pid-pJ)"^"^^ 1 0 
p^(i-ph 1/2 
T-l,, ^2.-1/2 T-2 T-3 ^ (1 ) Pj^ P • • • 1 
(3.39) 
To estimate the parameters of (3.37), consider 
= y^-X^B^, where is the ordinary least squares esti­
mate of B^. The parameters, p^, can be estimated on the 
basis of a regression on these residuals, and the equation 
"it = gives 
Oi = (3.40) 
The matrix is obtained by substituting p^^ for p^ 
in (3.37). 
Transforming by premultiplication of Equation (3.38) by 
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gives 
*^—1 — 1 ^ — 1 P. y. = P. X.B. -• P. P.e. i - ' i  1 1 1  1 1 1  
or 
y| = X?6j_ + ef, i = 1,2,...,M. (3.41) 
By regressing the transformed equation above, the 
estimated residuals can be used to estimate the elements 
of the contemporaneous covariance matrix = {S^j} by 
êîê'. 
S.. = ^ : 
(y*-Xf6,)' (Yt-Xtg.) 
= 1/2 ^ 1/2 (3-42) 
(T-k.) ^/^(T-k^)^/^ 
where 0^ is the O.L.S. estimators of the i^ transformed 
equation estimation. 
Finally, in the third step 
6 = (X'n~^X)~^X'Q~^y (3.43) 
where 
— 1 — 1 /N—"1 — 1 0 ^  = P' Z P ^ 
= P' ^(z^^ ® DP ^ (3.44) 
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4. Specification errors 
Errors in selecting the appropriate set of independent 
variables contained in the equation are commonly referred to 
as specification errors. The consequence of those errors 
are likely to be a biased estimated coefficient and an up­
ward biased estimate of the residual variance. This can be 
demonstrated through the following. 
Suppose that the true model is the equation of (3.1), 
but we mistakenly select a set of independent variables X 
of order nx(k+l) which is some subset of the true model 
independent variable X. We would then obtain the least 
squares estimator 
b = {X'X)~^X'Y (3.45) 
and 
E(b) = (X'X)~^X'XB (3.46) 
which will be biased estimates of the true coefficient, 
with the extent of the biases depending on the correlations 
between the included and omitted variables weighted by 
the omitted true model parameters (15, p. 169). 
It is apparent that the omission of relevant variables 
from a model reduces the explained sum of squares and there­
fore biases upward the estimate of the residual variance, 
^ 2 
. This, in turn, inflates the estimated standard errors 
of the regression coefficients and reduces the value of the 
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test statistics (t and/or F-test) of these coefficients be­
low commonly used critical regions. 
Another possible specification error is the presence 
of an irrelevant variable. The effects of adding an ir­
relevant variable are quite different from the effects of 
omitting some variables. We would expect that not taking 
into account all the information available about the model 
would lead to a loss of efficiency, but the coefficient is 
consistent and unbiased. The details of this work are shown 
in Pindyck and Rubinfeld (26, pp. 189-190). 
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IV. VARIABLES, DATA, EMPIRICAL MODEL 
AND PROCEDURE 
The discussion contained in the three preceding chapters 
lays the foundation for analysis of sample data. This chap­
ter will be organized into four sections as follows: (a) 
variable classification and definitions; (b) data considera­
tions; (c) empirical models; and (d) estimation procedure and 
methods of analysis. 
A. Variable Classification and Definitions 
To facilitate further discussion of the empirical models 
derived from (2.42) to (2.45), the variables used in empiri­
cal analysis will be defined in Figure 4.1. The "Variable 
Name" column which appears on the left side of the figure 
is an alphameric name. All acreage variables relate to the 
national or aggregate value. All prices, yields and the 
other ratio variables relate to the national average. Vari­
ables which relate to barley, corn, oats, sorghum, soybeans, 
wheat and cotton commodities in the model are denoted as 
BY, CN, OT, GM, SB, WT and CT, respectively. Some other 
general interpretative guidelines include the following: 
AP, denotes a planted acreage; AI, March intended acreage; 
DP, P, PF, PI, and PS, denote diversion payment rates, average 
market prices, weighted price support rate, supply inducing 
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VARIABLE 
NAME 
AIBY 
AICN 
AIGM 
AIOT 
AISB 
AIWT 
APBY 
APCN 
APGM 
APOT 
APSB 
APWT 
DPCN 
DPGM 
DPWT 
DVEIGH 
DVSIX 
UNIT OF 
MEASURE 
thousand acres 
$ per bushel 
$ per bushel 
$ per bushel 
0; 1952-1967 
1; otherwise 
0; 1952-1965 
1; Otherwise 
INSCRIPTION 
March intention acreage of barley 
March intention acreage of com 
March intention acreage of sorghum 
March intention acreage of oats 
March intention acreage of soybeans 
March intention acreage of wheat 
Planted acreage in barley 
Planted acreage in corn 
Planted acreage in sorghum 
Planted acreage in oats 
Planted acreage in soybeans 
Planted acreage in wheat 
Diversion payment rates for corn 
Diversion payment rates for sorghum 
Diversion payment rates for wheat 
Dummy variable to account for a change in 
oat supply response. 
Dummy variable to account for a change in 
the method of calculating direct support 
payments in 1966 and thereafter 
Figure 4.1. Variable definitions (Mote: the subscripts t and t-1 which 
stand for current year and lagged one period year will be 
omitted in this figure) 
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VARIABLE 
NAME 
UNIT OF 
MEASURE 
PBY $ per bushel 
PCN 
PGM $ per cwt. 
POT $ per bushe1 
PSB 
PWT 
PFBY 
PFCN 
PFCT $ per pound 
PFGM $ per cwt. 
PFOT $ per bushel 
PFSB 
PFWT 
PIBY $ per bushel 
PICN 
PIGM $ per cwt. 
PIOT $ per bushel 
EESCRIPTION 
Barley market price received by farmers 
Corn market price received by farmers 
Sorgh-um market price received by farmers 
Oat market price received by farmers 
Soybean market price received by farmers 
Wheat market price received by farmers 
Weighted support loan rate for barley 
Weighted siçjport loan rate for corn 
Weighted support loan rate for cotton 
Weighted support loan rate for sorghum 
Weighted support loan rate for oats 
Weighted support loan rate for soybeans 
Weighted support loan rate for wheat 
Supply inducing price for barley 
(PFBY for years 1952-1971; 
PBY ^ for years 1972-1974) 
t—1 
Supply inducing price for corn 
(PFCN for years 1952-1971; 
PCN^ ^  for years 1972-1974) 
Supply inducing price for sorghum 
(PFGM for years 1952-1971; 
PGM^ for years 1972-1974) 
Supply inducing price for oats 
(PFOT for years 1952-1971; 
POT^ for years 1972-1974) 
Figure 4.1 (Continued) 
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VARIABLE UNIT OF 
NAME MEASURE 
PSSB $ per bushel 
YBY bushels per 
acre 
YCN " 
YCT pounds per acre 
YGM bushels per acre 
YOT 
YSB 
YWT 
YEBY 
YECN 
YECT pounds per acre 
YEGM bushels per acre 
YEOT " 
YE SB 
YEWT 
T52 
T67 
DESCRIPTION 
soybean price support loan rate 
Actual yield of barley 
Actual yield of corn 
Actual yield of cotton 
Actual yield of sorghum 
Actual yield of oats 
Actual yield of soybeans 
Actual yield of wheat, 
Expected yield of barley 
Expected yield of corn 
Expected yield of cotton 
Expected yield of sorghum 
Expected yield of oats 
Expected yield of barley 
Expected yield of wheat 
Time trend, 1952 = 1, 1953 = 2, 1954 = 3..., 
1952 = 1, 1953 = 2, 1967 = 16 
0 in 1968, 1969,...,1974 
Figure 4.1 (Continued) 
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prices and announced price support rate; Y and YE denote the 
actual per acre yield and expected yield of certain com­
modities. 
The second column of Figure 4.1 indicates the units in 
which the variable is measured. The third column is a brief 
verbal description of the variable and indicates its 
empirical counterpart used in the model. 
B. Data Considerations 
The sample period for estimating the coefficients of 
all six U.S. farm crops was from 1952 through 19 74. This 
period of time was felt to be sufficiently long to encompass 
the production cycles for any of the farm crops considered 
and therefore help capture the essence of the structure of 
that subsector. 
The data sources are all secondary in nature and rely 
on figures published by a government agency, the USDA. 
Publications from this agency which contain the specific 
data series used are indicated by bibliographic reference 
numbers (32) through (38). Table 4.1 shows the detail of 
data sources. 
Expected yields appearing as independent variables in 
the model are not observable. Those variables have to be 
estimated. In this study, it is assumed that farmers' 
yield expectations depend on the actual yields of the 
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Table 4.1. Data sources 
Data Sources 
Actual acreage planted of all 
crops 
USDA (34) and USDA (38) 
March intention acreage of 
all crops 
USDA (38) 
Market prices or prices 
received by farmers for 
all crops 
USDA (33) 
U.S. average weighted loan 
rates for feed grains 
USDA (32)* 
U.S. average weighted loan 
rates for wheat and cotton 
USDA (32) 
U.S. price support rate for 
soybeans 
USDA (32) 
U.S. diversion payment rates for 
corn and sorghum 
USDA (32) a 
U.S. diversion payment rates for 
wheat 
USDA (32) 
Yield per acre USDA 
USDA 
(35), USDA (36), 
(37) 
^For 1952-1972 only, the rest were calculated in the 
same manner. 
particular crop in past years. From this notion, three 
formulations of expected yields functions are utilized. 
They are the five-year moving average regression model, the 
time-trend regression model and the mixed model of two-year 
lagged actual yields and a time trend. The three of them 
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are expressed as follows: 
^ll^i(t-l) ^l2^i(t-2) + a, l3ri(t-3) 
^14^i{t-4) ^15^i{t-5) (4.1) 
2 (4.2) 
^31 ^32^i(t-l) ^33^i(t-2) ^34^ 
(4.3) 
where 
YE^ = expected yields of crop i, 
= actual yields of crop i, 
t = time-trend. 
The estimates of the two equations above were obtained 
by O.L.S. from the actual data in the sample period. The 
estimated equations and the estimated expected yields are 
presented in Appendix A. 
This section contains the various equations that were 
fitted in this study. Four single-equation models for each 
of six U.S. crops will be presented. The nature of the 
models is specified in the following descriptions. 
Model I: The explanatory variables in Model for each 
of six U.S. crops are expected prices and some policy 
C. Empirical Models 
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variables of own crop and competitive crops, expected yields 
of own crop and competitive crops, a considered duirmy vari­
able and/or time trend. This model is from the general form 
of (2.42) and could be called a basic model. 
Model II: The explanatory variables in Model II are 
the variables contained in Model I and the subjective vari­
ables of intended acreages of own crop and competitive 
crops. This is the model of the general form of (2.4 3) 
and could be called a revised model or model with sub­
jective variables. 
Model III: This model is the reduced model of Model 
II. With the dropping of the subjective variables of compe­
titive crops from Model II, this model contains all the 
objective variables of Model I and the subjective variable 
of only the own crop. It was built for testing the sig­
nificance of inter-commodity subjective variables. 
Model IV: The explanatory variable in this model is 
only the own subjective variable of the crop concerned and 
was built to test for the significance of the coefficients 
of all objective variables. 
The dependent variables in all models are the planted 
acreages in the commodities concerned. The details of the 
four models of six crops follow. 
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Corn: 
The empirical models for corn presented here are based 
upon Houck and Ryan (10), Modigliani and Cohen (20), Ryan 
and Abel (27), USDA (32). The crops considered to be 
competitive with corn are sorghum and soybeans. Four models 
of corn supply response were constructed: 
APCN^ = a. + a.PICN^ + a^-DPCN. + a_PSB^ , + a.PSSB^ t 0 4 t 5 t 6 t-1 7 t 
+ agPIGM^ + a^YECN^ + a^pYEGM^ + a^^YESB^ 
+ a^gDVSIX + a^3T52 + e^^ MODEL I (4.4a) 
APCN^ = ag + a^AICN^ + agAISB^ + a^AIGM^ + a^PICN^ 
+ a^DPCN^ + agPSB^_^ + a^PSSB^ + agPIGM^ 
+ a^YECN^ + a^qYEGM^ + a^^YESB^ + a^gDVSIX 
+ a^3T52 + e^^ MODEL II (4.4b) 
APCN^ = a^ + a^AICN^ + a.PICN. + a^DPCN. + a^PSB. . 
t 0 1 t 4 t 5 t 6 t-1 
+ a^PSSB^ + agPIGM^ 4- a^YECN^ + a^qYEGM^ 
+ a^^YESB^ + a^gDVSIX + a^3T52 + e^^ MODEL III 
APCN^= aQ + a^AICN^ + e^^ MODEL IV 
(4.5) 
D
(4.6) 
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Soybeans; 
Based upon theoretical analysis and previous studies, 
soybean supply response models will be presented here. The 
crop considered to be competitive with soybeans is corn. 
Four models of soybean supply response were constructed as 
follows : 
APSB^ = bg + b3PSB^_j_ + b^PSSB^ + b^PICN^ + bgAPSB^_^ 
+ b^YESB^ + boYECN^ + e^. MODEL I (4.7) / t o u lu 
APSB^ = bg + b^AISB^ + bgAICN^ + b3PSB^_j^ + b^PSSB^ 
+ bgPICN^ + bgAPSB^_i + byYESB^ + bgYECN^ 
+ e^^ MODEL II (4.8) 
APSB^ = bg + b^AISB^ + b3PSB^_3_ + b^PSSB^ + b^PICN^ 
+ bgAPSB^_^ + b^YESB^ +,,bgYECN^ + e^^ 
MODEL III (4.9) 
APSB^ = bg + b^AISB^ + e^^ Model IV (4.10) 
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Sorghum; 
Based upon theoretical analysis and previous studies, 
sorghum supply response models will be presented here. 
The crops considered to be competitive with sorghum are 
soybeans, corn, cotton, and wheat. Four models of sorghum supply 
response were constructed as follows: 
APGM^ = Cg + C^PFGM^ + CgDPGM^ + c^PSB^_^ + CgPSSB^ 
+ CgPFMT^ + C^qPWT^_^ + C^^PFCN^ + 
+ C,-YEGM^ + C..YESB^ + C YEWT. + c YECN. 13 t 14 t 15 t lb t 
+ C, _YECT^ + C, qDVSIX + e,. MODEL I (4.11) 17 t 1° It 
APGM^ = Cg + c^AIGM^ + c^AISB^ + c^AICN^ + C^AIWT^ 
+ c^PFGM^ + CgDPGM^ + c^PSB^_^ + CgPSSB^ 
+ CgPFWT^ + Cl0P*?t-l + OiiPFCN^ + Ci2PFCT^ 
+ c 3^YEGM^ + c 4^YESB^ + c^gYEWT^ + ci6"^^t 
+ C^^YECT^ + c^gDVSIX + e^^ MODEL II (4.12) 
APGM^ = Cg + c^AIGM^ + C^PFGM^ + c-gDPGM^ + c 7PSB^_^ 
+ CgPSSB^ + c.gPFWT^ + c.j ^ QPWT^_^ +  C j^^PFCN^ 
+ c^^PFCT^ + c^gYEGM^ + c^^YEST^ + CigYEWT^, 
+ c^gYECN^ + c.^^YECT^ + c^gDVSIX + 
MODEL III (4.13) 
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APGM^ = Cg + c^AIGM^ + MODEL IV (4.14) 
Oats ; 
Oat supply response models will be presented here, 
based upon theoretical analysis and previous studies. The 
crops considered to be competitive with oats are barley 
and wheat. Four models of oat supply response were 
constructed as follows. 
APOT^ = d_ + d.PIOT^ + drPIBY^ + d^PFWT. + d-PWT^ , t04t5t6t7 t-1 
+ dgYEOT^ + dgYEBY^ + d^gYEWT^ + d^^DVEIGH 
+ 3^2^67 + d^3T67^ + e^^ MODEL I (4.15) 
APOT^ = dg + d^AIOT^ + dgAIBY^ + d^AIWT^ + d^PIOT^ 
+ d^PIBY^ + dgPFWT^ + d^PWT^_^ + dgYEOT^ 
+ dgYEBY^ + d^gYEWT^ + d^^DVEIGH + 0^2^67 
+ d^3T67^ + e2^ MODEL II (4.16) 
APOT^ = dg + d^AIOT^ + d^PIOT^ + d^PIBY^ + dgPFWT^ 
+ d^PWT^_^ + dgYEOT^ + dgYEBY^ + d^gYEWT^ 
+ d^^DVEIGH + d^2T67 + d^gTG?^ + e^^ 
MODEL III (4.17) 
APOT^ = dg + d^AIOT^ + MODEL IV (4.18) 
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Barley; 
The crops considered to be competitive with barley are 
oats and wheat. The four models of barley supply response, 
based on theoretical analysis and previous studies as 
follows : 
APBY^ = hm + h.PIBY^ + h^PIOT^ + h^PFWT^ + h_PWT. , t 0 4 t 5 t 5 t 7 t-i 
+ hgYEBY^ + hgYEOT^ + h^gYEWT^ + h^^DVSIX 
+ h^gTSZ + e^^ MODEL I (4.19) 
APBY^ = hq + h^AIBY^ + hgAIOT^ + h^AIl/fT^ + h^PIBY^ 
+ h^PIOT^ + hgPFWT^ + h^PWT^_^ + hgYEBY^ 
+ hgYEOT^ + h^gYEWT^ + h^^DVSIX 
+ h^^T52 + e^^ MODEL II (4.20) 
APBY^ = hq + h^AIBY^ + h^PIBY^ + h^PIOT^ + hgPFWT 
+ h_PWT\ , + hgYEBY^ + huYECT, + h^ ^ YEWT, 7 t - l  8  t  9  t  1 0  t  
+ h^^DVSIX + h^gTSZ + e^^ MODEL III (4.21) 
AFBY^ = hq + h^AIBY^ + e^^ MODEL IV (4.22) 
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Wheat : 
Based upon theoretical analysis and previous studies, 
wheat supply response models will be presented here. The 
crops considered to be competitive with wheat are oats and 
barley. Four models of wheat supply response were con­
structed as follows: 
APVJT^ = iPq  + m^PFWT^ + r^DPWT^ + mgPWT^_^ + n-jPIOT^ 
+ mgPIBY^ + ir-gYEWT^ + to^ qYEOT^ + 
APWT^ = m^ + m^AIWT^ + mgAIOT^ + m^AIBY^ + m^PFWT^ 
+ m^DPWT^ + mgPWT^_i + m^PIOT^ + mgPIBY^ 
+ HgYEWT^ + m^gYEOT^ + m^^YEBY^ + e^^ 
+ e It MODEL I (4.23) 
MODEL II ( 4 . 2 4 )  
APWT = m_ + m.AIWT^ + m .PFWT^ + in_DPWT + mgPWT. . t  0  1  t  4  t  5  b t - 1  
+ Pl^PIOT^ + mgPIBY^ + mgYEWT^ + m^pYEOT^ 
MODEL III ( 4 . 2 5 )  
APWT^ = m^ + m^AIWT^ + e^^ MODEL IV (4.26) 
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( 
D. Estimation Procedure and Methods 
of Analysis 
Four single-equation models of the six U.S. crops pre­
sented were estimated by O.L.S. procedure in the primary 
study. The results of models of low and nonsignificant DW 
statistics will be presented in the study. Secondly, the 
models which showed rather high and significant DW sta­
tistics were reestimated by G.L.S. adiusted for autocorrela­
tion errors. The first, second and third-order autocorrela­
tion regressions were used. For each crop studied, when 
second-order autocorrelation coefficients are significant 
in some models, all models of that crop will be estimated 
by second-order autocorrelation regression. The same 
procedure will be conducted for using third-order auto­
correlation regression in some crops. These estimations 
will provide the grounds for comparing the models for each 
crop. 
Consider the following two models: 
Y = Model I (4.27) 
Y = + B X + Model II (4.28) 
where 
Y = nxl matrix of dependent variable, 
X^ = nxk matrix of h explanatory variables. 
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X2 = nx(k-h) matrix of (k-h) explanatory variables, 
= nxl matrix of error term, 
^2 = nxl matrix of error term. 
To test the null hypothesis: 
Kg: Bg = 0, (4.29) 
suppose that the O.L.S. is applied to these models. 
Suppose that the DW statistic of Model II is high and 
significant. Then, G.L.S. adjusted for autocorrelated 
errors must be used to estimate the equation of Model II. 
Model II will become 
y = + P2U2,t-l + (4-3°) 
If Bg = 0 is to be tested, the version of Model I which is 
to be compared with this model will be 
y . + El (4-31) 
The G.L.S. adjusted for autocorrelation in errors must 
be applied to Model I of (4.27) in order to get the results 
from two models and to compute the F-ratio for testing 
Hq: Bj = 0. 
The F-ratio formula for testing the significance of B2 
have been presented in Section III.A.2. 
Three soybean supply response models, which contained 
a lagged independent variable as an explanatory variable. 
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were estimated by using instrumental variables. The methods 
can be summarized as follows : 
a) Regress APSB^_^ on all explanatory variables con­
tained in the model and their values lagged one 
year, 
b) calculate the estimated value of APSB. ,, APPB. ,, t—1 t—J-
from a, 
c) regress APSB^ on APSB^^^ and other variables by 
first, second and third autocorrelation regression 
and selecting the most appropriate one by using 
the same criteria as mentioned at the beginning 
of this section 
The variables of APSB^ , are called instrumental vari-t-i 
ables. The details of this method are in Fuller (7). 
The next analysis, which is the main purpose of this 
study, is to compare the performance of the models studied. 
F-ratios of many pairs of models will be calculated to test 
the significance of the coefficients of certain variables 
involved. The details of this calculation were discussed 
in Chapter III, Section A.2. 
From the testing above, the superior models of each 
crop were selected. Then, a set of six equations was 
reestimated by seemingly unrelated regression. 
To verify which model for each crop would give better 
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performance in estimating the estimated value of acreage 
planted, turning point analyses were used in the final part 
of the analyses. 
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V. EMPIRICAL RESULTS 
The purpose of this chapter is to present the empirical 
results of the study. The chaotér is divided into four sec­
tions: the estimated crop supply response equations; the 
comparison of the models; the seemingly unrelated regression 
of the system of superior models and the turning point 
analvses. 
A. The Estimated Crop Supply 
Response Eguations 
Four estimated equations of each of the six crops will 
be presented in Tables 5.1 through 5.6. The first line for 
each variable presents the estimated coefficients corresponding 
to the models indicated at the top of the columns. The values 
in parentheses are the ratios of the coefficients to their 
2 
standard errors, or t-ratios. R is the multiple coeffi­
cient of determination; F is the overall F-ratio; s is the 
standard error of estimate. DM is the Durbin-Watson 
statistic which is presented when the O.L.S. procedure is 
used. For the models which are estimated by an autocorrela­
tion regression orocedure, r^, r^f and r^ stand for the 
coefficients of first, second, and third-order autocorrela­
tion respectively. 
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Table 5.1. O.L.S. estimates, U.S. corn planted acreage response, 1952-
1974 (dependent variable = APCN^) 
Model I Model II Model III Model IV 
and Statistics 
Constant -39,558.33 -16,542,47 -44,586.33 9,469.70 
(-0.84) (-0.24) (-0.94) (1.18) 
AICN 0.1845 0.17 0.85*** 
(0.97) (1.04) (7.87) 
AISB^ -0.6744 
(-0.96) 
AIGM -0.0134 
(-0.03) 
PICN 14,549.76*** 7,805.88 11,235.69* 
(3.34) (0.95) (2.09) 
DPCN 1,947.20 -8,339.85 837.87 
(0.18) (-0.57) (0.08) 
FSB 
t-1 
4,175.24 
(0.98) 
5,417.02 
(1.10) 
4,548.07 
(1.07) 
-13,903.44*** 
(-2.92) 
-6,281.36* 
(-1.85) 
* 
Significant at .10 level. 
Significant at .05 level. 
** * 
Significant at .01 level. 
PSSB -15,824.21*** -12,663.41** 
(-3.58) (-2.34) 
PIGM -6,785.09* -4,911.40 
(-2.01) (-0.98) 
Table 5.1 (Continued) 
and Statistics 
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Variables 
Model I Model II Model III Model IV 
YECN -28.86 113.92 24.52 
(-0.24) (0.68) (0.19) 
YESB 7,748.10** 5,786.56 7,136.94** 
(2.78) (1.57) (2.52) 
YEGM -506.98** -564.44** -547.18** 
(-2.64) (-2.76) (-2.81) 
DVSIX 14,992.92** 14,625.74*** 13,840.22*** 
(4.56) (3.74) (4.00) 
T -3,204.03** -1,459.61 -2,897.99** 
(-2.89) (-0.78) (-2.53) 
33.081*** 23.665*** 30.376*** 62.050*** 
0.9650 0.9716 0.9681 0.7471 
1725.64 1795.52 1719.8 3505.9 
D.W. 1.917 1.995 1.886 1.33 
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1. Corn 
Four models of corn supply response were estimated by 
the O.L.S. procedure. Model I, which contains all objective 
2 
variables, seems to be a good fit. R is rather high (0.9650) 
and the overall F-ratio is 33.081 which is significant at a 
1 percent level. Most of the coefficients of the vari­
ables contained in Model I are highly significant. Adding 
three intended acreages of corn and two competitive crops 
(soybeans and sorghum) to Model I reduced the level of sig­
nificance of the other variables. The coefficients of 
DPCN^, PSB^_^ and YECN^ are nonsignificant at a 10 percent 
level in all three models containing them. The coefficients 
of PSSB^, YEGM^ and DVSIX are significant in the three models 
containing them. 
The coefficient of AICM^ is highly significant in Model 
IV which contains only one explanatory variable. When adding 
the other explanatory variables to obtain Model II and Model 
III, the coefficient of AICN^ becomes nonsignificant. The 
details of the resulting parameter estimates are presented 
in Table 5.1. 
2. Soybeans 
Four models of soybean supply response were estimated 
by the second-order autocorrelation regression procedure. 
2 ttodel II and Model IV seem to be good fits. The R of the 
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two models has the same value at 0.9744. The overall F-
2 
ratios of both models are very high and significant. R 
in Model I is rather high at 0.9745. Adding two intended 
acreages of soybeans and corn (AISB^ and AICN^) to Model I 
tended to reduce the level of significance of the other 
variables. The coefficient of AISB^ is highly significant 
in all three models containing it. The coefficients of 
PSSB^, PICN_j_, APSB^_^ and YESB^ are nonsignificant at a 10 
percent level in the three models that contain them. The 
details of the resulting parameter estimates of soybean 
supply response are presented in Table 5.2. 
3. Sorghum 
Four models of sorghum supply response were estimated 
by the second-order autocorrelation regression procedure. 
All models seem to be a good fit. All except Model IV have 
2 
a high R . However, adding four subjective variables 
(AIGM^, AISB^, AICN^ and AIWT^) to Model I reduced the level 
of significance of the other variables. The coefficients 
of PIGM^, PSB^ ,, PSSB^, PFWT^, PWT" ^ , PICN , PFCT" , t t-JL t t t-i t t 
YEGM^ and YECN^ are nonsignificant at a 10 percent level in 
all three models. The details of resulting parameter 
estimates are presented in Table 5.3. 
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Table 5.2. G.L.S. adjusted for autocorrelation, U.S. soybean planted 
acreage response, 1952-1974 (dependent variable = APSB ) 
Variables 
and Statistics MDdel I Model II Model III Model IV 
Constant -14,389.221 -5,507.446 329.5266 
(-0.73) (-0.58) (0.04) 
279.9632 
(0.74) 
AISB. 0.87332*** 
(3.75) 
0.9965*** 
(4.16) 
0.9948*** 
(89.03) 
AICN\ 0,12942 
(1.64) 
PSB 
t-1 5,729.274** (2.65) 
2,462.153 
(1.69) 
1271.804 
(0.95) 
PS SB, -186.297 
(-0.07) 
-197.2888 
(-0.12) 
-473.4144 
(-0.29) 
PICN. -6,105.841 
(-1.68) 
-4,093.283 
(-1.46) 
-925.538 
(-0.43) 
APSB 
t-1 
0.22734 
(1.08) 
-0.058416 
(-0.31) 
-0.1957 
(-0.98) 
YE SB. 418.639 
(0.45) 
-377.2739 
( - 0 . 8 6 )  
-117.193 
(-0.27) 
YECN. 334.706*** 
(2.97) 
145.4029 
(1.60) 
116.202 
(1.34) 
Significant at .05 level. 
• * * 
Significant at .01 level. 
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Table 5.2 (Continued) 
Variables 
and Statistics 
Model I Model II Model III Model IV 
95-36*** 634.78*** 540.15*** 7925.43*** 
0.9745 0.9974 0.9963 0.9974 
1847.09 1054.99 1111.36 979.9 
-0.2134 
(-1.00) 
0.3265* 
(1.56) 
0.249 
[1.17) 
0.3021* 
(1.609) 
r 0.0258 0.196 0.106 0.4358*** 
(0.121) (0.94) (0.50) (2.322) 
* 
Significant at .10 level. 
4. Oats 
Four models of oat supply response were estimated by 
the third-order autocorrelation regression procedure. Model 
2 I seems to be a good fit. At the level of 0.9970, the R 
is very high. The coefficients of seven variables are 
significant at a 5 percent level. Adding three subjective 
variables (AIOT^, AIBY^ and AIWT^) to Model I reduced the 
level of significance of the other variables. The coeffi­
cients of AIOT^, PV*7T^_^ / T6 7 are significant in all models. 
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Table 5.3. G.L.S. adjusted for autocorrelation, U.S. sorghum planted 
acreage response, 1952-1974 (dependent variable = APGM ) t 
Variables 
and Statistics 
todel I Model II Model III Model IV 
Constant 104,600.17 
(3.82) 
58,093.53 
(1.22) 
108,771.00 
(2.76) 
1,450.73 
(0.87) 
AIGM, 0.626 
(1.36) 
-0.041 
(-0.13) 
0.9014*** 
(10.32) 
AISB 0.411 
(0.73) 
AICN -0.222 
(-1.13) 
IIWT -1.48 
(-1.68) 
PIGM -62.82 -2038.12 169.90 
(-0.023) (-0.50) (0.04) 
DPGM -25,294.37** -5,796.22 -26,387.46* 
(-2.54) (-0.32) (-2.08) 
PSB^ , -3,697.99 -2,329.18 -3,956.42 
t-i (-1.24) (-0.53) (-0.99) 
PSSB 1,068.03 -1,875.82 902.19 
(0.199) (-0.27) (0.156) 
PFWT -2.986.44 4,277.03 -2,884.12 
(-1.17) (0.83) (-1.01) 
* 
Significant at .10 level. 
* * 
Significant at .05 level. 
***  
Significant at .01 level. 
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'•able 5.3 (Continued) 
Variables 
and Statistics Model I Model II Model III Model IV 
PWT 
t-1 
744 
(0  
.39 
.44) 
-1,137.18 
(-0.50) 
733.51 
(0.39) 
PICN, -5,450. 
(-1. 
09 
29) 
14,412.23 
( 1 . 2 8 ) .  
-5,665.43 
(-1.14) 
PFCT, -16,591, 
(-1. 
03 
276) 
-30,662.50 
(-1.69) 
-16,744.98 
(-1.16) 
YEGM. 121, 
( 0 ,  
44 
54) 
124.04 
(0.52) 
128.52 
(0.53) 
YE SB. -5,261. 
(-2, 
28**  
37) 
1,628.76 
(0.36) 
-5,563.96 
(-1.78) 
YEWT 7,079. 
( 2 .  
28**  
80) 
-830.03 
(-0.16) 
7,310.69** 
(2.32) 
YECN. -266,  
(-1. 
34 
56) 
-281.81 
(-1.48) 
-264.13 
(-1.42) 
YECT. -226. 
(-2, 
16* 
13) 
-69.65 
(-0.44) 
-229.19* 
(-1.95) 
DVSIX -2,659, 
(-0, 
77 
75) 
-72.59 
(-0.02) 
-2,784.63 
(-0.73) 
28.69*** 16.22*** 20.18*** 106.47*** 
0.9805 0.9865 0.9774 0.8353 
1076.81 1171.96 1197.41 1543.06 
0.598*** 
(2.98) 
0.439** 
(2.19) 
0.541*** 
(2 .68 )  
0.246 
(1.19) 
0.268* 
(1.33) 
0.274* 
(1.36) 
0.251 
(1.25) 
0.119 
(0.57) 
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The coefficient of PFOT^ is nonsignificant in all models. 
The details of the parameter estimates of oat supply response 
are presented in Table 5.4. 
5. Barley 
Four models of barley supply response were estimated 
by the third-order autocorrelation regression procedure. 
Model II and Model III seem to be better than the other 
two. Adding three subjective variables (AIBY^, AIOT^ and 
AIWT^) to Model I did not have much effect on the level of 
significance of the other variables. However, adding those 
2 three variables results in a higher R , and the coefficients 
of all three added variables are significant. The coeffi­
cients of AIBY^ and PIBY^ are highly significant in all 
models that contained them. The coefficients of YEBY^, 
YEOT^, YEWT^ and T52 are nonsignificant at a 10 percent level 
in all three. The details of the parameter estimates of 
barley supply response are presented in Table 5.5. 
6. Wheat 
Four models of wheat supply response were estimated by 
the second-order autocorrelation regression procedure. 
2 Model I seems to be a good fit. Its R is rather high at 
0.9 220. However, adding three subjective variables (AIWT^, 
AIOT^ and AIBY^) increased the level of significance of other 
variables. Furthermore, the coefficients of all subjective 
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Table 5.4. G.L.S. adjusted for autocorrelation, U.S. oat planted acreage 
response, 1952-1974 (dependent variable = APOT^) 
Variables 
and Statistics Model I Model II Model III MDdel IV 
Constant 87,819.59 
(5.62) 
51,218.33 
(5.03) 
40,644.51 
(3.05) 
-59.4877 
( -0 .08)  
AIOT, 0.66*** 
(6.31) 
0.664* ** 
(4.98) 
0.97454*** 
(43.71) 
AIBY. 0.17 
(0.79) 
AIWT, -0.45** 
( -2 .60)  
PIOT, 4,456.82 
(0.78) 
3,608.50 
(1.28) 
4,561.50 
(1.46) 
PIBY, 5,411.04* 
(2.05) 
3,938.22** 
(2.53) 
1,747.29 
(1.14) 
PFWT. -13,137.37*** 
(-4.53) 
-2,440.37 
(-1.22) 
-5,944.55** 
(-2.53) 
PWT 
t-1 
-4,522.98* 
(-1.87) 
-2,102.13* 
(-1.82) 
-2,189.72* 
(-2.11) 
YEOT. -736.81*** 
(-4.39) 
-147.99 
(-1.51) 
-252.71* 
(-2.03) 
YEBY. 1,009.47*** 
(4.42) 
91.62 
(0.51) 
232.63 
(1.14) 
YEWT. -871.05 
(-1.13) 
-1,297.89*** 
(-3.15) 
-519.86 
(-1.20) 
DVEIŒî -23,816.10** 
(-2.65) 
4,167.27 
(0.67) 
-5,013.72 
(-0.84) 
Significant at .10 level. 
** 
Significant at .05 level. 
Significant at .01 level. 
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Table 5.4 (Continued) 
Variables Model I Model II Model III Ms del IV 
and Statistics 
T67 -2,071.35*** -603.04* -997.65** 
(-3.93) (-1.99) (-2.81) 
T67^ 23.44 44.74** 34.68** 
(0.92) (3.13) (2.60) 
F 403.65*** 1,029.64*** 1,400.71*** 1,910.25*** 
0.9970 0.9993 0.9993 0.9891 
s 1139.99 520.47 634.89 883.70 
r, 0.121 0.314* 0.283* -0.232 
(0.642) (1.566) (1.639) (-1.19) 
r- 0.254* -0.169 0.129 -0.205 
(1.387) (-0.810) (0.718) (-1.04) 
r 0.426** 0.269* 0.562*** 0.354** 
(2.259) (1.341) (3.257) (1.81) 
variables themselves are highly significant at a 1 percent 
level. The coefficients of AltVT^ in three models are strong­
ly significant at a 1 percent level. The coefficients of 
DPWT^, PWT^_j^ and YEOT^ are nonsignificant in all three 
models. The details of the resulting parameter estimates 
of wheat supply response are presented in Table 5.6. 
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Table 5.5. G.L.S. adjusted for autocorrelation, U.S. barley planted 
acreage response, 1952-1974 (dependent variable = APBY^) 
Variables 
and Statistics Model I Model II Model III Model IV 
Constant 7,594.07 
(0.31) 
1,929.05 
(0.27) 
-2,309.34 
(-0.36) 
-405.358 
(-0.610) 
AIBY, 0.972*** 
(17.66) 
1.51*** 
(13.70) 
1.01907*** 
(19.731) 
AIOT. 0.052* 
(1.81) 
AIWT^ -0.227*** 
(-3.23) 
PIBY. 4,450.37* 
(1.86) 
2,529.11*** 
(5.22) 
1,830.70** 
(2.67) 
PIOT. -9,583.11* 
(-1.76) 
295.89 
(0.27) 
1,507.89 
(0.88) 
PFWT -8,127.00*** 
(-3.86) 
508.77 
(0.94) 
-136.51 
(-0.16) 
PWT 
t-1 
2,678.35 
(1.15) 
-943.57** 
(-2.34) 
-1,444.40** 
(-2.21) 
YEBY. 301.176 
(0.92) 
-15.02 
(-0.31) 
69.8056 
(0.77) 
YEOT. 114.3447 
(0.71) 
24,63 
(0.92) 
-30.217 
(-0.68) 
* 
Significant at .10 level. 
* * 
Significant at .05 level. 
*** 
Significant at .01 level. 
95 
Table 5.5 (Continued) 
Variables Model I Model II Model III Model IV 
and Statistics 
YEWT 326.0162 -125.48 -11.391 
(0.38) (-0.50) (-0.05) 
DVSIX 1,566.435 467.175* 554.64 
(0.917) (1.83) (1.15) 
Tg2 -813.208 56.175 -60.348 
(.-1.198) (0.43) (-0.32) 
16.77*** 1,859.84*** 291.90*** 389.29*** 
2 R 0.9207 0.9996 0.9959 0.9488 
1127.41 161.64 314.45 435.23 
r,  0.049 0.509*** 0.124 -0.398** 
(0.235) (2.816) (0.644) (-1.192) 
r 0.210 0.307* 0.075 -0.144 
(1.032) (1.536) (0.387) (-0.65) 
r -0.10 0.498*** 0.390** 0.111 
(-0.194) (2.754) (2.029) (0.53) 
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Table 5.6. G.L.S. adjusted for autocorrelation, U.S. wheat planted 
acreage response, 1952-1974 (dependent variable = APWT^) 
Variables 
and statistics 
Model I Model II Model III Model IV 
Constant 6,338.82 
(0.92) 
-13,360.35 
(-1.91) 
-2,286.18 
(-0.64) 
412.57 
(0 .82)  
AIWT, 1.136*** 
(8.19) 
1.297*** 
(7.05) 
0.972*** 
(26.89) 
AIOT. 0.242*** 
(5.00) 
AIBY. -0.458*** 
(-4.08) 
PFWT^ 4,878.40* 
(1.83) 
-658.75 
( - 0 . 6 2 )  
-1,084.615 
(-0.71) 
DPWT. -621.92 
(-0.54) 
68.13 
( 0 . 2 2 )  
1,065.87 
(1.62) 
PWT 
t-1 
187.87 
( 0 . 06 )  
821.32 
(0.82) 
-626.25 
(-0.46) 
PIOT, -1,946.84 
(-0.30) 
-4,932.29** 
(-2.21) 
-308.95 
(-0.10) 
PIBY. 5,283.79** 
(2.40) 
-360.06 
(-0.38) 
-952.49 
(-0.65) 
YEW"] -398.98 
(-0.93) 
843.34** 
(2.64) 
200.45 
(0.96) 
YEOT, 136.29 
(0.77) 
-3.61 
( - 0 . 0 6 )  
-J70.55 
(-0.73) 
YEBY, 13.15 
(0 .06)  
-234.32** 
(-2.25) 
-3.645 
(-0.03) 
Significant at .10 level. 
Significant at .05 level. 
Significant at .01 level. 
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Table 5.6 (Continued) 
Variables 
and Statistics Model I Model II Model III Model IV 
20.68*** 424.72*** 66.72*** 723.19*** 
0.9220 0.9977 0.9788 0.9718 
1351.57 348.65 660.5 637.4 
0.258 
(1.27) 
0.750*** 
(4.06) 
0.051 
(0.25) 
0 .222  
(1.072) 
0.232 
(1.15) 
0.462** 
(2.50) 
0.252 
(1.25) 
0.135 
(0.651) 
It may be noted that there are many explanatory vari­
ables in the crop supply response models, especially in 
the sorghum supply responses. The more explanatory vari­
ables there are, the smaller the number of degrees of 
freedom. To conserve the degrees of freedom, two methods 
of data transformation were employed. The first method of 
transformation was to multiply the expected prices by ex­
pected yields of corresponding crops in each model. The 
second method was to derive price ratios and expected 
yield ratios. The price ratio was set up as follows: 
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expected price of own crop 
expected price of competing crop 
The expected yield ratio was set up in a similar manner. 
Regression analysis of the transformed data did not 
provide better results. Some are inferior to the results 
of regression with ordinary data. Therefore, the results 
of transformed data are not presented. 
B. Comparison of the Models 
As mentioned previously, the main objective of this 
study is to test the hypothesis that a better explanation 
of planted acreage can be obtained from a combination of 
subjective data and objective data than can be obtained 
from use of either type of data alone. This hypothesis is 
equivalent to stating that either Model II or Model III of 
each crop is the best. In order to conclude whether or not 
these models are superior, five null hypotheses and the 
F-ratios are used. The null hypotheses and F-ratios are 
as follows: 
: 1 - Model II is not superior to Model I, 
: 2 - Model II is not superior to Model III, 
: 3 - .Model II is not superior to Itodel IV, 
o 
4 - Model III is not superior to Model IV, 
H : 5 - Model III is not superior to Model I, 
o 
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2 2 
_ ^^full model ^reduced model^^^1 ^^2 , _ ,. 
" (l-R^^^ model)/"2 
where 
= degrees of freedom of reduced model, 
n2 = degrees of freedom of full model. 
The other objective of the study is to test the hy­
pothesis that adding the subjective data on the competing 
crops in the planted acreage responses results in a better 
explanation. In this study, the intended acreages of the 
competing crops were added into the model, as Model II, of 
each of six crops. In order to meet this objective, only 
hypothesis 2 will be used. 
The results of testing and calculation of F-ratios 
are presented for corn supply responses in detail below. 
Comparing the two results of regression analysis of Model 
II and Model I is equivalent to testing the null hypothesis 
1 that a^ = a^ = a^ = 0, or Model II is not superior to 
Model I. This procedure will test whether adding the sub­
jective variables into the basic model improves the 
explanation of the corn supply response equation. 
2 2 
(Rf-R^)/13-10 ^ (0.9716 - 0.9650)/3 _ ^ 
F , - -, - 2 U . / / 
(l-Rp/23-13 (1 - 0.9716)/10 
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where 
2 R- = coefficient of multiple determination for the full 
model (Model II), 
R^ = coefficient of multiple determination for the re-
^ duced model (Model I). 
The above F-ratio is nonsignificant,^ which implies 
that the null hypothesis, that coefficients of three sub­
jective variables are equal to zero, fails to be rejected. 
Therefore, we have evidence that Model II is not superior 
to Model I. 
The remaining four hypotheses are tested in the same 
way. 
: 2 - Model II is not superior to Model III. 
_ (0.9716 - 0.9681)713-11 _ . .n /c 
f(2, 10) (1 - 0. 9716)/23-13 (^.3) 
This F-ratio is nonsignificant. Therefore, we have 
evidence that Model II is not superior to Model III. 
H : 3 - Model II is not superior to Model IV. 
o 
F _ (0.9716 - 0.7471)/13-1 _ , ,5.4, 
(12,10) (1 - 0.97161/23-13 ^ ' 
This F-ratio is significant and : 3 is rejected. 
Therefore, there is evidence that model II of corn is 
superior to Model IV. 
^Throughout this section, .05 level of significance 
is used. 
101 
H : 4 - Model III is not superior to Model IV 
o 
F _ (0-9681 - 0.7471)/11-1 (10,12) (1 - 0.9681)/23-ll 8.31 (5.5) 
This F ratio is significant and we reject the 4. 
Therefore, we have evidence that Model III is superior 
to Model IV. 
H^: 5 - Model III is not superior to Model I. 
This F-ratio is nonsignificant and we fail to reject 
the null hypothesis. Therefore, evidence exists that 
Model III is not superior to Model I. 
From the above analyses, it can be concluded that 
Model I of the corn supply response is superior. Adding 
subjective variables in building corn supply response 
model did not result in any improvement. 
The F-ratios for testing the above five null hy­
potheses for all six U.S. crops are shown in Table 5.7. 
The interpretations of the test results are in Table 5.8. 
In Table 5.8, means "not superior to"; "A" 
denotes the acceptance of the null hypothesis; "R" de­
notes the rejection of the null hypothesis. For example, 
in testing 1 of soybean supply response, the null hy­
pothesis is rejected from which it can be concluded that 
Model II is superior to Model I. The rest of the tests can 
F _ (0.9681 - 0.9650)/11-10 (1,12) (1 - 0.9681)/23-ll 1.17 (5.6) 
Table 5.7. F-ratios for comparison of the models 
Corn Soybeans Sorghum Oats Barley Wheat 
H : 
o 
1 Model II vs. Mode 1 I 0 .77 66 .18*** 0. 56 10 .96*** 730. 56*** 131 .42*** 
H : 
o 
2 Model II vs. Model III 0 .62 6 .36** 1. 12 0 .00 
f—1 LT) 
39*** 49 .22*** 
H : O 
3 Model II vs. Model IV 6 .59*** 0 .00 3. 29 14 .53*** 128. 28*** 78 .48*** 
H : 
o 
4 Model Ill vs . Model IV 8 .31*** 0 .00 3. 59** 17 .59*** 16. 61*** 0 .58 
H : 
o 
5 Model III vs . ftodel I 1 .17 94 .37*** 0. 00 39 . 66* ** 238. 73*** 37 .52*** 
* * 
Significant at .05 level. 
* * * 
Significant at .01 level. 
Table 5.8. Interpretation of F-ratios in Table 5.7 
Null Hypothesis Corn Soybeans Sorghum Oats Barley Wheat 
H ; 1 II / I 
o 
R R 
H : 2 II / III 
o 
R A R 
H : 3 II / IV 
o 
R 
H : 4 III / IV 
o 
R R R R 
H : 5 III / I 
o 
R R O w 
/ means "not superior to" 
.05 level of significance is used, A means "accept the null hypothesis", 
R means "reject the null hypothesis". 
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be interpreted in the sane manner. 
The results of the other five crop supply responses 
are summarized as follows: 
1. Comparison of soybean supply response models: 
a. Model II is superior to Model I, 
b. Model II is superior to Model III, 
c. Model II is not superior to Model IV, 
d. Model III is not superior to Model IV, 
e. Model III is superior to Model I. 
From the above, it can be concluded that Model II and 
Model IV are superior to the others. 
2. Comparison of sorghum supply response models: 
a. Model II is not superior to Model I, 
b. Model II is not superior to Model III, 
c. Model II is not superior to Model IV, 
d. Model III is superior to Model IV, 
e. Model III is not superior to Model I. 
Given the above results, it can be concluded that 
Model I of the sorghum supply response is superior. The 
incorporation of subjective variables into the model did 
not improve it. 
3. Comparison of oat supply response models: 
a. Model II is superior to Model I, 
b. Model II is not superior to Model III, 
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c. Model II is superior to Model IV, 
d. Model III is superior to Model IV, 
e. Model III is superior to Model I. 
From the above results, it can be concluded that 
Model III of the oat supply response is superior. In­
corporating only oat intended acreage yields improvement in 
estimating oat planted acreage response. The intended 
acreages of competing crops do not significantly affect 
oat planted acreage. 
4. Comparison of barley supply response models; 
a. Model II is superior to Model I, 
be Model II is superior to Model III, 
c. Model II is superior to Model IV, 
d. Model III is superior to Model IV, 
e. Model III is superior to Model I. 
Within the parameters of the sample studied, it can be 
concluded that Model II of the barley supply response is 
superior. The subjective variables of barley and the 
competitive crops affect the barley planted acreage. 
5. Comparison of wheat supply response models: 
a. Model II is superior to Model I, 
b. Model II is superior to Model III, 
c- Model II is superior to Model IV, 
d. Model III is not superior to Model IV, 
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e. Model III is superior to Model I. 
From the above results, it can be concluded that Model 
II of the wheat supply response is superior. The subjective 
variables of wheat and the competitive crops affect wheat 
planted acreage. 
C. Seemingly Unrelated Regression 
From the test of significance of comparing the models 
in Section B, a set of equations composed of Model I of 
corn. Model II of soybeans. Model I of sorghum. Model III 
of oats. Model II of barley and Model II of wheat was 
selected. The interpretations of the previous section de­
termined the selection of selecting those models. For 
example, in the case of corn; Model I was selected because 
in the comparison of the models, the test results show that 
Model II is not superior to Model I and Model III, and 
Model III is not superior to >fodel I; then, without con­
sidering the other two tests, Model I is superior. In the 
case of soybeans the above results show that there is no 
significant reason to choose between Model II or Model IV. 
Model II was selected because it was built from the theo­
retical point of view, whereas Model IV was not. As men­
tioned earlier Model IV was built for providing a test for 
comparison. Therefore, Model IV could not be represented 
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in a single supply response equation at this time. 
The Seemingly Unrelated Regression proposed by Parks 
(24, pp. 503-504) was used to estimate the above set of 
equations. The Aitken estimators and residual correlation 
matrix are presented in Table 5.9 and Table 5.10 respective­
ly-
The Seemingly Unrelated Regression (SUR) estimates 
provide some improvement for corn and soybean supply 
response. There are more significant coefficients than in 
the separate Least Square estimates. The coefficient of 
PSB^_^ in the corn supply response, which is nonsignificant 
in Ordinary Least Squares, is significant at a 10 percent 
level in this estimate. The coefficients of PSB. -, and t-i 
YECM^ in the soybean supply response, which are nonsignifi­
cant in G.L.S., are significant at a 10 percent level here. 
There is no explicit conclusion for the sorghum and 
barley supply responses. The coefficients of PWT^_2 and 
PICN_j_ in the sorghum supply response, which are nonsignifi­
cant in G.L.S., are significant at a 10 percent level 
here. In contrast, the coefficient of YECT^, which is sig­
nificant in G.L.S., is nonsignificant in the SUR. Further­
more, the SUR estimates reduced the level of significance 
of the coefficients of YESB^ and YEI/fT, . The coefficients t t 
of PFWT^ and YEOT^ in the barley supply response, which are 
nonsignificant in G.L.S., are significant here, while the 
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Table 5.9. Seemingly unrelated estimates, U.S. crops Model, 1952-1974' 
Corn, I Soybeans, Sorahum, 
II I oats. III Wheat, II 
Constant Constant Constant Constant 
-36117.158 -2649.94 52179.801 20191.81 
(-0.99) (-0.66) (1.73) (1.08) 
Constant Constant 
-16767.11 -12503.86 
(-1.87) (-1.16) 
PICN, AISB+ 
14889.434*** 0.7945*** 
(4.21) (3.81) 
PIGM AIOTt AIBYt AIWTt 
1149.52 0.58309*** 1.0458*** 1.138*** 
(0.48) (4.92) (18.13) (7.11) 
DPCN 
3696.817 
(0.44) 
AICN. 
0.0734 
(1 .66)  
DPGM^ 
-14828.446 
(-1.56) 
PIOTt 
5358.106 
(1.58) 
AIOT. AIOTt 
0.0945*** 0.2415*** 
(3.42) (4.75) 
CO 
S 
m 
< 
i 
6419.704* 
(1.98) 
PSSBt 
-17205.71*** 
(-4.80) 
PSB , 
2471.318 
(1 .80)  
PSSBt 
-848.687 
(-0.57) 
PSB , PIBY 
-418.2907 1612.684 
(-0.16) 
PSSB^ 
-7511.985 
(-1.24) 
(0.96) 
PFWT 
-4094.25* 
(-2.02) 
AIWTt AIBY^ 
-0.1473** -0.4709** 
(-2.45) (-2.50) 
PIBY+ PFWT+ 11 r-j: \nt JL t 
2326.47*** -813.098 
(5.97) (-0.57) 
PIGMt PICNt PFWTt PWTt-1 PIOTt DPWTt 
-7947.61** -4068.61 4247.03 -1887.81 897.118 107.425 
(-2.92) (-1.55) (1.04) (-1.41) (0.90) (0.35) 
YECN+ 
-233.59* 
(-2.04) 
APSB , PWT . YEOTt PFWr^ PWTt-1 
0.01475 5743.51* -242.9426 1471.37** 677.933 
(0.08) (1.92) (-1.75) (2.33) (0.65) 
YESB+ YESB+ 
7901.98*** -444.597 
(3.70) (-1.09) 
PICNt YEBYt PWTt_i PIOTt 
-6877.52* 281.81 -229.758 -5012.48 
(-1.98) (1.19) (-0.57) (-1.66) 
YEGM 
-452.87** 
(-2.78) 
YECNt 
161.44* 
(1.97) 
PFCTt 
-1551.92 
(-0.13) 
YEWTt 
137.686 
(0.16) 
YEBY+ PIBYt 
18.5789 -217.900 
(0.46) (-0.18) 
DVSIX 
15427.57*** 
(5.93) 
YEGMt DVEIGH YEOTt YEWTt 
-140.59 -11652.58 43.3404* 842.883** 
(-0.71) (-1.00) (1.93) (2.29) 
t ratios shown in parentheses are only approximate. 
Significant at .10 level. 
Significant at .05 level. 
Significant at .01 level. 
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Table 5.9 (Continued) 
Com, I 
Soybeans, Sorghum, Oats, Barley, Wheat, 
II I III II II 
T52 
-3003 . 34*** 
(-3.42) 
YESB+ T67 YEWT^ YEOT+ t 
399.318 -5.799 -3820.16* -1148.96* 
(-2.11) (-1.98) (1.42) (-0.09} 
2 
YEWTt T67 • DVSIX 
4280.22* 21.4314 223.25 
(1.92) (1.46) (0.99) 
YEBYt 
-239.427** 
( - 2 . 2 0 )  
iJ 
S Oi 
YECNt 
-137.94 
(-0.98) 
YECTt 
-57.5137 
(-0.53) 
T52 
-177.32 
(-1.35) 
DVSIX 
929.03 
(0.29) 
Table 5.10. Residuals correlation matrix 
Corn 
Model 
I 
soybeans 
Model 
II 
Sorghum 
Model 
I 
Oats 
Model 
III 
Barley 
Model 
II 
Wheat 
Model 
II 
Corn 1.000 0.30165 -0.25158 -0 .534 15 -0.15458 0.18370 
Soybeans 1.000 0.32875 -0 .02335 -0.29636 0.00120 
Sorghum 1.0000 0 .31017 -0.10116 -0.10457 
Oats 1 .0000 0.31061 0.07344 
Barley 1.0000 0.03142 
Wheat 1.0000 
1 1.0 
coefficient of PWT^_^, which is significant in G.L.S., is 
nonsignificant. 
There is no improvement in the significance level of 
coefficients for the oat and wheat supply responses. The 
2 
coefficients of PWT^_^, YEOT^ and T6 7 in the oat supply 
response, which are significant in G.L.S., are non­
significant here. The coefficient of PIOT^ in wheat supply 
response, which is significant in G.L.S., is nonsignificant 
in the SUR. 
However, the t-ratio for SUR estimates are only approxi­
mate and have limited value in testing hypothesis. The 
2 
other statistics, i.e., overall F-ratio, R , s, are un­
available from the package program utilized; therefore, they 
are not presented here. 
D. Model Validation: Chi Square Test of 
Predictions of Turning Points 
Econometric models which are more accurate in esti­
mating the real world are of more use to analysts and have 
the best potential for use by forecasters. In this section, 
the Chi Square test of the relationship between the esti­
mated turning points and actual turning points of each crop 
will be used for model validation. The process of analysis 
was conducted by computing the estimated value of planted 
acreage of the selected models of each crop, and counting 
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the turning points of actual planted acreage and estimated 
planted acreage. Then, the contingency tables were set up 
for computing chi square. The general form of the con­
tingency table is presented in Table 5.11, where 
n^2 = number of turning points which actually occurred 
and were estimated, 
n.2 = number of turning points that actually did not 
occur but were estimated, 
ng^ = number of turning points which actually occurred 
but were not estimated, 
= number of turning points which actually did not 
occur and were not estimated. 
Table 5.11. Contingency table (Ladd (18), Theil (30, p. 29)) 
T '.P.( turning 
points) 
actually 
occurring 
T.P. 
did 
not 
occur 
Row 
total 
T.P. were estimated 
"11 ^12 *1. 
T.P. were not estimated 
*21 ^^22 "2. 
Column total n.l n.2 n 
n. 1. 
f—t •H a I
I 
+ 
"i2 for i = 1,2; 
= "ij + 
"2j for j = 1,2; 
n = *1. + 
"2. = ".1 + ".2 
2 
Then T and obtained from 
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(5.7) 
^2 = n.T^ (Ladd (18)) (5.8) 
Kendall's tau, t, is a rank correlation coefficient be­
tween the estimated and actual turning points. The value 
of T varies from -1.0, through 0, to +1.0. When x is -1.0, 
this indicates that there is a perfect negative correlation 
or complete disagreement in the two artificial rankings 
(estimated and actual turning points). When x is 0, this 
indicates that there is an independence in the two arti­
ficial rankings. When x is +1.0, this indicates that there 
is a complete agreement in the two artificial rankings. 
2 The use of x with one degree of freedom is to test 
the hypothesis that the distribution of estimated turning 
points is independent of the distribution of actual turning 
2 points. If the value of x is significant, then the above 
hypothesis is rejected. When the value of x is positive, 
it means that the model which was tested has some value 
in estimating the actual turning points. Conversely, if 
the value of x is negative, it means that the model which 
was tested has no value in estimating the actual turning 
points. 
2 On the other hand, if the value of x is nonsignificant. 
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then the hypothesis will not be rejected. This can be 
interpreted that the distribution of estimated turning 
points is independent of the distribution of actual turning 
points. In this case, no matter what the sign of T will 
be, the result suggests that the model which was tested is 
not precise enough in estimating the actual turning 
points. 
The actual and estimated planted acreages from the 
O.L.S. and/or G.L.S. estimation of Model I, and either 
Model II or Model III of each crop and the graphical pre­
sentations are presented in Appendix C. 
If values of a time series are represented by Y^, 
a turning point is defined at time t whenever the sign of 
differs from the sign of (Y^-Y^_^) . 
The details of the distribution of turning points 
for Model I and II of corn supply response are presented 
in the contingency table in Table 5.12. The distribution 
of turning points for contingency tables of all six crops 
are presented in Table 5.13. 
The prediction ability of Model I of corn is tested 
2 in the following % calcuation. 
Table 5.12. Turning point analyses: Corn supply responses 
T.P. 
actually occurred 
Model I Model II 
T.P. were estimated 7 8 
T.P. were not estimated 4 3 
Column total 11 11 
T.P. 
did not occur Row Total 
Model I Model II Model I Model II 
4 3 11 11 
6 7 10 10 
10 10 21 21 
Table 5.13. Turning point countings of the six crops 
Model I Model II or III^ 
Crop ; n 
"11^ "12 "21 "22 "11 "12 "21 "22 
Corn 7446 8337 21 
Soybeans 0 4 3 13 3 4 013 20 
Sorghum 10 3 5 3 11 2 4 4 21 
Oats 1 5 4 11 2 3 3 13 21 
Barley 55 10 1 13125 21 
Wheat 3 6 11 1 11 1 3 6 21 
^Model III for oats, Model II for others. 
^Definitions of each n.. are in Table 5.11. 
ID 
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Xi = nx 
= 21 [ 
(11x10x11x10) 
= 21(0.24)2= 1.21 (5.9) 
2 This X is nonsignificant; i.e., we fail to reject 
the hypothesis. We can conclude that Model I of corn 
does not estimate turning points very well. 
2 In the case of Model II of corn, the value of % is 
calculated. 
= 23 [ — 
(11x10x11x10)^/^ 
= 21(0.43) 3.88** (5.10) 
2 This X is significant at a 5 percent level; i.e., we 
reject the null hypothesis. Thus, it can be concluded that 
Model II of corn estimates turning points more precisely 
than does Model I. 
2 The results of x calculation and interpretation of 
the turning point analyses of corn and the other crops are 
summarized in Table 5.14. In the interpretation column, 
2 
symbol "A" shows that the x test leads to acceptance of 
the null hypothesis that the distribution of estimated 
* * 
Significant at .05 level. 
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turning points is independent of the distribution of actual 
2 turning points; symbol "R" shows that the x test leads 
to rejection of the null hypothesis. 
Table 5.15 summarizes the results of comparisons 
among the models, which were tested by the F-tests of 
significance for regression analyses and by the turning 
point analyses. Results of the F-tests show that the 
revised models are superior to the basic models in four 
out of six crops (soybeans, oats, barley, and wheat); 
whereas, the revised models are not superior to the basic 
models for two crops (corn and sorghum). 
The results of turning point analyses indicate that, 
in general, the revised models with subjective data are 
superior to the basic models. In five out of six crops 
studied (corn, soybeans, sorghum, barley, and wheat), the 
revised models simulate the actual turning points very well 
For only one of six crops (oats), do the results show that 
neither the basic nor the revised models accurately predict 
the actual turning points. 
It is noticed that in the cases of corn and sorghum, 
the F-ratio tests indicate that the models with subjective 
variables are not superior to the basic models. However, 
in turning point analyses. Model II of corn and sorghum 
predict the actual turning points fairly well. In contrast 
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Table 5.14. and interpretation of turning point analyses 
Crop Model 
2 
Xl Interpretation 
Corn 
Soybeans 
Sorghum 
Oats 
Barley 
Wheat 
Model I 
Model II 
Model I 
Model II 
Model I 
Model II 
Model I 
Model III 
Model I 
Model II 
Model I 
Model II 
0.24 
0.43 
-0.21 
0.57 
0.16 
0.37 
-0.11 
0.21 
-0.45 
0.67 
-0.61 
0.61 
1.21 
3.88** 
0 .88  
6.56** 
0.54 
2.87* 
0.25 
0.94 
4.27** 
9.43*** 
7.84*** 
7,84*** 
A 
R 
A 
R 
A 
R 
A 
A 
R 
R 
R 
R 
^A means accept the null hypothesis, R means reject the null 
hypothesis. .10 level used. 
* 
Significant at .10 level. 
Significant at .05 level. 
**•* 
Significant at .01 level. 
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Table 5.15. The superior model from statistical tests 
Superior Model 
Crop Regression analyses Turning point analyses 
(F-tests) (Chi Square tests) 
Corn Model I Model II 
Soybeans Model II Model II 
Sorghum Model I Model II 
Oats Model III Neither I nor III sign 
Barley Model II Model II 
Wheat Model II Model II 
Model I (the basic models) of those two crops do not accu­
rately predict actual turning points. 
The results of turning point analyses and the F-tests 
of significance for regression analyses indicate that each 
of the revised models for soybeans, barley, and wheat is 
superior to the corresponding basic model. For oat supply 
responses, results of the F-tests indicate that Model III is 
superior to Model I, In contrast, the turning point analyses 
indicate that neither Model I nor Model III accurately predict 
the actual turning points. 
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VI. SUMMARY AND CONCLUDING REMARKS 
A. Summary and Conclusions 
The existing commodity-supply response studies, which 
were derived from traditional production theory, contained 
only objective variables or expected prices as market vari­
ables or policy variables. Study on the relation of actual 
planted acreage to intended planted acreage was nonexistent. 
This study focused upon the use of the March intended 
acreages of six U.S. major crops in estimating the farm-
supply response. The main objective of the study was to 
determine efficient methods for using data on farmers' in­
tentions in estimating the farm supply response. The second 
objective was to compare the accuracy of estimates from the 
basic models not containing subjective variables with the 
accuracy of estimates from revised models containing sub­
jective variables. 
With the assumption of maximization of the expected 
profit of a farm firm, the decision on how many acres of 
land will be planted to a certain commodity is determined by 
the solution of a constrained maximization problem. The 
traditional supply response function was derived from such 
an analysis. However, as a matter of fact, after the decision 
has been made, the actual planted acreage may deviate from 
the intended acreage. In this study, the major concern is 
to analyze this part of the farm firm's behavior, by a 
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process called realization function approach. The realiza­
tion function was developed in this study and a revised supply 
response model was formulated. The revised model contained 
March intended acreage data and other objective variables 
as explanatory variables. 
Two other models which were the reduced form of tlie 
revised model were also constructed in order to test the 
superiority of the models contained in this study. 
Four empirical models have been constructed and were 
designated as follows: Model I was the basic model which 
contains expected prices, expected yields and some policy 
variables as explanatory variables; Model II was the re­
vised model which contains the intended acreage of the 
crop and competitive crops in addition to all variables 
contained in Model I; Model III was the model which drops 
the intended acreage of competitive crops from Model II; 
Model IV was the model containing only the intended acreage 
of one crop as an explanatory variable. The dependent or 
endogenous variables in all models were the planted acreages 
of the crop concerned. 
Four supply response models of six U.S. major crops, 
i.e., corn, soybeans, sorghum, oats, barley and wheat, have 
been estimated by Ordinary Least Squares in the primary 
study. Then, the models which have significant DW statistics 
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were reestimated by first, second and third-order auto­
correlation regression procedures, with the Ordinary Least 
Squares, second-order and third-order autocorrelation re­
gression selected and presented in the study. Every model 
of each crop uses the same procedure for providing the 
grounds for comparing the models. Comparisons between pairs 
of models were tested by the F-test of significance of a 
group of coefficients for regression analysis. After com­
pletion of the testing, a set of six equations, one for 
each crop, was selected and reestimated by the seemingly 
unrelated regression procedure. 
To evaluate the validity of the models constructed, 
turning points were estimated from two models of each crop, 
i.e.. Model I representing the basic model and Model II 
or Model III representing the revised model, and turning 
points of actual value were observed. Finally, tests of 
independence between estimated turning points and actual 
turning points were presented, analyzed and discussed. 
The data used in this study were time-series, and 
secondary data from 1952-19 74, mostly from USDA publications. 
The results from the six U.S. major crop supply responses 
estimated are presented in Tables 5.1 through 5.6. Model 
I, or the basic model without subjective data, yields a good 
fit for most of the six crops. Adding subjective variables 
to Model I, as in Model II, tended to reduce the level of 
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significance of other variables in equations for four of 
the six crops: corn, soybeans, sorghum and oats. For the 
barley supply response, when subjective variables were 
added, there was no effect on the level of significance of 
the other variables. For the wheat supply response, the 
result of adding subjective variables was to increase the 
level of significance of the other variables. Generally 
speaking, the coefficients of subjective variables in 
Model II of most of the farm crops studied were highly sig­
nificant. It could be concluded that subjective variables 
provided important information in building a farm crop 
supply response model. 
To compare the models presented, five pairs of compari­
sons were made. From the F-ratio calculations (when tested), 
Model I of corn. Model II of soybeans. Model I of sorghum. 
Model III of oats. Model II of barley and Model II of wheat, 
were considered the superior models for each crop con­
cerned. 
In general, the intended acreages of each crop con­
sidered showed very important in explaining the acreage supply 
response. When comparing Model III, vs. Model I, the F-
ratios were significant at a 1 percent level for soybeans, 
oats, barley and wheat. They showed nonsignificant for 
corn and sorghum. 
In testing the addition of all subjective variables 
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(intended acreages of the crop itself and competitive 
crops) to the basic model, the results were highly sig­
nificant at a 1 percent level for soybeans, oats, barley 
and wheat; and were nonsignificant for corn and sorghum. 
Testing the addition of intended acreage of competi­
tive crops to Model III, which contains only the intended 
acreage of the crop and objective variables, yielded 
results that were highly significant for soybeans, barley 
and wheat, and were nonsignificant for other crops. 
After comparison of the models presented, a set of 
six equations composed of Model I of corn. Model II of 
soybeans. Model I of sorghum. Model III of oats. Model II 
of barley and Model II of wheat, was selected and estimated 
by seemingly unrelated regression. The results showed that 
there were improvement in the level of significance of 
coefficients for corn and soybean equations, no improve­
ment for the oat and wheat equations and no explicit con­
clusion for the sorghum and barley equations. Tables 5.8 
and 5.9 present the SUR estimates and the residual correla­
tion matrix, respectively. 
In evaluating the validity of the crop supply response 
models constructed, the estimated planted acreages from the 
regression of Model I of all six crops. Model III for oats 
and Model II for the other five crops were calculated. The 
estimated planted acreages, the actual planted acreages and 
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differences for the six crops are presented in Tables CI 
through C6. The graphical representations of those values 
are shown in Figures CI through C6 . 
The results of turning point analyses showed that, 
in general, the revised model with subjective data was 
superior to the basic model. The revised model seems to 
simulate the actual turning points very well. This was 
especially noticeable in the cases of corn and sorghum, 
for which the comparison earlier indicated that adding 
subjective data did not result in improvement. In this 
analysis, the results showed that Model II of corn and 
Model II of sorghum estimated the actual turning points 
fairly well. The Chi Square test showed that there was a 
relationship between estimated and actual turning points. 
In contrast. Model I of those two crops did not estimated 
actual turning points very well. 
For the soybean, barley, and wheat supply responses, 
the results of turning point analyses were consistent with 
the comparisons among the models by the F-tests. This indi­
cated that the revised models of these three crops were 
2 
superior to the corresponding basic models. The x test re­
vealed that the revised models of the three crops accurately 
predicted the actual turning points; conversely, Kendall's T 
correlation coefficient indicated that there was disagree­
ment between the estimated and actual turning points for the 
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basic models. The x tests and turning point analyses for 
oat supply response models showed that neither Model I nor 
Model III did accurately predict the actual turning points. 
Results of the turning point analyses suggested that 
incorporating subjective data with objective data in esti­
mating farm crop supply response yielded better results than 
using objective data alone. The realization function approach 
and subjective data should be taken into account in building a 
model of farm crop supply response. 
Because there were many explanatory variables in some 
crop supply response equations, two methods of transformed 
data were introduced to conserve the degrees of freedom. 
The first method was to multiply expected prices and ex­
pected yields of corresponding crops included in the 
equation. The second method was to introduce ratios of ex­
pected prices and ratios of expected yields. The resùlts 
of the regression with the transformed data were not better 
than the results of the regression of ordinary data. In­
deed, some of them are inferior. 
B. Suggestions for Further Research 
In 1971, the USDA started conducting a January farmers' 
intention survey, and the January intention survey has been 
conducted every year since. It is suggested that January 
intention data be utilized in estimating farm supply 
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response. Then, the results of the supply response using 
January intention data and the one using March intention 
data should be compared. In addition, it is suggested that 
the farm supply response model with subjective data be re­
fined to serve as a short-run forecasting model. The 
evaluation of an ex ante forecase should be investigated 
in a further study. 
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IX. APPENDIX A: ESTIMATED YIELD EXPECTATION EQUATIONS 
AND ESTIMATED VALUES OF YIELD EXPECTATIONS 
Several equations of yield expectations of seven U.S. 
farm crops were formulated and estimated by O.L.S. The 
best fitting equation for each crop (which was determined 
2 by highest R ) was selected and used to predict yield 
expectations. The results of yield expectation regressions 
are presented below. The estimated value of yield expecta­
tions are in Table Al. 
Corn : 
YECN = 5.8830 + 0.6205 YCN , + 0.0010 YCN 
^ (1.443) (2.756) (0.006) ^ 
+ 0.192 0 YCN + 0.66 48 YCN . 
(0. 836) ^ (3.283) 
- 0.5439 YCNL . 
(-1.766) 
= 0.927, F = 48.775 
Soybeans : 
YESB = 12.0854 + 0.0859 YSB _n + 0.2616 YSB -
^ (2.435) (0.429) ^ (1.311) 
+ 0.3994 t - 0.0072 t^ 
(2.454) (-1.394) 
R^ = 0.7591, F = 17.335 
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Sorghum: 
YEGM. = 3.2477 + 1.1156 YGM - 0.5376 YGM. _ 
(1.274) (4.824) ^ ^  (-1.523) 
+ 0.7342 YGM - 0.3010 YGM . 
(1.797) ^ (-0.662) 
- 0.0850 YGM 
( - 0 . 2 8 6 )  
= 0.9198, F = 48.150 
Oats : 
YEOT = 6.8926 + 0.3062 YOT , + 0.4061 YOT ^ 
^ (1.651) (1.533) ^ ^  (1.943) ^ 
+ 0.4841 YOT._o + 0.0104 YOT . 
(2.479) ^ (0.052) 
- 0.3568 YOT^ r 
(-1.816) 
= 0.8075, F = 17.619 
Barley; 
YEBY = 3.6374 + 0.5870 YBY , + 0.0956 YBY _ 
^ (1.265) (2.817) (0.384) ^ 
+ 0.1804 YBY. , + 0.2699 YBY . 
(0.632) ^ (0.977) ^ ^  
- 0.2089 YBY c 
(-0.830) ^ 
R^ = 0.8641, F = 26.698 
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Wheat: 
YEWT = 14.4345 + 1.0570 t - 0.0160 t^ 
^ (12.123) (5.394) (-2.351) 
= 0.8777, F = 86.142 
Cotton ; 
YECT = 231.8957 + 28.4847 t - 0.7739 t^ 
^ (11.232) (8.332) (-6.570) 
= 0.8241, F = 56.207 
Table Al. Estimated yield expectation of U.S. major crops 
Years YEBY YECN YEGM yEOT YESB YEWT YECT 
1952 28 ,3775 49. 1808 22 .0616 37 .0614 20 .6820 17. 4617 310 .384 
1953 28 .3572 41. 1970 20 .2346 35 .7221 20 .7866 18. 4069 333 .451 
1954 30 .2104 42. 8807 19 .94 32 36 .0611 20 .8799 19. 3202 354 .971 
1955 29 .7081 42. 1493 20 .5902 33 .9011 20 .7002 20. 2015 374 .942 
1956 29 .5692 47. 5145 20 .1834 35 .0024 21 .4849 21. 0508 393 .365 
1957 30 .4978 47. 2220 25 .6804 38 .4350 21 .9478 21. 8683 410 .241 
1958 30 .6802 48. 0193 29 .6303 40 .4548 22 .7890 22. 65 38 425 .569 
1959 32 .3041 54. 2845 35 .9647 40 .6825 23 .5028 23. 4073 439 .349 
1960 30 .8156 56. 8236 37 .3492 41 .7289 23 .9515 24. 1289 451 .581 
1961 32 .2907 56. 3417 43 .4699 45 .3424 24 .0012 24. 8186 462 .265 
1962 32 .1628 63. 6808 44 .0433 42 .7574 24 ,3568 25. 4763 471 .401 
1963 33 .5925 63. 1749 44 .2707 42 .5006 24 .9019 26. 1021 478 .989 
1964 35 .5053 67. 5414 45 .5876 45 .4260 24 .8729 26. 6960 485 .030 
1965 37 .1533 69. 1320 42 .0162 44 .0121 24 .9625 27. 2579 489 .522 
1966 41 .7841 74. 0317 53 .6358 47 .04 30 24 .8503 27. 7879 492 .467 
1967 39 .1408 73. 3393 51 .4101 47 ,1958 25 ,5181 28. 2860 493 .864 
1968 41 .6503 74. 7674 51 .0754 48 .8060 25 ,8075 28, 7521 493 .713 
1969 43 .8554 84. 3751 56 .72 35 50 .2334 25 .8779 29. 1862 492 .014 
1970 42 .7474 82. 9330 51 .3673 51 .5616 26 .6159 29. 5884 488 .767 
1971 43 .8681 79. 6448 48 .9860 54 .2501 26 .8267 29. 9587 483 .973 
1972 45 .9824 86. 3952 55 .8089 52 .9502 26 .7856 30. 2971 477 .630 
1973 44 .2379 93. 9854 58 .0589 50 ,4833 27 ,0795 30, 6035 469 .740 
1974 41 .9224 80. 8922 55 .8472 50 .6075 27 .1938 30. 8780 460 .301 
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APPENDIX B: SIMPLE CORRELATION MATRIX 
OF VARIABLES 
Table Bl. Simple correlation matrix for crop supply response model 
APCN^ APSB APGM APOT APBY APWT AICN^ 
t t t t t t t 
APCN 1.00000 
APSB -0.53070 1.00000 
APGM^ 0.27352 -0.09544 1.00000 
APOT^ 0.65036 -0.91253 0.28889 1.00000 
APBY^ 0.28654 -0.56484 0.55810 0.47827 1.00000 
APWT^ 0.66821 -0.19309 -0.19075 0.33708 -0.36916 1.00000 
AICN 0.86437 -0.62856 0.09567 0.67471 0.46279 0.53086 1.00000 
AISB -0.51760 0.99560 -0.07069 -0.91339 -0.56488 -0.19133 -0.62877 
AIGM 0.20693 -0.10698 0.87214 0.28521 0.61051 -0.19919 0.18172 
AIOT 0.66451 -0.91708 0.31069 0.99510 0.60360 0.32540 0.69178 
AIBY 0.25163 -0.56935 0.48631 0.52781 0.98375 -0.41538 0.44689 
AIWT 0.69134 -0.20751 -0.21410 0.34260 -0.35076 0,97960 0.57128 
APSBt_i -0.49010 0.97951 -0.09663 -0.90587 -0.57416 -0.17550 -0.60215 
PICN 0.65334 0.03763 -0.01920 0.15685 -0.19555 0.79470 0.55923 
DPCN -0.84137 0.61711 -0.31065 -0.68745 -0.39732 -0.51710 -0.77749 
PSSB -0.30336 0.18490 -0.59230 -0.21771 -0.74196 0.37775 -0.33841 
PSB^-i 0.09213 0.63236 -0.09345 -0.43940 -0.52447 0.46245 -0.03090 
PIGM 0.59864 0.04317 0.06765 0.17626 -0.14674 0.76055 0.49951 
DPGM -0.88935 0.58381 -0.39644 -0.70321 -0.44686 -0.55265 -0.81489 
PIOT 0.21009 0.30544 -0.16467 -0.16095 -0.40171 0.52657 0.16232 
PIBY 0.51371 0.12071 0.02155 0.09643 -0.19563 0.73601 0.46705 
PFWT 0.34438 -0.00823 -0.31988 0.10970 -0.65249 0.78500 0.14286 
PWTt-i 0.44270 -0.02416 0.08181 0.13626 0.03479 0.45596 0.45784 
DPWTt -0.05646 -0.21971 0.50803 0.32342 0.42152 -0.18524 -0.08736 
PFCT 0.60761 -0.20644 -0.07067 0.35882 0.07314 0.58667 0.62736 
YECN -0.61248 0.96057 -0.24421 -0.94117 -0.60738 -0.27581 -0.70108 
YESB -0.62392 0.93915 -0.17924 -0.97232 -0.48089 -0.37643 -0.65792 
YEGM -0.69229 0.91276 -0.28149 -0.97304 -0.49791 -0.42024 -0.67866 
YEOT -0.61830 0.91780 -0.22375 -0.93311 -0.54102 -0.30158 -0.64637 
YEBY -0.57462 0.94592 -0.11741 -0.88404 -0.60369 -0.24867 -0.70864 
YEWT -0.66515 0.95046 -0.10200 -0.96201 -0.45849 -0.42754 -0.70705 
YECT^ -0.78312 0.74529 -0.06471 -0.87516 -0.21205 -0.71404 -0.73204 
DVSIX -0.39187 0.87435 -0.08088 -0.75953 -0.62903 -0.06290 -0.57208 
DVEIGH -0.30542 0.82037 -0.04391 -0.63425 -0.52728 0.02201 -0.47281 
T52 -0.59205 0.98095 -0.11079 -0.94925 -0.52644 -0.30450 -0.66560 
T67 -0.30508 -0.13972 -0.07253 -0.13427 0.22930 -0.48692 -0.11953 
T67 -0.39783 0.00969 -0.17105 -0.29351 -0.01008 -0.44966 -0.26768 
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AISB. AIGM^ AIOT. AIBY^ AIWT APSB ,  PICN DPCN 
G t t t t t-1 t t 
1 .00000 
-0 .09256 1 .00000 
-0 .91708 0 .31873 1 ,00000 
-0 .56713 0 .55032 0 ,56155 1 .00000 
-0 .21019 -0 .23275 0 ,32949 -0 .39326 1 .00000 
0 ,98950 -0 .10919 -0 ,91350 -0 .57193 -0 .18259 1 .00000 
0 .04194 -0 .05543 0 ,16340 -0 .22160 0 ,83260 0 .07549 1 ,00000 
0 .59615 -0 .27306 -0 .70463 -0 ,39822 -0 .53110 0 .56952 -0 ,52988 1 .00000 
0 .17190 -0 .62877 -0 ,26350 -0 .76377 0 ,35993 0 .15884 0 ,01568 0 .31568 
0 .63190 -0 ,14244 -0 .43827 -0 .54103 0 ,49021 0 .64245 0 ,76180 -0 ,01890 
0 .04671 0 .08040 0 .18986 -0 .18531 0 .79441 0 .07173 0 ,96226 -0 ,50462 
0 .57566 -0 .37925 -0 .73092 -0 .42873 -0 .57884 0 .55960 -0 ,62629 0 .93831 
0 .32028 -0 .12963 -0 .16798 -0 .40055 0 ,58532 0 .38195 0 .79064 -0 .26662 
0 .12044 0 .05985 0 .09054 -0 .24613 0 ,78075 0 .15466 0 .91917 -0 .43269 
-0 ,00278 -0 .40821 0 .06839 -0 .71767 0 .79944 0 ,03137 0 ,49673 -0 .14526 
-0 .00293 0 .11022 0 .14922 0 .05415 0 .52031 0 ,05493 0 .79867 -0 .57288 
-0 ,21954 0 .67616 0 ,35701 0 ,40159 -0 .22743 -0 ,24218 -0 .20575 -0 .16919 
-0 ,19245 0 ,02342 0 ,36731 0 ,05070 0 ,63111 -0 ,12992 0 .77648 -0 .52444 
0 ,95634 -0 ,24291 -0 ,94407 -0 .58781 -0 ,29308 0 ,93979 -0 .10002 0 .72192 
0 .94425 -0 ,16444 -0 ,96875 -0 ,44791 -0 .39196 0 .93941 -0 .14580 0 .67604 
0 .91016 -0 ,27329 -0 ,97609 -0 .46046 -0 .41187 0 .90612 -0 ,20755 0 .73679 
0 .92493 -0 ,18162 -0 .93723 -0 .53165 -0 ,32089 0 ,92008 -0 ,16683 0 ,73931 
0 .94739 -0 ,15031 -0 .89680 -0 .61890 -0 .27061 0 .93712 -0 ,12679 0 ,74285 
0 .95606 -0 ,10002 -0 .96041 -0 .43468 -0 .44610 0 .94705 -0 .18995 0 .70296 
0 ,75169 -0 ,04267 -0 .86712 -0 .15738 -0 .73344 0 ,73833 -0 ,51155 0 .69848 
0 ,88018 -0 .13037 -0 ,78305 -0 ,67217 -0 .07372 0 ,87932 -0 ,01493 0 .58911 
0 ,82778 -0 .06329 -0 ,66294 -0 ,57985 -0 -00707 0 ,84070 0 .14036 0 ,50216 
0 .98600 -0 .11615 0 ,95005 -0 ,51485 -0 .32191 0 ,97898 -0 ,06513 0 ,67234 
-0 .15613 -0 .06270 -0 .09330 0 ,32447 -0 .46522 -0 ,19975 -0 .43539 0 .09835 
0 .00180 -0 ,18923 -0 .26381 0 ,08623 -0 .43271 -0 ,03415 -0 .45053 0 .19824 
Table B1 (Continued) 
PSSB, PSB t-1 FIGNL DPGM^ PIOT, PIBY^ PFWT^ 
t 
APCN 
APSB+ 
APGM 
APOT 
APBY^ 
APWT. 
AICN 
AISB^ 
AIGM 
AIOT 
AIBY 
AIWT 
APSBt_i 
PICK 
DPCN 
PS SB 
PSBt_i 
PIGM 
DPGM 
PIOT 
PIBY 
PFWT 
PWTt-i 
DPWT^ 
PFCT 
YECN 
YE SB 
YEGM^ 
YEOT 
YEBY^ 
YEWT 
YECT 
DVSIX 
DVEIGH 
T52 
167 
T67 
1 .00000 
0 .22140 1 .00000 
0 .00526 0 .75767 1 .00000 
0 .40149 -0 .08948 -0 .63910 1. 00000 
0 .22111 0 .85151 0 .80618 -0. 27250 1 .00000 
0 .11962 0 .77751 0 .94668 -0. 53683 0 .85473 1 .00000 
0 .65236 0 .37622 0 .45615 -0. 12883 0 .43256 0 .48726 1 .00000 
-0 .11110 0 .64048 0 .81233 -0. 59898 0 .86346 0 .82671 0 .14884 
-0 .25719 -0 .25877 -0 .01140 -0. 25198 -0 .13942 -0 .08839 -0 .31082 
-0 .22399 0 .39398 0 .77262 -0. 61492 0 .58332 0 .66882 0 •32168 
0 .21131 0 .48692 -0 .12587 0. 70744 0 .14765 -0 .07805 -0 .03201 
0 .08615 0 .43968 -0 .14995 0. 67363 0 .15473 -0 .08192 -0 .18518 
0 .18920 0 .39772 -0 .23362 0. 75525 0 .12543 -0 .14183 -0 .16056 
0 .18438 0 .40229 -0 .16135 0. 72986 0 .11708 -0 .08552 -0 .04926 
0 .23974 0 .46381 -0 .13033 0. 72009 0 .13230 -0 .06452 -0 .06769 
0 .08599 0 .42854 -0 .18762 0. 70504 0 .13814 -0 .10981 -0 .20567 
-0 .03541 0 .07854 -0 .50660 0. 75590 -0 .13926 -0 .41936 -0 .48446 
0 .36384 0 .49584 -0 .02776 0. 59019 0 .21913 0 .08291 0 .27217 
0 .13214 0 .53203 0 .14462 0. 44665 0 .28728 0 .20188 0 .21170 
0 .12587 0 .53524 -0 .06385 0. 65435 0 .23195 0 .00698 -0 .09559 
-0 .03902 -0 .31540 -0 .44370 0. 15899 -0 .33213 -0 .44321 -0 .50596 
0 .15198 -0 .22120 -0 .47478 0. 30801 -0 .25011 -0 .44095 -0 .34804 
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PWT^ , DPWT PFCT. YECN^ ÏESB^ YEGM^ YEOT^ YEBY_ t-1 t t t t t t t 
1 .00000 
0 .03168 1 .00000 
0 .64812 -0 .02166 1 .00000 
-0 .20049 -0 .27251 -0 .27897 1 .00000 
-0 .12604 -0 .26534 -0 .27317 0 .95293 1 .00000 
-0 .17106 -0 .31582 -0 .34831 0 .94981 0 .96549 1 .00000 
-0 .21991 -0 .29941 -0 .24967 0 .94559 0 .96210 0 .94127 1 .00000 
-0 .24772 -0 .26841 -0 .31141 0 .95963 0 .90660 0 .90093 0 .94075 1 .00000 
-0 .14492 -0 .21721 -0 .34461 0 -95182 0 .98800 0 .96471 0 .94951 0 .92800 
-0 .30586 -0 .11552 -0 .57639 0 .78509 0 .88163 0 .88588 0 .80868 0 .74311 
-0 .16230 -0 .24486 -0 .24153 0 .85530 0 .77430 0 .78865 0 .84121 0 .92628 
-0 .06214 -0 .20041 0 .08691 0 .79505 0 .73462 0 .66675 0 .79496 . 0 .83841 
-0 .08017 0 .24396 -0 .24513 0 .96836 0 .98109 0 .94892 0 .95681 0 .95219 
-0 .15352 0 .03797 -0 .56733 -0 .08877 0 .00445 0 .09346 -0 .11899 -0 .18080 
-0 .18367 -0 .08037 —0 .64684 0 .06852 0 .14097 0 .23938 0 .03987 -0 .00434 
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Table B1 (Continued) 
ÏEWT^ YECT^ DVSIX DVEIGH T52 T67 T67 
APCN^ 
APSB 
APGM 
APOT^ 
APBY^ 
APWT 
AICN^ 
AI SB 
AIGM 
AIOT 
AIBYt 
AIWT 
APSB^_-
PICN 
DPCN 
PSSB 
PSBt_i 
PIGM 
DPGM 
PIOT 
PIBY 
PFWT 
PWT 
DPWT^ 
PFCT 
YECN^ 
YESB^ 
YEGM" 
YEOT 
YEBY 
YEWT 
YECT 
DVSIX 
DVEIGH 
T52 
T67 
T67 
1.00000 
0.90563 
0.79965 
0.72639 
0.98821 
0.03136 
0.17250 
1.00000 
0.56937 
0.43653 
0.83004 
0.33980 
1.00000 
0.82496 
0.84611 
-0.30146 
1.00000 
0.79772 1.00000 
-0.65425 -0.08143 
0.44033 -0.09840 -0.52154 0.06790 
1.00000 
0.95805 1.00000 
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APPENDIX C: ACTUAL AND ESTIMATED VALUES 
OF PLANTED ACREAGES 
1952 
1953 
1954 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
1966 
1967 
1968 
1969 
1970 
1971 
1972 
1973 
1974 
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Cl. Actual and estimated U.S. com acreage (in thousands) planted 
from Model I (model without subjective variables) and Model 
II (model with subjective variables, 1952-1974) 
Model I Model II 
Model without subjective Model with subjective 
variables variables 
Actual Estimated Deviation Actual Estimated Deviation 
82230 82899 .4 -699 .4 822 30 82877 .2 -647 .2 
81574 81281 .4 292 .6 81574 81156 .1 417 .9 
82185 80932 .5 1252 .5 82185 81613 .1 571 .9 
80932 81621 .1 -689 .1 80932 81088 .8 -156 .8 
77828 77315 .6 512 .4 77828 77811 .4 16 .6 
73180 74349 .8 -1169 .8 73180 73964 .3 -784 .3 
73351 73944 .7 593 .7 73351 73268 .3 82 .7 
82742 82169 .7 572 .3 82742 81932 .3 809 .7 
81425 80627 .1 797 .9 81425 81231 • 2 193 .8 
65991 66634 .2 -634 .2 65991 67496 .5 -1505 .5 
65017 67100 .4 -2083 .4 65017 66118 .1 -1101 .1 
68771 68356 .7 414 .3 68771 67987 .3 783 .7 
65823 64636 .5 1186 .5 65823 64910 .9 912 .1 
65171 64 350 .7 820 .3 65171 64764 .4 406 .6 
66347 64855 .8 1491 .2 66347 65748 .3 598 .7 
71156 69389 .2 1766 .8 71156 69342 .9 1813 .1 
65126 66948 .0 -1822 .0 65126 65852 .2 -726 .2 
64264 64854 .3 -590 .3 64264 64611 .8 -347 .8 
66849 69772 .0 -2923 .0 66849 70290 .2 -3441 .2 
74055 72222 .3 1832 .7 74055 72424 .1 1630 .9 
66972 65848 .8 1123 .2 66972 65890 .5 1081 .5 
71912 71786 .3 125 .7 71912 71346 .6 565 .4 
77746 78750 .4 -1004 .4 77746 78920 .4 -1174 .4 
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Table C2. Actual and estimated U.S. soybean acreage (in thousands) 
planted from Model I (model without subjective variables) 
and Model II (model with subjective variables; 1953-1974) 
Model I Model II 
Model without subjective Model with subjective 
variables variables Year 
Actual Estimated Deviation Actual Estimated Deviation 
1953 16394 17259 .2 -865 .2 16394 15795 .5 598.5 
1954 18541 19629 .9 -1088 .9 18541 19102 .1 -561.1 
1955 19674 18313 .2 1360 .8 19674 19963 .3 -289.3 
1956 21700 20449 .7 1250 .3 21700 21840 .2 -140.2 
1957 21938 21262 .6 675 .4 21938 22354 .6 -416.6 
1958 25108 22383 .7 2724 .3 25108 23405 .7 1702.3 
1959 23349 234 74 .0 -125 .0 23349 23152 .3 196.7 
1950 24440 24658 .3 -218 .3 24440 25121 .8 -681.8 
1961 27787 26319 .8 1467 .2 27787 27300 .6 486.4 
1962 28418 30813 .4 -2395 .4 28418 28780 .1 -362.1 
1963 29462 31833 .6 -2371 .6 29462 29473 .6 -11.6 
1964 31605 34694 .8 -3089 .8 31605 32342 .3 -737.3 
1965 35227 36654 .7 -1427 .7 35227 34516 .0 711.0 
1966 37294 38977 .4 -1683 .4 37294 38243 .8 -949.8 
1967 40819 39605 .2 1213 .8 40819 40707 .5 111.5 
1968 42265 39978 .7 2286 .3 42265 41005 .2 1259.8 
1969 42534 43187 .2 —65 3 .2 42534 43225 .2 -691.2 
1970 43082 43280 .4 -198 .4 43082 42828 .9 253.1 
1971 43472 42342 .5 1129 .5 43472 45582 ,2 -2110.2 
1972 46885 46076 .2 808 .8 46885 45496 .0 1389.0 
1973 56675 54257 .9 2417 .1 56675 55337 .6 1337.4 
1974 53580 54371 .9 -791 .9 53580 54781 .6 -1201.6 
145 
Table C3. Actual and estimated U.S. sorghum acreage (in thousands) 
planted from Model I (model without subjective variables) 
and Model II (model with subjective variables, 1952-1974) 
Model I Model II 
Model without subjective Model with subjective 
Year variables variables 
Ac tual Estimated Deviation Actual Estimated Deviation 
1952 12289 12390.9 -101.9 12289 12704.1 -415.1 
1953 14590 15106.1 -516.1 14590 14715.1 -125.1 
1954 20148 19190.4 957.6 20148 19176.8 971.2 
1955 2 3921 24049.8 -128.8 23921 24478.1 -557.1 
1956 21384 22898.3 -1514.3 21384 21932.8 -548.8 
1957 26886 24088.9 2797.1 26886 25415.2 1470.8 
1958 20675 23021.5 -2346.5 20675 21893.0 -1218.0 
1959 19508 18919.2 588.8 19508 19912.1 -404.1 
1960 19598 19133.5 464.5 19598 18827.2 770.8 
1961 14294 15410.8 -1116.8 14294 14469.1 -175.1 
1962 15060 14061.9 998.1 15060 15202.8 -142.8 
1963 17516 17146.3 369.7 17516 17575.7 -59.7 
1964 16770 17366.2 -596.2 16770 15827.3 942.7 
1965 17079 17004.2 74.8 17079 17905.8 -826.8 
1966 16372 16726.8 -354.8 16372 16710.5 -338.5 
1967 18945 18561.9 383.1 18945 18157.7 787.3 
1968 17793 17924.5 -131.5 17793 18401.0 -608.0 
1969 17231 17049.2 181.8 17231 16807.9 423.1 
1970 16957 17541.4 -584.4 16957 17425.7 -468.7 
1971 20756 19943.5 812.5 20756 20000.8 755.2 
1972 17295 17770.3 -475.3 17295 17668.5 -373.5 
1973 19231 18973.2 257.8 19231 19335.5 -104.5 
1974 17733 17926.5 -193.5 17733 17672.7 60.3 
Year 
1952 
1953 
1954 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
1966 
1967 
1968 
1969 
1970 
1971 
1972 
1973 
1974 
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C4. Actual and estimated U.S. oat acreage (in thousands) planted 
from MDdel I (model without subjective variables) and 
Model III (model with subjective variables, 1952-1974) 
Model I Model III 
Model without subjective Model with subjective 
variables variables 
Actual Estimated Deviation Actual Estimated Deviation 
42341 43758.9 -1417.9 42341 43055.0 -714.0 
43220 42781.0 439.0 43220 43214.3 5.7 
46898 46718.6 179.4 46898 46774.4 123.6 
47494 46544.7 949.3 47494 46523.7 970.3 
44205 44794.8 -589.8 44205 44992.2 -787.2 
41840 40156.8 1683.2 41840 41342.4 497.6 
37699 38236.6 -537.6 37699 38228.7 -529.7 
35064 36921.6 -1857.6 35064 35036.8 27.2 
31419 32564.1 -1145.1 31419 32589.0 -1170.0 
32314 30523.7 1790.3 32314 30955.8 1358.2 
29500 29144.8 355.2 29500 29356.5 143.5 
28054 26678.4 1375.6 28054 27020.8 1033.2 
25634 27536.1 -1902.1 25634 27120.5 -1486.5 
24046 24481.4 -435.4 24046 24329.5 -283.5 
23343 23305.3 37.7 23343 23417.8 1 CD
 
20719 19275.3 1443.7 20719 20058.8 660.2 
23342 24494.3 -1152.3 23342 22715.5 626.5 
23561 24020.9 -459.9 23561 238 44.7 -283.8 
24469 24024.3 444.7 24469 24978.9 -509.9 
21956 21185.5 770.5 21956 22211.0 -255.0 
20178 20082.2 95.8 20178 19726.2 451.8 
19147 19387.7 -240.7 19147 19183.3 -36.3 
18100 18669.6 -569.6 18100 18033.7 66.3 
1954 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
1966 
1967 
1968 
1969 
1970 
1971 
1972 
1973 
1974 
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es. Actual and estimated U.S. barley acreage (in thousands) planted 
from Model I (model without subjective variables) and Model 
II (model with subjective variables, 1952-1974) 
Model I Model I 
Model without subjective Model with subjective 
variables variables 
Actual Estimated Deviation Actual Estimated Deviatii 
9190 10864.9 -1674.9 9190 9518.4 -328.4 
9615 9534.5 80.5 9615 9412.1 202.9 
14740 13433.0 1307.0 14740 14744.7 -4.7 
16293 16042.0 251.0 16293 16008.0 284.2 
14732 15576.1 -844.1 14732 15067.9 -335.9 
16398 15675.7 722.3 16398 16375.3 22.7 
16150 16309.5 -159.5 1615 0 16191.8 -41.8 
16766 16199.1 566.9 16766 16512.0 254.0 
15527 15481.1 45.9 15527 15861.3 -334.3 
15623 15178.1 444.9 15623 15475.0 148.0 
14380 13809.0 571.0 14380 14506.8 -126.8 
13452 13153.1 298.9 13452 13116.6 335.4 
11652 14257.7 -2605.7 11652 11808.1 -156.1 
10123 9580.9 542.1 10123 10170.3 -47.3 
11184 10939.2 244.8 11184 11275.1 -91.1 
10077 11418.2 -1341.2 10077 9944.4 132.6 
10486 10974.0 -488.0 10486 10479.0 7.0 
10291 9126.9 1164.1 10291 10266.5 24.5 
10490 9833.3 656.7 10490 10691.5 -201.5 
11115 10601.8 513.2 11115 10865.6 249.4 
10639 11114.1 -475.3 10639 10839.0 -200.0 
11229 11928.0 -699.0 11229 11023.9 205.1 
9117 8552.1 564.9 9117 9317.1 -200.1 
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Table C6. Actual and predicted U.S. wheat acreage (in thousands) 
planted from Model I (model without subjective variables) 
and Model II (model with subjective variables, 1952-1974) 
Model I Model II 
Model without subjective Model with subjective 
Year variables variables 
Actual Estimated Deviation Actual Estimated Deviation 
1952 21648 20893.3 754.7 21648 21446.5 201.5 
1953 21844 20415-1 1428.9 21844 21954.0 -110.0 
1954 15922 17553.4 -1631.4 15922 15944.2 -22.2 
1955 13949 14643.8 -694.8 13949 14216.0 -267.0 
1956 16237 13954.4 2282.6 16237 15522.0 715.0 
1957 12423 13759.7 -1336.7 12423 12938.3 -515.3 
1958 12343 13079.2 -736.2 12343 12433.1 -90.1 
1959 13091 12589.7 501.3 13091 12654.7 436.3 
1960 12181 12329.2 -148.2 12181 12867.3 -686.3 
1961 12218 13222.7 -1004.7 12218 11722.5 495.5 
1962 10379 10646.7 -267.7 10379 10343.9 35.1 
1963 11075 10992.8 82.2 11075 11179.6 -104.6 
1964 12040 10046.2 1993.8 12040 12142.6 -102.6 
1965 12219 11773.5 445.5 12219 12210.6 8.4 
1966 11359 11948.2 -589.2 11359 10887.3 471.7 
1967 13615 13983.4 -368.4 13615 14230.1 -615.1 
1968 13193 14053.6 -860.6 13193 12712.4 480.6 
1969 11112 12049.2 -937.2 11112 11256.1 -144.1 
1970 11116 11142.6 -26.6 11116 11652.7 -536.7 
1971 15750 13982.9 1767.1 15750 14918.6 831.4 
1972 12730 14148.9 -1418.9 12730 • 13209.7 -479.7 
1973 15746 13771.2 1974.8 15746 15781.6 -35.6 
1974 18762 19404.7 -642.7 18762 18509.9 252.1 
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