While evolutionary algorithms are known to be very successful for a broad range of applications, the algorithm designer is often left with many algorithmic choices, for example, the size of the population, the mutation rates, and the crossover rates of the algorithm. These parameters are known to have a crucial influence on the optimization time, and thus need to be chosen carefully, a task that often requires substantial efforts. Moreover, the optimal parameters can change during the optimization process. It is therefore of great interest to design mechanisms that dynamically choose best-possible parameters. An example for such an update mechanism is the one-fifth success rule for step-size adaption in evolutionary strategies. While in continuous domains this principle is well understood also from a mathematical point of view, no comparable theory is available for problems in discrete domains.
INTRODUCTION
It is widely acknowledged that setting the parameters of evolutionary algorithms (EA) is one of the key difficulties in evolutionary optimization. Eiben, Hinterding, and Michalewicz [14] call this challenge "one of the most important and promising areas of research in evolutionary computation". This statement retains its topicality 15 years after the original publication of [14] as many talks at evolutionary computation conferences certify. We also understand today that even small changes in the parameters can yield to exponential performance gaps of the regarded algorithms [11, 12] .
Substantial research efforts have been undertaken to find good parameter settings for general EAs, see for example [4] . Around the same time it has been discovered that it may be sub-optimal to use a fixed set of parameters throughout the whole optimization process. It was suggested instead to change the parameters of the algorithms by some dynamic update rules, often using some sort of feedback of the fitness landscape that the algorithm is facing. For example, it can be beneficial in earlier parts of the process to invest in exploration of the fitness landscape, while the algorithm should become more stable and focus on one or few areas of attraction in the later exploitation phase(s).
Interestingly, while in continuous domains parameter control 1 is analyzed also theoretically [2, 16, 18] , adaptive parameter choices play only a marginal role in theoretical investigations of EAs for discrete search spaces, the few exceptions showing an advantage of adaptive parameter settings being the fitness-dependent mutation rates for the (1+1) evolutionary algorithm on LeadingOnes analyzed in [3] and the fitness-dependent choice of the population size in [10] for the (1 + (λ, λ)) GA on OneMax, respectively. Both these adaption schemes, however, require a very solid understanding of the problem at hand and are thus likely to be of limited practical relevance. Another example from the discrete EA literature are reductions of the parallel runtime (but not the total optimization time) for several test functions when doubling the number of parallel instances in a parallel EA after each unsuccessful iteration [20] .
With this work we provide a first example for a discrete optimization problem where a self-adjusting (i.e., adaptive, but not fitness-dependent) parameter choice yields an expected optimization time that is better by more than a constant factor than any static parameter choice. The parameter update rule is extremely simple and does not require any problem-specific insights. More precisely, we analyze the runtime of the already mentioned (1+(λ, λ)) GA with population sizes chosen according to the one-fifth success rule on the generalized OneMax problem. We also show that the one-fifth success update scheme is optimal in this setting, that is, no alternative update mechanism can yield a significantly smaller runtime. In fact, we show that, throughout the whole optimization process, the one-fifth success rule suggests parameter settings that closely follow the theoretically best possible choices.
The One-Fifth Rule
One of the earliest adaptive update rules suggested in the evolutionary computation literature is the one-fifth success rule. It was independently discovered in [5, 22, 23] and constitutes today one of the best known and most widely applied techniques in parameter control. Several empirical results (cf. [15] and references therein) suggest that EAs using the one-fifth rule for adaptive parameter control are quite capable of finding optimal or close to optimal parameter settings. Since the parameters are updated without the intervention of the user, such update mechanisms are a very convenient way to minimize parameter tuning efforts. Furthermore, the one-fifth success rule does not require any problem-specific knowledge and is thus widely applicable.
Originally, the one-fifth rule was designed to control the step size of evolution strategies. In intuitive terms, it suggests that if the probability to create an offspring of better than current-best fitness is greater than 1/5, then the step size should be increased, while it should be decreased if the probability is lower than 1/5. Today, this rule has found applications much beyond the adaptation of the step size. Here in this work we use it for adjusting the offspring population size of a genetic algorithm.
Without going into details, we note that many other adaptive update rules have been experimented with in the evolutionary computation literature, cf. [14] , [15, Chapter 8] , and [19] for excellent surveys.
The (1 + (λ, λ)) GA
We regard the (1 + (λ, λ)) GA, which has been proposed in [10] as a first example of an evolutionary algorithm optimizing the generalized OneMax problem using o(n log n) function evaluations. For the theory of evolutionary algorithms, this is a big success as it shows for the first time that even for such simple problems the usage of crossover can be beneficial (all previously known evolutionary algorithms need Ω(n log n) function evaluations in expectation to optimize the generalized OneMax problem).
An important parameter of the (1 + (λ, λ)) GA is λ, the number of offspring generated in the mutation phase and the subsequent crossover phase of the algorithm. In the original paper [10] it is shown that for λ = O( √ log n) the expected optimization time of the (1 + (λ, λ)) GA on OneMax is O(n √ log n). In [8] we improve the runtime bound to Θ(max{n log(n)/λ, nλ log log(λ)/ log(λ)}). This expression is minimized for λ = Θ( log(n) log log(n)/ log log log(n)), giving an optimization time of Θ(n log(n) log log log(n)/ log log(n)). While this exact expression is irrelevant for the purposes of the present paper, it is important to note that this tight bound is super-linear for every possible choice of λ.
It was also observed in [10] that the (1 + (λ, λ)) GA has only linear expected optimization time on OneMax when the population size λ is chosen adaptively depending on the fitness of the current-best individual. While theoretically appealing, this result has limited practical implications since the proposed fitness-dependent parameter choice crucially requires a very good understanding of the optimization process and thus, of the problem at hand. This is testified by the optimal relation of the population size to the current fitness-distance d to the optimum, which is Θ( n/d).
Guessing such a functional relationship for real-world optimization problems is typically not doable with reasonable efforts. Interestingly, an alternative approach based on the onefifth success rule was suggested in [10] . In a series of experimental evaluations it was shown that if the population size λ is chosen according to this rule, the performance of the resulting (1 + (λ, λ)) GA is among the best ones for a series of test problems. In that algorithm the population size is increased if no improvement has happened in the last iteration, while it is decreased otherwise. More precisely, for a suitable constant F > 1, the population size parameter λ is multiplied by F 1/4 after each iteration in which the fitness of the current-best individual could not be improved, and it is divided by F otherwise, i.e., if the fitness of the current-best search point increased in that iteration.
Our Results
While the observations made in [10] are purely empirical, we provide with this work a theoretical analysis of the suggested self-adjusting (1 + (λ, λ)) GA. We prove that the suggested implementation of the one-fifth success rule yields a linear expected optimization time of the (1 + (λ, λ)) GA on the generalized OneMax problem. As noted above this is better than what any static parameter choice can achieve and is also best possible among all comparison-based algorithms as we shall comment in Section 4. In particular, our bound shows that the one-fifth success rule suggests population sizes that are asymptotically optimal among all possible (static and dynamic) choices.
To the best of our knowledge, this is the first time that in a discrete search environment a self-adjusting parameter choice is shown to be superior to any static choice. Indeed the (1 + (λ, λ)) GA is the first proven example in discrete evolutionary algorithmics where a non-fitness-dependent parameter choice reduces the optimization time by more than a constant factor. The results that come closest to this are the mentioned results from [3, 20] , which are either constant factor reductions of the expected runtime (in case of [3] ) or reductions of the parallel expected runtime but not the total number of function evaluations (in case of [20] ).
Our proof gives some general insights in the working principles of adaptive parameter choices in discrete domains, which hopefully lead to future applications of this approach in discrete search.
Our paper is organized as follows. We first introduce the (1 + (λ, λ)) GA with static population sizes, give background on the generalized OneMax problem, and recall known bounds for the expected optimization time of the (1 + (λ, λ)) GA on OneMax functions in Section 2. In Section 3 we present the (1 + (λ, λ)) GA with self-adjusting parameter choices along with a brief summary of the mentioned (slightly adapted) classification scheme of Eiben, Hinterding, and Michalewicz [14] for parameter settings. We also present in Section 3 the runtime analysis of the self-adjusting (1 + (λ, λ)) GA (see Section 3.3), followed by a discussion of the general insights obtained through that analysis (Section 3.4). Finally, we show in Section 4 that the one-fifth success rule suggests optimal or close to optimal parameter settings.
Disclaimer: For reasons of space we cannot give all details of the rather technical runtime analysis. We illustrate instead the main proof ideas. The complete proofs can be found the full version [7] .
THE
Adopting the conventions and notation from [10] , we regard here in this work only search spaces with bit string representations, we write x = x1 . . . xn, [k] := {1, 2, . . . , k}, and [0..k] := [k] ∪ {0} for any bit string x ∈ {0, 1} n and any non-negative integer k. By B(n, p) we denote the binomial distribution with n trials and success probability p;
The (1 + (λ, λ)) GA is given in Algorithm 1. It uses the following two variation operators.
• The unary mutation operator mut (·) which, given some x ∈ {0, 1} n , creates from x a new bit string y by flipping exactly bit entries in it.
• The binary crossover operator crossc(·, ·) with crossover probability c, which, given two bit strings
x and x , chooses y := crossc(x, x ) by choosing for each i ∈ [n] yi := x i with probability c and choosing yi = xi otherwise.
Thus, after a random initialization of the algorithm, in each iteration the following steps are performed.
• In the mutation phase, λ offspring are sampled from the current-best solution x by applying λ times independently the mutation operator mut (·) to x, where the step size is chosen at random from B(n, p) before the generation of the first offspring.
• In the crossover phase, λ offspring are created from x and (one of) the best of the λ offspring from the mutation phase, x , by sampling independently from crossc(x, x ).
• Elitist selection: The best of the individuals of the crossover phase replaces x if its fitness is at least as large as the fitness of x. If there are several offspring with best fitness, we disregard those that are equal to x and choose one of the remaining ones uniformly at random.
Throughout this paper we shall use p = λ/n and c = 1/λ, choices which are well justified in [10, Sections 2 and 3]. Only in Section 4 we regard arbitrary choices of the parameters λ, p, and c.
As performance measure we regard the expected running time of the (1 + (λ, λ)) GA, that is, the expected number of function evaluations that the algorithm performs until it evaluates for the first time an optimal search point x ∈ arg max f . This is the common measure in runtime analysis and is sometimes referred to as the expected optimization time. Note that for algorithms performing more than one Algorithm 1: The (1 + (λ, λ)) GA with offspring population size λ, mutation probability p, and crossover probability c.
1 Initialization: Sample x ∈ {0, 1} n uniformly at random and query f (x); 2 Optimization: for t = 1, 2, 3, . . . do 3 Mutation phase: 4 Sample from B(n, p);
Crossover phase: 9 for i = 1, . . . , λ do 10 Sample y (i) ← crossc(x, x ) and query f (y (i) ); 11 If exists, choose y ∈ {y (1) 
fitness evaluation per iteration, such as the (1 + (λ, λ)) GA, the expected runtime can be much different from the expected number of iterations (generations).
The Generalized OneMax Problem
In [10, Section 4] the (1 + (λ, λ)) GA is analyzed by experimental means. The results show that it performs well on OneMax functions, linear functions with random weights, and royal road functions. A theoretical investigation, an improved bound of which is stated below in Theorem 1, however, is currently available only for the generalized OneMax problem. As this problem is also the focus of our present work, we give a short introduction here.
The classical OneMax function counts the number of ones in a bit string. Optimizing it therefore corresponds to finding the all-ones bit string. Of course, we want the performance of an evolutionary algorithm to be independent of the problem encoding. More specifically, the algorithms that we typically regard have exactly the same optimization behavior on any generalized OneMax function
which counts the number of positions in which the bit strings x agrees with the target string z. It is easy to see that z is the unique (global and local) optimum of Omz. Note also that the classic OneMax function counting the number of ones in a bit string is the function Omz with z = (1, . . . , 1). It is therefore justified to call the set {Omz | z ∈ {0, 1} n } the generalized OneMax problem. For convenience we often drop the word "generalized" in the following. All statements made below hold for arbitrary OneMax functions.
The expected runtime of most search heuristics on One-Max is Ω(n log n), due to a phenomenon called coupon collector's problem (see, e.g., [6, Section 1.5] or [21] ). In intuitive terms, the argument is as follows. When the initial bit string is taken uniformly at random from {0, 1} n then each bit has a probability of 1/2 of being in the wrong initial configuration, i.e., it has to be touched with probability 1/2. The coupon collector's problem states that if we touch one random bit at a time, then it takes Ω(n log n) iterations until we have touched each bit at least once. Since many evolutionary algorithms (including, for example, (1 + 1) EA and Randomized Local Search) change on average one bit per iteration, this implies the Ω(n log n) bound. It was a long-standing open question whether genetic algorithms can perform better on OneMax than this lower bound. Sudholt [24] gave a first example of a crossover-based genetic algorithm outperforming the (1 + 1) EA on OneMax. But while his (2+1) GA (for a suitably chosen mutation rate) is better by a constant factor than the (1 + 1) EA, it does not improve upon RLS. The (1 + (λ, λ)) GA thus gave a first positive answer to this question, as we recall in the next section.
Runtimes for Static and Fitness-Dependent Population Sizes
The following statement, proven in [8] , provides a tight bound for the expected runtime of the (1 + (λ, λ)) GA on OneMax.
. The expected optimization time of the (1 + (λ, λ)) GA with p = λ/n and c = 1/λ on every generalized OneMax function is
Consequently, λ = Θ( log(n) log log(n)/ log log log(n)) is the optimal choice for the parameter λ and this yields an expected optimization time of Θ(n log(n) log log log(n)/ log log(n)).
It is also known [10] that a fitness-dependent (and thus, inherently non-static) choice of the population size can decrease the runtime even further.
Theorem 2 (Theorem 8 in [10] ). The expected runtime of the (1 + (λ, λ)) GA with p = λ/n, c = 1/λ, and fitness-dependent choice of λ := n/(n − f (x)) on every generalized OneMax function is linear in n.
We will use the latter bound in our analysis of the selfadjusting (1 + (λ, λ)) GA. More precisely, we show that the population sizes suggested by the one-fifth success rule typically do not deviate much from the fitness-dependent choice analyzed in Theorem 2. This observation has also been made experimentally in [10] , see Figure 5 there for a graph showing the close relationship between the self-adjusting population sizes and the optimal fitness-dependent ones. That graph plots this comparison for a typical run of the (1 + (λ, λ)) GA on OneMax.
Two milestones in the analysis of the (1+(λ, λ)) GA in [10] are the success probabilities of the mutation and the selection phase, respectively. Since we shall make use of these two bounds, we briefly repeat them below.
Note for Lemma 3 that for an offspring x of x with Omzvalue greater than Omz(x) − there exists at least one position i such that x i = zi while xi = zi. It is therefore possible to extract in the crossover phase this entry from x and thus increasing the overall fitness of the current best search point. This is why we call the mutation phase successful if Omz(x ) > Omz(x) − holds.
Lemma 3 (Lemma 5 in [10] ). In the notation of Algorithm 1, for all and x, the probability that in the mutation phase a search point x is created with Omz(x ) > Omz(x)− is at least 1 − Omz (x) n λ . Lemma 4 (Lemma 6 in [10] ). In the notation of Algorithm 1, consider fixed outcomes of , x, and x . Then the random outcome y of the crossover phase satisfies (1 + (λ, λ) ) GA WITH SELF-ADJUSTING POPULATION SIZES
THE
Being the first provable super-constant speed-up via a fitness-dependent parameter choice, the linear optimization time obtained in [10] is a big success in the theory of evolutionary algorithms. From the practical point of view, though, the question remains how in an actual application the user of the (1 + (λ, λ)) GA would guess the fitnessdependent optimal choice of λ. In this section, we show that this is not needed. A self-adjusting choice inspired by the classic one-fifth rule can give the same (optimal, as the result in Section 4 shows) linear optimization time. To the best of our knowledge, this is the first result proving a reduced optimization time via parameter self-adjustment in discrete search spaces. We are optimistic that our approach can be applied to other discrete problems. At the end of this section, we give some general hints that might be useful for such purposes.
Terminology for Parameter Settings
Since the literature is unanimous with respect to the terminology for parameter settings, we have adopted and slightly extended in this work the taxonomy of Eiben, Hinterding, and Michalewicz [14] . Figure 1 , an adapted version of Figure 1 in [14] , illustrates this classification, which we briefly summarize below.
The efforts of choosing the right parameters in an evolutionary algorithm is called parameter setting. The first difference is between static and dynamic parameter settings. In the former the parameters are set before the actual run of the algorithm and they are not changed during the optimization process. In typical applications, a parameter tuning step precedes the application of the EA. In this phase, suitable parameter choices are sought through initial experimental investigations, either for all parameters simultaneously, or in an iterative process.
Optimizing dynamic parameter choices is called parameter control in [14] . Three principals are discussed: deterministic, adaptive, and self-adaptive parameter control. A dynamic parameter choice is called deterministic if it does not depend on the fitness landscape encountered by the algorithm. That is, there is no feedback between the fitness values and the dynamic parameters. 2 Adaptive parameter choices are those dynamic rules where the update rule depends on the optimization process. Within this class (and this is different from the classification scheme proposed in [14] ) we distinguish between functionally-dependent parameter choices (where the parameters depend only on the current state of the algorithm, i.e., the current population) Figure 1 : An extended version of the classification scheme from [14] . We regard in this work selfadjusting parameter choices.
and self-adjusting adaptive choices, where the parameters depend on the success of (all) previous iterations. It is easy to see that the one-fifth success rule considered in this paper classifies as a self-adjusting parameter setting, while the fitness-dependent parameter choice considered in Theorem 2 is an example for a functionally-dependent parameter choice. Finally, self-adaptive parameter choices are encoded themselves in the genome of the search points and are subject to variation operators. The hope is that the better parameter choices yield better offspring and thus survive the evolutionary process.
The Algorithm
Recall that the one-fifth success rule in evolution strategies is used to change the step-size in a self-adjusting manner. When the empirical success probability is large, the step-size is increased to hopefully speed-up the exploration. When is it low, it is reduced to hopefully increase the chance of a success. This is done in a way that an average success probability of one fifth leads to no change of the step-size on average.
In discrete search spaces, naturally, things are very different. However, we can still come up with a natural variant of the one-fifth success rule. Note that in our (1 + (λ, λ)) GA (with the suggested choices p = λ/n and c = 1/λ for the mutation rate and the crossover rate, respectively), increasing λ will increase the success probability of one iteration, however, at the price of an increased number of function evaluations, that is, higher runtime. Consequently, it makes sense to increase λ when the empirical success probability is low (to speed up the process of finding an improvement), but to reduce it when the success probability is large (to hopefully save computational effort).
Taking Auger's [1] implementation of the one-fifth success rule as example, we design the following self-adjusting version of the (1 + (λ, λ)) GA, see also Algorithm 2. After an iteration that led to an increase of the fitness of x ("success"), indicating an easy success, we reduce λ by a constant factor F > 1 (of course, not letting λ drop below 1). If an iteration Algorithm 2: The self-adjusting (1 + (λ, λ)) GA with mutation probability p, crossover probability c, and update strength F . Sample y (i) ← crossc(x, x ) and query f (y (i) ); 12 If exists, choose y ∈ {y (1) , . . . , y (λ) } \ {x} with f (y) = max{f (y (1) ), . . . , f (y (λ) )} u.a.r.; otherwise, set y := x; 13 Selection and update step:
was not successful, we increase λ by a factor of F 1/4 (since we analyze the algorithm for mutation probability p = λ/n we do not let λ exceed n). Consequently, after a series of iterations with an average success rate of 1/5, we end up with the initial value of λ (unless the lower barrier of 1 was hit).
As a technical remark we note that where an integer is required in Algorithm 2 (e.g., lines 6 and 10) we round λ to its closest integer, i.e., instead of λ we regard λ = λ − {λ} if the fractional part {λ} of λ is less then 1/2 and we regard λ := λ + 1 otherwise.
Runtime Analysis
We show that the self-adjusting (1+(λ, λ)) GA (with standard parameters p = λ/n and c = 1/λ) solves the generalized OneMax problem in linear time when the self-adjusting speed factor F is not too large.
The proof of this result is rather technical. For this reason, we are only able to show a linear optimization time when F is smaller than a certain constant F * , but we do not make this F * precise. In general, making implicit constants precise is a difficult task in runtime analysis, and for many much simpler problems the implicit constants are not known. In the experiments conducted in [9] , see in particular Figure 4 there, all values F ∈ [1, 2] worked well (recall that in Auger's implementation [1] F = 1.5 was used). At the end of this section, we give some indication why F -values larger than 2.25, however, may lead to an exponential expected optimization time.
Our main result is the following.
Theorem 5. The optimization time of the self-adjusting (1 + (λ, λ)) GA with parameters p = λ/n and c = 1/λ on every generalized OneMax function is O(n) for any sufficiently small update strength F > 1.
To prove Theorem 5, roughly speaking, we show that the population sizes λ suggested by the one-fifth success rule are usually not very far from the fitness-dependent choice λ * = n/(n − f (x)) analyzed in [10, Theorem 8] (which is restated above as Theorem 2). Intuitively, if λ happens to be much larger than λ * , the success probability of the (1 + (λ, λ)) GA is so large that with reasonably large probability one of the next iterations is successful and, as a consequence, the value of λ is then adjusted to its previous value divided by F , thus approaching again λ * . A key argument in this proof is the following lemma, which shows that for large values of λ the success probability of the (1 + (λ, λ) ) GA is indeed reasonably large. This lemma can be seen as a generalization of Lemma 7 in [10] .
) . Let q = q(λ) be the probability that one iteration of Algorithm 1 (with parameters p = λ/n and c = 1/λ) starting in x is successful. There exists a constant C such that for all C0 > C we have q > 1/5.
While the proof of Lemma 6 is rather straightforward, the proof of the main theorem, i.e., Theorem 5, is much more involved. Let us denote again by λ * := n/(n − f (x)) the fitness-dependent parameter choice of Theorem 2.
We partition the optimization process into phases. The first phase starts with the first fitness evaluation. A phase ends with an iteration at whose end we have increased the fitness of x and λ ≤ C0λ * holds, for a sufficiently large constant C0 that we do not compute explicitly. (C0 is determined by Lemma 6.)
We show that each phase has an expected cost of O(λ * ) fitness evaluations. From this is it not difficult to conclude the proof by the same arguments used in the proof of Theorem 2. Intuitively, if the cost of each iteration of the self-adjusting (1 + (λ, λ)) GA is almost the same as the one for the fitnessdependent choice, then the overall expected runtimes should be similar as well.
Unfortunately, the runtime analysis for the phases is rather technical. We make a case distinction with respect to "short" phases, in which λ < C0λ * holds throughout, and "long" phases, in which λ ≥ C0λ * for at least one iteration. Analyzing short phases is significantly easier than analyzing long phases. Indeed, in the short phases, there is exactly one iteration in which the fitness of x is increased. That is, the value of λ has first been multiplied t − 1 times by F 1/4 until there was a fitness increase and the λ-value has been shrunk as a consequence of the fitness increase. Using this, it is not difficult to derive the overall number of function evaluations in such a short phase.
For the analysis of the long phases we subdivide the phase again into an opening phase, which ends with the last iteration in which λ < C0λ * holds, and a main phase. Let T denote the number of fitness evaluations during the phase and let I denote the number of iterations in the main (!) phase. As in the analysis of the short phase it will be easy to see that E[T | I = t] = Dλ * F t/4 for all t and some fix constant D. The most technical part of this proof is to bound the probability that the main phase of a long phase requires t iterations; i.e., Pr[I = t] given that we are in a long phase. We show that this probability is at most exp(−ct) for some positive constant c. It is well known that the geometric series ( t =1 F t/4 exp(−ct)) ∈Z >0 converges if F 1/4 < exp(c). The overall expected number of fitness evaluations during a long phase is thus ∞ t=1 E[T | I = t] Pr[I = t] ≤ Dλ * ∞ t=1 F t/4 exp(−ct), which is O(λ * ) as desired.
General Insights from the Runtime Analysis
The analysis above reveals the following facts, which might be helpful in general when trying to use a one-fifth success rule or a related self-adjusting rule in discrete search spaces.
The adjustment rule must fit to the limiting success probability. In the proof above, it was crucial that the success probability shown in Lemma 6 was a constant larger than 1/5. It is easy to see that if the success probability was uniformly bounded from above by a constant σ < 1/5, then log F (λ) in expectation would increase by a positive constant in each round. Consequently, λ would show an exponential growth, quickly leading to wastefully large values. This can partially be overcome by imposing an upper barrier for λ (we have such a barrier, namely λ ≤ n, to ensure that the mutation probability p = λ/n is at most 1), however, this would still lead to the algorithm mostly working with this maximal value of λ instead of a value close to the ideal λ * .
In general, there is no reason for not trying success rules with other ratios 1/r than one-fifth, that is, increasing λ by F 1/(r−1) instead of F 1/4 in case of non-success. In general, a larger value of r will slightly decrease the speed of adjustment, but is more likely to overcome the problem described in the previous paragraph. Note that for our problem, when λ = ω(1), the success probability is uniformly bounded from above by (1 + o(1))e −1/e ≈ 0.31. Consequently, the one-fifth rule avoids the exponential growth of λ, whereas a one-third rule or a one-half rule (e.g., doubling or halving the parameter as in [20] ) would not.
The constant F matters. Even when the combination of update rule and success probability avoids an expected exponential growth of λ, things can still go wrong when the update strength F is too large. Here is an example (where, to ease the presentation, we assume that we have no upper barrier on λ; with an upper barrier, as above, the problem remains, though possibly to a smaller extent): Imagine that we start with some value λ0. Above, we saw that the success probability of an iteration is bounded from above by 0.31. Consequently, the probability of having exactly m consecutive non-successes is at least 0.31 · 0.69 m . The optimization time of the last iteration alone is λ0F m/4 . Consequently, the expected effort of finding one improvement is at least 0.31λ0 ∞ m=0 (0.69F 1/4 ) m . When 0.69F 1/4 > 1, this series does not converge, i.e., the expected effort for one improvement is infinite. In our case, this happens (at least) when F > 4.41. Note that this was a rough estimate aimed at quickly demonstrating that large F -values can be dangerous. Better values can be achieved with more effort. E.g., the probability that among 6m iterations, we have at most m successes, is more than (0.755 + o(1)) m ; this can be seem from approximating the binomial distribution with a normal distribution. Since this event also increases the initial λ value by F m/4 , the corresponding series already diverges for F ≥ 3.08. Optimizing the ratio of successes and nonsuccesses, we see that the probability of having γ successes among 1 + 5γ trials is more than (0.8167 + o(1)) m , showing that any F ≥ 2.25 leads to an exponential expected optimization time. We do not know to what extent this ar-gument can be improved. For this reason, we would rather suggest to choose a small value of F , clearly below 2, and trade in the possibly faster adjustment to the ideal parameter value for a reduced risk of an expected infinite optimization time.
A LINEAR LOWER BOUND FOR ALL POSSIBLE PARAMETER CHOICES
In the previous section we have seen that the self-adjusting (1 + (λ, λ) ) GA is faster on average than with any static population size. We next show that it is asymptotically best possible also among all dynamic parameter choices. That is, regardless of how the parameters are updated in each iteration, the (1+(λ, λ) ) GA always has an expected runtime on OneMax that is at least linear in n.
Theorem 7. For every (possibly dynamic) choice of the mutation probability p, the crossover probability c, and the population size λ, the (1 + (λ, λ)) GA performs at least linearly many function evaluations on average before it evaluates for the first time the unique global optimum. That is, regardless of the parameter update scheme, the expected runtime of the (1 + (λ, λ)) GA on OneMax is Ω(n).
For parameter choices that do not depend on absolute fitness values, Theorem 7 follows from an elegant technique in black-box complexity. Since we believe this intuitive argument to be of general interest to the Self-* research community, we present it in the following section. It can be seen as a nice, yet powerful tool for analyzing the limitations of evolutionary and other black-box optimization algorithms.
For fitness-dependent parameter choices, Theorem 7 also holds, but needs a different argument as we shall comment in Section 4.2.
Lower Bound for Self-Adjusting Parameter Choices
We start the exposition of the lower bound by introducing the concept of comparison-based algorithms. To see that the self-adjusting (1 + (λ, λ)) GA is a comparison-based algorithm, we reformulate the algorithm slightly, see Algorithm 3. This alternative presentation shows that indeed all decisions of the (1 + (λ, λ)) GA are entirely based on comparisons between at most two search points. A lower bound that holds for all comparison-based algorithms thus immediately implies a lower bound for the (1 + (λ, λ)) GA. We therefore expand our view and regard the whole class of comparison-based algorithms. Theorem 7 for non-fitness-dependent parameter choices follows from the following statement, which is folklore knowledge in blackbox complexity and has been formally stated (in much more general form) in [25, Corollary 2] .
Theorem 9. Every comparison-based algorithm needs at least Ω(n) comparisons on average to optimize a generalized OneMax function.
The intuitive argument for Theorem 9 is pretty simple. In order to optimize a OneMax function Omz we need to Algorithm 3: A reformulation of the (1 + (λ, λ)) GA with possibly adaptive (but not fitness-dependent) parameters p, c, and λ. Mutation phase: 5 Sample from B(n, p) and x := x (1) ← mut (x);
Crossover phase: 10 Initialize y := y (1) ← crossc(x, x ); 11 for i = 2, . . . , λ do 12 Sample y (i) ← crossc(x, x ); 13 if (y (i) = x and f (y (i) ) ≥ f (y)) then y ← y (i) ; 14 Selection and update step:
identify z. That is, we need to learn the n bits of z. Roughly speaking, with each query we learn at most one bit of information about z, namely in the mutation phase we learn whether Omz(x (i) ) ≥ Omz(x ) or not, and in the crossover phase we learn the bit whether or not Omz(y (i) ) ≥ Omz(y). Finally, we learn the one bit of information whether or not Omz(y) ≥ Omz(x). Thus one iteration with λ offspring in the mutation and the crossover phase each gives us a total of 2(λ − 1) + 1 bits of information. Thus, amortized over the 2λ offspring that were created, this is a bit less than one bit of information per query. Since we need to learn all n bits of z, this shows (intuitively) that we need to sample and compare at least n search points in total. This implies the lower bound.
It is not too difficult to make this intuitive argument formal. To this end, one employs Yao's Minimax Principle [26] , a powerful tool in black-box complexity. The interested reader can find a quite accessible exposition of Yao's Principle along with some easy to follow examples from evolutionary computation in [13] .
Lower Bound for Fitness-Dependent Parameter Choices
The proof given in Section 4.1 does not work for parameter choices that possibly depend on the absolute fitness of intermediate search points. Intuitively, the problem here is that Omz(x) ∈ [0..n] and knowing (or, rather, using knowledge about) the absolute fitness value of x provides log 2 (n+1) bits of information. This would only yield a lower bound of order n/ log n. Still the statement, i.e., Theorem 7, holds also for fitness-dependent parameter choices, as we shall briefly comment in this section. Note that this bound also implies the optimality of the fitness-dependent choice suggested in [10] .
In the analysis of [8] it is shown (for the recommended parameter choices p = λ/n and c = 1/λ) that the expected fitness gain in one iteration of the (1 + (λ, λ)) GA with population size λ is of order at most log λ/ log log λ (see the proof of the upper and lower bounds of Theorem 2 in [8] ). That is, for "investing" 2λ function evaluations we obtain a fitness gain of order at most log λ/ log log λ. This shows that the average fitness gain per function evaluation cannot be more than constant, thus implying the linear lower bound. To make this formal, one can use the additive drift theorem [17] .
To show Theorem 7 in full generality, one has to redo the analysis from [8] for general p and c, a tedious but straightforward work that we omit here for reasons of space.
CONCLUSIONS
We have analyzed the (1 + (λ, λ)) GA with self-adjusting population sizes. We have shown that it optimizes any generalized OneMax function in linear time. This is best possible for any (static or dynamic) parameter choice and is better by a Θ( log(n) log log log(n)/ log log(n)) factor than any (1 + (λ, λ)) GA with static population size. Our result thus shows for the first time that self-adjusting parameter choices can be provably beneficial in discrete optimization problems.
We hope that our work inspires more work on the running time of evolutionary algorithms with self-adjusting parameter choices. We have provided some general insights that should be regarded when implementing a one-fifth success rule in discrete search spaces.
While our work focuses on an adjustment of the population size, we are confident that also for other parameters of evolutionary algorithms, e.g., the mutation or crossover rates, self-adjusting choices can be analyzed theoretically.
