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Abstract
We study the cohomology with modular coefficients of Deligne–Lusztig varieties associated to Coxeter
elements. Under some torsion-free assumption on the cohomology we derive several results on the principal
-block of a finite reductive group G(Fq) when the order of q modulo  is assumed to be the Coxeter num-
ber. These results include the determination of the planar embedded Brauer tree of the block (as conjectured
by Hiss, Lübeck and Malle (1995) in [25]) and the derived equivalence predicted by the geometric version
of Broué’s conjecture (Broué and Malle, 1993, [7]).
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0. Introduction
Let G be a quasi-simple algebraic group defined over an algebraic closure of a finite field
of characteristic p. Let F be the Frobenius endomorphism of G associated to a rational
Fq -structure. The finite group G = GF of fixed points under F is called a finite reductive group.
The ordinary representation theory of G is now widely understood: geometric methods have
been developed by Deligne and Lusztig [15] and then extensively studied by Lusztig, leading to
a complete classification of the irreducible characters of G [30]. One of the key step in Lusztig’s
fundamental work has been to determine explicitly the -adic cohomology of Deligne–Lusztig
varieties associated to Coxeter elements [28]. This paper is an attempt to extend this work to
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O. Dudas / Advances in Mathematics 229 (2012) 3398–3435 3399the modular setting. To be more precise, we will be interested in the complex RΓc(Y(c˙),Λ)
representing the cohomology of the variety Y(c˙) with coefficients in a finite extension Λ of Z,
and more specifically in the action of G and F on this complex. The representation theory of ΛG
is highly dependent on the prime number . In this particular geometric situation − the Coxeter
case − the corresponding primes  are those which divide the cyclotomic polynomial Φh(q)
where h is the Coxeter number. For such prime numbers, the principal part bRΓc(Y(c˙),Λ) of the
cohomology complex should encode many aspects of the representation theory of the principal
-block b of G, much of which remains conjectural.
In the Coxeter case, the principal -block of G has a cyclic defect group. From the work of
Brauer we know that the category of modules over such a block has a combinatorial description,
given by the Brauer tree. The shape of this tree is related to the decomposition matrix of the
block whereas its planar embedding determines the module category up to Morita equivalence.
By a case-by-case analysis, Hiss, Lübeck and Malle have underlined in [25] a deep connec-
tion between the Brauer tree of the principal -block and the -adic cohomology groups of the
Deligne–Lusztig variety X(c). They have conjectured that this connection remains valid even in
the cases where the shape of the tree or its planar embedding is not explicitly known (see Con-
jectures HLM and HLM+). Furthermore, they have suggested that the cohomology with modular
coefficients should give enough information to prove the conjecture in its full generality. This is
the geometric approach that we will follow throughout this paper. It relies on the fact that the
complex bRΓc(Y(c˙),Λ) is perfect and thus provides many projective modules.
In order to determine the shape of the Brauer tree, we must find every indecomposable pro-
jective ΛG-module lying in the principal block and compute their characters. Such projective
modules admit no direct algebraic construction via Harish-Chandra induction, because they
might have a cuspidal head. Drawing inspiration from Lusztig’s work [28], we show that they
can be obtained by taking suitable eigenspaces of F on bRΓc(Y(c˙),Λ). However, there is a price
to pay since we have to make the following assumption:
(W) For all minimal eigenvalues λ of F , the generalized (λ)-eigenspace of F on bH•c(Y(c˙),Λ)
is torsion-free.
We call here “minimal” the eigenvalues of F on the cohomology group in middle degree. Under
this precise assumption, in Section 3 we give a general proof of Conjecture HLM of Hiss–
Lübeck–Malle.
There is strong evidence that the previous assumption should be valid for any eigenvalue
of F [18] which means that the following should hold:
(S) The Λ-modules bHic(Y(c˙),Λ) are torsion-free.
This technical assumption will be discussed in a subsequent paper. Using generalized Gelfand–
Graev representations we can actually prove that it holds in a majority of cases, which justifies
our approach:
Theorem A. (See [17].) Assume that G has no factor of type E7 or E8 and that p is a good
prime number. Then assumption (S) holds.
Note that the torsion-free property is really specific to the case of Deligne–Lusztig varieties
associated to Coxeter elements. The cohomology of varieties associated to other elements should
have a non-trivial torsion component in general (see [18, Remark 5.37]).
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sumption. Our main result is the complete determination of the complex bRΓc(Y(c˙),Λ) in terms
of the projective modules lying in the block. Surprisingly, our representative turns out to be ex-
actly the complex attached to a Brauer tree in [34]:
Theorem B. Under the assumption (S), the complex bRΓc(Y(c˙),Λ) is homotopy equivalent to
the Rickard complex associated to the Brauer tree of the principal -block of G, shifted by the
length of c.
From that observation we deduce several important results:
• the cohomology complex induces the derived equivalence predicted by the geometric version
of Broué’s conjecture [7] (see Theorem 4.13);
• this equivalence is perverse in the sense of [12] (see Theorem 4.20);
• the planar embedding of the Brauer tree can be read out from the eigenvalues of F (see
Theorem 4.15).
Together with Theorem A, this gives new results for the geometric version of Broué’s conjecture.
This extends significantly the previous work of Puig [33] (for  | q − 1), Rouquier [38] (for
 | φh(q) and r = 1) and Bonnafé and Rouquier [3] (for  | φh(q) and (G,F ) of type An).
We also obtain new planar embedded Brauer tree for groups of type 2G2 and F4 with p = 2,3
(compare with [23] and [24]).
This paper is divided into four parts: in the first section, we introduce basic notation and recall
standard constructions in the modular representation theory of finite reductive groups, formulated
in the language of derived categories. In Section 2 we present what we call the Coxeter case and
collect different results (both geometric and group-theoretic) that have been obtained so far for
principal -blocks and their Brauer trees in this particular case. Section 3 is devoted to the proof
of Conjecture HLM of Hiss, Lübeck and Malle. We show that under the assumption (W), the
Brauer tree can be deduced from the -adic cohomology of X(c). Finally, we use assumption (S)
in Section 4 to determine an explicit representative of the cohomology complex. As a byproduct,
we obtain a proof of the geometric version of Broué’s conjecture (as always in the Coxeter case)
as well as and the planar embedding of the Brauer tree.
1. Preliminaries
1.1. Some homological algebra
We start by recalling some standard notions of homological algebra that we will use through-
out this paper.
1.1.1. Module categories and usual functors
If A is an abelian category, we will denote by C(A ) the category of cochain complexes, by
K(A ) the corresponding homotopy category and by D(A ) the derived category. We shall use
the superscript notation −, + and b to denote the full subcategories of bounded above, bounded
below or bounded complexes. We will always consider the case where A = A-Mod is the module
category over any ring A or the full subcategory A-mod of finitely generated modules. This is
actually not a strong restriction, since any small category can be embedded into some module
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define the usual derived bifunctors RHom•A and
L⊗A.
Let H be a finite group and  be a prime number. We fix an -modular system (K,Λ,k)
consisting of a finite extension K of the field of -adic numbers Q, the integral closure Λ of the
ring of -adic integers in K and the residue field k of the local ring Λ. We assume moreover that
the field K is big enough for H , so that it contains the e-th roots of unity, where e is the exponent
of H . In that case, the algebra KH is split semi-simple.
From now on, we shall focus on the case where A = OH , with O being any ring among
(K,Λ,k). By studying the modular representation theory of H we mean studying the module
categories OH -mod for various O, and also the different connections between them. In this
paper, most of the representations will arise in the cohomology of some complexes and we need
to know how to pass from one coefficient ring to another. The scalar extension and -reduction
have a derived counterpart: if C is any bounded complex of ΛH -modules we can form KC =
C ⊗Λ K and C = kC = C
L⊗Λ k. Since K is a flat Λ-module, the cohomology of the complex
KC is exactly the scalar extension of the cohomology of C. However this does not apply to
-reduction, but the obstruction can be related to the torsion:
Theorem 1.1 (Universal coefficient theorem). Let C be a bounded complex of ΛH -modules.
Assume that the terms of C are free over Λ. Then for all n  1 and i ∈ Z, there exists a short
exact sequence of ΛH -modules
0 −→ Hi (C)⊗Λ Λ/nΛ −→ Hi
(
C
L⊗Λ Λ/nΛ
)−→ TorΛ1 (Hi+1(C),Λ/nΛ)−→ 0.
In particular, whenever there is no torsion in both C and H•(C) then the cohomology of C is
exactly the -reduction of the cohomology of C.
1.1.2. Perfect complexes
In the derived category, any acyclic complex is isomorphic to zero. This can be generalized
to the homotopy category if we restrict ourselves to a specific class of complexes. Recall that a
complex C of OH -modules is said to be perfect if it is quasi-isomorphic to a bounded complex
of finitely generated projective OH -modules. The value of a derived bifunctor on any perfect
complex is obtained from the original functor: more precisely, if C is a perfect complex and C′
is any complex in C(OH -Mod) then there exist isomorphisms in D(Z-Mod):
C
L⊗OH C′  C ⊗OH C′ and RHom•OH
(
C,C′
) Hom•OH (C,C′).
In particular the natural functor Kb(OH -proj) −→ D(OH -Mod) induces an equivalence be-
tween the homotopy category of bounded complex of finitely generated projective modules and
the full subcategory of D(OH -Mod) of perfect complexes.
As in the derived case, one can obtain precise concentration properties for complexes in
Kb(OH -proj):
Lemma 1.2. Let C ∈ Kb(OH -proj). Assume that the cohomology of C vanishes outside the
degrees m, . . . ,M . Then C is homotopy equivalent to a complex
· · · −→ 0 −→ Pm−1 −→ Pm −→ · · · −→ PM −→ 0 −→ · · ·
3402 O. Dudas / Advances in Mathematics 229 (2012) 3398–3435whose terms are finitely generated projective modules, concentrated in degrees m−1,m, . . . ,M .
Moreover, Pm−1 can be chosen to be zero in the following cases:
(a) O is a field;
(b) O = Λ and the group Hm(C) is torsion-free.
Proof. Let us write C as · · · −→ Pr dr−−→ Pr+1 −→ 0 with r M . By assumption, the cohomol-
ogy of C vanishes in degree r + 1. The boundary map dr is surjective and splits since Pr+1 is
a projective module. Therefore the complex 0 −→ Pr+1 −→ Pr+1 −→ 0 is a direct summand
of C, and being homotopy equivalent to zero it can be removed.
If O is one of the fields K or k, then every projective OH -module is injective, and we can
again remove successively the terms Pi for i < m. The case where O = Λ requires more atten-
tion. The complex C can be written as 0 −→ Pr dr−−→ Pr+1 −→ · · · with r < m and the map dr
being injective. We claim that there exists a retraction of dr if Cokerdr is torsion-free. Indeed,
Pr is (H,1)-injective by [13, Theorem 19.12] so that the short exact sequence 0 −→ Pr −→
Pr+1 −→ Cokerdr −→ 0 splits over ΛH whenever it splits over Λ. Now, if r < m − 1 then
by assumption Imdr = Kerdr+1 so that Cokerdr  Imdr+1 is torsion-free (it is a submodule of
a free module). If m = r − 1, we can observe that the quotient Cokerdm−1/Hm(C)  Imdm is
torsion-free, and hence Cokerdm−1 is torsion-free whenever Hm(C) is. 
1.2. Cohomology of a quasi-projective variety
In the ordinary Deligne–Lusztig theory, representations of finite reductive groups arise from
the cohomology of some varieties acted on by the group. In the modular setting, we shall be
interested not only in the cohomology of theses varieties but also in complexes representing
the cohomology in the derived category. This gives much more information, some of which has
already been collected by Broué [4,7], and more recently by Bonnafé and Rouquier [2].
1.2.1. Rouquier’s construction
Let X be a quasi-projective algebraic variety defined over Fp . We assume that X is acted on by
a finite group H and by a monoid of endomorphisms Υ normalizing H . We shall always assume
that the prime number p (the defining characteristic of all the varieties involved) is different
from  (associated to the modular system).
Let O be any ring among (K,Λ,k). Rouquier has constructed in [38] a bounded complex
RΓc(X,O) of OHΥ -modules representing the -adic cohomology with compact support of X.
In other words, we have H•(RΓc(X,O))  H•c(X,O) as OH Υ -modules. This construction is
particularly adapted to the modular setting, since the cohomology complexes behave well with
respect to scalar extension and -reduction. We have indeed in Db(OH Υ -mod):
RΓc(X,Λ)
L⊗Λ O  RΓc(X,O).
In particular, the universal coefficient theorem (Theorem 1.1) will hold for -adic cohomology
with compact support.
Let us forget about the action of Υ for the moment. By construction, the terms of RΓc(X,Λ)
are far from being finitely generated. Nevertheless, we can, up to homotopy equivalence, find
a representative with good finiteness properties [38, Section 2.5.1]:
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Denote by S = {StabH (x) | x ∈ X} the set of stabilizers of points of X. Then RΓc(X,O) is homo-
topy equivalent to a complex C whose terms are direct summands of finite sums of permutation
modules O[H/S] for various S ∈ S .
Remark 1.4. Note that C is not a complex of OH Υ -modules for it can only inherit an action
of Υ up to homotopy.
Corollary 1.5. Assume that the order of the stabilizer of any point is invertible in O. Then
RΓc(X,O) is a perfect complex of OH -modules.
Recall that the -adic cohomology with compact support of any irreducible affine variety
of dimension d is concentrated in degrees d, . . . ,2d , and this for any coefficient ring among
(K,Λ,k). Using Lemma 1.2 and Theorem 1.1 we deduce the following:
Corollary 1.6. Let X be an irreducible affine variety of dimension d . Assume that the order of the
stabilizer of any point is prime to . Then RΓc(X,Λ) can be represented by a complex of finitely
generated projective ΛH -modules concentrated in degrees d, . . . ,2d . In particular, Hdc (X,Λ) is
torsion-free.
Note that the result holds for any disjoint union of irreducible affine varieties with the same
dimension, and therefore for any Deligne–Lusztig variety that has been proven to be affine.
1.2.2. Generalized eigenspaces of the Frobenius
We now study the case where Υ = 〈F 〉mon is generated by the Frobenius endomorphism
attached to some rational Fq -structure on X. We would like to factor out the complex RΓc(X,O)
with respect to the eigenvalues of F . For this purpose, we shall first review some basics about
endomorphisms of finitely generated Λ-modules.
Let M be a Λ[T ]-module. Denote by f the endomorphism of M induced by T . Assume
that M is finitely generated over Λ. Then there exists a monic polynomial P ∈ Λ[T ] such that
P(f ) = 0, and we are reduced to studying the action of the finite dimensional algebra Λ[T ]/(P )
on M . We may assume without loss of generality that P splits over Λ. In that case, the factoriza-
tion of P = (T −λ1)α1 · · · (T −λn)αn yields a decomposition of the module KM with respect to
the generalized eigenspaces of f :
KM = Ker(f − λ1)α1 ⊕ · · · ⊕ Ker(f − λn)αn .
In order to obtain a modular analog of this decomposition we have to group together the eigenval-
ues according to their -reduction (this becomes clear if we consider the module M = M ⊗Λ k).
More precisely, if we define the polynomials
Pλ¯(T ) =
∏
λ¯i=λ¯
(T − λi)αi
then the block decomposition of the algebra Λ[T ]/(P ) is given by
Λ[T ]/(P ) 
∏
Λ[T ]/(Pλ¯).
λ¯∈k
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the idempotent associated to the term Λ[T ]/(Pλ¯). By construction, M decomposes into
M =
⊕
λ¯∈k
M(λ).
Remark 1.7. This definition does not depend on P since the module eλM depends only on the
image of eλ in the algebra Λ[T ]/Ann(f ).
Equivalently, one could have defined the module M(λ) to be the kernel of the endomor-
phism Pλ¯(f ). One can easily deduce the following result using this description:
Lemma 1.8. Let f and g be two endomorphisms of M . If f − g is a nilpotent endomorphism
of M , then the generalized (λ)-eigenspaces of f and g on M coincide.
The definition of (λ)-eigenpaces can be extended to the case where O is one of the field K
or k by setting (M ⊗Λ O)(λ) = M(λ) ⊗Λ O. The following proposition describes the relation
between these modules and the usual generalized eigenspaces:
Proposition 1.9. Let λ ∈ Λ.
(i) The K[T ]-module (KM)(λ) := M(λ) ⊗Λ K is isomorphic to the direct sum of all the gener-
alized μ-eigenspaces where μ runs over the set of eigenvalues congruent to λ modulo .
(ii) The k[T ]-module M(λ) := M(λ) ⊗Λ k is isomorphic to the generalized λ¯-eigenspace corre-
sponding to λ¯ ∈ k.
More generally, if O is any ring among (K,Λ,k), one can define an endofunctor C −→ C(λ)
of the category of bounded complexes of Λ[T ]-modules finitely generated over Λ. It is an exact
functor, and as such it satisfies
H•(C(λ))  H•(C)(λ).
Now, in order to apply this construction to the cohomology complex RΓc(X,O) we need
some finiteness conditions. These are given by Theorem 1.3: there exists a bounded complex C
of finitely generated OH -modules, together with H -equivariant morphisms f :C −→ C and
g :C −→ C which are mutually inverse in the category Kb(OH -Mod). Assume that the Frobe-
nius F commutes with the action of H so that we can define an H -equivariant morphism on C
by setting F = f ◦ F ◦ g. The definition of F depends on the choice of the homotopy equiva-
lence, but the images of F and F coincide on the cohomology of X. In particular, there exists
an isomorphism of OH -modules
H•(C(λ))  H•c(X,O)(λ)
where the eigenspace on the right side is taken with respect to F .
Moreover, if the terms of C are projective modules (for example if the action of H is free)
then the generalized (λ)-eigenspaces C(λ) are in turn objects of the category Cb(OH -proj) and
have, besides, the advantage of being in general much smaller than C itself.
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1.3.1. Algebraic groups
We keep the basic assumptions of the introduction, with some slight modification: G is
a connected reductive algebraic group, together with an isogeny F , some power of which is
a Frobenius endomorphism. In other words, there exists a positive integer δ such that Fδ de-
fines a split Fqδ -structure on G for a certain power qδ of the characteristic p (note that q might
not be an integer). We will assume that δ minimal for this property. For all F -stable algebraic
subgroup H of G, we will denote by H the finite group of fixed points HF .
We fix a Borel subgroup B containing a maximal torus T of G such that both B and T
are F -stable. They define a root system Φ with basis , and a set of positive (resp. negative)
roots Φ+ (resp. Φ−). Note that the corresponding Weyl group W is endowed with an action
of F , compatible with the isomorphism W  NG(T)/T. Therefore, the image by F of a root is
a positive multiple of some other root, which will be denoted by φ−1(α), defining thus a bijection
φ :Φ −→ Φ . Since B is F -stable, this map preserves  and Φ+. We will use the notation [/φ]
for a set of representatives of the orbits of φ on .
1.3.2. Deligne–Lusztig varieties
Following [2, Section 11.2], we fix a set of representatives {w˙} of W in NG(T) and we define,
for w ∈ W , the Deligne–Lusztig varieties X(w) and Y(w˙) by
Y(w˙)= {gU ∈ G/U | g−1F(g) ∈ Uw˙U}
X(w) = {gB ∈ G/B | g−1F(g) ∈ BwB}
πw /TwF
where πw denotes the restriction to Y(w˙) of the canonical projection G/U −→ G/B. They are
both quasi-projective varieties endowed with a left action of G by left multiplication. Further-
more, TwF acts on the right of Y(w˙) and πw is isomorphic to the corresponding quotient map,
so that it induces a G-equivariant isomorphism of varieties Y(w˙)/TwF  X(w).
The -adic cohomology of theses varieties yields the so-called Deligne–Lusztig induction.
More precisely, if θ is a character of TwF , one can look at the θ -isotypic component of the
cohomology and define the following virtual character
Rw(θ) =
∑
i∈Z
(−1)iHic
(
Y(w˙),K
)
θ
.
Note that with our definition of the variety Y(w˙) we have chosen to work with characters of TwF
instead of characters of Tw for some torus Tw of type w. Our aim is to understand a far-reaching
generalization of this character in the case where w is a Coxeter element. It will be represented
by a well-identified direct summand of the complex RΓc(Y(w˙),Λ).
2. The principal -block in the Coxeter case
In this preliminary section we introduce the main object of our study: the principal -block b
of G where the order of q modulo  is assumed to be the Coxeter number h. We will refer to this
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resentation theory of G, since h is also the largest integer d such that the cyclotomic polynomial
Φd(q) divides the order of G.
The results in [8] express the irreducible characters of this block in terms of irreducible com-
ponents of Deligne–Lusztig characters Rc(θ) induced from a Coxeter torus TcF . In this particular
case, an explicit decomposition of these virtual characters is given by Lusztig’s work on the co-
homology of the Deligne–Lusztig variety X(c) [28]. The characters of the block fall into two
families:
• the characters Rc(θ) for θ a non-trivial -character of the torus. These are irreducible char-
acters (up to a sign);
• the unipotent characters, coming from the cohomology of X(c).
Here the defect group of the principal -block turns out to be a cyclic group and the distinction
“non-unipotent/unipotent” translates into “exceptional/non-exceptional” in the theory of blocks
with cyclic defect groups. The connection is actually much deeper: Hiss, Lübeck and Malle have
observed in [25] that the cohomology of the Deligne–Lusztig variety X(c) should not only give
the characters of the block, but also its Brauer tree.
We shall first review the geometric objects and the fundamental results involved in their de-
scription before recalling their conjecture.
2.1. The Coxeter case
For the sake of simplicity, we first assume that G has no twisted components of type 2B2, 2F4
or 2G2. The case of the Ree and Suzuki groups will be treated independently.
2.1.1. Coxeter elements
Let V = X∨(T) ⊗Z C be the m-dimensional vector space generated by the cocharacters
of T. The Weyl group W can be seen as a subgroup of the linear automorphisms of this vec-
tor space; moreover, the linear map σ = q−1F has finite order δ and normalizes W (with the
previous assumptions on (G,F ), this is exactly the linear continuation of φ∨). By [40], there
exist eigenvectors (f1, . . . , fm) of σ in S(V ) of degrees (d1, . . . , dn) with associated eigenvalues
(ε1, . . . , εm) such that S(V )W is isomorphic to the polynomial algebra C[f1, . . . , fm]. Up to per-
mutation, the pairs (dj , εj ) are uniquely determined by σ . The order of G is then given by the
following formula
|G| = qN
m∏
j=1
(
qdj − ε−1j
)= qN∏
d
Φd(q)
a(d)
where a(d) is the number of j such that εj = exp(2iπdj/d) [6]. The largest integer such that
a(d) is non-zero will be denoted by h and referred as the Coxeter number of the pair (W,F ).
From now on, we assume that G is semi-simple and W is irreducible. In this case, the C-vector
space V = X∨(T) ⊗Z C can be identified with the reflection representation of W and the pairs
(dj , εj ) have been explicitly computed in [10]. From these values one easily deduces the Coxeter
numbers for each type
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h n+ 1 2n 2n− 2 12 18 30 12 6 4n+ 2 4n+ 2 2n 12 18
and one can check that a(h) is always equal to 1.
The twisted counterpart of the usual notion of Coxeter elements for Weyl groups has been
introduced in [39, Section 7]:
Definition 2.1. A Coxeter element of the pair (W,F ) is a product c = sβ1 · · · sβr where{β1, . . . , βr } = [/φ] is any set of representatives of the orbits of the simple roots under the
action of φ.
Such an element c has the same properties as usual Coxeter elements, provided that the conju-
gation under W is replaced by the F -conjugation. These properties become clear if we consider
cσ = q−1cF ∈ GL(V ) instead of c:
Theorem 2.2 (Springer). Let c be a Coxeter element of (W,F ) with W irreducible.
(i) cσ is an h-regular element.
(ii) Let c′ be any element of W . If c′σ has an eigenvalue of order h, it is h-regular and conju-
gated to cσ . In particular, the set of Coxeter elements is contained in a single F -conjugacy
class.
(iii) The eigenvalues of cσ are ε−1j exp(2iπ(dj − 1)/h). Moreover, the eigenvalues of order h
occur with multiplicity 1.
(iv) The centralizer CW(cσ) is a cyclic group generated by (cσ )δ = cF (c) · · ·Fδ−1(c).
As a byproduct δ divides h. The quotient will be denoted by h0 = h/δ in line with Lusztig’s
definition [28, Section 1.13]. For the sake of completeness, we give the different values of this
number:
type An Bn Dn E6 E7 E8 F4 G2 2A2n 2A2n+1 2Dn 3D4 2E6
h0 n+ 1 2n 2n− 2 12 18 30 12 6 2n+ 1 2n+ 1 n 4 9
Remark 2.3. One could have defined the Coxeter number h to be the maximal order of the
eigenvalues of the elements of Wσ . This is actually the original definition given by Springer [39],
but it coincides with the previous one by the generic Sylow theorems [6].
2.1.2. Coxeter tori
Let c be a Coxeter element of (W,F ). We will be interested in rational tori Tc of type c,
which are usually called Coxeter tori. Recall that (Tc,F ) is isomorphic to (T, cF ) and that the
order of the associated finite groups is given by
|Tc| =
∣∣TcF ∣∣= det(qcσ − 1 ∣∣X∨(T)⊗Z C).
Since a(h) = 1, the torus Tc contains a unique Φh-Sylow subgroup Sh of G, as defined in [6].
The following proposition summarizes the different properties we will use later on. They are
easily obtained by rephrasing Theorem 2.2 in the framework of [6] (see [18] for more details).
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does not divide |WF |. Then:
(i) The set T of -elements in Sh is a cyclic -Sylow subgroup of G.
(ii) CG(T) = Tc and NG(T)/CG(T)  (NG(Tc)/Tc)F  CW(cσ).
(iii) Any non-trivial -character θ of Tc (or TcF ) is in general position. In other words, the
centralizer CCW(cσ)(θ) is trivial.
2.1.3. The case of Ree and Suzuki groups
The previous proposition holds also when G has type 2B2, 2F4 or 2G2. The notion of Coxeter
elements has indeed a natural generalization to these groups, taking into account that σ = q−1F
does no longer stabilize X∨(T) but only X∨(T) ⊗Z Z[√p−1] for p = 2 or 3 depending on the
type of (G,F ). The previous table can then be completed with the orders of cσ :
type 2B2 2F4 2G2
h 8 24 12
Over the ring Z[√p ], the cyclotomic polynomial Φh is no longer irreducible. For each type,
the finite group Tc itself is a cyclic group, and its order is given by the evaluation at q of an
irreducible factor of Φh. When q is positive, it is given by
type 2B2 2F4 2G2
|Tc| 1 − q
√
2 + q2 1 − q√2 + q2 − q3√2 + q4 1 − q√3 + q2
Using a case-by-case analysis, one can also check that when  divides one of these numbers
without dividing the order of the corresponding Weyl group, the set of all -elements in Tc is
again a Sylow -subgroup and it satisfies the assertions (ii) and (iii) in Proposition 2.4.
2.2. Characters in the principal block
In order to use the results stated in the previous section, we will, until further notice, assume G
to be a semi-simple group and W to be irreducible (we shall say that G is quasi-simple). We
fix a prime number  not dividing the order of WF and satisfying one of the two following
assumptions, depending on the type of (G,F ):
• “non-twisted” cases:  divides Φh(q);
• “twisted” cases:  divides the order of Tc for some Coxeter element c.
As in Section 1.1, the modular framework will be given by an -modular system (K,Λ,k), which
we require to be big enough for G. Note that the conditions on the prime number  ensure that
the class of q in k× is a primitive h-th root of unity. Indeed, qh is congruent to 1 modulo  and
for any proper divisor m of h the class of qm cannot be 1 otherwise 1 + q + · · · + qh−1 would
be congruent to both 0 and h/m(1 + q + · · · + qm−1). Taking m to be minimal would force  to
divide h/m. The principal block of ΛG for this particular class of primes will be at the center of
our study.
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(a Coxeter torus). This torus is the centralizer of a so-called Φh-torus Sh (with Sh = Tc for
the Ree and Suzuki groups). As such, in the terminology of [8], it is an h-split Levi subgroup,
and the h-cuspidal pair (Tc,1) corresponds to the principal -block b of G. More precisely, it
follows from [8, Theorem 5.24] that the characters in b are exactly the irreducible components
of the Deligne–Lusztig characters Rc(θ) where θ runs over the set of -characters of TcF . Two
families of characters occur in this description; using Lusztig’s results on the variety X(c), we
now proceed with their parametrization.
2.2.1. The non-unipotent characters in the block
Proposition 2.4 says that any non-trivial -character of TcF is in general position. Conse-
quently, the corresponding induced character is an actual irreducible character of G (up to a
sign). It is worth pointing out that this result is a consequence of a deep property of the coho-
mology of the Deligne–Lusztig variety Y(c˙) [15, Corollary 9.9]: for θ a non-trivial -character
of TcF , the θ -isotypic component Hic(Y(c˙),K)θ of the cohomology in degree i is non-zero for
i = (c) = r only.
The Frobenius endomorphism Fδ acts on TcF . Moreover, since Fδ acts trivially on W , the
representative c˙ of c can be chosen to be Fδ-stable. In that case, TcF  〈Fδ〉mon acts on the
variety Y(c˙), leading to a linear action on the cohomology which satisfies
Fδ
(
Hrc
(
Y(c˙),K
)
θ
)= Hrc(Y(c˙),K)Fδ(θ) = Hrc(Y(c˙),K)v·θ
where v = cF (c) · · ·Fδ−1(c). Note that v is a generator (of order h0 = h/δ) of the cyclic
group CW(cσ). Since the actions of Fδ and G commute, the isotypic components associated
to -characters lying in the same orbit under CW(cσ) are isomorphic (via some power of Fδ).
Notation 2.5. For θ a non-trivial -character of TcF , the θ -isotypic part of the bimodule
Hrc(Y(c˙),K) is a simple KG-module that will be denoted by Yθ . The isomorphic class of this
module depends only on the orbit of θ under CW(cσ); the corresponding character will be de-
noted by χθ .
Proposition 2.6. When θ runs over [Irr(TcF )/CW (cσ)] and is assumed to be non-trivial, the
characters χθ are distinct irreducible cuspidal characters. Furthermore, they all have the same
restriction to the set of -regular elements of G.
Proof. The F -conjugacy class of a Coxeter element is cuspidal. In other words, c is not con-
tained in any proper F -stable parabolic subgroup of W . An analogue property holds for the
torus Tc , and we deduce from [29, Corollary 2.19] that the characters χθ are cuspidal.
Let θ and θ ′ be two non-trivial -characters of TcF . The Mackey formula [16, Theo-
rem 11.13], written for the torus (T, cF ) instead of (Tc,F ) yields
〈χθ ;χθ ′ 〉G =
∑
w∈WcF
〈
θ;w · θ ′〉TcF .
Since both θ and θ ′ are in general position, we deduce that this sum is non-zero if and only if θ
and θ ′ lie in the same orbit under WcF = CW(cσ).
3410 O. Dudas / Advances in Mathematics 229 (2012) 3398–3435Finally, the value on -regular elements of any -character is trivial. By the character for-
mula [16, Proposition 12.2], it follows that the restriction of χθ to the set of regular elements
does not depend on θ . 
2.2.2. The unipotent characters in the block
These are the irreducible components of the virtual character Rc(1) attached to the Deligne–
Lusztig variety X(c). We review three main theorems in [28] giving the fundamental properties of
the cohomology of this variety, with a view to establish a simple parametrization of the unipotent
characters of the principal -block:
Theorem 2.7 (Lusztig). The Frobenius Fδ acts semi-simply on ⊕i Hic(X(c),K) and its eigen-
spaces are mutually non-isomorphic simple KG-modules.
Moreover, Lusztig has shown that any eigenvalue of Fδ on the cohomology can be writ-
ten ζqmδ/2, where m is a non-negative integer and ζ is a root of unity.
These eigenvalues are explicitly determined in [28, Table 7.3], and one can check the follow-
ing numerical property by a case-by-case analysis:
Fact 2.8. The -reduction Λ k induces a bijection between the eigenvalues of Fδ and the h0-th
roots of unity in k.
Besides, the assumption on the prime number  forces the -reduction of qδ to have order h0
in k×, thus giving a canonical generator of the group of h0-th roots of unity. We now choose
a particular square root of qδ in K so that any eigenvalue of Fδ corresponds, via -reduction, to
a unique power of qδ . From this observation one can introduce the following notation:
Notation 2.9. For all j = 0, . . . , h0 − 1, we denote by λj the unique eigenvalue of Fδ on⊕
i Hic(X(c),K) which is congruent to qjδ modulo . Since a particular square root of qδ has
been chosen, there exists a unique root of unity ζj (in K) such that λj = ζj qmδ/2 for some
integer m. The eigenspace of Fδ associated to λj will be denoted by Yj and its character
by χj .
With this notation, the set {χj | j = 0, . . . , h0 − 1} corresponds to the set of unipotent char-
acters in the principal -block. Note that it is important to keep track of the root of unity ζj ∈ K
occurring in the eigenvalue λj . It gives indeed the Harish-Chandra series in which the corre-
sponding eigenspace Yj falls:
Theorem 2.10 (Lusztig). The simple KG-modules Yi and Yj lie in the same Harish-Chandra
series if and only if ζi = ζj .
In other words, the set {Yj | ζj = ζ } represents the (possibly empty) intersection of the prin-
cipal -block with an Harish-Chandra series. The last result of this section tells us how these
modules are precisely arranged in the cohomology of the Deligne–Lusztig variety X(c):
Theorem 2.11. Let ζ ∈ K be a root of unity. Assume that the set of integers j such that ζj = ζ is
non-empty. Then it is a set of consecutive integers [[mζ ;Mζ ]] and the corresponding eigenspaces
of Fδ in the cohomology of X(c) are arranged as follows:
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r+1
c (X(c),K) · · · Hr+Mζ−mζc (X(c),K)
Ymζ Ymζ+1 · · · YMζ
where r = (w). Moreover, Yj is a cuspidal KG-module if and only if j = mζj = Mζj .
More generally, the number Mζj −mζj measures the depth of Yj as defined in [28], that is the
obstruction of Yj from being cuspidal.
2.3. Brauer tree of the principal block
The irreducible characters in the principal -block split into two distinct families: {χθ | θ ∈
[Irr TcF /CW(cσ)] and θ = 1} and {χi | i = 0, . . . , h0 −1}. The characters in the first set have the
same restriction to G′ and as such, play the same role in the modular representation theory of G.
If we define the exceptional character χexc to be the sum of these elements, then the structure of
the block can be expressed in terms of the elements of the set V = {χ0, χ1, . . . , χh0−1} ∪ {χexc}.
More precisely, from the theory of blocks with cyclic defect groups one knows that the character
of any indecomposable projective ΛG-module can be written as [P ] = χ+χ ′ where χ and χ ′ are
two distinct elements of V . Following Brauer, one can define a graph Γ encoding the structure
of the block:
• the vertices of the graph are labeled by V = {χ0, χ1, . . . , χh0−1} ∪ {χexc}. The vertex associ-
ated to χexc is called the exceptional vertex or the exceptional node. By extension, the other
vertices are said to be non-exceptional;
• two vertices χ and χ ′ are connected by an edge if and only if χ + χ ′ is the character of an
indecomposable projective ΛG-module.
This graph Γ is actually a tree, which we refer as the Brauer tree of the block. The edges of
the tree can be labeled either by the indecomposable projective ΛG-modules in the block or by
the simple kG-modules in the block (for the indecomposable projective modules are exactly the
projective covers of the simple modules).
Example 2.12. Let D be a cyclic -group and E an ′-subgroup of Aut(D). The Brauer tree of the
unique -block of the group H = D E is a star. Indeed, the simple kH -modules are obtained
by inflation of the simple kE-modules (with a trivial action of D). Since E is an ′-group, such
a module lifts uniquely to a ΛE-lattice S˜ with projective cover IndHE S˜. The character of the latter
decomposes into
[
IndHE S˜
]= [S˜] + χexc
where χexc is the sum of the irreducible ordinary characters of H with trivial restriction to D
(meaning that the restriction to D comes from a trivial representation of D). By construction, the
Brauer tree has the shape shown in Fig. 1. Rickard [34,35] and Linckelmann [26] have shown
that one can “unfold” the Brauer tree of the principal -block of G in order to obtain this star,
and that this “unfolding” is the reflect of a splendid equivalence between the principal -blocks
of G and TcF  CW(cσ). One of the main goals of this article is to show that this operation
can be performed by means of the complex RΓc(Y(c˙),Λ) representing the cohomology of the
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Deligne–Lusztig variety Y(c˙), thus giving a geometric explanation of Rickard–Linckelmann’s
result for finite reductive groups.
The conjecture of Hiss, Lübeck and Malle stated in [25] comes within this geometric frame-
work. It predicts the shape of the Brauer tree of the principal -block of G in terms of the
parametrization of the unipotent characters given previously:
Conjecture HLM (Hiss–Lübeck–Malle). Let Γ • denote the graph obtained from the Brauer
tree of the principal -block by removing the exceptional node and all edges incident to it. Then
the following hold:
(i) The connected components of Γ • are labeled by the Harish-Chandra series, hence by the
roots of unity ζj ’s.
(ii) The connected component corresponding to a root ζ is
χmζ χmζ+1 χmζ+2 χMζ−1 χMζ
(iii) The vertices labeled by χmζ are the only nodes connected to the exceptional node.
The validity of this conjecture has been checked in all cases where the Brauer tree was known,
that is for all quasi-simple groups except the groups of type E7 and E8. A general proof will be
exposed in the next section, but under a precise assumption on the torsion in the cohomology
of X(c) (see the introduction or Section 3.2 for more details).
As defined above, the Brauer tree of a block encodes only its decomposition matrix. However,
as one can notice in the previous example, once the nodes have been labeled, there are different
ways to draw the star. The planar embedding of the Brauer tree is actually a fundamental datum
of the block: consider a vertex in the tree, together with all the edges incident to it, labeled by
the simple kG-modules S1, . . . , Sm. Then from the general theory there exist uniserial modules
which have exactly the Si ’s as composition factors. The unique composition series of any of
these determines an ordering of S1, . . . , Sm which, up to cyclic permutation, does not depend
on the module [21]. In the planar embedded Brauer tree, the edges incident to that vertex are
labeled anti-clockwise according to this ordering. For a description of this ordering in terms of
extensions, one can readily check that two edges labeled by the simple modules S and S′ are
(anti-clockwise) adjacent if and only if Ext1 (S′, S) = 0.kG
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Fig. 2. Planar embedded Brauer tree of D E.
The Brauer tree, together with its planar embedding, fully encodes the representation theory
of the block since it determines the block algebra up to Morita equivalence.
Example 2.13. We return to the previous example in the special case where E is a cyclic group,
generated by an element x ∈ Aut(D) of order m prime to . Recall that D is also assumed to
be cyclic; consequently, there exists an integer n prime to |D| = α , uniquely determined in
[[0;α − 1]] such that x acts on any element y ∈ D by raising y to the power of n. Since x has
order m, the -reduction of n has order d | m. Besides,  > m so that v(nd − 1) = v(nm −
1) α , which forces d = m.
By Hensel’s lemma, there exists a (unique) primitive m-th root of unity ζ ∈ Z× such that
ζ ≡ n mod Z. If we number the exceptional characters ηj :H −→ Z× in such a way that
ηj (x) = ζ j , then the planar embedded Brauer tree is given in Fig. 2. In other words, if we
denote by kj the simple (one-dimensional) kH -module attached to the ordinary character ηj ,
then Ext1kH (ki, kj ) is non-trivial if and only if i ≡ j + 1 mod m.
The previous example has been thoughtfully chosen, since it gives also the planar embedded
Brauer tree of the principal -block of H = TcF CW(cσ). In this case, one should notice that
the generator x = (cF (c) · · ·Fδ−1(c))−1 of CW(cF) acts on TcF via the Frobenius Fδ , thus
raising any element to the power of qδ . On the other side, the non-exceptional characters in the
principal -block of G are labeled by the eigenvalues of Fδ on the cohomology of X(c). Since
the two actions of Fδ are compatible and give the same parametrization of the characters, it
seems reasonable to complete Conjecture HLM with
Conjecture HLM+. The -reduction of qδ gives a canonical generator of the group of h0-th
roots of unity and the corresponding order induces the cyclic ordering around the exceptional
node of the Brauer tree of the principal -block of G.
Such a result is of course only interesting for trees in which different planar embeddings are
possible. This is the case for groups of type F4, 2F4, E7, E8 and 2G2 only. For the latter, according
to Conjectures HLM and HLM+ the Brauer tree should be given by Fig. 3, where i = ξ3 and ξ
is the unique 12-th root of unity in Λ× congruent to q5 modulo . The ordering becomes clear if
we choose to label the non-exceptional vertices by the integers qjδ congruent to the eigenvalues
of Fδ .
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Fig. 3. Brauer tree for a group of type 2G2.
We will give in the last section a proof of this conjecture under the assumption (S) (see the
introduction).
3. On the Hiss–Lübeck–Malle conjecture
The aim of this section is to present a general proof of Conjecture HLM under a precise as-
sumption on the torsion in the cohomology. We follow here the geometric approach suggested
in [25]. The geometry of the Deligne–Lusztig varieties X(c) and Y(c˙), and especially their coho-
mology with coefficients in Λ, should contain the information needed to understand the structure
of the principal -block of G. The fundamental work of Lusztig on these varieties [28] will be
the starting point for our proof.
The first part of the proof deals with the non-cuspidal kG-modules and their projective cover.
We show that the contribution of these modules to the Brauer tree of the principal -block consists
of the lines represented in the second assertion of the conjecture. The final part of the proof is
obtained by showing that the edges labeled by the cuspidal modules are exactly the edges incident
to the exceptional node. This is where the assumption (W) comes in, since it allows us, with
the help of the tools introduced in Section 1.2, to single out projective modules with character
χexc + χmζ in the cohomology of Y(c˙), thus giving the missing edges.
3.1. Non-cuspidal kG-modules
Let I ⊂  be a φ-stable subset of simple roots. The corresponding standard parabolic sub-
group PI and Levi complement LI are both F -stable. Recall that the Harish-Chandra induction
and restriction functors are defined over any coefficient ring O among (K,Λ,k) by
RGLI :OLI -mod −→OG-mod
N −→O[G/UI ] ⊗OLI N
and
∗RGLI :OG-mod −→OLI -mod
M −→ MUI .
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ple [19, Section 3.A]):
• RGLI and ∗RGLI are exact functors. They stabilize the categories of finitely generated projective
modules and finitely generated O-free modules.
• RGLI and ∗RGLI are compatible with scalar extension − ⊗Λ K and -reduction − ⊗Λ k.
In particular, the induced morphisms between the Grothendieck groups are compatible with the
decomposition maps. More precisely, if we denote by decG (resp. decLI ) the decomposition map
between K0(KG-mod) and K0(kG-mod) (resp. between K0(KLI -mod) and K0(kLI -mod)),
then
decG ◦ RGLI = RGLI ◦ decLI and decLI ◦ ∗RGLI = ∗RGLI ◦ decG.
We shall first study the projective covers of the non-cuspidal simple kG-modules using their
Harish-Chandra restriction. This method relies on the fact that the restriction of the cohomology
of X(c) can be expressed in terms of Coxeter varieties associated to “smaller” groups, for which
the module categories over k are semi-simple.
3.1.1. Restriction of a kG-module
From now on, the Deligne–Lusztig variety associated to the Coxeter element c will be simply
denoted by X. If I is any φ-stable subset of , one obtains a Coxeter element cI of (WI ,F ) by
removing from c the reflexions associated to the simple roots which are not in I . Written with
the Borel subgroup BI = B ∩ LI of LI , the Deligne–Lusztig variety XI associated to cI is by
definition
XI = XLI (cI ) =
{
gBI ∈ LI /BI
∣∣ g−1F(g) ∈ BI cIBI}.
When I is a maximal proper subset of , the cohomology groups of X and XI are closely related
(see [28, Corollary 2.10]):
Proposition 3.1. Assume that I is a maximal proper φ-stable subset of . Then there exists an
isomorphism of KLI -modules, compatible with the action of Fδ
∗RGLI
(
Hic(X,K)
) Hi−1c (XI ,K)⊕ Hi−2c (XI ,K)(−1)
where the symbol (−1) indicates a Tate twist.
By successive applications of this proposition, one can extend the previous isomorphism to
the case where I is not assumed to be maximal:
∗RGLI
(
Hic(X,K)
)⊕
j0
(
r − rI
j
)
Hi−r+rI−jc (XI ,K)(−j)
with rI = |I/φ| the number of φ-orbits in I . In particular, any eigenvalue of Fδ on the cohomol-
ogy of XI is also an eigenvalue of Fδ as an endomorphism of the cohomology of X. In order
to rewrite the previous proposition in terms of eigenspaces, we introduce the following notation,
valid for any φ-stable subset I of :
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H•c(X,K). We will denote by Y Ij the λ-eigenspace of Fδ on H•c(XI ,K). It is a KLI -module
(which can be zero) and we will denote by χIj its character.
Remark 3.3. As soon as the order of F on WI is also equal to δ, Theorem 2.7 applies to the vari-
ety XI , even if WI is not irreducible or LI is not semi-simple. The non-zero Y Ij , which are exactly
the eigenspaces of Fδ on H•c(XI ,K) are then mutually non-isomorphic simple KLI -modules.
The only non-trivial cases where the order of F on WI is strictly lower than δ arise when WI
is split of type An. But it that special case, the eigenvalues of a Frobenius endomorphism are
1, q, . . . , qn so that there cannot be any difference between the eigenspaces of F and Fδ . Conse-
quently, the non-zero modules Y Ij are eigenspaces of F and as such, are still simple and mutually
non-isomorphic.
Using this notation, the previous proposition can be rephrased in terms of restriction of sim-
ple modules. Indeed, when I is assumed to be maximal, the restriction of a simple unipotent
KG-module of the principal -block is given by
∗RGLI (Yj )  Y Ij ⊕ Y Ij−1. (3.4)
3.1.2. Finding the non-cuspidal simple kG-modules
Every simple kG-module M has a projective cover, which lifts uniquely (up to isomorphism)
to an indecomposable projective ΛG-module that we will denote by PM . The following lemma
gives the character of this module in the case where M is non-cuspidal:
Lemma 3.5. Let M be a simple kG-module in the principal -block. Assume that M is non-
cuspidal. Then there exists a unique integer j ∈ [[0;h0 − 1]] with j > mζj such that
[PM ] = [Yj ] + [Yj−1] = χj + χj−1.
Moreover, if I is any maximal proper φ-stable subset of , then the restriction ∗RGLI (M) lifts
uniquely (up to isomorphism) to a ΛLI -lattice with character χIj .
Proof. Recall that ∗RGLI is compatible with -reduction, so that the composition factors of any
-reduction of a cuspidal KG-module are cuspidal. By Proposition 2.6, χexc is a cuspidal char-
acter and as such cannot be a component of the character of PM . From the general theory of
blocks with cyclic defect groups (see Section 2.3) we deduce that there exist two distinct integers
i, j ∈ [[0;h0 − 1]] such that
[PM ] = [Yj ] + [Yi].
In other words, M is a composition factors of the -reductions of both Yj and Yi .
Let I be a maximal proper φ-stable subset of , such that the restriction ∗RGLI (M) is non-
zero (such a subset always exists since M is non-cuspidal). By the various properties of the
restriction functors (listed at the beginning of the section), the composition factors of ∗RGLI (M)
occur as composition factors of the -reductions of both ∗RGLI (Yj ) and
∗RGLI (Yi). Besides, by
Formula (3.4), these modules decompose into
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and
∗RGLI (Yi)  Y Ii ⊕ Y Ii−1.
Since LI is a proper Levi subgroup of G, the associated finite group has order prime to  (oth-
erwise LI would contain a Coxeter torus, which is impossible by the results in Section 2.1).
Therefore, the KLI -modules remain simple after -reduction so that the modules ∗RGLI (Yi) and∗RGLI (Yj ) must have a common irreducible component. By Remark 3.3, this forces |i − j | = 1,
ζi = ζj and ∗RGLI (M) to be a simple kLI -module, isomorphic to any -reduction of Y Imin(i,j). 
Notation 3.6. Up to isomorphism, for any j there exists at most one module M satisfying the
properties of the previous lemma. Such a module will be denoted by Sj . If it does not exist or if
it is cuspidal, we will set Sj = {0} by convention.
With this notation, Lemma 3.5 asserts that the non-cuspidal composition factors of any
-reduction of Yj are isomorphic to Sj or Sj+1. This gives the non-cuspidal part of the Brauer
tree. It remains to determine whether Sj is always non-zero:
Lemma 3.7. Let j ∈ [[0;h0 − 1]] and assume that j > mζj . Then Sj is non-zero and occurs with
multiplicity one as a composition factor of the -reductions of both Yj and Yj−1.
Proof. Our assumption on j implies that Yj occurs as an eigenspace of Fδ on some cohomology
group Hic(X,K) of degree i > r . It is also non-cuspidal, and we can choose a maximal proper
φ-stable subset I of simple roots such that the restriction ∗RGLI (Yj ) is non-zero. By Formula (3.4),
this forces one of the modules between Y Ij and Y
I
j−1 to be non-zero. The latter is actually always
non-zero: indeed, by Proposition 3.1, the module Y Ij is an eigenspace of Fδ on Hi−1c (XI ,K)
with i − 1 > r − 1. But the Coxeter variety XI has dimension r − 1, and Theorem 2.11 ensures
that Y Ij−1 is non-zero as soon as Y Ij is.
Denote by a (resp. b) the multiplicity of Sj (resp. Sj+1) in the composition series of the
-reductions of Yj (by convention, the multiplicity is set to zero if the module Sm is zero). By
the previous lemma, these modules are the only possible non-cuspidal composition factors. Since
the restriction functor is compatible with the decomposition maps, we can write
decLI
([∗RGLI (Yj )])= a[∗RGLI (Sj )]k + b[∗RGLI (Sj+1)]k
in K0(kG-mod). Together with Formula (3.4), it becomes
decLI
([
Y Ij
])+ decLI ([Y Ij−1])= a[∗RGLI (Sj )]k + b[∗RGLI (Sj+1)]k.
But by Lemma 3.5, we know that the character of the restriction of Sm is either zero or
equal to decLI ([Y Im−1]). Since the latter is non-zero for m = j , the previous equality forces∗RGLI (Sj ) = {0} and a = 1. In particular, Sj is a simple kG-module which occurs with multiplic-
ity one in any -reduction of Yj . The same argument applies to the equation
decL
([∗RG (Yj−1)])= a′[∗RG (Sj−1)] + b′[∗RG (Sj )] .I LI LI k LI k
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of Yj−1. 
In particular, when j is not equal to mζj , the sum χj + χj−1 is always the character of an
indecomposable projective ΛG-module. We will denote this module by Pj .
Consequences 3.8. From the two previous lemmas we deduce that the lines
χmζ χmζ+1
Pmζ+1 Pmζ+2
χMζ−1 χMζ
PMζ
are subtrees of the Brauer tree Γ of the principal -block of G. Moreover, the missing edges are
labeled by the simple cuspidal kG-modules.
3.2. Cuspidal kG-modules
The most delicate step in the proof of the conjecture of Hiss–Lübeck–Malle consists in gluing
the non-cuspidal branches to the exceptional node. If the conjecture holds, then by the previous
work the missing edges are labeled by the simple cuspidal kG-modules, or equivalently by their
projective cover. The character of the latter should therefore be given by χexc + χζm . We present
here an explicit construction of these projective modules using the complex RΓc(Y(c˙),Λ) rep-
resenting the cohomology of Y(c˙). By the results in Section 1.2 we know that this complex is
perfect and thus provides a bunch of projective modules. Unfortunately, these are in general too
big to be computed explicitly, and we need to factor them out according to the action of Fδ . This
can be achieved with the help of the tools introduced at the end of Section 1.2. However, to make
this operation work perfectly, we will make the following assumption:
(W) For all integer j ∈ [[0;h0 − 1]] such that j = mζj , the generalized (λj )-eigenspace of Fδ
on bH•c(Y(c˙),Λ) is torsion-free.
By Theorem 2.11, these eigenvalues correspond exactly to the eigenvalues of Fδ on the coho-
mology group in middle degree Hrc(X,K).
Under this assumption, the missing projective modules turn out to be homotopy equivalent
to suitably chosen generalized eigenspaces of Fδ on the complex C = bRΓc(Y(c˙),Λ). We shall
rather work with a particular representative of this complex, with good finiteness properties that
are needed to apply the constructions detailed in Section 1.2.
By Corollary 1.5, there exists a bounded complex C of finitely generated (ΛG, ΛTcF )-
bimodules, projective as left and right modules, together with an equivariant map f :C −→ C
and its inverse g :C −→ C in the category Kb(ΛG × (TcF )op). The Frobenius Fδ induces a
morphism on C which we will denote by F = f ◦ Fδ ◦ g.
Proposition 3.9. Let j ∈ [[0;h0 − 1]] such that j = mζj and λj the associated eigenvalue of Fδ .
Assume that λj satisfies the assumption (W). Then the complex C(λj ) is homotopy equivalent to
an indecomposable projective module P concentrated in degree r , and its character is given by
[P ] = χexc + χmζ .
O. Dudas / Advances in Mathematics 229 (2012) 3398–3435 3419Proof. For the sake of simplicity we will write λ = λj and ζ = ζj . From Proposition 1.9 we
deduce that the complex C(λ) has the following properties:
• C(λ) is a bounded complex of finitely generated projective ΛG-modules;
• the cohomology of the complex C(λ) ⊗Λ k is concentrated in degrees r, . . . ,2r (it is already
the case for C ⊗Λ k since Y(c˙) is an irreducible affine variety);
• the cohomology groups of the complex C(λ) ⊗λ K vanish outside the degree r . This follows
indeed from [15, Corollary 9.9], Theorem 2.11 and Fact 2.8:
Hic(C(λ) ⊗Λ K) 1.9= bHic
(
Y(c˙),K
)
(λ)
[15]= Hic(X,K)(λ) 2.8= Hic(X,K)λ 2.11= 0.
Since the assumption (W) ensures that the groups Hic(C(λ)) are torsion-free, they are in fact
zero for i = r . Therefore, by Lemma 1.2, the complex C(λ) can be represented up to homotopy
by a projective module P = Hr (C(λ)) concentrated in degree r . The character of this module
corresponds (up to a sign) to the total character of the complex and is given by
[P ] =
2r∑
i=r
(−1)i−r[C i(λ)]= [bHrc(Y(c˙),K)(λ)].
Moreover, by Theorem 2.11, this character has only one non-exceptional (i.e. unipotent) irre-
ducible component, namely χmζ . Consequently, the only possible choice for the character of P
is χexc + χmζ . 
In view of the results in the previous section, we have constructed the projective covers of the
simple cuspidal kG-modules in the block. Following the previous notation, these simple modules
will be denoted by Smζ and their cover by Pmζ . They label the edges of the Brauer tree connecting
the non-cuspidal branches (or equivalently, the connected components of Γ •) to the exceptional
node. This gives exactly the first part of the conjecture of Hiss, Lübeck and Malle:
Corollary 3.10. Under the assumption (W), Conjecture HLM holds.
3.3. Some numerical applications
We conclude this section by recording two direct consequences of the previous study, always
under the assumption that (W) holds.
Proposition 3.11. The simple unipotent cuspidal KG-modules in the principal -block remain
simple after -reduction.
Proof. By Theorem 2.11, the simple unipotent cuspidal KG-modules in the block correspond
to the modules Ymζ such that mζ = Mζ . According to Conjecture HLM, the associated nodes in
the Brauer tree are extremities of the branches, so that any -reduction of Ymζ is isomorphic to
the simple kG-module Smζ . 
In Lusztig’s classification, the irreducible unipotent characters fall into families [30]. By a
case-by-case analysis, it has been checked that Lusztig’s a-function (defined as the valuation
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family F . This value will be denoted by a(F). Similarly, the degree Aχ of the polynomial degree
of any unipotent character χ depends only on the family.
Proposition 3.12. Let F1,F2, . . . ,Fm be the F -stable families of unipotent characters lying in
the principal -block, ordered such that a(F1) · · · a(Fm). Then the irreducible Brauer char-
acters in the block can be labeled such that the decomposition matrix has a lower unitriangular
shape:
D =
⎛
⎜⎜⎜⎝
Ir1 0 · · · 0
∗ Ir2
. . .
...
...
. . .
. . . 0
∗ · · · ∗ Irm
⎞
⎟⎟⎟⎠
where each diagonal block is the identity matrix of the appropriate size.
Proof. By [9, Lemma 5.11], the power of qδ occurring in the eigenvalue of Fδ associated to χ
is given by
nχ = 2r − aχ +Aχ
h
·
Since these integers are constant on each family, we deduce from the shape of the tree that
two distinct characters χ and η lying the same family belong to distinct branches. In particular,
deckG(χ) and deckG(η) have no common irreducible component, which explains the identity
matrices in the diagonal of D.
On the other side, one can check by a case-by-case analysis that in the principal -block,
aχ  aη if and only if nη  nχ . Since nχ increases along each branch of the tree (see asser-
tion (ii) in Conjecture HLM), we deduce that the decomposition matrix has a lower triangular
shape. 
It is conjectured that these results (excluding the supercuspidality property) hold in general
for any good prime number  (see [20, Conjecture 3.4]). We will give in Section 4.4 a more
conceptual explanation of the previous proposition.
4. Towards Broué’s conjecture
This last section aims at finalizing the study of the principal -block of G. In all the results
stated here, we assume that the following holds:
(S) The Λ-modules bHic(Y(c˙),Λ) are torsion-free.
Such an assumption is known to be valid for groups with Fq -rank 1 (since the corresponding
Deligne–Lusztig variety is an irreducible affine curve) and for groups of type An [3]. Many other
cases will be settled in a subsequent paper [17] (see also [18] for groups of type Bn, Cn and 2Dn).
Under this assumption, the cohomology groups bHic(Y(c˙),Λ) are integral versions of the groups
bHi (Y(c˙),K) and their -reduction correspond to the groups bHi (Y(c˙), k). Therefore, most ofc c
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fundamental work.
We start by giving an explicit representative of the complex bRΓc(Y(c˙),Λ) in terms of the
projective modules Pj defined in the previous section. More precisely, we give, for all eigen-
value λ of Fδ , a bounded complex of finitely generated projective ΛG-modules homotopy
equivalent to the generalized (λ)-eigenspace of Fδ . Under the assumption (S), we know ex-
plicitly the shape of the Brauer tree of the principal -block. Surprisingly, this complex turns out
to be exactly the Rickard complex associated to the node labeled by λ [34, Section 4]. From
that observation we deduce that bRΓc(Y(c˙),Λ) induces a splendid equivalence between the
principal -blocks of G and TcF  CW(cσ), as predicted in the geometric version of Broué’s
conjecture [7]. We will conclude by giving two main consequences of this equivalence, namely
the planar embedding of the Brauer tree and the unitriangularity shape of the decomposition
matrix. As we have shown in Section 3.3, the latter property is already a consequence of Conjec-
ture HLM. Nevertheless, we shall give here a conceptual approach to this result using the recent
work of Chuang and Rouquier on perverse equivalences [12].
4.1. Retrieving the complex
For the sake of notation, we shall simply denote by Y the Deligne–Lusztig variety associated
to c˙. We want to determine explicitly the contribution of each eigenspace of Fδ on the coho-
mology of Y. This is in some sense a generalization of Proposition 3.9 which refers only to the
“minimal” eigenvalues. We shall keep the same approach: using the torsion-free assumption one
can find a small representative of the complex, in which only specific projective modules can
show up. The determination of these modules is then achieved using the total character of the
complex that we deduce from Lusztig’s work.
As in Section 3.2, we shall work with a specific representative of the cohomology complex
C = bRΓc(Y,Λ) with good finiteness properties: by Corollary 1.5, there exists a bounded com-
plex C of finitely generated (ΛG,ΛTcF )-modules, whose terms are projective as both ΛG and
ΛTcF -modules such that C is homotopy equivalent to C . By transfer, the Frobenius Fδ induces
an endomorphism F of C such that the images of Fδ and F coincide under the isomorphism
EndKb(ΛG)(C )  EndKb(ΛG)(C).
Drawing inspiration from the case of SL2(Fq) detailed in [1], we express each relevant
eigenspace of F on C in terms of the indecomposable projective ΛG-modules Pj :
Theorem 4.1. Let j ∈ [[0;h0 − 1]]. The generalized (λj )-eigenspace of F on C is homotopy
equivalent to the following complex, with non-zero terms in degrees r, . . . , r + j −mζj only:
0 −→ Pmζ −→ Pmζ+1 −→ · · · −→ Pj−1 −→ Pj −→ 0.
Moreover, the boundary maps di :P i −→ P i+1 remain non-zero after -reduction.
Note that this complex is exactly the Rickard complex attached to the node labeled by χj in
the Brauer tree [34]. This observation will be fundamental in the next sections.
Before going into the details of the proof, let us recall some notation and basic properties of
the Brauer tree Γ of the principal -block of ΛG. The non-exceptional nodes are labeled by the
unipotent characters χj lying in the block. There are as many simple kG-modules as unipotent
characters, but we can distinguish
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χj + χj−1, and hence labels the edge connecting the nodes associated to χj and χj−1;
• the cuspidal modules Smζ . The character of the corresponding projective cover is given by
[Pmζ ] = χmζ + χexc.
Moreover, from the particular shape of the tree (given by the conjecture of Hiss–Lübeck–Malle)
one can deduce that for j > mζj , the -reduction of the projective module Pj is given by
P j =
Sj
Sj−1 ⊕ Sj+1
Sj
if j < Mζj , that is in the case where the node labeled by χj is not at an extremity of the tree.
Otherwise it is given by
PMζ =
SMζ
SMζ−1
SMζ
.
On the other hand, if the planar embedding of Γ is not specified, one cannot know precisely
what the modules Pmζ will look like. We know, however, that they have simple head and simple
socle, both isomorphic to Smζ , and that their class in the Grothendieck group K0(kG-mod) is
given by
[Pmζ ]k = [Smζ ]k + [Smζ+1]k +
|TcF | − 1
h0
∑
ξ
[Smξ ]k.
The number (|TcF | − 1)/h0 corresponds actually to the multiplicity of the exceptional node,
that is the number of irreducible components of χexc.
Definition 4.2. We define the height in the tree Γ of an indecomposable projective ΛG-module P
lying in the principal block to be the minimal length of a path from the exceptional node to the
edge labeled by P . It will be denoted by hΓ (P ).
We shall adopt the convention hΓ (Pmζ ) = 0. By extension, the height of any finitely generated
projective module lying in the block will be the maximal height of its indecomposable factors.
Also, the height of a simple kG-module in the block will be naturally defined as the height of its
projective cover, so that hΓ (Pj ) = hΓ (Sj ) = j −mζj .
Remark 4.3. If P is a projective module of height n, then the height of any of its composition
factors is at most n+ 1.
In order to prove Theorem 4.1, we start by scanning the complex from the left to the right by
removing the highest indecomposable factors. We shall assume that j is different from mζj since
this case has been treated in Proposition 3.9. We first obtain the following representative:
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finitely generated projective ΛG-modules
0 −→ Rmζ
δmζ−−→ Rmζ+1 −→ · · · −→ Rj−1
δj−1−−−→ Rj −→ 0
satisfying hΓ (Ri) hΓ (Pi) for all i = mζj , . . . , j .
Proof. The assumption (S) together with the results [15, Corollary 9.9] and Theorem 2.11 en-
sure that the cohomology of the complex C(λj ) vanishes outside the degrees r and r + j − mζ .
By Lemma 1.2 we deduce that the latter can be represented by a bounded complex of finitely
generated ΛG-modules
0 −→ Qmζ
dmζ−−→ Qmζ+1 −→ · · · −→ Qj−1
dj−1−−−→ Qj −→ 0
satisfying the following properties:
• Imdi = Kerdi+1 for all i = mζ , . . . , r + j −mζ − 1;
• Hr (C(λj )) = Kerdmζ is a ΛG-lattice with character njχexc for some non-negative integer nj ;
• Hr+j−mζ (C(λj )) = Qj/ Imdj−1 is a ΛG-lattice with character χj .
The integer nj is actually non-zero otherwise χj would be a linear combination of projective
characters. Moreover, we know from Section 2.2 that the multiplicity of χexc in the cohomology
of Y is
∑
i ni = |CW(cσ)| = h0, which forces each integer ni to be equal to 1.
Remark 4.5. This proves incidentally that the -reduction of any eigenvalue of Fδ on the coho-
mology of Y (and not only X) is an h0-th root of unity.
Let us prove by induction on n that C(λj ) is homotopy equivalent to a complex of the following
form
0 −→ Rmζ
δmζ−−→ Rmζ+1
δmζ +1−−−→ · · · δn−2−−−→ Rn−1 d
′
n−1−−−→ Q′n
d ′n−−→ · · · d
′
j−1−−−→ Q′j −→ 0
with the Ri ’s satisfying hΓ (Ri)  hΓ (Pi) for all i < n. The case n = mζ is obtained from the
previous analysis.
Assume then that C(λj ) is homotopy equivalent to the previous complex for some integer
nmζ and let us try to simplify Q′n. For the sake of notation, we shall write d :A −→ B instead
of d ′n :Q′n −→ Q′n+1. Let Pm be any indecomposable direct summand of A that is assumed to
be strictly higher than Pn (and hence of non-zero height). If we decompose A into A = Pm ⊕A′
then one can check that the following properties hold:
• d restricts to an injective map from Pm to B: by construction the character of Pm is
χm + χm−1 whereas the character of Kerd equals
[Kerd] = [Rn−1] − [Rn−2] + · · · + (−1)n−mζ+1[Rmζ ] + (−1)n−mζ χexc.
Now, by assumption, neither χm nor χm−1 can occur in this expression. Therefore, the mod-
ule Pm ∩ Kerd has zero character; since it is torsion-free, it must be the zero module.
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kG-modules:
0 −→ TorΛ1
(
B/d(Pm), k
)−→ Pm d−−→ B.
Consequently, it is sufficient to show that Kerd ∩ Pm is zero. Let us consider the class of
Kerd in K0(kG-mod), which is given by
[Kerd] = [Rn−1] − [Rn−2] + · · · + (−1)n−mζ+1[Rmζ ] + (−1)n−mζ [Ker δmζ ].
Using the assumption (S) and the universal coefficient formula, we can identify the
kG-module Hr (C(λj ) ⊗Λ k) = Ker δmζ with the -reduction of Hr (C(λj )) and can thus write
Ker δmζ  Hr (C(λj ))⊗Λ k = Ker δmζ .
Since Hr (C(λj )) is cuspidal (it is torsion-free and its character is χexc), the module Ker δmζ
has only cuspidal composition factors. Therefore, the simple module Sm, which by definition
has the same height as Pm, can occur as a composition factor
– neither in Ri for i < n, for the height of any of its irreducible components is at most
hΓ (Pn) by assumption (see Remark 4.3);
– nor in Ker δmζ whose irreducible components are cuspidal and have hence height zero.
From the expression of [Kerd] given previously we deduce that Sm is not a composition
factor of Kerd . Since it is the only simple module of the socle of Pm, this forces Kerd ∩Pm
to be zero.
Consequently, we can decompose B into B = d(Pm) ⊕ B ′ so that d induces an isomorphism
between Pm and d(Pm). If we define d ′ :A′ −→ B ′ to be the composition of the restriction d|A′
with the projection B −→ B ′, then one can construct the following complex
0 −→ Rmζ
δmζ−−→ · · · −→ Rn−1 −→ A′ d ′−−→ B ′ −→ · · ·
d ′j−1−−−→ Q′j −→ 0
which is clearly homotopy equivalent to C(λj ). By removing repeatedly all the indecomposable
direct summands of A that are higher to Pn we obtain the projective module Rn. 
In the previous lemma, we have modified the complex from the left to the right by removing
the superfluous projective modules. We now use the same method in the other direction to finish
the proof of Theorem 4.1.
Proof of Theorem 4.1. We argue once again by induction: we show that up to homotopy C(λj )
can be written as
0 −→ Rmζ
δmζ−−→ Rmζ+1 −→ · · · δn−1−−−→ Rn δ−→ Pn+1 −→ · · · −→ Pj −→ 0
where the modules Ri ’s satisfy the condition hΓ (Ri)  hΓ (Pi). Note that the case n = j has
been treated in the previous lemma.
Assume that we are working with the previous complex for some integer n j . In that case,
the character of the ΛG-module Coker δn−1 = Rn/ Im δn−1 is given by
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[
Hr+j−mζ (C(λj ))
]
= (χn + χn+1)− (χn+1 + χn+2)+ · · · + (−1)j−nχj ,
[Coker δn−1] = χn + (χn+1 − χn+1)− (χn+2 − χn+2)+ · · · = χn.
In addition, it is torsion-free: it is indeed isomorphic either to Im δ when n < j or to
Hr+j−mζ (C(λj )) when n = j . Therefore, the head of the ΛG-module Coker δn−1 consists of at
most two simple modules, namely Sn and Sn+1. Let P be a projective cover of Coker δn−1. The
canonical projection Rn  Coker δn−1 factors through P so that hΓ (P )  hΓ (Rn)  hΓ (Pn).
Consequently, Sn+1 cannot be in the head of P which forces P to be exactly Pn. This allows us
to decompose the module Rn into Rn = Pn ⊕R′ with R′ ⊂ Im δn−1.
For the sake of notation we shall now write ∂ :A −→ B instead of δn−1 :Rn−1 −→ Rn. We
can argue as in [1]: since R′ is a projective module, the map ∂−1(R′) R′ splits. The image of
the corresponding splitting map is a submodule R′′ of A isomorphic to R′, such that the quotient
A/R′′ is torsion-free. Indeed, one can embed (A/R′′)/(∂−1(R′)/R′′) in B/R′ via ∂ and both
B/R′  Pn and ∂−1(R′)/R′′  ∂−1(R′)∩ Ker∂ ⊂ A are torsion-free. Since R′′ is projective and
A/R′′ is torsion-free, then the map R′′ ↪→ A must be a retraction (see the proof of Lemma 1.2
for more details), and A decomposes into A = R′′ ⊕A′ as a ΛG-module. It follows that C(λj ) is
homotopy equivalent to
0 −→ Rmζ −→ · · · −→ A′ −→ Pn −→ Pn+1 −→ · · · −→ Pj −→ 0
where the heights of the modules Rmζ , . . . ,Rn−1,A′ satisfy the conditions given in Lemma 4.4.
At the last step of the induction we have obtained a complex of the following form:
0 −→ R −→ Pmζ+1 −→ · · · −→ Pj −→ 0.
Finally, the character of R (and therefore R itself) can be deduced from the total character of the
complex, which is here equal to χexc + (−1)j−mζ χj . 
Remark 4.6. One can actually make the boundary maps di :Pi −→ Pi+1 explicit. The characters
of the kernel and the image of di can be deduced from the cohomology of the variety Y with
coefficients in K . One gets respectively [Kerdi] = χi−1 and [Imdi] = χi . Besides, we have
shown in the course of the proof that the cokernel of di is a torsion-free module with character
[Cokerdi] = χi+1. Consequently, the -reduction of di factors through
Si
Si−1 ⊕ Si+1
Si
Si
Si+1
Si+1
Si ⊕ Si+2
Si+1
and the complex C = bRΓc(Y, k) is, as expected, homotopy equivalent to the Rickard complex
associated to the Brauer tree Γ [34].
As a byproduct, we obtain many properties of the cohomology of the Deligne–Lusztig vari-
ety Y. We shall use the following:
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a perfect complex of ΛGb-modules satisfying the following properties:
• HomKb(ΛGb)(C,C[i]) = 0 for i = 0;
• addC generates Kb(ΛGb-mod) as a triangulated category.
Moreover, the endomorphism algebra EndKb(ΛGb)(C) is free over Λ and is homotopy equivalent
to Hom•ΛGb(C,C) as a complex of (ΛTcF ,ΛTcF )-bimodules.
Proof. C is homotopy equivalent to a Rickard complex and, as such, it is a tilting com-
plex [34, Theorem 4.2]. The same holds for C since it is the unique tilting complex lift-
ing C (see [35, Proposition 3.1 and Theorem 3.3]). Consequently, the cohomology of both
E = Hom•ΛG(C,C) and E = E ⊗Λ k is zero outside the degree 0. Now C is a perfect com-
plex, and therefore Hom•ΛG(C,C) is homotopy equivalent to a complex of finitely generated
projective (ΛTcF ,ΛTcF )-bimodules. By Lemma 1.2, we deduce that E is homotopy equivalent
to H0(E)  EndKb(ΛG)(C). In particular, the latter module is free over Λ. 
Corollary 4.8. The natural homomorphism of Λ-algebra
EndKb(ΛGb)
(
bRΓc(Y,Λ)
)−→ EndgrΛGb(H•c(Y,Λ))
is injective.
Proof. Since the category KG-mod is semi-simple, we have the following commutative dia-
gram, with C = bRΓc(Y,Λ)
EndDb(ΛGb)(C) EndDb(KGb)(C)
EndgrΛGb(H•(C)) End
gr
KGb(H
•(C)).
ι
By the previous corollary, the Λ-module EndDb(ΛGb)(C)  EndKb(ΛGb)(C) is free over Λ. We
deduce that the map ι, as well as the first vertical arrow, are into. 
Corollary 4.9. The image of Fh − 1 in EndKb(kGb)(bRΓc(Y, k)) is nilpotent.
Proof. Let A = EndKb(ΛGb)(bRΓc(Y,Λ)). By Corollary 4.7, the -reduction of A is exactly
EndKb(kGb)(bRΓc(Y, k)). Let us denote by χ the minimal polynomial of Fδ on H•c(Y,K). By the
previous corollary and the assumption (S), the image of χ(F δ) in A is zero. But the eigenvalues
of Fδ reduce to h0-th roots of unity modulo  (see Remark 4.5) and hence the class of Fh − 1
in A is a nilpotent element (recall that h = h0δ). 
4.2. Broué’s conjecture
The original version of Broué’s abelian defect group conjecture [4] predicts that the module
categories of a block and its Brauer correspondent are derived equivalent, provided that the defect
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represented by an idempotent b, and c = Br(b) the corresponding block of NG(H), there exists
an equivalence
Db(ΛGb-Mod) ∼−→ Db(ΛNG(H)c-Mod).
Such an equivalence induces a perfect isometry between the Grothendieck groups carrying nu-
merous arithmetical information. There are indeed many numerical consequences we can deduce
from it, e.g. it preserves the number of irreducible characters (ordinary and modular) as well as
the similarity invariants of the Cartan matrix [5]. Up to now, the version of this conjecture is
known to hold in the following cases:
• with restrictions on the defect group: if H is a cyclic group [34,26,37] or isomorphic to the
Klein group Z/2Z×Z/2Z [36] and [27];
• with restrictions on G: for -solvable groups [14,32,22], symmetric groups and general linear
groups [11] or for finite reductive groups when  divides q − 1 [33].
Many other particular cases have been handled, and a lot of evidences for this conjecture to hold
have been collected.
It is unclear whether there should exist a canonical way to construct this equivalence. How-
ever, when G is a finite reductive group, it is expected to be induced by the cohomology of
certain Deligne–Lusztig varieties. This is known as the geometric version of Broué’s conjecture,
as stated in [7] and [9]. Note that varieties associated to Levi subgroups − and not only tori − can
be involved in this description. However, if the order of q modulo  is assumed to be a regular
number d , then it is sufficient to consider Deligne–Lusztig varieties Y(w˙) associated to elements
that satisfy the following properties:
(B1) wσ is a good d-regular element [9].
(B2)  divides |Tw| but does not divide [G : Tw].
We will also assume that the prime number  is large:
(B3)  does not divide |WF |
in order to ensure that NG(Tw) = NG(Tw).
In this geometric framework, the defect group H of the principal block (which is a Sylow
-subgroup of G) can be chosen to be a subgroup of Tw , and the property of wσ to be regular
forces CG(H) to be the exactly the torus Tw , leading to NG(Tw) = NG(H). Then the geometric
version of Broué’s conjecture predicts that the perfect complex bRΓc(Y(w˙),Λ) induces a splen-
did Rickard equivalence (and in particular a derived equivalence) between the principal -blocks
of G and NG(Tw). More precisely,
Conjecture 4.10 (Broué). Under the previous assumptions, there exists a bounded complex D of
(ΛGb,ΛNG(Tw))-bimodules such that:
(i) The restrictions of bRΓc(Y(w˙),Λ) and D to the category of bounded complex of
(ΛGb,ΛTw)-bimodules are homotopy equivalent.
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and NG(Tw).
Remark 4.11. In the case where w is not assumed to be good, the disjunction property of the
cohomology
∀i = 0 HomDb(ΛGb)
(
bRΓc
(
Y(w˙),Λ
)
, bRΓc
(
Y(w˙),Λ
)[−i])= 0 (4.12)
does not always hold. When (G,F ) has no twisted components of type 2B2, 2F4 or 2G2, the
other assumptions on w tell us that (Tw,1) is a d-cuspidal pair, and [8, Theorem 5.24] turns out
to be nothing but the numerical reflect of this conjecture.
Among the elements w satisfying the previous assumptions, Coxeter elements of (W,F ) play
a particular role, for they have the following remarkable property:
(B4) CW(wσ) is a cyclic group generated by wF(w) · · ·Fδ−1(w).
In this case, the action of the Frobenius Fδ provides a natural way to extend the action of
Tw  TwF on the complex bRΓc(Y(w˙),Λ) to an action of the normalizer NG(Tw). Using this
crucial observation, Rouquier has reduced Broué’s conjecture to the disjunction property (4.12)
for the cohomology with coefficients in k [38]. We know from the previous section that this prop-
erty is satisfied whenever w is a Coxeter element, so that Conjecture 4.10 can now be directly
deduced from Corollary 4.7 and [38, Theorem 4.5]:
Theorem 4.13. Under the assumption (S), the geometric version of Broué’s conjecture holds for
Coxeter elements.
Nevertheless, it is worth giving details of the proof of [38, Theorem 4.5] since it helps to
understand how the actions of v = cF (c) · · ·Fδ−1(c) and Fδ on the cohomology of Y are re-
lated.
Let us consider the algebra A = EndKb(ΛGb)(C) associated to the complex C = bRΓc(Y,Λ).
By the disjunction property, A is homotopy equivalent to End•ΛGb(C) as a complex of
(ΛTcF ,ΛTcF )-bimodules (see Corollary 4.7). Moreover, it is free over Λ and thus satisfies
A = A⊗Λ k  EndKb(kGb)(C).
Since the action of Fδ on C commutes with the action of G, we get a canonical morphism
φ :ΛTcF  〈Fδ〉mon −→ A which turns out to be surjective (for more details see the proof of [38,
Theorem 4.5]). We will denote by τ the image of Fh and by 〈τ 〉 the subalgebra of A that it
generates. By Corollary 4.9, τ − 1 is a nilpotent element of A. Therefore, we can apply Hensel’s
lemma to the ideal m = Nil〈τ 〉 + 〈τ 〉 in order to obtain an element α ∈ 〈τ 〉 such that αh0 = τ
and α − 1 is nilpotent (recall that h is prime to ). Then we can deform φ into a homomorphism
of algebras
ψ :ΛTcF CW(cσ) −→ A
by setting ψ(v−1) = α−1φ(F δ). This defines an action of v on C in the homotopy category such
that the image of v−1 − Fδ in A is a nilpotent element. To conclude, we use [38, Lemma 4.9] to
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between the restrictions of C and D to the category of complexes of (ΛGb,ΛTcF )-bimodules
such that the following diagram is commutative:
ΛTcF CW(cσ) EndKb(ΛGb)(C)
EndKb(ΛGb)(D).
ψ
can
f
We deduce that the functor D∨ ⊗ΛG − induces the expected splendid Rickard equivalence be-
tween the principal -blocks of G and TcF CW(cσ).
Remark 4.14. The projection NG(Tc) CW(cσ) given by Proposition 2.4 does not split in
general, and the groups NG(Tc) and TcF  CW(cσ) are not isomorphic. However, it is proven
in [38] that the algebras ΛNG(Tc) and ΛTcF CW(cσ) become isomorphic as soon as  satisfies
the assumptions given at the beginning of Section 2.2.
In the remaining sections, we shall investigate further properties of the functor D∨ ⊗ΛG −
using explicit representatives coming from Section 4.1.
4.3. Planar embedding of the Brauer tree
We start by constructing a representative D of D with good finiteness properties, as we did for
C = bRΓc(Y,Λ). The restriction of D to the category of complexes of (ΛG,ΛTcF )-bimodules
is homotopy equivalent to C, and hence to C which is a bounded complex of projective mod-
ules.
It remains to define the action of CW(cσ) on this complex using the action of v on D. By
transfer, there exists an endomorphism v˜ of C such that v and v˜ coincide under the isomor-
phism EndKb(ΛG)(D)  EndKb(ΛG)(C ). Note that there is no canonical choice for v˜, since it
depends on the homotopy equivalence we choose between C and D. The image of v˜ under this
isomorphism has order h0, which means that there exists a null-homotopic endomorphism n
of C such that v˜h0 = 1 + n. We can then argue as in [1]: we consider the complex D obtained
from C by removing any direct summand homotopy equivalent to zero. Since  > h0, one can
extract an h0-th root of 1 + n using the power series h0
√
1 +X. In other words, there exists a
null-homotopic endomorphism n′ of D such that (1 + n′)h0 = 1 + n. This allows us to define the
action of v ∈ CW(cσ) on D to be the endomorphism V = (1 + n′)−1v˜.
In summary, we have constructed a bounded complex D of finitely generated (ΛG,ΛTcF 
CW(cσ))-bimodules such that:
• D is a bounded complex whose terms are projective as both left and right modules (since the
order of CW(cσ) is invertible in Λ);
• the restrictions of D and C = bRΓc(Y,Λ) to the category of (ΛG,ΛTcF )-bimodules are
homotopy equivalent;
• under the isomorphism EndKb(kG)(D)  EndKb(kG)(C), the images of v−1 and Fδ differ
only by a nilpotent element.
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groups of Y. This means that the pair (D,V ) has the same properties as the pair (C ,F ) that
are required in the proof of Theorem 4.1. Consequently, for all j = 0, . . . , h0 − 1, the gener-
alized (q−jδ)-eigenspace Dj of V on D is homotopy equivalent to the following complex of
ΛG-modules:
0 −→ Pmζ −→ Pmζ+1 −→ · · · −→ Pj−1 −→ Pj −→ 0
where ζ stands for ζj . Using this particular representative, we can now determine the planar
embedding of the Brauer tree:
Theorem 4.15. Under the assumption (S), Conjecture HLM+ holds.
Proof. It is sufficient to show that the condition Ext1kG(Smζ , Smξ ) = 0 forces mξ to be congruent
to Mζ + 1 modulo h0. Using the formalism of derived categories, we shall write this group as
Ext1kG(Smζ , Smξ )  HomDb(kG)
(
Smζ , Smξ [1]
)
which in turn is isomorphic to
HomDb(kTcFCW (cσ))
(
D∨ ⊗kG Smζ ,D∨ ⊗kG Smξ [1]
)
via the fully-faithful functor D∨ ⊗kG −. Now, for i = mζ , the module Pi∨ ⊗kG Smζ =
HomkG(P i, Smζ ) is zero. Consequently, we can use the action of v to obtain the following iso-
morphisms in the category Kb(kCW(cσ)-mod):
D∨ ⊗kG Smζ 
h0−1⊕
j=0
D∨j ⊗kG Smζ 
Mζ⊕
j=mζ
D∨j ⊗kG Smζ 
Mζ⊕
j=mζ
kj [−r]
where kj is the one-dimensional simple kCW(cσ)-module on which v acts by multiplication
by q−jδ . Note that v acts on TcF by raising any element to the power of q−δ so that this notation
is consistent to the one given in Example 2.13. From the previous isomorphism we deduce that
the complex D∨ ⊗kG Smζ is quasi-isomorphic to a kTcF  CW(cσ)-module Nmζ concentrated
in degree r satisfying
ReskT
cF
CW (cσ)
kCW (cσ )
(Nmζ )  kmζ ⊕ kmζ+1 ⊕ · · · ⊕ kMζ .
This shows that the composition factors of Nmζ are exactly kmζ , . . . , kMζ .
On the other side, the group Ext1
kTcFCW (cσ)
(ki, kj ) is non-zero if and only if j ≡ i + 1
modulo h0 (see Example 2.13). Since
Ext1kG(Smζ , Smξ )  Ext1kTcFCW (cσ)(Nmζ ,Nmξ )
we deduce that this latter group is non-zero only if there exist integers i ∈ [[mζ ;Mζ ]] and j ∈
[[mξ ;Mξ ]] such that j ≡ i + 1 modulo h0. We conclude by observing that the only integers that
can satisfy this condition are i = Mζ and j = mξ . 
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posable, it is itself an indecomposable kTcF CW(cσ)-module. Moreover, since its composition
factors are kmζ , . . . , kMζ , it is necessarily uniserial and of the following shape:
Nmζ =
kMζ
kMζ−1
...
kmζ
.
Note however that there is still an ambiguity for groups of type A1.
Remark 4.17. For groups of Fq -rank 1 such as the Ree group of type 2G2, the assumption (S) is
automatically satisfied (the corresponding Deligne–Lusztig variety is an irreducible affine curve).
As a consequence, the planar embedded Brauer tree of the principal -block when q has order 12
modulo  is exactly the one given in Fig. 3. This completes [23, Theorem 4.4].
Furthermore, we shall prove in a subsequent paper that the assumption (S) holds whenever
Conjecture HLM holds and p is assumed to be a good prime number [17]. In particular, from
the knowledge of the shape of the Brauer tree we can deduce the planar embedding. We obtain
therefore the planar embedding for groups of type F4 when p = 2,3, which completes [24,
Theorem 2.1]. This would also apply to groups of type E7 and E8 if the shapes of the trees were
known.
4.4. Perverse equivalence and decomposition matrix
To finish off with the principal -block, we observe that the equivalence induced by the
cohomology of Y is perverse in the sense of [12]. This leads to a conceptual proof of the unitri-
angularity shape of the decomposition matrix of the block.
Let us fix some notation for the objects involved in the definition. Recall that a full subcate-
gory B of an abelian category A is a Serre subcategory if for all short exact sequence
0 −→ A −→ B −→ C −→ 0
in A , B is an object of B if and only if both A and C are objects of B. In other words, the
category B is stable by quotients, submodules, and extensions by objects of B.
Given such a category, we will denote by DbB(A ) the full subcategory of D
b(A ) of com-
plexes whose cohomology groups are objects of B. We can then form the quotient categories
A /B (abelian) and Db(A )/DbB(A ) (triangulated).
Definition 4.18. Let A and A ′ be two abelian categories, S and S ′ the sets of isomorphism
classes of simple objects of these categories. A derived equivalence Θ :Db(A ) ∼−→ Db(A ′) is
perverse if there exist
• filtrations ∅ = S0 ⊂ S1 ⊂ · · · ⊂ Sr = S and ∅ = S ′0 ⊂ S ′1 ⊂ · · · ⊂ S ′r = S ′ of the sets
S and S ′;
• a perversity function p : [[0; r]] −→ Z;
such that if Ai (resp. A ′i ) denotes the Serre subcategory generated by Si (resp. S ′i ), then for
all i
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′);
(ii) the functor Ai/Ai−1 ↪→ DbAi (A )/DbAi−1(A )
Θ−→ Db
A ′i
(A ′)/Db
A ′i−1
(A ′) factors through the
following commutative diagram:
DbAi
(A )/DbAi−1(A ) D
b
A ′i
(A ′)/Db
A ′i−1
(A ′)
Ai/Ai−1 A ′i /A ′i−1
Θ
∼
can [p(i)]
so that Θ[−p(i)] induces an equivalence Ai/Ai−1 A ′i /A ′i−1.
From now on, we will assume that the all the objects of the categories involved have finite
composition series. This allows us to reformulate the assertions (i) and (ii) into less abstract
terms:
• for any simple object L in Si , the composition factors of Hn(Θ(L)) lie in S ′i , and even
in S ′i−1 whenever n = −p(i);
• if L ∈Si Si−1 then H−p(i)(Θ(L)) has a unique composition factor L′ in S ′i S ′i−1 and
the map L −→ L′ induces a bijection between the sets Si Si−1 and S ′i S ′i−1.
Roughly speaking, Θ(L) is quasi-isomorphic to L′[p(i)] “modulo some composition factors
in S ′i−1”.
Let us go back to the derived equivalence we have been studying. Recall that we have con-
structed a representative D of the cohomology of Y, as a bounded complex of finitely generated
(ΛG,ΛTcF  CW(cσ))-bimodules, both projective as left and right modules. We can argue as
in the proof of Theorem 4.15 and show that for all simple kG-module in the principal block,
say Sj , we have
D∨ ⊗kG Sj  Nj [mζ − j − r] (4.19)
where Nj is a kTcF CW(cσ)-module satisfying
ReskT
cF
CW (cσ)
kCW (cσ )
(Nj )  kj ⊕ kj+1 ⊕ · · · ⊕ kMζj .
In particular, the composition factors of Nj are exactly the (inflation of) the simple modules
kj , . . . , kMζj .
From that observation we shall deduce that the functor Θ: D ⊗kG − induces a perverse
equivalence. We use the height function associated to the Brauer tree to define the filtrations
Si =
{
S ∈ Irr kG ∣∣ hΓ (S) r − i}
and
S ′i =
{
kj ∈ IrrkTcF CW(cσ)
∣∣ Sj ∈Si}
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Sr = IrrkG and S ′r = IrrkT cF CW(cσ) are the last terms of these filtrations.
Finally, the image by Θ of a module Sj ∈ Si Si−1 has by (4.19) a unique composition
factor in S ′i S ′i−1, namely kj . Since it is concentrated in degree r + j −mζ = r + hΓ (Sj ) =
2r − i, we may choose the perversity function to be p(i) = i − 2r so that the following holds:
Theorem 4.20. Assume that the assumption (S) holds. Then the functor Θ =D ⊗kG − together
with the triple (S•,S ′•,p) induces a perverse equivalence between the principal blocks of kG
and kTcF  CW(cσ). The corresponding bijection on the set of isomorphism classes of simple
modules is Sj ←→ kj .
In the case of the derived equivalences predicted by Broué’s conjecture, one of the groups
involved can be written as a semi-direct product D  E with D an abelian -group and E an
′-subgroup of Aut(D). For such an equivalence, the existence of a perverse datum provides
information on the shape of the decomposition matrix of the block:
Corollary 4.21 (Chuang–Rouquier). There exists an ordering of the simple KG-modules and
the simple kG-modules such that the decomposition matrix of the principal block of ΛG has
unitriangular shape.
Proof. We claim that any ordering compatible with the perversity (here, the height in the tree)
will be acceptable. Let Θ˜ =D ⊗ΛG −. The functor
KΘ˜ :Db(KG-mod) −→ Db(KT cF CW(cσ))
induces a bijection on the simples lying in the principal blocks. It is clear that this bijection
maps χj to ηj (see Notation 2.9 and Example 2.13).
Let Θ˜∗ be an inverse functor of Θ˜ . It induces again a perverse equivalence Θ∗ = kΘ˜∗ with
respect to the same filtrations but for an opposite perversity function. Since the filtration is given
by the height in the tree, we obtain
decGχj = decGΘ˜∗(ηj ) = Θ∗
([kj ]k)= [Sj ]k + ∑
hΓ (Si )hΓ (Sj )
ai,j [Si]k
for some integers ai,j , which proves that the decomposition matrix of ΛGb has a unitriangular
shape. 
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