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Terms of References 
This thesis originates from the need expressed by ESKOM in 1992 for a faster 
and more reliable state estimation function in the National Control Centre. The 
University of Cape Town {UCT) was approached to investigate the possibility of 
using new emerging technologies, namely Artificial Neural Networks (ANN) and 
phasor angle measurements, in state estimation. The results of the research on the 
use of ANN and phasor angle measurements in state estimation are contained in this 
thesis. 
This Ph.D. thesis was commissioned by Professor Alexander Petroianu of the 
Department of Electrical and Electronic Engineering at UCT in 1993. His specific 
instructions were: 
• To develop theoretical foundations for power system state estimation based on 
ANN technology. To address the problems associated with the filtering out of 
small measurement errors, bad data processing, and potential speeding up of 
the state estimation function, all based on ANN technology. 
• To address the problem of using voltage phasor angle measurements in the 
ANN based state estimation. 
• The focus of the thesis should not be detailed practical implementation of the 
methods developed. The methods in this thesis should form a sound foun-
dation for practical implementation in the future. The methods need to be 
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tested through simulation by using the available benchmark power systems, 
for example the IEEE 14-bus system. 
Synopsis 
This thesis deals with the application of Artificial Neural Network (ANN) tech-
nology in power system state estimation. It addresses the following developments: 
• the fundamentals of the state estimation based on ANN technology, 
• the feasible ANN state estimation methods, 
• use of voltage phasor angle measurements in ANN state estimation, and 
• bad data processing for ANN state estimation: 
The power system state estimation problem is formulated as an optimization 
problem applied to dynamic ANN model. Two types of dynamic ANN models are 
used: 
• ANN model with steepest descent dynamic, and 
• ANN model with Hopfield-style dynamic. 
The complexity of an ANN State Estimator (ANN SE) is reduced by using the 
following techniques: 
• a special algebraic transformation of the ANN objective function, and 
• the incorporation of zero-injection measurements by the using variable reduc-
tion technique. 
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At the same time, these two techniques improve the filtering performance of the 
ANN SE. 
Two methods for designing the ANN SE for a specific power system are devel-
oped: 
• an analytical method: it maps the structure and the parameters of a power 
system into the ANN SE structure and parameters, and 
• a synthetic method: it is based on the Real Time Recurrent Learning (RTRL) 
technique (used in training dynamic ANN), where the ANN SE structure and 
parameters are determined through learning from available input/output (mea-
surements/state variables) data. 
In continuation of the thesis feasible ANN SE methods are developed. It is shown 
that the well known decoupling technique (used for example in Fast Decoupled State 
Estimator) can be used in order to create two independent ANN estimators: active 
ANN SE and reactive ANN SE. This new Decoupled ANN SE can be used in static 
and tracking modes of operation, as shown in the thesis. The decoupled ANN SE 
has been tested in a simulation study. The IEEE 14-bus power system was used. 
The simulation results, supporting the theoretical developments, are presented in 
the thesis. 
Voltage phasor angle measurements are incorporated in the ANN SE. Instead of 
using absolute bus voltage phasor angle measurements we propose the use of the 
angle difference between two voltage phasors at adjacent buses. This eliminates the 
problem with different estimator and absolute angle measurement references. The 
modified ANN SE was subjected to a sensitivity and simulation study. The results 
are reported in the thesis. It was found that phasor angle measurements improve 
the accuracy of state estimation if they complement, not replace, power flow and 
injection measurements. 
18 
A bad data processing technique for the ANN SE was developed. The new tech-
nique is based on the RTRL with the Least Absolute Value (LAV) objective function. 
It can efficiently eliminate the influence of bad measurements, bad parameters, or 
wrong topology on the ANN SE results. The results of a simulation study conducted 
with this new technique are reported in the thesis. 
Nomenclature 
The following is a list of the main symbols used in this thesis. 
z Measurement vector 
x State vector 
h(X) Non-linear measurement vector function 
v Measurement errors 
M Dimension of measurement vector Z 
N Number of nodes in network 
n Dimension of state vector X 
R Covariance matrix 
E [·] Expectation value of[·] 
H Jacobian matrix 
SE State Estimator 
LS Least Squares 
LAV Least Absolute Value 
ANN Artificial Neural Network 
w Weight matrix of ANN 
u Input vector of ANN 
'T Time constant 
µ Gain constant 
WLS Weighted Least Squares 
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20 
s Sensitivity vector 
s Sensitivity measure 
var[·] Variance of [·] 
RTRL Real Time Recurrent Learning 
CTRNN Continuous Time Recurrent Neural Network 
DTRNN Discrete Time Recurrent Neural Network 
I Identity matrix 
8 Kronecker delta 
a Standard deviation 
~ Voltage magnitude 
()i Voltage phasor angle 
~j Active power flow 
~ Active power injection 
Qij Reactive power flow 
Qi Reactive power injection 
k Iteration counter 
q Sample counter 
Lu Upper limit of tanh activation function. 
L1 Lower limit of tanh activation function 
c Slope constant of tanh activation function 
PI Performance Index 
FDSE Fast Decoupled State Estimator 
PMU Phasor Measurement Unit 
GPS Global Positioning System 
VT Voltage Transformer 
CT Current Transformer 
DFT 
r 
P, W, and r 
Discrete Fourier Transform 
Measurement residual vector 
Sensitivity matrices 
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Chapter 1 
Introduction 
Modern electrical power systems consists of large synchronous generators and 
concentrated load centres interconnected over large geographical distances. In such 
an interconnected system power generation has to track the randomly varying load. 
As a result, real-time operation of a power system becomes an increasingly complex 
task. Real-time control of a power system is performed in control centres through 
computerised control functions, so called Energy Management System (EMS). In 
general the role of an EMS is to minimize the production cost while maintaining 
the system in a normal and secure state [1], [2]. These two goals are achieved by 
the application of security and optimization functions as a part of EMS [3],[4],[5]. 
The input for these functions is the State Estimator (SE) output. SE is respon-
sible for providing a reliable data base from the raw data measured throughout the 
power system. The application of state estimation in power system control was first 
suggested in 1970 by Prof. Fred Schweppe and his research team from MIT [6]. 
1.1 An Overview of State Estimation Function 
A State Estimator algorithm calculates the state of a power system using the 
information on the status of breakers/isolators and on analog measurements, such 
as bus voltages, active and reactive power flows, and generator/load active and 
reactive power injections [6], [7]. It also uses the status of transformer/phase shifter 
22 
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tap positions, and in some recent cases voltage and current phasor measurements (8]. 
Measurements and status data are collected during cyclic scans of remote terminals 
performed by the Supervisory Control and Data Acquisition (SCADA) system (7]. 
The active and reactive powers of zero injection buses (those without generators and 
loads) are also inputs to the SE. They are treated either as measurements of high 
accuracy, or as explicit equality constraints (9]. 
The output of a SE algorithm is the state vector X which contains the bus voltage 
phasors, magnitude V and angle(), at all the buses except one bus which is used as a 
reference for the angles. The angle of the reference bus is arbitrarily excluded from 
the state vector. Another possible option is to use an external (fictitious) reference, 
i.e. all angles are included in the state vector [10]. 
The performance of a SE algorithm depends on the number, location, and quality 
of the measurements, and hence on the quality of the instrument transformers, trans-
ducers, analog/digital converters, and filters employed (11]. The quality of the mea-
surements cah be expressed in terms of variance or confidence factors that are used 
to weight the measurements with respect to each other. 
Role: The role of a state estimation function can be summarized as follows (12]: 
• to provide an estimate for all metered and unmetered electrical quantities of 
the power network, 
• to filter out small errors which corrupt the metered values in order to compute 
estimates that satisfy Kirchhoff's laws, 
• to clean the data base of all bad data. 
Assumptions: It is very important to understand that the state estimation is 
based on the following assumptions: 
24 
• the network is balanced and the three-phase voltages and currents are sinu-
soidal; a single phase 7r-equivalent circuit model of lines and transformers is 
used, 
• the parameters of the equivalent network circuits, such as resistance, reactance, 
and susceptance are exactly known, 
• the real-time topology of the network can be inferred from the available status 
data of breakers and isolators, 
• the measurements are taken simultaneously so that they constitute a "true" 
snapshot of the state of the power system, 
• the analog measurements are corrupted with errors represented by independent 
Gaussian random variables with zero means, and a known covariance matrix. 
Observability requirements: To obtain a SE solution, the number of unknown 
state variables must be matched by an equal number of independent (nonredundant) 
measurements. Any area of the power system that satisfies this condition is said to 
be observable. Additional measurements provide redundancy, in which case the 
independent measurement set is not unique. Without redundancy, the independent 
measurement set is said to be critical, because the corresponding equations become 
undetermined by the loss of just one of these measurements. Detailed explanations 
of power system observability may be found in [13],[14]. 
Unobservable areas can be made observable by introducing pseudo measure-
ments. The weights assigned to pseudo measurements are adjusted to reflect their 
quality relative to telemetered measurements. Pseudo measurement sources include 
previous estimates, manual entries, and forecasts or scheduled values [11]. The fore-
casts may be based on factors that relate unknown quantities to known quantities. 
For example, in the case of a tapped transmission line, pseudo measurements are 
/ 
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values of the loads that are unrnetered but considered as fixed percentages of the 
flow into or out of the line. Another example is the application of load distribution 
factors to forecast bus loads from known area loads [15]. These bus loads can be 
used as pseudo measurements. The generation schedules for each control area in the 
network are generally obtained by executing an economic dispatch. These scheduled 
values can also be used as pseudo measurements. 
Redundancy requirements: Measurement redundancy improves the quality of 
state estimation. Ideally, redundancy should be distributed uniformly throughout 
the observable area. It reduces the number of pseudo measurements and it is the 
key to bad data detection and identification. It is important to differentiate between 
• global redundancy, 'T/ = M/n - 1 (where Mis total number of measurements 
and n is total number of states), and 
• local redundancy [16]. 
Global redundancy 'T/ > 0 is a necessary but not a sufficient condition for the 
achievement of a reliable state estimation. For a reliable state estimation sufficient 
local redundancy for each measurement must also be considered. Sufficient local 
redundancy for each measurement is a must for the treatment of bad data [16]. 
Measurement Errors: The errors in power system data can be classified into two 
categories: 
• small errors which are always present, due to meter inaccuracies, non-
simultaneous sampling, parameter deviations, model imperfections and 
approximations, etc.; 
• large errors in the measurements, parameters, and network topology; such 
errors are due to instrument failures, data transmission errors, incorrectly 
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wired meters, bad calibration, inconsistent data base representations, falsely 
transmitted status of switches (breakers and isolators), etc. 
Bad measurements are removed or suppressed using a variety of techniques [17]. 
In bad data processing the validity of the collected data is first assessed through 
simple plausibility checks. Here, all the measurements beyond the physical limi-
tations of the equipment are labelled as false, and as such rejected from the data 
base. If the metered value conflicts with the switching status, or if it doe8 not comply 
with Kirchhoff's laws, it is labeled as a suspected bad measurement. Bad data which 
passed the plausibility checks undetected, will be detected and identified by the SE 
function. 
Static SE versus Tracking SE: In the present EMS the SE software is running 
every few minutes and/ or is started by any change in the network topology. This 
type of SE is called static because it processes only one sample of measurements 
at a time (snapshot). Static SE computation does not permit continuous tracking 
of all changes in the power system, which may be relevant to real-time monitoring 
and control. As an addition to static SE, tracking state estimation algorithms were 
suggested [18]. They produce an estimate for each measurement scan obtained from 
SCAD A, and they filter out small measurement errors more efficiently .. Some tracking 
algorithms include state forecasting which can help in creating pseudo measurements 
and the treating of bad data [19]. 
1.2 Related Research 
Knowledge on power system state estimation and related problems has reached 
a high level. Even so many problems are only partly solved and still need further 
investigation. The research efforts are focused on: decrease of estimation response 
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time, bad measurements and parameters processing, and development of tracking 
estimation techniques. 
Response Time: The response time of static state estimation is reduced to 5 or 
even 2 minutes [12]. The periodicity of the data acquisition scan cycles is however 
in the order of seconds, so that the faster state estimation is needed. The following 
faster computation techniques can shorten the execution cycle of SE: 
• parallel processing [20], and 
• Artificial Neural Networks [21],[22]. 
Then it would be preferable to apply the limit-checking function, which detects 
incipient or actual emergency conditions, not to the raw measurements but to the 
SE results [12]. The security monitoring performed on filtered SE result will be more 
accurate than if the raw measurements were used. 
Processing of Bad Measurements: The processing of bad measurements is still 
a very active research topic. The most advanced methods proposed for Weighted 
Least Squares (WLS) SE are: 
• combinatorial optimization [23], and 
• Hypothesis Testing Identification (HTI) [24]. 
The main weakness of these methods is that they make use of detection tests 
based on the least squares residuals. These residuals are prone to the masking effect 
of multiple bad measurements. 
A completely different approach in bad measurement processing is the applica-
tion of non-quadratic norms. Such techniques are proposed in [25],[26]. The Least 
Absolute Value (LAV) estimator, first suggested in [27], deserves special attention. 
The most attractive advantage of the LAV SE is in the automatic rejection of bad 
28 
measurements, i.e. it does not need any statistical detection test. A number of 
ideas for improving the basic LAV technique are proposed in [28],[29],[30],[31],[32]. 
Unfortunately, the LAV estimator becomes unreliable when the multiple bad mea-
surements correspond to the so called bad leverage positions in an estimator factor 
space [33]. A reweighting strategy for the LAV estimator is proposed to solve the 
problem caused by bad leverage points [34),[35). Another approach is to use a Least 
Median of Squares (LMS) estimator [36]. The LMS estimator is able to cope with a 
large number of bad leverage points but the computation time is prohibitively long. 
All of these robust techniques do not perform as well as the WLS technique when 
the filtering of small measurement errors, modelled as Gaussian noise, is considered. 
This is why the robustification of the WLS algorithm is proposed [37). This method 
identifies the leverage points and computes the projection statistic of each point, 
comparing it to a statistical cutoff value. Based on these projection statistics, a 
robustly weighted M-estimator can be defined [37]. It is computed by the algorithm 
which is a simple modification of the conventional WLS iterative method. 
Processing of Bad Parameters: One proposed scheme is to augment the state 
vector with all unknown (or uncertain) parameters [38). This approach increases 
the dimension of the unknowns in the state estimator and results in an increase 
· in computational effort. The observability with respect to the augmented state 
vector could be a constraint in those areas where insufficient data is available. The 
method is based on a single measurement sample and it is of limited accuracy. When 
seeking an accurate parameter estimate, better results can be obtained by using 
several measurement vectors taken at different times. One such approach is based 
on Kalman filtering (39]. It consists of processing measurement vectors sequentially. 
The method uses as an input the parameter vector initially estimated. It can be 
viewed as an adaptive filter, since the parameter vector estimate improves as the 
number of measured samples increases. This improvement results in a decrease of 
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the variance of the parameter vector estimate. The third and the most promising 
approach is based on the residuals obtained through SE and used for processing 
bad measurements[40]. The method is based on the sensitivity relationship between 
the measurement residuals and the parameter error. This relationship is treated 
as an estimation problem, yielding a parameter error estimate. Dimension and 
observability problems are not critical in this approach. This method can be applied 
to single or several measurement samples. 
Tracking Estimator: Another line of research is directed towards the applica-
tion of dynamic state estimation theory in power systems [41 J. One application 
is parameter estimation by using Kalman's filtering theory which has already been 
mentioned. We can also estimate the state vector by using the Kalman filter or some 
other form of adaptive filter. The most important benefit which could be obtained 
is state prediction. Such an estimator provides the necessary information to perform 
preventive network analysis and control [42]. It also provides pseudo measurements 
which can be used for observability improvement and bad measurement processing 
[19],[43]. 
Since the application of the ANN techniques in state estimation is the objective 
of this thesis, the overview of the relevant theoretical and practical results obtained 
in ANN related research is presented in the next section. 
1.3 Artificial Neural Networks 
1.3.1 State-of-the-Art 
Let us first briefly summarize the research results on the capabilities and limi-
tations of the ANN models which can be u~ed in power systems. An ANN model 
consists of a number of neurons, that constitute the elementary processing units. 
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Neurons are connected together in a set pattern [44]. Each neuron can receive sev-
eral inputs. These inputs are weighted by means of parameters (weights). The inputs 
are combined to give a net input to the neuron. The net input is further processed 
by an activation function (linear or non-linear) to obtain the neuron output. There 
are two basic categories of ANN models [45]: static (feed-forward) and dynamic 
(feed-back). 
Static ANN models, of which the multilayer perceptron is the most widely used in 
power system applications, are characterized by node equations that are memoryless. 
That is, their output is a function only of the actual input, not of past or future 
inputs or outputs. These networks are useful in a variety of applications such as 
function approximation and pattern recognition. The learning of such networks is 
usually accomplished by using a Back Propagation algorithm [46],[47]. 
Dynamic ANN models, on the other hand are the systems with memory. Their 
node equations are described by differential or difference equations. Dynamic and 
resonance characteristics of these networks make them the appropriate tool in mod-
elling and controlling processes in non-linear dynamic systems, such as power system. 
The potential areas of application of such ANN models are in adaptive control and 
optimization. The ANN models with steepest descent dynamic and with Hopfield-
style dynamic are probably the best known dynamic network models [48], [49]. All 
of these networks consist of a single layer of neurons that are fully interconnected. It 
is possible to demonstrate that the discrete-time approximation of the Hopfield-style 
ANN [50] can be reduced to an ordinary multilayer perceptron [45]. Back Propaga-
tion Through Time is one possible algorithm for learning dynamic ANN [47]. Here, 
the ANN is unfolded over time, and a Back Propagation algorithm is applied. Real 
Time Recurrent Learning (RTRL) is the another option (49],[50], where the learning 
of ANN is performed recursively. 
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In the last few years the hardware implementation of ANN models reached a 
mature status (51],(52],(53],[54], and even became commercially available (55]. This 
special hardware enables the real-time solution of large control and optimization 
problems. 
1.3.2 Power System Applications 
The classical approach in solving a power system problem involves a detailed 
study leading to a mathematical model, and then to the development of suitable 
methods for sol'{ing the model. On the other hand, ANNs are trained to solve the 
problem by learning from examples. The field is particularly exciting today because 
ANNs can be implemented by using special purpose hardware (55]. 
Over the past few years, the application of different ANN computation tech-
niques has been proposed for a wide spectrum of tasks in power system operation 
(56]. Estimation of critical clearing time using a Back Propagation algorithm in a 
feed-forward ANN was one of the first breakthroughs in the field [57]. Other appli-
cations include [58]: security assessment , load forecasting , fault locating, state 
estimation, alarm processing, optimal capacitor switching, power system stabilizer 
tuning, etc. The feed-forward ANN application in state estimation is proposed in 
the following two papers. 
Kanekar at al. (64] use several independent random noise sources for measure-
ment error simulation in order to provide the sets of inputs for the ANN estimator. 
The Kalman filter is used to find estimates for each of the input measurement sets. 
The average of these estimates is used in training as the desired output for the 
ANN estimator. It is shown in the paper that the trained ANN estimator gives the 
accurate state estimates when the measurements are subjected to unknown noise. 
The pattern analysis technique has been developed for solving power system state 
estimation problem (65]. The technique is based on feed-forward multilayer ANN. 
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The advantages of the technique are: it provides the accurate pseudo measurements, 
and it can detect and identify bad data in the situations when the methods based 
on measurement residuals will always fail. The shortcoming of this technique is the 
need for extremely large training sets in order to produce reliable estimates for all 
possible situations; the consequence is the prohibitively long training time. The 
authors propose network decomposition and fast training algorithms to overcome 
this problem. 
Beside the feed-forward ANN, neural networks with feed-back form the next class 
of computation techniques employed in solving power system problems; for example 
unit commitment and dispatch problems (59],[60], load flow and optimal power flow 
[61],(62],(63], as well as the state estimation [21],[22]. 
Nakagawa at al. (21] propose a Hopfield-style ANN (ANN with state feed-back) 
application to the state estimation computation. They have compared computing 
times of the traditional WLS estimator and the Hopfield-style ANN estimator. The 
results show that the traditional estimation technique is faster than Nakagawa's 
ANN. 
Zivanovic at al. (22] elaborate the Nakagawa's idea introducing the approxima-
tion of the Hopfield-style ANN estimator. The approximation makes the synapse 
weights of the ANN estimator constant, for one structure of a power system. They 
show that making the weights constant will shorten the execution time of the ANN 
estimator. Also they have compared the filtering performance of the traditional 
WLS estimator and the ANN estimator. The results indicate the advantage in using 
the ANN estimator. This thesis elaborates further on the ideas proposed in this 
paper.· 
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1.4 Outline of the Thesis 
This thesis is divided into six chapters. Each of these chapters contains the 
main results required for understanding the thesis. The thesis is supplemented 
with four appendices. These appendices contain information that are required for 
detailed analysis of certain contributions, and data of the power systems used in the 
simulation studies. The following provides a brief outline of the thesis. 
At the beginning of Chapter 2 we present an overview of the power system 
measurement model used in state estimation. After that the Least Squares method 
is discussed. It represents the foundation for existing estimation algorithms as well 
as for new developments. 
Further on, in the same Chapter, the theoretical fundamentals of an Artificial 
Neural Network State Estimator (ANN SE) are developed. Two versions of the 
ANN SE are proposed: ANN SE with steepest descent dynamic and ANN SE with 
Hopfield-style dynamic. Then, we address the problem of designing ANN SE for 
a specific power system. Two approaches in design are proposed: analytic and 
synthetic. The analytic design directly maps the parameters and the structure of a 
measurement model into ANN connection weights. In the synthetic approach Real 
Time Recurrent Learning (RTRL) technique is applied for learning the connection 
weights of the ANN SE. 
Virtual measurements are incorporated as equality constraints in the ANN SE. 
In that manner, the constrained ANN SE is formulated. Further on, the algebraic 
transformation of an ANN SE objective function is introduced, creating the· new 
ANN SE structure. Both modifications reduce the ANN SE implementation cost, 
and improve the performance. 
At the end of Chapter 2 we address the implementation of the ANN SE. 
------------------------------------
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In Chapter 3 we describe a practically feasible ANN SE method: Decoupled ANN 
SE. Then we use Decoupled ANN SE for static and tracking state estimation. The 
method is tested in a simulation study. The results obtained from the simulation 
study are presented with discussion, at the end of the Chapter. 
In Chapter 4 we are investigating the effects of additional voltage phasor angle 
measurements on the ANN SE performance. In using absolute voltage phasor angle 
measurements directly in the state estimation algorithm we need to solve the problem 
of different angle references. Namely, the voltage phasor angle for one bus is chosen 
as a reference in state estimation while the reference for absolute angle measurements 
depends on how the sampling is initiated on specific instrument. Two ways of solving 
this problem are proposed in Chapter 4. 
Subsequently, we present an approach where the angle difference between two 
voltage phasors at adjacent buses (angle shift) is used instead of the absolute bus 
voltage phasor angle measurement. In this approach the reference problem does not 
exist. Simulation and sensitivity studies have been devised in order to demonstrate 
the advantages of the ANN SE with additional angle measurements. In Chapter 4 
we present the results and a discussion of the studies. 
In Chapter 5 we describe a new method for bad data processing developed spe-
cially for the ANN SE. The method is based on the RTRL technique. This technique 
has been used for ANN SE synthesis in Chapter 2. The RTRL technique is modified 
so that the Least Absolute Value (LAV) objective function is used instead of Least 
Squares (LS) objective function. The RTRL technique adapts the weights of ANN 
SE, and in this manner automatically rejects the influence of bad data on state esti-
mate. The technique is used in treating gross errors in: measurements, parameters 
and topology. The results of the case studies conducted with this technique are 
presented in the chapter. At the end of Chapter 5 we analyze the properties of the 
proposed technique, and we identify the potential drawbacks. 
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Chapter 6 concludes the thesis. It discusses the contributions proposed in the 
thesis. This chapter ends with suggestions for future work. 
Appendix A presents a detail derivation of the power system model used in 
state estimation. This model forms the basis for developments in Chapter 2. This 
Appendix also presents the simplified power system model. This model is used in 
Chapter 3 for development of Decoupled ANN SE. 
Appendix B provides the derivation of the formulas for calculating the sensi-
tivity measures of the ANN SE in static and tracking modes of operation. We use 
these sensitivity measures to assess the filtering performance of the ANN SE. These 
sensitivities are very useful in evaluating the different sets of weights obtained in 
the synthetic design of ANN SE. These weights can provide the same input-output 
mapping but they will exhibit different sensitivities to measurement errors. 
Appendix C presents a complete derivation of the Real Time Recurrent Learning 
(RTRL) technique for ANN SE. This technique is used in Chapter 2 for the synthetic 
design of the ANN SE, and in Chapter 5 for bad data processing. 
Appendix D provides data for 3-bus and 14-bus power systems used in the sim-
ulation studies throughout the thesis. 
Chapter 2 
ANN· State Estimator: Fundamentals 
In this chapter the power system state estimation is formulated as an optimiza-
tion problem applied to dynamic ANN model (45]. The dynamic ANN is in general a 
large-scale system defined by a set of differential equations together with an appro-
priate objective function. The optimization process consists of starting from an 
arbitrary point and allowing the dynamic ANN to converge to a stable point cor-
responding to a minimum of the objective function. The equilibrium state of the 
dynamic ANN represents the solution of the optimization problem, and at the same 
time the state estimate for a given set of measurements. 
Two different approaches in the design of an ANN State Estimator (ANN SE) 
are used in this chapter: 
• Analytic design: The structure and parameters of an ANN SE are determined 
directly from a model relating measurements to the power system state vari-
ables (i.e. nonlinear measurement model). The measurement model has to be 
linearized. The assumption that errors in the measurement model are inde-
pendent (not correlated), and normally distributed random numbers should 
be complied with. 
• Synthetic design: The parameters for a specified structure of an ANN SE are 
obtained by training it either on simulated data or in real-time operation. In 
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the synthetic design we do not need any of the assumptions which are required 
for the analytic design [66]. 
The fundamentals of two ANN SE methods are developed in this chapter: 
• The first method is based on the ANN with steepest descent dynamic [53],[67], 
and 
• the second one is based on the ANN with Hopfield-style dynamic [45]. 
Both design approaches can be used for steepest descent ANN SE. In the design of 
Hopfield-style ANN SE only the synthetic approach can be used. Special technique, 
so called Real Time Recurrent Learning (RTRL) [49],[50], is used in this chapter for 
the development of the method for synthetic design. 
The complexity of an ANN SE can be reduced by an appropriate algebraic trans-
formation of the least squares objective function [68], and by the incorporation of 
virtual measurements. The proposed algebraic transformation yields to the aug-
mented form of ANN SE. The virtual measurements are incorporated using the 
variable reduction technique [67],[69]. The fundamentals of both techniques are 
presented in this chapter. 
2.1 The Measurement Model 
The state of an electrical power network is determined by the n dimensional 
vector X (n = 2N - 1, where N is the total number of nodes). The elements of 
the state vector X are the magnitudes and angles of the voltage phasors associated 
with each busbar of the power network. An estimate of the state vector X can be 
computed from the system data consisting of network structural information, system 
parameter values, and a sufficient set of measurements. 
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The M dimensional measurement vector (M > n) is denoted by Z, and modelled 
as [15] 
Z= h(X) +v, (2.1) 
where h (X) is a nonlinear vector function, mapping the state vector X into the 
measurement vector Z. The power network equations represented by h (X) are 
given in Appendix A. 
The vector consisting of the measurement errors is denoted by v in the Eq. (2.1). 
For the actual meter readings, these errors are the result of high frequency noise, 
drift, calibration errors, analog to digital conversion errors etc. [70]. In this study, 
errors are assumed to be time invariant, independent random variables with normal 
distribution with zero mean. The covariance matrix of the measurement errors is 
constant and it is denoted by R, i.e. 
0 
a2 2 
where a[ is the variance of the measurement error vi. 
0 
(2.2) 
In reality the covariance matrix R may actually be time varying because the 
errors can be dependent on the measured values [18]. It is obvious that for the 
static state estimation concept based on only one sample of measurements, the time 
structure of the measurement errors is not important, therefore it can be assumed 
t~at the matrix R is constant. But, the time structure of errors is very important 
when considering a tracking (dynamic) state estimation concept [71]. The reason 
being that a tracking SE is using more than one sample of measurements to obtain 
an estimate. Two extreme types of time structure are the white sequence type (or 
Gaussian noise) where v (t) is independent of v (T) fort=/= T, and the biased type 
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where v (t) = v (7). In real applications the time structure will lie between these two 
extreme cases (71). For the white sequence of errors it is possible to design a tracking 
estimator which performs "smoothing" over time (i.e. the measurement error varies 
randomly while the state varies smoothly). Such an estimator has a time constant 
which allows more data to be averaged for one state estimate. For biased errors, such 
smoothing has no effect unless an attempt is made to estimate the bias. Departure 
from the white sequence type of errors can be eliminated through metering system 
calibration (70]. 
2.2 The Least Squares Method 
The Least Squares (LS) Method gives the optimal state estimate (in the sense of 
minimum variance of the estimation error) if the measurement errors are represented 
by the white sequence type (71]. 
Let us first consider the static state estimation (time-invariant) concept. Assume 
that one snapshot of measurements is available at specific time tq and let Z = Z ( tq), 
X = X (tq), and v = v (tq)· The optimal estimate Xis given by the value of X for 
which the scalar sum of the weighted squares of measurement residuals (the objective 
function) 
J (X) = ! (Z - h (X)]T R-1 (Z - h (X)] = ! f (zi - h~ (X))2 , (2.3) 
2 2i=l ~ 
reaches its minimum value (72],(73]. Since the estimate X minimizes the square error 
weighted by the measurement accuracy, it is commonly called the Weighted Least 
Squares (WLS) estimate (71]. The solution of WLS problem is obtained by using 
iterative techniques applied to the linearized error function (2.3). The linearized and 
simplified objective function (2.3) is, (73]: 
J (AX) = ~ (AZ - HAX]T (AZ - HAX] , (2.4) 
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where 
AX= Xk+1-Xk, (2.5) 
AZ = Z - h (Xk) , (2.6) 
and 
H(X) = 8h(X)I (2.7) k ax ' 
X=Xk 
is the Jacobian matrix calculated for xk. xk is the solution at the iteration step 
k. The formulas for calculating the entries of the Jacobian matrix (2.7) are given 
in Appendix A. In order to simplify the notation, we redefined AZ as R-~ AZ in 
the Eq. (2.4). Similarly, the Jacobian matrix H (Xk) is redefined as R-~H (,Xk). 
Hence, it is not necessary to explicitly consider matrix R in equation (2.4). 
In order to minimize the objective function J (X) given in (2.3) a Gauss-Newton 
iterative algorithm [69],[74] is commonly used 
(2.8) 
where 
(2.9) 
is the gain (information) matrix. At each iteration step the linearized quadratic 
error function J (AX) (given by Eq. (2.4)) is minimized. For eacli iteration the 
inversion or L \ U factors of the gain matrix G (Xk) must be found [ 69], [7 4]. The 
ANN can be used in solving the linear system of equations (2.8) [22]. This approach 
is very similar to the Gauss relaxation method [7 4]. 
When the algorithm converges, the estimate X minimizes J (X), and J (X.) is the 
minimum of weighted sum of the squared measurement residuals for one snapshot 
of measurements. The level of confidence in the static state estimator result is given 
by the covariance matrix of the estimation error X* - X (derived in Appendix B) 
(2.10) 
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where X * is the true state vector. 
Now we look beyond the static estimation concept into tracking state estima-
tion where the application of ANN technology could exhibit the major benefits over 
classical techniques. The objective function to be minimized in tracking state esti-
mation is the mean square error denoted by E[J (X)), where J (X) is given in (2.3). 
We assume that the measurements are statistically stationary (measurement samples 
are available at a much higher rate than_ the rate of change of the system state), and 
we linearize E[J (X)). The linearized objective function is a quadratic performance 
surface around the point of linearization [75). Actually the performance surface is 
smoothly moving along with the daily load cycle. The location of points on the 
surface can be estimated by averaging the linearized square error J (AX) over a 
period of time. The methods for searching the minimum of E[J (X)) entail the use 
of gradient estimates (instead of true gradient) to indicate the direction in which the 
minimum of the surface lies [75). So instead of calculating the estimate for one snap-
shot of measurements, like in static SE, we use in the tracking SE an average over 
a number of snapshots. In this manner, we can more effectively filter out normally 
distributed errors whose mean is zero. Practical implementations can be batch or 
recursive data processing [71]. 
2.3 The ANN State Estimator with Steepest Descent Dynamic 
In the ANN technology the minimization of the linearized objective function 
J (AX) (given by Eq. (2.4)) can be performed using the steepest descent dynamic 
process associated with the system of differential equations [76], [53] 
d(AX) = -V J (AX) 
Tx dt . x , (2.11) 
where Tx is a non-negative constant (time constant of the dynamical system). The 
dynamic system given by Eq. (2.11) represents the starting point in the analytic 
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derivation of the continuous-time ANN SE with steepest descent dynamic. It is 
possible to use ANN SE with steepest descent dynamic both in static and tracking 
state estimation. For the static case, the system of equations (2.11) is used to 
minimize the linearized error function (given by Eq. (2.4)) at each iteration step. 
In the tracking case, when the state is moving slowly, like in normal operation of a 
power system, the dynamical system will track the transition of the state in time. 
The response time of the dynamic system (2.11) is controlled by the constant Tx. 
This constant has an important influence on the statistical efficiency of an ANN SE. 
This will later be demonstrated in the example in this Chapter. 
The time evolution of the dynamic system (2.11) can be described by taking the 
time derivative of the error function J (~X) 
dJ (~X) = t 8J (~X) d(!lxi) = -Tx t (d(!lxi)) 2 ~ O, 
dt i=I 8(/lxi) dt i=l dt (2.12) 
where the last equality follows from Eq. (2.11). It is evident from Eq. (2.12) that 
the dynamic system (2.11) causes the error function J ( ~X) to decrease in time. 
The value dJ ( ~X) / dt is strictly less than zero for all variables ~X, except at the 
equilibrium point, where the value is equal to zero. 
2.3.1 Unconstrained Formulation 
In order to derive the dynamic equations for ANN SE we write the error function 
given by Eq. (2.4) in expanded form 
(2.13) 
The first term in (2.13) does not have an influence on the optimal solution, so we 
can formulate the following quadratic objective function with the same fixed point 
X as in Eq. (2.13) 
(2.14) 
-------------------------------------- ------ ----------------- --
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where 
(2.15) 
is a weight matrix, and 
(2.16) 
is an input vector. 
Now the gradient of J (AX), denoted by V x J (AX), is obtained from equation 
(2.14) 
VxJ(AX) =-WAX- U. (2.17) 
Note that the above gradient of the error function (2.14) is obtained if the condi-
tion w = wr is fulfilled. This is always true because the matrix HTH is always 
symmetrical. 
The ANN model can be derived based on Eqs. (2.11) and (2.17) 
d (~xi) n 
Tx d = .l: Wij~Xj + ui, i = 1 ... n,. 
t j=l 
(2.18) 
where 
M 
wij = - L HriHrj' (2.19) 
r=l 
M 
ui = L Hri~Zr· (2.20) 
r=l 
The ANN model for solving the state estimation problem is a single-layer inter-
connected (the number of connections depends on the W matrix structure) neural 
network with state feed-back, as shown in Figure 2.1. 
Another formulation of an ANN SE is possible. If we use AX = Xk+l -Xk to 
formulate the gradient of the linearized error function (2.4) as 
(2.21) 
and since it is evident that d (AX) /dt = dX/dt, then from equation (2.11) follows 
i = 1, .. . n, (2.22) 
44 
Figure 2.1: ANN with state feed-back(µ= l/T) 
where 
M 
wij = - L HriHrj' (2.23) 
r=l 
U, = ~ [ z,. (k + 1) - h,. (X.) + t. H,;x;(k)] . (2.24) 
This form of the ANN SE directly calculates the state values and, not the state 
increment as in Eq. (2.18), for each iteration of the static estimation, or for each 
sample of measurements for the tracking estimation. FUrther on we are going to use 
only the incremental form (2.18). The results obtained in this thesis 'can be applied 
directly to the non-incremental form (2.22). 
The example has been devised to demonstrate the filtering performance of the 
unconstrained ANN SE based on steepest descent dynamic (Eq. (2.18)). The 3-
bus power system is used in this study. All the power system detail is given in 
Appendix D. The linear DC measurement model is used, where four active power 
measurements are the observations available for calculation of two system states. 
These states are phase angles of voltages at buses 1 and 2, denoted by x1 and x2• 
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The angle at bus 3 is the reference. The zero injection measurement at bus 1 is not 
taken into consideration at this stage. 
The ANN SE (described by Eq. (2.18)) is tested for the situation when rnea-
surements are constant signals corrupted by small Gaussian errors. The standard 
deviation of the measurement errors is O.lpu. The starting values of two states are 
randomly chosen. The simulation results are presented in the fixed contour plot of 
the quadratic performance surface 
E [J (X)] = 5.5x~ + 3x~ + x1x2 + 3.375x1 + 4x2 + 1.672. (2.25) 
Descent to the minimum of the mean square error function E[J (X)] is shown in 
Figures 2.2 and 2.3. For 'Tx = 1/0.005 the ANN SE operates slower than for 'Tx = 
1/0.1, and more samples of measurements are averaged to get one point at the 
performance surface. From Figures 2.2 and 2.3 we can conclude that by using the 
larger time constant better accuracy is achieved. 
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Figure 2.2: The ANN SE simulation result for 'Tx = 1/0.005 
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2.3.2 Constrained Formulation 
The zero injections at switching stations are treated as virtual measurements. 
Such measurements are incorporated in the state estimation algorithm as equality 
constraints [9] 
g(X) = 0. (2.26) 
The common method of solving a constrained estimation problem is by using 
Lagrangian multipliers [69]. For the ANN SE, a variable-reduction technique 
[67],[69] has been investigated. This method transforms a constrained problem into 
an unconstrained one, and reduces the number of independent variables. At the 
same time the method reduces the complexity of an ANN by reducing the number 
of connections [77]. 
47 
Let us use the following partition of the linearized constraint matrix equation 
(2.26) 
(2.27) 
where F and G are submatrices of the constraint equation (2.26) Jacobian matrix. 
G is a p x p non-singular matrix. It follows that the relation between AXG (the 
dependent vector of p variables) and AXF (the independent vector of n-p variables) 
is 
(2.28) 
For the state vector represented as 
(2.29) 
the reduced gradient of the error function (2.14) can be derived as follows 
(2.30) 
- T - T The reduced weight matrix W = C WC, and the input vector U = C U can be 
directly mapped in ANN (given by Eq. (2.18)) as: 
d(AXF) -W-AX V-
Tx dt - F + · (2.31) 
The advantage of using a variable reduction approach compared to the Lagrangian 
multipliers consists in a simpler structure of the ANN SE (smaller number of con-
nections) and in reduced computation time. 
In the following example we compare: 
• unconstrained ANN SE (Eq. (2.22)) in tracking mode of operation, 
• constrained ANN SE (Eq. (2.31)) in tracking mode of operation, 
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• unconstrained WLS tracking estimator [78], and 
• constrained WLS tracking estimator (9]. 
The 3-bus power system (all details are given in Appendix D) is represented 
with DC model and simulated over a period of 70 sec. The initial state of the 
system is given in Appendix D. We chose the following simulation scenario: Load 
and generation constant in the first 20sec. After that, a sudden drop of load (from 
lpu to 0.8pu) took place followed by an additional slow decrease of the load in next 
40sec (from 0.8pu to 0.7pu). In the last lOsec the load and generation of the system 
are constant again. 
The power system is observed by four active power measurements, disposed in a 
way shown in Appendix D. Measurement errors are simulated as normally distributed 
random numbers with a standard deviation equal to O.lpu.The zero injection at bus 
1 is used as the virtual measurement in the constrained estimators. The phase angles 
at nodes 1 and 2 (x1 and x2) are estimated over 70sec period. The time constant 
for unconstrained and constrained ANN estimators is rx = 1/0.05. The interval 
between two measurement samples is equal to 1 sec. 
Tracking trajectories of the state variable x1, obtained for all four cases, are 
presented in Figure 2.4. The results for tracking WLS estimators are presented as 
discrete lines because they are obtained for each measurement sample at discrete 
moments in time. The ANN estimators continuously calculate the states for discrete 
inputs, so the results are presented with continuous lines. The tracking trajectories 
presented in Figure 2.4 clearly indicate the sensitivity of each estimator to Gaussian 
errors. The most insensitive to noise is the constrained ANN SE; followed in order 
by: unconstrained ANN SE, constrained WLS tracking, and unconstrained WLS 
tracking. 
49 
-0.05 
-0.15 
-0 
0 
I..... 
-- unconstrained estimator 
------ constroined estimator 
-0 . .3 5 -h-,..,.-l-h-r.....-....,.,..,,.,...,-~T"TTTT""TTT""T...,.,..,...,......-n-TTTTT""T...,.,..,"T"r".......,.TTTTT""T...,.,..,"T"r"~rT"TTT""T...,.,..,,.,....,-rr 
0.00 10.00 20.00 .30.00 40.00 50.00 60.00 70.00 
TIME s 
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discrete lines), and ANN estimators (solid and dashed continuous lines) 
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2.3.3 Algebraic Transformation of the Objective F\inction 
In this section we use algebraic transformation of the objective function J (AX) 
to simplify the ANN SE implementation. The transformation preserves the char-
acteristics of the original objective function, as shown in [68]. The transformation 
introduces new neurons which force the ANN to seek a saddle point rather than a 
minimum [68]. The transformation is 
J (AX)= ~(AZ - HAXf (AZ - HAX) ---+ 
T 1 T Jr (AX, w) = (AZ - HAX) w-2w w, (2.32) 
where w is the vector (with the same dimension as AZ) of activations of so called 
reversed neurons [68]. They are labelled as "reversed" because they cause the error 
function to increase, while the AX neurons cause it to decrease. In obtaining the 
ANN SE we employ the steepest descent dynamic model (Eq. (2.11)) 
dAX T 
Tx-;{t = -VxJT (AX,w) = H w, (2.33) 
dw 
Twdt = VwJT (AX,w) = -w+ (AZ - HAX). (2.34) 
We can write the equations (2.33) and (2.34) in an augmented form as 
dAX=WAX U 
dt + ' (2.35) 
where AX is given as 
_ (AX) AX= , 
w 
(2.36) 
weight matrix is given as 
W= T:z; 
( 
0 J__HT) 
_lH -lI ' 
Tw Tw 
(2.37) 
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and input vector is given as 
U=( :.:z) (2.38) 
The approaching along a trajectory to a fixed-point is guaranteed if the minimizing 
neurons (described by Eq. (2.33)) operate at a slower rate than the maximizing 
neurons (described by Eq. (2.34)), i.e. Tx > Tw [68]. A great advantage of this 
transformation is that the computation of HTH is avoided. When the power system 
structure changes, the changing of ANN SE weights is straightforward, based on Eq. 
(2.37). Another advantage is that the input vector U is directly related to .6..Z, not 
like in Eq. (2.18), where U =HT .6..Z. This method is similar to Hachtel's method 
(Sparse Tableau Method) [79]. 
In the following example we compare the augmented version of the ANN SE 
(given by Eq. (2.35)) with the non-augmented one (given by Eq. (2.18)). Two ver-
sions are simulated on the same 3-bus test system with four active power measure-
ments used in Section 2.3.1. The important representative results are summarized 
in Figures 2.5 and 2.6. Figure 2.5 shows that the reversed neurons (described by 
Eq. (2.34)) used in the augmented ANN SE (method 1 in the figure) result in slower 
but smoother convergence compared to the non-augmented ANN SE (method 2 in 
the figure). The result is confirmed in Figure 2.6. The augmented ANN SE (Eq. 
(2.35)) shows smoother performance in the presence of Gaussian measurement errors 
(better filtering); this is easy to see when comparing Figures 2.6 and 2.3. 
2.3.4 The Hyperbolic-Tangent Activation F\J.nction 
Instead of a linear activation function used in the ANN SE techniques developed 
till now, we can use the hyperbolic-tangent function of the following form 
1 f(u) = 2 (Lu - L1) (1 + tanh (cu))+ Li, (2.39) 
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Figure 2.5: Comparison between the augmented method (method 1) and the non-
augmented method (method 2) for Tx = 1/0.1 and Tw = 1 
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where Lu is the upper and L1 is the lower limit, so f (u) is bounded between L1 :::; 
f ( u) :::; Lu. c is a constant that defines the slope of the function. Note that as c 
approaches infinity, the function approaches a hard-limiting nonlinearity [45]. c is 
often set equal to 1. This function is shown in Figure 2.7 for Lu= -L1 = 1 and three 
different values for c. Intuitively, one can say that the saturation of the hyperbolic-
tangent function, applied as an activation function in ANN SE, can contribute to 
suppressing random fluctuations of the state caused by measurement. errors. Apart 
from smoothing the state transition, the advantage of this function is that it can 
be differentiated. This property allows a gradient search learning algorithm to be 
derived, as discussed later in this Chapter. 
Now, we can use Eq. (2.39) as an activation function, and write the ANN SE 
(given by Eq. (2.18)) in the form 
T, d (~x,) = f, (ti W,;L'.x; + u,) ' i =I ... n. (2.40) 
In the next section the filtering performance of the ANN SE with the hyperbolic-
tangent activation function will be analyzed. 
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2.3.5 Sensitivity Analysis 
The estimation error, arising from input perturbations of an ANN State Esti-
mator (given by Eq. (2.40)) in tracking mode of operation, varies depending on the 
set of weights W, parameters of the activation function (Eq. (2.39)) (Lu, L1, and 
c), and the response time constant Tx. The input perturbations are measurement 
errors modelled as the white noise sequence. The statistical sensitivity vector of the 
state estimation errors to the input perturbations in an ANN SE is defined as (80] 
_ . Jvar [6X] 
S=hm , 
u-+O er 
(2.41) 
where 6X is the vector of estimation errors, er is the standard deviation of each 
component of the input perturbations (measurement errors), and var [6X] is the 
variance of 6X. 
Based on the definition (2.41), the formula for the sensitivity vector is derived in 
Appendix Bas follows (for weights W, time constant Tx, slope constant c, and limit 
8= . [( (2cL!:lt ))-
1 
( (cL!:lt ) )
2 l diag I - exp Tx w exp -:;:;;-W - I w-2HTH ' (2.42) 
where !:lt is the measurement sampling interval. The sensitivity meas-ure of an ANN 
SE is derived as an average of the elements of the sensitivity vector 
(2.43) 
If we simplify (2.42) by introducing approximation exp (F!:lt) -t I+ F!:lt for small 
!:lt, and if we fix the weights W = -HTH, a very simple approximate sensitivity 
index is obtained from (2.43): 
(2.44) 
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Note that the sensitivity index S does not depend on W when W = -HTH. In this 
case the ANN SE is designed using an analytic approach, i.e. the weights are fixed 
values obtained directly from the measurement model. However, if the ANN SE is 
designed by using the synthetic approach, i.e. weights are obtained by training, the 
more general formula to calculate the sensitivity index (2.43) using sensitivity vector 
(2.42) must be used. 
If the measurement sampling interval D..t, the slope constant c or the activation 
function limit L decreases, implies a smaller sensitivity index S, and consequently 
the filtering performance of an ANN SE will be improved. On the contrary, if the 
time constant Tx decreases, the response of an ANN SE speeds up and this will 
degrade the filtering performance. A trade-off between filtering performance, speed 
of operation, a.Ild sampling interval is required as is obvious from formula (2.44). 
In the following example the influence of the shape of the activation function 
on the ANN SE filtering performance (sensitivity to small measurement errors) is 
demonstrated. The estimator is analytically designed for the 3-bus power system 
with 4 active power measurements (Appendix D) as the ANN with steepest descent 
dynamic given by Eq. (2.40). The time evolution of the ANN SE with the hyperbolic-
tangent activation function (slope constant c = 0.1 and limit L = 1) is shown in 
Figure 2.8. The figure shows that the ANN converges at a point close to the solution 
(bottom of the bowl), and then jitters around the solution due to small random errors 
in measurements (a= 0.lpu). The sensitivity index for this case, calculated by using 
(2.43) and (2.42), is equal to S = 0.1816. The simulation results a~e obtained for 40 
samples of statistically stationary measurements whose values are given in Appendix 
D. The interval between two samples is D..t = 1 time unit. When we increase the 
slope constant from c = 0.1 to c = 0.4, the jittering around the solution increases, 
as shown in Figure 2.9. The filtering performance decays. The sensitivity index 
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Figure 2.8: The ANN SE simulation result for Tx = ·1;0.1 and c = 0.1 
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increases to S = 0.2153. The ANN SE becomes more sensitive to measurement 
errors represented as a white sequence. 
2.3.6 Real Time Recurrent Learning 
The Real Time Recurrent Learning (RTRL) algorithm presented in this sec-
tion is continuous and a recurrent generalization of a widely used back propagation 
algorithm [45](49]. It represents the basis for synthetic design of an ANN SE with 
steepest descent dynamic. 
The learning method is derived using the gradient search technique for mini-
mizing a sum of weighted squares of measurement residuals. The criterion function 
is given by 
(2.45) 
where 
(2.46) 
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is the residual of i - th measurement, and Pi is the weighting parameter. X (W) is 
the state estimate; i.e. the output of an ANN SE with connection weights W. 
The minimization of E (W) is controlled by the steepest descent dynamic 
(2.47) 
where Tw is a non-negative constant, which defines the time scale ~ver which the 
weight matrix W changes. Based on dynamic equations (2.47) the system with 
ANN structure, which adjusts the weight matrix W in ANN SE with the steepest 
descent dynami<: (2.40), is derived in Appendix C. The complete ANN SE dynamic 
system consists of three sets of differential equations, summarized as follows 
i = 1 .. . n, (2.48) 
i = 1 .. . n, (2.49) 
i,j = 1 .. . n. (2.50) 
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where ~ = L,~1 p/tf;!;ri and Yi are the i - th input and output respectively, of the 
dynamical system (2.49). The formula for calculating Ti is derived in Appendix C. 
The ANN SE together with RTRL evolve at the same time in the space of acti-
vations (state space) and in the space of weights (parameter space). The evolution 
in the state space is determined by Eq. (2.48). These equations are called forward 
propagation equations. The evolution in the parameter space is determined by Eqs. 
(2.49) and (2.50), so called backward propagation equations [49]. 
For the ANN SE to learn, it is necessary that the time constants are properly 
chosen. The time constant of the forward propagation equation (2.48) is Tx. The time 
constant of the backward propagation equation (2.49) is Ty and the adaptation time 
constant of the system (2.50) is Tw. It is straightforward to establish relationships 
which must be satisfied by the time constants of the ANN SE. First, note that yi.6.xi 
is the correct form of the gradient estimate in Eq. (2.50) only if AX and Y are 
the steady state solutions of equations (2.48) and (2.49). This observation will help 
in defining the relationship between time constants Tx, Ty, and Tw. Let Ts be the 
time constant over which the input fluctuates (determined by the interval between 
two sample measurements). Then for the dynamic systems (2.48) and (2.49) to 
operate near steady state it is necessary that the solution of both systems relax with 
a characteristic time faster than Ts, i.e. Ts > Tx and Ts > Ty. Also, for dynamic 
systems (2.48) and (2.49) to operate near steady state it is necessary for W to 
change slowly relative to the relaxation times of AX and Y; thus one must also 
have Tw > Tx and Tw > Ty· We also set the condition that Y should change slower 
than AX, i.e. Ty > Tx. Finally, if we want to keep the weights from just tracking 
the fluctuations, it is necessary that Tw > Ts· Those relationships imply that time 
constants are ordered in the following way 
(2.51) 
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The above relationship between time constants affects on the capability of the ANN 
SE to suppress the influence of small errors on the learning process, and to keep the 
behavior of the ANN SE stable. 
In the following example the learning process of the ANN SE with steepest 
descent dynamic (2.48) is demonstrated. Figure 2.10 presents the minimization 
process of the sum of square errors function (2.45) during the ANN SE training. 
The ANN SE is trained for the 3-bus power system observed by true values of 
4 active power measurements (specified in Appendix D). The parameters for the 
estimator are chosen as Tx = 1/0.1 and c = 0.2. We used as starting weights of 
the ANN SE values obtained from a random number generator. The weights are 
adjusted using dynamical systems (2.49) and (2.50) with time constants Ty= 1/0.01 
and Tw = 1/0.001. The evolution of the complete dynamical system (estimator + 
learning) in the state space (X) is shown in Figures 2.11 and 2.12. The evolution in 
the space of weights (W) is shown in Figure 2.13. The final values obtained for the 
weight matrix are 
w 1 = - ( 3.4362 1.2685 ) . 
1.2685 2.6308 
The performance of the synthesized ANN SE is tested on the same power system, 
but now all of the existing four active power measurements are corrupted with 
normally distributed random errors with(}'= 0.lpu. The results are obtained for 40 
samples of measurements and shown on the contour plot of the mean error function 
E[J (X)] (Figure 2.14), where E[J (X)] is the function (2.25). The interval between 
two samples is 6.t = 1 time unit. Note that if we repeat the learning process with 
the same parameters but different starting weights (randomly obtained) the result 
is completely different 
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The filtering performance of the ANN SE with new set of weights is improved, as 
shown in Figure 2.15. For the first set of weights W 1 the sensitivity measure is 
equal to S = 0.2231 and for the second one W 2 equal to S = 0.1562. This confirms 
the results obtained in simulation. The sensitivity of the ANN SE output on white 
sequence measurement errors depends on the ANN SE weights. 
2.4 ANN State Estimator with Hopfield-style Dynamic 
2.4.l Formulation of the Method 
In order to develop the Hopfield ANN for state estimation, the quadratic error 
function (2.14) is expanded into [45] 
(2.52) 
where f (·) is the hyperbolic-tangent function and it is defined in the expression 
(2.39). The elements of the weight matrix W will not correspond directly to H, 
-0·2 ,---.,...tru_,.e.,..-va-rlu-e---.--------~,------~ 
-0.4 -~ --~ ---:S~l~:t:d_ ~~: ~ -----------
I 
__________ J ____________ L __________ _ 
I I -0.6 
S' 
~-0.8 __________ J ____________ L ___________ _ I I 
-1 __________ J ____________ L------------1 I 
-1.2 ----------J------------L------------1 I 
-1.4'----------'--------'---------' 
0 500 1000 1500 
time step 
Figure 2.11: Time evolution of the state x1 during ANN SE learning 
S' 
0.5 
I 
I 
I 
I 
I 
I I 
-----------,------------r------------
' 
0 -----------~------------~-----------
~ -o.5 -true \ralue - - - - - ~ - - - - - - - - - - - - ~ - - - - - - - - - - -
)( 
estimated• value 
-1 ~ - - - - - - - - - - -:- - - - - - - - - - - - ~ - - - - - - - - - - - -
I I 
-1.5 ---------J------------L-----------1 I 
-2'--------.l-______ ...._ ______ _, 
0 500 1000 1500 
time step 
Figure 2.12: Time evolution of the state x2 during ANN SE learning 
61 
-1 - - - - .. - - - - .. - - - - ----+-----4"----
I I I I 
..... I N I I 
----"------"----~ 0 ~ -2 ----+------"----
' I 
I 
-3 ---L-----'----
-1 L----.1----
1 
-4 -2'--~~~~~~~~ 
0 500 1000 1500 0 500 1000 1500 
time step time step 
2 
----+-----·----
0 ____ ._ ____ _, ___ _ 
I I I I 
~ I 0 ----"------"----
v_\.. I 
-1 1. ____ .i ____ 
I N 
~ -1 
-2 
----"-----·----
' I 
----L----.1----
1 I 
I 
-3~~~~~~~~~ 
500 1000 1500 0 500 1000 1500 
time step time step 
Figure 2.13: Time evolution of the weights during the ANN SE learning 
-0.3 
-0.4 
-0.5 
~-0.6 
N 
)( 
-0.7 
-0.8 
-0.9 
0.3 
-1'--~~~~~~_.._~~~~~~-'-~~~~~---= 
-0.4 -0.3 -0.2 
x1 [pu] 
.3 
Figure 2.14: The ANN SE simulation result for Tx = 1/0.1, c = 0.2, and W 1 
62 
63 
0.3 
I I 
-0.3 ------~------------~-----------
' I 
I ------''--~0.1 
-0.4 
I 
---,------------~--------
' 0.©4 
I 
-0.5 
-0.6 
-0.7 
-0.8 
~-'------~· 
-Q9 -----------J------------L----------1 I 0 
I I 
I 
-1~----~----_._ ____ .........,, 
.3 
-0.4 -0.3 -0.2 
Figure 2.15: The ANN SE simulation result for Tx = 1/0.1, c = 0.2, and W 2 
as in Eq. (2.14). The weights will have to be determined by using an appropriate 
learning technique. 
The Hopfield ANN SE can be obtained by applying the following dynamic ANN 
system for minimizing JH (.6.X) [45) 
du 
Tx dt = -VxJH (.6.X), (2.53) 
.6.X = f (u). 
The evolution in time of the dynamic ANN system (2.53) can, similarly to Eq. (2.12), 
be described by taking the time derivative of the error function JH (.6.X) 
dJH (.6.X) = t 8JH (.6.X) d (Llxi) = -Tx t f' (ui) (dui) 2 (2.54) 
dt i=l a (L'.lxi) dt i=l dt 
where the last equality follows from equation (2.53). Note that the condition wr = 
W have to be fulfilled [45). The derivative of the hyperbolic-tangent function (2.39) 
is 
(2.55) 
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Figure 2.16: Derivative of the hyperbolic-tangent function f (u); c - slope constant 
The function is shown in Figure 2.16 for Lu = 1 and L1 = -1. Hence, we obtained 
that dJH (AX) /dt ~ 0. Thus, if Wis symmetric, the dynamic system (2.53) will 
reach a fixed equilibrium point. 
The Hopfield network can be derived according to Eqs. (2.53) and (2.52) 
(2.56) 
Rather than using the above form of the Hopfield network it has heel'}- found conve-
nient to transform these equations into the form 
(2.57) 
This is a Continuous Time Recurrent Neural Network (CTRNN) [45][49]. The struc-
ture of a CTRNN is similar to the network shown in Figure 2.1. The transformation 
from the Hopfield network (2.56) into the CTRNN is done by a simple transfor-
mation u =WAX+ U [49]. In the CTRNN model, used as an ANN SE, we can 
not directly apply the known power network parameters in calculating the CTRNN 
parameters. The analytical approach is not possible. The synthetic approach is 
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the only possible way of designing the ANN SE for specific estimation problems. A 
CTRNN parameters could be determined by using the Real Time Recurrent Learning 
(RTRL) procedure [49). The RTRL method for a CTRNN estimator is presented 
further on in this section. 
2.4.2 Sensitivity Analysis 
Many different sets of connection weights and parameters of the activation func-
tion can realize input-output mapping in an ANN SE with a Hopfield-style dynamic 
used in tracking estimation. The formula for calculation of the sensitivity index, 
which gives the statistical sensitivity of the estimation error versus the measure-
ment errors (input perturbations) is 
(2.58) 
where Si is the i-th component of the sensitivity vector. Based on definition (2.41) 
the approximate formula for calculating the sensitivity vector is derived in Appendix 
B 
S= (2.59) 
where D..t is the sampling interval. The approximative formula (2.59) is derived by 
assuming that for the measurement errors the covariance matrix R = a 21 applies. 
From formula (2.59) we can conclude that the filtering performance of an ANN 
SE with Hopfield-style dynamic will improve if we reduce the sampling interval D..t, 
the slope constant c or the activation function limit L. Conversely, reducing the 
time constant Tx will speed up the response of an ANN SE, and will degrade the 
filtering performance. The sensitivity index also depends on weights obtained after 
learning. 
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2.4.3 Real Time Recurrent Learning 
The Real Time Recurrent Learning (RTRL) method provides the basis for the 
synthetic design of an ANN SE with Hopfield-style dynamic (CTRNN). In the same 
way as in Paragraph 2.3.6 the RTRL method for CTRNN is derived in Appendix C 
using the ANN steepest descent dynamic system (2.47) for minimization of the objec-
tive function (2.45). The complete dynamic system for an ANN SE with Hopfield-
style dynamic (2.57) and including RTRL is 
i = 1 .. . n, (2.60) 
i = 1 .. . n, (2.61) 
i,j = 1 ... n. (2.62) 
As for the steepest descent version presented in Paragraph 2.3.6, the CTRNN, 
together with RTRL, evolve at the same time in the space of activations (state 
space) and in the space of weights (parameter space). The evolution in the state 
space is determined by CTRNN dynamics (2.60), and in the parameter space by 
RTRL dynamics (2.61) and (2.62) [49]. The time constants Tx, Ty, and Tw must 
satisfy Eq. (2.51). 
2.5 Implementation 
2.5.1 Continuous-Time ANN State Estimator 
A way of achieving real-time operation of the ANN SE would be to map the 
ANN structure and weights into hardware (51]. A short outline of hardware imple-
mentation of an ANN SE with Hopfield style dynamic is presented here (76]. The 
hardware implementation of steepest descent style ANN SE is very similar, and is 
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Figure 2.17: Neuron circuit 
discussed in Ref. [52)[53). The activation unit (neuron) i,' of the ANN SE is com-
posed of the circuit shown in Figure 2.17. The symbols in Figure 2.17 have the 
following meanings: ui is the activation input voltage, Yi is the output voltage, and 
the operational amplifier has the hyperbolic-tangent transfer function .Yi = fi (ui)· 
The input of each unit is connected to the ground with a resistor r in parallel with 
capacitor C, and the output of unit j is connected to the input of unit i with a 
resistor Ri. The equation for the neuron i is 
or equivalently 
where 
dui n 
-r·- = -u· + '°' W:··f· (u ·) i dt i ~ 1] J J , ]=l 
1 1 n 1 
---+2:-R - r i=l Ri' 
R 
Wij = Ri. 
(2.63) 
(2.64) 
(2.65) 
(2.66) 
(2.67) 
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If we add an external input to the activation unit i equation (2.64) is identical 
to Eq. (2.56). For any starting state the values of the ANN SE circuit settles down 
to a steady state, as proved in Paragraph 2.4.1. 
This circuit has been realized in analog VLSI technology (51][76]. The implemen-
tation involves choosing the resistances ~i to satisfy Eq. (2.67). Resistors could 
not be changed once made (76]. Another approach employed active elements ( tran-
sistors) for the connections instead of passive resistive elements. Most importantly, 
they can be programmed after fabrication, allowing the use of general purpose chips 
and the possibility of chip-in loop learning [81]. Also, it is important to make the 
connections non-volatile, so that they may retain their values even when the device 
is turned off, as covered in Ref. [55]. 
2.5.2 Discrete-Time ANN State Estimator 
Discrete-time ANN SE can be viewed as numerical discretization of continuous-
time ANN SE given by Eqs. (2.40) and (2.57). The continuous-time dynamical 
equations can be solved with the usual numerical techniques used for integrating 
differential equations (Euler or Runge-Kutta). It turns out that for the ANN SE 
the Euler method (also called first-order finite difference) suffices for convergence to 
the solution (49]. For a constant integration step f}.t, Euler's method transforms the 
system of differential equations (2.48), (2.49) and (2.50) (steepest descent dynamical 
system with RTRL equations) into a system of difference equations 
f}.xi (q) = f}.xi (q - 1) + µxfi (t Wijf}_Xj (q - 1) + Ui) , i = 1. .. n, (2.68) 
J=l 
y;(q) = y; (q - 1) + µ, (t, W;;Y; (q - 1) + T; (q)) , i = 1. .. n, (2.69) 
VVii (q) = Wii (q-1) + µwYi (q) f}.xi (q), i,j = 1 .. . n. (2.70) 
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Similarly, for the discrete form of CTRNN, so called Discrete-Time Recurrent 
Neural Network (DTRNN), with RTRL (equations (2.60), (2.61) and (2.62)) the 
difference equations are 
~Xi (q) = µxfi (t Wij~Xj (q - 1) + Ui) , i = 1 ... n, (2.71) 
J=l 
Yi (q) = µyff (t lVij~Xj (q) + Ui) (t WiiYi (q - 1) +Ti (q)) , i = 1 ... n, 
J=l J=l 
Wij (q) ="'ii (q - 1) + µwYi (q) ~Xj (q), i,j = 1. . . n. 
(2.72) 
(2. 73) 
For the solution of these difference equations to be stable, ~t must be less than Tx. 
The dynamic system (2.72) includes the derivative of the activation function, 
so it is necessary to find the formula for calculating its value. In the case of the 
hyperbolic-tangent activation function (2.39) we can write the derivative as 
(2.74) 
From formula (2.74) we can see that the value of the derivative of the function 
directly follows from the value of the function. When the upper and the lower limits 
of the activation function fi ( ·) are Lu = -Li = 1, the formula for calculating the 
derivative is further simplified to JI= c (1 - fl). 
The recursive equations developed here are used in computer simulation studies 
of different ANN SE's throughout the thesis. These equations also form the basis 
for the digital computer implementation of ANN SE. 
Chapter 3 
ANN State Estimator: Feasible Methods 
Fundamentals of the novel approach to state estimation based on the ANN theory 
have been presented in Chapter 2. Two classes of ANN SE methods have been 
proposed: ANN SE with steepest descent dynamic and ANN SE with Hopfield-
style dynamic. It is possible to make these methods more efficient for practical 
implementation by using some unique properties of the power systems (Appendix 
A). Therefore, in this chapter these properties are used in order to create practically 
feasible ANN SE methods. Simplified ANN estimators are developed for static and 
tracking modes of implementation. New methods are tested in simulation studies. 
The simulation results, together with the sensitivity analysis, are reported at the 
end of the chapter. 
3.1 Decoupled ANN State Estimator with Steepest Descent 
Dynamic 
The starting point in derivation of Decoupled ANN SE with steepest descent 
dynamic is the non-linear measurement vector function (2.1) (defining the relation 
between measurements Z and states X). Full representation of the measurement 
vector function h (X) and its derivatives H (X) = 8~<f2 are given in Appendix A. 
The state vector X of a power system consists of two subvectors: 
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• Vis the (N x 1) vector whose elements are the bus voltage magnitudes. 
• e is the (N x 1) vector whose elements are the bus voltage angles, including 
the angular reference. 
The measurement vector Z (dimension M =Mp+ MQ) can be partitioned into 
two subvectors: 
• Zp is the (Mp x 1) vector which includes active power flows Pij, and active 
power injections ~-
• ZQ is the (MQ x 1) vector which includes reactive power flows Qij, reactive 
power injections Qi and voltage magnitudes '\Ii. 
In normalized version flows ~i and Qiii and injections Pi and Qi are replaced 
by Pii/'Vi, Qii/'Vi, ~/'Vi and Qd'Vi respectively. 
The ANN SE with steepest descent dynamic, analytically developed in the 
Chapter 2, has state dependent weight matrix W and input vector U (equations 
(2.14) and (2.15)). This makes practical implementation difficult. In order to create 
state independent Wand U values, the Jacobian matrix H given by Eq. (2.7) needs 
to be approximated with a constant matrix. 
First, by using the property of weak coupling between P - V and Q - () in power 
systems (10] the Jacobian matrix His approximated as 
H = ( Hpe 0 ) ' 
0 HQv 
(3.1) 
where the dimensions of submatrices are Hpe - (Mp x N) and HQv - (MQ x N). 
Second, the additional approximations are introduced to create Hpe and HQv con-
stant (state independent) matrices. These approximations are described in Appendix 
A. 
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The linearization of the measurement model, and the application of decoupling 
principle allows development of two independent neural networks 
d(~Vi) (N ) 
Tq dt = fi f; WQij~VJ + UQj ' 
where Tp and Tq are time constants, and 
Mp 
WPij = - L HPBriHPBrj, 
r=l 
Mp 
Upi = LHPBri~Zpr, 
r=l 
Mq 
WQij = - L HQVriHQVrj, 
r=l 
Mq 
UQi = L HQVri~Zqr· 
r=l 
i = l ... N, 
i = l ... N, 
According to Eq. (2.5) residuals ~zvr and ~Zqr are the elements of vectors 
and 
(3.2) 
(3.3) 
(3.4) 
(3.5) 
(3.6) 
(3.7) 
(3.8) 
(3.9) 
respectively. In the above equations the non-linear measurement vector function 
h (8, V) is divided into two sets of vector functions hp (8, V) and hQ (8, V), 
according to the active and the reactive sets of measurements (see Appendix A). 
3.1.1 Static State Estimation 
The ANN SE given by Eqs. (3.2) and (3.3) can be incorporated in the static 
state estimation algorithm in the following way: 
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1. Initialise iteration counter k = 0 and set the values of S k and V k (fl.at start). 
2. Compute the transformed residual vector AZp = R-1/ 2 (Zp - hp (Sk, V k)). 
3. Compute the input vector UPi = L:f,ti HPOji!:::.Zpj, i = 1 ... N. 
4. Compute AS from Tp d~to; = fi (2::}':1 WPijt::.Bi + UPj), i = 1 ... N 
which minimizes ANN objective function J (AS) given in Eq. (2.14). 
5. Compute Sk+i = Sk +AS. 
6. Compute the transformed residual vector AZQ = R-1/ 2 (ZQ - hQ (Sk+l, Vk)). 
7. Compute the input vector UQi = L:J!,~ HQVjil:::.Zqji i = 1 ... N. 
8. Compute AV from Tq d~tV; = fi (2::}':1 WQiit::. Vj + UQi) , i = 1 ... N 
which minimizes ANN objective function J (AV) given in Eq. (2.14). 
9. Compute Vk+l = Vk +AV. 
10. If AS and AV are smaller than threshold, then stop. 
11. k = k + 1, go to 2. 
This algorithm calculates the state of a power system by using only one sample of 
measurements. The performance of the algorithm is tested in the simulation study. 
The results and discussions are presented further on in this chapter. 
3.1.2 Tracking State Estimation 
Tracking state estimation is based on the assumption that the power system state 
vector X does not change or that it changes very slowly between two consecutive 
sample measurements, q and q + 1 respectively. The initial values for the tracking 
algorithm at the sample q + 1 are the estimates X(q) at the previous sample q. 
The application of ANN estimators given by Eqs. (3.2) and (3.3) is straightfor-
ward. For each new measurement sample we need to calculate the residuals (3.8), 
and then to minimize the objective function of the ANN SE represented in equations 
(3.2) and (3.3). The active ANN given by Eq. (3.2) and the reactive ANN given 
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by Eq. (3.3) can operate in sequential or in parallel mode. The sequential mode is 
the same as in the static case, i.e. the result of the active ANN is used immediately 
as an input to the reactive ANN. In the parallel mode active and reactive networks 
process a sample of measurements independently (the result of active network is 
not used as an immediate input to the reactive network). Parallel operation can 
increase the speed of computation. However, most of the computing time is used to 
calculate the residuals given by Eqs. (3.8) and (3.9). To speed up the computation, 
the residuals can be calculated as a difference between two consecutive samples, i.e. 
AZp = Zp(q + 1) - Zp(q), (3.10) 
and 
(3.11) 
The ANN SE speed of processing is controlled by the time constants Tp and 
Tq, associated with active and reactive networks, respectively. In the static state 
estimation only one sample of measurements is processed and it is possible to increase 
the speed of calculation by using small time constants (for example 10-6s). In 
tracking state estimation, the ANN SE uses more than one sample of measurements, 
so that the processing time is longer than in the static case. The time constants 
Tp and Tq are always larger than the time constant of the sample fluctuation T8 • 
In fact, the result of the tracking estimator is obtained from the measurements 
averaged over a number of samples. The larger values for the time constants Tp and 
Tq implies a larger number of samples to be processed for one estimate. The evident 
advantage of the tracking state estimation is improved filtering of the Gaussian 
noise. The hyperbolic-tangent activation function (with properly chosen limits and 
slope constant) can also improve the filtering of the ANN SE in tracking mode of 
operation, as shown in the simulation study presented further on in this chapter. 
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3.2 Decoupled ANN State Estimator with Hopfield-style 
Dynamic 
The Continuous Time Recurrent Neural Network (CTRNN) (2.57),which is one 
version of the Hopfield-style ANN, can be used as a power system state estimator. 
This was shown in Chapter 2. The weights in CTRNN do not correspond directly to 
the approximated Jacobian matrix (3.1), as in the steepest descent ANN SE. The 
Real Time Recurrent Learning (RTRL) method, presented in Chapter 2 (equations 
(2.61) and (2.62)) has to be used for learning the weights. Assuming weak coupling 
between P - V and Q - () in the power system model [10], the weight matrix 
is decoupled into active and reactive parts. The complete set of decoupled ANN 
equations (including RTRL) is: 
• P() (active) ANN with corresponding RTRL ANN 
d~()i ( N ) 
,.,.. - = -~(). + f· "° Wp··~O· +Up· Ip dt 1 t ~ t} J t ) 
J=l 
i = l ... N, 
T. dypi =-y ·+f~ (~Wp··~O-+Up·) (~Wp··y ·+Tp·) Y dt pi i  iJ J i  Ji pJ i , 
J=l J=l 
i,j = 1 .. . N, 
• QV (reactive) ANN with corresponding RTRL ANN 
i = l ... N, 
i,j = 1. .. N. 
(3.12) 
i = l ... N, 
(3.13) 
(3.14) 
(3.15) 
i = l ... N, 
(3.16) 
(3.17) 
L -- -
The inputs to P() and QV ANN SE (Eqs. (3.12) and (3.15)) are 
and 
Mp 
Upi = L Hp(Jjib.Zpj, 
j=l 
MQ 
UQi = L HQVjib.Zqj· 
j=l 
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(3.18) 
(3.19) 
The matrices Hp9 and HQv are constant matrices, and are given in Appendix A. 
The inputs TPi and TQi to RTRL networks (Eqs. (3.13) and (3.16)) are (Appendix 
C, Eq. (C.17)): 
(3.20) 
and 
(3.21) 
where Ppi and Pqi are the weights, and r Pi and r qj are the measurement residuals. 
0;;.i and 0;~i are the elements of the Jacobian matrix given in Appendix A. The 
approximated constant values for 0;;.i and 0;~i in matrices Hp9 and HQv also can 
be used in the Decoupled ANN SE. They are given in Appendix A. 
Synthesis of the estimator for a specific power system and range of operations of 
that system is the first necessary step in using the CTRNN estimator. The RTRL 
algorithm, implemented on an ANN, has to be used to learn the weights of the 
CTRNN estimator. Learning can be performed off-line on simulated data. The 
second step is the application of the synthesized CTRNN in state estimation. 
Similar to the steepest descent ANN SE, the CTRNN estimator given by Eqs. 
(3.12) and (3.15) can be used both in the static and the tracking mode of operation. 
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3.3 Simulation Study 
3.3.1 Static State Estimation 
The IEEE 14-bus power system is used for the simulation study of the Decou-
pled ANN SE with steepest descent dynamic used in static state estimation. The 
algorithm was presented in Section 3.1.1. Power system parameter data, initial 
values and metering locations are given in Appendix D. First, we solve the load 
flow problem for initial load values. The obtained results are used in order to find 
measurement values. The measurement set is composed of 30 active and 30 reactive 
power measurements, and 7 voltage magnitude measurements, as shown in Appendix 
D. Measurement errors are simulated as normally distributed random values with 
standard deviations 0.007pu for voltage magnitude, and 0.02pu for power measure-
ments. The Runge-Kutta method is used to simulate ANN in steps 4 and 8 of the 
algorithm. The simulation program is written in MATLAB. The simulation CPU 
time on PC486, 66MHz was 256s. From the results of the simulation we plot the 
time evolution of the voltage phase angle and the voltage magnitude at node 2 in 
Figures 3.1 and 3.2 respectively. 
The algorithm converged in three iteration steps. At each iteration step the 
objective functions of active ANN, and reactive ANN are minimized. Sequential 
operation of the active and the reactive networks creates sudden jumps in angle 
and magnitude values during computation, as shown in Figures 3.1 and 3.2. The 
activation function for all nodes in both networks is the same: the hyperbolic-tangent 
with the parameters Lu = - L1 = 1 and c = 1. 
It is possible to implement the active and the reactive networks by using the 
neuron circuit from Figure 2.17 for each of the activation nodes. If the neuron 
resistance R = lkO and capacitance C = lnF are used, the time constants become 
Tp = Tq = 10-6s. The time constants are calculated by using equation (2.65). If 
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Figure 3.2: Time evolution of the voltage magnitude at node 2 
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such a hardware is used in this example, the unit for time in Figures 3.1 and 3.2 
will be 10-6s. It can be predicted that the speed of computation for the steps 4 
and 8 will be 3µs on analog ANN hardwan:!. The computation speed is the same 
for larger problems because the neurons are operating in parallel. However, to find 
the total computing time we need to take into account the time needed for steps 2, 
3, 6 and 7 of the algorithm (calculation of the residuals). We can estimate that the 
total computing time on analog ANN hardware will be in a range of few ms. 
3.3.2 Tracking State Estimation 
The tracking state estimation algorithm based on ANN SE (steepest descent and 
Hopfield-style versions), presented at the beginning of this chapter, is compared with 
the tracking Fast Decoupled State Estimator (FDSE) (78). The IEEE 14-bus test 
system was used in the simulation study. All detail of the power system and the 
measurements (a total of 67 measurements) are given in Appendix D. 
The simulation study is done over 35 time-sample intervals. All loads vary with 
the same pattern, as shown in Figure 3.3. For each load, the active power and 
the reactive power for the sample q are given with P (q) = sP1 and Q (q) = sQ1 
respectively, where s is the rate of change. The initial values P1 and Q 1 are given in 
Appendix D. 
The load pattern consists of a slowly varying part (from q = 1 to q = 30) and 
a sudden change in the operating point (from q = 30 to q = 32). Such a pattern 
corresponds to conditions encountered in a power system. 
Exact values of the measurements have been calculated by running successive 
load flows for each change of load. Measurement errors with the specification 
• a= 0.007pu for voltage magnitude measurements, and 
• a= 0.02pu for power measurements, 
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Figure 3.3: Load pattern s(q); P(q) = s(q)P1 and Q(q) = s(q)Q1; P1 and Q1 are 
initial values 
have been simulated by using a random number generator, and were then added 
to the measurements for each sample. 
In this simulation study the filtering performance of a tracking ANN SE is 
assessed by using the performance index given in the following formula: 
(3.22) 
where zT, zff and zf are the true, measured and estimated values of the i - th mea-
surement. The numerator of the performance index indicates how close the estimated 
values are to the true values, and the denominator shows the level of uncertainty 
of the measurements. In the case of good filtering, the performance index should 
always be smaller than one. According to the P, Q, V and (} measurements and for-
mula (3.22), the following indices are introduced: Plp,PJQ,Plv and PI9 . All of 
these indices have been calculated for each sample and then averaged over 30 samples 
(slow varying operating point) and over 35 samples (including the sudden change of 
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the operating point). The standard deviation of the error in angle estimation (a8 ) 
and the standard deviation of the error in voltage magnitude estimation (av) have 
been computed from simulated data (for two cases: 30 and 35 samples). 
In this study we compare the performance of tracking FDSE and ANN based 
tracking state estimation (steepest descent and Hopfield-style versions) in the fol-
lowing modes of operation: 
• Method 1 - sequential calculation of active and reactive ANN; 
• Method 2 - parallel calculation of active and reactive networks; measurement 
residuals are calculated using equations (3.8) and (3.9); 
• Method 3 - parallel and completely independent calculation of active and 
reactive networks; measurement residuals are calculated using equations (3.10). 
The continuous time ANN SE is transformed to the discrete time ANN SE, 
as given in the Section 2.5.2. The simulations were performed by using discrete 
ANN SE methods. For the gain constants of the discrete models we use µP = 1 and 
µq = 1 (time constants: Tp = Tq = 1). The limits of the hyperbolic tangent activation 
functions in all examples are chosen to be Lv. = - L1 = 0.02. All simulation programs 
are written in MATLAB. 
ANN SE with Steepest Descent Dynamic versus Tracking FDSE 
In Tables 3.1, 3.2, and 3.3 the results of the simulation of ANN SE with steepest 
descent dynamic in tracking mode of operation, and the simulation of tracking FDSE 
are summarized. The hyperbolic tangent activation function slope constants used 
are co = 50 (for active ANN) and cv = 25 (for reactive ANN). The CPU times 
for processing one sample of measurements on PC486, 66MHz are as follows: 2.6s -
tracking FDSE, 2.9s - Method 1, 2.5s - Method 2, l.9s - Method 3. 
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Plp35 Plp30 Plo35 Plo30 
Tracking FDSE 0.7477 0.7002 0.5302 0.5473 
Method 1 *0.7389 0.7075 0.3706 0.3884 
**0.6537 0.6227 0.3678 0.3775 
Method 2 *0.7714 0.738 0.3031 0.3055 
**0.6072 0.5759 0.3678 0.3775 
Method 3 *0.9281 0.8206 0.3785 0.3778 
**0.7778 0.6913 0.3984 0.3654 
Table 3.1: Performance of the ANN SE with steepest descent dynamic compared 
to FDLF - Performance indices for active measurement set (* linear activation and 
**hyperbolic tangent activation) 
PIQ35 PIQ30 Plv35 Plv30 
Tracking FDSE 0.6238 0.6265 0.531 0.5267 
Method 1 *0.6136 0.6136 0.5537 0.543 
**0.3965 0.3899 0.251 0.2537 
Method 2 *0.7172 0.724 0.6015 0.6022 
**0.481 0.4749 0.3415 0.3415 
Method 3 *l.1037 1.0028 0.587 0.5551 
**0.9264 0.7977 0.4127 0.3632 
Table 3.2: Performance of the ANN SE with steepest descent dynamic compared 
to FDLF- Performance indices for reactive measurement set(* linear activation and 
**hyperbolic tangent activation) 
ao35 ao30 av35 av30 
Tracking FDSE 0.0032 0.0031 0.0039 0.0037 
Method 1 *0.0029 0.0029 0.0034 0.0033 
**0.0029 0.0029 0.0016 0.0016 
Method 2 *0.0034 0.0031 0.0035 0.0036 
**0.0031 0.0031 0.0021 0.0021 
Method 3 *0.0036 0.0035 0.0037 0.0034 
**0.0036 0.0032 0.0039 0.003 
Table 3.3: Standard deviations of state estimate errors (*linear activation and ** 
hyperbolic tangent activation) 
-· - ·~ - ··------- ~ -· . ~----~·-~- - -- -~----:-:-'_:-') ~·"' ~ -----
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From the presented results we conclude that the ANN State Estimator (Method 
1) with steepest descent dynamic gives better results in terms of filtering of white 
noise, as compared to the tracking FDSE. Filtering characteristic of the ANN State 
Estimator can be further improved by using larger time constants. Then the response 
of ANN is slower and more samples of measurements are averaged for one estimate. 
During the moments of sudden change of the operating point, slow response of ANN 
SE is not a desirable characteristic. A few different time constants can be used for 
the ANN SE, depending on the rate of change of load in the daily load cycle. 
The simulation results show that the hyperbolic tangent activation function can 
improve the filtering performance of the ANN State Estimator. The upper and the 
lower limits control the maximum change per one sample. The slope constant can 
also influence the performance. In the presented simulation study the slope con-
stants were large, so that the activation waS close to the hard limiting non-linearity. 
Sensitivity analysis presented in the next section demonstrates the influence of the 
slope constant on filtering performance of an ANN SE. 
The ANN State Estimator (Method 3) with hyperbolic tangent activation func-
tion produces acceptable filtering performance, and it is the fastest computation 
technique on sequential and parallel hardware. However, the result tends to degen-
erate in the case of a rapid change in operating point. Then Method 1 or Method 
2 should be used. 
ANN SE with Hopfield-style Dynamic versus Tracking FDSE 
In Tables 3.4, 3.5, and 3.6 the results of the simulation study of ANN SE with 
Hopfield-style dynamic ( CTRNN) in the tracking mode of operation are summarized, 
and compared to the tracking FDSE. In this study the hyperbolic tangent activa-
tion was used. The activation function slope constants are c8 = 1 (for active ANN) 
and cv = 1 (for reactive ANN). Before we tested the estimator the weights have 
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Plp35 Plp30 Pio35 Pio30 
Tracking FDSE 0.7477 0.7002 0.5302 0.5473 
Method 1 0.4274 0.415 0.2558 0.2648 
Method 2 0.8957 0.7493 0.8176 0.5377 
Method 3 3.0729 2.3801 2.5386 2.1569 
Table 3.4: Performance of the CTRNN State Estimator; Performance indices for 
active measurement set 
PIQ35 PIQ30 Plv35 Plv30 
Tracking FDSE 0.6238 0.6265 0.531 0.5267 
Method 1 0.3533 0.3112 0.2573 0.2553 
Method 2 0.4725 0.3967 0.2649 0.2483 
Method 3 1.2956 1.0133 0.3367 0.2140 
Table 3.5: Performance of the CTRNN State Estimator; Performance indices of 
reactive measurement set 
been found through the learning process by using the RTRL technique. The pro-
gram for RTRL is written in MATLAB. Learning has been performed on simulated 
data (obtained through load fl.ow calculation) for all 35 time-samples covering the 
load change shown in Figure 3.3. The active and the reactive networks are learned 
sequentially (Method 1). The sum of square errors between CTRNN estimator 
output and specified true values is minimized to 1.58 x 10-5 (for active ANN), and 
4.6 x 10-5 (for reactive ANN) over 35 operating points. The CPU time for learning 
on PC486, 66MHz was 1762s. The estimator is trained for these 35 points covering 
the range of operation, and can not be used for some other values out of that range 
without previous re-training (adaptation). The RTRL technique is computationally 
intensive and very slow on sequential hardware. However, the RTRL method is 
designed for parallel implementation on special-purpose hardware [51]. With such 
a hardware the learning is more efficient, and the method can be utilized in on-line 
weights adaptation. 
The results presented in Tables 3.4, 3.5, and 3.6 indicate that CTRNN estimator 
(Method 1) has a better filtering performance compared to the tracking FDSE. 
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cro35 cro30 cry35 cry30 
'!racking FDSE 0.0032 0.0031 0.0039 0.0037 
Method 1 0.003 0.003 0.0017 0.0016 
Method 2 0.0043 0.0025 0.0021 0.0017 
Method 3 0.0204 0.014 0.0058 0.0042 
Table 3.6: CTRNN State Estimator: Standard deviations of the estimation errors 
The simulation times are the same as times mentioned in the previous section for 
steepest descent ANN SE and tracking FDSE. 
In this study the learning has been done assuming Method 1. This is the 
reason why Method 2 and Method 3 are not giving good results (some of the 
performance indices are larger than one). However, it is possible to train active 
and reactive networks using these two methods, and then reach acceptable filtering 
performance. 
ANN SE with Steepest Descent Dynamic versus ANN SE with Hopfield-style 
dynamic 
In this section, tracking estimators with steepest descent dynamic and Hopfield-
style dynamic ( CTRNN) in sequential mode of operation (Method 1) are compared 
by using the performance index (3.22) and sensitivity measure. For the calculation of 
the sensitivity measure in the steepest descent type of ANN estimator we use formula 
(B.43); for Hopfield-style ANN estimator we use formula (B.49). The Hopfield-style 
ANN SE with slope constants co = Cy = 1 was learned before. Now we again 
learn the same ANN SE but for slope constants c0 = cy = 0.5 and for 35 different 
conditions given by the load pattern represented in Figure 3.3. In the learning phase 
we use measurements that are not corrupted by errors. In the learning process the 
sum of square errors for active and reactive ANN estimators is minimized to 10-5 . 
In the learning phase and simulations we used the gain constants µP = µq = 1, 
and activation function limits Lu = -L1 = 0.02. The results (performance indices: 
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active measurements reactive .measurements 
Sp Plp30 SQ PIQ30 
steepest Co= 1 0.2236 0.1299 Co = 1 0.1581 0.0912 descent cv = 1 cv = 1 
dynamic Co 0.5 0.0707 0.0186 Co= 0.5 0.05 0.0118 
cv = 0.5 cv = 0.5 
Sp Plp30 SQ PIQ30 
Hopfield-style Co 1 0.2772 0.415 Co= 1 0.2531 0.3112 dynamic cv = 1 cv = 1 
(CTRNN) C9 0.5 0.1942 0.2606 Co= 0.5 0.1774 0.1962 
cv 0.5 cv = 0.5 
Table 3. 7: Sensitivity measure and performance index for ANN SE 
PI p30 and PI Q30; and sensitivity measures: Sp and Sq) are summarized in Table 
3. 7. The simulation CPU times are mentioned in the previous two sections. 
For this case the results indicate that the ANN SE with steepest descent dynamic 
has a better filtering performance compared to the ANN SE with Hopfield-style 
dynamic. We conclude the following: 
• The sensitivity measure corresponds to the performance index of the ANN SE 
(steepest descent and Hopfield-style versions) in tracking mode of operation 
when the measurement errors are small and modelled as a white noise sequence. 
• The ANN SE (steepest descent and Hopfield-style versions) in ·tracking mode 
of operation with smaller slope constant is less sensitive to white noise errors 
in the measurements. 
• It is possible to use the sensitivity measures in an ANN SE (steepest descent 
and Hopfield-style versions) design to predict the performance for different sets 
of weights and different parameters of the activation function. 
Chapter 4 
Phasor Angle Measurements 
It is presumed that the voltage phasor angle measurements used together with 
voltage magnitude, active and reactive power fl.ow and injection measurements would 
improve the performance of Decoupled ANN SE (Eqs. (3.2) and (3.3)). For the 
voltage phasor angle measurements a special instrument, the so called Phasor Mea-
surement Unit (PMU), is used (82]. In the first section of this chapter an overview of 
the PMU instrument is presented. There are a few alternatives in which the phasor 
angle measurements could be used in a Decoupled ANN SE. These alternatives are 
discussed in the following subsections. At the end of the chapter the results of the 
sensitivity analysis and the simulation study are presented. These results clearly 
show the benefits of using phasor angle measurements in the ANN SE. 
4.1 Phasor Measurement Unit 
4.1.1 Design and Operation 
Design of the PMU is completely different to the classical measuring element 
[70]. The main functional blocks of a PMU are [83]: 
• Input signal conditioning circuit (interfaced with a CT and a VT). 
• Analog to digital (A/D) converters. 
• Master clock generator and Global Positioning System (GPS) receiver. 
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• Host processor. 
• Communication interface. 
In the classical measuring systems transducer designs are based on analog tech-
niques [70]. The PMU technology uses a different approach; the signal conditioning 
circuit interfaces directly to the VT and CT. It performs current to voltage conver-
sion, and creates voltage signals (using insulation transformers) suitable for conver-
sion to the digital form. It also does the required filtering at the Nyquist rate. Then 
the phasor values (magnitude and angle) of positive sequence voltage and current, 
as well as MW and MVAr, are calculated in software run by the host processor of 
the instrument. 
The most recent design makes use of a high quality active instrumentation ampli-
fier followed directly by the A/D converter [83]. Isolation is achieved by optical 
coupling of the A/D outputs and control signals. Power is supplied to the "live" 
circuit by means of an isolated switch mode power supply. This design achieves 
a minimum, common mode rejection ratio of roughly 90 dB across the operating 
spectrum, and an A/D converter dynamic range in access of 80 dB. This excellent 
signal conditioning quality is very important for the applications when voltage and 
current signal measurements during the dynamic response of a power system are 
required. The ANN SE using parallel hardware, in analog (Section 2.5.1) or digital 
(Section 2.5.2) form, is capable of tracking the dynamic response of a power system 
in real-time. However, this quality of signal conditioning is not necessary when the 
ANN SE operates in the static mode, calculating state estimates every few minutes 
from available snapshot of the measurements. 
After conditioning, voltage and current input signals are sampled (usually 12 or 
20 samples per cycle of the fundamental frequency) by using a GPS co-ordinated 
clock. Each sample will receive a time-tag from the GPS receiver. These tags are 
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used to synchronize the measurements received from the PMU's across the power 
network. 
PMU technology provides automatic transformation of the sampled time-domain 
measurements into a frequency domain. The transformation takes the samples of 
voltages and currents from all three phases into the positive sequence values. One 
transformation used in the existing instrument [83] is the recursive Discrete Fourier 
Transform (DFT) [82]. There are other transformations available. The comparison 
study of these transformations is available in reference [84]. The recursive DFT 
algorithm calculates positive sequence, fundamental frequency voltage and current 
phasors for each sample of measurements. By using these phasors the local fun-
damental frequency, and the rate of change of the fundamental frequency can be 
calculated. The rate of change of magnitude and phasor angle is also available. 
Recursive DFT is developed from the full cycle DFT. It means that the trans-
formation will filter out harmonics (and DC offsets) and give as an output only a 
fundamental frequency. It is clear that the algorithm will need a full cycle to recover 
after a switching disturbance. A sudden change of phasor angle is possible during 
switching transients. The algorithm needs to be initialized again after switching 
transients. This should be done simultaneously for all PMU's in the network. 
A large error in the result of the recursive DFT is possible during large excursions 
of local fundamental frequency ( ±5H z). In this situation results need to be corrected 
which requires an additional computation and a resultant slower response. For more 
common excursions of ±lH z the errors can be safely ignored. 
4.1.2 Measurement Errors 
In general, the accuracy of the power system measurements depends on: 
• the accuracy of the voltage and current transformers and transducers used, 
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• the accuracy of the analog to digital equipment used, 
• the level of harmonics present, 
• the level of imbalance, resulting from untransposed transmission lines and/or 
unbalanced loads. 
The errors in current and voltage instrument transformers are present in both 
the classical measuring elements and in the PMU technology. These errors can be 
minimized through calibration [70]. 
Any harmonic interference present in the power system will affect the accuracy 
of the RMS voltage, and active and reactive power measurements obtained from the 
classical analog transducers based on rectification of AC signals. This is not the case 
with the PMU technology where recursive DFT filters out harmonics. 
The single phase (positive sequence) network model, used by an ANN SE, 
assumes that no imbalance exists and that the three phase system can be repre-
sented by a single phase equivalent. In practice, power systems are unbalanced, 
when the transmission lines are untransposed and the loads not balanced. It is 
common that a large number of voltage measurements are detected as being faulty, 
while only a few faulty active and reactive power measurements are ?etected. This 
problem is due to the power system imbalance. Usually only one voltage (from 
one phase) is sent to the control centre, whereas the active and reactive power 
measurements are obtained from different combinations of voltages and currents 
from two or three phases. The PMU technology helps in solving the problem with 
unbalanced system state estimation by using sequence component transformation 
on all three phase voltages and currents. The positive, negative and zero sequence 
measurements are the outputs from PMU to be used in state estimation algorithm 
which must use power system model for all three sequences. 
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The error model used for classical RMS measurements assumes an error that 
depends upon both the magnitude of the measurement and the full-scale value of 
the instrument. The phasor measurements error model depends on full-scale rating 
and A/D resolution. For example, if the full-scale input is 1.5 times the nominal 
input and a 1 % maximal error is required, the minimum A/D resolution should be 
9 bits. For line current measurements the full-scale rating can be large (3 times the 
nominal). In that case, for a 1% accuracy, the A/D resolution should be 13 bits. 
For phasor angle measurements a tenth of a degree, at the power system frequency 
provides sufficient accuracy. This can be achieved with the lµs accuracy available 
from GPS receivers. Errors in system synchronization, sampling, and data window 
all must be included. In order to complete the error model CT and VT errors, and 
anti-aliasing errors need to be added. All these small errors are modeled as normally 
distributed random values with a known standard deviation. 
4.2 Use of Absolute Voltage Phasor Angle Measurements 
If some bus voltage angles ()i are measured, the active measurement vector Zp 
becomes 
(4.1) 
The expanded measurement vector ( 4.1) is used as an input to the active part of the 
Decoupled ANN SE (Eq. (3.2)). The linear function relating the measured angles 
to the state variables is simply 
Modification of the Decoupled ANN SE dynamical equations (3.2) is straightforward. 
The entries of the Jacobian sub-matrix Hpo related to angle measurements are equal 
to one. A new Hpo implies a change in the weight matrix W p and input vector Up 
(Eqs. (3.4) and (3.5)). 
92 
A very important issue is referencing the voltage phasor angle measurements. 
One of the power system buses is chosen as the reference in the active ANN SE 
(Eq. (3.2)). All estimates of the voltage phasor angles at the system buses are with 
respect to this chosen reference. Direct angle measurements all have different refer-
ences, determined by the instant the sampling is initiated on PMU instruments. If 
the sampling is synchronized on all instruments, we have only one reference but this 
reference is different from the estimator reference. If direct absolute angle measure-
ments are used without dealing with the reference problem, umealistic results are 
to be expected. -
A possible solution is to install a PMU instrument at the reference bus of the 
ANN SE. The angle measured at the reference should then be subtracted from all 
the other synchronized direct angle measurements. In this solution, the failure of 
the instrument on a reference bus can be a problem. All the direct absolute angle 
measurements become useless. However, this failure is easy to detect. For example, 
detection could be based on the large difference between existing estimated angle 
values for the previous sample of measurements and all the angle measurements of 
the actual sample. In this case a simple change of reference in the ANN SE will 
solve the problem. The new reference bus should of course be equipped with a PMU 
instrument. 
Another possible way of dealing with the different references is to use the ANN 
SE and not to use, as an input, the direct absolute angle measurements. In this 
case the ANN SE produces an estimate of the voltage angles for the buses where 
the PMU instruments are installed. Direct measurement of the same angles with 
the time synchronizing reference is available from PMU instruments. The average 
difference between the measured and estimated angles is an adequate estimate of 
the difference between the two references. 
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Testing of the classical WLS Static State Estimator (Fast Decoupled algorithm) 
including the phasor angle measurements, on the IEEE 118 bus test system, is 
reported in reference (85]. The standard deviation for simulated Gaussian errors 
added to the angle measurements vary between 0.1° and 5°. A number of cases with 
different metering configurations and measurement accuracies are studied by means 
of the quasi Monte Carlo simulation. The following conclusions gained from this 
study are valid also for the Decoupled ANN SE in the static mode of operation: 
• If the angle measurements are sufficiently accurate (standard deviation less 
than 2°) improvement in the convergence speed is likely to occur (the number of 
iterations is reduced); even with larger errors in angle measurements (standard 
deviation is 5°) there are no convergence problems. 
• The angle measurements must be very accurate (standard deviation close to 
0.1°) if it is not to have an adverse effect on noise filtering when combined with 
the measurements of power flows, injections, and voltage magnitudes. 
• If the power flow measurements are replaced with voltage phasor angle mea-
surements the filtering performance of the estimator is degraded. 
• The estimator based on a large number of voltage magnitude and angle mea-
surements and just a few power flow and injection measurements will have 
only limited ability to deal with bad data in the conventional manner. On the 
other hand, because of low local redundancy, a bad measurement has no effect 
on the estimate of the remaining states of the network. 
94 
4.3 Use of Angle Difference Between Voltage Phasor Mea-
surements 
A voltage phasor angle measurement has an arbitrary chosen reference. Such a 
measurement has no physical meaning. As shown before, these measurements can 
be used directly in the ANN SE, but, the problem of different references between 
ANN estimator and angle measurements must be solved. A different approach, 
where the problems with the reference do not exist, is to use the angle difference 
between voltage phasors at both ends of transmission line or transformer. Simply 
stated, two voltage phasor angle measurements (synchronized) obtained from two 
PMU instruments are subtracted from each other. 
In this case the active measurement vector Zp becomes 
Zp = ( Pfii/Vi ~/Vi ()ij ) T 
The function relating measured phasor shift ()ii with state variables is 
()ij = ()i - ()j 
(4.2) 
The modification of the active part of Decoupled ANN SE (Eq. (3.2)) is very simple. 
There are two new entries (equal to 1 and-1) in the Jacobian sub-matrix Hpo related 
to one angle shift measurement (Appendix A). Change in Hpo implies that the weight 
matrix Wp and the input vector Up (Eqs. (3.4) and (3.4)) should be changed. 
In this approach the problem with reference does not exist. The phasor angle 
shift does not depend on reference. It is only important that the measurement 
samples of the bus voltage phasors are accurately synchronized. 
4.4 Simulation Study 
The performance of Decoupled ANN SE with steepest descent dynamic (Eqs. 
(3.2) and (3.3)) in static and tracking modes of operation (Paragraphs (3.1.1) and 
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(3.1.2)) when the voltage phasor angle shift measurements are included, is evaluated 
through simulation and sensitivity studies. The voltage phasor angle shift mea-
surement has an advantage over absolute phasor angle measurement because the 
reference problem is avoided. 
The 14-bus test system has been used in this study. All the detail on the power 
system and the set of measurements are given in Appendix D. The angle shift mea-
surements are added to the classical set of measurements. Four cases are studied in 
the following sections: 
• Case 1: 3 angle measurements; lines 1-2, 4-9, 5-6; 
• Case 2: 7 angle measurements; lines 1-2, 2-4, 2-3, 4-9, 5-6, 6-13, 10-11; 
• Case 3: 12 angle measurements; lines 1-2, 1-5, 2-3, 2-4, 2-5, 3-4, 4-5, 4-7, 4-9, 
5-6, 6-11, 6-12; 
• Case 4: 19 angle measurements; all lines. 
Measurement errors are simulated by using a random number generator with 
normal distribution, according to the specification: av = 0.007pu (voltage mag-
nitude measurements) and ap = aq = 0.02pu (active and reactive power measure-
ments). Two values are used for standard deviation of the angle shift measurements: 
a9 = 0.00174rad (0.1°) and 0.0873rad (5°). These errors are added to measurement 
values obtained from the load flow study. 
4.4.1 Static State Estimation 
Decoupled ANN SE with steepest descent dynamic is used as a static state 
estimator in the manner explained in Paragraph 3.1.1. The parameters of the 
hyperbolic-tangent activation function are: Lu= -L1 = 1 (upper and lower limits) 
and c = 1 (slope constant). The time constants Tp and Tq depend on how fast is 
96 
the hardware, on which the ANN SE is implemented. In the static state estimation 
the time constants do not influence the filtering performance; they only influence 
the estimator response time. The impact of the angle shift measurements on ANN 
SE filtering of small measurement errors is studied by calculating certain se?Sitivity 
coefficients and by simulating the ANN SE for a number of different cases. The 
results and discussions are presented in the following two subsections. 
Sensitivity study 
The state estimation sensitivity matrix (Eq. (B.30), derived in Appendix B) for 
the Case 1 (only active measurement set) and standard deviation of the angle shift 
measurements equal to 0.1° is calculated. This sensitivity matrix Pp relates the 
state estimation error and measurement error for the Decoupled ANN SE in the 
static mode or operation (Appendix B, Eq. B.28): 
e·-e = -Ppvp, 
where 8* is the vector of true states and e the vector of estimated states. One part 
of the sensitivity matrix is presented in Table 4.1. As one would expect, the angle 
estimates are most sensitive to the errors in two phasor shift measurements. The 
angle estimates are less sensitive to power injection and fl.ow measurement errors. 
If the state estimates are to be used for monitoring power fl.ow on certain lines, 
one is concerned with sensitivities of the line fl.ow estimates to the measurement 
· errors. These can be computed by using the sensitivity matrix (Eq. (B.41) given 
in Appendix B). This sensitivity matrix rP relates the weighted error between esti-
mated and true measurement with the weighted measurement error (Eq. (B.40)): 
R-~ (hp (X*) - Zp) = -rpvwp, 
where hp (X*) = Ztrue is the vector comprising the active set of true measuring 
values including flows, and Zp is the vector of estimated values. Table 4.2 presents 
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bus\measureme Pi P3 P1-2 P2-3 04_9 05_5 
8()2 0.0253 0.0006 0.0239 -0.0027 -0.0052 0.0004 
893 0.0304 -0.0621 0.0148 0.037 0.0013 0.004 
894 0.0339 -0.008 0.0086 0.0172 0.0561 0.0124 
805 0.0358 -0.0035 0.0052 0.0161 0.0308 0.0026 
806 0.0356 -0.0026 0.0054 0.0166 0.1428 0.4233 
801 0.0355 0.0027 0.0056 0.0187 0.3626 0.089 
8Bs 0.0355 0.0027 0.0056 0.0187 0.3626 0.089. 
809 0.0353 0.0003 0.006 0.0182 0.4082 0.1244 
8010 0.0353 0 0.006 0.0181 0.4467 0.1437 
8011 0.0355 -0.0013 0 173 0.2983 0.2802 
8012 0.0356 -0.0024 0.0054 0.0167 0.1739 0.3979 
8013 0.0356 -0.0022 0.0055 0.0168 0.1929 0.3824 
8014 0.0354 -0.0008 0.0058 0.0176 0.3543 0.2259 
Table 4.1: State estimation sensitivity to measurement errors for the 14-bus system 
fiow\measurement P1-2 P2-3 04_9 05-6 
8P5_1 0.0232 0.0721 0.0235 -0.002 
8Ps-2 -0.1078 0.1082 0.0352 -0.003 
8P9_4 -0.0046 0.0017 0.1076 0.0342 
8P3_4 0.0361 0.1158 -0.0545 -0.0084 
8P5_5 -0.0009 -0.002 -0.0755 -0.2873 
8P6-n -0.0016 -0.0038 -0.1329 0.1222 
Table 4.2: Active power flow sensitivity to measurement errors for the 14-bus 
network 
one part of the sensitivity matrix rp. These sensitivity coefficients show that the 
estimates of the line power flows are equally sensitive to power and angle measure-
ment errors. 
Simulation results 
The observations obtained by studying the sensitivity coefficients of the static 
ANN SE are supplemented in this section by the simulation study results. The 
simulation results were obtained by using 100 runs of the quasi Monte Carlo method. 
In this study, in order to assess the influence of the angle shift measurements on 
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the estimation quality of the ANN SE, we used three performance parameters as 
explained in this subsection. 
The first performance parameter PIP is used to assess the influence of the angle 
shift measurements on the active power fl.ow estimation. This performance param-
eter is given in the following formula 
2:~1 (Pf.E - Pf!) 2 PIP= i-1 i i 
'°'r:"PI (PfM - Pf'!')2' ui=l i i (4.3) 
where superscripts T, M, and E are the true, measured and estimated values, and 
mpf is the number of active power fl.ow measurements. The numerator of the per-
formance index indicates how close the estimated values are to the true values, and 
the denominator shows the level of uncertainty of the measurements. In the case of 
good filtering, the performance index should always be smaller than 1. The PIP 
index has been calculated for each sample of the Monte Carlo simulation. The final 
value for the PIP index is the value averaged over 100 samples. 
The estimated standard deviation &0 of the error in the bus voltage phasor angle 
estimation, averaged over all estimates is the second performance parameter. This 
parameter is obtained from the simulation results, and it is the same as the one 
calculated by using the estimation error covariance matrix (Eq. (B.32) given in 
Appendix B). The third parameter is the estimated standard deviation &wp of the 
weighted measurement estimation errors, averaged over all measurements from the 
active set. It is obtained from the simulation results. The influence of angle shift 
measurements on reactive power and voltage magnitude is negligible, and does not 
need a special study. 
The study results are summarized in four tables. Tables 4.3 and 4.4 show the 
trend of the performance index PIP (Eq. (4.3)), &0 , and &wp when we increase the 
number of angle measurements (covering all cases from 1 to 4). Two accuracy classes 
of angle measurements, 0.1° and 5° where simulated. For the same two accuracy 
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uo = 0.10 
No. of ()ii meas. 3 7 12 19 
PIP 0.6 0.5941 0.5682 0.5351 
uo 0.08° 0.074° 0.0687° 0.063° 
uwp 0.596 0.5622 0.5211 0.4881 
Table 4.3: ANN SE performance parameters; influence of the high quality phasor 
angle measurements 
uo = 5° 
No. of ()ij meas. 3 7 12 19 
PIP 0.6516 0.6366 0.6514 0.653 
uo 0.092° 0.092° 0.092° 0.092° 
uwp 0.5755 0.5145 0.4545 0.3917 
Table 4.4: ANN SE performance parameters; influence of the low quality phasor 
angle measurements 
classes we simulated the effect of removing active power measurements (while keeping 
the maximal number of the phasor shift measurements) to estimation quality. The 
results are shown in Tables 4.5 and 4.6. 
Conclusions 
From the presented results one can conclude that the angle shift measurements 
can improve filtering performance of the ANN SE with steepest descent dynamic. 
However, these measurements can degrade the performance if they" are not accu-
rate enough. For the ANN SE active fl.ow and injection measurements with enough 
redundancy are the most important for good state estimates. The angle measure-
u0 = 0.1°, all phasor shift measurements included, total No. of power meas. is 30 
No of power meas. 25 21 17 10 6 0 
uo 0.063° 0.0687° 0.074° 0.085° 0.085° 0.1146° 
owp 0.5145 0.5389 0.5653 0.6383 0.6969 0.8224 
Table 4.5: ANN SE performance parameters; influence of the active power mea-
surements reduction while the high quality phasor angle measurements are used 
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cr6 = 5°, all phasor shift measurements included, total No. of power meas. is 30 
No of power meas. 25 21 17 10 6 0 
(19 0.3552° 0.3781° 1.3178° 2.807° 4.034° 5.97° 
owp 0.4148 0.421 0.4744 0.5621 0.6647 0.8224 
Table 4.6: Static ANN SE performance parameters; influence of the active power 
measurements reduction while the low quality phase angle measurements are used 
ments should only complement (not replaced) the active flow and the injection set 
of measurements. This conclusion follows from Tables 4.5 and 4.6 where the esti-
mator performance obviously deteriorates if we take out power flow and injection 
measurements. If the number of angle measurements is large and the number of 
active power measurements low, the angle measurements need to be very accurate 
to obtain acceptable estimates. It can be seen from the simulation results that PIP 
and &w p are not as sensitive as &9 is to small measurement errors, yielding the con-
clusion that active power flow and injection estimates are not very much affected 
by low accuracy of the angle measurements (cr6 = 5°). This was also the conclusion 
from the sensitivity study. 
4.4.2 Tracking State Estimation 
This simulation study was made in order to assess the influence of the additional 
set of measurements (angle shift measurements) on the filtering performance of the 
Decoupled ANN SE with steepest descent dynamic in tracking mode of operation, 
described in Section 3.1.2. The load-flow simulation of the 14-bus power system 
was made over 35 time-sample intervals, where all loads vary with the same pattern 
as shown in Figure 3.3 (in Section 3.3.2). For each sample of measurements, the 
state estimate is obtained by sequential processing of the active (Eq. (3.2)) and the 
reactive (Eq. (3.3)) ANN estimators, the same as Method 1 presented in Section 
3.3.2. The angle shift measurements are added to the classical set of measurements. 
Two cases are studied: Case 1 and Case 4. 
101 
Pfp35 Plp30 Ple35 Ple30 
0.6573 0.6227 0.3678 0.3775 
PIQ35 PIQ30 Plv35 Plv30 
0.4065 0.3999 0.291 0.2937 
Table 4. 7: Performance of the ANN SE with steepest descent dynamic including 
angle measurements; Case 1: 3 angle measurements 
Plp35 Pfp30 Ple35 Ple30 
0.6447 0.5921 0.3058 0.3068 
PIQ35 PIQ30 Plv35 Plv30 
0.4019 0.3928 0.298 0.2928 
Table 4.8: Performance of the ANN SE with steepest descent dynamic including 
angle measurements; Case 4: 19 angle measurements 
The parameters of the ANN SE with steepest descent dynamic stay the same 
as the parameters used in the study presented in section 3.3.2: Tp = Tq = 1 (time 
constants), Lu= -L1 = 0.02 (activation function limits), ce = 50 (slope constant for 
active ANN SE), and cv = 25 (slope constant for reactive ANN SE). The simulation 
results are summarized in Table 4. 7 for Case 1, and in Table 4.8 for Case 4. 
To assess the performance of the ANN SE for these two cases we used the same 
performance indices as in Section 3.3.2. 
An increase in the number of the phasor angle shift measurements used in 
tracking ANN SE with steepest descent dynamic can improve the noise filtering. 
This is the conclusion after comparison of the results of the simulation study for 
the case where angle measurements are not used (Tables 3.1, 3.2, and 3.3 in Section 
3.3.2) with the cases where angle measurements are used (Case 1: Table 4.7 and 
Case 4: Table 4.8). 
Chapter 5 
Bad Data Processing 
If the gross measurement errors and/or model errors are present in the observa-
tion equation (2.1), the ANN State Estimator will give erroneous results. In this 
chapter we use the relationship between the errors and the measurement residual 
vector in order to adapt the weights of the ANN estimator and to automatically cor-
rect the errors in the estimated state. The Real Time Recurrent Learning (RTRL) 
method introduced in Section 2.3.6 will be used for adaptation of weights in the 
ANN SE. In this case the RTRL method minimizes the sum of absolute values of 
residuals (discrete L1 norm) instead of square of residuals (discrete L 2 norm). 
5.1 Real Time Recurrent Learning Based on LAV Objective 
Function 
The basic difference between Least Absolute Values (LAV) and Least Squares 
(LS) estimation techniques is that a LAV estimation is obtained by minimizing the 
sum of the absolute values of the measurement residuals whereas the LS estimation 
is obtained by minimizing the sum of the squares of the measurement residuals. 
LAV estimation is obtained by interpolating at least n out of M measurements 
exactly ( n = the number of state variables). This is in contrast to LS estimation 
based on interpolation which does not necessarily pass exactly through any of the 
measurements. 
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The ANN learning technique (RTRL described in Section 2.3.6) is developed 
originally as a LS minimization. The objective function is (2.45) 
(5.1) 
where Pi represents the weighting parameter and ri = Zi - hi (:X). The vector 
of estimates X is the output of the ANN SE. The learning algorithm adapts the 
weights W of an ANN SE by using a gradient search minimizing the objective 
function (5.1). Although LS provides optimal learning in the presence of noise with 
normal distribution and known variance, as shown in Section 2.3.6, it is unable to 
provide an acceptable result if any bad data is present in the measurements or in the 
observation model of the power system. If LAV objective function is used in RTRL, 
bad data will automatically be rejected in the majority of cases. 
In order to adjust the RTRL to use LAV minimization criteria instead of LS, 
special weights are applied in Eq. (5.1). The weights change according to 
1 
Pi= frJ" 
On convergence the objective function (5.1) becomes equal 
(5.2) 
(5.3) 
half of the sum of absolute values of the residuals. To avoid the convergence problems 
caused by division with very small numbers (residuals), a threshold Ttoz is used, and 
(5.2) is modified 
_ { 1;,1 if lril 2:: Ttoz, Pi - (5.4) 
-
1 if lril < Ttol· 
Ttol 
The threshold may be defined as a fraction (say 0.0001) of the largest residual 
detected in order to keep the modified weights Pi within a reasonable range. 
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5.2 Simulation Study 
A set of simulations, using the 3-bus power system as a test system, has been 
devised to demonstrate the bad data processing technique for the ANN SE. This 
technique is based on RTRL with a LAV objective function. All details about the 
test power system and the associated measuring system are given in Appendix D. 
There are 4 real power measurements and one virtual measurement (zero injection). 
We assume that all measurement errors have the same standard deviation 0.0lpu. 
For the 3-bus test system the de model is considered. The model is linear and 
we can directly estimate the state X instead of the state increment AX. There are 
two states in the 3-bus test system: the phase angles at nodes 1 and 2. The phase 
angle at node 3 is the reference. 
5.2.l ANN State Estimator with Steepest Descent Dynamic 
In this simulation study we have used ANN SE with steepest descent dynamic 
in the discrete form given by Eq. (2.68). The estimator is analytically designed by 
using observation matrix H, as described in Section 2.3. The discrete form of the 
RTRL technique (equations 2.69 and 2. 70) is used for bad data processing. As an 
input to RTRL we use 
M 
~ = LPrHriTr, 
r=l 
where Pr is defined in Eq. (5.4). 
Gross Measurement Errors 
i = 1 .. . n, (5.5) 
A gross bad value for the measurement 1 is presented to the ANN SE (Eq. 
(2.68)): Z1 = -0.375 instead of 0.375. The weights of the ANN SE (Eq. (2.68)) 
change automatically eliminating the influence of the bad measurement. The RTRL 
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technique is used for weights adaptation. The parameters of the ANN SE are: 
Tx = 1/0.1, Lu = -Li = 1, and the slope constant c = 1. The parameters of the 
RTRL are Ty= 1/0.05, and Tw = 1/0.01. The weights p used in input T (Eq. (5.5)) 
change according to Eq. (5.4), so that the RTRL minimizes the sum of absolute 
values of measurement residuals. The influence of the bad measurement is gradually 
minimized and the error function is minimized accordingly, as shown in Figure 5.1. 
The error function is calculated using 
(5.6) 
where X* is the vector of true state variables, and X (t) is the state estimate vector 
for a specific moment in time. The time evolution of the 3-bus power system state 
is shown in Figure 5.2, and the time evolution of ANN SE weights in Figure 5.3. 
Parameter Errors 
In this example the error is simulated in the parameter B 12 (susceptance of line 
1 - 2); B 12 = 0.lpu instead of lpu. It follows that the observation matrix changes 
to 
H= ( 
0.1 
-0.1 
-1.5 0 
0 -1 
-1.5 
-1 
1.6 )T 
-0.1 
The original observation matrix is given in Appendix D. The estimation error given 
by Eq. (5.6) created by the wrong value of the parameter B12 is eliminated by using 
the RTRL technique, as shown in Figure 5.4. The parameters of the ANN SE (Eq. 
(2.68)) with RTRL (Eqs. (2.69) and (2.70)) are: Tx = 1/0.1, Lu= -Li = 1, c = 1, 
Ty = 1/0.01, and Tw = 1/0.001. Time evolutions of the state and of the weights are 
shown in figures 5.5 and 5.6. 
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Figure 5.1: ANN SE with steepest descent dynamic: Estimation error le .as a 
function of time for the case of gross measurement error 
Topology Errors 
This example shows how ANN SE (Eq. (2.68)) with RTRL (Eqs. (2.69) and 
(2.70)) automatically corrects estimation errors that occur when the information 
about line status is incorrect. In the 3-bus system information that line 2 - 3 is not 
in operation produces the incorrect observation matrix 
H= ( 
1 
-1 
-1.5 0 -1.5 2.5 )T 
0 0 0 -1 
The original observation matrix is given in Appendix D. The parameters of the 
ANN SE and RTRL stay the same as in the previous example. Figure 5.7 shows 
that RTRL gradually eliminates the estimation error given by Eq. (5.6) created by 
the error in topology. Time evolution of the states is shown in Figure 5.8, and time 
evolution of the weights in Figure 5.9. 
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Figure 5.4: ANN SE with steepest descent dynamic: Estimation error Je as a 
function of time in the case of the parameter error 
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Figure 5.6: ANN SE with steepest descent dynamic: Weights adaptation as a 
function of time for the case of parameter error 
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Figure 5. 7: ANN SE with steepest descent dynamic: Estimation error Je as a 
function of time for the case of topology error 
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5.2.2 ANN State Estimator with Hopfield-style Dynamic 
In this section the simulation results of the bad data processing technique for the 
ANN SE given by Eq. (2.71), so called Discrete-Time Recurrent Neural Network 
(DTRNN), are presented. The bad data processing technique is based on the discrete 
form of the RTRL (Eqs. (2.72) and (2.73)) where the input Tis calculated by using 
Eq. (5.5). 
The first step in this study is the synthesis of the ANN SE, i.e. learning the 
weights W of the DTRNN for the initial operating point of the 3-bus test system, 
specified in Appendix D. Learning was performed by using the RTRL (Eqs. (2.72) 
and (2.73)) with all weights p equal to 1. The time copstants of the DTRNN and 
RTRL are: Tx = 1, Ty = 1/0.8, and Tw = 0.5. The slope parameter is c = 1, and 
limits are Lu= -Lz = 1. 
Learning was performed by reducing the sum of squares of the measurement 
residuals. The learning process is traced by using LS estimation error Je given by 
Eq. (5.6), as shown in Figure 5.10. In Figures 5.11 and 5.12 the time evolutions of 
the estimates towards true state values are presented. Figure 5.13 shows the time 
evolution of all 4 weights in the process of learning. After learning the ANN state 
estimator is synthesized for the initial operating point of the 3-bus test system. If 
the operating point changes the weights need to be adapted. Note, that it is possible 
to learn DTRNN for more than one operating point as shown in Section 3.3.2. Now 
the ANN state estimator is ready for testing with bad data. 
Gross Measurement Errors 
The wrong value for the measurement z1 = -0.375 (instead of 0.375) is presented 
to the synthetized ANN SE given by Eq. (2.71). Initiated by the measurement error 
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RTRL automatically changed the set of weights of the ANN SE. At the same time 
the influence of the bad measurement on state estimates is eliminated. 
The parameters of the ANN SE (Eq. (2.71)) stay the same as in the design 
phase, but the parameters of the RTRL (Eqs. (2.72) and (2.73)) are changed to 
Ty= 1/0.4 and Tw = 1/0.l. The weights pin T (Eq. (5.5)) change according to Eq. 
(5.4), so that the RTRL minimizes the sum of least absolute values of measurement 
residuals. The influence of the bad measurement is gradually minimized and the LS 
estimation error le given by Eq. (5.6) is minimized accordingly, as shown in Figure 
5.14. The influence of bad measurement z1 is eliminated by weights adaptation. The 
time evolutions of the states are shown in Figures 5.15 and 5.16 , and of the weights 
in Figure 5.17. 
Parameter Errors 
In this example the error is simulated in the parameter B12 (susceptance of the 
line 1 - 2); B12 = O.lpu instead of lpu, and the observation matrix H changed to 
( 
0.1 
H= 
-0.1 
-1.5 
0 
0 
-1 
-1.5 
-1 
1.6 ) T 
-0.1 
The original observation matrix is given in Appendix D. The parameter error caused 
the error in estimation le (Eq. (5.6) ). The estimation error le is eliminated, as shown 
in Figure 5.18, by using RTRL with the LAV objective function. The parameters of 
the ANN SE (Eq. (2.71)) stay the same as in the design phase, but the parameters 
of the RTRL (Eqs. (2.72) and (2.73)) are changed to Ty = 1/0.4 and Tw = 1/0.l. 
The time evolutions of the states are shown in Figures 5.19 and 5.20 , and of the 
weights in Figure 5.21. 
113 
Topology Errors 
This example shows how the ANN SE (Eq. (2.71)) with RTRL (Eqs. (2.72) and 
(2.73)) automatically corrects the estimation errors that occur when the information 
about line status is incorrect. The incorrect information that line ~2 - 3 is not in 
operation generates the wrong observation matrix 
H= ( l 
-1 
-1.5 0 -1.5 
0 0 0 
2.5 )T 
-1 
The correct one is given in Appendix D. 
The RTRL technique with LAV objective function eliminates the estimation 
error le given by Eq. · (5.6) caused by topology error, as shown in Figure 5.22. The 
parameters of the ANN SE stay the same as in the design phase. The parameters 
of the RTRL are changed to Ty= 1/0.4 and Tw = 1/0.l. The time evolutions of the 
states are shown in Figures 5.23 and 5.24 , and of the weights in the Figure 5.25. 
5.2.3 Conclusions 
The results of the simulation studies reported in this section lead to the following 
conclusions: 
• the RTRL technique based on LAV objective function, and developed in the 
form of ANN, is capable of eliminating an estimation error when a gross error 
in measurement, parameter or topology is present; 
• the correction of a state estimate is performed indirectly by adjusting the 
weights of the ANN SE, 
• the method for bad data processing is the same for all types of bad data, 
0.25---~--~---~-----.-----, 
I I I 
0.2 - - - - - .. - - - - - - _,_ - - - - - - + - - - - - - _,_ - - - - - -
I I I I 
I I I 
I 
I I Q.15 ------, ------1-------T-------1-------g : : I 
G> 
en 
...J I 
I I 0.1 - - - - - - - - ----~------y------~-------
0.05 - - - - - - - - - -
1 I 
I 
--~------l ______ J ______ _ 
I I I 
I I I 
I 
OL_ __ _J_~--J.....:=:=---'-------L-----l 
0 500 1000 1500 2000 2500 
lime 
114 
Figure 5.10: Synthesis of the ANN SE with Hopfield dynamic: Minimization of 
the LS error le in time 
• it is possible to use the RTRL technique for bad data processing in both ANN 
SE methods: ANN with steepest descent dynamic and ANN with Hopfield 
dynamic; 
• the cases of multiple bad data and combination of different types of bad data 
need further investigation because the RTRL bad data processing method can 
in these cases fail in the same way as the classical WLS estimator (with post-
processing of measurement residuals) does. 
5.3 Properties of Bad Data Processing based on LAV Objec-
tive Function 
The distinctive feature of LAV minimization applied in ANN SE is that learning 
of the ANN weights can be obtained by exactly interpolating at least n out of M 
measurements. It is assumed in this study that the measurement set is observable 
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Figure 5.11: Synthesis of the ANN SE with Hopfield dynamic: Estimate of state 
X1 (phase angle 1) as a function of time 
N 
Ql 
°' 
-0.3 
f;i -0.4 
Ql 
"' ro
.c 
a. 
-0.5 
I I 
------,-------r------
I I 
------1-------r------
' I 
I I 
------1-------r------
I 
______ J _____ _ L ______ J _______ L _____ _ 
I I I I 
I 
I 
I I I 
-0.5 lruewrue ~ - - - - - - - ~ - - -
-0.70 500 1000 1500 2000 2500 
time 
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Figure 5.15: ANN SE with Hopfield dynamic: Estimate of state x1 (phase angle 
1) as a function of time for the case of gross measurement error 
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2) as a function of time for the case of gross measurement error 
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Figure 5.19: ANN SE with Hopfield dynamic: Estimate of state x 1 (phase angle 
1) as a function of time for the case of parameter error 
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Figure 5.20: ANN SE with Hopfield dynamic: Estimate of state x2 (phase angle 
2) as a function of time for the case of parameter error 
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Figure 5.22: ANN SE with Hopfield dynamic: LS estimation error Je as a function 
of time for the case of topology error 
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Figure 5.23: ANN SE with Hopfield dynamic: Estimate of state x1 (phase angle 
1) as a function of time for the case of topology error 
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Figure 5.24: ANN SE with Hopfield dynamic: Estimate of state x2 (phase angle 
2) as a function of time for the case of topology error 
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case of topology error 
and that there is sufficient redundancy. The well known ability of LAV minimization 
to reject bad data without any extra statistical analysis is a direct consequence of 
the LAV interpolation property. 
5.3.1 LAV versus LS Objective Function 
In order to derive and to understand the LAV objective function pr0operties, let us 
linearize and then partition the vector measurement equation (2.1) in the following 
way [29] 
(5.7) 
and then write the measurement residuals in the form 
(5.8) 
where 
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• t is a subscript and refers to those n measurement equations that are exactly 
satisfied (residuals equal to 0), 
• s is a subscript and refers to the remaining M - n measurement equations 
suspected of being inaccurate (the reason can be measurement , parameter or 
topology error), and rejected by LAV. 
Substituting Eq. (5.7) into Eq. (5.8) we have 
( 
0 ) ( Ht ) ( A ) ( Vt ) = AX-AX+ . 
rs Hs Vs 
(5.9) 
After eliminating the state estimation error (AX - AX), equation (5.9) can be 
reduced to the following 
(5.10) 
Since the mean value of Vt according to normal distribution is equal to E(vt] = 0, 
the expected residual vector rs of the suspected measurement equations corresponds 
directly to error vs. 
When the LS objective function is used to estimate X from a linearized mea-
surement (Eq. (2.1)) the measurement residual vector is (according to derivation in 
Appendix B) 
r = AZ-HAX =Wv, (5.11) 
where W is the M x M residual sensitivity matrix. These residuals are used in bad 
data detection and identification procedure in the classical WLS State Estimator 
. (24]. Using the same notation as in Eq. (5.8), equation (5.11) can be partitioned as 
follows 
( 
~ t ) = ( Wtt Wts ) ( v t ) . 
rs Wst Wss Vs 
(5.12) 
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In the LS case the subscripts refers to the maximum number (M - n) of suspected 
data (from detection test [24)), and the subscript t indicates an nx 1 vector containing 
the smallest residuals. We can write the lower part of the equation (5.12) as 
(5.13) 
Error vs in the suspected measurement equations can be estimated (bad data iden-
tification phase [24]) from f 8 , by using the LS approach 
A w-1-Vs = ss rs. (5.14) 
Here we assumed that Vt is normally distributed with a zero mean value. 
The corrected estimation vector ..6..Xc can be obtained using the corrected mea-
surement vector ( ..6..Zt ..6..Z8 - vs ) T. As the residuals of the corrected measure-
ments are equal to zero (precisely the mean of these residuals because Vt is assumed 
to be normally distributed with zero mean) we have 
(5.15) 
This means that the corrected vector ..6..Xc is obtained through ..6..Zt only. 
F\irther we can prove that the vector of error estimates vs is the same as the 
vector of residuals rs in the LAV approach. Substituting Eq. (5.13) ~nto Eq. (5.14) 
we obtain equation (5.10) (according to derivation in Appendix B) 
(5.16) 
The statistical properties of the corrected state estimation error ( ..6..X - ..6..Xc) and 
the error estimates v 8 are the same as the statistical properties of estimation error 
and residuals rs in LAV, respectively. 
In conclusion: the bad data processing based on the LAV objective function gives 
the same result as classical bad data detection and identification method based on 
the post residual analysis in the LS approach [24]. 
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5.3.2 Problems with the LAV Objective Function 
From equation (5.10) it follows that the source of error could be v 8 and/or Vt. 
The following situations will be considered: 
a) The bad data (measurements and/or parameters) belonging to subsets in equa-
tion (5.8); the state estimate is properly corrected through the RTRL with the 
LAV objective function. 
b) The bad data belonging to subset t; RTRL with the LAV objective can not give 
accurate results. 
c) The bad data belonging to both subsets; RTRL can not correct the error in the 
state estimate. 
In situations b) and c) the RTRL with LAV objective function always fails in 
eliminating the influence of bad data on the state estimate. These cases are rare, 
however they are still possible, and further research is therefore necessary. 
Cases b) and c) result from the critical measurements, multiple interacting bad 
data, and/or bad leverage points in the state estimation regression model given by 
Eq. (2.1). The critical measurement is the one whose deletion will ca1:1se the system 
to become unobservable. The leverage points are those points which are far away 
from the bulk of the data points in the factor space [33]. In the regression model of 
the power system state estimation, the factor space is r~presented by the Jacobian 
matrix H. In a power system, the leverage points result from measurements of 
the following types [33]: line flows and bus injections associated with lines that are 
relatively short compared to the others and bus injections at nodes that have a large 
number of incident lines. The entries of the Jacobian matrix H associated with such 
measurements become large. Whether the leverage point is good or bad, depends 
upon whether the metered value, which corresponds to the leverage point, is valid 
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or not. A wrong parameter associated with a valid metered value can also create a 
bad leverage point. 
Detection of bad data in situations b) and c) may be achieved, in some cases, 
by utilizing the linear regression model (5.10), as shown in [30]. The gross errors in 
subset t can be identified directly as long as the subset s is cleared of bad data (as 
in case b)). In estimating Vt the model (5.10) is assumed, and the LS algorithm is 
applied 
(5.17) 
where 1t = -HsH!1 and R:;1 is the inverse of the covariance matrix of measurement 
errors for subset s. In the situation c) the subset sis contaminated with bad data, 
so the regression model (5.10) is biased. The masking effect of bad data in subsets 
makes the identification of any gross errors in subset t unreliable. However, we can 
use a hypothesis test based on the following residual 
(5.18) 
. in weighted or normalized form [30]. Sometimes this technique can not succeed due 
to rank deficiency of matrix 1t and/ or bad leverage points in the factor space of the 
regression model (5.10), as shown in [30]. 
Chapter 6 
Conclusions 
This thesis presents a new approach in solving the power system state estimation 
problem. This approach is based on the latest developments in the area of Artificial 
Neural Networks (ANN). In the thesis a number of power system state estimation 
methods are formulated as ANN, therefore we introduced the name ANN State Esti-
mator (ANN SE) for this new class of estimators. It has been shown that the ANN 
SE has a better filtering performance compared to the traditional WLS method. 
Implementation by using an ANN hardware can speed up the state estimation func-
tion in a power system control centre. 
The new bad data processing method has been developed specially for the ANN 
SE. The base for this method is the Real Time Recurrent Learning (RTRL) algo-
rithm. The idea is to change: the ANN SE parameters once a bad data is presented 
to the estimator. In this manner the ANN SE output is automatically corrected, and 
the influence of bad data is completely rejected. It has been shoirn that the method 
is capable to efficiently cope with different types of bad data: bad measurements, 
bad parameters or bad topology. This bad data processing method can be imple-
mented on an ANN hardware, which will speed up the computation. In continuation 
bad data can be identified by using the existing techniques discussed in section 1.2. 
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In general, this thesis presents the foundation of the new ANN SE concept, which 
can bring certain improvements over the traditional power system state estimation 
methods. 
6.1 Contributions of the Thesis 
This thesis makes several contributions to the area of power system state esti-
mation. The contributions are as follows: 
• Section 2.3: Fundamentals of the ANN SE with the Steepest Descent Dynamic 
The power system state estimation problem is formulated as the optimization 
problem. We used the ANN with the steepest descent dynamic as the solver 
for that optimization problem. In order to simplify the implementation we 
have done the following: zero injection measurements are incorporated in 
the ANN SE through the variable reduction technique, thus decreasing the 
number of neurons; and the special algebraic transformation of the ANN SE 
objective function is introduced decreasing the number of operations necessary 
to compute the ANN SE parameters. It is shown that the hyperbolic-tangent 
activation function improves filtering of small measurement errors. The for-
mulas for calculating the sensitivity measure of the ANN SE (with a specific 
structure and parameters) output to the input perturbations (white noise) 
are developed. Two methods for designing the ANN SE with steepest descent 
dynamic for a specific power system are proposed. The first method (so called 
analytic) maps the structure and the parameters of a power system into the 
ANN SE structure and parameters. The second method (so called synthetic) 
employes the Real Time Recurrent Learning (RTRL) algorithm to determine 
weights of the ANN SE from the available input/output data. Examples given 
in this section illustrate the new developments. 
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• Section 2.4: FUndamentals of the ANN SE with the Hopfield-style Dynamic 
In this case the solver for the state estimation problem is the ANN with the 
Hopfield-style dynamic. Two types of the ANN with Hopfield-style dynamic 
are used in the development of the ANN SE: the Hopfield ANN and the 
Continuous-Time Recurrent Neural Network (CTRNN). Analytic approach 
in design is not possible in this case. The synthetic design method for this 
class of the ANN SE is developed using the RTRL technique. The sensitivity 
analysis method is developed to determine the performance of the ANN SE 
with Hopfield-style dynamic. Examples given in this section illustrate the new 
developments .. 
• Chapter 3: Development of the feasible ANN SE methods 
The ANN SE methods presented in Chapter 2 are not feasible for large-scale 
power systems so we introduced the feasible ANN SE by doing the following two 
simplifications: decoupling PB loop from QV loop, and making ANN weight 
matrix constant. Both classes of the ANN SE (the steepest descent and the 
Hopfield-style) are simplified and called by common name: Decoupled ANN 
SE. We showed how to use the Decoupled ANN SE in static and tracking 
state estimation. Two versions of Decoupled ANN SE are tested through 
sensitivity and simulation studies on the IEEE 14-bus test system. The results 
are presented in this chapter. 
• Chapter 4: Use of the voltage phasor angle measurements in the ANN SE 
ANN SE is formulated in such a way that the voltage phasor angle measure-
ments can be included. Two types of angle measurements are considered: 
absolute bus voltage phasor angle measurements, and angle difference between 
voltage phasor measurements in adjacent buses. It is shown that angle dif-
ference has an advantage because the angle reference problem does not exist. 
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Simulation and sensitivity studies on the IEEE 14-bus test power system show 
the benefits of using angle measurements. However, the conclusion is that 
the angle measurements should only complement (not replace) power flow and 
injection measurements. 
• Chapter 5: Fundamentals of the bad data processing technique for the ANN SE 
In this chapter we developed the bad data processing technique based on the 
RTRL with the Least Absolute Value (LAV) objective function. The tech-
nique automatically adjusts the parameters of the ANN SE, eliminating the 
influence of bad data on the estimator output. It works equally well on 
the measurement, parameter, or topology errors, as shown in the presented 
examples. 
6.2 ANN State Estimator versus LS and LAV Estimators 
Two issues, one, the accuracy of the estimates and two, the speed of estimation 
are of interest to the state estimator user. Therefore, we would like to summarize 
the benefits observed in these two areas due to the use of ANN based estimator 
versus the existing LS and LAV estimators. The benefits are as follows: 
• Section 2.3: Improving state estimation accuracy 
The hyperbolic-tangent activation function used in ANN SE improves filtering 
of Gaussian noise compared to LS and LAV estimators. 
• Section 2.3 and 2.4: Improving state estimation accuracy 
The existing LS estimator is an optimal filter only for Gaussian noise, while 
for other noise types it has poor performance. The synthetic design of ANN 
SE does not require Gaussian assumption and therefore allows better filtering 
for unknown error distribution. 
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• Chapter 5: Improving state estimation robustness 
ANN SE does uniform processing of all kinds of bad data, while LS esti-
mator needs always additional post-processing and LAV estimator needs post-
processing for parameter and topological errors. 
• Section 3.3.1: Speeding of state estimation 
At present the dmation of a state estimation based on the existing LS or LAV 
algorithms is longer than the SCADA scan cycle (few seconds). It has been 
shown in this section that use of ANN SE on analog ANN hardware would 
produce an estimate for large power systems in few ms. 
6.3 Future Work 
The following are suggestions for future work: 
• Develop a bad data processing technique for the ANN SE based on the robust 
estimation theory. This technique should use for the RTRL objective, either 
the minimization of the median of the squared residuals or, the minimization 
of the sum of the smallest ordered squared residuals up to certain rank v 
( v < M). Such a technique will be able to cope with multiple bad leverage 
points. 
• Implementation of the ANN SE and the bad data processing technique on a 
special purpose ANN hardware. The hardware can be based either on a DSP 
processor or, on an analog ANN processor. This will make possible real-time 
application of the ANN SE in medium and large scale power networks. 
Appendix A 
Power System Model for State Estimation 
In this appendix, we present the network equations, which are used to compute 
h (X). Then we derive equations for the elements of the Jacobian matrix H (X) = 
a~CX). Finally we simplify the Jacobian matrix and make H constant (independent 
of a system state). 
A power transmission line is often modeled as the 7r-circuit [72). Active power 
flow ( P /ii) and reactive power flow ( Q fij) at node i toward node j are given by 
where 
and 
Vi, ()i - voltage magnitude and phase angle at node i, 
Vj, ()i - voltage magnitude and phase angle at node j, 
Gii - (i - j) element of the real part of bus admittance matrix Y, 
Bii - ( i - j) element of the imaginary part of Y, 
B~i = Bii + bii /2, 
bij - susceptance (shunt capacitance) of line (i - j). 
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(A.1) 
(A.2) 
(A.3) 
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Expressions for Gii and Bij as functions of transmission line parameters R.i 
(resistance) and Xii ( reactance), are 
R.· G - J 
ij - ]9}. + x~.' 
i3 i3 
Xii 
Bii = - R2 x2. ij + ij (A.4) 
Let I{ and Qi respectively denote active and reactive power injections at node i. 
Then by using the conservation law and Eqs. (A.1) and (A.2), we obtain 
/{= L Pfij=GiiV/-~ L Vj(GijcosBii+BijsinBij), (A.5) 
jE/3(i) jE/3(i) 
Qi= L Qfij=-Bii~2 -~ L Vj(GijsinBij-BijcosBij), (A.6) 
jE/3(i) jE/3(i) 
where 
Gii == L Gij, Bii = ·L Bij (A.7) 
jE/3(i) jE/3(i) 
and f3 (i) denotes the set of all indices of the nodes directly connected to node i. 
The above equations are used to construct the vector function h (X) given in Eqs. 
(2.1) and (2.5). It is possible to divide this vector function according to active and 
reactive sets of measurements (Zp and ZQ) into two subvectors 
where 
(
hp (8, V)) h(X) = , 
P(8,V) 
hp (8, V) = Pf (8, V) 
8 
. hQ (8, V) 
Q(8,V) 
hQ (8, V) = Qf (8, V) 
v 
(A.8) 
: 
(A.9) 
In the following, we list the formulas for various derivatives needed in computing 
the Jacobian H (X) = 8~Cf). 
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1. 
for r E /3 ( i) , 
0 otherwise. 
(A.10) 
2. 
81{ 
-av,. 
2G··V. - "· f3(") v;. (G·· cos()··+ B·· sin()··)= fl+ G··V. for r = i, ii i L.J3 E i J iJ iJ iJ iJ Vi ii i 
for r E /3(i), 
0 otherwise. 
(A.11) 
3. 
for r E /3 ( i) , 
0 otherwise. 
(A.12) 
4. 
-2B··V. - "· f3(.) v;. (G·· sin() .. - B·· cos()··)= 9i - B··V. for r = i, ii i L.J3E i J iJ iJ iJ iJ V; ii i 
for r E /3(i), 
0 otherwise. 
(A.13) 
5. 
v;v;. (G··sin() .. -B··cos()··) i J iJ iJ iJ iJ for r = i, 
(A.14) 
0 otherwise. 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
aQfij -
av;. 
0 
V:V· (G··cosO·· +· B··sinO··) i J i3 i3 i3 i3 
0 
_ T '· lQ. ·sin().· - B· ·cos().·) 
vi '· i3 iJ iJ i3 
0 
a°Vi { 1 for T = i, 
av;. = 0 otherwise. 
aoij 
-= 
aOr 
aoij = 0 av;. , 
1 for r = i, 
.....:1 for T = j, 
0 otherwise. 
Finally the Jacobian matrix for the full estimator is 
H(V,S) = ( Hpo Hpv) 
Hqo Hqv 
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for T = j, (A.15) 
otherwise. 
for T = j, (A.16) 
otherwise. 
for T = j, 
otherwise. 
(A.17) 
(A.18) 
(A.19) 
(A.20) 
(A.21) 
where 
ahp{8,V) 
ae 
ahQ{8,V) 
ae 
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H _ ahp{8,V) 
Pv - av , {A.22) 
H _ ahQ{8,V) 
Qv - av · 
The sensitivity of active measurements Zp to changes in voltage magnitudes is 
small, and we assume Hpv = 0. The same is valid for the sensitivity of reactive 
measurements ZQ on changes in voltage phase angle, and HQo = 0. This property 
is exploited in the development of a decoupled state estimator. Flirthermore, based 
on physical characteristics of the power networks the elements of matrices Hp8 and 
HQv can be made state independent by using the following approximations 
1, {A.23) 
Vi l, 
Introducing approximations (A.23), the elements of Hpo and HQv are given by the 
equations 
-Bii for r = i 
-Bii for r = i 
Bir for r E f3{i) aPfii - Bii for r = j {A.24) aBr 
0 otherwise. 0 otherwise. 
-Bii for r = i -2B'..+B·· iJ iJ for r = i 
Bir for r E f3{i) aQfij Bii for r = j --= 
aVr 
0 otherwise. 0 otherwise. 
' .· .. · - :· " ·:.. ... . . ,.. . ~ · .... ·-· · ... ,. ;-_, .·.;,'. ~.:· c ....... ~ .. ~ •• - , .. - '-·· .:.:. . ;,_ .• __ .. ~; ·• 
Appendix B 
Sensitivity Analysis 
B.1 Static State Estimation 
In the case of static ANN SE the sensitivity analysis makes use of the linearization 
of h (X) around X given by 
h (X) ~ h ( X) + H ( X) (x - X) . (B.l) 
Three kinds of sensitivity parameters are presented: 
• Sensitivities relating small measurement errors to state estimates. These 
parameters can be used to study effects of small measurement errors on 
estimation accuracy. 
• Sensitivities relating small measurement errors to difference between true mea-
surement and estimated measurement values. 
• Sensitivities relating gross measurement errors to measurement residuals ( dif-
ference between measured and estimated measurement values). They are used 
in detection and identification of gross measurement errors, and the estimation 
of parameter errors. 
When the convergence of an ANN SE is achieved, one has Xk+I ~ Xk = X, and 
the gradient of the objective function is V xJ = 0. Now, from Eq. (2.17) we find 
HT (x) [z- h (:X)] = o. (B.2) 
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In the above equation, and in all equations which follow, we use the transformed 
Jacobian matrix H (X.) = R-112H (X.); therefore it is not necessary to explicitly 
consider the covariance matrix R given by Eq. (2.2) in these equations. Substituting 
equations (2.1) and (B.l) into Eq. (B.2) yields 
HT(X.) [h(X)+v-h(X)+H(X.) (x*-X.)] =0, 
or equivalently, 
(B.3) 
Hence, 
X*-X= -Pv, (B.4) 
where 
p =[HT (x) H (x)]-l HT (x) (B.5) 
is the n x n sensitivity matrix. If the small measurement errors v are normally 
distributed with zero mean value, then according to Eq. (B.4) the estimation errors 
X* -X are normally distributed with a zero mean and covariance matrix 
(B.6) 
This covariance matrix provides an indication of the expected accuracy of the state 
estimate. The sensitivity matrix (B.5) can also be used to assess the effect of mea-
surement bias on the state estimate. 
Substituting equations (2.1) and (B.l) in the measurement residual equation 
yields 
r = Z - h (X.) = h (X) + v - h (X.) ~ v + H (X.) (X*-X) . (B.7) 
Substituting equation (B.4) into (B.7) it is found that 
r=Wv, (B.8) 
··•··. __ ,_ ........ ·. .·· .. -.J·~.··~···· .. · ... · .. :. > .. ~:. . ,.,.· ... ;.:_.,,.· .· .. : .. -~..::. . ···"'·'-····· .. ~ · .. ··· .... ·. 
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where 
(B.9) 
is the M x M residual sensitivity matrix. This sensitivity matrix is used mainly 
in gross error detection and identification procedures (24]. Under the Gaussian 
assumption for v, the residual vector has zero mean and the covariance matrix is 
given by 
(B.10) 
Based on Eq. (B.10) the covariance matrix for weighted residuals rw is equal to W, 
and for normalized residuals rN is equal to I. 
Equation (B.8) can be partitioned as follows 
( 
rt ) = ( Wu Wts ) ( v t ) ' 
rs Wst Wss Vs 
(B.11) 
where the subscript s refers to the maximum number (M - n) of suspected data 
(24], and the subscript t indicates an n x 1 vector containing the smallest residuals. 
Error Vs in the suspected measurements can be estimated by using LS from Eq. 
(B.11) 
A w-1 w-iw + Vs== SS rs= SS stVt Vs. (B.12) 
In some CaSes it is useful to find how W~1Wst is related to H (:X.).: First, let us 
make the partition of Jacobian matrix 
. _ ... 
(B.13) 
wheres and tare defined above. We know that His a function of X in Eq. (B.13), 
but we are not showing that explicitly in order to simplify notation. Substituting 
Eq. (B.13) in Eq. (B.9) yields 
( 
H ) ( HtG-1Hf 
w =I- H: c-• ( Hi HI ) =I- H,G-'Hi (B.14) 
.. ___ ...... ... ·.: ... :·· ... : .. -.;: '·--····· .. ·."·": . ........ ·-·· .. _,_, .: ... . . .. . ··" -~ - ....... ·. .. .. ·.· .... ..... ... .. . ~ ...... - . . ...... .'' ~ 
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where e 
G = (HT W,) ( :: ) =HiH.+H;H,. (B.15) 
According to equations (B.11) and (B.14) it is found that 
(B.16) 
Based on Sherman&Morrison matrix inversion formula we can find G-1 for G given 
in Eq. (B.15) 
-1 ( T )-1 ( T )-1 T [ ( T )-1 T]-l ( T )-1 G = Ht Ht - Ht Ht Hs I + Hs Ht Ht Hs Hs Ht Ht· . 
(B.17) 
Substituting Eq. (B.17) in Eq. (B.16), and multiplying with HtHt1 from the right 
side yields 
(B.18) 
where 
Then, using Neumann Lemma 
k 
(I-Af1 = lim 2.:Ai 
k->oo i=O 
in Eq. (B.18) it is found that 
and 
(B.19) 
The concept of state estimation sensitivity to measurement errors (B.4) can be 
expanded to cover sensitivities of weighted estimation error of each measurement 
- ! 
; :--: ~--~·-· '· : .~., :~.:; ··•.: .. • ···'.- -~.:,·.:·::::. _._. •'"·:·:·.:· : • • ., .. ·-•• • •.. , '': •• ··~ ._.__.._..:u.·:·.· ,., •·'·'• ··~-: . . ·•· -_;._ ... : ;_';,;, .. ·.~---'' ....... : .•. : .. · . .. ~ .. . 
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Ci = ( ZTi - zi) /ai, where Z·n is the true value of the measured quantity i. This 
estimation error can be derived using Eqs. (2.1) and (B.8), as follows 
c = h (X) - Z = Z - v - Z = r - v, 
e = -rv, 
where r is the M x M sensitivity matrix 
(B.20) 
(B.21) 
(B.22) 
It has been shown that these sensitivity matrices (P, W, and r) are constant, 
i.e. not dependent on actual load situations [16]. 
B.2 Tracking State Estimation 
B.2.1 The ANN State Estimator with Steepest Descent Dynamic 
The ANN State Estimator with steepest descent dynamic given by Eq. (2.40), 
is represented as the system of non-linear differential equations 
TxAX = f (cu) 
u=WAX+U. 
(B.23) 
(B.24) 
Let us assume that the power system is in a steady state. Then the corresponding 
state estimator given by Eq. (B.23) is also in steady state, i.e. f (cu0) = 0, with 
the constant input U = 0. At time t = t0 , the input values of the estimator start to 
change according to the white noise process associated with the measurement errors. 
Excited by white noise the state deviation vector AX starts to change, so that for 
t > t0 we can write 
U (t) = 6U (t), 
AX(t)=6X(t). 
(B.25) 
(B.26) 
.. _.: .. :. . .. 
. .- ...... ·.·; ...... _. •'··:··.·-- · .. ·; ···- '·-··--'~ . - .-·· . '··- :, .. ' .. ~. ... :: ... · ..... 
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The activation function f (given by Eq. (2.39)) is differentiable so that we can 
linearize the system of differential equations (B.23) 
oX = FoX + GoU, (B.27) 
where 
F=_!_ 8f (cu) - 1 L 2_c L (L~I - f (cuo)2) W, 
Tx BAX ~OO Tx u I (B.28) 
G=_!_ Bf (cu) = _!_ 2c (L2I _ f ( )2) av .6.X=O L - L I cuo . Tx U=O Tx u I . (B.29) 
If the limits of the activation functions f are Lu = -Lz = L, the formulas for 
calculating the F and G matrices of the linearized system (B.27) are 
1 F=-cLW, 
Tx 
1 G =-cLI. 
Tx 
The solution of the linearized system (B.27) is 
ox (t) =<I> (t, to) oXo + r <I> (t, T) Gou (7) dT. lto 
(B.30) 
(B.31) 
(B.32) 
The ANN SE calculates the output AX for each input sample at discrete moments 
in time t 9 , (q = 1, 2, ... ). The input stays constant over the measurer.nent sampling 
interval i::l.t = t 9+I - t9 • It follows that the dynamic ANN SE system can be repre-
sented with difference equations 
where 
<1>9 =exp (F!::l.t), 
(B.33) 
(B.34) 
(B.35) 
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In order to find the sensitivity vector S, by using the definition (2.41), we first 
need to derive the formula for variances of output errors. The variances are diagonal 
elements of the covariance matrix given by 
(B.36) 
where the expectation E is going over q. Before we derive the expression for the 
covariance matrix, the difference equation (B.33) has to be uncoupled by introducing 
the coordinate rotation c5X = QT c5X. The matrix Q is the eigenvector matrix of the 
matrix F. Since F = FT and all entries of F are real numbers, the corresponding 
eigenvalues must be real. The eigenvalues of F are elements of the diagonal eigen-
value matrix A. In this case, the eigenvector matrix Q can be made orthonormal, 
i.e. QQT = I. It follows that F = QAQ-1 = QAQT. Using these results from 
linear algebra, after the coordinate rotation c5X = QT c5X, we obtain the following 
system of difference equations 
(B.37) 
- -T Now we can find the product c5Xq+1c5Xq+l using Eq. (B.37). Then the expec-
tation of the product E [ c5Xqc5X;] , using the fact that the estimation error c5Xq at 
tq and the input perturbation c5U q are uncorrelated (a consequence of the fact that 
c5Uq is a white sequence), is found to be 
E [c5Xqc5X;] =exp (2A~t) E [c5Xqc5X;]+A-2 (exp (A~t) ~ 1)2 QTGE [c5Uqc5U~] GTQ 
(B.38) 
From Eq. (B.38) we obtain the covariance of bXq iii terms of the covariance of the 
input perturbation 
To map the above result into the original coordinate system we use 
cov [c5X] = Qcov [c5X.] QT, 
. . _,; ..... :_..; .. ·._,. ,•. " .~: .. .. ~·-· ·-··--·!.( ,,,_ .· .. : . · ....•... ··~.:..... ............... -.: . ..:':··,_-_ :· .• ·.·.,:-.:~.~----· ,..·". .... ".-·: . 
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and 
... where R =E [vvT] as defined in Eq. (2.2), and His the Jacobian matrix given by 
· Eq. (2.7). For this coordinate rotation we also have to use the expression 
Then, for matrices F and Gin Eq. (B.39) (mapped into original coordinate system) 
expressions (B.30) and (B.31) are used. The final formula for cov [6X] becomes 
cov [oX] = {I - exp ( 2 :x cLD..tW) )-1 (exp ( :x cLD..tW) - I) 2 w-2HrRH. 
(B.40) 
Now, if we assume R =0"2l, from the definition (2.41) the statistical sensitivity 
vector of ANN SE with the steepest descent dynamic on measurement errors mod-
elled as a white noise process, is 
s = diag [ (r- exp(< cLlitw) t (exp(~ cLlitW )-1)2 w-2wHJ. 
(B.41) 
The sensitivity measure of ANN SE with steepest descent dynamic can be derived 
as an average of the elements of the sensitivity vector 
- 1 ~-S=- ~Si 
N i=l 
(B.42) 
If we simplify (B.41) by introducing approximation exp (FD..t) ~I+ FD..t for small 
D..t, and if we fix the weights W = -HTH, a very simple.sensitivity measure appears 
(B.43) 
B.2.2 The ANN State Estimator with Hopfield-style Dynamic 
The mathematical model of the ANN SE with Hopfield-style dynamic given by 
Eq. (2.57) is the system of non-linear differential equations, represented in the 
-. . ... -' - : -~· . ~: :-· . · ... ; -· . . :. '.; .. ' ·-· .... · .. ;· .. • · ..... · .. 
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matrix form 
Tx.6.X = -.6.X + f (cu) {B.44) 
where u is given in {B.24). The linearization of the system (B .44) is done by using the 
same procedure as in the previous Section B.2.1. The system of linearized differential 
equations in the state-space form is 
8X = F8X + G8U, {B.45) 
If the limits of the activation functions are Lu = -Li = L, and the linearization is 
done around the point .6.X = 0 and U = 0, the expressions for the matrices F and 
G of the system {B.45) are 
1 F =-{-I+cLW), 
Tx 
{B.46) 
1 G =-cLI. 
Tx 
{B.47) 
Note that F is a symmetrical matrix and we can apply the same procedure 
described in Section B.2.1 to find cov [8X (t)]. The expression for covariance is 
cov [8X] = (I - exp ( 2:x .6.t (cLW - I)) )-1 · {B.48) 
2 ' 
(exp ( :x .6.t (cLW - I)) - I) (cLW - I)-2 {cL)~ HTRH. 
The sensitivity vector and the sensitivity measure are found from cov [8X (t)] by 
using the definitions {2.41) and {B.42), respectively. Introducing the approximation 
exp {F .6.t) ~ I+ F .6.t for small .6.t,we obtain the simplified formula for the sensitivity 
vector 
{B.49) 
.. . . . .. . ·:: .. ., -~· .· .... ' .. .',.·· 
Appendix C 
Real Time Recurrent Learning 
In this appendix the steps required to derive the learning algorithm for ANN 
State Estimator are presented. The learning will be accomplished by minimizing an 
error function E. This function is represented as 
(C.l) 
where ri denotes measurement residuals 
Ti= Zi - hi (X.), i = 1. .. m, (C.2) 
and p represents the additional weighting factors. 
A dynamical way of minimizing E is to let the system evolve in the space of 
weights W along a learning trajectory which descends against the gradient of E. 
Thus the dynamical equation for the element Wrs of the weight matrix W is 
(C.3) 
where T w is a constant which defines the time-scale over which weight matrix W 
changes. Performing differentiations (8E/8Wrs using Eq. (C.1) and 8r/8Wrs using 
Eq. (C.2)) in Eq. (C.3) we obtain the following equation: 
(C.4) 
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C.1 The ANN State Estimator with Steepest Descent 
Dynamic 
The derivative of Xi with respect to Wrs in Eq. (C.4) is obtained by first noting 
that ~xi is a fixed point of the ANN SE given by Eq.(2.40), i.e. differential equation 
dtlxi (~ A ) 
-d- = fi ~ wijtlxj + ui = o. 
t j=I 
(C.5) 
Function fi is a hyperbolic tangent function. This function has zero f (0) = O; it 
follows 
n I: VVijtlxj + ui = o. 
j=l 
The result of differentiating Eq. (C.6) with respect to Wrs is 
(C.6) 
(C.7) 
Now, since the elements of matrix W are independent, it follows that the partial 
derivative 8Wii/8Wrs is equal to 1 if i =rand j = s, and zero otherwise, i.e. 
(C.8) 
where Dij is the Kronecker delta. We can simplify Eq. (C.7) by substituting Eq. 
(C.8) into Eq. (C.7) and performing the summation over j. The result is 
. .· 
(C.9) 
If we write Eq. (C.9) for i = 1 ... n in the matrix form we obtain 
0 
0 
(C.10) 
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The result of multiplying both sides of Eq. (C.10) with the inverse of weight matrix 
Wis 
axi _ at:::..xi __ (w-1) "A 
- - . LJ.Xs. 
8Wrs 8Wrs ir 
(C.11) 
Substituting Eq. (C.11) into Eq. (C.4) and deleting "hat", we obtain the following 
form 
dWrs Twdt = Yrf:::..Xs, (C.12) 
where Yr is defined by 
__ ~ .. ~ 8hi (X) (w-i) Yr - L.,,PiTi L.,, . 
i=l j=l 8Xj Jr. (C.13) 
Equations (C.12) and (C.13) specify a formal learning rule for modifying the weights 
W. Equation (C.13) requires a matrix inversion, and therefore this learning algo-
rithm is not suitable for parallel implementation as an ANN. A parallel method for 
calculation Yr can be obtained by the introduction of an associated ANN dynamical 
system. To obtain this dynamical system first write (C.13) in the matrix form, for 
T = 1 .. . n, 
-1 
YI Wn Wn1 I::1Piri8hif8x1 
- (C.14) 
Yn Win Wnn E:1PiTi8hif8xn 
After multiplying both sides of Eq. (C.14) with wr we obtain 
(C.15) 
Finally, we can make the observation that the solution of this linear equation is the 
fixed points of the dynamical system given by 
1 dyr ( n ) 
Ty dt = ~WjrYr +Tr , (C.16) 
where Tr is input defined by 
(C.17) 
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C.2 The ANN State Estimator with Hopfield-style Dynamic 
The fixed point AX of CTRNN given. by Eq. (2.57) must satisfy the nonlinear 
algebraic equation 
i = 1 .. . n. (C.18) 
The result of differentiating Eq. (C.18) with respect to Wrs on both sides is 
(C.19) 
where Ui = LJ=l wij.6.Xj + ui. We can simplify Eq. (C.19) by substituting Eq. 
(C.8) into it,and performing the summation over j on the right side of the equation. 
Also the left side can be expressed as the product of the identity matrix times the 
matrix of partial derivatives of .6.xi. The result is 
(C.20) 
where Dij is the Kronecker delta. After collecting all the partial derivatives in (C.20) 
on the left side, we obtain 
~ 8.6.xj ~ f' ( ) I\ A L.; Lij avv: = Vir i ui ux s j=l rs (C.21) 
where Lij = Dij - JI (ui) Wij· Equation (C.21) is similar to Eq. (C.9), and we can 
write all equations for i = 1 ... n in the a matrix form 
Ln 0 
0 
(C.22) 
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If we multiply both sides of Eq. (C.22) by L-1 the result is 
axi = aD..xi = (L-1) !' (u ) D..x 
aw. aw. . r r s rs rs ir (C.23) 
Substituting Eq. (C.23) into Eq. (C.4) and deleting "hat", we obtain the dynamic 
equation 
dWrs 
'Twdt = Yrb..Xs, (C.24) 
where Yr is defined by 
I ( ) ~ ~ ahi (X) ( -1) 
Yr= fr Ur ~PiTi t:i axj L jr. (C.25) 
Finally, using the same approach as in Section C.l, we develop an ANN dynamical 
system to solve Eq. (C.25) without matrix inversion 
r = l ... n, (C.26) 
where Tr is the input defined by Eq. (C.17). 
.. 
Appendix D 
Data for Test Power Systems 
D.1 3-Bus Power System 
The 3-bus test system with disposition of meters is shown in Figure D.l. All 
measurements are active power measurements; #1, #2 and #3 are active power 
flow and #4 is active power injection. We assume that all voltages are equal to 
lpu. Susceptances of the lines are equal to: B12 = B23 = lpu and B31 = l.5pu.The 
observation equations are linear and given here in the matrix form 
where 
H= ( l 
-1 
Z=HX 
0 -1.5 
0 
-1.5 2.5 )T 
-1 -1 -1 
The last row in H corresponds to zero injection measurement (virtual measurement) 
at node 1. There are two states comprising phase angles at nodes 1 (x1) and 2 (x2). 
The phase angle at node 3 is considered as a reference. Initial values of the states 
and corresponding measurements are given in Table D.l. 
X1 X2 Z1 Z2 Z3 Z4 
-0.25 -0.625 0.375 0.375 0.625 1 
Table D.1: Initial data for 3-bus test system 
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Figure D.1: 3-bus test system 
Node No. 2 3 4 5 6 9 10 11 12 13 14 
MW 18.66 81.01 41.11 6.54 9.63 25.37 7.32 2.85 4.68 10.35 11.42 
MVAr 10.92 16.34 -3.35 1.38 6.45 12.28 4.71 1.47 1.23 4.44 3.83 
Table D.2: Initial load values for 14-Bus Network 
D.2 IEEE14-Bus Power System 
Figure D.2 shows the manner in which measurements are disposed in the 14-bus 
power system [86]. The measurement set is composed of 67 observations including: 
active and reactive power flows ( •), active and reactive power injections (I>), and 
voltage magnitudes (x). Voltage magnitude measurements are assumed to have 
errors normally distributed with the standard deviation equal to 0.007pu. Normally 
distributed errors of power flow and power injection measurements have the standard 
deviation equal to 0.02pu. Initial load values are given in Table D.2, and power 
system parameters in Table D.3. 
--• 
--· -----------:----;-------"'.""-:"'-~-----------
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Figure D.2: 14-Bus Network 
I Line Designation I Resistance [p.u.] I Reactance [p.u.] I 
1-2 0.01938 0.05917 
1-5 0.05403 0.22304 
2-3 . 0.04699 0.19797 
2-4 0.05811 0.17632 
2-5 0.05695 0.17388 
3-4 0.06701 0.17103 
4-5 0.01335 0.04211 
4-7 0 0.20912 , 
4-9 0 0.55618 
5-6 0 0.25202 
6-11 0.09498 0.1989 
6-12 0.12291 0.25581 
6-13 0.06615 0.13027 
7-8 0 0.17615 
7-9 0 0.11001 
9-10 0.03181 0.08450 
9-14 0.12711 0.27038 
10-11 0.08205 0.19207 
12-13 0.22092 0.19988 
13-14 0.17093 0.34802 
Table D.3: Data for the IEEE 14-Bus Network (p.u. on lOOMVA base) 
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