Abstract. We consider an extended version of continuum long-range percolation on finite boxes of R d in which some fixed vertex set of a connected graph is augmented by the points of a Poisson point process and each pair of two vertices at distance r is connected with probability proportional to r −s for a certain constant s. We explore the graph-theoretical distance in this model. We obtain that this random graph model undergoes phase transitions at values s = d and s = 2d in analogy to classical long-range percolation on Z d . Our proofs rely crucially on the structure of the vertex set and a careful analysis of the underlying Poisson point process.
Introduction
Small-world phenomenon is a socio-psychological notion originated from a series of social experiments conducted by Milgram [9] . These experiments suggest that human society is a network of 'small-world' type in the sense that arbitrary groups or persons are connected by very short paths. The concept of small degrees of separation applies to various networks [14, 16] and has fertilized the area of probability theory with many interesting yet open challenges.
A classical approach modeling (social) networks is to use random graph models [15] . In such a model the node set may correspond to a geographical location and the edges correspond to links. A quite approved model taking into account the property of decreasing distances is long-range percolation [12, 10, 1] in which the node set is assumed to be the integer lattice Z d and the probability of an edge between two arbitrary nodes asymptotically has a polynomial decay in their distances, i.e. for every u and v in Z d there is an edge connecting u and v with some probability p(u, v)
only depending on the distance of u − v and the origin such that
for certain constants β and s. One way of measuring distances is to use the graphtheoretical distance defined as the minimal number of edges used in a path connecting an arbitrary pair of nodes. Extending the work of Benjamini and Berger [2] the authors in [5] studied the distance scaling of long-range percolation on finite boxes under the assumption that nearest neighbor edges are present almost surely. In particular, their results have revealed four distinct regimes of behavior, namely s = d, d < s < 2d, s = 2d and s > 2d.
In this contribution we focus on a continuous analogue of long-range percolation on Z d , the main and crucial difference being that the node set is randomly scattered over R d as the realization P of a homogeneous Poisson point process. Such a model has been first rigorously studied in [11] and further investigated in [8, 13] , where it is termed as the random connection model. Given a realization of P in the random connection model an edge between two nodes x, y ∈ P is present with some probability g(x − y) only depending on the distance x − y . Under some integrability conditions on the function g, see [11, p. 536] , the random connection model has the specific feature that the occurence of percolation only depends on the intensity constant of P. Thus, percolation may occur for edge probabilities under which there is no percolation in classical long-range percolation on Z d . Following and motivated by discrete long-range percolation in this paper we mainly consider the case
for certain β and s. Our main target is the behavior of the chemical distance of a random connection model in finite boxes. Motivated by [5, 11] and the fact that in modeling networks geographical locations may be random we suggest a model in which a connected graph with finitely many nodes is augmented by the points of a Poisson point process and additional random edges between vertices x and y for which the edge (x, y) is not assumed to be present. This may be interpreted as a model for a network which is invaded by 'foreign' network participants corresponding to the point process P. It is not at all obvious whether chemical distances become shorter or not. Therefore, it is of interest to study such distances and to compare them to the results obtained in [5, Theorem 3.1] . This shall be the main focus in this paper. Moreover, we believe that our results provide a base for further research investigations, which may contribute to the understanding of continuum long-range percolation models, for example in studying heat kernel bounds for the random walk on such clusters, just to mention one. This will be the topic of future investigations.
Let us finally remark that a slightly similar question regarding chemical distances of long-range percolation on R d has been recently addressed in [4] using different methods. In contrary to the present article the focus there is on the case s ∈ (d, 2d). Moreover, we will borrow ideas from [5] and adapt them to our setting. This results in the fact that our calculations are different and crucially rely on the structure of the vertex set which is characterized by the underlying Poisson point process.
We end this section with an outline of the remainder of this article. In the following section we rigorously introduce the model under investigation and formulate the main results. The proceeding sections are divided into the proofs of the individual cases of our main Theorem.
Model and main results
We construct a random graph with finitely many nodes and edges as follows. Let N be a positive integer and define
Let Z N be the number of elements of Z and consider some distinct nodes X 0 , X 1 , . . . , X Z N −1 with X 0 = 0,
at distance 1 and connected by an edge almost surely. We augment the resulting graph randomly by adding points of a Poisson point process to its vertex set and by connecting the nodes as follows. Let P be a homogeneous Poisson point process with Thus, the vertex set will be given by {X 0 , X 1 , . . . , X Z N −1 } ∪ P =: P ′ . Note that P ′ may still be viewed as a Poisson point process conditioned to have a point at {X 0 , X 1 , . . . , X Z N −1 } in the sense of Palm measures [6] . Given a realization of P
Consider a set of Bernoulli random variables (E x,y : {x, y} ∈ A, x = y) on a probability space (Ω, F , P ), where the indexing set A consists of all unordered pairs {x, y}
We use the Kolmogorov consistency theorem and choose (E x,y : {x, y} ∈ A, x = y) such that P (E x,y = 1) = g(x − y) for all {x, y} ∈ A with x = y, independently. Thus we obtain an almost surely finite random graph with vertex set given by the points
. . , X n } of P ′ and by including an edge (X i , X j ) if and
We denote this graph by G(N). By abuse of notation we denote the joint probability measure of the point process P with intensity ρ > 0 and edge occupation by P . We are mainly interested in the properties of the connected component referred to as the cluster containing the origin, which we denote by C(0). Note that C(0) is almost surely a finite graph and connected by definition. Moreover, C(0) = C(X i ),
, by construction, where C(X i ) denotes the cluster containing X i . Given a graph G = (V, E) the graph distance on G between two nodes x, y ∈ V is defined as d G (x, y) corresponding to the number of edges in E on a shortest path between x and y, with the convention that d G (x, x) = 0 and d G (x, y) = ∞ if x and y are not in the same connected component. The diameter of G denoted by D G is defined as
i.e. the maximal graph distance between two nodes in G. Let D(N) be the random diameter D G(N ) of the graph G(N) and P (x, y) := d G(N ) (x, y) whenever x, y are elements of the vertex set. We now state our main results as follows.
Theorem 2.1. There exist positive and finite constants C 1 , C 2 , C s , 0 < η 1 < η 2 < 1 and δ > 1 only depending on s, β and d such that the following hold:
Here are some comments regarding our main result. In Theorem 2.1 we are able to provide an analogy that in our model the random graph behaves similarly to classical discrete long-range percolation as in [ ⌉ with high probability. We believe that this might be true in our model as well, which is an interesting problem to investigate, but beyond the skope of this paper.
From now on throughout this entire manuscript we denote by c a universal constant which might be different in each occurence. Moreover, for all events A N depending on the integer N we say that A N occurs with high probability if
We proceed by proving part 1 of Theorem 2.1 in the following section.
The case s > 2d
Proof of Theorem 2.1, part 1. We follow the procedure in [5, Section 3] . Recall that we assumed X 0 = 0 and
and for every k > N 1−ψ define M(k) to be the total number of edges in [0, N] d of length between ck and k for some 0 < c < 1. By conditioning on the number of particles P places in
where we used 1 − e −x ≤ x in the inequality and a change to polar coordinates. By the Markov inequality we derive that
by the given choice of ψ. Thus we have
with high probability. Since X Z N−1 = cN, this implies that with high probability every path between X 0 and X Z N−1 contains at least cN 2N 1−ψ = cN ψ edges. This completes the proof.
Remark 3.1. By taking into account methods used in [2] we can prove a linear lower bound on the diameter, for example in the case d = 1 and s > 2. Indeed, partition the interval [0, N] into intervals of unit length I 1 , . . . , I N and we say that I is a cut interval if and only if there is no edge e of length e > 1 crossing I. Fix one interval, say
Further divide J 2 into cN intervals [2, 3] , [3, 4] , . . . , [N − 1, N] and note that the distance between J 1 and [k, k + 1], 2 ≤ k ≤ N − 1, is at least ck. Using this we obtain 
of side length Lemma 4.1. Let E = E(I, I ′ ) denote the event that there exists an edge connecting a node u ∈ I with one node v ∈ I ′ . Assume that P (E) > δ for some constant δ > 0 independent of N. Fix constants 0 < γ, ε < 1 such that
Then it holds D(N) ≤ cN η with high probability.
Proof of Theorem 2.1, part 2, the upper bound. We verify that the assumptions of Lemma 4.1 are fulfilled. Let K = K(I, I ′ ) denote the number of edges from I to I ′ . Taking into account that the largest possible distance between every pair of two nodes is dN we get
× P (I contains n Poisson points).
Since lim x→0 x 1 − e −x = 1, for 0 ≤ x ≤ 1 we can choose a constant c such that x ≤ c(1 − e −x ). For fixed n ∈ N we may choose N sufficiently large such that n(dN) −2d ≤ 1. Thus, applying this inequality we arrive at
P (I contains n Poisson points).
Again choose N large such that c|I ′ |n(dN) −2d ≤ 1 for fix n to obtain that Let K(I) be the number of (random) edges from I to I 3 , . . . , I N . Then by conditioning on the points P places in I we find that
Thus, we get that p(i) ≥ c > 0 if p(i) denotes the probability that I i , 1 ≤ i ≤ N, is isolated. In particular, if M(N) denotes the number of isolated intervals we have
We now aim at calculating and estimating the second moment of M(N). First observe that by independence P (I 1 is isolated|I 2 is isolated) = P (K 1 = 0) P (K 2 = 0) with K 1 denoting the number of edges from I 1 to I 2 , I 3 , . . . , I N and K 2 denoting the number of edges from I 2 to I 1 . We already know that the denominator is bounded away from 0. Let d (I 1 , I 2 ) be the distance between I 1 and I 2 . A calculation and an application of the Markov inequality show that
since the expected value of the number of edges between I 1 and I 2 can be estimated
We further obtain
We already observed that
and we also observe that
so that overall
which yields that Var(M(N)) ≤ cN 
Thus, as argued before, an application of Chebyshev's inequality yields that there is an isolated interval which contains at least cN 2 3 local cut intervals with high probability. Denote this interval by I i * . Let K = K(I i * ) be the number of edges between I i * and I i * −1 . We estimate E[K(I i * )] as follows. By a conditioning argument A similar calculation shows that the same estimate holds for the expected number of edges from I i * to I i * +1 . By an application of the Markov inequality we conclude that there exist at most 2 log 2 N edges exiting the isolated interval I i * with high probability. Recall that there are at least cN with high probability. We finished the proof of the lower bound.
The case d < s < 2d
We start by proving the lower bound, which is easier.
Lower bound.
In view of the proof of [2, Theorem 3.1] it is enough to show that for all nodes the expected number of its neighbors is bounded by a constant independent of N. Let Deg(0) be the number of neighbors of the origin. As the number of points bonded to the origin can be viewed as an inhomogeneous Poisson point process we get
since s > d, as desired.
Upper bound.
In the proof of the upper bound we make an appropriate use of a renormalization technique presented in [5] . That is we prove that this technique can be applied in our setting.
Let α < 1 with 2dα > s throughout this proof.
of side length N α . Define E 1 as the event that there exist two such cubes, say I, I ′ with no edges between them. We take one of the resulting cubes and further split it into subcubes of side length N α 2 . We now define the event E 2 as the event that there is a cube of side length N α with the property that for subcubes, say I 1 , I 2 of side length N α 2 there are no edges between them. We iterate this process m times, at the end obtaining subcubes of side length N α m and events E 1 , . . . , E m , where m ∈ N is fixed. We want to verify the assumptions of the following Lemma, which roots back to [5, Section 6].
Lemma 5.1. Let E 1 , . . . , E m be the events specified above and α < 1 with 2dα > s. If
for some constant c then D(N) ≤ log δ N with high probability for some constant δ > 1.
Proof of Theorem 2.1, part 3. We now complete the proof of part 3 of our main Theorem. Our goal is to estimate the probability of the event E r , where 1 ≤ r ≤ m is fixed. Given a cube of side length N α r−1 and two given subcubes, say I r , J r of side length N α r denote by K the number of edges between them. We calculate
Note that the largest possible distance between two subcubes I r , J r is (dN) α r−1 . Using this we estimate Choosing N large enough such that (dN) −sα r−1 ≤ 1 and the fact that x ≤ c(1 − e −x ) for x ≤ 1 we further obtain the upper estimate
exp − cnN dα r −sα r−1 P (I r contains n Poisson points)
exp − cnN α r−1 (dα−s) P (I r contains n Poisson points).
Recall that if X is a Poisson random variable with parameter λ > 0 then its moment generating function is given by
Using the latter equality we get
By assumption we have dα − s < 0 as s ∈ (d, 2d). Thus we can choose N large enough such that N α r−1 (dα−s) ≤ 1 along with the estimate x ≤ c(1 − e −x ) for x ≤ 1 to further obtain
Observe that there are at most N 2d pairs of subcubes I r , J r . This gives us
and from this we further obtain
This verifies the assumptions of Lemma 5.1 and an application of the latter finishes the proof.
In view of the proof of the upper bound we can state the following Corollary, which might be of independent interest. Corollary 5.2. For all positive constants C there exists another constant δ > 1 such that
The case s = d
We begin by proving the easier case, which is the lower bound.
length. Take one of these subcubes, say I and define M(N) as the number of particles in I bonded to some other particle by an edge. By conditioning on the number of Poisson points we obtain for some c > 1 chosen appropriately
Therefore, if B(m) denotes the total number of nodes reachable from I by paths with length at most m from the independence of the edges we get
From the Markov inequality we deduce that
where ε > 0 is arbitrarily small. From this we derive that there exists one translation of the unit cube, say J, which is connected to I only by paths of length at least m with high probability. We conclude that D(N) ≥ cm with high probability as desired.
6.2. Upper bound. We now give a proof of the upper bound based on an idea presented in [5] . Roughly spoken, the idea is that all paths of length m for suitably chosen m must have an endpoint inside a cube which is not too far away from the origin. Applying a result we established in the preceding section the diameter in small cubes is also small enough. Combining these findings we will arrive at the desired upper bound. We now make the discussion more precise. At first we investigate arbitrary paths of length m with m to be chosen later in this proof. As before, divide Similarly we obtain a subcube of unit side length which we call J 2 connected to J 1 by a path of length 2 with the property that
. We continue the procedure in this fashion for a total number of m times, thus obtaining a translation of the unit cube, which we call J m . Our first target in this section is the following statement, which is an analogue to [5, Lemma 10.1].
Lemma 6.1. If m = (2d + 2)2 c+1 log N log log N for a sufficiently large constant c then it
with probability
Proof. Following the calculations made in [5, p. 337] Lemma 6.1 follows from Lemma 6.2 below. We omit the details.
) then we have For each such I j the probability p that I j is connected to H is given by
Note that we have
By the fact that c(1 − exp(−cnk −d )) is bounded in n we further obtain p ∼ We proceed as follows. Define implies the desired result.
