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Abstract
This paper concerns the proof of the exponential rate of convergence of the
solution of a Fokker-Planck equation, with a drift term not being the gradient
of a potential function and endowed by Robin type boundary conditions.
This kind of problem arises, for example, in the study of interacting neurons
populations. Previous studies have numerically shown that, after a small
period of time, the solution of the evolution problem exponentially converges
to the stable state of the equation.
1 Introduction
The exponential convergence of the solutions to evolution problems towards the
steady states has been largely addressed for many years, see for example [1, 5, 7, 9,
10, 11, 12]. Techniques and proofs are usually based on the nature of each equation
being the general entropy method developed in [12] for linear problems and used
in computational neuroscience in [6, 8] a powerful method for investigation of this
question in the problem under consideration here.
In this work, we are concerned with the mathematical proof of the exponential
rate of convergence of the solution of a non-gradient Fokker-Planck equation towards
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its stationary state. This problem arises, for instance, in the modeling of the evolu-
tion of the firing rates of two population of interacting neurons. In this framework,
the partial differential equation describing the evolution of the probability distri-
bution function p = p(t, ν), with ν = (ν1, ν2) ∈ Ω and t ≥ 0 is the Fokker-Planck
equation (or forward Kolmogorov equation):
∂tp +∇ ·
(
Fp−
β2
2
∇p
)
= 0 , in [0,∞[×Ω
where Ω is a bounded domain of R2 and the vector field F = F (ν) is defined by:
F =
(
−ν1 + φ(λ1 + w11ν1 + w12ν2)
−ν2 + φ(λ2 + w21ν1 + w22ν2)
)
with φ(z) a sigmoid function and wij positive weights. The Fokker-Planck equation
is endowed by the following Robin or no flux boundary conditions:(
Fp−
β2
2
∇p
)
· n = 0 , on ∂Ω
with n the outward normal unit vector on ∂Ω, β being the noise level, and a non-
negative initial data p(0, ν) = p0(ν) ≥ 0. It is easily seen that the F does not satisfy
to the Schwartz conditions, that is ∂ν2F1 6= ∂ν1F2, so that there exists no potential
function V (ν) such that F = −∇V . This in particular implies that it is less likely
there is an explicit formulation of the associated steady state, as it would be the
case with a drift F defined by F = −∇V for some smooth potential function V . We
refer to [2, 3, 4] for some discussion on these issues and some cases in which, despite
of the non-gradient drifts in the Fokker-Planck equations, one is able to find explicit
stationary states. In our case, for general domains and so complicated drift it is in
general not possible to find explicitly these stationary states. Note that as soon as
we find a potential function V such that the drift F = −∇V , the steady state reads
p∞ = C exp
(
−2V
β2
)
,
with C a normalization coefficient.
In this work, we will deal with estimates of the exponential convergence rates
for general linear Fokker-Planck equations with non-gradients drifts of the form:

∂tu−∆u+∇ · (Fu) = 0 in Ω× (0, T ),
u(0, ·) = u0(·) in Ω,
(Fu−∇u) · n = 0 on ∂Ω.
(1.1)
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where the unknown u(t, x) is a probability density function, the drift F ∈ C2(Ω)
satisfies the incoming boundary condition
F · n < 0 on ∂Ω, (1.2)
and with the initial data normalized to 1,
∫
Ω
u0(x) dx = 1. We have assumed unit
diffusion constant for simplicity without loss of generality. Under these hypothesis,
existence, uniqueness and positivity of the solution u = u(t, x) of the evolution
problem (1.1), and of the stable state (stationary solution) u∞(x) of the associated
problem were proved in [8, Theorem 2], as well as the mass density conservation,∫
Ω
u(t, x) dx =
∫
Ω
u0(x) dx = 1,
and the L2-convergence of the time dependent solution to the stationary solution
u∞. Numerical simulations were also performed underlying the exponential rate
of convergence of the solution of the evolution problem towards the stable state.
However, the theoretical proof of this exponential rate convergence was not discussed
in [8]. In the next section we will discuss the exponential convergence towards the
steady state u∞ by direct Poincare´ inequalities. Section 3 is devoted to an alternative
approach implying relations between the sharp exponential convergence rates with
the best constants for different Poincare´ type inequalities.
2 Convergence to equilibrium
Consider a drift F ∈ C2(Ω) such that F ·n < 0 and let u = u(t, x) be the unique so-
lution of problem (1.1), and u∞ = u∞(x) be the solution of the stationary associated
problem: 

−∆u∞ +∇(Fu∞) = 0 in Ω,
(Fu∞ −∇u∞) · n = 0 on ∂Ω ,
(2.1)
ensured by [8, Theorem 2] and satisfying∫
Ω
u0(x) dx =
∫
Ω
u∞(x) dx = 1.
We shall prove the following result:
Theorem 2.1. The solution u to (1.1) exponentially converges to the steady state
u∞: there exist α, C > 0 such that
‖u− u∞‖L2(Ω) ≤ C exp(−αt).
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Let us first remind the reader that applying the General Entropy Method [12]
adapted to this problem in [8, Theorem 4] with v = 1, u1 = u, u2 = u∞ and
H(u1|u2) = (u1 − u2)
2/u22, then we have
d
dt
Hv(u1|u2) = −Dv(u1|u2) ≤ 0, (2.2)
where
Hv(u1|u2) =
∫
Ω
(u− u∞)
2
u∞
dx
and
Dv(u2|u1) =
∫
Ω
u∞
∣∣∣∣∇ uu∞
∣∣∣∣
2
dx .
Therefore, in other to get the exponential convergence, the key point to prove is the
following Poincare´ inequality:
Hv(u|u∞)=
∫
Ω
(u− u∞)
2
u∞
dx ≤ PΩ(u∞)
∫
Ω
u∞
∣∣∣∣∇ uu∞
∣∣∣∣
2
dx = PΩ(u∞)Dv(u|u∞), (2.3)
where PΩ(u∞) > 0 is the best constant for the Poincare´ inequality (2.3), with weight
u∞ in the domain Ω. In the sequel, we will not put the subindex Ω in the Poincare´
constants for notational simplicity. In fact, from (2.2) and (2.3) we then deduce that
d
dt
Hv(u|u∞) + P(u∞) Hv(u|u∞) ≤ 0,
and applying Gronwall Lemma
Hv(u|u∞) ≤ C exp(αt),
with C = Hv(u0|u∞) and α = P(u∞), leading to the exponential convergence of u
to u∞. Notice that (2.3) is equivalent to∫
Ω
u∞
(
u
u∞
− 1
)2
dx ≤ P(u∞)
∫
Ω
u∞
∣∣∣∣∇
(
u
u∞
− 1
)∣∣∣∣
2
dx , (2.4)
Put w = u
u∞
− 1, then (2.4) reads∫
Ω
u∞w
2 dx ≤ P(u∞)
∫
Ω
u∞ |∇w|
2 dx .
Note that, since both u and u∞ are normalized to 1, we also have the constraint:∫
Ω
u∞w dx =
∫
Ω
u∞
(
u
u∞
− 1
)
dx =
∫
Ω
(u− u∞) dx = 0.
Inequality (2.3) then follows from the following result:
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Proposition 2.1. Under the assumption∫
Ω
ΦH dx = 0,
where H is bounded from above and below by positive constants, there exists P > 0
such that the following Poincare´ inequality holds∫
Ω
H|Φ|2 dx ≤ P
∫
Ω
H|∇Φ|2 dx.
Proof: We follow the classical proof of Poincare´ inequality, by contradiction. Sup-
pose that there exists a sequence {Φm}, such that
max(H)
∫
Ω
|Φm|
2 dx ≥
∫
Ω
H|Φm|
2 dx ≥m
∫
Ω
H|∇Φm|
2 dx ≥ mmin(H)
∫
Ω
|∇Φm|
2 dx.
By normalization, we can suppose that ‖Φm‖L2 = 1. Therefore the sequence {Φm}
is bounded in W 1,2(Ω). By mean of the Rellich-Kondrachov Theorem, there exists a
subsequence {Φmj} and a function Φ¯ in L
2(Ω) such that {Φmj} converges strongly to
Φ¯ in L2(Ω). Passing to the limit m→∞, we get that ∇Φ¯ = 0 a.e. and ‖Φ¯‖L2 = 1,
which implies Φ¯ is a constant. But, since H is strictly positive, this contradicts with
the hypothesis
∫
Ω
Φ¯H dx = 0, concluding the proof. 
Although we can obviously relate the best constant P(u∞) to the classical
Poincare´ inequality best constant P(1) by P(u∞) ≤
max(u∞)
min(u∞)
P(1), we have no in-
formation on the value of the constant obtained by this proof. In the next section,
we propose an alternative proof in which we show that the constants C and α in
Theorem 2.1 are linked to the bounds of the solution K of an auxiliary problem.
3 Alternative Proof
In this section, we propose an alternative proof of Theorem 2.1 which give us another
characterization of the constants C and α. Note first that to prove the exponential
convergence of u to u∞, is equivalent to prove the exponential convergence of Φ =
u/u∞ to 1. As we will see, the proof is based on a new conservation property, see
Proposition 3.2 below.
Before dealing with the exponential convergence problem for the function Φ, we
need to define for which problem Φ is a solution. This is done in the following. Let
us first define Φ and the initial data Φ0 as follows, since u∞ > 0, we define
Φ(t, x) =
u(t, x)
u∞(x)
, Φ0(x) =
u0(x)
u∞(x)
,
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and let us introduce a modified drift F ∗ as
F ∗ = F − 2
∇u∞
u∞
. (3.1)
We note that on the boundary ∂Ω, we obtain
F ∗ · n =
(
F − 2
∇u∞
u∞
)
· n = −F · n > 0,
since F · n = (∇u∞/u∞) · n and F satisfies (1.2).
Proposition 3.1. The function Φ = u/u∞ satisfies

∂tΦ−∆Φ+ F
∗ · ∇Φ = 0 in Ω× (0, T ),
Φ(., 0) = Φ0(.) in Ω,
∇Φ · n = 0 on ∂Ω.
(3.2)
Proof: In order to simplify notations, consider g = 1/u∞, g ∈ C
2(Ω) ∩ C(Ω¯) and
g > 0, and Φ = u g and Φ0 = u0 g. We derive Φ = u g to get, for all i = 1, 2
∂xiΦ = g∂xiu+ u∂xig,
∂2xiΦ = ∂
2
xi
ug + Φ
∂2xig
g
+ 2
∂xig
g
∂xiΦ− 2Φ
∣∣∣∣∂xigg
∣∣∣∣
2
.
These identities imply, for the boundary conditions on ∂Ω
∇Φ · n =
(
∇u
u∞
−
u∇u∞
u2
∞
)
· n =
(
∇u
u∞
−
uF
u∞
)
· n = 0,
and inside the domain Ω, we obtain
∂tΦ−∆Φ = (∂tu−∆u)g − Φ
∆g
g
− 2∇Φ ·
∇g
g
+ 2Φ
∣∣∣∣∇gg
∣∣∣∣
2
= −∇ · (Fu)g − Φ
∆g
g
− 2∇Φ ·
∇g
g
+ 2Φ
∣∣∣∣∇gg
∣∣∣∣
2
= −∇ · (FΦ)− 2∇Φ ·
∇g
g
+ Φ
[
−
(
∆g
g
− 2
∣∣∣∣∇gg
∣∣∣∣
2
)
+ F ·
∇g
g
]
. (3.3)
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Since u∞ = 1/g, we have
∇u∞ = −
∇g
g2
and ∆u∞ = −
∆g
g2
+ 2
|∇g|2
g3
,
so that, dividing (3.3) by g = 1/u∞, we get
u∞∂tΦ− u∞∆Φ + u∞F · ∇Φ− 2∇Φ · ∇u∞
+ Φ[−∆u∞ + F · ∇u∞ + u∞∇ · F ] = 0.
Hence Φ must satisfy

u∞∂tΦ− u∞∆Φ+ u∞F · ∇Φ− 2∇Φ · ∇u∞
+Φ[−∆u∞ +∇ · (Fu∞)] = 0 in Ω× (0, T ),
Φ(·, 0) = Φ0(·) in Ω,
∇Φ · n = 0 on ∂Ω.
(3.4)
Finally, recalling the definition of F ∗ given by (3.1), and that u∞ solves (2.1), prob-
lem (3.4) is converted into (3.2), concluding the proof. 
Consider now the stationary problem associated to (3.2):

−∆Φ∞ + F
∗ · ∇Φ∞ = 0 in Ω× (0, T ),
∇Φ∞ · n = 0 on ∂Ω.
(3.5)
then it is easily seen that constant are solutions to (3.5), so that proving the expo-
nential convergence of Φ to Φ∞ = 1, will give us the wanted exponential convergence
of u to u∞. So, the main results we have to prove, yielding to the exponential con-
vergence of u to u∞ is the following:
Theorem 3.1. The solution Φ of (3.2) exponentially converges in time to its equi-
librium state Φ∞, solution to (3.5).
In the sequel, in order to prove Theorem 3.1, we need an auxiliary problem, which
is the dual problem to (3.5) given by

∆K +∇ · (KF ∗) = 0 in Ω,
(∇K +KF ∗) · n = 0 on ∂Ω,
(3.6)
for which we next prove a conservation property of the function ΦK. This conser-
vation results is a key point in order to prove a Poincare´ inequality on the function
Φ and to get in an alternative way the exponential convergence.
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Proposition 3.2. Let K be a solution of (3.6) and Φ be a solution of (3.2), then∫
Ω
Φ0K dx =
∫
Ω
ΦK dx.
Proof: Note that −F ∗ · n < 0 on ∂Ω, thus by using the same arguments as in [8],
this problem admits a unique strictly positive and bounded solution K ∈ H2(Ω).
Furthermore, we have
−∆Φ+ F ∗∇Φ = −
1
K
∇ · (K∇Φ) +
(
∇K
K
+ F ∗
)
∇Φ,
so that problem (3.2) writes as

∂tΦ−
1
K
∇ · (K∇Φ) +
(
∇K
K
+ F ∗
)
· ∇Φ = 0 in Ω× (0, T ),
Φ(., 0) = Φ0(.) in Ω,
∇Φ · n = 0 on ∂Ω.
(3.7)
Use K as a test function for (3.7), then
0 = ∂t
∫
Ω
ΦK dx+
∫
Ω
(∇K +KF ∗) · ∇Φ dx −
∫
∂Ω
K∇Φ · n dσ(x)
= ∂t
∫
Ω
ΦK dx−
∫
Ω
∇ · (∇K +KF ∗)Φ dx+
∫
∂Ω
Φ(∇K +KF ∗) · n dσ(x)
= ∂t
∫
Ω
ΦK dx−
∫
Ω
(∆K +∇ · (KF ∗))Φ dx = ∂t
∫
Ω
ΦK dx,
which concludes the proof. 
Since, problem (3.6) admits a unique solution, then constants are the unique
solutions, in distributional sense, of the stationary problem (3.5). Hence, up to a
normalization constant, we shall consider in the sequel that Φ∞ = 1. Moreover, if we
consider Ψ = Φ−Φ∞, then Ψ still satisfies (3.1) and converges to 0, in other words its
equilibrium is the null function. Therefore, renaming Ψ = Φ and in order to simplify
the proof of Theorem 3.1, we are reduced to prove the exponential convergence of Φ
solution of (3.1) to 0, which is done in Theorem 3.2 below. We impose the following
normalization ∫
Ω
Φ0K dx = 0,
so that from the conservation property in Proposition 3.2 we get∫
Ω
ΦK dx = 0.
Thanks to this normalization, the proof of Theorem 3.1 is reduced to prove the
following result.
Theorem 3.2. Assuming that ∫
Ω
Φ0K dx = 0,
then, the solution Φ of (3.2) exponentially decays in time towards 0, that is,
‖Φ‖L2(Ω) ≤ C˜ exp(−α˜t),
where C˜ and α˜ are estimated by
C˜ =
1
min(K)
∫
Ω
|Φ0|
2K dx and α˜ = P(K) .
Proof: Use KΦ as a test function for (3.7). Since K is bounded from above and
from below by some positive constants, and since from the normalization hypothesis,
the Poincare´ inequality of Proposition 2.1 holds, then:
0 =
1
2
∂t
∫
Ω
|Φ|2K dx+
∫
Ω
|∇Φ|2K dx+
∫
Ω
Φ(∇K +KF ∗) · ∇Φ dx
=
1
2
∂t
∫
Ω
|Φ|2K dx+
∫
Ω
|∇Φ|2K dx+
1
2
∫
Ω
(∇K +KF ∗) · ∇|Φ|2 dx
=
1
2
∂t
∫
Ω
|Φ|2K dx+
∫
Ω
|∇Φ|2K dx−
1
2
∫
Ω
(∆K +∇ · (KF ∗))|Φ|2 dx
=
1
2
∂t
∫
Ω
|Φ|2K dx+
∫
Ω
|∇Φ|2K dx
≥
1
2
∂t
∫
Ω
|Φ|2K dx+ P(K)
∫
Ω
|Φ|2K dx .
Inequality (3.8) implies:∫
Ω
|Φ|2K dx ≤
(∫
Ω
|Φ0|
2K dx
)
exp(−2α˜t),
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with α˜ = P(K). With some more computations, we finally obtain∫
Ω
|Φ|2 dx ≤
1
min(K)
∫
Ω
|Φ|2K dx ≤
(
1
min(K)
∫
Ω
|Φ0|
2K dx
)
exp(−2α˜t),
concluding the proof of theorem 3.2. 
Finally, to conclude the proof of the time exponential convergence of u, solution
to (1.1), to the steady state u∞ given by (2.1), we just have to note that, since
g = 1/u∞ is strictly positive and bounded, Theorem 3.1 leads to:
‖u− u∞‖L2(Ω) ≤ max(u∞)C˜ exp(−α˜t) ,
concluding the proof of Theorem 2.1. Notice that the decay constants might be
different to the ones in Theorem 2.1 obtained in Section 2 due to the different
stationary problems with solutions K and u∞ used.
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