Abstract. Temperature and phase evolution in phase transitions are represented here by coupling the energy balance equation with a multivalued constitutive relation between the density of internal energy and the temperature, and with a nonlinear conduction law. This doubly nonlinear problem generalizes the classical Stefan model. Existence of a weak solution is proved via time discretization, a priori estimates, and passage to the limit. A medium exhibiting periodic oscillations in space is then considered; as the oscillation period vanishes, two-scale convergence (in the sense of Nguetseng) to a corresponding two-scale homogenized problem is proved. The latter is shown to be equivalent to a coarse-scale model. The cases of Fourier's law with either temperature-or phase-dependent conductivity are also treated.
1.
Introduction. This paper deals with the two-and single-scale homogenization of a class of quasi-linear parabolic problems that includes Stefan-type models of phase transitions.
The model. Let us consider a (possibly inhomogeneous and anisotropic) incompressible material capable of attaining two phases, say solid and liquid, that occupies a three-dimensional domain Ω. Let us denote the temperature by u, the density of internal energy (or enthalpy at fixed pressure) by w, the heat flux by q, and the intensity of a heat source or sink by f .
Let ϕ : R × Ω → R ∪ {+∞} and α : R 3 × R × Ω × ]0, T [ → R 3 , and assume that ϕ is convex w.r.t. the first variable and that α( ξ, u, x, t) is continuous w.r.t. the pair ( ξ, u) and nondecreasing w.r.t. ξ. We fix any T > 0, set Ω T := Ω × ]0, T [, and provide a weak formulation for an initial-and boundary-value problem for the following nonlinear system:
w ∈ ∂ϕ (u, x) a.e. in Ω T , (1.2) q = α(−∇u, u, x, t) a.e. in Ω T (1.3) (by ∂ϕ(·, x) we denote the subdifferential of ϕ(·, x)) or, more synthetically,
The occurrence of a double nonlinearity in the principal part of the equation may be noticed. An initial condition for w and boundary conditions for either u or the normal component of q may be appended to this system. Equation (1.1) represents the energy balance, whereas (1.2) and (1.3) are constitutive relations. The explicit dependence on x of the constitutive functions ϕ and α may account for either a mixture of different materials or a single material whose behavior varies in space; in the first case these functions will be discontinuous w.r.t. x, whereas in the latter case they need not be so.
A free boundary problem. The discontinuity of the dependence of w on u may account for a simplified model of phase transitions, e.g., in a solid-liquid system, in which density variations and convection are neglected. For instance let us assume that (1.2) is of the form w ∈ u 0 C(ξ, x) dξ + L(x)H(u − u * (x)) a.e. in Ω T , with C = C(u, x) being the temperature-and space-dependent specific heat, L the spacedependent density of latent heat of phase transition, H the Heaviside function (i.e., H(v) = 0 for v ≤ 0, H(v) = 1 for v > 0), and u * the space-dependent temperature of phase equilibrium. Equation (1.1) may then account for the energy balance in a solid-liquid system, and the space-time domains
represent, respectively, the evolution of the liquid and solid phases. The set Ω T * := {(x, t) ∈ Ω T : u(x, t) = u * (x)} may consist of one or more moving surfaces that represent the space-time interface S between the phases; but Ω T * may also comprise a component with nonempty interior that would represent a fine mixture of liquid and solid and is known as a mushy region.
In general for an inhomogeneous material the interface S need not be smooth even in the absence of a mushy region. For instance a connected component of S t := S ∩ (Ω × {t}) may end at the boundary between two grains of materials that are characterized by different temperatures of phase transition. If ∂ϕ is as above, in the neighborhood U of any regular point (x, t) ∈ S, (1.1) is equivalent to the following bulk and interface conditions:
Here by q 1 we denote the heat flux contributed by the liquid phase, by q 2 that absorbed by the solid phase, by v the interface velocity, and by ν a normal vector field to S t . Equation (1.3) includes the nonlinear Fourier conduction law (1.8) q = −K(u, x) · ∇u in Ω T i.e., q i = − j=1,2,3 K ij (u, x)∂u/∂x j for i = 1, 2, 3 ;
here K is a symmetric and positive-definite tensor function and represents the heat conductivity. For an isotropic material K(u, x) = k(u, x)I (I being the identity tensor), and (1.7) is reduced to the classical Stefan condition
where by ∂u ± /∂ν we denote the limit of the normal derivative of u taken from the set Ω p loc (p > 1) joint with convergence of a strictly convex potential entail strong convergence in L q loc for any q < p; see, e.g., [77] , [78, Chap. X] . Along the lines of [4] , one might also derive strong L 2 -convergence by multiplying the approximate equation by the time increment (rather than the time-incremental ratio) of the approximate temperature.
We deal with a heat conductivity that depends continuously on the temperature and (possibly nonstrictly) monotonically on the temperature gradient. In case of a degenerate parabolic part (e.g., for ϕ identically constant), we would then miss the strong convergence of the temperature; however, if (1.3) were independent of the temperature, our results might easily be extended to this case, too. Via the classical Kirchhoff transformation we also treat the case of phase-dependent conductivity under a structure hypothesis on the conductivity itself.
Homogenization. The main concern of this work is the homogenization of composite materials in which the constitutive functions ϕ and α are discontinuous functions of the space variable x. By a classical procedure, we assume that ϕ and α depend not only on the coarse-scale variable x but also on a fine-scale variable x/ε (ε being a small scalar parameter), and we assume that the latter dependence if periodic. We then let ε vanish and show that the solution of the ε-dependent problem two-scale converges (in the sense of Nguetseng [65] and Allaire [2] ) to a solution of a two-scale problem in which two further fields u and q occur besides the coarse-scale fields u and q. Our argument is based on two-scale techniques somehow analogous to those that we used for the existence result. (The analogy between these methods seems to confirm the potentialities of an approach based on two-scale convergence.)
We then retrieve a purely coarse-scale problem of the form (1.1)-(1.3) (so-called upscaling) with different constitutive functions ϕ and α. These functions are determined via the solution of a family of nonlinear cell problems; in the case of the linear Fourier law, we also construct a solution of these problems along the lines of a well-known procedure.
We also show the inverse statement: any solution of the coarse-scale problem may be retrieved from the two-scale model (this procedure might be referred to as downscaling). The two-and single-scale formulations are thus equivalent, although the latter provides a somehow more synthetic picture of the phenomenon. This entails that no spurious solution may be introduced by dealing with the coarse-scale model and that inspection of the macroscopic behavior does not allow one to distinguish a composite from a mesoscopically homogeneous material. This part is the main issue of this paper and is based on techniques that are also studied in [83] . The restrictions that are required here are consistent with the Stefan model.
Plan of the paper. In section 2 we state some preliminary results that are used in the remainder of this paper. More specifically we review Nguetseng's notion of twoscale convergence and illustrate some properties of convexity and monotonicity that involve either single-or two-scale convergence, mainly referring to [81] . In section 3 we provide the weak formulation of an initial-and boundary-value problem for the system (1.1)-(1.3) and show existence of a weak solution.
In section 4 we introduce the dependence on the fine-scale variable x/ε, pass to the limit as the space period ε vanishes, and prove convergence to a solution of a two-scale problem. In section 5 we complete the homogenization procedure by upscaling the latter problem to a purely coarse-scale formulation and show that the two problems are equivalent. In section 6 we assume a linear dependence of the heat flux on the temperature gradient and retrieve the homogenized conductivity tensor via the twoscale formulation of a standard procedure; see [2] . (If the function K is scalar and independent of the temperature, we thus retrieve the results of [38] .) In this section we also illustrate the use of the classical Kirchhoff transformation.
Literature. The Stefan problem and its various generalizations were studied in an impressive number of works; see, e.g., the monographs [1, 21, 36, 46, 48, 50, 62, 70, 71, 78] , the references therein, and the extensive bibliography [75] . Physical and engineering aspects of phase transitions were dealt with, e.g., in [28, 47, 56, 85] .
Homogenization, namely the search for effective models representing the macroscopic behavior of mesoscopically inhomogeneous materials, has also been and still is the object of intense research; see, e.g., [3, 7, 9, 11, 19, 33, 37, 39, 55, 61, 63, 72, 74] . In particular the homogenization of integral functionals was studied in [24, 60] ; see also [19, 23, 30, 31, 37] . A new approach to periodic homogenization based on two-scale convergence was proposed by Nguetseng [65] and then developed by Allaire [2] and others; see also, e.g., [6, 18, 32] . This notion is receiving increasing attention; see, e.g., [59] for a recent review. Some results of [81, 82, 83] are applied in the present paper.
Apparently so far just a few works have been devoted to the homogenization of models of phase transitions. In [17, 38, 69] this was accomplished assuming the linear Fourier law with a space-oscillating conductivity q = −k(x/ε)∇u, with k being a positive definite tensor function. In [17] these results were also applied to a univariate magnetic medium that under the eddy-current approximation was represented by a similar model. [17, 38] dealt with the homogenization of the weak formulation of the two-phase Stefan problem, whereas [69] addressed the analogous question for the single-phase problem via a well-known integral transformation due to C. Baiocchi and G. Duvaut, and also proved the convergence of the free boundary. [38] also raised the question of extending the homogenization result to a temperaturedependent conductivity (this is performed in the present work). The homogenization of the phase-field model of phase transition for binary mixtures was also addressed via two-scale convergence in [42, 43, 44] . Recently two-scale convergence was applied to the homogenization of stationary variational inequalities in [29] .
Doubly nonlinear parabolic problems were studied in a number of works, e.g., [4, 10, 12, 13, 14, 25, 27, 40, 49, 53, 57, 58, 66, 76, 78] . Equations of this class may model not only phase transitions but also filtration of either gas or liquid through porous media; see, e.g., [4] ; their homogenization was addressed, for instance, in [18, 52, 64] . In [64] oscillations w.r.t. the time variable were also accounted for in the elliptic term, and consequently space-time two-scale convergence was used. The uniqueness of the solution for doubly nonlinear elliptic-parabolic equations is less obvious than for the standard Stefan model; however, it was proved in [14, 25, 26, 53] by using the notions of entropy solutions, renormalization, and L 1 -contractions. These results cover a fairly general setting that includes the problem addressed in the present work.
Our argument for the existence of a solution for the parabolic problem in the presence of a nonstrictly monotone elliptic part is based on classical techniques; in particular it rests on a result (i.e., Theorem 2.10 below) that, in turn, is based on Lemma 5 of [22, p. 27] ; in this respect see also [15, 16, 57] .
The methods of this paper may also be applied to other quasi-linear equations that represent different phenomena. For instance, a doubly nonlinear parabolic problem arises as a model of electromagnetic processes under the eddy-current approximation; its homogenization is studied in the parallel paper [84] . That setting differs from the present one under several respects: there the unknown fields are vectors, the energy balance and the Fourier law are replaced by the Maxwell and Ohm equations, the curl and the divergence operators occur in place of the gradient, compensated compactness plays a key role, and so on. Some results of [84] and of the present work were announced in the note [80] .
2. Two-scale convergence, convexity, and monotonicity. In this section first we review some basic properties of two-scale convergence, along the lines of the fundamental works [2, 65] . We then state some results concerning convexity, monotonicity, and either single-or two-scale convergence that will be used afterwards; for these arguments we mainly refer to [81] , with the exception of Theorem 2.10, which we prove here.
Let us set Y := [0, 1[ 3 , denote by Y the same set equipped with the metric of the three-dimensional unit torus, and identify any Y -periodic function on R 3 with a function on Y. Let us denote by ε a parameter that we assume vanishes along a prescribed sequence.
; by a natural extension of Nguetseng's definition of [65] , we say that u ε weakly (resp., weakly star
and write u ε 2 u (resp., u ε * 2 u), whenever (2.1) 
On the other hand, we denote the standard (single-scale) weak (resp., weak star, strong) convergence by (resp., * , →). These definitions and the next two statements trivially take over to vector functions and also to functions defined on a domain Ω of R 3 just by extending these functions with vanishing value outside Ω. Proposition 2.1 (see [2, 65] 
, then u =û (that is, u does not depend on y). Dealing with functions of (x, y) we shall denote the gradient operator w.r.t. x (resp., y) by ∇ x (resp.,
we define the average and fluctuating components:
and similarly for vectors. The next two statements deal with the two-scale limit of derivatives. Proposition 2.3 (see [2, 32, 65] 
Henceforth we confine ourselves to
, which is a Hilbert space equipped with the graph norm, and denote by ∇ × the curl operator.
Proposition 2.4 (see [79, 82] 
and, as ε → 0 along a suitable subsequence,
(An analogous statement holds for the curl operator, with exchanged roles of curl and divergence [79, 82] .) The above definitions and results are trivially extended to time-dependent functions, if time is regarded as a parameter, and to functions defined on a subdomain of R 3 .
Convexity and two-scale convergence.
Here we review some results about convex integral functionals and maximal monotone graphs that will be applied in the next sections. For several statements we provide two versions: the first one is written for a fixed value of the parameter ε > 0, concerns the standard (single-scale) convergence, and stems from classical properties. We then extend it to two-scale convergence as ε → 0; see [81] .
First, we state some known properties of integral functionals. We shall denote by L(Ω) (resp., B(Ω)) the σ-algebra of Lebesgue-(resp., Borel-) measurable subsets of Ω, define L(Y) and B(Y) similarly, and denote by A 1 ⊗ A 2 the σ-algebra generated by any pair of σ-algebras A 1 , A 2 . 
Lemma 2.5 (see [81]). (i) Assume that
(2.9)
(ii) Moreover, assume that
and set
The functionals Φ ε and Φ are then convex and lower semicontinuous.
We shall denote by ϕ * the convex conjugate function of ϕ w.r.t. the first variable; see, e.g., [45, 51, 68] . The convex conjugate functionals Φ * ε and Φ * then coincide with the integral functionals of ϕ * ε and ϕ * , respectively; see, e.g., [45, 67] . The next result is based on simple properties of convexity. We shall not display the proof and just refer the reader to the analogous argument of Theorem 2.1 of [81] . The weight function θ is here introduced in view of the application of this result that we shall perform in the next sections. Proposition 2.6. Let ϕ fulfil (2.8) and (2.10), fix any ε > 0, and define
11). Let θ be any nonnegative function of D(Ω), and let {u m } and {w
Next we state an extension to two-scale convergence. Proposition 2.7 (see [81] ). Let ϕ fulfil (2.8) and (2.10), and define
, and let θ be any nonnegative function of D(Ω). If
Compactness by strict convexity. The following result will be used in the next section.
Proposition 2.8 (see [77] , [78, Chap. X]). Let ϕ fulfil (2.8) and be such that
Let us then fix any ε > 0, and define ϕ ε as in (2.11)
Here is an extension to two-scale convergence.
Proposition 2.9 (see [81] 
Monotonicity and two-scale convergence. After dealing with the subdifferential of convex lower semicontinuous functions, namely maximal cyclically monotone functions, now we extend some of these results to the larger class of maximal monotone functions. Here we confine ourselves to single-valued functions, and in view of the developments of the next sections we also allow for continuous dependence on a further scalar argument. Let us assume that (2.37) and set (2.38)
This function is measurable w.r.t. x and thus is of Caratheodory class. The first part of the next statement is a simple extension of a standard result of the theory of maximal monotone graphs; see, e.g., [20] . The second part is based on Lemma 5 of [22, p. 27] ; see also [16, 15] , [57, p. 183] . (A proof is needed, however, for this statement is not a direct consequence of the known results.) Theorem 2.10. Let α fulfil (2.36) and (2.37), fix any ε > 0, and define α ε as in
The condition (2.44) may be interpreted as an assumption of strict monotonicity
Proof. (i) The monotonicity of α ε w.r.t. its first argument yields
By (2.36), (2.37), and (2.41),
By passing to the inferior limit as m → ∞ in the latter inequality, by (2.39)-(2.42) we then get
By the maximal monotonicity of α ε w.r.t. its first argument, this inequality is equivalent to (2.43).
(ii) Let us now set
By (2.39), (2.40), (2.42), and (2.47), lim inf m→∞ Ω T P m (x, t) dxdt ≤ 0. As P m is nonnegative this means that for a suitable sequence that we label by m :
Hence there exists a subsequence that we label by m such that P m (·, ·) → 0 a.e. in Ω T . By (2.41), possibly extracting a further subsequence, u m → u a.e. in Ω T . By (2.44) we then get 
By the definition of P m , (2.40), (2.48), and (2.51), we get
We claim that this entails that
In view of proving this statement, first notice that we already know that 
As both limits are independent of the extracted subsequence, the whole sequence converges; (2.46) is thus established.
Here is an extension to two-scale convergence that rests on a similar argument. Proposition 2.11 (see [81] ). Let α fulfil (2.36) and (2.37), and define α ε as in (2.38) for any ε > 0. Let { r ε } (resp.,
(ii) If, moreover, (2.44) and (2.45) are satisfied, then
3. A quasi-linear parabolic problem. In this section we deal with an initialand boundary-value problem for the system (1.1)-(1.3): we provide a weak formulation in Sobolev spaces and prove existence of a solution.
We denote by Ω a domain of R 3 , fix any T > 0, and set A t := A × ]0, t[ for any set A and any t > 0. We fix a partition {Γ 0 , Γ 1 } of the boundary of Ω and prescribe the evolution of u on Γ 0 and of the normal component of ∇u on Γ 1 . We also assume that we are given three constitutive functions
that satisfy (2.8) and (2.36) and such that
Let us fix any ε > 0, define ϕ ε , α ε , and β ε as in (2.11) 1 and (2.38), and set (3.7)
In view of specifying the functional framework, we assume that the domain Ω is bounded and of Lipschitz class and that Γ 0 is measurable and has positive bidimensional Hausdorff measure. We denote by γ 0 the trace operator and set
By the Poincaré inequality, · V is equivalent to the usual Sobolev norm, so that V is a closed Banach subspace of H 1 (Ω). Identifying H := L 2 (Ω) with its dual H and the latter with a closed subspace of the dual space V of V , we get the Hilbert triplet
with compact, continuous, and dense injections.
We denote by ·, · the duality pairing between V and V and define the linear and continuous operator
. Finally, we assume that
and for any ε > 0 we introduce the weak formulation of an initial-and boundary-value problem for the system (1.1)-(1.3) with ϕ ε and α ε in place of ϕ and α.
one has
(3.12)
Interpretation. Equation (3.12) yields the equation
By comparing these terms, we see that w ε ∈ H 1 (0, T ; V ). Integrating by parts in time in (3.12) we then get the initial condition (3.14) (3.13) accounts for the energy balance equation
coupled with the boundary condition Then there exists a solution of Problem 3.1 ε such that w ε ∈ L ∞ (0, T ; H). It is easily seen that, under the hypothesis (2.8), the assumption (3.18) is equivalent to the continuity of (∂ϕ) −1 (·, x, y) = ∂ϕ * (·, x, y). Proof. Throughout this argument we drop the index ε, in order to make formulas more readable.
(i) Approximation. Let us fix any m ∈ N, set k := T/m, and
. . , m).
We then introduce an implicit time-discretization scheme of our problem. 
for a.e. x ∈ Ω, (3.21)
In view of proving the existence of a solution of this problem, let us fix any n ∈ {1, . . . , m}, set
and notice that for any n the system (3.21), (3.22) also reads (x, t), τ kūm (x, t), x, t) for a.e. (x, t) ∈ Ω T , (3.24)f m (x, t) = β m (τ kūm (x, t), τ k ∇ū m (x, t) 
Moreover, denoting by C 1 , C 2 , . . . suitable constants that may depend on ε but not on m, by (3.1) and (3.6) we have
Notice that by (3.1)
Recalling (3.4), (3.6), and (3.8) a standard calculation then yields
By applying (3.2) and comparing the terms of (3.27), we also infer that
(iii) Limit procedure. By these estimates there exist u, w, q, f such that, as m → ∞ along a suitable sequence (still omitting the fixed index ε),
Passing to the limit in (3.27) we then get (3.13), whence (3.12) follows. Let us now fix any nonnegative function θ ∈ D(Ω). By a compactness result of Aubin (see [8, 57, 73] ), (3.32) and (3.33) yield
By Proposition 2.6 we then get (3.11) and
(3.38)
Of course this also applies for θ ≡ 1; by (3.29), (3.18), and (3.37), Proposition 2.8 yields
In view of proving (3.9), let us now assume that θ is a nonnegative function of D(Ω), multiply (3.13) by uθ, and integrate in time. (We still imply the index ε.) By (3.11) uθ ∈ ∂ϕ * (w)θ a.e. in Ω T , whence
Similarly, multiplying (3.27) byū m θ we have
(3.43)
By (3.38), (3.40) , (3.42) , and (3.43), after a further integration in time we then obtain lim inf
The constitutive relation (3.9) then follows from Theorem 2.10. Finally, by part (ii) of the same theorem we infer that
This and (3.39) yield (3.10).
Remarks. (i)
In view of the developments of the next section, notice that (3.30) and (3.31) yield the following uniform estimates for the solutions of Problem 3.1 ε (here written displaying the index ε):
(ii) If f ε is assumed to be independent of ∇u ε , the assumption (3.3) may be dropped ( α is thus assumed only to be nondecreasing w.r.t. its first argument).
Two-scale homogenized problem.
In this section we show that as ε vanishes the solutions of Problem 3.1 ε converge to a solution of a two-scale homogenized problem.
Two-scale formulation. Let us assume that (2.8), (2.36), and (3.5) are fulfilled and that
We shall deal with functions that depend on two (vector) space variables x and y and denote the respective gradient operators by ∇ x (resp., ∇ y ). We shall use the notation (2.5), set
and equip this space with the graph norm. Now we introduce the weak formulation of a two-scale problem that we then retrieve by letting ε vanish in Problem 3.
such thatû ≡ 0,ˆ q ≡ 0 a.e. in Ω T and, setting (u, x, y) a.e. in Ω T × Y, (4.6)
(It should be noticed that the function u is independent of y.)
Interpretation. Equation (4.7) yields the two-scale equation
and the initial condition
for by comparing the terms of (4.9) we infer that w ∈ H 1 (0, T ; Z ). Conversely (4.9) and (4.10) entail (4.7). By selecting v independent of y in (4.7), we get the following system for the coarse-scale fieldsŵ,ˆ q:
Equations (4.9)-(4.11) then yield the fine-scale system 
This entails that (u, w, q, u , q ) is a solution of Problem 4.1.
Proof. This argument follows the lines of part (iii) of the proof of Theorem 3.1, obviously with two-scale in place of single-scale convergence. By the estimates (3.45) and Propositions 2.1, 2.3, and 2.4 there exist u, w, q, u , q such that, as ε → 0 along a  suitable subsequence, (4.8) and (4.13)-(4.17) hold. By passing to the limit in (3.12), we then get (4.7).
In view of deriving the relations (4.4)-(4.6), let us now fix any nonnegative θ ∈ D(Ω), and notice that by (3.45), (4.15), and Proposition 2.2
By the aforementioned compactness result of Aubin (see [8, 57, 73] ), we then have 
This also applies for θ ≡ 1. As (3.18) entails that the mapping v →φ(v, x) is strictly convex for a.e. x, Proposition 2.9 then yields
; that is, as u is independent of y,
In view of the proof of (4.5) let us now assume that θ is a nonnegative function of
Let us now select v = uθ in (4.7) and integrate in time. As by (4.6)
we thus get Let us also rewrite (3.42) displaying the index ε, 25) and notice that by (4.1)
Proposition 2.11 then yields (4.5). Finally, by part (ii) of Proposition 2.11 we infer that
This convergence and (4.21) yield (4.4).
Remark.
Similarly to what we saw for Theorem 3.1, if f ε were assumed to be independent of ∇u ε , the assumption (3.3) might be dropped.
Coarse-scale homogenized problem.
In this section we reduce the twoscale problem of the last section to an equivalent coarse-scale formulation under some minor restrictions. This will complete the homogenization procedure.
Here we assume that the source term f is independent of u and ∇u and that the maximal monotone function α is the subdifferential ∂ψ(·, v, x, y, t) of a function ψ : 
2)
We define the function ϕ as in section 3, assume (3.1)-(3.6) , and define the homogenized potentials ϕ 0 and ψ 0 :
This minimization problem is equivalent to the corresponding Euler equation
In the case of a quadratic function ψ this family of cell problems will be studied in the next section.
Here we assume that
and introduce a coarse-scale problem using the notation (2.5).
This formulation may be compared with Problem 3.1 ε . In particular (5.10) yields the energy balance equation in the form
In view of relating Problems 4.1 and 5.1 to each other, first we review some basic properties of subdifferentials and convex conjugate functions that will be used in what follows.
Lemma 5.1. Let B be a real Banach space and ·, · be the duality pairing between B and its dual B . If F : B → R ∪ {+∞} is such that F ≡ +∞, then for any u ∈ B and any w ∈ B ,
The inequality (5.12) directly follows from the definition of the convex conjugate function F * . The proof of (5.13) may be found, e.g., in [45, 51, 54, 69] . The statement (5.14) is an obvious consequence of (5.12) and (5.13).
The next lemma will allow us to upscale from Problem 4.1 to 5.1 and may be compared with classical results about the homogenization of integral functionals of [24, 60] .
Lemma 5.2. Let the function ψ fulfil (5.1)-(5.3), define ψ 0 as in (5.5) , and let
Proof. As here the independent variables (x, t) ∈ Ω T just occur as parameters, for the sake of simplicity we shall omit them as well as ν(x, t) throughout this argument. For instance, we thus replace (5.15) by
Using the notation (2.5), let us first set
, and this is the
hence, applying (5.19) 
and noticing that
By the arbitrariness of˜ v, we then getˆ
The next statement inverts Lemma 5.2 and will be used to downscale from Problem 5.1 to 4.1. Proof. Here we imply the dependence on (x, t) and ν(x, t), as we did in the proof of Lemma 5.2. Let us first set
By (5.3) the conjugate function ψ * also has quadratic growth at infinity, so that
By the convexity and the lower semicontinuity of ψ and ψ * , the infima ψ 0 (ˆ ξ) and ρ 0 (ˆ η) (cf. (5.4) and (5.22)) are then both attained, that is,
By (5.13) the inclusion s ∈ ∂ψ 0 ( r) is thus equivalent to
The definitions of ψ 0 and ρ 0 , respectively, yield ψ 0 ≤ ψ and ρ 0 ≤ ψ * in R 3 × Y; the former inequality entails that ψ
The inequality (5.25) then yieldsˆ ξ ·ˆ η ≥ ψ 0 (ˆ ξ) + ρ 0 (ˆ η), which by (5.19) and (5.24) reads
By (5.12), on the other hand, ξ(y) · η(y) ≤ ψ( ξ(y), y) + ψ * ( η(y), y) for a.e. y ∈ Y. By the two latter inequalities, we infer that Proof. (i) The inclusion (5.9) follows from (4.5) and Lemma 5.2, because of (4.8). Equation (5.8) is an even simpler consequence of (4.6), for u is independent of y. Indeed (4.6) is tantamount to
selecting v independent of y we then get
that is, (5.8).
(ii) This part is a direct consequence of Lemma 5.3. We can now state our single-scale homogenization result. 6. Single nonlinearity, Kirchhoff transformation, and discussion. Obviously the analysis of sections 3, 4, and 5 can be much simplified whenever either of the two constitutive relations (1.2) and (1.3) is linear, for each of Problems 3.1 ε , 4.1, and 5.1 is then reduced to a single variational inequality, so that existence of a solution can be established without using compactness properties. In that case these problems are actually well-posed.
Here we assume that (1.3) is linear w.r.t. ∇u but not w.r.t. u, and we retrieve the homogenized conductivity tensor from the two-scale relation (4.5) via a well-known procedure. Afterwards we show how a class of nonlinear conduction laws may be reduced to linear form via a generalization of the classical Kirchhoff transformation. So let
where K is a (possibly asymmetric) positive-definite 3 × 3-tensor function with entries k ij that are Caratheodory functions. The relation (4.5) and (4.8) then read, respectively,
We claim that (6.2) and (6.3) entail a homogenized relation of the form
where the tensor function K 0 is determined as follows. Along the lines of [2] and consistently with a classical approach to the homogenization of linear elliptic and parabolic equations (see, e.g., the works quoted in the introduction), we search for a family of auxiliary scalar functions w 1 (x, y, t), . . . , w 3 (x, y, t) such that
Denoting by e j the unit vector of the axis y j (j = 1, 2, 3), (6.2) and (6.3) then read, respectively, 
. By integrating (6.5) over Y, we then see that (6.4) is fulfilled if we define the tensor function K 0 with entries
(still with the sum convention) for any v ∈ R, a.e. (x, t) ∈ Ω T , and i, j = 1, 2, 3. Next let us consider two special cases. If K(v, x, y, t) might be factorized in the form
then the problems (6.6) would be reduced to three families of cell problems that are independent of the function u: The reader will notice that the problems (6.9) and (6.11) are independent of the solution u, at variance with (6.6). Moreover, the three linear problems (6.11) do not contain the parameters (x, t), at variance with (6.9). One may thus solve them once for all and then use the w j 's to construct the homogenized conductivity tensor K 0 via (6.7).
Remarks. (i) The tensor K 0 is symmetric whenever K is; however, the nondiagonal elements of K 0 need not vanish even if K is a diagonal tensor. An anisotropic medium may thus be the outcome of the homogenization of an isotropic one: this is quite natural, for the fine-scale arrangement need not be isotropic.
(ii) The tensor K need not be symmetric; namely, the function v → K · v need not be cyclically monotone. Nevertheless, Theorem 5.4 and Corollary 5.5 hold also in this case, with (6.4) and (6.7) in place of (5.9) in Problem 5.1.
(iii) If K is independent of the temperature, then Problem 3.1 ε is reduced to the weak formulation of the multidimensional extension of the Stefan problem. The same applies to the single-scale homogenized Problem 5.1 if (5.9) is replaced by (6.4) and (6.7).
(iv) If K = k(y)I (k being a positive scalar function), we thus retrieve the results of [38] . is strictly convex whenever ϕ(·, x) is. One might then equivalently formulate the system (1.1)-(1.3) in terms of the triplet (U, w, q) and thus with a single nonlinearity. However, in this paper we were concerned with an inhomogeneous material and hence with a space-dependent conductivity: k = k(u, x). In this case if both k and ∇ x k(·, x) were uniformly bounded, then one might still deal with a weak solution via the above transformation. But the boundedness of ∇ x k(·, x) would exclude composite materials, which were our main concern; this author does not see how the Kirchhoff transformation might be used here without severe restrictions. This transformation may also be extended to a class of anisotropic materials as follows. If and V and w are related by a subdifferential condition analogous to (1.2), so that the developments of this paper are easily extended. This latter setting fits the framework that was already addressed in [17, 38] .
Phase-dependent conductivity. The latter formulation also applies if the function h is discontinuous. As the phase depends discontinuously on the temperature, this approach may also be used in the physically relevant case in which the heat conductivity of the two phases are different, provided that the temperature u * of phase equilibrium is independent of x.
More specifically, denoting byφ the pointwise content of latent heat (that we denoted by L(x)), the function φ :=φ/L(x) characterizes the phase, for (6.16) φ = 0 in the solid phase, 0 < φ < 1 in the mushy region, φ = 1 in the liquid phase. The analysis of this work may thus easily be extended to this setting. On the other hand, if K(u, x) cannot be factorized as in (6.18), it is not clear how existence of a weak solution might be proved. Open questions also include the extension of the downscaling result, i.e., Theorem 5.4, to a noncyclically monotone function α.
