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The increasing penetration of variable energy vector such as wind comes with enormous
challenges. To surmount this, one of the important tasks in wind integration studies is the
accurate forecasts of energy yield both in long and short terms to ensure the security of
network and supply, and ultimately a penalty-free electricity trading. These activities require
accurate knowledge of local wind climate at micro-scale level. However, microscale-quality
data are seldom available and on-site wind measurement takes time. Wind dataset from met
stations are usually collected at 10 metres height which is quite poor to be extrapolated to
wind farm site and to boundary layer. Regional wind dataset on the other hand is collected
at a resolution that is too coarse to capture short-scaled and short-lived local eects such as
terrain and/or wake-induced turbulence.
This work combines an industry-standard microscale model by WindSim with WRF mesoscale
model at 3 km resolution to obtain a downscaled, terrain- and wake-modied dataset with
300 metres resolution suitable for local wind climate predictions. The coupled model uses
eleven years WRF dataset (2000-2010) as initials and inlet boundary conditions (BCs), a xed
pressure as the top BC, and the site’s DTM dataset as the bottom BCs to drive CDF simulation
in WindSim. The study site is 7km × 7km covering the entire Braes of Doune wind farm in
Scotland. The rened dataset is probably the rst attempt to downscale the recently developed
regional WRF mesoscale model for a specic site in the UK by taking cognizance of terrain and
wake eects. The results from the coupled model are veried in two steps- rst, against the
actual production data from ELEXON, and then against the previous power curve derived by
tting warranted power curve to the WRF dataset. To investigate the directional dependecy of
power curves, a set of representative power curves are derived for 12 sectors at 30° interval. In
addition, the vertical and directional proles of wind speed, inow angle, wind shear/exponent,
turbulent kinetic energy, and turbulence intensity are derived for the study site.
The delity of the downscaled dataset to model the actual production pattern is demonstrated,
and a set of normalized directional power curves and vertical proles of micro-scale variables
are predicted as representative of the wind farm site and could be used to predict power output,
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Chapter 1
Introduction
This chapter gives a brief background on the wind energy issues in the global and the UK
contexts. It is divided into four sections: Section 1.1 introduces the development in wind power
deployment following the 1997 Kyoto protocol which served as a turning point in the energy
and climate policies of most countries; Section 1.2 gives outline of the project deliverables;
Section 1.3 gives a summary of project scope and contribution to knowledge; while Section 1.4
summarizes the overall organization of the chapters in this thesis.
1.1 Background
The global energy landscape has seen growth in wind energy generation due to ambitious
climate change policy targets and the concerted eort against global climate change. In 2015,
the global installed capacity of wind power reached about 435 GW or 7% of global power
generation capacity, a record growth of 17.2% compared to 16.4% in 2014 [1]. Since the Kyoto
protocol was adopted in Japan on December 11, 1997, wind power capacity addition (including
onshore and oshore) has continued to increase on annual basis (see Figure 1.1), with the bulk of
the increase, about 97% in 2014, coming from onshore capacity (see Appendix A.1) [1]. Onshore
wind is relatively cheap compared to other renewable energy technologies (Appendix A.1,
Figure A.1.1).
In the United Kingdom (UK), the total installed wind capacity in 2016 is about 14.5 GW
including about 63% of onshore capacity [2]. Wind energy generation has been prolic with
contribution of 11% and 17% in the whole of 2015 and in December 2015 respectively. In
Appendix A.1, Figure A.1.3, the combined onshore and oshore wind capacity meets 13.5% of
UK’s annual power demand, while onshore wind power alone meets about 8%.
Based on the updated Renewable Energy Roadmap published by the UK DECC in 2013, the UK
has exceeded its 15% renewables target sets out in the 2009 Renewable Energy Directives [3].
1
2 Introduction
Figure 1.1:World total installed wind capacity (MW) post 1997 Kyoto [1]
Scotland on the other hand, sets out an ambitious target of reaching 100% renewables by
2020 [3]. Similarly, countries around Europe are increasing wind capacity in their energy
mix due to its relatively low levelized cost of electricity (LCOE) and the opportunity for job
creation. The increasing deployment also sees rapid improvement in size and sophistication
of wind energy technologies such as rotor, mast, and control systems. The implication is the
increasing scale and complexity of wind farms as more locations are exploited for wind energy
generation [1].
As the investment in wind energy generation grows, the variability and technical limitation
issues associated with wind energy will expectedly become more pronounced. The daunting
engineering challenges that characterized grid integration of wind energy include those
associated with variability of wind ow and aerodynamics. While it is dicult to gain control
over wind variability, the challenges arising from wind turbine aerodynamics could be curtailed
or minimized through sophisticated design of wind turbines and advanced wind farm planning
and optimisation considering turbine wake and terrain related eects.
Wind farm design and optimisation is usually anchored on accurate wind resource assessment,
a precursor for wind farm output forecasts. Several research eorts have been geared towards
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making accurate wind resource data available to support wind farm output forecasts. One of
such eort is the recent numerically simulated wind resource data for the entire regions of
the United Kingdom (UK) developed at the Institute for Energy Systems, The University of
Edinburgh using The Weather Research and Forecasting (WRF) Model. While the simulated
wind resource data from WRF model suciently explains atmospheric processes that are about
the size of a grid, it does not suciently explain processes that occur in short length of time
and space which are central to grid integration of renewables.
This project addresses the gap in the foregoing by complimenting the WRF model with a higher
resolution CFD model, and develop a new coupled model with spatio-temporal resolution
sucient for processes that occur at a local scale. It also provides critical review of wind
integration studies, existing coupled models including their strengths and weaknesses, and
the methodologies for incorporating eects of turbine wake, and terrain in the coupled model.
1.2 Aims and Objectives
The main goal of this project is to couple WRF mesoscale and WindSim CFD microscale models
to simulate combined eects of wind turbine wake and site terrain on the performance or
aggregate power curve of a wind farm for dierent wind directions. The objective is to generate
wake and/or terrain modied wind datasets at higher spatio-temporal resolution which could
be used to predict the anisotropic performance of a wind farm.
To achieve these aims, a set of specic tasks were accomplished:
• Develop a digital terrain model (DTM) for the case study wind farm;
• Employ WRF modelled wind datasets in combination with digital terrain, and wake
models to drive computational uid dynamics (CFD) simulation in WindSim;
• Develop wind resource maps and wind roses for the case study wind farm;
• Model the anisotropic proles of the wind farm variables;
• Develop directional power curves for the wind farm;
• Compare the power forecasts from the above steps with actual production data;
• Establish uncertainties and conduct sensitivity analyses.
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1.3 Scope and contribution to knowledge
This project uniquely brings the methodologies of developing Digital Terrain Model for any
wind farm using third-party tools and its coupling with Wind Farm Design tools for the
simulation of wind ow over complex terrains. It brings together latest advances in the
downscaling of mesoscale Numerical Weather Prediction (NWP) model in wind energy industry
and the overall linkage between the subject of improved forecasts of wind farm performance
and wind integration studies. However, it does not attempt to validate the robustness of the
wind farm design tools used but rather rely on the strengths presented by the WindSim CFD
model, complimented by analytical tools including MATLAB, and R. The study focuses on
answering such questions as the best practices in downscaling mesoscale model to a resolution
suitable for predicting the performance of local wind farms, coupling the mesoscale with
microscale models capable of considering the eects of site-specic characteristics that have
impacts on wind farm output, and the extent to which turbine wake and site terrain modify
wind ow.
1.4 Thesis outline
• Chapter 1: This chapter gives background on the wind energy issues in global and UK
context; outline of project deliverables, and the contributions to knowledge.
• Chapter 2: This chapter marks the onset of literature review with emphasis on the
concept of wind integration studies and where power curve ts in the accurate wind
forecast for reliable operation and dispatch of reserve capacity.
• Chapter 3: In this section, the governing equations for modelling of atmospheric
processes, including processes that occur on global, regional, and local scales at various
temporal and spatial resolutions. This helps to shed lights on the global circulation
models and reanalysis data which form the cradle of the mesoscale data used in this study.
It also gives background on linear and non-linear microscale models, the atmospheric
boundary layer and its thermal stratication, and the integration between pressure
gradient force and Coriolis force that gives rise to the geostrophic wind type that is
downscaled in this study.
1.4. Thesis outline 5
• Chapter 4: In this section, the models discussed in chapter 3 are summarized and
the various approach to downscale them are highlighted, including the strength and
weaknesses of the methods.
• Chapter 5: This gives background on previous attempts by some authors in coupling
mesoscale and microscale models to simulate local wind climate, particularly for wind
energy application.
• Chapter 6: A background study on some wake models are presented in this section,
including their strengths, weaknesses, and on-going research aimed at improving their
wake prediction accuracies. This gives pointers on how the wake models used in
WindSim simulation works and their key input requirements.
• Chapter 7: The general concept of digital terrain modelling and where it ts in wind
energy integration is summarized in this section. Also, the various approach and key
sources of data for DTM are highlighted.
• Chapter 8: This section gives background on the Reynolds averaged Navier-Stokes
equation that forms the governing equation of uid ow used in WindSim simulation.
Also, various turbulence closure schemes used in literature to resolve the RANS equa-
tion are discussed in details, and the boundary conditions types relative to WindSim
simulation. The connection between the turbulence closure schemes and atmospheric
stability is also highlighted.
• Chapter 9: Some of the major analytical and simulation tools used in this study are
discussed, including owcharts highlighting key steps from beginning to the end.
Also included are qualitative discussion on general inputs required for the simulation,
including turbine specication, virtual climatology, and steps such as discretization of
computational domain preparatory to the CFD simulation.
• Chapter 10: This section gives major deliverables and ndings in this study, including
the wind farm characteristics layout, turbulence and wind shear parameters, wake
characteristics, and annual energy production specic to the study site. Some of the
discussion in this section related to data and gures presented in Appendix A.3 and in
previous literature review sections.
• Chapter 11: The central discussion in this section is on the relationship between the
ndings from this study, the literature review, possible sources of uncertainties, and the
limitations of the coupled model.
6 Introduction
• Chapter 12: This section highlight key ndings, and the direction for future studies to
compliment this study.
• Appendix A.1: A long list of referenced datasets, and results obtained in this work.
• Bibliography Appendix A.4.1: A long list of publications, lecture notes, and other
sources of information cited for this work based on IEEE referencing system.
Chapter 2
Wind integration and power curves
This chapter marks the onset of literature review with emphasis on the concept of wind
integration studies and where power curve ts in the accurate wind forecasts for reliable
operation and dispatch of reserve capacity. Section 2.1 focuses on the rationale behind wind
integration studies and outline the shortcomings in grid integration of variable renewable
energy (VRE) such as wind. Section 2.2 discusses wind power curves, and the various sources
of wind data which have been used in literature for the purpose of wind integration studies,
including their limitations. Because wind farm is a complex system with several processes
which are critical in understanding wind farm design and optimization, Section 2.3 is introduced
to give a dynamic picture of a typical wind farm processes, and the corresponding activities
that are carried out to minimize impacts (in the case of undesirable ones), or maximize imapcts
of the desirable processes.
2.1 Wind integration and variability issues
Wind integration studies (WIS) came into the spotlight of global attention as large amounts of
wind power are getting connected to power networks in various jurisdictions. As large-scale
wind power projects become interfaced with power systems, the innate variability of wind
and its downsides become more pronounced. This necessitates the need for a more informed
decision in the planning of power systems to handle more variable resources such as wind, and
ultimately meet grid code requirements such as Fault Ride Through (FRT) or Low Voltage Ride
Through (LVRT) which have high degree of likelihood in a typical power system. These also
have implication on the network protection requirements to assure security of power supply.
The behavior of Wind Turbine Generators (WTGs) connected to the grid is largely inuenced
by the wind ow characteristics, and this means that accurate predictions of wind behaviour is
key to taking preventive measures. Although the WTGs are designed with control systems to
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Figure 2.1: Components of wind integration study [5]
self-regulate in the event of faults or changes in operating conditions and provide the inertia
to sustain such changes over a short time, the control mechanisms require set-points derived
from accurate knowledge of wind resource at the site.
Essentially, wind integration studies simulate a future power system with large-scale pene-
tration of wind power in the range of 5-20% share of electricity supply mix annually [4, 5].
The studies are usually targeted at evaluating the impacts of hooking up WTGs to the grid,
particularly on grid variables such as fault level, and/or protection requirements, and scheduling
for optimal dispatch in times of good wind resource forecasts.
Wind integration studies is a complicated process involving several approaches and steps
including wind resource assessment, existing demand and generation data, scenarios of planned
generation, storage, and anticipated demand response. Transmission scenarios including load
ow, reliability, and other steps shown in Figure 2.1 [5].
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2.2 Power curves and data source
From the foregoing discussion in Section 2.1, Figure 2.1, the key input required at the on-set of
wind integration studies include wind resource, site-specic information, and load forecasts.
The overall outcome of wind integration studies depends on the accuracy of these input data,
hence the need for improved farm level power curves capable of predicting wind farm outputs
at dierent wind speeds and direction. This inform the emphasis placed on deriving directional
power curves as well as anisotropic proles of wind farm variables as conducted in /Autoref.
A review conducted by Dowds et al. (2015) on twelve large-scale and major wind integration
studies across the United States and the Europe reveals that the bulk of these studies made
use of wind speed data derived from mesoscale numerical weather prediction (NWP) models,
which underestimate the need for power balancing and ramping resources (reserves) required
to sustain power systems reliability always [4]. The review consists many elements, and of
interest to this study is the aspect pertaining to sources of wind data. From the reviewed wind
integration studies, three types of data source were used - including historical production
data from established wind farm, wind measurement campaigns using anemometers or LIDAR
systems at the site of interest, and mesoscale numerical weather prediction (NWP) model
such as the WRF model. These data sources oer dierent degree of uncertainties in terms
of quality, spatio-temporal resolution, availability [4], and the associated cost of collection.
The proprietary issues with actual wind farm production data and the lack of willingness to
disclose them was identied as a key challenge. The progress made by public organizations
such as the Department of Energy’s National Renewable Energy Laboratory (NREL) in making
data publicly available to advance wind integration studies were also discussed.
Historical production data gives a clearer prole of wind farm performance and makes it
easier to predict the grid impacts of wind resource variability and wind farm curtailments.
It is also useful for evaluating the balancing reserves requirement in the event of poor wind
resource. The inherent uncertainties with actual production data include the diering spatio-
temporal variation of wind across sites, and the likelihood of curtailment that create gaps in
data availability. These uncertainties make it dicult to reproduce production data of one
site for use in another site except of course, where information on extent of spatio-temporal
variability in weather conditions exist.
Alternatively, empirical wind speed data could be gathered by on-site measurement using
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anemometer or LIDAR systems. The data could then be translated into power equivalent. The
issue with this type of data are majorly two-fold: The prohibitive cost of data collection, and the
challenges with obtaining wind resource data at hub-height. Most on-site wind measurement
data that are publicly available are collected at 10 metres height and based on assumptions
about stably stratied atmospheric boundary layer (ABL) and surface roughness which are
seldom the case. So, it is dicult to accurately estimate wind resource characteristics at hub
height using the 10 meters data. Where the wind resource data at hub height is available, the
conversion to wind power equivalent by matching with the turbine manufacturer’s power
curve also introduces some degree of uncertainty. For instance, wind anemometer measures a
single point wind speed in space without accounting for spatial variability. However, a WTG
is driven by multiple wind speed vectors at its vicinity. In addition, WTGs create shadowing
eects, and shed vortices behind rotors. These eects put the WTGs at the subsequent rows
in the wake of the preceding turbines. The implication of this in a wind farm with multiple
turbines is that some WTGs downstream will receive less wind speed but more wake-induced
turbulence leading to reduced output, and shortened life-span. There are also events of wake-
wake and wake-terrain interactions further aecting wind farm performance. Another known
alternative source of wind speed data is the mesoscale numerical weather prediction (NWP)
models. NWP predicts the prevailing weather conditions using the mathematical models of
oceans and atmosphere in combination with initial and boundary conditions, and advanced
computational resources. Weather models involve non-linear systems of partial dierential
equations based on the laws of mass, momentum, and energy in three-dimensional coordinates.
Most wind integration studies are based on NWP models because it does not require costly
on-site measurement campaigns. Similarly, this study is also based on one of the subsets of
NWP model known as the Weather Research and Forecast (WRF) model discussed in details in
the next section 2.2.
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Figure 2.2: Typical wind farm processes and related research activities [6]
2.3 Wind farm dynamics and processes
Wind farms comprise of more than one wind turbine of similar or dierent specications and
characteristics. It can be thought of as a dynamic system where some processes are occurring
spontaneously and/or simultaneously in compliance with the laws of physics. While some of
the processes, such as energy production, and varying wind ow regimes, improve wind farm
output, others produce undesirable outcomes that aect the overall economics of wind farm.
Thus, there are key activities built around these processes (see Figure 2.2) to either improve,
avoid, or mitigate their impacts. Subsequent sections and sub-sections will focus on the specic




Atmospheric models include the full set of primitive equations which govern atmospheric
motions, and its derivatives. Depending on the time scale and resolution, they are applied to
either predict the weather or climate.
3.1 Governing equations
This comprises a set of seven equations forming the basic governing equations for other
atmospheric models. The seven set of equations are categorized into three momentum equations
(momentum transport), a continuity equation (mass transport), a moisture continuity equation
(water conservation), a thermodynamic equation (heat transport), and an equation of state
(ideal gas law) which relates pressure, volume, and temperature to describe the conditions of
atmospheric dynamics. Owing to the multitude of physics involved in atmospheric processes,
the primitive (governing) equations are on one hand simplied by ignoring molecular viscosity
to ease solution, and on the other hand complimented to capture other signicant atmospheric
processes such as water formation and transformation, ocean phenomena, or particulate
dispersion.
Other atmospheric models derived from the primitive equations use a slightly dierent
combination of the governing equations depending on the location and the purpose of
application. Choice of equation sets are informed by location, type of atmospheric processes
under study, temporal and spatial scales, and the type of uncertainty to resolve.
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Figure 3.1: A typical representation of a simplified GCM domain [9]
3.2 Global circulationmodels (GCMs)
GCMs - Global circulation models or General circulation models are regarded as the basis
for climate change science and they form important set of tools for understanding weather
systems on a global and long term scales [7, 8]. Owing to the large spatial and temporal scales
of GCMs, they are not suitable for studying weather behaviour or wind ow on a local scale.
So, no evidence is found in literature to show that wind integration studies rely on GCMs for
wind resource data. GCMs are characterized by large domain which are discretized by a coarse
three-dimensional grid (Figure 3.1). The horizontal grid resolution is usually in the range of
250 to 600 km [9], and therefore not suitable for resolving local features and turbulence at
wind farm sites which occur at a much smaller scale and are best studied at higher resolutions.
On the other hand, GCMs have the advantages of global scalability and hence not boundary-
conditioned. It is also capable of daily or weekly weather forecast and long-term climate
forecasts. According to Hawkins (2012) and Shen et al. (2006), higher resolution GCMs are
being deployed driving convergence to inherently higher resolution mesoscale models [7,10,11].
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3.3 Mesoscale models
Mesoscale weather models or numerical weather prediction (NWP) models are designed to
study weather phenomena and other physical atmospheric processes at a much smaller scale
than the synoptic scale GCMs but coarser than microscale [7,12]. Mesoscale models are applied
to study weather conditions in the space of a region at a scale of about 20 km to over 200
km horizontal resolution, and within a short temporal scale to predict weather conditions
a few days into the future [13, 14]. It is not applicable for climate conditions forecasts over
decades for instance, but rather performs weather forecasts more accurately. With mesoscale
models, physical atmospheric processes such as storm and cloud dynamics, mountains and lake
disturbances, and convective phenomena which occur at smaller scales than synoptic within
the atmospheric boundary layer (ABL) could be studied [15, 16]. Mesoscale model is a generic
name for sub-synoptic class of eleven models including The Weather Research and Forecasting
(WRF) model which form the basic source of wind speed and direction data used for this study.
Other mesoscale models include the UK Met Oce Unied Model, Mesoscale Compressible
Community (MC2), Eta, SKIRON, The Karlsruhe Atmospheric Mesoscale Model (KAMM),
The Fifth-Generation Mesoscale Model (MM5), The Coupled Ocean/Atmosphere Mesoscale
Prediction System (COAMPS), The Regional Atmospheric Modelling System (RAMS), The
High Resolution Limited Area Model (HIRLAM). In mesoscale models, vertical motions are
treated as prognostic variables and therefore non-hydrostatic [7].
WRF model is the most recent mesoscale model developed by the National Center for At-
mospheric Research (NCAR) in collaboration with the National Oceanic and Atmospheric
Administration (NOAA), the National Centres for Environmental Prediction (NCEP) and the
Forecast Systems Laboratory (FSL), the Naval Research Laboratory, the Air Force Weather
Agency (AFWA). Oklahoma University, and the Federal Aviation Administration (FAA). The
development of the model was conceived in late 1990’s and it has a wide range of application
in meteorological research and numerical weather prediction at various scales of atmospheric
processes from tens of meters to thousands of kilometers [17]. WRF model is designed as a
community tool allowing users to make contributions to the improvement in the model physics
and parametrization packages. WRF model owes its success stories from being a community
tool and having a large collaboration of specialized partners.
The core of WRF model is a complete non-hydrostatic mesoscale model which comprises of two
functional parts: advanced data assimilation system which incorporates actual observations
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Figure 3.2: Spatio-temporal scales of atmospheric processes [17]
into a gridded model domain of a real system and performs data analysis; and software
architecture that handles parallel computing with future growth in mind (extensibility).
In the context of wind energy application, mesoscale models could be applied to map wind
resource on a regional scale, and could be coupled with microscale models for micro-siting
wind turbine at a specic location of interest. Figure 3.2 shows the atmospheric processes and
their classication on time and space scales.
3.4 Microscale models
Microscale models are further steps in increasing the resolution at which atmospheric processes
are studied in contrast with macroscale models which give broad or coarse categorization of
atmospheric processes. Microscale models provide a more rened scale and detailed revelation
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just like the high-resolution eects of a camera. Essentially, they are sets of computational
tools which can be classied into linear and non-linear.
3.4.1 Linear models
Linear microscale tools or models evolved from the need to capture the eects of microscale
processes with only modest computational resources than the non-linear or CFD approach will
normally require. Linear tools approximate steady state and incompressible ow regimes with
a set of linear equations for mass and momentum conservation without considering energy
conservation. The low-hanging fruits associated with this approach is the ability to run large
computational domains at faster speed than CFD. However, linear tools perform poorly with
complex terrain because the simplication cannot adequately capture the complex physics of
separated ows, and a recirculation bubble developed in the lee of a hilly terrain [17–20].
Both microscale and mesoscale models could be applied as separate approach to understanding
same atmospheric systems. The common industry standard for microscale models in literature
is the Wind Atlas and Application Program (WAsP), and other linear tools such as WindFarmer
etc. could be described as WAsP-like.
3.4.2 Non-linear models
Non-linear microscale models are based on Computational Fluid Dynamics (CFD) which
employs computer codes to solve the complete governing equations of uid ow known as the
Navier-Stokes (N-S) equations. Owing to the diculty in obtaining a complete time varying
solution for the overall N-S equations, two simplication approaches: Reynolds averaging and
ltering are usually employed to transform the N-S equations. The overall complexity of CFD
models depend on the simplication of the governing N-S equations, including the extent of
spatial and temporal discretization of the applicable domain, whether the N-S equations are
transformed by Reynold averaging or by Large Eddy simulation (ltering) methods to jettison
direct simulation of a small-scaled atmospheric process such as turbulence uctuations, and
the method of numerical solution adopted in integrating the N-S equations [7]. The notion
of Reynold averaging and large eddy simulation (or ltering) approaches are to minimize
computational cost by getting rid of processes that occur at small time and length scales which
can only be resolved by expensive computational resources. Both Reynold averaging and
LES ltering approaches introduce new unknown terms in the governing N-S equations to
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account for the eects of Reynold stress and eddy uxes attributed to the turbulence uctuation
component of the velocity that are either averaged or ltered [21]. While Reynold averaging
requires coupling with turbulence model to give a robust solution, Large eddy simulation
(LES) can be applied as an alternative to solve N-S equations numerically but at a higher
computational cost. LES involves the solution of the 3D time dependent N-S equations; direct
simulation of large eddies; and the handling of smaller turbulence using sub-grid scale model.
The limitations of LES is that practical ows with high Reynolds number are computationally
expensive to simulate; dicult to specify initial and boundary conditions; and the inherent
need to do all simulations in time-dependent three-dimensional domain notwithstanding the
stability of the ow or whether it is two-dimensional.
To achieve as much number of equations as there are unknowns (or closure) in Reynold
averaged Navier Stokes equations, the additional terms are represented by turbulence models.
Common turbulence models include the k-epsilon (k-ε), k-omega (k-Ω), Spalart-Allmaras,
and a combination of k-ε/k-Ω models known as the Menter’s Shear Stress Transport (SST)
turbulence models [22].
In the context of wind energy industry, the strength of microscale CFD models lies in the ability
to reveal the details of atmospheric phenomena that occur at small spatio-temporal scale and
their cross-interactions or interaction with objects such as turbine rotors, surrounding terrain,
etc. Typical CFD models used in this context have ne grid mesh, and the implication is that
large computational domains are extremely challenging to simulate. The common approach
around this problem is to couple mesoscale and CFD models which have been demonstrated
in literature [23–27].
The common turbulence model used is the standard k-epsilon which focuses on the phenomena
that give rise to turbulent kinetic energy and its rate of dissipation as relevant in wind energy
extraction.
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Figure 3.3: Schematic of wind shear over ABL [28]
3.5 Atmospheric boundary layer
The atmospheric boundary layer, also known as the planetary boundary layer is the layer within
the lowest atmosphere that is directly inuenced by changes in earth’s surface conditions
within a time scale of at most one hour [27].
The region is characterized by unsteadiness of ow and convective variables including air
velocity, moisture, temperature, and vertical turbulence mixing. Temperature inversion and
vertical mixing occurs continually at this layer. Because of these interactions, wind ow in
ABL is generally weaker than in free atmosphere above ABL. The thickness of ABL is largely
determined by the level of surface heating. The more the surface is heated, the thicker the
ABL, and vice versa. For instance, the thickness of ABL could be as much as 5km, 1km, and
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Figure 3.4: Interaction of pressure gradient and Coriolis forces at the ABL [28]
0.5km over desert, urban city or sea surface, and rural locations respectively and could also
vary from equator to the poles and over complex terrain. Above the ABL is a free atmosphere
where wind ow (known as geostrophic wind) is relatively steady and free from the inuence
of earth’s surface. The geostrophic wind is normally driven by the balance between pressure
gradient force and Coriolis force. So, geostrophic wind can be used to evaluate the mean wind
speed above the atmospheric boundary layer.
At the surface of the ABL is a no-slip condition which creates mechanical turbulence when
wind ows, while the hot air due to solar heating of the ground surface creates convective
turbulence [7]. The mechanical and convective turbulence form the dening characteristics
of ABL, and distinguish it from the free atmosphere where ow is essentially laminar or
transitional. As discussed earlier, unlike in the free atmosphere where turbulence is negligible,
the complex turbulence processes at the atmospheric boundary layer cannot be explained nor
resolved with mesoscale models. At the ABL, turbulence inuences vertical mixing and mean
ow, and it is usually simplied through parametrization [29].
The velocity prole of the ABL is usually modelled by a log-law approximation (Equation 3.1),
based on the assumption of neutral stability conditions [30], and to simplify computations:
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where ū(z) is the height dependent mean wind speed, z0 is the terrain roughness length usually
0.001m for rippled sea surface, 0.03m for open farmland with few shrubs, to tens of meters for
cities.
In addition to terrain roughness length, the apparent deection of moving air due to earth’s










The frictional velocity u∗ is expressed as u∗ =
√
(τω/ρ). Where τω is the shear stress at the
wall, K ≈ 0.4 is von Karman’s constant, and Ψ is the stability parameter which is in-turn
related to the Coriolis parameter by Ψ = 34.5f z/u∗ for a neutral atmosphere, with the Coriolis
parameter f = 2Ωsin |λ |. Ω is the earth’s rotational speed and λ is the latitude.
An alternative equation follows power law approximation expressed as:
ū (z) ∝ zα (3.3)
where α ≈ 0.14 [33] or 0.1-0.25 [34].
Also with a known mean wind speed at hub height u(H) the boundary layer prole can be
simply expressed as:
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Adiabatic lapse rate, the rate of change of air temperature with height in a homogenously
mixed and neutral atmosphere, is used as a reference measure for establishing the state of
thermal stratication of the ABL. Any deviation from adiabatic lapse rate results in thermal
stratication in either unstable, stable, or very stable (inversion) state. The governing equations
for stratication frequency N is dened as:







For a neutral atmosphere where dTdz = −Γ, the stratication frequency vanishes. The thermal










where ρ = p/RT for ideal gas assumption.
Chapter 4
Downscaling of atmospheric models
This chapter is dedicated to summarizing the models introduced in Chapter 3, and the
downscaling methodologies including their strengths and weaknesses.
4.1 Downscaling concepts
Many atmospheric models (such as global and mesoscale models) used for climate or weather
studies and projections are run at coarse or low resolution in time and space. The implication
is that coarse resolution models are unable to resolve important atmospheric processes such
as cloud, topography, and turbulence that occur at a local scale and usually smaller than a
grid. To surmount this downside, downscaling approaches are employed to obtain weather
information and account for small-scaled and short-lived atmospheric and surface processes
at a local scale from global or regional scale atmospheric models (Figure 4.1). Downscaling
procedure relates the output of coarse resolution models to that of higher resolution models
using a dynamical or statistical approach discussed in sections 4.2 and 4.3.
Assessment of local wind conditions by downscaling methods was rst published in the studies
by Wippermann and Gross (1981) [36]. Heimann (1986) [37] derived a two-dimensional array
of wind roses that describes the directional distribution of wind speed on a regional scale. The
rst study combining downscaling approaches with the output of GCM to study the eects of
predicted warming in the seven countries in the Alpine region was rst conducted by Frey-
Buness et al. (1995) [38]. Furthermore, the method was further rened and its development
and application documented [7].
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Figure 4.1: Downscaling from global to mesoscale to microscale model [35]
4.2 Dynamical downscaling
In dynamical approach, the output of coarse resolution models is used to simulate local numer-
ical models in higher spatial resolution that is sucient to capture local atmospheric processes
in greater details. This method utilizes a regional climate model (RCM) with higher spatial
resolution in the range of 10 to 50 km which feeds on a coarser Global Climate Model (GCM)
for boundary condition inputs. Although RCM and GCM are similar in many concepts such as
numerical solution method and focus on the physical and dynamical atmospheric processes,
they however dier in parameterization due to dierent resolution. The main advantages of
dynamical downscaling include the physical and internal consistency of individual variables in
time and space, similar underlying physical principles as a GCM, generates higher resolution
and richer datasets for large regions compared to a GCM, no calibration is required [7,35,39–42],
and explicitly model changes in atmospheric processes and land cover. The drawbacks include
expensive computational resources as high as a GCM, occurrence of artefacts and spurious
eects near the boundary of the RCM, presence of RCM biases in output data [43].
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4.3 Statistical downscaling
On the other hand, statistical approach establishes empirical relationships between historical
variables derived from coarse resolution models and local atmospheric processes such as wind
speed. Upon validation, the knowledge of the empirical relationship is then used together with
future atmospheric processes from coarse resolution models to predict the corresponding future
local processes. In order words, outputs from coarse resolution models are used as predictors
to derive variables for local processes such as terrain modied wind speed. Unlike dynamic
downscaling approach, statistical downscaling does not require expensive computational
resources [40]. In addition, statistical downscaling method has the advantages of exible choice
of statistical methods, and bias correction. The disadvantages include complex calibration,
assumption and requirement of stationary statistical relationship in the face of changing
climate [39, 40], large amount of inputs such as surface properties, and high frequency details.
In addition, it does not present accurate simulation of extreme and convective precipitation, a




This chapter gives background on previous attempts by some authors in coupling mesoscale
and microscale models to simulate local wind climate, particularly for wind energy application.
5.1 Background on coupledmesoscale-microscale models
In practice, microscale-mesoscale model coupling has been used to further downscale models
that describe mesoscale processes into microscale models. The motive is to assimilate mesoscale
numerical weather prediction data into linear and/or non-linear (CFD) models for wind
predictions. This application is largely driven by growth in wind farm development at sites
with good wind but complex orography.
Prior to micro-siting, the traditional approach is to obtain long-term wind power resource at
the target site. This is usually obtained by launching on-site wind measurement campaigns
using meteorological masts with cup anemometers and wind vanes. However, these single
point data need to be extrapolated to the points of individual wind turbine to accurately predict
site performance. For instance, the met mast for wind resource data collection could be at a
height other than turbine hub height, and at locations dierent from that of individual wind
turbines. This necessitates the need to complement the single point met mast climatology
with numerical simulations to produce a representative wind ow distribution for the entire
site. Traditionally, WAsP-like linear models are used for the prediction using the met mast
climatology as input. This approach is common among the bulk of wind farms in operation
today.
However, increasing demand for wind turbine deployment has led to exploitation of wind
resource at hill crests, mountain tops, and other locations with even more complex orography.
Such locations are characterized by rich wind resource but high turbulence that threatens the
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life-span of wind turbines. Moreso, the wind ow conditions at these locations involve much
more complex physics such as ow separation, terrain interaction, turbulence, wind shear
or ow inclination than linear tools could predict accurately. Thus, more sophisticated and
nonlinear models in computational uid dynamics employing Reynold Averaged Navier Stokes
(RANS), and large eddy simulation (LES) have gained acceptance in wind energy industry as
more robust tools to predict wind resource and the associated ow conditions as discussed in
the 2013 edition of EWEA Technology Workshop on Resource Assessment [44]. In addition,
concerns about the eects of atmospheric stability or thermal stratication on wind farm
outputs draws attention to nonlinear tools which could be tuned to model wind ow under
atmospheric boundary layer conditions that may not necessarily be statically neutral but stably
stratied. The solution of nonlinear CFD models require specication of boundary and initial
conditions which are can be derived from mesoscale model. This forms the basis for coupling
mesoscale and microscale models.
Study by Carvalho et al (2013) [45] demonstrates the performance of three dierent mesoscale-
microscale coupling methodologies in predicting wind resources: WRF-WAsP coupling, WRF-
WAsP coupling with low resolution terrain data removed, and geostrophic wind extracted
above the atmospheric boundary layer where eects of local terrain are negligible. The authors
suggest that WRF-WAsP coupling with low resolution terrain data removed gives closer
correlation with wind speed measured in-situ [45]. This conclusion suggests that coarse
resolution terrain data in mesoscale model has adverse eects on wind resource estimation and
therefore direct coupling of mesoscale-microscale models without rst screening the mesoscale
model of coarse resolution terrain data gives wrong prediction. To assess the performance of
WRF and MERRA mesoscale models, Bilal et al (2016) [46] used wind resource data extracted
from WRF simulation and MERAA reanalysis data as input to WindSim CFD microscale model.
The authors pointed out that the accuracy of microscale modelling results strongly depend
on that of mesoscale models which provide the input data and that WRF-WindSim coupled
model performed better than MERRA-WindSim [46]. This suggests that WRF-WindSim coupled
model could be successfully applied to predict wind ow at wind farm with various degrees of
terrain complexity.
Study by Bleeg et al (2015) [47] demonstrates the strengths of coupled models in addressing the
challenges with wind resource prediction in complex terrain and suggested that RANS-based
model of a stably stratied atmospheric boundary layer could produce reliable wind resource
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Figure 5.1: Process for coupling mesoscale-microscale models [51]
forecasts.
A caveat in the application of wind speed and wind direction data obtained from hourly-
averaged mesoscale is that while they predict long-term variations well, they are poor at
shorter-time forecasts. This is because high frequency and sub-hourly variations in wind
speed are normally lost whenever mesoscale data is averaged over an hour [7]. In deregulated
electricity market, short-term forecasting of wind energy production is strategic in making
optimal bids that minimize penalty, optimal use of transmission assets, and managing system
frequency. One way to improve the short-term predictability of coupled mesoscale-microscale
models is by incorporating machine learning algorithms and categorization approach discussed




In this section, a background study on some wake models are presented including their
strengths, weaknesses, and on-going research aimed at improving their wake prediction
accuracies. This gives pointers on how the wake models used in WindSim simulation works
and their key input requirements.
6.1 Turbine wake and implications
Essentially, wind turbine extracts energy from the mass of air that ows through it leaving
some of the air ow properties stripped. The implication of this phenomena is that ow reduces
while the turbulence intensity rises at a region behind the turbine rotor. The region where
these changes occur is known as the wake of a wind turbine, and the inuence exerted by this
changes on the overall wind farm performance is known as the wake eects [52, 53]. While
turbine wake eects are generally ignored for turbine spacing above 10 rotor diameters, this
rule of thumb is however not applicable for large wind farms where many turbines are usually
grouped together at shorter distances to optimize land use, cable-related installation costs, and
use of limited good wind site. Unlike a small wind farm or single turbine, large wind farms are
characterized by a mixture of ow elds experienced by wind turbines operating downstream
in the wake of other turbines. At the scale of wind farm, typical wakes losses in the range of
4-15% has been widely reported [54–57], and up to 40% is possible [7].
At farm level, understanding of wake eects is central to wind farm design, layout specications,
and micro-siting decisions. Although, planning permission and landscaping requirements do
aect the nal layout decision as well. At the level of turbine design, knowledge of wake is
key in wind turbine aerodynamics and mitigation of turbine loading.
To accurately predict power production and turbine loading in large wind farms, the eects
of turbine wake on wind speed reaching downstream turbines as well as the wake-induced
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Figure 6.1: Velocity profile in the wake of a wind turbine [30]
Figure 6.2: 3D turbine wake structure [58]
turbulence on fatigue life of the turbines must be accounted for using wake models. The wake
generated by a wind turbine is broadly classied into near wake and far wake. While there
is no commonly accepted length denition for the near wake and far wake, near wake is
qualitatively dened as the region about one rotor diameter (1D) downstream where the shape
of the ow eld is dened by turbine geometry as shown in Figure 6.1. Any region of wake
outside this zone falls in the category of far wake where wake interference, wake-induced
and terrain-induced turbulence mixing are much more important than the rotor geometry.
Another attribute of far wake region is that vortices are broken out of the helical structure
that originates from the rotor (see Figure 6.2).
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Owing to the dierent characteristics of ow eld in the near and far wake (Figure 6.2), distinct
modelling approaches have been used in literature as described in the work of Renkema
(2007) [52]. Both near wake and far wake phenomena are important for rotor aerodynamics,
and both models could be coupled together as discussed by Pirrung et al (2016) [59, 60].
In accounting for wake losses, three approaches have been employed generally. First, a single
turbine power curve (regardless of losses) is adopted for the entire wind farm, and the energy
estimate is scaled down by a constant wake loss factor from literature, or typically 10% [33].
This approach is quite convenient and the loss factor can be tuned to match historical average
of energy output. However, the actual behaviour of wake losses is unevenly distributed across a
range of wind speed and therefore a uniform loss factor compromises realistic forecast. Second,
an aggregated power curve adjusted for wake losses is determined and employed. Although
this approach gives a more realistic account of wake losses across a range of wind speed and
over the entire wind farm, there are associated uncertainties in describing a wind farm using a
single curve as wake losses are sensitive to wind sector [7, 54].
6.2 Near and far wakemodels
The near wake behaviour of wind turbines have been studied by some authors [61–63]. The
challenges with many wake models in their validation for near wake is that they underestimate
the length of near wake phenomena due to inaccurate prediction of turbulence intensity at
the rotor tip [64], and hence the wake related energy loss. Near wake is characterized by
the interaction of tip, bottom, and span-wise vortices [65], which implies a helical rotational
structure and a correlation between tip vortex and near-wake length. This correlation is further
conrmed by Sørensen et al (2014) [66] using stability analysis to determine the length of the
near wake. The authors found an empirical relationship showing the dependency of near-wake
length on thrust, tip speed ratio and the logarithmic of the turbulence intensity [66], and this
correlation is lost as the wake progresses further from the rotor [67].
The bulk of the research on near-wake focuses mainly on the nexus between wake, power
output, and other physical processes. Where aerofoil data is available, blade element momentum
(BEM) approach is often employed for the study of near-wake [67, 68], probably because of
the strong inuence of wind turbine geometry at this region. On the otherhand, the far-wake
studies focus on wake-wake interaction in a clustered wind farm, and the associated reduction
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in power output [67]. At this region, the inuence of turbine aerodynamics is disregarded and
major emphasis is placed on wake evolution, wake interference, and turbulence [67, 69, 70].
The common models that have been used in literature to complement the BEM in describing
the near wake include actuator disc models, vortex wake models, and actuator line models.
These models dier in accuracies, but they generally help in reducing the computational
requirements by not modeling the turbine blades discretely. BEM with actuator disc is the most
common and its robustness has been improved over the years to better describe the eects
of swirl, and turbine-induced turbulence [64]. However, actuator disk model like some other
models still nd it dicult to capture the tip vortices neither does it describe the transient
ow regime [64]. These shortcomings are ameliorated with actuator line model which extends
the disk model and give improved modelling of physical processes underlying the rotor/blade
behaviour, including the tip vortices which are seldom captured by other models. However,
actuator line model is more computationally expensive because of the resolution of wide range
of physical processes, and it is limited to a single point on the turbine surface [64].
To mitigate high computational costs associated with models that capture the underlying
physical processes of turbine rotor/blade, other models based on engineering fundamentals
are in common use. Typical models that describe wake phenomena are broadly classied
into kinematic (or explicit) wake models and eld (or implicit) wake models. Kinematic wake
models simplify far wake phenomena by considering mass and momentum equations only.
On the other hand, eld models simulate the mass, momentum, and thermal equations for
the entire ow eld by solving Reynold’s Averaged Navier-Stokes (RANS) equations with
turbulence closure using computational uid dynamics (CFD). The details of these models are
presented in Section 6.3 and Section 6.4.
6.3 Engineering (or explicit) models
From the previous discussion in Section 6.2, the complexity inherent in the modelling of the
entire physical processes underlying turbine wake led to the development of simplied models
using empirical expressions that give engineering estimate of the fundamental parameters of
wake evolution, including velocity decit and turbulence intensity. Some of the engineering
models including the Jensen (Park) models are computationally fast, and are intended to model
the physics of wake expansion directly without much emphasis on the turbine behaviour such
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Figure 6.3: Schematic of linear wake expansion (Jensen, 1984; Katic et al., 1986) [71]
as yaw misalignment, partial shadowing, response to variable wind regimes, or interaction
with wind eld.
6.3.1 Jensenmodel
The most widely used wake models in wind energy industry since the early 1980s include
the Park (N.O Jensen 1986) and modied Park (N.O. Jensen 2005), and Eddy Viscosity model
(Ainslie 1988) [70]. The popularity of the Park (N.O. Jensen) also known as Jensen wake models
can be attributed to its early development, and as such forms the basis for the development
of other wake prediction tools. These group of early wake models have been used as single-
turbine wake models to estimate wake between two turbines-with one of the turbines in the
wake of another. Jensen model has been found to be a user friendly kinematic wake model,
and it describes wake in terms of the velocity decit, wake decay factor, rotor diameter, and
thrust coecient. The model assumes a linearly expanding wake (analogous to a negative jet)
with a starting diameter equal to the rotor’s and depends on the downwind distance X usually
expressed in rotor diameters (see Figure 6.3). The model also assumes an optimal rotor with
induction factor, a = 1/3. Based on these assumptions and the principle of mass conservation,
N.O. Jensen derived an explicit expression for asymptotic wind speed.
The parameters in Figure 6.3 are related as follows:
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X = s .D (6.1)
Dw = D + 2k .X (6.2)
Dw
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(1 + 2.k .s)2
(6.4)
where U is the downwind velocity;U0 is the up-stream wind velocity;CT is the thrust coecient
for wind turbine; s is the normalized separation distance (=X/D); D is the rotor diameter; Dw is
the wake diameter; k is the wake decay constant, usually 0.075m and 0.04m are recommended
for onshore and oshore wind farms respectively [72]. The higher the value of k, the higher
the turbulence, the quicker the wake decay, and the faster the wake expansion.
Where information on site-specic roughness (z0) is available, decay constant (k) can be













Equation 6.7 shows the relationship between the decay factor and the turbulence intensity
which is in-turn related to atmospheric stability. Common wind farm design tools such as
WAsP, WindFarmer and WindPRO can be used to determine the typical single wake ow eld
predicted by Jensen model (Figure 6.4):
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Figure 6.4: Schematic of single wake flow field based on Jensenmodel [73]
The main drawback with Jensen wake model is the inability to describe near-wake. This is
expected because Jensen model was derived based on turbine geometry. However, some studies
have been conducted to improve the robustness of Jensen (Park) wake models [70].
6.3.2 Larsenmodel
The Larsen model is a single wake model developed in 1988 at the Risø DTU National
Laboratory by G.C. Larsen. It employs Prandtl turbulent boundary layer equations and Prandtl’s
mixing length theory to estimate wind ow at the instance of wake and to evaluate the Reynolds
stresses in a cylindrical coordinate form [74, 75]. The underlying equations are solved for
closed-form solutions of wake width by assuming a self-similar velocity prole, incompressible
and stationary ow, and negligible wind shear which implies axisymmetric ow [52]. The
Larsen model has been used in the European Wind Turbine Standard II as a reference wake
model to determine wind turbine loading due to wake eects [74].
Based on rst order approximation, the axial velocity decit and wake radius are dened:
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where ∆U is the axial velocity decit; U∞ is the free-stream (undisturbed) velocity; CT is the
thrust coecient for wind turbine; A is the swept area; X is the turbine separation distance
downwind; and the two unknown constants X0 and c1 represent a parameter that relates
rotor diameter to rotor position and a parameter related to Prandtl mixing length respectively.






















where D is the rotor diameter; Def f , and R9.5 are the eective rotor diameter, and wake radius
at 9.5 rotor diameters (9.5D) downwind expressed as follows:











Rnb +min(H ,Rnb )
]
(6.13)
where H is the hub height, and Rnb is the wake radius in rotor diameters accounting for
blockage eect, and expressed empirically as:
Rnb =max
[
1.08D, 1.08D + 2.17D(Ia − 0.05)
]
(6.14)
where Ia is the ambient turbulence intensity. Equation 6.13 xes the wake radius should it
exceeds the hub height.
A typical behaviour of the axial velocity decit in downwind direction based on Larsen model
is shown in Figure 6.5.
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Figure 6.5: Schematic of single wake flow field based on Larsen model [73]
Larsen model has been extensively reviewed and validated for wind farms located in complex
terrain by several authors [52, 53, 69, 75–77]. Most of these studies adjudge Larsen model as
suitable for far wake rather than near wake. It is included in some commercial and open-source
wind design and optimisation tools including WindSim [52], WindPRO [78], and WAsP [79].
6.3.3 Frandsenmodel
The Frandsen wake model is a more recently developed wake model presented in 2006, and it
a reference model to determine eective turbulence intensity for use in wake-induced load
calculations as stipulated by the IEC 61400-1 standard [74, 80]. Unlike the Jensen and Larsen
models, the Frandsen model which is adopted in the Storpark Analytical Model (SAM) is not
intended for single turbine wake but large oshore wind farms. The studies by Charhouni et
al. (2016) [81], Frandsen et al. (2004) [82], and Timmers (2017) [73] give detailed accounts of
the Frandsen wake model.
In the application of Frandsen for wake prediction, linear rows of equally-spaced wind turbines
are placed on rectangular domain representing the site. Then a control volume with cylindrical
geometry and constant cross-sectional that matches the wake diameter. The parameters
describing the wake are modelled as follows:





































whereUwake is the single wake velocity; Dwake is the wake diameter; β is the wake expansion
parameter; A is the swept area; Aw is the wake cross-sectional area; Ur is the wind velocity at




+, if a ≤ 0.5
−, if a > 0.5
(6.19)
The validation for oshore application, the purpose of which it was designed, has been studied
by Tian et al., (2015) [84] and Tong et al., (2012) [83]. However, Frandsen model is not commonly
used probably because of smaller scale of oshore wind farm deployment compared to onshore.
6.3.4 Ishiharamodel
The engineering wake model of Ishihara et al. was developed based on the data derived from
wind tunnel experiment for a Mitsubishi-type wind turbine scaled to 1:100 [85, 86]. Central
to the development of this model is the need for a simple, fast and yet robust model that suit
both onshore and oshore applications. Unlike other analytical models, Ishihara considers
non-constant rate of wake recovery and its dependence on turbulence due to mechanical
(rotor) and/or atmospheric (buoyancy) forcings. Similarly, Ishihara model also demonstrates
the dependence of wake recovery rate on the turbine’s thrust coecient-the larger the
thrust coecient and/or the turbulence, the quicker the rate of wake recovery. However,
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Figure 6.6: Schematic of single wake flow field based on Frandsenmodel [83]
the dependence diers in both onshore and o-shore environment. In oshore wind farms
where ambient turbulence is generally weak, turbine-induced turbulence is more signicant.
In onshore sites, especially with complex terrain, both turbulence components have signicant
eects on the rate of wake recovery.
In Ishihara model, the maximum normalized velocity decit occurring at the center of the
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Figure 6.7: Schematic of single wake flow field based on Ishihara model [83]












where k1, k2,& k3 are constants determined experimentally as 0.27, 6.0 & 0.004 respectively [85].
Like Jensen and Larsen models, Ishihara model is also featured in WindSim simulator and it
has been used in some validation studies for wind ow in complex terrain [53, 83].
6.4 Field (or implicit) models
The eld models present a more detailed description and simulation of the wind ow eld.
They employ a complete or simplied computational uid dynamics (CFD) approach either in
two- or three-dimensional domain to solve a set of Reynold Averaged Navier-Stokes equation.
Field models also includes the use of Large Eddy Simulation (LES) approach. The implication
of CFD and LES approaches is that high computational resources is required and slow speed
is inevitable. CFD approach is considered to have moderate computational cost compared to
more advanced LES based models. However, this cost margin comes with some trade-os in
accuracy-LES gives higher accuracy.
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The specic wake models in this category include the Ainslie wake model which uses a
parabolic equivalent of RANS known as the thin shear layer approximation together with the
continuity equation and eld model to determine a full ow eld [83]. Some of the commercial
wake models, including Fuga and Ellipsys3D are adaptable to both RANS and LES simulation
approach depending on the required levels of sophistication and available computational
power.
In the Ainslie wake model, the key assumptions include axisymmetric wake (i.e. allows for
an equivalent model in 2D cylindrical coordinates); incompressible ow; negligible external
forces or pressure gradients; negligible viscous terms, and negligible standard deviation of
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(6.25)
where r is the radial distance from centre line of the turbine; Ui is the initial velocity decit
expressed as:






The solution furnishes a wake ow eld with Gaussian structure (Figure 6.8).
The implications of some of the foregoing assumptions are that Ainslie model does not t well
in the region, especially at a short distance of below 2 rotor diameters downwind, where the
pressure gradients are not negligible. However, Ainslie presents a more realistic ow eld
with conspicuous layers of wake regions such as vortex merging and stretching, and vortex
break-down (due to turbulence) relative to the features in the Figure 6.2.
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Figure 6.8: Schematic of single wake flow field based on Ainslie model [73]
Chapter 7
Digital terrain modelling
The general concept of digital terrain modelling and where it ts in wind energy integration
is summarized in this section. Also, the various approach and key sources of data for digital
terrain modelling (DTM) are highlighted.
7.1 Digital terrain modelling(DTM) concepts
Wind ow is inuenced by topographic features such as surface roughness and elevation.
Therefore, the understanding of the topography by means of digital terrain modelling help
to quantify the scale of the phenomena related to topography. Digital terrain modelling may
be referred to as a digital mapping of a specic site on the earth’s surface. It provides a
topographic model of the bare earth/underlying terrain of the earth’s surface, and represents
the topography in the form of a triangulation network (Figure 7.1). It is also mentioned as
important requirements in wind farm planning and design, environmental impact studies, and
micro-siting [90–93].
Currently, DTMs are derived from three main sources: ground surveys (borehole records or
seismic surveys), photogrammetric data capture (manual or automatic), or digitized carto-
graphic databases [90]. Other seldom used approaches to generating DTMs include radar or
laser altimetry, and sonar (for underwater terrain). Details of various data sources and DTM
approaches are described in [91, 92]. Other secondary sources from which DTMs have been
derived in literature include the Environment Agency, Ordinance Survey Panorama DTM Data,
and Global Mapper which feed on the primary databases.
DTM is a 3D model of the topography, and it gives information on the distribution of terrain
elevation over the cross-section of the terrain. DTM is a useful basis for dening Zone of
Theoretical Visibility Maps, within which there may be a line of sight and not necessarily
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Figure 7.1: Schematic triangulation network for digital terrain modelling [91]
visible proposal due to localized screening eects not captured by the DTM. Production of ZTV
is one of the rst step in LVIA, helping to inform the selection of study area in which impacts
will be considered in more details. ZTV provides such details as: from where wind turbines
are most likely to be visible; how many wind turbines are likely to be visible; a means of
identifying the extent and pattern of theoretical visibility [93]. DTM also helps in assessment of
terrain slope and potential pit locations, and to assess the potential inuence of the wind farm
development on the wider landscape and visual impacts; also for peat stability and ground
assessment in combination with site survey and river information.
7.2 Wind flow over complex terrain
Generally, wind turbine wake characteristics and wind ow eld are accelerated when passing
over earth’s surface with complex terrain features [94]. However, the terrain speedup eect
on wake evolution is sometimes neglected or not adequately accounted for. Growth in large
wind farm deployment over the years has led to exploration of hilly and remote sites, thereby
necessitating the need to account for the impacts of complex terrain both on the energy yield
and the loading of wind turbines which become signicant, particularly where katabatic wind
regime is present due to dierential solar heating of dierent elevation of earth’s surface.
Literature has shown that in complex terrain greater than 17° inclination, most wake models
fail to predict accurately. Attempts to solve this challenge has led to the introduction of a
more complex physics and tools to determine a more realistic wind ow eld by solving the
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resulting non-linear systems of equations. It has also been established that computational uid
dynamics approach gives a more reliable result [94, 95].
To include eects of terrain, a wind farm modelling tool including WindSim allows for inclusion
of site-specic digital terrain model in the simulation, and many studies have been conducted
to validate the application of the tool for complex terrain wind farms [96]. Also, the challenges
presented by non-availability of on-site wind dataset for most locations where wind farms
are desirable means that a tool is needed to take advantage of available wind data set based
on forecast from mesoscale models, such as WRF which ought to be downscaled prior to use
for local sites. Interestingly, WindSim has the functionalities allowing for downscaling of




RANS equation and turbulencemodels
This section gives background on the Reynolds averaged Navier-Stokes equation that forms
the governing equation of uid ow used in WindSim simulation. Also, various turbulence
closure schemes used in literature to resolve the RANS equation are discussed in details, and
the boundary conditions types relative to WindSim simulation. The connection between the
turbulence closure schemes and atmospheric stability is also highlighted.
8.1 Reynolds Averaged Navier-Stokes equations
Generally, Reynolds averaging is an approach usually carried out in uid dynamics to lter
out turbulent uctuation components from the mean ow velocity by time averaging of the
original variable. Given the time-dependent original ow variable Φ(t) which could be velocity
for instance, the variable can be subjected to an averaging procedure over a time T which is
enough to lter the uctuations in Φ(t).







Φ(t)dt ≡ Φ − Φ′ (8.1)
In wind energy application, the mesoscale and microscale wind eld can be described by the
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where i = x, y, or z, Ui and Uj are the mean velocity components that arise from the decompo-
sition of velocity variables into mean and uctuating (turbulent) components, ρ is the density,
v is the dynamic viscosity, P is the pressure, and uiuj is the Reynolds stresses arising from the
Reynolds averaging of the continuity and Navier-Stokes equations.
The Reynolds stress term is non-linear and must be modelled to close the set of RANS equations
for solution. In attempts to model the Reynolds stress term, dierent turbulence models have
been proposed in literature as described by Karthik (2011) [101].
8.2 Turbulencemodels and closure schemes
The set of Equation 8.2 and Equation 8.3 are not sucient to determine the unknown variables
Ui , Uj , and P. Therefore, turbulent closure is introduced by relating the turbulent Reynolds













where δi j is the Kronecker delta, a piecewise function of variables i and j such that:
δi j =

1, if i = j
0, if i , j
(8.5)
Furthermore, the turbulent kinetic energy k and its dissipation rate ε are related to the turbulent
(eddy) kinematic viscosity vT using any of the k-ε turbulence models [101], a family of two
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Generally, two equation turbulence models are widely used in ow related engineering
problems and there is ongoing eort to improve upon them. The essential features of two
equation models are the extra transport equations/variables which represent both the energy
in and the scale of the turbulence, and therefore account for history eects such as convection
and diusion of turbulence. One of the transported variables known as the turbulent kinetic
energy (k) determines the energy in the turbulence or turbulent mixing tendencies, while the
other determines the time- or length-scale of the turbulence, depending on the variant of two
equation model. The length-scale is known as the turbulent dissipation (epsilon, ε), while the
time-scale is known as the specic turbulence dissipation rate (omega, ω). These scale variants
dene the two main forms of two equation model: k-ε , and k-ω models.
The two equation eddy viscosity models include the broad group of k-ε , and k-ω models,
and their derivatives obtained by imposing model constraints to curtail the tendency of
over-prediction associated with two equation models. Common constraints that have been
used in literature include Kato-Launder, Yap correction (near wall), and Durbin’s realizability
constraints as explained in [102]. The variety of the k-ε turbulence models are determined
by the values of the model constants, and the additional term added to the left-hand side of
Equation 8.8.
8.2.1 Standard k-epsilonmodel
The landmark standard k-epsilon model appeared in 1972 from the work of Jones and Launder
[103], and was formulated by Launder and Sharma for low Reynolds number ow [104]. The
values of the model constants are shown in Table 8.1 [105, 106].
The indicated constants have been tuned only to t specic basic ow cases where shear layer
is in local equilibrium, the ABL is neutrally stratied, grid turbulence is decaying, and the
boundary layer is described by logarithmic velocity prole. Therefore, the standard k-ε model
is not a general description of all ow conditions and has high uncertainties in predicting
turbulence under non-neutral stratication of the ABL [105].
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While the standard k-ε model is relatively straight forward to implement and leads to conver-
gence easily at about 100 iterations, it requires wall functions implementation, and predicts
poorly for ows involving separation, rotation or swirl (eddies), mixture of laminar and
turbulence conditions [101] which are prevalent in complex terrains.
8.2.2 Modified k-epsilonmodel
To improve the tness of the standard k-ε model, some of the model constants have been
reviewed to cµ=0.0324 and σε=1.85, while others remain unchanged [105, 107, 108].
8.2.3 RNG k-epsilonmodel
For moderately and highly complex ows, Karthik (2011) recommends the use of Renormal-
ization Group (RNG) k-ε turbulence model and Reynolds Stress Model respectively, with the
later requiring high computational power [101]. The RNG k-ε turbulence model is derived
using a statistical approach known as renormalization group method. It modies the epsilon, ε
Equation 8.8 by adding term (R) [108] to account for the eects of multi-scale motions including
swirl, overcoming the defective single scale motion captured by the standard k-ε turbulence
model. The additional term R is given by:
R = −
ρ.cµ .η
3 (1 − η/η0)




η0=4.38, β=0.012, η = SK/ε , and S2 = 2.Si jSi j . Other parameters are constants (Table 8.1).
Other literature give contentious perspective on the performance of RNG k-ε model over
standard k-ε model for ow with vortex, but suggest its suitability for indoor air simulation
[109, 110].
8.2.4 Standard k-epsilonmodel (with Yap correction)
Another variation of the standard k-ε model contains Yap corrections, i.e. with additional
















Pk − ρ .Cε2
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+ ρ .Sϵ (8.11)
The source term is expressed as:
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Table 8.1: Empirical constants for the k-ε turbulence models [105, 106, 112]
Model cµ σk σε Cε1 Cε2
Standard k-ε 0.09 1.00 1.30 1.44 1.92
Standard k-ε (Yap) 0.09 1.00 1.31 1.44 1.92
Modied k-ε 0.0324 1.00 1.85 1.44 1.92
RNG k − ε 0.085 1.393 1.393 1.42 1.68













where lε ≡ cµ−0.75 k .yn and yn is the normal distance to the nearest wall.
The empirical constants for the turbulent closure schemes are summarized in Table 8.1.
8.2.5 The k-omegamodels
The k-omega model is probably the rst two-equation model by Kolmogorov (1942) [113].
Unlike the k-epsilon models, the k-omega models use time-scale or frequency and performs
well in the outer layer (near wall) and it depends on the smallness of vertical grid spacing near
the wall (the ner the better near wall).
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ε = Cµ .ω .k (8.16)
Similarly, the turbulent kinetic energy production term Pk is dened by:












































where σk = 2.0,σω = 2.0,Cµ = 1.0,Cµ = 0.09,Cω1 = 5/9,Cω2 = 3/40.
Usually, k-omega models are favoured over k-epsilon models where ow is detached or
separated from boundary layer, not fully turbulent, and recirculated (strong eddies). The
commonly used k-omega models in literature include Wilcox’s, Wilcox’s modied, and SST
k-omega models, and their near-wall derivatives. The Wilcox k-omega model (1988) has been
employed in PHOENICS CFD tool which forms the root of many other CFD solvers, including
WindSim CFD. The main reason for its application is the myriad number of its validation
studies, and its extension for near-wall turbulence studies at a low Reynolds number. However,
the main drawback is that it is aected by free stream pressure boundary conditions which
causes over-prediction.
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8.3 Boundary and initial conditions
The solution of the RANS equations for a domain require BCs to be specied for all perimeters
of the domain, and for the solid surfaces within the domain. BCs are therefore specied for
inlet/outlet boundaries, wall boundaries, and free-stream or entrainment boundaries.
Generally, the procedure for setting up the inlet boundary conditions CFD simulation involves
estimates of inlet turbulence intensity either by measurement or from historical experimental
experience. Common estimates in literature include 5-20%, 1-5%, and <1% for high, medium,
and low turbulence scenarios respectively [102].
For the k-omega and k-epsilon models, dierent boundary conditions are specied for the
turbulence variables at the three sections of the domain: wall, inlet, and free-stream as discussed
below.
8.3.1 Free-stream boundary conditions
The free-stream boundary conditions are cell-centered BCs usually with a zero (outlet) or
xed value (non-outlet), and employs xed pressure condition. The ve velocity, pressure, and
density variables in the ow eld are set to the initial values [114], and the free-stream values
for the turbulence variables k, ω, and ε are prescribed:
uinit ial = M∞ cosα .cosβ
vinit ial = −M∞ sinβ
winit ial = M∞ sinα .cosβ
Pinit ial =
ρinit ial (ainit ial )
2
γ
ρinit ial = 1.0
(8.22)
ainit ial=1.0, a constant for free-stream sound speed.
Where ambient stream is taken to be turbulence-free, the values of k, and ε can be set to
negligible, and the corresponding value of ω can be obtained from Equation 8.15. Literature
has also shown that an omega ω value of zero in the free-stream has the implication of
over-estimating the spreading rates of free-shear layers by over 20%, which conrms the
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sensitivity of k-ω model to the free-stream value ofω. To curtail this sensitivity issues, Speziale
et al.(1992) [115] and Menter (1992) [116] have suggested adding cross-diusion source terms
in the omega (ω) equation. On the other hand, there is no evidence in literature to suggest
similar eects of free-stream conditions on the k-ε model.
8.3.2 Inlet boundary conditions
Like the k-ε models where values of the turbulence variables k and ε are specied at inlets, the
values of k and ω are also specied as the inlet BCs for k-ω models. However, exact values
of k, ω, and ε for the approaching turbulence are not known. Because the exact nature of
the approaching turbulence is seldom known, the turbulence variables are estimated based
on mere guess with high uncertainties. To get around the challenges of direct estimation of
turbulence variables k, ω, and ε , other variables such as turbulence intensity I and turbulent
length scale l or eddy viscosity ratio ( vvT ) are used as proxies and related to the primitive
turbulence variables k, ω, and ε as follows:
Turbulent kinetic enerдy, k =
3
2
.(U .I )2 (8.23)










































2 + u′y2 + u′z2) =
√
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3k is the root-mean-square of the uctuating
part of turbulent velocity, lm ≈ 0.1h, where h is a characteristic length dimension at the inlet or
the boundary layer depth, and cµ = 0.09 is the usual turbulence model constant. As indicated
earlier, the turbulent intensity I takes a value within 5-20%, 1-5%, and <1% for high, medium,
and low turbulence respectively.
8.3.3 Wall boundary conditions
For k-ε and k-ω models, wall functions boundary conditions (BCs) are required, particularly
along the ground [105]. Hence, the need for accurate digital terrain model.
By imposing particular relations at a normal distance yn above the ground at the rst grid
point, where yn is the default mixing length or the size of the default eddies proxied by domain















The resultant frictional velocity UT is expressed as UT =
√
τw/ρ. Where τw is the shear stress
at the wall, K = 0.4 is von Karman’s constant. Equations 17-18 are imposed inlet conditions
with assumed log-law wind speed prole, which implies neutral stability of ABL.
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8.4 Atmospheric stability
Owing to the uncertainties posed by the log-law wind speed prole (or neutral stability of
ABL) in weak shear layers, analytical proles for two-equation eddy viscosity models based
on the Monin-Obukhov similarity theory have been developed and veried for the turbulence

































Monin-Obukhov (M-O) similarity theory is a globally accepted theory for the evaluation of
the vertical prole of mean ow within the atmospheric surface layer (ASL) based on the
stability length, L which corresponds to the vertical height at which the wind shear-induced
turbulent kinetic energy equals the buoyant-induced turbulent kinetic energy [112]. The M–O
similarity theory is therefore a way of capturing the contributions (to the overall turbulence)
of mechanical turbulence due to wind shear instabilities, the buoyant (thermal) turbulence
due to heated air instabilities, and buoyant suppression of turbulence (stable air).
Monin-Obukhov length, L is employed to express the non-dimensional stability class of the












ζ = 0 (neutrally stratied ABL)
ζ > 0 (stably stratied ABL)
ζ < 0 (unstably stratied ABL)
where h = 0.4
√
UT L
f is the earlier dened boundary layer depth, f is the Coriolis parameter,
and L is the Monin-Obukhov length (L ≈ 104 for a neutrally stratied atmosphere) [105].
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The analytical prole for the turbulence kinetic energy, k expressed in Equation 8.23 therefore
accounts for the combined eects of the ABL-specic physical processes such as the stability
(buoyancy forces and heat transport) and Coriolis force which are usually ignored in some
ow problems and solvers for simplication [118].
8.5 WindSim as a RANS solver
WindSim is a PHOENICS based computational uid dynamics (CFD) simulator for forecasting
wind elds and pollution dispersion at a local scale. The Parabolic Hyperbolic or Elliptic
Numerical Integration (PHOENICS) is a general purpose CFD tool for quantitative study
of uid ow in process equipment, human system, buildings, engines, river, solid surface,
among others [96]. It consists of a main computation program and a satellite program for tasks
denition, and a subroutine that allows users to specify the sequence of coding [118, 119]. The
main program contains the governing equations for conservation of mass, momentum, energy,
and chemical species, and are solved by a nite-domain approach [120, 121]. It simulates
changes in temperature, chemical and/or physical composition, and the associated stresses in
the solids. PHOENICS presents distinct modules for performing functions such as problem
denition, simulation, and presentation [119]. Problem denition is accomplished by specifying
the geometry (shape, size, and position) of the domain, materials or uid involved, the processes
involved (e.g. turbulence, temperature, solid stresses), discretization of computational grid,
and non-physical or numerical parameters that inuence the convergence and accuracy of the
simulation. The main advantages of PHOENICS over other CFD tools is the exibility with
which these problem denition tasks could be accomplished. It is open source with a high-level
input language known as PIL which is reputed for its robustness, and requires no compilation.
The exibility of adding user dened subroutines makes PHOENICS an invaluable tool in the
simulation of ow in the atmospheric boundary layer.
Generally, the CFD simulation of the lower parts of the atmospheric boundary layer within
0 to 200 meters is crucial to the accurate predictions of the atmospheric surface layer (ASL)
processes. The challenges with obtaining accurate CFD simulation at the ASL usually arise
when the wall function roughness term is dened by an equivalent sand-grain roughness (not
aerodynamic roughness) without satisfying additional requirements. Blocken et al. (2007) [122]
identied four basic requirements that should be satised in both upstream and downstream
sections of the domain, and these include:
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1. A suciently ne vertical grid resolution close to the bottom of the computational
domain (with the height of rst cell below 1 metre for a case with sand-grain roughness);
2. A horizontally uniform ow in the upstream and downstream sections of the domain
in the ABL. The implication of this requirement is the integration of terrain roughness
information into the simulation to forestall streamwise ow gradients in the upstream
and downstream sections of the domain. This is usually done by using wall functions,
based on aerodynamic roughness length z0;
3. Sucient vertical grid spacing. The rst vertical grid spacing yp (height between the
bottom of the domain and the ground- or wall-adjacent cell) should exceed the physical
roughness lengthks of the terrain. This essentially avoids blocking eects and unphysical
acceleration;
4. Knowledge of the relationship linking the sand-grain roughness length zs and the
corresponding aerodynamic roughness length z0.
Chapter 9
Methodology
Some of the major analytical and simulation tools used in this study are discussed, including
owcharts highlighting key steps from beginning to the end. Also included are qualitative
discussion on general inputs required for the simulation, including turbine specication, virtual
climatology, and steps such as discretization of computational domain preparatory to the CFD
simulation.
9.1 WindSimmodular platform and functionalities
WindSim simulation tool employs CFD approach to solve Reynolds averaged Navier-Stokes
equations associated with the non-linear physics of wind ow over complex aerodynamic
and environmental conditions. It simulates wind eld (speed, direction, turbulence) subject
to the given conditions of the terrain, and couples the results with long-term wind resource
data measured or predicted from mesoscale models using statistical routines. The turbulence
prediction functionality makes it a suitable tool in estimating turbine loads. It evaluates
dierent wind farm layouts and assesses the trade-os between AEP and turbine loads based
on the solution of wind elds.
The user-friendliness of WindSim stemmed from the modular approach to simulation including
description of steps and the progression of work ow; the add-on ’WindSim Express’ which
enables rst time users to quickly set up CFD models which could be subsequently exported to
main WindSim environment for a customized simulation. One essential prerequisite to using
WindSim simulator is to rst digitize the terrain over which wind ow is to be simulated.
The extent, elevation, and roughness lengths for the terrain are dened in this process. The
simplied ow chart in Figure 9.1 presents the steps in WindSim simulation at a glance.
WindSim model simulates the atmospheric ow at steady-state conditions. The model solution
is obtained by incorporating a set of boundary and initial conditions derivable from the source
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of wind resource data to be analyzed. In this project, a standard k-epsilon turbulence model is
adopted in WindSim to achieve a closure for the undetermined Reynolds stresses associated
with the Navier-Stokes equations after averaging or ltering.
To curtail divergence issues in WindSim simulation, some functionalities are activated either
individually or collectively. This approach serves to avoid too many number of iteration
to achieve convergence. The Terrain module has two main smoothing types- Bi-linear, and
Gaussian smoothing. The smoothing routines essentially lter noisy or high frequency terrain
points while preserving the main features associated with terrain discontinuity (such as ridges,
etc.). Bi-linear smoothing procedure smoothens the terrain linearly in a 2D or x-y plane. On the
other hand, the Gaussian smoothing routine smoothens the terrain at the surface and therefore
it tends to give more smoothing than the bilinear routine. However, the WindSim guide
indicates that the application of smoothing types should be done with care, and only where
wind eld solution is met with divergence which may be caused by sudden inclination changes
between cells in the computational domain. Areas with likelihood of sudden inclination changes
are identied as the extremities of mountain features such as sharp peaks or narrow valleys
which are seldom required for wind farm siting. Therefore, such areas could be smoothened to
get around divergence. Smoothing routine is quality-checked by inspecting the second order
derivatives (a measure of the smoothness).
The simulation in WindSim forms the main task of the second stage in the downscaling
(Figure 9.2) of UK regional WRF mesoscale model recently developed by a PhD researcher at
the Institute for Energy Systems, The University of Edinburgh [7]. The UK WRF mesoscale
model was developed by a higher resolution (3 km) reanalysis of the Weather Research and
Forecasting (WRF) model developed by the National Center for Atmospheric Research.
9.2 Mapping of case study site - Braes of Doune wind farm
In this study, the case study site is the Braes of Doune wind farm located at approximately 25
kilometers North West of Stirling in Scotland, United Kingdom. The wind farm commissioned
in 2006 has 36 units of Vestas V80-2 MW turbines installed, totalling 72 MW capacity. It is
surrounded by complex terrain and therefore a good candidate for this study. The Ordinance
Survey (OS) map for the United Kingdom is used to map out the site based on 7km × 7km
dimension, about 50 square kilometer total area (Figure 9.3).
9.3. Determine digital terrain model (DTM) 63
Figure 9.1:WindSimmodular platform and the required inputs
9.3 Determine digital terrain model (DTM)
To incorporate site specic terrain information into WindSim model, a 7km × 7km digital
terrain model containing terrain elevation, and roughness lengths is developed for Braes
of Doune wind farm with the area coordinates in Table 9.1 and the wind farm coverage
(Figure 9.4). Global Mapper is used to evaluate the orography of the site and to dene the layout-
considering forest, roughness length, and topography. The coordinate system is Universal
Transverse Mercator (UTM), zone: 30, datum WGS84. The elevation data is obtained from
online sources-ASTER GDEM v2 worldwide elevation data of 1 arc-second corresponding to
30 metres resolution. The roughness length is obtained from CORINE Land Cover Europe
2006 version with 100 metres resolution. OS map is used to identify the features and the
selected coordinates for the wind farm coverage. The truncated versions of the resulting
terrain elevation and roughness length contained in the digital terrain model is shown in
Appendix Section A.2.3 and Section A.2.4 respectively.
The resulting map of the digital terrain models in terms of elevation, roughness length,
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Figure 9.2: Approach for the spatial refinement of the UKWRFmesoscale to a local site
Table 9.1: Extent of digital terrain model based on UTM/30/WGS84
Min Max Extension Resolution
[m] [m] [m] terrain data [m]
Easting [m] 428764.0 439198.3 10434.3 38.0
Northing [m] 6231421.5 6242081.5 10660.0 38.0
inclination angle, and logarithmic roughness are shown in Figure 9.5 and Figure 9.6. The
terrain elevation and roughness length maps are derived from the digital terrain model data
(obtained from Global Mapper) supplied to WindSim terrain module at the onset of the CFD
simulation.
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Figure 9.3:Wind farm site (7km× 7km)
The degree of terrain complexity at the site depends on the variation in elevation and
logarithmic roughness length. The complexity in elevation is dened by the angle of inclination-
which is a rst order derivative of inclination.
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Figure 9.4: Extent of digital terrain model based on UTM/30/WGS84
Figure 9.5: Terrain elevation (m) (le) and roughness length (m) (right)
9.4 Turbine specification
The Braes of Doune wind farm consists of 36 Vestas V80 2MW wind turbine with characteristic
curve showing the warranted power curve and the thrust coecient (Figure 9.7). From the
technical specication sheet, detailed information on the turbine geometry and operating
conditions are specied (see Appendix A.2, Section A.2.2).
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Figure 9.6: Terrain inclination angle (deg.) (le) and log-roughness (right)
Figure 9.7:Wind turbine characteristics power curve and trust coeicient
9.5 Coupling WRFmesoscale-WindSim CFDmodel
In this study, a site-specic wind dataset for Braes of Doune wind farm is extracted from a
3-kilometer resolution and 11 years (2000-2010) simulated wind dataset obtained from WRF
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Table 9.2: Grid spacing and number of cells
Easting Northing z Total
Grid spacing [m] 44.6-414.2 45.4-442.1 Variable -
Number of cells 93 96 56 499968
mesoscale model for the entire regions of the United Kingdom [7].
To use the mesoscale data to drive the WindSim CFD simulation, a quality check is rst
conducted to remove suspect data and/or missing values using the R code created (Appendix
Section A.2.4). The WRF dataset is pre-processed in Windographer to estimate the wind
statistics of the site as wind rose. The average wind speed distribution is divided into 50
intervals (bins) and 12 equally-spaced directional sectors (0°, 30°, 60°,..,330°). The Windographer
tool is also used to create a WindSim-compatible climatology le in ’tws’ format for coupling
with WindSim CFD model. The wind dataset is then downscaled using WindSim CFD tool to
assess localized eects on wind ow eld which mesoscale model do not capture.
The CFD solver and modular functionalities of WindSim makes it suitable for this study
because it allows for consideration of dierent wake models, and inclusion of orography and
surface roughness.
The annual energy production with and without wake consideration is determined for Braes
of Doune wind farm considering a neutrally stratied atmosphere, terrain, and wake eects.
9.5.1 Discretization of computational domain
To apply the computational uid dynamics (CFD) approach, the wind farm is modelled as a
three-dimensional nite volume and then discretized into 499968 cells with variable resolution
in the vertical and horizontal planes. The ground level of the 3D model is dened by the
elevation and roughness length specied in the DTM (see Appendix Section A.2.3).
The grid is dened with an extent of 6 km above the highest elevation point in the terrain. The
horizontal grid is then rened towards the centre within the area occupied by turbine clusters
while the vertical grid is rened towards the ground as shown in Figure 9.8. The distribution
of grid spacing and the cells across vertical and horizontal plane is shown in Table 9.2.
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Figure 9.8: Horizontal grid resolution (le) and vertical grid resolution (right)
Table 9.3: Turbulence closure, initial and boundary condition settings
Pre-simulation conditions and criteria Settings
Height of boundary layer [m] 500.0
Speed above boundary layer [m/s] 10.0
Boundary condition at the top (assumed free-stream BC) Fixed pressure
Boundary condition at the bottom (wall or ground) Roughness (DTM)
Initial and inlet boundary conditions WRF modelled wind speed
Potential temperature No
Turbulence model Standard k–epsilon (k-ϵ)
Solver GCV
Maximum iterations setting 100
Convergence limit for iteration 0.005
9.5.2 Initial and boundary conditions
To develop the wind eld and velocity maps for each sector of each turbine and the entire
wind farm (see Appendix A.2), Reynolds averaged Navier-Stokes equations applied to the
computational domain are numerically solved in WindSim CFD tool based on the boundary
and initial conditions, and convergence criteria in Table 9.3.
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Table 9.4: Simulation time, number of iterations and convergence status
Sectors Run time Iterations Status
000 00:25:40 90 C
030 00:24:49 87 C
060 00:25:20 92 C
090 00:25:47 89 C
120 00:28:56 83 C
150 00:28:55 89 C
180 00:26:11 90 C
210 00:28:36 97 C
240 00:25:06 85 C
270 00:25:32 90 C
300 00:29:10 81 C
330 00:32:30 98 C
9.5.3 Convergence criteria
A total of 12 simulations are performed, each for 30° spaced sector. The duration and the
corresponding actual number of iterations are presented in Table 9.4. The status indicates that
all the numerical simulations converged, giving more condence on the solutions.
The convergence of the wind eld evaluation is further evaluated by inspection of the spot
and residual values of the velocity components (U1, V1, W1), the turbulent kinetic energy (KE)
and its dissipation rate (EP) presented in Appendix Section A.2.8. The scaling of the variables
is done according to the range of values obtained during the simulation for each sector. The
simulation terminates when the solution falls below the set convergence limit of 0.005.
9.5.4 Turbinemicro-siting and wind resourcemap
The Universal Transverse Mercator (UTM) co-ordinates system of 36 wind turbines at Braes
of Doune wind farm are dened and used to set up the turbine layout (see Appendix A.2). The
overall and directional wind resource maps are then determined for each sector at 60m turbine
hub height.
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9.6 Determine directional and aggregated farm-level power curves
The rened dataset downscaled to each turbine site is used to estimate the turbine’s contribution
to the overall wind farm power output or annual energy production. The rened dataset has
wind speed and direction corrected to each turbine location. The implication is that both
wind speed and direction varies when mesoscale dataset is downscaled to turbine hub height.
This explains the dependency of wind farm performance not only on wind speed but also the
direction. In other words, the wind ow swerved probably due to earth rotation and Coriolis
eects reviewed in the literature Section 3.5.
To determine the farm-level power curves for each wind turbine therefore, directional eects
are taken into cognizance by sorting the both WRF and microscale datasets by sectors, where
each sector represents a range from its nominal value up to +29.9°. For example, 0° sector
represents the direction within 0-29.9, 30° for 30-59.9, and so on. The R (statistical package)
and MATLAB codes developed for the directional, aggregate power curves are presented in




This section gives major deliverables and ndings in this study, including the wind farm
characteristics layout, turbulence and wind shear parameters, wake characteristics, and annual
energy production specic to the study site. Some of the discussion in this section related to
data and gures presented in Appendix A.3 and in previous literature review sections.
10.1 3D layout for Braes of Doune wind farm
The result of CFD simulation in WindSim shows the 3D model of the wind farm in terms
of terrain elevation and roughness length giving the visual impression of the site terrain in
Figure 10.1.
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Figure 10.1: 3D layout. Upper: Terrain elevation (m); Lower: Roughness length (m)
10.2 Estimated wind resource characteristics
The statistical analyses of the simulated wind dataset give the distribution and the characteris-
tics of wind resource over dierent sectors in Appendix Section A.3.9 and Section A.3.10, and
the overall site wind rose and frequency distribution are presented in Figure 10.2. In addition,
Table 10.2 shows the directional attributes of the local wind climate at the site of Braes of
Doune wind farm.
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Period, & No. of records 01/01/2000 01:00 - 31/12/2010 23:0096179
Figure 10.2: Site wind rose (le) and frequency distribution with Weibull fitting (right)
Table 10.2: Average wind speed, frequency and Weibull parameters per sector
Sectors 1 2 3 4 5 6 7 8 9 10 11 12
Average wind speed (m/s) 6.33 5.81 6.46 6.04 5.87 5.85 6.97 8.53 9.15 8.88 7.38 6.81
Frequency (%) 5.79 4.28 6.56 6.73 5.22 5.36 7.95 13.52 17.47 13.3 7.25 6.57
Weibull scale, k 2.11 1.89 2.19 2.3 2.19 2.23 2.29 2.31 2.62 2.49 2.22 2.23
Weibull scale, A (m/s) 7.16 6.59 7.35 6.86 6.64 6.59 7.87 9.58 10.38 10.07 8.51 7.89
10.3 Wind resourcemap, and anisotropic profiles of site variables
To visualize the variability of wind resource across the site, a wind resource map is presented in
Figure 10.3 showing average wind speed at 60m hub height. It can be seen that the hilly spots
located North of the wind farm have higher average wind speed due to speed-up eects and
dierential solar heating of higher terrain elevation. While such spot is a usually a good site
for wind energy exploitation, it may also be a potential hot spot for high turbulence depending
on the direction of wind ow eld. Appendix Section A.3.17 and Section A.3.18 show that the
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Figure 10.3:Wind resource map with average wind speed (m/s) at 60 m hub height
distribution of turbulence intensity and wind shear respectively also depend on the direction,
and that a high wind site may not necessarily have high turbulence strength or shear because
these phenomena dependent on local terrain eects and the thermal stratication of the
atmosphere.
Therefore, wind resource map combined with the turbulence intensity and wind shear maps
and the design turbulence intensity parameter for wind turbine could help inform decision
in micrositing to ensure long service life for the turbine. This is also emphasized in the IEC
61400-1 recommended practice for wind turbine micrositing.
While this study can draw conclusion on the local terrain eects, the impact of thermal
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Figure 10.4: Vertical profile of velocity for dierent sectors
stratication which is characterized by Monin-Obukhov Length (MOL) is not investigated.
However, the literature has highlighted strong relationship between wind speed, turbulence
and stability, thus vertical proles for these proxies are presented in Figure 10.4 and Figure 10.5,
and vertical proles for other variables, including the inow angle, wind shear, turbulent kinetic
energy are presented in Appendix A.3. Furthermore, the variation of turbulence intensity with
wind speed is shown in the Appendix Section A.3.7.
The velocity prole compares to the logarithmic wind prole for neutral atmosphere in the
atmospheric boundary layer discussed in the literature Section 3.5. Figure 10.4 shows that
the vertical velocity prole is highly dependent on wind direction, and the steepest prole
corresponds to 270° and 300° sectors where small changes in height results in larger changes
in wind speed. Figure 10.5 indicates that turbulence intensity decreases with height for all
sectors. The directional dependencies of the vertical proles could also be attributed to terrain
eects at the site, because incoming wind from dierent directions see dierent terrains. In
other words, terrain eect is masked in the directional vertical proles and may therefore be
used to explain terrain impacts. For instance, 0° and 30° sectors (i.e. north-easterly direction)
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Figure 10.5: Vertical profile of TI for dierent sectors
could be regarded as having more impacts of terrain eect such as wind speed-up, while 270°
and 300° sectors (i.e. south-westerly direction) see lowest speed-up.
Other important farm eect is the wake due to wind turbine clusters. This is an important
consideration in large wind farms where regulatory requirements and limited land availability
usually compel wind farm developers to localize wind turbines and optimize the use of land
space. This usually comes with trade-os between land use and reduced farm output due to
wake losses ranging from 4-40% as documented in the literature section 6.0. To identify the
wake model that better account for wake losses at the study site, the three wake models in
WindSim are assessed at various eective range downwind of the rotor. The key input data for
wake prediction are summarized in Appendix Section A.3.14.
The wake models by Jensen, Larsen, and Ishihara are tested for selected rotor diameters
downwind and the results presented in Appendix Section A.3.16 suggest that Jensen and
Ishihara models predict similar wake loss while Larsen model under-predicts at same rotor
diameters ranging from 5 to 20. A caveat in judging the performance of these models based on
this analysis is that while WindSim apparently relies on the specied WRF virtual climatology,
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site layout and turbine characteristics to determine the free-stream wind speed, hub height,
rotor diameter, roughness length, radial and downwind spacing required as wake model inputs,
it is not clear how other inputs such as turbulence intensity and induction factor are inferred.
Moreso, these input parameters could present uncertainties. However, all the wake models
show the expected trend of predicting higher wake loss as the downwind distance increases
because they are far-wake models as adjudged in literature Section 6.2.
The resulting wake loss calculated using Jensen model with eective range of 3-20 rotor
diameters and the corresponding impact on the energy yield is presented in Table 10.3. The
indicated wake loss, 13.3% is the derived by combining the wake loss attributed to individual
turbine using the sum of square method. The choice of Jensen is based on the results of the
wake model test and the eective range is chosen to cover the turbine spacing at the Braes
of Doune wind farm which is around 4 and 8 rotor diameters for crosswind and downwind
respectively.
10.4 Estimated annual energy production
The annual energy production (AEP) is determined for individual wind turbines at the site, and
then aggregated together for the entire wind farm. The power curve used for AEP calculation is
corrected for wind density at the vicinity of the wind farm. The Braes of Doune wind farm is at
elevation of 472m above mean sea level (see Appendix Section A.3.13), and the corresponding
wind density is 1.192 kд/m2 determined from the characteristic wind density curve at the
Braes of Doune wind farm given in Appendix Section A.3.11. The calculation of the aggregate
is based on the wind farm area zoned according to their average wind speed adjusted for wake
loss and terrain eect (see Appendix Section A.3.15). The four zones are characterized by full
load hours, FLH (which depends on the hours the average wind speed for a zone occurs in one
year or the frequency distribution of wind speed), and the zone area, A. To calculate the total
AEP for the wind farm, the products of these zone characteristics are summed up and then
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Table 10.3: Estimated wind farm output with and without wake eect
Turbine Hub Number Installed Gross Average Wake AEP Full Capacity
model height of capacity AEP wind losses with wake load factor
[Vestas] [m] turbines [MW] [GWh/y] speed [m/s] [%] losses [GWh/y] hours [%]
V80_2MW 60.0 36 72.0 199.4 7.0 13.3 172.8 2400.2 27.4
The installed capacity,Ci used for the Braes of Doune wind farm is 1.44 MW /km2 based on 50
km2 site area. The gross AEP is the energy calculation with no wake loss considered.
The summary of energy calculation and the input parameters are presented in Table 10.3.
10.5 Directional power curves from coupledmodel versus WRF
The directional dependency of wind farm performance is investigated to establish statistical
patterns that could be compared with that of actual production data, and ultimately derive an
aggregate power curve that faithfully model the actual wind farm output. The power prediction
by the coupled model compared to WRF and the manufacturer’s power curves for each sector
are presented below for glance comparison. The Figure 10.6 to Figure 10.8 are based on a
11-year dataset from 2000 to 2010 for WRF and Coupled model only. The warranted power
curve is based on manufacturer’s specicied power curve for V80 2MW Vestas model.
It is seen that the directional WRF and the directional power curves from downscaled dataset
behave dierently, while that of manufacture’s compares closely to WRF. This is expected
because the UK WRF datasets was derived by tting WRF mesoscale model to the aggregated
manufacture’s (warranted) power curve in the earlier work by Hawkins [7]. The new directional
power curves developed in this work show two operating regions in a fashion that seemed like
a ‘hysteresis loop’ between the cut-in and cut-out regions. Typically, conventional hysteresis
eect in wind turbines are usually triggered by events of gusty wind and controller failures,
and it usually occurs at the tail end of cut-out region. However, it is not clear if the downscaled
model has been able to capture the conventional hysteresis but what is immediately apparent
with the observed pattern is that at any given wind speed, all the turbines do not operate
in the same mode due to their geographical spread, and some are tripped-o probably by
control actions which react against events, including wind storm, that are programmed for
turbine shut-down especially with pitch-regulated wind turbines. The setting used in WindSim
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Figure 10.6: Directional power curves comparison for 0 – 90° sectors
simulation for density correction is ‘pitch-regulated WEC’ which means the power curve of
the wind turbines is corrected to site-specic wind density. The warranted power curve comes
with a standard air density which does not match that of the site.
10.6 Directional power curves versus actual production
Furthermore, the coupled model is compared with actual production data from ELEXON over
a period of 2 years (2009-2010). Same length of data is extracted from the model dataset and
matched with the ELEXON dataset, and some gaps are found in the ELEXON dataset. To
resolve, parts of the model dataset are screened out in excel to obtain a match with ELEXON’s.
The WRF wind speed and direction is assumed true for ELEXON while the model uses the
rened wind speed. Another way to test these dataset is to use the wind speed and direction
of the rened model as a basis for comparing the predicted output and the actual production,
and this is recommended for future investigation.
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Figure 10.7: Directional power curves comparison for 120 – 210° sectors
Figure 10.8: Directional power curves comparison for 240 – 330° sectors
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Both datasets are sorted by sectors to assess directional eects, and the resulting power curves
are presented in Figure 10.9 to Figure 10.11 for all 12 sectors, where 0-29.99 is the range for
sector 0° and so on.
Similar split is noted in the power curves based on the 2-year model dataset as it is the case for
the 11-year dataset. The model appears to predict actual production well in the sectors from
180° to 270° or south–westerly direction, conrming the patterns of wind rose presented in
Appendix Figure A.3.10. The frequency distribution of WRF wind speed presented in Appendix
Section A.3.12 also shows similar pattern.
Figure 10.9: Directional power curves for 0 – 120° sectors - coupled model vs ELEXON
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Figure 10.10: Directional power curves for 120 – 240° sectors - coupled model vs ELEXON
Figure 10.11: Directional power curves for 240 – 360° sectors - coupled model vs ELEXON
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10.7 Overall farm-level power curve against actual production
The power curve derived from the 2-year model dataset with all sectors is presented in
Figure 10.12. Again, the predicted model (‘yellow’) shows two separate regions, and ts within
the production data and does not over-predicts actual production within the operating wind
speed. However, it appears to slightly overpredicts at high wind speed approaching cut-out.
Figure 10.12: Directional power curves for 210 – 330° sector - coupled model vs ELEXON
10.8 Performance of coupledmodels using RMSE criteria
The goal is to use the resulting models for predictions, therefore it is necessary to assess
the model performance compared to actual power production data for Braes of Doune wind
farm obtained from ELEXON company. For forecasting purposes, the Root Mean Square Error
(RMSE) which computes the variance of the residuals, is the most commonly used criteria
becauses it gives an absolute measure of t rather than a relative measure of t. The lower the
value of RMSE, the better the model predicts the actual power production data.
To assess the model predictive power, root mean square error (RMSE) is calculated by solving
Equation 10.2 in the MATLAB code in Appendix Section A.2.5.















(Pelexonnorm − PWRFnorm )
2 (10.3)
where Pelexonnorm , Pmodelnorm , and PWRFnorm are normalized power for ELEXON, model, and













where Prated = 2 MW is the rated power of a reference Vestas wind turbine at Braes of Doune
wind farm. The normalized power outputs have no units.
The RMSE forecast error when the coupled model developed in this work is used to predict the
2009-2010 actual production data (from ELEXON) for the Braes of Doune wind farm is 28.21%.
This shows a large improvement compared to RMSE error of 685.98% when the WRF model is
used to predict the actual output from ELEXON. In a related work by Timmers (2017) [73], the
MATLAB-based model developed by the author gave RMSE errors in the range of 37.9-122.6%,
and RMSE errors of 50.3-303% for WRF model over 60° to 1° sectors respectively as shown in
Table 10.4. The MATLAB-based model considers wake losses but ignores the site’s complex
terrain eects.
Attempts at computing the RMSE and mean bias error (MBE) per sector proved abortive due
to the dierence in length of sectoral dataset between the coupled model developed in this
work, and the ELEXON. Therefore, the compuataion of RMSE for the coupled model and WRF
predictions are based on aggregate of all sectors and not on per sector basis as computed by
Timmers 2017 [73]. While this accounts, in part, for the deviations shown in Table 10.4, it is
obvious that the coupled model predicts the power output better than any previous models
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Aggregate (all 12 sectors) 28.21% 685.98%
investigated in literature. Although the computed RMSE error of 28.21% gives condence in
the predictive power of the coupled model, the error should be further evaluated by sector to
account for directional eects. It is also expected that directional eect will not have much
impact on the overall output since wind turbines are equipped with control mechanisms that
yaw them towards the wind, except the yaw misaligns due to excessive loading or misaligned
deliberately out of high wind speed. If the aggregate RMSE for all the 12 sectors is assumed
to be evenly distributed by sector, the average gives the equivalent RMSE of about 57% and
2.4% for WRF and coupled models respectively. However, while it is obvious that RMSE is not
evenly distributed across sectors as conrmed by Timmers result in Table 10.4, it is suspected




The central discussion in this section is on the relationship between the ndings from this
study, the literature review, possible sources of uncertainties, and the limitations of the coupled
model.
11.1 Findings and implications
The WindSim tool has been used in this study to serve the dual purpose of modelling eects
due to the orography and roughness of terrain and wind turbine wake. This has been dicult
to accomplish in linear tools which are designed with wind farm on simple terrains in mind.
The task is fullled in WindSim and a new dataset adjusted for terrain eects such as speed
ups, and turbine wake is obtained. Furthermore, the limits of WindSim tool is complimented
with MATLAB, Excel and R studio packages to analyze the dataset derived from coupled
mesoscale-microscale model in WindSim. This is done to obtain graphical results for the
vertical proles of wind farm variables such as local wind speed, wind shear, inow angle,
shear exponent, turbulence intensity, turbulence kinetic energy, and the statistical patterns of
the dataset compared to actual production.
The results of the statistical distribution reveals that the popular Weibull and Rayleigh
distribution functions do not t the wind speed at Braes of Doune wind farm. The probability
distribution functions that come close to best t are the generalized extreme value (GEV) and
Kernel distributions as shown in Appendix Figure A.4.3b and Figure A.4.4b, and similarly
for the WRF model in Appendix Figure A.4.3a and Figure A.4.4a. This is probably due to the
multi-modal wind speed regime at Braes of Doune wind farm. The PDF-type that mimics the
repeated peaks is the Kernel distribution. This could be indicative of extreme wind events at
Braes of Doune wind farm. The implications of these observed statistical patterns are two fold:
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• Wind speed regime at the site is not continuous but discrete. So, continuous PDF is no
good match;
• Wind farm power output needs a more robust distribution function. GEV does not
predict the tail well.
This work demonstrates that WindSim simulation, complimented by other packages gives rich
amount of dataset, and statistical information for making informed decision about micro-siting,
forecast of local wind regimes, and accurate power predictions which are central to wind
integration and grid operations. Since this work relies on WRF dataset, WindSim microscale
model, including the wake and turbulence models, and dierent external sources of terrain and
roughness information, these could potentially pose uncertainties in the reliability of the model.
This study has been able to partially validate WindSim, other sources of uncertainties are not
validated in this work. Therefore, this model could be improved for site-specic predictions by
accounting for the uncertainties.
Chapter 12
Conclusions
This section highlight key ndings, and the direction for future studies to compliment this
study.
12.1 Concluding remarks
In this study, WRF mesoscale model is successfully coupled with WindSim microscale model
to generate a rened wind resource datasets with high resolution suitable for predicting
local wind regimes, feasibility studies, and ultimately the production forecasts. The model
works by using WRF wind speed dataset as inlet boundary conditions (BCs), xed pressure
as top boundary condition, and the terrain roughness and elevation as the bottom boundary
condition to solve the Reynold-averaged Navier-Stokes equations 8.2 and 8.3 for each cell in
the discretized wind farm domain (Figure 9.8). To obtain as many equations as the unknowns,
the k-ε turbulence model (Equation 8.4 - 8.9) is used for closure, and the atmosphere is assumed
neutrally stratied. In other work in the literature, bottom boundary conditions have been
assumed using sand-grain roughness without meeting the additional requirements discussed
in § 8.5, thus leading to increased uncertainties. To ll this gap, a digital terrain model is
developed in this work with detailed information on aerodynamic roughness for the entire
terrain section of the Braes of Doune wind farm. So, WindSim CFD presents a better approach
of specifying the wall or ground boundary conditions by incorporating the actual aerodynamic
roughness that interacts with local wind regime.
To conclude, the results of this work could be used in feasibility studies for siting wind farm on
a moderately complex terrain, the type presented in the 3D layout in Figure 10.1 by supplying a
trusted sources of terrain elevation and roughness data with high resolution below 100 metres
equivalent. Also, the wind farm production forecasts could be assessed for future operational




As outlined in the discussion, there are opportunities for improvement in the robustness of
the coupled model. One aspect is to use other sources of terrain elevation and roughness data
to derive the DTM as WindSim input. Also, the need for deeper understanding of the types
of boundary conditions and turbulence models used in deriving the WRF dataset will help to
improve this work. Literature sources indicates that types of turbulence closure model used
in mesoscale model does aect the choice of closure scheme for micro-scale modelling. This
aspect needs to be investigated further in future work. Also, WindSim includes three wake
models which are investigated in this study, consideration of other wake models especially
the actuator disc coupled models could be useful in modelling the aspect of wake–terrain
interactions. Interactions with WindSim experts shows that this could be done in WindSim
to model the wind turbine rotor as an actuator disc. However, this is not attempted in this
work. In addition, this model could be improved by validating against dierent sources of
terrain data; using other forms of turbulence models; non-neutral atmospheric conditions; and
by modeling the rotor as actuator disc and further downscale to higher resolution in tens of
meters to capture terrain-wake interaction eects bearing in mind the implication on high
computational costs.
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Appendix to Chapter 1
A.1.1 Global wind power landscape and energymix
Note: Compound Annual Growth Rate (CAGR) - The growth rate over multiple years based on
compunded installed capacity of onshore and oshore wind power,CAGR = (IC/IC0)1/n − 1
where IC is the cummulative installed capacity at nth period, IC0 is the cummulative installed
capacity at thebeginningof theperiod, n is theperiod (in years). CAGR is expressedas apercentage.
Figure A.1.1: Global installed and projected capacities of wind power (MW) [123]
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Note: Regional LCOE estimates for renewables are weighted averages in 2014USD/kWh.
Figure A.1.2: Levelized cost of energy (LCOE) for wind power compared to other technologies [123]
About 60% of UK installed wind power capacity is onshore, meeting over 8% of UK annual power
demand. Cummulative onshore and oshore wind power capacity (18.9 GW) meets 13.5% of UK
annual power demand. In 2017, UK holds over 3% of global installed wind power capacity.
Figure A.1.3: Cummulative installed wind power capacity in Europe [124]
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A.2.1 Turbine layout at Braes of Doune wind farm
Figure A.2.1: Turbine layout co-ordinates based on UTM system
95
96 Appendix to Chapter 9
A.2.2 Technical specification sheet for Vestas wind turbine
Figure A.2.2: Specification sheet for Vestas V80 wind turbine
A.2.3. Digital terrain model for Braes of Doune wind farm 97
A.2.3 Digital terrain model for Braes of Doune wind farm
Figure A.2.3: Terrain elevation and roughness length
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A.2.4 R codes for cleaning WRF and ELEXON datasets
Figure A.2.4: R codes for pre-processing and cleaning of WRF and ELEXON datasets
A.2.5 MATLAB code for WRF and coupledmodel datamining
See detailed codes in Github: R and MATLAB CODES DEVELOPED FOR THIS PROJECT
A.2.6. 2D velocity map for each sector (0° - 330°) in coupledmodel 99
A.2.6 2D velocity map for each sector (0° - 330°) in coupledmodel
Figure A.2.5: 2D velocity map per sector
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A.2.7 Distribution of missing values by column
Figure A.2.6: Column-wise distribution of missing values in WRF dataset
A.2.8. Simulation convergence parameters for each wind field sector 101
A.2.8 Simulation convergence parameters for eachwind field sector
Figure A.2.7: Simulation convergence parameters, sectors 0°-150°
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Figure A.2.8: Simulation convergence parameters, sectors 180°-330°
Appendix A.3
Appendix to Chapter 10
A.3.1 Anisotropy of wind speed profile
Figure A.3.1: Directional variation of wind speed (U) with vertical height, z(m)
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A.3.2 Anisotropy of inflow angle (°) profile
Figure A.3.2: Directional variation of inflow angle (°) with vertical height, z(m)
A.3.3. Anisotropy of wind shear (Ush) profile 105
A.3.3 Anisotropy of wind shear (Ush) profile
Figure A.3.3: Directional variation of wind shear (Ush) with vertical height, z(m)
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A.3.4 Anisotropy of turbulent kinetic energy (TKE) profile
Figure A.3.4: Directional variation of turbulent kinetic energy (TKE) with vertical height, z(m)
A.3.5. Anisotropy of turbulence intensity (TI) profile 107
A.3.5 Anisotropy of turbulence intensity (TI) profile
Figure A.3.5: Directional variation of turbulence intensity (TI) with vertical height, z(m)
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A.3.6 Anisotropy of wind shear exponent profile
Figure A.3.6: Directional variation of wind shear exponent with vertical height, z(m)
A.3.7. Anisotropy of TI-wind speed (U) interaction 109
A.3.7 Anisotropy of TI-wind speed (U) interaction
Figure A.3.7: Directional variation of TI (%) with wind speed, U (m/s)
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A.3.8 Inclination of the complex terrain at Braes of Dounewind farm
Figure A.3.8: 3D terrain inclination map showing angles in degree
A.3.9. Weibull distribution of wind speed 111
A.3.9 Weibull distribution of wind speed
Top: All sectors; and Bottom (L-R): 0-30°, 30-60°,...330-360° sectors
Figure A.3.9:Weibull distribution of wind speed for: All sector (top); and 0°-360° sectors (L-R)
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A.3.10 Wind roses for the coupledmodel wind speed
Top: All sectors; and Bottom (L-R): 0-30°, 30-60°,...330-360° sectors
Figure A.3.10:Wind rose for coupled model for: All sector (top); and 0°-360° sectors (L-R)
A.3.11. Variation of wind density over Braes of Doune wind farm 113
A.3.11 Variation of wind density over Braes of Doune wind farm
Figure A.3.11:Wind density
A.3.12 Monthly distribution of wind speed frequency (2000 – 2010)
Figure A.3.12:Monthly distribution of wind speed frequency per sector - WRF
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A.3.13 Local wind climate at Braes of Doune wind farm
Figure A.3.13: Reference wind climate at Braes of Doune wind farm - Windographer
A.3.14 Input variables for calculating analytical wakemodels
Figure A.3.14: Required inputs for each analytical wake models [83]
A.3.15. Wind farm zoning by wake-adjusted wind speed 115
A.3.15 Wind farm zoning by wake-adjusted wind speed
Figure A.3.15: Area for energy yield estimation
A.3.16 Performanceofanalyticalwakemodelsatdownwinddistances
Figure A.3.16: Screening of wake deficit models at selected distances downwind
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A.3.17 Turbulence intensity (TI) map at 240° and 270° sectors
Figure A.3.17: TI map for 240° and 270° sectors (south westerly)
A.3.18 Wind shear map at 240° and 270° sectors
Figure A.3.18:Wind shear map at 240° and 270° sectors (south westerly)
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A.4.1 Statistical distributions for power output and wind speed
(a) Fitting GEV and Kernel PDFs to actual power production from ELEXON (2009-2010)
(b) Fitting GEV and Kernel PDFs to predicted power curve from coupled model (2009-2010)
Figure A.4.1: Probability density functions (PDFs) for power output
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(a) Fitting GEV and Kernel CDFs to actual power production from ELEXON (2009-2010)
(b) Fitting GEV and Kernel CDFs to predicted power curve from coupled model (2009-2010)
Figure A.4.2: Cummulative distribution functions (CDFs) for power output
A.4.1. Statistical distributions for power output and wind speed 119
(a) Fitting PDF types to WRF wind speed (2009-2010)
(b) Fitting PDF types to coupled model wind speed (2009-2010)
Figure A.4.3: Probability density functions (PDFs) for wind speeds
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(a) Fitting CDF types to WRF wind speed (2009-2010)
(b) Fitting CDF types to coupled model wind speed (2009-2010)
Figure A.4.4: Cummulative distribution functions (CDFs) for wind speed
A.4.1. Statistical distributions for power output and wind speed 121
(a) Kernel PDF for both ELEXON andmodel power outputs (2009-2010)
(b) Generalized extreme value PDF for ELEXON power output (2009-2010)
Figure A.4.5: Generalized extreme value and Kernel PDFs for power output
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