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Magnetic reconnection is a process occurring in, e.g., space plasmas, that allows rapid changes of
magnetic field topology and converts magnetic energy to thermal and non-thermal plasma energy.
Especially solar flares are good examples of explosive magnetic energy release caused by magne-
tic reconnection, and it has been estimated that 50% of the total released energy is converted to
the kinetic energy of charged particles. In spite of being such an important process in astrophy-
sical phenomena, the theory and the mechanisms behind magnetic reconnection are still poorly
understood.
In this thesis, the acceleration of electrons in a two-and-half dimensional magnetic reconnection
region with solar flare plasma conditions is studied using numerical modeling. The behavior of
electrons are determined by calculating the trajectories of all particles inside a simulation box. The
equations of motion are solved by using a particle mover called Boris method. The aim of this work
is to better understand the acceleration of non-thermal electrons, and, for example, to explain how
the inflow speed affects the final energy of the particles, what part of the reconnection area the
most energetic electrons come from and how the scattering frequencies changes the energy spectra
of the electrons.
The focus of this thesis lies in numerical modeling, but all the relevant physics behind this subject
are also briefly explained. First the basics of plasma physics are introduced, and leading models of
magnetic reconnection are presented. Then the simulation setup and reasonable values for simulation
parameters are defined and results of the simulations are discussed. Based on these, conclusions are
drawn.
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31 Introduction
Magnetic reconnection is a fundamental process, that allows rapid changes in magnetic
ﬁeld topology as well as conversion of magnetic energy into thermal and non-thermal
plasma energy. It has been seen, e.g., in the evolution of solar ﬂares, coronal mass
ejections and in interaction of the solar wind with the Earth’s magnetosphere, as well
as in tokamak devices, where it takes place in sawtooth events. In spite of being
so important, the mechanisms behind magnetic reconnection are poorly understood
and there are many open problems concerning the occurrence, operation, evolution
and consequences of reconnection. Many fundamental questions are still unanswered,
such as: what is its role of magnetic topology and how does it aﬀect the physics of
reconnection, how and where is reconnection initiated and what is the role in ﬂow
ﬁelds. To understand the physical role that magnetic reconnection plays in, e.g., solar
activity, not only the reconnection process itself but the conditions that prevail before
it are essential to investigate.
The idea behind magnetic reconnection originated in the attempts to understand
heating of the solar corona and the origin of the enormous energy observed in solar
ﬂares. The study of reconnection began of suggestions by Giovanelli [1] and Hoyle
[2], when they realized that charged particles responsible for solar ﬂares could be
accelerated at X type magnetic neutral points. Neutral points are the points where
magnetic ﬁeld vanishes and it is intersected by two branches of the X lines known as
separatrices. The dynamical behavior of the plasma near the X line in two dimensions
was studied by Dungey [3], who found that the separatrices initially intersecting one
another at almost right angle will approach each other in the direction of the plasma
ﬂow. Eventually, this will result in a highly ﬂattened magnetic ﬁeld conﬁguration with
the two branches of the separatrix intersecting at a very small angle and the ﬁeld lines
passing through the current sheet would change their connectivity to one another.
This was described as ﬁeld line disconnection followed by reconnection [4].
A few years later, Sweet [5] and Parker [6] independently developed the ﬁrst quan-
titative model, that became known as the Sweet-Parker model of magnetic reconnec-
tion. In their model, reconnection was treated as a local problem in which the inﬂow
of plasma was connected with an outﬂow from the diﬀusion region. In their solution
the reconnection rate depended on the dimension of the system and electrical resis-
tivity of the plasma. However, the Sweet-Parker model was too slow to account for
observations, and in 1964 this model was improved by Petschek [7]. The Petschek
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theory introduced slow shocks, and as these shocks emanated from near the X point,
they produced much faster reconnection rates and even the same order of magnitude
that the observations were. However, this theory was rather controversial, since the
origin of the shocks was unclear, and attempts to verify it through numerical MHD
simulations showed that this type of reconnection did not develop by itself. Therefore,
Petschek model is not necessarily enough to explain reconnection and, thus, other
models have to be developed. More about diﬀerent reconnection models are discussed
in chapter 3.
Historically, reconnection has been described mainly through magnetohydrody-
namics (MHD), in which the plasma is modeled as a conducting ﬂuid. Especially
ideal magnetohydrodynamics is used for highly conductive plasmas. In the case of
ideal MHD, the magnetic ﬁeld and plasma ﬂow are frozen-in to each other and the
magnetic topology is conserved. However, the frozen-in condition can be broken in
response to, e.g., external forces in narrow layers where the small but nonzero resis-
tivity allows departures from the frozen-in ﬁeld constraint of ideal MHD. This leads
to a topology change of a set of ﬁeld lines, which will result in a new equilibrium
conﬁguration with lower magnetic energy. During this reconnection process, magnetic
energy is converted to kinetic energy through acceleration or heating of charged par-
ticles and the energy spectrum of these charged particles provide a main diagnostic of
the reconnection process.
However, the requirements for using MHD models are not always fulﬁlled and,
therefore, one approach is to undertake numerical simulations to model magnetic re-
connection. Numerical simulations have generated signiﬁcant new results of reconnec-
tion and nowadays numerical modeling is a mainstream tool for studying it. Especially
MHD simulations are important, since they predict global consequences of magnetic
reconnection in situations like space weather. Also one practical method to model
kinetic behavior of highly nonlinear phenomena is to use the particle-in-cell (PIC)
technique. During a PIC simulation the trajectories of a representative sample of
plasma particles are followed, which requires the solution of the equations of motion
for each of the particles. The part of the code that solves the equations of motions
is called a particle mover and in this work the particle mover called Boris method
is used to calculate the trajectories of the simulated particles. The Boris method is
represented in section 4.1.
In this work, we created a particle simulation code, that models electrons in a
steady-state, 2.5-dimensional reconnection region. We will concentrate only to solar
5ﬂares, because they are good examples of explosive magnetic energy release caused
by magnetic reconnection and they reveal a number of evidence of existence of mag-
netic reconnection. Our aim is to determine which parameters aﬀect ﬁnal energies of
particles, from what regions the most accelerated particles come from, and how the
scattering will aﬀect the energy spectra of the particles. Our main tools in investi-
gating the acceleration of the particles in the reconnection region are the ﬁnal energy
spectra, the average ﬁnal energy of the particle populations and for some cases, the
trajectories of diﬀerent particles.
The focus in this thesis is on the simulation of magnetic reconnection, not the the-
ory of it, so the physics behind this subject is only brieﬂy explained. The basic physics
behind this work is presented in chapter 2 and magnetic reconnection is introduced
in chapter 3. In sections 4.2, 4.3 and 4.4 the suitable simulations parameters for this
work as well as the idea and setup of the simulation program are presented. In chapter
5 the results of this work are studied, and in chapter 6 the idea and results of this
work are summarized. The author of this thesis has written the simulation code by
herself, as well as simulated and plotted all the results presented in this thesis. The
model behind this work have been developed in collaboration with the author, and
her supervisors Rami Vainio and Urs Ganse.
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2 Basics of plasma physics
In the present era, approximately 95%, or even 99%, of baryonic content of the Universe
is in the plasma state, whereas right after the big bang, the universe was ﬁlled with
plasma [8]. Plasma is sometimes called the fourth state of matter, since it is the next
natural step in the sequence from solid to liquid to gas as the temperature is increased
[9]. There is no exact way to specify a plasma state, but sometimes it is deﬁned as a gas
of charged particles, that consists of equal number of free positive and negative charge
carries. The requirement that plasma has roughly the same number of charges with
opposite signs in the same volume element means that the plasma is quasineutral in
the stationary state, i.e ne ≃ ni = n, where ns is number density (number of particles
per cubic meter) of species s. Thus, on average a plasma looks electrically neutral
to the outside, since the randomly distributed particle electric charge ﬁelds mutually
cancel. On the other hand, a charged particle is practically free from the inﬂuence
of other charged particles, if its typical potential energy due to its nearest neighbor
is smaller than its kinetic energy (assuming that no direct collisions take place). In
order to overcome the coupling with their neighbor particles, particles have thermal
energies above some electronvolts, and thus a typical plasma is a hot and ionized gas
[10].
Since plasma is quasineutral, there must be about an equal number of positive and
negative charges per (large enough) volume element in the stationary state. On the
other hand, in such a volume element a suﬃcient number of particles must be present,
but yet it must be small enough compared to the characteristic lengths for variations
of macroscopic parameters such as density and temperature. To determine the plasma
state in a slightly more quantitative way, we can introduce some criteria to the plasma
system. The idea behind a concept called Debye shielding is, that by introducing
an extra test charge qT into a equilibrium plasma, the charges are redistributed in
a way that maintains the quasi-neutrality within a certain volume around qT . The
characteristic length scale is called the Debye length, λD, and by assuming singly
charged ions, ne ≃ ni, and equal temperatures of electrons and ions, Te ≃ Ti, the
Debye length becomes
λD = ( ϵ0kBTe
nee2
)1/2,
where kB is the Boltzmann constant and e is the electron charge [10]. Intuitively, λD
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is the limit beyond which the thermal speed of the plasma particles is high enough to
escape from the Coulomb potential qT . In order for a plasma element to be quasineu-
tral, its size L = V 1/3 must be larger than λD, i.e, λD ≪ L [9]. On the other hand,
it is necessary that inside a Debye sphere of radius λD, there must be a large enough
amount of particles. The number of particles inside a Debye sphere is 4π3 neλ
3
D, where
the term neλ3D is called the plasma parameter, Λ [10]. Therefore this can be expressed
as Λ = neλ3D ≫ 1, and after combing these two criteria, it holds that 13√n0 ≪ λD ≪ L
for a plasma [9].
If the quasineutrality of the plasma is disturbed by some external force, the elec-
trons, being more mobile than the heavier ions, are accelerated in an attempt to restore
the neutrality. Due to their inertia they will move back and forth around the equilib-
rium position, and this results in oscillations around the more massive ions [10]. By
considering freely moving cold (Te = 0) electrons and ﬁxed background ions, a small
perturbation in the electron density causes plasma oscillation at the frequency
ω2pe =
n0e
2
ϵ0me
.
The plasma oscillation determinates a natural length scale in the plasma known as
the electron inertial length c/ωpe, c is the speed of light, which is analogous to the
electron skin depth in classical electromagnetism. Similarly, the ion plasma frequency
is deﬁned by
ω2pi =
n0e
2
ϵ0mi
,
and the corresponding ion inertial length is c/ωpi [9].
2.1 Magnetohydrodynamics
Magnetohydrodynamics (MHD for short) is a theory for the study of the interaction
between a magnetic ﬁeld and a plasma and it is important in a variety of cosmic phe-
nomena. MHD is built partly on electromagnetism and partly on ﬂuid mechanics, and
it treats the plasma as continuous medium without being concerned with individual
particles. The assumption of a continuous medium is valid for length-scales that are
much greater than the mean-free path of particle collisions, which are typically 3 cm
in the solar chromosphere and 30 km in the solar corona [11].
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The basic MHD equations based on standard notations are
dρ
dt
= −ρ∇ · v, (1)
ρ
dv
dt
= −∇p+ J×B, (2)
dp
dt
= −γp∇ · v+ (γ − 1)ηJ2, (3)
∂B
∂t
= −∇× E, (4)
∇×B = µ0J, (5)
σ(E+v×B) = J, (6)
∇ ·B = 0. (7)
Here d/dt denotes the time derivative in a frame that moves with plasma, ρ and v
denote the plasma mass density and ﬂow velocity, p the plasma pressure which is
assumed to be isotropic, E refers to the electric ﬁeld, B is the magnetic induction and
J is the electric current density. The quantity σ denotes electric conductivity, that is
assumed to be scalar but not necessarily constant [4]. Equations (4), (5) and (7) are
better known as Faraday law of induction, Ampere’s circuital law, and Gauss’s law for
magnetism, respectively, and they are three of the Maxwell’s equations. Equation (6)
is called Ohm’s law, and if the conductivity is very large, i.e. in the limit σ → ∞, it
reduces to ideal Ohm’s law
E+V×B =0. (8)
In classical electrodynamics, Maxwell’s equations describe how electric and mag-
netic ﬁelds are altered by each other and by charges and currents. Magnetic ﬁelds
are often described by magnetic ﬁeld lines, which are curves such that the tangent at
any point is in the direction of the magnetic ﬁeld. Magnetic conﬁgurations consists
of magnetic ﬂux tubes, which are surfaces generated by the set of magnetic ﬁeld lines
that are intersected by simple closed curves. Thus, a strength of the ﬂux tube Φ is
the amount of magnetic ﬂux crossing a section S, i.e., [11]
Φ =
ˆ
S
B · dS.
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MHD is a ﬂuid theory and it has similar wave modes as hydrodynamics. The sim-
plest type of wave motion is longitudinal sound waves in a compressible, nonconducting
ﬂuid. In the case of transverse ﬂuctuations in magnetized plasmas, the magnetic ﬁeld
causes a tension B20/µ0 along the ﬁeld lines, and when the ﬂuid is slightly disturbed
from the equilibrium, the magnetic ﬁeld lines start the vibration propagating with
velocity
VA =
(
tension
density
)1/2
=
(
B20
µ0ρm
)1/2
.
This is known as Alfvén velocity, since the corresponding wave mode, the Alfvén mode,
was discovered by Hannes Alfvén in 1942 [12].
2.2 Charged particles in electromagnetic ﬁelds
Space plasmas are practically always embedded in a magnetic ﬁeld, which may be due
to internal or external current systems. The magnetic ﬂux densities in space vary by
more than 20 orders of magnitude from interstellar magnetic ﬁelds of typically less
than 1 nT to rapidly rotating neutron stars with magnetic ﬁelds of 108 T or even to
slowly decelerating pulsars emitting X- and soft gamma rays indicating magnetic ﬁelds
of 1011 T [9]. In situations where the charged particles do not directly interact with
each other and where they do not aﬀect the external magnetic ﬁeld signiﬁcantly, the
motion of each individual particle can be treated independently [10]. The equation
of motion of an individual particle in a electromagnetic ﬁeld is based on the Lorentz
force
dp
dt
= F = q(E+ v×B),
where q is the charge, p is momentum, and v the velocity of the particle. In the
relativistic case, this becomes
d
dt
(γmv) = q(E+ v×B),
where m is the mass of the particle and γ = (1− β2)−1/2 and β = v/c [9].
A charged particle in a homogeneous magnetic ﬁeld in absence of an electric ﬁeld
performs a circular motion perpendicular to the magnetic ﬁeld. The center of the gyro
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motion is called the guiding center and the angular frequency of this gyro motion is
ωcα =
|qα|B
mα
(9)
for particle species α. This frequency is also known as the cyclotron frequency or
Larmor frequency, and it is customary to deﬁne it as a positive number. The gyro
radius (or Larmor radius) of the particle is then deﬁned as
rLα =
mαv⊥α
|qα|B ,
where v⊥α is the speed of the particle in a plane perpendicular to the magnetic ﬁeld.
The rotation depends of the sign of the charge, and in plasma physics, the particle
rotating clockwise when viewed along the magnetic ﬁeld has a negative charge [9].
B
E
ion
electron
Figure 1: Electromagnetic drift of a charged particle.
Assuming that there is a constant electric ﬁeld present as well, the component of
the Lorentz force parallel to the magnetic ﬁeld is
dv||
dt
= q
m
E||.
This describes a linear acceleration along the magnetic ﬁeld [8]. In the guiding center
approximation, the motion is decomposed into gyration around the magnetic ﬁeld and
drifting of the guiding center perpendicular to both the magnetic and electric ﬁeld.
The motions of the charged particles in electric and magnetic ﬁeld are sketched in Fig.
1. The drifting of the guiding center occurs with a velocity
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vE =
E×B
B2
.
This is usually called the E×B drift, and it is identical to all plasma species. Guiding
center approximation is convenient even in temporally and spatially varying ﬁelds, if
the variations are slow compared to the gyro motion [9].
2.3 Convection and diﬀusion
Evolution of the magnetic ﬁeld in a resistive-MHD plasma is described by the induction
equation
∂B
∂t
= ∇× (V×B) + 1
µ0σ
∇2B, (10)
where the magnetic diﬀusivity η = 1/µ0σ is assumed to be spatially uniform. The ﬁrst
term on the right-hand side of this equation describes the convection of the magnetic
ﬁeld by the plasma ﬂow, and the second term describes the resistive diﬀusion of the ﬁeld
through the plasma. In the frame of reference co-moving with the plasma (V=0) the
induction equation reduces to the diﬀusion equation. If the diﬀusion term dominates
the plasma, the magnetic ﬁeld tends to diﬀuse across the plasma and smooth out any
local inhomogeneities. In that case, there is little coupling between the ﬁeld and the
plasma ﬂow, and the topology of the magnetic ﬁeld is free to change [8, 10].
On the other hand, at the limit of ideal MHD, σ →∞, the diﬀusion term is small
and the plasma ﬂow can be described by the convection equation
∂B
∂t
= ∇× (V×B). (11)
This ties the ﬂow and magnetic ﬁeld to each other, and there is no diﬀusion of the
magnetic ﬁeld across the plasma. Therefore the magnetic ﬂux is tied into the plasma,
and the topology of the magnetic ﬁeld cannot change [8]. This is a idea behind the
frozen-in concept, that will be represented next.
2.4 Frozen-in ﬁeld lines
Hannes Alfvén was the ﬁrst one to introduce the concept of frozen-in ﬁeld line in
the convection dominated plasmas after realizing the great importance between the
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convection of the plasma and the magnetic ﬁeld. This concept was widely criticized
among the fellow researchers, since the idea was based on the picture of moving mag-
netic ﬁeld lines. The magnetic ﬁeld is a fundamental physical entity described by
Maxwell’s equations, whereas the magnetic ﬁeld line is just a mathematical abstrac-
tion and there is nothing physical in motion of magnetic ﬁeld lines. Therefore Alfvén
later denounced the concept as “pseudopedagogical”, and only if interpreted correctly,
it is a useful concept in plasma physics and the study of reconnection [9].
The idea behind this frozen-in concept is that there are two plasma elements on the
same ﬁeld line B(t) at the time t, and they can move according to Fig. 2. The meaning
of “to be on the same ﬁeld line” is, that by tracing the ﬁeld B from one plasma element,
another plasma element will end up, and in that sense they are magnetically connected
to each other. By using the convection equation (11), the Maxwell’s equation ∇·B =0
and diﬀerential calculation, one ends up with a situation, where the plasma elements
that were originally on a common ﬁeld line, remain on a common ﬁeld line after time
dt. In integral form this can be stated as
dΦ
dt
= d
dt
ˆ
B · dS = 0. (12)
Therefore in ideal MHD, the magnetic ﬂux Φ through a closed loop moving with
plasma remains constant [9].
B(t)l
l+d(l)
udt
(u+u)dt
Figure 2: There are two plasma elements on the same ﬁeld line B(t) at the time t.
The distance between the elements is ∆l. During the time dt the elements move the
distances udt and (u+∆u)dt, where u(r, t) is the plasma ﬂow velocity. The elements
are on a common ﬁeld line also at the time t+ dt, if the path ∆l+ d(∆l) is along the
ﬁeld line of B(t+ dt). Thus, the frozen-in condition can be stated as d
dt
(∆l×B) = 0,
which is equivalent to eq. (12) [9].
The ratio of the relative strengths of convection and diﬀusion is described by a
dimensionless magnetic Reynolds number Rm
Rm = µ0σLBV = LBV/η, (13)
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where LB is the characteristic length-scale, V is the characteristic ﬂow speed of the
plasma, and η is diﬀusivity. If Rm is much less than unity then diﬀusion dominates,
and the coupling between the plasma ﬂow and the magnetic ﬁeld is relatively weak.
On the other hand, if Rm is much larger than unity, the diﬀusion term in the induction
equation can be entirely neglected and the ﬂow dominates. Then the magnetic ﬁeld
simply moves together with ﬂow, and it can be said to be frozen-in into the ﬂow [10].
Due to the frozen-in condition, even the most energetic particles in a collisionless
plasma will stay with the ﬁeld line they gyrate about in regions where strong magnetic
ﬁeld gradients or curvature do not exist. Therefore, a ﬁeld line set into motion due
to the action of external forces will move the plasma, but also the moving plasma
will transport the ﬁeld line along with it. Hence, the motions of the plasma and
of the associated ﬂux tube are closely related [10]. Thus, if two initially separate
plasma regions, where the plasma is frozen-in to its own magnetic ﬁeld, come into
contact with one another, the two plasmas will not mix, but instead the plasma region
becomes divided into distinct parts, which contains the plasma and magnetic ﬁeld from
the individual sources [8]. The breaking of this frozen-in concept is the idea behind
magnetic reconnection, which will be discussed next.
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3 Magnetic reconnection
The frozen-in concept and its breakdown becomes evidently important in a process
called magnetic merging or magnetic reconnection. In magnetic merging, the ﬁeld
lines are cut and reconnected to other ﬁeld lines and thus the magnetic topology
changes and the frozen-in condition breaks down. First, consider a magnetic topology
with two antiparallel ﬁeld lines frozen into the plasma moving towards each other,
like sketched in the left-hand side in Fig. 3. If the magnetic Reynolds number (eq.
13) becomes equal or greater than one in even a small volume of space, the magnetic
ﬁeld may vanish due to diﬀusion at a particular point. This results in the X-type
conﬁguration (the middle panel in Fig. 3), with the magnetic ﬁeld being zero at the
center of the X, which is known as the magnetic neutral point (or null point) [10]. In
three dimensions, the neutral points form a neutral line perpendicular the reconnection
plane, where B = 0 [13]. The ﬁeld lines forming the X and passing through the neutral
point are called separatrices [10]. If the frozen ﬁelds on both sides of the boundary
will have diﬀerent strengths and orientations tangential to the boundary, the layer
must establish a current sheet [8], and if the current sheet will appear, it is always
perpendicular to the reconnection plane. A magnetic ﬁeld component in the direction
of the possible current sheet is called the guide ﬁeld [4].
t<0 t=0 t>0
Figure 3: Evolution of magnetic ﬁeld line merging.
As a result, a situation sketched on the right-hand side in Fig. 3 will be formed.
Plasma and ﬁeld lines are transported toward the neutral point from either side. At
the neutral point the antiparallel ﬁeld lines are cut into halves and then reconnected
with the halves from the other side. The merged ﬁeld lines are expelled from the
neutral point, and they will be populated by a mixture of plasma from both sides of
the current sheet. The process of ﬁeld line merging will continue as long as oppositely
directed ﬂux tubes are being pushed toward each other from both sides [10].
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In total, this is the idea behind reconnection. Reconnection is often described
in terms of moving magnetic ﬁeld lines that become cut and reconnected by some
physical mechanism [9]. A local non-ideality can have a global eﬀect in reconnection
process, if a small-scale structure is generated in some region, where the constraint
of ideal dynamics is broken, which then leads to the global change of the magnetic
topology [14]. During this process, magnetic energy is converted to kinetic energy
through acceleration or heating of charged particles [15]. The physical mechanism
behind reconnection is poorly understood, and therefore it remains under a constant
research. Next we will introduce a couple of leading models, that could explain the
reconnection process.
3.1 Two-dimensional steady state reconnection
The simplest geometry in which reconnection can be described has two spatial dimen-
sions in three-dimensional physical space, such that all physical vectors are indepen-
dent of the third coordinate. Here, Cartesian coordinates x, y, z will be used, and
all the physical quantities are assumed to be independent of y. In two-dimensional
steady-state reconnection, all ﬁeld quantities are also independent of time. Therefore,
the magnetic ﬁeld B and the plasma velocity v are assumed to lie in the x,z-plane,
while the non-vanishing electric ﬁeld is pointing towards y-direction. The plasma is
assumed to be highly ideal such that the magnetic Reynolds number is much larger
than 1 [14].
The two-dimensional steady state reconnection is typically divided into two cat-
egories: slow and fast steady state reconnection, also known as Sweet-Parker and
Petschek models, respectively. The main ideas of these are explained below.
3.1.1 The Sweet and Parker model
Parker (1957) and Sweet (1958) were the ﬁrst ones to quantitatively formulate mag-
netic reconnection as a local problem in which the inﬂow of plasma was connected with
an outﬂow from the diﬀusion region [13]. In order to make the analysis as analytically
ﬂexible as possible, they focused on two-dimensional, steady-state reconnection in an
incompressible plasma [4]. Fig. 4 describes their model.
In the Sweet-Parker model, there are two oppositely directed magnetic ﬁelds, ±B,
in a plasma, and these plasma elements are carried toward the null point (and each
other) at speed vin over a characteristic distance 2L. The layer in which the ﬁeld
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Figure 4: Sketch of the magnetic ﬁeld geometry in Sweet-Parker reconnection. Oppo-
sitely directed magnetic ﬁelds are united over a length 2L and reconnect in a diﬀusion
layer of width 2δ.
reconnects has width 2δ, and it is assumed to be much smaller that the length of the
reconnection region 2L. Reconnected ﬁeld and plasma are then expelled at speed vout.
The Sweet-Parker model predicts the reconnection rate vin and establishes the basic
energetics and geometry of the reconnection. It is based on three principles:
1. The outﬂow speed is the Alfvén speed of the inﬂow region. This is due to an
assumption that magnetic energy is converted to plasma kinetic energy through
resistive heating (which raises the pressure) and through the magnetic tension
force associated with the bend in the ﬁeld lines near X-point. Both eﬀects
accelerate the ﬂuid to ∼ vA.
2. Mass is conserved, and for incompressible ﬂow, vinL = vAδ.
3. The electric ﬁeld, given by resistive MHD form of Ohm’s law as in eq. (6), is
perpendicular to the plane of the ﬂow and must be constant in steady-state [13].
Therefore, far from the diﬀusion region
Ey = vinB0,
where B0 is the constant magnetic ﬁeld outside the diﬀusion region. On the other
hand, at the current sheet B=0, and Ohm’s law gives
Ey = Jy/σ.
Estimating Jy then from Ampere’s law [9]
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Jy =
B0
µ0δ
,
it follows that
δ
L
= vin
vA
= S−1/2,
where S = µ0σLvA is the Lundquist number (similar to Reynolds number in eq. (13),
but the velocity is Alfvén speed rather than typical ﬂow speed), which represents
the ratio of the global Ohmic diﬀusion time τdiff = L2/η to the global Alfvén time
τA = L/vA [13].
In astrophysical and space plasmas S is very large (S ≫ 106), so Sweet-Parker
reconnection is usually too slow to account for phenomena such as solar ﬂares [4]. This
causes a diﬃculty that is not easily overcome, since the resistive layer must be thin
in order to make the current density large enough to be able to handle the incoming
magnetic energy. But the resistive layer width is also the width of the outﬂow, which
means that the mass ﬂux out of the layer is very small, and this limits the speed
vin. Therefore all theories that predict faster reconnection rates must address these
problems. However, as simple as the Sweet-Parker model is, the main features of this
model, such as strong outﬂows and hot electrons, are common to most reconnection
theories [13]. Also many numerical studies, such as [16], have conformed the Sweet-
Parker result to be correct [17].
3.1.2 The Petschek model
So, Sweet-Parker reconnection is too slow account for observations, because all ﬂuid
brought into the reconnection region must ﬂow out through a thin and resistive chan-
nel. In 1964 Petschek improved their model by realizing that reconnection would be
faster if the length of the diﬀusion region was signiﬁcantly reduced and most of the
incoming ﬂuid did not pass through it, but instead the ﬂuid would be redirected by
standing shock waves [13]. If these shocks emerge near the X-point, they produce
much faster reconnection rates and can lead to results compatible with observations.
But the theory is controversial, since the origin of the shocks is unclear, but if it could
be made to work, it would explain the desired reconnection rates [15].
Fig. 5 represents the Petschek model. In this model the diﬀusive region with length
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Figure 5: The sketch of Petschek’s reconnection model.
L′, where the actual merging takes place, is much shorter than the total length L. The
remaining length of the boundary is occupied by slow shocks. In the diﬀusive layer
the behavior is similar to the Sweet-Parker layer, but with the diﬀerence, that the
acceleration of the velocity up to the Alfvén speed along the layer, is accomplished by
magnetic tension associated with a transverse ﬁeld component Bz. The diﬀusive layer
for the Petschek model is given by identical conditions to the Sweet-Parker model, but
with L replaced by L′. This leads to the reconnection velocity
vin =
vA√
S
√
L
L′
,
which is a factor of
√
L/L′ faster than the Sweet-Parker reconnection velocity [17].
At ﬁrst it seemed, that the length of L′ could be arbitrary small, since all the MHD
relations were independent of the choice for L′. However, Petschek found that there
is a limit for shortest L′, at which length the current in the shocks seriously starts to
perturb the upstream ﬂow [15]. The minimum limit was L′ > L(8 lnS/π
√
S)2, which
corresponds to maximum reconnection rate vA(π/8 lnS). This reconnection rate is
usually a few percent of the Alfvén speed, and therefore fast enough to account for
most astrophysical phenomena [13].
Petschek model is based on analytical arguments and the theory uses Sweet-Parker
model to describe the ﬂow of plasma and ﬁelds in the diﬀusion region. Attempts to
verify it through numerical MHD simulations show that this kind of reconnection does
not develop by itself [13], and the scaling results predicted by Petschek’s solution do not
appear, if the resistivity is kept uniform and constant. However, by using nonuniform,
localized resistivity model (as in, e.g., [18, 19]) the Petschek conﬁguration appears.
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The fact that the resistivity apparently needs to be nonuniform does not contradict
Petschek model, since it doesn’t assume the resistivity to be uniform (or nonuniform),
but it raises questions about why a nonuniform resistivity seems to be necessary [4].
Although many diﬀerent mechanisms have been found to speed up the reconnec-
tion to the larger scales observed in astrophysics, none of those mechanisms are as
powerful as the Petschek mechanism nor produce fast enough reconnection to agree
with observations. For this reason the Petschek model is extremely important and a
large research eﬀort has been devoted to it [15].
3.2 Other reconnection models
3.2.1 Time-dependent reconnection
Although steady-state reconnection has been given great deal of attention, in many
cases magnetic reconnection occurs as a time-dependent process, especially when phe-
nomena involving reconnection occur on such short timescales that a steady state does
not exist. However, several features of steady-state reconnection are also present in
typical, time-dependent two-dimensional cases. A qualitatively diﬀerent case arises,
when reconnection occurs as an unstable process, such as in a tearing mode, where
a plane current sheet located in an inﬁnite domain undergoes spontaneous formation
of magnetic islands [14]. The growth and stability of the tearing mode is aﬀected by
many factors such as the geometry of the sheet, line-tying and the presence of a mag-
netic ﬁeld component in the direction of the current [4]. Tearing has been included
in some ﬂare models, e.g., [20], as a mechanism for releasing magnetic energy, but
resistive tearing is also found to be relatively slow to account for a ﬂare mechanism
(e.g., [21]). However, observations in [22] suggest, that the very strong particle acceler-
ation observed during impulsive solar ﬂares occurs during unsteady reconnection, and
steady reconnection is not suﬃcient to explain (at least some of) the measurements.
3.2.2 Three-dimensional reconnection
The two-dimensional models seem to be realistic for reconnection occurring in three-
dimensional space only if the y-dependence is small and if the extent of the recon-
nection region along the y-direction is large enough, so that eﬀects of the edges can
be neglected. It is also required that magnetic ﬂux of exactly opposite direction is
convected along the x-axis into the reconnection region. All of these assumptions are
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doubtful, and thus a generalization with a component of the magnetic ﬁeld along the
invariant direction is required, so that the magnetic ﬂux is allowed to approach the
reconnection region with a non-vanishing y-component. The simplest way to do this
is to add a constant By component in the model, which then requires an additional
(Ex, Ez) component of the electric ﬁeld to be present [14].
Although the additional By component seems to be a minor modiﬁcation, it
raises many fundamental questions and shows features that are not present in two-
dimensional models. For example, with the additional magnetic ﬁeld component, the
neutral line of two-dimensional models becomes an ordinary magnetic ﬁeld line. Also
the former separatrices, or separatrix surfaces, do not exist anymore or they are not
unique. For fully three-dimensional magnetic ﬁelds without translational invariance,
these diﬃculties become even more serious, and several methods have been proposed
to solve these problems [14].
The three dimensional reconnection can occur either at null points or in the absence
of a null point. Magnetic nulls are points in space at which the magnetic ﬁeld strength
falls to zero [4]. There exists some evidence that 3D null point reconnection may act
as a trigger for at least some solar ﬂares [23], but overall, reconnection involving 3D
null points is not well understood [15].
3.2.3 Collisionless reconnection
Reconnection is usually dealt with using the resistive MHD form of Ohm’s law given
by eq. (6), where V is the ﬂuid velocity. The meaning of the Ohm’s law is that in
steady state, the Lorentz force on the electrons is balanced by frictional drag due to
collisions, and thus, V is thought to be the electron velocity ve. Using a relation
valid for singly charged ions in quasineutral plasma, J = (vi − ve)ene, and assuming
V ∼ vi, Ohm’s law in a case ve ̸= vi becomes
E+V×B− J×B
ene
= J
σ
.
The J×B term represents the so-called Hall eﬀect. When the Hall term dominates,
the in-plane electron ﬂow into and out of the reconnection region corresponds to an in-
plane current, whereas in the Sweet-Parker and Petschek models the current is entirely
perpendicular to the reconnection plane. Reconnection can be faster in collisionless
plasmas, but not all of the astrophysical phenomena fall into the collisionless regime.
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The most favorable environments for collisionless reconnection seem to be in small
and hot systems, such as stellar coronae, but even if the collisionless reconnection can
be achieved, it is fast only if the inﬂow speed is rather independent of the ratio of ion
skin depth to the global scale of the system [13].
3.3 Harris sheet
Analytic solutions of time-independent kinetic equilibria in a neutral sheet with oppo-
sitely directed magnetic ﬁelds provide a basis for theoretical analyses and numerical
simulations of kinetic eﬀects of magnetic reconnection. Such solutions are diﬃcult
to ﬁnd, because the system is nonlinear even in the simplest one-dimension case of
steady-state [15]. However, using the constants of motions, in 1962 Harris [24] found a
solution using shifted Maxwellian distribution functions with spatially constant drift
velocity. In the Harris solution, the initial (unperturbed) magnetic ﬁeld is given by
B0 = Bx(z)xˆ, where
Bx(z) = B0 tanh(z/L) (14)
and the number density is
n(z) = n0sech2(z/L),
where B0 is the ambient magnetic ﬁeld strength at z →∞, n0 is the density maximum
in the center of current layer and L is the half-width of the current sheet [25].
Thus, the magnetic ﬁeld in the simple 2D Harris equilibrium can be written as
B0 = B0 tanh(z/L)ex +B0zez,
where B0z is a normal component, that is assumed to be small, so that the ions
behave as if unmagnetized, but large enough in order to keep electrons magnetized
[9]. Typically, this term B0z is some kind of an initial ﬂux perturbation ψ(x, z), which
is the component Ay of the vector potential, and thus the perturbation can be given
by B = yˆ × ∇ψ [26]. For example, in GEM reconnection challenge [26], the ﬂux
perturbation was
ψ(x, z) = ψ0 cos(2πx/Lx) cos(πz/Lz),
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which produces a substantial magnetic island with the X-line at x = 0, z = 0 [27].
3.4 Observations of reconnection
Figure 6: This ﬁgure illustrates the conﬁguration of a region in the tail of Earth’s
magnetosphere, where magnetic reconnection occurs. As plasma is ﬂowing towards a
thin current sheet, particles get accelerated, and eventually they will be released via
two symmetric jets: one towards Earth and another in the opposite direction. Figure
taken from [28], copyright ESA/ATG medialab.
Magnetic reconnection has been observed in many astrophysical phenomena and it
is a central process in the interior and in the atmosphere of the Sun [4]. For example,
in solar corona, magnetic reconnection is invoked as a mechanism for solar ﬂares [29]
and for heating the solar corona [30], and in the Earth’s magnetotail it occurs at the
magnetopause and in the magnetotail during substorms [31] as illustrated in Fig. 6.
Reconnection also occurs in laboratory plasmas, such in tokamak devices, where it
can take place in sawtooth events [32]. Many discoveries also suggest that magnetic
energy conversion through magnetic reconnection is likely to be a common occurrence
throughout the cosmos [29].
3.4.1 Observations of solar ﬂares
The deﬁnition of a ﬂare could be the following: a ﬂare is a transient phenomenon
showing a rapid increase, followed by either rapid or gradual decay, in some part of
the electromagnetic spectrum. Solar ﬂares are one of the most energetic and enig-
matic phenomena in the solar atmosphere. Large amounts of energy (1022 − 1025 J)
are suddenly released in the corona, and due to that, great quantities of non-thermal
particles are accelerated. Also coronal and chromosperic plasmas are heated, which
result in transient brightenings in the electromagnetic spectrum (includes Hα bright-
ening). The maximum temperature of super hot plasmas in largest ﬂares is estimated
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Figure 7: On the left: A close-up of a ﬂare with the TRACE spacecraft. Taken from
[33], credit: NASA/LMSAL. On the right: A sketch of a ﬂare evolving into a Coronal
Mass Ejection. Taken from [34], credit: NASA/Marshall Space Flight Center.
to be around 3-4×107 K, and the non-thermal electrons and protons can reach to
energies up to 100 MeV and ∼1 GeV, respectively, whereas the maximum velocity of
bulk plasma is around few 103 km/s [15, 35].
Dynamics of solar ﬂares have been studied through detailed pictures of solar coro-
nal activity taken by modern satellites like Yohkoh, SOHO, TRACE, RHESSI and
Hinode. These satellites have revealed the solar atmosphere with resolution covering
wavelengths through X-rays to gamma rays [15]. An example of a photograph of a
ﬂare captured by TRACE spacecraft is presented on the left in Fig. 7, whereas on
the right a ﬂare evolving into CME is sketched. Based on observations, ﬂares can be
divided into two categories: “large two ribbon ﬂares” and “simple loop ﬂares.” In the
case of the two ribbon ﬂares, two bright ribbons can be seen in Hα chromospheric
images, and these ﬂares are usually associated with ﬁlament eruptions or coronal mass
ejections (CMEs). The simple loop ﬂares are not associated with CMEs, they are
relatively compact, and they have magnetic ﬁeld conﬁgurations, which do not seem to
change much [35].
The acceleration of charged particles is especially well seen in solar ﬂares, where
high energy beams of protons and electrons are generated with associated electro-
magnetic radiation [36, 37]. X-ray and γ -ray observations suggest that electrons and
protons get instantly accelerated in the magnetic reconnection process [38]. It has been
estimated that total energy of these particles is about 50% of the total released energy
of solar ﬂares [15], and thus the energy spectrum of these charged particles provide a
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key diagnostic of the reconnection process [39]. Observationally, the energetic particles
always show a single or double power-law spectral behavior and also simulations of
electron acceleration generally suggest a power-law energy spectrum [38].
Overall, ﬂares have shown many signatures of magnetic reconnection. For example,
in [40], it was found that cusp or X-shaped structures can be seen at the tops of ﬂare
loops and in [29], evidence for positive temperature gradients in some loop tops were
found. Even though many features of reconnection are seen in ﬂares (like fast particles,
topological changes in the magnetic ﬁeld, and release of magnetic energy), they are
observed on a scale many orders of magnitude larger than expected from standard
reconnection models [13]. Therefore the mechanism that produces energetic particles
during magnetic reconnection is still unknown [22].
25
4 Numerical modeling
Analytical theory and numerical simulation play complementary roles in the theoret-
ical study of reconnection and nowadays, numerical simulations have become central
tools in modern space research. In the past two decades, numerical simulations have
generated signiﬁcant new results of magnetic reconnection as they model phenomena
of space environments starting from basic physical equations. They provide insights
to help break down the complex phenomena into a set of simpler processes and give
interpretations to the observations, and ﬁnally design and predict new experiments.
Simulation codes of magnetic reconnection can be broadly divided into three cat-
egories: continuum codes, particle codes, and hybrid codes that treat one species,
typically ions, as particles and another species, usually electrons, as a continuum.
Continuum codes are usually based on ﬂuid models and the justiﬁcations for using
ﬂuid models are based on frequent collisions between alike particles. However, these
impacts are often absent in relatively collisionless plasmas, where fast reconnection is
observed. Therefore, magnetic reconnection cannot be fully self-consistently described
by ﬂuid models and kinetic eﬀects, such as acceleration and heating of charged par-
ticles, must be taken into account. An entirely analytic theory becomes extremely
diﬃcult, if one attempts to model the fully kinetic behavior of highly nonlinear phe-
nomena, such as magnetic reconnection, and thus the only practical method is based
on numerical simulations using the particle-in-cell (PIC) technique [15].
In PIC codes, the motion of each plasma particle is simulated and all macro-
quantities (like number and current densities) are calculated from the positions and
velocities of these particles. The name Particle-in-Cell comes from the idea of assigning
macro-quantities to the simulation particles. During a PIC simulation the trajectories
of all particles are followed, and thus the solution of the equations of motion for each
of them are needed [41]. Still, various approximations and compromises must be used
in order to build simulations, that ﬁnish in a realistic time period even with modern
parallelized cluster computers [15].
Many theoretical and numerical studies of reconnection processes are done in two
dimensions or in so called “two-and-half dimensions.” The later term is used for prob-
lems in which physical scalars and all three components of physical vectors depend only
on two spatial coordinates (here x and z) and they are independent of the third coor-
dinate (y) [42]. The goal of this work is to simulate electrons in magnetic reconnection
by using particle simulations. We will use a two-and-half dimensional reconnection
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model, where the physical vectors depend on x and z, but not on the coordinate y.
The magnetic ﬁeld is time independent, and electric ﬁeld is constant and pointing to-
wards y-direction throughout the simulations. This model is then used to deﬁne how
electrons accelerate and gain energy during magnetic reconnection. We will especially
focus in solar ﬂares, since they are central objects for studying physical mechanisms of
magnetic reconnection [15]. The suitable parameters for simulating the solar ﬂares are
taken as much as possible from experimental studies, but also some rough estimates
are required to be made when exact measurements of these values do not exist.
In order to solve the velocities and positions of a particle in electric and magnetic
ﬁeld, the following diﬀerential equation of motion must be solved
d
dt
(γmv) = q(E+ v×B).
We will use an algorithm called Boris method to solve this equation numerically. In
this chapter, we will brieﬂy explain the idea of Boris method, report our simulation
steps and assumptions, and comment on the approximations we have made. In the
next chapter, we will introduce our results.
4.1 Boris push method
The starting point in any scientiﬁc computational work is to ﬁnd a mathematical
model for a physical phenomenon of interest. The equations of the mathematical
model are then formulated into a discrete algebraic form, on which we can ﬁnd a
numerical solution. These discrete algebraic equations describe the simulation model,
and expressed together with a sequence of computer instructions, they provide the
computer simulation program. The computer plus program then allow us to model
physical systems via computer experiments. The main part of the calculation is the
timestep cycle in which the state of the physical system is pushed forward in time by
a small timestep, dt [43].
In the presence of a magnetic and electric ﬁeld, the force on a particle of charge q
with velocity v and mass m is given by the Lorentz force
F = mdv
dt
= q(E+ v×B). (15)
In order to change from mathematical model to simulation model, the mathematical
equations must be approximated by the algebraic equations suitable for numerical
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Figure 8: A sketch of the leap-frog integration method. The position is updated at
integer time steps and the velocity is updated at integer-plus-a-half time steps. This
method is commonly used, since it is simple to use and it produces accurate results
[44].
computations. One commonly used integration is called the ﬁnite-diﬀerence approx-
imation leapfrog scheme. In the leapfrog scheme, continuous functions x and v are
replaced by values at discrete time intervals. A desired consistency property of the
discrete approximation to the diﬀerential equation is that it reﬂects the same time
symmetry. Since our diﬀerential equations are time-reversible, the approximations of
these equations must be time-reversible [43]. Therefore, if the two ﬁrst-order diﬀeren-
tial equations to be integrated separately for each particle are
m
dv
dt
= F
dx
dt
= v
where F is the force, they can be replaced by [44]
m
vnew−vold
∆t = Fold,
xnew − xold
∆t = vnew,
since the time symmetry condition holds: the diﬀerence (xn+1− xn) is centered about
time tn+1/2 and the diﬀerence (vn+1/2 − vn−1/2) is centered about tn [43]. Hence, eq.
(15) becomes
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Figure 9: A diagram of rotation represented by eq. 19. From this ﬁgure, we can obtain
tan(θ/2).
vt+∆t/2 − vt−∆t/2
∆t =
q
m
[E+ vt+∆t/2 + vt−∆t/22 ×B]. (16)
A method, where the electric and magnetic forces in eq. (16) are completely
separated was invented by Boris in 1970 [45]. The idea was to substitute
vt−∆t/2 = v− − qEm
∆t
2 (17)
vt+∆t/2 = v+ +
qE
m
∆t
2 (18)
into eq. (16). This yields
v+ − v−
∆t =
q
2m(v
+ + v−)×B (19)
which is a rotation. The angle of the rotation is [44]
| tan θ2 | =
|v+ − v-|
|v+ + v−| =
qB
m
∆t
2 ,
which can be easily seen from Fig. 9.
Boris also described a rotation in vector form, when the directions of B and v
were arbitrary, by utilizing some basic geometry. The ﬁrst step is to ﬁnd the vector
that bisects the angle formed by the pre- and the post-rotation velocities. The angle
through which the velocity will rotate in a given timestep is tan θ2 = − qBm ∆t2 and in
the vector form, this means [46]
t = −b tan θ2 =
qB
m
∆t
2 .
Then the bisector vector v′, which is perpendicular to (v+ + v−) and B, is
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Figure 10: Diagram showing the rotation from v− to v+. The velocities in here are
the projections of the total velocities onto the plane perpendicular to B [44].
v′ = v− + v− × t.
Next, the post-rotation velocity can be written as
v+ = v− + v′ × s.
By noticing, that s is parallel to B and that its magnitude is determined by the
requirement |v−|2 = |v+|2, an expression for s becomes [44]
s = 2t1 + t2 .
For relativistic generalization of eq.(16), one must use u ≡ γv instead of v [44].
Therefore,
un+1/2 − un−1/2
∆t =
q
m
(
En + u
n+1/2 + un−1/2
2γn ×B
n
)
, (20)
where m is the rest mass and γ2 = 1 + u2/c2. The equations (17) and (18) carry over
with no formal change [44]
un−1/2 = u− − qE
n∆t
2m (21)
un+1/2 = u+ + qE
n∆t
2m . (22)
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Substituting these into eq. (20), it follows that
u+ − u−
∆t =
q
2γnm(u
+ + u−)×Bn.
The rotation angle of u about an axis parallel toB is now θ = −2 arctan(qB∆t/2γm),
where t = qB∆t2γnm , s =
2t
1+t2 and (γ
n)2 = 1 + (u−/c)2. Luckily, since (γn)2 = 1 + (u+/c)2
also, this scheme is time reversible, and therefore it is a valid approximation for the
original diﬀerential equation. Thus, the Boris’s rotation in generalized form becomes
u′ = u− + u− × t (23)
u+ = u− + u′ × s. (24)
In all cases the position is developed according to
xn+1 = xn + vn+1/2∆t = xn + u
n+1/2∆t
γn+1/2
(25)
with (γn+1/2)2 = 1 + (un+1/2/c)2. This equation is, as it should be, time reversible [44].
To implement the Boris method, we ﬁrst obtain u− by adding half acceleration to
the initial velocity, as in eq. (21). Then we perform the full rotation according to
equations (23) and (24). After that, we add another half acceleration, as given by eq.
(22). Finally, we use eq. (25) to ﬁnd out the updated position of the particle.
The time diﬀerence between two simulation steps is usually determined by using
some typical time scale of the process. In this case, since we are simulating particles
in a gyration motion, good time scale would be some fraction of the gyrotime of the
particle in a magnetic ﬁeld. Thus, we decided to divide the gyrotime by 100 to get a
good approximation for the time between two simulation steps. We will use
dt = 1100
2π
ωcα
= 1100
2πmα
|qα||B0| (26)
in our simulations. B0 refers to the value far away the current sheet.
4.2 Setup of ﬁelds
In this work, we will study a quasi-stationary reconnection, where the magnetic ﬁeld in
the reconnection region changes slowly in time, and therefore ∂B/∂t ≈ 0. Faraday’s
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law gives −∇ × E = ∂B/∂t ≈ 0, so it will result in the 2.5-dimensional geometry,
where ∂/∂y=0, that ∇Ey = 0, so electric ﬁeld must be constant [42]. Then we assume
that electric ﬁeld does not depend on time, and therefore we have a constant electric
ﬁeld E = Eyey pointing in the y-direction throughout the simulations. The strength
and direction of magnetic ﬁeld that the particle experiences, depends on the particle
position in x and z direction, but so that the magnetic ﬁeld is always perpendicular
to the electric ﬁeld. Thus, when the particle moves in reconnection region, it will
experience changing magnetic ﬁeld, but constant electric ﬁeld. We will discuss the
strengths of the magnetic and electric ﬁelds used in the simulations a bit later.
In the classical Harris sheet, as it was discussed in section 3.3, magnetic ﬁeld has a
form B(z) = B0 tanh(z/L)ex and the magnetic ﬁeld and the ﬂux function are related
by equation B = ∇A × ey [14]. In this study, we will use a similar magnetic ﬁeld as
in J.Birn et al [26], where they used Bx(z) = B0 tanh(z/λ) with λ = 12
c
ωpi
for the
magnetic ﬁeld in equilibrium. This would mean a magnetic ﬂux of
A = A0ln(cosh
z
λ
), (27)
if A0
λ
= B0. Because we want to simulate two-and-a-half-dimensional reconnection,
we will also need a perturbation of the magnetic ﬁeld, that depends on x, but points
towards the z-direction. On the other hand, far from the the reconnection area, the
magnetic ﬁeld lines should be pointing towards x-direction, so Bz must be smaller than
Bx outside the reconnection region. Our idea for the perturbation is to use similar
magnetic ﬂux as in eq. (27), but so that the argument z in the hyperbolic cosine
is changed into x/κ, where κ is a constant factor. This will result a magnetic ﬁeld
component in z-direction, and if κ is larger than one, it ensures that Bz is smaller
than Bx, and thus the z-component is just a small perturbation. (This constant κ is
actually an aspect ratio of the current layer, and the exact value of it will be considered
a bit later.) By adding the constant κ to the ﬂux function, an adequate reconnection
geometry is achieved as the ﬂux function is plotted. In total, the magnetic ﬂux would
be then
A = A0ln(cosh
x
κλ
)− A0ln(cosh z
λ
),
which leads to
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B = B0 tanh
z
λ
ex +
B0
κ
tanh x
κλ
ez, (28)
where λ = 12
c
ωpi
is the ion inertial length, and ωpi is ion frequency. We will use eq.
(28) for the magnetic ﬁeld in all of our simulations.
The constant factor κ, that was already mention in the previous part, is an aspect
ratio of a current layer. We deﬁne it the same way as in [14], where the layer length L
divided by layer thickness δ gives κ = L/δ, but it is perhaps more common in plasma
physics studies to deﬁne it as an inverse of that. The physical meaning of this factor
is, that it determines the reconnection rate in the steady-state Sweet-Parker model
(as discussed in section 3.1.1). The aspect ratio is generally taken as the global length
over some microscopic length, such as the ion skin depth, but for such aspect ratios
the reconnection rate is much too small to account for the observations. However, the
assumption that the global length of the system is the natural length for the current
layer can be certain only in a highly symmetric situations. Since solar ﬂares are far
from symmetric, there is no reason to assume that the current layer is as long as the
global size of the system. A good approximation is that the current layer length is
comparable with the local scales of the equilibrium meaning the lengths over which
the ambient ﬁeld changes only by a ﬁnite amount [15]. Observational results in [47]
suggest, that the value for κ−1 would be between 0.06 and 0.2, so a good value for κ
would be around 10. The aspect ratio was also discussed in ref. [15], and based on
experimental results, it was concluded, that a reasonable value for κ would be between
2-10. After simulating several other possible choices for κ (see Chapter 5), we ended
up to the value of 2.5, since we noticed that the value for κ did not have a huge impact
to our results, but with the value 2.5, we are able to see all the relevant phenomena
well.
The magnetic ﬁeld in equation (28) depends on the ion inertial length λ, which is
deﬁned from the ion plasma frequency ωpi =
√
n0e2
miϵ0
. As it can be seen, it depends on
the number density in the reconnection area, so an appropriate value for n0 in solar
ﬂares should be found. Based on various experimental results, in [48] preﬂare coronal
densities were concluded to be the order of 1015 m−3 , but also smaller densities are
common. In [49], the authors studied 16 X-ray jets and ﬂares associated with them,
and found out that the density of ﬂares were 2.4− 10.0× 109 cm−3 with average being
5.4× 109 cm−3. Existing models for particle acceleration during impulsive solar ﬂares
were reviewed in [36], and it was noted that densities of 1010cm−3 are typical for active
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regions of ﬂares. Therefore a reasonable value for the number density would be between
109 cm−3 and 1010 cm−3. We chose to use the upper limit n0 = 1010 cm−3 = 1016 m−3
in our simulations.
Next, the reasonable value for B0 is considered, and based on that the electric
ﬁeld component Ey is deduced. At ﬁrst, the average magnetic ﬁeld strength in an
active region in a corona based on the diﬀerent observations, taken together in [48],
was around 0.01 T, but also stronger magnetic ﬁelds were possible. In [35], there were
results of the Yohkoh satellite, where the magnetic ﬁeld strength in microﬂares and
in impulsive ﬂares was found to be 0.01T, but in large scale arcade formation 0.1T.
Since determining the suitable value for B is rather diﬃcult, we ended up to use the
value B = 0.01 T for the ﬂares.
As it was discussed in section 3.1.1, the outﬂow of the layer is at Alfvén speed
vx = VA = B0/
√
4πρ. Assuming also the incompressible ﬂow, which means that
the incoming ﬂow of matter LVR must balance the outgoing ﬂow VAδ, where VR is
the incoming reconnection velocity, it holds that VRL = VAδ, and thus VR = VA/κ
[17]. From ideal Ohm’s law E = −V × B follows that Ey = −VRB0 = VAB0/κ. In
[48], a reasonable value for Alfvén speed in ﬂares was thought to be on the order
of 1000 kms , and for fast coronal mass ejections about 3000
km
s . A relation VA ≃
3000( B100G)(
ne
1010cm−3 )
−1/2 km
s between parameters VA, ne and B was introduced in [35],
which will mean, that if we have B = 0.01 T and ne = 1010cm−3, VA should be
∼ 3000 kms . Therefore, with values κ = 2.5, B = 0.01 T and VA,in = 3000 kms , we
get Ey = 12000 Vm , and this we will use as a electric ﬁeld strength in most of our
simulations.
4.3 Setup of particles
In [49], the temperature of ﬂares was also studied. In their measurements, ﬂares had
temperatures of 4-8 MK with average being 5.6 MK. It was noted in [50], that the
ﬂare plasmas were cooling down from T ≈ 20− 40 MK to T ≈ 1− 2 MK in the solar
loops. Based on these results, a reasonable initial temperature for the electrons in the
ﬂares would be order of ∼1 MK. We assume, that particles have only thermal velocity
at the beginning, and we will use relation vtherm =
√
2kBT
m
in one direction to calculate
the initial velocities. At T = 1 MK, vtherm = 5.50569× 106 ms in one direction. We will
multiply this by a random number generated from a normal distribution to get some
statistical diﬀerences between diﬀerent particles, but keeping the average velocity of
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Figure 11: Sketch of the simulation setup. The black box refers to total simulation
box, and the red rectangle ﬁlled with black dots represents the box, where the particles
are initialized. The initial box is always located at the plane y = 0, and in this sketch
it is centered at the origin.
the particle population constant.
In this work, one particle is simulated at a time and when it leaves the simulation
box, the simulation of that particular particle stops. The size of the simulation box
must be set to some certain value, but the size has to be big enough to ensure that
all the relevant physical events can happen inside that box. On the other hand, a
too big box slows down the simulation and makes it less eﬃcient, and therefore it is
crucial to ﬁnd a reasonable limits for the box in our simulations. Let the size of the
box in x-direction be L (a value for it must be some how approximated). Since we
have deﬁned the aspect ratio κ as the geometrical factor in the reconnection area, we
can use δ = L/κ as the box size in z-direction. The border in the y-direction is set to
be Ly = 12
U
Ey
, where U refers to a potential in the area. Since most of the particles
leave the total simulation box in x-direction, a too large value for U has negligible
signiﬁcance in our simulation, but if U is too small, the particles might leave the box
without gaining enough energy in the reconnection area. Therefore, an overestimation
of the potential is better than an underestimation, and thus we will exaggerate the
strength of the potential quite a lot. The simulation box is sketched in Figure 11.
Initial position of each particle is randomly chosen inside a predeﬁned area, that
we will call the initial box (see Figure 11). The location and the size of the initial box
is a freely deﬁnable parameter: the size of the initial box can be the same size or a
lot smaller than the actual simulation box, and the position of the initial box can be
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anywhere inside the simulation box. Therefore, e.g., the eﬀect on the initial position
of the particle populations on their ﬁnal energies can be studied.
Also large-angle scattering, or sphere point picking as in, e.g., [51] is implemented
in to the code. Thus, for a given probability p, the particle can scatter. If the particle
scatters, the velocity of the particle is changed into some random direction, but so
that the magnitude of the velocity does not change. This kind of scattering can be
done by picking random value between -1 and 1 for cosθ and by setting a random
value between 0 and 2π for angle ϕ. By deﬁning |v| =
√
v2x + v2y + v2z , the velocity
components after scattering are
vx = |v|
√
1− cos2 θ cosϕ,
vy = |v|
√
1− cos2 θ sinϕ,
vz = |v| cos θ.
Immediately it can be seen, that the speed of the particle indeed stays constant. We
use an expression P (p) = dt
τrel
for the probability to scatter after each timestep, where
dt is given by eq. (26), τrel = τγβ1/2 , τ = p
2π
ωcα
and p is a probability parameter given
at the beginning of the simulation. Thus
P (p) = γβ
1/2
100p . (29)
Now it is clear, that the smaller the p is, the more frequently scattering happens as
well as the faster the particle, more probably it scatters. (It is physically satisfying
that the scattering amplitude depends on the velocity, and thus we have added the
factors γ and β1/2 to eq. (29)). We will use value of 20 for the p in the most of the
simulations, but also other values for p will be considered (see section 5.5).
4.4 Simulation steps
Our simulation program is sketched in Figure 12. At the beginning of the simulation,
we must ﬁnd and set a reasonable values for the simulation parameters like magnetic
and electric ﬁelds, the width of the simulation area L, potential U , the place and the
size of the initial box, the value for the probability parameter p and the aspect ratio
of the current layer. Based on these, the other parameters, like the borders of the
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Set initial values (like Ey, Bx, , L, U, p, place and size of the initial box.)
Calculate values: L y, =L/ , , , dt. 
Initialize parameters (like B=B0ey) and pick randomly vini and xini
Store initial values to a file:x, y, z, v x, vy, vz, Eini
Use Boris method to calculate xnew and vnew
update magnetic field
check if scatters
START
assign a random 
direction to v 
check if particle still inside the simulation box
store final values to a file: x, y, z, vx, vy, vz, Eend, timesteps
i < N?
calculate data points to energy histograms
END PROGRAM
yes
no
no
yes
timesteps+1
yes
i+1
no
Figure 12: The idea of our simulation program.
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simulation box in y and z -direction and time diﬀerence between two time steps as in
eq. (26), are calculated. In total, N amount of particles will be simulated, but only
one at the time. First, the particle is set randomly to somewhere inside the initial
simulation box. The initial velocity consists only of thermal velocity, and the velocity
components are calculated separately in all three directions. In one direction, thermal
velocity at T = 1 MK refers to vtherm = 5.50569 × 106 ms , and this is still multiplied
by a normal-distributed random number in order create statistical diﬀerences between
particles. The initial physical parameters of each particle, such as position, all three
velocity components and initial energy, are stored into a ﬁle.
Next, the particle will enter a loop, where the Boris method is used to calculate the
updated positions and velocities of the particle in each timestep. After the position
and velocity of the particle in the current timestep are calculated, the magnetic ﬁeld
can be updated according to eq. (28). Then, the program checks if the particle
scatters. If it does scatter, the new components of the velocity are calculated so that
the speed of the particle stays constant, but the direction of the velocity changes to
some random direction. After that, the program checks if the particle is still inside the
simulation box. If it is, the timestep for the current particle is increased by one and
it jumps back to the point in the program, where Boris method is used to calculate
the updated position and velocity of the particle. The program carries on from there,
and this loop is repeated as long as the particle is inside the simulation box. When
the particle exits the simulation box, the ﬁnal position, velocity and energy of the
particle are stored into a ﬁle, as well as the amount of timesteps it took. Because the
particles can be very fast, the relativistic formula for the kinetic energy must be used
i.e. Ekin = (γ−1)mc2. Next, the simulation variables, such as amount of timesteps and
the magnetic ﬁeld strength, are initialized, and the next particle is simulated. After
all the particles are simulated, we have all the most important physical parameters of
the particles at the beginning and at the end of the simulations. Then we can start
analyzing our data.
When all the particles are simulated, the data needed for plotting of the energy
spectra can be calculated. (In this work, gnuplot was our main tool in plotting the
data, and because it does not easily calculate histograms, we decided to calculate the
data for the energy spectra already in the code.) For that, the lowest and the highest
value for the initial and the ﬁnal energies are searched, and the diﬀerence between
those values in both cases are calculated. Next, the diﬀerence between the extrema
values in both cases are divided logarithmically into 60 parts, so that there is going to
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Figure 13: A sketch of the reconnection region. The directions of the velocities Vin
and Vout are represented in here, as well as the inﬂow region (the orange areas) and the
outﬂow region (the green areas). The angle α0 refers to an angle between the x-axis
and the separatrix line. Notice that the angle α is always between 0◦ and 90◦, since
α = arctan(|z/x|).
be 60 data points for both energy histograms. Then one energy section is handled at
the time, and the amount of particles that have the energy between the bin width are
counted. Finally, this number of particles is divided by the energy diﬀerence of that
energy section and the data points are stored to a ﬁle, so that it is easy to draw initial
and ﬁnal energy histograms of the simulation data.
We will also consider, how the ﬁnal energies of the particles change if they are
initialized in the inﬂow instead of the outﬂow region. For that, the angle α is calculated
for each particle. Here, we deﬁne α = arctan(|z/x|), so α is always between 0◦ and
90◦. The separatrix line is at angle α0 = 21.8◦ for κ = 2.5, and thus if α > α0 at the
beginning, the particle is initialized in the inﬂow region and if α < α0, the particle
starts at the outﬂow region. Fig. 13 clariﬁes the idea behind this.
In our simulations, we are able to select particles from the simulation data and
calculate their paths exactly the same way again. The idea behind this is, that now we
can produce more detailed data of these selected particles. The tracing back particles
stores data of the particle in every nth timestep, where n is typically 10 (if the data
is stored in every timesteps, there would be so many data points, that the plotting of
them would require a lot of time and the ﬁles would need a lot of storage. If wanted,
this number of n can be changed). Thus, we do not have only the initial and ﬁnal
physical parameters of the particle, but also the physical quantities of the particle
in every nth timestep. Thus, the trajectories of interesting particles can be studied
afterwards. Even though we can select only one particle at the time, we can do this
to as many particles as we want, and therefore study diﬀerent kinds of particles.
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5 Results and discussion
5.1 The reference case and representation of results
Sections 4.2 and 4.3 presented the simulation setup of this work as well as reasonable
values for simulation parameters. Those values are summarized in here, so that it is
easier to follow what parameters are varied in diﬀerent simulations. Table 1 lists the
values that were found to be the best reference case. However, sections 5.2 and 5.3 still
concentrate why certain values for aspect ratio and electric ﬁeld value were chosen,
and how the choice for those parameters aﬀects the acceleration of particles. After
that, the eﬀect of the scattering probability and the initial position of the particle
population to the ﬁnal energies is considered. Finally, a study on one-particle level
is done in order to better understand how, e.g., the scattering probability aﬀects the
gained energy and how those particles move in the reconnection region. Based on
these results, conclusions are being made.
In this work, similar plots to Fig. 14 are used for presenting the energy spectra in
diﬀerent cases. As in Fig. 14, the logarithmic scaling for both axes is used in every
energy spectrum. The logarithmic scaling becomes handy if particles with low and
high energies are intended to be seen in the ﬁgure at the same time. Also power-laws
form straight lines in log-log plots, so they are more easily spotted. In this work the
acceleration of the particles is studied, and thus the x-axis range is rescaled so that it
starts from a couple of eV, since the tail of the plot, where particles have huge energies,
is more interesting in our point of view than the few particles with really low energies.
Because all of the simulations start with exactly the same velocity distribution, there
is no need to plot the initial energies for all of the cases separately, and therefore
the curve named “initial energy” represented in every energy spectra refers to initial
energy spectrum of all of these cases.
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Number of particles N 1 000 000
Magnetic ﬁeld strength B0 0.01 T
Aspect ratio κ 2.5
Alfvén speed of the inﬂow region VA,in 3000 km/s
Electric ﬁeld (Ey = VA,inB0/κ) Ey 12000 V/m
Potential diﬀerence U 1 000 000 V
Width of simulation box L 25 m
Height of simulation box (δ = L/κ) δ 10 m
Length of simulation box (Ly = U/2Ey) Ly 41.7 m
Width of initial box widthx 25 m
Height of the initial box (widthz = widthx/κ) widthz 10 m
Scattering parameter p 20
Table 1: Parameters for a reference case.
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Figure 14: Energy spectrum at the beginning and at the end of the reference simula-
tion. Both axis have logarithmic scaling and the red curve represents normal distribu-
tion. The blue curve shows the energy spectrum at the end of the simulation. Here,
the reference parameters given in Table 1 were used.
5.2 The aspect ratio
The aspect ratio deﬁnes the geometry of the reconnection region and in section 4.2,
a reasonable value for κ based on observations was determined to be between 2 and
10. Thus, the values 2.5, 5 and 10 are studied. To be able to compare these values,
other simulation parameters must be kept as similar as possible in all of these three
cases. Therefore, the VA,in velocity is the same as it is in the reference case (see Table
1), which will then result in diﬀerent electric ﬁeld values between diﬀerent values for
κ as Ey = B0VA,in/κ. The widths of the initial and ﬁnal boxes must also be changed,
because the height of the box (z-border) is decided to be kept exactly the same in
all of these cases. Therefore the x-borders of the initial and total simulation box for
diﬀerent values for κ are changed according to relations widthx = widthz · κ and
L = δ ·κ (also the width of the boxes could be kept the same, so that the height of the
boxes would be changed, but now the parameters are chosen this way.) However, as
it will be seen later, it is important that in all of the cases equal amounts of particles
are set in the outﬂow and inﬂow regions (separatrices must intersect the corners of the
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boxes), so that all the diﬀerences between these cases are only due to the choice for
κ. The other simulation parameters are kept the same as in the reference case. For
clarity, the Table 2 presents the diﬀerent parameters for diﬀerent values for κ.
κ VA,in Ey L δ widthx widthz
2.5 3000 km/s 12000 V/m 25 m 10 m 25 m 5 m
5 3000 km/s 6000 V/m 50 m 10 m 50 m 5 m
10 3000 km/s 3000 V/m 100 m 10 m 100 m 5 m
Table 2: Diﬀerent aspect ratios, and the corresponding simulation parameters. Other
parameters are the same as in Table 1.
Fig. 15 shows the energy spectra for diﬀerent aspect ratios and Table 3 represents
some relevant quantities of these. Based on these, the case κ = 2.5 seems to gain
less energy than the other two cases, and they also produce slightly diﬀerent power-
laws in the energy spectra. From a computational point of view, the case κ = 2.5
is clearly the most eﬃcient as it can be seen from the average simulation times per
particle. However, the claimed eﬃciency is probably due to the much smaller total
width of the box so that the particles leave the box sooner, and thus less timesteps are
required, whereas the other two cases might run longer than it is actually necessary
(the simulation box is too big). Thus, since the ﬁnal energies of the three cases are
the same order of magnitude and they produce rather similar energy spectra, choosing
κ = 2.5 for the reference aspect ratio is reasonable.
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κ
average ﬁnal
energy
energy of the
fastest particle
average
simulation time
per particle
minimum
simulation time
per particle
2.5 976 eV 124 keV 66 s 4.58 s
5 1330 eV 134 keV 120 s 11.1 s
10 2260 eV 222 keV 300 s 19.2 s
Table 3: More detailed information for the diﬀerent values for κ. As it can be seen,
the larger κ is, the more energy on average the particles get and the more simulation
time it needs (probably because the simulation box is bigger.) Simulation times are
the physical times within the simulation, i.e. ∆t = timesteps · dt.
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Figure 15: Energy spectra for the diﬀerent values for kappa as well as power-laws
ﬁtted to the suitable part of the tail. The power-law is of form ∼ xa, and as we can
see, the power decreases as the value for κ increases.
5.3 Inﬂow speed and electric ﬁeld value
Next, the inﬂow speeds and the values for the electric ﬁeld strengths are discussed. As
stated in subsection 4.2, a good choice for magnetic ﬁeld B0 would be in the order of
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0.01 T and the electric ﬁeld can be calculated after B0, κ and the Alfvén speed of the
inﬂow region VA,in are known by using Ey = VA,inB0/κ. In subsection 4.2 the Alfvén
speed of the inﬂow region was assumed to be around 3000 km/s, which would mean
Ey = 12000 V/m with κ = 2.5 and B = 0.01 T. However, in order to understand how
diﬀerent speeds for VA,in result in the energy spectrum they get, and with what values
of VA,in electrons are still accelerating, diﬀerent values for VA,in must be considered.
To compare the diﬀerent inﬂow speeds, only the electric ﬁeld value is changed, and
all the other parameters are kept the same as before. The box size in y-direction also
changes, but it does not matter, since only rarely the particles leave the simulation box
through that border. Table 4 shows the inﬂow speeds and the corresponding electric
ﬁelds. Fig. 16 and Table 5 present the results.
VA,in 300 km/s 500 km/s 1000 km/s 3000 km/s 5000 km/s
Ey 1200 V/m 2000 V/m 4000 V/m 12000 V/m 20000 V/m
Table 4: The Alfvén speed of the inﬂow region and the corresponding electric ﬁeld
values.
Ey
average ﬁnal
energy
energy of the
fastest particle
average
simulation time
per particle
minimum
simulation time
1200 V/m 287 eV 5.99 keV 180 s 7.32 s
2000 V/m 314 eV 13.0 keV 164 s 8.03 s
4000 V/m 403 eV 26.7 keV 127 s 8.53 s
12000 V/m 976 eV 124 keV 66 s 4.58 s
20000 V/m 1860 eV 226 keV 44 s 3.42 s
Table 5: Speciﬁc information about the simulations with diﬀerent values of Ey.
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Figure 16: Diﬀerent values for VA,in, which will result diﬀerent electric ﬁeld values
(see table 4).
As can be seen from Fig. 16 as well as from Table 5, the smaller the electric ﬁeld is,
the less energy the particles gain. The three cases with smallest electric ﬁeld strengths
result in rather similar spectra, whereas the forms of the two remaining cases with
largest Ey are quite similar. From a computational point of view, the case Ey=1200
V/m took clearly more computational time than the case Ey=20000 V/m (probably
because the former case accelerates electrons less than the latter case, and therefore
more simulation steps per particle must be taken) which can be seen, e.g., from diﬀerent
average simulation times. The simulations where Ey is 1200 V/m, 2000 V/m and 4000
V/m show a bit too slow acceleration (which also look like thermal acceleration),
whereas the case Ey=12000 V/m gives us all the wanted features: electrons are clearly
accelerating, the power-law tail is visible, the computation of this case is eﬃcient and
the theory supports this choice. Therefore Ey = 12000 V/m is chosen to be the electric
ﬁeld value for the reference case.
Based on these results, it can be deduced, that ﬂares that have larger inﬂow speeds
(and thus larger electric ﬁeld values) accelerate electrons more than those with smaller
inﬂow speeds. If VA,in is less than or equal to 1000 km/s, the electrons seems to have
thermal acceleration instead of non-thermal, that has been found in the observations.
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Therefore, the larger amount of energy a ﬂare releases, the faster the inﬂow speed
must be.
5.4 Initial position of the particles
Next, the initial position of the particle population is studied. This is done by setting
small initial boxes in diﬀerent regions of the reconnection area. After looking at the
energy spectrum of the diﬀerent cases, it can be deduced how the initial position aﬀects
the ﬁnal energies of the particle populations.
First of all, it is easy to test how the initial distance from x-point will result in the
ﬁnal energies of the particles by changing the size of the initial boxes centered around
the origin. Here, the biggest box was 25 m wide (x-direction), the next is always half
of the previous one, until the fourth box with width 3.125 m is reached. The height of
the initial boxes varies the same way, since the relation widthz = widthx/κ is used.
The upper ﬁgure in Fig. 17 demonstrates the setup, and the lower ﬁgure shows the
energy spectra. Table 6 represents diﬀerent average and extrema values between these
cases.
widthx
average ﬁnal
energy
energy of the
fastest
particle
average
number of
scatterings
average
simulation
time per
particle
minimum
simulation
time
25 m 976 eV 124 keV 2.54 66 s 4.58 s
12.5 m 1450 eV 165 keV 2.92 66 s 4.69 s
6.25 m 2380 eV 127 keV 3.49 63 s 4.04 s
3.125 m 4200 eV 160 keV 4.29 56 s 3.49 s
Table 6: This table shows, how initial placements of particles into boxes with diﬀerent
sizes centered around origin lead to diﬀerent results.
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Figure 17: Eﬀect of the size of the initial boxes centered around origin. The name
of the curves describe the width of the initial boxes, and the height of the boxes are
always widthx/κ , where κ = 2.5. The upper ﬁgure shows the location and sizes of
these initial boxes as well as the red outlines of the total simulation box, and the ﬁgure
below represents the energy spectra resulting from the individual cases.
By analyzing Fig. 17 it can be concluded that the ﬁnal energies of the particles
depend on their initial distance from origin. As the particles from the smallest box
closest to origin gain more energy than the other particle populations from the bigger
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initial boxes, it is reasonable to think that the x-point accelerates the particles more
than other regions of the reconnection area. This is actually the only logical conclusion
for the diﬀerent energy spectra, since only the size of the initial box is changed between
these simulations, and, e.g., density of the particle population does not aﬀect the
results, because there are no interactions between diﬀerent particles that are being
simulated. Thus, x-points can accelerate electrons in solar ﬂares, and the closer the
electron passes by the x-point the more energy it gains.
Next, the case shown in Fig. 18 is studied. The boxes have equal widths and
heights, and they are placed symmetrically around the x-point. The widths of the
initial boxes are 12.5 m and the heights are 5 m. The boxes are placed so, that one
is in the origin, and the others are symmetrically around it, so that the centers of
these four boxes are shifted 12.5 m in x-direction and 5 m in z-direction. All the other
simulation parameters are the same as in reference case. The lower one in Fig. 18
represents their energy spectra, and table 7 represents some essential results of the
simulations.
position of
the initial
box
average ﬁnal
energy
energy of the
fastest
particle
average
number of
scattering
average
simulation time
per particles
origin 1450 eV 165 keV 2.92 66 s
up-right 631 eV 96.5 keV 2.11 62 s
down-right 630 eV 99.9 keV 2.10 62 s
down-left 629 eV 136 keV 2.10 62 s
up-left 632 eV 87.8 keV 2.10 62 s
Table 7: Information of the diﬀerent simulations, where the particles start at diﬀerent
initial positions of in the reconnection region.
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Figure 18: The ﬁgure above shows the positions and sizes of the boxes, and the red
outlines illustrates the total simulation box. Also some ﬁeld lines are sketched in that
ﬁgure. In the lower ﬁgure, the energy spectrum of each of these cases can be seen.
The name of the curves describes the position of the boxes, e.g. the “up-right” means
the yellow-orange box on the upper right corner and so on.
As it can be seen from Fig. 18, the boxes arranged symmetrically around the origin
have really similar energy spectra. This shows that the code is working in a proper
way: it produces identical results in symmetrically placed boxes. This is sensible,
when looking at the sketch in Fig. 13, since a half of each box is located in area,
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where Vout is pointing away from the x-point (“green region” in a sketch) and a half of
the box is in region, where Vin directs particles towards the x-point (“orange region”
in a sketch). Even though the box on the origin has a half of the box in both regions,
it is located closer to the x-point, and therefore the particles accelerate more.
Next, consider an asymmetric case around the origin. The positions of the initial
boxes can be seen in upper ﬁgure in Fig. 19, and their energy spectra are presented in
the plot below. The box on the origin as well as the box on the upper right corner are
the same than in Fig. 18. It is worth mentioning that now only the boxes at the origin
and in the upper right corner have equal areas in inﬂow and outﬂow regions, whereas
the box on x-axis is completely in the outﬂow and the box on the z-axis in the inﬂow
region. Therefore it could be assumed that their energy spectra look diﬀerent.
position of the
initial box
average ﬁnal
energy
energy of the
fastest
particle
average
number of
scatterings
average
simulation time
per particle
origin 1450 eV 165 keV 2.92 66 s
up-right 631 eV 96.5 keV 2.11 62 s
x-axis 554 eV 8.15 keV 1.49 42 s
z-axis 1040 eV 134 keV 3.20 92 s
Table 8: More detailed results of the cases shown in Fig. 19.
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Figure 19: In the upper ﬁgure, the positions of the initial boxes as well as the total
simulation box (red outlines) can be seen. The ﬁgure below shows their energy spec-
trum. The name of the curves are once again taken from the initial positions of the
boxes, e.g., the name x-axis tells that the initial box lies on the x-axis and so on.
From Fig. 19 it can be noted, that the ﬁnal energy of the box on x-axis gains a lot
less energy than the other cases, and the energy spectrum of the cases located on the
origin and on the z-axis results in rather similar form. The energy spectrum of the
case for the box on upper right hand corner lies in between these two diﬀerent forms
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of spectra.
Next, these results are interpreted. First of all, since the box on x-axis is located
completely on the outﬂow region, it is reasonable that these particles do not gain much
energy, since the Vout velocity is pointing away from the x-point, and will carry the
particles away from the origin. On the other hand, the box on the z-axis is in the
inﬂow region, and the probability for the particle to travel through or close the x-point
is certainly larger than in the previous case as the Vin is directed towards the origin.
Therefore, it makes sense that the case where the initial box is on upper right corner,
is in between these two particle populations, since half of that box is located in inﬂow,
and half of it in outﬂow region. But still, the case where particles enter the box on
exactly the origin, gain more energy than in any of the other cases even though the
box is divided into both regions. The reason for this probably is that these particles
are created so close to the x-point that they experience acceleration immediately upon
creation, even if they start in the outﬂow region.
To better understand the behavior of the particles leaving from diﬀerent regions of
the reconnection area, e.g., scatter plots can be studied. Fig. 20 represents the eﬀect of
the initial position on the ﬁnal energies of the 200000 randomly chosen particles. The
ﬁrst plot shows how the initial distance, r =
√
x2 + z2 aﬀects the ﬁnal energies and
the second plot presents the eﬀect of the initial angle, α = arctan(|z/x|) to the ﬁnal
energies (corresponding angles sketched in Fig. 13). If the initial angle of a particle is
less than the angle of separatrices α0 = 21.8◦ (for κ = 2.5), the particle will start at
the outﬂow region, and if the angle is more than that, the particle is set to an inﬂow
region at the beginning of the simulation. In Fig. 21, the eﬀect of the angle at the
end on the ﬁnal energies of the particles is also regarded.
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Figure 20: In upper ﬁgure, the eﬀect of the distance from the x-point (r =
√
x2 + z2)
to ﬁnal energy of each particle is plotted. Here only 200,000 randomly chosen particles
(not 1,000,000 as in the simulation) are plotted, since otherwise the single points are
too diﬃcult to see, and the structure of the particle clouds are not that visible. In
the lower ﬁgure, the angle at the beginning of the simulation is plotted with respect
to ﬁnal energy. The red line at ∼ 21.8◦ refers to the angles α0 of the separatrices.
Therefore the particles that have α > α0 are initialized in the inﬂow region, and those
particles with α < α0 start at the outﬂow region.
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From Fig. 20 it can be seen that the closer the particles are to the x-point at the
beginning of the simulations, the more probably the particles gain higher energies.
This can be especially seen for the cases where the box is at the origin or in the upper
right corner. But of course this is not the case for all of the particles, since there are
also particles that gain only small amounts of energy even though they are initialized
close to the x-point, perhaps because they leave from the outﬂow region. For the
box on the x-axis however, there is no (or almost no) correlation between the initial
position and the ﬁnal energies. Also for the case where the box is on the z-axis, there
is not that much diﬀerence between particles closer to origin to those that are further
away.
However, the initial angle of particles seems to aﬀect the ﬁnal energies rather
strongly. As it can be seen, particles with α > α0 have clearly higher energies than
those ones that have smaller angles. Therefore, because all of the particles are emitted
from the box on x-axis have angles smaller than α0, they gain only small amount
of energy. However, the box on z-axis is totally in the inﬂow region (α > α0), and
for this case, it seems that there is no correspondence between ﬁnal energies and the
initial angle, probably because almost all of the particles travel through or close to the
x-point, and therefore they all gain great amounts of energy. Thus, the particles in
ﬂares, which ﬁrst travel through the inﬂow region in the reconnection area, gain more
energy than those ones that travel only through the outﬂow region. Also the initial
distance from the x-point matters less in the inﬂow than in the outﬂow region.
Finally, the correlation between the angle at the end and the ﬁnal energies of the
particle is considered. By observing Fig. 21 it can be concluded that the particles
with highest ﬁnal energies are those which leave the simulation region really close
to the separatrices (red line in ﬁgure). Separatrices start from the x-point and the
particles following these separatrix ﬁeld lines are probably those which have traveled
through the x-point, gained huge amounts of energy and then got transported out on
the separatrices. However, from Fig. 21 it can also be deduced, that for the particles
that leave on the box on x-axis with smaller angles seem to gain slightly more energy
than those ones with larger angles. To understand why that happens, particle paths
for diﬀerent cases are considered.
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Figure 21: Particles’ angle α at the end of the simulation. The red line refers to the
separatrix angle α0, so particles close to that angle leave the box on separatrices.
In order to study the single-particle paths, one particle from each of the initial
boxes that has the highest ﬁnal energy is picked, and their paths are recalculated and
plotted in Fig. 22. Below the particle paths the evolution of the energy can be seen
as the particle moves in the reconnection region (along x-axis).
Now, a few notions can be made based on the paths of the particles and their
energies. First of all, the red particle curve travels near the x-point several times, and
each time it gets close to it, it gains a burst of energy. However, the magnitude of the
energy burst decreases after the ﬁrst few times, and thus the particle gains less energy
when it is far away from the x-point. The blue particle also travels close to the x-point
several times and it gains energy after each time it passes by z = 0. Nevertheless,
it gain less energy per turn than the red particle, since the red one passes the origin
closer than the blue particle. The green particle goes near the x-point only a couple
times, but it has quite large ﬁnal energy, since it traveled so close to the x-point at
the beginning. The yellow particle moves at ﬁrst towards the x-point, but it does not
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get a lot of energy, since it bypasses the x-point rather far away. However, it will
gain energy as it gets trapped in the current sheet and the energy rises slowly as it
bounces back and forth. This would explain the dependence on the angle at the end
of the simulation in Fig. 21 for the particles initially placed on the box on x-axis:
the particles that are leaving the simulation box at α ≈ 0◦ are probably those which
gain energy by being trapped in the current sheet, whereas the particles with larger
angles do not get conﬁned at all to the current sheet, and therefore they almost do
not accelerate at all.
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Figure 22: Here are the particle paths of those particles that have the highest energy at
the end of the simulation. One particle is picked from each box. Also some ﬁeld lines
are drawn into the above ﬁgure. Figure below shows how the particles gain energies:
clearly, e.g., the red particle gains energies in huge amounts as it passes through the
x-point and the closer it is the x-point, the more energy it gains. The orange particle
gains energy rather evenly, and a lot less than the other ones, as it is trapped in the
current sheet. The crosses with diﬀerent colors mark the places where the particles
scatter.
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5.5 Scattering probabilities
Finally, the eﬀect of scattering probability is studied by changing the value for p in
diﬀerent cases. Remember from eq. (29) that the scattering probability is proportional
to 1/p, and therefore the smaller the p is, the more the particle scatters. The scattering
probability also depends on the velocity of the particle as the faster particles scatter
more than slower ones. The values used for p are 5, 10, 20 and 100. Fig. 23 shows
the energy spectrum of these cases and the Fig. 24 the dependence on the number of
scattering to the ﬁnal energy of the particle.
First of all, from both ﬁgures 23 and 24 it can be seen, that the more the particles
scatter the more likely they gain higher energies. The form of diﬀerent energy spectra
are quite similar after 3 keV, which might result from the fact that the fast particles
scatter more than the slower ones, and therefore the value for p matters less.
Next, let’s examine some particle paths and see if they could explain something
more. First of all, the particle with about ten times the average energy in the case
p = 5 is chosen, and it’s path is calculated. The reason for choosing that kind of
particle is that, with energy of 10×Eave the particles are clearly accelerating but they
do not show any extreme behavior. Then exactly the same initial conditions are used
for other cases, but so that the scattering probabilities are changed, but everything
else is kept constant (including the seed number for the random generator). In that
way, the three diﬀerent particles seen in Fig. 25 start at exactly the same place to
the exactly the same direction with exactly the same speed, but only the number of
scatterings is diﬀerent, which will result in diﬀerent particle paths. From Fig. 25 the
positions where the particle scatters can be seen and the evolution of the energy is
presented on the ﬁgure below.
Fig. 25 gives us valuable information. By ﬁrst glance it is clear that the number
of scattering has huge impact on the particle path as well as the energy it gains. The
green particle in Fig. 25 does not scatter even once, and therefore it approaches the
x-point only one time. Thus it will gain a small addition to it’s energy and after the
turnout, it just ﬂies out of the simulation box without gaining more energy. The red
particle travels past z = 0 four times, and these times are clearly seen from the energy
evolution plot, as there are four sharp increases in energy visible. The path for the
blue particle is the most complicated one since it scatters many times, and thus it is
diﬃcult to keep on track on these turnarounds. However, one thing is sure: as it turns
and changes direction many times, it gains a small addition to the energy every time
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it crosses the current sheet, and after number of scatterings, it has a huge amount of
energy. It is also trapped in the current sheet a few times, and these events cause the
“mess” in the energy evolution plot.
However, the scattering process in the code occurs in the spatially ﬁxed simulation
frame, which does not take into account the inﬂow or outﬂow speed of the plasma,
and thus particles can scatter with equal probabilities to same or opposite direction
of the ﬂow speed. Instead of that, the scattering should happen in the frame of the
plasma ﬂow, and in order to do so, the ﬂow speed at the scattering point should be
estimated. Then in the frame of the plasma ﬂow, the particle can randomly scatter
to any directions, but as we change back to the simulation frame, the particle will
more likely travel towards the ﬂow speed. Nevertheless, the eﬀect of this is prob-
ably small (the ﬂow speeds are an order of 1000 km/s, whereas particle speeds are
close to the speed of light), and estimating the ﬂow speed was found to be rather
diﬃcult, so we simply used the large-angle scattering in the simulation frame in our
code. When performing the scatterings in the laboratory frame, we also neglect the
adiabatic acceleration/deceleration caused by the possible compressions of the ﬂow,
but as analytical reconnection models typically assume incompressive ﬂows, the eﬀect
of adiabatic compression would anyway be negligible.
p
average ﬁnal
energy
energy of the
fastest
particle
average
number of
scattering
average
simulation
time
5 2190 eV 220 keV 15.2 76 s
10 1320 eV 132 keV 5.95 71 s
20 976 eV 124 keV 2.54 66 s
100 748 eV 102 keV 0.454 63 s
Table 9: Average values for diﬀerent scattering frequencies, and the energy of the
fastest particle for diﬀerent cases.
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Figure 23: Energies for diﬀerent values for p. The smaller p is, the higher the scattering
frequency.
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Figure 24: Scatter plot of ﬁnal energy versus number of scattering. It seems that the
more a particle scatters, the more probably it gains higher energies. (But even though
particle scatters many times, it does not necessary gain a lot of energy.)
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Figure 25: All of the trajectories are computed by using exactly the same initial values
(including seed number), but with diﬀerent scattering probabilities. In the top picture,
the trajectories of the particles are shown, and below is energy with respect to position
in x-direction. As it can be seen from the ﬁgure below, the more the particle scatters
(and possibly crosses the current sheet), the more the particle gains energy.
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6 Conclusions
As mentioned in chapter 3, magnetic reconnection converts magnetic energy to plasma
energy and it is believed to be responsible to many dynamical phenomena in labora-
tory experiments and in space (e.g., in solar ﬂares). Observations have revealed that
electrons are accelerated to several times their thermal energy during the reconnection.
Many mechanisms have been proposed to explain the cause of such energetic electrons
in the reconnection process, but so far the mechanism behind the electron acceleration
and reconnection has not been established.
In this work we used a two-and-half dimensional, steady-state reconnection model
in simple Harris sheet conﬁguration with additional perturbation of the magnetic
ﬁeld. The electric ﬁeld was constant throughout the simulation and it was pointing
towards the y-direction. The magnetic ﬁeld was perpendicular to the electric ﬁeld and
the strength of it varied spatially. We focused only on solar ﬂares, so the physical
parameters in our simulations (e.g., magnetic ﬁeld strength and Alfvén speed of the
inﬂow region) were taken from observations of solar ﬂares as described in chapter 4.
Our main tools in studying the acceleration of electrons were energy spectra for the
diﬀerent cases, average energies of particle populations and scatterplots of diﬀerent
quantities. Also some particle trajectories were considered in order to gain more
detailed understanding of the reconnection process.
Based on our results, presented in chapter 5, we concluded the following about
reconnection region acceleration with solar ﬂare plasma conditions speciﬁed in chapter
4: The aspect ratio of the reconnection region aﬀected the ﬁnal energy of the electrons
so that with κ = 10 average energy was more than two times higher than in the case
κ = 2.5, but still the average energy was the same order of magnitude in each of the
cases. Therefore, ﬂares with bigger aspect ratio in reconnection region will produce
a bit faster electrons, and they will result in diﬀerent kind of power-law behavior in
the energy spectra. We also noticed that the Alfvén speed of the inﬂow region, VA,in,
must be at least 3000 km/s in order to see non-thermal acceleration of the electrons.
With κ = 2.5 this meant that the electric ﬁeld component had to be more or equal
than 12000 V/m. Thus, the faster Alfvén speed of the inﬂow region of the electrons in
the reconnection region is, the more the electrons accelerate in the ﬂares, but if VA,in
is less than 3000 km/s, electrons will have a quasi-thermal energy spectrum.
Two types of acceleration were found in this work. First, if the particle passed near
the x-point, it gained a signiﬁcant burst of energy. The magnitude of the gained energy
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depended on the particle’s distance from the x-point so that the closer to the x-point
the particle got, the more energy it gained. Therefore particles that were initialized
on the box centered at the origin gained more energy than those particle populations
that were initialized more far away from the x-point. Also the smaller the initial box
was, the closer the x-point the particles started and thus the more energy they gained.
A second type of acceleration consisted of particles that were trapped into the cur-
rent sheet. As the particles circled around the current sheet, they gained energy rather
evenly, and if they crossed the current sheet several times, the magnitude of the energy
increment was the same order that was seen near the x-point. Therefore particles that
were initialized to the outﬂow region did not just ﬂy out of the reconnection region,
but were also able to gain energy by crossing the current sheet. Thus, electrons in
ﬂares get their energy by traveling close to the x-point especially if they approach the
x-point from the inﬂow regions and if they are already in the outﬂow region, they can
still gain large amounts of energy by crossing the current sheet several times. In this
work, also larger scattering frequencies were found to increase the ﬁnal energy of the
particles, which might be due to the increased chance for the particles to pass near
the x-point or through the current sheet.
However, our simulation model is quite simple and it does not take, e.g., the time
dependence of the reconnection process into account. But still, as simple as this model
is, the electrons can gain energy and produce a power-law energy spectrum. Therefore,
our model can predict to some level what happens in ﬂares during reconnection, but
these results would be better if conﬁrmed with a more complicated and precise recon-
nection model. As many studies suggest, steady state reconnection is not suﬃcient
to explain (at least most of) the acceleration of the electrons, and thus one possible
improvement could be that some kind of time-dependent model is developed. But
even though this model could be improved, it provides us with import information
from, e.g., simulation parameters, since the model is simple, and thus eﬃcient, and it
is possible to go through many diﬀerent simulation parameters in only a short period
of time.
Despite of it’s shortcomings, this code can be used in variety of things. Because it
does not assume at any point that it is dealing with electrons, we could also simulate
other particles such as ions. With that, we could compare the acceleration of electrons
and ions, and ﬁnd what is required of the parameters in order to see ions that gain
even small amount of energy. In this study, we have concentrated to very limited
amount and magnitude of diﬀerent parameters, and we did not investigate, e.g., ﬂares
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with clearly smaller magnetic ﬁeld values. Also we only focused on rather explosive
ﬂares, but it would be interesting to study acceleration of smaller ﬂares or the tails of
the solar ﬂares as well.
In conclusion, our simple simulation model was able to reproduce similar power-
law form of the electron energy spectrum than is observed during solar ﬂares. This
implies that our model is able to capture the essential physics of electron acceleration
in reconnecting magnetic ﬁelds. Combining this to the qualitative understanding we
obtained for the nature of electron acceleration in reconnecting current sheets, we can
state that the aim of this work was accomplished.
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