Eigen techniques such as empirical orthogonal function (EOF) or coupled pattern (CP) analysis have been frequently used for detecting patterns in multivariate climatological data sets. Recently, statistical methods originating from the theory of complex networks have been employed for the very same purpose of spatio-temporal analysis. This climate network analysis is usually based on the same set of similarity matrices as is used in classical EOF or CP analysis, e.g., the correlation matrix of a single climatological field or the cross-correlation matrix between two distinct climatological fields. In this study, formal relationships between both eigen and network approaches are derived and illustrated using exemplary data sets. These results allow to pinpoint that climate network analysis can complement classical eigen techniques and provides substantial additional information on the higher-order structure of statistical interrelationships in climatological data sets. Hence, climate networks are a valuable supplement to the statistical toolbox of the climatologist, particularly for making sense out of very large data sets such as those generated by satellite observations and climate model intercomparison exercises.
Introduction
Climatologists have long been interested in studying correlations between climatological variables for gaining an understanding of the Earth's climate system's large-scale dynamics (Katz 2002) . Pioneering work in this field was done by Sir Gilbert T. Walker in the beginning of the 20th century while attempting to find precursory patterns for Indian monsoon events using statistical methods (Walker 1910) , which culminated in the discovery of the tropical Walker circulation and the Pacific Southern Oscillation (a part of the El Niño-Southern Oscillation known as ENSO). Later, new measurement devices as well as the rapid increase in available computing power allowed to investigate statistical interdependency structures of global or regional climatological fields x(t) = {x i (t)} N i=1 such as surface air temperature, pressure, or geopotential height (Fukuoka 1951; Lorenz 1956 ) (here, i is a spatial index, e.g., labeling N meteorological measurement stations or grid points in an aggregated data set, and t denotes time).
Nowadays, techniques of eigenanalysis such as empirical orthogonal functions (EOFs) (Kutzbach 1967; Wallace and Gutzler 1981; Hannachi et al. 2007 ) and coupled patterns (CPs) (Bretherton et al. 1992 ) are standard tools for finding spatial as well as temporal patterns in clima-tological data (von Storch and Zwiers 2003) . Their applications range from statistical predictions (Lorenz 1956; Brunet and Vautard 1996; Repelli and Nobre 2004) , over the definition of climate indices (Power et al. 1999; Leroy and Wheeler 2008) to evaluating the performance of climate model simulation runs Dethloff 2009, 2012) . While numerous linear and nonlinear extensions have been proposed, e.g., rotated or simplified EOFs (Hannachi et al. 2007 ) and other methods of dimensionality reduction such as neural network-based nonlinear principle component analysis (PCA) (Hsieh 2004) or isometric feature mapping (ISOMAP) (Tenenbaum et al. 2000; Gámez et al. 2004) , classical EOF and CP analysis have remained the most popular and powerful statistical techniques in climatology so far.
In the last decade, complex network theory has been introduced as a powerful framework for extracting information from large volumes of high-dimensional data (Newman 2003; Boccaletti et al. 2006; Newman 2010; Cohen and Havlin 2010) such as those generated by neurophysiological or biochemical measurements, quantitative social science as well as climatological observations and modeling campaigns. While EOFs, CPs, and related methods effectively rely on a dimensionality reduction, network techniques allow to study the full complexity of the statistical interdependency structure within a multivariate data set. In these climate networks, which were first introduced by Tsonis and Roebber (2004) ; Tsonis et al. (2006) , nodes i correspond to time series of climate variability and links {i, j} indicate a significant statistical association between two time series x i (t), x j (t). For quantifying statistical association strength, linear covariance or Pearson correlation can be used analogously to EOF and CP analysis (Tsonis and Roebber 2004; Yamasaki et al. 2008) , but nonlinear measures such as mutual information (Donges et al. 2009a,b; Barreiro et al. 2011) or transfer entropy (Runge et al. 2012 ) may be employed as well with care (Hlinka et al. 2012) . Among other applications, climate networks have been used to uncover global impacts of El Niño events Yamasaki et al. 2008; Gozolchiani et al. 2011; Martin et al. in press) , trace the flow of energy and matter in the surface air temperature field (Donges et al. 2009a) , unravel the complex dynamics of the Indian summer monsoon (Malik et al. 2012) , detect community structure enabling statistical prediction of climate indices (Tsonis et al. 2011; Steinhaeuser et al. 2011 Steinhaeuser et al. , 2012 as well as inter comparisons between climate models and observations (Steinhaeuser and Tsonis in press) , and study large-scale circulation patterns and prominent modes of variability in the atmosphere Donges et al. 2011c; Ebert-Uphoff and Deng 2012a,b) .
The main aim of this contribution is to put the recent climate network approach into context with standard eigenanalysis, since both classes of methods are based on the same set of statistical similarity matrices. Formal relationships are derived between empirical orthogonal functions or coupled patterns and frequently used climate network measures such as degree or cross-degree, respectively. These relationships are illustrated empirically using global satellite observations of precipitation and evaporation fields. We furthermore illustrate and argue that higher-order climate network measures such as betweenness contain additional information complementing classical eigenanalysis. For example, betweenness can be interpreted as approximating the flow of energy and matter within a climatological field and is particularly useful for identifying bottlenecks that may be particularly vulnerable to perturbations such as volcanic eruptions or anthropogenic influences (Donges et al. 2009a (Donges et al. , 2011c . Hence, by transferring insights and tools from complex network theory and complexity science to climate research, climate networks meet the need for novel techniques of climate data analysis facing quickly increasing data volumes generated by growing observational networks and model intercomparison exercises like the coupled model intercomparison project (CMIP) (Meehl et al. 2005; Taylor et al. 2012 ).
This article is structured as follows: After describing the data to be analyzed (Section 2), we introduce eigen (Section 3) and network (Section 4) techniques for the statistical analysis of climatological data. Relationships between both approaches are formally derived and empirically demonstrated using observational climate data in Section 5. This leads us to pinpoint the added value of climate network analysis (Section 6), before finishing with conclusions in Section 7.
Data
Many earlier climate network studies are based on reanalysis data provided by National Centers for Environmental Prediction/National Center for Atmospheric Research (NCEP/NCAR) (Kistler et al. 2001 ), e.g., ; Yamasaki et al. (2008) ; Donges et al. (2009a) ; Steinhaeuser et al. (2012) . Imperfect retrieval algorithms and data merging of atmospheric fields that are involved in the generation of reanalysis data sets may cause uncertainties and lower quality of the final product of data analysis. Hence, in order to obtain consistent and representative precipitation and evaporation fields, in this study, the fully satellite-based HOAPS-3 (Hamburg Ocean Atmosphere Parameters and Fluxes from Satellite Data, http://www.hoaps.org, Andersson et al. (2010b Andersson et al. ( , 2011 ) and combined HOAPS-3/ GPCC (Global Precipitation Climatology Center, http://www.gpcc.dwd.de, Andersson et al. (2010a) ) data sets were used. Regardless the improved retrieval algorithms and high quality output product, the uniqueness of the HOAPS data set consists in utilization of only one satellite data set for retrieval of both, evaporation, and precipitation parameters. Originally available at the resolution of 0.5 degrees in latitude and longitude, monthly mean precipitation (x(t)) and evaporation (y(t)) anomaly fields (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) were resampled to T63 resolution (≈ 1.8 degrees) to reduce computational costs. Furthermore, areas with sea-ice coverage were excluded from the set of raw time series. This results in N P = 13, 834 and N E = 7, 986 grid points (or network nodes) and M = 168 samples for each time series for the global precipitation and evaporation data sets, respectively. The smaller number of nodes in the evaporation field arises because the data is only available over the oceans, but not over land. We use the full global data sets for comparing univariate techniques of climate data analysis, but restrict ourselves to the North Atlantic Ocean region for the multivariate methods.
Eigenanalysis
This section serves to introduce the mathematics of eigenanalysis necessary for the deductions made below. Specifically, standard EOF analysis of single climatological fields (e.g., the precipitation field) as well as coupled patterns based on a singular value decomposition of the crosscorrelation matrix (also termed maximum covariance analysis (MCA) in von Storch and Zwiers (2003)) for studying statistical relationships between two climatological fields (e.g., the precipitation and evaporation fields) are discussed. Of all the variants of eigenanalysis (Hannachi et al. 2007 ), these two approaches appear to be the most frequently used and are also most closely related to climate network and coupled climate network analysis, respectively, as will be elaborated on in Section 5. For further details, the reader is referred to Bretherton et al. (1992) ; von Storch and Zwiers (2003) or Hannachi et al. (2007) .
Note, that for consistency with the climate network literature (see Section 4), we define EOFs (CPs) based on the correlation (cross-correlation) instead of the covariance (cross-covariance) matrix. The results and conclusions presented in Sections 5 and 6 would not change qualitatively if the covariance (cross-covariance) matrix would be used for both eigenanalysis and climate network construction.
a. Empirical orthogonal function analysis
Given a set of normalized time series
with zero mean and unit standard deviation, the correlation matrix C X = {C X ij } ij is defined by
where M is the length (number of samples) of each time series.
The aim of EOF analysis (also termed principal component analysis in the statistical literature (Preisendorfer Fig. 1 . Percentage of variance λ k / R l=1 λ l explained by EOFs u k for the HOAPS-3 / GPCC precipitation data set. Error bars were estimated using North's rule of thumb (North et al. 1982) .
and Mobley 1988)) is a dimensional reduction achieved by decomposing the data into linearly independent linear combinations of the different variables that explain maximum variance (Hannachi et al. 2007 ). The EOFs u k are obtained as solutions of the eigenvalue problem
The k-th EOF u k is the eigenvector corresponding to the k-th largest eigenvalue λ k , where u ik denotes the i-th component of the k-th EOF (Fig. 2) . The EOFs are sorted according to the ordering of their associated non-negative eigenvalues λ k such that λ 1 ≥ λ 2 ≥ · · · ≥ λ R (R is the rank of C X ). Hence, u 1 associated with the largest eigenvalue λ 1 is called the leading EOF of the underlying data set and represents the one-dimensional projection of the data with the largest possible variance (see Fig. 5A ).
The normalized data x i (t) can be decomposed as ( Fig. 2)
where a k (t) is the t-th component of the k-th principal component a k (PC) (temporal pattern) associated with the k-th EOF u k (spatial pattern) with
For many climatological data sets such as the precipitation and evaporation fields studied here, most of the variance in
EOF analysis
Network analysis Fig. 2 . A schematic outline of the relationship between univariate EOF and climate network analysis in the spirit of the diagrams in Bretherton et al. (1992) . The eigen decomposition (PCA) operation is represented by the square , the thresholding operation by the disc •. All vectors are written in component form.
the data x(t) can be explained by a small number of EOFs, i.e., the eigenvalues λ k decay quickly with increasing rank k (Fig. 1) . Equation (3) shows that in this situation, only a few EOFs and PCs are needed to closely approximate the data which allows the dimensionality reduction of highdimensional data sets.
b. Coupled pattern (maximum covariance) analysis)
Given two sets of normalized time series
where M is the length (number of samples) of each time series. R in the following denotes the rank of C XY . Maximum covariance analysis identifies spatially orthonormal pairs of coupled patterns p
j=1 that explain as much as possible of the temporal covariance between the two fields x(t) and y(t) (Bretherton et al. 1992; von Storch and Zwiers 2003) . The coupled patterns can be found by solving the system of equations
by means of a singular value decomposition of C XY (Fig. 4) . Here, the p Most of the data sets' cross-covariance is captured by a small number of modes with the largest singular values σ k . Error bars were estimated using North's rule of thumb (North et al. 1982) .
vectors called right singular vectors, and the σ k are nonnegative numbers called singular values, ordered such that σ 1 ≥ σ 2 ≥ · · · ≥ σ R . Here, R denotes the rank of C XY . The total squared covariance explained by a certain pair of patterns p
explain the largest fraction of squared covariance between the two fields of interest. In our example, taking into account only a few pairs of coupled patterns with the largest σ k already explains most of the covariance between the precipitation and evaporation fields (Fig. 3) .
The fields x(t), y(t) can be expanded in terms of the coupled patterns as
The expansion coefficients are obtained by projecting
Coupled pattern analysis Network analysis Fig. 4 . A schematic outline of the relationship between coupled pattern (maximum covariance) and coupled climate network analysis in the spirit of the diagrams in Bretherton et al. (1992) . The singular value decomposition (SVD) operation is represented by the triangle , the thresholding operation by the disc •. All vectors are written in component form.
Network techniques
Complex network analysis offers a general framework for studying the structure of associations (links) between objects (nodes) that are of interest in many disciplines. Typical examples include the internet or world wide web in computer science, road networks and power grids in engineering, or food webs in biology (Newman 2003; Boccaletti et al. 2006; Newman 2010; Cohen and Havlin 2010) . It has become popular recently in several fields of science to apply the wealth of concepts and measures from complex network theory for the analysis of data that is even not given explicitly in network form. In network-based data analysis, a data set at hand, e.g., consisting of time series such as electroencephalogram, climate records, or spatiotemporal point events such as earthquake aftershock swarms, first has to be transformed to a network representation by means of a suitable algorithm or mathematical mapping. The resulting networks are referred to as functional networks to distinguish them from structural networks that are derived from systems with a more obvious graph structure, e.g., social networks or power grids. Examples of functional networks include gene regulatory networks in biology (Hempel et al. 2011) , functional brain networks in neuroscience (Bullmore and Sporns 2009) , climate networks in climatology (Donges et al. 2009a (Donges et al. ,b, 2011c , or networks of earthquake aftershocks in seismology (Davidsen et al. 2008) . Forming a distinct class of methods, techniques for the network-based analysis of single or multiple time series such as recurrence networks (Xu et al. 2008; Marwan et al. 2009; Donner et al. 2010 ) and visibility graphs (Lacasa et al. 2008) have recently been studied intensively with a focus on (paleo-)climatological applications (Donges et al. 2011a,b; Hirata et al. 2011; Donner and Donges 2012; Feldhoff et al. 2012) .
The first functional network analysis of fields of climatological time series x(t) was presented by Tsonis and Roebber (2004) , introducing the term climate network 1 . Climate network analysis offers novel insights by transferring the toolbox of measures and algorithms from complex network theory to the study of climate system dynamics. Climate networks are simple graphs (i.e., there are no multiple links or self-loops) consisting of N spatially embedded nodes i that correspond to time series x i (t) representing observations, reanalyses, or simulations of climatological variables at fixed measurement stations, grid cells, or certain predefined regions. Links {i, j} represent particularly strong or significant statistical interdependencies between two climate time series x i (t), x j (t), where usually a filtering procedure is applied first to reduce the effects of the annual cycle (Donner et al. 2008) .
Put differently, for a pairwise measure of statistical association S ij such as Pearson correlation (Tsonis and Roebber 2004; Tsonis et al. 2006) , mutual information (Donges et al. 2009b,a; Paluš et al. 2011) , transfer entropy (Runge et al. 2012) , or event synchronization (Malik et al. 2012 ), a climate network's adjacency matrix is given by
where Θ(·) is the Heaviside function, T ij denotes a threshold parameter, and A ii = 0 is set for all nodes i to exclude self-loops. Usually, the threshold is fixed globally, i.e., T ij = T for all node pairs (i, j). However, T ij may also be set for each pair individually to only include links with values of S ij exceeding a prescribed significance level, e.g., determined from a statistical test using surrogate time series (Paluš et al. 2011) . In most studies, symmetric measures of statistical interdependency S ij = S ji have been considered, leading to undirected climate networks. However, Gozolchiani et al. (2011) and Malik et al. (2012) re-cently exploited asymmetries in the cross-correlation function as well as in a measure of event synchronization to reconstruct directed climate networks. In the following, univariate and coupled climate networks are introduced for studying the statistical interdependency structure within single fields as well as between two fields, respectively, together with graph-theoretical measures that are typically used for their quantification. For consistency with eigenanalysis (see Section 3), we restrict ourselves to linear Pearson correlation at zero lag as the measure of statistical association, i.e., S ij = |C ij |.
a. Univariate climate networks
Given a climatological field x(t), the adjacency matrix A = {A ij } ij of the associated climate network is given by
with a prescribed global threshold 0 ≤ T ≤ 1, where δ ij denotes Kronecker's delta (see Eq.
(1) for the definition of C X ij ). In this climate network, nodes i correspond to time series x i (t) for every grid point in the original data set, while links {i, j} indicate a strong correlation between a pair of time series x i (t), x j (t) (Fig. 2) . The absolute value of Pearson correlation C The degree k i is the most frequently applied measure for studying climate networks. It gives the number of network neighbors for each node i and is defined as
Maxima in the spatial pattern k are referred to as supernodes or hubs (Tsonis and Roebber 2004; Tsonis et al. 2006 ) and indicate regions in the underlying field that are particularly well-connected to many other parts of the globe (see Fig. 5B ) which are typically related to teleconnection patterns . Path-based centrality measures from network theory reveal higher-order patterns in the statistical interdependency structure of a climatological field (Donges et al. 2009a,b; Paluš et al. 2011) . In this study, shortest-path closeness and betweenness are considered. Closeness centrality c = {c i } N i=1 (CC) measures the inverse mean network distance Fig. 5 . Maps of (A) first EOF u 1 , (B) climate network degree field k, and (C) local percentage of variance explained by first EOF u 1 , 100 × Corr(x i (t), a 1 (t)) 2 (homogeneous correlation map, see Björnsson and Venegas (1997) ), for the global HOAPS-3 / GPCC precipitation data set. The climate network construction threshold T = 0.27 was chosen to yield a link density of ρ = 0.01 (Eq. (24)). Note the marked similarity of (A) and (B) which is explained in Section 5.
of node i to all other nodes via geodesic paths and is defined as
where l ij denotes the length of a geodesic path connecting nodes i and j, i.e., the smallest number of links that are crossed when traveling from i to j in the climate network. In contrast, betweenness b = {b i } N i=1 (BC) counts the relative number of geodesic paths connecting any pair of nodes j, k that contain node i and is defined as
Here, n jk denotes the total number of geodesic paths between j, k. n jk (i) gives the size of the subset of these paths that include i. CC and BC have been applied for comparing different types of climate networks (Donges et al. 2009b) , revealing a backbone of energy flow in the surface air temperature field (Donges et al. 2009a) , unraveling the complex dynamics of the precipitation field during the Indian summer monsoon (Malik et al. 2012) , and studying the signatures of El Niño and La Niña events (Paluš et al. 2011 ). See Section 6 for a more in depth discussion of the interpretation of climate network measures.
b. Coupled climate networks
One option for condensing information from more than one climatological observable in a climate network is to define links based on statistical interdependencies between multivariate time series describing the dynamics of multiple observables recorded at the same locations/nodes. For example, Steinhaeuser et al. (2010) analyzed a climate network constructed from surface air temperature, pressure, relative humidity, and precipitable water to extract regions of related climate variability. In contrast to this multivariate approach, coupled climate networks are designed to represent statistical dependencies within and between two climatological fields x(t) = {x i (t)} N X i=1 , y(t) = {y j (t)} N Y j=1 or within and between different regions (Donges et al. 2011c) . For this purpose, all time series from each of the involved climatological fields are associated to N X +N Y nodes in the resulting network. A coupled climate network is defined by its adjacency matrix A that is obtained by thresholding the correlation matrix C of the concatenated fields x(t), y(t), analogously to Eq. (12). Decomposing C as
suggests to view coupled climate networks as networks of networks (Zhou et al. 2006; Buldyrev et al. 2010; Gao et al. 2011) , where subnetworks
are the induced subgraphs of the sets of nodes V X , V Y belonging to data sets x(t), y(t), respectively (Fig. 4) . While the edge sets E XX , E Y Y describe the fields' internal correlation structure based on the correlation matrices C X , C Y , the set of cross-edges E XY captures dependencies between both fields and is based on the cross-correlation matrix C XY . Coupled climate networks have been applied for studying interactions between Earth system tipping elements (McKechnie 2010), the Earth's atmosphere's general circulation structure (Schultz 2010; Donges et al. 2011c ), processes linking climate variability in the North Atlantic and North Pacific regions via the Arctic (Wiedermann 2011) , and global atmosphere-ocean interactions (Feng et al. 2012) .
The statistical interdependency structure between fields x(t), y(t) can be quantified with a set of graph-theoretical measures developed for investigating the topology of networks of interacting networks (Donges et al. 2011c) . The cross-degree k XY = {k
is the number of neighbors of node i ∈ V X in subnetwork G Y :
j=1 is obtained by exchanging X, Y as well as i, j in Eq. (17). Similarly to degree in univariate climate networks, regions i in field x(t) with a large cross-degree k XY i are considered to be strongly dynamically interrelated with many locations in field y(t) and vice versa (Fig. 6C,D) .
Furthermore, analogously to univariate climate networks, generalizations of path-based measures for network of networks can be employed (Donges et al. 2011c ). Here, crosscloseness and cross-betweenness are considered. Crosscloseness c XY = {c
(cross-CC) measures the inverse mean network distance of node i ∈ V X to all nodes j ∈ V Y via geodesic paths and is defined as
Cross-betweenness
(cross-BC) counts the relative number of geodesic paths connecting any pair of nodes j ∈ V X , k ∈ V Y that contain node i ∈ V X and is defined as
For nodes j in field y(t), the measures c
and
j=1 are obtained as described above. Interpretations of all coupled climate network measures will be discussed in Section 6.
Relationships
In this section, formal relationships between patterns from eigen and climate network analysis are derived and 
2 , and (F) p X 1 , 100 × Corr(y i (t), a X 1 (t)) 2 (heterogeneous correlation maps, see Björnsson and Venegas (1997) ), for the HOAPS-3 / GPCC precipitation (X) and HOAPS-3 evaporation (Y ) data sets over the North Atlantic. For constructing the coupled climate network, a threshold T = 0.47 was chosen to yield a cross-link density of ρ XY = 0.01 (Eq. (30)) resulting in internal link densities ρ X = 0.01 and ρ Y = 0.06 (Donges et al. 2011c ). illustrated empirically for global precipitation and evaporation data sets. Relations between single field (EOFs and univariate climate network measures, Fig. 2 ) as well as multiple field patterns (coupled patterns and coupled climate network measures, Fig. 4) , and temporal patterns are discussed. Note that similar relationships will hold when both eigen and network analysis are based on a type of symmetric similarity matrix that is different from linear correlation at zero lag, e.g., considering mutual information (Donges et al. 2009a,b) or the ISOMAP algorithm (Tenenbaum et al. 2000; Gámez et al. 2004 ).
a. Single field patterns
As the correlation matrix C X is symmetric and, hence, diagonalizable, it can be decomposed with respect to its eigensystem such that
If the leading EOF u 1 explains a large fraction of the total variance, i.e., if λ 1 λ 2 , then C X ij can be approximated as C
Inserting this expression into the definition of climate network degree (Eq. (13)) yields
This approximation explains the empirically observed correlation between degree k and the leading EOF u 1 (compare Fig. 5 , panels A and B, for the precipitation data set) in the following way: All nodes j with |u j1 | > T λ1|ui1| contribute to the degree k i at node i, hence, a larger |u i1 | typically leads to more positive contributions to the sum in Eq. (22) and, therefore, to a larger degree k i . Consequently, degree k and the leading EOF u 1 are expected to be correlated. More specifically, k and the absolute value of the leading EOF |u 1 | are expected to be positively correlated.
For the global precipitation data set, a large positive correlation between k and |u 1 | is indeed detected for intermediate thresholds T of the order where climate networks are typically constructed (Donges et al. 2009b) , while for smaller and larger thresholds, the correlation decreases (Fig. 7A) . The latter is expected, since for T → 0 and T → 1, the climate network contains no information about the climatological field anymore and the degree field is constant with k i → N − 1 and k i → 0 for all nodes i, respectively. Hence, maximum correlation is expected for intermediate thresholds T . Note that selecting T as maximizing the correlation between degree k and the leading XY , b Y X for HOAPS-3 / GPCC precipitation (X) and HOAPS-3 evaporation data. In both panels, correlations are displayed for varying network construction threshold T , where the corresponding p-value according to the t-test is given on the upper horizontal axis. Vertical lines indicate the thresholds used in Figs. 5 (A) and 6 (B), respectively.
EOF |u 1 | could provide a criterion for an informed choice of the threshold T as the information the climate network contains on linear statistical interdependencies in the field of interest is maximized. Furthermore and as expected, the correlation between degree k and the second EOF |u 2 | is always smaller than between degree and leading EOF (Fig. 7A) .
Using the full eigen-decomposition of C X , an exact relationship between the degree k and all EOFs u k together with their associated eigenvalues λ k can be derived as
Using this expression, the scalar link density
can likewise be expanded or approximated, where · denotes the arithmetic mean. Similarly, a relationship between area-weighted EOFs (Hannachi et al. 2007 ) and the area-weighted degree (Heitzig et al. 2012 ) (also called area weighted connectivity (Tsonis et al. 2006) ) can be derived.
b. Coupled patterns
The cross-correlation matrix C XY can be decomposed in terms of singular values and coupled patterns as (Fig. 4 )
The relationship between cross-degree k XY , k Y X and coupled patterns p X k , p Y k can then be derived as above:
The approximations hold for the maximum singular value fulfilling σ 1 σ 2 ≥ · · · ≥ σ R . R is the rank of the cross-correlation matrix C XY . By a similar argument as given above this shows that k XY and |p X 1 | (k Y X and |p Y 1 |) are expected to be positively correlated which is consistent with our results regarding the interdependency structure between precipitation and evaporation fields. While in our example, the correspondence between the resulting patterns is less pronounced then in the single-field setting, still regions with a strongly negative loading in the leading coupled patterns p X 1 and p Y 1 show up as super nodal structures in the cross-degree fields (Fig. 6) . When studying varying network construction thresholds T , as in the case of single-field patterns, the correlation between coupled patterns and cross-degree fields is maximum for intermediate T and decreases for T → 0 and T → 1 (Fig. 7B) .
The scalar cross-link densities (Donges et al. 2011c )
can also be expanded and approximated in terms of CPs and singular values using the above expressions. Analogously, area-weighted coupled patterns (von Storch and Zwiers 2003) are related to the area-weighted cross-degree introduced by Feng et al. (2012) and Wiedermann et al. (2013) .
c. Temporal patterns
In EOF analysis, temporal patterns (principal components) a k (t) describing the evolution of their associated spatial patterns u k are easily obtained by projecting the data x(t) onto the latter patterns u k (Eq. (4)). Analogously, the same holds for multivariate extensions such as coupled pattern analysis (Bretherton et al. 1992; von Storch and Zwiers 2003) , see Section 3. In climate network analysis, however, the temporal evolution of spatial network measure patterns such as the degree k or betweenness b cannot be directly obtained from the adjacency matrix A and x(t). To nonetheless allow the study of nonstationarities in the statistical interdependence structure of climatological fields, the evolving local (e.g., k(t) or b(t)) and global properties of climate networks A(t) constructed from temporal windows sliding over the time series data have been investigated by several authors Yamasaki et al. 2008 Yamasaki et al. , 2009 Gozolchiani et al. 2011; Guez et al. 2012; Berezin et al. 2012; Carpi et al. 2012; Martin et al. in press; Radebach et al. in review) . A similar strategy could be applied to coupled climate network analysis.
It should be noted that unlike in the above sections, no direct relationship can be derived linking temporal patterns from eigen and network analysis. The reason for this is twofold. First, temporal patterns a k (t) of EOF analysis are based on the full data set x(t), while the evolving spatial network patterns are computed from subsets (defined by temporal windows) of x(t). Second, since temporal patterns a k (t) of eigenanalysis are merely scalar prefactors in the expansion Eq. (3) (see Figs. 2 and 4) , the spatial EOF patterns u k are time-independent, whereas evolving climate network measures such as k(t) can vary independently at every location i. Hence, in contrast to EOF patterns, the spatial measure patterns derived from evolving climate networks are explicitly time-dependent.
Discussion
The relationships derived in the previous section give guidance for further developing and applying network analysis of climatological data. We have shown that much of the information provided by the degree or cross-degree fields is already contained in the leading EOF or coupled patterns that are derived from the same data. Specifically, active regions having strong correlations with many other locations, and, hence, a large degree or cross-degree, that have been termed super-nodes in the context of climate network analysis (Tsonis and Roebber 2004; Tsonis et al. 2006; Barreiro et al. 2011) correspond to regions with large positive or negative loading in the leading EOF or coupled patterns. For example, this can be observed for the equatorial Pacific in the precipitation data (Fig. 5) or the North Atlantic south of Iceland when analyzing the interdependency structure between precipitation and evaporation data (Fig. 6) . Specifically, there is a marked correspondence between the degree and cross-degree fields (Figs. 5B and 6C,D) and the local percentage of variance (or crosscovariance) explained by the leading EOF or pair of coupled patterns (Figs. 5C and 6E,F), respectively. It is in this sense that the super-nodal patterns identified in climate network analysis can actually be considered to be important.
Beyond the frequently studied degree k, complex network theory provides a wealth of additional measures that can be used to study higher-order properties of the statistical interdependency structure within and between climatological fields. For example, measures based on the properties of geodesic paths in (coupled) climate networks such as (cross-) closeness c (c XY , c Y X ) and (cross-) be- (Fig. 8) have been argued to give insights on the local speed of propagation as well as the preferred pathways for the spread of perturbations within or between the studied fields, respectively (Donges et al. 2009a (Donges et al. ,b, 2011c Malik et al. 2012) . In this way, climate network analysis is able to unveil additional information on climate dynamics from climatological field data that conceptually supplements the results of eigenanalysis. This aspect is supported by observing that in our example, the correlation of CC and BC to the first two EOFs obtained from the same data are systematically and significantly smaller than that between the degree field and the same EOFs (Fig. 7A) . Similarly, in the bivariate case the correlations of cross-CC and cross-BC with the leading coupled Fig. 8 . Maps of (A) leading EOF u 1 , (B) closeness field c, and (C) betweenness field b for the global HOAPS-3 / GPCC precipitation climate network. The network construction threshold T = 0.27 was chosen to yield a link density of ρ = 0.01. pattern are considerably smaller than those between the latter and cross-degree for most thresholds T (Fig. 7B) .
Note that approximate and exact relationships akin to Eqs. (22) and (23) can be derived for other (coupled) climate network measures of interest like the local clustering coefficient (Donges et al. 2009b; Malik et al. 2012 )
by expressing C ij by its eigen-decomposition (Eq. (20)) and plugging in the approximation A ij ≈ Θ(|λ 1 u i1 u j1 | − T ) − δ ij . However, the resulting lengthy and complicated expressions, particularly for path-based network measures such as CC and BC (Heitzig et al. 2012) , do not help to gain further understanding other than that both eigen and network approaches are based on the same underlying similarity matrix (Figs. 2 and 4) . In contrast, taking the local clustering coefficient as an example illustrates the added value of the complex network point of view: Eq. (31) can be easily understood as a local measure for transitivity in the correlation structure of a climatological field, while the same measure viewed as a function of all EOFs u k would be considered hard to interpret or meaningless in terms of eigenanalysis alone. In that sense, the network approach allows meaningful insights into the correlation structure of climatological fields that go beyond and complement those obtainable by EOF analysis.
The additional statistical information provided by climate network analysis is valuable for complementing standard techniques of eigenanalysis for tasks like model tuning, model validation, model and model-data intercomparison (Petrova 2012; Steinhaeuser and Tsonis in press; Fountalis et al. in press) , statistical forecasting (Steinhaeuser et al. 2011) , and explorative data analysis (Steinhaeuser et al. 2010 (Steinhaeuser et al. , 2012 . In this context, a particular advantage of climate network analysis is that statistical methods originating from information and dynamical systems theory such as transfer entropy (Runge et al. 2012) , probabilistic graphical models (Ebert-Uphoff and Deng 2012a,b), or event synchronization (Malik et al. 2012) can be naturally used for network construction, and, hence, for identifying processes and patterns which are not accessible when studying linear correlation matrices alone. Furthermore, the network approach allows to employ advanced algorithms for pattern recognition (Kawale et al. 2013) , spatial coarse-graining (Fountalis et al. in press) or community detection (Tsonis et al. 2011; Steinhaeuser et al. 2011 ).
Conclusions
In summary, the main aim of this article has been to put the recently developed climate network approach into context with standard eigenanalysis of climatological data, since both classes of methods are usually based on the same set of statistical similarity matrices, i.e., the linear correlation and cross-correlation matrices at zero lag. We have derived formal relationships between empirical orthogonal functions or coupled patterns and frequently used firstorder climate network measures such as degree or crossdegree, respectively. These relations have been illustrated empirically using global satellite observations of the precipitation and evaporation fields. However, it has been shown that higher-order climate network measures such as closeness and betweenness contain additional statistical information with respect to classical eigenanalysis. We have argued that this additional information could be valuable for tasks such as model tuning, validation, and intercomparison as well as for improving statistical predictions of climate variability and explorative data analysis. Hence, by transferring insights and tools from complex network theory and complexity science to climate research, climate networks meet the need for novel techniques of climate data analysis facing quickly increasing data volumes generated by growing observational networks and model intercomparison exercises like the coupled model intercomparison project (CMIP) (Taylor et al. 2012) . Furthermore, the application of advanced network-theoretical concepts and methods from fields like complexity science and machine learning promises novel and deep insights into Earth system dynamics, particularly considering the complex interactions of human societies with global climatic and biogeochemical processes.
