Networks are an important tool for describing and quantifying data on interactions among objects or people, e.g., online social networks, offline friendship networks, and object-user interaction networks, among others. When interactions are dynamic, their evolving pattern can be represented as a sequence of networks each giving the interactions among a common set of vertices at consecutive points in time. An important task in analyzing such evolving networks, and for predicting their future evolution, is change-point detection, in which we identify moments in time across which the large-scale pattern of interactions changes fundamentally. Here, we formalize the network change point detection problem within a probabilistic framework and introduce a method that can reliably solve it in data. This method combines a generalized hierarchical random graph model with a generalized likelihood ratio test to quantitatively determine if, when, and precisely how a change point has occurred. Using synthetic data with known structure, we characterize the difficulty of detecting change points of different types, e.g., groups merging, splitting, forming or fragmenting, and show that this method is more accurate than several alternatives. Applied to two high-resolution evolving social networks, this method identifies a sequence of change points that align with known external shocks to these networks.
I. INTRODUCTION
Relational variables among objects or people are a common form of data, and networks provide a general framework through which to quantify and analyze their patterns. For example, online social interactions, offline friendships, and object-user interactions may all be represented as networks. In many cases, these relations are dynamic, and their evolution over time may be represented as a sequence of networks, each giving the interactions among a common set of vertices at consecutive points in time. Knowledge discovery in such networks thus depends on understanding both the large-scale structure of a network and how that structure changes over time.
A key task in this effort is change-point detection, in which we both identify moments in time across which the large-scale pattern of interactions changes fundamentally and quantify what kind and how large a change occurred (Fig. 1) . Identifying the timing and shape of such change points divides a network's evolution into contiguous periods of relative structural stability, allowing us to subsequently analyze each period independently, while also providing hints about the underlying processes shaping the data.
For instance, in social networks, change points may be the result of normal periodic behavior, as in the weekly transition from weekdays to weekends. In other cases, change points may result from the collective anticipation of or response to external events or system "shocks". Detecting such changes in social networks could provide a better understanding of patterns of social life and an * leto.peel@colorado.edu † aaron.clauset@colorado.edu To detect this change point, we estimate the time of change tc within a sliding window of the last w networks, and call t d the time of detection in which tc is found to be statistically significant.
early detection of social stress caused by, e.g, natural or man-made disasters. The central tasks for change-point detection are to choose a model for estimating "norms" from data and a method for identifying when these norms change. When applied to evolving networks, change-point detection requires a method for defining and learning a structural norm from observed interaction data and a method for detecting when these interactions have changed significantly from that norm. To characterize what kind and how large a change occurred, we prefer interpretable models of network structure, so that changes in parameter values have direct meaning with respect to the network's large-scale structure.
Much like change-point detection methods for scalar or vector-valued time series [5] , our approach for change-point detection in networks has three components:
1. select a parametric family of probability distributions appropriate for the data, and a sliding window size w;
2. infer two versions of the model, one representing a change of parameters at a particular point in time within the window, and the one representing the null hypothesis of no change over the entire window; and, 3. conduct a statistical hypothesis test to choose which model, change or no-change, is the better fit.
Here we introduce a change-point detection technique based on generative models of networks, which define parametric probability distributions over graphs. Our particular choice of model is the generalized hierarchical random graph (GHRG), which compactly models nested community structure at all scales in a network. The framework, however, is entirely general, and the GHRG could, in principle, be replaced with another generative network model, e.g., the stochastic block model [16, 24] , hierarchical random graph [8] , or Kronecker product graph model [19] . To compare the change versus nochange models, we use a generalized likelihood ratio test, with a user-defined parameter specifying a target falsepositive rate.
We then show that this approach quantitatively and accurately determines if the network has changed, when precisely the change occurred, and how the network has changed. Specifically, we present a taxonomy of different types and sizes of network change points and a quantitative characterization of the difficulty of detecting them, in synthetic network data with known change points. We then test the method on two real, high-resolution evolving social networks of physical and digital interactions, showing that it accurately recovers the timing of known significant external events.
II. RELATED WORK
Change-point detection in networks is a form of anomaly detection, and within this area, there are two main thrusts: anomalous subgraphs, which focuses on detecting subgraphs that are structured differently from the rest of the network, and temporal anomalies, which focuses on detecting changes in the network's structure over time. Most efforts have focused on detecting anomalous subgraphs, which differ from temporal anomalies in that the latter focuses on changes across networks rather than variations within a single network.
A. Detecting anomalous subgraphs
Early work in detecting anomalies in graphs examined networks containing vertices of different types or labels, and sought to identify unusual patterns of connectivity between the vertex types [11, 23] . Later work used principle eigenvectors of a graph's modularity matrix to detect subgraphs that may have been generated by a different process to the rest of the network [21] .
Similar to traditional outlier detection, some efforts have focused on detecting individual anomalous vertices [13] by comparing vertex attributes to the distribution of attributes within a network community. Finally, rather than detecting anomalous vertices, another approach aims to detect anomalous connections by assessing the observed interactions via link prediction models [17] .
B. Detecting temporal network anomalies
Detecting temporal anomalies and detecting change points are closely related tasks. On the one hand, an anomaly is an outlier relative to the distribution from which the rest of the data are drawn, while a change point is a shift from one moment to the next in the overall distribution of the data. Thus, a succession of change points away from and then back to some particular distribution can be viewed as as a temporal anomaly.
Along these lines, Ref. [28] presented a method called GraphScope, based on minimum description lengths, to detect when and how communities change in evolving networks. At each time step, this method performs a local search for alternative models that are close to the current community decomposition. As a result, nonsmoothness in the underlying community structure score function [14] can prevent the detection of real changes. Other approaches use spectral techniques [4, 15] , e.g., using the eigenvectors of the correlation matrix of vertex in-degrees to detect global and local anomalies in the network or by constructing "eigen-behaviors" from the eigenvalues of the correlation matrix of local network measures for each vertex in the network. Although quantitative in nature, these approaches do not provide statistically rigorous determinations of whether a change has occurred.
Statistical hypothesis tests provide a form of this rigor by estimating the probability of seeing a change as large or larger than the one we observe, relative to a model of "normal" behavior. When combined with a specified error rate, this approach provides principled estimates for detecting changes. Ref. [22] recently constructed a statistical hypothesis test for estimating the likelihood that a particular network was generated by a Kronecker product graph model fitted to other data, with good results. However, hypothesis tests based on local [26] and global [20] network measures are more common. The former approach identified local subregions of excessive activity in networks; however, in practice, this method appears to have low sensitivity, primarily identifying as anomalies events in which vertices suddenly began or ceased all activity. The latter approach employs classic statistical change-point detection methods (specifically cumulative sum [25] and exponentially weighted moving average [27] ) to detect overall structural changes. By compressing an entire network into a small number of scalars, however, these methods necessarily discard information that may be crucial to detecting changes.
III. DEFINING A PROBABILITY DISTRIBUTION OVER NETWORKS
Under a probabilistic approach to change-point detection, we must choose a parametric distribution over networks. Here, we introduce the generalized hierarchical random graph (GHRG) model, which has several features that make it attractive for change-point detection and generalizes the popular hierarchical random graph (HRG) model [8] . First, this model naturally captures both assortative and disassortative community structure patterns, models community structure at all scales in the network, and provides accurate and interpretable fits to social, biological and ecological networks. Second, our generalization relaxes the requirement that the dendrogram is a full binary tree, thereby eliminating the HRG's non-identifiability and improving the model's interpretability by for quantifying how a network's structure varies across a change point. Third, we use a Bayesian model of connection probabilities that quantifies our uncertainty about the network's underlying generative model.
The GHRG models a network G = {V, E} composed of vertices V and edges E ⊆ {V ×V }. The model decomposes the N vertices into a series of nested groups, whose relationships are represented by a dendrogram T . Vertices in G are leaves of T , and the probability that two vertices u and v connect in G is given by a parameter p r located at their lowest common ancestor in T . In the classic HRG model [8] , each tree node in T has exactly two subtrees, and p r gives the density of connections between the vertices in the left and right subtrees. As a result, distinct combinations of dendrograms and probabilities produce identical distributions over networks, producing a non-identifiable model. In the GHRG, we eliminate this possibility by allowing tree nodes to have any number of children. Figure 2 illustrates the GHRG applied to a network of email communications.
Given tree T and set of connection probabilities {p r }, the GHRG defines a distribution over networks and a likelihood function
where E r is the number of edges between vertices with common ancestor r and N r is the total number of possible edges between vertices with common ancestor r:
By relaxing the binary-tree requirement, the GHRG produces a spectrum of hierarchical structure (Fig. 3) . On one end of this spectrum, T contains only a single internal tree node-the root-and every pair of vertices connects with the same probability p r associated with it, equivalent to the popular Erdős-Rényi random graph model. As more tree nodes and their parameters are added to T , the number of levels of hierarchy increases, allowing the model to capture more varied large-scale patterns. In the limit, T is a full binary tree, and we recover the classic HRG model [8] .
IV. LEARNING THE MODEL
Fitting the GHRG model to a network requires a search over all trees on N leaves and the corresponding link probability sets {p r }, which we accomplish using Bayesian posterior inference and techniques from phylogenetic tree reconstruction.
Tree structures are not amenable to classic convex optimization techniques, and instead must be searched explicitly. But, searching the space of all non-binary trees is costly. Phylogenetic tree reconstruction faces a similar problem, which is commonly solved by taking a majority "consensus" of a set of sampled binary trees [6] . This consensus procedure selects the set of bipartitions on the leaves that occur in a majority of the sampled binary trees, and each such set denotes a unique non-binary tree containing exactly those divisions. For instance, if every sampled tree is identical, then so too is the consensus tree, while if every sampled tree is a distinct set of bipartitions, the consensus tree has no internal structure. Thus, we estimate T in the GHRG by using a Markov Chain Monte Carlo (MCMC) procedure to first sample binary HRG tree structures with probability proportional to their likelihood of generating the observed network. From this set of sampled binary dendrograms, we derive their non-binary majority consensus tree (an approach previously outlined in Ref. [8] , but not used to produce a probabilistic model) and assign link probabilities {p r } to the remaining tree nodes. One approach would be to choose their values via maximum likelihood, setting eacĥ
However, this choice provides little room for uncertainty and is likely to increase our error rate in changepoint detection. For instance, consider the case where exactly zero connections E r = 0, or equivalently all connections, E r = N r , are observed for a particular branch r. Under maximum likelihood, we would set p r = 0 or 1. If a subsequent network has, or lacks, even a single edge whose common ancestor is r, then E r > 0 or E r < 1, and the likelihood given by Eq. (1) drops to 0, an unhelpful outcome.
We mitigate this behavior by assuming Bayesian priors on the p r values [1] . Now, instead of setting p r to a point value, we model each p r as a distribution, which quantifies our uncertainty in its value and prevents its expected value from becoming 0 or 1. For convenience, we employ a Beta distribution with hyperparameters α and β, which act like pseudocounts for the presence or absence of connections respectively. We set these to α = β = 1, which corresponds to a uniform distribution over the parameters p r . Because the Beta distribution is conjugate with the Binomial distribution, we may integrate out each of the p r parameters analytically
Given this formulation, we may update the posterior distribution over the parameter p r given a sequence of observed networks {G t } by updating the hyperparameters asα
Thus, we obtain the posterior hyperparameters from the sum of the prior pseudocounts of edges and the empirically observed edge counts (number of present and absent connections). This Bayesian approach produces an implicit regularization. As the number of observations N r increases, the posterior distribution becomes increasingly peaked, reflecting a decrease in parameter uncertainty. In the GHRG model, parameters closer to the root of T represent larger-scale structures in G and govern the likelihood of more edges. These parameters are thus estimated with greater certainty, while the distribution over parameters far from the root, which represent small-scale structures, have greater variance, which prevents over-fitting to small-scale structural variations.
V. DETECTING CHANGE POINTS IN NETWORKS
The final piece of change-point detection in evolving networks requires a method to determine whether and when the parameters of our current model of "normal" connectivity have changed. Here, we develop a generalized likelihood ratio test over a sliding window of fixed length w to detect if any changes have occurred with respect to a fitted GHRG model. A change is detected if the log-likelihood ratio versus a null or "no change" model exceeds a threshold determined by a desired false positive rate. In each case, we show both the block structure of the adjacency matrix for two groups and the corresponding GHRG model. For our experiments, we switch from one structure to the other by changing the structural index µ. See text for more detail.
A. Generalized likelihood ratio test
Using a likelihood ratio test, we compare the observed data's likelihood under two different models: a null hypothesis model H 0 , in which no change occurs, and an alternative hypothesis model H 1 , in which a change occurs at some particular time t c . Since we use network snapshots at regular intervals, we assume t c occurs between some pair of snapshots, which we indicate using a 0.5 offset (Fig. 1) .
We restrict our consideration of change points to those within a sliding window of w networks, the last of which is at the "current" time τ . For the no-change model, we say that all networks within the window were drawn from a model with parameters ψ (∅) . For the change model, we let ψ (0) denote the model parameters for networks up to t c within our window and ψ (1) the parameters for networks after t c , but still within the window. Rewriting the change and no-change hypotheses in terms of such a shift in a parametric distribution over graphs at t c , we have
(no change)
(change) .
These change and no-change hypotheses are composite, meaning that the parameters ψ can take on any permissible value, so long as they meet the definitions of H 0 and H 1 given above. To test such hypotheses, we must use a generalized likelihood ratio (GLR) test.
The GLR's test statistic is the log-likelihood ratio, which compares the likelihood of the w networks under a model with a change point at some time t c versus the no-change model, which we denote Λ tc , Λ tc = sup
where Ω is the set of permissible parameter values. In our Bayesian formulation, rather than set the parameters that maximize the likelihood, we set the prior parameters to their posterior values in accordance with Eqs. (5) and (6) and integrate over the parameters [2] .
1 Finally, the time at which the change occurs t c is itself an unknown value, and must be estimated. We make the conservative choice, choosing t c as the time point between a pair of consecutive networks that maximizes our test statistic Λ across the window. Letting g τ for a given window of w networks ending at τ be that largest value
we then say that the time of detection t d is the first time point τ at which g τ exceeds a threshold h (called a "stopping rule" in the change-point detection literature)
Using ψ = {α r ,β r } to denote the set of posterior hyperparameters, the GHRG's generalized likelihood ratio is
, where ψ (∅) is the set of posterior hyperparameters pertaining to the no-change hypothesis (no change point anywhere in the window of w networks), while ψ (0) tc and ψ (1) tc are the hyperparameters for the networks up to and then following the point t c , respectively. These hyperparameters are estimated from the data using Eqs. (5) and (6) .
B. Parametric Bootstrapping
The choice of threshold h, which g τ must exceed for a detection to occur, sets the method's resulting false positive rate and the distribution of g τ under the null model. Recent results on model comparison for statistical models of networks, and specifically the stochastic block model, of which the GHRG is a special case, suggest that for technical reasons the null distribution can deviate substantially from the χ 2 distribution [29] . To avoid a misspecified test, we estimate the null distribution numerically, via Monte Carlo samples from a parametric bootstrap distribution [12] defined by the GHRG for the no-change model. In this way, we estimate the null distribution exactly, rather than via a possibly misspecified approximation.
For each network we sample from the no-change GHRG model, we calculate g τ from Eq. (8) to obtain its distribution under the hypothesis of no change (see Algorithm 1) . Using the sampled distribution, the threshold h may then be chosen so that p(g τ > h) = p fp is the desired false positive rate. In practice we do this by calculating a p-value for the test case by counting the proportion of likelihood ratios in our null distribution that are higher than our test statistic, g τ :
Thus, if we find a p-value below the chosen threshold, we say a change is detected, and when the no-change model is correct, we are wrong no more than p fp of the time.
VI. DETECTABILITY OF CHANGE POINTS
Before applying our method to empirical data with unknown structure and unknown change points, we first characterize the detectability of different types of network change points under controlled circumstances on ALGORITHM 1: Parametric bootstrap sampling gτ from the null model distribution
{gτ } null = ∅. GHRG(Tτ , ψτ ) = fitGHRG(G). for i = 1 to 1000 do sample w graphs, {Gt} w t=1 ∼ GHRG(Tτ , ψτ ). fortc = 1 to w do calculate ψ ∅ , ψ 0 , ψ 1 according to Eq. (5) and Eq. (6) .
τ . end for synthetic data, generated using our GHRG model, with known structure and changes.
The following change-point types constitute difficult but realistic tests; specifically, we choose a modest-sized network of N = 30 and a sparse and constant expected number of connections (marginal link probability of 0.2). Furthermore, we define four general types of change points: splitting, when one large community divides in two; merging, when two communities combine (the timereversal of splitting); formation, when one of two groups of vertices add edges to make a community; and fragmentation, when one of two groups loses all its edges (the time-reversal of formation). Figure 4 illustrates these types of change points.
To provide a single parameter that controls the switching between these distinct states, we define a single structural index µ as
For the merge/split change points, we choose the merged state to be µ = 0.5, which produces a single community in which every edge occurs with the same probability p in = p out . In the split state, the network is comprised of two distinct communities. If µ < 0.5 then the communities are assortative (p in > p out , and vertices prefer to connect within the community) and disassortative if µ > 0.5 (p in < p out , and vertices prefer to connect across communities).
For formation/fragmentation change points, we use the same two-community model, but now fix the link probability within one community and use µ to describe relationship between the p in and p out of the second community.
We now summarize these change points with respect to µ:
In all of the tests a window size of w = 4 and a falsepositive rate of 0.05 was used. For comparison we use three simple methods that use the same probabilistic framework as our method but instead parameterize the distribution over graphs using a univariate Gaussian to model a network summary statistic (mean degree, mean geodesic distance, mean local clustering coefficient). In Figure 5 we show for each of the change types, two different distributions (over 100 runs): the estimated change point t c and the time of detection t d (see Figure 1) . We find that the estimated change points tend to either be correct or slightly early. The time of detection (the end of the sliding window when a change is detected) quantifies how many networks after the change we must see before we identify the change point. We find that the merge and fragment changes are quick to detect, but the change points are often estimated early. In contrast, the split and formation changes take longer to detect, but the estimation of the change points themselves is more accurate.
In Figure 6 we compare the false positive and false negative error rates among all four methods. On false positives, all methods are close to 0.05, which matches the desired false alarm rate. However, the false negative rates differ widely, with the simple methods performing terribly in nearly every case, even when the size of the change is large. In contrast, our method performs well across all four tests, except when the size of the change is very small, e.g., when ∆µ ≈ 0, which represents the hardest cases, where small-sample fluctuations obscure much of the actual change.
VII. CHANGE POINTS IN REAL NETWORKS
We now apply these approaches 2 to detect changes in two high-resolution evolving networks, the MIT Reality Mining proximity network 3 [10] and the Enron email network but represent different interaction types. In the MIT proximity networks, two vertices (people) are connected whenever they were in close physical proximity, while in the Enron networks, two vertices (email accounts) are connected if one emailed the other.
A. Social proximity network
The MIT network is comprised of proximity data for 97 faculty and graduate students, recorded continuously via Bluetooth scans from their mobile phone over 35 weeks [10] . From the raw scan data, we extracted a sequence of weekly networks, in which an edge denotes physical proximity to one of the 97 subjects at some point that week.
For each detection method, the GHRG and the three simple methods, we used a window size w = 4, the same as in the synthetic experiments. The results for each method are shown in Figure 7 (top), which includes the identified change points for each method, the time series of network measures, a selection of inferred GHRG dendrograms, and highlighted external events.
Examining the simple methods' results, we observe that they exhibit low sensitivity relative to the known external events [9] . In particular, they do pick out several real change points, including Winter break (mean geodesic distance), the beginning (mean degree) and end (clustering coefficient) of the independent activities period. However, they also miss the majority of other events, and there is little consistency across these methods (with the exception of the beginning of Spring break and the beginning of Sponsor week). Thus, these techniques seem both unreliable and inconsistent.
In contrast, the GHRG method identifies nearly all of the known external events, along with a few additional change points, e.g., one week before and one week after Sponsor week. This fact agrees well with the social dynamics of Sponsor week, an event involving 75 of the subjects and which typically shifts work schedules dramatically as they seek to meet deadlines and project goals [9] .
Additionally, the GHRG method finds more change points in the Fall semester than in the Spring. Examining the dendrograms themselves, we find that the changes in the inferred structures in the Fall are much more dramatic than in the Spring; see Figure 7 (top). This agrees with the fact that 35 of the subjects were new students in the Fall semester and thus still establishing their social patterns [9] . By the Spring semester, these patterns had largely stabilized, and the large perturbation of Sponsor week was absent. Overall, the GHRG both recovers known events, highlights additional changes, and provides an interpretable basis for discovering new patterns within this evolving network.
B. Enron email network
The Enron network is comprised of emails among 151 users, mostly senior management of the Enron energy company. These data were made public by the Federal Energy Regulatory Commission during its investigation to bottom, the structure of the inferred GHRG models, the change points detected (green bars) using our method and the associated known events. The bottom three rows show the change points detected with the simple methods along with the values of the relevant summary statistic.
after the company's collapse. Using a cleaned version of these data [18] , we applied both the GHRG and simple methods to weekly snapshots from May 1999 to June 2002. The results for each method are shown in Figure 7 (bottom). Because this network sequence is very long, we examined the impact of varying window size, choosing w = {4, 8, 16}. Results across window sizes were highly consistent, although larger values produced additional change points. This suggests that window size may operate like a temporal resolution parameter, with longer windows giving more resolution.
As with the MIT network, we again find that the simple methods perform poorly, recovering only a small fraction of known events compared with the GHRG method. Furthermore, the frequency of change points identified by the GHRG method increases as time passes, reflecting the intensification of the Enron scandal. Examining the GHRG change points and the list of external events, we find that the identified change points correlate well with key meetings and events such share price fluctuations. Examining the inferred dendrograms, we find that a particularly large structural change occurred around the launch of Enron online. Before its launch, the network's structure is very sparse, while after launch, the number of levels in the GHRG model increase dramatically reflecting the formation of many communities. We also see that the structure and density of the networks increase over the period starting immediately after the Californian blackouts through until Stephen Cooper takes over as CEO and the collapse of the company is imminent.
VIII. DISCUSSION
When analyzing a sequence of time evolving networks, a central goal is to understand how the network's structure has changed over time, and how it might change in the future. Change-point detection provides a principled approach to this problem, by decomposing the networks sequence into subsequences of distinct but relatively stable structural patterns (Fig. 1) . Formalizing this problem within a probabilistic framework, we developed a statistically principled method, based on generative models and hypothesis tests, that can detect if, when and how such change points occur in the large-scale patterns of interactions. Under our framework, change points occur when the shape of an estimated probability distribution over networks changes significantly.
Not all such change points are equally easy to detect, however. Using synthetic data with known structure and known change points, we found that changes associated with two communities merging or with one of several communities losing its internal connections ("fragmentation") were more difficult to accurately detect than those associated with one community splitting in two or with many singletons connecting to form a new community ("formation"). This asymmetry in the detectability of different types of network changes begs the question of whether more sophisticated techniques can eliminate these differences, and whether adding auxiliary information like edge weights or vertex attributes makes this problem easier or harder.
That being said, change-point methods based on network measures like the mean degree, clustering coefficient, or mean geodesic path length performed poorly, yielding high false negative rates even for large structural changes (Fig. 6 ). This poor performance is likely the result of network measures discarding much of the specific information that generative models utilize. Applied to two high-resolution evolving social networks, our method provided very good results, recovering the timing, from network data alone, of many more known external "shock" events than the network-measure methods (Fig. 7) .
A notable assumption of our method is that each observed network is an iid sample from some underlying distribution. Real evolving networks likely violate this assumption, as a result of underlying non-stationary or periodic dynamics. When each network spans more time than the natural time scale of network dynamics [7] , the iid assumption may be reasonable, and our empirical results support this notion. An interesting direction for future work would relax the iid assumption perhaps using Markov models.
Although the generalized hierarchical random graph model yielded good results, in principle, any generative model could be used in its place, e.g., the stochastic block model [1, 16, 24] or the Kronecker product graph model [19] . Similarly, the recent work in graph hypothesis testing [22] could potentially be adapted to the change-point detection problem. Two key features of the generalized hierarchical random graph model (GHRG) for change-point detection, however, are its interpretability and the way it naturally adapts its dendrogram structure to fit the network, adding or removing levels in the hierarchy, as the network evolves. Combined with the strong results on synthetic and real-world data, this approach to change-point detection promises to have broad application, perhaps particularly in social networks, where interpretability provides a crucial bridge to testing hypotheses about the underlying social dynamics driving network evolution.
