Abstract: Although the trade-off between the two misclassifications (false-positive fraction and false-negative fraction), corresponding to type I and type II error in statistical hypothesis testing based on Neyman-Pearson lemma, to determine the optimal cutoff in the province of evaluating the accuracy of medical diagnosis and disease screening using interval-scaled biomarkers has been attempted by the receiver operating characteristic (ROC) curve, the heterogeneity of the two misclassifications in relation to the utility or individual preference for relative weights between the two errors has been barely addressed and has increasingly gained attention in disease screening when the optimal subject-specific or subgroup-specific cutoff (the heterogeneity of ROC curve) is underscored. We proposed a fuzzy set regression method to achieve such a purpose. The proposed method was illustrated with data on screening for osteoporosis with bone mineral density.
Introduction
Minimizing a linear combination of type I and II errors for optimal test has been well documented in statistical hypothesis testing [1] following the Neyman-Pearson lemma [2] . Such a notion on the trade-off between type I and II errors, corresponding to FPF and false-negative fraction (FNF), is applied to selecting the optimal cutoff in evaluation of diagnosis accuracy of chronic disease or cancer particularly when a test is characterized by an interval-scaled variable. It is therefore of interest to assess the reciprocal relation between true-positive fraction (TPF, sensitivity) and true-negative fraction (TNF, specificity) (the more stringent the cutoff selected, the higher the specificity is and the lower the sensitivity, and vice versa) by minimizing both errors.
To this end, the most widely used method in previous literature is by ROC curve, which has long been developed and applied in assessment of medical diagnostic technology [3, 4] . The details and good interpretation of ROC for evaluating diagnostic markers of disease refers to the classical book written by Pepe et al. [5] . Pepe et al. further showed how to apply the ROC curve to evaluate the performance of biomarker that is used in population-based screening [6] . While the conventional ROC methodology is useful for selecting the optimal cutoff it is adequate for finding the optimal mean cutoff at population level but may not be able to explicitly identify the optimal cutoff at subject-specific or subgroup-specific level. To determine the optimal subject-specific or group-specific cutoff may capture individual (patient or physician such as radiologist) preference or utility for the trade-off between the two errors that has been demonstrated in the two previous studies [7, 8] .
From statistical viewpoint, such a consideration is particularly indispensable while the optimal subgroupor subject-specific cutoff should be determined for random samples selected from different subpopulations. For instance, subject-specific or subgroup-specific optimal cutoff has increasingly gained attention in several cases of population-based screening. The optimal cutoff of fecal hemoglobin concentration resulting from fecal immunological test occult for colorectal cancer screening has been suggested on the basis of agegender-specific cutoff [9] . Age-specific cutoff of prostate specific antigen has been suggested for prostate cancer screening [10, 11] . The optimal cutoff for BMD score measured by quantitative ultrasound in relation to the risk of osteoporosis also varies with menopause status and other risk factor [12] . Subject-specific cutoff also plays a crucial role in individually tailored screening strategy on the choice of appropriate intervention or treatment modalities. To ascertain the optimal subgroup-specific or subject-specific cutoff is tantamount to evaluating the heterogeneity of misclassifications involved with the two errors. This thorny issue on the heterogeneity of misclassification has been considered by the derivation of covariate-specific ROC curves based on modeling the joint effect of relevant covariates on the survivor function of the test for disease and non-disease population [13] . In spite of its usefulness in clinical application, the ROC method cannot explicitly show how to minimize the two errors involved in determining the optimal cutoff in connection with the individual preference or utility of judging relative weight between type I and type II error. The covariate-specific ROC approach may also be difficult to accommodate the circumstance when empirical data on the measurement of individual preference or utility is provided. Here, we provide an alternative approach to solving this issue regarding the heterogeneity of misclassifications in the context of fuzzy set theory.
Under the semantics of fuzzy sets [14] , the degree of similarity or uncertainty and the degree of preference or utility can be considered simultaneously. The degree to which a subject belongs to the disease group or the non-disease group in evaluation of diagnosis accuracy of chronic disease or cancer is related to the degree of uncertainty with respect to the two errors. The relative importance between FNF and FPF is a reflection of other degree of preference or utility standing for a set of more or less preferred objects [15] , which is often captured by the membership function (tailored for measuring the degree of being classified) in fuzzy set theory. Assessment of the degree of being classified in the disease and non-disease group is measured by the degree of fuzziness, sometimes called fuzzy index that reflects individual utility or preference for the trade-off between the two error rates and can be approximated by defining appropriate membership function with the incorporation of factors affecting the degree of being classified as disease or non-disease so as to assess the heterogeneity of misclassifications mentioned above. The major aim of this study was to minimize the degree of fuzziness through the two membership functions in association with FPF and FNF in order to estimate the optimal subject-specific or subgroup-specific cutoff and solve the heterogeneity of misclassifications by developing the fuzzy set regression method.
An example of BMD screening for osteoporosis
Data on quantitative ultrasound for measurement of BMD as a screening tool for osteoporosis, a more common chronic disease in elderly women [16] , is faced with the heterogeneity of misclassification mentioned above. In osteoporosis screening with quantitative ultrasound, quantitative ultrasound measurements were taken of the calcaneus for each participant by well-trained technicians for determining the individual bond mass. T-score regarded as an interval-scaled variable was recorded after quantitative ultrasound assessment. BMD values are expressed as absolute values in g/cm 2 or as T-scores from the young adult. The T-score derived from reference data obtained in premenopausal women which is most widely used for diagnostic criteria of osteoporosis.
Researchers have suggested several different quantitative ultrasound cutoff thresholds, including quantitative ultrasound index T-scores of 0, -1, and -1.5 to determine which subjects should be considered for additional testing with dual-energy x-ray absorptiometry (DXA). A meta-analysis revealed the 79% of sensitivity and 58% of specificity when T-score cutoff threshold of -1 and the areas under the ROC curves ranged from 0.7 to 0.9 for osteoporosis by using quantitative ultrasound as BMD measurement tool from 25 studies [17] . For a T-score threshold of 0, sensitivity improved to 93% but specificity decreased to 24%. When lower quantitative ultrasound index T-score cutoff thresholds are used, the FNF increases and the FPF decreases. This systematic review also found that the sensitivity and specificity of quantitative ultrasound at commonly used cutoff thresholds seem to be too low to provide the additional DXA test for osteoporosis and the heterogeneity of areas under curves did exist for selecting optimal cutoffs depending on age, gender, and menopause status. This suggests the necessity of considering the optimal cutoff at subject or subgroup level. The fuzzy set regression method was therefore developed to optimize sensitivity and specificity considering the heterogeneity of misclassification with the incorporation of age, obesity, and menopause into the regression model defined by the two membership functions for assessing the degree of being classified as disease and non-disease group. The joint effects of these factors on sensitivity and specificity on the two membership functions were assessed when the degreed of fuzziness in relation to the two membership functions was minimized.
The rest of this manuscript is organized as follows. In the methodology of Section 3, we begin with the introduction of conceptual framework of fuzzy set regression method in Section 3.1 and we then define in Section 3.2 the basic concepts and notations of disease screening and also derive fuzzy index by measuring the degree of being classified as disease and non-disease group defined by the two membership functions with the incorporation of significant risk factors into the two corresponding logistic regression models underpinning the fuzzy set theory to account for the heterogeneity of both misclassifications. In Section 3.3, the fuzzy utility ratio obtained from the two membership functions was derived to link fuzziness with the two errors. The relationship between the fuzzy utility ratio and the slope of sensitive function using ROC analysis was derived by minimizing the degree of fuzziness through the two simultaneous equations (corresponding to the two membership functions) on the FNF and FPF to assess the significance of each covariate contributing to heterogeneity of misclassifications. Section 3.4 gives the derivation of optimal sensitivity and specificity given the assigned fuzzy utility ratio. Estimation and statistical testing of parameters are provided in Section 3.5. The proposed fuzzy regression model was illustrated by using the empirical data on BMD screening for osteoporosis from a Keelung community-based integrated screening (KCIS). Descriptions of target population, study design, contents of the KCIS program, and descriptive results are given in Section 4. Section 5 gives the results on the model selection of significant factors accounting for the fuzziness of the two membership functions, the estimated regression coefficients of three significant factors related to TPF and FNF, the plot of fuzzy index by different cutoffs of BMD, and how to use the fuzzy utility ratio to identify optimal sensitivity and specificity. Discussions on the heterogeneity of misclassification, the application to screening policy, and methodological consideration are given in Section 6.
Methodology
3.1 Conceptual framework of fuzzy set regression approach 
Fuzzy utility ratio
Optimal sensitivity and specificity Utility of false negative fraction and false positive fraction Figure 1 The framework of disease screening with interval-scaled variable using fuzzy set regression method with an interval-scaled variable. If the heterogeneity of both misclassifications is not considered, the optimal cutoff for the overall group can be determined by the conventional ROC method. If it is required, we assume such heterogeneity conceptually can capture the utility in association with the trade-off between FNF and FPF and the relative value between FNF and FPF can be measured by the degree of fuzziness. In the context of the fuzzy set, the two membership functions with the incorporation of covariates are therefore constructed to capture the fuzziness of being classified in the disease group or the non-disease group to reflect the heterogeneity of both misclassifications. The fuzzy utility ratio corresponding to the two membership functions was developed. Minimizing the fuzziness was done by using sensitivity (TPF) function as a function of FPF to link the prevalence of disease and the fuzzy utility ratio in the membership-functionbased ROC analysis. To determine the optimal sensitivity and specificity, given the threshold of fuzzy utility, the two membership functions were used to assess how these covariates simultaneously affect the intercept and slope of the sensitivity (TPF) function and the FPF, which enables us to conduct formal statistical testing for the variables of interest encoded in the two membership functions. The following section gives the details of each step.
Derivation of membership functions and fuzzy index
We began with the definition of sensitivity and specificity in disease screening with interval-scaled biomarker by given the following notations. Given a cutoff, say a, the sensitivity is defined as the probability of a positive result given true disease status. The specificity is defined as the probability of a negative result given true negative disease status.
Let disease status be denoted by two states, disease (D) and non-disease (D) and let X stand for the value of a certain biological marker, such as the BMD value. Given cutoff a, the result of a test is either positive (x ! a) or negative (x < a).
Membership function underpinning fuzzy set
According to the basic fuzzy concept, for the ith individual, the degree of being classified in the disease group is denoted as g iD
and the degree of being classified in the non-disease group is denoted as g iD
In eq. (1), α; β 1 ; β 2 ; . . . ; β q are the regression coefficients of the logit membership function for the probability of x < a in the disease group. In eq. (2), α 0 ; β
q are the regression coefficients of the logit membership function for the probability of x ! a in the non-disease group. In the fuzzy set, to measure the fuzziness of being classified in the disease group and non-disease group, we use the operator "min" to obtain the intersection of g iD and g iD . Following the notations from Cruz's study [18] , the fuzzy index (F) is given as follows:
In eq. (3), t denotes the random variable with interval scale and r(t) represents the probability density function (p.d.f.) of t following a normal distribution. Here, π c and π 0 c represent the predictive probability of disease and non-disease, respectively, under a cutoff of t, say c. If more covariates are included in the membership function, a higher value of π c or π 0 c could be obtained. By aggregating the two distributions of π c and π 0 c with Φ(c) together, it is possible to present the heterogeneity of the fuzzy index (F) using the percentile of risk scores derived from a set of significant covariates multiplied by the corresponding regression coefficients encoded in the two logit membership functions, as shown in eqs (1) and (2). Estimation and statistical testing of the inter-dependency of the two sets of parameters are detailed in the following section.
Fuzzy utility ratio associated with disease screening
As pointed out earlier, the misclassification of disease status in each subject consists of two parts, the FNF and FPF. In terms of a crisp set, this can be expressed as follows:
Eq. (4) captures the uncertainty of the two errors but does not capture the degree to which a subject belongs to the disease or non-disease group. To achieve the aim of the latter, we link the fuzzy index to the utility for the trade-off between the two errors. Let F 1 and F 2 be two membership scores (the range between 0 and 1) associated with the misclassifications due to FNF and FPF. Using the basic definition of expectation, we can derive the expected fuzziness according to the probabilities of the two misclassifications (FNF and FPF) weighted by F 1 and F 2 , respectively. By treating TPF as function of FPF following the concept of the ROC analysis, we minimized the degree of fuzziness with respect to FPF. The fuzzy utility ratio F 2 /F 1 was developed and equivalent to
where m is the slope of fuzziness of FPF and P(D) represents the prevalence of disease and P(D) is the complementary component. The details of the derivation regarding the link between the fuzziness and the utility in association with the two errors and how to minimize the degree of fuzziness are given in the Appendix.
To estimate m, a polynomial linear regression model based on the unique shape of the ROC curve was adopted with the incorporation of a quadratic component to fit the relationship between FPF and FNF. To match the traditional ROC curve, which has the TPF on the y-axis and FPF in the x-axis, the FPF function is changed to a TPF function and written as follows:
We used an identical link by linking the intercept, slope, and quadratic parameters with a full or partial set of covariates under the logit membership functions of g D as follows:
where s 1 , s 2 , and s 3 stand for a subset of covariates (X 0 -X q ) used in the membership function of g D in eq. (1).
To capture the relationship between the FPF and covariates as shown in the membership function of g D in eq. (2), we used a logit regression model with
To assess the inter-dependency between the regression coefficients involved in the two equations, two simultaneous equations (6) and (7) for the FPF and TPF function corresponding to each membership function were developed and resolved to estimate the parameters of the regression coefficients related to the FPF and intercept, slopes, and quadratic component. Note that ξ and ε are error terms for the FPF and sensitivity, respectively, and are correlated with each other, rather than independent terms. So doing is more flexible than the conventional way of achieving the optimal procedure that the type II error is minimized given type I error is not more than pre-assigned significant level following the NeymanPearson lemma. Eqs (6) and (7) can be extended to a generalized system for multiple markers, say s, as follows:
. . .
where P j þjD ð Þ and P j þj D À Á are the TPF and FPF, respectively, with the jth marker (1, 2,…, s) and a set of covariate X (X ¼ 1,…, q). α 0 j and β j :z are regression coefficients for the FPF with jth marker, and γ j.l (l ¼ 0, 1, 2) are defined in the same manner as above for a true positive with marker j. Basically, the development of multiple simultaneous equations for multiple markers evolving from one marker is like the extension of univariate analysis to multivariate analysis from a statistical viewpoint. Here, we only illustrate univariate analysis. The parameter estimation of regression coefficients related to the probability of a false-positive case, P þj D À Á , the random intercept (γ s0 ), slope (γ s1 ), and quadratic parameter (γ s2 ) is addressed in the following section of parameter estimation and statistical hypothesis testing.
Optimal specificity and sensitivity
The derivation of the first derivative of eq. (6) with respect to PðþjDÞ gives the slope m.
Substituting eq. (9) into eq. (5) gives eq. (10).
Given the assigned fuzzy utility ratio (k ¼ F 2 /F 1 ) and the odds on the prevalence of disease, the optimal specificity (1 -FPF) obtained by combining eqs (5), (9), and (10) iŝ
The corresponding optimal sensitivity iŝ
Parameter estimation and statistical testing
To estimate the regression coefficients of the covariates of the two logit membership functions simultaneously by considering the inter-dependency of two sets of parameters, we combined the equations for g D and g D illustrated in eqs (1) and (2). Applied to disease screening, the unified equation is written as follows:
where D is the indicator variable for the presence of true disease and X 1 …X q are covariates related to the individual preference.
The likelihood ratio test was used to assess whether a set of covariates or each covariate is statistically significant by assessing whether the difference of −2 log-likelihood between the two models under comparison given the degrees of freedom departs from the central chi-squared distribution.
Regarding the method for estimating parameters on the ROC curve using eqs (6) and (7) in univariate analysis (single marker) and eq. (8) in multivariate analysis (multiple markers), we considered a different estimation method. Because the FPF is a regressor for TPF, ordinary least-squares estimation may lead to a biased estimate. To consider two simultaneous equation biases and the cross-equation correction of error terms, as the two error terms are correlated through P þjD À Á , a two-stage least-squares method was adopted [19] . The Wald test was used to assess the statistical significance using the criterion of whether the chisquared value was greater than 3.84 given degree of freedom equal to 1.
Description on empirical data
To demonstrate how the fuzzy set regression method is applied to population-based disease screening, we illustrated its application using data derived from the Keelung community-based integrated screening (KCIS) program, which was launched in 1999. The details of KCIS program have been published elsewhere [20, 21] . Briefly, it is a population-based screening program that integrates five neoplastic diseases (cervix, breast, oral, liver, and colorectal cancer) and three chronic diseases (type 2 diabetes, hypertension, and hyperlipidemia). In addition, as the KCIS program also offers an opportunity to screen other chronic diseases for osteoporosis with BMD measurements was also included.
In the KCIS program, the BMD is measured in parallel with periodic screening for cancers and chronic disease as mentioned above. The unique character of the KCIS program is that it followed up the screenees over time to obtain a series of multiple outcomes for cancer and chronic diseases, the incident cases of osteoporosis can also be ascertained. Thus, it forms a population-based longitudinal follow-up dataset for the following analysis. The study design is based on a prospective community-based cohort study consisting of female who were aged 30 years or over and participated in the community-based integrated screening between 1999 and 2004. In order to ensure the temporal relationship between bone marrow density and incident cases of osteoporosis. We excluded prevalent cases who had been already diagnosed as osteoporosis before the date of first screen. A total number of 21,528 female were enrolled in the following analysis. Of 21,528, we identified 1,205 incident cases of osteoporosis. The KCIS program also provides comprehensive information on demographic factors, biochemical variables, anthropometric measurements, and reproductive factors. This enables the assessment of the relationship of BMD to osteoporosis making allowance for three covariates, age, menopause, and obesity are used here. Table 1 shows the distributions on the frequencies and mean values of three variables by osteoporosis and non-osteoporosis. The mean values and ranges of BMD between the osteoporosis group and non-osteoporosis group are also listed in Table 1 .
We applied eq. (13) as above to our data on BMD for osteoporosis screening to have the following equation: 
Age is a continuous variable. Obesity was defined as an indicator variable for the presence of obesity (obesity ¼ 1, non-obesity ¼ 0). Menopause was defined as an indicator variable for the menopause status (menopause ¼ 1, non-menopause ¼ 0).
Results

Fuzzy index with membership functions of the two error rates
To test whether a set of covariates or each covariate made a significant contribution to both the FNF and the FPF, defined by the two logit membership functions, eq. (16) was applied to different cutoffs. Given a cutoff of -1.5 (the cutoff a) for BMD, Table 2 shows the model selection and the assessment of statistical significance for three variables. We began with whether the set of three covariates (age, obesity, and menopause) was statistically significant (χ (Figure 2a ). Both the FNF and the FPF were equally heterogeneous with the percentile of risk score category. Figure 2a and 2b shows the trade-off between the two misclassification rates when the cutoffs were altered. The figure indicates that the lowest fuzziness was between -1 and -2. Given a cutoff higher than -1.5, the low-risk groups showed greater fuzziness, whereas the opposite was noted for cutoffs lower than -1.5. Table 3 shows the estimated results of the simultaneous equation systems for finding the optimal sensitivity and specificity given the fuzzy utility ratios. The results show that age, obesity, and menopause were positively associated with the FPF through eq. (7). The estimated regression coefficients (α s and β s ) (see eq. (14)) linked through the logit membership functions of γ 0, γ 1 , and γ 2 mentioned in Section 3 are listed in Table 3 . Regarding the effects of covariates on sensitivity function in eq. (6), obesity was significantly associated with the intercept (γ 0 ) and slope (γ 1 ). Age was a significant factor for the slope (γ 1 ) and quadratic parameter (γ 2 ). Figure 3 shows the heterogeneity of the fuzzy utility ratio for different risk groups given the cutoffs of BMD for osteoporosis. The fuzzy utility ratio decreased with the cutoff for BMD until it reached a plateau at a cutoff of around -2. The fuzzy utility ratio for a premenopausal obese 45-year-old woman was reduced from 186.1 at a cutoff of 1.5 to 17.2 at a cutoff of -2.0. A higher fuzzy utility ratio was also affected by the risk profiles, such as premenopausal status and younger age. Table 4 shows that the results of optimal sensitivity and specificity give the fuzzy utility ratio. With the fuzzy utility ratio set at 25, the optimal sensitivity and specificity for a 45-year-old obese premenopausal woman was 73.8% and 45.1%, respectively. So such finding is easily applied to the optimal subject-specific cutoff. Figure 3 Heterogeneous results on fuzzy utility ratios ( F 1 = F 2 ) by different risk groups
Fuzzy utility ratio
Discussion
The heterogeneity of misclassifications (FPF and FNF) in association with type I and type II errors under Neyman-Pearson lemma has increasingly gained attention in the field of evaluating the accuracy of medical diagnosis and disease screening based on a test characterized by a continuous biomarker. Assuming such heterogeneity is a reflection of utility or individual preference for the trade-off between the two errors, we make use of the fuzzy set theory to capture the fuzziness related to the utility or individual preference for such trade-off by the derivation of the two membership functions with the incorporation of significant factors that account for heterogeneity. The fuzzy set regression method was then built for solving the heterogeneity in association with the two misclassifications. The concept of linking fuzziness with sensitivity function as a function of FPF was envisaged to minimize the degree of fuzziness through the proposed unified fuzzy set regression so as to determine the optimal sensitivity and specificity. The novel estimation method using the two-stage least square method was also proposed to assess the inter-dependence of covariates affecting the fuzziness of the two misclassifications relaxing the traditional ROC analysis with independent assumption. Although the trade-off between type I and type II errors has been optimized by Neyman-Pearson lemma and the corresponding optimal TPF and FPF has been solved by the ROC analysis, the issue on the heterogeneity of two misclassifications related to the utility of individual preference for minimizing the two errors still remained to be resolved. To the best of our knowledge, this is the first study to use the fuzzy set concept, together with the utility function related to FPF and FNF, to assess the heterogeneity of the misclassification of disease status with interval-scaled variables and to identify the optimal individualbased cutoff given different risk profiles. Our fuzzy set regression method has several unique characteristics. We introduced the two membership functions underpinning the fuzzy set to present the heterogeneity of the two misclassification rates. We proposed a unified regression model that simultaneously incorporates two logit regression models that include a series of significant risk factors to capture the degree of fuzziness of misclassification to which different individual characteristics contributed. This fuzzy set regression method is very flexible for handling interval-scaled biological markers affected by a mixture of other interval-scaled variables and categorical variables. The second is that because the fuzzy index does not present the relative weight of the utility associated with false-negative and false-positive cases, the fuzzy utility ratio approach was further developed to identify the subgroup optimal cutoff based on the trade-off between sensitivity and specificity given different risk profiles. Third, we proposed a novel statistical method for estimating parameters given a simultaneous equations system, which provides a very powerful approach for testing the statistical significance of putative factors affecting the degree of misclassification. The advance in making allowance for inter-dependence of the two simultaneous equations renders the minimization of the two errors more powerful and flexible compared with the optimal test based on the Neyman-Pearson lemma. Finally, our proposed fuzzy set regression method is very flexible to handling the circumstance when the fuzzy utility ratio (F 2 /F 1 ) can be provided by empirical data on the survey of the measuring utility value in the association with FPF and FNF in the field of game theory. The proposed fuzzy set regression method was illustrated with an example of osteoporosis screening with BMD. The fuzzy index score, based on the percentile of risk score derived from the two logit membership functions, gives a clear profile of the heterogeneity associated with the two misclassifications (Figure 2 ). The degree of fuzziness is determined not only by the percentile of the risk score but also by the relative contribution of the relevant covariates of fuzziness between FNF and FPF. It is obvious that the relevant covariates make equally significant contributions to the fuzziness in both error rates in the example of osteoporosis. Although the fuzzy index score can show the heterogeneity of the two misclassification rates, it is known that the utility ratio, calculated as the FPF divided by the FNF, indicates whether sensitivity or specificity is more important. The fuzzy utility ratio was used not only to show the heterogeneity of the two misclassification rates but also to identify the optimal sensitivity and specificity to determine the optimal subgroup cutoff, given different individual risk profiles.
It could be argued that one may consider the application of the conventional multiple logistic regression analysis without using information on fuzzy utility ratio to identify subgroup optimal cutoff. This can be achieved by first estimating clinical weights (regression coefficients), and 500 simulations were run based on this underlying model to generate the sensitivity and specificity given different cutoffs. The optimal sensitivity and specificity for each subgroup in combination with three covariates (age, obesity, and menopause) could be ascertained from 500 simulated estimates. The results show that the conventional logistic regression model is less discriminative to identify the optimal subgroup cutoff such as the covariate (obesity and menopause) in the illustration of 55 and 65 years of age in Table 4 (see the final column) than our proposed fuzzy regression model considering fuzzy utility ratio. The explanation for this disparity is that our proposed fuzzy regression model not only considers factors affecting the joint distribution of sensitivity and specificity but also considers the relative contribution between sensitivity and specificity using information on fuzzy utility ratio but the conventional multiple logistic regression failed to consider these two unique features.
Our fuzzy set regression method is also helpful for identifying individual cutoff values like an example of population-based osteoporosis screening with BMD. Using the predetermined fuzzy utility ratio, as shown in Figure 2 , the optimal cutoff for different risk groups given the trade-off between sensitivity and specificity can be selected. The optimal cutoff value for different individual characteristics can also be identified by using the predetermined fuzzy utility ratio as mentioned above. The strategy developed here has significant clinical implications for individualized disease screening.
Although our method can accommodate the characteristics of screening with interval-scaled biological markers, this study raises two concerns. First, we only demonstrated how the proposed fuzzy set regression method was applied to a single marker versus multiple markers, although the proposed two-stage leastsquares method can be extended to multiple markers, as in eq. (8) . This should be tested with empirical data in the future. Second, we captured the heterogeneity of false-negative and false-positive cases using the two logit membership functions. It is necessary to extend other link functions under the framework of a generalized linear model in the future.
In conclusion, the fuzzy set regression method incorporating the membership functions encoded by a constellation of covariates was proposed to assess the heterogeneity of the two misclassifications (FPF and FNF) in disease screening with interval-scaled markers, which is related to the utility (measured by the fuzziness of being classified as disease or non-disease) for the trade-off between the two errors. To minimize the degree of fuzziness, the fuzzy set regression method in combination with the ROC optimization method given a fuzzy utility ratio was then applied to finding the optimal sensitivity and specificity, both of which, in turn, determine the optimal subgroup-specific or subject-specific cutoff for different risk groups. Our proposed fuzzy set regression method was demonstrated successfully with an example of screening for osteoporosis with bone marrow density.
