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Abstract
This article considers two weight estimates for the single layer potential —
corresponding to the Laplace operator in RN+1 — on Lipschitz surfaces
with small Lipschitz constant. We present conditions on the weights to
obtain solvability and uniqueness results in weighted Lebesgue spaces and
weighted homogeneous Sobolev spaces, where the weights are assumed to
be radial and doubling. In the case when the weights are additionally
assumed to be differentiable almost everywhere, simplified conditions in
terms of the logarithmic derivative are presented, and as an application,
we prove that the operator corresponding to the single layer potential
in question is an isomorphism between certain weighted spaces of the
type mentioned above. Furthermore, we consider several explicit weight
functions. In particular, we present results for power exponential weights
which generalize known results for the case when the single layer potential
is reduced to a Riesz potential, which is the case when the Lipschitz surface
is given by a hyperplane.
Keywords: Single layer potentials; Lipschitz surface; Singular integrals; Weighted
spaces; Homogeneous Sobolev spaces
MSC classification: 45Exx
1 Introduction
The single layer potential on a Lipschitz surface S in RN+1, where N ≥ 2, is
defined by ∫
S
U(Q)
|P −Q|N−1
dS(Q), P ∈ S, (1.1)
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where dS is the Euclidean surface measure. In this article, the surface S is
assumed to be the graph of a Lipschitz function ϕ : RN → R such that ϕ(0) = 0.
We parametrize the single layer potential in (1.1) by Φ(x) = (x, ϕ(x)) for x
in RN and denote the resulting operator by S, i.e., formally
Su(x) =
∫
RN
u(y)
√
1 + |∇ϕ(y)|2
|Φ(x) − Φ(y)|N−1
dy, x ∈ RN .
The aim of this article is to describe under what conditions the single layer
potential operator is an isomorphism between certain weighted Lebesgue spaces
and weighted homogeneous Sobolev spaces. The single layer potential is an
important object that arises naturally in, e.g., the direct approach for solving
Laplace’s equation with boundary integral methods; see for instance Hsiao and
Wendland [2]. There are several other types of applications, and the single layer
potential is a rather well studied object. We refer to Kozlov, Wendland, and
Goldberg [7], Costabel [1], and references found therein for applications and
properties of the single layer potential. Moreover, we note that in the case that
the surface is the hyperplane xN+1 = 0, the single layer potential is reduced
to a Riesz potential of order one. The Riesz potentials are named after Marcel
Riesz, who introduced them in the 1930s [10, 11]. These objects are well known
and can be used in connection with, e.g., fractional integrals; see Rubin [12].
The results presented in this paper generalize those found in Kozlov, Thim, and
Turesson [6] for Riesz potentials on RN .
We will now focus our attention on investigating the equation
Su(x) = f(x), x ∈ RN . (1.2)
Specifically, we consider two-weighted estimates for solutions to (1.2) in weighted
Lp-spaces, with right-hand side in weighted homogeneous Sobolev spaces, sim-
ilar to those found in Section 7.5 in [3], or in Section 8 of [6] for the Riesz
potential case with power exponential weights. We will rely on results from
Kozlov, Thim, and Turesson [4], where we investigated the influence of pertur-
bations of a surface like a cone by a small Lipschitz perturbation and results
were expressed in terms of seminorms and the function Λ(r). This functions is
defined as the Lipschitz constant of ϕ on a ball of radius 2r:
Λ(r) = sup
|x|,|y|≤2r, x 6=y
|ϕ(x) − ϕ(y)|
|x− y|
, r > 0. (1.3)
We denote the global Lipschitz constant of ϕ by Λ0. Note that we only consider
small perturbations in the sense that Λ0 is assumed to be sufficiently small,
which was the setting in [4] due to the application of a fixed point theorem
in locally convex spaces [5]. Moreover, in this article, the function Λ will be
assumed to satisfy a Dini-type condition:
∫ 1
0
Λ(ν)
dν
ν
<∞.
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The class of weights we will consider consist of positive and radial functions
on (0,∞) that are doubling in the sense that there exist positive constants Cγ
and CΓ such that
γ(2x) ≤ Cγγ(x) and Γ(2x) ≤ CΓΓ(x)
for almost every x ∈ RN . A prototypical example of weights of this type is
given by power exponentials, e.g., γ(r) = rα for r > 0. We introduce the
space Lpγ(R
N) as the Banach space consisting of locally integrable functions
on RN \ {0} such that
‖u‖Lpγ(RN ) =
(∫
RN
γ(x)p|u(x)|p dx
)1/p
<∞.
The space BL1,pΓ (R
N ) is the homogeneous Sobolev space consisting of functions
from the local Sobolev space W 1,ploc (R
N \ {0}) such that
‖f‖BL1,p
Γ
(RN ) =
(∫
RN
Γ(x)p
|x|p
|f(x)|p dx+
∫
RN
Γ(x)p|∇f(x)|p dx
)1/p
.
One can prove that the first term in the norm of BL1,pΓ (R
N ) can be estimated
by the second term in the same norm if
sup
r>0
(∫ r
0
sN−1−pΓ(s)pds
)1/p(∫ ∞
r
s−(N−1)/(p−1)Γ(s)−p
′
ds
)1/p′
<∞; (1.4)
see Lemma 3.1. From this it follows that the expression ‖∇f‖Lp
Γ
(RN ) defines
an equivalent norm on BL1,pΓ (R
N) if (1.4) holds. Conditions of the type seen
in (1.4) are frequently present in this article. These types of conditions, some-
times referred to as conditions of Muckenhoupt type, are sufficient and neces-
sary to obtain weighted Hardy inequalities. We refer to Muckenhoupt [9] and
Maz’ya [8], and references found therein.
The main results in this article are the following two theorems concerning
existence and uniqueness for (1.2) when the spaces Lpγ(R
N ) and BL1,pΓ (R
N)
are considered. The results are rather technical, and for that reason, we present
in Theorem 1.3 an application where the weights are assumed to be differen-
tiable almost everywhere with respect to the radial coordinate. This simplifies
the conditions significantly. The existence and uniqueness results follow from
corresponding theorems for local spaces derived previously in Theorems 1.1
and 1.2 of [4]. Indeed, Theorem 1.1 of [4] states that there exist positive con-
stants Λ∗, c1, and c2, depending only on N and p, such that if Λ0 ≤ Λ∗, we
obtain existence and uniqueness results for the equation in (1.2) under cer-
tain restrictions on p and the involved functions. We will use these constants
throughout this article, and in accordance with the proof of Lemma 3.7 in [4],
we also assume that c1Λ∗ ≤ 1/2 and that c2Λ∗ ≤ (N − 1)/2. We use the nota-
tion M = N − c2Λ0, and moreover, tacitly assume that 1 < p < ∞ if nothing
else is stated. The conjugate exponent p′ is defined as p′ = p/(p−1) throughout.
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Theorem 1.1. Suppose that (1.4) holds,
sup
r>0
(∫ r
0
sp
′(M−N/p)−1Γ(s)−p
′
ds
)1/p′(∫ ∞
r
sN−1−Mpγ(s)p ds
)1/p
<∞ (1.5)
and
sup
r>0
(∫ r
0
sN−1γ(s)p exp
(
−c1p
∫ s
0
Λ(ν)
dν
ν
)
ds
)1/p
·
(∫ ∞
r
s−1−Np
′/pΓ(s)−p
′
exp
(
c1p
′
∫ s
0
Λ(ν)
dν
ν
)
ds
)1/p′
<∞,
(1.6)
where N/M < p < N . Then, if f ∈ BL1,pΓ (R
N ), the equation in (1.2) has a
solution u ∈ Lpγ(R
N ) such that
‖u‖Lpγ(RN ) ≤ C‖f‖BL1,p
Γ
(RN ),
where the constant C depends on N , p, the doubling constants of γ and Γ, and
the supremums above.
We wish to remark here that in the case when γ = Γ, the condition in (1.4)
implies that (1.6) is true.
Theorem 1.2. Suppose that u ∈ Lpγ(R
N ), where N/M < p < N , and that
γ−1(r) = O(rN/p−N+c2Λ0), as r→ 0, (1.7)
and
γ−1(r) = O
(
rN/p exp
(
−c1
∫ r
1
Λ(ν)
dν
ν
))
, as r →∞. (1.8)
If Su = 0, then it follows that u = 0.
We prove Theorems 1.1 and 1.2 in Section 3.4, and as an application of these
theorems, we prove in Section 3.5 the following isomorphism result.
Theorem 1.3. If γ and Γ are functions differentiable almost everywhere such
that
c1Λ0 −
N
p
< ess inf
r>0
rγ′(r)
γ(r)
≤ ess sup
r>0
rγ′(r)
γ(r)
< N − c2Λ0 −
N
p
, (1.9)
1−
N
p
< ess inf
r>0
rΓ′(r)
Γ(r)
≤ ess sup
r>0
rΓ′(r)
Γ(r)
< N − c2Λ0 −
N
p
, (1.10)
and
max
{
ess sup
r>0
Γ(r)
γ(r)
, ess sup
r>0
γ(r)
Γ(r)
}
<∞, (1.11)
where N/M < p < N , then the operator S is an isomorphism between Lpγ(R
N )
and BL1,pΓ (R
N ).
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Note that (1.10) implies (1.4); see Corollary 3.2. Moreover, if γ = Γ, then
only (1.10) is necessary out of (1.9)–(1.11) for Theorem 1.3 to hold.
In Section 4, we consider some explicit examples of weights. In particular,
we present an application of Theorem 1.3 where the weights are equal and given
by a power exponential function, i.e., γ(r) = Γ(r) = rα, where α ∈ R satisfies
1 < α+
N
p
< N − c1Λ0. (1.12)
Theorem 4.1 states that S is an isomorphism between Lpγ(R
N ) and BL1,pΓ (R
N)
when α satisfies (1.12). We specifically note that with α = 0 (which satisfies the
condition above), we obtain an isomorphism between Lp(RN ) and the homo-
geneous Sobolev space BL1,pΓ (R
N ) (with Γ = 1). Moreover, we also note that
these results reduce to the corresponding results for Riesz potentials in the case
when Λ0 = 0, i.e., the hyperplane case xN+1 = 0; we refer to Section 8 in [6].
Throughout this paper, the constantC is a generic constant that can change
from line to line, but only depends on the parameters, e.g., N , p, and the
weights γ and Γ.
2 Preliminary Results
2.1 Single Layer Potentials on Lipschitz Surfaces
Let us recall some properties of single layer potentials on Lipschitz surfaces that
were discussed in [4]. The case when xN+1 = 0, where the single layer potential
becomes a Riesz potential, is covered in [6].
In our previous analysis, results were formulated in terms of the family of
seminorms defined by
Np(u ; r) =
(
1
rN
∫
r≤|x|<2r
|u(x)|p dx
)1/p
, r > 0.
The Banach space Xp(RN ) consists of all functions u ∈ Lploc(R
N \ {0}) such
that ∫ 1
0
sN Np(u ; s)
ds
s
+
∫ ∞
1
Np(u ; s) ds <∞, (2.1)
where the left-hand side defines the norm on Xp(RN ). This space is the natural
domain, in terms of the seminorms Np, for the operator S in the case that S is
the hyperplane xN+1 = 0; this is discussed further in [6]. For 0 < M ≤ N , the
Banach space Y 1,pM (R
N ) consists of all functions f in W 1,ploc (R
N \ {0}) such that
∫ 1
0
sM Np(∇f ; s)
ds
s
+
∫ ∞
1
Np(∇f ; s) ds <∞ (2.2)
and limr→∞
∫
SN−1 f(rθ) dS(θ) = 0, where S
N−1 is the unit sphere inRN and dS
is the Euclidian surface measure. The left-hand side of (2.2) defines the norm on
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this space. We note that (2.2) implies that the limit in the definition exists. The
raison d’eˆtre for the space Y 1,pM (R
N ) is that if M = N − c2Λ0, then solutions
to (1.2) exist; see Theorem 2.1 below. For a comparison of these spaces with
weighted Lebesgue spaces and weighted Sobolev spaces, see Lemma 3.3.
The single layer potential Su is weakly differentiable if u ∈ Xp(RN ) and
∂kSu(x) = (1−N)
(
Tku(x) + ∂kϕ(x)TN+1u(x)
)
(2.3)
for x ∈ RN and k = 1, 2, . . . , N , where Tk are the singular integral operators
defined by
Tku(x) = p.v.
∫
RN
(Φ(x) − Φ(y))k
|Φ(x)− Φ(y)|N+1
u(y)
√
1 + |∇ϕ(y)|2 dy, x ∈ RN ,
for k = 1, 2, . . . , N + 1. Here, (Φ(x))k denotes the kth component of the vec-
tor Φ(x). In Section 2.2 of [4], it is shown that if u ∈ Lploc(R
N \{0}), 1 < p <∞,
satisfies ∫ 1
0
sN Np(u ; s)
ds
s
+
∫ ∞
1
Np(u ; s)
ds
s
<∞, (2.4)
then Tku is defined almost everywhere and
Np(Tku ; r) ≤ C
∫ r
0
(s
r
)N
Np(u ; s)
ds
s
+C
∫ ∞
r
Np(u ; s)
ds
s
for r > 0, (2.5)
for k = 1, 2, . . . , N + 1, where C only depends on N and p.
Furthermore, in [4], the following existence and uniqueness results were
proved.
Theorem 2.1. There exist positive constants Λ∗, c1, c2, and c3, depending only
on N and p, such that if Λ0 ≤ Λ∗ and if f ∈ Y
1,p
M (R
N ) with M = N − c2Λ0
and 1 < p < ∞, then (1.2) has a solution u in Xp(RN ). For r > 0, this
solution satisfies
Np(u ; r) ≤ c3
∫ r
0
(s
r
)M
Np(∇f ; s)
ds
s
+ c3
∫ ∞
r
exp
(
c1
∫ s
r
Λ(ν)
dν
ν
)
Np(∇f ; s)
ds
s
.
(2.6)
Theorem 2.2. Suppose that u ∈ Lploc(R
N \ {0}), where 1 < p <∞, and that u
satisfies (2.1),
Np(u ; r) = O
(
exp
(
−c1
∫ r
1
Λ(ν)
dν
ν
))
as r →∞, (2.7)
and
Np(u ; r) = O
(
r−M
)
as r → 0, (2.8)
where c1, c2, M , and Λ∗ are as in Theorem 2.1, and Λ0 ≤ Λ∗. If Su = 0, then
it follows that u = 0.
We would like to point out that the solution in Theorem 2.1 satisfies the condi-
tions in Theorem 2.2; see Remark 3.12 in [4].
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2.2 Weighted Inequalities
Before proving the main results, we collect some technical lemmas. To shift
between the spaces Xp(RN ) and Y 1,pM (R
N ) and their weighted counterparts,
we will employ Lemma 2.1 in [6] which we now present to assist the reader.
Lemma 2.3. Suppose that 0 ≤M1 < M2 ≤ ∞. Then, for u ∈ L1loc(R
N \ {0}),
∫
M1≤|x|<M2
|u(x)|
|x|N−1
dx ≤ C
∫ M2
M1/2
N1(u ; ρ) dρ ≤
∫
M1/2≤|x|<2M2
|u(x)|
|x|N−1
dx,
where C = (N − 1)/(2N−1 − 1).
We also present the weighted Hardy inequalities we will rely on. The proof can
be found in, e.g., Muckenhoupt [9].
Lemma 2.4. Suppose that g, U , and V are measurable functions on (0,∞).
Then
(i) there exists a constant C1 such that
(∫ ∞
0
∣∣∣∣U(r)
∫ r
0
g(s)ds
∣∣∣∣
p
dr
)1/p
≤ C1
(∫ ∞
0
|V (r)g(r)|pdr
)1/p
(2.9)
if and only if
B1 = sup
r>0
(∫ ∞
r
|U(s)|pds
)1/p(∫ r
0
|V (s)|−p
′
ds
)1/p′
<∞,
(ii) and there exists a constant C2 such that
(∫ ∞
0
∣∣∣∣U(r)
∫ ∞
r
g(s)ds
∣∣∣∣
p
dr
)1/p
≤ C2
(∫ ∞
0
|V (r)g(r)|pdr
)1/p
(2.10)
if and only if
B2 = sup
r>0
(∫ r
0
|U(s)|pds
)1/p(∫ ∞
r
|V (s)|−p
′
ds
)1/p′
<∞.
The least constants Cj for which (2.9) and (2.10) hold satisfies
Bj ≤ Cj ≤ p
1/p(p′)1/p
′
Bj for j = 1, 2.
The results of Lemma 2.4 also hold for p = 1 and p = ∞ with the natural
conventions. However, we will only use 1 < p <∞ in this paper.
If the weights are assumed to be differentiable, we can often reduce the
complexity of the derived formulas by the following lemma.
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Lemma 2.5. Let g be a non-negative function on (0,∞) that is almost every-
where differentiable, and suppose that α is a positive constant and that β is a
real nonzero constant. Then
(i) if
C∗ = ess inf
0<s<r
(
1 +
β
α
sg′(s)
g(s)
)
> 0, (2.11)
then ∫ r
0
sα−1g(s)β ds ≤
1
αC∗
rαg(r)β for r > 0; (2.12)
(ii) if
C∗ = ess inf
s>r
(
1−
β
α
sg′(s)
g(s)
)
> 0, (2.13)
then ∫ ∞
r
s−α−1g(s)β ds ≤
1
αC∗
r−αg(r)β for r > 0. (2.14)
Proof. To prove (i), we use integration by parts and obtain that
∫ r
0
sα−1g(s)β ds ≤
rαg(r)β
α
−
β
α
∫ r
0
sαg(s)β−1g′(s) ds,
or equivalently, that
∫ r
0
sα−1g(s)β
(
1 +
β
α
sg′(s)
g(s)
)
ds ≤
rαg(r)β
α
.
Using (2.11), we obtain the estimate in (2.12).
Similarly, using integration by parts we also obtain that
∫ ∞
r
s−α−1g(s)β ds ≤
r−αg(r)β
α
+
β
α
∫ r
0
s−αg(s)β−1g′(s) ds,
or equivalently, that
∫ ∞
r
sα−1g(s)β
(
1−
β
α
sg′(s)
g(s)
)
ds ≤
r−αg(r)β
α
.
Using (2.13), we obtain the estimate in (2.14).
3 Main Results
We now proceed to prove the main results of this paper.
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3.1 Weighted Spaces
We start by proving when there is an equivalent norm on BL1,pΓ (R
N ), which
will simplify some of our calculations.
Lemma 3.1. Suppose that
B = sup
r>0
(∫ r
0
sN−1−pΓ(s)pds
)1/p(∫ ∞
r
s−(N−1)/(p−1)Γ(s)−p
′
ds
)1/p′
<∞.
(3.1)
Then the expression ‖∇f‖Lp
Γ
(RN ) defines an equivalent norm on BL
1,p
Γ (R
N).
Proof. Since limr→∞ f(rω) = 0 for all ω ∈ SN−1, polar coordinates and a
weighted Hardy inequality (Lemma 2.4) implies that
∫
RN
|f(x)|p Γ(x)p
|x|p
dx =
∫
SN−1
∫ ∞
0
rN−1−p|f(rω)|pΓ(r)pdr dω
≤
∫
SN−1
∫ ∞
0
∣∣∣∣r−1+(N−1)/pΓ(r)
∫ ∞
r
f ′s(sω)ds
∣∣∣∣
p
dr dω
≤ C
∫
SN−1
∫ ∞
0
∣∣∣∣r(N−1)/pΓ(r)f ′s(sω)
∣∣∣∣
p
dr dω
≤ C
∫
RN
Γ(x)p|∇f(x)|p dx
is true if and only if (3.1) holds. Here, f ′s denotes the radial derivative of f and
the constant C depends on B, N , and p.
Corollary 3.2. If the weight Γ is differentiable almost everywhere, the condi-
tion in (3.1) of Lemma 3.1 can be replaced by 1 < p < N and
inf
r>0
rΓ′(r)
Γ(r)
> 1−
N
p
. (3.2)
Proof. This result follows from two applications of Lemma 2.5 with g(s) = Γ(s).
First, we put α = N − p and β = p. The condition that α > 0 can be expressed
as p < N , and (2.11) is given by (3.2). Secondly, we put α = (N − p)/(p− 1)
and β = −p′. The condition that α > 0 can again be expressed as p < N ,
and (2.13) is reduced to (3.2). Thus, by Lemma 2.5(i) and (ii),
B ≤ sup
r>0
Cr(N−p)/pΓ(r)r−(N−p)/pΓ(r)−1 = C <∞.
We now have sufficient tools to investigate when the weighted spaces Lpγ(R
N)
and BL1,pΓ (R
N) are included in Xp(RN ) and Y 1,pM (R
N ), respectively.
Lemma 3.3. The following inclusions are valid.
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(i) If ∫ 1
0
sNγ(s)−p
′ ds
s
+
∫ ∞
1
s−Np
′/pγ(s)−p
′ ds
s
<∞, (3.3)
then Lpγ(R
N ) ⊂ Xp(RN ).
(ii) If (1.4) holds and
∫ 1
0
s(M−N/p)p
′
Γ(s)−p
′ ds
s
+
∫ ∞
1
s−Np
′/pΓ(s)−p
′ ds
s
<∞, (3.4)
then BL1,pΓ (R
N) ⊂ Y 1,pM (R
N ).
Proof. Ho¨lder’s inequality and Lemma 2.3 imply that
∫ 1
0
sNNp(u ; s)
ds
s
≤
(∫ 1
0
s(N−N/p)p
′
γ(s)−p
′ ds
s
)1/p′(∫
|x|≤2
γp|u|p
)1/p
and
∫ ∞
1
sNp(u ; s)
ds
s
≤
(∫ ∞
1
s−Np
′/pγ(s)−p
′ ds
s
)1/p′(∫
|x|>1
γp|u|p
)1/p
.
Thus, it is sufficient that (3.3) holds for the inclusion to be true.
Similarly, by Ho¨lder’s inequality and Lemma 2.3,
∫ 1
0
sM Np(∇f ; s)
ds
s
≤
(∫ 1
0
s(M−N/p)p
′
Γ(s)−p
′ ds
s
)1/p′(∫
|x|≤2
Γp|∇f |p
)1/p
and
∫ ∞
1
sNp(∇f ; s)
ds
s
≤
(∫ ∞
1
s−Np
′/pΓ(s)−p
′ ds
s
)1/p′(∫
|x|>1
Γp|∇f |p
)1/p
.
Thus, it is sufficient that (3.4) and (1.4) hold for us to obtain that BL1,pΓ (R
N )
is a subset of Y 1,pM (R
N ).
Corollary 3.4. If γ and Γ are differentiable almost everywhere, the condition
in (3.3) can be replaced by
ess sup
0<r<1
rγ′(r)
γ(r)
< N −
N
p
and ess inf
r>1
rγ′(r)
γ(r)
> −
N
p
, (3.5)
while the condition in (3.4) can be replaced by
ess sup
0<r<1
rΓ′(r)
Γ(r)
< M −
N
p
, and ess inf
r>0
rΓ′(r)
Γ(r)
> 1−
N
p
, (3.6)
if Mp > N .
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Proof. Similarly to the proof of Corollary 3.2, we obtain the desired result from
Lemma 2.5. Indeed, Lemma 2.5(i) with α = N , β = −p′, and g(s) = γ(s),
shows that the first integral in the left-hand side of (3.3) is finite if (3.5) holds.
Lemma 2.5(ii) with α = Np′/p, β = −p′, and g(s) = γ(s), shows that the
second integral in the left-hand side of (3.3) is finite if (3.5) holds. Lemma 2.5(i)
with α = (M −N/p)p′, β = −p′, and g(s) = Γ(s), shows that the first integral
in the left-hand side of (3.4) is finite if (3.6) holds and Mp > N . Lemma 2.5(ii)
with α = Np′/p, β = −p′, and g(s) = Γ(s), shows that the second integral in the
left-hand side of (3.4) is finite if (3.6) holds. Note also that (3.6) implies (1.4).
3.2 Continuity of S
It is clear from Section 2 that S maps Xp(RN ) into W 1,ploc (R
N \ {0}). How-
ever, we need conditions for when the operator S is bounded as a mapping
from Lpγ(R
N ) into BL1,pΓ (R
N).
Proposition 3.5. Suppose that
B1 = sup
r>0
(∫ r
0
sN−1γ(s)−p
′
ds
)1/p′(∫ ∞
r
sN−1−NpΓ(s)p ds
)1/p
<∞ (3.7)
and
B2 = sup
r>0
(∫ r
0
sN−1Γ(s)p ds
)1/p(∫ ∞
r
s−(1+Np
′/p)γ(s)−p
′
ds
)1/p′
<∞. (3.8)
Then
‖∇Su‖Lp
Γ
(RN ) ≤ C‖u‖Lpγ(RN ),
where C depends only on N , p, B1, B2, and the doubling constants. If also (1.4)
holds, then S is a continuous mapping from Lpγ(R
N ) into BL1,pΓ (R
N ).
Proof. Since u ∈ Xp(RN) by Lemma 3.3, we obtain by (2.3) and (2.5) that
Np(∇Su ; r) ≤ C
∫ r
0
(r
s
)N
Np(u ; s)
ds
s
+ C
∫ ∞
r
Np(u ; s)
ds
s
, r > 0. (3.9)
Thus, by Lemma 2.3 and (3.9),
‖Su‖p
Lp
Γ
(RN )
=
∫
RN
Γ(x)p|∇Su(x)|p dx
≤ C
∫ ∞
0
N1(|x|
N−1Γ(x)p|∇Su(x)|p ; r) dr
≤ C
∫ ∞
0
rN−1Γ(r)pNp(∇Su ; r)
p dr
≤ C
∫ ∞
0
rN−1Γ(r)p
(∫ r
0
(s
r
)N
Np(u ; s)
ds
s
)p
dr
+ C
∫ ∞
0
rN−1Γ(r)p
(∫ ∞
r
Np(u ; s)
ds
s
)p
dr,
(3.10)
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where the constant C depends on N , p, and CΓ. We denote the integrals
on the right-hand side by J1 and J2, respectively, and prove that J1 and J2
can be estimated by ‖u‖p
Lpγ(RN )
. Let us consider J1 first. Then there exists a
constant C > 0 such that
J1 =
∫ ∞
0
∣∣∣∣r(N−1)/p−NΓ(r)
∫ r
0
sN−1Np(u ; s) ds
∣∣∣∣
p
dr
≤ C
∫ ∞
0
∣∣r(N−1)/pγ(r)Np(u ; r)∣∣p dr
if and only if (3.7) holds (Lemma 2.4), and then J1 satisfies
J1 ≤ C
∫ ∞
0
rN−1γ(r)pN1(|u|
p ; r) dr
≤ C
∫ ∞
0
rN−1N1(γ
p |u|p ; r) dr
≤ C
∫
RN
γ(x)p |u(x)|p dx,
(3.11)
where we used Lemma 2.3 and the doubling condition of γ. The constant C
depends on B1, N , p, and the doubling constants of γ and Γ.
Similarly, there exists a constant C > 0 such that
J2 =
∫ ∞
0
∣∣∣∣r(N−1)/p−NΓ(r)
∫ ∞
r
Np(u ; s)
ds
s
∣∣∣∣
p
dr
≤ C
∫ ∞
0
∣∣r(N−1)/pγ(r)Np(u ; r)∣∣p dr
if and only if (3.8) holds, and then analogously with (3.11), J2 satisfies
J2 ≤ C
∫
RN
γ(x)p |u(x)|p dx,
where C depends on B2, N , p, and the doubling constants of γ and Γ.
Remark 3.6. Note that (3.7) and (3.8) imply (3.3). This proves that Lpγ(R
N ) is
a subset of Xp(RN ) if the conditions in Proposition 3.5 are satisfied. Moreover,
if γ = Γ, then (1.4) implies (3.8).
Corollary 3.7. If γ and Γ are differentiable almost everywhere, the conditions
in (3.7) and (3.8) of Proposition 3.5 can be replaced by
max
{
ess sup
r>0
rγ′(r)
γ(r)
, ess sup
r>0
rΓ′(r)
Γ(r)
}
< N −
N
p
, (3.12)
min
{
ess inf
r>0
rγ′(r)
γ(r)
, ess inf
r>0
rΓ′(r)
Γ(r)
}
> −
N
p
, (3.13)
and
ess sup
r>0
Γ(r)
γ(r)
<∞. (3.14)
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Proof. Similarly with the proof of Corollary 3.2, we obtain this Corollary by
means of Lemma 2.5. Specifically, we use Lemma 2.5(i) with α = N , β = −p′,
and g(s) = γ(s), and Lemma 2.5(ii) with α = Np−N , β = p, and g(s) = Γ(s).
This proves that (3.12) is sufficient for (2.12) and (2.14), which in turn proves
that the left-hand side of (3.7) is finite if (3.14) holds since
B1 ≤ sup
r>0
CrN/p
′
γ(r)−1r−N+N/pΓ(r) = C sup
r>0
Γ(r)
γ(r)
.
Secondly, Lemma 2.5(i) with α = N , β = p, and g(s) = Γ(s), and Lemma 2.5(ii)
with α = Np′/p, β = −p′, and g(s) = γ(s), proves that (3.13) is sufficient
for (2.12) and (2.14), and hence, the left-hand side of (3.8) is finite if (3.14)
holds since
B2 ≤ sup
r>0
CrN/pΓ(r)r−N/pγ(r)−1 = C sup
r>0
Γ(r)
γ(r)
.
3.3 Existence and Uniqueness of Solutions
Since we consider equation (1.2) for functions in the weighted spaces Lpγ(R
N)
and BL1,pΓ (R
N), we need to relate these spaces to Theorems 2.1 and 2.2. The
following proposition provides conditions on the weights to obtain a class in
which solutions to (1.2) are unique.
Proposition 3.8. Suppose that u ∈ Lpγ(R
N ), where γ satisfies
γ−1(r) = O(rN/p−M ), as r → 0
and
γ−1(r) = O
(
rN/p exp
(
−c1
∫ r
1
Λ(ν)
dν
ν
))
, as r→∞.
Then u ∈ Xp(RN ) and u satisfies (2.7) and (2.8) in Theorem 2.2.
Proof. The fact that u ∈ Xp(RN ) is a consequence of Lemma 3.3. Indeed,
the conditions required in Proposition 3.8 imply that both integrals in (3.3) are
finite, as can be verified directly. Moreover, we know that u ∈ Lpγ(R
N ), which
implies that for r > 0,
Np(u ; r)
p = r−N
∫
r≤|x|<2r
γ(x)−pγ(x)p|u(x)|pdx
≤ Cr−Nγ(r)−p
∫
RN
γ(x)p|u(x)|pdx
= Cr−Nγ(r)−p‖u‖p
Lpγ(RN )
,
where the constant C depends on the doubling constant of γ. Thus it is clear
that the the corresponding conditions in Theorem 2.2 hold.
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By Theorem 2.1, we now that (1.2) has a solution u if f satisfies certain
conditions. For this solution, the estimate in (2.6) is valid. We now prove that
for functions u ∈ Xp(RN ) that satisfies this estimate, the mapping f 7→ u
is a bounded operator from BL1,pΓ (R
N ) into Lpγ(R
N ) when the weights are
sufficiently nice.
Proposition 3.9. Suppose that u ∈ Xp(RN) satisfies (2.6) in Theorem 2.1. If
B1 = sup
r>0
(∫ r
0
sp
′(M−N/p)−1Γ(s)−p
′
ds
)1/p′(∫ ∞
r
sN−1−Mpγ(s)p ds
)1/p
<∞
(3.15)
and
B2 = sup
r>0
(∫ r
0
sN−1γ(s)p exp
(
−c1p
∫ s
0
Λ(ν)
dν
ν
)
ds
)1/p
·
(∫ ∞
r
s−1−Np
′/pΓ(s)−p
′
exp
(
c1p
′
∫ s
0
Λ(ν)
dν
ν
)
ds
)1/p′
<∞,
(3.16)
then
‖u‖Lpγ(RN ) ≤ C‖∇f‖LpΓ(RN ),
where the constant C depends on B1, B2, N , p, and the doubling constants.
Proof. Similarly with the proof of Proposition 3.5,
‖u‖p
Lpγ(RN )
=
∫
RN
γ(x)p|u(x)|p dx
≤ C
∫ ∞
0
N1(|x|
N−1γ(x)p|u(x)|p ; r) dr
≤ C
∫ ∞
0
rN−1γ(r)pNp(u ; r)
p dr,
(3.17)
where the constant C depends on Cγ and N . Now, (2.6) implies that the right-
hand side of (3.17) is bounded by
C
∫ ∞
0
rN−1γ(r)p
(∫ r
0
(s
r
)M
Np(∇f ; s)
ds
s
)p
dr
+ C
∫ ∞
0
rN−1γ(r)p
(∫ ∞
r
exp
(
c1
∫ s
r
Λ(ν)
dν
ν
)
Np(∇f ; s)
ds
s
)p
dr.
(3.18)
We denote the integrals in (3.18) by J1 and J2, respectively, and prove that
both integrals can be bounded by ‖∇f‖p
Lpγ(RN )
. Let us consider J1 first. Then
there exists a constant C > 0 such that
J1 =
∫ ∞
0
∣∣∣∣r(N−1)/p−Mγ(r)
∫ r
0
sM−1Np(∇f ; s) ds
∣∣∣∣
p
dr
≤ C
∫ ∞
0
∣∣r(N−1)/pΓ(r)Np(∇f ; r)∣∣p dr
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if and only if (3.15) holds (Lemma 2.4), and then J1 satisfies
J1 ≤ C
∫ ∞
0
rN−1Γ(r)pN1(|∇f |
p ; r) dr
≤ C
∫ ∞
0
rN−1N1(Γ
p |∇f |p ; r) dr
≤ C
∫
RN
Γ(x)p |∇f(x)|p dx
(3.19)
where we used Lemma 2.3 and the doubling condition of Γ. The constant C
now depends on B1, N , p, and the doubling constants.
Similarly, there exists a constant C > 0 such that
J2 =
∫ ∞
0
∣∣∣∣r(N−1)/pγ(r) exp
(
−c1
∫ r
0
Λ(ν)
dν
ν
)
·
∫ ∞
r
exp
(
c1
∫ s
0
Λ(ν)
dν
ν
)
Np(∇f ; s)
ds
s
∣∣∣∣
p
dr
≤ C
∫ ∞
0
∣∣r(N−1)/pΓ(r)Np(∇f ; r)∣∣p dr
if and only if (3.16) holds, and then analogously with (3.19), J2 satisfies
J2 ≤ C
∫
RN
Γ(x)p |∇f(x)|p dx,
where C depends on B2, N , p, and the doubling constants.
Remark 3.10. Note that (3.15) and (3.16) imply (3.4). This proves that the
space BL1,pΓ (R
N ) is a subset of Y 1,pM (R
N ) if the conditions in Proposition 3.9
are satisfied and (1.4) holds.
Corollary 3.11. If γ and Γ are differentiable almost everywhere, the conditions
in (3.15) and (3.16) of Proposition 3.9 can be replaced by Mp > N ,
max
{
ess sup
r>0
rγ′(r)
γ(r)
, ess sup
r>0
rΓ′(r)
Γ(r)
}
< M −
N
p
, (3.20)
min
{
ess inf
r>0
(
rγ′(r)
γ(r)
− c1Λ(r)
)
, ess inf
r>0
(
rΓ′(r)
Γ(r)
− c1Λ(r)
)}
> −
N
p
, (3.21)
and
ess sup
r>0
γ(r)
Γ(r)
<∞. (3.22)
Proof. We proceed as in the proof of Corollary 3.2. Indeed, Lemma 2.5(i)
with α = p′(M −N/p), β = −p′, and g(s) = Γ(s), and Lemma 2.5(ii) with α =
Mp − N , β = p, and g(s) = γ(s), proves that (3.20) is sufficient for (2.12)
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and (2.14), which proves that the left-hand side of (3.15) is finite if (3.22) holds
since
B1 ≤ sup
r>0
CrM−N/pΓ(r)−1r−M+N/pγ(r) = sup
r>0
γ(r)
Γ(r)
<∞.
Secondly, Lemma 2.5(i) with α = N , β = p, and
g(s) = exp
(
log γ(s)− c1
∫ s
0
Λ(ν)
dν
ν
)
, s > 0,
and Lemma 2.5(ii) with α = Np′/p, β = −p′, and
g(s) = exp
(
log Γ(s)− c1
∫ s
0
Λ(ν)
dν
ν
)
, s > 0,
proves that (3.21) is sufficient for (2.12) and (2.14), which in turn shows that
the left-hand side of (3.16) is finite if (3.22) holds since
B2 ≤ sup
r>0
CrN/pγ(r) exp
(
−c1
∫ r
0
Λ(ν)
dν
ν
)
r−N/pΓ(r)−1 exp
(
c1
∫ r
0
Λ(ν)
dν
ν
)
= sup
r>0
γ(r)
Γ(r)
<∞.
3.4 Proof of Theorems 1.1 and 1.2
The proof of our main results is basically the “sum” of the propositions in
the preceding sections. We start by proving Theorem 1.1. It is clear from
Remark 3.10 that (1.5) and (1.6) imply that f ∈ Y 1,pM (R
N ) if (1.4) holds, and
thus, Theorem 2.1 proves that there exist a solution u ∈ Xp(RN ) to (1.2) which
satisfies (2.6). Proposition 3.9 now concludes the proof of Theorem 1.1.
Turning our attention to Theorem 1.2, we note that (1.7) and (1.8) are
the conditions in Proposition 3.8, which proves that solutions in Lpγ(R
N ) which
satisfy (1.7) and (1.8) are unique by Theorem 2.2.
3.5 Proof of Theorem 1.3
Similarly with Section 3.4, we first need to require that Lpγ(R
N ) and BL1,pΓ (R
N )
are subsets of Xp(RN ) and Y 1,pM (R
N ), respectively. However, this is true if the
conditions of Propositions 3.5 and 3.9 are satisfied (see Remarks 3.6 and 3.10),
and since (1.9), (1.10), and (1.11), are sufficient for Corollaries 3.2, 3.7, and 3.11,
we have the necessary requirements for both the inclusions and moreover, the
continuity of both S and a presumptive inverse mapping satisfying (2.6). Fur-
thermore, since f ∈ BL1,pΓ (R
N ) implies that f ∈ Y 1,pM (R
N ) in our case, The-
orem 2.1 provides the existence of a solution u to Su = f . Next we need to
make sure that solutions are unique so that an inverse exists for the spaces in
question. It is true that, for almost every s > 0,
c1Λ0 −
N
2
<
sγ′(s)
γ(s)
⇔
1
s
(
c1Λ0 −
N
2
)
<
d
ds
(
log γ(s)
)
.
16
Integrating both sides, we obtain that
log rc1Λ0−N/2 <
∫ r
1
d
ds
(
log γ(s)
)
ds = log γ(r) − log γ(1), for r > 0,
or equivalently,
γ(r) > γ(1)rc1Λ0−N/2, for r > 0.
Thus,
γ(r)−1
rN/p−M
≤ CrN/2 as r → 0,
if N − c1Λ0− c2Λ0 > 0, which is true if c1Λ0 ≤ 1/2 and c2Λ0 ≤ (N − 1)/2, and
γ(r)−1
rN/p−c1Λ0
≤ C as r→∞.
Hence, the conditions in Proposition 3.8 are satisfied, and S is injective viewed
as a mapping from Lpγ(R
N ) into BL1,pΓ (R
N).
This concludes the proof of Theorem 1.3. Indeed, for the assumptions in
the theorem, we have proved that the operator S : Lpγ(R
N) → BL1,pΓ (R
N ) is
continuous and that the operator S−1 : BL1,pΓ (R
N ) → Lpγ(R
N ) exists and is
also continuous.
4 Explicit Examples
Let us consider some explicit examples of differentiable weights, starting with
power exponential weights.
Theorem 4.1. Suppose that γ(r) = Γ(r) = rα, where α ∈ R. If N/M < p < N
and
1 < α+
N
p
< N − c2Λ0, (4.1)
then S is an isomorphism between Lpγ(R
N ) and BL1,pΓ (R
N ).
Obviously γ and Γ are differentiable functions, so Theorem 1.3 is applicable.
We thus obtain the requirement (4.1) since rγ′(r)γ(r)−1 = α. We note here
that if Λ0 = 0, meaning that we consider a hyperplane in R
N+1, we obtain the
same result that was presented in Theorem 8.4 of [6] for Riesz potentials.
An obvious modification is given by letting γ(r) = rα1 when 0 < r < 1
and γ(r) = rα2 when r ≥ 1. Then, if
1−
N
p
< min{α1, α2} ≤ max{α1, α2} < N − c2Λ0 −
N
p
,
the operator S is an isomorphism between Lpγ(R
N ) and BL1,pΓ (R
N ). This
allows for separate treatment of behavior close to zero and for large argu-
ments. Furthermore, we can also consider power logarithmic weights. Indeed,
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if γ(r) = Γ(r) =
(
log(1 + r)
)α
, where α ∈ R, N/M < p < N , and (4.1) holds,
then S is an isomorphism between Lpγ(R
N ) and BL1,pΓ (R
N). This result is not
surprising considering that log(1 + r) ≈ r for small r. More specifically, it is
clear that γ and Γ are differentiable functions, so Theorem 1.3 is applicable and
if α > 0, then rγ′(r)γ(r)−1 is a decreasing function such that
0 = inf
r>0
rγ′(r)
γ(r)
≤ sup
r>0
rγ′(r)
γ(r)
= α,
and if α < 0, then rγ′(r)γ(r)−1 is an increasing function such that
α = inf
r>0
rγ′(r)
γ(r)
≤ sup
r>0
rγ′(r)
γ(r)
= 0,
which leaves (4.1) intact.
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