Abstract-This paper investigates the use of reconfigurable computing and readily available Field Programmable Gate Array (FPGA) platforms to expedite the generation of input-patterns for testing integrated circuits after manufacture. Unlike traditional fault simulation approaches, our approach emulates single stuckat fault behavior in a circuit and finds the minimum test pattern set to detect it. In this paper, we present a method to insert faults into a circuit netlist by identifying circuit fault sites. We then present our parallel method of fault emulation and describe our method to organize and compress the input patterns needed to identify all faults. Using circuits from the ISCAS and MCNC benchmark suites, we show that our approach does better than a commercial tool in test-set reduction.
I. INTRODUCTION
In 1965, Intel co-founder Gordon Moore, made an observation. He predicted that the number of transistors in a given space would double every eighteen months. This prediction, now popularly known as Moore's Law, has been the driving force behind rapid innovations in semiconductor industry. For the past few decades, the transistor dimensions have steadily downscaled. The smaller dimensions have helped the number of transistors integrated on a single chip to increase allowing for a higher packing density, better circuit performance and lower cost-of-production.
Building large circuit structures or integrating billions of devices at very small dimensions raises its own set of challenges. The precise transfer of circuit patterns onto a wafer using lithography is becoming difficult as dimensions of the transistors are becoming much smaller than the wavelength of the optical sources. Precise control of doping, reliability of thin oxide structures, decreased mobility of charge carriers are few other challenges directly attributed to scaling [1] . As a result faults manifest themselves as permanent defects in wires and transistors during the complex manufacturing steps.
The constraints of energy consumption placed by the large number of devices will also require the lowest possible supply voltages. A supply voltage of 0.6V is the current ITRS prediction for low-power operation in 2021 [2] . This lower supply voltage also leads to the reduction in noise margin. This reduced noise margin, exposes computation to higher soft error rates since thermal fluctuations can easily alter the state of the devices [3] . The noise margin reduction also stems from the inherent variations in the process and system parameters (eg. threshold voltage, gate lengths, doping profile etc), which give rise to non-uniform switching behavior causing deterioration of performance as well as increased functional failure and susceptibility to noise. While transient errors that occur during circuit operation will require complex online error detection approach [4] - [6] , permanent faults can be checked for during production and the chip can be discarded before it causes errors for the enduser. Circuit designers use variety of defect models to capture the behavior of a permanent defect in chip. One such model, the stuck-at-fault model deals with wires within the circuit being stuck at either a logic-1 (SA1), or a stuck-at-zero fault (SA0). This fault model does not have a specific cause; rather, it is an abstract fault model with numerous causes. Figure 1 shows a portion of a circuit where an internal circuit line has been permanently stuck-at-0. This incorrect value at this node propagates to the rest of the circuit and causes an incorrect outcome at the output. The incorrect output due to the fault is shown in parenthesis at each affected node. In real circuits, faults can also occur at multiple locations at once. Handling more than one fault at the same time is realistic but makes detection algorithm very complex. However, it was shown by Hughes and McCluskey that any algorithm that covers all possible single-faults in a circuit will also cover multiple-faults in the same circuit [7] , [8] . Hence, the single stuck-at fault model is the subject of focus in this paper.
A general way to test for stuck-at faults after manufacturing is to run a set of input stimulus and compare the output of the integrated circuit with a set of expected outputs. Any deviation from the expected outputs results in a functional error. Since the number of input stimulus grows exponentially with the number of inputs to the circuit, finding a representative subset of the circuit is of utmost importance. The goal of any faultsimulation algorithm is to find the least number of input conditions that can cover the most number of faults quickly and efficiently using the single-stuck-at fault to model errors in the system. Automatic Test Pattern Generation (ATPG) is a technique that aims at finding a compact and optimal testset to detect all possible faults in the system. For test pattern generation, numerous approaches for fault simulation in software and fault emulation in hardware have been proposed by researchers in the past.
Fault simulation uses a computer program to determine the best possible vectors. It allows engineers to reproduce any detail of a circuit and gives them an option to focus on a higher level behavior before concentrating on the lower level netlist. This is done primarily to see that the higher levels of behavior fall within the acceptable performance boundaries. Software related techniques popularly used today include serial, semi-parallel, deductive, concurrent, differential-calculus, probabilistic and multi-threaded algorithms [8] - [11] .
At the same time, fault emulation approaches in hardware have included vector processors [12] , [13] , multi-processors, Graphics Processing units [14] , supercomputers [15] as well as reconfigurable computing platforms [16] , [17] . These approaches have their own merit but mostly suffer from requiring significant design time and effort and require the use of complex and very expensive specialized hardware. In contrast to these methods, the approach proposed in this paper performs fault emulation by using off-the-shelf commercial reconfigurable computer called the Field Programmable Gate Array (FPGA) processor. An FPGA contains a collection of configurable logic blocks and programmable interconnects that can be configured by the designer to fit the design needs. An FPGA can be configured in a variety of waysusing a hardware description language (such as Verilog or VHDL); a schematic with a group of logic gates/modules; or using a syntax similar to most current software programming languages, such as C++ and JAVA. Hardware description languages facilitate the transfer of simulation techniques to an FPGA and allows for programmers to develop hardware easier using concepts that software developers use. By leveraging the FPGAs reconfigurability and parallel processing capabilities, a speed up in fault detection can be achieved over previous computer simulation techniques. This paper discusses our automated fault insertion methodology and presents result for our parallel fault emulation technique that finds the smallest set of input vectors required to find all detectable single-stuckat faults.
II. VIRTEX II PRO FPGA
Xilinx Virtex-II Pro Development System (XUPV2P) serves as the platform for this work. The low-cost but powerful board houses a Xilinx XC2VP30 FPGA with 30,816 Configurable Logic Blocks (CLBs), 136 18-bit multipliers, 2,448Kb of block RAM, and two PowerPC Processor cores [18] . The PowerPC features a 64-bit architecture that can also run in a 32-bit mode. This processor has 5 pipeline stages, 16 KB of instruction and data caches, and can run at clock rates of up to and above 400 MHz. The communication between the processor and the custom logic cores built using the available CLBs takes place via the Processor Local Bus (PLB). Figure 2 shows the physical layout of the Virtex II Pro FPGA FPGA used in this design. It shows the actual implementation of the fault detection algorithm (described later in Section IV) for benchmark circuit C432.
III. FAULT INSERTION
Fault testing and test vector generation requires the insertion of faults into a copy of the circuit and comparison of the outputs with the working version of the circuit. Even when a simple stuck-at fault model is considered, this can be a daunting task because of the vast number of possible fault sites. Faults can appear on every line within the circuit -on every primary input/output, intermediate node, and fan out stem and branch. However, it is possible to bring the number of faults to a manageable count by exploiting the logical structure of the circuit under test. Based on the behavior of the logic gates, certain faults are considered equivalent to other faults because a test pattern that detects one also provides a detection of other faults. Similarly, certain faults are considered to dominate other faults because a test pattern that detects a fault could be a superset of the test pattern detecting some other faults. These fault equivalence and dominance relations can be used to find fault checkpoints on the circuit -a collapsed list of sites where faults need to be inserted. It has been shown that a checkpoint consists of all primary inputs to a circuit as well as all fan out branches that occur within the circuit [8] . To insert a fault on the netlist, we devised a C++ code that takes in a structural Verilog netlist and outputs a fault inserted netlist. Consider the schematic and structural verilog netlist shown in Figure 3 for circuit C17 from the ISCAS benchmark suite. From the circuit netlist, a directed graph table is created with the name of the circuit node, the logic type and the node parents as shown in Table I . After the table has been created, the output wires from other gates that lead into each node are all stored into a vector. This vector is cycled through numerous times, and if the wire appears more than once it is stored in another vector along with the number of times it has been detected. If the parent column contains the same node more than once, this node is detected as a fanout. Any node with a NULL parent is a primary input. Since the checkpoint consists of all the fanout branches and primary inputs, it is now possible to add multiplexers at these nodes of the circuit to perform stuck-at-fault emulation accurately. At every checkpoint a multiplexer is inserted with one input connecting to the original gate connection and the second input connecting to the stuck-at-1 or 0 fault being simulated. A muxselect signal is used to choose between the faulty node data and the correct data as shown in Figure 4 . Once the checkpoints have been identified,a new file is generated with the fault inserted netlist. The module name, input, and output lines from the original netlist are copied directly from the original netlist into the new file. The declaration of ports on the module and wires is also copied over with the extra multiplexer control signals added. The multiplexers are then added for the nodes identified as the primary inputs. The module c17test (N1,N2,N3,N6,N7,N22,N23,  SS0,SS1,SS2,SS3,SS4,SS5,  SS6,SS7,SS8 ,SS9,SS10, errsig); input N1,N2,N3,N6,N7, SS0,SS1,SS2,SS3,SS4,SS5, SS6,SS7,SS8,SS9,SS10, errsig; output N22,N23; wire N10,N11,N16,N19, N1_0, N2_0, N3_0, N6_0, N7_0, N3_1, N3_2, N11_1, N11_2, N16_1, N16_2; mux Mux0(N1_0, SS0, errsig, N1); mux Mux1(N2_0, SS1, errsig, N2); mux Mux2(N3_0, SS2, errsig, N3); mux Mux3(N6_0, SS3, errsig, N6); mux Mux4(N7_0, SS4, errsig, N7); mux Mux5(N3_2, SS5, errsig, N3_0); nand NAND2_1 (N10,N1_0, N3_2); mux Mux6(N3_1, SS6, errsig, N3_0); nand NAND2_2 (N11,N3_1,N6_0); mux Mux7(N11_2, SS7, errsig, N11); nand NAND2_3 (N16,N2_0, N11_2); mux Mux8(N11_1, SS8, errsig, N11); nand NAND2_4 (N19,N11_1,N7_0); mux Mux9(N16_2, SS9, errsig, N16); nand NAND2_5 (N22, N10, N16_2); mux Mux10(N16_1, SS10, errsig, N16); nand NAND2_6 (N23,N16_1,N19); endmodule input to the multiplexer are the original signal and the error signal. The multiplexer output is labelled by adding a 0 to the original input name. The same process is repeated for each fanout branch in the checkpoint list. At the end of the netlist, a module is instantiated for the multiplexer. The generated netlist is shown in Figure 5 . The multiplexers are numbered in the order they are created. In the netlist the input errsig is either a 0 (to simulate stuck-at-0) or a 1 (to simulate stuckat-1) and the inputs SS0 to SS10 are the multiplexer select signals. Since we are working with single-stuck-at faults, at any given time only one of the SS0-SS10 signals is HIGH. This means that only fault associated with SS0 is added to the netlist. Similarly, C17-2 and C17-3 have faults associated with multiplexer select lines SS1 and SS2 added to them respectively. As shown in the figure, the output of the circuit with the fault is compared to that of a fault-free circuit with the use of a series of XOR gates. This creates an ERROR signal indicating that an input pattern applied has detected a fault in that particular module. During the first iteration of these three instantiations, faults associated with SS0, SS1 and SS2 were tested. The next iteration will test the next three set of faults (i.e. SS3, SS4 and SS5) until all faults have been excited and tested.
IV. FAULT TESTING
The fault testing algorithm went through a number of phases of implementation, assessment, and redesign. There were three main phases where the fault emulation algorithm concept was gradually moved from the hardware/software co-simulation to a full hardware emulation. In this Section, we detail the different approaches taken, and describe the algorithms used for fault detection and test-set compression. Approach 1 and 2 are mainly a combination of hardware and software approaches. In these first two hardware/software approaches, the FPGA core was able to perform the fault detection algorithm quickly, but we noticed a severe bottleneck in the transmission of the results for further processing. Approach 3 alleviates the bottleneck by moving the post-processing task to the FPGA fabric.
A. Approach 1: Hardware emulation with support software on host computer
For the first part of this research, the test pattern generation algorithm was in its most basic form. The FPGA was connected to a host computer that supplied the input stimuli to the circuit under test, and acted as a support machine to receive output data from the FPGA and do post-processing on the data. The basic configuration is shown in Figure 7 . The key steps of this approach are outlined below: 1) Implement as many instantiations of a benchmark circuit on the FPGA as the FPGA fabric will permit. 2) Insert a unique fault in each instantiation. 3) Generate a random input vector on the host computer and send them to the FPGA board. 4) Apply the same random input vectors to the original copy and the fault inserted copies of the benchmark circuit. 5) Send the outputs from the FPGA to a Hyperterminal connection on the host computer through the serial port. 6) Repeat steps 2-5 until all possible faults are detected with the given number of random input vectors. 7) Save data to a text file. 8) Using the computer, analyze the data for the best possible input vectors based on output data. After all of the benchmark circuit input vectors and fault detection output data were displayed on the terminal display, a way of determining the most efficient input vectors was needed. To do this a program was written in MATLAB that determined which input vector could detect the most faults, and then eliminate those faults from further consideration.
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This vector compression algorithm proceeds in the following steps: Consider the example shown in Figure 8 (a) where the original faults detected using the first input vector are displayed. The example shows a circuit's fault and vector pair. The circuit had a total of 17 faults and was simulated with four random vectors. Figure 8 (a) is the original list received directly through the RS232 port from the FPGA. Our goal is to find the minimum set of vectors that will detect all 17 faults. Vector #3 detects 13 out of the 17 faults, the largest number of faults in this example. Our algorithm compares the four vectors, detects the ability of Vector #3 to detect 13 faults and retains this vector in the compressed test-set. We then create a binary mask equal to the width of the faults. This mask is initialized with 0s in the location of the faults detected already by the vectors saved in the compressed test-set and 1s in other locations. After retaining Vector #3, the binary mask (00000001000010011) is ANDed with the fault-vector pair creating the pair shown in Figure 8 (b). In Figure 8 (b), Vectors #2 and #4 both detect the largest number of faults, and the first vector of the two is chosen automatically. A new mask is created and the process repeats until all detected faults are accounted for as shown in Figures 8(c) and (d) . In this example, we started with four random vectors that were used to emulate the faults and our compressed test-set retained only three of those four vectors.
Ease of use is the main benefit of using an approach that implemented fault emulation on the FPGA and vector compression on the computer. Xilinx ISE was a familiar program and provided the infrastructure to simulate and implement the designs with ease. It also allowed for designs to be implemented in schematic form, an alternative to Verilog. This allowed for easy visualization of the modules and made the RS232 interface between the FPGA and computer easier to understand and implement. MATLAB provided a simple interface and a powerful mathematical tool to perform the compression algorithm.
There were several issues with this approach to test pattern generation and compression. The first issue was the serial interface between the FPGA and the computer. This first implementation was designed and implemented using Xilinx ISE and thus did not have native RS232 serial port compatibility. To work around this, an RS232 serial port interface was implemented in Verilog. Data was then formatted in groups of eight bits and sent to a relatively small buffer. In addition to this, the timing of the entire circuit had to be monitored and controlled so that data could be sent out correctly. The second major issue with this design was the need to take data from the hyperterminal and convert it to a text file, followed by running the MATLAB code with the text file containing all the collected data. The constant saving and opening of large text files took extra time. Although the compression algorithm was easy to write in MATLAB, the runtime was relatively slow because MATLAB is an interpreted language and usually runs slower than compiled program. The next approach addresses these two issues by eliminating the need for a basic serial port design and the need to run external code to determine the best test vectors. The second approach was to use the embedded PowerPC processor present on the Virtex-II FPGA. The PowerPC is able to run code written in C (or C++) and input/output data to the FPGA cores through the use of a dedicated data bus (described in Section II). The data transmission over serial lines between the FPGA core and the host computer was limited to the final transmission of the processed vectors to the computer, removing the serial communication bottleneck experienced during test pattern compression and processing in Approach 1. At the same time, the compression algorithm could be written directly in C and run in the PowerPC so working with large text files in MATLAB was not needed, eliminating the slow runtime experienced in Approach 1. The use of the PowerPC core required the use of the Xilinx Platform Studio, a significantly more powerful utility for running different circuits on the Virtex II Pro board. This design suite came with a preconfigured RS232 serial port which was significantly more versatile and user friendly than the one created by us in Approach 1.
This new setup is shown in Figure 9 . The host computer is primarily used to compile and download the code to the PowerPC and FPGA via the JTAG cable. The approach can be summarized using the following steps: 1) Implement as many instantiations of a benchmark circuit on the FPGA as the FPGA fabric will permit. 2) Insert a unique fault in each instantiation.
3) Randomly generate an input in the PowerPC and store in on-board RAM. 4) Send the input vector to the FPGA through the internal bus. 5) Run the original circuit and all instantiated faulty circuits using this random vector. 6) Send the outputs from the FPGA core back to the PowerPC to be stored in RAM 7) Repeat steps 1-6 for the number of vectors that are to be tested 8) Perform test-vector compression algorithm described in Approach 1 on the PowerPC and store the compressed result in RAM. 9) Send only the compressed test-set to the host computer using the RS232 interface of the PowerPC and display the result using a hyperterminal. With this new setup, the program on the PowerPC sent randomly generated input vectors to the circuits created on the FPGA. The implemented FPGA core with the fault detection algorithm then processed the input vectors and sent back the detected faults. All of the inputs and faults were stored in a DDR RAM module present in the FPGA board. The DDR RAM module was utilized because local block RAM (BRAM) was too small to hold all the data that the Power PC needed to store. Finally, the PowerPC ran the algorithm for deciding the most efficient inputs and then using the RS232 serial port, it outputted in an easier to read format which inputs would cover the most faults.
There were some issues with this design as well. Despite the speed of the FPGA fault detection algorithm, there was a significant bottleneck with the Power PC's speed when determining the best input vectors. With any large circuit, the algorithm for determining the best inputs took minutes to run. Because this circuit needed to access external RAM and was burdened with overhead processing, it could not process the sheer amount of data needed to in a timely manner. Another revision was made to eliminate these issues.
C. Approach 3: Hardware emulation with built-in random vector generator
The culmination of previous experiences led to the final incarnation of this emulation algorithm and implementation technique. In this approach of the algorithm, most functionality is transferred to the implemented FPGA core so that hardware speeds can be effectively utilized. This required rethinking how the core would work and how data would be processed. The inputs and outputs were also changed and the need for DDR RAM was eliminated. The flowchart for the core of this algorithm is shown in Figure 10 . The algorithm goes through a number of states with decisions and processes that are repeated several times.
The core of this program is run on the FPGA fabric. The FPGA fabric is instantiated with a fault-free version of the circuit and several faulty instantiations. Fault testing starts with the generation of a Linear Feedback Shift Register (LFSR) equal to the width of the number of inputs in the benchmark. The LFSR creates the pseudo-random patterns required for testing the faults in the circuit. A test pattern generation module, that takes results from these different circuit clones and the input vectors generated by the LFSR, is also added to the FPGA fabric.
After the circuits are instantiated in the core, the core waits for the user to specify the number of randomly generated test vectors to examine. This user generated number is received from the PowerPC core. Until this number is received, the FPGA core remains in the idle state. If the number of test vectors specified by the user has not been reached, a new test vector is generated with the use of a linear feedback shift register (LFSR). In addition to this, a number of intermediate variables (e.g. total faults counted) are reset to zero, and the threshold counter is incremented by one.
The algorithm used for test pattern generation is summarized below:
1) Define and initialize all constants (e.g. number of random vectors to test). 2) Instantiate as many possible copies of fault injected benchmark circuits and one clean circuit into the FPGA. Table II . iv) Re-initialize data and move back to Step 3(a). 4) Repeat step 3 until all possible faults found are detected or another user-defined trigger is flagged. Table II shows a typical display of how the output from the FPGA after being processed and sent to the host computer would look like. Each line represents step 3(f) of the algorithm being run one time. The data represents the newest useful input vector in a hexadecimal format, total faults detected so far, the total vectors needed and the total time taken.
With this new version of the fault detection algorithm there are several improvements over the previous two approaches. First, there was a major increase in speed because all of the processing is done in hardware and not on the PowerPC. There is also an increase in simplicity of the interaction between the FPGA and PowerPC. The algorithm that controls the FIFO data transfers only needs to worry about one vector of data being sent to the FPGA. Every other data transfer is from the FPGA to the PowerPC. Because of this, after the FIFO control sends the first vector of data from the PowerPC to the FPGA, the FIFO that sends data to the FPGA can be turned off and only the FIFO that receives data needs to be active. Because of the primary use of the FPGA, no external RAM is needed, reducing the coding and run time used by the PowerPC by a significant amount.
V. RESULTS
We ran experiments with a number of combinational circuits from the ISCAS and MCNC benchmark suites to validate the effectiveness of our approach. Table III summarizes the characteristics of the circuits tested. The first four circuits (c432, c499, c880 and c1355) are from the ISCAS85 suite and the remaining five circuits are from the MCNC benchmark suite.
All experiments were run on the Xilinx Virtex-II Pro Development System. The design was synthesized using the Xilinx ISE Design Suite Version 10.1. The Verilog code generated by our C++ program was tested in a behavioral simulator to verify its correctness and to get a general idea of how long the test would take when implemented in hardware. Once completed, the algorithm was implemented on an FPGA.
The Verilog netlist generator written in C++ took on average 0.5545 seconds to find all the fault sites and add the fault multiplexers as described earlier in Section III.
For our experiments, we varied the number of instantiations of the circuit netlist on the FPGA from 1 to 64. For all experiments the FPGA board was operated with a clock frequency of 25MHz. For larger benchmark circuits, the clockrate had to be slowed down to accommodate the extra long routing of signals. Figure 11 shows the median reduction in test time for test pattern generation for all benchmark circuits as the circuit instantiation is creased from 1 to 64. It can be seen that the time taken for test pattern generation decreases at the rate of log 2 of the number of instantiated module. We also compare the hardware resource usage on the FPGA as a function of the number of instantiations in Figure 12 . The plot of Figure 12 , shows the average usage across all benchmarks. To make an observation across different circuit sizes, the plot was normalized to the single-instantiation case for each benchmark. The primary hardware resources on the FPGA fabric are the Look-up-tables (LUTs), the slices and the slice registers. Since we are dealing with combinational circuits the number of slice registers stay constant regardless of the number of instantiations. It can be seen that the Lookup-table hardware and the slices go up as more copies of are instantiated in the fabric. The LUT usage goes up by almost 25% and the slice usage goes up by about 19% when the number of instantiations are increased from 1 to 64 for the circuits. This indicates that more parallelism is actually possible for these circuits. However, when only one module was instantiated, we found that the number of slices and the LUTs are higher than that when two modules are instantiated. In fact, the instantiation of 16 module on average requires the same amount of slices and look-up-tables as that for a single instantiation case. This is probably because of the synthesis tool's resource sharing optimization routines.
A. Effect of LFSR random seed on test generation
In Section IV-C we mentioned the use of the Linear Feedback Shift Register (LFSR) to create the pseudo-random patterns required for testing faults in the circuit. The pseudorandom patterns generated by the LFSR are dependent on the seed or the initial state of the LFSR. In this section, we will closely look at circuit c1355 from the ISCAS suite and investigate how the the initial seed might affect the final test pattern count. C1355 is a single-error correcting circuit consisting of 546 logic gates, 41 inputs, and 32 outputs. A verilog netlist consisting of the circuit with different stuckat-faults was generated from our C++ program. A number of instantiations of C1355 ranging from 1 to 64 were tested on the FPGA board with 10 different seed values for the LFSR.
Here we summarize the result for the two circuits when 32 instantiations were used. Using 32 instantiations of the circuit and a varying number of random input vectors, we ran experiments to determine how many faults were found, the number of vectors needed to find these faults, and the time it took to process them. C1355 has 2 41 possible input vectors. We found that, the rate at which the time increases for different numbers of tested vectors was linear with T ime(sec) = 0.0005x#vectors + 0.06. Hence, to test every input vector of C1355 would take approximately 2036 days. This is an unacceptable amount of time. Thus the goal of this experiment was to find how many random input vectors needed to be tested to obtain a reliable result.
The number of vectors to be tested for each iteration of the test was entered manually. The initial number was chosen so that a significant range of vectors could be tested given the maximum number of possible input vectors. For the next iteration, the number of vectors was doubled and the experiment was run again. Figure 13 shows the 10 iterations of the circuit with 10 different seeds for the LFSR. The red solid line indicates the mean of the 10 iterations for each vector count. The 'x' on the plot for each vector count denotes the fault fault when a different seed is used. As can be seen, for lower vector counts, there is a large variation across the iterations but as the number of vector counts go up, the variation introduced by random seeds is almost non-existent. Simulation of other circuits from the benchmark also verify this trend.
From Figure 13 , it is clear that for a small input test set (from 10-160 vectors), a significant number of faults are left undetected. However, once 5120 vectors are tested, all 1610 detectable faults in the circuit are found. There is no increase in detection even when 327680 vectors are tested; as shown in the figure. Figure 13 clearly shows the stability point to be around 5120 input vectors. This stability point is based on the number of faults found and the number of vectors that are needed to detect them. This confirms that a subset of input vectors can be tested and will accurately represent all possible input vectors.
Circuit C1355 has 809 checkpoint locations and which means there are 1618 possible faults. We were able to detect 1610 total faults; leaving 8 faults unaccounted for. This is a 99.5% fault detection rate which is generally considered an acceptable detection rate. Upon further investigation, we found that these 8 missing faults were actually redundant faults. It is common for circuit designer to add redundancy in a design to counteract glitches due to logic hazards. These redundant logic structures do not change the overall function of the circuit, it merely allows the circuit output to remain stable and glitch Our next goal was to see how the seeds for the LFSR would affect the number of vectors needed for the actual test-set. Figure 14 shows that when the number of vectors tested increases, so does the final test set size, until a certain point. This point is where the maximum number of faults is found. After this point no new faults are detected. Testing more vectors after this point makes no difference in the final test-size. We also see that across the 10 iterations, there is a slight variation in the number of vectors needed but once the algorithm finds the test-set around 84 vectors, the variation is very little across the different seeds.
B. Comparison with commercial tool and prior work.
So far we have shown our approach of multiple instantiation to be both feasible in the amount of time taken and feasible for the number of test patterns produced. In this section, we compare our approach with with a state-of-the-art commercial ATPG toolset. Mentor Graphic's FastScan v8.2008 2.10 ATPG tool running on a Intel Xeon X5355 at 2.66GHz. Our approach was run on the Virtex-II boards running with a system clock frequency of 25MHz. The experiments consisted of generating and compressing patterns for a collapsed singlestuck-at fault test. The results are tabulated in Table IV. Columns 2 and 5 present the total number of compressed patterns in the test-set for the benchmark circuits. In all cases, except for rd73, our approach provides a lower number of patterns compared to the FastScan results. The average reduction in test-data volume over all benchmark circuits was 13%. Circuit c880 showed the maximum reduction at 42% while rd73 showed an increase in 1 vector causing the test-data volume to increase by 1.4%. The total fault coverage shown in columns 3 and 6 show that our approach had the same fault coverage for a number of circuits. For most circuits the fault coverage using our approach is around 97%. The lowest fault coverage using our method was for Z9sym at a rate of 88.7%. No additional faults can be detected for Z9sym because all possible vectors were tested. We found that the coverage of the collapsed fault-set for this circuit using Mentor Graphic's FastScan was only 87.5%. Compared to FastScan, circuits c432, c499 and clip showed a slight reduction in coverage of 0.5% but z9sym showed an increase in coverage by 1.2%.
The time for pattern generation and compression to create the test-set using our approach is lower for all the circuits except for c432, c880 and c1355. These benchmark circuits were run longer even though all possible detectable faults were found with less vectors. Having more vectors enabled us to have more choices in input patterns and do the final compression more efficiently. For example in circuit c432, we were able to create a final test-set of 32 vectors. We were able to detect all faults in c432 by simulating just 2560 input patterns in 0.23 seconds. However, the final test-set resulting from these 2560 vectors was 39. By allowing extra time to simulate 163840 input patterns, we still detected the same number of faults but the extra vectors allowed more flexibility with the compression algorithm leading to a final test-set size of just 32. This extra 7 vector reduction can lead to a larger reduction in test cost. To measure the effectiveness of our approach, we compare our results to existing results from [19] , [20] and [21] . All circuits were tested with 32 instantiations on the FPGA with a system clock frequency of 25MHz. Figure 1 compares and summarizes the results for the different benchmark circuits. Comparisions are made only for the ISCAS circuits as the published work of [19] - [21] do not include results for the MCNC circuits.
As shown in Figure 15 , our results produce the smallest test set and match the pattern count of the best test set sizes shown in [20] except for c880.
VI. CONCLUSION
We have described an efficient implementation of test pattern generation and compression algorithm in a Virtex2 FPGA. The hardware verilog netlist is generated from a C++ script that automatically identifies circuit checkpoint nodes and adds multiplexes to enable generation of patterns that test for stuck-at-faults at those nodes. Three approaches to hardware emulation are considered. The first two approaches relied on a hardware/software co-design approach where fault insertion and detection are done on the FPGA fabric but the generation of input patterns and the post-processing of the test-set are done in software either on a desktop computer or on the PowerPC core present in the Virtex2 FPGA. The third approach used Linear Feedback Shift Registers (LFSRs) to generate patterns on the FPGA fabric. The fault emulation and the processing on the test patterns to compress the size of the final test-set was done in the fabric as well. Our results show that for benchmark circuits, our approach produces the smallest test-set and the set size is almost always smaller than those produced using commercial ATPG tools.
