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Let T be a nonexpansive self-mapping of C where C is a nonempty closed convex
subset of a Banach space E. We define T* for 0<*<1 by T*=*T+(1&*) I,
where I is the identity operator on C, and denote xn=T n* x0 where x0 # C. Then the
related initial value problem is dudt=&(I&T ) u(t) with u(0)=x0 # C. The facts
that &xn&Txn &=O(1- n) as n   and &u$(t)&=O(1- t) as t   are known
when C is bounded. In this paper we look for a rate of asymptotic regularity for
&u$(t)& if &u(t)&=O(t:) where 0:1. We prove &u$(t)&=O(t &;) as t  ,
where :+2;=1 and obtain an estimate on &u$(t)& with the universal constant C:
depending only on :.  1999 Academic Press
1. INTRODUCTION
Throughout this paper, C will denote a nonempty closed convex subset
of a Banach space E, and T : C  C will be a nonexpansive self-mapping on
C, that is a mapping with Lipschitz constant 1. For 0<*<1 an averaged
mapping [3] is defined by T*=*T+(1&*) I where I is the identity
operator on C. Given x0 # C, let
xn=T*xn&1
=*Txn&1+(1&*) xn&1 for all n1. (1)
Then the related initial-value problem is
u(0)=x0 # C
(2)
du
dt
=&(I&T ) u(t) for all t0.
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To see the connection between these two problems, we may rewrite xn in
(1) as
xn&xn&1
*
=&(I&T ) xn&1 .
In fact, xk defined by (1) is the Euler approximation to (2) with stepsize
*, and as the stepsize approaches 0 it converges to the solution of the
initial-value problem (2).
We call a nonexpansive mapping T asymptotically regular if &T nx&T n+1x&
 0 as n  . If C is bounded, T* is asymptotically regular [5] and also
&u$(t)&  0 as t   for the related continuous case [3]. The rate of
convergence &T nx&T n+1x& and &u$(t)& has been observed and obtained
by Bruck [4] and by Baillon and Bruck [1, 2] when C is bounded.
In this paper we are interested in the continuous case and we relax the
boundedness condition on C, i.e. C being closed and convex. From [7]
we know the solution u( } ) of (2) can grow at most linearly, i.e.,
&u(t)&u(0)&t &(I&T ) x0 &, for all t0, so we consider a bound on
&u(t)& as O(t:), where 0:1. Then we obtain the following main result.
Main Result. Let 0:1, and suppose u(s) is the solution of (2) and
&u(s)&=O(s:) as s  . Then
&u$(s)&=O(s&;) as s  ,
where :+2;=1.
In the special case of :=0, we obtain &u(t)&=O(1- t) as in [2].
2. FIXED POINT OF AN INTEGRAL EQUATION
In this section we first note that a differential Eq. (2) has the unique
solution u(t) when T is a nonexpansive self-mapping on a closed convex
subset C of E. Moreover, u(t) is given by
u(t)=e&tu(0)+|
t
0
e_&tTu(_) d_.
The following identity gives us a key estimation of &u(s)&u(t)&.
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Lemma 2.1. The solution u( } ) of (2) satisfies the following identity:
u(s)&u(t)=|
s
0
|
t
s
e_&se{&t(Tu(_)&Tu({)) d{ d_
+|
t
s
e{&s&t(u(0)&Tu({)) d{ (3)
where 0st.
Proof. We compute the right hand side of (3) by changing the order of
the integration and obtain the result. K
From the identity (3), we take the norms of both sides in order to obtain
an estimate on &u(s)&u(t)&, i.e.
&u(s)&u(t)&|
s
0
|
t
s
e_&se{&t &Tu(_)&Tu({)& d{ d_
+|
t
s
e{&s&t &u(0)&Tu({)& d{.
We assume that &u(0)&Tu({)&g({) where g({) is continuous. Then
multiplying both sides by es+t yields
es+t &u(s)&u(t)&|
s
0
|
t
s
e_+{ &Tu(_)&Tu({)& d{ d_
+|
t
s
e{ &u(0)&Tu({)& d{
|
s
0
|
t
s
e_+{ &u(_)&u({)& d{ d_+|
t
s
e{g({) d{, (4)
for all 0st.
Now we want to find an upper bound for the right hand side of (4) as
an upper bound for es+t &u(s)&u(t)&. It is convenient to consider
es+t &u(s)&u(t)& as a function of two variables s and t, and we introduce
two sets,
qa :=[(s, t) : 0sta] for a>0,
and
q :=[(s, t) : 0st].
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We consider the space of continuous real-valued functions on qa and for
a continuous real-valued function v on qa , we define the norm of v by
&v(s, t)&C(qa)= sup
0sta
|e&s&tv(s, t)|.
We denote C(qa) by the space of continuous real-valued functions on qa
whose norm &v&C(qa) is finite, and normed by &v&C(qa) . It is easy to see
C(qa) for a>0 is a Banach space. Analogously we denote C(q) by the
space of continuous real-valued functions on q such that &v&C(q) is finite
for all v # C(q) where &v&C(q) is defined by
&v(s, t)&C(q)= sup
0st
|e&s&tv(s, t)|.
Then C(q) is also a Banach space.
Theorem 2.1. We define an operator B on C(qa) by
B(v)(s, t)=L(v)(s, t)+G0(t)&G0(s) (5)
where L(v)(s, t)=s0 
t
s v(_, {) d{ d_ and G0(t)=
t
0 e
{g({) d{, for a continuous
function g({). Then B is a self-mapping of C(qa) with Lipschitz constant
(1&e&a2)2. Therefore, there is a unique fixed point w : q  R,
w(s, t)=|
s
0
|
t
s
w(_, {) d{ d_+G0(t)&G0(s). (6)
Moreover, w satisfies es+t &u(s)&u(t)&w(s, t) for all 0st, for any
solution u : [0, )  C of (2) where T is a nonexpansive self-mapping of a
closed convex subset C of E, for which &u(0)&Tu(s)&g(s).
Proof. The continuity of Bv is clear when v is continuous, and
Bv # C(qa) for any v # C(qa). To find a Lipschitz constant of B we only
need to check &L(1)&C(qa) and we have
&L(1)&C(qa)(1&e
&a2)2 &1&C(qa) .
So B has Lipschitz constant (1&e&a2)2 on C(qa) and hence, Lipschitz
constant 1 on C(q). Thus B has a unique fixed point in C(qa) by the
contraction mapping principle. The agreement of the fixed points of B in
different C(qa)’s means there is a unique solution of (6) on C(q).
Moreover, from the inequality (4),
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es+t &u(s)&u(t)&|
s
0
|
t
s
e_+{ &u(_)&u({)& d{ d_
+G0(t)&G0(s)
=B(v)(s, t)
where v(s, t)=es+t &u(s)&u(t)&. We note that B preserves order, i.e. if
v1(s, t)v2(s, t) for all (s, t) # q, then B(v1)(s, t)B(v2)(s, t) for all
(s, t) # q. Therefore, vBvB2v } } } , and this implies Bnv  w in
each C(qa). This proves Bvw, i.e. es+t &u(s)&u(t)&w(s, t) for all
(s, t) # q. K
Theorem 2.2. If B and L are the operators defined in Theorem 2.1, then
the fixed point w(s, t) of B is given by
w(s, t)= :

n=0
Ln(G0(t)&G0(s)) (7)
where the convergence is in C(qa) for any a>0, and thus the unique
solution of (6) is given by
w(s, t)= :

n=0 \
sn
n!
Gn(t)&
t n
n !
Gn(s)+ (8)
where Gn(t)= t0 Gn&1({) d{, n0 and G&1(t)=e
tg(t) for a continuous func-
tion g(t). (The convergence in (8) is therefore uniform on 0sta for
any a>0.)
Proof. First we consider the space C(qa) for a>0. Then w(s, t) is the
fixed point of B in C(qa) and w(s, t)=L(w)(s, t)+G0(t)&G0(s). Hence,
(I&L)(w)(s, t)=G0(t)&G0(s) where I is the identity operator on C(qa).
Since L is a linear operator on C(qa) with Lipschitz constant (1&e&a2)2,
(I&L)&1 exists and (I&L)&1=n=0 L
n. Therefore, we have (7) on
C(qa), i.e.
w(s, t)=(I&L)&1 (G0(t)&G0(s))
= :

n=0
Ln(G0(t)&G0(s))
as a function of (s, t) # qa . The equality of (8) is obtained by showing that
Ln(G0(t)&G0(s))=
sn
n !
Gn(t)&
t n
n !
Gn(s)
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by induction. The series converges in C(qa), and hence uniformly on
0sta for any a>0. Thus the uniqueness of the fixed point in C(qa)
represents the unique solution of (6) on q. K
Corollary 2.1. Let u(s) be the solution of (2) when &u(0)&Tu(s)&
g(s) where g(s) is continuous. Then for the fixed point w(s, t) obtained in
Theorem 2.1, the following inequality holds:
&u$(s)&
1
e2s
lim
t  s+
w(s, t)
t&s
.
Proof. We have
&u(s)&u(t)&
(t&s)

w(s, t)
es+t(t&s)
for all 0st
since es+t &u(s)&u(t)&w(s, t) by Theorem 2.1. Therefore we obtain the
result by letting t decrease to s. K
3. HYPERGEOMETRIC IDENTITIES
In this section we prove two hypergeometric identities which lead to an
upper bound on &u$(s)&. First we introduce a generalized hypergeometric
function (or series) that is a power series in z with p+q parameters, and
is defined as follows:
pFq(a1 , a2 , ..., ap ; b1 , b2 , ..., bq ; z)= pFq(ap ; bq ; z)
= :

k=0
> pi=1 (ai)k z
k
>qi=1 (bi)k k !
(9)
where (a)k=a(a+1)(a+2) } } } (a+k&1), k1 and (a)0=1. We suppose
none of the bi ’s is a negative integer or zero. We note that pFq(a1 , ..., ap ;
b1 , ..., bq ; z) converges for all z if pq. There are several integral
transforms, which play important roles in proving the hypergeometric
identities. We introduce them in the following lemma.
Lemma 3.1 [6]. (a) The Beta transform is given by
p+1Fq+1(;, ap ; ;+_, bq ; z)
=
1(;+_)
1(;) 1(_) |
1
0
t;&1(1&t)_&1 pFq(ap ; bq ; zt) dt (10)
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under the conditions
pq, R(;)>0, R(_)>0, or |z|<1 if p=q+1.
(b) The integral transform for Gauss’ hypergeometric function
2F1(:, ; ; # ; z) and the confluent hypergeometric function 1F1(: ; # ; z) are
given by
2F1(:, ; ; # ; z)=
1(#)
1(;) 1(#&;) |
1
0
t ;&1(1&t)#&;&1 (1&tz)&: dt (11)
for R(#)>R(;)>0, and
1F1(: ; # ; z)=
1(#)
1(:) 1(#&:) |
1
0
e{z{:&1(1&{)#&:&1 d{ (12)
for R(#)>R(:)>0, respectively.
Now we note that
w
t
(s, t)= :

n=0
sn
n !
Gn&1(t)& :

n=1
t n&1
(n&1)!
Gn(s) (13)
by Theorem 2.2. Then we prove the first hypergeometric identitiy in the
following lemma.
Lemma 3.2. Let w be the solution of the integral Eq. (6) with g(s)=s:,
0:1. Then
1
s:
w
t
(s, s)= :

k=0
sk
k ! 1
F2(1 ; 1, k+:+2; s2) (14)
where 1F2 is a hypergeometric function defined by (9).
Proof. Since g(s)=s:, by the way of defining Gn(s) in Theorem 2.2
G0(s)= :

k=0
1
k ! (k+:+1)
t k+:+1, (15)
and we obtain inductively
Gn(s)= :

k=0
1
k ! (k+:+1)(k+:+2) } } } (k+:+n+1)
sk+:+n+1, n0.
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We note that G&1(s)=ess:=k=0 s
k+:k !, and by (13)
w
t
(s, s)= :

k=0
1
k !
sk+:+{ :

n=1
sn
n !
:

k=0
1
k ! (k+:+1) } } } (k+:+n)
sk+:+n
& :

n=1
sn&1
(n&1)!
:

k=0
1
k ! (k+:+1) } } } (k+:+n+1)
sk+:+n+1=
=s: :

k=0
sk
k !
:

n=0
(k+:+1) s2n
(k+:+1) } } } (k+:+n+1) n !
Since k=0 (k+:+1) s
2n(k+:+1) } } } (k+:+n+1) n != 1F2(1 ; 1, k+:
+2; s2), we have the identity (14). K
Lemma 3.3. For all 0:1 and s0, the following hypergeometric
identity holds:
2F2 \:2+
1
2
,
:
2
+1; :+1, :+2; &4s+
=
1
e2s
:

k=0
sk
k ! 1
F2(1; 1, k+:+2; s2). (16)
Proof. First of all, we rewrite e&2s as the sum of two hypergeometric
functions with variable s2 [6, p. 158], and compute 1F2(1; 1, k+:+2; s2)
e&2s. That is,
e&2s= 1F1(1; 1; &2s)
=2F3( 12 , 1;
1
2 ,
1
2 , 1; s
2)&2s 2F3(1, 32 ;
3
2 , 1,
3
2 ; s
2)
=1F2(1; 1, 12 ; s
2)&2s1F2(1; 1, 32 ; s
2).
Then by the product of hypergeometric series [6, pp. 157158] we have
1F2(1; 1, k+:+2; s2) 1F2 \1; 1, 12; s2+
= 2F3 \:2+
k
2
+
3
4
,
:
2
+
k
2
+
5
4
;
1
2
, :+k+
3
2
, :+k+2; 4s2+
and
1F2(1; 1, k+:+2; s2) 1F2 \1; 1, 32; s2+
= 2F3 \:2+
k
2
+
5
4
,
:
2
+
k
2
+
7
4
;
3
2
, :+k+2, :+k+
5
2
; 4s2+ .
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Hence, we obtain
e2s1F2(1; 1, k+:+2; s2)
=2F3 \:2+
k
2
+
3
4
,
:
2
+
k
2
+
5
4
;
1
2
, :+k+
3
2
, :+k ; 4s2+
&2s 2F3 \:2+
k
2
+
5
4
,
:
2
+
k
2
+
7
4
;
3
2
, :+k+2, :+k+
5
2
; 4s2+
=1F1 \:+k+32; 2:+2k+3; &4s+
by combining even and odd terms [6, p. 158]. Therefore the right hand
side of (16) is k=0 (s
kk !) 1 F1(:+k+ 32 ; 2:+2k+3; &4s). Now we write
1F1(:+k+ 32 ; 2:+2k+3; &4s) in the power series form to obtain
:

k=0
sk
k ! 1
F1 \:+k+32; 2:+2k+3; &4s+
= :

k=0
sk
k !
:

i=0
(:+k+ 32) i (&4s)
i
(2:+2k+3) i i !
= :

k=0
sk
k !
:

i=0
1(:+k+ 32+i ) 1(2:+2k+3)(&4s)
i
1(:+k+ 32) 1(2:+2k+3+i ) i !
since (a) i=a(a+1) } } } (a+i&1)=1(a+i )1(a) when a>0. If we
compute the double sum by letting sk+i=sn, then
:

k=0
sk
k!
:

i=0
1(:+k+ 32+i ) 1(2:+2k+3)(&4s)
i
1(:+k+ 32) 1(2:+2k+3+i ) i!
= :

n=0
:
n
k=0
(&4)n&k 1(:+n+ 32) 1(2:+2k+3) s
n
k ! (n&k)! 1(:+k+ 32) 1(2:+k+3+n)
= :

n=0
:
n
k=0 \
n
k+\&
1
4+
k 1(:+n+ 32) 1(2:+2k+3)(&4s)
n
1(:+k+ 32) 1(2:+k+3+n) n !
. (17)
We consider the finite sum in (17) and compute it to obtain
:
n
k=0 \
n
k+\&
1
4+
k 1(:+n+ 32) 1(2:+2k+3)
1(:+k+ 32) 1(2:+k+3+n)
=
1(:+n+ 32) 1(2:+3)
1(:+ 32) 1(2:+3+n)
2F1(&n, :+2; 2:+n+3; 1)
=
1(:+n+ 32) 1(2:+3)
1(:+ 32) 1(2:+3+n)
1(2:+3+n) 1(:+1+2n)
1(2:+3+2n) 1(:+1+n)
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by (11) with z=1, since R(2:+3+n)>R((&n)+(:+2)). Therefore
:

n=0
:
n
k=0 \
n
k+\&
1
4+
k 1(:+n+ 32) 1(2:+2k+3)(&4s)
n
1(:+k+ 32) 1(2:+k+3+n) n !
= :

n=0
1(:+n+ 32) 1(2:+3) 1(:+1+2n)(&4s)
n
1(:+ 32) 1(2:+3+2n) 1(:+1+n) n !
=2F2 \:2+
1
2
,
:
2
+1; :+1, :+2; &4s+ . K
4. MAIN THEOREM
We prove the main theorem in this section. In the following Lemma we
obtain the key result for the main theorem with the universal constant of
the bound on &u$(s)&.
Lemma 4.1. For all 0:1 and s>0 we have
2F2 \:2+
1
2
,
:
2
+1; :+1, :+2; &4s+<C: 1s12+:2
where the constant C: is given by
C:=
1(:+1) 1(:+2) 1 \12+
1 \:2+
1
2+ 1 \
:
2
+1+ 1 \:2+
3
2+ 2:+1
. (18)
Proof. We shall assume 0<:1, and obtain the case :=0 by a mild
modification. By the Beta transform (10) with ;=:2+1 and _=:2,
2F2 \:2+
1
2
,
:
2
+1; :+1, :+2; &4s+
=
1(:+1)
1 \:2+1+ 1 \
:
2+
|
1
0
t :2(1&t):2&1 1F1 \:2+
1
2
; :+2; &4st+ dt.
(19)
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The integral transform (12) of 1F1 gives us
1F1 \:2+
1
2
; :+2; &4st+
=
1(:+2)
1 \:2+
1
2+ 1 \
:
2
+
3
2+
|
1
0
{:2&12(1&{):2+12 e&4st{ d{
=
1(:+2)
1 \:2+
1
2+ 1 \
:
2
+
3
2+
\ 14st+
:2+12
|
4st
0
e&uu:2&12 \1& u4st+
:2+12
du.
The last equality is obtained by the change of variables with 4st{=u.
However, as s increases to infinity
|
4st
0
e&uu:2&12 \1& u4st+
:2+12
du increases to |

0
e&uu:2&12 du
strictly, and 0 e
&uu:2&12 du=1(:2+12). Therefore,
1F1 \:2+
1
2
; :+2; &4st+< 1(:+2)
1 \:2+
1
2+ 1 \
:
2
+
3
2+
1 \:2+
1
2+\
1
4st+
:2+12
=
1(:+2)
1 \:2+
3
2+
\ 14s+
:2+12
t&:2&12. (20)
Hence, by (19) and (20),
2F2 \:2+
1
2
,
:
2
+1; :+1, :+2; &4s+
<
1(:+1)
1 \:2+1+ 1 \
:
2+
1(:+2)
1 \:2+
3
2+
\ 14s+
:2+12
_|
1
0
t :2(1&t):2&1 t &:2&12 dt
=
1(:+1) 1(:+2)
1 \:2+1+ 1 \
:
2+ 1 \
:
2
+
3
2+
\ 14s+
:2+12
|
1
0
t &12(1&t):2&1 dt.
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Since 10 t
&12(1&t):2&1 dt=(1( 12) 1(
:
2))1(
1
2+
:
2),
2F2 \:2+
1
2
,
:
2
+1; :+1, :+2; &4s+
<
1(:+1) 1(:+2) 1 \12+
1 \:2+1+ 1 \
:
2
+
3
2+ 1 \
:
2
+
1
2+
\ 14s+
:2+12
=C:
1
s12+:2
for all s>0 and for all 0<:1. This is true for :=0 since 2F2( 12 , 1 ; 1, 2 ;
&4s)=1F1( 12 ; 2 ; &4s) and inequality (20) is valid even for :=0. When
:=0, C0=1- ? by (18). Therefore 1F1(12; 2; &4s)<1- ?s as in
[2]. K
Theorem 4.1. Let 0:1, and suppose u(s) is the solution of (2.1) and
&u(s)&=O(s:) as s  . Then
&u$(s)&=O(s&;) as s  
where :+2;=1.
Proof. First we note
&u(0)&Tu(s)&&u(0)&Tu(0)&+&Tu(0)&Tu(s)&
&u(0)&Tu(0)&+&u(0)&u(s)&
since T is nonexpansive. Then &u(0)&Tu(s)&&u(0)&Tu(0)&+As: for
some constant A. Therefore the inequality (4) becomes
es+t &u(s)&u(t)&|
s
0
|
t
s
e_+{ &Tu(_)&Tu({)& d{ d_
+|
t
s
e{G&1({) d{,
where G&1({)=&u(0)&Tu(0)&+A{:. Then by Theorem 2.1 we have
es+t &u(s)&u(t)&w(s, t)
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where w is a solution of the integral Eq. (6) with g(s)=&u(0)&Tu(0)&+
As:. We can decompose w(s, t)=w1(s, t)+w2(s, t), where
w1(s, t)=|
s
0
|
t
s
w1(_, {) d{ d_+|
t
s
e{ &u(0)&Tu(0)& d{
and
w2(s, t)=|
s
0
|
t
s
w2(_, {) d{ d_+|
t
s
A{:e{ d{.
We note that w1(s, t) is obtained from w2(s, t) when :=0. By Corollary 2.1
&u$(s)&
1
e2s
w
t
(s, s)
=
1
e2s
w1
t
(s, s)+
1
e2s
w2
t
(s, s).
Then by Lemma 3.1, Lemma 3.2, and Lemma 4.1,
1
e2s
w2
t
(s, s)<s:A
C:
s12+:2
=A
C:
s12&:2
and when :=0,
1
e2s
w1
t
(s, s)<&u(0)&Tu(0)&
1
- ?s
.
Therefore,
&u$(s)&<&u(0)&Tu(0) &
1
- ?s
+A
C:
s12&:2
=&u$(0)&
1
- ?s
+A
C:
s;
where :+2;=1. In other words,
&u$(s)&=O(s&;) as s   where :+2;=1. K
Remark 1. For the discrete case by the numerical evidence and the
result from the continuous case, we believe the same rates can be obtained
for &xn&xm&, i.e. if &xn&=O(n:) for 0:1, then &xn&xm&=O(n&;)
where :+2;=1. However, we have not proved it, yet.
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Remark 2. It would be of interest to allow a more general growth rate
of &u(t)& where u( } ) is the solution of (2). We might assume that &u(t)&
g(t) where g(t) is concave and g(t)t  0 to obtain &u$(t)&  0 as t  .
Perhaps the conclusion is &u$(t)&- g(t)t. Such a conjecture would
require very different methods of proof.
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