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This book, published in 1967, contains the proceedings of the Second COINS 
Symposium held at the Battelle Memorial Institute, August 22-24, 1966. Reviewing 
this book at this late date poses some problems. In the four years subsequent to 
this Symposium, a good deal of new work has been done in the areas covered by 
the papers in this volume. In many cases, authors represented here have themselves 
presented updated accounts of their works in more recent symposia/conferences, 
proceedings ofwhich are by now available also in print. Thus, reviewing their outdated 
papers now may have only a historical justification. 
One other difficulty that a reviewer faces in dealing with symposia proceedings 
of this kind is that, necessarily, many papers fall outside the area of his immediate 
research interests and competence. The contributions of such papers cannot be 
critically appraised, but only, at best, accurately summarised. In what follows, for 
the most part, we shall summarise such papers using the author's own words. 
The following extract from the preface is a good summary of the scope of the 
Symposium. "The papers cover a great variety of topics, ranging from biological 
memory to feature extraction, from adaptive control to evolutionary systems, from 
stochastic automata to intelligent robot, from pattern recognition to natural anguage 
processing." There are also included a keynote address by J. C. R. Licklider on 
"Interactive Information Processing," and "Closing Remarks" by R. H. Wilcox. 
The largest group of papers belongs to the area of learning and/or adaptive systems. 
Ya. Z. Tsypkin ("Optimization, Adaptation, and Learning in Automatic Systems") 
considers adaptation and learning from a very general viewpoint, so as to evolve 
a unified approach to a variety of problems in control theory such as pattern recognition 
(perceptrons), identification, dual control, allocation of resources, etc. 
P. W. Cooper ("Some Topics on Nonsupervised A aptive Detection for Multivariate 
Normal Distribution") studies "nonsupervised learning for normal distributions for 
the 2-category case involving unequal covariance matrices (whereitt a quadratic 
decision rule applies), and for the k-category case for spherically symmetric distribu- 
tions (wherein a multilinear rule applies)." 
The theory of stochastic automata is surveyed by K. S. Fu ("Stochastic Automata 
as Models of Learning Systems"), who considers the applicability of these automata 
as models of learning systems. "Such models have the common Markov properties 
in which successive probability distributions of their responses and the environmental 
feedback are related through reinforcement learning algorithms. Both linear and 
nonlinear models are investigated and compared." 
S. V. Emel'yanov's paper ("Adaptive Systems with a Variable Structure") presents 
the principles of adaptive systems with a variable structure. K. Nakamura nd M. Oda 
discuss a specific class of adaptive control systems called "Learntrols" developed by 
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them ("Fundamental Principles and Behaviour of Learntrols"). The control systems 
so far studied using Learntrols "are restricted to rather simple learning control 
systems uch as single input, single output, and unimodal systems performing a hill- 
climbing search." 
J. H. Holland ("Nonlinear Environments Permitting Efficient Adaptation") develops 
a formal theory of adaptation based on a ranking of adaptive strategies according to 
'fitness' over a given set of admissible nvironments. The formalism is too technical 
to admit of a simple summary. 
G. J. Simmons ("Iterative Storage of Multidimensional Functions in Discrete 
Distributed Memories") considers the problem of interpolating a multidimensional 
function when the argument vectors are of such a high dimension that direct storage 
is impractical. In an appendix, he considers the relationship between the method of 
reproducing kernels introduced in his paper, and the potential function method 
developed by M. A. Aizerman and his colleagues. 
W. G. Chaplin and V. S. Levadi describe a generalization f the linear threshold 
decision algorithm to multiple classes (as opposed to the usually studied binary choice 
situation) in a paper with that title. "The multiclass equivalent of the leastsquares 
training rule is developed" and is shown to have an acceptable performance when 
applied to a five-class problem. 
There are two papers, respectively, on feature xtraction and selection of variables 
in pattern recognition. In the former, J. P. Tou and R. P. Heydorn ("Some Approaches 
to Optimum Feature Extraction") study, first, the intraset feature extraction as 
estimation, clustering, and population entropy minimization problems. Then, they 
study the interset feature extraction problem, and apply the concepts developed to 
a computer-simulated experiment in discriminating a sloppily handprinted B from a P. 
In the second paper ("Evaluation and Selection of Variables in Pattern Recognition"), 
S. Watanabe t al. consider the problem of evaluation of variables with a view to 
arriving at a good subset of variables for successful pattern recognition. "This paper 
introduces a criterion for pattern processor design called dead zone maximization. 
The interpretation f this criterion and its usefulness in postevaluation (i.e., evaluation 
based on a knowledge of class samples) and postselection of variables for pattern 
processing are considered." 
Lars Lofgren ("Recognition of Order and Evolutionary Systems") studies com- 
plexity measures for pattern descriptions. Specifically, he derives several results for 
a complexity measure for finite strings over a finite alphabet based on effective com- 
putability by a universal Turing machine. N. J. Nilsson and B. Raphael ("Preliminary 
Design of an Intelligent Robot") describe some computer simulations undertaken i
the preliminary stages of the SRI robot project. The hardware realization of this 
robot has been successfully completed and descriptions are now available in the 
published literature (e.g., the Proceedings of the International AI Conference, 
Washington, D. C., 1969). 
F. Rosenblatt ("Recent Work on Theoretical Models of Biological Memory) 
presents an improved version of a nerv~-net model called the C-system, originally 
presented by him in the COINS-I Symposium. The paper also includes discussions 
of computer simulations of the behaviour of C-Systems and their relevance to long-term 
sequential memory. 
Finally, there is a set of papers on language applications in the information processing 
area. By far, the most interesting one in this set is by M. Gross and M. Nivat ("A 
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Command Language for the Visualization of Articulated Movements"). They consider 
the problem of structuring a specification language for generating dynamical displays 
(animated movies) of the movements of stylized stick figures, and make some tentative 
suggestions. It is clear that this problem has great relevance to AI studies and is 
intrinsically very complex. 
The other papers in this group include one by B. D. Rudin ("Some Approaches 
to Automatic Indexing") describing some aspects of the work in this area by the 
Lockheed Group, and another by J. B. Fraser ("On Communicating with Machines 
in Natural Language") discussing aspects of a hypothetical on-line system capable 
of answering queries about airline schedules. The paper principally concerns itself 
with typical problems of syntactic and semantic analysis and of optimal data structures 
for query systems. 
The paper by D. T. Langendoen ("The Nature of Syntactic Redundancy") dis- 
cusses, somewhat tentatively, the following issue: Consider the problem of charac- 
terising the lingmstic units, at a given level of linguistic description, as a bundle of 
features. Is it true that the linguistically most significant form of such a characterization 
is also the minimally redundant one ? Langendoen tries to argue in his paper that 
this need not be true by considering specific examples from English at the phonological 
and syntactic levels. 
It must be remarked, in concluding this review, that the book is well-edited and 
attractively presented. Conference proceedings are increasingly being published these 
days from typescripts by the photo-offset process, with unjustified lines, looking 
cramped and ugly, and often without an index. It is a pleasure to be able to say that 
the volume under review does not belong to this category. 
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