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Abstract
We propose a general framework based on selectively traversed accumulation rules
(STAR) for interactive “human-in-the-loop” multiple testing with generic structural
constraints on the rejection set. STAR combines accumulation tests from ordered mul-
tiple testing with data-carving ideas from post-selection inference, allowing for highly
flexible adaptation to generic structural information. Given independent p-values for
each of n null hypotheses, STAR defines an iterative protocol for gradually pruning a
candidate rejection set, beginning with R0 = [n] and shrinking with each step. At step
t, the analyst estimates the false discovery proportion (FDP) of the current rejection
set Rt, and halts and rejects every Hi with i ∈ Rt if F̂DPt ≤ α. Otherwise, the analyst
may shrink the rejection set to Rt+1 ⊆ Rt however she wants, provided the choice de-
pends only on partially masked p-values g(pi) for i ∈ Rt, as well as unmasked p-values
pi for i /∈ Rt. Typically, the choice will be based on eliminating the “least promising”
hypothesis from Rt, after estimating a model from the observable data. By restricting
the information available to the analyst, our iterative protocol guarantees exact false
discovery rate (FDR) control at level α in finite samples, for any data-adaptive update
rule the analyst may choose. We suggest heuristic update rules for a variety of applica-
tions with complex structural constraints, show that STAR performs well for problems
ranging from convex region detection and bump-hunting to FDR control on trees and
DAGs, and show how to extend STAR to regression problems where knockoff statistics
are available in lieu of p-values.
Keywords: interactive multiple testing, data carving, knockoffs, FDR control
1 Introduction
A classical statistical perspective cleaves data analysis into two distinct types: exploratory
analysis is a flexible and iterative process of searching the data for interesting patterns
while only pursuing a loose error guarantee (or none at all), while confirmatory analysis
involves performing targeted inferences on questions that were pre-selected for focused study.
Selective inference blends exploratory and confirmatory analysis by allowing for inference
on questions that may be selected in a data-adaptive way, but most selective inference
methods still require the analyst to pre-commit to selection rules before observing the data,
falling short of the freewheeling nature of true exploratory analysis. By contrast, interactive
methods are a subset of selective inference methods allowing the analyst to react to data,
consult her own internal judgment, and revise her models and research plans to adapt to
patterns she may not have expected to find, while still achieving valid inferences.
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We consider the problem of multiple hypothesis testing with independent p-values p1, . . . , pn
each pi corresponding to a different null hypothesis Hi. A multiple testing method examines
the p-values (possibly along with additional data) and decides whether to reject each hy-
pothesis. If H0 = {i : Hi is true} is the set of true hypotheses and R = {i : Hi is rejected}
is the rejection set, then R = |R| is the number of rejections and V = |R ∩ H0| is the
number of erroneous rejections. Benjamini and Hochberg (1995) defined the false discovery
proportion (FDP) as V/max{1, R} and famously proposed controlling its expectation, the
false discovery rate (FDR), at some prespecified level α.
This work proposes a new FDR-controlling framework for interactive multiple testing in
structured settings, called selectively traversed accumulation rules or STAR. Our method is
especially well-suited to settings where we wish to impose structural constraints on the set
of rejected hypotheses — for example, to enforce a hierarchy principle for interactions in a
regression or ANOVA problem, or to detect a convex spatial region in a signal processing
application where the signal exceeds a certain level. To our knowledge, STAR is the first
multiple testing framework capable of imposing generic structural constraints on the rejec-
tion set; moreover, as we will see in later sections, it often compares favorably to methods
specifically designed to control FDR for trees and directed acyclic graphs (DAGs).
Like other recent interactive methods (Dwork et al., 2015; Lei and Fithian, 2016a), STAR
achieves its error control guarantees by judiciously limiting the analyst’s knowledge about
the data; as such, it is natural to view STAR as an iterative interaction between two agents:
the analyst, who drives the search for discoveries based on imperfect knowledge of the data,
and a hypothetical oracle, who observes the full data set and gradually reveals information
to the analyst based on her actions. Typically the oracle is a computer program and the
analyst is either a human or an automated adaptive search algorithm based on pre-defined
modeling assumptions (Section 3 discusses ideas for defining good automated rules).
STAR proceeds by adaptively generating a nested sequence of candidate rejection sets
[n] = R0 ⊇ R1 ⊇ · · · ⊇ Rn = ∅,
which we assume without loss of generality will always shrink by at least one hypothesis in
each step. At step t, the oracle estimates the FDP of the current rejection set as
F̂DPt =
h(1) +
∑
i∈Rt h(pi)
1 + |Rt| , (1)
where h : [0, 1]→ [0,∞) is non-decreasing and bounded, with ∫ 1
0
h(p) dp = 1 (for example,
h(p) = 2 · 1{p ≥ 0.5}). The function h is called an accumulation function, and the estima-
tor (1) is based on the accumulation test of Li and Barber (2016), itself a generalization of
the SeqStep (Barber and Cande`s, 2015) and ForwardStop (G’Sell et al., 2016) procedures.
Informally,
∑
i∈Rt h(pi) plays the role of estimating Vt = |Rt ∩H0|.
The oracle reports F̂DPt to the analyst, and if (a) F̂DPt ≤ α and (b) Rt satisfies
any desired structural constraints specified by the analyst, then the entire procedure halts
and Rt is rejected. Otherwise, the analyst is responsible to select a smaller rejection set
Rt+1 ⊆ Rt. To aid the analyst, the oracle continually releases all of the p-values pi for
i /∈ Rt (the hypotheses that can no longer be rejected). In addition, the oracle releases
partially masked p-values g(pi) for i ∈ Rt. The masking function g is constructed so that
h(p) is mean-independent of g(p) when p ∼ U [0, 1] (for example, g(p) = min{p, 1 − p} if
h(p) = 2 · 1{p ≥ 0.5}). Revealing g(p) to the analyst is an example of data carving (Fithian
et al., 2014), where a part of a random variable, g(pi), is used for selection, while the
remainder h(pi) is used for inference. Because these two views of the data are orthogonal
to each other under the null, g(pi) provides free additional guidance to the analyst to help
improve the power.
The analyst now updates the candidate rejection set using structural constraints, side
information in the form of covariates, intuition, and any desired statistical model or proce-
dure, along with the oracle’s revealed information. The oracle then re-estimates the FDP
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and reveals pi for i ∈ Rt+1 \ Rt, and the analyst may then update any model, prior, or
intuition, and the process repeats until it halts.
STAR is closely related to the AdaPT method of Lei and Fithian (2016a), which also
masks p-values and uses optional stopping arguments to guarantee FDR control for an
interactive procedure. However, a key difference is that STAR gives the analyst power to
enforce structural constraints on the final rejection set. Crucially, when the STAR procedure
halts, the analyst knows that the entire set Rt will be rejected; by contrast, in AdaPT, it
is impossible to guarantee that constraints are satisfied because the analyst never knows
which of the currently masked p-values will be rejected. In the language of ordered multiple
testing, the relationship between STAR and AdaPT is analogous to the relationship between
accumulation tests, which always reject an initial block of hypotheses, and methods like
selective SeqStep and adaptive SeqStep, which do not.
The rest of the paper is organized as follows. In Section 2, we describe the STAR frame-
work in full detail and provide explicit examples. In Section 3, we discuss implementation
details, describing how one may automate the role of the analyst in different situations,
when we wish to use STAR in a non-interactive fashion. Sections 4, 5, and 6 discuss exten-
sive simulation and real data experiments in convex region detection problems, hierarchical
testing on trees and testing on directed acyclic graphs. Section 7 shows how to extend
our framework to knockoff statistics in regression problems, and discusses the relationship
between STAR and more classical procedures like Benjamini-Hochberg.
2 The STAR framework
We assume that for each hypothesis Hi, i = 1, . . . , n, the oracle observes a generic covariate
xi ∈ X and a p-value pi ∈ [0, 1]; Section 7.2 discusses a generalization to the setting where
we have knockoff statistics instead of p-values. We will assume throughout that (pi)i∈H0 are
mutually independent, and independent of (pi)i/∈H0 , conditional on the covariates (xi)
n
i=1.
We also assume that the null p-values have a non-decreasing density, a slight strengthening
of the usual assumption that a null p-value is stochastically larger than uniform.
In addition, we impose a generic structural constraint K ⊆ 2[n] denoting the allowable
rejection sets. For example, if the hypotheses are vertices of a rooted tree, K could denote
all subsets of vertices that form rooted subtrees. We assume that ∅ ∈ K.
After choosing an accumulation function h, we construct a masking function g satisfying
Ep∼U [0,1][h(p) | g(p)] a.s.= Ep∼U [0,1][h(p)] = 1. (2)
Section 2.2 describes a general recipe for constructing such a function g. In particular,
condition (2) guarantees the following key property in the proof of FDR control.
Proposition 1. If the density of p is non-decreasing and functions h, g are chosen such
that condition (2) holds, then we have
E[h(p) | g(p)] ≥ 1 almost surely.
Let Ft denote the σ-field containing all the information known to the analyst at step t:
the masked p-values g(pi) for all i ∈ Rt, the unmasked p-values for i /∈ Rt, the covariates
xi for all i ∈ [n], and the sum
∑
i∈Rt h(pi). Formally, we define
Ft := σ
(
(xi, g(pi))
n
i=1, (pi)i/∈Rt ,
∑
i∈Rt
h(pi)
)
. (3)
By convention we take R0 = [n] and Rn = ∅; then, at step t = 0, 1, . . . , the analyst may
select Rt+1 ⊆ Rt however she wants, provided she uses only the available information;
formally, we require that Rt+1 ∈ Ft, meaning that Rt+1 is Ft-measurable. Because Rt
shrinks with each step, the σ-fields form a filtration with F0 ⊆ F1 ⊆ · · · ⊆ Fn.
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Crucially, STAR controls the FDR no matter how Rt+1 is chosen. For example, we may
use any statistical method to estimate the local FDR for each Hi and remove the hypothesis
with highest estimated local FDR from Rt to obtain Rt+1.
Conditional on Ft, the quantity
∑
i∈Rt h(pi) is a conservative estimator of Vt = |H0∩Rt|,
the number of false rejections we would incur if we rejected the set Rt: each null hypoth-
esis in Rt contributes at least 1 in expectation, and the non-null hypotheses contribute a
non-negative amount. Hence |Rt|−1
∑
i∈Rt h(pi) can be interpreted as an upwardly biased
estimator of the FDP of rejection set Rt; the estimated FDP in equation (1) is obtained
after making a further correction for finite-sample effects.
The STAR algorithm halts and rejects the set Rτ , for
τ = min{t ≥ 0 : Rt ∈ K, F̂DPt ≤ α},
with τ = n if no such t exists. There may be reasons for the analyst to choose Rt+1 /∈ K at
some intermediate step of STAR: the analyst may choose to do this because the constraints
may be complicated to continually meet; another possible reason arises when all candidates
for Rt+1 ∈ K, given by the set {S ⊂ Rt, S ∈ K}, are all much smaller than Rt, in which case
the analyst may wish to take more incremental steps to gain more fine-grained information
from the revealed p-values, in order to more carefully judge which candidate in K to end
up choosing. However, temporarily leaving the constraint set would not pose a problem
for STAR since the definition of the stopping time τ enforces the constraint. Hence, for
the remainder of the article we will assume for simplicity that Rt ∈ K for every t. This
procedure is summarized in Algorithm 1, and comes with the following guarantee.
Theorem 1. Assume that the accumulation function h is non-decreasing, the masking func-
tion g satisfies condition (2), and each of null p-value has a non-decreasing density. Then,
STAR controls the FDR at level α, conditional on (g(pi))
n
i=1.
This theorem is proved in Section A.2.
Remark 1. Following Li and Barber (2016) we could allow for h to be unbounded and
replace h(1) in (1) with a constant C > 0, and halt when F̂DPt is below a corrected level:
C +
∑
i∈Rt h(pi)
1 + |Rt| ≤ α
∫ 1
0
(h(p) ∧ C) dp.
However, one can show that replacing such an unbounded accumulation function by its
bounded counterpart hC(p) = (h(p)∧C)/ ∫ 1
0
(h(p)∧C) dp results in a strictly more powerful
procedure. Thus, one can assume without loss of generality that h is bounded.
Algorithm 1 Selectively Traversed Accumulation Rule
Input: Predictors and p-values (xi, pi)
n
i=1, constraint set K, target FDR level α.
Procedure:
1: for t = 0, 1, . . . , n do
2: F̂DPt ← 11+|Rt|
(
h(1) +
∑
i∈Rt h(pi)
)
3: if (F̂DPt ≤ α and Rt ∈ K) or Rt = ∅ then
4: Reject {Hi : i ∈ Rt};
5: Return Rt
6: end if
7: Select Ft-measurable Rt+1 ⊆ Rt;
8: end for
STAR can be seen as a two-step generalization of the ordered multiple testing setting of
Li and Barber (2016), in which the ordering is assumed to be fixed and known in advance.
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The first step of generalization is to move from a fixed ordering to a random ordering, one
that is informed by the data. For example, one may order the p-values in decreasing order
of g(p). In other words, the p-value is carved into two parts g(p) and h(p), the first used
to determine the ordering and hence the selected sets, and the second part is used to for
inference on the selected set.
The second step of generalization is to move from a random ordering determined by
g(p) to a human-specified ordering, determined jointly by g(p), prior knowledge, covariates,
models, constraints, etc. Furthermore, this ordering does not need to be specified in advance
but can be determined on the fly as information accrues and models are updated. As Lei
and Fithian (2016b) show, accumulation tests for pre-ordered hypothesis testing can be
essentially powerless unless the prior ordering of hypotheses is very informative. By contrast,
the interactive accumulation test used by STAR allows for the possibility of adaptively
determining the ordering of hypotheses from the data, including not only the covariates but
also the sequentially revealed p-values themselves.
STAR is also fundamentally different from the Benjamini-Hochberg procedure, and its
adaptive variants. Even though the BH algorithm is known to be derivable using an ap-
propriate filtration and martingale, it is an entirely different one. In BH, there is no data
carving or interaction : the ordering is determined by observing the entire set of p-values,
following which the rejected region is essentially fixed, and BH is forced to reject small p-
values if it is rejecting larger ones. However, the ordering provided by the analyst in STAR,
using relevant structural information, may not necessarily be monotonic in p or even in g(p),
allowing the analyst to ignore small p-values if they occur in structurally low-probability
regions. Indeed, we will observe such behavior in all the simulations, such as convex region
detection, later in the paper.
2.1 A Concrete Example: STAR-SeqStep
To better explain the general developments of the previous section, we focus here on a
concrete example of an accumulation function and preview function. Fix p∗ ∈ (0, 1) and let
h(p) =
1
1− p∗ · I{p > p∗}. (4)
To satisfy condition (2), we define g(p) as
g(p) = min
{
p,
p∗
1− p∗ (1− p)
}
≤ p∗, (5)
which is a reflection of p over the point p∗. For any q < p∗, the set {p : g(p) = q} contains
exactly two points,
{p : g(p) = q} =
{
q, 1− 1− p∗
p∗
q
}
.
When Rt = {1, 2, . . . , n− t} is deterministic, Algorithm 1 reduces to the SeqStep procedure
for ordered testing (Barber and Cande`s, 2015), so we call our procedure STAR-SeqStep.
The case with p∗ = 1/2 is especially intuitive: then, h(p) = 2 · 1{p > 1/2}, g(p) =
min{p, 1 − p}, and {p : g(p) = q} = {q, 1 − q}. To build further intuition about g consider
the case where the null p-values are uniform and all n p-values are independent. Then,
for null i, we have g(pi) ∼ U [0, p∗] independently of h(pi), and the vector (g(pi))i∈H0 is
therefore independent of every FDP estimate used in the algorithm. As a result g(pi) may
be thought of as prior information that we can freely use to guide the algorithm without fear
of contaminating the results. Generalizing beyond SeqStep to other accumulation functions,
g(pi) may not be independent of h(pi), but knowing g(pi) does not bias the FDP estimates.
By contrast, g(pi) may be extremely informative about pi for non-null i. As an extreme
example, for STAR-SeqStep, if P(pi > p∗) = 0 under the alternative, then g(pi) = pi almost
surely, and more generally, if P(pi > p∗) is small then g(pi) may be highly correlated with pi
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and informative that h(pi) is zero. Furthermore, a very small value of g(pi) may be highly
indicative that Hi is likely false (for example, if pi ∼ U [0, 1] under Hi, then g(pi)/p∗ is a
valid p-value). As a result, we may have a great deal of information available even at step 0
when all of the p-values are still masked. In STAR-SeqStep, each masked p-value amounts to
a missing bit in the full data and a typical strategy is to impute them by fitting a statistical
model using the EM algorithm; see Section 3 and Lei and Fithian (2016a) for details.
2.2 Masking Functions
We now give a recipe to construct a masking function g for a generic accumulation rule h:
Theorem 2. Let h : [0, 1] → [0,∞) be any non-negative non-decreasing function with∫ 1
0
h(p) = 1, and let
H(p) =
∫ p
0
(h(x)− 1) dx.
Then, we have the following two conclusions:
(i) There exists a continuous and strictly decreasing function s(p) which is also differen-
tiable except on a set of zero measure (a Lebesgue null set), such that
H(s(p)) = H(p), s(0) = 1, s(1) = 0. (6)
(ii) The masking function
g(p) = min{p, s(p)}
satisfies condition (2).
This theorem is proved in Section A.3. Note that the aforementioned function s(p) can be
obtained numerically by a quick binary search whenever H(·) can be computed efficiently.
Note that all accumulation functions used in this paper satisfy the conditions of the above
theorem and thus their associated s(p) is differentiable (except at p∗). The differentiability
is essential in designing the model-assisted STAR algorithms; see Section 3 and Appendix
B for details. Letting p∗ denote the unique solution to s(p∗) = p∗, note that for any q < p∗
the set {p : g(p) = q} contains exactly two points and hence, as argued in the special case
of STAR-SeqStep, such a g(p) is very informative. We show several examples below.
Examples:
1. (SeqStep, Barber and Cande`s (2015)) When h(p) = 11−p∗ 1{p > p∗}, one may derive
s(p) =
p∗
1− p∗ (1− p),
which gives the same masking function as in equation (5).
2. (ForwardStop, G’Sell et al. (2016)) For the unbounded accumulation function h(p) =
− log(1 − p), we can obtain a bounded function hC(p) by truncating at C > 0 and
renormalizing as in Remark 1; in order to avoid a large renormalization (corresponding
to a large correction of the FDR level), we fix C = − log(0.01) = 4.605, in which case∫ 1
0
(h(p) ∧ C) dp = 0.99. For any C > 0, one can derive
H(p;C) =
{
e−Cp+ (1− p) log(1− p) if p ≤ 1− e−C ,
(1− p)(1− C − e−C) if p > 1− e−C .
and solve for s(p) numerically as shown in Figure 1.
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3. (HingeExp, Li and Barber (2016)) ForwardStop may be generalized to obtain the
unbounded accumulation function h(p) = 11−p∗ log
1−p∗
1−p 1{p ≥ p∗} for some p∗ ∈ (0, 1)
(p∗ = 0 gives ForwardStop after reparametrization). Using a similar reasoning to
ForwardStop, for each p∗ we recommend truncating h(p) at C =
− log(0.01)
1−p∗ so that∫ 1
0
(h(p)∧C) dp = 0.99. After truncating and renormalizing using any C > 0, we have
H(p;C) =

−p ∫ 1
0
(h(p) ∧ C) dp p < p∗,
e−C(1−p∗)p+ 1−p1−p∗ log
1−p
1−p∗ −
p∗
1−p∗ (1− p) p∗ ≤ p ≤ 1− (1− p∗)e−C(1−p∗),
(1− p)(1− C − e−C(1−p∗)) p > 1− (1− p∗)e−C(1−p∗).
Once more we can calculate s(p) numerically, as shown in Figure 1 below.
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g(p
)
0.0 0.4 0.8
0.
0
0.
2
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g(p
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HingeExp (p∗=0.9)
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g(p
)
Figure 1: Masking functions for different accumulation functions.
3 Implementation
3.1 Selecting Rt+1
Theorem 1 showed that FDR is controlled no matter how the analyst chooses Rt+1 based
on Ft; however, having a good update rule will be vital to operationalizing STAR in any
given context. We will focus on the simple case where it is possible to satisfy the constraints
in every step, as will be true for all the experiments below. Making this restriction, we can
describe an update rule in three steps: (1) find all candidate sets of hypotheses that we can
peel off from Rt without leaving the constraint set K; (2) compute a score using all the
information in Ft that measures the “likelihood” that each candidate set has non-nulls; and
(3) delete the candidate set with the “worst” score.
For example, suppose that the hypotheses correspond to vertices of a tree and one aims
at detecting a subtree of signals. Then the deletion candidates are all (hypotheses on) leaf
nodes of the subtree given by Rt; see Section 5 for details.
The next step is to compute a score for each candidate. Heuristically, the score should be
highly correlated to the p-values. As discussed in Section 2, the most straightforward score
for the i-th hypothesis is g(pi). We refer to it as the canonical score. For candidate sets
that contains multiple hypotheses, we define the canonical score as the average of g(pi)’s. A
larger canonical score gives stronger evidence that the candidate set is mostly null. Although
the canonical score is straightforward to use, the user is allowed to fit any model using the
covariates and the partially-masked p-values. Thus, one can estimate the signal strength, or
a posterior probability of being null, as the score: we call this a model-assisted score. In the
next subsection, we describe a generic quasi-EM algorithm that enables the user to apply
almost arbitrary methods in the STAR framework.
Finally, given the score, it is natural to remove the least favorable candidate. For in-
stance, when using the canonical score, the candidate with largest score will be removed. On
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the other hand, if the score measures the signal strength or the likelihood of being non-null,
the candidate with smallest score will be removed.
The aforementioned scheme is presented explicitly in Figure 2, and the three steps of a
generic update rule are highlighted in red.
User Interaction
Input:
(xi, pi)i∈[n]
Find
Candidates
Compute
Score
Update
Rt → Rt+1 F̂DP ≤ α Return R
Update
Input: Ft
No
Yes
Figure 2: Flowchart of STAR Framework
3.2 A Generic Quasi-EM Algorithm for Model-Assisted Scores
Although the canonical score is effective in many cases as shown in Sections 4 to 6, it does not
exploit covariate information. For instance, when the hypotheses are arranged spatially, we
may expect the non-nulls will concentrate on a few clusters, and/or that the signal strength
will be smooth on the underlying space. This prior knowledge may neither be reflected
directly from the p-values nor be explicitly used to strengthen the p-values; instead, we can
use a model to assist calculating the scores.
Specifically, we can model the p-values using some parametric family f(p; θ(x)) for some
parameter θ(x) that depends on the covariate. For instance, we can use a Beta-family which
uses θ(x) = µ(x), and has the density
f(p; θ(x)) =
1
µ(x)
p
1
µ(x)
−1, (7)
in which case E(− log p) = µ(x), which is a measure of evidence of the hypothesis being
non-null at location x.
Let A be any procedure that produces a reasonable estimate of θ(x) given the p-values.
However, we cannot use A directly, since the p-values in Rt are partially masked. This
motivates us to apply the EM algorithm by treating pi as the hidden variable and g(pi)
as the observed variable. Because the map from pi to g(pi) is deterministic, the E-step
is computable. Fortunately, the masking function g(·) in Section 2.2 facilitates the E-step
since {p : g(p) = q} = {q, s−1(q)} contains only at most two values for any q. If the
procedure A produces the maximum likelihood estimator of θ(x), then we can implement
A in the M-step and this reduces to the standard EM algorithm. Generally, A could be any
procedure, such as the method of moments or penalized quasi-maximum likelihood, which
is useful when the maximum likelihood estimator might be computationally infeasible or
statistically unstable. We can also apply A in the M-step to update the parameter and refer
to this as the quasi-EM algorithm. We elaborate it in Appendix B.
4 Convex region detection
In some applications, the p-values may be associated with features xi ∈ X ⊆ Rd, which
encode some contextual information such as predictor variables or a spatial location, and
which may be associated with the underlying signal. We may wish to use this feature
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information to discover regions of the feature space where the signal is relatively strong; for
example, Drevelegas (2010) seek a convex region to locate the boundary of tumors.
As a concrete mathematical example, suppose that for each point xi on a regular spatial
grid, we observe an independent observation zi ∼ N(f(xi), 1), and we hope to discover the
region C = {x : f(x) > 0}, where we have some prior belief that C is convex; for example,
if f is known to be a concave function, then C is a superlevel set and is hence convex. Since
we cannot expect to perfectly find C, we may hope to discover a smaller region Ĉ which is
mostly contained within C, that is,
Vol(Ĉ ∩ Cc)
Vol(Ĉ) ≤ α. (8)
We can frame the above as a multiple testing problem by computing a one-sided p-
value pi = 1 − Φ(zi) for each Hi and constraining the rejection set to be of the form
R = {i : xi ∈ Ĉ}, for some convex set Ĉ, leading to a constraint K on the allowable
rejection sets. If the grid is relatively fine, then FDR is a natural error criterion to control
since the FDP of R approximates criterion (8).
As another application in supervised learning, we may observe a pair of features xi and
response yi for i = 1, . . . , n, and hope to find a subregion of the feature space X where the
y values tend to be relatively large. In bump-hunting (Friedman and Fisher, 1999), we seek
to discover a rectangle in predictor space; Section 4.3 discusses this application.
More generally, we might want to discover a set of hypotheses R = {i : i ∈ Ĉ} where Ĉ
is convex, or is a rectangle, or satisfies some other geometric property. To the best of our
knowledge, no currently existing procedure can solve the above problems while guaranteeing
FDR control. To implement these goals using the STAR framework, we need only define
the procedure-specific functions elaborated in Section 3. To illustrate, we first consider an
example where xi ∈ R2. Later, we discuss the application of STAR to bump hunting.
4.1 Procedure
To preserve convexity, we consider an automated procedure that gradually peels off the
boundaries of the point cloud {xi}. At each iteration, we choose a direction θ ∈ [0, 2pi) and
a small constant δ, and peel off a proportion δ of points that are farthest along this direction.
We display an illustrated movie on our website https://github.com/lihualei71/STAR.
Specifically, for each angle θ, we define a candidate set C(θ; δ) to be observed as the set
of indices corresponding to the δ-proportion of points that are farthest along the direction
θ. If the goal is to detect an axis-parallel box, θ can be restricted to only take values in
{0, pi2 , pi, 3pi2 }; otherwise we set θ to an equi-spaced grid on [0, 2pi] of length 100. Given a
score Si for each hypothesis, which we soon define, we may evaluate the signal strength of
each candidate set by the average of Si. Then we may update Rt as
Rt := Rt−1 \ C(θˆ; δ), with θˆ := arg min
θ
Avg(Si : i ∈ C(θ; δ)).
Finally, to define the score Si’s, we can directly use the canonical score g(pi). However,
in most problems of this type where xi represents the location in some continuous space,
it is reasonable to assume that the distributions of p-values are smoothly varying. For
instance, we can model the p-value at location x as a Beta-distributed random variable, like
in equation (21). Given the dataset (xi, pi)
n
i=1, one can accurately estimate µ(x) using non-
parametric methods, provided that n is sufficiently large and µ(x) is sufficiently smooth.
As discussed in Section 3, we can apply EM algorithm to fit µ(x) under the framework of
STAR. In particular, we fit a generalized additive model (Hastie and Tibshirani, 1990) on
the smooth spline basis of xi. See Appendix B.1 for details.
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4.2 Simulation Results
We consider an artificial dataset where the predictors form an equi-spaced 50 × 50 grid in
the area [−100, 100]× [−100, 100]. Let C0 be a convex set on R2 and set
H1 = {xi : xi ∈ C0}.
We generate p-values i.i.d. from a one-sided normal test, i.e.
pi = 1− Φ(zi), and zi ∼ N(µ, 1), (9)
where Φ is the cdf of N(0, 1). For i ∈ H0 we set µ = 0 and for i 6∈ H0 we set µ = 2. Figure 3
below shows three types of C0 that we conduct tests on.
Circle in the middle
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
Circle in the corner
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
Thin ellipse
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll
Figure 3: The above panels display the underlying ground truth for three examples of convex
region detection. Each point represents a hypothesis (2500 in total) with gray ones being
nulls and black ones being non-nulls.
First we compare STAR-SeqStep (with p∗ = 0.5) with two other methods: the BH proce-
dure (Benjamini and Hochberg, 1995) and AdaPT (Lei and Fithian, 2016a). We implement
STAR-SeqStep with both the canonical score and the model-assisted score based on the
generalized additive model (GAM) discussed in the last subsection. While all three algo-
rithms provably satisfy FDR ≤ α, note that neither of the competing algorithms guarantees
convexity of the rejection set and we incorporate them here as a benchmark. The resulting
rejected sets are shown in Figure 4 at level α = 0.10.
For each procedure and a given level α, we calculate the FDP and the power as
FDP(α) =
|Rτ(α) ∩H0|
|Rτ(α)| , power(α) =
|Rτ(α) ∩Hc0|
|Hc0|
(10)
where τ(α) = min{t : F̂DPt ≤ α}.
We then estimate the FDR and the power by the average of FDP(α) and power(α) over
100 sets of independently generated p-values. The results are plotted in Figure 5 for a
list of α’s from 0.01 to 0.3. We see that STAR is more powerful than AdaPT and BH,
which do not enforce the convexity constraint. Furthermore, it is worth mentioning that the
model-assisted STAR achieves high power despite using a generic and misspecified GAM
beta-mixture model for the p-values.
To see why STAR gains power, we also plot µˆ(x), calculated using the method stated in
Appendix B.1, in Figure 6. The top panel shows the initial estimate that only uses partially
masked p-values g(pi). The bottom panel shows the “oracle” result when fitting the model
to fully observed p-values. It is surprising that even the initial estimate is good enough to
clearly show the contour of the non-nulls, and is nearly as good as the final estimate using
fully observed p-values; in fact, the correlation between the two estimates is above 0.98 in
all three cases. This explains why STAR can accurately pinpoint the non-nulls and hence
enhance the power.
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Figure 4: The above panels display the rejection sets of STAR (with model-assisted score),
BH procedure and AdaPT for α = 0.10, when the underlying truth is given in Figure 3.
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Figure 5: FDR and power of STAR-GAM (STAR with model-assisted score), STAR (with
canonical score), BH procedure and AdaPT for α ∈ {0.01, 0.02, . . . , 0.30}.
Finally, we perform an additional study to examine the performance of STAR with dif-
ferent accumulation functions h(p). Specifically, we consider STAR-SeqStep (with different
p∗’s), STAR-ForwardStop and STAR-HingeExp (with different p∗’s). We plot the results in
Figures 16 and 17 in Appendix C.2. From Figure 16 we see that the performance of STAR-
SeqStep is insensitive to p∗, even though large p∗ could lead to zero discovery because of the
finite-sample correction using h(1) = 11−p∗ in (1). Unlike Li and Barber (2016), we observe
in Figure 17 that STAR-SeqStep is more stable and powerful than STAR-ForwardStop and
STAR-HingeExp. This is also observed in other examples discussed in Sections 5 and 6.
Thus, we recommend using STAR-SeqStep with p∗ = 0.5 as a default choice.
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Figure 6: Model-assisted score (by GAM) of STAR: (top) initial score, using only partially
masked p-values; (bottom) oracle score, using all p-values. Darker pixels represents higher
score and vice versa.
4.3 Bump hunting
Bump hunting is widely applied in areas such as astronomy (Good and Gaskins, 1980),
risk management (Becker and Fahrmeir, 2001), bioinformatics (Jiang et al., 2006), and
epidemiology (Jaffe et al., 2012). In these areas, one collects a response y together with
a possibly high dimensional vector x of predictors and aims at obtaining knowledge of
f(x) = E[y|x]. In many applications, it is not necessary to estimate f(x) uniformly over
the domain but simply detect a scientifically interesting subregion of the predictor space
instead. In bump hunting, we usually aim to detect a subregion within which the average
of y is larger than that on the entire space. However, most existing procedures lack formal
statistical guarantees.
We can cast the problem as a nonparametric multiple testing problem by defining the
null hypothesis Hi that the conditional response distribution at the ith data point is
Hi : L(yi|xi)  L(yi +B),
where  denotes stochastic dominance and L denotes the marginal or conditional distri-
bution of y. Informally, we wish to find a clustered set of non-nulls, corresponding to a
rectangular region of the feature space where the response is unusually large, by some fixed
location offset B ≥ 0.
Let F0 denote the marginal distribution function of y. If F0 is known, one can define
the p-value as pi = 1 − F0(yi − B) (if F0 is not continuous, we may use a randomized
version instead). To discover a rectangular region, we can apply the convex region detection
algorithm of Section 4.1 with the restriction that we always peel off an axis-parallel rectangle
in the form of {i : xij ≥ vj} or {i : xij ≤ vj}. More precisely, given a patience parameter
δ ∈ (0, 1), the candidate sets are given by {C(j, b; δ) : j ∈ {1, . . . , p}, b ∈ {−1, 1}}, where
C(j,−1; δ) = {i : xij ≤ vj}, C(j, 1; δ) = {i : xij ≥ vj},
and vj is set to be the minimal value such that C(j, b; δ) ≥ dnδe.
For illustration, we consider a moderately sized demographics dataset, that contains
questions from n = 9409 questionnaires filled out by shopping mall customers; see Section
14.2.3 of Hastie et al. (2009) for details. The goal is to predict the income using the first
13 questions, listed in the first column of Table 1, that provide the basic demographics. All
variables are either binary or ordinal. We use the empirical distribution of yi, the income,
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Figure 7: Comparison of income distributions before and after selection by STAR.
as a proxy for F0, and use B = 0 for the location offset. Since the yi’s are discrete, the
p-values are made continuous by randomization; to account for the effect of randomization,
we repeat the entire experiment 100 times.
We find that the box produced by STAR is quite stable across experiments and the target
FDR level α. The results are reported in Table 1. The last column details the interval for
each variable of the most frequent box among 100 repetitions for α ∈ {0.05, 0.1, 0.2}. The
middle three columns contain the frequency of this particular box among 100 repetitions.
Because the box is quite stable for most predictors, we conclude the randomization of the
p-values does not substantially destabilize the discovered region. We also plot the income
distribution of this sub-population and that of the overall population in Figure 7; thus,
we see that STAR has detected a subpopulation with significantly higher income than the
overall population.
Attributes box20 freq. box10 freq. box5 freq. box
sex 1.00 1.00 1.00 male/female
marital status 1.00 1.00 1.00 married/single
age 0.92 0.92 0.54 [18, 54]
education 0.99 0.99 0.99 >= high school
occupation 0.92 0.75 0.53 professional/manager/student
years in bay area 0.63 0.63 0.63 >10
dual incomes 0.92 0.92 0.92 not married/yes
number in household 1.00 1.00 1.00 [2,4]
number of children 0.59 0.59 0.59 <=2
householder status 1.00 1.00 1.00 own
type of home 1.00 1.00 1.00 house
ethnic classification 1.00 1.00 1.00 white
language in home 1.00 1.00 1.00 english
Table 1: Results of bump hunting on the income dataset: the first column reports the
variable names; the last column reports the selected interval of each variable in the detected
box; the second to the fourth colums report the frequency of the box listed in the last column
among 100 randomizations
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5 STAR for hierarchical testing
A well-studied case of structured multiple testing is that of hierarchical testing where the
hypotheses have an intrinsic rooted tree structure and the non-null hypotheses form a rooted
subtree. Most earlier works focus on FWER control (e.g., Dmitrienko et al., 2006; Mein-
shausen, 2008; Huque and Alosh, 2008; Brechenmacher et al., 2011; Goeman and Finos,
2012). However FWER controlling procedures are often quite conservative, having low
power. In contrast, Yekutieli et al. (2006); Yekutieli (2008) proposed a novel procedure
in microarray analysis that guarantees FDR control under independence. FDR controlling
methods have since been applied to other areas including genomics (e.g., Heller et al., 2009;
Guo et al., 2010; Benjamini and Bogomolov, 2014; Li and Ghosh, 2014; Lynch and Guo,
2016) and neural image analysis (e.g., Benjamini and Heller, 2007; Singh and Phillips, 2010;
Schildknecht et al., 2016). New procedures have also been recently introduced for multi-
layer or multi-resolution FDR guarantees (Barber and Ramdas, 2016; Peterson et al., 2016;
Katsevich and Sabatti, 2017; Bogomolov et al., 2017).
Note that in many hierarchical testing problems, the p-value for a given node is derived
from the p-values of the nodes descending from it (using, for example, the Simes test);
in such problems, the p-values would be dependent and STAR would not be applicable.
However, when STAR is applicable, it is quite straightforward to apply it to hierarchical
testing problems. Similar to Section 4, we start with an artificial example to describe the
procedure and compare the performance of STAR with other existing methods. Then, we
discuss the application of STAR on wavelet thresholding in image processing.
5.1 Procedure
In order to maintain a subtree structure of the rejection set, at any step of the algorithm, we
can simply set the candidates to be observed as all leaf nodes of the subtree of still masked
p-values. Equivalently, STAR will peel off the leaf nodes that have least favorable scores at
each step. An illustrated movie is available at https://github.com/lihualei71/STAR.
In this article, we only consider the canonical score. However, it is worth mentioning
that there are various reasonable model-assisted scores that can be applied in hierarchical
testing. For a certain class of problems such as wavelet-based image-denoising, it is common
to assume that the signal strength has an isotonic ordering on the tree under which the signal
strength of the parent node is higher than that of the child node. With this prior knowledge,
we can combine the quasi-EM algorithm and isotonic regression (e.g., Best and Chakravarti,
1990; Mair et al., 2009; Stout, 2013), with a tree ordering, to compute the model-assisted
score; See Appendix B.2 for details.
5.2 Simulations
To illustrate, we construct a balanced binary tree with n = 1000 nodes and set 50 nodes as
non-nulls. We place the non-nulls as the first 50 nodes either in breath-first-search (BFS)
ordering or in depth-first-search (DFS) ordering. The settings are plotted in Figure 8.
Heuristically, the methods by Yekutieli (2008) and Lynch and Guo (2016) may prefer the
BFS ordering since they are top-down algorithms that proceed layer-by-layer, and only
proceed to child nodes when the parent node is rejected. When the non-nulls are placed
in the DFS ordering, as shown in the right panel of Figure 8, those methods run the risk
of stopping early in the long chain of p-values, and may therefore be less powerful. By
contrast, STAR proceeds adaptively in a bottom-up manner from leaves to the root, and
we may expect it to be more robust to the layout of non-nulls.
Another important factor that affects the power is the pattern of signal strength along
the tree. The top-down procedures should be more favorable if the signal strength is in an
isotonic ordering on the tree where the root node has the strongest signal. However, when
the signals in top nodes are weak, these procedures risk being powerless. To account for
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Figure 8: Hierarchical testing problems with non-nulls arranged with BFS (breadth-first-
search) ordering and DFS (depth-first-search) ordering. Each node represents a hypothesis
(1000 in total) with black ones being the nulls and pink ones being non-nulls.
this effect, we generate p-values by
pi = 1− Φ(zi), and zi ∼ N(µi, 1). (11)
where the null µi’s equal 0 and the non-null µi’s are set in one of the following three ways:
Case 1: µi ≡ 2, ∀i ∈ Hc0;
Case 2: µi =
{
2.5 i ∈ {25 nodes with smallest indices in Hc0},
1.5 otherwise;
Case 3: µi =
{
1.5 i ∈ {25 nodes with smallest indices in Hc0},
2.5 otherwise.
In summary, we consider six cases: the non-nulls are placed in BFS ordering or DFS
ordering and the p-values are set in one of the above three cases. For each setting, we apply
STAR-SeqStep (with p∗ = 0.5 and canonical scores) as well as the BH procedure, Yekutieli’s
procedure (Yekutieli, 2008) and two procedures in sections 4.1 and 4.3 of Lynch and Guo
(2016) (written as LG and LG2 henceforth). We plot the results in Figures 9 and 10.
From Figure 9, we see that all methods control FDR exactly. In cases 1 and 2, STAR
has a lower power than LG2, but it often outperforms the BH procedure, which does not
guarantee the subtree structure, and is competitive with other procedures. When the top
non-nulls are weak as in Case 3, the forward procedures lose power remarkably while STAR
gains power as expected. It is clearly shown that the power of STAR is quite stable across
the different layouts as opposed to top-down procedures.
From Figure 10, we see that STAR is most powerful even when the non-nulls are placed in
a DFS ordering. Comparing to Figure 9, the performance of STAR does not degrade much.
However, the top-down procedures lose power considerably and even become powerless in
Case 1 and Case 3. In addition, similar to Section 4 we found that STAR-SeqStep with
p∗ = 0.5 is an excellent default. The results are plotted in Appendix C.2. In summary, in
all cases considered in this section, STAR is a powerful and stable procedure.
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Figure 9: FDR and power of STAR (with canonical score), BH procedure, BY procedure
and two procedures in Lynch and Guo (2016) α ∈ {0.01, 0.02, . . . , 0.30}. The non-nulls are
arranged in the BFS ordering.
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Figure 10: FDR and power of STAR (with canonical score), BH procedure, BY procedure
and two procedures in Lynch and Guo (2016) α ∈ {0.01, 0.02, . . . , 0.30}. The non-nulls are
arranged in the DFS ordering.
5.3 Wavelet thresholding
Wavelet decomposition has been an efficient tool in signal processing for decades (e.g., Mal-
lat, 1999, and references therein). It provides an efficient and elegant methodology that rep-
resents signals at different scales, ranging from ”backgrounds/trends” to ”edges/anomalies”.
Due to the hierarchical nature of wavelet decomposition, the wavelet coefficients can be de-
scribed by a balanced tree. Figure 11 gives a schematic description1 of 2D discrete wavelet
decomposition which is widely used in image processing. Given an image with size 2k × 2k,
a high-pass filter and a low-pass filter are applied to the rows and columns to decompose
the image into four sub-bands, LL, LH, HL and HH, where LL contains all information in
1The figure is copied from http://www.debugmode.com/imagecmp/classify.htm.
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Figure 11: Schematic representation of 2D discrete wavelet decomposition: panels (a) - (c)
gives the schematic representation of first three levels of decomposition and the rightmost
panel gives the description of the hierarchical structure.
lower frequencies and the last three contain the high-frequency information in different ori-
entations. The procedure then proceeds recursively on LL to decompose the low-frequency
sub-band as illustrated in panels (a) - (c) of Figure 11 until LL only contains one pixel. The
wavelet coefficients can be arranged in a quadtree; See the rightmost panel of Figure 11 for
illustration. We refer the readers to Mallat (1999) for details.
Often, natural signals can be represented by a small subset of wavelet coefficients; equiv-
alently, the wavelet coefficient vector is sparse. Under the standard assumption that the
signal is multivariate normal and homoscedastic, the wavelet coefficients are independent
normal variables since the transformation is unitary. Denote by dˆjk the j-th wavelet co-
efficient in the k-th level, then dˆjk ∼ N(µjk, σ2) for some common variance σ2 > 0. The
problem of detecting “large” wavelet coefficients can be formalized as a selection problem
that aims at detecting nonzero µjk’s. The classic procedures, such as hard thresholding
(Donoho and Johnstone, 1994) and soft thresholding (Donoho, 1995), are proved to be min-
imax optimal from the estimation viewpoint. However, for most images it is reasonable to
assume that the large coefficients form a subtree (e.g., Shapiro, 1993; Hegde et al., 2015).
This tree structure has been exploited since Shapiro (1993)’s EZW (Embedded Zerotrees of
Wavelet transforms) algorithm for efficient encoding of images.
On the other hand, (Abramovich and Benjamini, 1996) formalized the problem in terms
of multiple hypothesis testing with Hjk : µjk = 0 and applied the BH procedure on the
p-values calculated as pjk = 1 − Φ(dˆjk/σˆ), where σˆ is estimated from the coefficients at
the finest scale. This idea is exploited further using Bayesian FDR control methods (e.g.,
Tadesse et al., 2005; Lavrik et al., 2008).
However, these methods also do not take the structured sparsity into consideration.
This motivates us to apply STAR with a tree constraint that is discussed in Section 5.1. To
illustrate we compare STAR with other methods on 48 standard gray-scale images2 of size
512×512. For each figure we add Gaussian white noise with SNR = 0.5dB3. The two panels
in the left column of Figure 12 show one original image and its contaminated version.
We compare STAR with BH procedure (Abramovich and Benjamini, 1996), hard thresh-
olding (Donoho and Johnstone, 1994) and soft thresholding (Donoho, 1995). We estimate
the variance σˆ2 separately for LH, HL and HH sub-bands using the normalized median of the
coefficients at the finest scale; See Chapter 11 of Mallat (1999) for details. For STAR and
BH procedure, we calculate p-values by pjk = 1 − Φ(dˆjk/σˆw) where w ∈ {LH,HL,HH}
depending on the location of dˆjk; for hard/soft thresholding, the threshold is chosen as√
2σˆ2w logN where N denotes the total number of coefficients. For each method, we record
the signal-to-noise ratio (SNR3) and the compression ratio (CR), defined as the ratio of the
total number of wavelet coefficients and the number of selected coefficients. To illustrate, we
2Available at http://decsai.ugr.es/cvg/CG/images/base/?.gif, where ? is an integer ∈ {1, . . . , 48}.
3The SNR (signal-to-noise ratio) is defined as 10 log10
(
s2image
s2noise
)
with unit dB (decibel).
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Original STAR (SNR = 8.66, CR = 454) BH (SNR = 7.37, CR = 113)
Noisy (SNR = 0.5) H.T. (SNR = 8.35, CR = 933) S.T. (SNR = 6.8, CR = 933)
Figure 12: A sample image of cat. The left column show the original image and the con-
taminated version. The other four panels display the recovered images of STAR, BH, hard
thresholding (H.T.) and soft thresholding (S.T.), respectively. The signal-to-noise ratio and
the compression ratio are reported in the title.
report the SNRs and the CRs on the top of four panels in Figure 12. It is clear that STAR
has the largest SNR and has a more compact representation than the BH procedure. For
thorough comparison, we record the ratio of SNR and CR between STAR and other methods
and provide the boxplot in Figure 13. It is clearly shown that STAR has larger SNR than
other methods and induces a more parsimonious representation than BH for most figures.
We conclude that STAR has a reasonable performance in wavelet-based image denoising.
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Figure 13: Comparison of SNR and CR between STAR (normalized to the red line at unity)
and other methods (BH, hard thresholding, soft thresholding) on 48 gray-scale images.
6 STAR on directed acyclic graphs
A more complicated case, compared to hierarchical testing, involves hypotheses arranged on
a directed acyclic graph (DAG) and the non-nulls are known apriori to satisfy the heredity
principle. The strong (resp. weak) heredity principle, also referred to as effect hierarchical
principle (Wu and Hamada, 2000), states that an effect is significant only if all (resp. one)
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of its parent effects are significant.
Multiple testing on DAGs has extensive applications in genomics (e.g., Goeman and
Mansmann, 2008; Saunders et al., 2014; Meijer and Goeman, 2015) and clinical trials (e.g.,
Dmitrienko and Tamhane, 2013). However, most prior work deals with FWER control, but
the setting of FDR control is relatively under-studied. To the best of our knowledge, the only
existing FDR control procedures for DAGs were proposed in Gavin Lynch’s thesis (Lynch,
2014), but there is parallel work by the second author in the sequential setting (Ramdas
et al., 2017a) and the multi-layer setting (Ramdas et al., 2017b), which generalize known
algorithms for trees. Most aforementioned works were designed for the strong heredity
principle with few options for the weak heredity principle. One natural class of algorithms for
both settings are online FDR algorithms (Foster and Stine, 2008; Javanmard and Montanari,
2017; Ramdas et al., 2017c). For a more thorough discussion of the pros and cons of existing
work on DAGs, see Table 1 in Ramdas et al. (2017a).
It is straightforward to apply STAR to guarantee FDR control under both the strong
and the weak heredity principle. In the following subsections, we present simulation results
and an application to a factorial experiment.
6.1 Procedure
Given a direct acyclic graph (DAG), as discussed in Section 3, STAR is a bottom-up pro-
cedure that peels off a subset of nodes at each step while maintaining the combinatorial
structure. For the strong heredity principle, we select the candidates as all the leaf nodes.
For the weak heredity principle, we select the candidates as all nodes by removing which
the remaining graph satisfies the principle. Two illustrated movies for the strong and the
weak heredity principle are available at https://github.com/lihualei71/STAR.
Similar to hierarchical testing, we only run experiments with the canonical score in
this article (the unsmoothed, raw masked p-values g(pi)), but we also provide an approach
to compute a model-assisted score. In certain problems, the signal strength is known to
be spatially smooth on the graph. With this prior knowledge, it is natural to apply the
trend filtering algorithm by Wang et al. (2016) on the graph. Combined with the quasi-EM
algorithm, it can be implemented under the STAR framework (see Appendix B.3).
6.2 Simulation results
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Figure 14: Three types of DAGs in simulation studies. Each node represents a hypothesis
(1000 in total) with black ones being the nulls and pink ones being non-nulls.
We focus on the strong heredity principle (SHP) in order to compare STAR with existing
methods. To account for the structure, we consider three types of DAGs: shallow regular
DAG (with 4 layers and 250 nodes in each layer), deep regular DAG (with 10 layers and
100 nodes in each layer) and triangular DAG (with 5 layers with 50, 100, 200, 300, 350
nodes in each layer respectively). For each DAG, we set 50 nodes which satisfy SHP to be
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non-null and generate p-values using equation (11) with µ = 2 for non-nulls. The settings
are illustrated in Figure 14, displayed with more than 50 non-nulls for easier visualization.
We compare STAR, with canonical scores, to two methods proposed in Lynch (2014),
referred to as SCR-DAG (Self-Consistent Rejection procedure on DAG) and BH-DAG, as
well as a recently developed method, referred to as DAGGER, a generalization of Lynch’s
hierarchical test by Ramdas et al. (2017a). We also include the BH procedure as a benchmark
which does not take the structural constraint into account. The results are plotted in Figure
15. It is clearly shown that in all cases STAR is more powerful than other methods and
is even more powerful than BH procedure when α is not too small. Similar to previous
sections, we compare the performance of STAR with different accumulation functions in
Appendix C.3 and we find that STAR-SeqStep with p∗ = 0.5 is still a powerful choice.
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Figure 15: FDR and power of STAR (with canonical score), the BH procedure, two
procedures in Lynch and Guo (2016) and DAGGER (Ramdas et al., 2017a) for level
α ∈ {0.01, 0.02, . . . , 0.30}.
6.3 Application to factorial experiments
The heredity principle dates back to early work of Yates (1937) on factorial experiments.
The term “heredity” was coined by Hamada and Wu (1992) in the context of experimental
design and originally used to ensure the compatibility of the selected model in the presence
of complex aliasing. On the other hand, Nelder (1977) introduced the marginality principle,
an equivalent version of the strong heredity principle, driven by interpretability. In recent
years, this topic has been revisited under the high dimensional settings (e.g., Yuan et al.,
2009; Choi et al., 2010; Bien et al., 2013). However, none of these works provides error
measures, either FWER or FDR, regarding the selected variables.
All aforementioned works consider the linear model with all main effects and second-
order interaction effects
y = β0 +
p∑
j=1
βjXj +
p∑
j,k=1
βjkXjXk + ,
where y ∈ Rn is the response variable and (X1, . . . , Xp) ∈ Rn×p are p factors. This induces
a two-layer DAG with the main effects {Xj} in the first layer and the interaction effects
{XjXk} in the second layer. Write Z for the design matrix including the intercept term,
all main effects and interaction effects, i.e. Z = (1, X1, X2, . . . , Xp, X1X2, . . . , Xp−1Xp) ∈
Rn×
(
p2+p+2
2
)
and β for the coefficients, i.e. β = (β0, β1, . . . , βp, β12, . . . , βp−1,p). Then the
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model may be succinctly represented as
y = Zβ + .
If one can construct independent p-values for each entry of β, STAR can be applied to
guarantee the heredity principle and the FDR control simultaneously.
For illustration we consider a pharmaceutical dataset from Jaynes et al. (2013). Their
work aims at investigating the effect of six anti-viral drugs, namely Interferon-alpha (A),
Interferon-beta (B), Interferon-gamma (C), Ribavirin (D), Acyclovir (E), and TNF-alpha
(F), to Herpes simplex virus type 1 (HSV-1). They applied a 26−1 fractional factorial design
with 32 runs and encode all factors by +1 and −1 (in fact, they have 35 runs with the last
3 runs being the replicated center points to evaluate the lack-of-fit). The minimal word of
the half-fraction design is ABCDEF and hence it has resolution VI; see Wu and Hamada
(2000) for the terminology and details. In other words, the main effects and the second-order
interaction effects are not aliased with each other. This means that we can estimate all main
effects and all two-factor interactions assuming that fourth-order and higher interactions
are negligible, which is quite a reasonable assumption in practice (Jaynes et al., 2013). The
response variable is set to be the logarithm of the viral infection load.
Under the standard assumption that  ∼ N(0, σ2In×n), the least-squares estimator is
βˆ , (βˆ0, βˆ1, . . . , βˆp, βˆ1,2, . . . , βˆp−1,p) = (ZTZ)−1ZT y ∼ N(β, σ2(ZTZ)−1).
Due to the nature of fractional factorial designs, Z is an orthogonal matrix with
ZTZ = K · IK×K , K = p
2 + p+ 2
2
= 22.
Thus the entries of βˆ are independent. Here we simply replace σ by σˆ, obtained from the
regression residuals, i.e.
σˆ2 =
1
n− p2+p+22
‖y − Zβˆ‖2 = 1
10
‖y − Zβˆ‖2.
Then we can construct the p-values by
pj = 1− Φ
(
βˆj
σˆ
)
, pjk = 1− Φ
(
βˆjk
σˆ
)
. (12)
Note that the constructed p-values may have some dependence due to sharing σˆ. However
as demonstrated experimentally in the Supplementary Material, STAR still seems to control
the FDR when correlations are not too large.
Finally, we apply STAR on the p-values defined in (12) with α = 0.2 using the SeqStep
accumulation function with p∗ = 0.5 and the canonical scores. The selected variables include
all main effects and three interaction effects: A × B,A ×D,C ×D. This model identifies
more effects than those in Jaynes et al. (2013). To illustrate the performance of the selection
procedure, we refit a linear model using these variables and find that all selected variables
are marginally significant except C. The estimate and the p-values for both full model and
refitted model are reported in Table 2. This suggests that STAR may have successfully
identified the important effects with the guarantee that the FDR is controlled at level 0.2.
A B C D E F A×B A×D C ×D
Estimate 0.04 0.07 0.02 -0.32 0.11 0.05 -0.05 0.04 0.05
Original p-value 0.118 0.012 0.458 0.000 0.001 0.037 0.053 0.086 0.038
Refitted p-value 0.060 0.002 0.381 0.000 0.000 0.011 0.018 0.038 0.011
Table 2: Regression results for the pharmaceutical data using variables selected by STAR.
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7 Discussion
Here, we briefly discuss the relationship of STAR to more classical procedures, and some
interesting extensions that are currently under exploration.
7.1 STAR-SeqStep versus BH, Storey-BH and AdaPT
It is instructive to compare the asymptotic performance of STAR-SeqStep with BH and
its adaptive variants. In this subsection, we perform a simple analysis whose aim is to
make it clear that in a completely unstructured setting, we expect STAR-SeqStep to behave
worse than Storey’s adaptive BH for any constant p∗, but that it recovers the performance
of Storey-BH if p∗ → 1. Hence, the real advantage of STAR-SeqStep over Storey-BH
only becomes apparent in structured settings, as demonstrated in our extensive simulations,
where we see that STAR-SeqStep often outperforms BH while meeting structural constraints.
We also compare to the recent AdaPT method by Lei and Fithian (2016a).
For simplicity, we assume in this subsection that F1(p∗) = 1 meaning that all signals are
strong, the null p-values are exactly uniform, the non-null density is non-increasing, and the
number of rejections is large (to ignore finite sample issues). In the absence of structure,
the STAR-SeqStep simply orders the p-values by decreasing value of g(p). In that case it
will end up rejecting all observations with p < t or p > 1 − t′, for t′ = t(1 − p∗)/p∗, where
the threshold t is chosen such that
α ≈ F̂DPt ≈ pi0t+ pi0t
′
F1(t)pi1 + pi0t+ pi0t′
≈ p
−1
∗ tpi0
F1(t)pi1 + p
−1∗ tpi0
,
asymptotically achieving an FDP of α. On the other hand, Storey-BH and AdaPT, which
are essentially identical in this setup, will both choose threshold t such that
α ≈ F̂DPt ≈ tpi0
F1(t)pi1 + tpi0
,
and rejects only the small p-values below t, and not the large ones like STAR-SeqStep,
achieving an FDP of α in the limit. If TS is the STAR-SeqStep threshold and TBH is the
Storey-BH or AdaPT threshold, we see that
F1(TBH)
TBH
≈ p∗F1(TS)
TS
≈ (1− α)pi0
αpi1
.
Hence, as p∗ → 1, the procedures all become identical since TS will approach TBH and
STAR-SeqStep will only reject small p-values. Lastly, BH itself chooses a threshold such
that
α ≈ F̂DPt ≈ t
F1(t)pi1 + tpi0
,
and rejects only small p-values, achieving a limiting FDP of αpi0.
Despite the asymptotic similarities between these rules as p∗ → 1, STAR uses a funda-
mentally different martingale and stopping time from Storey-BH, and utilizes the informa-
tion in the p-values in a different way from Storey-BH.
7.2 Using knockoff statistics instead of p-values
We have focused on the case where the test statistics are independent. For more general
settings, the STAR framework dovetails naturally with the knockoff framework proposed
by Barber and Cande`s (2015) and extended by Candes et al. (2016), which convert com-
plex regression problems into independent “one-bit p-values” for each variable. When run-
ning sparse regression algorithms like the LASSO, the underlying variables often have some
structure—for example, a tree structure with wavelet coefficients in compressed sensing—
and we may want to use the knockoff procedure to select a structured subset of variables.
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Keeping this motivation in mind, let Wi denote the knockoff statistic for hypothesis i
and define pi = (1 + 1{Wi > 0})/2. Then, knockoff constructions guarantee that (pi)i∈H0
are independent p-values, conditional on (|Wi|)ni=1 and (pi)i/∈H0 . The absolute value |Wi|
may be viewed as the free side-information g(pi) in Algorithm 1, while the location of the
variable on the tree would be the structural information xi. Although the constructed pi
does not technically have a decreasing density, the SeqStep accumulation function h(pi) =
21{pi > 1/2} = 2(sign(Wi) + 1) nevertheless has expectation 1 under the null. The analyst
may then use STAR to interactively pick a structured subset of variables.
Like AdaPT, knockoffs as defined in Barber and Cande`s (2015) do not enforce constraints
on the rejection set, nor do they allow for interactive adaptation as more “p-values” are
unmasked. Combining STAR-SeqStep with Knockoff statistics allows for controlling FDR in
many interesting regression problems with constraints on the rejection set, such as hierarchy
constraints for interactions in a regression.
7.3 Extensions to other error metrics
There are other ways to exploit the data-carving idea of splitting p-values into two parts,
one to aid selection, and one for inference on the selected set. A natural question is whether
we can perform an interactive global null test, or interactively control FWER in complex
constrained settings such as convex region detection. Another natural question is whether it
is possible to provide guarantees at several resolutions, such as done in the non-interactive
setting by the p-filter algorithm (Barber and Ramdas, 2016; Ramdas et al., 2017b). At the
very least, is it possible for the scientist to interactively decide the resolution at which they
would like their inferential guarantees?
Such questions are ripe for future work, and indeed, we are currently extending STAR
in these promising directions.
7.4 Handling dependence
When the underlying problem is a (sparse) regression problem, the aforementioned knockoff
procedure can be used to construct independent “p-values” even when the covariates are
not orthogonal. However, it is not yet known how to construct knockoffs in most settings,
but we can often still construct dependent p-values, and it is an important open problem to
provide guarantees for such settings.
As mentioned earlier, the experiments (in the supplementary material) under dependence
are encouraging, especially under negative dependence, but we do not currently know how
to prove any results about robustness to deviations from independence. Such results would
immediately be applicable in several other settings, such as ordered testing (Li and Barber,
2016), and knockoffs (Barber and Cande`s, 2015).
8 Summary
We proposed a novel framework called STAR for interactive multiple testing, that is well
suited for controlling the FDR under general structural constraints. STAR combines ideas
from ordered testing and data-carving in post-selection inference, and can also be applied
when one has access to knockoff statistics instead of p-values.
We demonstrate its flexibility using a variety of applications, and observe that STAR has
good performance in all experiments, both in simulations as well as on real data. The core
ideas behind STAR can be extended in many directions, some of which we are pursuing,
but an important question of handling dependent p-values remains open.
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A Proofs
A.1 Proof of Proposition 1
Proof. Fix any x ∈ [0, 1] and a set A with non-zero Lebesgue measure. Let P0 denote the
true distribution of p, and Pu denote the uniform distribution on [0, 1]. Then, we have
P0(p ∈ [0, x] | g(p) ∈ A) = P0([0, x] ∩ g
−1(A)]
P0[g−1(A))
=
P0([0, x] ∩ g−1(A))
P0([0, x] ∩ g−1(A)] + P0[[x, 1] ∩ g−1(A))
=
1
1 + P0([x,1]∩g
−1(A))
P0([0,x]∩g−1(A))
.
Let f be the true density of p. Then, we may write
P0([x, 1] ∩ g−1(A))
P0([0, x] ∩ g−1(A)) =
∫ 1
x
I(y ∈ g−1(A))f(y)dy∫ x
0
I(y ∈ g−1(A))f(y)dy ≥
f(x) · ∫ 1
x
I(y ∈ g−1(A))dy
f(x) · ∫ x
0
I(y ∈ g−1(A))dy
=
Pu([x, 1] ∩ g−1(A))
Pu([0, x] ∩ g−1(A)) .
As a consequence, we conclude that for all x, we have
P0(p ∈ [0, x] | g(p) ∈ A) ≤ Pu(p ∈ [0, x] | g(p) ∈ A),
and consequently, since P0[0, 1] = Pu[0, 1] = 1, we also have
P0(p ∈ [x, 1] | g(p) ∈ A) ≥ Pu(p ∈ [x, 1] | g(p) ∈ A),
This entails that Pu stochastically dominates P0, when conditioning on {g(p) ∈ A}. Since
accumulation functions h are non-decreasing, they are larger on [x, 1] than on [0, 1], and
hence we have
E0[h(p) | g(p) ∈ A] ≥ Eu[h(p) | g(p) ∈ A]. (13)
Note that equation (13) holds for all sets A with nonzero Lebesgue measure. This immedi-
ately yields the theorem. To see this more formally, fix any  > 0, and let
B = {x : Eu[h(p) | g(p) = x] > E0[h(p) | g(p) = x] + }.
Then, B must be a Lebesgue null set, in order to not contradict equation (13). Therefore,
Pu(B0) = Pu(∪n≥1B1/n) = 0.
As a result,
E0[h(p) | g(p)]
a.s.≥ Eu[h(p) | g(p)] ≥ 1,
as desired.
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A.2 Proof of Theorem 1
The proof is based on an optional stopping argument, generalizing the one presented in Lei
and Fithian (2016b), Li and Barber (2016) and Barber and Cande`s (2016).
Lemma 1. [Lemma 1 of Lei and Fithian (2016a)] Suppose that, conditionally on the σ-field
G−1, b1, . . . , bn are independent Bernoulli random variables with
P(bi = 1 | G−1) = ρi ≥ ρ > 0, almost surely.
Let (Gt)∞t=0 be a filtration with G0 ⊂ G1 ⊂ · · · and suppose that [n] ⊇ C0 ⊇ C1 ⊇ · · · , with
each subset Ct+1 measurable with respect to Gt. If we have
Gt ⊃ σ
(
G−1, Ct, (bi)i/∈Ct ,
∑
i∈Ct
bi
)
,
and τ is an almost-surely finite stopping time with respect to the filtration (Gt)t≥0, then
E
[
1 + |Cτ |
1 +
∑
i∈Cτ bi
]
≤ ρ−1.
Proof of Theorem 1. By Proposition 1,
E[h(pi) | g(pi)]
a.s.≥ 1, ∀i ∈ H0. (14)
Generate (Vi)i∈H0
i.i.d.∼ U([0, 1]), which are also independent of (xi, pi)ni=1 and all operational
randomness involved in the procedure. Let bi = I(Vi ≤ h(pi)h(1) ) and recall that τ is the smallest
t such that F̂DPt ≤ α, then
FDR = E[FDPτ ] = E
[ |Rτ ∩H0|
1 ∨ |Rτ |
]
≤ E
[
1 + |Rτ ∩H0|
1 + |Rτ |
]
(i)
≤ α
h(1)
· E
 1 + |Rτ ∩H0|
1 +
∑
i∈Rτ
h(pi)
h(1)

(ii)
≤ α
h(1)
· E
[
1 + |Rτ ∩H0|
1 +
∑
i∈Rτ∩H0 E[bi | pi]
]
(iii)
≤ α
h(1)
· E
[
1 + |Rτ ∩H0|
1 +
∑
i∈Rτ∩H0 bi
]
where inequality (i) follows because at time τ , we have
h(1)+
∑
i∈Rτ h(pi)
1+|Rτ | ≤ α, inequality (ii)
follows by substituting the definition of bi and restricting the indices of the denominator
summation to just the rejected nulls, while inequality (iii) uses Jensen’s inequality and the
convexity of the mapping y 7→ 11+y . Define the initial σ-field as
G−1 = σ
(
(xi, g(pi))
n
i=1, (pi)i 6∈H0
)
.
Then
E[bi|G−1] = E
[
h(pi)
h(1)
| G−1
]
= E
[
h(pi)
h(1)
| g(pi)
]
≥ 1 for all i ∈ H0. (15)
Recall that R0 = [n] and define the filtration (Gt)t≥0 as
Gt = σ
(
G−1, (pi, Vi)i/∈Rt∩H0 , {(pi, Vi) : i ∈ Rt ∩H0}
)
,
where {·} denotes the unordered set. Then we have the following observations:
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(a) Since R0 ⊃ R1 ⊃ · · · , we necessarily have G0 ⊂ G1 ⊂ · · · .
(b) By definition (3), note that we have
Ft = σ
(
G−1, (pi)i/∈Rt ,
∑
i∈Rt
h(pi)
)
⊂ σ
(
G−1, (pi)i/∈Rt , {pi : i ∈ Rt}
)
⊂ Gt.
As a consequence, τ ≤ n is also a finite stopping time with respect to filtration (Gt)t≥0.
(c) Since bi is a function of (pi, Vi) and (pi, Vi)i6∈Rt∩H0 ∈ Gt, we have
(bi)i 6∈Rt∩H0 ∈ Gt. (16)
(d) Lastly, observe that∑
i∈Rt∩H0
bi ∈ σ
(
{bi : i ∈ Rt ∩H0}
)
⊂ σ
(
{(pi, Vi) : i ∈ Rt ∩H0}
)
⊂ Gt.
Putting the pieces together and applying Lemma 1 with Ct = Rt ∩H0, we conclude that
E
[
1 + |Rτ ∩H0|
1 +
∑
i∈Rτ∩H0 bi
]
≤ h(1). (17)
As a result, we may conclude that
FDR ≤ α
h(1)
· E
[
1 + |Rτ ∩H0|
1 +
∑
i∈Rτ∩H0 bi
]
≤ α,
as claimed by the theorem.
A.3 Proof of Theorem 2
Proof. We first prove statement (i). We start by assuming that {p : h(p) = 1} is a Lebesgue
null set. Since h is non-decreasing and
∫ 1
0
h(p) dp = 1, we must have h(0) < 1 < h(1). Let
p∗ = sup{p : h(p) ≤ 1}, then
lim
p↑p∗
h(p) ≤ 1 ≤ lim
p↓p∗
h(p).
As a consequence, H(x) is strictly decreasing on [0, p∗] and strictly increasing on [p∗, 1] and
H(0) = H(1) = 0. First we define the function s(p) on [p∗, 1]: for any p ∈ [p∗, 1], let s(p)
be the unique solution on [0, p∗] such that H(s(p)) = H(p). Then, it is easy to see that
s(·) is strictly decreasing on [p∗, 1] with s(1) = 0 and s(p∗) = p∗. Since the function H
is continuous and strictly decreasing on [0, p∗], we know that s(·) is continuous on [p∗, 1].
Similarly we can define s(p) on [0, p∗]. The continuity is guaranteed at p∗ since s(p∗) = p∗.
Next we prove that s(·) is differentiable except on a Lebesgue null set. Let
D = {p : h(·) is continuous at both p and s(p)}.
Since h(·) is increasing on [0, 1], the standard argument in real analysis (e.g. Rudin (1964))
implies that D is countable and hence a Lebesgue null set. It is left to prove that s(·) is
differentiable on Dc. By the definition of s(·), for any 0 ≤ p1 ≤ p2 ≤ 1,
H(s(p2))−H(s(p1))
s(p2)− s(p1) =
H(p2)−H(p1)
s(p2)− s(p1) =
H(p2)−H(p1)
p2 − p1 ·
p2 − p1
s(p2)− s(p1) . (18)
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Take any p ∈ Dc and by definition we know that h(·) is continuous on both p and s(p). By
Newton-Leibniz theorem (Rudin, 1964),
H ′(p) = h(p)− 1, and H ′(s(p)) = h(s(p))− 1.
Now, letting p1 = p and p2 → p in (18), the continuity of s(·) implies that s(p2)→ s(p) and
the differentiability of H(·) at p implies that
h(s(p))− 1 = H ′(s(p)) = H ′(p) · lim
p2→p
p2 − p
s(p2)− s(p) = (h(p)− 1) · limp2→p
p2 − p
s(p2)− s(p) .
This entails that the derivative of s(p) can be written as
s′(p) , lim
p2→p
s(p2)− s(p)
p2 − p =
h(p)− 1
h(s(p))− 1 . (19)
Now suppose {p : h(p) = 1} is not a Lebesgue null set. Since h is non-decreasing, it must
be an interval. Let [p1, p2] be the closure of {p : h(p) = 1}. Then H is strictly decreasing
on [0, p1], strictly increasing on [p2, 1] and is flat on [p1, p2]. For p ∈ [0, p1) ∪ (p2, 1], we can
define s(p) is the same way as above. By construction, s(p2) = p1, s(p1) = p2 On [p1, p2], we
simply define s(p) as the linear interpolation between p1 and p2, i.e. s(p) = p1 +p2−p. It is
easy to see that s(p) is continuous, strictly decreasing and differentiable almost everywhere.
Now we prove theorem statement (ii). Take any q 6∈ s(D) and write s−1(q) as q˜ for short.
Note that {p : g(p) = q} only contains two points {q, q˜}. If g−1(q) ⊂ {p : h(p) = 1}, then
Ep∼U([0,1])[h(p) | g(p) = q] = 1.
Otherwise, by equation (19) and the fact that q = s(q˜), we infer that
Ep∼U([0,1])[h(p) | g(p) = q] = h(q)− h(q˜)/s
′(q˜)
1− 1/s′(q˜) .
=
h(q)− h(q˜)(h(q)− 1)/(h(q˜)− 1)
1− (h(q)− 1)/(h(q˜)− 1) = 1. (20)
On the other hand, since s(·) is strictly decreasing, {p : s(p) = q} contains at most two
points for any q. As a result,
Pp∼U([0,1])
(
Ep∼U([0,1])[h(p) | g(p) = q] = 1
) ≥ 1− Pp∼U([0,1]) (s−1(D))
≥ 1− 2Pp∼U([0,1])(D) = 1.
Hence, we have proved that our choice of g satisfies condition (2), and this concludes the
proof of the theorem.
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B A general EM framework for model-assisted scores
We model the (transformed) p-values using a parametric family with density f(p; θ(x)) where
θ(x) ∈ Θ with Θ being a space of functions on X . For example, in Section 4 we use a Beta
distribution,
pi ∼ f(p; θ(xi)) = 1
µ(xi)
p
1
µ(xi)
−1
, where θ(xi) = µ(xi), (21)
for some smooth function µ(·); in Section 5 we use a Gaussian distribution on the z-values
zi = Φ(pi) where Φ is the cdf of N(0, 1), i.e.
zi ∼ f(z; θ(xi)) = 1√
2pi
exp
(
− (z − µ(xi))
2
2
)
, where θ(xi) = µ(xi); (22)
for some discrete function µ(·).
Now we derive the (quasi)-EM algorithm introduced in Section 3. At step t, let
p˜t,i = piI(i 6∈ Rt) + g(pi)I(i ∈ Rt),
where g(p) = min{p, s(p)}. For simplicity, we assume that f(p; θ) is the model of the original
p-values. Note that the following derivation directly carries over to the transformed p-values.
Define a sequence of hypothetical labels wt,i = I(p˜t,i = pi). Then the joint log-likelihood of
{p˜t,i} and {wt,i} is
`({p˜t,i, wt,i}) =
∑
i6∈Rt
log f(p˜t,i; θ(xi))
+
∑
i∈Rt
wt,i log f(p˜t,i; θ(xi)) +
∑
i∈Rt
(1− wt,i) log f(s−1(p˜t,i); θ(xi)). (23)
The standard EM algorithm replaces wt,i by its conditional mean E(wt,i | p˜t,i) in E-step.
Using a similar argument as equation (20), we have
w˜t,i , E(wt,i | p˜t,i) = P(pi = p˜t,i | g(pi) = p˜t,i)
=
f(p˜t,i; θold(xi))
f(p˜t,i; θold(xi))− (s−1)′(p˜t,i) · f(s−1(p˜t,i); θold(xi)) . (24)
where θold(·) is from the last iteration. Here (s−1)′(·) = 1/s′(s−1(·)) is known to exist almost
everywhere by Theorem 2. Then in the M-step, we replace θold by
θnew(·) = arg max
θ(·)∈Θ
∑
i6∈Rt
log f(p˜t,i; θ(xi))
+
∑
i∈Rt
w˜t,i log f(p˜t,i; θ(xi)) +
∑
i∈Rt
(1− w˜t,i) log f(s−1(p˜t,i); θ(xi)). (25)
The above optimization problem is equivalent to solving a weighted MLE on an artificial
dataset {(p˜t,i)ni=1, (s−1(p˜t,i))i∈Rt}. Therefore any algorithm that solves the weighted MLE
can be embedded into this framework.
Generally, let A be any procedure that operates on any set of weighted data (xi, pi, wi)
where wi ∈ [0, 1] is an ancillary weight. At step t, defined the pseudo-dataset Dt by
Dt = {(xi, pi, 1) : i 6∈ Rt} ∪ {(xi, p˜t,i, w˜t,i) : i ∈ Rt} ∪ {(xi, s−1(p˜t,i), 1− w˜t,i) : i ∈ Rt}
Then (25) can be replaced by
θnew(·) = A (Dt) . (26)
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For instance, if A maximizes a quasi-likelihood that replaces − log f by some other loss
function L, then
θnew(·) = arg min
θ(·)∈Θ
∑
i6∈Rt
L(p˜t,i; θ(xi))
+
∑
i∈Rt
w˜t,iL(p˜t,i; θ(xi)) +
∑
i∈Rt
(1− w˜t,i)L(s−1(p˜t,i); θ(xi)). (27)
B.1 Convex region detection
In Section 4, we model pi using a Beta distribution (21) with an inverse link function
θ(xi) =
1
β′φ(xi)
,
where φ(x) = (φ1, . . . , φm(x)) is a spline basis. To illustrate, we consider the STAR-SeqStep
with p∗ = 0.5 with s(p) = 1− p. Then, the E-step (24) simplifies to
w˜t,i =
p˜
1
β′
old
φ(xi)
−1
t,i
p˜
1
β′
old
φ(xi)
−1
t,i + (1− p˜t,i)
1
β′
old
φ(xi)
−1
, (28)
and the M-step (25) can be calculated as
βnew = arg max
β∈Rm
∑
i 6∈Rt
{log p˜t,i · β′oldφ(xi) + log(β′oldφ(xi))}
+
∑
i∈Rt
w˜t,i{log p˜t,i · β′oldφ(xi) + log(β′oldφ(xi))}
+
∑
i∈Rt
(1− w˜t,i) {log (1− p˜t,i)β′oldφ(xi) + log(β′oldφ(xi))} (29)
= arg max
β∈Rm
∑
i 6∈Rt
{log p˜t,iβ′oldφ(xi) + log(β′oldφ(xi))}
+
∑
i∈Rt
{(w˜t,i log p˜t,i + (1− w˜t,i) log (1− p˜t,i))β′oldφ(xi) + log(β′oldφ(xi))} .
Define yt,i as
yt,i = − log(p˜t,i)I(i 6∈ Rt)− (w˜t,i log p˜t,i + (1− w˜t,i) log (1− p˜t,i)) I(i ∈ Rt).
Then, we have
βnew = arg max
β∈Rm
n∑
i=1
{−yt,iβ′oldφ(xi) + log(β′oldφ(xi))}, (30)
which is equivalent to the solution of an unweighted Gamma-GLM with a inverse link func-
tion on data {yt,i} with covariate φ(xi).
B.2 Hierarchical testing
We assume that the p-values are derived from a one-sided test. Let zi = Φ
−1(1 − pi) and
we model zi by a homoscedastic normal family:
zi ∼ f(z; θ(xi)) = 1√
2pi
exp
(
− (z − µi)
2
2
)
, θ(xi) = µi. (31)
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In the isotonic case, we assume that {µi} has an isotonic ordering:
µi ≥ µj , if i is the parent of j.
Take STAR-SeqStep with p∗ = 0.5 as an example. In this case, the partially-masked z-values
are defined as
z˜t,i = max{zi,Φ−1(1− (1− pi))} = max{zi,−zi} = |zi|.
Thus the E-step (24), replacing the p-values by z-values, can be simplified as
w˜t,i =
exp
(
− (|zi|−µi,old)22
)
exp
(
− (zi−µi,old)22
)
+ exp
(
− (−zi−µi,old)22
) = 1
1 + exp (−2µi,old · |zi|) .
In the M-step, µi’s are updated by
(µi,new) = arg min
isotonic {µi}
∑
i 6∈Rt
(zi − µi)2 +
∑
i∈Rt
w˜t,i(zi − µi)2 + (1− w˜t,i)(−zi − µi)2
= arg min
isotonic {µi}
∑
i 6∈Rt
(zi − µi)2 +
∑
i∈Rt
((2w˜t,i − 1)zi − µi)2,
which reduces an unweighted isotonic regression problem on a pseudo-dataset.
B.3 Selection under heredity principle
Similar to the previous subsection, we consider the z-values and the normal family (31). In
the context of trend filtering, {µi} is assumed to be smooth on the graph. Given the full
data {zi}, a popular tool is Laplacian trend filtering that estimates µi by
µˆ = arg min
Rn
n∑
i=1
(zi − µi)2 + λ · µTLµ, (32)
where L is the Laplacian of the underlying graph. Under the quasi-EM algorithm, the
M-step reduces to solving
µˆ = arg min
∑
i6∈Rt
(zi − µi)2 +
∑
i∈Rt
{
w˜t,i(zi − µi)2 + (1− w˜t,i)(−zi − µi)2
}
+ λ · µTLµ.
This is a simple unconstrained quadratic program that allows a closed-form solution.
C More experimental results
In this section, we provide more simulation results on the comparison of STAR-SeqStep
with different cutoffs and the comparison of STAR procedures with different accumulation
functions. The settings are the same as their counterpart in Sections 4, 5 and 6.
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C.1 Convex region detection
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Figure 16: FDR and power of STAR-SeqStep with p∗ ∈ {0.5, 0.6, 0.7, 0.8, 0.9}.
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Figure 17: FDR and power of STAR-SeqStep (written as SS) with p∗ = 0.5, STAR-
ForwardStop (written as FS), and STAR-HingeExp (written as HE) with p∗ ∈ {0.5, 0.7, 0.9}.
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C.2 Hierarchical testing
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Figure 18: FDR and power of STAR-SeqStep with p∗ ∈ {0.5, 0.6, 0.7, 0.8, 0.9}. The non-nulls
placed in the BFS ordering.
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Figure 19: FDR and power of STAR-SeqStep (written as SS) with p∗ = 0.5, STAR-
ForwardStop (written as FS), and STAR-HingeExp (written as HE) with p∗ ∈ {0.5, 0.7, 0.9}.
The non-nulls placed in the BFS ordering.
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Figure 20: FDR and power of STAR-SeqStep with p∗ ∈ {0.5, 0.6, 0.7, 0.8, 0.9}. The non-nulls
placed in the DFS ordering.
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Figure 21: FDR and power of STAR-SeqStep (written as SS) with p∗ = 0.5, STAR-
ForwardStop (written as FS), and STAR-HingeExp (written as HE) with p∗ ∈ {0.5, 0.7, 0.9}.
The non-nulls placed in the DFS ordering.
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C.3 Selection under heredity principle
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Figure 22: FDR and power of STAR-SeqStep with p∗ ∈ {0.5, 0.6, 0.7, 0.8, 0.9}.
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Figure 23: FDR and power of STAR-SeqStep (written as SS) with p∗ = 0.5, STAR-
ForwardStop (written as FS), and STAR-HingeExp (written as HE) with p∗ ∈ {0.5, 0.7, 0.9}.
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D Sensitivity analysis
In this Section, we examine the performance of STAR in the presense of correlated p-values
in all three cases considered in Section 4 - Section 6. We generate p-values from one-sided
normal test with
pj = 1− Φ(zi), where z = (z1, . . . , zn) ∼ N(µ,Σ).
where µ = (µ1, . . . , µn) is set to the same as in each section. Instead of letting Σ = In×n in
the main text, we set Σ as an equi-correlated matrix, i.e.
Σ =

1 ρ · · · ρ
ρ 1 · · · ρ
...
...
...
...
ρ ρ · · · 1
 .
In the following analysis, we consider both the positive correlated case where ρ = 0.5 and
the negative correlated case where ρ = −0.5/n; in the latter case, we set the coefficient
proportional to 1/n in order to guarantee that Σ is positive semi-definite.
It turns out that in all cases, the FDR is still controlled at the target level and the
power remains high compared to other competitors. The results are plotted in the following
Subsections. Therefore, we conclude that STAR is not sensitive to the correlation of p-values
and can be used safely when the correlation between the p-values is not high.
D.1 Convex region detection
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Figure 24: FDR and power of STAR-GAM (STAR with model-assisted score), STAR (with
canonical score), BH procedure and AdaPT for α ∈ {0.01, 0.02, . . . , 0.30} in the positive
correlated case ρ = 0.5. This is a counterpart of Figure 5.
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Figure 25: FDR and power of STAR-GAM (STAR with model-assisted score), STAR (with
canonical score), BH procedure and AdaPT for α ∈ {0.01, 0.02, . . . , 0.30} in the negative
correlated case ρ = −0.5/n. This is a counterpart of Figure 5 in Section 4.
D.2 Hierarchical testing
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Figure 26: FDR and power of STAR (with canonical score), BH procedure, BY procedure
and two procedures in Lynch and Guo (2016) α ∈ {0.01, 0.02, . . . , 0.30} in the positive
correlated case ρ = 0.5. The non-nulls are arranged in the BFS ordering and this is a
counterpart of Figure 9 in Section 5.
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Figure 27: FDR and power of STAR (with canonical score), BH procedure, BY procedure
and two procedures in Lynch and Guo (2016) α ∈ {0.01, 0.02, . . . , 0.30} in the negative
correlated case ρ = −0.5/n. The non-nulls are arranged in the BFS ordering and this is a
counterpart of Figure 9 in Section 5.
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Figure 28: FDR and power of STAR (with canonical score), BH procedure, BY procedure
and two procedures in Lynch and Guo (2016) α ∈ {0.01, 0.02, . . . , 0.30} in the positive
correlated case ρ = 0.5. The non-nulls are arranged in the DFS ordering and this is a
counterpart of Figure 10 in Section 5.
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Figure 29: FDR and power of STAR (with canonical score), BH procedure, BY procedure
and two procedures in Lynch and Guo (2016) α ∈ {0.01, 0.02, . . . , 0.30} in the negative
correlated case ρ = −0.5/n. The non-nulls are arranged in the DFS ordering and this is a
counterpart of Figure 10 in Section 5.
D.3 Selection under heredity principle
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Figure 30: FDR and power of STAR (with canonical score), BH procedure, BY procedure
and two procedures in Lynch and Guo (2016) α ∈ {0.01, 0.02, . . . , 0.30} in the positive
correlated case ρ = 0.5. This is a counterpart of Figure 10 in Section 6.
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Figure 31: FDR and power of STAR (with canonical score), BH procedure, BY procedure
and two procedures in Lynch and Guo (2016) α ∈ {0.01, 0.02, . . . , 0.30} in the positive
correlated case ρ = −0.5/n. This is a counterpart of Figure 10 in Section 6.
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