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第 1 章 
 
序論 
 
1.1 研究の背景 
現在インターネットを流れるトラヒックのほとんどは，Webトラヒックや P2Pトラヒッ
クなどコンテンツ流通に関連するトラヒックである．インターネットの基本通信モデルは，
IP アドレスにより指定するホスト間通信，すなわちロケーションオリエンテッド通信であ
る．コンテンツ流通においては，ユーザはコンテンツそのものに関心があり，どこからコ
ンテンツが得られるかという点は問題ではない．このようなコンテンツオリエンテッドな
通信サービスをサポートするために，これまでアプリケーション層でCDNやP2Pなど様々
な取り組みがなされてきた．ただし，それを支える情報転送基盤であるネットワークは依
然としてロケーションオリエンテッドなアーキテクチャに基づいており，上下階層の乖離
がみられる．近年，この乖離がもたらす問題点を解決する手法として，コンテンツオリエ
ンテッドネットワークの研究が活発に進められている．本稿では，このようなコンテンツ
オリエンテッドネットワークに関し，その歴史的背景，原理，研究課題およびそれに対す
る提案について述べる． 
1.2 現状 
インターネットにおけるユーザへのサービス形態は，ブラウザや P2P アプリケーション
を通しての情報提供・配信がその多くを占めている．また，Youtube において動画像が広
く配布されていること，その動画像も高品位のものがオプションで選択できる場合が多く
配信される情報がリッチコンテンツに移行していることから，トラヒック量の観点でもコ
ンテンツ配信サービスはインターネットの主たるサービスに位置づけられる．このため，
現在のインターネットにおいては，CDN(Content Delivery Network)などコンテンツ配信
を支える様々なコンテンツ流通技術が開発され、実際に運用されている． 
このようなコンテンツ流通を支える情報転送基盤としてのインターネットは，その開発
当初からホスト-ホスト間通信をベースとした通信モデルを用いている．IPにおいては，通
信を行う際に宛先ホストを netidと hostidからなる IPアドアレスにより指定する．前者の
netidは，ホストのロケーションをあらわす location id であり，IPは本質的に通信相手を
場所で指定している．一方コンテンツ流通サービスでは，どこからコンテンツを取得する
かという点には全く関心がなく，どのコンテンツを得るかという点が重要であり、いわば
コンテンツオリエンテッドなサービスとなっている．例えば，現在広く普及している CDN
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ではユーザが所望するコンテンツ，特に人気のあるコンテンツは一カ所に保持されている
のではなく，複製コンテンツが地理的に離れた箇所に多く配置されているのが一般的であ
る．すなわちサービスの観点では，ユーザはロケーションをもとに情報を得ているのでは
なく，ユーザが本来所望しているコンテンツをどこから得ようが無関心であるという状況
にある．つまり，インターネット上で提供されるコンテンツ配信サービスはすでにロケー
ションに依存しないコンテンツオリエンテッドなものになっているのに対し，それを支え
るインターネットはロケーションオリエンテッドなアーキテクチャであるという，サービ
スとそれを提供する情報流通基盤の間に大きな乖離がみられる[1]． 
1.3 本研究の概要 
前項にて説明した乖離をなくし，ネットワークもコンテンツオリエンテッドな形に変革
しようという，コンテンツオリエンテッドネットワークの研究が近年活発に発表されてい
る．本稿では，まずコンテンツ流通の変遷の過程を振り返りながら，コンテンツ流通の観
点での現在のインターネットの問題点を明らかにし，その問題点を解決する一つのアプロ
ーチとして，コンテンツオリエンテッドネットワークが位置づけられることを示す．さら
に，これらコンテンツオリエンテッドネットワークの研究例について，コンテンツ発見，
コンテンツ転送，ならびにキャッシングの観点で興味深い研究を紹介する．さらに，コン
テンツオリエンテッドネットワークのうちの一つである PURSUIT を取り上げ，その基本
概念やアーキテクチャおよび研究課題とそれに対する提案を述べる． 
1.4 本論文の構成 
 以下に本章以降の構成を示す． 
 
第 2章 コンテンツオリエンテッドネットワーク 
第 3章 PURSUIT 
第 4章 提案手法 
第 5章 本研究の総括と今後の課題 
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第 2 章 
 
コンテンツオリエンテッドネットワーク 
 
2.1 コンテンツ流通の変遷 
本章では，コンテンツ流通の変遷について述べ，サービスの観点，さらにそれを支える
情報転送基盤としてのネットワークの観点で，これまでの情報流通への取り組みについて
整理する． 
2.11クライアントサーバモデルから CDNへ 
 インターネットの開発がすすめられた1970年代頃のコンピュータネットワークの主たる
使用形態は，telnetや FTP などのアプリケーションにみられるように接続したいコンピュ
ータがありそこから計算機資源やファイルを取得するというものであった．このため通信
モデルは，目的とするコンピュータに接続する point-to-point通信が一般的であった．電話
が，通信相手である「人」を識別子として用いるのではなく，相手の場所（正確には電話
回線）を示す電話番号を識別子に用いていることからも，自然とこのような通信モデルが
採用されたものと思われる． 
 電話の場合には送信者が電話をかけるタイミングと受信者が電話に出れるタイミングと
の非同期が起こった場合には，電話がかけれないという形となる．これに対し，コンピュ
ータネットワークでは，送信ユーザと受信ユーザ間の非同期問題に対して，一方のコンピ
ュータ上に常時稼働するプロセスを用意するという，クライアントサーバモデルによりこ
れを解決している．このように，通信においては常に送受信者の非同期問題の解決が重要
となる（以後のコンテンツ流通の新しい動向の総会でも，この点が一つの論点になってい
る）． 
 1990 年代前半の WWW の普及により，インターネットの使用形態は一部のサーバに
telnet でアクセスするというものから，世界中に散在する Web サーバに対しまさしく網の
目状に世界中のユーザからからアクセスがあるというものに変遷した．トラヒックの地理
的分布のみならず，トラヒック量自体も増加の傾向となり，両者の対策としてCDN(Content 
Delivery Networks)が開発され[2]，現在では広く普及している． 
 CDNにおいては，ユーザからのコンテンツ要求を，DNSにおいて適切なサーバへと誘導
する．ユーザに全く意識させることなく，近いサーバへのアクセスが可能となる．すなわ
ち，ユーザはオリジナルサーバにアクセスが可能となる．すなわち，ユーザはオリジナル
サーバにアクセスしていると思ってWebページを閲覧しているが，実はオリジナルサーバ
と異なる複製サーバからコンテンツを取得している．サービスの観点では，ユーザはどの
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サーバからコンテンツを得ているかには関心がない状態なので，すでに CDN の段階でコン
テンツオリエンテッドなサービスが展開されている． 
2.12 P2P 
 CDN では，人気オリジナルサーバへのアクセス集中によるサーバ負荷の増大，サーバ近
辺のネットワークトラヒックの増大，を回避する目的で，複数サーバを地理的に分散配置
したうえで適切にユーザのコンテンツ要求を配分している．ただし，提供できる複製サー
バ数には限界があり，人気コンテンツを提供するサーバには負荷が集中するという構造に
は変化がなく，根本的解決には至っていない．この問題を回避する一つの方向性として，
P2P[3]がある． 
 P2P では，アプリケーションレベルでコンテンツ発見及びコンテンツ流通のためのプラ
ットフォームとしてのオーバーレイネットワークを構成する．初期の P2P では，ユーザ間
でのコンテンツ流通の交換単位はファイルであり，非常に大きな単位でコンテンツを流通
させていた．P2P においては，一部のヘビーユーザの利用料がトラヒック量のかなりの部
分を占めることが知られており，ユーザ間に不公平感があった．ユーザのアップロード量
に応じてダウンロード量を制御できる仕組みが必要と考えられたが，ファイルという大き
な交換単位では粒度が粗く，きめ細かい制御が難しい．このため，交換単位をさらに小さ
くし，tit-for-tat 戦略を取りいれた P2P として BitTorrent[4]が開発され広く用いられてい
る． 
 BitTorrent のように小さい交換単位で，複数のピアからコンテンツ取得を行うというモ
デルは，すでにロケーションオリエンテッドな通信モデルから大きく脱却し，「どこから」
や「誰から」コンテンツを取得するかという点には全く関心がなく，コンテンツそのもの
が得られれば十分であるというコンテンツオリエンテッドな通信モデルに移行している．
このように，アプリケーションやサービスの観点では，すでにインターネット上ではコン
テンツオリエンテッドなサービスやアプリケーションが広く普及している段階にある．図
2.1はコンテンツ流通の変遷を示したものである．インターネットの実現当初は上下層とも
ロケーションオリエンテッドモデルに基づき設計されていたが，上位層すなわちアプリケ
ーションのユーザに見せるサービスがコンテンツオリエンテッドに変化し，現在は上下層
の通信モデルに乖離が見られる． 
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2.13 現状の技術課題 
 現在，インターネット上で提供されるサービスはコンテンツオリエンテッドなものにす
でに大きく移行しているのに対して，その情報流通を支えるネットワーク（IP 層以下のア
ーキテクチャ）は依然としてロケーションオリエンテッドなものとなっている．この乖離
を埋めるべく，アプリケーション上でオーバーレイを構築するなど，様々なアプローチが
試みられている．このような上下層の本質的な乖離がもたらす技術的課題として，以下の
ものが挙げられる． 
[コンテンツ発見のオーバーヘッド] 
 コンテンツを取得する際に，ユーザが指定したコンテンツ情報（例えばURL）をもとに，
適切なサーバを選択し，そのロケーション情報である IP アドレスを取得する必要がある．
ネットワークにその機能がないため，現状ではネットワーク外部にあるサーバを利用して
この機能を提供している．例えば，DNS サーバに問い合わせるなど様々な手順を経る必要
があり，コンテンツ発見の段階で大きなオーバーヘッドを被ることとなる． 
[コンテンツ流通の非効率性] 
アプリケーション層でコンテンツオリエンテッドなサービスを展開する場合，コンテンツ
流通が非効率なものとなる．たとえば，P2P ではアプリケーション層で構成されるオーバ
ーレイネットワーク上でコンテンツオリエンテッドなサービスを展開するが，コンテンツ
流通はその下にある実ネットワークの構成を無視しているか，もしくは反映できても一部
の情報に限られることから、コンテンツ流通は非効率であることが知られている[5]． 
 このような上下層の乖離がもたらす課題を解決する全く新しいアーキテクチャとして，
コンテンツオリエンテッドネットワークが提案され，現在研究開発が進められている． 
 
図 2.1: コンテンツ流通の変遷 
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2.2 コンテンツ流通の新しい形態 
 コンテンツオリエンテッドネットワークについて説明する前に，本章ではコンテンツ流
通の新しい形態として注目を集めている Pub/Subについて説明する．この Pub/Subの特徴
を通して，コンテンツオリエンテッドネットワークが具現化すべき内容と，それを現状の
インターネットではどう対応してきたかについて述べる． 
2.21 Pub/Sub  
 Pub/Subは，コンテンツを提供する Publisherと，コンテンツを要求する Subscriberの
間の通信モデルである[6]．Pub/Subでは，Subscriberが自身の所望コンテンツを“Interest”
と呼ばれるメッセージにより登録して，以後この interest に適合するコンテンツが
Publisher により生成されると，これを受け取る．文献[6]では，Pub/Sub の通信の観点で
の特徴として以下の二つを挙げている． 
・Space decoupling 
Publisherと Subscriberは，お互いの情報を得ている必要はない．例えば，Publisherは誰
が Subscriberとして受信しているのか，またどれくらいの数の Subscriberがコンテンツを
受信しているのかについて，全く知る必要はない． 
・Time decoupling 
Publisher と Subscriber は同時にアクティブである必要はない．例えば，Publisher は
Subscriberがアクティブでない状態でコンテンツを生成してよい． 
 一般的な Pub/Subは，Subscriberによる interestの登録ならびに Publisherによるコン
テンツの生成（Pub/Subにおいてはイベントの notificationと呼ばれる）がサーバにおいて
行われ，サーバがこれらの情報を集中的に管理している．分散型 Pub/Sub として，TIB 
Randezvous[7]や Siena[8]などの例もいくつか存在する．TIB Randezvousでは IPマルチ
キャストを使った情報の配信機能により分散型アプローチを実現しており，Sienaではアプ
リケーションレベルでのオーバーレイネットワークを構成しここでコンテンツベースのル
ーティングを行うことで分散型アプローチを実現している．Sienaでは Publisherからのコ
ンテンツ送信においてはコンテンツベースでのツリーが形成されるので，いわばアプリケ
ーションレベルマルチキャストが Subscriberによる interest登録により構成される．この
図 2.2 ランデブー型通信モデル 
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ように，Pub/Sub の概念はマルチキャストとの親和性が高い．図 2.2 はランデブー型通信
モデルを示したものである．ユーザは所望するコンテンツに対する要求をネットワークに
送信する．コンテンツサーバは，保持するコンテンツの情報をネットワークに送信する．
両者の遭遇する場所をネットワークが提供する．両者のランデブーによりコンテンツ発見
に至る． 
2.22 コンテンツオリエンテッドネットワークと Pub/Sub 
 前節で説明した Pub/Subがもつ二つの特徴は，コンテンツオリエンテッドなサービスに
は必要不可欠なものである．従来のインターネットでは，コンテンツを転送する IPデータ
グラムには送信ホストならびに受信ホスト IPアドレスが指定されており，送信者は受信者
を，受信者は送信者を，お互いに知っており，Space decouplingは実現されていない．ま
た，送信側ホストが IPデータグラムを送信した時点で，受信側ホストはアクティブでなけ
ればならず，Time decouplingも実現されていない． 
 従来のインターネットでは，ネットワーク層以下では実現されていないこれら二つの渡
航量を実現するために，アプリケーション層で様々な工夫がされている．例えば，クライ
アントサーバモデルを用いることで Time decouplingを仮想的に実現し，メール送受信な
どはメール送信を受信側がアクティブでない状態でも可能となっている． 
 ネットワーク層以下で前述の二つの機能を実際に提供しているものに，IPマルチキャス
トがある．IPマルチキャストでは，マルキャスト IPアドレスという仮想アドレスを用いて
おり，ルータが ICMP プロトコルにより受信ホストの存在を把握し，マルチキャストルー
チングプロトコルによって送信ホストからのコンテンツ流通経路を設定する。このため，
送信ホストは受信ホストが誰で，またどれくらいの数の受信ホストが受信しているかは全
く分からない（Space decoupling）．受信ホストがアクティブであるかどうかに関わりなく
送信ホストが送信できる点で一部 Time decouplingを実現している．このように，ネット
ワーク層以下にもコンテンツオリエンテッドなフレームワークとして IPマルチキャストが
提供されてはいるが，マルチキャストアドレスを各コンテンツにどのように関連付けるの
かという点，ならびにマルチキャストではセットアップに大きなオーバーヘッドを伴う点
で，様々な特徴を持つ多くのコンテンツを扱う大規模コンテンツ配信には向かないことが
報告されている[9]． 
このように，コンテンツオリエンテッドなサービスを展開するべく様々な試みが検討され
てきたが，近年ネットワーク自体にコンテンツオリエンテッドな機能を具備させるコンテ
ンツオリエンテッドネットワークの研究が活発に行われている． 
2.3 コンテンツオリエンテッドネットワーク 
 本章では，コンテンツオリエンテッドネットワークに関する最新の研究動向について，
紹介する． 
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2.31 コンテンツオリエンテッドネットワークとは 
 コンテンツオリエンテッドなサービスは，ユーザにどこからコンテンツが得られている
のか全く意識させることなくコンテンツを流通させるものである．コンテンツ取得に際し，
所望するコンテンツを発見することがまず必要な手順であり，その次にコンテンツが存在
する場所からユーザまでコンテンツを転送することが求められる．これらの機能をネット
ワーク自体が提供するものがコンテンツオリエンテッドネットワークとして位置づけされ
る． 
 コンテンツオリエンテッドネットワークは，これまでのインターネットと違うアーキテ
クチャを，コンテンツ発見のみ導入したものと，コンテンツ発見とコンテンツ転送の双方
に導入したものの二つに分類できる．前者は，コンテンツ発見の機能をネットワークが提
供し，コンテンツ転送機能として従来のインターネットのフレームワークを用いたもので
ある．この場合，コンテンツ転送にはコンテンツの存在箇所（サーバ）の IPアドレスが必
要となり，コンテンツ発見においては所望のコンテンツをもつサーバの IPアドレスを検索
する機能が提供される．後者の場合は，コンテンツ発見のみならず，コンテンツ転送も IP
とは異なるアーキテクチャを用いるものである． 
 
 
 
 
 
 
 
 図 2.3: i3 におけるランデブー型通信 
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2.32 コンテンツ発見 
 コンテンツ発見をネットワーク行うものとして，i3[10]，DONA[11]，などがある．本節
では，これらの取り組みについて，それぞれ詳しく説明する． 
[i3] 
i3 は，ランデブーベースの通信モデルを具現化したものである．大前提として，IP によ
る通信がベースにあるとしており，その上に新しいランデブーベースの通信モデルを実現
する方法，すなわちアプリケーション層上のオーバーレイにおいてコンテンツ発見のアー
キテクチャを提供する方法をとっている．i3は，Internet Indirection Infrastructureの頭
文字から名づけられているが，2 番目の indirection は送信ホストを受信ホストから分離す
る概念を示したものであり，Pub/Subにおける space decouplingを実現している． 
 具体的には，受信側は（id,addr）の組で表現される triggerを用いて，パケット（コンテ
ンツの一部もしくはすべてをペイロードにもつパケット）に対する interest を表明する．
ここでの id はパケットのペイロード部の内容を示す識別子であり，addrはこの trigger を
送信したホスト（dataを受信したいホスト）の IPアドレスである．パケットは（id,data）
の組で表現され，ここでの dataはペイロードの内容そのものである．送信側が(id,data)を
送出し，送信側の送信するコンテンツである(id,addr)が interestを triggerにより表明した
受信側に届くには，ネットワークが両者をマッチングさせる機能を提供しなければならな
い． 
 i3 では，各 id を唯一の i3 サーバにマッピングすることでこれを解決している．
trigger(id,addr)が受信ホストによりネットワークに投入されると，この id に該当する i3
サーバに格納される．送信ホストが(id,data)のパケットをネットワークに投入すると，これ
もこの idに該当するサーバへ転送される．i3サーバでは，送信ホストから届いた（id,data）
パケットを，格納されている trigger に対応する受信ホストに IP 転送により転送される．
このように，各 id に対応する i3 サーバが，受信ホストの interest（を示す trigger）と送
信ホストから送られるパケットとのランデブーポイントとなり，コンテンツ要求とコンテ
ンツのマッチングを行っている．このとき，受信ホストが複数存在しても送信ホストから
送信されたパケットは全受信ホストへ届き，送信ホストが複数存在していてもそれらから
送信されたパケットは全受信ホストへ届く． 
 なお，trigger ならびにパケットの双方とも id をもとにしてこれに対応する i3 サーバへ
と転送されなければならないが，これは i3 サーバを構成要素とするオーバーレイネットワ
ークにおいて Chord プロトコル[12]を適用することで解決している．Chord は P2Pにおい
て所望コンテンツを格納しているピアを効率的に探索するプロトコルであり，i3では idを
キーとした該当サーバ検索にこのプロトコルを応用している．この検索は，trigger に対し
idを宛先としたコンテンツルーティングを実現していることに他ならない． 
 ところで，各 id を唯一のサーバにマッピングすると，受信ホストが数多く存在するマル
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チキャストのようなコンテンツ転送の際に，単一のサーバにパケット送信負荷が集中する
可能性がある．I3 では，複数の id を用いて受信ホストが trigger を送信する際にこれらに
分散して登録し，送信ホストは単一 idに送信すればこれらの複数 idに関連付けされる巧み
な手法を提案し，この問題を回避している． 
 i3は，コンテンツ要求である triggerが所望 idに対応する i3サーバに格納されることで，
コンテンツ発見後（すなわちランデブーが成功した後）のコンテンツ転送は従来の IP転送
に委ねている．このことから，i3 は，コンテンツ発見の枠組みとして新しいアーキテクチ
ャを導入したものと位置づけられる．図 2.3 は i3 におけるランデブー型通信を示したもの
である．i3においてはオーバレイネットワーク上にある i3サーバがランデブーポイントと
なり，ユーザのコンテンツ要求とコンテンツとの遭遇が実現される．この遭遇のあと，i3
サーバからユーザホストへコンテンツが転送される． 
[DONA] 
 DONA は，i3に類似したランデブー通信モデルを用い，複数の複製サーバが地理的に散
在する状況において，ネットワークが最近隣サーバを発見する手法を提示している．現在
のインターネットではこの役割を DNS が担っているのに対し，DONA では最近隣サーバ
の発見をネットワークがコンテンツオリエンテッドな手法で行う．最近隣サーバを発見し
た跡は，サーバからのコンテンツ転送は従来の IP転送に委ねており，コンテンツ発見をコ
ンテンツオリエンテッドに行う手法として分類できる． 
 DONA ではコンテンツの naming も提案している．各コンテンツに principal と呼ばれ
る責任者（一般的にはコンテンツオーナー）を設定し，各 principalには公開鍵とそれに対
応する秘密鍵が関連付けられる．DONAにおけるコンテンツの名前は，principalの公開鍵
のハッシュ値である Pと，principalがコンテンツにつけたラベルとの組(P : L)で表現され
る．DONAにおいては，URLのような階層構造の名前を用いるのではなく，フラットな固
定長ビットの名前を用いている．これにより，以下に示す方法でのコンテンツの自己認証
が可能としている．コンテンツは，<data, public key, signature>の組として送出される．
この signatureは，データに対する秘密鍵によるディジタルコンテンツ署名である．受信側
はコンテンツを受信した際，自身がコンテンツを要求する際に指定した(P : L)の P（公開鍵
のハッシュ値）と受信した公開鍵に対し生成したハッシュ値が一致すること，ならびに公
開鍵を用いて受信データより生成した signatureと受信コンテンツ内の signatureが一致す
ることで，受信したコンテンツが確かに，principal の生成したものであることを保証して
いる． 
 DONAにおいては，コンテンツ要求を FIND(P : L)として送信し，コンテンツ側からは
REGISTERのマッチング（ランデブー）を行う場として，RH(Resolution Handler)を設け
ている．RHは，DNSのような階層構造を持っており，REGISTER(P : L)はコンテンツの
属するローカル RHから上位の RHに向けて送信され，途中の RHに stateを registration 
tableとして残す．この stateは，コンテンツ要求 FINDをコンテンツの方向へとルーティ
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ング処理する際に用いられる．registration tableは，コンテンツの名前と，そのコンテン
ツへ至る経路情報としての次ホップ RHならびにそのコンテンツ（複製サーバ）までの距
離，が対応付けられて記載されている．なお，RHが先に REGISTER を上位に送出し，そ
の後下位の別 RHから同一(P : L)に対する REGISTERを受け取った場合，すでに上位に対
し該当コンテンツがその方向にあることを通知済みであるので，再度上位に送出する必要
はない．ただし，より近いサーバから REGISTER を受けとった場合には，下記に示すよう
に最近隣サーバを選択するために必要な情報としての距離情報を更新する必要があり，こ
れを上位へ送出する必要がある． 
 ユーザがコンテンツを取得する際には，まず FIND(P : L)を自身のローカル RHへ送信す
る．RHは自身の registration tableに該当するエントリがあれば，そのエントリに記載さ
れている次ホップ RH へ FIND を送出し，エントリがなければ階層構造の親 RH へ送出す
る．該当するコンテンツが，REGISTER(P : L)をすでに登録していれば，少なくとも最上
位 RH にはエントリが存在する．すなわち，最上位までのいずれかの RH でエントリが見
つかり，その後はテーブル内の次ホップ RH において複数エントリにヒットした場合，よ
り近いサーバを選択することで，最近隣サーバへのコンテンツ要求を誘導している． 
 このように，DONA は RH によるコンテンツルーティングを実現し，ユーザのコンテン
ツ要求を最近隣サーバへ誘導するルーティング機能を提供している．すなわち，コンテン
ツ発見をコンテンツオリエンテッドに行うものとして位置づけられる．なお，RH構成に現
在のネットワーク構造（階層的 ISP 構成）を反映し，RH が保持するテーブル内にサーバ
への距離情報を保持させるなど，現状のインターネットをベースとしてその情報を巧みに
利用することで，anycastサービスをネットワーク側で実現している点が独創的な点である． 
2.33 コンテンツ発見とコンテンツ転送 
 コンテンツ発見のみならずコンテンツ転送もコンテンツオリエンテッドなアプローチで
行うものに，CCN(Content-Centric Networkがある)[13]がある． 
 CCN(Content-Centric Network)は Pub/Subや前節の i3，DONAと同様に，コンテンツ
要求を行うユーザからのInterestとコンテンツそのものであるDataとの間のランデブーの
提供に基づく．CCN では，コンテンツルータの構造を，現在の IP ルータに対応する類似
構造として，詳しくその構成を示している． 
 コンテンツルータは，FIB(Forwarding Information Base)，バッファ，PIT(Pending 
Interest Table)から構成される．FIBは，コンテンツ名をエントリにもつルーティングテー
ブルであり，name-based ルーティングプロトコルにより作成される．IP ルータにおける
FIB と同等のものであるが，IP では一エントリ対し出力インターフェースが一つに限定さ
れているのに対し，複数のインターフェースを関連付けることも可能である．この機能に
より，マルチキャストなども提供も可能となっている．バッファは IPルータにおけるバッ
ファと同様にパケットを蓄積するが，IP ルータでは一度転送すればバッファ内のパケット
は消去されるのに対し，replacement policyに従って一時的に保存される．これは，IPル
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ータではパケットが宛先 IP アドレスに対応付けられており他の IP アドレスからの要求に
は再利用できないのに対し，CCNではコンテンツ名が宛先となっていることから同一コン
テンツに対する他のホストからの要求に対しても再利用可能であることに基づく．すなわ
ち，ルータがコンテンツキャッシュとして動作できる．PITは，Interest（コンテンツ要求）
が転送された方向を保持しているテーブルである．データパケットは，この PIT によりホ
ップバイホップで逆方向にたどることでコンテンツ要求先に転送される． 
 CCNでは，ユーザからのコンテンツ要求（Interest）がコンテンツルータに届くと，FIB
によりコンテンツサーバの方向へとルーティング処理により誘導される．この誘導の過程
で各ルータの PIT にエントリが残される．Interest がサーバに到着すると，Interest がた
どった経路を PIT に残されたエントリをホップバイホップで用いながら逆方向にたどるこ
とで，コンテンツの転送が行われる．FIB のルーティングテーブルは、各ルータが自身で
カバーするコンテンツの name prefix を広告することで作成される．コンテンツを保持す
るサーバは，自身の提供するコンテンツ名をローカルなルータにブロードキャストで通知
する．各ルータの広告においては，現状の OSPFや BGPの枠組みを用いて，それぞれ Intra- 
Domainならびに Inter-Domainでの広告が可能である． 
 CCNは，コンテンツ発見を FIBにおけるコンテンツ名に基づいたルーティングにより行
うだけでなく，コンテンツ流通も PIT を用いてコンテンツ名において逆経路をたどること
で実現しており，コンテンツ発見とコンテンツ流通の双方をコンテンツオリエンテッドな
手法としている点で，他の研究例とは一線を画した特徴あるアーキテクチャである． 
2.34 キャッシング 
 コンテンツオリエンテッドネットワークでは，Space decouplingが実現され，コンテン
ツ送信者とコンテンツ受信者はお互いの情報を得ている必要はない．従って，コンテンツ
をコンテンツオーナーから直接得る必要はなく，複製サーバもしくはネットワーク内のキ
ャッシュから得ても全く問題ない．ロケーションオリエンテッドな従来のインターネット
でキャッシングをうまく動作させるにはエンド・エンドセマンティックスを維持するため
に，途中のプロキシサーバで一旦セッションを分断するなどの手順が必要であった．これ
に対し，コンテンツオリエンテッドな環境では，だれからコンテンツを得ても全く問題が
ないため，このような複雑な手順が不要となり，積極的なキャッシュ運用が期待される． 
 キャッシュには，従来のコンテンツそのものをキャッシュする方法から，パケットレベ
ルでキャッシュを行うものまで，様々な粒度での適用が考えられる．パケットレベルで運
用する場合，従来はペイロード部までパケットの内容をみて冗長パケットであるかを判断
する必要があったが，コンテンツオリエンテッドネットワークではコンテンツ名をみるだ
けで同一パケットであることを判定できるため，高速ネットワークでもラインスピードで
の運用が可能となり，適用領域が広がりキャッシング技術がより有効に利用できる． 
 従来のキャッシングは，コンテンツ要求が通過するポイントに所望コンテンツがキャッ
シュされていれば，ここからコンテンツを取得できるという形式が一般的であった．この
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方法では，コンテンツキャッシュとコンテンツ要求のランデブーが受動的にしか行われて
いない．これに対しコンテンツ要求の通過地点とコンテンツがキャッシュされている場所
が一致していなくても，コンテンツ要求をキャッシュへと誘導し，キャッシュされたコン
テンツを有効に利用する方法として Breadcrumbs[14]が提案されている．Breadcrumbsで
は，コンテンツのダウンロード時にその方向への足跡（Breadcrumbs）を途中のルータに
残す．その後，コンテンツ要求がサーバへ転送される途中にこの Breadcrumbsにヒットす
ると，先のダウンロード方向へとホップバイホップで転送を行い，その先にあるコンテン
ツからのコンテンツ取得を試みる方法である．Breadcrumbsでは，最初はロケーションオ
リエンテッドなフレームワークで行われているコンテンツ要求転送が，途中のルータでも
Breadcrumbsにヒットするとコンテンツオリエンテッドなものに切り替わる．このため，
従来のネットワークからコンテンツオリエンテッドネットワークへの移行期，すなわちコ
ンテンツオリエンテッドなアーキテクチャが部分普及した状況でも十分利用可能な優れた
手法である[15]． 
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第 3 章 
 
PURSUIT 
 
3.1 アーキテクチャ 
本章では前章で説明した Pub/Sub のうちの一つである PURSUIT について説明する．
PURSUITは，どこにコンテンツがあろうとコンテンツに IPなどのロケーション情報を割
り当てることなくコンテンツのやりとりを可能としたものである．さらに，マルチキャス
トをネイティブに支援することで，現状のインターネットのコンテンツ配信の効率化およ
びスケーラビリティの問題している．PURSUIT は，コンテンツを提供する Publisherと，
コンテンツを要求する Subscriber の間の通信モデルである．PURSUIT では，Subscriber
が自身の所望コンテンツを“interest”と呼ばれるメッセージにより登録して，以後この
interestに適合するコンテンツが Publisherにより生成されると，これを受け取る．この際
に，ノードのキャッシュスペースを利用することも考えられている[16]． 
 
 
 
 
 
 
 
 
 
図 3.1: ネットワークトポロジーの例 
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3.11 ネーミング 
PURSUITにおいて，コンテンツはスコープ識別子（SID）とランデブー識別子（RID）の
ペアで表わされる．RIDはアプリケーションによって固有に与えられ，フラットかつ固定
長な識別子である．一方，SIDはコンテンツが属する範囲を表わす．スコープは，コンテ
ンツのカテゴリーを示す場合（例：旅行の写真），およびコンテンツの利用可能なアクセス
権限を示す場合の二つに分けられる（例：ネットワークドメインを指定）． 
 図 3.1は SIDと RIDの関係を示したものである．図 3.1に示すようにスコープは階層的
な構造になっており親‐子の関係をなしている．SIDは，RIDと同一のビット列からなる
要素のリストからなる．例えば，X/Y/Zの場合，Zは X/Yのサブスコープに，Yは Xのサ
ブスコープとなる．一つのコンテンツは複数のスコープに属することも可能であるが，RID
は自身が所属するスコープにおいて唯一である必要がある． 
PURSUITでは，ユーザはネットワークに対して publication messageまたは subscription 
messageの二つのメッセージを送信可能である．両メッセージは，<RID, SID>のペアお
よびメッセージ生成者に関する情報が含まれている．publication messageは Publisher
によって，ネットワーク内において利用可能なコンテンツの発生を知らせる場合に行われ
る．subscription messageは Subscriberが所望のコンテンテンツに対する要求を示す際
に行われる．ユーザは subscription message生成の際に，特定のコンテンツに対してだけ
でなく，スコープを指定することも可能である．後者の場合，Subscriberはスコープ内に
属するすべてのコンテンツを要求することとなる．また実際のコンテンツ配信は，トラン
スポートプロトコルを通じて行われる． 
 
 
図 3.2: PURSUIT におけるネットワーク構成 
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3.12 機能分離 
PURSUITの基本的な概念として，次に示すようにネットワーク内のノードの種類によって
それぞれ異なる機能を持たせて完全に役割を分離している点が挙げられる．図 3.2は
PURSUITにおけるネットワーク構成を示したものである． 
ランデブーポイント（RP）：Subscriberからのコンテンツ要求と Publisherかのコンテン
ツに対するアナウンスとのマッチングを行う． 
トポロジーマネージメント（TM）：ネットワーク内の全トポロジー情報を管理し，コンテ
ンツの転送経路(FID)を生成する． 
フォワーディングノード（FN）：コンテンツの転送を行う． 
コンテンツ伝送は以下の手順に従って行われる． 
1. Publisherは publication messageにより，コンテンツの発生を RPに知らせる． 
2. Subscriberは subscription messageにより，コンテンツの要求を RPに知らせる． 
3. RPは，1と 2における両メッセージに含まれる<RID, SID>のマッチングを行う． 
4. マッチングが成立したら，RPは Publisherから Subscriberまでの FIDを TMに問い
合わせる． 
5. TMは，Publisherから Subscriberまでの FIDを生成し，RPに知らせる． 
6. RPは上記 FIDを Publisherに対し転送する． 
7. Publisherは FIDに従い Subscriberに向けてコンテンツ伝送を行う． 
 
 
 
 
 
 
 
図 3.3:ソースルーティングの例 
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3.13 データ伝送 
PURSUITにおけるパケットの転送はLIPSIN[17]を用いたソースルーティングで行われる．
LIPSINにおいて，経路はリンク上の各経路の集合で表わされ，Bloom filterを用いた固定
長のビット列で示される．このビット列が経路の FID となり，パケットに記述される．ま
た，各ノードのリンクはリンク識別子（LID）が割り当てられており，TMによってデータ
の送信元から送信先への LID をすべて OR することによって，ソースルーティングを実現
している． 
図 3.3は，3つのノード ABCからなる経路の例を示したものである．この場合 Aから Cへ
の FIDは，00001 OR 00010 = 00011で表わされ，パケットのヘッダ部に記録される．FN
はパケットを受け取ると，パケットの FID とそれぞれのリンクごとに割り当てられた自身
の LIDを比較する．仮にリンク( j )に対して LIND( j ) が割り当てられていると仮定する
と FID AND LID( j ) == LID( j )であれば，FNは LID( j )が FIDを生成する際に加算され
たものであると判断し，リンク( j )に対してパケットを送信する． 
Subscriberが多数いた場合は，すべてのツリーの LIDを FIDに加算することによって，容
易にマルチキャストツリーが構成されるため，IP やオーバーレイマルチキャストの場合と
違って FNでの特別な処理が不要である．図 3.3において，FIDにおいては，BD間および
BE間のLIDをABC間のFIDに加算した結果である01111をFIDとすることでAからC，
D，Eに対するマルチキャストを実現できる． 
 LIPSIN において，FID は片方向のみの通信でのみ使用可能であり， Subscriber は
Publisherに対し通信を行うことができない．そのため，双方向通信のリクエストがあった
場合は，データを返却するために必要となる別の FIDを TM に生成してもらいあらかじめ
手に入れておく必要がある． 
 Bloom filterは，固定長のビット列を利用しており，ヒット率は確率に依存しているため，
false positiveが発生する場合がありうる．ただし，false positiveが発生した場合でも，正
しい送信先に対してもデータ送信されるため，データの送信に影響は生じないが，トラヒ
ックの増大につながるため，いかにして false positiveを抑えるかが課題となっている． 
3.14 信頼性 
前節に述べたように PURSUITでは，Publisherに対し Subscriberへの片方向 FIDを送付
している．これは，コンテンツが片方向かつ信頼性が要求されない TVやラジオなどのチャ
ネル放送に非常に向いている．この場合において，信頼性を高めることはユーザのパケッ
トロス率に基づいて重複したパケットを送信することで高めることができる． 
 チャネルの配信元は publication messageによりコンテンツが利用可能であることを RP
に対して送信し，ユーザも同様にコンテンツに対する Subscription messageを RPに対し
て送信する．その後 RP がユーザの代わりにチャネルの配信元に対して，配信要求を行う．
マルチキャストのサポートは以下のステップで行われる． 
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1. それぞれのチャネルに対して RPは Subscriberのリストを保持する． 
2. 新しいユーザからのコンテンツ要求が来た場合，RNは Subscriberのリストに新しいユ
ーザのリストを加えることで更新し，TMにリストに対する FIDの生成要求を行う． 
3. TMはリストに対する FIDを生成し，データを RPに転送する． 
4. RPは上記の FIDをチャネルの配信元に転送する． 
5. チャネルの配信元は FIDに従いコンテンツ配信を行う． 
一方で，Subscriberから Publisherへ何らかのフィードバックが必要となるような信頼
性通信が要求される場合には，TMにより Publisherから Subscriberへの FIDだけでなく
Subscriberから Publisherへの FIDを生成し，Publisherに転送することで実現できる． 
しかし，この手法においてもエンドホストのみが Publisherに対しフィードバックを返す
ことが可能であり，中間の FNから自発的にエンドホストへアクセスすることはできない．
そのため，フューチャーインターネット基本概念のひとつである FNのローカルキャッシュ
をコンテンツ探索の際に役立てるということは現時点では実現できていない． 
3.2 キャッシング 
PURSUITでは，コンテンツはキャッシュを含めた利用可能なすべての Publisherからデー
タを取得することが可能である．さらにコンテンツは chunkと呼ばれるデータの塊にわけ
ることができるため，場合によっては，一つのコンテンツを取得する際に異なる Publisher
から異なる FIDを用いることも可能である．これはすべてのコンテンツが<RID, SID>のペ
アによってのみ示されることに他ならない．それに対して，IPでは，パケットにおける不
明瞭な箇所のため，アプリケーションにて解決する必要があり，ネットワークにおいてコ
ンテンツをマッチングさせることは不可能であった． 
 
次節において，PURSUITにおける代表的なキャッシング手法であるオンパスキャッシング
とオフパスキャッシングについて述べる． 
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3.21 オンパスキャッシング 
オンパスキャッシングとは，Publisher から Subscriber までの経路の途中に存在する FN
において，コンテンツを転送中に自身がローカルのキャッシュスペースにコンテンツをキ
ャッシュする手法のことである．どの FNにキャッシュすべきか，あるいはどのコンテンツ
をキャッシュすべきかについては，いまだ研究事項である．コンテンツをキャッシュした
FNは Publication messageを RPに対して送信することで，自身がそのコンテンツに対す
る Publisherになる準備ができていることを RPに知らせることができると同時に，RPは
その FN を Publisher の候補として選択することが可能となる．図 3.4 は，Publisher が
Subscriber に対しコンテンツ 1 を転送している様子を示したものである．同図では全ての
FNがコンテンツ 1をキャッシュする場合を示している． 
3.22 オフパスキャッシング 
オンパスキャッシングが，Publisherから Subscriberまでの経路の途中に存在する FNに
コンテンツをキャッシュするのに対して，オフパスキャッシングはあらかじめネットワー
ク内にキャッシュ用のノード（CDNノード）を用意しておき，常に CDNノードにのみキ
図 3.4:オンパスキャッシング 
図 3.5:オフパスキャッシング 
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ャッシュを保持させる手法である．図 3.5はコンテンツ転送時におけるオフパスキャッシン
グの様子を示したものである． 
以下にオフパスキャッシングを行う際の手順を示す． 
1. TMはあらかじめすべての FNに対して CDNノード宛ての FIDを生成する． 
2. Publisher側のエンド FNは Publisherからコンテンツを受け取った際に CDNノード
宛ての FIDをパケットに付加する． 
3. Publisher側のエンド FNを含む各 FNは通常のコンテンツ転送と同様に，CDNノード
宛ての FIDにも従いデータを転送する． 
以上の動作により，コンテンツは Subscriberと CDNノードの両方へ届けられる． 
 オンパスキャッシングと異なり，オフパスキャッシングは追加のオーバーヘッドがかか
るという欠点が存在するが，Publisherのモビリティの問題を緩和することが可能である． 
3.3 モビリティ 
今後のインターネットの傾向として，モバイルホストが固定ホストよりも数，量ともに
多くなることが想定されている．PURSUITはモバイルノード（MN）のモビリティをシー
ムレスにサポートしている．PURSUITにおいて，MNはハンドオーバー後に，受け取れな
かったコンテンツに対する subscription messageを RPに対し再び送信することで残りの
コンテンツを取得することが可能である．この際に RPはキャッシュを含む多数の
Publisherの候補の中から適切なものを選択することが可能である．つまり，Mobile IPに
おける IPアドレスの再取得とそのアナウンスおよびコネクションの再確立の処理がいらな
い．よって PURSUIT は IPに比べてモビリティの変化に強いアーキテクチャであることが
いえる． 
また，前節で述べたオフパスキャッシングの利用より，Publisherのモビリティの問題を
緩和することが可能である．図 3.6は，オフパスキャッシングにおける Publisherの温度オ
ーバーの様子を示したものである．通常，Publisherのハンドオフが起こった場合，新しい
接続先において，RPに対し publication messageを送信し，Subscriberに対する新しい
FIDを取得する必要がある．この動作は Subscriberが通信切断を感知し，再び RPに対し
て subscription messageを送信した後に行われるので，通信経路再確立までに時間がかか
ってしまう．しかし、以下に示すように，Publisherのハンドオフ後において，オフパスキ
ャッシングを利用することにより待ち時間の短縮が可能である．なお，事前に通常のオフ
パスキャッシングの動作によって Publisherから Subscriberと CDNノードの両者に対し
てコンテンツ配信が行われているものとする． 
・Publisherは自身のハンドオフを認知した際に，新しい接続先の FNに対して残りのコン
テンツおよび CDNノードに対する Subscriberへのコンテンツ配信命令を送付する． 
・Subscriberへのコンテンツ配信命令を受け取ったCDNノードは，Publisherの代わりに，
Publisherから受けとった残りのコンテンツを Subscriberへ代理送信する． 
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以上の動作により，オフパスキャッシングを利用することにより，Publisherの移動の際
に従来の手法に比べてシームレスなコンテンツ配信を行うことができる．また Publisher
および Subscriberの両者による RPへの再アクセスがないため，RPへのアクセス負荷の軽
減が実現されている． 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 3.6:オフパスキャッシングを利用時における Publisherのハンドオーバー 
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第 4 章 
 
提案技術 
4.1 はじめに 
前章で述べたように FIDは片方向通信のみで有効であり，双方向通信を行う際には TM
により Publisherから Subscriberだけでなく，Subscriberから Publisherに対する FIDを
生成してもらう必要があった．本章では，まず FNによるエンドホストへ向けた Reverse 
Pathを生成することによる双方向通信の動作を説明し，Reverse Pathの有用性について述
べる． 
4.11 Reverse Path 
Reverse Pathの生成について述べる前に，図 4.1に示すように，生来の PURSUITのパケ
ットフォーマットに対し，Reveres FIDのエントリを加えることによるパケットの拡張を
行う．Reverse FIDのエントリはデータ配信開始時において，すべてのビット列が 0とな
るよう定められている． 
以下は，パケットを受信した際の FNの動作である． 
1 FNはパケットを受け取ったインターフェースの LIDと Reverse FIDとの論理和を計算
する 
2 1で得られた演算の結果を新たな Reverse FIDとするようパケットの Reverse FIDエン
トリを書き換える 
3 通常の FIDに従いパケットを転送する 
4 1, 2, 3 をパケット無事にエンドホストに到達するまで行う． 
上記の動作により最終的に生成されたReverse FIDはまさに Subscriberから Publisherま
での FIDを示している．図 4.2は 5つのノードが存在するネットワークトポロジーを示し
ている．Publisherから Subscriberまでの FIDは 00110 OR 10100 OR 10010 = 10110で
表わされる．パケットの転送を行うにあたり，各 FIDは，FNはパケットを受け取ったイ
ンターフェースの LIDと Reverse FIDとの論理和を計算し，演算結果を新たな Reverse 
FIDに書き換える動作を行う．最終的な Reverse FIDは 00000 OR 10001 OR 11000OR 
01001 = 11001で表わされる．先頭の 00000はデフォルトの Reverse FIDである．この
Reverse FID11001は Subscriberから Publisherへの通常の FID と同じビット列となる． 
Reverse Pathを利用することのメリットのひとつとしてエンドホストのみでなく FNもデ
ータ送信者に対してアクセスできることがあげられる． 
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図 4.1 Reverse FID使用時におけるパケットフォーマット(m=5) 
 
 
4.12 コンテンツ要求時に発生する RPへのアクセス集中の軽減 
前節で述べたように，Reverse Path は Subscriberから Publisherのみでなく，経路上に
存在する FN全てからエンドホストに対して有効である．この特性をうまく利用したものと
して，コンテンツ要求時に発生する RPへのアクセス集中の軽減が挙げられる．図 4.3 は，
コンテンツ要求時における FNのローカルキャッシュの利用を示したものである．
SubscriberからRPへのFN上に Subscriberの所望するコンテンツが存在した場合(同図E
参照)，FNは自身が演算した結果の Reverse FIDをもとにコンテンツを転送することで，
Subscriberへコンテンツを配信することが可能である．その結果，RPが処理する
Subscription messageの数がへり，PURSUITの課題のひとつになっている RPへのアク
セス集中の軽減を実現できる． 
このことは，従来の PURSUITにおける双方向通信が Publisher－Subscriber間に限定さ
れていたものが，FNや RPを含むすべてのノード間で実現できるようになったことに起因
する． 
4.13 キャッシュを利用したモビリティの拡張 
3.3節において，オフパスキャッシングが Publisherのモビリティの問題を緩和できるこ
とを説明した．しかし，従来の PURSUITのアーキテクチャでは，Subscriberの効率的な
ハンドオーバー手法については述べられていない．本節では，Subscriberのハンドオフ時
における Reverse Path を利用した効率的なハンドオーバー手法について述べる． 
3.3節において述べたとおり，MNはハンドオーバー後に，受け取れなかったコンテンツ
に対する subscription messageを RPに対し再び送信することで残りのコンテンツを取得
図 4.2: ネットワークトポロジーの例 
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することが可能である．この手法の欠点は RPへ再度アクセスする必要があるため，RPの
負荷を増加させてしまうことである．しかし、以下に示す手法により，Subscriberのハン
ドオーバー後に再度 RPへアクセスすることなくコンテンツを取得可能である． 
・Subscriberはハンドオーバー後に CDNノード宛てに subscription messageを送信す
る 
・FNは Subscriberへの Reverse FIDを生成しながら CDNノードに対し subscription 
messageを転送する 
・subscription messageを受信した CDNノードは，受け取った Reverse FIDをもとに
Subscriberの所望するコンテンツを配信する 
図 4.4は，オフパスキャッシングを利用した Subscriberのハンドオーバーを示したもの
である．前述の動作により，Subscriberのハンドオフの際にも，RPを全く介することなく
コンテンツを再取得することが可能である．この例においても，従来の PURSUITにおけ
る双方向通信が Publisher－Subscriber間に限定されていたものが，FNや RPを含むすべ
てのノード間で実現できるようになったことが，いかに重大であるかお分かりいただける
だろう． 
 
 
 
 
 
 
 
 
 
 
図 4.3: コンテンツ要求時における FN のローカルキャッシュの利用 
図 4.4: オフパスキャッシングを利用したSubscriberのハンドオーバー 
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4.14 シミュレーション 
 Reverse Pathの有用性を評価するにあたり，図 4.5に示すように，パケットロスが発生
する環境下において，Subscriber がコンテンツを取得する際にかかる時間を計測した．表
4.1はシミュレーション諸元を示したものである．また，図 4.6はシミュレーション結果を
示したものである．同図により，いかなるパケットロス率の場合においても Reverse Path
を利用した場合のほうがコンテンツを短時間で取得できることがわかる．このことは，
Reverse Path を用いることにより，FN におけるローカルキャッシュを利用できること，
および RPへの再アクセスが不要になり，RPでの処理遅延を減らすことができたことに起
因する． 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 4.5: シミュレーション環境 
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表 4.1: シミュレーション諸元 
図 4.6: パケット受信率に対する時間の変化 
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図 4.6: パケット受信率に対する時間の変化 
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4.2 Reverse LID 
 前節において Reverse FIDを使用した Reverse Pathの生成手法を説明した．本節では，
Reverse LIDを使用した FNによるホストへのアクセス手法について述べる．Reverse LID
について述べる前に，図 4.7に示すように，生来の PURSUITのパケットフォーマットに
フラグエントリを加えることによるパケットの拡張を行う．フラグはデフォルトで 0を示
し，送信元に対してアクセスしたい場合において，各ノードは 1を設定できるものとする．
また，フラグエントリが 1に設定されたパケットの転送を行う際は Reverse LIDに従いデ
ータを転送する． 
以下に示す動作により，各ノードは Reverse LIDを保持する． 
1 各ノードはネットワーク開始時において LIDの交換・転送を行う． 
2 各ノードは隣接ノードの外部 LIDを受信した際， Reverse LIDとして自身の持つ LID
と対応付け保持する． 
図 4.7: Reverse LID 使用時におけるパケットフォーマット 
図 4.8: Reverse LID 使用時における各ノードの保持情報 
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図 4.8は各ノードにおける Reverse LIDを示したものである．FN1における Reverse LID
は，それぞれ FN1の隣接ノードの FN1に対するインターフェースである IF P-1，IF2-1，
IF3-1に関連した LIDが割り当てられている．  
例として，FN2が Publisherに対して Ackを返信する際の手順を以下に示す． 
1 FN2は，Ackパケットのフラグを 1に設定する． 
2 FN2は，FIDにマッチした各 Reverse LIDに対応したインターフェースに対しデータを
転送する． 
3 パケットを受信した FN1はフラグを確認し 1であるため，同様に FIDにマッチした各
Reverse LIDに対応したインターフェースに対しデータを転送する． 
4 Publisherが Ackを受信する． 
Reverse LIDを使用した場合は Reverse FIDを使用した場合と比較して，各ノードにおい
て Reverse FIDを生成するための論理演算を行う必要がないため，各ノードの負担が軽減
できる．一方で，各ノードで隣接ノードの LIDを保持することは，3.12節で述べた
PURSUITの機能分離におけるノードの役割を越えてしまうため，PURSUIT の基本概念に
反する一面がある．したがって，Reverse LIDを使用する場合と Reverse FIDを使用する
場合の優劣については，どこまで PURSUITの基本概念を守るのかに依存するため，シミ
ュレーション等により一概に評価を行うことは．さらに，各ノードが保持すべき情報量が
Reverse FIDの分だけ増えてしまうことも欠点としてあげられる． 
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第 5 章 
 
結論 
 
5.1 総括 
本稿では，PURSUITにおける双方向通信はエンドホスト間のみで可能となることの欠点
を述べ，それを解決する手法として FNによる Reverse Pathの生成を紹介し，シミュレー
ションによる評価を行った．以下に各章に簡単な総括を記す． 
第 1章および第 2章において，コンテンツ流通の変遷の過程を振り返りながら，コンテン
ツ流通の観点での現在のインターネットの問題点を明らかにし，その問題点を解決する一
つのアプローチとして，コンテンツオリエンテッドネットワークが位置づけられることを
示した．第 3章においてコンテンツオリエンテッドネットワークのうちの一つである
PURSUITを取り上げ，その基本概念やアーキテクチャおよび研究課題とそれに対する提案
を述べた．第 4章において，シミュレーションにより提案技術の有用性を示した． 
なお，本稿で取り纏めた内容は，2013年 3月 19日から 22日かけて開かれる電子情報通信
学会にて発表する予定である． 
 
5.2 今後の課題 
 PURSUITにおけるデータ転送には Bloom Filterを利用した FIDを用いている．FIDに
よるデータ転送には，送信元および送信先の情報を知る必要がない，マルチキャストの実
現が容易であるといった利点がある．一方で，片方向のみで有効なため Subscriber から
Publisherにアクセスできない，False positiveが発生してしまうという欠点が存在する． 
PURSUITのデータ転送の特性をきちんと理解し，いかにして利点を活かし欠点の影響を 
少なくするかの研究が非常に少ないように思われる．例をあげると，受信者が必ず一人か
つお互いの匿名性が必要とならない publication messageや subscription messageの転送
の際にも False positiveの発生する可能性のある FIDを使用する意味があるのか等まだま
だ PURSUITには改善の余地が多いように思われる．このような課題に対し，朴研究室の
学生が素晴らしい手法の提案をしてくれることを切に願っている． 
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