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ABSTRACT
Modern day engineering problems are ubiquitously characterized by sophisticated computer codes
that map parameters or inputs to an underlying physical process. In other situations, experimental
setups are used to model the physical process in a laboratory, ensuring high precision while being
costly in materials and logistics. In both scenarios, only limited amount of data can be generated by
querying the expensive information source at a finite number of inputs or designs. This problem is
compounded further in the presence of a high-dimensional input space. State-of-the-art parameter
space dimension reduction methods, such as active subspace, aim to identify a subspace of the
original input space that is sufficient to explain the output response. These methods are restricted
by their reliance on gradient evaluations or copious data, making them inadequate to expensive
problems without direct access to gradients. The proposed methodology is gradient-free and fully
Bayesian, as it quantifies uncertainty in both the low-dimensional subspace and the surrogate model
parameters. This enables a full quantification of epistemic uncertainty and robustness to limited
data availability. It is validated on multiple datasets from engineering and science and compared
to two other state-of-the-art methods based on four aspects: a) recovery of the active subspace, b)
deterministic prediction accuracy, c) probabilistic prediction accuracy, and d) training time. The
comparison shows that the proposed method improves the active subspace recovery and predictive
accuracy, in both the deterministic and probabilistic sense, when only few model observations are
available for training, at the cost of increased training time.
Keywords surrogate modeling, high-dimensional input space, dimensionality reduction, uncertainty quantification,
active subspace, Bayesian inference, Gaussian process regression
1 Introduction
Engineering problems, with high-dimensional inputs or parameters, are often modeled in the form of expensive computer
codes or expensive laboratory experiments. These scenarios severely limit the number of data, namely input-output pairs,
that can be observed. This requires developing inexpensive surrogate models that a) accurately model the underlying
physical process and b) quantify the epistemic uncertainty due to limited observed data. Once an accurate and reliable
surrogate is developed with quantification of uncertainty, it can be used to learn arbitrary statistics about the output [1],
generate more data intelligently [2, 3] and make predictions under a limited budget [4].
In the context of data-driven probabilistic surrogate modeling, the curse of dimensionality remains a major obstacle
in the way of developing a surrogate that is accurate and can help infer meaningful statistics about the output.
High dimensionality may be encountered in the input, state , and output spaces, or any combination thereof. High
dimensionality of the state and output spaces has been the subject of extensive research in the fields of reduced-order
∗raphael.gautier@gatech.edu
ar
X
iv
:2
00
8.
03
53
4v
1 
 [s
tat
.M
L]
  8
 A
ug
 20
20
A PREPRINT - AUGUST 11, 2020
modeling and equation-free model reduction [5]. As a result, data-fit and physics-based surrogates of high-dimensional
responses are now widespread in the literature. They leverage unsupervised methods, such as principal component
analysis (PCA) [6], deep autoencoder-decoder networks [7], or diffusion maps [8]. These methods are not directly
applicable to the problem of high-dimensional input spaces, as they do not take the response into account when
learning the dimension reduction transformation. They may therefore lead to sub-optimal performance as they discard
information that is useful for predicting the response of interest. Reduction of the input space dimension demands
a thorough understanding of the relationship between the inputs and the underlying function. As recognized in [9],
supervised techniques bring an advantage over unsupervised methods when applied in the context of surrogate modeling.
For some meta-modeling methods, an increase in input dimensionality may quickly lead to a prohibitively high number
of required model evaluations [10]. Among possible routes for identifying the lower-dimensional representation,
the two deemed most promising in literature are: a) mapping strategies that take advantage of the dependence on
low-dimensional manifolds instead of the original high-dimensional space, and b) lower-dimensional models, and in
particular additive or partially additive models, which are motivated by many observations that high-order interactions
are negligible in most scientific and engineering problems, e.g. high-dimensional model representation [11]. The
method proposed in this work belongs to the first category.
While mapping strategies are a broad denomination proposed in [12] in the context of engineering design, similar
methods actually exist under other names in other fields: ridge functions in the function approximation literature [13,
14, 15, 16, 17, 18, 19, 20, 21, 22, 23], sufficient dimension reduction [24, 25, 26, 27, 28], spectral methods, sometimes
referred to as supervised dimension reduction or dimension reduction for supervised learning [29, 30, 31, 32, 33, 34], or
probabilistic approaches [35, 36]. These methods aim at similar objectives while leveraging different mathematical tools.
The term ridge function is usually used to refer to functions obtained by mapping the original high-dimensional space
onto a low-dimensional subspace and extensive literature on this topic can be found. Recent methods were proposed to
identify ridge functions, that either rely on sparse matrix approximations [23, 37] or low-rank approximations [21, 22].
The sparse approximation is hard to justify, as there is no theoretical argument to back the fact that the covariance
matrix of the gradient is sparse. Low-rank approximation methods can be interpreted as approximating finite-difference
gradients, which is very ineffective and hinders exploration of the full input space by requiring many model evaluations
around a limited number of points. In the sufficient dimension reduction literature [26, 38], methods such as sliced
inverse regression [38] have been extensively used. However, as they assume elliptical distribution for the parameters,
they do not fit the needs encountered when generating surrogate models, where the input space is usually uniformly
sampled. Hessian-based approaches have also been proposed to identify low-dimensional manifolds in the input space
[39]. It is also interesting to note that while we are seeking methods that provide an explicit two-way mapping between
the low- and high-dimensional spaces, the success of recent deep learning techniques can be attributed to an implicit
dimensionality reduction, referred to as feature extraction [40].
The gradient-based active subspace (AS) method [41] is among the most recent additions to the mapping or projection-
based strategies. It has shown considerable promise on challenging engineering applications [42, 43, 44, 45, 46, 47].
Extensions of the method to multivariate outputs [48, 49] and to the multi-fidelity setting [50] are the subject of
ongoing research. Similar ideas were also independently pursued [51, 52]. While AS is in practice restricted to
problems for which adjoint derivatives can be obtained, alternative formulations have been proposed to identify the
low-dimensional structure of the input space using direct function evaluations only. To that end, some methods
combine the projection onto the AS with a probabilistic surrogate model such as Gaussian process (GP) regression
[35, 53, 49]. However, they only partially quantify epistemic uncertainty, as the projection matrix on the AS results
from an optimization process instead of a Bayesian inference process. While similar approaches have been taken for
other kinds of surrogates [54, 36, 9], the fully Bayesian inference of the projection matrix combined with a Gaussian
process surrogate has not yet been attempted. Such an approach would open the door to efficient meta-modeling for
high-dimensional problems using GPs, including a full quantification of epistemic uncertainty.
A difficulty resides in the presence of an orthonormal projection matrix in the model. Readily available Markov chain
Monte-Carlo (MCMC) samplers operate in Euclidean space, as model parameters usually encountered in Bayesian
inference are real-valued. Methods to apply MCMC to orthogonal matrices have been developed following two
different approaches: Riemannian Hamiltonian Monte-Carlo (RHMC) techniques [55, 56] and re-parametrization
techniques [57, 58, 59, 60]. The formers modify the leapfrog steps of the original Hamiltonian Monte-Carlo (HMC)
algorithm to ensure that the new proposals remain on the Stiefel manifold, i.e. the manifold of orthogonal matrices. The
orthogonality constraint is therefore satisfied by construction. The latter simply use parameterization techniques, such
as Householder reflections [58], polar angles [59], the Givens representation [60], or simply using the Gram-Schmidt
orthogonalization algorithm [61], in order to transform a set of scalar parameters into an orthogonal matrix. While
RHMC methods are theoretically elegant and lie on strong mathematical foundations, they require the implementation
of specialized MCMC samplers [62]. “Turn-key” MCMC algorithms that do not require extensive tuning have not
yet been developed for RHMC. As a consequence, implementations and usages of these methods are still at a very
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early stage of research. The method recently proposed in [63] is representative of such approaches. On the other hand,
reparameterization approaches can be used with most of the openly-available MCMC samplers [57, 58, 59, 60]. These
methods have been leveraged in instances where orthogonal matrices were part of the probabilistic model. In these
applications, inference on orthogonal matrices was successfully carried out. However, these methods have not yet
been applied to the fully Bayesian inference of the AS. In this work, we employ reparameterization methods on the
projection matrix to obtain matrices in the Stiefel manifold. This allows us to leverage existing MCMC algorithms
to quantify uncertainty on both the parameters of the projection matrix onto the AS and the hyperparameters of the
Gaussian process.
Multiple contributions are made in this paper. The first contribution is a fully Bayesian and gradient-free formulation
for meta-modeling of functions with high-dimensional inputs drawing inspiration from the AS method. Under this
formulation, all model parameters are considered uncertain, including those associated with the projection onto the lower-
dimensional input subspace. The second contribution is a set of algorithms that enable the practical implementation
of the proposed formulation using “turn-key” MCMC samplers. Those additional implementation specifics, based
on Householder transforms, are needed to simultaneously accommodate traditional GP hyperparameters defined in
Euclidean space and an orthonormal projection matrix belonging to the Stiefel manifold as model parameters during
probabilistic inference. The third contribution is a thorough comparative study of the model’s performance with two
recently proposed methods as seen from four different perspectives. The last contribution is a repository, written in the
Python programming language and made openly available, that implements the proposed algorithms and benchmark
methods using state-of-the-art probabilistic programming languages, manifold optimization libraries, and computational
backends, enabling reproducibility and allowing interested researchers to develop extensions to the proposed method.
The outline of the rest of the paper is as follows. Our methodology is summarized in section 2. In particular, subsection
2.5 introduces the method and algorithms proposed to parameterize the projection matrix and the fully Bayesian
inference algorithm. In section 3, we demonstrate the performance of the methodology through numerical experiments
on eight analytical functions of 25 to 100 inputs and four science and engineering datasets with input dimensions
ranging from 18 to 100. Since computationally expensive analyses highly constrain the number of observations available
to train the surrogate model, the impact of the training set size on all metrics of interest is systematically assessed.
Finally, we summarize our findings in section 4 and discuss natural extensions of the methodology to be explored next.
2 Methodology
This section is organized as follows. Notation is first introduced in section 2.1. Background methods are then briefly
summarized: Gaussian process regression in section 2.2, active subspace in section 2.3, and gradient-free active
subspace using Gaussian processes in section 2.4. Finally, the proposed fully Bayesian method is detailed in section 2.5.
2.1 Notation
Let f be the mapping through which we collect data about the underlying physical process of interest. We assume that
f is a scalar-valued function of d variables. High-dimensional input spaces, i.e. large d, are the focus of this study.
f : X ⊆ Rd → Y ⊆ R
x→ y = f(x) (1)
We assume that a total of n input-output pairs, or model observations, have been obtained by evaluating the model f at
the input sites x1, . . . ,xn and are available to support the creation of the surrogate model. Following standard practices,
we partition model observations into a training set D of size p and a validation set D∗ of size q such that p+ q = n. In
the context of surrogate modeling, the observations in D are used for training the model while those in D∗ allow to
assess the performance of the predictive model.
D = {(xi, yi) | i = 1, . . . , p} (2)
D∗ = {(x∗i , y∗i ) | i = 1, . . . , q} (3)
Let X = [x1, . . . ,xp]
T and X∗ =
[
x∗1, . . . ,x
∗
q
]T
respectively be the p× d and q × d design matrices corresponding
to the training and validation input sites. Accordingly, let y and y∗ be the size p and q training and validation response
vectors. We focus on the creation of a surrogate model fˆ of f such that fˆ can be evaluated in lieu of f . We work
within the probabilistic framework to quantify uncertainty in the surrogate model predictions. As such, we are seeking a
generative model, i.e. a model for the joint probability distribution p(X,y). Probabilistic predictions for points in the
validation set can then be made by using the conditional predictive distribution p(y∗|X∗,X,y)
3
A PREPRINT - AUGUST 11, 2020
2.2 Gaussian Process Regression
Gaussian process regression (GPR) is a popular surrogate modeling method that grants access to predictive uncertainty.
We briefly recall the main results behind GPR, mostly adopting the reference notation introduced in [64]. The GPR
model relies on the assumption that the prior distribution for the underlying mapping f can be modelled as a GP: for a
set of latent, unobserved, model responses made at input sites X and arranged in the vector f , there exist a vector µ
and a matrix Σ such that f ∼ N (µ,Σ). Additionally, it is assumed that observations y of f are uncertain, such that
y ∼ N (f , σn). Those assumptions enable the analytical marginalization of the latent vector f , leading to the following
prior distribution for the observations: y ∼ N (µ,Σ + σnI).
Multiple options for constructing the mean vector µ and the covariance matrix Σ exist and lead to different GPR
variants. Common assumptions are made in this work. First, we assume the model observations to be centered and the
mean of the prior GP to be zero, i.e. µ = [0, . . . , 0]T . Then, a kernel function k is used to construct Σ by encoding the
correlation structure of the GP, i.e. the correlation between responses y and y′ at input input locations x and x′. We use
the widespread automatic relevance determination (ARD) kernel:
k(x,x′) = σf
d∏
i=1
exp
(
(xi − xi′)2
2`2i
)
(4)
where σf is the signal variance and ` = [`i, ..., `d] are characteristic length scales. For convenience, we denote as K the
generalization of the kernel function k to design matrices. For two design matrices X and X′ respectively containing n
and n′ points, we have:
K(X,X′) =
k(x1,x
′
1) . . . k(x1,x
′
n′)
...
. . .
...
k(xn,x
′
1) . . . k(xn,x
′
n′)
 (5)
Using that notation, the GP covariance matrix is then computed as Σ = K(X,X). We gather all hyperparameters into
the vector θ = [σn, σf , `1, . . . , `d]. Rewriting the generative model with those assumptions and explicitly including
parameters, we obtain equation (6). Varying the hyperparameters θ effectively leads to different generative models.
y|θ ∼ N (0,K(X,X;σf , `) + σnI) (6)
In a maximum likelihood estimation (MLE) approach, training the GPR model then consists in estimating the values of
the hyperparameters θ leading to the generative model that is most in agreement with the training data. This is achieved
by selecting θ that maximizes the likelihood p(y|X, θ). A closed-form equation for the likelihood p(y|X, θ) is made
possible by the GP assumption. In practice, the log-likelihood log p(y|X, θ) is used for numerical stability, Given
training data (X,y) and denoting K = K(X,X):
log p(y|X, θ) = −1
2
yT
(
K + σ2nI
)−1
y − 1
2
log det
(
K + σ2nI
)− n
2
log 2pi (7)
In a Bayesian approach, hyperparameters are equipped with an prior distribution p(θ) and the full posterior distribution
of the hyperparameters p(θ|y,X) is inferred by leveraging Bayes’ rule:
p(θ|y,X) ∝ p(y|X, θ)p(θ) (8)
Predictions y∗ at validation locations X∗ can be made by recalling that the underlying process is assumed to be a GP,
therefore the training and test outputs are distributed according to the following joint probability distribution:[
y
y∗
]
∼ N
(
0,
[
K(X,X) + σ2nI K(X,X∗)
K(X∗,X) K(X∗,X∗) + σ2nI
])
(9)
The posterior predictive distribution is obtained by conditioning the joint distribution with respect to the training data.
Once again, the GP assumption allows to derive this joint distribution analytically:
y∗|X∗,X,y, θ ∼ N (µ∗,Σ∗) (10)
with:
µ∗ = K(X∗,X)
(
K(X,X) + σ2nI
)−1
y (11)
Σ∗ = K(X∗,X∗)−K(X∗,X)
(
K(X,X) + σ2nI
)−1
K(X,X∗) (12)
In the fully Bayesian approach to GP, the hyperparameters need to be marginalized out using their posterior distribution
to make predictions:
p(y∗|X∗,X,y) =
∫
p(y∗|X∗,X,y, θ)p(θ|X,y) dθ (13)
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2.3 Active Subspace
The active subspace (AS) method addresses challenges raised by functions of high-dimensional inputs and the resulting
curse of dimensionality, that hinders the use of such functions in numerical activities such as uncertainty quantification,
surrogate modeling, or numerical optimization. In simple terms, the method seeks directions in input space that
contribute in average the most to the variation of the output. Those directions form the basis of a low-dimensional
subspace of the original input space, the so-called active subspace. The curse of dimensionality is alleviated by
substituting the active subspace to the original high-dimensional input space, obtaining a new, approximate mapping
whose input space is effectively lower than the original function. AS is a general-purpose method in the sense this
alternate mapping can be used to assist any of the aforementioned numerical applications.
The following paragraphs recall the major results pertaining to AS. Interested readers can find more details in [65]. In
the context of the AS method, we equip the input variables x of f with a probability distribution p(x). The uncentered
covariance matrix of the gradient C plays a central role in the AS method:
C =
∫
(∇xf)(∇xf)T p(x) dx (14)
The real symmetric matrix C is then diagonalized as C = QΛQT where Q = [w1, . . . ,wd] is the matrix containing the
normalized eigenvectors {wi | i = 1, . . . , d} of C and Λ is a diagonal matrix whose diagonal contains the eigenvalues
{λi | i = 1, . . . , d} of C, We assume the eigenvalues to be sorted such that λ1 ≥ · · · ≥ λd ≥ 0.
The following relationship links the eigenvalues with the projections of the function’s gradient onto the corresponding
eigenvectors [65]. For i = 1, . . . , d:
λi =
∫ (
(∇xf)T wi
)2
p(x) dx (15)
The higher the λi, the greater the variations of f in the direction wi. The active subspace is defined as the subspace
spanning the first m ≤ d directions {wi | i = 1, . . . ,m}. In this subspace, the variations of f are in average greater
than in its orthogonal complement, referred to as the inactive subspace.
Because they are the eigenvectors of a real symmetric matrix, the vectors {wi | i = 1, . . . , d} form an orthonormal
basis of the input space. We can then arrange them into two matrices:
W = [w1, . . . ,wm] (16)
Wi = [wm+1, . . . ,wd] (17)
W is the d×m projection matrix onto the active subspace while Wi is the d× (d−m) projection matrix onto the
inactive subspace. The original mapping of interest can then be rewritten as f(x) = f(Wz+Wizi) where z = WTx
is the component of the inputs in the AS and zi = WiTx is the component of the inputs in the inactive subspace.
Starting from this decomposition, a series of approximations can be made to obtain a practical AS-assisted surrogate
modeling approach. Given the conditional probability p(zi|z) of the inactive variables given the active variable, we
start by defining the link function g as the conditional expectation of f over the inactive subspace given a position in the
active subspace:
g(z) = Ezi|z [f(Wz + Wizi)] (18)
By assuming that the variations of f caused by variations of input variables in the inactive subspace are substantially
less than those caused by variations in the inactive subspace, we obtain the following approximation:
f(x) ≈ g(WTx) (19)
Since the exact integration in (19) would be either too costly or simply not possible, a Monte-Carlo approximation gˆ of
g is used:
f(x) ≈ gˆ(WTx) (20)
The Monte-Carlo integration is shown to have good convergence properties in [65] since f does not by construction
greatly vary in the inactive subspace. The function gˆ is itself approximated by a surrogate model g˜ based on a limited
number of model observations:
f(x) ≈ g˜(WTx) (21)
Finally, an approximation Wˆ of W is obtained by replacing the integral with a finite sum in the computation of the
uncentered covariance matrix of the gradient shown in equation (14):
f(x) ≈ g˜(WˆTx) (22)
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AS-assisted surrogate modeling methods rely on equation (22) to approximate the original function f [65] by following
a two-step approach. An approximation Wˆ of the projection matrix W onto the AS is first computed using a sample of
gradient evaluations. An approximation g˜ of the link function g is then constructed using traditional surrogate modeling
techniques.
2.4 Gaussian Processes with Built-In Dimensionality Reduction
In the absence of gradient evaluations, it is impossible to carry out the methodology presented above to create a
surrogate model that leverages the low-dimensional structure of the AS. An alternative approach proposed in [35] is
to simultaneously train the approximate link function g˜ and the approximate projection matrix Wˆ onto the AS. The
underlying predictive model combines aspects of the original AS method with Gaussian processes: the original inputs
are projected onto a low-dimensional subspace that serves as the alternate, low-dimensional input space for a GP. This
leads to the following model:
y|θ,W ∼ N (0,K (XW,XW; θ)) (23)
This model can be broken down into two steps. An initial projection step where the original design matrix X is
projected in the AS to obtain a lower-dimensional design matrix Z = XW followed by a regression step in which the
lower-dimensional space is substituted to the original high-dimensional input space.
Compared to traditional GPR, this approach leads to the effective dimension reduction of GP’s input space from the
original d inputs to only m inputs. As a consequence, the number of GP hyperparameters is also decreased from d+ 2
to m+ 2. However, the projection matrix W is introduced as a new model parameter that must be determined in the
training process.
Following the assumptions of the AS method, the projection matrix W is orthonormal. This translates into a constraint
that needs to be satisfied during the process by which model parameters are selected or inferred. In an MLE approach
where parameters are selected through an optimization scheme, multiple practical strategies exist for handling this
constraint. In [35, 53, 49], the constraint satisfaction is ensured by restricting W to the Stiefel and Grassmann manifolds
using manifold optimization techniques. In [61], an orthonormalization scheme is applied to an unconstrained matrix.
2.5 Proposed Fully Bayesian Approach
Existing MLE approaches do not enable a full quantification of epistemic uncertainty due to limited model observations.
After projection of the design matrix onto the AS, predictive uncertainty only originates from the assumption that the link
function is modelled as a GP. However, neither the uncertainty in the GP hyperparameters nor in the projection matrix
W are quantified. This work introduces a fully Bayesian approach to training the model, in which full distributions for
both the GP hyperparameters and the projection matrix W are obtained. As a result, predictive uncertainty accounts for
all uncertain model parameters.
While practical implementations of optimizations methods exist that handle parameters belonging to Riemannian
manifolds, e.g. [66] used in [49], probabilistic inference packages are restricted to parameters defined in Euclidean
spaces [67, 68]. Since the implementation of a robust Riemaniann MCMC [55, 62] sampler is out of the scope of
the present work, alternative methods were favored, that rely on a parametrization of the projection matrix W using
real-valued parameters.
To enforce the orthonormality constraint, the projection matrix W can be interpreted as an element of the Stiefel
manifold [35]. The Stiefel manifold Vm(Rd) is the set of ordered orthonormal m-tuples of vectors in Rd. Some
authors [69, 49] further restrict W to the Grassmann manifold Gr(m, d) of m-dimensional linear subspaces of Rd, thus
excluding redundant projections onto the same subspace. We remain in the Stiefel manifold in this work. In this case,
the parametrization of the projection matrix by the set of parameters θp is the mapping P that associates a vector of k
real parameters to a d×m orthonormal matrix:
P : Rk → Vm(Rd)
θp →W = P(θp)
(24)
The choice of P is driven by the need to equip W with a meaningful prior distribution while recalling that the matching
distribution on the parameters θp is the one that is actually implemented in the statistical inference process. Along
with P , the distribution of θp that results in the desired distribution for W is needed. The prior distribution placed on
W must translate the prior belief on possible AS directions: a priori, any set of orthonormal directions are equally
probable candidates for the AS and the probability density should be spread uniformly across the Stiefel manifold. The
counterpart to the uniform distribution in the Stiefel manifold is the distribution according the Haar measure [58].
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Algorithm 1:H: orthonormal matrix parametrization through Householder transformations
input :parameters θp ∈ Rk
output :projection matrix W ∈ Vm(Rd)
Q← I ∈ Rd×d
l← 0
for i← 1 tom do
k ← l
l← k + d− i
v← (θp,k, . . . , θp,l)T
u← v + sgn(v1)||v||e1||v + sgn(v1)||v||e1||
Hˆ← −sgn(v1)(I− 2uuT )
H←
(
I 0
0 Hˆ
)
Q← HQ
end
W← (Q1, . . . ,Qm) ∈ Rd×m
Algorithm 2: Proposed Fully Bayesian Model
θp,i ∼ N (0, 1) ∀i = 1, . . . , k
W = H(θp) (algorithm 1)
Z = XW
log θj ∼ N (0, 1) ∀j = 1, . . . ,m
y ∼ N (0,K(Z,Z; θ) + σ2nI)
While the problem of parametrizing an element of the Stiefel manifold has not yet been applied in the present
supervised dimension reduction context, solutions have been proposed for Bayesian approaches to unsupervised
dimension reduction methods, e.g. Bayesian principal components analysis (PCA). Givens rotations [60], polar
expansion [59], and Householder transformations [58] have been used to that end. Among those alternatives, the
parametrization through Householder transformations appears as the most practical. While other methods require
a change of measure that is computationally costly due to the computation of the Jacobian determinant [58], this
method directly maps independent real-valued parameters identically distributed according to the standard normal
distribution to matrices that are Haar-distributed in the Stiefel manifold without needing a change of measure. The
implementation details for this parametrization, adapted from [58], are presented in algorithm 1. The number k of
real-valued parameters is k = md−m(m− 1)/2, which is larger than the actual dimension of the Stiefel manifold:
dim(Vm(Rd)) = md−m(m+1)/2. Doing without a change of measure comes at the cost of m additional parameters.
This is not a significant penalty in practice since dimension reduction methods seek a low-dimension space such that
m d. A log-normal distribution is used as prior for the GP hyperparameters. The full proposed generative model is
detailed in algorithm 2.
The joint posterior distribution p(θ, θp|X,y) of the model parameters is obtained by conditioning the generative model
shown in algorithm 2 with respect to the training data D = (X,y) and performing probabilistic inference, e.g. using
MCMC. The posterior distribution p(W|X,y) of the projection matrix W can be readily obtained by application of the
Householder parametrization detailed in algorithm 1 on the MCMC samples of the marginal distribution p(θp|X,y).
Instead of a point-based estimation of the AS, the proposed method therefore grants access to a full distribution. In
contrast to traditional GPR (equation (13)), fully Bayesian predictions in the proposed approach require marginalizing
over both the GP hyperparameters and the projection parameters:
p(y∗|X∗,X,y) =
∫∫
p(y∗|X∗,X,y, θ, θp)p(θ, θp|X,y) dθ dθp (25)
where equation (10) is used to compute the term p(y∗|X∗,X,y, θ, θp) after projecting the input design matrix X onto
the AS.
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3 Results
A comparative study is carried out to characterize the performance of the proposed method. This section starts with a
presentation of the experimental setup used for this comparative study. The next two sections present results for each
group of datasets: analytical functions and datasets from science and engineering. For both groups, results on all four
metrics of interest are presented and discussed.
3.1 Experimental Setup
3.1.1 Benchmark Methods
Two state-of-the-art methods are used as benchmarks. The proposed fully Bayesian method discussed in section 2.5 is
referred to as Bayesian active subspace (B-AS) in the rest of this section.
MO-AS The first benchmark method was proposed in [49], which is based on the Gaussian processes with built-in
dimensionality reduction methodology, proposed in [35] and discussed in section 2.4. Enhancements include: a) the
use of a state-of-the-art manifold optimization library [66], and b) optimization in the Grassmann manifold instead of
the Stiefel manifold. It is referred to as manifold optimization-based active subspace (MO-AS) in this section. In the
same spirit as our proposed method, it aims at simultaneously identifying the orthogonal projection onto the AS and the
mapping from the AS to the output space. However, it does not include any mechanism for quantifying uncertainty in
the identified AS.
B-GP The second benchmark method is based on the method proposed in [70] and referred to as Bayesian Gaussian
process (B-GP) in this section. In this method, a GPR model is first built on the full-dimensional input space. Instead of
gathering gradient samples and using a Monte-Carlo (MC) approximation, the assumptions of the GPR model then
allow a fully analytical derivation of the uncentered covariance matrix of the gradient. The AS is obtained by performing
a singular value decomposition of this matrix, which therefore plays a central role in the original AS method. If the
GPR model is trained in a Bayesian fashion and distributions for its hyperparameters are obtained, the uncertainty on
the AS itself can be inferred using MC.
The computation of the uncentered covariance matrix of the gradient implemented in the context of this study is only
semi-analytical. GP gradient evaluations are made analytically once the posterior distribution of the GP hyperparameters
has been inferred, but MC is used to approximate the covariance matrix using 1000 gradient samples. This was done
because an exact reproduction of the process in [70] brought excessive complexity and long runtimes. Given the high
number of gradient samples used for the MC approximation, this modification is not expected to alter results. Improving
on the methodology proposed in the original paper where approximate inference is used, full inference of the GP
hyperparameters distribution is here carried out using MCMC.
Implementation Details The B-AS and B-GP methods were implemented using the probabilistic programming
language numpyro [67, 71], which uses JAX [72] as computational backend. The MO-AS method was implemented
using a version of the pymanopt framework [66] modified to use JAX. Using the same computational backend across all
three methods helps in ensuring a level playing field for the comparative study such that differences in training time can
be linked to the methods themselves instead of implementation specifics. For the Bayesian methods, MCMC is used for
inference, leveraging the No U-Turn Sampler (NUTS) as implemented in numpyro. Four parallel chains are sampled,
each consisting of 1000 samples from the joint posterior probability distribution on model parameters and initialized
using 500 warmup samples. For MO-AS, 500 restarts of the manifold optimization algorithm are used, as in [49]. The
implementation of the three models used to produce the results presented in this paper are available online2.
3.1.2 Benchmark Datasets
The comparison of the proposed method’s performance with benchmark method is drawn based on datasets generated
using analytical functions and on datasets originating from science and engineering. While analytical datasets enable
fast data generation and freedom to hand-pick functional features, real-life datasets allow assessment of the proposed
method’s capabilities in a more realistic setting.
2https://github.com/rhgautier/Bayesian_dimension_reduction
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Sample Size Input SpaceDimension
Active Subspace
Dimension Reference
Analytical Quadratic
Functions (QF)
QF 10/1 1000 10 1 –
QF 10/2 1000 10 2 –
QF 25/1 1000 25 1 –
QF 25/2 1000 25 2 –
QF 50/1 1000 50 1 –
QF 50/2 1000 50 2 –
QF 100/1 1000 100 1 –
QF 100/2 1000 100 2 –
Science and
Engineering
NACA0012 (lift) 1756 18 1 [65]
HIV at t = 3400 1000 27 1 [73]
ONERA M6 (lift) 297 50 1 [74]
Elliptic PDE 1000 100 1 [44]
Table 1: Summary of benchmark datasets
Analytical functions are chosen to be quadratic functions featuring an AS by construction. As before, d and m are
respectively the dimensions of the input space and active subspace. The quadratic functions f are defined as:
z = WTx (26)
f(x) = zTAz + bz + c+  (27)
where x and z are respectively the input vector and the vector of projected coordinates in the AS. W is the d ×m
projection matrix onto the AS. A ∈ Rm×m, b ∈ Rm, and c ∈ R are parameters of the quadratic mappings. Given
d and m, their coefficients are sampled from standard normal distributions to obtain randomly generated mappings.
Since the domains of the quadratic mappings are restricted to their respective AS by construction, an additive centered
Gaussian noise  of standard deviation 5× 10−2 is added to simulate the variation of the response due to variations of
the inputs in the inactive subspace. In the context of the present study, eight quadratic functions were generated, that
combine an input space dimension d of 10, 25, 50, or 100 with an AS dimension of 1 or 2.
Four datasets originating from scientific and engineering applications are also used to assess the proposed method.
These datasets were previously used in AS-related studies and include gradient evaluations in addition to input-output
pairs. Gradient evaluations are used to estimate the actual AS using the original AS method, which is needed to assess
the ability of the proposed method to uncover the AS. Those datasets cover a wide range of input space dimensions: the
NACA 0012 [65], HIV [73], ONERA-M6 [74], and Elliptic PDE [44] datasets respectively have 18, 27, 50, and 100
input dimensions. Based on previous studies, all of these datasets are known to have a one-dimensional AS.
3.1.3 Benchmark Metrics
The comparative study focuses on the four following aspects: a) capability to uncover the AS, b) deterministic predictive
capability, c) probabilistic predictive capability, and d) computational cost. To each aspect corresponds a numerical
metric enabling the quantitative comparison of the proposed method with both benchmark methods: a) subspace angles,
b) root-mean-square error, c) posterior normalized validation log-likelihood, and d) training time. These metrics are
briefly defined in the following paragraphs.
First Subspace Angle Successful recovery of the AS can be assessed by estimating the subspace angles between
the low-dimensional subspace found during training and the actual AS [70]. Subspace angles are defined in [75]. The
reference AS is computed using the original AS method [65] presented in section 2.3. This is possible because all
test datasets include gradient evaluations. For each dataset, all available gradient samples are used to estimate the
reference AS in an effort to maximize the quality of the MC estimator
∑n
i=0∇f(xi)∇f(xi)T . By definition of the
angles between subspaces, the first subspace angle is greater than the following angles and is therefore an upper bound
for all subspace angles. For this reason and because using a single numerical value eases comparison between methods,
the first subspace angle will be used as metric.
Root-Mean-Square Error The deterministic predictive capability refers to the quality of point predictions made by
the model. For fully Bayesian methods, the median of the posterior predictive distribution at a previously unobserved
site x∗ is used as the point estimate fˆ(x∗). Given n test points {x∗1, ...,x∗n} distributed according to the distribution
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p(x), the root-mean-square error (RMSE) metric is used to quantify deterministic predictive capability is defined as:
RMSE =
√√√√ 1
n
n∑
i=1
(
f(x∗i )− fˆ(x∗i )
)2
(28)
Validation Normalized Posterior Log-Likelihood The probabilistic predictive capability refers to the quality of the
probability distributions outputted by the model. Because the computer models under consideration are deterministic
mappings, the likelihood of observing the actual point output under the posterior predictive can be used as a metric.
We consider every validation sample (x∗i , y
∗
i ) for i = 1, . . . , n independently. The posterior predictive distribution
was recalled in equation (10). With µ∗i and σ
∗
i
2 respectively computed using equations (11) and (12), we obtain the
following expression:
log p(y∗i |x∗i ,X,y) = −
1
2
(y∗i − µ∗i )2
σ∗i
2 − log σ∗i −
γ
2
log 2pi (29)
where γ = m for the MO-AS amd B-AS methods and γ = d for the B-AS method. For fully Bayesian methods,
marginalization with respect to the hyperparameters is necessary:
log p(y∗i |x∗i ,X,y) = log
(∫∫
p(y∗i |x∗i ,X,y, θ, θp)p(θ, θp|X,y) dθp dθ
)
(30)
Computation of the double integral in equation (30) relies on a Monte-Carlo approximation that uses the samples from
the joint posterior distribution p(θ, θp|X,y) obtained through MCMC. In order to account for different number of
validation samples across cases, we normalize as follows:
VNPLL =
1
n
n∑
i=1
log p(y∗i |x∗i ,X,y) (31)
Training Time Finally, the training time is measured as the wall-clock time elapsed between the start and the end of
the model training.
3.2 Quadratic Functions
3.2.1 Active Subspace Recovery
Figure 1 depicts the evolution of the first subspace angle as a function of the number of samples used to train the
model. A low subspace angle indicates that the inferred and true active subspaces are nearly aligned, corresponding to
a successful recovery of the AS. Across all models and datasets, trends seem to indicate that a minimum number of
training samples is required to successfully recover the AS, which is indicated by the drop of the subspace angle metric.
We note that, in the case of both B-GP and B-AS, the observed variability originates from both the repetition using
different training samples and the uncertainty in the AS captured by the Bayesian approaches. On the other hand,
point estimations of the AS are made for MO-AS, and variability is therefore only the results of training repetitions.
This explains why the subspace angle distributions have wider spread for the Bayesian approaches than for the
optimization-based approach.
For all eight benchmark quadratic functions, we observe that B-GP consistently exhibits worse AS recovery capabilities
than the other two methods. The performance of B-GP also decreases with the number of input dimensions. While
the drop in first subspace angle, characteristic of successful AS recovery, is indeed visible within the range of training
set sizes under study when d = 10 and d = 25, no such drop is visible when d = 50 and d = 100. Actively seeking
the AS by adapting the form of the predictive model to incorporate a projection onto a lower-dimensional subspace
therefore appears to drastically improve the ability of surrogate-based methods to detect the AS when a limited number
of training samples is available.
Both the B-AS and MO-AS have similar AS recovery capabilities. As noted earlier, the distributions for the B-AS
method have wider spread due to the Bayesian nature of the method: instead of only seeking the most likely AS, the
proposed B-AS gives access to the full posterior distribution of the AS. Directions that are less likely given the model
observations are therefore retained and given a smaller weight. We will see that it enables better quantification of the
epistemic uncertainty. We also note the skewness of some of those distributions, such as for d = 25, m = 1, and 50 or
75 training samples: while the distribution almost spans the complete interval of subspace angle values, most of its
weight is concentrated on small angle values. Both methods consistently enable the detection of the AS a number of
training samples smaller than five times the number of dimensions for 25- to 100-dimensional quadratic functions.
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Figure 1: Evolution of the first subspace angle (FSA) between the predicted and actual active subspaces for training
sets varying in size n from one to five times the number of input dimensions for quadratic function datasets. Plots are
organized by increasing input dimension d from top to bottom and by increasing AS dimension m from left to right.
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3.2.2 Deterministic Predictive Capability
Figure 2 depicts the evolution of the RMSE as a function of the number of samples used to train the predictive model.
For both Bayesian approaches, the median is used for point-based prediction.
The deterministic predictive capability of B-GP for high-dimensional input spaces is consistent with its poor ability
to detect the AS: it nearly always scores worse than both other methods. The relative drop in performance with an
increasing number of input dimensions first observed with the first subspace angle is here confirmed: the deterministic
predictions of B-GP do not improve over the studied range of training samples neither for d = 50 nor for d = 100.
The comparison of the B-AS and MO-AS methods indicates that both methods perform equally well for a number of
training samples ranging from three to five times the number of input space dimensions. For very small training sets
however, the MO-AS invariably displays much higher RMSE values than the other two methods. This is consistent with
the expected superiority of Bayesian methods when few model observations are available. In the light of those results,
the proposed B-AS approach therefore appears to improve upon the MO-AS approach: it reaches the same performance
when a relatively high number of training samples are available while increasing performance when only few model
observations are available.
3.2.3 Probabilistic Predictive Capability
Figure 3 shows the evolution of the validation normalized posterior log-likelihood as the number of training samples is
increased. This metric reveals the quality of the probabilistic prediction: the higher the posterior log-likelihood, the
most likely it is to observe the actual responses of the validation dataset under the posterior of the predictive model.
As expected, Both Bayesian methods consistently score better than MO-AS with respect to this metric. Except for the
case d = 100,m = 1, MO-AS always displays poorer probabilistic predictive capabilities than both other methods.
This can be explained by the fact that uncertainty in the MO-AS model is only partially captured: while the GP
effectively captures part of the uncertainty, neither the uncertainty in the GP hyperparameters nor in the projection
matrix parameters is quantified. Except for the case d = 100,m = 1 where a large variability of the predictive capability
across training sets is observed among smaller training sets, the proposed B-AS generally leads to posterior predictive
distributions that are in greater agreement with actual validation data. B-GP displays a performance similar to B-AS for
small training sets but is overtaken by B-AS for larger training sets.
3.2.4 Training Time
Figure 4 depicts the evolution of the time required to train all three types of models for the different quadratic functions
under study. Training time always increases with the number of training samples. This is expected as the cost of
computing the inverse of the sample covariance matrix during the GP likelihood computation increases as the matrix
size increases. For d = 50 and d = 100, a linear trend in log-scale is clearly visible, that corresponds to a power-law
scaling in linear scale. Such a behavior is expected for B-GP, for which the O(n3) scaling is well-known, where n is
the number of training samples.
The B-GP models are consistently faster to train than both projection-based methods. This is expected since those
methods require additional computations during the models’ likelihood evaluation and increase the number of parameters
to be inferred or optimized without affecting the size of the sample covariance matrix, which is the bottleneck of GP
training.
While the proposed B-AS model trains faster than the MO-AS model for low input space dimensions and low number
of training samples, its training time becomes larger when dimension and training samples increase. This may be
explained by considering the differences between the two methods. On the one hand, in MO-AS, the number of restarts
of the gradient-based optimization is fixed but the number of steps during one optimization run (and therefore the
number of likelihood evaluations) may vary because a dynamic stopping criterion is used to terminate optimization. On
the other hand, in B-AS, the MCMC chain length is fixed but the size of the leapfrog steps of the No-U-Turn Sampler
(NUTS) sampler are adaptively chosen during warmup based on the shape of the likelihood function. In practice, we
observed greater variability in the MCMC step size than we did in the number of optimization steps. As the number of
input dimensions increases and the likelihood function becomes more challenging to sample, the step size chosen by
the NUTS algorithm decreases, thus leading to more HMC leapfrog steps and increased total sampling times.
3.3 Science and Engineering Datasets
This section mirrors the preceding section by presenting results for all four metrics of interest, this time on the benchmark
science and engineering datasets. While the quadratic functions may be representative of simple functions encountered
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Figure 2: Evolution of the validation root-mean-square error (RMSE) for training sets varying in size n from one to five
times the number of input dimensions for quadratic function datasets. Plots are organized by increasing input dimension
d from top to bottom and by increasing AS dimension m from left to right.
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Figure 3: Evolution of the validation normalized posterior log-likelihood (V-NPLL) for training sets varying in size n
from one to five times the number of input dimensions for quadratic function datasets. Plots are organized by increasing
input dimension d from top to bottom and by increasing AS dimension m from left to right.
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Figure 4: Evolution of the training time (TT) for training sets varying in size n from one to five times the number
of input dimensions for quadratic function datasets. Plots are organized by increasing input dimension d from top to
bottom and by increasing AS dimension m from left to right.
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in practical engineering applications, these datasets were generated using actual analyses encountered in scientific or
engineering practice.
3.3.1 Active Subspace Recovery
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Figure 5: Evolution of the first subspace angle (FSA) between the predicted and actual active subspaces for training sets
varying in size n from one to five times the number of input dimensions for all four science and engineering datasets.
Figure 5 presents the AS recovery results obtained for science and engineering datasets. Trends are similar to those
encountered for the analytical functions. For the NACA 0012 dataset, which is relatively low-dimensional, the lag
of B-GP is clearly visible: while both B-AS and MO-AS have started converging towards the right AS as soon as
n = 40, B-GP still struggles at identifying the right AS, as indicated by the large values of first subspace angle. A
similar behavior can be observed for the 27-dimensional HIV dataset. For both the higher-dimensional ONERA M6
and Elliptic PDE datasets, B-GP does not enable the identification of the AS within the interval of training set sizes
under study.
B-AS and MO-AS still exhibit similar performance, both managing to consistently find a satisfactory approximation to
the AS when the number of training samples is smaller than five times the number of inputs. B-AS still exhibits wider
spread of its distributions due to the fact that variability not only originates from repetition over different training sets
but also from the method’s inherent quantification of uncertainty.
3.3.2 Deterministic Predictive Capability
Figure 6 shows the evolution of the RMSE as a function of the number of training samples for the science and
engineering datasets. It confirms the correlation, already observed with quadratic functions, between the ability to
identify the AS and the predictive performance. For the NACA 0012 and HIV datasets, the drop in RMSE of B-GP
corresponds to the drop in subspace angle observed in figure 5. For the ONERA M6 and Elliptic PDE datasets, no drop
in RMSE is observed within the range of training set sizes under study, which corresponds to the inability of the method
to identify the AS.
On the contrary, both projection-based methods lead to good deterministic predictive performance within the domain
of study. We observe that RMSE values converge to small but non-zero values, which is an expected behavior. The
model obtained by projecting the original input variables onto a lower-dimensional subspace does not account for
variations of the response due to variations of the input variables in the orthogonal complement of the AS (the inactive
subspace). Once the model has converged, in the sense that no improvements in predictive accuracy are observed when
increasing the number of training samples, the remaining RMSE therefore corresponds to the error introduced by those
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Figure 6: Evolution of the validation root-mean-square error (RMSE) for training sets varying in size n from one to five
times the number of input dimensions for all four science and engineering datasets.
unaccounted-for variations. This illustrates the trade-off introduced by dimensionality reduction of the input space; it
comes at the cost of introducing noise.
3.3.3 Probabilistic Predictive Capability
Figure 7 depicts the evolution of the validation normalized posterior log-likelihood for different numbers of training
samples. The graph corresponding to the HIV dataset has been truncated to improve readability. For completeness, all
numerical values have been included in table 2 located in Appendix A. As opposed to the results shown in 3 that were
mostly consistent across different numbers of input space and active subspace dimensions, the corresponding results for
science and engineering datasets seem to be highly problem-dependent.
For the relatively low-dimensional NACA0012 dataset, MO-AS displays the poorest probabilistic predictive capabilities.
B-AS exhibits better performance than B-GP for small training sets, but is slightly outperformed by B-GP for larger
training sets. This is an illustration of the trade-off occurring when reducing the dimensionality of the inputs. While
B-GP operates on the full input space, the proposed method always operates on one of its low-dimensional subspaces.
As a result, as the number of training samples increases, B-GP can start capturing variability in the response due to
variations of the inputs in the inactive subspace while B-AS is limited to capturing variations of the response due to
variations of the inputs in the active subspace only, and variations in the inactive subspace are captured as noise.
For the 27-dimensional HIV dataset, the proposed method behaves badly for intermediate-sized dataset and otherwise
better than both other methods. Except for intermediate-sized datasets where B-AS yields particularly poor performance,
MO-AS performs worse than both other methods.
The performance of the proposed B-AS method significantly improves for the two highest-dimensional datasets,
ONERA M6 and Elliptic PDE, with consistently higher predictive log-likelihoods than both other methods across all
training set sizes.
3.3.4 Training Time
Figure 8 shows the evolution of the training time as a function of the number of training samples. B-GP models are
consistently faster to train, as fewer model parameters need to be identified compared to projection-based methods. On
those four datasets, the training time of B-AS is smaller or on the same order as MO-AS, even in the case of the Elliptic
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Figure 7: Evolution of the validation normalized posterior log-likelihood (V-NPLL) for training sets varying in size n
from one to five times the number of input dimensions for all four science and engineering datasets.
PDE featuring a 100-dimensional input space. Beyond the expected scaling with the number of training samples and
the number of inference parameters, training time appears to be highly dependent on the problem-at-hand.
4 Conclusion
The proposed B-AS method was designed to assist the creation of surrogate models of computationally expensive
analyses with high-dimensional input spaces and for which access to gradients is not available. It enriches the family of
projection-based methods for supervised dimension reduction with a gradient-free and fully Bayesian alternative. This
work offered a comparative study of the proposed method with two other state-of-the art methods, MO-AS and B-GP,
that focused on four aspects: recovery of the active subspace, deterministic prediction accuracy, probabilistic prediction
accuracy, and training time.
The study was carried out on eight analytical functions (25 to 100 inputs) and four science and engineering datasets
(18 to 100 inputs) and showed the proposed method to be superior to previously introduced methods mainly due to
its improved probabilistic predictive ability. Where optimization-based methods confidently make wrong predictions,
the proposed method adequately estimates the uncertainty in its predictions thanks to the fully Bayesian approach.
The explicit incorporation of a projection onto a lower-dimensional subspace within the form of the surrogate model
was shown to ease the identification of the AS and in turn to improve the predictive capabilities of the resulting
surrogate model, as opposed to the surrogate-based approaches to AS, such that B-GP, that aim at first constructing a
full-dimensional surrogate model and then using it to find the AS.
While the dimension of the AS was assumed to be known throughout the present study, this is not the case in practice
when being confronted to a new dataset. Existing methods to assess the AS dimension have been proposed, notably
alongside the two benchmark methods used in this study. In [35], the authors propose to successively train the model
assuming different AS dimensions and select the dimension based on the Bayesian information criterion (BIC). This
method may be deemed unsatisfactory as it requires multiple costly training runs to obtain a single model. In [70], the
original AS methodology for selecting the number of active dimensions can be carried out since a surrogate model in the
full-dimensional input space is built. However, as shown in this study, significantly more samples are required to obtain
a good model in the full-dimensional input space compared to methods explicitly incorporating the projection onto a
low-dimensional subspace. A gradient-free method for determining the AS dimension when few model observations
are available remains an open problem and will be the subject of future work.
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Figure 8: Evolution of the training time (TT) for training sets varying in size n from one to five times the number of
input dimensions for all four science and engineering datasets.
Resorting to a surrogate modeling technique such as the one proposed in this study, that incurs a significant computational
cost in addition to the cost of model evaluations, is justified for analyses whose computational cost is itself high. Given
that realistic computational budgets are limited, high computational cost mechanically results in a small number of
model observations. Adaptive sampling methods aim at intelligently selecting those few model observations such that
the accuracy of the resulting surrogate model is maximized using predictive uncertainty. An accurate quantification of
predictive uncertainty for relatively small training sets is crucial in that process, as adaptive sampling is carried out when
only a limited number of model evaluations are available. The proposed method therefore appears as a viable candidate
for surrogate-based adaptive sampling, as it exhibits comparable training times and often better probabilistic predictive
capabilities than state-of-the-art methods. The application of the proposed method within an adaptive sampling scheme
tailored to functions with high-dimensional inputs will therefore be another avenue for future work.
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Appendix A. Numerical Values Truncated from Figure 7 for readability
Number of Training Samples
Repetition Method 30 60 90 120 150
1
B-AS -0.38 -0.25 -3.55 0.83 0.58
MO-AS -2.85 -2.73 -2.35 -1.64 -1.54
B-GP -1.46 -1.41 -0.83 -0.76 -0.63
2
B-AS -0.60 -3.87 -0.82 -0.05 0.64
MO-AS -2.06 -2.34 -2.65 -2.09 -1.73
B-GP -1.44 -1.45 -0.77 -0.70 -0.70
3
B-AS -0.50 -13.48 -0.27 0.52 1.05
MO-AS -2.88 -1.87 -2.16 -1.59 -1.89
B-GP -1.41 -1.46 -1.17 -0.75 -0.70
4
B-AS -0.62 0.20 -22.67 0.72 0.90
MO-AS -2.65 -2.57 -1.98 -1.85 -1.76
B-GP -1.48 -1.44 -0.86 -0.64 -0.63
5
B-AS -0.14 -17.43 -2.41 0.81 -0.62
MO-AS -2.86 -2.98 -2.05 -1.76 -2.60
B-GP -1.45 -1.54 -0.98 -0.71 -0.60
Table 2: Validation posterior log-likelihood values truncated from Figure 7 to improve readability for the HIV dataset.
23
