I~=l X jb ution, though all have beta distributions,~.,e are led to study distributions of [X A -(l-X)A] when X has a general beta distribution on [0, 1] . These distributions are termed extended Tukey lambda distributions. Properties of these distributions are studied. Properties of the multivariate ones are also described and a numerical illustration is presented.
INTRODUCTION
The Tukey lambda distributions [2, 7, 8] have been found to be useful in a number of univariate sampling problems. These are distributions of We are thus led to consider the distribution of Y in (1) when T has a standard beta distribution with general parameters 8 (> 0) and~(> 0).
We shall refer to r.v. Y in (1) when T has a standard beta distribution as an extended~ambda variab~e.
Since we can now obtain skew distributions even with a = 1, we will restrict ourselves to this case. In the next section, we will describe some properties of this family of distributions, and in the final section we will describe multivariate distributions with members of this family as marginals. we take Y = 10g[T/(1-T)] which also has unlimited range of variation (see [3] ).
EXTENDED TUKEY LAMBDA DISTRIBUTIONS
The density function of Y is The r-th moment about zero is (4) r L j=O (~) (-l)j B(6 + (r-j)A, cp + jA).
J
In the case A = 0, the j-
, (see [3] ). From (4) it is possible to compute the mean, variance, lSI and 6 2 of Y. Some values of lSI and S2 are given in Table 1 .
Consider now the variation in shape of the distribution of Y with changes in A, the parameters 8 and cp having fixed values. Since
we see that the values of lSI and 6 2 must be the same for A = 1 and A = 2. In each one of these two cases we have a beta distribution with the same parameters (though different range) as that of the original variables.
In virtue of the continuity of the function involved, S2 must take a maximum or minimum value for some value of A between 1 and 2. It is, in fact, a minimum when e = cp, but can be a maximum when 8 # cp, and occurs for a value of A in a remarkably narrow range about A = 1.45 --see Table 2 for a few examples. By considering neighboring loci of (/S l ,S2) (for A varying)
with slightly different values of e and cp it can be seen that, at least
for some values of lSI and S2 there will be more than one set of values (8,cp,A) giving these values for the shape parameters. Clearly, Py(y) + a or 00 at the extremes of the range of variation of y, according as PT(t) + 0 or 00, for A > 1.
Other modal values (if any) will correspond to solutions of the equation l-t) )
with u = t(l-t). Note that u increases from 0 to 00 as t increases from 0 to 1.
From (5) , , we have
A-I (p-A)U -(e -1)
We consider a few special cases.
For A < 1 < min(e,~), g(u) increases from a to 00 as u increases from (e-l)/(~-A) to (e-A)/(~-l), while u A -1 decreases as u increases.
Equation (5)
is negative).
A similar situation (in reverse) holds if 1 < A < min(6,~). If ¢ < min(l,A) and e > max(l,A) then g(u) is always negative (for u > 0)
and (5) 
METHODS OF FITTING
Although the values of lSI and 8 2 do not determine the values of e, ¢ and A uniquely, it is possible to fit the extended lambda distributions by monents, using the first, second and third sample moments. (If the range of variation is finite, it needs to be known, also.) The procedure is not, however, very convenient, at any rate at present. An iterative procedure using a trial value of A to produce values of T corresponding to observed y's (either using tables or a computing machine) can be employed. The process is then repeated.
Alternatively a form of fitting to specified percentile points might be employed.
Whatever method is used, tables enabling the transformation y = t A -(l-t)A to be easily inverted are useful. [(ct) J A. 1 Tables of percentile points of the beta distribution [1, 6] can be used to construct regions of various kinds containing specified proportions of the joint distribution. 
MULTIVARIATE DISTRIBUTION
(l-ct) J]A.- J c = k 1 -L i=l t a. 1 A A (A -l[t h _ (1-t h ) h]
