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A unified approach is presented for proving the local, uniform and quadratic 
convergence of the approximate solutions and a-posteriori error bounds obtained 
by Newton’s method for systems of nonlinear ordinary or partial differential 
equations satisfying an inverse-positive property. An important step is to show 
that, at each iteration, the linearized problem is inverse-positive. Many classes 
of problems are shown to satisfy this property. The convergence proofs depend 
crucially on an error bound derived previously by Rosen and the author for 
quasilinear elliptic, parabolic and hyperbolic problems. 
1. INTRODUCTION 
In this paper we present a unified approach for proving the local, uniform and 
quadratic convergence of the approximate solutions and error bounds obtained 
by Newton’s method for a system of quasi-linear differential equations 
Qk,): (-&[~I +&, 4 = ~~(4 in R, , j = 1, 2,..., J I,[uJ = s?(x) in S, , j = 0, l,..., /cl, 
where the Lis and 4’s are linear differential operators such that L,[c] = 0 and 
I,[c] = c for any constant c. For ease in following the description, the readers 
may regard the 13’s as the identity operator. However, our results are valid for 
more general ones. (See Class 1.4 of Section 3 or [6J) R, and S, are domains in 
EN and may overlap. u(x) = col(%(x),..., U,+,(X)) is a vector-valued function. 
Q(g,) includes many classes of ordinary and partial differential equations. 
Consider the iterative methods 
L,[wnfl] + Iz~~(w~+’ - vmn) = qjn in R, , j = 1, 2,..., J 
n = 0, l,..., 
I,[rP+l] = s, in Si , j = 0, l,..., Jo . 
(l-1) 
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where Hn = (hy,,J is a function matrix. (We have denoted summation by the 
double subscript convention.) If H” is the Jacobian of col(g, ,..., gJ) with 
respect to u and evaluated at wn, (1.1) is the ordinary Newton’s method. If Ha 
is obtained in some other way and is related to the Jacobian, (1 .I) is called a 
Newton-type method. 
In most of the papers using these methods, Q(g,) is assumed to be inverse- 
positive, i.e. 
-W + g,(x, 4 > 0 in 4 , J = 1, 2,..., J 
I,[4 > 0 in S, , j = 0, l,..., Jo 
3 u,,(x) > 0 in 8, m = I , 2,. . . , M, 
where i7 is the closure of (U:-, R,) u (U$?, S,) and > means either > or >, 
depending on but fixed with respect to the problem. Other assumptions such as 
convexity, boundedness, positiveness and monotonicity may also be made on 
& . 
Parter [ 111 considers a Newton-type method for the elliptic problem 
-Au + g(x, u) = 0 in 4 
u = so in s,, . 
He assumes that g satisfies a local Lipschitz condition and that 
1 g(x, u>l s N (u constant). 
In his method, v” is chosen in a specific way and hym depends on vr and the 
Lipschitz function, but not on the iteration 12. 
Shampine [18] considers the two-point boundary value problems 
u” + pu’ + g(.r, u) = 0 x E (a, 4 
u(a) = so 9 u(b) == sb . 
He assumes that g satisfies the Lipschitz conditions: 
(1) g(x, u) - g(x, n) < k,(x) (u - V) if u > c; and 
(2) 4(x, 4 (u - v> S g(x, 4 - g(x, 74 if I u I , I v I S c. 
He proves the global uniform convergence of the ordinary and simplified 
Newton’s methods and the regula falsi method. 
Keller [9] considers the quasilinear elliptic equation with quasilinear mixed 
boundary conditions and proves the global convergence of both the ordinary 
Newton’s method and a Newton-type method. His proofs require that Vo is 
chosen in a specific way, that a range of u has to be determined and that, in this 
range, the g,‘s are bounded and satisfy some one-sided global Lipschitz condi- 
tions and ag5/au are positive and monotone increasing. 
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Rosen [13] considers the quasilinear elliptic problem with the identity bound- 
ary operator. He derives an error bound which Schryer’s two papers [16, 171 
crucially depend upon. He discusses the convergence of approximate solutions 
in finite dimensional spaces over discrete meshes under some density property 
of the basis functions for the linear case only. 
Schryer considers the same problem as Rosen’s In [16], he shows the global 
convergence of the ordinary Newton’s method, assuming that g(.v, U) be convex 
and monotone increasing in u and that g > 0 and ag/& be Holder continuous. 
In [17], he shows the local convergence of the ordinary Newton’s method and 
global convergence of a Newton-type method under the same assumptions 
except convexity. 
Sattinger [14] considers the quasilinear elliptic and parabolic equations with 
linear mixed boundary conditions. Assuming that ag/glau be bounded below, he 
shows the global convergence of a Newton-type method with Hn equal to this 
lower bound. 
Without proving convergence, this author [3, 4, 5, 6j uses the ordinary 
Newton’s method to determine approximate solutions and a-posteriori error 
bounds for quasilinear elliptic, parabolic and hyperbolic problems with quasi- 
linear boundary conditions. The main assumptions are that the gj’s satisfy 
some local Lipschitz conditions and that an associated system of differential 
inequalities has at least a positive solution. The assumptions are more general 
than those mentioned above. 
In this paper, we present a unified approach for proving the convergence of the 
ordinary Newton’s method as applied to Q(g3), which includes, in particular, 
the problems of [3, 4, 5, 6j. The convergence proofs of these problems, with 
such general assumptions and boundary conditions, are unknown to the author 
before. 
As a by-product, we shall also prove the convergence of an a-posteriori error 
bound derived by Rosen and Cheung. 
This research is stimulated from Rosen’s work [13] and Schryer’s paper [17]. 
The latter’s method of proof depends essentially on an error bound derived by 
Rosen [13] for a quasilinear elliptic boundary value problem with the identity 
boundary operator. This error bound has been generalized by this author to 
quasilinear elliptic, parabolic and hyperbolic problems with quasilinear boundary 
conditions. As a consequence, Schryer’s result can be generalized to all of these 
problems. 
2. PRELIMINARIES 
In this section, we define some notation, describe three hypotheses and 
prove a lemma. The following notation is used throughout this paper. 
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Notation. (a) The double subscript convention is used to denote summation. 
The range of the subscript should be clear from the contents. 
(b) “J’ E I”, “j E Jo” and “rn E M” denote ‘j = 1, 2 ,..., J”, “J = 0, l,..., 
Jo” and “m = I. 2 ,..., M” respectively. 
(c) .4(R) denotes the set of “admrssible” functions for Q(g3), i.e. the set 
of vector-valued functions whose components and all the derivattres required 
by Q(g,) are continuous in the corresponding domains. 
(d) For XC ZP and U(X) = col(ur(.y),..., z&s)), 1) ~4,~ /ix = lub,, 1 u,(x); 
and II u 11.~ = lnax,,,,all ;I u,, 11~ . If there is no ambiguity, the subscript X may 
be omitted. 
(4 ZP denotes an exact solution of Q(g,). g,* = g,(x, u*). N* = 
(24 j 11 u* - u’! < 6” and u E ,4(R)}, where S* will be defined later. 
(f) LY,[4 = &,(.% 4. &&I = $q4!hn . 
(g) I’ -= {v”);~o denotes the sequence of approximate solutions. g,” --: 
&CV”l. g;‘,,, -1 g,&+]. G,‘” =I r, + gJnlv,,,” - g,“. 
With the above notation, the ordinary Newton’s method can be redescribed 
as: Starmg with VO E N*, let v”+l E A(R) be a solution to 
L,[u] -i- g%u,, = G,” m R, , jcT 
I,[u] =z s, 
n=O,l 7 , -, . . . . 
m S, , jE.lOy 
(2.1) 
We now describe three sample hypotheses. 
HYPOTHESIS Hi. For j E J, m E M and I(, v E A(@, each g]:,, exists and 
satisfies a local Lipschitz condition with respect to u, i.e. 
I g,,,& u) - gJ7,,(x, v)] < I&&, max(l’ u !i , I/ 21 II)) I uI. - va 1 , s E R, , 
where the K,:lnsh(b., )’ d p d 1 c s e en on x and the constant c and are monotone increas- 
ing in c. 
For example, t+ and zc4un satisfy H, . Note that H, does not imply the bound- 
edness of g,,,, with respect to u. 
Let B be an arbitrary positive constant which is independent of the iterations, 
f,y -= max 
IEJ*m,LEM 
/I f&,& II u* I/ + 1)ii , 6* EG min((2BK*M2)-l, 1) 
and, for j E- J and m E M, 
pr,, --: m~G5m[4 I 24 64W if the minimal value is finite 
Pit< -z m;ln{g,,[u] ) u E N*$ otherwise. 
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HYPOTHESIS H,. The following system of inequalities has at leat one 
solution in A(@. 
L&l + P2-b > 1 in 4, jE J, 
4bl> 0 in S, , jEJ03 (2.2) 
B 3 A, > 0 in fi, m E iv. 
HYPOTHESIS H,(x). Let 2 CA(R). For any w E Z, the linearized problem 
Q(g,,[e;l u,) is inverse-positive. 
Many authors make assumptions similar to H, . Readers are referred to 
[3,4, 5, 16, 17, 181 for examples. In fact, H, is related to the sufficient conditions 
of many generalized maximum principles of differential equations. Ha(z) implies 
that, if V C 2, the linear problem at each iteration is inverse-positive. For many 
problems, Ha is automatically satisfied or implied by H, . 
The error bound stated in the following lemma is crucial for the convergence 
proofs described in the next two sections. A slightly different form of it, mainly 
used as an a posteriori error bound for an approximate solution to a quasilinear 
problem obtained by any method, is first derived by Rosen [13] for an elliptic 
boundary value problem with the identity boundary operator. It is generalized 
by Cheung [3, 4, 5, 6-j to elliptic, parabolic and hyperbolic problems with 
quasilinear mixed boundary conditions. We derive it here in a form suitable for 
application to the Newton’s method (2.1). 
LEMMA 2.1. Given two sets of functions f3,,, and p,, such that f,,,, > pi, in 
R 3 , j E J, m E M, suppose that the following linear problem is inwerse-positive 
Uul +f,s, = k, in R, , i5.f (2.3) 
I,[u]==s, in S,, je JO (2.4) 
and that there exists a solution p E A(i?) to the following system of inequalities 
UPI + pimp,,, > 1 in 4 , jEJ 
4[cll> 0 in 4 , iE Jo (2.5) 
pm > 0 in R, meM. 
Let u E A(R) be an exact solution to (2.3) and (2.4) and v E A(R) be an approximate 
solution to (2.3), satisfyiing (2.4). Then 
I u&) - ~$4 < 444 in R mgM, 
where 
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Proof. By (2.5) and the definition of X, we have 
3. CONVERGENCE OF NEWTON'S METHOD 
In this section, we first present our main result in a theorem, and then give 
several illustrative examples, stressing on how the main hypothesis H, may be 
satisfied. 
THEOREM 3.1. Let the Hypotheses H, , H, and Ha(V) be true for the problem 
Q&J, where v = ML is the sequence of appoximute solutions obtained by 
Newton’s method (2.1). Then V converges locally, uniformly and quadratically to u*. 
Proof. It is easy to show that 
L&4* - pin+11 + g;&: - ?I”,“) 
= -g: + g,” + &P; - &Fm” 
(3.1) 
= -k,m[fl”l - &J (d - ~7 in R, , j E J 
I&* - ZPfl] = 0 in S, , jEJO, ‘ 
where tin = Bu* + (1 - 13) vn, 0 < 8 < 1. We shall show by induction that 
II u* - in 11 < d(n) = 26*/2(‘“‘. (3.2) 
This is obvious for n = 0. Suppose (3.2) is true for n. Applying Lemma 2.1 to 
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(3.1) and (2.2), with fjm and p,, replaced by g$ and p,*, respectively, we get 
(1 u* - vn+l II G II tL* II ymiwl -&I II II %i - %zn II> 
< BK*M2 II u* - vn II2 6 (l/26*) (d(n)j2 
= d(” + 1) < a*. (3.3) 
This completes the proof. 
Among the three hypotheses, H, is obviously the easiest to satisfy. H, , 
though mainly used for theoretical purpose, is also rather easy to satisfy. (See 
Example 2 below or [12].) H ence, it remains essentially to ratify Ha(V) when 
applying Theorem 3.1. Note that, even there may exist some maximum principle 
for the given problem, Ha(V) does not always follow. The main reason is 
that, for a problem to be inverse-positive, there is usually a special condition 
(call it Condition S) to fulfill. For example, it may require the existence of a 
positive solution to a system of inequalities associated with the problem (see 
Example 2 below) or require g,, to lie within a definite range (see Example 3 
below). For Ha(V) to be true, Condition S should be satisfied at each iteration. 
In the following examples, we mention explicitly those assumptions related 
to Condition S only. The other assumptions, such as smoothness of the domains, 
boundaries, boundary values, Holder continuity of g3 , etc., are implicitly 
assumed if required by the maximum principles. 
EXAMPLE 1. For the following classes of problems, Condition S is implied 
by the assumptions of the problem. Hence, Hs(A(R)) is automatically satisfied 
and may be omitted in Theorem 3.1. 
Class 1.1 (initial value problem of ordinary differential equations). 
-u; +g,(% u) = 0 (O,bl, jEJ 
%(O) = %I mgJ 
where g,,, 3 0, j, m E J. Condition S: g,, > 0, j, m E J. 
For this class, set p;“, = 0, B = b + 1 and ,LL~ = b + 1 - X. &(A(&) is 
implied by the well-known monotonicity property of systems of ordinary dif- 
ferential equations. (See [19, Chapter II].) 
Class 1.2 (elliptic and parabolic boundary value problems). 
L2M +g2@,y,4 = r2 in R2 
WI + gdx, Y, 4 = y1 in RI 
u = so in s 09 
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where L, = a/& is an outward nontangential directional derivative and L, is the 
negative and uniformly elliptic operator a . a2/ax2 + b . a2/ax ay + c . a2/ay2 + 
d . a/ax + e . a/ay or the uniform parabolic operator a/ax - a . a2/ay2 + 
b * a/ay with a, b, c, d and e dependent on x and y only. It is assumed that 
2gJ2u >, 0, j = 1, 2, for elliptic problems and that ag,/au > 0 and ag,/au 3 0 
for parabolic problems. 
Condition S : 
ak+wu b 0, j-l,2 (for elliptic problems) 
ag,pq/au > 0, 2g2pq/a24 3 0 (for parabolic problems). 
H,(A(R)) is a consequence of the maximum principles for these problems. 
(See [3, 4 or 121.) 
Class 1.3 (two-point boundary value problems). 
-U” + P(X) u’ + g(x, u> = y2@) 
-u’(O) cos 0 + u(0) sin 0 = r. 
u’(b) cos + + u(b) sin 4 = yb 
in (0, b) 
where 0 < 6, .$ < a/2, p(x) is bounded from below and ag/au > 0. 
Condition S: 
2g[vq/au 3 0. 
For this class, X(/i(R)) is implied by a maximum principle for the problem. 
([12, p. 181.) 
CZuss 1.4 (initial value problems of the hyperbolic type). In [q this author 
considers the nonlinear characteristic initial value problem, the Cauchy problem 
and the Goursat problem of the hyperbolic operator L = a2/FsS. Each of them 
is reduced to a problem of the form 
L[u] + g(x, y, u) = r(x, y) in R 
Io[u] = so(x, y) in R 
where I, is appropriately defined in terms of the given boundary operators (e.g. 
I,,[u] = U(X, 0) + ~(0, y) - ~(0, 0) for the characteristic IVP) and satisfies the 
condition &,[c] = c for any constant c. s, is defined in terms of the boundary 
values. It is assumed that ;ig/au < 0. 
Condition S: 
agpyau G 0. 
H,(A(R)) is a consequence of [6, Theorem 31. 
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EXAMPLE 2. Consider the same problems as in Class 1.2 and Class 1.3 
but drop the assumptions that the gJ,,,‘s are bounded below or above. In such 
cases, the ordinary maximum principles do not hold and hence the inverse- 
positive property does not follow. However, for each of these problems, there is 
a generalized maximum principle which implies the following lemma. (For 
Class 1.2, see [3, Lemma 21 and [4, Lemma 41; for Class 1.3, see [12, page 211.) 
LEMMA 3.2. Suppose that there exists a positive t.~ E A(a) such that 
L3[CLl+km(x)~m>0 in 4, jEJ 
and that not all of these inequalities are satisjied as equations. Then the linear 
problem Q(k9z3mum) is inverse-positive. 
For these classes of problems, Condition S is that a system of inequalities 
associated with the linearized problem has a non-negative solution. We now 
show that this is implied by Ha and hence that Ha(V) may be omitted in Theorem 
3.1. Define 
p,*, = mj&bJul I 24 E N*>, XER,, jE J, mEM. 
Since ~0 E N*, Ha implies that there exists p > 0 such that L,[p] + gympLm > 
L,[p] + p&pFLm. > 1 > 0 in R9 , j E J. By Lemma 3.2, (2.1) is inverse-positive 
for IZ = 0. Suppose (2.1) is inverse-positive for n = k, it has been shown in the 
proof of Theorem 3.1 that v”+l E N*. Hence, by Ha, L3b] + g,“,‘$,,, > 
L,[tL] + p&p,,, > 1 > 0. By Lemma 3.2 again, (2.1) is inverse-positive for 
n=k+l. 
EXAMPLE 3. In [5], Newton’s method (2.1) is used to linearize the following 
quasilinear hyperbolic initial-boundary value problem 
L2[4 + g(x, Y, 4 = r2 in R2 
L,[u] = Y~ in R, 
u = so in s 01 
where L, G a2/ay2 - &‘(x, y) * a2/ax2 + d(x, y) * a/ax + e(x, y) . a/@ is a uni- 
formly hyperbolic operator and LI = a/ay + a * a/ax. R, is an open domain in 
Ea, bounded by the segment m on the positive x-axis, a on the positive 
y-axis and the characteristic curve AB (defined by dxldy = -a) of L, , So = 
mu?%andR,=m-{O}.LetT=a/ay-a*a/ax,Ei=T[u]-d+eu 
on m u R, and E, = T[E,/u] - (T[a] - d - ea) * EI/2a2 in R, . In [5], 
the assumptions are: (1) E1 > 0 on m u R,; (2) g’[u] (where g’[u] = ag/au) 
is convex (with respect to u), continuous and non-negative; and (3) 2g’[u*] < E, . 
For this problem, Condition S is: 2g’[v”] < E, . To show that H,(V) holds, 
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here we make the same assumptions as above except that (3) is replaced by 
2g’[u*] < Ea. Then by continuity of g’[u], we have 2g’[e;l < E, for every 
v E {u 111 u* - u 11 < S*). (H ere, the definition of 6* should be modified in an 
obvious way.) Consequently, H,(N*) follows from Lemma 2 of [5]. That Ha( IJ) 
holds follows easily by induction. 
Because of the diversity of the Newton-type methods, it is quite difficult 
to provide a unified approach for proving their convergence. Since this is not 
the concern of this paper, we merely outline the approach taken by several 
authors. The main idea is to show that I’ is convergent in all the spaces C+(R), 
where 0 < 01 < 1 and i runs over all the orders of the derivatives appearing in 
the problem. We illustrate how to show this for the elliptic or parabolic pro- 
blems. Step 1: Show that I’ is uniformly bounded and pointwise convergent. 
Step 2: By the LP estimates of Agmon, Doughis and Nirenberg [l] or Browder 
[2], Step 1 implies that I is convergent in the Sobolev space WZ*P(R). Step 3: 
By the embedding theorem [lo, Theorem 3.6.61, I’ is convergent in PLa. 
Step 4: By the classical Schauder estimates [7, p. 3351, V is convergent in c”+&. 
Step 1 can usually be proved by using some monotonicity, boundedness, or 
convexity property of g, . Step 2 and Step 4 depend upon the availability of the 
LP and Cz+a estimates. For examples of these estimates, see [I, 2, 8, 151. 
4. LOCAL CONVERGENCE OF AN a-posteriori ERROR BOUND 
In this section, we derive an a-posteriori error bound for the approximate 
solutions to Q(g,) obtained by Newton’s method. We also prove that this 
error bound converges to zero locally, uniformly and quadratically. Its more 
general form, derived for approximate solutions not necessarily satisfying the 
boundary conditions I,[#] = s, , has been tested on many problems [3, 4, 5, 6, 
131. 
THEOREM 4.1. Suppose the Hypotheses H, , H, and H,(N”) hold for the 
problem Q(g3). For an approximate solution a” obtained by Newton’s method, 
define Nn = {u 1 I/ 7~ - u (1 f S* and u E N*} and py, = min,{g,,[u] ( u E Nn, 
x$xed>, j E ], m E M. Let there exist a solution pL” to the following system of 
inequalities 
L&l + Pkk > 1 in R, , JEI 
4[~1> 0 In S, , iE Jo 
pm > 0 in R, m E M. 
Then. we have 
(4.1) 
/ ut(x) - vmn(x)l < Anpm”(x) in R, m E M, 
409/7+-12 
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where 
A” = ye? IIwJnl + gjn - r, II * 
Furthermore, if pn and CL* are obtained by minimizing 11 p I[, then ,Vpn 
converges to zero locally, uniformly and quadratically. 
Proof. Let g,[u*] - g,” = g&?“] (~2 - e),“). Then 
LJu* - vn] + g,,[@] (~11: - vmn) = r, - L,[v”] - gjn, in R, . 
I&* - vy = 0 in S 
(4.2) 
3. 
By Theorem 3.1, vn EN *. Hence en E Nn C N*. By H,(N*), (4.2) is inverse- 
positive. By Lemma 2.1, we get 
11 u* - v” (1 < An 11 yn I! . (4.3) 
Since N* C N*, we have p3n, > p& and Lib] + p&p,,, > L3b] + p&p, 
for any p > 0, j E J. Hence, the domain defined by (4.1) is larger than that 
defined by (2.5). Hence 
II P II < II tL* II 3 n = 0, 1, 2 ).... (4.4) 
Next, since L,[@+l] + g;+’ - r3 = (g,,[P] - g:,,,) (vz+’ - vmn) where 
P = Ovn+l + (1 - 0) vn, 0 < 8 < 1, we have 
An+’ d yy Km& max(ll cnll , II v” II)) II 4” - vkn II II vii+’ - vmn II
< K*M2 /( vn+l - vn (12. 
Hence Xn+l + 0 as 71--t co. Also, by (4.4), (3.3) and (4.3), we get 
hn+lII pn+l 11 < K*M*(j/ u* - vn+l /I + 11 u* - vn 11)” 1) ,u* 11 
< 11 p* 1) K*M2(BK*W II u* - vn II2 + /I u* - vn 11)” 
< K II u* - vn II2 d K@” II IL* ID2, 
where K = 1) CL* )I K*2M2[BK*M2(2 11 II* )I + 1) + 112. 
This completes the proof. 
REFERENCES 
1. S. AGMON, A. DOUGLIS, AND L. NIRENBERG, Estimates near the boundary for solutions 
of elliptic partial differential equations satisfying general boundary conditions, I, 
Comm. Pure Appl. Math. 12 (1959), 623-727. 
2. F. E. BROWDER, “A-priori Estimates for Elliptic and Parabolic Equations,” Proceedings 
of Symposia in Pure Mathematics, Vol. IV, Amer. Math. Sot., Providence, R.I., 1961. 
NEWTON’S METHOD FOR EQUATIONS 485 
3. T. Y. CHFZUNG, Approximate solutions and error bounds for quasilinear elhptic 
boundary value problems, J. Cornput. System Sci. 7 (1973), 306-322. 
4. T. Y. CHEUNG, Quasilinear parabolic boundary value problems, SZA&Z J. Numer. 
Anal 10 (1973), 1061-1079. 
5. T. Y. CHEUNG, Approximate solutions and error bounds for quasdmear hyperbolic 
mittal boundary value problems, SIAM J. Numer. Anal 12 (1975), 37-45. 
6. T. Y. CHEUNG, Three nonlinear initial value problems of the hyperbohc type, SZAM 
J. Numer. Anal. 14 (1977), 484-491. 
7. R. COURANT AND D. HILBERT, “Methods of Mathematical Physics, Vol. II,” Wiley, 
New York, 1962. 
8. A. FRIEDMAN, “Partial Differential Equations of Parabohc Type,” Prentice-Hall 
Englewood Cliffs, N.J., 1964. 
9. H. B. KELLER, Elliptic boundary value problems suggested by nonhnear diffusion 
processes, Arch. Rational Mech. Anal. 35 (1969), 363-381. 
10. C. B. MONEY, “Multiple Integrals m the Calculus of Variations,” Springer-Verlag. 
New York, 1966. 
11. S. V. PARTER, Remarks on the numerical computation of solutions of 3u = f(Z’, u), 
zrr “Numerical Solutions of Partial Differential Equations” (J. H. Bramble, Ed.), 
Academic Press, New York, 1966. 
12. M. H. PROTTER AND H. F. WEINBERGER, “Maximum Prmciples in Differential 
Equations,” Prentice-Hall, Englewood Cliffs, N. J., 1967. 
13. J. B ROSEN, Approximate solutions and error bounds for qua&near elliptic boundary 
value problems, SIAM J. Numer. Anal. 7 (1970). 81-104. 
14. D. H. SATTINGBR, Monotone methods m nonlinear elliptic and parabolic boundary 
value problems, Indiana Univ. Math. J. 21 (1972), 979-1000. 
15 M. SCHECHTFX, General boundary value problems for elliptic partial differential 
equations, Comm. Pure Appl. Math. 12 (1959), 457-486. 
16. N. L. SCHRYER, Newton’s method for convex nonlinear elliptic boundary value 
problems, Numer. Math. 17 (1971), 284-300 
17. N. L. SCHRYER, Solution of monotone nonlmear elhptic boundary value problems, 
Numer. Math. 18 (1972), 336-344. 
18. L. F. SHAMPINE, Boundary value problems for ordinary differentral equations, 
SIAM J. Numer. Anal. 5 (1968), 219-242. 
19. W. WALTER, “Differential and Integral Inequahties” (English translation by L. 
Rosenblatt and L. Shampine), Springer-Verlag, New York/Berlin, 1970 
