The redundant-signals effect is the observed RT (e.g., Raab, 1962) and coactivation models (e.g., Miller, 1982 
When subjects are presented with two targets that both call for the same response, responses are faster (and more accurate) than when only one target is presented (e.g., Egeth & Mordkoff, 1991; Grice, Canham, & Boroughs, 1984; Miller, 1982; Mordkoff & Yantis, 1991; van der Heijden, La Heij, & Boer, 1983; van der Heijden, Schreuder, Mans, & Neerincx, 1984) . This empirical result is known as a redundancy gain or the redundantsignals effect (RSE) , because the second target in the display is redundant in the sense that it does not need to be processed in order to determine which response is correct.
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mean-RT analyses, see Miller & Lopes, 1988; Mullin, Egeth, & Mordkoff, 1988) . To summarize this work: Significant RSEs have been found in a variety of situations, lending support to parallel-processing models.
Models of the Redundant-Signals Effect
More recent work has attempted to discriminate between two specific classes of parallel-processing models (see Miller, 1982 , or Mordkoff & Yantis, 1991 , for an introduction). Members of the first class, known as race models, assume that the two items in each display are encoded and identified separately and in parallel (e.g., Mordkoff& Yantis, 1991; Raab, 1962; Shaw, 1982 ; see also Colonius, 1990) . This class explains the RSE in terms of statistical facilitation or probability summation: If the time required by each channel to process a target varies stochastically across trials and the distributions of processing times for the two channels overlap, then the mean time required for the first of two targets to be recognized will be less than the mean time required for either target individually. Put loosely, mean RT is decreased on redundant-target trials because there are two chances for a fast target identification, as opposed to only one chance on single-target trials.
The second class capable of explaining the RSE involves coactivation. These models allow evidence concerning the presence ofat least one target to be "pooled" across channels prior to decision (e.g., Fournier & Eriksen, 1990; Gnice et al., 1984; Miller, 1982; Mordkoff & Yantis, 1991 ; see also Diederich & Colonius, 1987) . This class explains the RSE in terms of energy or activation summation: With two targets contributing activation on redundant-target trials, the criterion required to trigger a response will often be reached more quickly. Recall here the saying "many hands make light work."
Because both model classes are consistent with the RSE in mean RT, more sophisticated measures have been developed to discriminate between them. These tests involve the analysis of entire distributions of RT. Two specific distribution-based tests have been used to examine the RSE: (1) the race-model inequality (Miller, 1978 (Miller, , 1982 and (2) the combination-rule regression analysis based on variable-criterion theory (Grice et al., 1984) .' The racemodel inequality has been discussed in detail previously (e.g., Eniksen, 1988; Miller, 1982; Mffler& Lopes, 1991; Mordkoff & Yantis, 1991) , so its application to the RSE will not be reviewed again here. The present study was concerned only with the combination-rule regression analysis.
Variable-Criterion Theory and the Combination Rule
The combination-rule regression analysis (Grice et al., 1984 ) is a recent extension of variable-criterion theory (Grice, 1968 )-a quantitative model of perception and re-
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sponse activation that has been applied to a variety of RT tasks (for an introduction and summary, see Grice, Nullmeyer, & Spiker, 1982) . The general theory explicitly assumes that response activation builds slowly (following a deterministic function) and that the threshold required to trigger an overt response varies across trials following a normal distribution (see, e.g., Grice et al., 1984, p. 455) , hence the name of the theory. These assumptions afford the possibility of calculating the mean level of response activation-referred to as "excitatory strength," or E, by Grice and his colleagues-at any time t since stimulus onset. This is done by finding the normal deviate of the cumulative distribution function (CDF) of RT:
where E (t) denotes excitatory strength at time t, and 4ĩ s the inverse of the integral of the unit normal distribution-in other words, the normal deviate. The constant of 3.5 is added to keep E above zero for most values of t, creating a realistic origin. The combination rule is a specific application of variable-criterion theory to redundant-target detection and the RSE. The rule entails a simple linear regression on the values of E found using the equation above. Three sets ofvalues of E are required: one set for the redundanttarget condition, and one each for the two single-target conditions. The slope and intercept values from the regression describe the growth of E on redundant-target trials relative to single-target trials:
where E(t!T1&T2), for example, is the value of Eat time t given redundant targets in Display Locations 1 and 2. The values oft used are the 19 RTs corresponding to the 5th through 95th percentiles (at 5% intervals) for the redundant-target condition. These values are selected for each subject individually, then the values of E are averaged across subjects prior to the regression. This procedure is analogous to the Vincentizing performed in other distribution-based tests (e.g., the race-model inequality; Miller, 1982) .
Interpretation of combination-rule values. Grice et al. (1984) have given simple interpretations of the slope (m) and intercept (b) values from the combination rule. This is most easily shown by example. Thus, assume that a redundant-target detection task has been analyzed using the combination rule, producing slopes and intercepts of 0.5 each, with an r 2 over 0.99 for the regression. (It should be noted that these values are typical of empirical research.) In Grice et al. 's (1984) words: "These results indicate, throughout the distribution, a clear summation effect of the separate functions, each contributing about half its strength" (p. 456). In other words, the 0.5 slope is taken as evidence that each of the targets within a redundant-target display contributes half of the excitatory strength it would contribute on a single-target trial. This interpretation may also seem to be bolstered by the good fit (high r 2 ) provided by the regression (but for a contrary view, see various papers by N. H. Anderson, e.g., Anderson, 1962; Sidowski & Anderson, 1967) . Now also assume that these particular values have been observed in not one, but a series of experiments. Under these conditions, the conclusion becomes much stronger:
The credibility and utility of any measurement model is primarily based on the degree to which the results provide simple and orderly descriptions of empirical relations. The results appear to be too precise and too general to be the result of a fortuitous accident. Taken as a whole, the research presents nearly conclusive evidence that redundant stimuli combine on the basis of strength rather than proportions following the rules of probability. In this respect, the results confirmthe conclusions of Mifier (1982) and provide evidence concerning the nature of the combination rule. (Grice et al., 1984, p. 461) Because Miller (1982) concluded in favor of coactivation models, it seems clear that one is to reject race models given a slope value of 0.5 coupled with a large value of Simulations Each of the simulations was based on one of two general models: an independent race model and a coactivation model (for simple schematics of these models, see Figure 1 of Mordkoff & Yantis, 1991, p. 521) .~These models are distinct only in terms of their decision mechanisms: The race model assumes separate decisions made in parallel, while the coactivation model assumes a combined decision, based on the identities of both display items. Otherwise, the models are identical; for example, encoding and response selection are the same, and both models assume a sequence of nonoverlapping stages (i.e., no partial information is transferred between stages; cf. Miller, 1988) .
Simulated race model. Under the race model, each of the two display items is first encoded by separate and independent channels. Next, separate decisions are made as to whether each item is a target. If a target is found by either channel, then a target-present code is passed forward to those processes that activate responses-the first such code triggers the response on redundant-target trials. Identified nontarget items are assumed to have no effect on decision or response selection. This is an independent race model (although it also resembles the model presented by Ulrich & Giray, 1986) .
The time required by each channel to encode a display item was simulated as a Gaussian with mean p. 5 and variance o~.The time required by each of the decision processes was simulated using a Poisson counting process; decision time was the sum of N exponentials, each with On this model, single-target RT was the sum of three values, one sampled from each of these three distributions. For a redundant-target trial, the first two distributions were sampled twice each-with each pair representing the time required to encode and decide about one of the two targets-and the pair with the smaller sum (i.e., the winner of the "race") was retained. To this value, a sample from the distribution simulating response selection and initiation was added.
Simulated coactivation model. The coactivation model used for these simulations is a revised form of the superposition model presented by Schwarz (1989) . As under the race model, each stimulus is encoded independentlythe difference between the two models concerns how decisions are made on redundant-target trials. In this case, both targets contribute activation to a common decision threshold on a redundant-target trial. Once criterion has been reached, a response is triggered.
Encoding was simulated in the same manner as under the race model: using a Gaussian with mean p. 5 and variance a~.Also similar to the race model, decision time for each target was simulated using a Poisson counting process involving an exponential with M and SD r. How--ever, in contrast to the race model, the two processes described by the exponentials were both contributing to the same criterion, N, on redundant-target trials. Finally, as above, the time required to select and activate the response was simulated as a Gaussian with parameters p. 5 and
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Parameter settings. A total of 128 different models were simulated, each differing in terms of the five variables: (1) model type, (2) O~,(3) r, (4) N, and (5)~jRF or all of the simulations, the value of p. 5 was fixed at 80 msec, the value of jz~was fixed at 200 msec (because neither would have any effect on anything other than mean RT), and the values of rand N were always equal to each other. (Additional simulations have shown that using values of r and N that differ from each other would not cause any qualitative change in the results.) The values of a 5 (5, 15, 25 , and 35 msec), 0~(5, 15, 25, and 35 msec), and rand N (2, 4, 5, and 6 msec) were manipulated in a 4 X4 x4 factorial design, creating 64 models of each type. Other relevant parameters were fixed at values that mimic experimental work: the number oftrials per condition per block of trials was 12, the number of blocks per experimental session was 12, and the number of subjects per experiment was 12.
Results and Analysis. The results from all 128 simulations were analyzed using the combination-rule regression analysis introduced above. Summaries of the results appear in Table 1 and Figure 1 . Most notable is the consistent finding of a slope near 0.5 coupled with a very high value of r 2 . This pattern held true for both types of model. It is clear, therefore, that combination-rule slopes and values of r 2 cannot be used to discriminate between independent race and coactivation models. According to the comments on interpretation given above, all of the data shown in Figure 1 would be taken as support for coactivation models as a class. Such a conclusion would be erroneous in half of these cases, because only half of these data points represent the results from a coactivation-model simulation. Thus, the finding of a 0.5 slope cannot be taken as evidence that each target within a redundant-target display is "contributing half of its strength" (Grice et al., 1984, p. 456) : Under the coactivation model that was simulated, each target contributed all of its strength, while only one target (on any given trial) contributed any activation under the race model, yet approximately 0.5 slopes were observed in each case.
It should also be noted that, if anything, the fits to the data provided by the combination-rule regression were better for the independent race model (see Table 1 ). (A t test-of somewhat questionable validity-was conducted on the values of r 2 they were significantly higher for the race-model simulations; p < .025.) Thus, a high r 2 value cannot be taken as support for coactivation models. In general, the observed values of r 2 were extremely high because the three distributions that are used in each regression were very similar-all being monotonic, non--decreasing functions oft derived from the CDFs of RT. 4
The only difference between models in the results from the combination-rule tests concerned the intercept values. Although the mean values were similar, the coactivation model sometimes produced a relatively large intercept (see Figure 1) , suggesting that this test might be sensitive to some difference between the two model classes. Further support for this claim might be taken from the finding of a positive correlation between the presence of significant violations ofthe race-model inequality (Miller, 1982) and the combination-rule intercept value (r = 0.51, p < .001). However, the four extreme interceptvaluesthat is, those that noticeably exceed the values obtained from race-model simulations-all came from coactivationmodel simulations with low encoding-and responserelated variance (i.e., a~was 5 and a~4was 5 or 15) and high decision variance (i.e., r and N were 5 or 6). Such parameter settings also produced violations of the racemodel inequality over a wider range than has ever been observed empirically-for example, the simulation with the largest intercept value violated the race-model inequality at all quantiles up to and including the 90th. For this reason, the potential of using intercept values as a sign of coactivation seems limited.
Discussion. One question raised by these findings concerns why independent race and coactivation modelsalong with several types of serial model (see Note 3)-produce such similar results on the combination-rule regression. In particular, why do these models produce slope values of 0.5 so consistently?
One possibility is that the use of a Gaussian to simulate predecisional processes, coupled with variable-criterion theory's use of the normal deviate to estimate excitatory strength (E), has caused this result. To test this alternative, another set of independent race models were examined, these using a Poisson counting process to simulate encoding time. To keep the expected value of encoding time the same as before, pairs of r and N were chosen such that their product was 80 (the specific values were 16 and 5, 10 and 8, 8 and 10, and 5 and 16); otherwise these simulations were the same as the original race model.
The results from these simulations disconfirmed the proposal that the use of a Gaussian within the present simulations was responsible for the consistent 0.5 slope. Again the slopes were always approximately 0.5, and the values of r 2 remained at or above 0.990.
Another possible explanation of the consistent results would cite the use of identical encoding-time distributions for each of the two targets. In the main simulations, both were Gaussian; in the ancillary simulations reported above, both were Poisson counting processes. To test this idea, another 32 simulations were conducted (16 race models and 16 coactivation models). For each of these, the encoding time of one target was simulated using a Gaussian (always with an expected mean of 80 msec), the other using the Poisson counting process (also with an expected mean of 80 msec). Again, the results were the same: a consistent 0.5 slope and high r 2 value for both types of model. Although no principled explanation for the consistent 0.5 slope has yet been presented, it still seems important to explain why these results undermine the original conclusion of Grice et al. (1984) . These researchers claimed that the 0.5 regression slopes that they observed were due to each target on a redundant-target trial contributing half of the excitatory strength it would contribute on a singletarget trial. Note that they did not claim that the total amount contributed by each target was half of the maximum; the regression is across values of time (t), so the conclusion was that the buildup or rateof growth of activation strength is cut in half on redundant-target trials. However, this conclusion cannot be applied to the present data: All of the coactivation models that were simulated used the same growth-determining parameters (i.e., rand N) on single-and redundant-target trials, and the regression still produced a slope of O.S.T o explore this point further, another 48 simulations were conducted using a coactivation model that had been modified to more closely resemble that for which Grice et al. (1984) argued. (The same values of a~and a 1w ere used as in the main simulations, while rand N were raised to 3, 6, or 9 msec to give comparable RSEs.) Under this model, single-target trials were simulated in the same manner as under the "standard" coactivation model. However, on redundant-target trials, the value of r was doubled (to 6, 12, or 18 msec, to cut in half the growth of excitatory strength for each target), and the value of N was decreased by one third (to 2, 4, or 6 msec, to represent the baseline shift evidenced by the above-zero intercepts).
The results from the combination-rule regressions on these data were similar to those from the original coactivation model: As before, the slope value was always near 0.5 with an r 2 ofabout 0.995, although the intercepts now ranged from -0.22 to 1.60.
Analytic discussion. While it has become clear that the combination-rule regression analysis cannot be used to discriminate between independent race and coactivation models, one may still wish to know why 0.5 slopes are observed so consistently. To understandthis, we must turn to a more analytic approach.
As a first step, recall that for any simple linear regression, for example,
the following rule also applies: (4) where m is the slope from the regression, r is the correlation between the Y and X values, and ay and ax are the standard deviations of the Y and X values, respectively. In the case of the combination-rule regression, the X values are the sums of the two single-target E values (see Equation 2), but this will not cause any change in the present analysis because a simple linear regression is still conducted.
Next, recall that for the regressions performed on the simulation data, the values of r 2 were all near 1.00 (due to the use of CDFs; see Note 4); thus, the value of r may be removed from Equation 4 and the slope must be equal to the ratio of the standard deviations. 
The value aEsI+Es2 (i.e., the standard deviation of the sum of ES1 and ES2) may be expanded using the following: 
and the fact that the correlation between two cumulative distributions is necessarily very high (see also After some reduction in terms, we arrive at a simple formula for the expected slope value:
Equation 9 should begin to make clear why slopes near 0.5 are observed so frequently. Yet, we may clarify this point even further. To this end, note that the standard deviation of the entire distribution of ER values (i.e., a 55
) is necessarily 1.00 because the ER values are the unit normal deviates of the redundant-targets CDF plus a constant (Equation 1). However, the only values of ER used in the combination-rule regression are those that correspond to Table 2 ). Similarly, the ES1 and ES2 values are the unit normal deviates of the single-target CDFs (plus a constant), also evaluated at only 19 points; however, the full range of these values will not enter into the regression because ES! and ES2 are evaluated at the RT points taken from the redundant-targets condition. This will often truncate the ES1 and ES2 distributions (in particular, the "slow tail" from each will be removed), slightly reducing both a 5~a nd ass2. Therefore, a slope slightly above, but quite near, 0.5 will be often observed. Slopes below 0.5 are also possible, but should be less frequent. This occurs when the truncation of the single-target distributions actually increases the mean of aESj and ass2 to being above 0.87. ' ' That the expected slope value is slightly above 0.5 has importance with regard to the excitatory-strength origin. Recall that 3.5 is added to all normal-deviate scores to derive the values of E (Equation 1). On the proviso that all values of E remain above zero, any change to the specific constant selected will have no effect on the slope value, nor will it affect the value of r 2 . However, the combination-rule intercept will be affected as follows:
where i~1bis the change in interceptvalue, m is the slope, and L~cis the change in the selected additive constant for Equation 1. As can be seen, if the slope differs from 0.5, the interceptwill depend on the specific additive constant. This point has been verified by reanalysis of the original 64 race-model simulations using a constant of 7.0 in (8) Equation 1 (rather than 3.5): Consistent with Equation 10 and the finding of a mean slope of 0.53, the combinationrule intercepts now had a mean of only 0.01, as contrasted with 0.23 (see Table 1 ).
Conclusion
The combination-rule regression analysis (Grice et al., 1984) cannot be used to discriminate between the various parallel-processing models that are capable of explaining the redundant-signals effect. Furthermore, no arguments concerning psychological mechanisms should be based on the regression slope values, even when a high value of r 2 is found. Nearly identical results may be produced by members of both competing model classes; in fact, the major finding from previous use of combination rule-a slope near 0.5-appears to be a tautology due to the use of cumulative distributions. NOTES I. A third test based upon the work of M. L. Shaw (e.g., Mulligan & Shaw, 1980; Shaw, 1982 Shaw, , 1984 has also been used by Grice et al. (1984) and by Mordkoff and Yantis (1991) . This test is very similar to that using the race-model inequality, although it requires additional assumptions.
2. It is important to note that the present study concerns only the combination-rule regression analysis and the interpretation of its results. This work does not speak to variable-criterion theory as a whole, because the combination rule is not assumed, nor can it be directly deduced from the theory (0. R. Once, personal communication, March 1990).
3. Actually, three other models were also initially simulated: (1) an "unguided" serial-decisions model, (2) a "guided" serial-decisions model, and (3) a fixed-order, serial-decisions model. The slope and r 2
values from these models were very similar to those from the independent race and coactivation models. Once et al. (1984) also asserted that the redundant-signals effect is due to the additive constant that raises the value of E on redundanttarget trials-that is, the combination-rule intercept. However, in the present simulations, the magnitude of the RSE was uncorrelated with the observed intercept value for both independent race (r 0.13) and coactivation models (r = -0.05).
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