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Abstract 
S u p p o r t V e c t o r Regress ion ( S V R ) has been a p p l i e d success fu l l y t o f i n a n c i a l 
t i m e ser ies p r e d i c t i o n r e c e n t l y . I n S V R , t h e £ - i n s e n s i t i v e loss f u n c t i o n is u s u a l l y 
used t o m e a s u r e t h e e m p i r i c a l r i s k . T h e m a r g i n i n t h i s loss f u n c t i o n is f i x e d 
a n d s y m m e t r i c a l . T y p i c a l l y , researchers h a v e used m e t h o d s such as cross-
v a l i d a t i o n o r r a n d o m se lec t i on t o select a s u i t a b l e e f o r t h a t p a r t i c u l a r d a t a 
set . I n a d d i t i o n , f i n a n c i a l t i m e series are u s u a l l y e m b e d d e d w i t h no ise a n d t h e 
assoc i a t ed r i s k var ies w i t h t i m e . U s i n g a f i x e d a n d s y m m e t r i c a l m a r g i n m a y 
h a v e m o r e r i s k i n d u c i n g b a d resu l t s a n d m a y l ack t h e a b i l i t y t o c a p t u r e t h e 
i n f o r m a t i o n o f s t o c k m a r k e t p r o m p t l y . 
I n o r d e r t o i m p r o v e t h e p r e d i c t i o n a c c u r a c y a n d t o c o n s i d e r r e d u c i n g t h e 
d o w n s i d e r i s k , w e e x t e n d t h e s t a n d a r d SVR. b y v a r y i n g t h e m a r g i n . B y v a r y i n g 
t h e w i d t h o f t h e m a r g i n , we c a n re f lec t t h e change o f v o l a t i l i t y i n t h e financial 
d a t a ; b y c o n t r o l l i n g t h e s y m m e t r y o f m a r g i n s , w e a re a b l e t o r e d u c e t h e d o w n -
s ide r i s k . T h e r e f o r e , we focus o n t h e s t u d y o f s e t t i n g t h e w i d t h o f t h e m a r g i n 
a n d a lso t h e s t u d y o f i t s s y m m e t r y p r o p e r t y . 
ii 
For s e t t i n g t h e w i d t h o f m a r g i n , t h e M o m e n t u m (a lso i n c l u d i n g a s y m m e t r i -
ca l m a r g i n c o n t r o l ) a n d G e n e r a l i z e d A u t o r e g r e s s i v e C o n d i t i o n a l H e t e r o s k e d a s -
t i c i t y ( G A R C H ) m o d e l s are cons ide red . E x p e r i m e n t s a re p e r f o r m e d o n t w o 
i nd i ces : H a n g Seng I n d e x ( H S I ) a n d D o w Jones I n d u s t r i a l A v e r a g e ( D J I A ) 
f o r t h e M o m e n t u m m e t h o d a n d t h r e e i nd i ces : N i k k e i 2 2 5 , D J I A a n d F T S E I O O , 
fo r G A R C H m o d e l s , r espec t i ve l y . T h e e x p e r i m e n t a l r e s u l t s i n d i c a t e t h a t these 
m e t h o d s i m p r o v e t h e p r e d i c t i v e p e r f o r m a n c e c o m p a r i n g w i t h t h e s t a n d a r d 
S V R a n d b e n c h m a r k m o d e l . O n t h e s t u d y o f t h e s y m m e t r y p r o p e r t y , we g i ve 
a s u f f i c i e n t c o n d i t i o n t o p r o v e t h a t t h e p r e d i c t e d v a l u e is m o n o t o n e decreas-
i n g t o t h e inc rease o f t h e u p m a r g i n . T h e r e f o r e , w e c a n r e d u c e t h e p r e d i c t i v e 
d o w n s i d e r i s k , o r keep i t zero , b y i n c r e a s i n g t h e u p m a r g i n . A n a l g o r i t h m is 
a lso p r o p o s e d t o tes t t h e v a l i d i t y o f t h i s c o n d i t i o n , such t h a t w e m a y k n o w t h e 
c h a n g i n g t r e n d o f p r e d i c t i v e d o w n s i d e r i s k b y o n l y r u n n i n g t h i s a l g o r i t h m o n 
t h e t r a i n i n g d a t a set w i t h o u t p e r f o r m i n g a c t u a l p r e d i c t i o n p r o c e d u r e . E x p e r -
i m e n t a l r esu l t s also v a l i d a t e o u r ana lys is . 
iii 
摘要 
近年來，支持矢量回歸模型（Support Vector Regression，簡稱SVR)己經 











控制）和一般自我回歸條件異質性模型（Generalized Autoregressive Conditional 
Heteroskedasticity,簡稱GARCH)�S)於動量模型，我們分別對兩支指数：悟 
生指数和道填斯工業平均指数傲了寅驗。對於G A R C H模型，我們分別對三 
支指数：日經 2 2 5指数，道環斯工業平均指数和富時 1 0 0指数做了寅驗。寅 
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1.1 Time Series Prediction and Its Problems 
• T i m e series p r e d i c t i o n , o r t i m e series f o r e c a s t i n g , t akes a n e x i s t i n g series 
o f d a t a x t - n , • • • , X t - 2 , X t - i , X t a n d fo recas ts a n y o f t h e f u t u r e d a t a va lues 
X t + i , X t + 2 , T h e goa l is t o observe o r t o m o d e l t h e e x i s t i n g d a t a series i n 
o r d e r t o fo recas t f u t u r e u n k n o w n d a t a va lues a c c u r a t e l y . E x a m p l e s o f d a t a se-
r ies i n c l u d e f i n a n c i a l d a t a series ( s tocks , i nd i ces , f o r e i g n e x c h a n g e ra tes , e t c . ) , 
p h y s i c a l l y o b s e r v e d d a t a series ( sunspo t s , w e a t h e r , e t c . ) , a n d m a t h e m a t i c a l 
d a t a series ( F i b o n a c c i sequence, i n t e g r a l s o f d i f f e r e n t i a l e q u a t i o n s , e t c . ) . T h e 
p h r a s e time series g e n e r i c a l l y re fers t o a n y d a t a ser ies, i r r e s p e c t i v e o f w h e t h e r 
o r n o t t h e d a t a are d e p e n d e n t o n a c e r t a i n t i m e i n c r e m e n t . 
T i m e series p r e d i c t i o n has severa l i m p o r t a n t a p p l i c a t i o n s [11, 1, 10, 22 . 
Fo r e x a m p l e , f o r e c a s t i n g t h e n e t w o r k flow or i d e n t i f y i n g t h e n e t w o r k conges-
t i o n c i r c u m s t a n c e based o n t h e p r e v i o u s flow o f n e t w o r k [10]. A m o r e u s e f u l 
a p p l i c a t i o n is t h a t p e o p l e h o p e t o p r o f i t b y a p p l y i n g t h e t i m e ser ies p r e d i c t i o n 
t e c h n i q u e s i n t h e f i n a n c i a l m a r k e t s . W h e t h e r t h i s is v i a b l e o r n o t is m o s t l i k e l y 
a n e v e r - t o - b e - r e s o l v e d q u e s t i o n . 
I n t h i s thes i s , w e focus o n a recen t m o d e l , S u p p o r t V e c t o r M a c h i n e ( S V M ) , 
w h i c h has c a p t u r e d researchers ' i n t e r e s t because o f i t s m a t h e m a t i c a l t r a c t a b i l -
i t y , g e o m e t r i c i n t e r p r e t a t i o n a n d p r a c t i c a l use. W e a p p l y t h e reg ress ion m o d e l 
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o f t h i s l e a r n i n g m a c h i n e , S u p p o r t V e c t o r Regress ion ( S V R ) , i n t h e f i n a n c i a l 
t i m e series p r e d i c t i o n . D i f f e r e n t t o o t h e r t r a d i t i o n a l r eg ress ion m o d e l s , S V R 
n o t o n l y m i n i m i z e s t h e e m p i r i c a l r i s k ( t r a i n i n g e r r o r ) , b u t a lso m i n i m i z e s a 
t e r m w h i c h m a k e s t h e o b j e c t i v e f u n c t i o n as flat as poss ib le . U s u a l l y , t h e e-
i n s e n s i t i v e loss f u n c t i o n is used t o m e a s u r e t h e e m p i r i c a l r i s k . T h i s loss f u n c -
t i o n c o n t a i n s a 2e m a r g i n ; t h i s m a r g i n is fixed a n d s y m m e t r i c a l . T y p i c a l l y , 
researchers h a v e used m e t h o d s such as c r o s s - v a l i d a t i o n o r r a n d o m s e l e c t i o n t o 
se lect a s u i t a b l e e f o r t h a t p a r t i c u l a r d a t a set . F i n a n c i a l t i m e ser ies are u s u a l l y 
e m b e d d e d w i t h no ise a n d t h e assoc ia ted r i s k var ies w i t h t i m e . U s i n g a f i x e d 
a n d s y m m e t r i c a l m a r g i n m a y have m o r e r i s k i n d u c i n g b a d r e s u l t s a n d m a y 
lack t h e a b i l i t y t o c a p t u r e t h e s tock m a r k e t i n f o r m a t i o n p r o m p t l y . 
I n o r d e r t o i m p r o v e t h e p r e d i c t i o n a c c u r a c y a n d t o c o n s i d e r r e d u c i n g t h e 
d o w n s i d e r i s k , w e e x t e n d t h e s t a n d a r d S V R b y v a r y i n g t h e m a r g i n . B y v a r y i n g 
t h e w i d t h o f t h e m a r g i n , we can re f lec t t h e change o f v o l a t i l i t y i n t h e f i n a n -
c i a l d a t a ; b y c o n t r o l l i n g t h e s y m m e t r y o f m a r g i n s , w e a re a b l e t o r e d u c e t h e 
d o w n s i d e r i s k . 
1.2 Major Contributions 
T h e m a i n c o n t r i b u t i o n s o f o u r w o r k are: 
1. W e h a v e e x t e n d e d t h e s t a n d a r d S u p p o r t V e c t o r R e g r e s s i o n ( S V R ) b y 
v a r y i n g t h e m a r g i n a n d h a v e a p p l i e d i t t o f i n a n c i a l p r e d i c t i o n t asks [96, 
98] . T h e o r i g i n a l m a r g i n i n S V R is fixed a n d s y m m e t r i c a l , w h i c h lacks t h e 
a b i l i t y t o c a p t u r e t h e i n f o r m a t i o n o f s t o c k m a r k e t p r o m p t l y . W e e x t e n d 
t h e m a r g i n s e t t i n g b y e x t e n d i n g these t w o c h a r a c t e r i s t i c s o f m a r g i n , i . e.， 
f i x e d m a r g i n vs. n o n - f i x e d m a r g i n , s y m m e t r i c a l m a r g i n vs . a s y m m e t r i c a l 
m a r g i n . T h e r e s u l t a n t m o d e l s are c lass i f ied i n t o f o u r ca tego r i es . 
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2. U s u a l l y , t h e f i n a n c i a l d a t a are n o i s y a n d t h e assoc ia ted r i s k is t i m e -
v a r y i n g . B y v a r y i n g t h e w i d t h o f m a r g i n i n S V R , w e c o u l d re f l ec t t h e 
change i n v o l a t i l i t y o f t h e f i n a n c i a l d a t a ; b y c o n t r o l l i n g t h e s y m m e t r y o f 
m a r g i n s , w e are ab le t o r e d u c e t h e d o w n s i d e r i s k . S t a n d a r d d e v i a t i o n is 
a s t a t i s t i c a l t e r m t h a t p r o v i d e s a g o o d i n d i c a t i o n o f v o l a t i l i t y o f s t o c k 
m a r k e t ; t h e m o m e n t u m t e r m is used t o m e a s u r e t h e u p a n d d o w n t r e n d o f 
s t o c k m a r k e t . T h e r e f o r e , we p r o p o s e a n o v e l a p p r o a c h , w h i c h c o m b i n e s 
b o t h c h a r a c t e r i s t i c s o f m a r g i n s , i . e., b y u s i n g s t a n d a r d d e v i a t i o n o f i n p u t 
X t o set the w i d t h o f margin and b y using a m o m e n t u m t e r m to contro l 
t h e s y m m e t r y o f m a r g i n i n p r e d i c t i n g t h e p r i ces o f H a n g Seng I n d e x 
a n d D o w Jones I n d u s t r i a l A v e r a g e based o n t h e p r i ces t i m e ser ies. T h e 
e x p e r i m e n t a l r esu l t s show t h a t t h i s a c t u a l l y i m p r o v e s t h e p e r f o r m a n c e 
o f S V R m o d e l i n t h e p r e d i c t i o n [98 . 
3. W e also a p p l y G e n e r a l i z e d A u t o r e g r e s s i v e C o n d i t i o n a l H e t e r o s k e d a s t i c i t y 
( G A R C H ) m o d e l s , w h i c h can re f lec t t h e v o l a t i l i t y o f t h e f i n a n c i a l t i m e 
series ove r t i m e , t o d e t e r m i n e t h e m a r g i n over t i m e f o r r e t u r n t i m e series 
d a t a . T h i s also i m p r o v e s t h e p e r f o r m a n c e o f S V R m o d e l [97 . 
4. A f t e r s t u d y i n g t h e r e l a t i o n b e t w e e n d o w n s i d e r i s k a n d f i x e d m a r g i n set-
t i n g s , we g i ve a su f f i c i en t ( b u t n o t necessary ) c o n d i t i o n t o p r o v e t h a t t h e 
p r e d i c t i v e d o w n s i d e r i s k can b e r e d u c e d or k e p t ze ro b y i n c r e a s i n g t h e 
u p m a r g i n . W e also p ropose a d e t e c t i v e a l g o r i t h m t o check t h e v a l i d i t y 
o f t h i s s u f f i c i e n t c o n d i t i o n , such t h a t we m a y k n o w t h e c h a n g i n g t r e n d o f 
p r e d i c t i v e d o w n s i d e r i s k w i t h o u t r u n n i n g t h e a c t u a l S V R a l g o r i t h m [97 . 
1.3 Thesis Organization 
T h i s thes is is o r g a n i z e d as f o l l o w e d . C h a p t e r 2 p resen ts a p r o c e d u r e o f b u i l d i n g 
a t i m e series ana l ys i s s y s t e m a n d r e v i e w s v a r i o u s t i m e ser ies a n a l y s i s m o d e l s . 
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T h e s e m o d e l s a re c lass i f ied i n t o l i n e a r m o d e l s a n d n o n - l i n e a r m o d e l s . Fo r l i n -
ear m o d e l , w e d e t a i l A R I M A m o d e l s ; fo r n o n l i n e a r m o d e l s , w e c o n c e n t r a t e 
o n S V M s a n d G A R C H m o d e l s . T h e recen t m o d e l , S u p p o r t V e c t o r Reg ress ion 
( S V R ) , f o r t i m e series ana lys is is p r e s e n t e d i n C h a p t e r 3, w h e r e o u r r e v i e w be-
g ins f r o m t h e regress ion p r o b l e m , t o t h e loss f u n c t i o n , t o t h e k e r n e l f u n c t i o n , 
w h i c h m a k e s a l i n e a r S V R m o d e l t o t h e n o n - l i n e a r case. C h a p t e r 3 a lso s ta tes 
t h e r e l a t i o n b e t w e e n S V R m o d e l a n d o t h e r m o d e l s , S u p p o r t V e c t o r C lass i -
f i c a t i o n ( S V C ) m o d e l s , R i d g e Regress ion m o d e l s a n d R a d i a l Bas i s F u n c t i o n 
n e t w o r k s . C h a p t e r 4 addresses t h e p r o b l e m t h a t o c c u r s i n SVR. f o r t h e t i m e 
series p r e d i c t i o n a n d p r o v i d e s a s o l u t i o n b y u s i n g a g e n e r a l e - i n s e n s i t i v e loss 
f u n c t i o n ; t h e c o r r e s p o n d i n g a c c u r a c y m e t r i c s a n d r i s k m e a s u r e m e n t s f o r t h e 
e x p e r i m e n t s a re also s t a t e d i n t h i s c h a p t e r . C h a p t e r 5 cons ide rs t h e c o n c r e t e 
s e t t i n g o f m a r g i n s i n t h e n o n - f i x e d cases a n d p resen ts t h e e x p e r i m e n t a l r esu l t s 
f o r t w o k i n d s o f m a r g i n se t t i ngs b y t h e M o m e n t u m m e t h o d a n d G A R C H m o d -
els. C h a p t e r 6 s t u d i e s t h e d o w n s i d e r i s k a n d t h e a s y m m e t r i c a l m a r g i n s e t t i n g s , 
w h e r e w e s t a t e t h a t i f t h e su f f i c i en t c o n d i t i o n is v a l i d , w e c a n p r o v e t h a t t h e 
p r e d i c t i v e d o w n s i d e r i s k w i l l be r e d u c e d or k e p t ze ro w h e n t h e u p m a r g i n is 
i nc reased . A d e t e c t i v e a l g o r i t h m is also p r o p o s e d t o check t h e v a l i d i t y o f t h e 
c o n d i t i o n . F i n a l l y , C h a p t e r 7 b r i e f l y conc ludes t h i s thes is a n d l i s t s s o m e f u t u r e 
w o r k s a b o u t o u r m o d e l . 
1.4 Notation 
I n t h i s thes is , b o l d t y p e f a c e w i l l i n d i c a t e v e c t o r o r m a t r i x q u a n t i t i e s ; n o r -
m a l t y p e f a c e w i l l be used f o r v e c t o r a n d m a t r i x c o m p o n e n t a n d f o r sca lars . 
T h e c o m p o n e n t s o f v e c t o r s a n d m a t r i c e s are l a b e l e d w i t h G r e e k i nd i ces . T h e 
v e c t o r s a n d m a t r i c e s t h e m s e l v e s are l a b e l e d w i t h R o m a n i n d i c e s . 
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A t i m e series is a co l l ec t i on o f observa t ions t h a t measures t h e s t a t u s o f some 
a c t i v i t i e s over t i m e [22, 23]. I t is t h e h i s t o r i c a l r e c o r d o f some a c t i v i t i e s , 
w i t h a cons is tency i n t h e a c t i v i t y a n d t h e m e t h o d o f m e a s u r e m e n t , w h e r e t h e 
m e a s u r e m e n t is t a k e n a t e q u a l l y spaced i n te r va l s , e. g. day , week , m o n t h , e tc . 
I n p r a c t i c e , t h e r e are var ious t i m e series a n d t h e y are used i n a w i d e range o f 
d i sc ip l i nes , f r o m eng inee r i ng t o economics . For e x a m p l e , t h e a i r t e m p e r a t u r e s 
o f a c e r t a i n c i t y measu red i n successive days or weeks cons is ts o f a series, a 
c e r t a i n share pr ices o c c u r r e d i n successive days , m o n t h s is a n o t h e r series. 
O f a l l t h e d i f f e ren t poss ib le t i m e series, t h e f i n a n c i a l t i m e series is u n u s u a l 
s ince i t c o n t a i n s severa l speci f ic cha rac te r i s t i cs : 
N o i s y - T h e f i n a n c i a l t i m e series is u s u a l l y e m b e d d e d w i t h no ise w h i c h 
m a y be so h i g h t h a t i t has a r e l a t i v e l y l ow s igna l - t o -no i se r a t i o . A l t h o u g h 
t h i s t y p e o f noise can be reduced or r e m o v e d b y some t e c h n i q u e s , such 
as s m o o t h i n g m e t h o d s or f i l t e rs , i t p roduces l ag p r o b l e m . 
N o n - s t a t i o n a r y — T h e second c h a r a c t e r i s t i c is n o n - s t a t i o n a r y , i . e . , d a t a 
t h a t do n o t have t h e same s t a t i s t i c a l p r o p e r t i e s (e. g. m e a n a n d va r i ance ) 
a t each p o i n t i n t i m e . T h i s makes t h e f o r e c a s t i n g v e r y d i f f i c u l t . A 
c o m m o n t e c h n i q u e used t o m a k e a series s t a t i o n a r y is t o d i f f e rence i t . 
H o w e v e r , fo r f i n a n c i a l t i m e series, m a k i n g t r a i n i n g data, set s t a t i o n a r y 
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does n o t g u a r a n t e e t h e s t a t i o n a r y o f t e s t i n g d a t a . 
U n c e r t a i n t y - T h e t h i r d c h a r a c t e r i s t i c is t h a t b o t h f i n a n c i a l t h e o r y a n d 
i t s e m p i r i c a l t i m e series c o n t a i n a n e l e m e n t o f u n c e r t a i n t y [85] , e. g. t h e r e 
are v a r i o u s d e f i n i t i o n s o f asset v o l a t i l i t y a n d t h e v o l a t i l i t y is n o t d i r e c t l y 
obse rvab le . 
A n i m p o r t a n t t ask o f ana lys i s o f t i m e series is t o p r e d i c t t h e f u t u r e va lues 
o f t h e series based o n t h e g i v e n obse rved t i m e ser ies, s u c h as 
..• , ... 
U s u a l l y , t h e f i n a n c i a l w e l l b e i n g o f t h e w h o l e o r g a n i z a t i o n o p e r a t i o n d e p e n d s 
o n t h e a c c u r a c y o f t h e fo recas t s ince such i n f o r m a t i o n w i l l l i k e l y b e used t o 
m a k e c o r r e l a t i v e b u d g e t a n d o p e r a t i v e dec is ions , f o r e x a m p l e , i n v e s t m e n t , p u r -
c h a s i n g , m a r k e t i n g a n d c a p i t a l f i n a n c i n g . A n y s i g n i f i c a n t o v e r - o r - i m d e r sales 
fo recas t e r r o r m a y cause a f i r m t o be o v e r l y b u r d e n e d w i t h excess i n v e n t o r y 
c a r r y i n g costs o r else t o c rea te los t sales r e v e n u e t h r o u g h u n a n t i c i p a t e d i t e m 
s t o c k . A m o r e use fu l a p p l i c a t i o n is t h a t p e o p l e h o p e t o p r o f i t b y a p p l y i n g 
t h e t i m e series p r e d i c t i o n t e c h n i q u e s t o t h e f i n a n c i a l m a r k e t s . W h e t h e r t h i s is 
v i a b l e o r n o t is m o s t l i k e l y a n e v e r - t o - b e - r e s o l v e d q u e s t i o n . 
B e f o r e j u m p i n g t o d e t a i l t e c h n i c a l m o d e l s f o r t h e i r o w n sakes, l e t ' s g i v e a 
b r i e f i n t r o d u c t i o n o f t h e f r a m e w o r k o f h o w t o b u i l d a s y s t e m t o fo recas t t h e 
t i m e ser ies. 
2.1 Framework 
F o r e c a s t i n g is a. necessary i n p u t t o p l a n n i n g , w h e t h e r i n bus iness o r g o v e r n -
m e n t . U s u a l l y , f o recas ts are g e n e r a t e d s u b j e c t i v e l y a n d a t g r e a t cost b y g r o u p 
d i scuss ion . M o d e l i n g a p r a c t i c a l p r o b l e m a n d d o i n g f o r e c a s t i n g c a n o f fe r an 
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o b j e c t i v e i n f o r m a t i o n fo r f u t u r e d e v e l o p m e n t . T h e f l o w c h a r t i n F i g 2 .1 h i g h -
l i g h t s d i f f e r e n t phases o f such a m o d e l i n g sys tem. T h i s s y s t e m con ta i ns severa l 
f u n c t i o n s : 
M o d e l E s t i m a t i o n - u n d e r s t a n d t h e u n d e r l y i n g m e c h a n i s m g e n e r a t i n g 
t h e t i m e series; t h i s i nc ludes desc r i b i ng a n d e x p l a i n i n g a n y v a r i a t i o n , 
seasona l i t y , t r e n d , e tc . 
Forecast ing G e n e r a t i o n - p r e d i c t t h e f u t u r e based o n t h e a s s u m p t i o n 
o f "bus iness as u s u a l " . 
F o r e c a s t i n g U p d a t i n g - c o n t r o l t h e s y s t e m , t h a t is t o p e r f o r m t h e " w h a t -
i f ’ scenar ios . 
Data Processing 
^ Model Specification 
Model Estimation 
- 1 Appropriate? 
~~~ Model Building 
Forecasting Procedure 
Forecast Generation 
-4 New Observation 
Forecast Updating 
F i g u r e 2.1: M o d e l b u i l d i n g a n d fo recas t i ng phases o f a f o r e c a s t i n g s y s t e m . 
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2.1.1 Data Processing 
F i n d i n g g o o d r e p r e s e n t a t i o n fo r t h e d a t a is a c r u c i a l a n d l a b o r i n t e n s i v e t ask . 
D e p e n d i n g o n d i f f e ren t p r o b l e m s , i t is necessary t o p e r f o r m some d a t a p ro -
cesses i n o rde r t o sa t i s fy t h e r e q u i r e m e n t o f t h e spec ia l m o d e l s . For i ns tance , 
we need p rep rocess ing t o r e m o v e seasonal e f fec t , t r e n d ef fect o r c y c l i c osci l -
l a t i o n i n t h e d a t a . W i t h o u t p e r f o r m i n g such p rep rocess ing o n t h e d a t a , we 
m a y , fo r e x a m p l e , i n c o r r e c t l y in fe r t h a t recent increase p a t t e r n s w i l l c o n t i n u e 
i n d e f i n i t e l y w h e n a c t u a l l y t h e increase is s i m p l y because i t is t h a t t i m e o f t h e 
year . I n t h e f o l l o w i n g , we w i l l i n t r o d u c e t w o m e t h o d s fo r d a t a process ing: 
smoothing and differencing. 
Smoothing 
I n h e r i t e d i n t h e c o l l e c t i o n o f d a t a t a k e n over t i m e is t h e f o r m o f r a n d o m 
v a r i a t i o n . T h e r e are some m e t h o d s for r e d u c i n g or c a n c e l i n g t h e ef fect o f t h i s 
r a n d o m v a r i a t i o n . A n o f ten -used t e c h n i q u e is " s m o o t h i n g " . T h i s t e c h n i q u e , 
w h e n p r o p e r l y a p p l i e d , reveals m o r e c lea r l y t h e u n d e r l y i n g t r e n d , seasonal a n d 
c y c l i c c o m p o n e n t s f r o m t h e o r i g i n a l da ta . 
T h e r e are t w o d i s t i n c t g roups o f s m o o t h i n g m e t h o d s : 
1. S i m p l e M o v i n g A v e r a g e ( S M A ) - a /c-day S M A takes t h e average o f 
p r e v i o u s k days ' values as c u r r e n t day 's va lue . 
2. E x p o n e n t i a l M o v i n g A v e r a g e ( E M A ) - a /c-day E M A beg ins f r o m t h e 
f irst day, EMAi = x：, and set the z-day's value as EMAi = EMAi-i x 
For e x a m p l e , g i v e n a d a t a series . . . , a f t e r t a k i n g S M A w i t h 
a n i n t e r v a l o f t h r e e , i t becomes [(工、+ 0；2 + 3；3)/3]，[(0；2 + +、工4)/3], 
W h i l e u s i n g 3 -days ' E M A , t h e series becomes + 臺0:2, + |.T2 + fa^a, 
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C o m p a r i n g S M A w i t h E M A , we can c o n c l u d e t h e f o l l o w i n g d i f f e rence : 
1. T a k i n g /c-days' S M A w i l l r e d u c e t h e n u m b e r o f d a t a p o i n t s i n t h e series 
b y / j — 1, w h i l e E M A s t i l l r e t a i n s t h e s a m e n u m b e r o f o r i g i n a l d a t a . 
2. E M A g ives m o r e w e i g h t t o t h e l a tes t d a t a t h a n S M A . 
3. E M A reac ts fas te r t o recen t va lue changes t h a n S M A . 
F i g u r e . 2 .2 also i l l u s t r a t e s these d i f fe rences . 
… x 1 0 4 
2.21 1 1 1 - 1 1 — I I n 
Original Prices 
„.； - - 30 days' SMA 
2 - , ^ -— 30 days' EMA [. 
• 、 -
1 . 6 - 、 、 -
I \ : 
1 . 4 - -
1 . 2 - -wX . , . 、 -
1 - \ 声 . : ^ ‘ v v -
. . . . . . . . . 
Q O I I I I J 1— 1 1 
‘ 0 100 200 300 400 500 600 700 800 
Time 
F i g u r e 2.2: E x p e r i m e n t a l D a t a used i n t h i s thes is : d a i l y c l o s i n g p r i ces o f 
Japanese N i k k e i 2 2 5 f r o m J a n . 04, 2000 t o Dec . 30, 2002 w i t h a 30 d a y s ' S M A 
a n d w i t h a 30 d a y s ' E M A . 
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Differencing 
D i f f e r e n c i n g is a n o t h e r m e t h o d f o r p r e p r o c e s s i n g w h e n t h e r e is a s u b s t a n -
t i a l t r e n d i n t h e d a t a . C o n c r e t e l y , a d a t a ser ies . . . b e c o m e s (0；2 — 
.T i ) , ( x s — X 2 ) , . . . a f t e r t a k i n g a f i r s t - d i f f e r e n c e . G e n e r a l l y , t h e o r i g i n a l t i m e 
ser ies b e c o m e s V a 、 = X t + i — Xt a f t e r f i r s t - d i f f e r e n c e . W h i l e t h i s p r o c e d u r e u s u -
a l l y m a k e s a d a t a ser ies s t a t i o n a r y i n t h e m e a n . I f n o t , a s e c o n d - d i f f e r e n c e o f 
t h e ser ies c a n b e t a k e n . T h i s p r o c e d u r e m a y b e d o n e u n t i l t h e ser ies b e c o m e s 
s t a t i o n a r y ( t h e d e f i n i t i o n o f s t a t i o n a r y p lease see [22] . O t h e r n o t e s a r e t h a t 
t a k i n g a f i r s t - d i f f e r e n c e w i l l r e d u c e t h e n u m b e r o f d a t a p o i n t s i n t h e ser ies b y 
o n e , b u t t h e n o i s e o f d a t a is c u m u l a t i v e . F i g u r e 2 .3 p r e s e n t s a n o r i g i n a l p r i c e 
ser ies a n d t h e r e s u l t o f a, f i n a n c i a l i n d e x a f t e r first-differencing. 
, , , , ~ . . _ _ _ _ _ _ _ _ _ _ 
lOOOj i 1 i • 1 
； : \ . : i : 
V v - A i -500. ' ' 
V 、、 I 
- 彳 、 N A I 
. ^Wv J 
°®0 100 200 300 400 500 600 700 800 ―巧如。 100 200 300 400 500 600 700 800 
Time Time 
(a) Or ig ina l prices (b) First-difference results 
F i g u r e 2 .3 : E x p e r i m e n t a l D a t a u s e d i n t h i s t h e s i s : d a i l y c l o s i n g p r i c e s o f 
J a p a n e s e N i k k e i 2 2 5 f r o m J a n . 04 , 2000 t o D e c . 3 0 ’ 2 0 0 2 w i t h first-differencing 
2.1.2 Model Building 
A f t e r p r o c e s s i n g t h e o r i g i n a l d a t a , w e s h o u l d t u r n t o t h e m a i n p r o b l e m : w h a t 
does t h e m o d e l i n h e r e i n t h e g i v e n d a t a ; h o w t o l e a r n t h e m o d e l f r o m t h e 
g i v e n d a t a , o r h o w t o b u i l d t h e m o d e l b a s e d o n t h e g i v e n d a t a . T h e gen -
e r a l t e c h n i q u e s f o r t i m e ser ies a n a l y s i s a n d p r e d i c t i o n a r e c l a s s i f i e d i n t o t w o 
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ca tego r ies : 
1. K n o w n M o d e l S t r u c t u r e - I f t h e s t r u c t u r e o f t h e u n d e r l y i n g m o d e l 
o f a t i m e series is revea led b y a l o t o f i n f o r m a t i o n c l e a r l y , f o r e x a m p l e , 
t h e s t r u c t u r e is l i n e a r , q u a d r a t i c o r p e r i o d i c , e t c . , t h e m a i n t a s k l e f t is 
t h e n t o e s t i m a t e a. f ew p a r a m e t e r s o f t h e m o d e l t o fit t h e o b s e r v a t i o n 
d a t a . S u f f i c i e n t obse rva t i ons w i l l h e l p t o m a k e t h i s k i n d o f m o d e l q u i t e 
a c c u r a t e a n d p o w e r f u l . U n f o r t u n a t e l y , f o r m a n y p r a c t i c a l p r o b l e m s , t h e 
u n d e r l y i n g m o d e l s are o f t e n u n k n o w n or i l l - spec i f i ed . 
2. U n k n o w n M o d e l S t r u c t u r e - W h e n t h e d a t a does n o t r e v e a l m u c h i n -
f o r m a t i o n , t h e o n l y t h i n g ava i l ab le is a set o f o b s e r v a t i o n s . Fo r s u c h 
p r o b l e m s , p e o p l e o f t e n assume t h a t t h e u n d e r l y i n g m o d e l has s o m e 
state variables, w h i c h d e t e r m i n e w h a t t h e va lues o f t h e t i m e series s h o u l d 
be. 
I n [22] , a g e n e r a l f o r m u l a t i o n fo r s t a t e space m o d e l s is g i v e n t o a p p r o x i m a t e 
n o n l i n e a r m o d e l s as f o l l ows : 
L e t . . . , X t - u X t , X t + i , . . . be a t i m e ser ies, i t is a s s u m e d 
Xt+l = / (心 1’ •..，心1, .. • ^^t+i) + ^t+h 
w h e r e e计 i r ep resen ts r a n d o m no ise a t t i m e f + 1 a n d < s j + i ’ . . . , s f ^^ a re state 
variables, and 
•sj+i , Sf , .T^, X t — i , . . . ) , k = 1 , 2 ’ . . . , d, 
w h e r e f a n d gis a re s o m e f u n c t i o n s . N o t e t h a t x a n d 5 c a n b e scale q u a n t i t i e s 
fo r u n i v a r i a t e m o d e l , b u t t h e y c o u l d also be v e c t o r va lues f o r t h e m o r e g e n e r a l 
m u l t i v a r i a t e s e t t i n g . T h e m o t i v a t i o n o f u s i n g s t a t e v a r i a b l e s is t h a t t h e y o f t e n 
c o r r e s p o n d t o c e r t a i n f ea tu res o r p r o p e r t i e s o f t h e t i m e ser ies a n d c a n h e l p 
t o u n d e r s t a n d a n d c h a r a c t e r i z e t h e series. T h e y c a n a lso h e l p t o s i m p l i f y t h e 
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c o m p u t a t i o n s fo r ana lys i s a n d p r e d i c t i o n . F i g u r e 2.4 g ives a. s i m p l e i l l u s t r a t i o n : 
c o m p l i c a t e d t i m e series m a y be rep resen ted s i m p l y b y o t h e r s t a t e va r i ab l es . I n 
g e n e r a l , f is t h e o b j e c t i v e f u n c t i o n e s t i m a t e d b y s o m e m o d e l s , a n d gs a re s o m e 
f u n c t i o n s used t o process t h e o r i g i n a l d a t a , such as t hose m e t h o d s i n t r o d u c e d 
i n S u b s e c t i o n 2 .1 .1 . 
i i i i . r � . H 
§ 0 5 . 艾 0.5. 
: : l ’ ：：: ....."•'+': 
。’丨丨丨 nil I 丨丨 I 丨 ‘ . 
% 10 20 30 40 so eo 70 80 W 100 。0 0,1 0.2 03 04 0.5 0.6 07 0.8 09 1 
Time 
(a) (b) 
F i g u r e 2.4: A t i m e p l o t (a ) o f t h e l og i s t i c f u n c t i o n X t + i = 3.97 * Xt * ( 1 - X t ) is 
d i f f i c u l t t o f i g u r e o u t , b u t a s t a te space p l o t ( b ) c l e a r l y shows t h e u n d e r l y i n g 
m o d e l . U s i n g a s t a t e v a r i a b l e s ]^^ = Xt , t h i s e x a m p l e c a n b e r e w r i t t e n as 
2.1.3 Forecasting Procedure 
F o r e c a s t i n g t h e f u t u r e va lues o f an obse rved t i m e series is a n i m p o r t a n t p r o b -
l e m i n m a n y areas, e . g . e c o n o m i c s , p r o d u c t i o n p l a n n i n g , sales f o r e c a s t i n g 
a n d s t o c k c o n t r o l [22]. I n [22], C h a t f i e l d c lass i f ied t h e t y p e s o f f o r e c a s t i n g 
p r o c e d u r e i n t o t h r e e ca tegor ies : 
S u b j e c t i v e Fo recas ts c a n be m a d e s u b j e c t i v e l y based o n j u d g e m e n t , i n t u -
i t i o n , c o m m e r c i a l k n o w l e d g e a n d a n y o t h e r i n f o r m a t i o n . 
U n i v a r i a t e Fo recas ts c a n be m a d e o n a n e n t i r e basis o f pas t o b s e r v a t i o n s i n 
a g i v e n t i m e ser ies, b y f i t t i n g a m o d e l t o t h e d a t a a n d e x t r a p o l a t i n g . Fo r 
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i n s t a n c e , fo recas ts o f f u t u r e sales o f a p r o d u c t w o u l d b e based e n t i r e l y 
o n pas t sales. 
M u l t i v a r i a t e Forecas ts can be m a d e b y t a k i n g o t h e r o b s e r v a t i o n s o r o t h e r 
v a r i a b l e s i n t o a c c o u n t . For e x a m p l e , sales m a y d e p e n d o n s tocks . Re-
g ress ion m o d e l s are o f these t y p e s o f m o d e l s , e. g. e c o n o m e t r i c m o d e l s . 
T h e u s i n g o f a l e a d i n g i n d i c a t o r also comes i n t o t h i s c a t e g o r y . 
22] a lso s t a t e d t h a t a f o r e c a s t i n g p r o c e d u r e m a y i n v o l v e a c o m b i n a t i o n o f 
t h e a b o v e a p p r o a c h e s p r a c t i c a l l y . For i n s t a n c e , u n i v a r i a t e f o recas t s a re o f t e n 
c o m p u t e d , a n d t h e n a d j u s t e d s u b j e c t i v e l y . 
S o m e t i m e s t h e m o d e l m a y n o t be s tab le o r n e e d t o b e m o r e a c c u r a t e , t h e 
b u i l d i n g m o d e l has t o a d j u s t t o f i t new o b s e r v a t i o n s . T h e r e f o r e , o t h e r m e t h o d s 
a re p r o p o s e d t o a d j u s t t h e m o d e l based o n n e w o b s e r v a t i o n s a u t o m a t i c a l l y . Fo r 
e x a m p l e , i n [93] , W a h a n d Q i a n p resen ted n e w c o n s t r a i n t s o n c r o s s - v a l i d a t i o n 
t o a d j u s t t h e i r p r e v i o u s c o n s t r u c t e d m o d e l . A n o t h e r i n t e r e s t i n g n o t e i n [93] is 
t h e i r a s s u m p t i o n o f s t o c k p r i c e a n d t h e i r d a t a p rep rocess i ng . T h e y a s s u m e d 
s t o c k p r i ces cons is t o f l o w - f r e q u e n c y a n d h i g h - f r e q u e n c y c o m p o n e n t s , w h e r e 
l o w - f r e q u e n c y c o m p o n e n t s are p r e d i c t i v e . T h e r e f o r e , t h e y a p p l i e d l ow-pass 
f i l t e r i n g t o t h e p r i c e t i m e series a t f i r s t . H o w e v e r , u s u a l l y l a g p r o b l e m o c c u r s 
w h e n l ow-pass f i l t e r i n g is a p p l i e d . T h e n t h e y p r o p o s e d m e t h o d s t o o v e r c o m e 
t h i s p r o b l e m . 
2.2 Model Descriptions 
T h e r e a re m a n y m o d e l s f o r t ime -se r i es ana lys i s . H e r e w e c lass i f y t h e m i n t o 
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2.2.1 Linear Models 
L i n e a r m o d e l s have t h e f o l l o w i n g c h a r a c t e r i s t i c s : s i m p l i c i t y , use fu lness a n d 
easy a p p l i c a t i o n ; a n d t h e y w o r k w e l l fo r l i n e a r t i m e ser ies, b u t m a y f a i l o t h e r -
w ise . H e r e w e p resen t t h r e e t y p e s o f l i nea r m o d e l s : 
1. A R I M A and Its Variations 
A u t o r e g r e s s i v e i n t e g r a t e d m o v i n g average ( A R I M A ) m o d e l s h a v e b e e n 
d e v e l o p e d b y B o x a n d J e n k i n s [10]. T h e r e are m a n y v a r i a t i o n s h a v e b e e n 
p r o d u c e d ove r t h e las t 30 years . T h e p r o c e d u r e o f A R I M A m o d e l is t o 
c l i f fe rnece a n o n - s t a t i o n a r y t i m e series, as d i f f e r e n c i n g i n S u b s e c t i o n 2 .1 .1 , 
u n t i l s t a t i o n a r y be fo re a p p l y i n g ( m i x e d ) A u t o R e g r e s s i v e M o v i n g A v e r a g e 
( A R M A ) m o d e l s . T h i s a p p r o a c h is w i d e l y used i n e c o n o m e t r i c s [10]. W e 
w i l l g i v e a d e t a i l e d d e s c r i p t i o n i n S u b s e c t i o n 2.2.3 
T h e s e t t i n g o f an A R I M A m o d e l s cons is t o f five stages [10]: 
(a ) DefFerencing I f t h e d a t a is n o n - s t a t i o n a r y , t h e d a t a w i l l b e 
d i f f e r e n c i n g u n t i l i t becomes s t a t i o n a r y . 
( b ) M o d e l Ident i f icat ion I n t h i s s tage, t h e w o r k is t o e x a m i n e 
t h e d a t a t o i d e n t i f y t h e m o d e l , i . e . , t o d e t e r m i n e w h i c h o r d e r p 
a n d q w i l l be m o s t a p p r o p r i a t e f o r t h e m o d e l . I n g e n e r a l , t h e r e 
is n o o p t i m a l w a y t o do i t . S o m e use fu l t o o l s a re t h e s a m p l e au -
t o c o r r e l a t i o n ( A C F ) a n d p a r t i a l a u t o c o r r e l a t i o n ( P A C F ) f u n c t i o n s . 
A C F m e a s u r e s t h e c o r r e l a t i o n b e t w e e n d i f f e r e n t lags o f a t i m e ser ies, 
w h i l e P A C F measures t h e r e s i d u a l c o r r e l a t i o n a f t e r t h e c o r r e l a t i o n 
i m p l i e d f r o m ea r l i e r lags is s u b t r a c t e d o u t . 
( c ) E s t i m a t i o n I n t h i s s tage, i t is t o e s t i m a t e t h e p a r a m e t e r s o f 
t h e chosen m o d e l . Leas t squares m e t h o d is u s u a l l y used t o find t h e 
p a r a m e t e r s . P lease see [10] fo r m o r e d e t a i l s . 
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( d ) D i a g n o s t i c C h e c k i n g T o check w h e t h e r t h e b u i l d i n g m o d e l 
is a d e q u a t e , one m e t h o d is t o e x a m i n e t h e res i dua l s f r o m t h e f i t t e d 
m o d e l . 
(e) Alternative Models Considering I f the fitted model appears 
t o b e i n a d e q u a t e fo r some reasons, t h e n o t h e r A R I M A m o d e l s m a y 
b e t r i e d u n t i l a s a t i s f a c t o r y m o d e l is f o u n d . 
A s i m p l e v a r i a n t o f A R I M A is t h a t i f t h e t i m e series is seasona l , t h e n a 
seasona l A R I M A ( S A R I M A ) m o d e l m a y be used t o fit t h e ser ies. H o w -
e v e r , a l t h o u g h seasonal v a r i a t i o n ex is ts t h r o u g h t h e y e a r , t h e r e is n o 
p a r t i c u l a r reason t o set t h e m o d e l c o e f f i c i e n t c o n s t a n t t h r o u g h o u t t h e 
y e a r . T h e r e f o r e , p e r i o d i c au to reg ress i ve ( P A R ) m o d e l s p r o v i d e a v a r i a n t 
t o S A R I M A m o d e l s w h e r e i n t h e va lue o f t h e a u t o r e g r e s s i v e p a r a m e t e r s 
a re a l l o w e d t o v a r y t h r o u g h t h e seasonal cyc le . M o r e g e n e r a l l y p e r i o d i c 
c o r r e l a t i o n ar ises w h e n t h e size o f a u t o c o r r e l a t i o n coe f f i c i en t s d e p e n d s , 
n o t o n l y o n t h e lag , b u t also o n t h e p o s i t i o n i n t h e seasona l c y c l e [23 • 
A n i n t e r e s t i n g v a r i a n t o f A R I M A m o d e l s is F r a c t i o n a l i n t e g r a t e d A R M A 
( A R . F I M A ) [23]. T h e d i f f e rence o f A R F I M A is t h a t t h i s m o d e l s a l l o w 
t h e d i f f e r e n c e o r d e r t o be n o n - i n t e g e r i n s t e a d o f i n t e g e r i n A R I M A . B u t 
t hese m o d e l s c o n t a i n severa l d r a w b a c k s : (a ) t h e y a re d i f f i c u l t t o g i v e a n 
i n t u i t i v e i n t e r p r e t a t i o n t o a n o n - i n t e g e r d i f f e rence ; ( b ) t h e y a re d i f f i c u l t 
t o c o m p u t e t h e f r a c t i o n a l d i f f e rence s ince t h e d i f f e r e n c e is a b i n o m i a l 
e x p a n s i o n . T h e s t a t i o n a r y A R F I M A m o d e l s , w i t h t h e d i f f e r e n c e o r d e r 
w i t h i n 0 a n d 0.5 , a re a class o f m o d e l s c a l l e d l o n g - m e m o r y m o d e l s [40:. 
2. Exponential Smoothing 
E x p o n e n t i a l s m o o t h i n g m o d e l s are a n o t h e r t y p e o f l i n e a r m o d e l s [11] ; 
t h e y w o r k w e l l f o r l i n e a r t i m e series b u t f a i l t o m o d e l c o m p l i c a t e d n o n -
l i n e a r i t y a n d t r e n d s i n financial t i m e series. O n e a p p l i c a t i o n o f t h e m 
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m a y be a p p l i e d i n d a t a p rocess ing , e . g . S u b s e c t i o n 2 .1 .1 . 
3. State Space Models 
S t a t e space m o d e l s [1] are a class o f l i n e a r m o d e l s t h a t r ep resen t i n p u t s 
as a l i n e a r c o m b i n a t i o n o f a set o f s t a t e v e c t o r s t h a t e v o l v e ove r t i m e 
a c c o r d i n g t o some l i nea r e q u a t i o n s . D i f f e r e n t s t a t e space f o r m u l a t i o n s 
cove r a v e r y r a n g e o f m o d e l s a n d i n c l u d e t h e so -ca l l ed s t r u c t u r a l m o d e l s 
i n [42] as w e l l as t h e d y n a m i c l i nea r m o d e l s i n [95], w h e r e t h e l a t t e r uses 
a b a y e s i a n f o r m u l a t i o n . M o d e l s ca l l ed u n o b s e r v e d c o m p o n e n t m o d e l s b y 
e c o n o m e t r i c i a n s are also o f s ta te -space f o r m . H o w e v e r , i n p r a c t i c e , s t a t e 
v e c t o r s a n d t h e i r d i m e n s i o n s o f these m o d e l s are h a r d t o choose [23 . 
2.2.2 Non-linear Models 
A l t h o u g h l i n e a r m o d e l s have b o t h m a t h e m a t i c a l a n d p r a c t i c a l c o n v e n i e n c e , 
t h e r e is n o reason w h y rea l l i f e t i m e series s h o u l d a l l b e l i n e a r , a n d so t h e 
use o f n o n - l i n e a r m o d e l s seems p o t e n t i a l p r o m i s i n g [23]. H e r e w e cons ide r t h e 
n o n - l i n e a r m o d e l s i n t h e f o l l o w i n g t h r e e t ypes : 
1. Predefined Non-linear Models 
I n t h e 1980,s, n o n - l i n e a r m o d e l s we re i n v e s t i g a t e d a n d w e r e p r o p o s e d 
f r o m t h e e x i s t i n g l i n e a r m o d e l s , e.g. A R I M A m o d e l s , [40, 65). Fo r e x a m -
p le , B i l i n e a r au to reg ress i ve o r B i l i n e a r A R m o d e l s [39] , t i m e - v a r y i n g pa -
r a m e t e r m o d e l s [67, 60] a n d t h r e s h o l d a u t o r e g r e s s i v e ( T A R ) m o d e l [83:. 
T h e s e m o d e l s are ag reeab le d u e t o t h e s c r u t i n y g i v e n i n t h e i r d e v e l o p -
m e n t f o r t h e s t a n d a r d s t a t i s t i c a l c o n s i d e r a t i o n s o f m o d e l s p e c i f i c a t i o n , 
e s t i m a t i o n , a n d d iagnos is , b u t t h e i r gene ra l p a r a m e t r i c n a t u r e t e n d s t o 
r e q u i r e s i g n i f i c a n t a p r i o r k n o w l e d g e o f t h e f o r m o f r e l a t i o n s h i p b e i n g 
m o d e l e d . T h e r e f o r e , t h e y are n o t e f f ec t i ve f o r m o d e l i n g f i n a n c i a l t i m e 
ser ies because t h e n o n l i n e a r f u n c t i o n s are h a r d t o choose. 
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2. General Non-linear Models 
A n o t h e r class o f n o n l i n e a r m o d e l s are gene ra l n o n - l i n e a r m o d e l s , a lso 
c a l l e d m a c h i n e l e a r n i n g . T h e s e m o d e l s can l e a r n a m o d e l f r o m a g i v e n 
t i m e series w i t h o u t n o n - l i n e a r a s s u m p t i o n s . T h e y i n c l u d e r e i n f o r c e m e n t 
l e a r n i n g , e . g . , Q - l e a r n i n g [94], u n s u p e r v i s e d l e a r n i n g , e . g . , c l u s t e r i n g 
m e t h o d s [45] , s u p e r v i s e d l e a r n i n g , e . g . , dec i s i on t r e e [66] a n d n e u r a l n e t -
w o r k ( N N ) m o d e l s [68, 24, 3, 43 ] , a n d s t a t i s t i c a l l e a r n i n g , e. g . , /c-nearest-
n e i g h b o r s ( / c N N ) [30]. S u p p o r t V e c t o r M a c h i n e s ( S V M s ) a re n e w l e a r n i n g 
m a c h i n e s t h a t a lso can m o d e l n o n - l i n e a r r e l a t i o n s h i p o f t h e d a t a . S V M s 
a re g r o u n d e d o n t h e s t a t i s t i c a l l e a r n i n g t h e o r y , o r V a p n i k - C h e r v o n e n k i s 
( V C ) t h e o r y . T h e y also are m o d e l e d b y a t r a i n i n g s a m p l e w i t h t a r g e t s , 
a n d used t o p r e d i c t ( c l a s s i f i c a t i o n / v a l u e ) i n a n e w t e s t i n g s a m p l e . T h e r e -
f o re , S V M s f a l l b o t h i n t h e s t a t i s t i c a l l e a r n i n g a n d s u p e r v i s e d l e a r n i n g . 
D e t a i l e d d e s c r i p t i o n w i l l be g i v e n i n S u b s e c t i o n 2 .2 .4 . 
3. Models for Change in Volatility 
M o d e l s f o r changes i n v o l a t i l i t y are a c o m p l e t e l y d i f f e r e n t class o f m o d e l s 
t h a t m o d e l i n g changes i n va r iance . T h e o b j e c t i v e o f these m o d e l s is 
n o t t o g i v e b e t t e r p o i n t fo recasts o f t h e o b s e r v a t i o n s i n t h e g i v e n series 
b u t r a t h e r t o g i ve b e t t e r e s t i m a t e s o f t h e ( l o c a l ) v a r i a n c e w h i c h i n t u r n 
a l l o w s m o r e r e l i a b l e p r e d i c t i o n i n t e r v a l s t o b e c o m p u t e d , t h i s c a n l e a d 
t o a b e t t e r assessment o f r i s k [23]. 
T h e e s t i m a t i o n o f l o c a l v a r i a n c e is espec ia l l y i m p o r t a n t i n f i n a n c i a l a p p l i -
c a t i o n s , w h e r e o b s e r v e d t i m e series o f t e n show c lear e v i d e n c e o f c h a n g i n g 
v o l a t i l i t y , e. g. l a rge a b s o l u t e va lues t e n d t o b e f o l l o w e d b y m o r e l a rge 
( a b s o l u t e ) va lues , w h i l e s m a l l a b s o l u t e va lues are o f t e n f o l l o w e d b y m o r e 
s m a l l va lues , i n d i c a t i n g h i g h or l ow v o l a t i l i t y , r e s p e c t i v e l y . 
T o e s t i m a t e t h e l o c a l v a r i a n c e , E n g l e i n 1982 f i r s t l y p r o v i d e d a s y s t e m -
a t i c f r a m e w o r k f o r v o l a t i l i t y m o d e l i n g , t h e A u t o R e g r e s s i v e C o n d i t i o n a l l y 
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H e t e r o s c e d a s t i c ( A R C H ) m o d e l [32, 31]. T h e bas ic ideas o f A R C H m o d -
els a re [85]: 
1. t h e m e a n - c o r r e c t e d asset r e t u r n is se r i a l l y u n c o r r e l a t e d , b u t d e p e n -
d e n t , a n d 
2. t h e d e p e n d e n c e o f asset r e t u r n a t t i m e t c a n b e d e s c r i b e d b y a 
s i m p l e q u a d r a t i c f u n c t i o n o f i t s l agged va lues. 
A n A R C H m o d e l w i t h o r d e r p , i n s h o r t A R C H ( p ) , assumes t h a t t h e 
v a r i a n c e a t t i m e t, a"} is l i n e a r l y d e p e n d e n t o n t h e las t p s q u a r e d va lues 
o f t h e t i m e ser ies, i . e . , 
rt = atCt, (T^ = ao + a i r j . i + . . . + 
w h e r e r< is a se r ia l asset r e t u r n , t t is a sequence o f i n d e p e n d e n t a n d 
i d e n t i c a l l y d i s t r i b u t e d ( i . i . c l . ) r a n d o m va r i ab les w i t h m e a n zero a n d 
v a r i a n c e 1, a n d a i are coe f f i c ien ts m u s t sa t i s f y s o m e r e g u l a r c o n d i t i o n s 
t o e n s u r e t h a t t h e u n c o n d i t i o n a l v a r i a n c e o f i 、 i s f i n i t e w i t h Qq > 0, 
Qi > 0 f o r i > 0. I n p r a c t i c e , Ct is o f t e n a s s u m e d t o f o l l o w t h e s t a n d a r d 
n o r m a l o r a s t a n d a r d i z e d s t u d e n t - t d i s t r i b u t i o n . 
A R C H m o d e l s we re e x t e n d e d b y B o l l e r s l e v i n 1986, a g e n e r a l i z e d A R C H 
( G A R . C H ) m o d e l [8]. S i m i l a r t o A R M A , a G A R C H m o d e l c a n b e used t o 
e s t i m a t e a h i g h o r d e r A R C H m o d e l w i t h f ewe r p a r a m e t e r s . A G A R C H 
m o d e l w i t h o r d e r p a n d <7, i n sho r t G A R C H ( p , g ) , assumes t h a t t h e con -
d i t i o n a l v a r i a n c e depends o n t h e squares o f t h e las t p va lues o f t h e series 
a n d o n t h e las t q va lues o f c o n d i t i o n a l v a r i a n c e , i . e . , 
V 1 
rt = 顺 , c r ? = ao + ^ + XI � - j , 
i=i j=i 
w h e r e a g a i n t t is a sequence o f i . i .c l . r a n d o m v a r i a b l e s w i t h m e a n zero 
P Q 
a n d v a r i a n c e 1, a n d a 。 > 0, a , > 0, /3j > 0, a n d ^ q^ + ^ < 1. 
i=l j = l 
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T h e G A R C H ( 1 , 1 ) m o d e l has b e c o m e t h e ' s t a n d a r d ' m o d e l f o r d e s c r i b i n g 
c h a n g i n g v a r i a n c e fo r no reason o t h e r t h a n r e l a t i v e s i m p l i c i t y . T h e r e 
a re a lso s o m e ex tens ions o f t h e bas ic G A R C H m o d e l , such as Q u a d r a t i c 
G A R C H ( Q G A R C H ) a n d E x p o n e n t i a l G A R C H ( E G A R C H ) . T h e Q G A R -
C H m o d e l s a l l o w f o r n e g a t i v e ' shocks ' t o have m o r e e f fec t o n t h e c o n d i -
t i o n a l v a r i a n c e t h a n p o s i t i v e ' shocks ' . T h e E G A R C H m o d e l s a l l o w a n 
a s y m m e t r i c response b y m o d e l i n g l og cr^, r a t h e r t h a n cr^. S u m m a r i e s o f 
t h i s f a m i l y o f m o d e l s can be seen i n [31]. 
A l t h o u g h G A R C H m o d e l s are a p p l i e d i n a w i d e r a n g e o f p r o b l e m s use-
f u l l y , t h e y d o h a v e l i m i t a t i o n s : 
1. G A R C H m o d e l s are o n l y p a r t o f a s o l u t i o n . A l t h o u g h G A R C H 
m o d e l s a re u s u a l l y a p p l i e d t o r e t u r n ser ies, f i n a n c i a l dec is ions are 
r a r e l y based so le ly o n e x p e c t e d r e t u r n s a n d v o l a t i l i t i e s . 
2. G A R C H m o d e l s are p a r a m e t r i c spec i f i ca t i ons t h a t o p e r a t e bes t u n -
de r r e l a t i v e l y s t a b l e m a r k e t c o n d i t i o n s [38]. A l t h o u g h G A R C H 
is e x p l i c i t l y des igned t o m o d e l t i m e - v a r y i n g c o n d i t i o n a l va r i ances , 
G A R C H m o d e l s o f t e n f a i l t o c a p t u r e h i g h l y i r r e g u l a r p h e n o m e n a , 
i n c l u d i n g w i l d m a r k e t fluctuations ( e . g . crashes a n d s u b s e q u e n t 
r e b o u n d s ) , a n d o t h e r h i g h l y u n a n t i c i p a t e d even t s t h a t c a n l e a d t o 
s i g n i f i c a n t s t r u c t u r a l change. 
3. G A R C H m o d e l s o f t e n f a i l t o f u l l y c a p t u r e t h e f a t t a i l s o b s e r v e d 
i n asset r e t u r n series. H e t e r o s k e d a s t i c i t y e x p l a i n s s o m e o f t h e f a t 
t a i l b e h a v i o r , b u t t y p i c a l l y n o t a l l o f i t . F a t t a i l d i s t r i b u t i o n s , e . g . 
s t u d e n t - t , h a v e been a p p l i e d i n G A R C H m o d e l i n g , b u t o f t e n t h e 
cho i ce o f d i s t r i b u t i o n is a m a t t e r o f t r i a l a n d e r r o r . 
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2.2.3 A R M A Models 
A R M A m o d e l s a re l i n e a r m o d e l s t o c a p t u r e t h e l i n e a r c o r r e l a t i o n b e t w e e n a n y 
s p e c i f i e d lags o f a u n i v a r i a t e t i m e ser ies a n d t h e e r r o r t e r m o f t h e m o d e l f r o m 
p r e v i o u s t i m e p o i n t s . I n g e n e r a l , a n A R M A ( p , q ) m o d e l c a n b e w r i t t e n as 
Xt = IJ, aiXt-l + a2Xt-2 + . . . + ttpXt-p + Cf + biCt-i + . . . + bqtt-q, 
w h e r e /U is t h e m e a n o f t h e t i m e series a n d a 's a n d 6's a re c o n s t a n t c o e f f i c i e n t s . 
M o v i n g a v e r a g e ( M A ) m o d e l s a re s p e c i a l cases o f A R M A m o d e l s . I n t hese 
m o d e l s , t h e o b s e r v a t i o n i n t i m e t d e p e n d s o n t h e e r r o r t e r m o f t h e m o d e l f r o m 
p r e v i o u s t i m e p o i n t s , u s u a l l y these e r ro r s a re c o n s i d e r e d as r a n d o m e v e n t s [22 . 
G e n e r a l l y , a n MA(q) m o d e l is 
Xt = / i + + biCt-l + . . . + bgCt-q. 
F r o m t h e a b o v e f o r m u l a , w e c a n see t h a t t h i s M A is t o t a l d i f f e r e n t t o t h e 
s m o o t h i n g m e t h o d s i n S u b s e c t i o n 2 .1 .1 , a l t h o u g h t h e y a re w i t h s a m e n a m e s 
i n d i f f e r e n t s i t u a t i o n s . 
A u t o r e g r e s s i v e ( A R . ) m o d e l s a re a n o t h e r s p e c i a l cases o f A R M A m o d e l s . 
I n t h i s m o d e l , t h e o b s e r v a t i o n i n t i m e t is reg ressed n o t o n o t h e r i n d e p e n d e n t 
v a r i a b l e s b u t o n o n e o r m o r e o f t h e l a g g e d va lues o f t h e t i m e ser ies [22 , 10] . A 
g e n e r a l f o r m o f a n A R ( p ) m o d e l is 
Xt = / i + aiXt-i + a2Xt-2 + . . . + apXt-p + Ct, 
w h e r e e< is a p u r e l y r a n d o m process (a lso c a l l e d w h i t e no i se ) w i t h m e a n ze ro 
a n d v a r i a n c e a ^ . 
T h e s i m p l e s t e x a m p l e o f A R . m o d e l s is t h e f i r s t - o r d e r case, i . e . , A R ( 1 ) , 
t a k e s t h e f o l l o w i n g f o r m 
Xt = i-i axt-i + 
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li /d = 0 a n d a = 1, i t is t h e b e s t - k n o w n case o f A R m o d e l s , r a n d o m w a l k 
m o d e l , 
Xt+l = Xt + €t+i. 
T h i s m o d e l is c o r r e l a t e d t o t h e E f f i c i e n t M a r k e t H y p o t h e s i s ( E M H ) . T h e 
E M H was d e v e l o p e d b y F a m a [33, 34] a n d f o u n d b r o a d a c c e p t a n c e i n t h e 
financial c o m m u n i t y [54, 86 . 
T h e E M H , i n i t s weak f o r m , s ta tes t h a t t h e pas t m a r k e t p r i ces a n d d a t a 
a re f u l l y r e f l e c t e d i n t h e p r i c e o f asset, i . e . , t h e m o v e m e n t o f t h e p r i c e is 
u n p r e d i c t a b l e . T h e best p r e d i c t i o n fo r a p r i c e is t h e c u r r e n t p r i c e a n d t h e 
a c t u a l p r i ces f o l l o w w h a t is ca l l ed a r a n d o m w a l k . T h e E M H is based o n t h e 
a s s u m p t i o n t h a t a l l news is p r o m p t l y i n c o r p o r a t e d i n p r i ces ; s ince news is 
u n p r e d i c t a b l e ( b y d e f i n i t i o n ) , p r ices are u n p r e d i c t a b l e . M u c h e f f o r t has been 
e x p e n d e d t r y i n g t o p r o v e or d i sp rove t h e E M H . C u r r e n t o p i n i o n is t h a t t h e 
t h e o r y has b e e n d i s p r o v e d [75, 49 ] , a n d m u c h e v i d e n c e sugges ts^ tha t t h e c a p i t a l 
m a r k e t s a re n o t e f f i c i en t [53 . 
I f t h e E M H was t r u e , t h e n t h e best e s t i m a t i o n o f a f i n a n c i a l t i m e series is: 
Xt+l = Xf 
I n o t h e r w o r d s , i f t h e series is t r u l y a r a n d o m w a l k , t h e n t h e bes t e s t i m a t e f o r 
t h e n e x t t i m e p e r i o d is e q u a l t o t h e c u r r e n t e s t i m a t e . H o w e v e r , i n t h i s thes is , 
w e a s s u m e t h a t t h e r e is a p r e d i c t a b l e c o m p o n e n t o f t h e ser ies. 
I n s u m m a r y , A R M A m o d e l s are a c o m b i n a t i o n o f A R a n d M A m o d e l s . A n 
a d v a n t a g e o f A R M A m o d e l s l ies i n t h e f a c t t h a t a s t a t i o n a r y t i m e series m a y 
o f t e n b e d e s c r i b e d b y a n A R M A m o d e l i n v o l v i n g f ewer p a r a m e t e r s t h a n a M A 
o r a n A R m o d e l b y i t s e l f [22 . 
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2.2.4 Support Vector Machines 
S u p p o r t V e c t o r M a c h i n e s ( S V M s ) f i r s t l y a p p e a r e d a t C O L T 1992 [9]. S V M s 
are g r o u n d e d o n t h e S t a t i s t i c a l L e a r n i n g T h e o r y , o r V C t h e o r y , w h i c h was f i r s t 
d e v e l o p e d b y V a p n i k a n d h is co -worke rs [87, 88, 8 9 . 
S V M s h a v e t h e f o l l o w i n g advan tages : 
Theoretical Background 
S V M s are based o n t h e V C t h e o r y , w h i c h has been d e v e l o p e d f o r t h e 
pas t t h i r t y years . T h i s t h e o r y c l a i m s t o g u a r a n t e e g e n e r a l i z a t i o n , i . e . , 
t h e g e n e r a l i z a t i o n e r r o r was b o u n d e d b y t h e s u m o f t h e t r a i n i n g e r r o r 
( e m p i r i c a l r i s k ) p l u s a t e r m , t h e t e r m d e p e n d i n g o n t h e V C d i m e n s i o n 
o f t h e l e a r n i n g m a c h i n e [87, 89]. 
Geometric Interpretation 
S V M s w e r e f i r s t l y p r o p o s e d t o so lve c l ass i f i ca t i on p r o b l e m s . W h e n con-
s t r u c t i n g a, S V M , t h e o b j e c t i v e is n o t o n l y t o m i n i m i z e t h e e m p i r i c a l r i s k , 
b u t a lso t o m a x i m i z e t h e m a r g i n [88, 6] . 
Global and Unique Solution 
T r a i n i n g S V M leads t o so lve t h e Q u a d r a t i c P r o g r a m m i n g ( Q P ) p r o b l e m . 
Fo r a n y c o n v e x p r o g r a m m i n g p r o b l e m , eve ry l o c a l s o l u t i o n w i l l b e also 
g l o b a l . T h e r e f o r e , S V M t r a i n i n g a lways f i n d s a g l o b a l s o l u t i o n , a n d 
u s u a l l y u n i q u e [13]. T h i s is s u p e r i o r t o N N , w h e r e N N u s u a l l y f a l l s i n 
l o c a l m i n i m a [12] . 
Mathematical Tractability 
U s i n g a. k e r n e l f u n c t i o n , S V M s can be t h o u g h t as a n a l t e r n a t i v e t r a i n -
i n g t e c h n i q u e f o r P o l y n o m i a l , R a d i a l Bas is F u n c t i o n a n d M u l t i - L a y e r 
P e r c e p t r o n c lass i f ie rs , i n w h i c h t h e w e i g h t s o f t h e n e t w o r k a re f o u n d b y 
s o l v i n g a. Q u a d r a t i c P r o g r a m m i n g ( Q P ) p r o b l e m w i t h l i n e a r i n e q u a l i t y 
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a n d e q u a l i t y c o n s t r a i n t s , r a t h e r t h a n b y s o l v i n g a n o n - c o n v e x , u n c o n -
s t r a i n e d m i n i m i z a t i o n p r o b l e m , as i n s t a n d a r d n e u r a l n e t w o r k t r a i n i n g 
t e c h n i q u e s [62 . 
D u e t o t h e a b o v e advan tages , S V M s have a t t r a c t e d researches ' i n t e r e s t 
a n d h a v e b e e n a p p l i e d i n a w i d e range o f a p p l i c a t i o n s w i t h e x c e l l e n t p e r -
f o r m a n c e s [25, 71] . T h e s e a p p l i c a t i o n s i n c l u d e p a t t e r n r e c o g n i t i o n , such as 
h a n d w r i t t e n d i g i t r e c o g n i t i o n [9, 26] , face d e t e c t i o n i n i m a g e s [62] , a n d t e x t 
c l a s s i f i c a t i o n [47 . 
T h e m a r g i n c o n c e p t i n S V M is also e x t e n d e d t o t h e reg ress ion p r o b l e m a n d 
a n a n a l o g u e o f t h e m a r g i n is c o n s t r u c t e d i n t h e space o f t h e t a r g e t va lues b y 
u s i n g t h e e - i n s e n s i t i v e loss f u n c t i o n i n S u p p o r t V e c t o r Reg ress ion ( S V R ) t o 
so lve t h e reg ress ion t a s k [88, 77, 71]. B e t t e r resu l t s are o b t a i n e d i n t i m e series 
p r e d i c t i o n [91, 58 , 57 ] , espec ia l l y S V M s i m p r o v e d t h e bes t k n o w n r e s u l t o n t h e 
b e n c h m a r k b y 2 9 % . S V M s have also been success fu l l y a p p l i e d i n t h e f i n a n c i a l 
r e l a t e d a p p l i c a t i o n s [81, 16, 17:. 
T h e r e a re a lso s o m e ex tens ions o f s t a n d a r d S V M s . Fo r e x a m p l e , a w e i g h t e d 
S V M was p r o p o s e d i n [62]. T h i s e x t e n s i o n is used t o h a n d l e t w o f r e q u e n t cases 
i n c l a s s i f i c a t i o n a n d p a t t e r n r e c o g n i t i o n : (a) an u n e q u a l p r o p o r t i o n o f d a t a 
s a m p l e s b e t w e e n t h e classes; ( b ) a need t o t i l t t h e b a l a n c e or w e i g h t one class 
ve rsus t h e o t h e r , w h i c h is v e r y f r e q u e n t w h e n a c l a s s i f i c a t i o n e r r o r o f one t y p e 
is m o r e e x p e n s i v e o r u n d e s i r a b l e t h a n o t h e r [62]. T h i s e x t e n s i o n is s e p a r a t e d 
t h e cost o f e r r o r C i n t o C + a n d w h i c h w i l l p e n a l i z e w i t h h i g h e r p e n a l t y 
t h e m o s t u n d e s i r a b l e t y p e o f e r r o r . O n e a d v a n t a g e o f t h i s e x t e n s i o n has n o 
rea l i m p a c t o n t h e c o m p l e x i t y o f t h e p r o b l e m o f f i n d i n g t h e o p t i m a l v e c t o r o f 
L a g r a n g e m u l t i p l i e r s . T h i s e x t e n s i o n c o u l d be c h a n g e d e v e n f u r t h e r t o a l l o w , 
e. g. h i g h e r va lues o f C f o r h i g h l y r e l i a b l e o r v a l u a b l e d a t a p o i n t s a n d l o w e r 
va lues f o r d a t a p o i n t s o f less con f i dence or va lue [62]. A s i m i l a r e x t e n s i o n 
a lso a p p e a r e d i n t h e f i n a n c i a l t i m e series f o r e c a s t i n g , e . g . [16]. I n [16] , t h e 
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a u t h o r s a s s u m e d t h a t i n t h e n o n - s t a t i o n a r y f i n a n c i a l t i m e ser ies, t h e recen t 
pas t d a t a c o u l d p r o v i d e m o r e i m p o r t a n t i n f o r m a t i o n t h a n t h e d i s t a n t pas t 
d a t a . C o n c r e t e l y , t h e a u t h o r s used a s i g m o i d - l i k e f u n c t i o n t o decrease t h e 
w e i g h t o f C w h e n t h e d a t a is fa r f r o m recen t . T h e i r e x p e r i m e n t s also c o n f i r m e d 
t h e i r a s s u m p t i o n o f f i n a n c i a l t i m e series. 
A l l i m p o r t a n t issue o f m a k i n g S V M s p r a c t i c a l l y use fu l is a u t o m a t i c m o d e l 
s e l e c t i o n . M o s t e x i s t i n g approaches use t h e l eave -one -ou t ( L O O ) m e t h o d s [20, 
90 , 50, 21 ] . T h i s p r o c e d u r e o f L O O cons is ts o f r e m o v i n g one e l e m e n t f r o m 
t h e t r a i n i n g d a t a , c o n s t r u c t i n g t h e dec is ion r u l e o n t h e basis o f t h e r e m a i n i n g 
t r a i n i n g data, a n d t h e n t e s t i n g t h e r e m o v e d d a t a . T h i s p r o c e d u r e c a n b e d o n e 
u n t i l a l l o f t h e t r a i n i n g d a t a are tes ted . T h e p r o c e d u r e o f L O O is u s u a l l y used 
t o e s t i m a t e t h e p r o b a b i l i t y o f tes t e r r o r o f a l e a r n i n g a l g o r i t h m . L u i i t z a n d 
B r a i l o v s k y h a v e p r o v e d a l e m m a [90]: T h e l eave -one -ou t p r o c e d u r e g ives a n 
a l m o s t u n b i a s e d e s t i m a t e o f t h e p r o b a b i l i t y o f t es t e r r o r 
^Perror =么( ^ ^ 
w h e r e p 【丄 is t h e p r o b a b i l i t y o f tes t e r ro r fo r t h e m a c h i n e t r a i n e d o n a s a m p l e 
o f s ize N - l , / : ( X i , y i , . , • , x ^ , VN) is t h e n u m b e r o f e r ro r s i n t h e l e a v e - o n e - o u t 
p r o c e d u r e . 
T h e t h e o r e t i c a l b o u n d s o f L O O i n [90] are also a p p l i e d i n [20] t o select 
t h e p a r a m e t e r ( w i d t h ) o f R B F ke rne l . T h e r e l a t i o n b e t w e e n t h e L O O r a t e 
a n d t h e s t o p p i n g c r i t e r i a o f t h e d e c o m p o s i t i o n m e t h o d f o r S V M is a lso s t u d i e d 
i n [50] a n d t h e a u t h o r s f o u n d t h a t u s i n g a v e r y loose s t o p p i n g c r i t e r i a fo r 
t h e d e c o m p o s i t i o n m e t h o d , t h e best m o d e l can s t i l l b e o b t a i n e d . S u c h a n 
o b s e r v a t i o n l e a d e d t h e a u t h o r s t o des ign a s i m p l e a n d p r a c t i c a l a u t o m a t i c 
m o d e l s e l e c t i o n s o f t w a r e . O t h e r m e t h o d s t o e s t i m a t e t h e p a r a m e t e r s o f S V M s , 
e. g. C i n [48:. 
S ince t h e n u m b e r o f t h e d u a l va r i ab les i n t h e Q P p r o b l e m is e q u a l t o t h e 
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n u m b e r o f d a t a p o i n t s , w h e n t h e d a t a set is l a rge , t h e o p t i m i z a t i o n p r o b l e m be-
c o m e s v e r y c h a l l e n g i n g , because t h e q u a d r a t i c f o r m is c o m p l e t e dense a n d t h e 
m e m o r y r e q u i r e m e n t s g r o w w i t h t h e square o f t h e n u m b e r o f d a t a p o i n t s [62 . 
T o h a n d l e l a r g e data, sets u s i n g S V M w i t h n o n - l i n e a r ke rne l s , t h e R e d u c e d 
S u p p o r t V e c t o r M a c h i n e s ( R S V M ) have been p r o p o s e d as a n a l t e r n a t e o f t h e 
s t a n d a r d S V M b y p rese lec t i ng a subset o f d a t a as s u p p o r t v e c t o r s a n d so lv -
i n g a s m a l l e r o p t i m i z a t i o n p r o b l e m [51, 52] . I n [51] , t h e n u m b e r o f s u p p o r t 
v e c t o r s was r e s t r i c t e d b y s o l v i n g t h e R e d u c e d S V M ( R S V M ) . E s p e c i a l l y t h e 
k e r n e l m a t r i x is r e d u c e d f r o m N x N to N x M, w h e r e N is t h e n u m b e r o f 
d a t a p o i n t s a n d M is t h e size o f a r a n d o m l y se lec ted subset o f t r a i n i n g d a t a 
c o n s i d e r e d as c a n d i d a t e s o f s u p p o r t vec to rs . T h e p e r f o r m a n c e ( t e s t i n g accu-
r a c y ) is a lso as g o o d as t h e regu la r S V M [51]. I n [52] , t h e a u t h o r s s h o w e d t h a t 
t h e R S V M f o r m u l a t i o n is a l r e a d y i n a f o r m o f l i n e a r S V M a n d d iscussed f o u r 
R S V M i m p l e m e n t a t i o n s . T h e i r e x p e r i m e n t s i n d i c a t e d t h a t g e n e r a l l y t h e tes t 
a c c u r a c y o f R S V M is a l i t t l e l ower t h a n t h a t o f t h e s t a n d a r d S V M . I n a d d i t i o n , 
f o r p r o b l e m s w i t h u p t o tens o f t h o u s a n d s o f d a t a , i f t h e p e r c e n t a g e o f s u p p o r t 
v e c t o r s is n o t h i g h , e x i s t i n g i m p l e m e n t a t i o n s f o r S V M is q u i t e c o m p e t i t i v e o n 
t h e t r a i n i n g t i m e . T h e r e f o r e , R S V M w i l l be m a i n l y u s e f u l f o r e i t h e r l a r g e r 
p r o b l e m s o r t hose w i t h m a n y s u p p o r t vec to rs . 
A f t e r d e s c r i b i n g t h e a b o v e f a m o u s m o d e l s , we w i l l t u r n t o i n t r o d u c e t h e 
reg ress ion m o d e l , i n p a r t i c u l a r t h e S u p p o r t V e c t o r Reg ress ion , i n n e x t c h a p t e r . 
Chapter 3 
Support Vector Regression 
N o w S V M s have been a p p l i e d i n t h e regress ion tasks [91, 29, 77, 69 , 41 , 70, 92, 
37] . I n t h i s p a r t , we w i l l descr ibe S V R b e g i n n i n g f r o m t h e regress ion p r o b l e m , 
t h e n t o t h e p r o c e d u r e o f how t o solve t h i s p r o b l e m . 
3.1 Regression Problem 
A reg ress ion p r o b l e m is t o e s t i m a t e ( l ea rn ) a f u n c t i o n 
/ ( x , A ) : X ( R ^ ) R , 
w h e r e X deno tes t h e space o f t h e i n p u t p a t t e r n s , e . g . , I t m i g h t be , f o r 
i n s t a n c e , s t ock p r i ces fo r a c o m p a n y at subsequen t days t o g e t h e r w i t h co r re -
s p o n d i n g e c o n o m e t r i c i n d i c a t o r s ;入 6 八 , 八 is a set o f a b s t r a c t p a r a m e t e r s , 
f r o m a set o f i n d e p e n d e n t i d e n t i c a l l y d i s t r i b u t e d ( i . i . d . ) samp les w i t h size N , 
X, e X ( I R 勺， i M G ]R, (3 .1 ) 
w h e r e t h e above samp les were d r a w n f r o m an u n k n o w n d i s t r i b u t i o n P ( x , y ) . 
N o w t h e a i m is t o f i n d a f u n c t i o n / ( x , 入 * ) w i t h t h e s m a l l e s t poss ib le va lue 
f o r t h e expected risk (o r tes t e r r o r ) as 
R[X] = j l{yJ(x,X))P{x,y)clxdy, (3.2) 
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w h e r e I is a loss f u n c t i o n w h i c h can be de f i ned as one needs. 
U s u a l l y t h e p r o b a b i l i t y o f d i s t r i b u t i o n P ( x , y) is u n k n o w n . H e n c e w e are 
u n a b l e t o c o m p u t e , a n d t o m i n i m i z e , t h e e x p e c t e d r i s k R[\] i n E q . (3 .2 ) . B u t 
w e m a y k n o w s o m e i n f o r m a t i o n o f P ( x , y) f r o m t h e s a m p l e s o f (3 .1 ) . So w e 
c o m p u t e a s t o c h a s t i c a p p r o x i m a t i o n o f R[\] b y t h e so c a l l e d empirical risk: 
1 N 
= (3 .3 ) 
i = l 
I t is because t h a t t h e l a w o f la rge n u m b e r s gua ran tees t h a t t h e e m p i r i c a l r i s k 
conve rges i n p r o b a b i l i t y t o t h e e x p e c t e d r i sk . H o w e v e r , f o r p r a c t i c a l p r o b l e m , 
t h e s ize o f s a m p l e s is s m a l l . O n l y m i n i m i z i n g t h e e m p i r i c a l r i s k m a y cause 
p r o b l e m s , such as b a d e s t i m a t i o n or o v e r f i t t i n g , a n d we c a n n o t o b t a i n g o o d 
r e s u l t w h e n n e w d a t a c o m e i n . 
T o so l ve t h e s m a l l s a m p l e p r o b l e m , t h e s t a t i s t i c a l t h e o r y , o r V C t h e o r y , 
has p r o v i d e d b o u n d s o n t h e d e v i a t i o n o f t h e e m p i r i c a l r i s k f r o m t h e e x p e c t e d 
r i s k [87, 89 ] . A t y p i c a l u n i f o r m V a p n i k a n d C h e r v o n e n k i s b o u n d , w h i c h h o l d s 
w i t h p r o b a b i l i t y 1 - 77, has t h e f o l l o w i n g f o r m : 
V A e A , (3 .4 ) 
w h e r e h is t h e V C - d i m e n s i o n o f / ( x , A ) . 
F r o m t h i s b o u n d , i t is c lear t h a t i n o r d e r t o ach ieve s m a l l e x p e c t e d r i s k , 
i . e . g o o d g e n e r a l i z a t i o n p e r f o r m a n c e , b o t h t h e e m p i r i c a l r i s k a n d t h e r a t i o 
b e t w e e n t h e V C - d i m e n s i o n a n d t h e n u m b e r o f d a t a p o i n t s has t o b e s m a l l . 
S i nce t h e e m p i r i c a l r i s k is u s u a l l y a dec reas ing f u n c t i o n o f h , i t t u r n s o u t t h a t 
f o r a g i v e n n u m b e r o f samp les , t h e r e is an o p t i m a l v a l u e o f t h e V C - d i m e n s i o n . 
T h e cho i ce o f a n a p p r o p r i a t e va lue o f h ( w h i c h i n m o s t t e c h n i q u e s is c o n t r o l l e d 
b y t h e n u m b e r o f f ree p a r a m e t e r s o f t h e m o d e l ) is v e r y i m p o r t a n t i n o r d e r t o 
ge t g o o d p e r f o r m a n c e s , espec ia l l y w h e n t h e n u m b e r o f d a t a p o i n t s is s m a l l . 
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T h e r e f o r e , a t e c h n i q u e , Structural Risk Minimization ( S U M ) , was deve l -
o p e d b y V a p n i k [87, 88, 89] i n t h e a t t e m p t t o o v e r c o m e t h e p r o b l e m o f choos-
i n g a n a p p r o p r i a t e V C - d i m e n s i o n . A d i f f e ren t i n d u c t i o n p r i n c i p l e , Structural. 
Risk Minimization Principle, was p r o p o s e d i n [87]. 
S u p p o r t V e c t o r M a c h i n e s ( S V M s ) were d e v e l o p e d t o i m p l e m e n t t h e S R M 
p r i n c i p l e [88]. T h e S V M s were used i n t h e c l ass i f i ca t i on a t f i r s t ; t h e y we re 
a lso a p p l i e d i n s o l v i n g regress ion p r o b l e m . W h e n S V M s w e r e used t o so lve 
t h e reg ress ion p r o b l e m , t h e y were u s u a l l y ca l l ed S u p p o r t V e c t o r Reg ress ion 
( S V R ) a n d t h e a i m o f S V R is t o f i n d a f u n c t i o n f w i t h p a r a m e t e r s w a n d b 
b y m i n i m i z i n g t h e f o l l o w i n g regress ion r i sk : 
1 N 
RreAf) = + /( /(Xi), yi), (3 .5 ) 
乙 i = i 
w h e r e C is a t r a d e o f f t e r m , ca l l ed t h e cost o f e r r o r ; ( , ) deno tes t h e i n n e r p r o d -
u c t , t h e f i r s t t e r m c a n be seen as t h e m a r g i n i n S V M s a n d t h e r e f o r e , c a n mea,-
s i i re t h e V C - d i m e n s i o n [88]. A c o m m o n i n t e r p r e t a t i o n is t h a t t h e E u c l i d e a n 
n o r m , (w , w ) , measu res t h e f la tness o f t h e f u n c t i o n f , m i n i m i z i n g (w , w ) w i l l 
m a k e t h e o b j e c t i v e f u n c t i o n as flat as poss ib le [77 . 
T h e f u n c t i o n f is d e f i n e d as, 
/ ( x , w , 6 ) = 〈 w , ( K x ) 〉 + 6, (3 .6 ) 
w h e r e (/)(x) : x H , m a p s x G A ^ I R ’ i n t o a h i g h (poss ib le i n f i n i t e ) d i m e n -
s i o n a l space fi, a n d 6 G R . 
3.2 Loss Function 
111 o r d e r t o m e a s u r e t h e e m p i r i c a l r i s k , we s h o u l d spec i f y a loss f u n c t i o n . T h e r e 
a re m a n y loss f u n c t i o n s , such as, squa red loss f u n c t i o n , R u b e r ' s loss f u n c t i o n , 
£ - i n s e n s i t i v e loss f u n c t i o n . T a b l e 3 .1 l i s ts some c o m m o n loss f u n c t i o n s a n d t h e i r 
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T a b l e 3.1: Loss f u n c t i o n s a n d t h e i r c o r r e s p o n d i n g d e n s i t y f u n c t i o n s 
loss f u n c t i o n 1{S) d e n s i t y f u n c t i o n p{S) 
L i n e a r £ - i n s e n s i t i v e |5|c 2 ( i + e) 
L a p l a c i a n |5| | e x p ( - | 5 | ) 
G a u s s i a n ； ^ ^ e x p ( — 誓 ） 
^ , . 1 .2 長 e x p ( -会 勺 
Q u a d r a t i c E - i n s e n s i t i v e 金5乏 
H u b e r ' s r o b u s t ^ T ^ T a 
\ — y , o t h e r w i s e \ exp(|^ - |5|)， o t h e r w i s e 
P o l y n o m i a l 引5丨" 勺 
P i e c e w i s e p o l y n o m i a l | ^ 丨 化 " o c | < 矛 ) ’ 
[ 丨 一 O t h e r w i s e [ e x p ( a ^ - |5|), o t h e r w i s e 
Absolute Loss E-insensitive 
-3 -2 -1 0 1 2 3 -2 - I 0 I 2 3 
6 6 
(a) Laplacian (b) s-insensitive 
Squared Loss Huber's Robust 
O S 
- 2 - 1 0 1 2 3 - 2 - 1 0 1 2 3 
8 8 
(c) Gaussian (d) Huber's Robust 
F i g u r e 3.1: T y p i c a l loss f u n c t i o n s w i t h t h e i r d e n s i t y f u n c t i o n s . 
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d e n s i t y f u n c t i o n s , Q u a d r a t i c e - insens i t i ve loss f u n c t i o n is a d d e d c o m p a r i n g t o 
t h e f u n c t i o n s l i s t e d i n [73]. 
A s t a t i s t i c a l pe rspec t i ve is g i ven i n [73]. I t assumes t h a t t h e t a r g e t values 
y are g e n e r a t e d by an u n d e r l y i n g f u n c t i o n a l dependency f p lus a d d i t i v e noise 
S w i t h d e n s i t y ps, i . e . / ( X i ) = ftrue-\-^i- T h e r e f o r e , m i n i m i z i n g Remp co inc ides 
t o choose loss f u n c t i o n equa l m i n u s l og -dens i t y f u n c t i o n , i . e . / ( / ( x ) , y ) = 
- l o g p ( j / | x , / ) . 
T h e r e f o r e , t h e m o s t f r e q u e n t l y used loss f u n c t i o n , square loss f u n c t i o n (see 
F i g . 3 . 1 ( c ) ) , co r responds t o t h a t t h e obse rva t i on y is c o r r u p t e d b y n o r m a l 
noise. 
/ 2 (y , / (x ) ) 二 or / 2 ⑷ 々 ， (3.7) 
t h e s q u a r e d loss co r responds t o t h e a s s u m p t i o n o f Gauss ian noise. H o w e v e r , 
t h e s q u a r e d loss is n o t a lways t h e best choice. T h e r e are s t i l l m a n y loss f u n c -
t i o n s can be chosen fo r d i f f e ren t p rob lems . 
I n [88] , t h e £ - i nsens i t i ve loss f u n c t i o n ( F i g . 3 . 1 ( b ) ) is p roposed , 
, H M 、 f 0, i f | y _ / W I < e 
/ , ( y , / ( x ) ) = . • (3.8) 
I \y - / ( X ) — e, o therwise 
T h e d i f f e rence b e t w e e n e - insens i t i ve loss f u n c t i o n a n d L a p l a c i a n f u n c t i o n (see 
F i g . 3 . 1 ( a ) ) is t h a t i n e - i nsens i t i ve loss f u n c t i o n , w h e n t h e d a t a p o i n t s are i n t h e 
range o f ± £ , t h e y do n o t c o n t r i b u t e t o t h e o u t p u t e r ro r . T h e r e f o r e , i nc reas ing 
t h e £ va lue , one reduces t h e n u m b e r o f s u p p o r t vec to rs , e x t r e m e l y one m a y 
o b t a i n a c o n s t a n t regress ion f u n c t i o n . T h i s i n d i r e c t l y a f fects t h e c o m p l e x i t y 
a n d g e n e r a l i z a t i o n o f m o d e l s . 
D u e t o t h e a d v a n t a g e o f e - i nsens i t i ve loss f u n c t i o n , we j u s t cons ider i t as loss 
f u n c t i o n here , t h e c o r r e s p o n d i n g S V R is also ca l l ed e - S V R . T h e m i n i m i z a t i o n 
o f E q . (3 .5) is e q u i v a l e n t t o t h e f o l l o w i n g c o n s t r a i n e d m i n i m i z a t i o n p r o b l e m : 
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1 N 
m i n T ( w , 6 , 《 ( * ) ) 二 ^ w , w 〉 + C 妙 + ff)’ （3.9) 
subject to yi - (w, </>(xi)) + 6) < £ + 仏 
〈w，(Kx i )〉+ 6 ) - j A . < £ + (3 .10) 
d*) > 0. 
H e r e a n d b e l o w , i t is u n d e r s t o o d t h a t i = 1 , . . . ,_/V a n d ( * ) is a s h o r t h a n d 
i m p l y i n g b o t h t h e va r iab les w i t h a n d w i t h o u t as ter isks , a n d measures 
t h e u p e r r o r a n d d o w n e r ro r fo r s a m p l e ( x i , i / j ) r espec t i ve l y , see F i g . 3 .2 (a ) . 
A s t a n d a r d m e t h o d t o find t h e o p t i m a l s o l u t i o n o f above m i n i m i z a t i o n 
p r o b l e m E q . ( 3 .9 ) , t h e r e f o r e find t h e f u n c t i o n f as E q . (3 .6 ) , is t o c o n s t r u c t 
t h e d u a l p r o b l e m o f t h i s o p t i m i z a t i o n p r o b l e m ( p r i m a l p r o b l e m ) b y L a g r a n g e 
M e t h o d a n d t o t r a n s l a t e t h e ( p r i m a l ) m i n i m i z a t i o n p r o b l e m t o m a x i m i z e i t s 
d u a l f u n c t i o n , bas ic resu l t s i n A p p e n d i x . A . T h e r e f o r e , a Q u a d r a t i c P r o g r a m -
m i n g ( Q P ) p r o b l e m is o b t a i n e d [88]: 
N N 
m i n Q ( a ( * ) ) = | …一 《 ) 〈树 x j , 树 x _ ^ - ) 〉 
" • 1 • 1 t=i j=i 
N N 
+ + + (3 .11) 
i=l i=l 
s u b j e c t t o 
N 
af^ € [0,C]. (3.12) 
t=i 
A f t e r s o l v i n g t h i s Q P p r o b l e m , we o b t a i n t h e o b j e c t i v e f u n c t i o n 
N 
i=i 
w h e r e cv, a* a re t h e L a g r a n g e m u l t i p l i e r s used t o p u l l a n d p u s h f t o w a r d s t o 
t h e o b s e r v a t i o n y. 
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A l t h o u g h t h e Q P p r o b l e m is so lved , b is n o t c a l c u l a t e d . T h e c o m p u t a t i o n 
o f b is e x p l o i t e d b y t h e K a r u s h - K u h n - T u c k e r ( K K T ) c o n d i t i o n s . H e r e , t h e y 
a re 
+ + y i + { w , ( ^ ( x , ) ) - 6 ) = 0, 
a n d 
( C - = 0, 
( c - = 0. 
T h e r e f o r e , seve ra l use fu l conc lus ions are o b t a i n e d . F i r s t l y , a j * ) = C m e a n s 
t h a t s a m p l e s ( x j , yi) l i e o u t s i d e o f t h e e m a r g i n . Second ly , a ^ a * = 0, t h i s 
m e a n s t h a t a n y p a i r o f d u a l va r i ab les a^, a * are n o t n o n z e r o s i m u l t a n e o u s l y , 
o t h e r w i s e , i t w i l l r e q u i r e n o n z e r o s lack i n b o t h d i r e c t i o n s . F i n a l l y a j * ) G (0 ’ C) 
c o r r e s p o n d s t o s a m p l e s ( x j , y i ) l y i n g o n t h e e m a r g i n a n d b c a n be c o m p u t e d 
as f o l l o w s : 
I yi - � w , </)(x,)) — for ai E (0, C) 
— I • ) > + £ , f o r a ? G ( 0 , C ) • 
W h e n n o cv!*) e (0 , C ) , such m e t h o d as i n [19] are used. 
U s u a l l y , t h o s e s a m p l e p o i n t s (x^ , y i ) w i t h n o n z e r o ai o r a* a re c a l l e d support 
vectors. 
T h e p a r a m e t e r e is u s u a l l y d i f f i c u l t t o c o n t r o l [58] , as one does n o t k n o w 
b e f o r e h a n d h o w a c c u r a t e l y one is ab le t o fit t h e c u r v e . A p a r t i a l s o l u t i o n is 
u s i n g t h e i z - S V R , w h i c h is a m o d i f i c a t i o n o f t h e e - S V R . I n " - S V R , i t i n t r o d u c e s 
a n e w p a r a m e t e r ly (see F i g . 3 . 2 ( b ) ) t o rep lace e a n d t h i s “ c o n t r o l s t h e f r a c t i o n 
o f e x a m p l e s o u t s i d e o f t h e £ - t u b e a n d i n d i r e c t l y c o n t r o l s t h e s ize o f t h e e-
t u b e [69, 74, 70 ’ 2 7 ’ 63: . 
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J X X T X X 一 - - X - ’ I J L ^ I ^ ^ 
t _ -Jjr.!^;^：^-- 0 ve 
-•"""""""""""""^ &‘ f{x) = <w, (!)(x)>+b 一 ‘ T^' f(x) = <w, «Kx)>+b 
(a) s-SVR (b) u-SWR 
F i g u r e 3 .2 : L i n e a r regress ion o n t h e f e a t u r e space b y e - S V R a n d z^-SVR. 
3.3 Kernel Function 
T o so lve t h e n o n - l i n e a r samp les , S V R e x p l o i t s t h e m a p p i n g f u n c t i o n t h i s 
f u n c t i o n m a p s t h e i n p u t space X i n t o a new space H = { ( / ) ( x ) | x G •X"}, x = 
( x i , . . . , x a t ) b e c o m e s t o ( / ) (x ) = ( < / ) i ( x ) , . . . , </);v(x)) a n d a l i n e a r regress ion 
f u n c t i o n is o b t a i n e d i n t h e f e a t u r e space ( H ) , see F i g . 3 .2 (a ) . 
I n E q . ( 3 . 1 1 ) , t h e m a x i m i z i n g o b j e c t i v e f u n c t i o n c o n t a i n s a n i n n e r p r o d u c t 
o f m a p p i n g f u n c t i o n . H e r e we can see a n o t h e r a d v a n t a g e o f S V R . B y u s i n g 
t h e t r i c k o f k e r n e l f u n c t i o n , one le ts t h e k e r n e l f u n c t i o n be t h e i n n e r p r o d u c t 
o f m a p p i n g f u n c t i o n , / \ ( x , z ) = (</>(x), </)(z)). T h e r e f o r e , one o n l y needs t o 
s p e c i f y a k e r n e l f u n c t i o n w i t h o u t c o n s i d e r i n g t h e m a p p i n g f u n c t i o n o r t h e 
f e a t u r e space e x p l i c i t l y . 
T h e n a m e kernel is d e r i v e d f r o m i n t e g r a l o p e r a t o r t h e o r y , w h i c h s u p p o r t s 
m u c h o f t h e t h e o r y o f t h e r e l a t i o n b e t w e e n ke rne ls a n d t h e i r c o r r e s p o n d i n g 
f e a t u r e spaces. A n i m p o r t a n t consequence o f t h e d u a l r e p r e s e n t a t i o n is t h a t 
t h e d i m e n s i o n o f t h e f e a t u r e space need n o t a f fec t t h e c o m p u t a t i o n . A s one 
does n o t r e p r e s e n t t h e f e a t u r e vec to rs e x p l i c i t l y , t h e n u m b e r o f o p e r a t i o n s 
r e q u i r e d t o c o m p u t e t h e i n n e r p r o d u c t b y e v a l u a t i n g t h e k e r n e l f u n c t i o n is 
n o t necessa r i l y p r o p o r t i o n a l t o t h e n u m b e r o f f ea tu res . T h e use o f k e r n e l 
m a k e s i t poss ib l e t o m a p t h e d a t a i m p l i c i t l y i n t o a f e a t u r e space a n d t o t r a i n 
a, l i n e a r m a c h i n e i n such a space, p o t e n t i a l l y s i d e - s t e p p i n g t h e c o m p u t a t i o n a l 
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p r o b l e m s i n h e r e n t i n e v a l u a t i n g t h e f e a t u r e m a p . T h e o n l y i n f o r m a t i o n u s e d 
a b o u t t h e t r a i n i n g e x a m p l e s is t h a t G r a m m a t r i x , o r k e r n e l m a t r i x , i n t h e 
f e a t u r e space [28 . 
K e r n e l f u n c t i o n s h o u l d s a t i s f y t h e M e r c e r ' s T h e o r e m . F r o m t h i s t h e o r e m , 
a m a p p i n g f u n c t i o n </)(x) f o r a k e r n e l m a t r i x K c a n be c o n s t r u c t e d as f o l l o w s 
7 0 , 2 8 ] , 
w h e r e A, is t h e e i g e n v a l u e s o f K , Vt = is t h e c o r r e s p o n d i n g e i g e n v e c t o r . 
N 
� < / ) ( X F C ) ’ < ^ ( X / ) � = XTVTKVTI = ( V ^ A V ) ) T / = KKI = 
/.=i 
H o w e v e r , f o r t h e s a m e k e r n e l f u n c t i o n , t h e m a p p i n g f u n c t i o n is n o t u n i q u e . 
F o r e x a m p l e , w e m a y choose a k e r n e l f u n c t i o n as ( x f c , x / ) = ( x a ; , x / ) ^ , w h e r e 
X G It is e a s y t o see that </)i(x) = [ x \ , \ / 2 x i x 2 , x l ) ' , ( / )2(x) = ^ ( x j — 
x \ , 2 x i X 2 , x \ + x l ) ' , 4>^[yL) = { x \ , x i X 2 , x i X 2 , x l ) ' a l l a re c a n b e t h e m a p p i n g 
f u n c t i o n o f t h i s k e r n e l f u n c t i o n K [12]. 
F o u r c o m m o n k e r n e l f u n c t i o n s i n c l u d e : 
Linear function: /i'(xfc,x/) = (x/,,x/); 
P o l y n o m i a l f u n c t i o n w i t h p a r a m e t e r d, / i ( x ; t , x / ) = ( � x f c , x ; � + 1”； 
Radial Basis Function (RBF) with parameter /3: 
K { x k , x i ) = e x p ( - l 3 \ \ x k - x i f ) , ( 3 . 13 ) 
a d e m o n s t r a t i o n f o r s e p a r a b l e classes b y R B F k e r n e l f u n c t i o n is i l l u s -
t r a t e d i n F i g . 3 . 3 ( a ) , a m a p p i n g t o f e a t u r e space is d e p i c t e d i n F i g . 3 . 3 ( b ) . 
Hyperbolic tangent: (xfc,x/) = tanh(2(xA：, x/) + 1). 
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(a) Radial Basis Function (b) RBF mapping 
F i g u r e 3.3: Separab le c lass i f i ca t ion w i t h R a d i a l Basis k e r n e l f u n c t i o n s i n d i f -
f e ren t space. L e f t : o r i g i n a l space. R i g h t : f ea tu re space. 
3.4 Relation to Other Models 
3.4.1 Relation to Support Vector Classification 
A S V M fo r ( separab le ) c lass i f i ca t ion ( S V C ) is t o c o n s t r u c t a h y p e r p l a n e i n t h e 
same f o r m o f E q . (3 .6) f r o m d a t a 
(XI，yi)’...，（x;v,y;v)’ Xi G (3.14) 
by s o l v i n g t h e f o l l o w i n g m i n i m i z a t i o n p r o b l e m [9]: 
m i l l {w, w) subject to yi • / ( x , ) > 1, (3 .15) 
w h e r e 7 - ^ m e a n s t h e w i d t h o f m a r g i n , m i n i m i z i n g {w, w ) is e q u i v a l e n t t o 
m a x i m i z i n g t h e m a r g i n w i d t h be tween t w o classes (here t h e m a r g i n w i d t h is 
d e f i n e d by t h e d i s t a n c e o f t h e h y p e r p l a n e t o t h e nearest o f e i t h e r c lass). A f t e r 
t h a t , t h e dec is ion f u n c t i o n takes t h e f o r m 
/ ( x ) = sgn({w,(/>(x)) + 6). 
A t f i r s t , we can see t h a t t h e regress ion p r o b l e m , Eq . (3 .9) w i t h c o n s t r a i n t s 
E q . (3 .10 ) , is so d i f f e r e n t t o t h e c lass i f i ca t ion p r o b l e m , E q . (3 .15) . T h e f i r s t 
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(a) SVR (b) SVC 
F i g u r e 3.4: D e m o n s t r a t i o n fo r regress ion a n d c l ass i f i ca t i on o n t h e f e a t u r e 
space. S a m p l e p o i n t s w i t h c i rc les are s u p p o r t vec to rs , (a ) s u p p o r t vec to r s 
l i e o n o r o u t o f t h e m a r g i n b o u n d , s a m p l e p o i n t s i n s i d e m a r g i n b o u n d h a v e 
n o c o n t r i b u t i o n t o t h e dec i s ion f u n c t i o n ; ( b ) s u p p o r t vec to rs l i e o n t h e m a r -
g i n b o u n d , s a m p l e p o i n t s o u t s i d e m a r g i n b o u n d h a v e n o c o n t r i b u t i o n t o t h e 
d e c i s i o n f u n c t i o n . 
d i f f e r e n c e is t h e i r c o n s t r a i n t s : S V R is a d d i t i v e , S V C is m u l t i p l i c a t i v e . T h e 
second d i f f e r e n c e is t h e s u p p o r t vec to rs : i n S V R , s u p p o r t v e c t o r s l i e o n or 
o u t o f t h e m a r g i n b o u n d , see F i g . 3 .4 (a ) ; i n S V C , s u p p o r t v e c t o r s l i e o n t h e 
m a r g i n b o u n d ( F i g . 3 . 4 ( b ) ) . T h e t h i r d d i f f e rence is t h a t o t h e r p o i n t s i n S V R 
are r e q u i r e d t o l i e w i t h i n a m a r g i n b o u n d o f r a d i u s e, w h e r e i n S V C , t h e y 
a re r e q u i r e d t o l i e o u t s i d e o f m a r g i n b o u n d a n d o n t h e c o r r e c t s ide ( F i g . 3 .4 ) . 
T h e s e p o i n t s ( b o t h fo r regress ion a n d c lass i f i ca t i on ) do n o t c o n t r i b u t e t o t h e 
d e c i s i o n f u n c t i o n . 
A l t h o u g h t h e m a r g i n c o n c e p t is d i f f e r e n t , a c o n n e c t i o n o f m a r g i n s i n re-
g ress ion a n d c l a s s i f i c a t i o n is g i v e n i n [74] b y t h e f o l l o w i n g s - m a r g i n d e f i n i t i o n . 
D e f i n i t i o n 1 ( e - m a r g i n ) L e t (£；’ | | . || • | |F) b e n o r m e d space, a n d X C 
E. T h e £ - m a r g i n o f a f u n c t i o n f : X i ~ > F is d e f i n e d as 
m , ( / ) : = i n f { | | x - y I I e 丨 x ’ y G X , | | / ( x ) - / ( y ) | | F > 2 e } . 
T h e r e f o r e , fo r a l i n e a r f u n c t i o n / ( x ) = { w , x ) + 6, t h e e - m a r g i n takes t h e 
f o r m m . e ( f ) = j | ^ ’ d e t a i l e d d e s c r i p t i o n see E x a m p l e 9 i n [74]. H e n c e , fo r 
f i x e d £：, m a x i m i z i n g t h e m a r g i n a m o u n t s t o m i n i m i z i n g | |w | | as d o n e i n t h e S V 
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regress ion : i n t h e s i m p l e s t f o r m , cf. Eq . (3.9) w i t h o u t s lack v a r i a b l e t h e 
t r a i n i n g o n d a t a E q . (3 .1) consists o f m i n i m i z i n g ||w|p s u b j e c t t o 
|/(xO-y.| < £ . (3 .16) 
T h e r e f o r e , m i n i m i z i n g ||w||^  means t o f i n d a f u n c t i o n f as flat as poss ib le [77 . 
For c l ass i f i ca t i on , t h e m a r g i n can be set t o m 八 f ) = w h i c h is e q u a l 
t o t h e m a r g i n d e f i n e d fo r V a p n i k ' s canon i ca l h y p e r p l a n e [88]. G i v e n t h e d a t a 
set as E q . ( 3 .14 ) , an o r i e n t e d h y p e r p l a n e i n E can be u n i q u e l y expressed b y a, 
l i n e a r f u n c t i o n as E q . (3 .6) w i t h 
m i n { | / ( x ) | | X G X } = 1. (3 .17) 
F r o m E q . (3 .15 ) , t h e p a r a m e t e r e is super f l uous . H o w e v e r , t h e dec i s i on 
f u n c t i o n , / ( x ) = s g n ( � w , ( ^ ( x )〉+ 6), w i l l n o t change i f m i n i m i z i n g (w, w ) = 
|w | | 2 , subject to iji. / ( X j ) > s. For t h e p o i n t s o n t h e m a r g i n b o u n d , F i g . 3.5, 
t h e r e a re I = y i - / ( x ^ ) = 1 - | / ( X i ) — y i • 
me(f) 
F i g u r e 3.5: 1 - D t o y e x a m p l e : separa te ’o ’ f r o m ' x ' . T h e S V c lass i f i ca t i on 
a l g o r i t h m c o n s t r u c t s a l i nea r f u n c t i o n f { x ) = ( w , x ) + b s a t i s f y i n g E q . (3 .17) 
w i t h £ = 1. T o m a x i m i z e t h e m a r g i n one has t o m i n i m i z e ||w| . 
3.4.2 Relation to Ridge Regression 
R i d g e regress ion is o r i g i n a t e d as a l i nea r regress ion [44], i t chooses a f u n c t i o n 
t h a t m i n i m i z e s a c o m b i n a t i o n o f square loss a n d n o r m o f t h e w v e c t o r , w h i c h is 
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ana logous t o t h e m a x i m a l m a r g i n h y p e r p l a n e i n t h e S V M s . T h e o r i g i n a l m o t i -
v a t i o n o f R i d g e regress ion is based o n s t a t i s t i ca l a n d n u m e r i c a l cons ide ra t i on . 
A r i d g e regress ion a l g o r i t h m m i n i m i z e s t h e pena l i zed loss f u n c t i o n 
N 
b) = A�w,w) + yi)\ 
i=i 
w h e r e t h e p a r a m e t e r A con t ro l s t he t rade -o f f b e t w e e n low s u m square loss a n d 
low n o r m o f t h e s o l u t i o n (ana logous t o C i n S V M s ) . 
U s i n g m a t r i x n o t a t i o n a n d a d d i n g P i n t h e first t e r m o f above e q u a t i o n , S 
can be rep resen ted as, 
5(w) = + ( y - X 众 ) - Xw), 
w h e r e 1。 is a n n x n i d e n t i t y m a t r i x , w 二 (w了，6)了’ X = ( X ' , I n ) , s u p e r s c r i p t 
T deno tes t h e t ranspose . 
I n o r d e r t o ge t t h e o p t i m a l so lu t i on , we le t 緣 = 0 , i . e . , 
^ = 2XIn命 + 2 ( X ^ X w - X ^ y ) = 0, 
ow 
hence 
( X ^ X + A I i v + i ) w = X T y , 
w h e r e ( .尸 is t h e inverse o f m a t r i x . 
S i m i l a r l y , u s i n g t h e t r i c k o f ke rne l f u n c t i o n , X ^ X is j u s t a k e r n e l m a t r i x 
w i t h l i n e a r k e r n e l f u n c t i o n . O t h e r ke rne l f u n c t i o n w i t h c o r r e s p o n d i n g k e r n e l 
m a t r i x can be c o n s t r u c t e d t o rep lace t h e X ^ X by K , a n d we can o b t a i n t h e 
c o r r e s p o n d i n g o p t i m a l s o l u t i o n for non l i nea r regress ion b y t h i s k e r n e l K , 
W e can see t h a t t h i s is e x a c t l y t h e Least -Squares S u p p o r t V e c t o r M a c h i n e s 
( L S - S V M s ) . L S - S V M s are a n o t h e r class o f l e a r n i n g m a c h i n e s u s i n g t h e n a m e 
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o f S V M [79, 80] . H o w e v e r , these m o d e l s are d i f f e r e n t t o S V M f o r m u l a t i o n s . 
I n these m o d e l s , t h e q u a d r a t i c loss f u n c t i o n are cons ide red . T h e i n e q u a l i t y 
c o n s t r a i n t s a re r e p l a c e d t o be e q u a l i t y . T h e d u a l p r o b l e m b e c o m e s t o so lve a 
set o f l i n e a r s y s t e m . 
3.4.3 Relation to Radial Basis Function 
身 。 
。 。。尚 o 
� A :。 火 。 
�_Jo V j D O O O 
o 
F i g u r e 3.6: A d e m o n s t r a t i o n o f s t a n d a r d R B F n e t w o r k fo r reg ress ion , m a r k e d 
，+ ’ d e n o t e t h e cen te r o f R B F nodes. 
A n S V R w i t h R B F kerne ls ( E q . (3 .13 ) ) resu l t s a n a r c h i t e c t u r e o f a n R B F 
n e t w o r k . H o w e v e r , t h e r e are some d i f fe rences b e t w e e n S V R a n d R B F n e t w o r k . 
I n a s t a n d a r d R B F n e t w o r k , t h e n u m b e r o f nodes a n d t h e i r cen te rs is d e t e r -
m i n e d b y /c-means c l u s t e r i n g ( F i g . 3 .6) . I n c o n t r a s t , a n S V R w i t h R B F ke rne l s 
uses R B F nodes c e n t e r e d o n t h e s u p p o r t vec to rs . T h e n u m b e r o f nodes equa ls 
t o t h e n u m b e r o f s u p p o r t vec to r s a n d t h e cen te rs o f t h e R B F nodes i d e n t i f y 
w i t h t h e s u p p o r t v e c t o r s t h e m s e l v e s ( F i g . 3 . 4 ( a ) ) . T h e R B F f u n c t i o n i n b o t h 
m o d e l s p r o v i d e s s a m e a c t i o n , a d j u s t i n g t h e d i s t a n c e o f a p o i n t t o t h e cen te rs 
o f R B F nodes [14: . 
3.5 Implemented Algorithms 
I n p r a c t i c e , S V M s need t o so lve a Q P p r o b l e m . T h e S V M a l g o r i t h m fo r so lv -
i n g t h i s Q P p r o b l e m is c o m p l e x , s u b t l e , a n d d i f f i c u l t f o r a n average eng inee r 
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t o i m p l e m e n t . Hence , i n t h e b e g i n n i n g , researchers have t o use Q P o p t i m a l 
packages, such as M I N O S , L O Q O . These packages are some q u a d r a t i c p r o g r a m 
s u b r o u t i n e s p r o v i d e d i n t h e M a t lab o p t i m i z a t i o n t o o l b o x , b u t t h e y are usua l l y 
c o m m e r c i a l . I n t h e sequel , t he re are a la rge n u m b e r o f S V a l g o r i t h m s have been 
p r o p o s e d over t h e years: t h e N e w t o n m e t h o d , g r a d i e n t descent m e t h o d [15], 
p r i m a l d u a l i n t e r i o r - p o i n t m e t h o d [77], subset se lec t ion a l g o r i t h m s such as 
c h u n k i n g ( i n t r o d u c e d by V a p n i k , 1982 [87]) , Sequen t i a l M i n i m a l O p t i m i z a t i o n 
( S M O ) , p r o p o s e d b y P i a t t [64], e tc [61, 36, 78]. N o w these are also some 
packages i m p l e m e n t e d by t h e above a l g o r i t h m s ava i lab le o n t h e i n t e r n e t . For 
e x a m p l e , t h e package SVM^咖 o f Joach ims [46], t h e l i b S V M , w h i c h is pre-
p a r e d b y C h i h - J e n L i n [19], t h e M a t l a b S V M T o o l b o x , b y Steve G u n n [41:. 
He re , we w i l l b r i e f l y r ev i ew some o f t h e m o s t c o m m o n a l g o r i t h m s . 
Gradient Descent 
G r a d i e n t descent is t h e s imp les t m e t h o d fo r so l v i ng o p t i m i z a t i o n p r o b l e m , i t 
is also k n o w n as t h e steepest descent a l g o r i t h m [5, 15, 7]. T h e a l g o r i t h m 
beg ins w i t h a n i n i t i a l e s t i m a t e fo r t h e s o l u t i o n , a n d t h e n i t e r a t i v e l y u p d a t e s 
t h e v e c t o r f o l l o w i n g t h e steepest descent p a t h . A t each i t e r a t i o n t h e d i r e c t i o n 
o f t h e u p d a t e is d e t e r m i n e d b y t h e steepest descent s t r a t e g y w h i l e t h e l e n g t h 
o f t h e s tep m a y be f i xed , w h i c h is also k n o w n as l e a r n i n g r a t e [28]. 
T h e r e f o r e , t h e r e is a n o t h e r w a y t o see t h e Q P a l g o r i t h m , i . e . , t h e q u a n t i t y 
( 3 ( a ) i n E q . (3 .11) is i t e r a t i v e l y decreased b y f i x i n g a l l va r iab les b u t one. Hence 
a m u l t i - d i m e n s i o n a l p r o b l e m is r educed t o a sequence o f one d i m e n s i o n a l ones. 
For Q P p r o b l e m s t h e r e is a g l oba l m a x i m u m s o l u t i o n , a n d t h i s g l o b a l o p t i m a l 
s o l u t i o n can be f o u n d o n l y by choos ing a s u i t a b l e l e a r n i n g ra te . F r o m t h e p o i n t 
o f v i e w o f speed, such a s t r a t e g y is n o t usua l l y o b t a i n e d an o p t i m a l s o l u t i o n , 
b u t i t is g o o d fo r t hose d a t a set w i t h t h o u s a n d o f p o i n t s a n d i t is v e r y easy t o 
i m p l e m e n t a t i o n . 
U s i n g t h i s a l g o r i t h m , t h e i-th. c o m p o n e n t o f t h e g r a d i e n t o f Q ( a ) i n E q . (3 .11) 
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is 
oai 
[ K - K 1 � 
w h e r e Q = , K is t h e k e r n e l m a t r i x . T h u s , Q ( a ) c a n b e m i n i -
- K K 
m i zed s i m p l y b y i t e r a t i n g t h e u p d a t e r u l e , 
L dQ^ 
cti 卜 ai — 
oai 
w i t h a s u i t a b l e d i f f e r e n t l e a r n i n g r a t e fo r d i f f e r e n t A f t e r each i t e r a t i o n , 
a , s h o u l d s t i l l keep t h e c o n s t r a i n t s 0 < Ofi < C . T h i s can be c o m p l e t e d b y 
r e s e t t i n g q -^ t o ze ro i f Qj- becomes n e g a t i v e a n d f o r c i n g t o C w h e n ai > C. 
T h e u n i q u e n e s s o f t h e g l o b a l m a x i m u m gua ran tees t h a t f o r s u i t a b l e choices 
o f r i o f a l g o r i t h m w i l l a l w a y s find t h e s o l u t i o n . Such a s t r a t e g y is u s u a l l y n o t 
o p t i m a l f r o m t h e p o i n t o f v i e w o f speed, b u t is s u r p r i s i n g l y g o o d fo r da tase ts 
o f u p t o a c o u p l e o f t h o u s a n d p o i n t s a n d has t h e a d v a n t a g e t h a t i t s i m p l e -
m e n t a t i o n is v e r y s t r a i g h t f o r w a r d [28]. H o w e v e r , g r a d i e n t m e t h o d has l ack t o 
so l ve h i g h d i m e n s i o n a l d a t a , espec ia l l y t h e d i m e n s i o n is u p t o 300. 
Sequential Minimal Optimization (SMO) 
T h e S e q u e n t i a l M i n i m a l O p t i m i z a t i o n ( S M O ) a l g o r i t h m is d e v i s e d b y P i a t t [64] , 
w h i c h is t h e s i m p l e s t d e c o m p o s i t i o n m e t h o d a n d o p t i m i z e s a m i n i m a l subset 
o f j u s t t w o p o i n t s a t each i t e r a t i o n . T h e a d v a n t a g e o f t h i s t e c h n i q u e l ies i n 
t h e f a c t t h a t t h e o p t i m i z a t i o n p r o b l e m fo r t w o d a t a p o i n t s a d m i t s a n a n a l y t -
i c a l s o l u t i o n , e l i m i n a t i n g t h e need t o use a n i t e r a t i v e q u a d r a t i c p r o g r a m m e 
o p t i m i z e r as p a r t o f t h e a l g o r i t h m . 
T h e idea, o f S M O is t o so lve t h e sma l l es t poss ib le o p t i m i z a t i o n p r o b l e m at 
each s tep fo r t h e s t a n d a r d S V M Q P p r o b l e m . T o keep t h e c o n s t r a i n t y ^ a = 0 
a l w a y s t r u e , a subse t w i t h j u s t t w o p o i n t s a t each i t e r a t i o n is needed , w h i c h is 
t h e s m a l l e s t poss ib l e o p t i m i z a t i o n p r o b l e m ( F i g . 3 .7 ) . T h i s a lso i m p l i e s t h a t 
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w h e n a L a g r a n g e m u l t i p l i e r is u p d a t e d , a t least one o t h e r m u l t i p l i e r needs t o 
be a d j u s t e d i n o r d e r t o keep t h e c o n s t r a i n t t r u e . 
T h e p r o c e d u r e o f S M O is t h a t a t each i t e r a t i o n , S M O chooses t w o ele-
m e n t s a i a n d a j w i t h o t h e r s are f i xed , t h e n u p d a t e s a^, a j w i t h a n a l y t i c a l 
exp ress ions a c c o r d i n g l y . T h e cho ice o f these t w o p o i n t s is d e t e r m i n e d b y a n 
h e u r i s t i c a l g o r i t h m , w h i l e t h e o p t i m i z a t i o n o f t h e t w o m u l t i p l i e r s is p e r f o r m e d 
a n a l y t i c a l l y . 
a j = C a j = C 
oci=0 ot i=C a i = 0 a i = C 
ocj=0 a j = 0 
(a) Case I: y,.丰 yj induces a,- — aj = k (b) Case I I : y,- = yj induces ai + aj = k 
F i g u r e 3.7: T h e se lec ted L a g r a n g e m u l t i p l i e r s m u s t sa t i s f y a l l o f t h e c o n s t r a i n t s 
o f t h e Q P p r o b l e m . T o m e e t t h e i n e q u a l i t y c o n s t r a i n t s , t h e L a g r a n g e m u l t i p l i -
ers m u s t l i e i n t h e b o x ; T o sa t i s f y t h e l i nea r e q u a l i t y , t h e L a g r a n g e m u l t i p l i e r s 
m u s t l i e o n a d i a g o n a l l i ne . H e n c e , one s tep o f S M O m u s t find a n o p t i m u m o f 
t h e o b j e c t i v e f u n c t i o n o n a d i a g o n a l l i n e s e g m e n t . 
I n l i b S V M [19] , t h e a u t h o r s have i m p l e m e n t e d t h e S V M u s i n g t h i s a lgo-
r i t h m . T h e y se lect t h e i n d e x i a n d j b y t h e f o l l o w i n g c r i t e r i a . 
i 三 a r g m a x {-VQ(a)i | = < C , V Q ( a ) / | yi = - l , a / > 0 ) , (3 .18) 
j 三 a r g m i n {VQ((x)i 丨 iji = < C , - V ( 3 ( a ) , | yi = l , a / > 0 ) , 
w h e r e Q(a) is t h e s a m e i n E q . (3 .11 ) . a^ a n d Q j are t w o e l e m e n t s t h a t v i o l a t e 
t h e f o l l o w i n g K K T c o n d i t i o n s t h e m o s t , 
W a + p + 6y = p — I/, 
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fMcq = 0, Ui(C - Q;)i = 0, iM > 0, "i > 0. 
A f t e r s e l e c t i n g these t w o m u l t i p l i e r s , t h e y b e g i n t o u p d a t e t h e m u l t i p l i e r s . 
S ince t h e c o n s t r a i n t s i n E q . (3 .12 ) , y ^ a = 0, can n o t be v i o l a t e d , t h e n e w 
va lues o f t h e m u l t i p l i e r s m u s t l i e o n a d i a g o n a l l i n e F i g . 3 .7 (a ) a n d F i g . 3 . 7 ( b ) , 
a i U i + cx jy j = c o n s t a n t = a。严 y i + a。/〜 j . 
W i t h o u t c o n s i d e r i n g t h e c o n s t r a i n t s , a j can be c o m p u t e d as, 
a f - = <[ + � ” i f 识 + 扔, (3.19) 
w h e r e Gi = V i y ( a ) i a n d Gj 三 V V F ( a ) j . 
H o w e v e r , t h e r e is s t i l l a b o x c o n s t r a i n t 0 < Qi , aj < C need t o sa t i s fy . I n 
S M O , i t is t o f o r ce aj t o sa t i s f y a new c o n s t r a i n t , L < a 广 < H, b y a c l i p p i n g 
p r o c e d u r e , 
‘ H , i f a f ^ > H 
^neu.,clipped ^ ^ Jf L < Cxf^ < H , (3 .20) 
L , i f a f ^ < L 
V 
w h e r e i f y i + y ” 
L = m a x ( 0 , a f - a f ) , H = m i n ( C , C + a f - a f ) , 
a n d i f i j i = y j 
L = m a x ( 0 , a f + a f - C ) , H = m i n ( C , a f + a 严 ) ’ 
a n d t h e v a l u e o f q^ is o b t a i n e d f r o m a]ew’dtpped ^^ follows, 
a - - = a f + y w j { a f - ( 3 . 2 1 ) 
I n s u m m a r y , t h e p r o c e d u r e o f S M O a l g o r i t h m is t o find t h e i n d e x i,j b y 
E q . ( 3 . 1 8 ) , t h e n t o u p d a t e a j b y E q . (3 .19) a n d t o c l i p a j b y E q . (3 .20) t o 
s a t i s f y t h e b o x c o n s t r a i n t , n e x t is t o u p d a t e a i b y E q . ( 3 .21 ) , t hese p r o c e d u r e 
a re clone u n t i l s t o p c r i t e r i a is m e t . 
C o m p a r i n g S M O w i t h o t h e r a l g o r i t h m s , S M O has f o l l o w i n g advan tages : 
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1. S M O b r e a k s t h e Q P p r o b l e m i n t o a series o f sma l l es t poss ib le Q P p r o b -
l e m s , w h i c h o n l y i nc ludes t w o va r iab les ; 
2. S M O c a n so lve t h e s m a l l Q P p r o b l e m a n a l y t i c a l l y , w h i c h avo ids u s i n g a, 
t i m e - c o n s u m i n g n u m e r i c a l Q P o p t i m i z a t i o n as a n i n n e r l o o p . 
3. S M O reduces t h e needed m e m o r y l a r g e l y ; t h e a m o u n t o f m e m o r y re-
q u i r e d f o r S M O is l i nea r i n t h e t r a i n i n g set size. 
Chapter 4 
Margins in Support Vector 
Regression 
I t is w e l l k n o w n t h a t a m o d e l can be c o n s t r u c t e d t o f i t a f i x e d d a t a set ( i . e. t h e 
" i n s a m p l e " o r " t r a i n i n g se t " d a t a ) a r b i t r a r i l y w e l l , b u t t h a t does n o t neces-
s a r i l y i m p l y t h a t t h e m o d e l w i l l desc r ibe n e w d a t a ( i . e. t h e " o u t o f s a m p l e " o r 
" t e s t i n g s e t " d a t a ) f r o m t h a t d o m a i n e q u a l l y we l l . F r o m C h a p t e r 3, w e k n o w 
t h e S t a t i s t i c a l L e a r n i n g ( V C ) t h e o r y p r o v i d e s a u p p e r b o u n d , E q . (3 .4 ) , o n 
t h e t es t e r r o r . T h i s u p p e r b o u n d depends o n b o t h t h e e m p i r i c a l r i s k a n d t h e 
c a p a c i t y o f t h e f u n c t i o n class. M i n i m i z a t i o n o f t h i s u p p e r b o u n d leads t o t h e 
p r i n c i p l e o f Structural Risk Minimization ( S R M ) . S V M s are a k i n d o f m o d e l s 
i m p l e m e n t i n g t h e S R M p r i n c i p l e . 
D u e t o i t s t h e o r e t i c a l g r o u n d , S V M has been a p p l i e d success fu l l y i n m a n y 
a p p l i c a t i o n s , such as p a t t e r n r e c o g n i t i o n [26], t e x t c a t e g o r i z a t i o n [47] , c lassi -
f i c a t i o n t a s k as O C R [88] , a n d t i m e series p r e d i c t i o n [58, 57] . E s p e c i a l l y , i t 
succeeded i n f i n a n c i a l a p p l i c a t i o n s , e . g . b a n k r u p t c y p r e d i c t i o n [35, 99] , t i m e 
ser ies f o r e c a s t i n g [82, 16, 17 . 
W h e n S V R is a p p l i e d i n t i m e series f o r e c a s t i n g , t h e £ - i n s e n s i t i v e loss f u n c -
t i o n is u s u a l l y used t o m e a s u r e t h e e m p i r i c a l r i s k . I n t h e f o l l o w i n g , we w i l l 
i n d i c a t e w h y e - i n s e n s i t i v e loss f u n c t i o n is used a n d w h a t is t h e p r o b l e m a b o u t 
i t . I l l a d d i t i o n , we w i l l desc r i be h o w t o m e a s u r e t h e e x p e r i m e n t a l a c c u r a c y i n 
46 
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t h e w h o l e thes is . 
4.1 Problem 
I n t h i s thes is , we use £ - i n s e n s i t i v e loss f u n c t i o n as t h e loss f u n c t i o n . T h e v a l u e 
2e is c a l l e d as t h e w i d t h o f m a r g i n here . T h i s loss f u n c t i o n n o t o n l y measures 
t h e t r a i n i n g e r r o r ( e m p i r i c a l r i s k ) , b u t also c o n t r o l s t h e s p a r s i t y o f t h e s o l u t i o n 
( t h e n u m b e r o f s u p p o r t vec to r s ) . W h e n t h e £ - m a r g i n w i d t h is i nc reased , i t 
m a y t e n d t o r e d u c e t h e n u m b e r o f s u p p o r t vec to r s [88]. E x t r e m e l y , a t o o w i d e 
m a r g i n m a y r e s u l t i n a c o n s t a n t o b j e c t i v e f u n c t i o n . T h e s e t t i n g o f £ - m a r g i n 
w i d t h a f fec ts t h e c o m p l e x i t y a n d t h e g e n e r a l i z a t i o n o f t h e o b j e c t i v e f u n c t i o n 
i n d i r e c t l y . 
T h e r e f o r e , t h e s e t t i n g o f e va lue is v e r y i m p o r t a n t . U s u a l l y , t h e r e a re f o u r 
m e t h o d s t o d e a l w i t h i t . F i r s t l y , m o s t p r a c t i t i o n e r s set t h e v a l u e o f e as a 
n o n - n e g a t i v e c o n s t a n t va lue j u s t f o r conven ience . For e x a m p l e , i n [84], t h e y 
s i m p l y set t h e m a r g i n w i d t h t o 0. T h i s a m o u n t s t o t h e least m o d u l u s loss f u n c -
t i o n . I n o t h e r i ns tances t h e m a r g i n w i d t h has been set t o a v e r y s m a l l v a l u e 
91, 57 , 19]. T h e second m e t h o d is t h e c r o s s - v a l i d a t i o n t e c h n i q u e , e. g. [58, 16 ' . 
I t is u s u a l l y t o o e x p e n s i v e i n t e r m s o f c o m p u t a t i o n . A m o r e e f f i c i en t a p p r o a c h 
is t o use a n o t h e r v a r i a n t ca l l ed v-SWR [69, 74, 70, 63] , w h i c h d e t e r m i n e s e b y 
u s i n g a n o t h e r p a r a m e t e r jy. I t is s t a t e d t h a t “ m a y be easier t o s p e c i f y t h a n 
e. A n o t h e r a p p r o a c h b y S m o l a et al. [76] is t o find t h e " o p t i m a l " cho i ce o f e 
based o n m a x i m i z i n g t h e s t a t i s t i c a l e f f i c i ency o f a l o c a t i o n p a r a m e t e r e s t i m a -
t o r . T h e y s h o w e d t h a t t h e a s y m p t o t i c a l l y o p t i m a l e s h o u l d scale l i n e a r l y w i t h 
t h e i n p u t no ise o f t h e t r a i n i n g t h e d a t a , a n d t h i s was v e r i f i e d e x p e r i m e n t a l l y . 
H o w e v e r , t h e i r p r e d i c t e d va lue o f t h e o p t i m a l e does n o t h a v e a c lose m a t c h 
w i t h t h e i r e x p e r i m e n t a l resu l t s . D u e t o t h e spec ia l c h a r a c t e r i s t i c s o f f i n a n c i a l 
t i m e ser ies, we w i l l use d i f f e r e n t m e t h o d s t o set t h e e va lue . 
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4.2 General ^-insensitive Loss Function 
A t f i r s t , w e n o t e t h a t t h e m a r g i n i n s - i n s e n s i t i v e loss f u n c t i o n c o n t a i n s t w o 
c h a r a c t e r i s t i c s : f i x e d a n d s y m m e t r i c a l . Based o n these t w o c h a r a c t e r i s t i c s , we 
h a v e p r o p o s e d a g e n e r a l £ - i nsens i t i ve loss f u n c t i o n a n d c lass i f ied t h e m a r g i n 
i n t o f o u r case i n [96]: F i x e d a n d S y m m e t r i c a l M a r g i n ( F A S M ) , F i x e d a n d 
A s y m m e t r i c a l M a r g i n ( F A A M ) , N o n - f i x e d a n d S y m m e t r i c a l M a r g i n ( N A S M ) 
a n d N o n - f i x e d a n d A s y m m e t r i c a l M a r g i n ( N A A M ) . T a b l e 4 .1 g ives a s i m -
p le d e s c r i p t i o n o f t h e c lass i f i ca t i on . F A S M is e q u i v a l e n t t o t h e m a r g i n i n 
e - i n s e n s i t i v e loss f u n c t i o n , see F i g . 4 .1 (a ) . F A A M is d i v i d e d i n t o u p m a r g i n 
a n d c lown m a r g i n , each m a r g i n is f i x e d b u t t h e y are n o t e q u a l ( F i g . 4 . 1 ( b ) ) . 
W h i l e N A S M is w i t h e q u a l u p m a r g i n a n d d o w n m a r g i n , b u t t h e y are v a r i e d 
w i t h d a t a ( F i g . 4 . 1 ( c ) ) . N A A M c o m b i n e s t w o c h a r a c t e r i s t i c s o f t h e m a r g i n 
( F i g . 4 . 1 ( d ) ) . 
T a b l e 4.1: M a r g i n ca tegor ies 
S y m m e t r i c a l A s y m m e t r i c a l 
F i x e d F A S M F A A M 
N o n - f i x e d N A S M N A A M 
I n t h e f o l l o w i n g , we w i l l d e r i v e t h e S V f o r m u l a based o n t h e g e n e r a l e-
i n s e n s i t i v e loss f u n c t i o n . 
T h e g e n e r a l e - i n s e n s i t i v e loss f u n c t i o n sp l i t s t h e m a r g i n i n t h e o r i g i n a l e-
i n s e n s i t i v e loss f u n c t i o n i n t o t w o p a r t s : u p m a r g i n a n d d o w n m a r g i n , 
0 ’ i f - d ( x i ) < y i - / ( x i ) < u ( x i ) 
- = y i - / ( x O - u ( x i ) , i f iM - / ( x O > ^ ( x . ) , 
/ ( X i ) - i j i - c^(x i ) , i f / ( x i ) - i j i > d { x i ) 
\ 
(4 .1 ) 
w h e r e ( / ( X i ) , t i ( X i ) > 0, , a re t w o f u n c t i o n s t o d e t e r m i n e t h e d o w n m a r g i n a n d 
u p m a r g i n a t p o i n t x^ r e s p e c t i v e l y . A g a i n , he re a n d b e l o w i = 1 , . . . , N. W h e n 
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f(x) = <w,(t>(x)>+b " I ：^ f(x) = <w,0(x)>+b 
(a) FASM (b) F A A M 
(c) NASM (d) N A A M 
F i g u r e 4 .1 : F o u r ca tegor ies i n gene ra l e - i n s e n s i t i v e loss f u n c t i o n o f S V R . 
c /(x) a n d u ( x ) a re b o t h c o n s t a n t f u n c t i o n s a n d d(x.) = u ( x ) , E q . (4 .1 ) a m o u n t s 
t o t h e e - i n s e n s i t i v e loss f u n c t i o n i n E q . (3 .8) a n d we l a b e l e d i t as F A S M ( F i x e d 
a n d S y m m e t r i c a l M a r g i n ) . W h e n d{x.) a n d u ( x ) are b o t h c o n s t a n t f u n c t i o n s 
b u t d(x) + w ( x ) ’ t h i s case is l a b e l e d as F A A M ( F i x e d a n d A s y m m e t r i c a l 
M a r g i n ) . I n t h e case o f N A S M ( N o n - f i x e d a n d S y m m e t r i c a l M a r g i n ) , ( / ( x ) = 
u ( x ) b u t a re v a r i e d w i t h t h e d a t a . T h e las t case is w i t h a n o n - f i x e d a n d 
a s y m m e t r i c a l m a r g i n ( N A A M ) w h e r e <i (x) a n d u ( x ) are v a r i e d w i t h t h e d a t a 
and d ( x ) / u(x). 
I n t h e s a m e w a y , we use t h e s t a n d a r d m e t h o d t o find t h e s o l u t i o n o f 
E q . ( 3 .5 ) w i t h t h e cost f u n c t i o n o f E q . (4 .1) as [88] a n d o b t a i n 
1 N 
m i n 、 + + (4 .2 ) 
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s u b j e c t t o 
yi — (w, </)(xi))-b < u(xi) + 
d * ) > 0. 
H e r e ( * ) has t h e same m e a n i n g as before , i . e , t h e y are t w o k i n d s o f va r iab les , 
one w i t h as te r i sks , a n o t h e r w i t h o u t aster isks. 
S i m i l a r t o t h e s t a n d a r d m e t h o d i n A p p e n d i x A . 2 , we c o n s t r u c t t h e La-
g range f u n c t i o n as 
N N 
= - ( w , w ) + c + e n - Y^i^A+A^ren 
2=1 2=1 
N 
— Y ^ + h - yi +〈w，(l>{xi)) + b) (4 .3) 
i=i 
N 
- 々 • : ) + G + _ 〈 w . 树 x i ) 〉 - b). 
A t t h e sadd le p o i n t o f t h i s Lagrange f u n c t i o n , we have 
t = w - — = 0, 
t= i 
N N 
t = 二 0， 
1=1 i = l 
If: = C _ a广 iM = 0 , 
赛 = C - c y ^ - ^ i ^ = 0. 
i . e. ’ 
N N N 
w = ^ ( q ' , - X I 以‘ = （ 4 . 4 ) 
i = l z=l z=l 
a S * ) e [ o ’ c ] . 
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S u b s t i t u t i n g E q . (4 .4) i n t o E q . (4 .4) a n d a p p l y i n g t h e D u a l T h e o r y ( A p -
p e n d i x A . l ) , w e a lso o b t a i n a Q P p r o b l e m , 
1 N N 
m i n $ ( « ( * ) ) = - _ (4 .5) 
“ i=i j=i 
N N 
+ — yi)ai + + 
i=l i=l 
s u b j e c t t o 
N 
i=l 
T h e a b o v e Q P p r o b l e m is v e r y s i m i l a r t o t h e o r i g i n a l Q P p r o b l e m i n [88] , 
t h e r e f o r e , i t is easy t o m o d i f y t h e p r e v i o u s a l g o r i t h m t o i m p l e m e n t t h i s Q P 
p r o b l e m . P r a c t i c a l l y , we i m p l e m e n t o u r Q P p r o b l e m b y m o d i f y i n g t h e l i b S V M 
f r o m [19] w i t h a d d i n g a n e w d a t a s t r u c t u r e t o s to re b o t h m a r g i n s : u p m a r g i n , 
t i ( x ) , a n d d o w n m a r g i n , d{x). O b v i o u s l y , t h i s w i l l n o t i m p a c t t h e t i m e c o m -
p l e x i t y o f t h e SVR. a l g o r i t h m ; we j u s t need m o r e space, l i n e a r t o t h e size o f 
d a t a p o i n t s , t o s t o r e t h e c o r r e s p o n d i n g m a r g i n s . 
A f t e r s o l v i n g t h i s Q P p r o b l e m , we also o b t a i n t h e o b j e c t i v e f u n c t i o n 
N 
/ ( X ) = ^ ( a , - — 〈树 X , ) , ( />(x)) + b, (4 .6 ) 
i=i 
w h e r e a , a * a re c o r r e s p o n d i n g L a g r a n g e m u l t i p l i e r s also used t o p u l l a n d p u s h 
f t o w a r d s t o t h e o b s e r v a t i o n y 
T h e c o m p u t a t i o n o f b is s i m i l a r as i n Sec t i on 3.2. T h e c o m p u t a t i o n o f b is 
a lso e x p l o i t e d b y t h e K a r u s h - K u h n - T u c k e r ( K K T ) c o n d i t i o n s . H e r e , t h e y are 
a i ( u ( x i ) + - i j i + ( w , + 6) = 0, 
+ +2/i + � w , 树 X i ) � - 6 ) 二 0, 
a n d 
(c - = 0, 
(c-ane； = 0. 
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T h e r e f o r e , w h e n t h e r e ex is ts i, such t h a t a i G ( 0 , ( 7 ) o r a * G (0 , C ) , b c a n 
be c o m p u t e d as f o l l ows : 
‘ 
^ _ I Vi - ( w , < / ) ( x i ) ) — u ( X i ) , f o r a,- G ( 0 , C) 
— \ —〈w, (/>(X,)> + d(x,), fo r < G (0 , C ) ‘ 
W h e n n o a”）G ( 0 , C ) , m e t h o d s e . g . [19] are used. 
4.3 Accuracy Metrics and Risk Measures 
I n o r d e r t o m e a s u r e t h e p r e d i c t i o n p e r f o r m a n c e o f o u r m o d e l , we de f ine t h e 
M e a n A b s o l u t e E r r o r ( M A E ) first. U s u a l l y , M e a n S q u a r e d E r r o r ( M S E ) is used 
t o m e a s u r e t h e p r e d i c t i v e p e r f o r m a n c e . H e r e c o n s i d e r i n g t h e p a r t i c u l a r i t y o f 
t h e loss f u n c t i o n , we use L i n o r m t o m e a s u r e t h e p r e d i c t i v e e r ro rs . 
L e t cit a n d pt be t h e a c t u a l va lues a n d p r e d i c t e d va lues a t d a y t , l e t m be 
t h e n u m b e r o f t e s t i n g d a t a . 
Definition 2 Mean Absolute Error ( M A E ) measures the discrepancy be-
t w e e n t h e a c t u a l a n d p r e d i c t e d va lues; t h e s m a l l e r t h e v a l u e o f M A E , t h e c loser 
a re t h e p r e d i c t e d va lues t o t h e a c t u a l va lues. M A E is c a l c u l a t e d b y 
.. m 
M A E = — y h — ( 4 . 7 ) 
W e a lso c o n s i d e r t h e r i s k o f u s i n g t h i s m o d e l i n t h e p r e d i c t i o n . A c t u -
a l l y , r i s k is a t e r m f r e q u e n t l y e n c o u n t e r e d i n s t r a t e g i c m a n a g e m e n t a n d f i n a n -
c i a l l i t e r a t u r e . H o w e v e r , r i s k has a v a r i e t y o f d i f f e r e n t m e a n i n g s a n d r a r e l y 
is t h e m e a n i n g used i n a p a r t i c u l a r p r o j e c t c l a r i f i e d [4]. I n f i n a n c i a l l i t e r a -
t u r e , M a r k o w i t z f i r s t f o r m u l a t e d t h e p o r t f o l i o se lec t i on i n t o a m a t h e m a t i c a l 
m o d e l [56]. I n h is m o d e l , t h e " r e t u r n " o f a p o r t f o l i o is m e a s u r e d b y t h e ex-
p e c t e d v a l u e o f t h e r a n d o m p o r t f o l i o r e t u r n a n d t h e assoc ia ted " r i s k " is q u a n -
t i f i e d b y t h e v a r i a n c e o f t h e p o r t f o l i o r e t u r n . H o w e v e r , t h e use o f v a r i a n c e t o 
m e a s u r e r i s k m a k e s n o d i s t i n c t i o n b e t w e e n ga ins a n d losses. M a r k o w i t z also 
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p r o p o s e d t o use s e m i - v a r i a n c e t o m e a s u r e t h e r i s k o f loss. T h a t is t h e s u m o f 
t h e squares o f n e g a t i v e d e v i a t i o n s f r o m t h e m e a n , d i v i d e d b y t h e t o t a l n u m b e r 





T h e g r e a t a d v a n t a g e o f t h e use o f s e m i - v a r i a n c e over va r i ance is t h a t i t does 
n o t i n c l u d e p o s i t i v e ga ins , so w h a t is cons ide red as r i sk takes i n t o a c c o u n t o n l y 
n e g a t i v e d e v i a t i o n s . H o w e v e r , m i n i m i z i n g d o w n s i d e does n o t m e a n m i n i m i z i n g 
o n l y n e g a t i v e d e v i a t i o n s . For e x a m p l e , i f t h e d i s t r i b u t i o n , l i k e t h e n o r m a l 
c u r v e , is s y m m e t r i c , m i n i m i z i n g va r i ance a n d s e m i - v a r i a n c e w i l l l ead t o t h e 
s a m e p r o b l e m . T h e o n l y case t h a t j u s t i f i e s t h e use o f s e m i - v a r i a n c e is w h e n 
t h e p resence o f skewness is obse rved [2]. A g e n e r a l i z a t i o n o f s e m i - v a r i a n c e is 
g i v e n i n [2], 
1 饥 
d o w n s i d e r i s k 々 — y ^ [ m i n ( r < - / i , 0)]左， （ 4 . 8 ) 
m. ^ 
w h e r e k is a n y p o w e r t h a t one chooses; w h e n / j = 1 , i t s h o u l d be c o n s i d e r e d t h e 
a b s o l u t e v a l u e o f t h e t e r m i n t h e b racke t s a n d / i is a chosen b e n c h m a r k ( n o t 
necessa r i l y t h e m e a n ) . 
B a s e d o n E q . ( 4 . 8 ) , we choose k=l a n d de f ine t h e f o l l o w i n g r i s k m e a s u r e -
m e n t s . 
Definition 3 Up side Mean Absolute Error ( U M A E ) measures up side 
r i s k ; t h e s m a l l e r t h e v a l u e o f U M A E , t h e s m a l l e r t h e u p s ide r i s k . U M A E is 
d e f i n e d as 
1 讯 
U M A E = — V \ a t - p t l (4 .9) 
爪tr 
"t>Pt 
Definition 4 Down side Mean Absolute Error ( D M A E ) measures the 
c lown s ide r i s k ; t h e s m a l l e r t h e va lue o f D M A E , t h e s m a l l e r t h e d o w n s ide r i sk . 
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D M A E is d e f i n e d as 
m 




W e n o w h a v e a l l t h e necessary too l s t o t r y o u r h a n d a t p r e d i c t i n g f i n a n c i a l 
t i m e ser ies. C h a p t e r 2 i n t r o d u c e d t h e bas ic concep t o f t i m e series ana lys i s 
w i t h d i f f e r e n t m o d e l s d e s c r i p t i o n s ; C h a p t e r 3 a n d C h a p t e r 4 d e t a i l e d t h e S V R 
a l g o r i t h m a n d ideas t h a t we need t o m o d i f y t h e m o d e l s . T h e p e r f o r m a n c e 
m e a s u r e s a lso a re g i v e n i n C h a p t e r 4. I n t h i s c h a p t e r we w i l l p resen t t h e 
r e s u l t s o f S V R b y v a r y i n g t h e w i d t h o f m a r g i n s w i t h c o n t r o l l i n g t h e s y m m e t r y 
o f m a r g i n s ; w e w i l l p r o v i d e an answer t o t h e q u e s t i o n o f w h e t h e r o r n o t these 
m o d i f i c a t i o n s o f fe r a n y i m p r o v e m e n t over t h e o r i g i n a l ( f i x e d a n d s y m m e t r i c a l ) 
m a r g i n s e t t i n g ; w h a t is t h e p e r f o r m a n c e o f S V R m o d e l fo r t h e f i n a n c i a l t i m e 
ser ies p r e d i c t i o n . U l t i m a t e l y , o u r answer t o t h e first q u e s t i o n w i l l be ' yes ' ; 
h o w e v e r , w e c a n n o t p r o v i d e a sa t i s f i ab le answer t o t h e second q u e s t i o n . W e 
c a n n o t g i v e o u t h o w c o n f i d e n c e o f o u r m o d e l , h o w b e t t e r / w o r s e t h e S V R m o d e l 
c o m p a r i n g w i t h o t h e r m o d e l s , a n d we c a n n o t answer t h e m o s t i n t e r e s t i n g 
p r o b l e m , h o w c a n w e p r o f i t b y u s i n g t h i s m o d e l . 
5.1 Non-fixed Margin Cases 
5.1.1 Mo me nt um 
I n [98] , w e h a v e focused o n t h e case o f N A A M . M o r e spec i f i ca l l y , w e h a v e a d d e d 
a m o m e n t u m t e r m i n t h e m a r g i n s e t t i n g . T h e m a r g i n is a l i n e a r c o m b i n a t i o n 
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o f t h e s t a n d a r d d e v i a t i o n and t h e m o m e n t u m . T h e m o t i v a t i o n here is t h a t we 
w o u l d w a n t t o use t h e s t a n d a r d d e v i a t i o n t o set t h e w i d t h o f t h e m a r g i n , w h i c h 
c o u l d re f lec t t h e v o l a t i l i t y o f s tock m a r k e t ; w h i l e we use t h e m o m e n t u m t e r m 
t o d e t e c t t h e u p ( d o w n ) t r e n d o f s tock m a r k e t , such t h a t we c o u l d reduce t h e 
d o w n s i d e r i s k . Hence , t h e up m a r g i n and d o w n m a r g i n are set i n t h e f o l l o w i n g 
f o r m s : 
= A i • o - (x i ) + 12 • A ( x i ) , i = 
^ / (x i ) = A2 • ( j ( x i ) - i-L • A ( x i ) , i 二 …，N, (5 .1) 
w h e r e o - ( x i ) is t h e s t a n d a r d d e v i a t i o n o f i n p u t x “ A ( x i ) is t h e m o m e n t u m at 
p o i n t X i , A i ,入2 are b o t h p o s i t i v e cons tan ts and is a non -nega t i ve cons tan t . 
T h e r e f o r e , t h e w i d t h o f m a r g i n a t p o i n t x^ is 
I t is d e t e r m i n e d by ( j ( x i ) a n d t h e s u m of A i a n d A2. Here , we ca l l A i , A2 as t h e 
coe f f i c ien ts o f t h e m a r g i n w i d t h . W e also ca l l / i as t h e coef f ic ien t o f m o m e n t u m 
a n d we k n o w t h a t t h e m a r g i n s e t t i n g o f Eq . (5.1) i nc ludes t h e case o f N A S M 
( w h e n / i = 0) . 
F r o m o u r p r e v i o u s expe r ience [96], w h e n jU — 0 a n d A(x) > 0, t h e u p 
m a r g i n is l a rge r t h a n t h e d o w n m a r g i n a n d we can unc le r -p red ic t t h e s tock 
p r i ce . W h i l e i-i ^ 0 a n d /\(x) < 0, t h e u p m a r g i n is sma l l e r t h a n t h e d o w n 
m a r g i n a n d we can o v e r - p r e d i c t t h e s tock p r ice . A s i m p l e i l l u s t r a t i o n is s h o w n 
in 5.1. Based o n these observa t ions , i n ou r p r e d i c t i o n , we assume t h a t we are 
r i sk ave rs ion , o r d o w n s i d e r i sk avers ion. W h e n we f i n d t h e s tock p r i c e reveals 
an u p t r e n d , we k n o w t h a t i t w i l l n o t be a lways u p , so we t e n d t o u n d e r - p r e d i c t 
t h e s tock pr ices i n t h i s case. O n t h e c o n t r a r y , w h e n t h e s tock p r i ce goes c lown, 
we t e n d t o o v e r - p r e d i c t i t . W e a d d t h i s i n f o r m a t i o n i n t h e m a r g i n s e t t i n g b y 
c o n t r o l l i n g t h e m o m e n t u m t e r m . 
A c t u a l l y , t h e r e are m a n y ways t o ca l cu la te t h e m o m e n t u m . For e x a m p l e , 
t h e s i m p l e s t w a y m a y be set i t as a, cons tan t . I n t h i s p a p e r , we w i l l c o n c e n t r a t e 
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.new """"" under-predict 
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F i g u r e 5.1: M a r g i n se t t i ngs : dashed l ines are t h e b o u n d s o f m a r g i n s ; dashed-
d o t t e d l i nes a re a c t u a l d a t a series; s o l i d - b o l d l ines are t h e n e w o b j e c t i v e f u n c -
t i o n , / " e w , b y n e w m a r g i n se t t i ngs . T h e u p p e r shadow area is t h e case o f n e w 
o b j e c t i v e f u n c t i o n u n d e r - p r e d i c t e d t o t h e a c t u a l f u n c t i o n ; t h e l owe r shadow 
p a r t s a re t h e case o f o v e r - p r e d i c t e d . 
o n u s i n g t h e E M A , w h i c h has been i n t r o d u c e d i n subsec t i on 2.1.1. T h e reason 
o f u s i n g E M A is t h a t i t is t i m e - v a r y i n g a n d can re f lec t t h e u p t r e n d a n d d o w n 
t e n d e n c y o f t h e f i n a n c i a l d a t a , a l t h o u g h i t ex is ts t h e l ag p r o b l e m . A n n - d a y , s 
E M A sequence b e g i n s f r o m t h e f i r s t day, i . e . EMAi = iji a n d t h e f o l l o w i n g is 
c a l c u l a t e d b y 
EMAi = EMAi-i X (1 - r ) + iji x r, 
w h e r e r = 2 / ( 1 + 7 1 ) . H e r e , t h e c u r r e n t day ' s m o m e n t u m is set as t h e d i f f e rence 
b e t w e e n t h e c u r r e n t c lay 's E M A a n d t h e E M A i n t h e p r e v i o u s k day , i . e . 
A(Xi) = EMAi — EMAi-k. 
5.1.2 GARCH 
111 t h e a b o v e m e t h o d s , t h e d a t a sets we used i n t h e e x p e r i m e n t s are t h e p r i c e 
o f t h e sha re [96, 98 ] . W e use t h e s t a n d a r d d e v i a t i o n o f i n p u t x “ w h i c h can 
re f l ec t t h e v o l a t i l i t y o f t h e f i n a n c i a l t i m e series over t i m e , t o d e t e r m i n e t h e 
w i d t h o f m a r g i n a t t i m e t i n o u r p r e d i c t i o n . A c t u a l l y , G A R C H m o d e l is a. 
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m o r e c o m m o n used m o d e l t o re f lec t t h e v o l a t i l i t y o f t h e f i n a n c i a l t i m e ser ies, 
see C h a p t e r 2. 
W e a p p l y t h e M a t l a b t o o l b o x t o c a l c u l a t e t h e G A R C H m o d e l . I n t h e 
M a t l a b t o o l b o x , t h e s t a n d a r d G A R C H ( p , q) m o d e l w i t h G a u s s i a n shocks takes 
t h e f o l l o w i n g f o r m , 
y p c o + x f b + e “ €t\^t-i = 
w h e r e 
p q 
(^t = + [ Xiof-i + [ 
i=l j=i 
T h i s G A R C H t o o l b o x is a p p l i e d o n t h e r e t u r n series. So we use t h e con-
t i n u o u s c o m p o u n d e d r e t u r n as t h e d a t a series a n d use t h e at c a l c u l a t e d b y 
G A R C H ( 1 , 1 ) as t h e w i d t h o f m a r g i n a t t i m e t. 
5.2 Experiments 
I n t h i s s e c t i o n , w e w i l l p e r f o r m t h e e x p e r i m e n t s b y u s i n g t h e m o m e n t u m a n d 
G A R C H m o d e l s t o set t h e m a r g i n s . 
T h e o r i g i n a l e x p e r i m e n t s [96, 98] are c o n d u c t e d o n a P e n t i u m 4, w i t h 1.4 
G H Z , 5 1 2 M R A M a n d W i n d o w s 2 0 0 0 . N o w t h e y are c o n d u c t e d o n S u n B l a d e 
1000, R A M 2 G B , 1 0 0 M b p s n e t w o r k speed a n d So lar is 8. 
5.2.1 Moment um 
T w o data, sets a re used i n t h i s e x p e r i m e n t : 
H S I : d a i l y c l o s i n g p r i ces o f H o n g K o n g ' s H a n g Seng I n d e x ( H S I ) f r o m J a n u a r y 
2 n d , 1998 t o D e c e m b e r 29, 2000. 
D J I A : d a i l y c l o s i n g p r i ces o f D o w Jones I n d u s t r i a l A v e r a g e ( D J I A ) f r o m J a n -
u a r y ‘2nd, 1998 t o D e c e m b e r 29, 2000. 
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T h e r a t i o o f t h e n u m b e r o f t r a i n i n g d a t a a n d t h e n u m b e r o f t e s t i n g d a t a is set 
t o 5 :1 . T h e r e f o r e , t h e c o r r e s p o n d i n g t r a i n i n g t i m e p e r i o d s a re o b t a i n e d a n d 
l i s t e d as i n T a b l e 5 .1 . 
S V R Algorithm 
W e m o d e l t h e s y s t e m as pt = / ( x t ) , w h e r e f is l e a r n e d b y t h e S V R a l g o r i t h m 
f r o m t h e t r a i n i n g d a t a , = (a,一4, a,一2, a < - i ) ’ at is t h e d a i l y c l o s i n g i n d e x 
i n d a y t. 
B e f o r e g e n e r a t i n g t h e m o d e l , w e d o a c r o s s - v a l i d a t i o n o n t h e t r a i n i n g data, 
t o d e t e r m i n e t h e p a r a m e t e r s t h a t a re n e e d e d i n S V R . T h e y a re C , t h e cos t o f 
e r r o r a n d /?, t h e p a r a m e t e r o f k e r n e l f u n c t i o n . T h e c o r r e s p o n d i n g p a r a m e t e r s 
a r e a l so l i s t e d i n T a b l e 5 .1 . W i t h t hese p a r a m e t e r s , w e b e g i n t o b u i l d t h e 
m o d e l b y S V R f r o m t h e i n i t i a l t r a i n i n g d a t a . A f t e r o b t a i n i n g t h e p r e d i c t i v e 
v a l u e , w e s h i f t t h e i n p u t w i n d o w t o t h e n e x t t i m e - s t e p a n d t r a i n t h e m o d e l 
a g a i n t o o b t a i n t h e n e x t d a y ' s p r i c e . T h i s o n e - s t e p a h e a d p r e d i c t i o n is d o n e 
as t h e w i n d o w s h i f t e d f o r t h e r e m a i n i n g d a t a . 
T a b l e 5 .1 : I n d i c e s , t i m e p e r i o d s a n d p a r a m e t e r s f o r m o m e n t u m e x p e r i m e n t s 
I n d i c e s T r a i n i n g t i m e p e r i o d s C P 
" T i S l 0 2 / 0 1 / 1 9 9 8 - 0 4 / 0 7 / 0 0 16000 ‘1-'口 
D J I A 0 2 / 0 1 / 1 9 9 8 - 2 9 / 0 6 / 0 0 8000 T•飞飞 
N o n - f i x e d C a s e s : T h e m a r g i n s s e t t i n g is f o l l o w e d as E q . ( 5 . 1 ) . I n t h e case 
o f N A S M , w e set A i = A2 = | a n d j i = 0, t h u s t h e o v e r a l l m a r g i n w i d t h 
a t d a y t is e q u a l t o t h e s t a n d a r d d e v i a t i o n o f i n p u t x “ c r (X i ) . 
I n t h e case o f N A A M , w e a lso f i x A i = A2 = h e n c e w e h a v e a f a i r 
c o m p a r i s o n o f N A S M case. I n a d d i t i o n , w e h a v e t o d e t e r m i n e t h r e e 
p a r a m e t e r s , i . e . , n , t h e l e n g t h o f E M A ; /c, t h e l a g o f E M A ; /u, t h e coe f -
f i c i e n t o f m o m e n t u m . W e h a v e p e r f o r m e d t h e f o l l o w i n g e x p e r i m e n t s t o 
t e s t t h e i r e f f ec t s : 
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( a ) A t f i r s t , w e set /c = 1, = 1 a n d use 10, 30, 50, 100 as t h e l e n g t h 
o f E M A r e s p e c t i v e l y . F r o m t h e r e s u l t o f T a b l e 5.2 w e c a n see t h a t 
t h e D M A E va lues i n a l l cases o f N A A M are s m a l l e r t h a n t h a t i n 
N A S M case, t h u s we have a s m a l l e r d o w n s i d e r i s k i n N A A M case; 
t h i s e x a c t l y m e e t s o u r a s s u m p t i o n . W e also see t h a t t h e M A E 
g r a d u a l l y decreases w i t h t h e l e n g t h o f E M A increases a n d w h e n t h e 
l e n g t h equa l s t o 100， the M A E a n d t h e D M A E are t h e s m a l l e s t i n 
a l l case o f N A A M fo r d a t a set H S L Fo r d a t a set D J I A , w h e n t h e 
l e n g t h equa l s t o 30, t h e M A E a n d t h e D M A E are also t h e s m a l l e s t 
i n a l l cases o f N A A M . 
T a b l e 5 .2 : E f f e c t o f t h e l e n g t h o f E M A o n H S I w i t h p a r a m e t e r s (k,fi)=(l,l) 
‘ II H S I D J I A 
t y p e 71 II M A E U M A E D M A E M A E U M A E 
N A S M 216.78 104.58 112.20 85.33 40.29 45 .04 
" l 0 ~ 222 .43 115.64 “ 106.79 43.13 “ 42.55 
N A A M 2 1 8 . 1 8 ~ 114.04 104.14 8 4 . 1 2 41 .82 “ 4 2 . 3 0 
217 93 113.38 —104.55 84.57 42 .12 42.45 
100 II 2 1 6 . 5 0 113.04 1 0 3 . 4 6 84.80 42 .41 42.39 
I n t h e f o l l o w i n g , w e w i l l use t h e bes t l e n g t h o f E M A f r o m t h e a b o v e 
e x p e r i m e n t s f o r t h e c o r r e s p o n d i n g d a t a sets, i . e . , n = 100 f o r d a t a 
set H S I a n d n = 30 fo r data, set D J I A . 
( b ) W h e n t e s t i n g t h e e f fec t o f l ag , k, we le t f i = 1 a n d set k t o t o 1, 2, 4 , 
8 r e s p e c t i v e l y f o r b o t h data, sets. T h e resu l t s a re l i s t e d i n T a b l e 5.3. 
T h e y s h o w t h a t t h e M A E increases w i t h t h e l a g o f E M A increases. 
T h e s e i n d i c a t e t h a t t h e resu l t s w h e n t h e l a g o f E M A equa l s t o 1 
a re s u p e r i o r t o t h e o t h e r cases. 
( c ) H e r e , w e set k = 1 a n d = 1, | r e s p e c t i v e l y f o r b o t h data, 
set t o see t h e e f fec t o f t h e f.i. F r o m t h e T a b l e 5 .4 , w e see t h a t t h e 
D M A E inc reases g r a d u a l l y w i t h t h e coe f f i c i en t o f E M A decreases 
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a n d t h e M A E is s m a l l e r t h a n t h e va lue i n t h e N A S M case. T h e 
change o f t h e M A E fo r data, set H S I i n ( 2 - 4 c o l u m n s o f ) T a b l e 5.4 
is fluctuating a n d t h e M A E i n ( 5 - 7 c o l u m n s o f ) T a b l e 5.4 increases 
g r a d u a l l y w i t h t h e decrease o f t h e coe f f i c ien t o f E M A . 
T a b l e 5.3: E f f e c t o f t h e d i s t a n c e o f E M A o n H S I a n d D J I A 
II H S I w i t h ( n , , 0 = ( 1 0 0 , 1 ) II D J I A w i t h = ( 3 0 , 1 ) 
k II M A E U M A E D M A E M A E U M A E D M A E 
T p l 6 . 5 0 113.04 103.46 84.12 41.82 4 2 . 3 0 ^ 
2 219 .02 125.30 93.72 85.42 43 .91 41 .51 — 
4 228.25 149.36 78.88 90.99 4 1 . 8 3 — 
8 II 260 .73 200.74 59.99 103.77 58.03 4 5 . 7 ^ ~ 
T a b l e 5.4: E f f e c t o f t h e coe f f i c ien t o f M o m e n t u m on H S I a n d D J I A 
H S I w i t h (71, k) = ( 1 0 0 , 1 ) D J I A w i t h (71, k) = ( 3 0 , 1 ) 
" T H T ^ A E U M A E D M A E M A E U M A E D M A E ~ 
216.50 113.04 T O X ^ 84.12 41.82 42.30 
~ y 216.55 107.58 “ 84.88 41.32 43.56 
216 .19 109.83— 85.02 41.14 43.88 
~ | | 2 1 6 . 4 1 105.32 111.08 85.22 40.86 44.36 “ 
W e a lso p l o t t h e d a i l y c l os ing pr ices o f H S I w i t h 100-clays' E M A a n d 
t h e p r i ces o f D J I A w i t h 30-da,ys' E M A i n F i g u r e 5.2 a n d F i g u r e 5.3 
r e s p e c t i v e l y a n d l i s t t h e A v e r a g e S t a n d a r d D e v i a t i o n s ( A S D ) o f i n p u t x 
o f t h e t r a i n i n g data, sets, H S I a n d D J I A , r e s p e c t i v e l y i n T a b l e 5 .5 , t h e 
A v e r a g e o f A b s o l u t e M o m e n t u m s ( A A M ) o f i n p u t x fo r t h e bes t l e n g t h 
o f b o t h t r a i n i n g data, sets r e s p e c t i v e l y i n T a b l e 5.5. W e can obse rve t h a t 
t h e A S D o f H S I is h i g h e r t h a n t h a t o f D J I A a n d t h e r a t i o o f A A M t o 
A S D is s m a l l e r f o r H S I t h a n t h a t fo r D J I A . 
N o w , w e w i l l m a k e a. s u m m a r y for t h e above e x p e r i m e n t s . A t f i r s t , we 
c a n k n o w t h e e f fec ts o f ??,, k a n d jd f r o m t h e above e x p e r i m e n t s resu l t s . 
F o l l o w i n g these resu l t s , we can say t h a t a s u i t a b l e s e t t i n g f o r /c = 1 a n d 
jd = 1 w i l l b o t h b e 1, t h e y c a n be a p p l i e d w h e n a n e w data, set comes. 
Chapter 5 Margin Va/riation 62 
X10" 
21 1 1 1 1 1 1 I 
—HSI 
卜…10—0-EMA I 
' ' J A n -
. 脚 , k 
t V . J 
QQ\ 1 1 1 -L- 1 1 ‘ 
‘0 100 200 300 400 500 600 700 800 
Time 
F i g u r e 5 .2 : H S I w i t h 100 d a y s ' E M A . 
T a b l e 5 .5 : A S P a n d A A M 
d a t a set A S D t r a t i o 
n A 
H S I 182.28 100 20 .80 0 .114 
D J I A II 79 .95 30 15.64 0 .196 
T h e o n l y p a r a m e t e r needs t o d e t e r m i n e is t h e l e n g t h o f E M A , n , t h i s 
m a y r e f e r t o t h e A S D o f t h e t r a i n i n g d a t a set . W h e n t h e A S D is l a r g e r , 
w e m a y use a l o n g e r l e n g t h o f E M A . O n t h e c o n t r a r y , w h e n t h e A S D is 
s m a l l e r , w e m a y use a s h o r t e r l e n g t h o f E M A . 
F i x e d C a s e s : A f t e r c o n s i d e r i n g t h e n o n - f i x e d m a r g i n cases, w e a lso t e s t t h e 
p r e d i c t i v e r e s u l t s o f f i x e d m a r g i n s . A c t u a l l y , f o r d a t a set H S I , w e l e t 
t h e w i d t h o f m a r g i n e q u a l t o 200 ( a p p r o x i m a t e t o t h e A S D o f H S I ) , i . e . , 
？ i (x) + f / ( x ) = 200 . T h e u p m a r g i n r a n g e s f r o m 0 t o 200 , each 
i n c r e m e n t is o n e - t e n t h o f 200 , i . e . , 20. T h e r e s u l t s a re l i s t e d i n t h e ( 1 - 5 
c o l u m n s o f ) T a b l e 5 .6 . S i m i l a r l y , f o r d a t a set D J I A , w e l e t t h e w i d t h o f 
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F i g u r e 5.3: D J I A w i t h 30 days ' E M A . 
m a r g i n e q u a l t o 90 ( a p p r o x i m a t e t o A S D o f D J I A ) , i . e., u(x)-hd(x) = 90. 
T h e u p m a r g i n u(x) ranges f r o m 0 t o 90, each i n c r e m e n t is also o n e - t e n t h 
o f 90 , i . e . , 9. T h e resu l t s are l i s t ed i n t h e ( 6 - 1 0 c o l u m n s o f ) T a b l e 5.6. 
W e c a n see t h a t fo r b o t h d a t a sets, as t h e u p m a r g i n increases, t h e 
D M A E t e n d s t o decrease. 
C o m p a r i n g t h e resu l t s i n T a b l e 5.2 w i t h t h e resu l t s i n T a b l e 5.6 ( t h e 
r e s u l t s c o m p a r i s o n g r a p h s are p l o t t e d i n F i g . 5 . 4 ( b ) a n d F i g . 5 . 5 ( b ) re-
s p e c t i v e l y ) , we can see t h a t N A S M a n d N A A M are b o t h s u p e r i o r t o 
F A S M a n d F A A M i n b o t h data, sets. 
I n t h e f o l l o w i n g , w e w i l l p e r f o r m o t h e r m o d e l s , such as A R m o d e l s a n d R B F 
n e t w o r k , o n t h e a b o v e t w o data. sets. T h e best resu l t s c o m p a r i s o n g r a p h s o f a l l 
t h e m o d e l s a re i l l u s t r a t e d i n F i g . 5 .4 (a ) fo r H S I a n d F i g . 5 .5 (a ) r espec t i ve l y . 
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T a b l e 5.6: Resu l t s o f F A S M a n d F A A M fo r H S I a n d D J I A 
“ H S I … ( x ) + ( i ( x ) = 200) II D J I A ( u ( x ) + ( i ( x ) = 90) 
^ ( x ) c / (x ) II M A E U M A E D M A E || u ( x ) c / (x) || M A E U M A E D M A E 
= 0 200 236.04 ~ T 2 . 2 4 173.80— 0 91.63 —20.45 7 1 . 『 
~ W ~ 180 230.85 69.65 161.20— 9 81 89.14 ~ 2 3 . 7 0 6 5 . 『 
160 226.29 77.37 148.92 18 87.35 27 .31 6 0 . 0 4 ~ 
60 140 222.24 85.34 136.90 27 " 63 86.09 31.18 “ 54 .91 
80 120 219.35 —93.90 1 2 5 ^ ^ 36 54 85.30 50.02 一 
100 100 217.83 103.14 114.69 45 4 5 ~ 85.45 3 9 . 『 4 5 . 5 9 “ 
120 80 “ 217.35 l U W 104 .45~ 54 36 . 86.33 " ^ . 8 0 41.53 
140 60 — 217.88 —123.16 9 4 . 7 ^ 63 27 87.40 49.83 37.57 
- 1 6 0 40 219.49 133.97 85.52 72 88.64 ~ 54.95 
~ 1 8 0 20 221.66 76.61 81 9 90.80 6 0 . ^ 30.27 “ 
“ 2 0 0 0 II 224.83 156.64 68.19 || 90 0 || 93.75 66 .51 27.24 
T a b l e 5.7: Resu l t s o n A R ( 4 ) 
" d ^ s e t II M A E U M A E D M A E 
H S I = 217.75 =105 .96 " T T T T T F 
" ~ W A I 88.74 46.36 42.38 
A R Models 
For A R m o d e l s , we use t h e A R m o d e l w i t h o r d e r 4 t o p r e d i c t t h e p r i ces o f H S I 
a n d D J I A , hence w e can c o m p a r e t h e A R m o d e l w i t h N A S M , N A A M i n S V R 
w i t h t h e s a m e o r d e r i n t h e i n p u t p a t t e r n s , X . T h e resu l t s are l i s t e d i n t h e 
T a b l e 5.7. F r o m these resu l t s , we can see t h a t N A S M a n d N A A M are s u p e r i o r 
t o A R m o d e l w i t h s a m e o r d e r . 
R B F Network 
For t h e R B F n e t w o r k , we use t h e R B F n e t w o r k w h i c h was i m p l e m e n t e d i n 
N E T L A B [59] a n d p e r f o r m t h e one-s tep ahead p r e d i c t i o n t o p r e d i c t t h e p r i ces 
o f H S I a n d D J I A . C o n c r e t e l y , we le t o t h e r p a r a m e t e r s as d e f a u l t a n d set t h e 
n u m b e r o f h i d d e n u n i t s t o 3, 5, 7, 9 t o l e a r n f b y t r a i n i n g t h e R B F n e t w o r k 
o n t h e t r a i n i n g s a m p l e s a n d we get t h e resu l t s i n T a b l e 5.8 fo r b o t h d a t a sets. 
C o m p a r i n g t h e resu l t s i n T a b l e 5.2 w i t h t h e resu l t s i n T a b l e 5 .8 , we can see 
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t h a t N A S M a n d N A A M are also b e t t e r t h a n R B F n e t w o r k . 
T a b l e 5.8: E f f ec t o f n u m b e r o f h i d d e n u n i t s o n H S I a n d D J I A 
II H S I II D J I A 
# h i d d e n M A E U M A E D M A E || M A E U M A E D M A E 
3 386.65 165.08 ^ 1 . 5 7 88.31= 44.60 43 .71 
5 277.83 128.92 148.91 98.44— 48.46 —49 .98 
7 " 2 1 9 . 3 2 104.15 115.17 “ 90.53 46.22 44 .31 _ 
9 221.81 109.46 112.35 87.23 44.09 43.14 
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F i g u r e 5.4: E x p e r i m e n t a l resu l ts c o m p a r i s o n g r a p h s o f H S I . 
5.2.2 GARCH 
I n t h i s e x p e r i m e n t , t h e e x p e r i m e n t a l d a t a are 3 years ' d a i l y c l os i ng i nd i ces 
( 2000 -2002 ) f r o m s t o c k m a r k e t s i n d i f f e ren t c o u n t r i e s : 
N i k k e i 2 2 5 : N i k k e i 2 2 5 S t o c k A v e r a g e f r o m J a p a n , t h e d a i l y c l os ing p r i ces are 
p l o t t e d i n F i g . 5 . 9 (a ) ; 
D J I A O O - 0 2 : D o w Jones I n d u s t r i a l A v e r a g e ( D J I A ) f r o m U . S . A . , t h e d a i l y 
c l o s i n g p r i ces a re p l o t t e d i n F i g . 5 .11 (a ) 
F T S E I O O : F T S E I O O i n d e x f r o m U . K . , t h e d a i l y c l os ing p r i ces are p l o t t e d 
F i g . 5 . 1 3 ( a ) . 
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F i g u r e 5.5: E x p e r i m e n t a l resu l ts c o m p a r i s o n g r a p h s o f D J I A . 
I n t h e d a t a p rocess ing s tep , t h e d a i l y c los ing p r i ces o f these i nd i ces are 
c o n v e r t e d t o c o n t i n u o u s l y c o m p o u n d e d r e t u r n s a n d t h e r a t i o o f t h e n u m b e r o f 
t r a i n i n g d a t a t o t h e n u m b e r o f t e s t i n g d a t a is set t o 5:1. T h e r e f o r e , we o b t a i n 
a n d l i s t t h e c o r r e s p o n d i n g t r a i n i n g a n d t e s t i n g p e r i o d i n T a b l e 5.9. 
T a b l e 5.9: G A R C H e x p e r i m e n t a l d a t a d e s c r i p t i o n 
Indices T ra i n i ng Per iod Test ing Per iod 
N i k k e i 2 2 5 4 - J a n . - 2 0 0 0 〜2-Ju l . -2002 4-Jul . -2002 〜30-Dec . -2002 
DJIAOO-02 3-Jan.-2000 〜3-Ju l . -2002 5-Jul . -2002 〜31-Dec . -2002 
FTSEIOO 4-Jan.-20Q0 〜3-Ju l . -2002 4-Jul.-2QQ2 〜31-Dec . -2002 
GARCH(1,1) 
B e f o r e r u n n i n g t h e S V R a l g o r i t h m , we r u n t h e G A R C H ( 1 , 1 ) m o d e l t o d e t e r -
m i n e t h e w i d t h o f m a r g i n i n S V R . For N i k k e i 2 2 5 , we o b t a i n t h e p a r a m e t e r es-
t i m a t e s a n d t h e i r s t a n d a r d e r ro rs i n T a b l e 5.10, i . e . , t h e bes t f i t s f o r N i k k e i 2 2 5 
b y G A R C H ( 1 , 1 ) is 
i j t = 0 .49468 + € u 
( 7 】 = 0 . 0 0 0 7 3 9 1 7 + 0.8682cr?_i + 0 .077218£?_ i . 
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W e also show t h e l o g - l i k e l i h o o d c o n t o u r s o f G A R C H ( 1 , 1 ) m o d e l f i t t o t h e 
r e t u r n s o f d a t a se t , N i k k e i 2 2 5 . T h e l o g - l i k e l i h o o d c o n t o u r s are p l o t t e d i n a 
G A R C H C o e f f i c i e n t - A R C H C o e f f i c i e n t ( G i — A i ) p l a n e , h o l d i n g t h e p a r a m e t e r s 
Co a n d /cq f i x e d a t t h e i r m a x i m u m l i k e l i h o o d e s t i m a t e s 0.49468 a n d 0 .00073917, 
r e s p e c t i v e l y . T h e c o n t o u r s c o n f i r m t h e resu l t s i n T a b l e 5.10. T h e m a x i m u m 
l o g - l i k e l i h o o d v a l u e occu rs a t t h e c o o r d i n a t e s G i = G A R C H ( l ) = 0 .8682 a n d 
A i = A R . C H ( l ) = 0 .077218. T h i s f i g u r e also reveals a h i g h l y n e g a t i v e co r re la -
t i o n b e t w e e n t h e e s t i m a t e s o f t h e G i a n d A i p a r a m e t e r s o f t h e G A R C H ( 1 , 1 ) 
m o d e l . I t i m p l i e s t h a t a s m a l l change i n t h e e s t i m a t e o f t h e G i p a r a m e t e r 
is n e a r l y c o m p e n s a t e d fo r a c o r r e s p o n d i n g change o f o p p o s i t e s ign i n t h e A i 
p a r a m e t e r . T h e i n n o v a t i o n s , s t a n d a r d d e v i a t i o n s (( j^) a n d r e t u r n s o f N i k k e i 2 2 5 
a re s h o w n i n F i g . 5 . 6 ( b ) . Fo r data, set DJ IAOO-02 , G A R C H ( 1 , 1 ) p a r a m e t e r es t i -
m a t e s a re l i s t e d i n T a b l e 5.11, i .e . , t h e best fits fo r DJ IAOO-02 b y G A R , C H ( 1 , 1 ) 
is 
i j t = 0 .60363 + £<, 
a f = 0 .00056832 + 0 . 8 5 9 7 1 c r t i + 0 . 0 9 2 2 9 5 4 _ i . 
T h e c o r r e s p o n d i n g l o g - l i k e l i h o o d c o n t o u r s o f DJ IAOO-02 are p l o t t e d i n F i g . 5 . 7 (a ) , 
t h e m a x i m u m l o g - l i k e l i h o o d v a l u e occu rs a t t h e c o o r d i n a t e s Gi 二 G A R C H ( l ) = 
0 .85971 a n d A： = A R C H ( l ) = 0.09229. T h e c o r r e s p o n d i n g i n n o v a t i o n s , s tan -
d a r d d e v i a t i o n a n d r e t u r n s o f DJ IAOO-02 are s h o w n i n F i g . 5 . 7 ( b ) . For data, 
set F T S E I O O , G A R C H ( 1 , 1 ) p a r a m e t e r e s t i m a t e s are l i s t e d i n T a b l e 5.12, i .e . , 
t h e bes t fits f o r F T S E I O O b y G A R C H ( 1 , 1 ) is 
yt = 0 .50444 + 
a f = 0 .0011599 + 0 .82253(7^1 + 0 . 1 2 6 9 3 £ ^ 1 . 
T h e c o r r e s p o n d i n g l o g - l i k e l i h o o d c o n t o u r s o f F T S E I O O are p l o t t e d i n F i g . 5 .8 (a ) , 
t h e m a x i m u m l o g - l i k e l i h o o d v a l u e occu rs a t t h e c o o r d i n a t e s G' l = G A R C H ( l ) = 
0 .82253 a n d A i = A R C H ( l ) = 0.12693. T h e c o r r e s p o n d i n g i n n o v a t i o n s , s tan -
d a r d d e v i a t i o n a n d r e t u r n s o f F T S E I O O are s h o w n i n F i g . 5 . 8 ( b ) . 
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T a b l e 5.10: G A R C H p a r a m e t e r f o r N i k k e i 2 2 5 
S t a n d a r d T 
P a r a m e t e r V a l u e E r r o r S t a t i s t i c 
Co 0 .49468 0 .0045008 109.9083 
Ko 0 .00073917 0 .00034866 2 .1200 
G A R C H ( l ) 0 .8682 0 .048144 18.0334 
A R C H ( l ) 0 .077218 0 .027279 2 .8306 
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F i g u r e 5 .6 : G A R C H ( 1 , 1 ) o f N i k k e i 2 2 5 . T h e c o l o r - c o d e d b a r a t t h e r i g h t o f (a ) 
i n d i c a t e s t h e h e i g h t o f t h e l o g - l i k e l i h o o d su r face o f t h e G A R . C H ( 1 , 1 ) p l a n e . 
T a b l e 5 .11: G A R C H p a r a m e t e r f o r D J I A O O - 0 2 
S t a n d a r d T 
P a r a m e t e r V a l u e E r r o r S t a t i s t i c 
Co 0 .60363 0 .0041185 146 .5631 
Ko 0 .00056832 0 .00023491 2 .4193 
G A R C H ( l ) 0 .85971 0 .031773 27 .0580 
A R . C H ( 1 ) 0 .092295 0 .020352 4 .5350 
T a b l e 5 .12 : G A R C H p a r a m e t e r f o r F T S E I O O 
S t a n d a r d T 
P a r a m e t e r V a l u e E r r o r S t a t i s t i c 
Co 0 .50444 0 . 0 0 5 3 3 1 3 9 4 . 6 1 8 0 
Ko 0 .0011599 0 .00049206 2 .3573 
G A R C H ( l ) 0 .82253 0 .04906 16.7658 
A R C I i ( l ) 0 .12693 0 .034698 3 .6582 
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(a) GARCH(1,1) log-likelihood con- (b) Innovations, condit ional standard 
tours of DJIAOO-02 deviations and returns of DJIAOO-02 
F i g u r e 5.7: G A R C H ( 1，1 ) o f DJ IAOO-02 . T h e c o l o r - c o d e d b a r a t t h e r i g h t o f 
(a ) i n d i c a t e s t h e h e i g h t o f t h e l o g - l i k e l i h o o d sur face o f t h e G A R C H ( 1 , 1 ) p l ane . 
Inoovaitont 
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(a) GAR,CH(1,1) log-likelihood con- (b) Innovations, condit ional standard 
tours of FTSEIOO deviations and returns of FTSEIOO 
F i g u r e 5.8: G A R C H ( 1 , 1 ) o f F T S E I O O . T h e c o l o r - c o d e d b a r a t t h e r i g h t o f (a) 
i n d i c a t e s t h e h e i g h t o f t h e l o g - l i k e l i h o o d sur face o f t h e G A R C H ( 1 ’ 1 ) p l a n e . 
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S V R Algorithm 
Fo r S V R a l g o r i t h m , t h e e x p e r i m e n t a l p r o c e d u r e cons is ts o f t h r e e s teps: a t 
f i r s t , w e n o r m a l i z e t h e r e t u r n va lue b y t i =，、一广 (卿 , w h e r e n is t h e a c t u a l 
‘ J rhigh-riow ‘ 
r e t u r n o f t h e s t o c k a t day i , riow a n d Vhigh are t h e c o r r e s p o n d i n g l y m i n i m u m 
a n d m a x i m u m r e t u r n i n t h e t r a i n i n g d a t a r e s p e c t i v e l y . T h e n , w e t r a i n t h e 
n o r m a l i z e d t r a i n i n g d a t a once a n d t h e n o b t a i n t h e n o r m a l i z e d p r e d i c t e d r e t u r n 
v a l u e pn, = / ( x i ) , w h e r e x,- = ( t i - 4 , t t - 3 , t i - 2 , t i - i ) . F i n a l l y , w e u n n o r m a l i z e 
Pn,, c o n v e r t t h e r e s u l t t o p r i c e a n d o b t a i n t h e c o r r e s p o n d i n g p r e d i c t e d p r i c e 
Pi-
B e f o r e r u n n i n g t h e S V R a l g o r i t h m , we have t o choose t w o p a r a m e t e r s : C , 
t h e cos t o f e r r o r ; t h e p a r a m e t e r o f k e r n e l f u n c t i o n . H e r e t h e p a r a m e t e r s 
w e choose a re t h e s a m e r e s p e c t i v e l y f o r d i f f e r e n t i nd i ces . T h e y a re l i s t e d i n 
T a b l e 5 .13 . 
H e r e , w e j u s t cons ide r t h e case o f N A S M ; t h e m a r g i n s e t t i n g is as E q . (5 .1 ) . 
C o n c r e t e l y , w e set t h e m a r g i n w i d t h t o a c a l c u l a t e d b y G A R C H ( 1 , 1 ) f r o m 
r e t u r n ser ies y , t h e r e f o r e = A2 二 | a n d f i 二 0. Fo r f i x e d m a r g i n cases, w e 
set t h e m a r g i n w i d t h as 0 .1 ’ i . e. , w ( x ) + ( / ( x ) = 0 .1 , a n d each i n c r e m e n t is 0 .02. 
T h e c o r r e s p o n d i n g p r e d i c t i v e resu l t s are s h o w n i n t h e T a b l e 5 .15 , T a b l e 5 .16 
a n d T a b l e 5 .17 , r e s p e c t i v e l y . T h e c o r r e s p o n d i n g t r a i n i n g e r r o r r e s u l t s a re 
s h o w n i n T a b l e 5 .14. W e also p l o t t h e t r a i n i n g a n d t e s t i n g d a t a r e s u l t s o f 
N A A M i n F i g . 5 . 1 0 ( a ) a n d F i g . 5 . 1 0 ( b ) f o r i n d e x N i k k e i 2 2 5 , i n F i g . 5 . 1 2 ( a ) 
a n d F i g . 5 . 1 2 ( b ) f o r i n d e x D J I A O O - 0 2 , i n F i g . 5 .14 (a ) a n d F i g . 5 . 1 4 ( b ) f o r i n d e x 
F T S E I O O , r e s p e c t i v e l y . F r o m these resu l t s , we c a n see t h a t f o r F T S E I O O i n d e x , 
N A S M o u t p e r f o r m s i n t h e p r e d i c t i o n t h a n f i x e d m a r g i n cases. Fo r N i k k e i 2 2 5 , 
w h e n u ( x ) = 0 .06 , f / (x) = 0.04 a n d u ( x ) = 0 .08 , d ( x ) = 0 .02, t h e p r e d i c t e d 
r e s u l t s a re b e t t e r t h a n N A S M . Fo r D J I A O O - 0 2 , w h e n u ( x ) = 0 .06, d ( x ) = 0 .04, 
t h e p r e d i c t e d r e s u l t is s l i g h t l y b e t t e r t h a n N A S M . 
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A R Models 
W e also use A R m o d e l w i t h d i f f e ren t o rders (1-6) t o p r e d i c t t h e p r i ces o f t h e 
a b o v e t h r e e i nd i ces . T h e e x p e r i m e n t a l p r o c e d u r e is t o a p p l y t h e A R m o d e l 
o n t r a i n i n g r e t u r n series a n d t o o b t a i n t h e p r e d i c t e d r e t u r n va lue f r o m t e s t i n g 
d a t a . T h e n we c o n v e r t t h e p r e d i c t e d r e t u r n values t o p r i c e va lues. W e o b t a i n 
t h e e x p e r i m e n t a l resu l t s a n d show t h e m i n T a b l e 5.18. A f t e r c o m p a r i n g t h e 
r esu l t s i n T a b l e 5.15, T a b l e 5.17 w i t h t h e resu l ts i n 2 - 4 a n d 8 - 1 0 c o l u m n s 
o f T a b l e 5 .18 , we can see t h a t fo r N i k k e i 2 2 5 a n d F T S E I O O i n d e x , t h e N A S M 
m e t h o d is b e t t e r t h a n A R m o d e l . For D J I A , we can see t h a t N A S M m e t h o d 
is s l i g h t wo rse t h a n A R . ( l ) , b u t b e t t e r t h a n o t h e r o rde r o f A R m o d e l . 
Fo r i n d e x N i k k e i 2 2 5 , t h e g raphs o f t h e p r e d i c t i v e e r r o r a n d r i sks c o m p a r -
i son r e s u l t s are s h o w n i n F i g . 5 . 9 ( b ) , t h e c o r r e s p o n d i n g b a r va lues are f r o m 
T a b l e 5 .15 a n d ( 2 - 4 c o l u m n s o f ) T a b l e 5.18. T h e p r e d i c t i v e e r r o r a n d r i sks 
o f D J l A O O - 0 2 are s h o w n i n F i g . 5 . 11 (b ) , w h e r e t h e c o r r e s p o n d i n g b a r va lues 
a re f r o m T a b l e 5.16 a n d ( 5 - 7 c o l u m n s o f ) T a b l e 5.18. T h e p r e d i c t i v e e r r o r 
a n d r i sks o f F T S E I O O are s h o w n i n F i g . 5 . 1 3 ( b ) , w h e r e t h e c o r r e s p o n d i n g b a r 
va lues a re f r o m T a b l e 5.17 a n d ( 8 - 1 0 c o l u m n s o f ) T a b l e 5.18. 
R B F Network 
Fo r t h e R B F n e t w o r k , we use t h e R B F n e t w o r k i m p l e m e n t e d i n N E T L A B [59； 
a n d p e r f o r m t h e one -s tep ahead p r e d i c t i o n t o p r e d i c t t h e r e t u r n s o f t h e above 
t h r e e d a t a s e t , t h e n we c o n v e r t t h e p r e d i c t i v e r e t u r n t o p r i c e a n d c o m p a r e t h e i r 
va lues w i t h a c t u a l p r i c e va lues. C o n c r e t e l y , we le t o t h e r p a r a m e t e r s as d e f a u l t 
a n d set t h e n u m b e r o f h i d d e n u n i t s t o 3, 5, 7, 9 t o l e a r n f b y t r a i n i n g t h e 
R B F n e t w o r k o n t h e t r a i n i n g samp les a n d we get t h e resu l t s i n T a b l e 5.19. 
W e c a n see t h a t N A S M is b e t t e r t h a n R B F n e t w o r k f o r da tase t N i k k e i 2 2 5 a n d 
F T S E I O O , o t h e r t h a n DJ IAOO-02 . 
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5.3 Discussions 
H a v i n g d e s c r i b e d t h e e x p e r i m e n t s a n d t h e i r resu l t s , we k n o w t h a t N A S M is 
s u p e r i o r t o F A S M a n d F A A M genera l l y . O n e reason is t h a t N A S M ca tches 
t h e s t o c k m a r k e t i n f o r m a t i o n a n d adds t h e i n f o r m a t i o n i n t o t h e s e t t i n g o f t h e 
m a r g i n . T h i s p r o v i d e s h e l p f u l i n f o r m a t i o n fo r t h e p r e d i c t i o n . A n o t h e r reason 
is t h a t b y u s i n g N A S M , t h e m a r g i n w i d t h is d e t e r m i n e d b y a m e a n i n g f u l 
va lue . T h i s va lue changes w i t h t h e s tock m a r k e t . O b v i o u s l y , t h i s m e t h o d is 
m o r e flexible t h a n fixed m a r g i n cases a n d avo ids r i s k o f g e t t i n g b a d p r e d i c t i v e 
r e s u l t s p a r t i a l l y w h e n t h e m a r g i n values are d e t e r m i n e d b y r a n d o m se lec t i on 
i n t h e fixed m a r g i n cases. 
F u r t h e r m o r e , w e k n o w t h a t N A A M m a y be b e t t e r t h a n N A S M . Fo r ex-
a m p l e , b y a d d i n g a m o m e n t u m , we m a y n o t o n l y i m p r o v e t h e a c c u r a c y o f 
p r e d i c t i o n , b u t a lso reduce t h e p r e d i c t i v e d o w n s i d e r i sk . 
A n o t h e r n o t i c e is t h a t b y c a u t i o u s l y se lec t i ng p a r a m e t e r s , S V R a l g o r i t h m 
has s i m i l a r p r e d i c t i v e p e r f o r m a n c e t o o t h e r m o d e l s , f r o m F i g . 5 .4 (a ) a n d 
F i g . 5 . 5 ( a ) . H o w e v e r , f o r a, nov i ce , t h e S V R l i b r a r i e s are easy t o r u n . S ince 
e v e r y l o c a l o p t i m u m is t h e g l o b a l o p t i m u m , i t gua ran tees t h e user t o find an 
o p t i m a l s o l u t i o n eas i l y a n d s tab l y . T h i s a d v a n t a g e is v e r y use fu l f o r a n o v i c e t o 
l e a r n a new m o d e l , o r l i b r a r y , a n d s t r e n g t h e n t h e i r con f i dence o f l e a r n i n g n e w 
t h i n g s c o m p a r i n g w i t h l e a r n i n g o t h e r n o n - l i n e a r m o d e l , e. g. R B F n e t w o r k s . 
I n g e n e r a l , o u r m e t h o d s can be cons ide red as a m o d e l se lec t i on , d e t e r m i n i n g 
t h e p a r a m e t e r , W e do n o t cons ide r t h e s e t t i n g o f o t h e r p a r a m e t e r s , such 
as C a n d (3. W e j u s t use t h e c r o s s - v a l i d a t i o n t e c h n i q u e t o f i n d s u i t a b l e va lues 
f o r t h e m . H o w e v e r , t h i s p r o c e d u r e is t i m e - c o n s u m i n g . W e m a y a d d some 
m a r k e t i n f o r m a t i o n t o set these p a r a m e t e r s , e . g . [16]. I n a d d i t i o n , t h e m a r g i n 
w i d t h set b y G A R C H m o d e l is t o o w i d e ; we m a y need t o a d d m o r e use fu l t e r m 
t o s h r i n k i t . T h i s c a n be one o f o u r f u t u r e w o r k s . A v a l u a b l e expe r i ence is 
t h a t t h e n o r m a l i z e d p r o c e d u r e w i l l be h e l p f u l f o r se lec t i ng s u i t a b l e p a r a m e t e r s 
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eas i l y a n d s t a b l y . 
F i n a l l y , w e t u r n t o a key weakness o f ou r m o d e l ; t h e p r e d i c t i v e m o d e l 
does n o t l e a d t o d i r e c t p r o f i t m a k i n g i n rea l l i f e a n d we do n o t p r o v i d e t h e 
c o n f i d e n c e o f these p r e d i c t i v e mode l s . H o w e v e r , we m a y find s o m e use fu l 
i n f o r m a t i o n t h r o u g h u s i n g ou r m o d e l t o p r e d i c t t h e s tock m a r k e t p r i ces ; t h e 
p r e d i c t i v e resu l t s m a y p r o v i d e some h e l p f u l suggest ions. 
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F i g u r e 5.9: N i k k e i 2 2 5 d a t a p l o t a n d e x p e r i m e n t a l r esu l t s g raphs . 
^ Nikkei225 Training Results Nikkei225 Testing Results 
"I ‘ ‘ ‘ • I — Actgoipnw | ” 腳 ‘ ~~‘ ‘ ‘ . | — Aclual PrteS"! 
I PfWhlivo Pnw l n I P,；^;  Prtces I 
；:^ Vs : : VfVA . -
V • n . n . 
1 \ a � 产 V . V \ l • 
"i 益 ^ ^ 益 iSS io 卿� 20 40 «0 80 too 120 .40 
Time Time 
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F i g u r e 5 .10: E x p e r i m e n t a l r esu l t s g r a p h s u s i n g G A R C H m e t h o d for N i k k e i 2 2 5 . 
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F i g u r e 5.11: DJ IAOO-02 data, p l o t a n d e x p e r i m e n t a l r esu l t s g r a p h s . 
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F i g u r e 5 .12: E x p e r i m e n t a l resu l t s g raphs u s i n g G A R C H m e t h o d f o r D J I A O O -
02. 
T a b l e 5.13: P a r a m e t e r s i n G A R C H e x p e r i m e n t s fo r N A S M 
I n d i c e s | C | I nd i ces | | || I n d i c e s I C I ^ 
N i k k e i 2 2 5 2 2—4 D J I A 2 || F T S E I O O 2 | 2—4 
T a b l e 5.14: SVR. t r a i n i n g resu l t s 
r~ Nikkei225 11 DJIAOO-02 || FTSEIOO | 
厂 M A E I U M A E I D M ^ || M A E | U M A E 丨 D M A E || M A E | U M A E | D M A E | 
� 1 6 6 . 5 1 I 81.68 I 84.83 || 99.30 | 48.78 | 50.52 || 52.74 | 26.08 丨 26.66 | 
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F i g u r e 5.13: F T S E I O O data, p l o t a n d e x p e r i m e n t a l resu l t s g raphs . 
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F i g u r e 5.14: E x p e r i m e n t a l resu l ts g raphs us i ng G A R C H m e t h o d for F T S E I O O . 
T a b l e 5.15： S V R resu l ts fo r N i k k e i 2 2 5 
T y p e 4 x ) cl(x) || M A E U M A E | D M A E 
N A S M I g I (7 II 124.37 55.97 68.40 
^ 0?r 141.6 ~30.7 110.9~ 
~ 0 ： 0 2 O M " 131.25 39.02 92.23 — 
F A A M 0.04 0 .06 " 125.63 49.66 7 5 . 9 7 ~ 
~ ~ Q J O ^ 123.11 61.81 61.3 — 
0.08 124 75.63 ~ 4 8 . 3 7 
0.10 0 129.19 91.56 37.6厂 
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Table 5.16: SVR results for DJIAQO-02 
Type (/(X) MAE UMAE DMAE 
NASM I cr I 0- II 129.56 62.74 66.83 
0 I 0.1 139.82 41.56 98.26 
0.02 ~a08~ 134.33 49.16 85. iT" 
FAAM "oiM""“OM" 130.49 ~T7.56 72.93— 
~0M~~OlM" 128.51 61.64 
0.08 129.65 77.72 51.9"4~ 
0.10 0 133.76 90.02 43.74~ 
Table 5.17: SVR results for F T S E I O O 
Type n(x) MAE UMAE DMAE 
N A S M I g I g II 69.61 33.42 36.19 
0.1 73.46 25.93 47.53 一 
OTO^ 71.98 28.5T" 43.46 
FAAM 0.04 0.06" 70.83 ~Tl.27 39.5厂 
~0：06~~Q70^ 70.1 34.2T~ 35.88 
~~Om~ "69：^ 37.42 _ 32.45 
0.10 0 70.26 40.92 29.34 “ 
5.18: AR results 
Nikke 丨 225 I I DJIAOO-02 FTSEIOO 
Order M A E U M A E D M A E || M A E U M A E D M A E M A E U M A E D M A E 
i 1 2 5 . 3 1 53.40 71.91 || 128.58 61.67 66.91 71.44 33.9 37.53 
2 1 2 ^ T ^ ^ T I I T O . O O 62.08 “ 67.92 71.40 33.46 37.94 “ 
3 1 2 ^ “ “ 5 3 . 3 7 72^30| j m s e 62.50 68.06 70.41 32.76 37.65 
~ 4 1 2 ^ 2 6 9 . 9 6 32.76 37.20 “ 
5 125.32 53.08~ 72.24 | 131.27 62.90 68.38~ 70.12 32.89 37.23 “ 
6 125.40 52.72 72.68 || 131.32 62.89 68.43 69.99 32.78 37.21 
Table 5.19: RBF results 
Nikkei225 DJIAOO-02 FTSEIOO 
" ^ h i d ^ n II M A E U M A E D M A E M A E U M A E D M A E M A E U M A E D M A E 
3 125.33 57.04 68.28 128.89 60.43 68.50 71.24 35.10 36.14 
5 124.76 ~~56.85 ~~67：91~ 128.71 60.28 6 8 . 4 ~ 71.20 33.32 37.90— 
7 124.55 67.6T~ 127.50 58.92 68.57 70.92 ~~31.25 39.67 
9 125.14 57.46 ~~67.69 127.94 69.82 68.13 71.85 32.20 39.65 
Chapter 6 
Relation between Downside 
Risk and Asymmetrical Margin 
Settings 
F r o m o u r p r e v i o u s w o r k [96], i t is i n t e r e s t i n g t o n o t e t h a t w h e n t h e u p m a r g i n 
is i n c r e a s e d , t h e p r e d i c t e d va lue w i l l b e c o m e s m a l l e r . I n t h i s c h a p t e r , we 
f o r m a l i z e t h i s p h e n o m e n o n a n d f i n d o u t t h e c o n d i t i o n t o keep t h i s r e s u l t v a l i d . 
T h e r e s u l t a lso leads t o c o n t r o l t h e p r e d i c t i v e d o w n s i d e r i sk . P r a c t i c a l l y , w e 
a lso p r o p o s e an a l g o r i t h m t o check t h e v a l i d i t y o f t h e c o n d i t i o n , such t h a t 
w e m a y k n o w t h e c h a n g i n g t r e n d o f p r e d i c t i v e d o w n s i d e r i s k o n l y b y r u n n i n g 
t h i s a l g o r i t h m o n t h e t r a i n i n g data, set w i t h o u t d o i n g p r a c t i c a l SVR. t r a i n i n g 
p r o c e d u r e . 
6.1 Mathematical Derivation 
L e t t h e s y m m e t r i c a l k e r n e l m a t r i x be K = { k j ) a n d t h e k e r n e l f u n c t i o n be 
R B F , E q . ( 3 . 13 ) , i . e . , k i j = exp(- /?||xi - a n d suppose 
/ . \ / , \ 
/ 1 \ di 
K - i : = 丨 . (6.1) 
\ ^ / ) 
77 
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W e w i l l n o t e t h a t w h e n t he above 山 are greater t h a n 0, i f we increase t h e 
u p m a r g i n , we w i l l o b t a i n a sma l le r p r e d i c t i v e va lue. So we s ta te t h e resu l t as 
fo l l ows : 
T h e o r e m 5 Le t a c o n d i t i o n be def ined as, 
di > 0, Vz•二 1,2,... ’yv, (6.2) 
I f t h e c o n d i t i o n i n Eq . (6.2) is va l i d and t he m a r g i n s e t t i n g is F A S M or F A A M , 
t h e dec is ion f u n c t i o n o f S V R us ing R B F kerne l f u n c t i o n w i l l be a m o n o t o n e 
dec reas ing f u n c t i o n t o t h e up m a r g i n , 
P r o o f : He re we j u s t consider t h e ke rne l f u n c t i o n , R B F . F r o m E q . (4 .6 ) , 
t h e dec is ion f u n c t i o n o f S V R for a t es t i ng d a t a Xt is 
N 
/ ( X f ) = 
i=i 
= + ^ 
w h e r e « ; ( x “ x i ) = e x p ( - / ? | | x t - X i | H > 0, (6 .3) 
J(XT) = [ K ( X F , X I ) , . . . ,K(XT,XJV)J ’ 
r * * iT 
a = [ a i — 0；1,... ’ a j v _ Q i^vJ , 
a n d a , a * are gene ra ted f r o m Q P p r o b l e m i n Eq . (4 .5)，which is r e w r i t t e n i n 
a m a t r i x n o t a t i o n as, 
m i l l Q ( a ) = i a ^ Q a + P ^ a , (6 .4) 
s u b j e c t t o 
iJ^I jva = 0, 0 < a(*) < C h N , 
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w h e r e 
T 
<5 = [ c v i � … ’ a A r , a 5 ^ , … , 
I j v = [ 1 , … ， a n YV X 1 v e c t o r , 
K - K 1 
Q = , K = [ 7 ( X i ) , . . . , 7 ( X A r ) ] ’ a n iV x TV m a t r i x , 
[ - K K J 
= [ I ^ , —I;v] ’ In is ^n N X N i d e n t i t y m a t r i x , 
p = [ i f ( x i ) — y i , … •，w ( x ; v ) — + … . � t / ( X 7 v ) + 
T h e o p t i m a l s o l u t i o n o f E q . (6 .4 ) is e q u i v a l e n t t o f i n d i n g a n a , s u c h t h a t 
m i n i m i z e t h e f o l l o w i n g L a g r a n g e f u n c t i o n , 
L ( a ) = ^ s T Q d + — X l J j i r ^ a - f i ^ ( C l 2 N - a ) - i / ^ a , ( 6 . 5 ) 
w h e r e 二 1 , . . . a re c o r r e s p o n d i n g L a g r a n g e m u l t i p l i e r s . 
T h e r e f o r e , a sat is f ies t h e f o l l o w i n g e q u a t i o n , 
Q a + p - + /X - 1/ = 0’ 
i . e . , 
K a + P i . .N - ^^N + fJ'l .N - = 0 , 
- K a + PN+1..2N + AIat + ^lN+•L.2N " t^N+l..2N = 〇 � 
w h e r e li..;v = [ “ ， … ， l ; v + i . . 2 7 v = . . . ’ hNiJ = P , or 
S u b t r a c t i n g t h e a b o v e t w o e q u a t i o n s a n d m u l t i p l y i n g b o t h s ide o f t h e e q u a -
t i o n b y 一 1, w e o b t a i n 
a = 一 一 - l [ P i . . ; v - PN+1..2N - 2AIN + (MI../V - M i v + 1 . . 2 i v ) - … l “ N - " iV+1..2iV)] ’ 
H e n c e , 
1 
f \ x t ) = + ^ = - - 7 ( x O ' ^ K ~ ^ [ p i . . i v - P iv+ i . .2N - 2AIyv 
+ (Ml.JV - — - J^N+1..2N)] + h. 
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I n t h e fixed m a r g i n cases, a l l u p m a r g i n are t h e same, w h i l e a l l d o w n m a r g i n 
a re t h e s a m e , a n d t h e s u m o f u p m a r g i n a n d d o w n m a r g i n equa ls a c o n s t a n t 
v a l u e , say c. T h a t is we have t f ( x i ) = a n d d{xi) = c-u(xt), i 二 1 , . . . , N. 
T h e r e f o r e , 
f{xt) = - 2XIn + (fh..N - MN+i. .2iv) — ( " 1 J - " iv+ i . .2Ar) ] + b, 
w h e r e p i = 2 u ( x t ) — 2y i — c. So 
^ = (6.6) 
du(xt) L 
< 0. ( b y E q . (6 .3) a n d E q . (6 .2 ) ) 
T h e r e f o r e , i n t h e fixed m a r g i n s e t t i n g cases, g i v e n c o n d i t i o n o f E q . ( 6 .2 ) , 
t h e d e c i s i o n f u n c t i o n is a m o n o t o n e decreas ing f u n c t i o n t o t h e u p m a r g i n . • 
F r o m a b o v e t h e o r e m , i nc reas ing t h e u p m a r g i n , u ( x ) , w i l l p r o d u c e a s m a l l e r 
p r e d i c t e d va lue . B y u s i n g t h e D M A E as i n E q . (4 .10) t o m e a s u r e t h e d o w n s i d e 
r i s k , w e o b t a i n t h e f o l l o w i n g c o r o l l a r y : 
C o r o l l a r y 6 I f t h e c o n d i t i o n i n Eq . (6 .2) is v a l i d a n d t h e m a r g i n s e t t i n g is 
F A S M or F A A M , i n c r e a s i n g t h e u p m a r g i n , w (x) , w i l l r e d u c e t h e p r e d i c t i v e 
d o w n s i d e r i s k o r keep i t t o van ish . 
P r o o f : Suppose t h a t t h e r e are t w o m a r g i n se t t i ngs i n t h e fixed m a r g i n 
cases, F A S M or F A A M . a n d d\x) are t h e u p m a r g i n a n d d o w n m a r g i n 
t o t h e f i r s t fixed m a r g i n s e t t i n g respec t i ve l y . a n d (P{x) a re t h e u p 
m a r g i n a n d d o w n m a r g i n t o t h e o t h e r f i x e d m a r g i n s e t t i n g r e s p e c t i v e l y . H e r e 
we a s s u m e t i i ( x ) + = + a n d < 
U s i n g these m a r g i n s e t t i n g s , we can o b t a i n t h e c o r r e s p o n d i n g p r e d i c t e d 
va lues p], = 1 , . . . ,772, w h e r e m is t h e n u m b e r o f t e s t i n g d a t a . W e can 
c a l c u l a t e t h e c o r r e s p o n d i n g D M A E as D M A E ^ a n d D M A E ? respec t i ve l y . 
S ince < f r o m T h e o r e m 5, we k n o w t h a t p] > p j j = 1 , . . . 
T h e r e s p e c t i v e r e l a t i o n s o f , jd] a n d cij cons is t o f t h r e e cases. 
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Case 1: If Vj, j G { ! , . . . ,7?^}, such that pj < p] < aj. From Definition 4, 
D M A E ' = D M A E 2 = 0. 
Case 2: If there is jo, jo € {1, • • • , m } , such that p，。< cij^ < p )� . From 
D e f i n i t i o n 4, we k n o w t h a t D M A E ^ has a t least one m o r e t e r m t h a n 
D M A E 2 , SO we have D M A E ^ > D M A E 〗 . 
Case 3: If Vj, j G { 1 , . . . such that aj < v] < p]- From Definition 4, 
D M A E ' > D M A E ^ 
T h e r e f o r e , a l l t h e cases m a k e o u r conc lus ions . • 
6.2 Algorithm 
I n t h e f o l l o w i n g , we p ropose an a l g o r i t h m t o tes t t h e v a l i d i t y o f t h e c o n d i t i o n 
o f E q . ( 6 . 2 ) , 
Algorithm 1: Detective Algorithm 
Construct the kernel function matrix K; 
Calculate the determinant of K , |K|; 
v a l i d = t r u e ; 
for i = 1 to N do 
Substitute the values of i认 row of K to 1, form a new matrix K'i; 
Calculate the determinant of K'i, |K'i|; 
_ if |K| X |K'i| < 0, valid 二 false; 
return valid; 
I n o r d e r t o s t a t e t h a t t h e above a l g o r i t h m c a n check t h e v a l i d i t y o f t h e 
c o n d i t i o n o f E q . ( 6 .2 ) , w e p r o p o s e t h e f o l l o w i n g t h e o r e m . 
Theorem 7 
•z = 1 , . . . , yV, sgn(f4) = sgn(|K| x |KM), 
w h e r e sgn ( - ) deno tes t h e s ign o f t h e va lue . 
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P r o o f : L e t K 二 (Jqj), t h e n t h e a d j o i n t o f K is adj K = (lUj)'^, w h e r e 
h ' i j is t h e co fac to r o f k i j . 
I f t h e d e t e r m i n a n t o f K is no t equa l t o 0, i . e . jK| + 0, t h e n K is non -
s i n g u l a r a n d 
K-i =各 adjK. 
xV 
F r o m E q . (6 .1 ) , 
( c / i , . . . = K - i (1, . . . 
= ( 1 , … 
(A'li I<2i … 、 / 丄、 
1 /Vl2 1�22 . • . Km 1 
= 面 ： ： • • ： : 
I , . • • • 
乂 Kin K2N .. • KNN / \ 1 / 
W h i l e t h e d e t e r m i n a n t o f K - is 
(ku ku … k i N \ 
. • • • . . • • 
K ' i l = 1 1 . . . 1 ^ i r o w 
. . . • . . • • . . • • 





� D U . . . , D N ) T = & (丨K'I|,|K'2丨,…，|K'N|)T 
|K|2X �,...，‘,=|K|X(|K'I| ,|K '2|’".，|K'N|, 
|K|2 X di = |K| X |K'i|, i = 1 , . . . ,iV. 
T h e r e f o r e , we have 
sgn(f/i) = sgn(|K|2 乂 (“) = sgn(|K| x |K'i|). 
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• 
6.3 Experiments 
W e also d o t h e f o l l o w i n g e x p e r i m e n t s t o tes t o u r t h e o r e t i c a l resu l t s . T h e 
e x p e r i m e n t a l d a t a are a l l t h e d a t a sets used i n [96, 98] : 
H S I O l : t h e d a i l y c los ing pr ices o f H o n g K o n g ' s H S I f r o m J a n u a r y 15, 2001 t o 
J u n e 19，2001, a t o t a l o f 104 days ' d a t a ; 
H S I 9 8 - 0 0 : t h e d a i l y c los ing pr ices o f H S I f r o m J a n u a r y 2, 1998 t o D e c e m b e r , 
29, 2000, a, t o t a l o f t h r e e years ' d a t a ; 
D J I A 9 8 - 0 0 : t h e c l os ing d a i l y pr ices o f D J I A f r o m J a n u a r y 2, 1998 t o De -
c e m b e r , 29, 2000, t o t a l l y t h r e e years ' d a t a . 
T h e c o r r e s p o n d i n g t r a i n i n g a n d t e s t i n g p e r i o d s are t h e s a m e i n [96, 98] a n d 
w e l i s t i t a g a i n i n T a b l e 6.1. 
T a b l e 6.1: E x p e r i m e n t a l d a t a d e s c r i p t i o n 
Indices Training Period Testing Period 
HSIOl 15-Jan.-2001 �22-May-2001 23-May-2001 �19-Jun.-2001 
HSI98-00 02-Jan.-1998 �04-Jul.-2000 05-JuL-2000 �29-Dec . -2000 
DJIA98-00 02-Jan.-1998 �29-Jun.-2000 30-Jun.-20QQ �29-Dec . -2000 
T h i s e x p e r i m e n t a l p r o c e d u r e consis ts o f t h r e e m a i n p a r t s : a t f i r s t , we n o r -
m a l i z e t h e p r i ces b y U = " ‘ 一 〜 , w h e r e U is t h e n o r m a l i z e d p r i c e a t d a y 
上 ahigh-^^low 
i , cLi is t h e a c t u a l p r i c e o f t h e s tock a t day i, aiou, a n d a high are t h e co r re -
s p o n d i n g l y m i n i m u m a n d m a x i m u m pr ices i n t h e t r a i n i n g d a t a respec t i ve l y . 
T h e n , w e use t h e t r a i n i n g data, t o r u n t h e d e t e c t i v e a l g o r i t h m , A l g o r i t h m 1. 
F i n a l l y , w e a p p l y t h e S V R a l g o r i t h m , w h i c h is m o d e l e d as pn一i = / ( X i ) , w h e r e 
X i = t o t r a i n t h e t r a i n i n g d a t a a n d t h e n , we use t h e tes t -
i n g data, t o o b t a i n t h e n o r m a l i z e d p r e d i c t e d va lues. A f t e r u n n o r m a l i z i n g these 
va lues pn_i , w e o b t a i n t h e c o r r e s p o n d i n g p r e d i c t e d p r i ces ]〕“ 
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Detective Algorithm 
W h e n r u n n i n g A l g o r i t h m 1, we use d i f fe ren t = 2丁, T = - 1 5 , . . . � 1 5 , t o con-
s t r u c t t h e k e r n e l m a t r i x K a n d test t h e v a l i d i t y o f t h e c o n d i t i o n i n E q . (6 .2 ) . 
W e show t h e resu l ts i n T a b l e 6.2, 6.3, 6.4 fo r d a t a sets H S I O l , H S I 9 8 - 0 0 a n d 
D J I A 9 8 - 0 0 respec t i ve l y . F r o m T a b l e 6.2, we f i n d t h a t t he re are t h r e e k i n d s 
o f r esu l t s fo r d a t a set H S I O l : w h e n r ranges f r o m -15 t o 3, V i = 1 , . . . , TV, 
K| X |K'i| 二 0; when 丁 is in 4 and 9, non of |K| x |K'i| equals 0, but there are 
s o m e z, such t h a t | K | x | K ' i | < 0, i . e. some di is less t h a n 0; w h e n r is f r o m 10 
t o li5’ Vi = 1, •. . , A M K | X 丨 K ' i l � 0 , i. e. all cii are greater than 0 and satisfy 
t h e c o n d i t i o n i n E q . (6 .2) ; N here is equa l t o t h e size of t r a i n i n g set i n H S I O l . 
For data, H S I 9 8 - 0 0 a n d D J I A 9 8 - 0 0 , t h e y also have s i m i l a r resu l ts : w h e n r is 
f r o m -15 t o 9，Vz' = 1 , . . . , N , a l l |K| x |K'i| = 0; w h e n r is w i t h i n 10 a n d 13’ 
no | K | X |K'i| = 0, b u t t he re are some i , such t h a t | K | x |K'i| < 0, i . e . some 
di < 0; w h e n r is 14 or 15, a l l di > 0, here N refers t o t h e size o f t r a i n i n g set 
i n H S I 9 8 - 0 0 , D J I A 9 8 - 0 0 respec t i ve ly . 
T a b l e 6.2: V a l i d a,ted resu l ts fo r H S I O l 
case II I U m 
r -15 〜 3 4 〜 9 10 〜 1 5 
^ 2-15 〜 2 3 24 〜 2 ” 210 〜215 
t r u e false t r u e — 
T a b l e Val idat. f iH resu l ts fo r I i S I 9 8 - 0 0 
~ ~ c a s e I 11 n i 
T -15 〜 9 ^ 10 〜 1 3 — 14 〜 1 5 
；5 2-15 〜2。 _ 210 〜213 214 〜215 
v a l i d t r u e fa lse t r u e 
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T a b l e 6.4: V a l i d a t e d resu l t s f o r D J I A 9 8 - Q 0 
~ c a s e I I I I I I I 
T -15 〜 9 10 〜 1 3 14 〜 1 5 
p ‘2-15 〜 2 9 210 〜213 214 〜 2 1 5 ~ 
v a l i d t r u e fa lse t r u e 
S V R Algorithm 
W e p e r f o r m e x p e r i m e n t s u s i n g S V R a l g o r i t h m w i t h (3 = 2丁, r = - 1 5 , . • . , 15, 
C = 1 a n d t h e w i d t h o f m a r g i n b e i n g 0.01, i . e . , u ( x ) + d(x) = 0 .01 ’ each 
i n c r e m e n t is 0 .0025. F r o m t h e e x p e r i m e n t a l r esu l t s , w e f i n d t h a t a l l DMAE 
decrease w i t h t h e inc rease o f u p m a r g i n fo r these t h r e e da tase t s . W e j u s t 
l i s t p a r t i a l r esu l t s i n t h e f o l l o w i n g T a b l e 6.5, 6 .6, 6 .7 , 6 .8 , 6 .9 , 6 .10 a n d T a -
b l e 6 .11 , 6 .12 , 6 .13. 
Fo r d a t a set H S I O l , we o n l y l i s t t h e resu l t s o f " 二 2—2,1 ,24,29 a n d l3 = 
210,212 i n T a b l e 6 .5 , T a b l e 6.6 a n d T a b l e 6.7 r e s p e c t i v e l y . T h e s e t a b l e s con-
s is t o f t w o t a b l e s w i t h t h e resu l t s o n t h e l e f t a n d t w o f i gu res c o r r e s p o n d i n g 
t o t h e r e l a t i o n o f u p m a r g i n a n d D M A E o n t h e r i g h t . T h e ( h se lec ted i n T a -
b l e 6 .5 , T a b l e 6.6 a n d T a b l e 6.7 t o rep resen t t h e resu l t s i n T a b l e 6.2 o f case 
I , case I I a n d case I I I r e s p e c t i v e l y . F r o m these resu l t s w e c a n see t h a t as t h e 
u p m a r g i n inc reases , D M A E decreases g r a d u a l l y ( a l l f i gu res c l e a r l y show t h i s 
p h e n o m e n o n ) . W e also n o t e t h a t c o n d i t i o n i n E q . (6 .2 ) is o n l y a s u f f i c i e n t 
c o n d i t i o n . W h e n t h e r e a re some 山 < 0, f r o m E q . ( 6 .6 ) , w e k n o w t h a t i t is 
p o s s i b l e that > 0 and < 0, this also can der ive the result o f 
T h e o r e m 5. W h e n |K| x |K'i| = 0 ’ i t m a y |K| e q u a l t o 0. In t h i s case, K is 
singular and we do not prove this case in Theorem 5. 
Fo r data, set H S I 9 8 - 0 0 a n d data, set D J I A 9 8 - 0 0 , w e select /3 = 2-\ 1, 21。, 
213，‘214, ‘215 t o r e p r e s e n t t h e c o r r e s p o n d i n g r esu l t s i n T a b l e 6.3 a n d T a b l e 6.4 
r e s p e c t i v e l y . T h e c o r r e s p o n d i n g resu l t s are s h o w n i n T a b l e 6 .8 , T a b l e 6 .9 , 
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T a b l e 6.10 fo r HS I98 -00 and i n T a b l e 6.11, T a b l e 6.12, T a b l e 6.13 fo r D J I A 9 8 -
00 respec t i ve l y . A l l o f these resu l ts mee t ou r resu l ts i n T h e o r e m 5. W e also 
n o t e t h a t w h e n fS = 2 i4, or s ince a l l o f t h e p r e d i c t e d values are u n d e r -
p r e d i c t e d , i . e . less t h a n t h e a c t u a l values, we have a l l D M A E = 0 . 
6.4 Discussions 
F r o m t h e e x p e r i m e n t a l resu l ts , we can see t h a t as t h e u p m a r g i n increases, t h e 
p r e d i c t i v e va lues t e n d t o sma l l e r . T h i s a c t u a l l y mee ts o u r t h e o r e t i c a l resu l t s . 
T h e p r o p o s e d a l g o r i t h m also can be app l i ed t o t h e t r a i n i n g data, set t o see 
t h e c h a n g i n g t r e n d o f p r e d i c t i v e va lue be fore p r e d i c t i o n . T h a t is t o say, i f we 
use F A S M or F A A M as t h e m e t h o d to p r e d i c t t h e s tock p r i ce , we can use t h e 
a b o v e a l g o r i t h m t o check t h e v a l i d i t y o f t h e c o n d i t i o n . A n d t h e n , we k n o w 
t h e c h a n g i n g t r e n d o f p r e d i c t i v e values w h e n we a d j u s t t h e u p ( d o w n ) m a r g i n . 
T h e r e f o r e , we can r e d u c e / i n c r e a s e t h e p r e d i c t i v e d o w n s i d e r i sk . 
H o w e v e r , t h e r e are some lacks i n ou r t h e o r e t i c a l resu l ts . F i r s t , we do n o t 
cons ide r t h e case w h e n K is s i ngu la r . T h e e x p e r i m e n t a l resu l t s also i n d i c a t e d i n 
t h i s case, t h e p h e n o m e n o n , t h e increase o f u p m a r g i n leads t o s m a l l e r p r e d i c t i v e 
va l ue , is also t r u e . Second, i n t h e p r o o f o f T h e o r e m . 5, we j u s t p r o v e t h e cases 
o f F A S M a n d F A A M . W e do n o t cons ider t h e cases o f N A S M a n d N A A M . B u t 
i l l o u r o p i n i o n s , f r o m t h e resu l ts o f s e t t i n g m o m e n t u m t e r m i n t h e m a r g i n , 
f o r n o n - f i x e d m a r g i n se t t i ngs , t h i s p h e n o m e n o n m a y be also t r u e . T h i r d , t h e 
e x p e r i m e n t a l resu l t s i n d i c a t e d t h a t a l t h o u g h t h e c o n d i t i o n 6.2 is n o t m e t , e . g . 
case I a n d case I I ’ t h e p h e n o m e n o n is s t i l l t r u e . T h i s means t h a t we s t i l l can 
loose t h e c o n d i t i o n t o get t h e same t h e o r e m . 
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13 d ( x ) DMAEl V ‘ ‘ ‘ ‘ 
0 ~Mr~ 86.01 - \ � � � � � 
0.0025 0.0075 8 0 . 1 8— 塞 、 、 、 、 、 、 
2 - 2 0.005 0.005 74.54 _ » 、、、、、\ 
0.0075 0.0025 68.71 “ - 、、、、、、、 
0 64.48 ^ i 
(3 • ) ( i ( x ) 服 T、、、、、、、 ^ 
0 0.01 89.76 — “ \ 、 、 
0.0025 0.0075 83.20 一 、、、、\、 
1 0.005 0.005 77.56 “ “ 、、、、、\ 
0.0075 0.0025 71.93 — ’。 、、、、、、、 
0.01 0 66.41 ^ ^ ^ si. 
T a b l e 6.5: D M A E for H S I O l o f case I 
(3 t 仁） （ i (x) D M X g " ! r ^ 
0 0.01 75.91 ~ „ 、 、 \ 
0.0025 0.0075 69.24 — 、、、、、、、、、、 
24 0.005 0.005 62.58 “ “ \、、、 
0.0075 0.0025 56.41 — » \、、、 
0.01 0 50.70 ^ ^ 
p u ( x ) d(x) DMAEl : | � � \ � � 
0 0.01 359.64 “ ~ 、\、、、 
0.0025 0.0075 350.41 “ ！： 、、、、\ 
29 0.005 0.005 341.19— , 、、、、、、.  
0.0075 0.0025 331.96— : 、、、、、、、、、 
0.01 I 0 322.73 4 ^ — — ^ — — — — 
Table 6.10: D M A E for HSI98-00 of case III 
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(3 d(x) DMAEl ：卜、� ^ ^ ^ 
0 0.01 532.67 ~ : 、 \ 、 
0.0025 0.0075 522.42 ~ 『 、、、、\、 
2 - 2 0.005 ~ O j Q O ^ 512.17— : 、、、、、、、、、 
0.0075 0.0025 501.92 “ ： •、、、、、、、、； 
0.01 0 491.67 ^ ^ ^ 
P u ( x ) ( / ( X ) 服 ����� ^ ^ 
0 0.01 627.41 “ ：、’、、•、、、、 
0.0025 0.0075 6 1 7 . 1 6 ~ 『 、、、、、、、 
1 0.005 0.005 606.91 ~ : 、、-、、‘ 
0.0075 0 . 0 0 2 5 5 9 6 . 6 6 战 ‘、、、、、、、 
、、’ 
0.01 0 586.41 -。 ^ —— 
T a b l e 6.7: D M A E for H S I O l o f case I I I 
(3 ^(x) (/(X) DMAE ^ 
0 ~ o W ~ 1 4 2 . 4 8 ~ ‘》、、、、、、‘、、 
0.0025 " 0 0 0 7 ^ 126.76— f 、、、、、、、、 
2-2 0.005 ~0：005~ 111.44 “ ： 、、、、、、 
0.0075 " O M T 97.06 ~ » \、、、 
0.01 0 83.30 "。 — ^ ^ 
p " ( X ) c / ( x ) DMAEl ! [ � � � � � � � 
0 0.01 139.82— 、 \、 
0.0025 0 . 0 0 7 ^ 120.74 “ 塞.,。 、、、、、、、、‘、 
1 0.005 ~ ~ O m S ~ 1 0 8 . 2 0 ~ ,» 、、、、、、、、 
0.0075 0 . 0 0 2 5 9 2 . 6 6 - 、 、 、 
0.01 0 82.60 “。 一 。_ 。。’ 
Table 6.10: D M A E for HSI98-00 of case III 
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p t f t x ) c/(x) DMAE ：卜、、、 ‘ 
0 0.01 79.30 - „ 、 \ . 
0.0025 0.0075 76.26 | „ 、、、\、、 
2 1 。 0 . 0 0 5 0.005 65.76 _ - 、、、\、、 
0.0075 59.70 - 、、、、 
~ 0 54.24 ^ ^ ^ 
(5 t《x) c/(x) D W A ^ "[ ^ ^ ^ 
0 0.01 0 — :: 
0.0025 0.0075 0 塞。:…… ‘ -
213 0.005 0.005 0 ：： 
0.0075 0.0025 0 一 ： 
0.01 0 0 .'� �"“ jjr, � � " �•“ 
T a b l e 6.9: D M A E for HSI98-00 o f case I I 
p " ( X ) d{x) DMAt： "[ 
0 0.01 0 一 ：： 
0.0025 ~ O 0 7 5 0 — 塞 : — — 一 - ‘ 
214 0.005 0 ~ ：： 
0.0075 0.0025 0 — ：： 
0 . 0 1 0 0 •, 。》• 一 。。， 
13 u ( x ) c / (x) DMAE "[ 
0 0.01 0 — ：： 
0.0025 0.0075 0 “ - - - … … … … … 
215 0.005 0 “ ：： 
0.0075 0.0025 0 -
0 . 0 丄 0 0 。。0« 一 。。. 
Table 6.10: D M A E for HSI98-00 of case III 
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“ u ( x ) (/(X) DMAE\ r ‘ ‘ 
0 0.01 56.56 “、、、、\ 
0.0025 0.0075 50.82 ‘ '、、、、、、、、、、 
2 - 2 0.005 0.005 45.66 ‘ “ 、、、、、 
0.0075 " O O O ^ 40.99 _ ‘。 、‘、、、、、、 
0,01 0 36.69 “。 。 “ 。 。 ’ 
[3 圳 X) D^4AEl T ^ ^ 
0 0.01 56.09 — “、、、、、、、、、 
0.0025 0.0075 50.42 “ •、、、、、、、、、 
1 0.005 0.005 45.08 “ “ 、"、、、、、、、 
0.0075 0.0025 40.34 ~ “ 、\、、、、、 
0.01 0 36.00 念 ^ 溫 st 
T a b l e 6.11: D M A E for D J I A 9 8 - 0 0 o f case I 
(3 .»(x) ( / (X) DMAt： 卜、、、、 
0 0.01 53.80 一 ： 、 \ 
0.0025 " 0 0 0 7 ^ 49.84 一 | I 、、、、\ 
‘ 2 1 。 0 . 0 0 5 0.005 46.05 “ .‘ 、、\、 
0.0075 0.0025 42.37 — ： 、、\、、 
0.01 0 38.84 "» 。"” S 工 ‘“ 
(3 ^(x) DMlEl :[ • 
0 0.01 0 — ：： 
0.0025 0.0075 0 — 塞： … … -
‘213 0.005 0.005 0 _ ：： 
0.0075 0.0025 0 ” . 
0.01 0 0 •,。。《« oj^ j 。_ 。•“ 
Table 6.10: D M A E for H S I 9 8 - 0 0 of case III 
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p u(x) d{x) DMAEl ；;[ ‘ ^ 
0 0.01 0 “ ：： 
0.0025 0.0075 0 — ……‘ 
‘214 0.005 0.005 0 “ ：： 
0.0075 " 0 0 ^ 0 “ ：： 
0 . 0 1 0 0 -'。 一 ：^ ) 。"“ 。•“ 
13 • ) DMAE ;：[ ： 
0 0.01 0 ：： 
0.0025 0.0075 0 ~ 塞。: ‘ 
215 0.005 0.005 0 “ ：： 
0.0075 0.0025 0 “ ：：： 
0.01 0 0 .'。 一 Sw 。“‘。 。。’ 
T a b l e 6.13: D M A E for D J I A 9 8 - 0 0 o f case I I I 
Chapter 7 
Conclusion 
I n t h i s thes i s , we p ropose t o v a r y t h e m a r g i n i n t h e e i n s e n s i t i v e loss f u n c t i o n , 
a n d t h e n w e e x t e n d i t t o a genera l e loss f u n c t i o n . A f t e r a p p l y i n g i t t o f i n a n c i a l 
p r e d i c t i o n tasks , we o b t a i n t h e f o l l o w i n g resu l ts : (a) B y v a r y i n g t h e w i d t h o f 
m a r g i n a n d w i t h a m o m e n t u m , we can re f lec t t h e v o l a t i l i t y o f t h e s tock m a r k e t 
a n d c a p t u r e t h e u p / d o w n t r e n d o f t h e s tock m a r k e t . A d d i n g these i n f o r m a t i o n 
i n t o t h e m a r g i n s e t t i n g is h e l p f u l f o r t h e p r e d i c t i o n o f s tock m a r k e t p r i ces , ( b ) 
G A R C H m e t h o d c a n also be a p p l i e d i n t h e s e t t i n g o f m a r g i n , (c ) I n t h e f i x e d 
m a r g i n cases, i f t h e su f f i c i en t c o n d i t i o n , i .e. E q . (6 .2 ) , is t r u e , t h e p r e d i c t i v e 
v a l u e is m o n o t o n e t o t h e u p m a r g i n a n d hence, we m a y reduce t h e p r e d i c t i v e 
d o w n s i d e r i s k o r keep i t zero b y i nc reas ing t h e u p m a r g i n . 
A r e l i a b l e p r e d i c t i o n a l g o r i t h m t o p r e d i c t t h e s tock m a r k e t i m p l i e s a b e t t e r 
s y s t e m w h i c h c a n h e l p us m a k e m o r e m o n e y t h a n o t h e r i n v e s t m e n t s t ra teg ies . 
H o w e v e r , i t is h a r d t o f u l f i l t h i s o b j e c t i v e . A l t h o u g h t h e gene ra l m e c h a n i s m s 
u n d e r l y i n g t h e e v o l u t i o n o f s t ock m a r k e t p r ices e l u d e us, we be l i eve t h e r e is s t i l l 
r o o m fo r c a u t i o u s o p t i m i s m a b o u t t h e use o f e x p l o r a t o r y s t a t i s t i c a l m o d e l i n g 
t h e f i n a n c i a l m a r k e t s . A t t h e v e r y leas t , these s t a t i s t i c a l m o d e l s m a y p r o v i d e a 
s y s t e m a t i c w a y t o m o n i t o r t h e s tock m a r k e t f r o m huge a m o u n t o f i n f o r m a t i o n 
o n t h e s t o c k m a r k e t . 
A p a r t f r o m t h e f i n a n c i a l a p p l i c a t i o n s , o u r i d e a o f a s y m m e t r i c a l m a r g i n 
s e t t i n g s as i n C h a p t e r 6 m a y also be a p p l i e d i n o t h e r a p p l i c a t i o n s , e. g. b iased 
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c l ass i f i ca t i on . I t m a y be s i m i l a r t o t h e w e i g h t e d S V M i n [62], w h i c h used l a rge r 
v a l u e o f C (cost o f t h e e r r o r ) t o pena l i ze h i g h l y r e l i a b l e class d a t a p o i n t s a n d 
s m a l l e r v a l u e o f C fo r less con f idence class. O u r i dea o f a s y m m e t r i c a l m a r g i n s 
i n S V C is t o find o u t t h e c lass i f i ca t ion h y p e r p l a n e b y s t a n d a r d S V C f i r s t , a n d 
t o p u s h t h e h y p e r p l a n e away f r o m t h e h i g h l y con f idence class s i m p l y . 
F u r t h e r i m p r o v e m e n t s can be m a d e i n o u r m o d e l . F i r s t , we s h o u l d f i n d 
w a y s t o o p t i m i z e t h e values o f some p a r a m e t e r s , such as t h e cost o f e r r o r , C ; 
t h e R B F k e r n e l p a r a m e t e r , (5. Second, o u r m o d e l assumes t h a t t h e i n f o r m a t i o n 
o f t h e w h o l e s tock m a r k e t is c a p t u r e d i n t h e p r i ce va lues a n d t h e r e is a n o n -
l i n e a r r e l a t i o n b e t w e e n c u r r e n t s tock p r i ce a n d t h e p r e v i o u s f o u r days ' s t o c k 
p r i ces . H o w e v e r , t h e a c t u a l s tock m a r k e t is v e r y c o m p l i c a t e d ; t h e r e are s t i l l 
m a n y use fu l i n f o r m a t i o n fo r t h e p r e d i c t i o n o f s tock m a r k e t s o t h e r t h a n pr ices . 
O t h e r i n f o r m a t i o n , e. g. v o l u m e s , m a y also be a d d e d i n t h e i n p u t v e c t o r x . I t 
m a y i m p r o v e t h e p r e d i c t i v e p e r f o r m a n c e . 
Appendix A 
Basic Results for Solving SVR 
A. l Dual Theory 
L e t X^ b e a n o n e m p t y o p e n set i n R"", a n d le t f be a n u m e r i c a l f u n c t i o n 
d e f i n e d o n X。, i .e . , f : X^ \ M , g be r e s p e c t i v e l y a p - d i m e n s i o n a l v e c t o r 
f u n c t i o n d e f i n e d o n A,。’ i .e . , g : 
T h e p r i m a l ( m i n i m i z a t i o n ) p r o b l e m is de f i ned as f o l l ows , 
Definition 8 The (primal) Minimization Problem (MP) [55, 5], 
F i n d a n x , i f i t ex i s t s , such t h a t 
/ ( x ) = m i l l f ( x ) , xe X = {x fx e X O , g ( x ) < 0 } ( A . l ) 
X G A " 
T h e c o r r e s p o n d i n g d u a l ( m a x i m i z a t i o n ) p r o b l e m is, 
Definition 9 The Dual (maximization) Problem (DP) [55, 5], 
L e t f a n d g be d i fFe ren t iab le o n A,。. F i n d an x a n d a u G i f t h e y e x i s t , 
s u c h t h a t 
L ( x , u ) = m a x L ( x , u ) , 
(x,u)er 
( x , u ) G r = { ( x , u ) | x e A , o , u e R P , V x i ^ ( x , u ) = 0 , u 2 0 } ’ ( A . 2 ) 
L ( x ’ u ) = / ( x ) + u ^ g ( x ) . 
T h e f u n c t i o n L is u s u a l l y c a l l e d L a g r a n g e f u n c t i o n or D u a l f u n c t i o n . 
94 
Appendix A Basic Results for Solving SVR 95 
Theorem 10 Wolfe's duality theorem [55 
Let be an open set in R, let / and g be differentiable and convex on 
l e t X b e t h e s o l u t i o n o f E q . ( A . l ) , a n d le t g sa t i s fy t h e K u h n - T u c k e r c o n d i t i o n s . 
Then there exists a u G such that (x ,u) be the solution of Eq. (A.2) and 
/(x) = L(5t,u). 
P r o o f : S ince g sa t i s fy t h e K u h n - T u c k e r c o n d i t i o n s , t h e r e ex i s t a u G 
such that (x, u) satisfies the Kuhn-Tucker conditions 
V / ( x ) + u^Vg(x) = 0, 
u^g(x) = 0, 
g(x) < 0， 
u > 0. 
Hence 
(x, u)eY = { ( x , u ) |x e u G IT , v / ( x ) + u ^ V g ( x ) = 0 , u > 0} . 
Now let (X, u) be an arbitrary element of the set V. Then 
L ( x , u ) 一 L ( x , u ) = f ( x ) - fix) + u ^ g ( x ) - u ^ g ( x ) 
> V / ( x ) ( x - x ) - u ^ g ( x ) 
(..• f is c o n v e x and u ^ g ( x ) = 0 ) 
> V / ( x ) ( x - X) + - g (x) + Vg(x)(x - x)l 
(••• g are convex and u > 0) 
= [ • / ( X ) + u ^ V g ( x ) ] ( x - X ) - u ^ g ( x ) 
= - u ^ g ( x ) (•.. V / ( x ) + u^Vg(x) = 0) 
> 0 ( • . • u > 0 a n c l g ( x ) < 0 ) 
Hence 
L ( x , u ) = max L ( x , u ) (x, u) G Y. 
(x,u)Gy 
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Since u^g(x) = 0 
L ( x , u ) = / ( x ) + u ^ g ( x ) = / ( x ) concludes t h e p r o o f . 
• 
A.2 Standard Method to Solve SVR 
I n t h e f o l l o w i n g , i i nd ica tes 1 , . . . , N. ( * ) i nd ica tes t h e va r i ab le w i t h a n d 
w i t h o u t as te r i sk . 
D e f i n i t i o n 11 ( P r i m a l O p t i m i z a t i o n P r o b l e m of S V R ) 
1 N 
m i n i ( w , w > + C V ( 6 - + C ) , ( A . 3 ) 
w ’ M ⑷ 2 ^ 
s u b j e c t t o 
Hi - {w,</>(xi)> - h < £ + 
d * ) > 0. 
一 
S o l u t i o n 12 A t first, we cons t r uc t t he Lagrange f u n c t i o n as, 
N N 
l ( w , 6 , 《 ⑷ ） 二 i { w , w > + c + e n - E + -yi-^ ( w , + b) 
“ t = l i = l 
N N 
— ; ^ c < ( £ + C + y, —〈w’(?Hx,)〉— 6) — ;^ (A_<e, + A<e,*), ( A . 4 ) 
w h e r e > 0, are t h e co r respond ing Lag range m u l t i p l i e r s . 
A t t h e sadd le p o i n t , t h e d i f f e r e n t i a t i o n o f L w i t h respect t o w,6，《,《* is 
e q u a l t o zero. T h e r e f o r e , we have, 
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= w - E ( a , - « ” 0 ( x , ) = 0, 
i=i 
N N 
载 二 — = 0 , 
i = l i = l 
If: = C - a i - = 0, 
着 = C-c^-tA = 0. 
W e c a n r e w r i t e t h e above equa t i ons as, 
N N N 
w = ^ ( a i - a * )< / ) (x i ) , ^ a i = ( A . 5 ) 
1 = 1 i=l t = l 
c^N e [ 0 , C ] . 
S u b s t i t u t i n g E q . ( A . 5 ) i n t o E q . ( A . 4 ) a n d a p p l y i n g t h e D u a l T h e o r y i n 
A p p e n d i x A . l , we change t h e o r i g i n a l p r i m a l o p t i m i z a t i o n p r o b l e m o f SVR. i n 
E q . ( A . 3 ) t o t h e f o l l o w i n g Q P p r o b l e m , 
N N 
m i n $ ( a ⑷ ） = g 二 二 ⑷ — 广 a;)〈(?HxO’ 利x_^ . )〉 （ A . 6 ) 
i=i i=i 
N N 
+ - + + 
i=l «=1 
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