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1. Let 5 = Ku), u E U, be a random function of u E U (where U is an 
arbitrary set) with an unknown mean value 8 = B(zJ), u E U. We can assume 
then that 
84 = e(u) + A(u), u. E u, (1) 
where A = A(u), u E U, is some “random noise” for which 
V-G I as usual, is a symbol of mean value corresponding to a probability distri- 
bution PO of the random function 5 = E(u) in (1)). 
Let 0 be a set of possible values of the unknown functional parameter 0 in 
(I). We consider below a minimax estimator rf * for some real functional CC($) 
of 8 E 0 for which 
where H is some set of estimators “by observation” of the random process 
5 = KU), u E u. 
We consider the functional a(8), 6 E 0, which is linear in the sense that 
@) = 4&) + X2@,>, f i a function 19 = B(u) is O(u) = +9,(u) + A,&&), 
u E U, where A, , A, are constants. We assume that H is the Hilbert space of all 
(real) random variables 3, generated by the values I(G), u E U, with the usual 
inner product 
<Q, 712) II= km 
(H is the space of the so-called linear estimators 7). 
Suppose that all probability distributions l’@ , 0 E 0 are equivalent; without 
loss of generality we can assume that PB is equivalent to P,, for all B E 0. Then 
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the parametric set 0 belongs to the Hilbert space @of all real functions y = y(u), 
u E U, which are uniquely representable in the form 
Y(U) = G(4 7h UEU (2) 
(where q E H) with the inner product 
(Yl sY2) = (719 72)t 
where q, , Q are connected with yr , ys by the formula (2). 
In the paper [l] we have considered in detail unbiased linear estimators 7 of 
L@), eE 0: 
897 = @1, e E 0. 
It was shown that there is some linear unbiased estimator of a(%), B E 9, if and 
only if a(8) is a linear continuous functional in the Hilbert space @, and (as every 
such functional is given by) 
a(e) = (4 a>, B E 0, (3) 
where the function IX = 01(u), ec E U, is an element of the space @. An unbiased 
linear estimator rl has an error 
which is the same for all ~9 E 0; there is the best unbiased linear estimator 
ii : II ?? II2 = inf II 7 112, which can be found by the linear equation of the type (2): 
Gyu), 5) = qu>, u E u, (4) 
where the function 5 = E(U), u E U (as an element of the Hilbert space @) 
is a projection of the function 01 = E(U), u E U (see the formula (3)) on the 
subspace 8, generated in @ by all elements 0 E 0. 
We shall see that the minimax estimator 7* (which will be described in detail) 
gives us some advantage in comparing with the best unbiased estimator 3. 
Remember [I, pp. 91-941 that for each linear estimator 7 we have 
where y = y(s), u E U, is the element of @ corresponding to 17 by the formula 
(2) and 
Q2(7, 8) = J-4 I 7 - @)I2 = II 7 II2 + ICY, 0 - &q”. (6) 
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Let 0, be a maximal linear subspace in the parametric set @ _C 3’. I;or a 
linear functional p(0) = (y, 0) - a(t9) on the subspace 0, , we have supBEs, /3(e) 
equals 0 or co; therefore, every estimator (for which supBEe I$ 1 7 - 01(8)la < ~0) 
must be an unbiased estimator under 0 E 0, : 
Earl = <Y, 0 = @), eEQO. 
Without loss of generality, we can assume that the maximal linear subspace 
0, C 0 is closed in the Hilbert space SY. Then each element 6’ E 0 can be 
represented as 8 = 0, + 8r , where 8, E 0, and t$ 1 0, . Denote 0, the set of ail 
elements 0, (for every 0, E 0, there is some 8, E 0, such that .9 = 0, + 0r E 0). 
Consider the best unbiased linear estimator 7s for a(B), e E 0, . As we have 
remarked already, 7s can be found by the linear equation 
m4 70) = ~o(f47 u E u, (7) 
where the function 01s = as(u), u E U is a projection on 0, of the function 
01 = a(u), u E U, which gives us the functional (0, 01>, 8 E 0. Remember that 
the best unbiased linear estimator for a(e), 0 E 0, is q (see Eq. (4), where we 
introduced the function Al = E(U), u E U). Let 
be the projection to the subspace 0, (generated by all elements 8, E 0,) of 
the element 01. 
Let us find the minimax estimator 7 * for (0, 01), 0 E 0, when the parametric 
set 8 lies between two planes (0 : (fI*, 0) = IZ2) and (0 : (0*, 0) = -R2}, 
vu., 
0 c {e : (e*, ey G ~41, (9) 
and besides the element 0” = I?(~~/11 a1 11) belongs to 0, . 
The simplest example of such a set is the direct sum of a linear subspace &I,, 
and a sphere 0, of radius R in a subspace 8,) 0, I 0, (this set does not depend 
on the element 011). More complicated example is the direct sum of a linear 
subspace 0, and some ellipsoid 0, in a subspace 9, , 0, 1 0,) for which 
8* = R(EJ/ OCR 11) is a generating vector, and so on. 
2. The main result is the following theorem. 
THEOREM. The minimax estimator of (8, a), 0 E 0, is 
R2 
rl * = 710 + R2 + 1 r]l> 
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where r], = ij - q, , q,, and fj are the best unbiased linear estimators of (t’, a) for 
0 E S, and 19 E 0, respectively, besides 
(11) 
(0* = R(cr,/jl01~ 11)) and the pair (T*, 0*) is a saddle point in the sense that 
+, e*) 2 +*, e*) 3 +I*, 0) (12) 
for all considered (7, l?), 7 E H, 0 E 0. 
Before going to the proof we notice that T* --f q,, if R -+ 0 and r)* --+ +j if 
R -+ CO. We notice also that the minimax estimator q* has the maximal error 
sup0 u2(~*, 0) which is less than the error 1175 ]I2 of the best unbiased estimator 1, 
for (e, 01), e E 0, viz., 
II q /I2 - “YP a2(rl*, 0) = 7J2b II 71 /I2 
[see formula (1 l)]. 
Proof. We have 
u~(Y, 4 = ca -Y, 42 + II ao iv + II x 112, 
where 8 = 0, + 8, , 0, J- 0,) and JJ = 8, + X, x 10, , 
+ - Y, 0,) = 0 for all e, E: 0, 
and 
u~(Y, 0) = cal - 3 , w + II ao 112 + II x 112, (13) 
where ol, and x1 are projections of the elements OL and x on the subspace 8, , 
61 I Q, * 
Consider 
Y* = %I t x*, R2 x* = R2-ClE 0, . 
Let us introduce 8* = R(%/llo~i 11). Then 
u~(Y*, 0) = II % 112 + ( R2Rl 1 )” II a1 112 + R2!$T 1) ce*, ‘d2, 
where, according to our condition, (O*, Q2 < R4 is used. It is easy to see that 
syp(e*, e1)2 = (e*, e*y = R4 
683/I/2-3 
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and 
““BP 4y*, 0) = 02(y*, B*) = // CXO (12 + & II ffl I?- (141 
Thus 
for all 8 E 0. 
u2(Y*, e*> > 02(Y*, 6) 
Let us consider the expansion (13) for fixed 0 = 6, + 6, , 0, J- 0,) when 
element x runs through the subspace &I, O,J- = CY 0 0,. If 
then 
02(Y, 6) = II 010 II2 + II 61 II”@ - q2 + A2 + /; x - h & /12. 
1 
The function p(A) = /I e1 iI2 (c - h)2 + X2 has a minimum in 
h = c II 4 ll”/ll 4 /I2 + 1 and 
It is easy to see that 
where 
Ye = ql + xf3 , 
For 4 = 6* = R(or,/ll q II) we have 
$fU2(Y, 6”) = II 010 112 + & II % II2 = 02(y”, e*) (15) 
(see (14)). Thus 
U2(Y, e*> 3 u2(y*, e*) 
for all y = a0 + X, x E eol, and with the inequality G(y*, ~9*) > uz(y*, 0) it 
gives us that the pair (y*, 8*) is a saddle point. 
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Remember that for a saddle point 
and 
inf[s;p u2(y, e)] < s;p a2(y*, ~9) = a2(y*, 0*) 
Y 
s;p[inf a2(y, e)] >, inf a2(y, 19*) = a2(y*, e*). 
Y Y 
Besides it is always true that (see, e.g., [2]) 
inf[s;p 02(y, e)] > s;p[inf 02(y, e)]. 
Y Y 
Therefore we have 
inf[yp u2(y, e)] = S;P 2(y*, e) = qy*, e*), 
Y 
so y* gives us the minimax estimator T*. 
Thus the theorem is proved. 
EXAMPLE 1. Consider the random distribution t = f(u), u E U, on some 
Hilbert space U with an inner product (u, w), u, w G U. The corresponding 
Hilbert space +Y of all real functions y = y(u), y E U, of the type (2) coincides 
with the completion of U relative to the new inner product (u, V> = (Bu, w), 
where B is the correlation operator of the considered random distribution 6, 
VIZ., 
Y(U) = <%Y>, u E u. 
Let 5 = f(u) be a “white noise” with the correlation operator B = 0~1, 
where u2 is a constant and I is the identity operator in U. Then ?Y coincides with 
the original space U, but the new inner product is 
(Yl 7 Y2) = u-2(Y1 ) Y2). 
Let us find the minimax estimator 7 * of the unknown value O(u), 0 E 0, of some 
fixed point u E U when a parametric space 0 is a direct sum of a linear subspace 
0, and a bounded set 0,) 0, is a sphere of a radius T in O,‘- = U 0 8,. It will 
be the same parametric set in 97 but the new radius of 8, will be R = u-17. 
There is the unique unbiased linear estimator 7 = f(u) of e(u), 0 E 0 and by 
the formula (lo), we have 
where u0 is a projection of the element u E U on the subspace 8, C U. 
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Let S(u) = (u, 53, u E U, where 5 is some random variable in the Hilbert 
space U (the corresponding correlation operator B is nuclear). We may be 
interested in considering the mean value x = E& as an element of the original 
space U, but not as an element of ?Y: 
e(u) = (% x) = (u, 0, u E u. 
We can assume that UC SY and then B = B-lx [I, p. 1 lo]. Let the parametric 
space XC U of all values x = E&, 6 E 0, is a direct sum of a linear subspace 
X,, and some set X, , 
x1 c {x : (Lx*, x)2 < T4}, 
where x* E X is a proper element of the correlation operator B with a proper 
value u2, x* I X,, . Then the parametric set 0 C % is of the same type: 0 is a 
direct sum of the linear subspace 0, = B-lX,(X, C ?Y) and some set 0, , 
0, cp : (e*, e>2 < P}, 
where 8* = B-lx*, 8* 1 0, and R = 0-G. The minimax estimator q* of 
e(u), BE 0, under u = u,, + Ax* + u(ua E X,, , z, I X), by formula (lo), is 
1 
X0 
'\ 
bU 
+ 
x0 
PU 
00 
FIGURE 1 
where Pu, = Pu is a projection of the element u E GY on the subspace 
0, = B-lx0 C J. (Notice that in the case when U = (PI, the operator P in the 
original Hilbert space U is the projection on the subspace Oo, parallel to the 
subspace X,l = U @ X0). 
EXAMPLE 2. Consider one important case when 
10) = e(t) + 4th t E T, 
where T is a certain set on the real axis, A(t) is a stationary process with null 
mean and spectral density f(h). 
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Let 2r.(f) be the Hilbert space of the functions &I), --CO < h < CO, with 
the inner product 
(9)1 f cpz> = I”, 944 v2(4 f(Y dh 
being the closure of the space of all functions &A) of the form cp(A) = C ckeih**, 
where ok E T and ck , k = I,2 ,..., are real coefficients. Then the Hilbert space CY 
consists of ail real functions y = y(t), t E T, of the form (see, e.g., [I]) 
r(t) = ,““, e-iAtcp,(X)f(A) dh, 
where 949 E 4-U 1, with the inner product ( y1 , ya) = (vVI, q@. Let ~3’ 
denote the subspace by all functions &4) corresponding, by the formula 
above, to the functions 8(t) E 8. 
Consider the functional f?(t), B E @, which is a value of the function @ at a 
fixed point t E T: 
W) = <cpe(A), esAt), 0 E 0. 
Let cp(h, t) denote the projection of the element e”Al E A?r( f ) on the subspace 2’. 
Then the best unbiased linear estimator +j is 
+j = j-ra 44 0 @W, 
where by ~~) one could, for instance, understand the spectral stochastic 
measure of the harmonizable random process of the form 
50) = 11, etAt(pe(W(4 dh + d(t), -cO<t<co, 
which coincides with the observable process on the set T. 
The best unbiased estimator Q of 8(t), 8 E 0, , has the same type 
where C&A, t) is a projection of the eIement &A) = eidf on the subspace 
ZO C 2$.(f) of all functions ve(h), 6 E 6& . 
Under the condition (9) the minimax estimator of 8(t), 0 E 8 is 
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(Notice, on the condition (9), that if 0, is the sphere of a radius R in the Hilbert 
space 3Y, then 1 6$(t)/ < @@ . R, O1 E 0,). 
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