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Los algoritmos tradicionales orientados a la extracción de reglas de 
decisión y modelos de clasificación, han demostrado resultados no deseados al 
trabajar con conjuntos de datos con ciertas particularidades.  Entre ellos se 
puede mencionar: árboles de decisión, regresiones logísticas, redes neuronales, 
algoritmos genéticos, etc.  
 
En cualquiera de estos algoritmos, es necesario configurar una gran 
cantidad de parámetros hasta lograr un resultado deseable. 
 
El manejar los parámetros inadecuadamente genera modelos 
probabilísticos con aparentemente buenos resultados. Estos modelos al ser 
validados no reflejan los resultados esperados. Este problema es conocido 
como overfitting. 
 
Muchas veces ocurre, que los individuos que se quieren clasificar son 
muy pocos comparados con la población total. Este inconveniente es conocido 
como “desbalanceo” de la clase. Los algoritmos tradicionales, en muchos de 
estos casos, no trabajan adecuadamente o es costoso hacerlos funcionar. 
 
Si las variables tienen un número reducido de valores muy alejados de 
los valores centrales, estos “valores extremos” deben ser tratados previamente 
para evitar el mal funcionamiento de los algoritmos. 
 
Todos estos inconvenientes han llevado a tratar de encontrar otras 
alternativas para obtener modelos con “reglas” que permitan predecir 
comportamientos o clasificar en diferentes segmentos. 
 
Son numerosos los autores que han escrito trabajos para generar 
combinaciones de predicados y utilizar la curva ROC para seleccionar los 
mejores. Entre algunos de ellos se pueden citar: Provost and Fawcett, 1998; 
Provost ad Fawcett, 2002; Ferri, C. Flash, P., Hernández –Orallo, 2002; 
Fawcett, 2003;Fürnkranz, J. and Flash, 2005. 
 
Esta tesis presenta un nuevo algoritmo, llamado DO-ROC2, para generar 
todas las  combinaciones de reglas posibles de a 2 variables y seleccionar 
aquellas reglas que maximizan el área bajo la curva ROC. 
 
DO-ROC2 tiene como ventajas sobre los algoritmos tradicionales: no es 
afectado por el  “desbalanceo”; tampoco por “valores extremos”; no necesita 
parámetros para su ejecución y el “overfitting” está controlado.  
 




Minería de datos. Data Mining. Algoritmos para Data Mining. Maximizar el 
área bajo la curva ROC. Cascara convexa. Curva ROC. AUC. ROC. AROC. 
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Capítulo 1.  Introducción 
 
1.1. Contexto y Objetivos 
 
 
Los algoritmos tradicionales orientados a la extracción de reglas de 
decisión y modelos de clasificación, han demostrado resultados no deseados al 
trabajar con conjuntos de datos con ciertas particularidades.  Entre estos 
algoritmos  se puede encontrar: árboles de decisión, regresiones logísticas, 
redes neuronales, algoritmos genéticos, etc.  
 
En cualquiera de estos algoritmos, es necesario configurar una gran 
cantidad de parámetros hasta lograr un resultado deseable. 
 
El manejar los parámetros inadecuadamente genera modelos 
probabilísticos con aparentemente buenos resultados. Estos modelos al ser 
validados no reflejan los resultados esperados. Este problema es conocido 
como overfitting. 
 
Muchas veces ocurre que los individuos que se quieren clasificar son 
muy pocos comparados con la población total. Este inconveniente es conocido 
como “desbalanceo” de la clase. Los algoritmos tradicionales, en muchos de 
estos casos, no trabajan adecuadamente o es costoso hacerlos funcionar. Para 
poder trabajar con estos conjuntos de datos, es necesario aplicar técnicas, como 
por ejemplo, “oversampling”, para emparejar la población que se intenta 
predecir con la población total. Algunos algoritmos permiten asignar “más 
valor” a los casos con poca frecuencia para poder emparejar las diferencias. Al 
analizar los resultados, y no contando con las distribuciones originales, se 
genera mayor confusión en la interpretación de los mismos. 
 
Si las variables tienen un número reducido de valores muy alejados de 
los valores centrales, estos “valores extremos” deben ser tratados previamente 
para evitar el mal funcionamiento de los algoritmos. 
 
Para lograr un modelo que pronostique un comportamiento en el futuro, 
se requiere de un proceso complejo, con varias etapas. Este proceso es 
conocido como: “proceso para descubrir conocimiento a partir del análisis de 
la información”. Durante una de las etapas, llamada “Data Mining”, se 
construyen los modelos predictivos, y es donde se utilizan los algoritmos 
tradicionales mencionados. Estos algoritmos están preparados para analizar un 
gran volumen de datos. 
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Con el fin de eliminar o minimizar en gran parte los inconvenientes 
descriptos se desarrolló el algoritmo DO-ROC2, el cual es presentado en esta 
tesis.  
 
DO-ROC2 construye  todas las combinaciones de reglas posibles con 
todas las variables del conjunto de datos uniéndolas de a 2 en 2, y se queda con 
aquellas que maximizan el área bajo la curva ROC. 
 
La “búsqueda de conocimiento” con técnicas de Data Mining, puede 
estar orientada a distintos aspectos: clasificar individuos, agrupar individuos, 
predecir el comportamiento de un individuo, establecer reglas de asociación 
entre distintos patrones, etc. 
 
En particular esta tesis, se centra en los modelos de clasificación. Cuando 
se presenten resultados siempre será con la intención de clasificar los 
individuos, o bien con los algoritmos tradicionales o con DO-ROC2, y con la 
limitación de poder distinguir un objetivo binario solamente. 
 
 
1.2. Otros trabajos similares 
 
Son numerosos los autores que han escrito trabajos para generar 
combinaciones de reglas y utilizar la curva ROC para seleccionar las mejores. 
Entre ellos se pueden citar: Provost and Fawcett, 1998; Provost and Fawcett, 
2002; Ferri, C. Flash, P., Hernández –Orallo, 2002; Fawcett, 2003;Fürnkranz, J. 
and Flash, 2005. 
 
En todos los casos se ha intentado obtener una mejora sobre algunos de 
los problemas planteados en el comienzo del capítulo.  
 
Uno de los trabajos más recientes es el de Tom Fawcett, en el cual se 
presenta un nuevo algoritmo “PRIE”, para generar una lista de reglas que 
maximizan la performance de la curva ROC. 
  
Todos los trabajos, como así el desarrollo de DO-ROC2, se basan en los 
beneficios que la curva ROC puede aportar a los mismos. Está demostrado, 
como lo indican en su trabajo, Charles X. Ling, Jin Huang, Harry Zhang 1 que 
el AUC es una medida más consistente y discriminante que Accuracy. 
 
 
                                                 
1
 AUC: a Statistically Consistent and more Discriminating Measure than Accuracy 
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1.3. Aporte de la tesis 
 
 
Con el objetivo de estudiar la posibilidad de mejorar la performance de 
los algoritmos tradicionales trabajando bajo ciertas condiciones adversar, es 
que se desarrolló DO-ROC2. Como todo nuevo algoritmo tiene algunas 
ventajas y otras desventajas con respecto a los algoritmos que ya se encuentran 
operando desde hace muchos años. 
 
 
1.3.1. Ventajas sobre los algoritmos tradicionales 
 
a. Es un algoritmo al que no lo afecta el  desbalanceo de la clase. 
b. Es un algoritmo al que no lo afecta los valores extremos. 
c. Es un algoritmo que no necesita la configuración de  parámetros 
para su ejecución. 
d. El “overfiting” está controlado. 
e. No requiere análisis previo de variables predictivas, para tenerlas en 
cuenta o descartarlas. 
f. No es una complicación agregar una nueva variable. 
 
 
1.3.2. Desventajas sobre los algoritmos tradicionales 
 
a. No se le puede indicar parámetros. Si bien fue definido como una 
ventaja también puede jugar en contra ante la necesidad de alguna 
configuración específica y no pre-determinada por el algoritmo. 
b. El algoritmo DO-ROC2 trata a las variables continuas como discretas, 
para ello construye las categorías de cada una de las variables 
continuas en ventiles (El 5% de los casos en cada categoría).  
c. El algoritmo tiene un costo computacional importante, y debe ser 
implementado en lenguajes de bajo nivel y/o buscar alternativas para 
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1.4. Estructura de la tesis 
 
El Capítulo 1 contiene la introducción del tema de esta tesis. Los aportes 
y beneficios de la misma. Presenta una breve descripción de la situación del 
tema en estudio a nivel mundial, de lo cual se hace un desarrollo en detalle en 
el en el capítulo 5. 
 
El Capítulo 2, explica la composición del gráfico de curva ROC. Parte de 
una forma muy básica hasta lograr el gráfico conocido. Hace referencia a 
ciertas particularidades que lo convierten en una herramienta mucho más 
robusta a la hora de medir resultados con este gráfico en vez de otras medidas 
tradicionales. Explica cómo realizar el cálculo del área bajo la curva. Presenta 
una curva ROC con una visión más simplificada que la tradicional, que permite 
entender los alcances de la misma en una forma muy sencilla. El capítulo se 
basa en el trabajo de Tom Fawcett, ROC Graphs: Notes and Practical 
Considerations for Resarchers. 
 
El Capítulo 3 explica el beneficio de contar con reglas “simples” al 
momento de utilizar un modelo probabilístico, así como también muestra, que 
los resultados de estas reglas pueden competir con modelos de reglas más 
complejas sin perder capacidad predictiva. Este capítulo tiene mucha 
relevancia, para entender el buen funcionamiento de DO-ROC2, a pesar de 
generar reglas muy simples. El capítulo se base en el trabajo de Robert C. 
Holte, Very Simple Classification Rules Perform Well on Most Commonly 
Used Datasets. 
 
El Capítulo 4 explica la construcción de DO-ROC2. Su concepción, su 
estructura y descripción de cada uno de los pasos que lo componen. Este 
capítulo responde a las siguientes preguntas: ¿Cómo hace DO-ROC2 para 
generar las reglas? ¿Cómo hace para seleccionar las de mayor beneficio? 
¿Cómo valida las reglas? ¿Cuáles son los resultados que entrega DO-ROC2? 
¿Cómo se pueden utilizar las reglas generadas por DO-ROC2? ¿La elección de 
la mejor regla a aplicar depende de una función de Costo-Beneficio? 
 
El Capítulo 5 indica algunos trabajos similares que se han desarrollado 
en esta materia. En el comienzo del capítulo enumera cronológicamente los 
trabajos de mayor referencia en esta tesis. Posteriormente realiza una breve 
descripción de cada uno de ellos. El capítulo se cierra con un cuadro 
comparando los algoritmos similares a DO-ROC2 y cuáles son las diferencias 
entre ellos. 
 
El Capítulo 6 compara los resultados de DO-ROC2 contra algoritmos 
tradicionales, sobre varios conjuntos de datos. Una de las pruebas se realiza con 
Nuevo Algoritmo de clasificación supervisado sin parámetros, no afectado por el desbalanceo y overfitting  Página 13 
 
conjuntos de datos obtenidos de páginas públicas de Internet. Esta comparación 
permite ver que académicamente, DO-ROC2, puede competir de igual a igual 
con algoritmos tradicionales. Por tratarse de datos públicos, las pruebas pueden 
ser reproducidas en su totalidad. Para darle un enfoque más profesional, se 
realizó una comparación con el score que se utiliza en una compañía financiera 
para determinar los aumentos de límite de crédito a sus clientes de tarjetas. En 
este último caso no se pueden reproducir los resultados porque no es posible 
publicar el modelo y los datos. Por último se presenta un ejercicio en donde 
DO-ROC2, no logra trabajar adecuadamente, a diferencia de un árbol de 
decisión. De acá en adelante, sin tener dudas en el buen funcionamiento de DO-
ROC2, se desarrollan dos capítulos para comprender como DO-ROC2 resuelve 
el problema del desbalanceo y el problema del overfitting. 
 
El Capítulo 7 plantea la problemática del desbalanceo en los algoritmos 
tradicionales y la solución planteada por DO-ROC2. El capítulo se basa en el 
trabajo de Nathalie Japkowicz, The Class Imbalance Problem: A Systematic 
Study. 
 
El Capítulo 8 plantea la problemática del overfitting en los algoritmos 
tradicionales y la razón porque no afecta este concepto a DO-ROC2.  
 
El último Capítulo 9 expresa las conclusiones de la tesis y los trabajos 
que se pueden realizar en el futuro. 
 
Por último se encuentran los  Apéndices para presentar el detalle de los 
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“La curva ROC2 se comenzó a utilizar durante la Segunda Guerra Mundial para el análisis de señales 
de radar, a partir de lo cual se desarrolló la Teoría de Detección de Señales. Después del ataque a Pearl Harbor 
en 1941, el ejército de los Estados Unidos comenzó un programa de investigación para detectar correctamente 
los aparatos japoneses a partir de sus señales de radar. 
En los años 50, las curvas ROC se utilizaron en Psicofísica para evaluar la capacidad de detección de 
humanos (y también de no humanos) en señales débiles. En medicina el análisis ROC se ha utilizado de forma 
muy extensa en epidemiología e investigación médica, de tal modo que se encuentra muy relacionado con 
la Medicina basada en la evidencia. En Radiología, el análisis ROC es la técnica de preferencia para evaluar 
nuevas técnicas de diagnóstico por imagen. 
Más recientemente, las curvas ROC se han mostrado muy útiles para la evaluación de técnicas de 
aprendizaje automático. La primera aplicación de las ROC en esta área fue por Spackman, quien demostró el 
valor de las curvas ROC para la comparación de diferentes algoritmos de clasificación.”3 
 
La curva ROC es un gráfico que permite visualizar y comparar los 
resultados de varios modelos predictivos. Son numerosos los trabajos 
realizados sobre la curva ROC. Posiblemente uno de los más referenciados es 
el de Tom Fawcett, “ROC Graphs: Notes and Practical Considerations for 
Researchers”. 
 
En el gráfico de dos ejes entre 0 y 1, se encuentran los casos positivos y 
los casos negativos ordenados por la probabilidad calculada por el modelo. Al 
graficar los casos ordenados por la probabilidad cuanto más se alejen de la 
diagonal entre (0;0) y (1;1), mayor será la capacidad de predicción del modelo. 
 
Este simple gráfico es una herramienta muy eficiente para poder 
comparar los modelos entre sí. Además, calculando el área bajo la curva de 
cada modelo, se dispone de una medida numérica que permite comparar los 
mismos. 
 
Partiendo de un simple predicado, con los casos que cumplen la regla y 
con casos que no la cumplen, se puede construir un gráfico de curva ROC. 
 
En el cuadro 2.1 se puede observar el predicado: P1 = “Clientes con edad 
mayor a 28 años”. El opuesto sería: -P1 = NOT (P1). Si se analiza sobre estos 
                                                 
2
 Receiver Operating Characteristics 
3
 Wikipedia historia curva ROC (http://es.wikipedia.org/wiki/Curva_ROC#Historia) 
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10 casos el resultado de cumplir o no con una obligación económica (Bueno), 
sobre no cumplirla (Malo), se puede observar lo siguiente: 
 
 
El predicado P1, contiene 5 de un 
total de 6 casos BUENOS (83% de 
BUENOS); y 1 de 4 MALOS. (25 
% de MALOS). 
 
El predicado –P1, contiene 1 de 6 
casos BUENOS (17 % de 
BUENOS); y 3 de 4 MALOS. (75 






De los 10 casos que se pueden observar sobre la izquierda del cuadro, 8 
respetan el predicado, por lo tanto, en este caso, el 80% de los casos son 
clasificados correctamente. 
 
En lo sucesivo, hablar de POSITIVO o BUENO tendrá el mismo 
significado; al igual que NEGATIVO y MALO. 
 
2.2. Eficiencia del predicado 
 
Como se explica en el trabajo de Tom Fawcett4, cada predicado tiene asociada  
una tasa de clasificación. En el ejemplo anterior se podía observar que la 
eficiencia del predicado era de un 80%.  
 
En el cuadro del punto anterior se puede ver la tasa de los “Positivos” 
sobre el “total de positivos” (buenos pagadores seleccionados por el predicado 






p = positivos 
P = total de positivos 
 
 
                                                 
4
 “ROC Graphs: Notes and Practical Considerations for Researchers”, punto 1 (Tom Fawcett) 
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De la misma forma se podría obtener la tasa de los “negativos” sobre el 
“total de negativos” (malos pagadores seleccionados por el predicado sobre el 






n = negativos 
N = total de negativos 
 
Los dos valores obtenidos permiten definir un punto en el plano como se 





De la misma, forma se podría graficar el predicado invertido –P1como se 
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Como se puede observar en el gráfico 2.3, la pendiente del predicado P1, 
es considerablemente superior a la de su opuesto (-P1). Esto tiene un 
significado muy importante, ya que demuestra que el predicado (P1) discrimina 
considerablemente bien a los POSITIVOS de los NEGATIVOS. Cuanto mayor 
sea la diferencia de la pendiente, mayor será el poderío de separar las 
poblaciones de POSITIVOS y NEGATIVOS. 
 
Este concepto es muy importante para el desarrollo de la tesis, el gráfico 
ROC, puede ser utilizado para comparar los predicados unos con otros y 
establecer por medio de su pendiente, cuál es el que mejor clasifica las 
poblaciones. 
 
Solo a modo de comentario, y debido a que en todas las bibliografías se 
presenta el lenguaje tradicional ROC como: 
 
El punto “y” es llamado TP rate y el punto “x” FP rate. TP rate 
corresponde a las palabras en inglés: “True Positive rate” y FP rate corresponde 
a “False Positive rate”. 
 
En los gráficos ROC el valor TP rate es asociado con el término de 
“Sensitivity” y el valor de 1 – FP rate con el término “Specificity”.  
 
Los términos, TP rate, FP rate, Sensitivity y Specificity, son de uso habitual 
en el gráfico ROC. Como se puede observar es exactamente lo mismo que 
indicar: “Positivos / Total de Positivos” y “Negativos / Total de negativos”.  
 
 
2.3. Construcción del gráfico de curva ROC 
 
 
Como se detalla en el trabajo de Tom Fawcett5, el gráfico ROC se 
compone de un plano con dos ejes que corresponden a identificar los valores 
negativos en el eje x y los valores positivos en el eje y. 
 
Como se pudo ver en el punto anterior, los negativos se pueden 
representar en forma de tasa de 0 a 1 calculando los negativos sobre el total de 
negativos. De la misma forma, los positivos se pueden representar en forma de 
tasa de 0 a 1 calculando los positivos sobre el total de positivos. 
 
Estos dos valores graficados en el plano, determinan un punto, que 
muestra la relación de POSITIVOS y NEGATIVOS sobre el total de 
                                                 
5
 “ROC Graphs: Notes and Practical Considerations for Researchers”, punto 2 (Tom Fawcett) 
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POSITIVOS y NEGATIVOS, que el predicado contiene. Si se comparan, 
distintos PREDICADOS por medio de su pendiente, se puede determinar 
aquellos predicados que logran mayor acumulación de POSITIVOS y menor 
acumulación de NEGATIVOS. 
 
A continuación se presenta el gráfico ROC (Gráfico 2.4) para el ejemplo 





Cada predicado tiene asociada una tasa de precisión. Como se pudo ver 
en el punto 2.2 tratado anteriormente, la eficiencia del predicado sobre la edad 
del cliente es:  
P1 
Positivos, x = 0.83 
Negativos, y = 0.25 
  
Si se observa este punto en el gráfico, el eje “x” corresponde a los 
negativos y el eje “y” a los positivos. Al unirlo con los valores (0;0) y (1;1) de 
(x;y), se logra el gráfico ROC más básico que se pudiera dibujar. Si se analiza 
el punto (1;1) de (x;y), se diría que no existe ningún predicado y por lo tanto la 
tasa de acierto es del 100%. Pero también están el 100% de los casos negativos. 
  
Punto 1/1 de (x;y) 
Positivos, y = 6/6 = 1  
Negativos,  x = 4/4 = 1  
 
En el otro extremo, se encuentra el punto (0;0) de (x;y), la tasa de casos 
negativos es 0, pero por no haber realizado ninguna selección. Entonces la tasa 
de positivos es 0. El gráfico ROC siempre comienza en el punto (0;0), y 
termina graficada en el punto (1;1). 
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Si se analiza el predicado P2, “seleccionar el 50% de los datos al azar” se 





A simple vista se observa una caída del rendimiento del 80% al 50%, lo 
cual confirma que la regla de la edad del cliente es más eficiente que 
seleccionar los clientes al azar. 
Si se calculan las coordenadas de esta regla para graficarla en la ROC, los 
valores de (x;y) serían:  
 
Selección 50% de los datos al azar 
Positivos: “y” = 3/6 = 0.5  
Negativos: “x” = 2/4 = 0.5  
 
Se pueden comparar ambas reglas en el gráfico ROC (gráfico 2.6) para 
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Se puede observar como el predicado con la edad del cliente abarca 
mayor amplitud que el predicado de seleccionar al azar los clientes; su 
pendiente es considerablemente mayor. 
 
De esta forma se podrían graficar otros predicados para comparar cuáles 
de ellos logran la curva más alta sobre el gráfico. 
  
En el gráfico ROC (gráfico 2.7), se puede observar como agregando dos 
nuevos predicados es posible visualizar los que obtienen mayor acumulación de 






En este caso el P3 le gana al predicado P1 y el P4 está por debajo de los 
otros dos.  
 
Cuanto mayor es el grado de avance tendiendo al valor 1 de “y”, y más 
cerca del valor 0 de “x”, mayor acumulación de POSITIVOS y menor 
acumulación de NEGATIVOS contendrá el predicado. Utópicamente se podría 
suponer una regla en 0 de “x” y 1 de “y” significaría que se ha logrado 
seleccionar el 100% de los casos positivos sin seleccionar ninguno negativo.  
 
Ningún predicado debería ser graficado por debajo del indicado en este 
punto como predicado al azar (P2). Nada ayuda en esta selección. Se pudo 
observar en este punto cómo queda en el gráfico este predicado, el cuál corta al 
plano en dos semiplanos exactamente iguales. 
 
Las reglas graficadas deben estar sobre el semiplano superior. De obtener 
una regla en el semiplano inferior significa que la regla puede ser invertida y 
pasar al semiplano superior. 
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En adelante hablar de predicado significará lo mismo que hablar de una 
regla de selección. En los siguientes puntos se podrá ver como calcular el área 
bajo la curva para cada regla/predicado, con el fin de poder comparar las reglas 
no solo en forma visual, sino también obtener un valor que indique cual de las 
reglas es la más beneficiosa. 
 
 
2.4. Curva ROC 
 
Cómo se explica en el trabajo de Tom Fawcett6, habitualmente se llama 
al gráfico ROC como: “Gráfico de curva ROC”. Si se observa hasta este punto 
sólo se ha graficado por cada regla un punto en el plano. Un solo punto en el 
plano no da idea de curva. Simplemente un triángulo con sus vértices  en el 
(0;0) y (1;1) de (x;y). 
 
Si se desea graficar los resultados de la probabilidad de ser buen o mal 
pagador, en este caso se reemplaza el predicado por la probabilidad de cada 
cliente. Cada cliente tendrá un punto en el plano. Si se grafican estos puntos en 
forma ordenada de acuerdo a la probabilidad se obtendrá el conocido gráfico de 
curva ROC. 
 
Muchos algoritmos pueden calcular esta probabilidad, como por ejemplo, 
Naive Bayes, Regresiones logísticas, Redes neuronales, etc. Para poder 
comparar los resultados de cada uno de ellos se puede utilizar un gráfico de 
curva ROC. 
 
A continuación se presenta un ejemplo para entender la construcción de 
la curva ROC. En este caso existen 20 clientes ordenados por la probabilidad de 
no pagar sus obligaciones. Con la probabilidad más baja (0.10) se encuentra un 
caso “Bueno”, hasta llegar al último caso con la probabilidad más alta de no 
pagar (0.49) que es un caso “Malo”.  
 
Para cada uno de los clientes se calcularon las tasas de positivos y 
negativos, para lograr la curva ROC, como se detalla en el cuadro 2.8: 
 
 
                                                 
6
 “ROC Graphs: Notes and Practical Considerations for Researchers”, punto 3 (Tom Fawcett) 





A continuación se muestra la gráfica de la curva ROC (gráfico 2.9) 
asociada al ejemplo anterior, donde se puede observar la tendencia a desarrollar 
una curva ascendente desde el (0;0) al (1;1).  
 
 
Por cada positivo que se encuentre se asciende 
sobre el eje y. Si un negativo aparece, se 
desplaza sobre el eje x. 
 
Esto implica que cuanto mejor ordenados estén 
los positivos antes que los negativos sobre el eje 
x, la curva tendrá cada vez mayor panza y mayor 
altura. 
 
Cuanto más desordenados estén los positivos de 
los negativos, la curva nunca tomará altura y 
tenderá a achatarse sobre el eje de referencia que 
corta al plano en dos semiplanos. (Azar) 
                                            Gráfico 2.9 
 
Para simplificar el ejemplo solo se incluyeron 20 casos, por lo tanto no se 
logra mostrar una continuidad de la línea curva. Si se realiza el gráfico con 
muchos casos se lograría una gráfica mucho más parecida a una curva. 
 
En el gráfico 2.10 se presenta a modo de ejemplo para ver como luce una 
curva ROC, un gráfico obtenido de un clasificador para una muestra de 17.558 
casos ordenados por la probabilidad de ser positivo o negativo, de los cuales 
solo 329 forman la clase a identificar. 
 
 




Para lograr una curva con esta 
altura muchos de los 329 casos 
positivos deben estar distribuidos 
muy cerca del 0 del eje x. 
 
Si los 329 casos, que son 
considerablemente pocos dentro 
del los 17.558 casos, estuvieran 
perdidos dentro de los mismos; la 
curva nunca hubiera tomado 
altura. 
                                                                  Gráfico 2.10 
 
 
2.5. Particularidades de la Curva ROC 
 
 
Existen algunas particularidades en la curva ROC que demuestran 
ventajas sobre otros métodos para medir la performance de clasificación. A 
continuación se presentan dos casos donde se demuestra esta ventaja. 
 
2.5.1. La curva ROC es independiente del valor de la 
probabilidad 
 
Como se explicara en el trabajo de Tom Fawcett7, la curva ROC es 
independiente de la probabilidad calculada. Mientras que otras unidades de 
medida, como por ejemplo el “Accuracy”, dependen de la probabilidad 
calculada para discriminar entre positivos y negativos. La ROC solo ordena a 
los individuos; y según la exactitud del ordenamiento determinará una mayor o 
menor altura de la curva; pero en ningún momento se estima cual debe ser 
POSITIVO o NEGATIVO. 
 
En el cuadro 2.11 se puede observar la probabilidad calculada para 10 
clientes determinando si es buen o mal pagador. Sobre la izquierda se puede 
observar a los 10 clientes ordenados por la probabilidad de ser buen pagador o 
no. Asumiendo buen pagador como positivo y mal pagador como negativo. 
 
Sobre la derecha se puede observar el resultado de aplicar  la regla “es 
bueno si el cliente tiene una probabilidad mayor a 0.5”. Esta dependencia 
                                                 
7
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(cortar en 0.5) es el motivo por el cual hace que la curva ROC funcione mejor a 
la hora de medir los modelos con respecto al “Accuracy”. 
 
En este caso se puede ver, en el cuadro del medio, que 5 casos de los 
buenos están bien clasificados (en verde) y 2 casos de los malos están bien 
clasificados. El resultado es una tasa del 70% correctamente clasificados 
(“Accuracy”). Esto se puede confirmar observando la matriz de contingencia 





Si se grafica la Curva ROC (gráfico 2.12) del caso planteado, se puede 
observar que indica un 100% de efectividad en determinar si un cliente es 







En este caso, el indicador “Accuracy” da 70% de clasificación correcta y 
la Curva ROC muestra el 100% de los casos correctamente clasificados. 
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En el cuadro 2.12 se puede observar a los clientes ordenados por la 
probabilidad, se puede observar que este ordenamiento discrimina 
perfectamente a las dos poblaciones. 
 
Si se hubiera tomado un valor de corte en 0.70 en vez de 0.50 el, 
Accuracy hubiera dado también 100% de efectividad. 
 
La curva ROC solo muestra el ordenamiento de los individuos sin 
asumir un corte. Esta independencia es la que permite que sea un medio más 
efectivo de evaluación que el Accuracy. El ordenamiento analizado puede ser 
mejor o peor y de eso dependerá el resultado de la ROC, pero nunca el 
resultado dependerá de un corte pre-establecido. 
Esto demuestra que la Curva ROC es invariante al valor probabilístico, y solo 
mide el ordenamiento de las poblaciones. 
 
Esta independencia del propio valor que produce el ordenamiento de 
las poblaciones es una ventaja en el momento de encontrar probabilidades 
que no están correctamente calibradas.  
 
Los clasificadores envejecen con el transcurso del tiempo y en ocasiones 
es necesario revisar los valores de corte debido a que los umbrales cercanos a 
los valores de corte se pueden mover en un sentido o en el otro. 
 
Contar con un método de medición de performance que evita este 
problema es una herramienta fundamental para el desarrollo del nuevo 
algoritmo que se presenta en esta tesis. 
 
 
2.5.2. La curva ROC no se ve afectada a los cambios en 
la distribución de la clase 
 
Como se explicara en el trabajo de Tom Fawcett8, la curva ROC no se ve 
afectada a los cambios de proporción entre casos positivos y negativos de 
distintas muestras que se tenga sobre una población a diferencia de otros 
indicadores. 
 
Si observamos otros indicadores, como por ejemplo “accuracy”, vamos a 
observar que el valor es calculado tomando los porcentajes de aciertos positivos 
sobre la izquierda de la matriz de confusión; más los negativos acertados de la 
derecha.  
 
                                                 
8
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En el primer cuadro del punto anterior, se puede observar como el 
“accuracy” da un valor de 70%. Para realizar el cálculo, se toma el porcentaje 
de casos distribuido entre positivos y negativos. El total de los cuatro sectores 
de la matriz de confusión suman 100%. 
 
La diferencia de distribución entre casos positivos y negativos, puede 
producir diferencias en estos porcentajes y por lo tanto se puede ver afectado el 
indicador “accuracy”. 
 
A diferencia de esto, y como fuera explicado en el punto anterior; en la 
curva ROC, los ejes que la construyen son por un lado los casos positivos y por 
el otro los casos negativos; sin existir una dependencia entre ambos ejes. 
Esta independencia, permite hacer mucho más robusto al gráfico ROC frente a 
otros indicadores, que se basan en la matriz de confusión y/o establecen un 
límite para medir los correctamente clasificados de los incorrectamente 
clasificados. 
 
El gráfico ROC, solo mide el ordenamiento de los individuos 
distinguiendo sobre un lado los positivos y sobre el otro los negativos. Cuanto 
más separadas ambas poblaciones se encuentren mayor será la amplitud del 
arco de la curva. 
 
Tom Fawcett y Peter Flach, en un paper publicado en el año 2004, con el 
título “A Response to Webb and Ting’s  On the Application of ROC Analysis 
to Predict Classification Performace Under Varying Class Distributions”, 
vuelven a explicar este tema, en profundidad sobre un análisis poco profundo 
de Webb y Ting. 
 
En el trabajo de Charles X. Ling, Jin Huang y Harry Zhang 9, se 
demuestra que el AUC es más consistente y discriminante que el accuracy. 
 
2.6. La curva ROC para medir un “score” 
 
 
En el punto anterior se adelantó que la principal función de la curva ROC 
es medir cuanto puede ordenar a los individuos, distinguiéndolos entre 
positivos y negativos.  
 
De esto deriva que sería necesario contar con un “valor” para cada 
individuo que muestre un ordenamiento. En algunos casos se utiliza 
directamente la probabilidad de cada individuo en cumplir el objetivo. Otras 
                                                 
9
 AUC: a Statistically Consistent and more Discriminating Measure than Accuracy 
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veces este “valor”, normalmente es llamado “score” y suele ser la probabilidad 
transformada. 
 
Este “score” que clasifica a cada individuo, es el resultado de algún tipo 
de modelo probabilístico. En el caso de una regresión logística, sería la 
probabilidad de ser positivo o negativo. En el caso de un árbol de decisión sería 
la probabilidad de ocurrencia positiva o negativa de la hoja del árbol que 
contiene al individuo. 
 
Si se ordena a los individuos sobre el eje “x”, desde los que tienen mayor 
probabilidad de ser positivos a los que tienen menos probabilidad de ser 
positivos, sería de esperar, que los positivos se concentren sobre el comienzo 
del eje x. 
 
Esta acumulación al comienzo del eje “x” es el que produce la panza de 
la curva. Cuanto mayor es la concentración de individuos positivos al inicio del 
eje “x”, mayor será la panza de la curva. En el sentido inverso, a mayor 
dispersión de los valores positivos sobre el eje “x”, menor será la panza de la 
curva, aproximándose a la diagonal, que determinaría un ordenamiento 
aleatorio de casos positivos dentro de los negativos. 
 
En algunos análisis, como por ejemplo “detección de fraude”, la cantidad 
de casos a identificar sobre el total de la población puede variar en un 
porcentaje muy alto de un mes a otro. La curva ROC no se ve afectada por 
estas variaciones. Si los casos están “ordenados” tan bien como inicialmente se 
midió el modelo, la curva ROC se mantendrá similar. 
 
La curva ROC, también es muy utilizada para comparar el mismo 
modelo en los ambientes de construcción y de validación. La diferencia que se 
pueda percibir entre ambos ambientes es precisamente la falta de ajuste del 
modelo 
 
En el gráfico 2.13 se puede observar el resultado de dos modelos 
medidos por la curva ROC en el ambiente de Construcción (Entrenamiento) y 
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En el gráfico, podemos observar las curvas ROC de dos modelos, una 
regresión logística (línea azul) y un árbol de decisión (línea verde), en los 
ambientes de construcción y validación. 
 
Evaluando los modelos en el ambiente de construcción se puede observar 
que la regresión logística, supera al árbol muy levemente. 
 
Pero al momento de probar los modelos, parecería que la regresión se ha 
sobre ajustado menos que el árbol de decisión, el cual es significativamente 
más bajo. 
 
Estas diferencias, en este caso, se pueden percibir a simple vista. Pero en 
muchas ocasiones las diferencias son mucho menos significativas. Es por ello 
que resulta interesante contar con un valor numérico para poder medir estas 
pequeñas diferencias. 
 
2.7. Área bajo la Curva ROC 
 
 
A la hora de evaluar distintos modelos con la curva ROC, las curvas 
pueden no estar tan  distantes unas de otras, inclusive se pueden cruzar. 
 
No siempre la curva de un modelo contiene totalmente la curva de otro 
modelo, como se pudo observar en el ejemplo anterior. En este caso fue muy 
fácil identificar el modelo con mayor amplitud de curva, el cual es el que tiene 
mayor capacidad de predicción. 
 
En estos casos en conveniente contar con un valor que puede además de 
visualizar el resultado del modelo poder medirlo numéricamente. 
 
Como se explicara en el trabajo de Tom Fawcett10, en la curva ROC es 
posible calcular el área debajo de la curva, para disponer de un valor numérico, 
que permita comparar entre varios modelos cual es el que posee mayor área y 
por lo tanto mayor capacidad de predicción.  
 
Este valor es llamado AUC 11, y el valor se va a encontrar dentro del 
rango 0 a 1. En este caso, como disponemos de la diagonal que corta al plano 
en dos semiplanos iguales, el valor de AUC se encontrará entre 0.5 y 1. 
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 AUC (Area Under an ROC Curve) – Área bajo la curva ROC 
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El AUC, se calcula simplemente sumando las áreas de los trapezoides 





Como se muestra en el gráfico 2.14 para calcular el área se debería sumar 
las áreas del triángulo “verde”, el trapecio “rojo” y el trapecio “azul”. En este 
caso el valor sería: 
 
AUC = (|x1 – 0| . ((y1 + 0) / 2) + |x2 – x1| . ((y2 + y1) / 2) + |1 – x2| . ((1 + y2) / 2)) 
 
Dónde:  x1: es la cantidad de casos negativos en el “Regla 1” sobre el total de casos Negativos 
  x2: es la cantidad de casos negativos en la “Regla 2” sobre el total de casos Negativos 
  y1: es la cantidad de casos positivos en la “Regla 1” sobre el total de casos Positivos 
  y2: es la cantidad de casos positivos en la “Regla 2” sobre el total de casos Positivos 
 
En el cuadro 2.15 se puede observar un ejemplo real de un gráfico ROC 
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En el cuadro 2.16, se puede observar los valores de AUC calculados para 
los gráficos ROC de los ejemplos indicados en el punto 2.6 anterior, que 








2.8. DO-ROC2 y la selección entre dos reglas 
 
 
Podría ocurrir que se necesite seleccionar una cantidad de casos que 
difiera del total que una regla abarca. En este caso el punto de selección va a 
estar exactamente entre dos reglas. A continuación se detalla cómo resolver 
este problema que también es explicado en el trabajo de Tom Fawcett12. 
 
Para determinar cuáles son las dos reglas que se necesitan para realizar la 
selección, simplemente se deben recorrer las reglas en el orden que fueron 
distribuidas sobre la curva ROC. Cuando el total de registros seleccionados por 
la regla supera la cantidad de casos que se desea seleccionar, esta es la regla 
que se llamará “Regla 2”. La “Regla 1” es exactamente la inmediata anterior. 
 
El punto de selección se encuentra entre las reglas llamadas “Regla 1” y 
“Regla2”. 
 
En el cuadro 2.17 se puede observar un ejemplo de curva ROC con dos 





El valor mínimo posible de selección es 0,735correspondiente 
a sumar la tasa de negativos (0,135) y la tasa de positivos 
(0,600) de la primera regla (Regla1). 
 
El valor máximo posible de seleccionar es 1,090 
correspondiente a sumar la tasa de negativos (0,290) y la tasa 
de positivos (0,800) de la segunda regla (Regla2). 
Cuadro 2.17 
                                                 
12
 “ROC Graphs: Notes and Practical Considerations for Researchers”, punto 4.1 (Tom Fawcett) 
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A modo de ejemplo se puede establecer como punto de corte para la 
selección el valor 0,912;  para estas dos reglas el rango de valores posible va de 
0,735 a 1,090; y este valor se encuentra dentro de ese rango. Visto en cantidad 
de individuos sería entre 140 y 295 individuos. 
 
Hasta este punto lo único conocido son las dos reglas (con sus dos puntos 
dentro del plano de la ROC) y el valor de corte establecido. 
 
Con los dos puntos se puede hallar la función lineal que une esos dos 
puntos; que para el ejemplo sería: 
 
Donde el punto1 sería (x1 = 0,135 , y1 = 0,600) y el punto dos sería (x2 









   
   
 





Ahora se cuenta con una información más, que es la ecuación de la recta 
que une los dos puntos entre los cuales está el punto de corte de selección 
0,912, que se llamará z. Con esta información es posible calcular los valores de 










Se puede comprobar que ambos valores de “x” e “y” sumados dan el 
valor de corte para la selección establecido en 0,912. En el cuadro 2.18, se 
muestra sobre la curva ROC como quedaría graficado el corte de la curva en los 
ejes xy. 
 












Una vez establecido el punto de corte para la selección, y pudiendo 
determinar en donde corta al eje “x” y al eje “y”; se puede calcular si el punto 
de corte está más cerca de una de las reglas que de la otra. Para ello se puede 
utilizar cualquiera de los dos ejes que es indistinto. Ambos resultados deben ser 
iguales. 
 
Si se mide esta distancia en porcentaje se podría calcular la siguiente 







Por lo tanto en este ejemplo el punto de corte de selección prácticamente 
se encuentra exactamente entre las dos reglas. Tiene una pequeña inclinación 
hacia la regla2 en un 0,32 %. Esta inclinación hará que la Regla2, tenga más 
peso sobre la regla1. En este caso prácticamente no habrá diferencia, pero 
puede ocurrir que el punto de corte se encuentre con mucha mayor tendencia 
hacia una de las reglas. 
 
A partir de este momento se tiene todo lo necesario para realizar la 
selección en el punto de corte establecido entre las dos reglas. Con el 
porcentaje que determina que impacto tiene cada regla para esta selección y 
las dos reglas se puede determinar exactamente cada unos de los casos que 
deben ser seleccionados a partir del punto de corte establecido. 
La condición para la selección se debe realizar en dos pasos. Primero se 
toman todos aquellos casos que cumplan ambas reglas. En un segundo paso se 
debe determinar un valor aleatorio entre 0 y 1 con distribución uniforme para 
cada uno de los casos que cumplan o la regla1 o la regla2. Aquellos casos que 
cumplan la regla1 y el valor aleatorio este dentro del porcentaje calculado (p), 
se deben seleccionar. Como así también aquellos casos que cumplan la regla2 y 
su valor aleatorio este dentro del complemento de porcentaje establecido. 
 
Nuevo Algoritmo de clasificación supervisado sin parámetros, no afectado por el desbalanceo y overfitting  Página 33 
 
En el ejemplo la selección se determinaría de la siguiente forma: 
 
Todos aquellos casos que cumplan ambas reglas R1=1 y R2 =1 
Todos aquellos casos que cumplan la regla 1 y no cumplan la 
regla 2 y su valor aleatorio sea mayor a p/100. 
R1 = 1 y R2 = 0 y 
aleatorio > 0,5032 
Todos aquellos casos que cumplan la regla 2 y no cumplan la 
regla 1 y su valor aleatorio sea menor o igual p/100. 
R1 = 0 y R2 = 1 y 
aleatorio <= 0,5032 
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De alguna forma este capítulo fue desarrollado para responder a la 
siguiente pregunta: 
 
A igual beneficio y robustez obtenida en el resultado de dos modelos, 
¿cuál elegiría?  a. El que contiene más cantidad de variables para obtener el resultado  b. El que contiene menos cantidad de variables para obtener el 
resultado 
 
La respuesta a la pregunta está en uno de los principios de la estadística; 
la “parsimonia”. Un modelo con menos variables tiene los siguientes 
beneficios: 
  Es más simple de interpretar  Tiene menos costo de implementación  Tiene menos costo computacional  Tiene menos posibilidades de ser afectado por algún cambio externo, 
al tener menos variables que se pueden ver afectadas. Posiblemente 
un cambio en alguna de las variables, produzca un comportamiento 
inesperado mucho más notable que de existir mayor cantidad de 
variables. Lejos de ser una desventaja, en general, ayuda a determinar 
más rápido el comportamiento inadecuado, para poder tratar su 
solución. 
 
En los capítulos anteriores se presentaron algunas reglas para determinar 
comportamientos futuros. Los mismos fueron medidos entre sí para determinar 
cuál de ellos generaba mayor beneficio. 
 
Las reglas planteadas eran muy simples, por ejemplo “Los clientes mayor 
a 28 años eran mejor pagadores que el resto”. Solo una variable (la edad del 
cliente) es la que se presenta en la regla. A medida que se van agregando mayor 
cantidad de variables, entender el funcionamiento del modelo, se hace cada vez 
más complejo. 
 
Lo planteado en el párrafo anterior no es nuevo. Siempre que se 
desarrolla un modelo se busca un balance entre el beneficio y la complejidad 
para obtener ese beneficio. 
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En general se tiende a pensar, que al contar con mayor cantidad de 
variables se logra entender mejor el comportamiento de un problema. Ahora 
bien, por lo expresado en el párrafo anterior, si el agregar mayor cantidad de 
variables no genera beneficio alguno, solamente se estaría agregando mayor 
complejidad a una realidad que es más fácil de entender de lo que se supone. 
 
Existen distintos trabajos13 14 sobre este tema, que hacen referencia a los 
buenos resultados que se pueden obtener con reglas muy simples. 
 
A continuación se hará una breve referencia al trabajo de Robert C. Holte  
de la Universidad de Ottawa en Canadá, donde demuestra este comportamiento 
con varios conjuntos de datos. 
 
3.2. El trabajo de Robert C. Holte 
 
En su trabajo analiza otros trabajos que hacen referencia a los buenos 
resultados de las reglas simples. En el mismo hace referencia a un trabajo de 
Weiss, S.M.15, nombrándolo como uno de los primeros en abordar esta 
problemática. 
 
La elección del trabajo de Holte para tratar el tema en esta tesis; se debe 
a que en el mismo se presentan una serie de experimentos para medir los 
beneficios que se logran con métodos que generan reglas simples. Los 
resultados obtenidos con reglas simples los compara con resultados obtenidos 
con métodos tradicionales. 
 
Básicamente Holte presenta tres métodos, el primero llamado “1-rules” 
que sería el primer nivel de un árbol de decisión, con una sola variable. Este es 
un método extremadamente simple que el autor utiliza para dar una medida 
base sobre la cual compara otros dos métodos desarrollados por él, llamados 1R 
y 1R*. Estos métodos contienen mejoras al método base. Se prueban más 
variables con distintos criterios de selección, pero siempre se quedan con una 
variable. Holte realiza una comparación con uno de los algoritmos más 
tradicionales, C4.516. 
 
                                                 
13
 Iba, W.F. & Langley, P. (1992). Induction of One-Level Decision Trees. In D. Sleeman & P. Edwards 
(Eds.) Proceedings of the Ninth International Conference on Machine Learning (pp.233−240). 
14
 Iba, W., Wogulis, J., & Langley, P. (1988). Trading off Simplicity and Coverage in Incremental Concept 
Learning. In J. Laird (Ed.), Proceedings of the Fifth International Conference on Machine Learning 
(pp.73−79) 
15
 “Maximizing the Predictive Value of Production Rules” (1990) 
16
 Algoritmo de árbol de decisión - Quinlan, Mayo 1990 
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Al comparar estos últimos dos métodos con C4.5, queda demostrado que 
“1R” solo está muy pocos puntos por debajo de C4.5; y que “1R*” obtiene casi 
los mismos resultados que C4.5. 
 
En el cuadro 3.1 se pueden encontrar los resultados de las pruebas. En 
diferentes experimentos, compara la versión C4.5 con sus métodos “1R” y 
“1R*” para 16 conjuntos de datos muy conocidos. Los resultados son 








Se puede observar que en algunos casos el resultado de “1R” está muy 
cerca del valor de C4.5 y si no tiene muy pocos puntos por debajo. Pero con la 
versión mejorada “1R*”, los valores se acercan mucho más a los de C4.5 e 
inclusive en varias oportunidades tiene mejor resultado. 
 
Holte deja bien en claro que no se justifica mayor complejidad sin lograr 
un mayor beneficio. Y de quedarse con un modelo más complejo debe ser 
justificado por obtener mejor beneficio que no hacerlo. 
 
Este principio que parece ser básico, muchas veces no se tiene en cuenta; 
porque prevalece el mito de que al contar con mayor cantidad de variables, se 
cuenta con mejores herramientas para interpretar un determinado 
comportamiento. 
 
Esto no significa, que bajo cierta complejidad, pueda ser necesaria 
mayor cantidad de variables para determinar un comportamiento. Pero si, que 
en muchos casos una regla simple y clara puede lograr el mismo beneficio que 
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El nombre del algoritmo es en alusión a la minería de datos y la 
utilización del gráfico de curva ROC para trabajar. 
 
Las letras “D” y “O”, en alusión a la minería de datos, significan 
“Detector” de “Oro”. Al acompañar la palabra en Ingles “hacer”, pareció un 
término interesante para comenzar el nombre. 
 
El número “2”, lejos de ser la versión, indica que el algoritmo genera 
“reglas” muy simples con predicados de a dos variables. Como se puedo 
apreciar en el capítulo anterior, esta simplicidad, no significa que los resultados 
no puedan competir con los obtenidos por regresiones logísticas u árboles de 
decisión que contienen muchas más variables. 
 
Por lo tanto, DO-ROC2 es un algoritmo utilizado para detectar reglas 
de dos variables que maximizan la tasa de casos positivos sobre negativos 
medidos sobre la curva ROC. 
 
A medida que se avance en el capítulo, se verá que específicamente DO-
ROC2, genera todas las reglas de a 2 variables, seleccionado aquellas que 
maximizan la curva ROC, y producen la convexidad de la curva en el plano.  
 
Todas aquellas reglas que hacen que la curva ROC pierda la convexidad 
son descartadas. 
 
El algoritmo DO-ROC2 es muy sencillo de interpretar. También es muy 
fácil de utilizar, al no tener que configurar parámetros para su ejecución.  
 
Esta sencillez no implica que se obtenga un resultado con poca 
performance. Como se podrá observar en el resto de los capítulos, sus 










En la figura 4.1 se detalla el pseudocódigo de DO-ROC2: 
 
Procedimiento DO-ROC2 
// Función para categorizar todas las variables en n partes iguales (por defecto 20)  Vn(cn) 
// Ver:“Tratamiento de las variables”  4.3 
Sub procedimiento Categorización_de_variables 
// Bucle tomando las combinando todas las variables de a dos -  lista de variables n1 y n2 
Para toda variables(vn1,vn2) 
// Genera todas las combinaciones posibles con las dos variables y sus categorías 
// Suma positivos y negativos de cada combinación (definición de las reglas) 
// Ver: “Preparando las reglas”  4.4 
Sub procedimiento Sumariza_positivos_negativos_de_todas_las_reglas 
// Inicializa espacio ROC sin reglas 
ROC_Regla(vn1[cn1],vn2[cn2],nreglas) = 0 
Para toda Regla(vn1[cn1],vn2[cn2]) 
// Prueba en el espacio de la ROC si la regla es superior a las anteriores 
// Ver: “Buscando ORO”  4.5 
// Ver: “Particularidades de DO-ROC2”  4.6 
Si Regla(vn1[cn1],vn2[cn2]) > ROC_Regla(vn1[cn1],vn2[cn2],nreglas) 
//Agrega una nueva regla a ROC_Regla 
Sub procedimiento Agrega_nueva_regla 
// Verifica que la nueva regla no requiera ajustar la convexidad de la 
// curva ROC. Este procedimiento limpia las reglas que no respeten 
// la convexidad de la curva ROC 




// Calcula los resultados en VALIDACIÓN según las reglas obtenidas 
Sub procedimiento Calcula_Reglas_en_Validación 
// Calcula Resultados en Registra los mismos 
Sub procedimiento Calcula_Resultados 




4.3. Tratamiento de las Variables 
 
 
El primer paso de DO-ROC2 es preparar las variables en la forma que 
luego el algoritmo las utiliza. 
 
Para ello se realiza una categorización de cada una de las variables 
numéricas en 20 partes iguales como máximo y de ser posible. De esta forma 
cada variable queda dividida en 20 rangos con aproximadamente igual 
cantidades de individuos en cada uno de los rangos. Si la variable numérica no 
se puede separar en 20 categorías, DO-ROC2 utiliza las n categorías que logró 
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separar como máximo. Esta categorización impide que DO-ROC2 se vea 
afectado por valores extremos, estos valores quedan agrupados en las 
categorías 1 o 20. 
 
Las variables categóricas son tratadas de la misma forma, utilizando cada 
una de las categorías. Si la variable contiene más de 20 categorías es 
descartada. Este tipo de variables deben ser transformadas previamente en 
menos de 20 categorías antes de ser ingresada en DO-ROC2. 
 
Para el tratamiento de las variables categóricas en DO-ROC2, 
independientemente del valor original, se categoriza numerando a cada 
categoría desde 1 hasta n. De esta forma, la variable es tratada como numérica, 
con la salvedad que al encontrar la condición: “entre categoría 1 y categoría 4”, 
significa que la condición incorpora las categorías 1,2,3 y 4, 
independientemente del valor numérico que le corresponde. 
 
 
4.4. Preparando las “reglas” 
 
En este punto es donde DO-ROC2 comienza a iterar tomando las 
variables de a dos hasta que completa el 100% de las variables. 
 
Al combinar las variables de a dos, se produce una matriz de 400 
elementos (ítems o celdas) como máximo, si ambas variables permitían ser 
divididas en 20 partes. 
 
Estas 400 celdas contienen a todos los individuos mirando dos variables 
con todos sus valores posibles. Como los valores de las variables fueron 
categorizados en 20 partes iguales, de existir valores extremos, simplemente 
fueron incorporados en la primera o la última de las categorías. Esto permite 
que DO-ROC2, no se vea afectado por los valores extremos y/o no sea 
necesario analizarlos previo a ejecutar el algoritmo. 
 
Para cada uno de los 400 elementos, se debe calcular el total de casos 
positivos y negativos. Cada uno de estos ítems será la menor unidad de análisis, 
que DO-ROC2 puede verificar sobre la curva ROC. 
 
En esta verificación, determinará si el punto graficado en la curva ROC 
es de “mayor performance” que el resto hasta el momento. De serlo, este nuevo 
punto pasará a reemplazar el o los puntos anteriores. 
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Cuando en el párrafo anterior se nombró a cada uno de los ítems como: 
“menor unidad de análisis”, es porque DO-ROC2, realiza todas las  
combinaciones posibles de las celdas de la matriz generada con los 400 
elementos. De esta forma genera todas las posibles combinaciones de 
predicados tipo: 
 
(v1 entre a1 y a2) y (v2 entre b1 y b2) 
 
donde v1 y v2 son dos de las variables a analizar y a1-a2 es un rango de la 
variable v1; b1-b2 es un rango de la variable v2. 
 
En la figura 4.2 se puede observar 10 ejemplos de los segmentos 
analizados por DO-ROC2 en el momento de tratar a una dupla de variables. El 
ejemplo 1 corresponde a la menor unidad de análisis. El resto corresponde a 
distintas formas en que DO-ROC2 acumula los casos positivos y negativos de 
cada una de las celdas para generar distintas reglas que serán verificadas sobre 
la curva ROC.  
 
La combinación máxima de casos posibles son 44.10017, en el caso de 




                                                 
17
 Unasola celda corresponde a los intervalos de xy (xi,xi+1)(yj,yj+1). Para establecer las 20 categorías son 
necesarios 21 valores de división. Se establece que (Xinicial, Xfinal) puede tomar (21x20)/2 = 210 
combinaciones. Exactamente igual que (Yinicial, Yfinal). Por lo tanto el total de combinaciones posibles es 210 
x 210 = 44.100. 
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4.5. Buscando Oro 
 
Con cada combinación de celdas, llamada “regla”, será probada para ver 
si es mejor que las reglas descubiertas hasta el momento. 
 
Hasta aquí, se explicó cómo se generan las reglas y que se dijo que se 
conservan las mejores pero no se explicitó el método para hacerlo. Para decidir 
si una regla es mejor que la otra, cada una de ellas son probadas en la curva 
ROC, y si abarca mayor área que las anteriores esta nueva regla reemplaza a las 
otras. 
 
Cada regla corresponde a un punto en el plano y a medida que son 
probadas sobre la curva ROC, van quedando seleccionadas aquellas que tienen 
mayor performance. 
 
La forma de determinar que una regla (nuevo punto) se encuentra por 
“arriba” de las anteriores, es verificar que el nuevo punto modifica la forma 
convexa de la curva al unir el nuevo punto. 
 
Si este punto se encuentra por debajo de la línea convexa de la curva, el 
mismo es descartado. Pero si el punto se encuentra sobre la línea convexa de la 
curva, este nuevo punto debe ser incorporado como un nuevo punto de la línea 
convexa de la curva ROC. 
 
Al agregar el nuevo punto, se deberá verificar que se mantenga la 
convexidad de la curva. Si esto no ocurre, se deben eliminar aquellos puntos 
que evitan la convexidad. 
 
Esta secuencia se irá realizando con todas las “reglas” (puntos), hasta 
verificar el 100% de ellos. Una vez completado el ciclo, quedarán en el final 
aquellos puntos que “maximizan el área bajo la curva ROC” y que respetan la 
forma convexa en la curva. 
 
Paso1 Paso 2 
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En el cuadro 4.3, se puede observar el desarrollo del gráfico ROC, desde 
un primer punto hasta terminar con dos puntos que fueron cambiando en los 4 
pasos. 
 
En el cuadro 4.4 se puede observar las reglas que acompañan estos 4 
gráficos ROC, para analizar cada uno de los pasos. 
 
Paso 1 Paso 2 
 
 






El primer paso, al no existir ningún otro valor la “Regla1” ocupa el único 
punto dentro del gráfico. 
 
En el segundo paso, la “regla2” se agrega a la línea convexa de la curva 
ROC por aumentar su área y por no modificar la convexidad de la curva. 
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Pero en el tercer paso, aparece la “regla 3”, que produce un aumento en 
el área debajo de la curva y elimina los dos puntos que hasta este momento 
formaban la curva. Ninguno de los puntos de las reglas 1 y 2 está por encima de 
las rectas que se producen desde este punto al 0 y al 1 respectivamente, por lo 
tanto son eliminados aunque en algún momento eran las reglas con mayor 
performance. 
 
En el cuarto paso aparece la “regla4”, que vuelve a aumentar el área bajo 
la curva, y mantiene la “regla3” del punto anterior por no modificar la 
convexidad de la curva. 
 
Cualquier punto que aparezca entre estos 4 pasos y que no se encontrara 
por arriba de la línea convexa de la curva ROC, se elimina automáticamente. 
 
El gráfico 4.5 muestra las 4 reglas en cada uno de los 4 pasos, 
comparadas en la misma gráfica. Claramente se puede observar como las 
reglas3 y 4 del último paso (línea azul)  son las que contienen a todas las otras. 
 
Claramente se puede ver que la línea azul, maximiza el área bajo la curva 
ROC y genera una curva totalmente convexa, sin incorporar otros puntos que le 
podrían producir concavidades. Esto es conocido como la “cascara convexa que 






Paso 1 = Línea Violeta  
Paso 2 = Línea Roja 
Paso 3 = Línea Amarilla 
Paso 4 = Línea Azul 
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4.6. Particularidades de DO-ROC2 
 
4.6.1. Cuando una regla reemplaza a otra 
 
En el punto anterior se explicó brevemente como una regla con menos 
performance que otra es descartada, para que la nueva regla tome un nuevo 
lugar en el gráfico ROC. 
 
Cuando un “nuevo punto” debe ser verificado en el plano, DO-ROC2 
dibuja el punto en el plano y busca cual es su punto inmediato anterior e 
inmediato posterior sobre el eje “x” dentro de los puntos que forman la curva 
convexa de la ROC. Estos dos puntos forman una recta que en algún punto del 
eje “x” contiene al “nuevo punto”. DO-ROC2, mantiene de cada uno de los 
puntos que forman la curva, la pendiente de la recta que une los puntos y la 
ordenada al origen. 
 
Con la función de la recta, se calcula el valor de y’ del “nuevo punto” 
pero sobre la recta de la curva. Este valor y’ comparado con el valor real de 
“y”, es el que determina si el punto se encuentra por arriba, por debajo, o esta 
exactamente sobre la recta. 
 
Solamente si el valor de “y” del nuevo punto es superior al valor de y’ 
del punto sobre la recta, es que se procede a agregar este nuevo punto como 
perteneciente a la curva ROC. 
 
Un paso posterior de DO-ROC2, se encargará de verificar que los puntos 
formen una línea convexa entre ellos y descartar aquellos que no lo sean. 
 
Como se vio en el ejemplo, al agregar un nuevo punto en la curva ROC, 
puede ocurrir que sea necesario eliminar alguno o no. Por lo tanto esta última 
función de eliminar los que producen concavidades, es independiente de 
agregar un nuevo punto en la curva. 
 
En el gráfico 4.6, se puede observar a un nuevo punto “rojo” que se 
evalúa contra los puntos de la curva. Se puede observar como el valor de y del 
punto rojo es claramente inferior al y’ del punto rojo trasladado a la curva 
ROC. Por lo tanto en este caso el punto rojo es descartado, y no se tendrá en 
cuenta como uno de los puntos que maximizan el área bajo la curva. 
 







En el gráfico 4.7, se observa este segundo punto “rojo”, que el valor de y 
es claramente superior al valor de y’ calculado sobre la curva ROC. Por lo tanto 
este punto tiene que ser tenido en cuenta para realizar la curva que maximiza el 
área bajo la curva. En este caso el nuevo punto no produce la eliminación de los 
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4.6.2. Reglas convertidas a su opuesto 
 
 
Al verificar cada una de las reglas sobre la curva ROC podría ocurrir que 
la misma se encuentre por debajo de la línea que separa al plano en dos 
semiplanos. En este caso DO-ROC2 convierte la regla a su opuesto. 
 
Esta regla no significa que no sirva, por lo contrario, podría ser una 
buena regla y que tenga mejor performance que otras de las reglas que están 
hasta el momento. 
 













El predicado P1, toma la intersección de las variables V1 y V2, por lo 
contrario el predicado –P1, excluye los casos en intersección quedándose con el 
resto. 
  
En el cuadro 4.9, se puede observar como la Regla2 queda totalmente 
excluida si no se invierte. Pero al invertir la misma, se comporta como una muy 
buena regla para maximizar el área bajo la curva ROC. 
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4.7. Resultados de DO-ROC2 
 
La implementación desarrollada para la tesis entrega varios resultados 
que se detallaran en este punto. Pero en sí, y como principal resultado del 
algoritmo, es la entrega de aquellas “reglas” que maximizaron la curva ROC 
en su forma convexa y el score para cada uno de los individuos. 
 
Las reglas, como fue visto en el punto 4.3, son de dos niveles. Como por 
ejemplo: “(variable 1 entre 3,49 y 70 ) y (variable 2 entre 1.477 y 50.147 )”. 
Las variables fueron combinadas de a dos y agrupadas en 20 categorías por 
variable. La cantidad de combinaciones posibles de las 20 categorías ya fue 
explicada en el punto 4.3 y 4.4. 
 
DO-ROC2, tiene la posibilidad de correr realizando una validación 
cruzada de 10 pasadas y en cada corrida se toma el 10% en forma aleatoria para 
validar, el cual no se vuelve a tomar para la siguiente corrida. La media del  
AUC de cada una de las 10 corridas y el desvío de esa media es el que se tiene 
en cuenta para comparar los resultados de DO-ROC2 con el resto de los 
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algoritmos. También DO-ROC2, entrega los resultados en los ambientes que 
fueron previamente definidos como de “Entrenamiento” y “Validación”, a parte 
de la validación cruzada.  
 
DO-ROC2, realiza dos tipos de validaciones en el caso que se le pida 
expresamente que realice la validación cruzada en 10 pasos. Un ambiente de 
“Validación”, separado del ambiente de “entrenamiento” es siempre utilizado 







A continuación se detallan los resultados que DO-ROC2 informa en cada 
corrida: 
 
4.7.1. Reglas de dos niveles 
 
Como fuera explicado al comienzo de este punto, DO-ROC2, entregará 
las reglas de cada uno de los puntos que maximizan la curva ROC y los 
resultados de casos positivos sobre los negativos de cada uno de los puntos. 
Esto se realizará en ambos ambientes, tanto en “Entrenamiento” como en 
“Validación”; y con los resultados de las 10 corridas si se pidiera. Esto permite 
verificar que la misma relación que se estimó en la construcción se mantiene 
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4.7.2.  AUC 
 
Al comienzo de este punto se indicó que DO-ROC2 calculaba el AUC, y 
que entrega el promedio realizando 10 validaciones cruzando en el ambiente de 
validación. DO-ROC2 puede indicar la media del AUC de las 10 validaciones y 
el desvío que se produce de la media. Este tipo de validación debe ser pedido 
expresamente a DO-ROC2. Caso contrario se realizará una validación simple 
separando en dos ambientes de “Construcción” y “Validación”. 
 
DO-ROC2, también entrega el valor de AUC en el ambiente de 
“Construcción” y en el ambiente de “Validación” 
 
El AUC calculada será tanto para las “reglas” como para el “score” como 
se explicará en el próximo punto 4.8.1. 
 
4.7.3. Gráfico ROC 
 
DO-ROC2 en el final del proceso entrega el gráfico ROC con las dos 
curvas obtenidas durante la construcción y en el final al verificar el resultado. 
El gráfico se presentará tanto para las reglas como para el score, como se 
explicará en el próximo punto 4.8.1. 
 
DO-ROC2 permite apreciar gráficamente como se va construyendo la 





DO-ROC2 realiza la prueba no paramétrica de KS, y entrega los  valores 
de KS para ambos ambientes. Este cálculo es un complemento que DO-ROC2 
obtiene de las reglas generadas en cada corrida. No tiene aplicación sobre la 
tesis, porque no se realizan comparaciones con esta unidad de medida. Pero la 
forma simple en que se obtiene el valor a partir de las reglas y por tratarse de 
una unidad de medida generalmente utilizada, derivó en la programación del 
simple cálculo. 
 
Si bien el cálculo no es exactamente como se realiza en el método 
original; los resultados son muy similares. El método original de KS, calcula la 
apertura individuo a individuo. En este caso se mide la apertura que se 
produce entre las reglas de DO-ROC2. 
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DO-ROC2 calcula el KS, sobre la información obtenida de la curva 
ROC. En el siguiente ejemplo se muestran las 15 reglas seleccionadas por DO-
ROC2, para un conjunto de datos indicando el porcentaje de casos positivos y 







Con las dos columnas de porcentajes positivos y negativos que se indican 




Si se agrega una quinta columna con la diferencia absoluta de los ejes 
“xy”, se obtiene la apertura que cada regla produce entre POSITIVOS y 
NEGATIVOS.  







El KS, es el valor máximo de los resultados parciales de cada regla. Es el 
punto donde se hace máxima la apertura entre los POSITIVOS y 
NEGATIVOS. El siguiente gráfico 4.14 ejemplifica el resultado 0.38 KS, 







En el gráfico se pueden ver las últimas 3 columnas del ejemplo anterior. 
Se puede ver la apertura que cada regla produce y como se maximiza la 
diferencia en la posición 9. 
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El cálculo del KS, solamente se presentará como se explicara en este 
punto, a partir de las reglas obtenidas. No se indica el cálculo del KS a partir 
del score, el cual sería un valor muy similar al calculado con las reglas. 
 
4.8. Utilización de DO-ROC2 
 
Las reglas generadas por DO-ROC2 son muy simples de interpretar y 
aplicar. Al generarse reglas condicionales con la información que el usuario 
conoce, simplemente se debe utilizar las mismas de acuerdo a lo más 
conveniente. 
 
Existen dos formas prácticas de utilizar las reglas. Obtener un valor para 
cada individuo que permita ordenar los mismos y utilizar dicho “score”, como 
forma de clasificación. Otra posibilidad es utilizar aquella de las reglas que 
genera mayor beneficio. 
 
4.8.1. Generando un Score con las Reglas 
 
DO-ROC2 genera reglas las cuales deben ser aplicadas de acuerdo a 
algún concepto para utilizar los beneficios que el algoritmo encontró. 
 
A diferencia de un árbol de decisión, DO-ROC2, produce “n” reglas que 
son independientes entre sí. En los árboles de decisión los nodos finales suman 
el 100% de la población. Por lo tanto a cada individuo le corresponde la 
probabilidad de ocurrencia de la hoja del árbol que lo contiene. 
 
En el caso de DO-ROC2, y al ser las reglas independientes entre sí, 
ocurre que un mismo individuo puede estar en más de una de las reglas. 
Parecería que es imposible utilizar más de una sola regla por vez. Cada una de 
estas reglas es un modelo independiente que puede ser aplicado con el 
beneficio que nos indica la curva ROC en cantidad de casos positivos sobre los 
negativos. 
 
Ahora bien, existe la posibilidad que aplicando todas las reglas a cada 
individuo  se logre un “score” del individuo. 
 
Cada una de las reglas tiene la probabilidad de contener al individuo y el 
complemento de la probabilidad de no contenerlo. Si se verifican todas las 
reglas para cada individuo, y en el caso de que lo contenga se suma la 
probabilidad y en el caso de que no lo contenga se resta el complemento, se 
logra un valor numérico que sirve a la hora de ordenar a los individuos. 
Nuevo Algoritmo de clasificación supervisado sin parámetros, no afectado por el desbalanceo y overfitting  Página 53 
 
En el siguiente ejemplo, al solo ser dos reglas, hace que la dispersión en 
el “score” sea escasa. Lo mismo ocurre en el caso de un árbol el cual no puede 
desarrollar demasiado y solo quedan un par de nodos terminales. 
 
En el ejemplo del cuadro 4.15, se puede observar un resultado con dos 
reglas y como se estimaría los 4 casos posibles para cada uno de los individuos. 







Se pudo observar cómo lograr un valor numérico que permita ordenar a 
los individuos de acuerdo a la necesidad de discriminar casos positivos de casos 
negativos. 
 
Este valor numérico puede ser escalado entre 0 y 1000 para que sea más 
fácil su utilización. 
 
Igual que en los árboles de decisión, o en regresiones con pocas 
variables, el score generado por DO-ROC2, puede que existan muchos 
individuos con el mismo score. 
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Si la necesidad de seleccionar una población, no permite que sea dentro 
del número de casos buscados, justamente por existir una gran cantidad de 
individuos con el mismo score; se puede seleccionar todos los casos hasta el 
inmediato anterior, y completar la selección en forma aleatoria con los caso que 
contienen el siguiente valor de score. La probabilidad de ser positivo o negativo 
de este último segmento es exactamente la misma para cualquiera de los 
individuos contenidos en éste. Por lo tanto no existe ningún inconveniente en 
realizar una selección aleatoria dentro de este segmento, con la esperanza de 
que la probabilidad que la convirtió en una buena regla de selección, no 
cambie. 
 
4.8.2. AUC del Score comparado con el AUC de las reglas 
 
 
En el punto anterior se puedo observar cómo se puede obtener un “valor” 
a partir de las reglas obtenidas por DO-ROC2, que permite ordenar a los 
individuos de acuerdo al objetivo planteado. Con este “valor”, que se puede 
llamar score, se puede calcular la curva ROC en cualquier software que tenga 
esta función. Por lo tanto también se puede calcular el AUC correspondiente al 
score. 
 
Como se pudo observar en el desarrollo de la tesis hasta este punto, con 
las reglas también se puede calcular el AUC de cada uno de los modelos 
logrados por DO-ROC2. 
 
Los dos valores de AUC, el del score y el de las reglas, no son iguales, 
pero son muy similares. 
 
A los cuadros 4.16 y 4.17 se muestra sobre el conjunto de datos German, 









En los cuadros 4.16 y 4.17, se pueden observar las reglas obtenidas por 
DO-ROC2 y los resultados para cada una de ellas. El primer cuadro contiene 
los resultados obtenidos sobre el ambiente de entrenamiento y en el segundo 
cuadro los resultados sobre el ambiente de validación. En los mismos se puede 
observar los valores calculados del AUC. En la curva de entrenamiento el valor 







En el cuadro 4.18, se puede observar la curva ROC con el cálculo del 
área bajo la curva del score obtenido con las reglas indicadas en este punto. En 
este caso el valor de AUC para entrenamiento es de 0.7858; y para validación 
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es de 0.7675. Aproximadamente solo unos 3 puntos más que en la medición 
con las reglas. En todas las pruebas realizadas, los resultados de AUC con el 







En el cuadro 4.19, se puede observar ambas curvas comparadas en ambos 
ambientes. En las mismas se puede observar que la curva del score está 
levemente por encima de la curva de las reglas. Casi todos los puntos de la 
curva de las reglas están por debajo de la curva del score. 
Esto demuestra que utilizar el AUC con el score es muy similar a 
utilizar el AUC obtenido de las reglas. 
 
Este conjunto de datos, fue seleccionado entre varios que se mostrarán en 
el capítulo 6. En ese capítulo se darán más detalles de cómo se realizaron las 
pruebas con cada conjunto de datos. Este ejemplo se presentó al solo efecto de 
mostrar que medir el AUC de las reglas y/o del score no tiene mucha 
diferencia. 
 
De aquí en adelante, durante el desarrollo de la tesis, todas las 
mediciones de AUC que se indiquen serán calculadas a partir del score, salvo 
que se indique lo contrario. Esto genera una igualdad al momento de comprar 
los resultados de AUC con otros algoritmos en los mismos conjuntos de datos. 
La ventaja de contar con un score para cada individuo está dada 
principalmente en tener a los individuos ordenados. De alguna forma el score 
indica quien esta antes que otro de acuerdo al objetivo planteado. 
 
En el siguiente punto se podrá observar como también se podrán utilizar 
las reglas a partir de maximizar un beneficio. 
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4.8.3. Función Costo-Beneficio para determinar la mejor regla 
 
 
La tarea de predicción viene asociada a generar una acción con ese 
conocimiento adquirido. Y se puede estimar cual será la respuesta a esa acción. 
Dicha acción seguro genera un costo sobre cada uno de los individuos que 
deben ser accionados. Por otro lado cada individuo que resulte “Positivo” 
generará un beneficio, sino no tendría sentido realizar la acción. 
 
La relación entre el costo y el beneficio determinará cuál de las reglas es 
más conveniente. La relación de cantidad de casos positivos sobre los negativos 
de cada una de las reglas en función del beneficio, indicará la regla que 
maximiza el mismo. En el siguiente ejemplo, se puede observar como una de 





En el ejemplo del cuadro 4.20, se pueden observar dos reglas obtenías 
con DO-ROC2. Si se establece un costo por individuo de $33,63 debido a la 
impresión de la publicidad, más el costo del envío, más la utilización de un 
centro de llamadas; y un beneficio por cada individuo de $601,75 en función de 
la rentabilidad esperada por el segmento de clientes accionado, se puede 
calcular el beneficio de cada una de las reglas. Para el cálculo se supone que de 
los casos positivos solo el 50% llega a realmente a generar el beneficio.  
 
De esta forma, para la primera regla, los 2012 casos negativos mas los 
303 casos positivos producen un costo total de $77.853,45. 
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Si se calcula en beneficio sería, el 50% de los casos positivos (151,50) por el 
beneficio obtenido por cada uno de ellos, da un total de $91.165,13.  
 
Entonces el beneficio real de esta primera regla sería $13.311,68. Si se 
calcula exactamente lo mismo para la segunda regla el valor es 
considerablemente más bajo, $1.674,06. Por lo tanto la primera de las reglas es 
la que maximiza el beneficio según este escenario. 
 
Es de destacar también, que bajo este escenario, si se decidiera aplicar la 
acción a todos los individuos, la pérdida sería de $41.135,72. En este caso los 
beneficios obtenidos no llegan a cubrir el costo de la acción. 
 
Lo expresado en los últimos párrafos se puede observar en el gráfico de 






La regla de mayor beneficio es la “Regla 1”, mientras que la “Regla 2”, 
apenas logra un beneficio. 
 
En este caso la ecuación de Costo-Beneficio es lineal. Podría ocurrir que 
no lo fuera, en el caso de tener diferentes costos para la acción según el 
volumen de individuos a accionar. En este caso es conveniente realizar el 
mismo trabajo, pero para los distintos escenarios que se pueden plantear. 
 
Si se grafica la línea de Costo-Beneficio sobre la curva ROC, teniendo en 
cuenta el “Beneficio Real” de cada regla sobre el “Costo Total” para el eje x; y 
el “Beneficio Real” de cada regla sobre el “Beneficio Total” para el eje y; se 
dibujará la línea indicada en marrón como “Costo – Beneficio”. 
 
Una vez dibujada la línea de Costo-Beneficio, se puede calcular la 
pendiente de esta función. Lo único que resta para ver cuál de las reglas tiene 
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mayor beneficio es dibujar líneas perpendiculares a esta (con igual pendiente) 
hasta dibujar la tangente de la curva ROC. En el gráfico se puede observar la 
segunda línea marrón, indicada como “Costo- Beneficio’ “, que corresponde a 
la tangente de la curva ROC. Como se puede observar la tangente corta a la 
curva ROC en el punto de la Regla 1. 
 
En el cuadro 4.22, cambia el escenario al bajar el costo a $26,50 por 
individuo utilizando una publicidad de menor valor. Como ahora el costo es 







También se puede observar como en este caso la tangente a la curva 
ROC pasa por la regla 2. Es muy claro como determinar la mejor regla solo se 
puede realizar en función del escenario de costo-beneficio que este planteado. 
 
El conjunto de reglas permiten simular variando el costo (forma de 
realizar la acción) y tal vez el beneficio que se podría lograr con cada 
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Hay numerosos trabajos realizados sobre métodos que generan reglas y 
seleccionan las que maximizan el área bajo la curva ROC. Se podría decir que 
que Tom Fawcett y Foster Provost en el año 1997 dan inicio a estos conceptos. 
 
De aquel entonces y durante los siguientes 10 años, se fueron 
desarrollando diferentes trabajos sobre estos métodos. En algunos de ellos se 
desarrollaron algoritmos, los cuales fueron los pilares para la construcción de 
DO-ROC2. 
 
En los siguientes puntos de este capítulo se indicará una breve 
descripción de los principales trabajos que fueron dando origen al desarrollo de 
DO-ROC2.  
 







La última de las columnas indica el algoritmo que se presenta en cada 
uno de los trabajos. 
 
La diferencia de color, verde y celeste, está mostrando aquellos trabajos 
que se tomaron como punto de comparación con DO-ROC2, con respecto a la 
construcción de los algoritmos. 
 
En el punto 5.2, se indicará un cuadro con la bases de construcción que 
cada uno de estos 5 algoritmos tiene y como difieren o en que se asemejan con 
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5.1.1. Analysis and Visualization of Classifier Performance: 
Comparison under Imprecise Class and Cost 
Distributions 
 
En el año 1997, Tom Fawcett y Foster Provost, publican este trabajo que 
da origen a esta línea de estudios. 
 
Con el conocimiento de los beneficios que la curva ROC tenía sobre las 
formas de evaluación tradicionales (accuracy), se inicia este camino de trabajos 
aprovechando los beneficios de la curva ROC. 
 
En esta ocasión, combinan un algoritmo para obtener la parte convexa de 
la curva, que fuera desarrollado en 1993 en la Universidad de Minesota. 
 
Fawcett y Provost, quienes conocían las técnicas tradicionales de Data 
Mining lograron combinar la geometría con los beneficios de la ROC, y 
orientarlos en la búsqueda de métodos predictivos. De seguro una idea muy de 
avanzada para ese entonces. 
 
En su trabajo, enumeran los beneficios de la curva ROC sobre los 
métodos tradicionales, para evaluar la performance de los modelos, 
seleccionando aquellos que maximizan el área bajo la curva ROC y desarrollan 
una curva convexa. 
 
 
5.1.2. Robust Classification for Imprecise Environments  
 
 
En el año 1998, Tom Fawcett y Foster Provost, publican este otro trabajo 
que de alguna forma continúa la línea de análisis iniciada el año anterior. 
 
En este trabajo, se propone, el método “ROCCH-hybrid”, como solución 
a los ambientes imprecisos en donde habitualmente es necesario trabajar. La 
palabra ROCCH, tiene como significado ROC Convex Hull, haciendo 
referencia a la utilización de la curva ROC y obtener la forma convexa de la 
curva. 
 
En el trabajo se desarrolla con detalle el método y se hace referencia a su 
limitación con respecto a trabajar con una clase binaria solamente. Sin 
embargo, los autores, van ideando una solución a este problema que 
desarrollaran en los trabajos futuros. 
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5.1.3. Note on the location of optimal classifiers in n-
dimensional ROC space  
 
 
En el año 1999, Ashwin Srinivasan de la Universidad de Oxford, realizó 
un trabajo basado en los anteriores de Tom Fawcett y Foster Provost, 
planteando una alternativa a poder utilizar una clase que no sea solo binaria. 
 
DO-ROC2, tampoco permite manejar clases que no sean binarias. La 
posibilidad de trabajar este concepto con DO-ROC2, es realizar análisis por 
separado, identificando en cada uno de ellos a una de las clases del resto. De 
esta forma se obtendrían reglas para identificar cada una de las clases. 
 
Sin descartar la importancia de poder desarrollar trabajos con clases que 
no sean binarias, existen alternativas a poder tratar la información. La 
complejidad aumenta cuanto más valores de clase se tengan. 
 
 
5.1.4. Better DECISIONS through SCIENCE  
 
 
En el año 2000, John Swets, Robyn Dawes y John Monahan, publican un 
artículo en la revista “Scientific American”, sobre las ventajas de la curva ROC 
sobre las medidas tradicionales (Accuracy). 
 
El artículo plantea el inconveniente de la necesidad de contar con la 
mayor exactitud al momento de tener que determinar enfermedades terminales 
en donde el tratamiento es a un paciente que puede morir o no. 
 
Si bien durante el desarrollo del artículo, no se explica un algoritmo 
detalladamente; el mismo indica la importancia de la generación de “reglas 
médicas”, las cuales analizadas sobre la curva ROC, se seleccionan aquellas 
con mayor poder predictivo. Si se indica los pasos para realizar la selección de 
las reglas sobre la curva ROC. 
 
En un apartado del artículo, se indica, que por mucho tiempo los médicos 
pronosticaron a los pacientes una enfermedad terminal, y los pacientes nunca 
murieron. Se detalla la importancia de poder detectar a tiempo una enfermedad 
para poder elegir el mejor tratamiento, pero también la equivocación en si el 
paciente se encuentra enfermo, generalmente deriva en tratamientos costosos; y 
es muy importante el pronóstico correcto en un sentido u otro. 
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5.1.5. Using Rule Sets to Maximize ROC Performance  
 
 
En el año 2001, Tom Fawcett, publica este trabajo en el cual se 
investigan diferentes estrategias para evaluar un conjunto de reglas con el 
objetivo de maximizar la performance (ordenar los casos), sobre la curva ROC. 
 
En su trabajo Tom Fawcett, enumera una serie de estrategias para 
determinar la clase que predomina en cada una de las reglas. A continuación se 
detalla cada uno de ellos: 
  Selección aleatoria (RAND): En esta estrategia, la elección de la clase 
predominante en la regla es aleatoria. Esta estrategia es solo una línea 
base para medir las siguientes.  Primera regla que coincide (FIRST): En esta estrategia, se selecciona 
la clase de la primera regla que coincide de la lista de selección. Esta 
estrategia, puede posee una alta tasa de falla, y es fundamental que los 
casos se encuentren ordenados dentro de la lista de selección, para 
que la tasa de falla sea menor.  Por Votación sin peso (VOTE): En esta estrategia se produce una 
votación de cada uno de los casos por el valor de su clase y el que 
mayor cantidad de casos tiene es el valor de clase elegido. Sin duda es 
una estrategia superior a las dos anteriores, pero tiene el 
inconveniente cuando la cantidad entre los valores posibles de la clase 
son muy diferentes.  Por Votación con peso (WVOTE): Esta estrategia es igual a la 
anterior, pero resuelve el inconveniente de los valores de las clases 
indicándole un peso a cada una de ellas para que queden parejas. De 
esta forma a la hora de votar cada una de las clases tienen el mismo 
peso. Sin duda esta estrategia es la más eficiente.  Minimizando la tasa de error de los positivos (LFPR): Esta estrategia, 
realiza la elección que minimiza la tasa de error de los casos 
positivos. Sin duda se seleccionaran aquellas reglas con menos tasa de 
error para encontrar los positivos. 
 
 
Las estrategias hasta acá enunciadas son utilizadas, en 14 conjuntos de 
datos extraídos de la página “UCI Repository”, para seleccionar las reglas 
extraídas por un algoritmo C4.5rules y otro RLrules. El primero de ellos es una 
adaptación del C4.5 y el segundo trabaja con un algoritmo de búsqueda 
heurística. 
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Los resultados son presentados medidos con el área bajo la curva (ROC). 
El resultado se expresa mostrando el promedio del AUC y el desvío estándar, 
habiendo realizado en cada caso una validación cruzada de 10 pasadas. 
 
Estos resultados obtenidos van a ser comparados con los resultados de 
DO-ROC2 en los siguientes capítulos. 
 
En el final de este capítulo se comparará el algoritmo C4.5rules de 




5.1.6. ROCCER: A ROC convex hull rule learning algorithm  
 
En el año 2004, Ronaldo C. Pratti y Peter A. Flach de la Universidad de 
Sao Paulo , realizaron un trabajo generando reglas que formen una cascara 
convexa de la curva ROC. En este caso presentan un algoritmo llamado 
ROCCER, pero que solo comparan con 3 conjuntos de datos y un método no 
tradicional. Si bien, en este caso, la prueba desarrollada no es muy extensa; 
demuestra el interés por la línea de estudio en diversos lugares. 
 
El algoritmo ROCCER utiliza Reglas de asociación para generar las 
reglas a medir en el espacio ROC y determinar cuáles de las reglas se 
seleccionaran y cuales se descartarán. 
 
En el final de este capítulo, el algoritmo ROCCER es comparado con 
DO-ROC2 para analizar las diferencias de construcción entre los algoritmos. 
 
 
5.1.7. Maximizing the Area under the ROC Curve Using 
Incremental Reduced Error Pruning  
 
 
En el año 2005, Henrik Bostrom presenta este trabajo que suma dos 
algoritmos con distintas variantes que trabajan maximizando el área bajo la 
curva ROC. 
 
En su trabajo principalmente combina sobre estos dos algoritmos las 
variantes de un post procesamiento y la forma de abordar la poda de las reglas 
desarrolladas en cada uno de ellos. 
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Los algoritmos con sus variantes se prueban sobre 34 conjuntos de datos 
medidos por el AUC con validación cruzada de 10 corridas. Por lo tanto sus 
resultados pueden ser comparados con los de DO-ROC2, sobre los conjuntos 
de datos que comparten ambos trabajos. Por un tema de organización de la 
tesis, estos resultados no fueron comparados con DO-ROC2 en el próximo 
capítulo. 
 
Una conclusión sobre su trabajo es que demuestra que trabajar con reglas 
independientes que no necesiten ser aplicadas en forma ordenada, dan mejores 
resultados que aplicar reglas ordenadas. 
 
En el final de este capítulo, se compara la variante RS del algoritmo 




5.1.8. A Comparison of Methods for Rule Subset Selection 
Applied to Associative Classification  
 
 
En el año 2006, Gustavo Batista, Claudia Milaré, Ronaldo Prati y Maria 
Monard de distintas universidades de Brasil desarrollan un algoritmo genético, 
el cual obtiene reglas maximizando el área bajo la curva ROC. El algoritmo se 
llama GARSS y se comparan los resultados con el algoritmo ROCCER, 
indicado en el punto 5.1.7, C4.5 y todas las reglas de asociación obtenidas por 
el algoritmo “Apriori”. 
 
En el final del capítulo, el algoritmo GARSS se compara con DO-ROC2 




5.1.9. PRIE: A System for Generating Rulelists to Maximize 
ROC Performance  
 
 
En Marzo del año 2007, Tom Fawcett presenta el algoritmo PRIE. Este 
trabajo es fundamentalmente el que termina de darle forma a DO-ROC2 y a 
esta tesis. Básicamente en el trabajo se presentan los inconvenientes que 
pueden tener los algoritmos al trabajar con el accuracy como método de 
clasificación. Y como los beneficios de la curva ROC pueden solucionar 
muchos de estos inconvenientes. Seguramente PRIE es el algoritmo con mayor 
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similitud a DO-ROC2. Al final del capítulo se indicaran las diferencias con el 
mismo. Pero en principio ambos algoritmos categorizan las variables continuas. 
DO-ROC2 lo hacen en ventiles, mientras que PRIE utiliza el espacio de la 
curva ROC para realizar la categorización de las variables continuas. 
 
En el próximo punto el algoritmo PRIE es comparado con DO-ROC2 




5.2. DO-ROC2 comparado con otros algoritmos 
 
 
En este punto se analizan cada una de las principales diferencias que 
cada uno de los algoritmos tiene con respecto a DO-ROC2. 
 
Para analizar las diferencias se estudiaron las siguientes características 
con respecto a cómo cada algoritmo fue desarrollado: 
  La cantidad de clases con que nativamente puede trabajar el 
algoritmo. No está contemplado resolver un problema de múltiples 
clases realizando varias corridas separando en cada corrida una de 
las clases del resto.  Altura máxima de las reglas, interpretando el corte de cada 
variable como un nivel. Por ejemplo: variable A entre 1 y 5 y 
Variable B entre 10 y 14 formaría una regla de altura 2.  Método para seleccionar que regla es mejor que otra. Por ejemplo 
accuracy, optimización AUC.  Reglas ordenadas. Indica si las reglas deben ser aplicadas en algún 
orden una vez obtenido el modelo. Si las reglas deben ser 
aplicadas en orden, esto implica que las reglas no sean 
independientes entre sí.  ¿Las reglas de salida son excluyentes como los nodos de un árbol 
de decisión? Si la respuesta es SI, un individuo solo se puede 
encontrar en una sola de las reglas. En cambio, si la respuesta en 
NO, el individuo puede estar contenido en más de una de las 
reglas.  Método de cálculo de la probabilidad de un nuevo registro. Se 
analiza en cada algoritmo como se estima el valor de la 
probabilidad o score de cada uno de los individuos. En el caso de 
contar con reglas ordenadas, se toma la probabilidad de la primera 
regla a la cual pertenece el individuo. Otra posibilidad, que no 
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necesita que las reglas se encuentren ordenadas, es sumarle la 
probabilidad de todas las reglas en las cuales el individuo se 
encuentra seleccionado. Este método es llamado “Weighted 
Voting”. Otra posibilidad es la utilización de Naïve Bayes como 
método de cálculo.  Método para generar las reglas. Indica que método utiliza el 
algoritmo para generar las reglas que serán medidas sobre la curva 
ROC en búsqueda de aquellas que maximicen el área bajo la 
curva. Por ejemplo: C4.5 con alguna variante, Reglas de 
asociación, Algoritmos genético o simplemente la combinación de 
todas las reglas posibles (fuerza bruta).  Mantiene Cascara Convexa ROC. Indica si el algoritmo mantiene 
la cascara convexa sobre la curva ROC a medida que va 
seleccionando las reglas que maximizan el área sobre la curva 
ROC.  “Separate and Conquer” para la generacion de las reglas finales. 
Indica si el algoritmo excluye de los siguientes análisis, a los 
individuos contenidos en cada regla que va incorporando a la 
curva ROC.  Reglas generadas en forma totalmente independiente. Indica si el 
método utilizado para la selección de cada una de las reglas puede 
verse condicionado al obtener una nueva regla por las reglas 
generadas anteriormente.  Reglas Generadas NATIVAMENTE para optimizar AUC. Indica si 
las reglas se generaron directamente para optimizar AUC. Según el 
método de generación de las reglas las mismas pueden estar 
generadas sin tener en cuenta la optimización sobre la curva ROC; 
más allá que después se utilice la misma para seleccionar aquellas 
que maximicen el área bajo la curva ROC. 
 
 
El cuadro 5.2 se puede observar las diferentes características indicadas 
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Este capítulo, presenta los resultados de las pruebas realizadas con el 
algoritmo. Para comparar los resultados se utilizará el AUC del score, que ya se 
explicó en el punto 4.8.1 como se calcula. 
 
Las pruebas realizadas fueron las siguientes: 
  Se seleccionaron 13 conjuntos de datos públicos, disponibles en Internet 
para comparar los resultados de DO-ROC2, contra los resultados 
publicados por los distintos algoritmos conocidos y otros que tienen 
similitud con DO-ROC2. En estas pruebas se realizará una validación de 10 
corridas dejando aleatoriamente el 10 % del conjunto para cada validación. 
Esto indicará la media y el desvío del AUC de las 10 corridas. Estos dos 
valores serán los que se presenten para comparar con el resto de los 
algoritmos que realizaron publicaciones en internet en distintos trabajos. A 
parte, DO-ROC2, obtiene un modelo entrenando con el 60% de la 
población y presenta los resultados comparados en el 40% restante. Estos 
porcentajes pueden ser modificados, pero para unificar un criterio se indicó 
en todos los casos la misma distribución aleatoria, 60-40. Para los 13 
conjuntos de datos se presentan las reglas obtenidas, las cuales reflejan los 
resultados obtenidos.  Tomando un mismo conjunto de datos, se obtuvieron 3 modelos. Uno con 
regresión logística, otro con árbol de decisión y por último con DO-ROC2. 
Para esta prueba se seleccionó un conjunto de datos público, que esta 
publicado en Internet, para que las mismas puedan ser reproducidas. Los 
resultados se presentarán en entrenamiento y validación con la distribución 
aleatoria 60-40.  Por último, se realizó una prueba con un conjunto de datos REAL18, con 
información de tarjetas de crédito de una financiera. Solo se presentan los 
resultados obtenidos comparados contra el modelo productivo en la 
financiera. Por políticas de privacidad de información no se pueden 
presentar los modelos con las variables originales, ni los datos para 
reproducir las pruebas. 
 
Al final del capítulo, se presentan los resultados sobre un conjunto de 
datos artificial con la intención de hacer fallar a DO-ROC2 y demostrar como 
un árbol puede encontrar un resultado mejor que DO-ROC2. 
                                                 
18
 Durante la tesis se llamará conjunto de datos REAL, al conjunto que fuera utilizado para construir un modelo 
en una financiera para clasificar a sus clientes según la probabilidad de cumplir sus obligaciones crediticias. 
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6.2. DO-ROC2 comparado con distintos algoritmos 
 
 
En el cuadro 6.1, se presentan los resultados de DO-ROC2, comparados 
con resultados de distintos algoritmos publicados en Internet. La presentación 
de los resultados se realiza con la media y el desvío del AUC producida por 10 
corridas variando el 10% en cada corrida para el conjunto de validación. Esta es 
la forma en que son publicados los trabajos, por lo tanto se adopto la misma 







En el cuadro, se puede ver, de cada uno de los conjuntos de datos; la 
cantidad de casos que contiene, la relación de la clase y la cantidad de variables 
que posee. En las siguientes columnas se encuentran los resultados de los 
distintos algoritmos que fueran publicados en Internet en distintos trabajos. La 
ante última columna muestra el resultado de DO-ROC2. La última columna 
muestra la diferencia de AUC que DO-ROC2 obtuvo contra algoritmo que 
quedó primero por tener el valor de AUC mayor. 
 
Estos resultados serán analizados al final del capítulo. En los siguientes 
puntos, se muestran los resultados para cada uno de los conjuntos de datos que 
dan fundamento al resultado indicado en el cuadro anterior. 
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6.2.1. Conjunto de datos Breast-Wisc  
 
En Internet19 se puede obtener el archivo y la información 
correspondiente para trabajar este conjunto de datos. En la documentación se 
hace referencia a los valores de la clase, 2 para diagnosticar tumores benignos, 
y 4 para diagnosticar tumores malignos. En DO-ROC2, se transformo el 2 en 1 
(positivo) y el 4 en 0 (negativo), para identificar a la clase. La distribución de la 
clase es 66/34, con un total de 699 registros. En total el archivo contiene 10 




6.2.1.1. Resultados en Entrenamiento–Validación (60-40) 
 
 
DO-ROC2, encontró 4 reglas para este conjunto de datos. En el cuadro 






Neg = Total de negativos determinados por la regla en entrenamiento 
Pos = Total de positivos determinados por la regla en entrenamiento 
xNeg = Neg / Total de Negativos en entrenamiento (eje x de la curva ROC) 
yPos = Pos / Total de Positivos en entrenamiento (eje y de la curva ROC) 
Ks = Diferencia de apertura entre positivos y negativos. Cuando se maximiza corresponde con el valor KS (Entrenamiento) 
Prob. = Probabilidad de encontrar un caso positivo sobre el total de casos que incluye la regla. (Entrenamiento) 
 
Neg-t = Total de negativos determinados por la regla en validación 
Pos-t = Total de positivos determinados por la regla en validación 
xNeg-t = Neg-t / Total de Negativos en validación (eje x de la curva ROC) 
yPos-t = Pos / Total de Positivos en validación (eje y de la curva ROC) 
Ks-t = Diferencia de apertura entre positivos y negativos. Cuando se maximiza corresponde con el valor KS. (Validación) 




                                                 
19
 http://archive.ics.uci.edu/ml/machine-learning-databases/breast-cancer-wisconsin/ 
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En el gráfico 6.3, se puede observar las curvas ROC en ambos ambientes, 
con su correspondiente valor de AUC obtenidas con el score calculado a partir 






En el gráfico 6.4, se pueden observar las curvas ROC en ambos 
ambientes, con su correspondiente valor de AUC obtenidas con las reglas. En 









Si la curva ROC de 
validación con las reglas no 
respeta la cascara convexa de 
la curva, puede existir algún 
error en el cálculo del AUC. 
 
Este valor es solo referencial 
y no se utiliza para  comparar 
ni los modelos ni los 
algoritmos entre si, 





E = Entrenamiento 
T = Validación 
Gráfico 6.4 
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6.2.1.2. Resultados en Validación Cruzada (10 corridas) 
 
En el apéndice A se muestran todos los resultados de las 10 corridas, que 
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6.2.2.  Conjunto de datos Bupa  
 
En Internet20 se puede obtener el archivo y la información 
correspondiente para trabajar este conjunto de datos. El mismo contiene 345 
pacientes con problemas hepáticos por el consumo de alcohol. Para obtener el 
modelo, se tomaron los 6 atributos indicados en el conjunto de datos incluido la 
cantidad de alcohol bebida por día. La variable objetivo se indica como 
“selector” y tiene una distribución 42/58 con los valores 1 y 2 respectivamente. 
En DO-ROC2, el valor 1 se mantuvo en 1 (positivo) y el valor 2 se transformó 
en 0 (negativo). 
 
6.2.2.1. Resultados en Entrenamiento–Validación (60-40) 
 
DO-ROC2, encontró 13 reglas para este conjunto de datos. En el cuadro 





Neg = Total de negativos determinados por la regla en entrenamiento 
Pos = Total de positivos determinados por la regla en entrenamiento 
xNeg = Neg / Total de Negativos en entrenamiento (eje x de la curva ROC) 
yPos = Pos / Total de Positivos en entrenamiento (eje y de la curva ROC) 
Ks = Diferencia de apertura entre positivos y negativos. Cuando se maximiza corresponde con el valor KS (Entrenamiento) 
Prob. = Probabilidad de encontrar un caso positivo sobre el total de casos que incluye la regla. (Entrenamiento) 
 
Neg-t = Total de negativos determinados por la regla en validación 
Pos-t = Total de positivos determinados por la regla en validación 
xNeg-t = Neg-t / Total de Negativos en validación (eje x de la curva ROC) 
yPos-t = Pos / Total de Positivos en validación (eje y de la curva ROC) 
Ks-t = Diferencia de apertura entre positivos y negativos. Cuando se maximiza corresponde con el valor KS. (Validación) 
Prob-t = Probabilidad de encontrar un caso positivo sobre el total de casos que incluye la regla. (Validación) 
 
                                                 
20
 http://archive.ics.uci.edu/ml/machine-learning-databases/liver-disorders/ 
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En el gráfico 6.7, se puede observar las curvas ROC en ambos ambientes, 
con su correspondiente valor de AUC obtenidas con el score calculado a partir 








En el gráfico 6.8, se puede observar las curvas ROC en ambos ambientes, 
con su correspondiente valor de AUC obtenidas con las reglas. En este caso 










Si la curva ROC de 
validación con las 
reglas no respeta la 
cascara convexa de la 
curva, puede existir 
algún error en el cálculo 
del AUC. 
 
Este valor es solo 
referencial y no se 
utiliza para  comparar ni 
los modelos ni los 
algoritmos entre si, 




E = Entrenamiento 
T = Validación 
Gráfico 6.8 
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6.2.2.2. Resultados en Validación Cruzada (10 corridas) 
 
 
En el apéndice B se muestran todos los resultados de las 10 corridas, que 
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6.2.3. Conjunto de datos Car  
 
En Internet21 se puede obtener el archivo y la información 
correspondiente para trabajar este conjunto de datos. El conjunto de datos tiene 
información de 1728 usuarios de automóviles. Los atributos indicados son 6 
haciendo referencia al costo, mantenimiento,  cantidad de puertas, cantidad de 
personas que pueden viajar, espacio interior y seguridad. El objetivo está fijado 
en si el usuario lo considera aceptable o no. Las posibilidades es que si o no sea 
aceptable, que lo considere “bueno” o “muy bueno”. Estas dos últimas 
categorías se unificaron con la categoría de aceptable. De esta forma solo 
quedó la posibilidad de estimar si va a ser aceptable o no el vehículo para estos 
usuarios, pero no cuanto están satisfechos con manejar ese vehículo. La 
distribución de la clase con esta unificación quedó en 70/30. 
 
 
6.2.3.1. Resultados en Entrenamiento–Validación (60-40) 
 
 
DO-ROC2, encontró 3 reglas para este conjunto de datos. En el cuadro 







Neg = Total de negativos determinados por la regla en entrenamiento 
Pos = Total de positivos determinados por la regla en entrenamiento 
xNeg = Neg / Total de Negativos en entrenamiento (eje x de la curva ROC) 
yPos = Pos / Total de Positivos en entrenamiento (eje y de la curva ROC) 
Ks = Diferencia de apertura entre positivos y negativos. Cuando se maximiza corresponde con el valor KS (Entrenamiento) 
Prob. = Probabilidad de encontrar un caso positivo sobre el total de casos que incluye la regla. (Entrenamiento) 
 
Neg-t = Total de negativos determinados por la regla en validación 
Pos-t = Total de positivos determinados por la regla en validación 
xNeg-t = Neg-t / Total de Negativos en validación (eje x de la curva ROC) 
yPos-t = Pos / Total de Positivos en validación (eje y de la curva ROC) 
Ks-t = Diferencia de apertura entre positivos y negativos. Cuando se maximiza corresponde con el valor KS. (Validación) 
Prob-t = Probabilidad de encontrar un caso positivo sobre el total de casos que incluye la regla. (Validación) 
 
                                                 
21
 http://archive.ics.uci.edu/ml/machine-learning-databases/car/ 
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En el gráfico 6.11, se puede observar las curvas ROC en ambos 
ambientes, con su correspondiente valor de AUC obtenidas con el score 







En el gráfico 6.12, se puede observar las curvas ROC en ambos 
ambientes, con su correspondiente valor de AUC obtenidas con las reglas. En 









Si la curva ROC de 
validación con las reglas 
no respeta la cascara 
convexa de la curva, 
puede existir algún error 
en el cálculo del AUC. 
 
Este valor es solo 
referencial y no se utiliza 
para  comparar ni los 
modelos ni los 
algoritmos entre si, 





E = Entrenamiento 
T = Validación 
Gráfico 6.12 
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6.2.3.2. Resultados en Validación Cruzada (10 corridas) 
 
En el apéndice C se muestran todos los resultados de las 10 corridas, que 
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6.2.4. Conjunto de datos Dermatology_BB 
 
 
En Internet22 se puede obtener el archivo y la información 
correspondiente para trabajar este conjunto de datos. El conjunto de datos tiene 
información de 366 pacientes con problemas de piel. Los atributos indicados 
son 34, todos correspondientes a estudios con valores numéricos; menos un 
solo atributo que es categórico. Esta variable se tomo con el valor numérico 
original, respetando su condición de variable nominal. 
 
La clase original contiene 6 categorías; para correr en DO-ROC2, se 
utilizó la conversión realizada por Barakat and Bradley (2006); donde la 
categoría 1 (psoriasis) se mantiene; y las categorías 2 a 6 (seboreic dermatitis, lichen 
planus, pityriasis rose, cronic dermatitis, pityriasis rubra pilaris), se unifican en una. Los 
pacientes que pertenecen a la categoría 1 se los indicó como 1 (POSITIVOS), y 
el resto como 0 (NEGATIVOS). La clase quedó con una distribución de 30 % 
para los positivos y 70% para los negativos aproximadamente. 
 
6.2.4.1. Resultados en Entrenamiento–Validación (60-40) 
 
 
DO-ROC2, encontró 2 reglas para este conjunto de datos. En el cuadro 







Neg = Total de negativos determinados por la regla en entrenamiento 
Pos = Total de positivos determinados por la regla en entrenamiento 
xNeg = Neg / Total de Negativos en entrenamiento (eje x de la curva ROC) 
yPos = Pos / Total de Positivos en entrenamiento (eje y de la curva ROC) 
Ks = Diferencia de apertura entre positivos y negativos. Cuando se maximiza corresponde con el valor KS (Entrenamiento) 
Prob. = Probabilidad de encontrar un caso positivo sobre el total de casos que incluye la regla. (Entrenamiento) 
 
Neg-t = Total de negativos determinados por la regla en validación 
Pos-t = Total de positivos determinados por la regla en validación 
xNeg-t = Neg-t / Total de Negativos en validación (eje x de la curva ROC) 
yPos-t = Pos / Total de Positivos en validación (eje y de la curva ROC) 
Ks-t = Diferencia de apertura entre positivos y negativos. Cuando se maximiza corresponde con el valor KS. (Validación) 
Prob-t = Probabilidad de encontrar un caso positivo sobre el total de casos que incluye la regla. (Validación) 
                                                 
22
 http://archive.ics.uci.edu/ml/machine-learning-databases/dermatology/ 
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En el gráfico 6.15 se puede observar las curvas ROC en ambos 
ambientes, con su correspondiente valor de AUC obtenidas con el score 







En el gráfico 6.16 se puede observar las curvas ROC en ambos 
ambientes, con su correspondiente valor de AUC obtenidas con las reglas. En 









Si la curva ROC de validación 
con las reglas no respeta la 
cascara convexa de la curva, 
puede existir algún error en el 
cálculo del AUC. 
 
Este valor es solo referencial y 
no se utiliza para  comparar ni 
los modelos ni los algoritmos 





E = Entrenamiento 
T = Validación 
Gráfico 6.16 
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6.2.4.2. Resultados en Validación Cruzada (10 corridas) 
 
En el apéndice D se muestran todos los resultados de las 10 corridas, que 
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6.2.5. Conjunto de datos German 
 
En Internet23, se puede obtener el archivo y la información 
correspondiente para preparar este conjunto de datos. El conjunto de datos tiene 
información de 1000 clientes con información crediticia de cada uno de ellos. 
Los atributos indicados son 20, entre los que se encuentran variables numéricas 
y categóricas. 
 
La clase original contiene 2 categorías con los valores 1 y 2. Para correr 
DO-ROC2, el 2 se transformo en 1 y el 2 en 0. En el cuadro 6.18 se detalla 
cómo se realizó la transformación de los valores de las categorías originales del 
conjunto de datos para correrlo en DO-ROC2, respetando la condición de 
variable categórica: 
 
Variable Categoría Original Categoría transformada 
Status_of_existing_checking_account A11 1 
Status_of_existing_checking_account A12 2 
Status_of_existing_checking_account A13 3 
Status_of_existing_checking_account  A14 4 
 
Credit_history A30 1 
Credit_history A31 2 
Credit_history  A32 3 
Credit_history  A33 4 
Credit_history  A34 5 
 
Purpose  A40 0 
Purpose  A41 1 
Purpose  A410 2 
Purpose A42 3 
Purpose  A43 4 
Purpose  A44 5 
Purpose A45 6 
Purpose  A46 7 
Purpose A48 8 
Purpose A49 9 
 
Savings_account_bonds A61 1 
Savings_account_bonds A62 2 
Savings_account_bonds A63 3 
Savings_account_bonds  A64 4 
Savings_account_bonds  A65 5 
 
Present_employment_since  A71 1 
Present_employment_since  A72 2 
Present_employment_since A73 3 
Present_employment_since A74 4 
Present_employment_since  A75 5 
 
Personal_status A91 1 
Personal_status A92 2 
Personal_status A93 3 
Personal_status  A94 4 
 
Other_debtors_guarantors A101 1 
Other_debtors_guarantors A102 2 
Other_debtors_guarantors A103 3 
 
Property A121 1 
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Property A122 2 
Property A123 3 
Property A124 4 
Other_installment_plans A141 1 
Other_installment_plans  A142 2 
Other_installment_plans  A143 3 
 
Housing A151 1 
Housing A152 2 
Housing A153 3 
 
Job A171 1 
Job A172 2 
Job A173 3 
Job A174 4 
 
Telephone  A191 1 
Telephone  (otra) 2 
 
foreign_worker  A201 1 






6.2.5.1. Resultados en Entrenamiento–Validación (60-40) 
 
DO-ROC2, encontró 15 reglas para este conjunto de datos. En el cuadro 





Neg = Total de negativos determinados por la regla en entrenamiento 
Pos = Total de positivos determinados por la regla en entrenamiento 
xNeg = Neg / Total de Negativos en entrenamiento (eje x de la curva ROC) 
yPos = Pos / Total de Positivos en entrenamiento (eje y de la curva ROC) 
Ks = Diferencia de apertura entre positivos y negativos. Cuando se maximiza corresponde con el valor KS (Entrenamiento) 
Prob. = Probabilidad de encontrar un caso positivo sobre el total de casos que incluye la regla. (Entrenamiento) 
 
Neg-t = Total de negativos determinados por la regla en validación 
Pos-t = Total de positivos determinados por la regla en validación 
xNeg-t = Neg-t / Total de Negativos en validación (eje x de la curva ROC) 
yPos-t = Pos / Total de Positivos en validación (eje y de la curva ROC) 
Ks-t = Diferencia de apertura entre positivos y negativos. Cuando se maximiza corresponde con el valor KS. (Validación) 
Prob-t = Probabilidad de encontrar un caso positivo sobre el total de casos que incluye la regla. (Validación) 
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En el gráfico 6.20 se puede observar las curvas ROC en ambos 
ambientes, con su correspondiente valor de AUC obtenidas con el score 






En el gráfico 6.21 se puede observar las curvas ROC en ambos 
ambientes, con su correspondiente valor de AUC obtenidas con las reglas. En 









Si la curva ROC de 
validación con las reglas 
no respeta la cascara 
convexa de la curva, 
puede existir algún error 
en el cálculo del AUC. 
 
Este valor es solo 
referencial y no se utiliza 
para  comparar ni los 
modelos ni los 
algoritmos entre si, 





E = Entrenamiento 
T = Validación 
Gráfico 6.21 
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6.2.5.2. Resultados en Validación Cruzada (10 corridas) 
 
 
En el apéndice E se muestran todos los resultados de las 10 corridas, que 
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6.2.6. Conjunto de datos Haberman 
 
 
En Internet24 se puede obtener el archivo y la información 
correspondiente para trabajar este conjunto de datos. El conjunto de datos tiene 
información de 306 casos de estudios de pacientes con problemas de cáncer de 
mamas, atendidos entre 1958 y 1970 en el hospital de la Universidad de 
Chicago. Los atributos indicados son 3, la edad del paciente, el año de la 
operación y el número de nodos malignos detectados. Las tres variables se 
tomaron como numéricas con los valores originales.  
 
La clase original contiene 2 categorías; 1 para indicar los pacientes que 
sobrevivieron 5 años o más; y 2 los que murieron antes de los 5 años. Para 
correr en DO-ROC2, la clase 2 se transformó a 1 y la 1 a 0. 
 
 
6.2.6.1. Resultados en Entrenamiento–Validación (60-40) 
 
DO-ROC2, encontró 11 reglas para este conjunto de datos. En el cuadro 




Neg = Total de negativos determinados por la regla en entrenamiento 
Pos = Total de positivos determinados por la regla en entrenamiento 
xNeg = Neg / Total de Negativos en entrenamiento (eje x de la curva ROC) 
yPos = Pos / Total de Positivos en entrenamiento (eje y de la curva ROC) 
Ks = Diferencia de apertura entre positivos y negativos. Cuando se maximiza corresponde con el valor KS (Entrenamiento) 
Prob. = Probabilidad de encontrar un caso positivo sobre el total de casos que incluye la regla. (Entrenamiento) 
 
Neg-t = Total de negativos determinados por la regla en validación 
Pos-t = Total de positivos determinados por la regla en validación 
xNeg-t = Neg-t / Total de Negativos en validación (eje x de la curva ROC) 
yPos-t = Pos / Total de Positivos en validación (eje y de la curva ROC) 
Ks-t = Diferencia de apertura entre positivos y negativos. Cuando se maximiza corresponde con el valor KS. (Validación) 
Prob-t = Probabilidad de encontrar un caso positivo sobre el total de casos que incluye la regla. (Validación) 
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En el gráfico 6.24 se puede observar las curvas ROC en ambos 
ambientes, con su correspondiente valor de AUC obtenidas con el score 







En el gráfico 6.25 se puede observar las curvas ROC en ambos 
ambientes, con su correspondiente valor de AUC obtenidas con las reglas. En 









Si la curva ROC de 
validación con las 
reglas no respeta la 
cascara convexa de la 
curva, puede existir 
algún error en el 
cálculo del AUC. 
 
Este valor es solo 
referencial y no se 
utiliza para  comparar 
ni los modelos ni los 
algoritmos entre si, 




E = Entrenamiento 
T = Validación 
Gráfico 6.25 
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6.2.6.2. Resultados en Validación Cruzada (10 corridas) 
 
 
En el apéndice F se muestran todos los resultados de las 10 corridas, que 
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6.2.7. Conjunto de datos Heart 
 
En Internet25 se puede obtener el archivo y la información 
correspondiente para trabajar este conjunto de datos. El conjunto de datos tiene 
información de 270 casos de estudios de pacientes con problemas cardíacos. 
Los atributos indicados son 13, y todos se tomaron con los valores originales en 
forma numérica. Hay 3 atributos que están indicados como nominales, pero 
contienen un dato numérico. DO-ROC2 puede manejar estos atributos 
nominales como numéricos. Cuando agrupa las categorías determinadas por 
DO-ROC2, estará asociando categorías en vez de un rango de valores de la 
variable. 
 
La clase original contiene 2 categorías; 1 para indicar los pacientes que 
no estaban enfermos del corazón; y 2 los que si estaban enfermos. Para correr 
en DO-ROC2, la clase 2 se transformó a 1 y la 1 a 0. 
 
6.2.7.1. Resultados en Entrenamiento–Validación (60-40) 
 
 
DO-ROC2, encontró 9 reglas para este conjunto de datos. En el cuadro 




Neg = Total de negativos determinados por la regla en entrenamiento 
Pos = Total de positivos determinados por la regla en entrenamiento 
xNeg = Neg / Total de Negativos en entrenamiento (eje x de la curva ROC) 
yPos = Pos / Total de Positivos en entrenamiento (eje y de la curva ROC) 
Ks = Diferencia de apertura entre positivos y negativos. Cuando se maximiza corresponde con el valor KS (Entrenamiento) 
Prob. = Probabilidad de encontrar un caso positivo sobre el total de casos que incluye la regla. (Entrenamiento) 
 
Neg-t = Total de negativos determinados por la regla en validación 
Pos-t = Total de positivos determinados por la regla en validación 
xNeg-t = Neg-t / Total de Negativos en validación (eje x de la curva ROC) 
yPos-t = Pos / Total de Positivos en validación (eje y de la curva ROC) 
Ks-t = Diferencia de apertura entre positivos y negativos. Cuando se maximiza corresponde con el valor KS. (Validación) 
Prob-t = Probabilidad de encontrar un caso positivo sobre el total de casos que incluye la regla. (Validación) 
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En el gráfico 6.28 se puede observar las curvas ROC en ambos 
ambientes, con su correspondiente valor de AUC obtenidas con el score 







En el gráfico 6.29 se puede observar las curvas ROC en ambos 
ambientes, con su correspondiente valor de AUC obtenidas con las reglas. En 










Si la curva ROC de 
validación con las 
reglas no respeta la 
cascara convexa de la 
curva, puede existir 
algún error en el 
cálculo del AUC. 
 
Este valor es solo 
referencial y no se 
utiliza para  comparar 
ni los modelos ni los 
algoritmos entre si, 
justamente por este 
posible inconveniente. 
 
E = Entrenamiento 
T = Validación 
Gráfico 6.29 
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6.2.7.2. Resultados en Validación Cruzada (10 corridas) 
 
 
En el apéndice G se muestran todos los resultados de las 10 corridas, que 
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6.2.8.  Conjunto de datos ionosphere 
 
 
En Internet26 se puede obtener el archivo y la información 
correspondiente para trabajar este conjunto de datos. El conjunto de datos tiene 
información de 351 registros de mediciones realizadas sobre la ionosfera 
terrestre. Los atributos indicados son 34 mediciones numéricas y se 
identificaron como “ind” y el número de la posición que ocupa dentro del 
conjunto de dato original. 
La clase original contiene 2 categorías; “g” (good) o “b” (bad). Para correr en 
DO-ROC2, se convirtió la “g” en 1 (Positivos) y la “b” en 0 (Negativos). 
 
 
6.2.8.1. Resultados en Entrenamiento–Validación (60-40) 
 
DO-ROC2, encontró 7 reglas para este conjunto de datos. En el cuadro 




Neg = Total de negativos determinados por la regla en entrenamiento 
Pos = Total de positivos determinados por la regla en entrenamiento 
xNeg = Neg / Total de Negativos en entrenamiento (eje x de la curva ROC) 
yPos = Pos / Total de Positivos en entrenamiento (eje y de la curva ROC) 
Ks = Diferencia de apertura entre positivos y negativos. Cuando se maximiza corresponde con el valor KS (Entrenamiento) 
Prob. = Probabilidad de encontrar un caso positivo sobre el total de casos que incluye la regla. (Entrenamiento) 
 
Neg-t = Total de negativos determinados por la regla en validación 
Pos-t = Total de positivos determinados por la regla en validación 
xNeg-t = Neg-t / Total de Negativos en validación (eje x de la curva ROC) 
yPos-t = Pos / Total de Positivos en validación (eje y de la curva ROC) 
Ks-t = Diferencia de apertura entre positivos y negativos. Cuando se maximiza corresponde con el valor KS. (Validación) 
Prob-t = Probabilidad de encontrar un caso positivo sobre el total de casos que incluye la regla. (Validación) 
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En el gráfico 6.32 se puede observar las curvas ROC en ambos 
ambientes, con su correspondiente valor de AUC obtenidas con el score 






En el gráfico 6.33 se puede observar las curvas ROC en ambos 
ambientes, con su correspondiente valor de AUC obtenidas con las reglas. En 









Si la curva ROC de 
validación con las 
reglas no respeta la 
cascara convexa de la 
curva, puede existir 
algún error en el 
cálculo del AUC. 
 
Este valor es solo 
referencial y no se 
utiliza para  comparar 
ni los modelos ni los 
algoritmos entre si, 




E = Entrenamiento 
T = Validación 
Gráfico 6.33 
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6.2.8.2. Resultados en Validación Cruzada (10 corridas) 
 
 
En el apéndice H se muestran todos los resultados de las 10 corridas, que 
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6.2.9.  Conjunto de datos kr_vs_kp 
 
En Internet27 se puede obtener el archivo y la información 
correspondiente para trabajar este conjunto de datos. El conjunto de datos tiene 
información sobre la partida final de ajedrez entre King Rook y King Pawn. 
Contiene 3196 registros con los movimientos de las piezas dentro del tablero. 
Los 36 atributos categóricos determinan una descripción del tablero en cada 
situación. El último de los atributos (37), la clase, indica si las blancas ganaron 
la partida o no. La distribución de la clase es 52% para las blancas y 48% para 
las negras. Para correr en DO-ROC2, se convirtió el valor “won” en 1 
(Positivos) y el valor “nowin” en 0 (Negativos). 
 
 
6.2.9.1. Resultados en Entrenamiento–Validación (60-40) 
 
DO-ROC2, encontró 9 reglas para este conjunto de datos. En el cuadro 




Neg = Total de negativos determinados por la regla en entrenamiento 
Pos = Total de positivos determinados por la regla en entrenamiento 
xNeg = Neg / Total de Negativos en entrenamiento (eje x de la curva ROC) 
yPos = Pos / Total de Positivos en entrenamiento (eje y de la curva ROC) 
Ks = Diferencia de apertura entre positivos y negativos. Cuando se maximiza corresponde con el valor KS (Entrenamiento) 
Prob. = Probabilidad de encontrar un caso positivo sobre el total de casos que incluye la regla. (Entrenamiento) 
 
Neg-t = Total de negativos determinados por la regla en validación 
Pos-t = Total de positivos determinados por la regla en validación 
xNeg-t = Neg-t / Total de Negativos en validación (eje x de la curva ROC) 
yPos-t = Pos / Total de Positivos en validación (eje y de la curva ROC) 
Ks-t = Diferencia de apertura entre positivos y negativos. Cuando se maximiza corresponde con el valor KS. (Validación) 
Prob-t = Probabilidad de encontrar un caso positivo sobre el total de casos que incluye la regla. (Validación) 
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En el gráfico 6.36 se puede observar las curvas ROC en ambos 
ambientes, con su correspondiente valor de AUC obtenidas con el score 






En el gráfico 6.37 se puede observar las curvas ROC en ambos 
ambientes, con su correspondiente valor de AUC obtenidas con las reglas. En 









Si la curva ROC de 
validación con las 
reglas no respeta la 
cascara convexa de la 
curva, puede existir 
algún error en el 
cálculo del AUC. 
 
Este valor es solo 
referencial y no se 
utiliza para  comparar 
ni los modelos ni los 
algoritmos entre si, 




E = Entrenamiento 
T = Validación 
Gráfico 6.37 
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6.2.9.2. Resultados en Validación Cruzada (10 corridas) 
 
 
En el apéndice I se muestran todos los resultados de las 10 corridas, que 
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6.2.10. Conjunto de datos New_Thyroid 
 
 
En Internet28 se puede obtener el archivo y la información 
correspondiente para trabajar este conjunto de datos. El conjunto de datos tiene 
215 registros de resultados médicos de pacientes con problemas de hipo e 
hipertiroidismo.   Los 5 atributos corresponden a estudios realizados a los 
pacientes; en todos los casos son variables continuas. La clase original indica 1 
para pacientes normales, 2 para los con problemas de hiper y 3 los de hipo. 
Para correr en DO-ROC2, se unificó la clase normal (1) y hiper (2)  en una con 
el valor 0 (Negativos) y la clase  hipo (3) en 1 (Positivos). De esta forma se 
respetó la distribución 86% y 13% publicada en papers que fueron tomados 
como referencia para comparar los resultados. 
 
 
6.2.10.1. Resultados en Entrenamiento–Validación 
 
DO-ROC2, encontró 4 reglas para este conjunto de datos. En el cuadro 





Neg = Total de negativos determinados por la regla en entrenamiento 
Pos = Total de positivos determinados por la regla en entrenamiento 
xNeg = Neg / Total de Negativos en entrenamiento (eje x de la curva ROC) 
yPos = Pos / Total de Positivos en entrenamiento (eje y de la curva ROC) 
Ks = Diferencia de apertura entre positivos y negativos. Cuando se maximiza corresponde con el valor KS (Entrenamiento) 
Prob. = Probabilidad de encontrar un caso positivo sobre el total de casos que incluye la regla. (Entrenamiento) 
 
Neg-t = Total de negativos determinados por la regla en validación 
Pos-t = Total de positivos determinados por la regla en validación 
xNeg-t = Neg-t / Total de Negativos en validación (eje x de la curva ROC) 
yPos-t = Pos / Total de Positivos en validación (eje y de la curva ROC) 
Ks-t = Diferencia de apertura entre positivos y negativos. Cuando se maximiza corresponde con el valor KS. (Validación) 
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En el gráfico 6.40 se puede observar las curvas ROC en ambos 
ambientes, con su correspondiente valor de AUC obtenidas con el score 







En el gráfico 6.41 se puede observar las curvas ROC en ambos 
ambientes, con su correspondiente valor de AUC obtenidas con las reglas. En 









Si la curva ROC de 
validación con las 
reglas no respeta la 
cascara convexa de la 
curva, puede existir 
algún error en el 
cálculo del AUC. 
 
Este valor es solo 
referencial y no se 
utiliza para  comparar 
ni los modelos ni los 
algoritmos entre si, 




E = Entrenamiento 
T = Validación 
Gráfico 6.41 
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6.2.10.2. Resultados en Validación Cruzada 
 
 
En el apéndice J se muestran todos los resultados de las 10 corridas, que 
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6.2.11. Conjunto de datos Nursery 
 
En Internet29 se puede obtener el archivo y la información 
correspondiente para trabajar este conjunto de datos. El conjunto de datos tiene 
12.960 registros con información del grupo familiar y se recomendaron o no la 
enfermería escolar. Fue utilizado durante los años 80 en las escuelas en 
Ljubljana, Slovenia; con la necesidad de obtener una visión objetiva de los 
reclamos recibidos. Los 8 atributos son todos categóricos y hacen referencia al 
grupo familiar. La clase original contiene 5 categorías que van desde la “no 
recomendación” hasta “muy recomendado”. Para correr en DO-ROC2, se 
transformó la categoría muy recomendado (very recom) en 1 como POSITIVO 
y el resto en 0 como NEGATIVO. De esta forma se respetó la distribución 97% 
y 2% publicada en papers que fueron tomados como referencia para comparar 
los resultados. 
 
En el cuadro 6.43 se detalla la transformación que recibieron las 
variables originales para correr en DO-ROC2: 
 
Original DO-ROC2 
Variable Categoría Variable Categoría 
parents 'great_pret' Parents_cat '1' 
'pretentious' '2' 
'usual' '3'  
  




















finance 'convenient' Finance_cat '1' 
'inconv' '2' 
  
social 'nonprob' Social_cat '1' 
'problematic' '2' 
'slightly_prob' '3' 
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6.2.11.1. Resultados en Entrenamiento–Validación 
 
DO-ROC2, encontró 3 reglas para este conjunto de datos. En el cuadro 




Neg = Total de negativos determinados por la regla en entrenamiento 
Pos = Total de positivos determinados por la regla en entrenamiento 
xNeg = Neg / Total de Negativos en entrenamiento (eje x de la curva ROC) 
yPos = Pos / Total de Positivos en entrenamiento (eje y de la curva ROC) 
Ks = Diferencia de apertura entre positivos y negativos. Cuando se maximiza corresponde con el valor KS (Entrenamiento) 
Prob. = Probabilidad de encontrar un caso positivo sobre el total de casos que incluye la regla. (Entrenamiento) 
 
Neg-t = Total de negativos determinados por la regla en validación 
Pos-t = Total de positivos determinados por la regla en validación 
xNeg-t = Neg-t / Total de Negativos en validación (eje x de la curva ROC) 
yPos-t = Pos / Total de Positivos en validación (eje y de la curva ROC) 
Ks-t = Diferencia de apertura entre positivos y negativos. Cuando se maximiza corresponde con el valor KS. (Validación) 
Prob-t = Probabilidad de encontrar un caso positivo sobre el total de casos que incluye la regla. (Validación) 
 
 
En el gráfico 6.45 se puede observar las curvas ROC en ambos 
ambientes, con su correspondiente valor de AUC obtenidas con el score 
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En el gráfico 6.46 se puede observar las curvas ROC en ambos 
ambientes, con su correspondiente valor de AUC obtenidas con las reglas. En 









Si la curva ROC de 
validación con las 
reglas no respeta la 
cascara convexa de la 
curva, puede existir 
algún error en el 
cálculo del AUC. 
 
Este valor es solo 
referencial y no se 
utiliza para  comparar 
ni los modelos ni los 
algoritmos entre si, 
justamente por este 
posible inconveniente. 
 
E = Entrenamiento 
T = Validación 
Gráfico 6.46 
 
6.2.11.2. Resultados en Validación Cruzada 
 
En el apéndice Q se muestran todos los resultados de las 10 corridas, que 
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6.2.12. Conjunto de datos Pima 
 
En Internet30 se puede obtener el archivo y la información 
correspondiente para trabajar este conjunto de datos. El conjunto de datos tiene 
768 registros con resultados de estudios realizados a pacientes que presentaban 
un síntoma de diabetes. Los 8 atributos son numéricos. La clase se tomo tal 
cual está informada, 1 como POSITIVO indicando los pacientes que finalmente 
tenían diabetes; y 0 como NEGATIVO para los pacientes que no tenían la 
enfermedad.  
 
6.2.12.1. Resultados en Entrenamiento–Validación 
 
DO-ROC2, encontró 21 reglas para este conjunto de datos. En el cuadro 





Neg = Total de negativos determinados por la regla en entrenamiento 
Pos = Total de positivos determinados por la regla en entrenamiento 
xNeg = Neg / Total de Negativos en entrenamiento (eje x de la curva ROC) 
yPos = Pos / Total de Positivos en entrenamiento (eje y de la curva ROC) 
Ks = Diferencia de apertura entre positivos y negativos. Cuando se maximiza corresponde con el valor KS (Entrenamiento) 
Prob. = Probabilidad de encontrar un caso positivo sobre el total de casos que incluye la regla. (Entrenamiento) 
 
Neg-t = Total de negativos determinados por la regla en validación 
Pos-t = Total de positivos determinados por la regla en validación 
xNeg-t = Neg-t / Total de Negativos en validación (eje x de la curva ROC) 
yPos-t = Pos / Total de Positivos en validación (eje y de la curva ROC) 
Ks-t = Diferencia de apertura entre positivos y negativos. Cuando se maximiza corresponde con el valor KS. (Validación) 
Prob-t = Probabilidad de encontrar un caso positivo sobre el total de casos que incluye la regla. (Validación) 
                                                 
30
 http://archive.ics.uci.edu/ml/machine-learning-databases/pima-indians-diabetes/ 
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En el gráfico 6.49 se puede observar las curvas ROC en ambos 
ambientes, con su correspondiente valor de AUC obtenidas con el score 







En el gráfico 6.50 se puede observar las curvas ROC en ambos 
ambientes, con su correspondiente valor de AUC obtenidas con las reglas. En 









Si la curva ROC de 
validación con las 
reglas no respeta la 
cascara convexa de la 
curva, puede existir 
algún error en el 
cálculo del AUC. 
 
Este valor es solo 
referencial y no se 
utiliza para  comparar 
ni los modelos ni los 
algoritmos entre si, 
justamente por este 
posible inconveniente. 
 
E = Entrenamiento 
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6.2.12.2. Resultados en Validación Cruzada 
 
 
En el apéndice K se muestran todos los resultados de las 10 corridas, que 
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6.2.13. Conjunto de datos Promoters 
 
 
En Internet31 se puede obtener el archivo y la información 
correspondiente para trabajar este conjunto de datos. El conjunto de datos tiene 
106 registros con la cadena de ADN de un gen promotor de la Escherichia coli. 
Los 59 atributos, son categóricos, y corresponden a la base de la cadena de 
ADN (A,G,T,C) La clase original indica “+” para los casos que fueron 
promotores de la enfermedad y “-“ para los que no. En DO-ROC2, la clase “+” 
se transformó a 1 y la “-“ a 0.  
Los atributos se identificaron como “vxc”, donde x corresponde a la posición 
de la secuencia de la cadena. Los valores de cada variable se transformaron de 
acuerdo a la regla indicada en el cuadro 6.52. 
 
  







6.2.13.1. Resultados en Entrenamiento–Validación 
 
DO-ROC2, encontró 4 reglas para este conjunto de datos. En el cuadro 




Neg = Total de negativos determinados por la regla en entrenamiento 
Pos = Total de positivos determinados por la regla en entrenamiento 
xNeg = Neg / Total de Negativos en entrenamiento (eje x de la curva ROC) 
yPos = Pos / Total de Positivos en entrenamiento (eje y de la curva ROC) 
Ks = Diferencia de apertura entre positivos y negativos. Cuando se maximiza corresponde con el valor KS (Entrenamiento) 
Prob. = Probabilidad de encontrar un caso positivo sobre el total de casos que incluye la regla. (Entrenamiento) 
 
Neg-t = Total de negativos determinados por la regla en validación 
Pos-t = Total de positivos determinados por la regla en validación 
xNeg-t = Neg-t / Total de Negativos en validación (eje x de la curva ROC) 
yPos-t = Pos / Total de Positivos en validación (eje y de la curva ROC) 
Ks-t = Diferencia de apertura entre positivos y negativos. Cuando se maximiza corresponde con el valor KS. (Validación) 
Prob-t = Probabilidad de encontrar un caso positivo sobre el total de casos que incluye la regla. (Validación) 
                                                 
31
 http://archive.ics.uci.edu/ml/machine-learning-databases/molecular-biology/promoter-gene-sequences/ 
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En el gráfico 6.54 se puede observar las curvas ROC en ambos 
ambientes, con su correspondiente valor de AUC obtenidas con el score 







En el gráfico 6.55 se puede observar las curvas ROC en ambos 
ambientes, con su correspondiente valor de AUC obtenidas con las reglas. En 









Si la curva ROC de 
validación con las 
reglas no respeta la 
cascara convexa de la 
curva, puede existir 
algún error en el 
cálculo del AUC. 
 
Este valor es solo 
referencial y no se 
utiliza para  comparar 
ni los modelos ni los 
algoritmos entre si, 
justamente por este 
posible inconveniente. 
 
E = Entrenamiento 
T = Validación 
Gráfico 6.55 
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6.2.13.2. Resultados en Validación Cruzada 
 
 
En el apéndice L se muestran todos los resultados de las 10 corridas, que 
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6.2.14. Conclusión de la prueba 
 
Se pudo observar como DO-ROC2, obtuvo en todo los casos modelos 
que podían competir en performance con el resto de los algoritmos 
comparados. Sumado a la ventaja de la facilidad de aplicación y comprensión 
de los modelos por ser muy simple, es una interesante alternativa. 
 
El objetivo precisamente de esta prueba, era entregar los resultados de 
DO-ROC2, sobre conjuntos de datos publicados es Internet, para que puedan 
ser reproducidos en su totalidad. 
 
Con las reglas de DO-ROC2, como fuera explicado en su momento, se 
puede calcular la curva ROC, AUC y KS acumulado de ambos ambientes; 
porque no se cuenta con la identificación de los casos que fueron seleccionados 
en forma aleatoria para la separación de los ambientes de entrenamiento y 
validación. 
 
En el cuadro 6.57 se puede observar que sobre tres conjuntos de datos 
(los indicados en verde); DO-ROC2, obtiene el valor más alto de AUC. Solo 
con dos conjuntos de datos (los indicados en rojo); DO-ROC2, queda en último 
lugar, con una diferencia considerable al resto de los resultados. En el resto de 
los conjuntos de datos, siempre está muy cerca del primer lugar; o con valores 
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Esta prueba tiene como finalidad comparar los resultados de DO-ROC2, 
pero directamente con dos de los algoritmos más tradicionales utilizados con 
fines de clasificar individuos; sobre el conjunto de datos GERMAN publicado 
en Internet. 
 
Para árbol de decisión, se probaron los algoritmos de CART y CHAID32 
quedándose con una de las pruebas sobre CHAID que fue la que mejor 
performance tuvo en este conjunto de datos. 
 
La regresión logística se obtuvo con el mismo software, y se indica el 
modelo obtenido. 
 
Para obtener los resultados de DO-ROC2, se utilizaron las reglas 
obtenidas en la prueba indicada en el punto 6.2.5. Con estas reglas se calculó el 
score como fuera explicado en el capítulo 4.7.1. Simplemente fue agregado un 
escalamiento para obtener un valor entre 0 y 1000. 
 
En los siguientes puntos se muestran los modelos obtenidos por los tres 
algoritmos, para al final mostrar los tres resultados comparados sobre la curva 
ROC. 
 
El conjunto de datos GERMAN contiene variables que miden el 
comportamiento de clientes en servicios financieros y el objetivo es determinar 
si este cliente es bueno o malo pagando sus obligaciones. La relación entre los 
buenos y los malos es 30/70. 
 
La conversión de las categorías de las variables del valor original al valor 








                                                 
32
 IBM SPSS Statistics 20 
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6.3.2. Árbol de decisión 
 
 
Se logró un árbol estable entre los ambientes de entrenamiento y 
validación para competir con DO-ROC2.  
El árbol contiene 5 nodos finales. De los cuales los NODOS 5 y 6 logran 
seleccionar al 35% de la población con una relación de buenos mayor al 50%. 
En los siguientes puntos,  se presentaran los resultados del árbol comparado 
con los otros dos algoritmos. 
 
En los cuadros 6.58 y 6.59 se muestran los árboles obtenidos de ambos 
ambientes. 
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6.3.3. Regresión Logística 
 
En el cuadro 6.60 se presenta el modelo obtenido y en el final del 























Las reglas obtenidas por DO-ROC2, ya fueron presentadas en el punto 
6.2.5. Con estas reglas se calculó el score como fuera explicado en el capítulo 
4.7.1. Simplemente fue agregado un escalamiento para obtener un valor entre 0 
y 1000 
 
En el cuadro 6.61 se indicara como se aplicaron las reglas en formato 
SQL para obtener el score y poder entonces comparar los tres modelos por 
igual. 
 
Cálculo Score REGLAS GERMAN con DO-ROC2 
1000 - (((  
 CASE WHEN ((Duration_in_month between 36.00000001 and 72.00000000) and 
(Savings_account_bonds_cat between 1.00000000 and 2.00000000)) and 
Duration_in_month is not null and Savings_account_bonds_cat is not null  
  THEN 0.607 ELSE 0.393 * (-1)  END + 
 CASE WHEN ((Status_existing_checking_account between 1.00000000 and 
1.00000000) and (Credit_history_cat between 1.00000000 and 4.00000000)) and 
Status_existing_checking_account is not null and Credit_history_cat is not null
 THEN 0.561 ELSE 0.439 * (-1)  END + 
 CASE WHEN ((Status_existing_checking_account between 1.00000000 and 
2.00000000) and (Credit_history_cat between 1.00000000 and 3.00000000)) and 
Status_existing_checking_account is not null and Credit_history_cat is not null
 THEN 0.511 ELSE 0.489 * (-1)  END + 
 CASE WHEN ((Status_existing_checking_account between 1.00000000 and 
2.00000000) and (Credit_history_cat between 1.00000000 and 4.00000000)) and 
Status_existing_checking_account is not null and Credit_history_cat is not null
 THEN 0.497 ELSE 0.503 * (-1)  END + 
 CASE WHEN NOT((Credit_amount between 250.00000000 and 6758.00000000) and 
(Status_existing_checking_account between 2.00000001 and 4.00000000)) and 
Credit_amount is not null and Status_existing_checking_account is not null
 THEN 0.430 ELSE 0.570 * (-1)  END + 
 CASE WHEN NOT((Credit_amount between 250.00000000 and 6758.00000000) and 
(Status_existing_checking_account between 3.00000001 and 4.00000000)) and 
Credit_amount is not null and Status_existing_checking_account is not null
 THEN 0.414 ELSE 0.586 * (-1)  END + 
 CASE WHEN NOT((Credit_amount between 250.00000000 and 3812.00000000) and 
(Status_existing_checking_account between 3.00000001 and 4.00000000)) and 
Credit_amount is not null and Status_existing_checking_account is not null
 THEN 0.390 ELSE 0.610 * (-1)  END + 
 CASE WHEN NOT((Credit_amount between 929.00000001 and 1473.00000000) and 
(Status_existing_checking_account between 3.00000001 and 4.00000000)) and 
Credit_amount is not null and Status_existing_checking_account is not null




Se puede observar como en cada una de las reglas se aplica, la 
probabilidad de encontrar un caso positivo sumando en el caso de que el 
individuo pertenezca a la regla, caso contrario se aplica el complemento de la 
probabilidad restando. Este valor permite ordenar a todos los individuos de 
acuerdo a su mayor o menor probabilidad de ser  positivo, sin necesidad de un 
agregado adicional. 
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Solo a modo de contar con un valor entre 0 y 1000 como habitualmente 
se suelen ver los score es que se realizan los siguientes cambios: este valor se 
desplaza en 6 unidades para hacerlo positivo en todos los casos y luego se 
multiplica por 100 para escalarlo entre 0 y 1000. Finalmente se invierte el valor 
haciendo que los positivos queden invertidos con los negativos, para poder 
compararlos a todos por igual sobre la curva ROC. 
 
A continuación se presentaran los resultados comparados con el AUC. 
En este caso el cálculo del AUC se realiza con el software SPSS Statistics; y se 
puede generar una pequeña diferencia de aproximadamente ½ punto con 
respecto al cálculo del AUC por DO-ROC2. Esta diferencia se debe a como 
quedan graficados los casos con igual valor de score. DO-ROC2 ordena por el 
score y luego aleatoriamente los casos. Esto puede hacer que existan pequeñas 
diferencias en los cálculos entre las distintas implementaciones. 
 
6.3.5. Conclusión de la Prueba 
 
En el cuadro 6.62 se presentan los resultados de los tres modelos 
medidos sobre la curva ROC en ambos ambientes, entrenamiento y validación. 
 
 
ROC y AUC en VALIDACIÓN ROC y AUC en ENTRENAMIENTO 
  
Árbol de Decisión: AD_002_FINAL 




Si se observan los valores de validación, se podría decir que la Regresión 
Logística (0.767) fue la que mayor capacidad predictiva ha tenido. Pero 
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también la que mayor sobre adaptación tuvo; casi 4 puntos entre entrenamiento 
y validación. Su gráfica tipo serrucho se debe a la poca cantidad de valores del 
conjunto de datos. 
 
El árbol de decisión obtuvo un interesante resultado (0.749), mostrando 
en este caso unas reglas sólidas que obtuvieron mejor resultado en el ambiente 
de validación que en el ambiente de entrenamiento. 
 
DO-ROC2 (0.735), con solo un punto y medio por debajo del árbol de 
decisión obtuvo un resultado que no llegó a los 3 puntos de sobre adaptación 
entre entrenamiento y validación.  
 
El resultado de DO-ROC2, puede tranquilamente competir con los otros 
dos modelos, y al momento de utilizar y aplicar los modelos, con cualquiera de 
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La última de las pruebas se realizó directamente con un caso real. En esta 
oportunidad se comparó el resultado de un modelo logrado con DO-ROC2, con 
el score  utilizado por una financiera para tomar la decisión de renovar las 
tarjetas de crédito a sus clientes y/o decidir el aumento de límite de crédito que 
cada uno de ellos debe tener.   
 
Este score fue desarrollado internamente y es propio de la financiera 
utilizando una regresión logística. En su momento fue probado y validado por 
un largo período hasta que se decidiera reemplazar el score utilizado hasta ese 
momento, provisto por un bureau externo; por mostrar resultados predictivos 
superiores al score del bureau. 
 
Contando con toda la información con que fuera desarrollado el score de 
la financiera, se logró un modelo con DO-ROC2. Exactamente el mismo 
conjunto de datos que se uso para construir este modelo de la financiera es el 
que se utilizó para desarrollar el modelo de DO-ROC2. Las mismas variables y 
los mismos clientes en el mismo período de tiempo. Para que la prueba tuviera 
más valor, se tomaron los mismos ambientes de entrenamiento y validación en 
ambos desarrollos. Para tener una comparación adicional, se desarrolló un 
modelo de Árbol de decisión, el cual se podrá observar más adelante. 
 
Para el desarrollo se tomo una muestra de 57.479 clientes fijando su 
situación a Febrero 2009; mirando su comportamiento de pago durante los 
próximos 6 meses. Las variables que se utilizaron fueron toda la información 
disponible y situación del cliente en el período indicado; más el análisis de todo 
su comportamiento de pago y consumo en los últimos 6 meses. La clase, que 
mostraba la falta de pago tenía solo un 2 % de la población en la muestra 
seleccionada para la prueba. 
 
Por razones de confidencialidad no se puede especificar las variables 
utilizadas  o presentar el modelo final de la regresión logística en la tesis, pero 
se muestran los resultados con variables genéricas. 
 
Se realizó una validación adicional con la misma información pero en 
otros períodos Marzo 2010, Abril 2010 y Marzo 2011, para validar la 
estabilidad de los modelos en el tiempo. 
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Si bien la mayoría de los algoritmos se prueban con conjuntos de datos 
publicados, como fue el caso de las dos pruebas anteriores; evaluar cómo se 
comporta contra un modelo productivo y que llevó su tiempo desarrollar y 
validar, es un interesante análisis. 
 
Lamentablemente los resultados no pueden ser reproducidos por no 
poder publicar el conjunto de datos original. A diferencia de las dos pruebas 
anteriores en donde las reglas pueden ser probadas por el lector; y con 
cualquiera de los modelos se puede calcular el área bajo la curva como fuera 
explicado en su momento. 
 
 
6.4.2. Modelo Árbol de decisión 
 
 
Con el fin de tener una comparación adicional, se desarrolló un árbol de 
decisión con el mismo conjunto de datos que se desarrollaron los otros dos 
modelos. Inclusive, los ambientes de desarrollo y validación fueron 
exactamente los mismos. En los cuadros 6.63 y 6.64 se presenta el árbol 
obtenido mostrando los resultados sobre el ambiente de validación:  
 
Árbol de decisión CHAID sobre el ambiente de Validación Febrero 2009 
 
Cuadro 6.63 






6.4.3. Modelo DO-ROC2 
 
 
En el cuadro 6.65 se muestra el modelo logrado por DO-ROC2 y en el 
gráfico 6.66 como fueron los resultados en la curva ROC en los ambientes de 
entrenamiento y validación. 
 
MODELO DO-ROC2 de un caso REAL 
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6.4.4. Resultados comparando los tres modelos en la ROC 
 
 
En el gráfico 6.67 se presentan los resultados mencionados sobre el 
ambiente de validación utilizado durante la construcción de  los tres modelos. 
Para la validación se tomaron al azar el 30% de una muestra de los clientes 
activos de tarjetas en el período Febrero 2009. 
 
ROC en Validación (30% Febrero 2009) 
 
Sc_Financiera = Score Productivo utilizado por la Financiera actualmente (0,790 AUC) 
Sc_Arbol = Score Árbol de decisión (0,751 AUC) 




En el gráfico 6.68 se presentan los resultados mencionados sobre el 
ambiente de entrenamiento utilizado durante la construcción de los tres 
modelos. Para el entrenamiento se tomaron al azar el 70% de una muestra de 
clientes activos de tarjetas en el período Febrero 2009. 
 
 
ROC en Entrenamiento (70% Febrero 2009) 
 
Sc_Financiera = Score Productivo utilizado por la Financiera actualmente (0,792 AUC) 
Sc_Arbol = Score Árbol de decisión (0,745 AUC) 
Sc_DOROC2 = Score DO-ROC2 (0,762 AUC) 
Gráfico 6.68 
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En los gráficos 6.69, 6.70 y 6.71, se presentan los resultados sobre otros 
periodos de tiempo, para verificar que los modelos se mantienen estables con el 
transcurso del tiempo, en este caso solamente comparado contra el score de la 
financiera; no se calculo el modelo del árbol para el resto de los períodos. 
 
ROC en Población de Control (Período Marzo 2010) 
 
Sc_Financiera = Score Productivo utilizado por la Financiera actualmente (0,708 AUC) 
Sc_DOROC2 = Score DO-ROC2 (0,670 AUC) 
Gráfico 6.69 
 
ROC en Población de Control (Período Abril 2010) 
 
Sc_Financiera = Score Productivo utilizado por la Financiera actualmente (0,710 AUC) 
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ROC en Población de Control (Período Marzo 2011) 
 
Sc_Financiera = Score Productivo utilizado por la Financiera actualmente (0,717 AUC) 
Sc_DOROC2 = Score DO-ROC2 (0,676 AUC) 
Gráfico 6.71 
 
6.4.5. Resultados comparando los modelos en el 1º Decil 
 
Suponiendo que la financiera decidiera accionar al 10% de sus clientes 
que se encuentran en peores condiciones financieras. Adelantándose a la 
posibilidad de que entren en mora, se decide proponerle una refinanciación de 
sus cuotas por vencer. 
 
En este caso seleccionaría a aquellos clientes con el rango más bajo del 
score. En el cuadro 6.72 se puede observar como quedaría cada una de las 
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En el cuadro 6.72 se puede observar como en la acción de Febrero 2009, 
se hubieran seleccionado 1.730 clientes. De los cuales, con el score de la 
financiera, 136 de ellos podrían haber aprovechado la oportunidad de no caer 
en mora como lo hicieron.  
 
Si la acción se hubiera realizado con el score de DO-ROC2, 99 clientes 
podrían haber aprovechado la acción para no ingresar en mora; y en el caso del 
árbol 103 clientes. 
 
Si la acción se hubiera llevado a cabo seleccionando el 10% de los 
clientes al azar, la expectativa de llegar a los clientes para cual estaba dirigida 
la acción sería de 31 clientes. Evidentemente cualquiera de los tres score 
obtiene un amplio beneficio sobre la elección al azar. 
 
La última columna del cuadro, indica cuantas veces sobre la selección al 
azar logra ese modelo accionar. El modelo de la financiera logra llegar un poco 
más  de 4 veces que el azar. El modelo de DO-ROC2 y el Árbol un poco más 
de 3 veces que seleccionar al azar. 
 
En el resto de los meses, se puede observar una baja de efectividad que 
acompaña la disminución del área bajo la curva observada en los resultados. 
 
 
6.4.6. Conclusión de la prueba 
 
 
Se puede observar, en el ambiente de validación, que el score de la 
financiera (0.790) es el que mayor capacidad predictiva tiene. Posee casi 5 
puntos más que el modelo de DO-ROC2 (0.743). El modelo de árbol de 
decisión (0.751), es casi similar al de DO-ROC2. 
 
Hay que aclarar que el modelo de la financiera llevó mucho tiempo de 
desarrollo para lograr ese modelo final. Inicialmente se comenzó la 
construcción con una determinada cantidad de variables. Luego en una segunda 
vuelta se agregaron variables y quedó el conjunto de datos con que finalmente 
se construyo el modelo. 
 
En esta segunda vuelta se construyeron, hasta llegar al modelo final, 
47 modelos previos, depurando variables para obtener un modelo más 
parsimonioso y controlando que no se degrade la predictibilidad del modelo. 
Solo en la segunda vuelta, el tiempo para lograr el modelo final fue de 2 
días de trabajo de 5 horas aproximadamente.  
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En el caso de DO-ROC2, el proceso para lograr el modelo final que 
se está comparando fue de 1 hora y 16 minutos. Hay que aclarar que este 
tiempo fue solo de costo computacional, puesto que no necesito asistencia 
alguna del experto. Este tiempo, depende 100% del lenguaje en que este 
desarrollado el algoritmo. Adicionalmente se necesitó una hora más para 
implementar el modelo, las reglas, como un score para ser comparado con la 
regresión logística (modelo financiero) y con el árbol de decisión. 
 
El tiempo dedicado al modelo de árbol de decisión fue de 
aproximadamente 3 horas y solo se construyeron 7 modelos hasta lograr el final 
que se presenta en esta tesis. No se realizó trabajo alguno con respecto a las 
variables, solo se limitó a tener un árbol sin overfitting y con la mayor 
capacidad predictiva. 
 
Si se observan los resultados en el ambiente de entrenamiento, los dos 
modelos desarrollados se ven estables. El modelo de la financiera (0.792) 
prácticamente no tiene diferencia comparado con la validación. Con respecto al  
modelo DO-ROC2 (0.762), solo cae 2 puntos.  
 
Las siguientes observaciones, quizá la más representativa, por tratarse de 
una población que fue cambiando a través del tiempo; permite tener una 
primera observación de como posiblemente se van a comportar los modelos 
una vez implementados. En este caso se observa una disminución importante en 
todos los scores. Un año es mucho tiempo y pueden cambiar muchas políticas 
en las compañías que de alguna u otra forma se pueden ver reflejadas en las 
poblaciones de los productos. 
 
Al observar los siguientes períodos donde se aplicaron los modelos se 
puede ver que la diferencia es de entre 3 y 4 puntos realmente; un poco menos 
de los 5 que se observaron en la construcción del modelo. 
 
Para poder apreciar en cuanto impactaría esta diferencia de puntos es que 
se desarrolló el punto anterior. En el mismo se puede ver para cada uno de los 2 
modelos y en el transcurso del tiempo, en cuanto hubiera impactado aplicar uno 
u otro modelo. 
 
Si bien ambos modelos demuestran tener una interesante capacidad 
predictiva, llegar a unos 60 clientes más de unos 4.200 aproximadamente no es 
un número menor si se realiza una mirada desde el punto de vista del negocio y 
de la efectividad que siempre se desea obtener.  
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Como contrapartida, hay que analizar el costo en horas hombre de un 
experto y el tiempo de desarrollo que muchas veces atenta a no tener a tiempo 
la posibilidad de clasificar a los clientes. 
 
Tiempo e información son dos variables cruciales para lograr un buen 
modelo para clasificar a los clientes, no contando la necesidad de un experto. 
Ambas van de la mano. Si no hay información es imposible construir un buen 
modelo independientemente del algoritmo que se utilice. Pero si hay 
información, la variable que atenta a obtener un buen modelo de clasificación 
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Este punto trata algunos de los inconvenientes que podría tener DO-
ROC2, al presentársele variables un poco particulares. 
 
Para esto fue necesario crear un conjunto de datos artificial, con una 
variable especialmente diseñada para que un árbol de decisión encuentre un 
buen resultado y DO-ROC2 no pueda encontrar una opción con la misma 
performance. 
 
En el caso del árbol de decisión se decidió utilizar el algoritmo C533, 
sabiendo que este tipo de algoritmo podía encontrar un buen resultado con el 
conjunto diseñado para tal fin. 
 
El conjunto de datos tiene 4.000 registros con una variable “x”, la cual 
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 IBM PASW Modeler 14 
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6.5.2. Árbol de decisión C5 
 
 
En los gráficos 6.74 y 6.75 se muestran los resultados del árbol de 






Se puede observar como de los 1.222 registros 
(30 % de la muestra de validación), C5 logra 










En el gráfico 6.76 y en el cuadro 6.77, se presentan los resultados de DO-
ROC2 el cual encontró dos reglas para dar solución al problema planteado. Se 
detallan los resultados en el ambiente de validación a igual que con el árbol de 
decisión. DO-ROC2 necesita por lo menos 2 variables para correr. Por lo tanto 











Lejos de poder clasificar el 100% de los casos DO-ROC2, solo logra un 
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6.5.4. Conclusión de la Prueba 
 
 
En el cuadro 6.78 se muestran las curvas ROC de ambos modelos y los 










Como se puede observar en el cuadro anterior, El árbol tiene un AUC de 
1, lo que significa que logra clasificar el 100% de los casos. Mientras que DO-
ROC2, solo logra un AUC de 0.867; más de 13 puntos por debajo del árbol.   
 
Más allá de la diferencia numérica, lo que se intenta demostrar es que 
existiendo un algoritmo que logra encontrar la solución perfecta al problema, 
DO-ROC2 no es eficiente bajo esta situación y solo logra parte de la solución. 
 
El motivo de la baja performance de DO-ROC2, se debe a que la forma 
en que establece las reglas a validar no contemplan la posibilidad de que la 
acumulación de casos positivos/negativos este en diferentes sectores de la 
escala numérica de una variable con tanta presencia como en este caso. 
 
El costo computacional para generar este tipo de reglas es muy elevado 
con respecto a los casos reales en donde se podría presentar este inconveniente. 
Se generarían muchísimas más reglas con bajísima probabilidad de que alguna 
de ellas sea utilizada para maximizar el área bajo la curva ROC. 
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Hasta este punto, el desarrollo de esta tesis fue explicativo y documental 
de cómo se puede desarrollar un nuevo algoritmo que bien puede competir con 
los tradicionales. 
 
Es a partir de este capítulo en donde se mostrará los beneficios de contar 
con un algoritmo de las características de DO-ROC2. 
 
El desbalanceo de clase es un inconveniente que es necesario tener en 
cuenta al momento de utilizar varios de los algoritmos más tradicionales para 
desarrollar modelos de clasificación. 
 
En un documento publicado por Nathalie Japkowicz, “The Class 
Imbalance Problem: A Systematic Study”, se presenta el problema, 
demostrando como el árbol de decisión C5, se ve como uno de los algoritmos 
más afectados. Le sigue una red neuronal34 y por último, el que menos se vio 
afectado por el desbalanceo fue un algoritmo SVM35. 
 
En su trabajo, Nathalie Japkowicz, analiza distintas alternativas para 
resolver el inconveniente utilizando técnicas de “Upsizing” y “Downsizing”. 
Este excelente trabajo permite observar en distintos escenarios cuales de estas 
técnicas podrían aportar un mejor beneficio al inconveniente del desbalanceo. 
Cada una de estas técnicas exige un trabajo adicional; y el principal 
inconveniente de no contar con las distribuciones originales, que al momento 
de analizar los resultados de los modelos debe ser tenido en cuenta. 
 
En un documento publicado bajo el nombre de “A Robust Decision Tree 
Algorithm for Imbalanced Data Sets”, por Wei Liu, Sanjay Chawla David A. 
Cieslak y Nitesh V. Chawla también se plantea el desbalanceo de clase en 
algoritmos tradicionales como el C4.5; donde se proponen un nuevo algoritmo 
de árbol de decisión que no se ve afectado por el inconveniente. En esta 
oportunidad demuestran que el algoritmo tradicional asume siempre la clase 
mayoritaria por tener mayor probabilidad de ser encontrada. En cambio la 
adecuación propuesta sobre el C4.5, donde se propone una nueva medida para 
asumir la clase36, trabaja mucho mejor al algoritmo original. 
 




 Support Vector Machine 
36
 Class Confidence Proportion 
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El fraude en las operaciones de transferencias de dinero ocurre 
continuamente; y los bancos día a día luchan para evitar la mayor cantidad de 
estos casos. La posibilidad de operar por  Home-Banking, no solo ha sumado 
muchas más operaciones, sino un inconveniente  mucho más complicado que es 
el no contar con el cliente visible mientras se realiza la operación. 
 
El inconveniente es que los casos de fraude no son pocos, pero 
comparados contra el total de operaciones de transferencias de dinero entre las 
cuentas de clientes sí. Determinar cuál de estas operaciones es fraudulenta en el 
momento que se está produciendo para evitarla, no es un problema menor. 
 
El desbalanceo de clase es algo natural que está presente en distintos 
escenarios donde muchas veces hay en juego dinero o determinar la salud o 
enfermedad de un paciente. Situaciones no menores que han llevado a la 
búsqueda de nuevas alternativas a las existentes al encontrar resultados no 
satisfactorios. 
 
Durante el resto de este capítulo se mostrará como DO-ROC2 se ha 
mostrado estable ante clases desbalanceadas, mientras que el algoritmo 
tradicional C4.5 no logró una respuesta satisfactoria en este sentido en 
determinados escenarios. 
Esta prueba se llevó a cabo con el conjunto de datos “Satimage” porque fue 
referenciado en otros trabajos donde fue afectado por el desbalanceo de la 
clase. 
 
El conjunto de datos “Satimage”, publicado en internet, propone un 
conjunto de datos para entrenamiento y un conjunto de datos para validación, 
los cuales fueron tomados tal cual para la prueba. 
 
Los resultados de C4.5 corridos con Weka (j48) y DO-ROC2, se 
presentan comparados con el área bajo la curva. 
 
Como pruebas adicionales, con este conjunto de datos se realizaron 
reducciones a la clase positiva para hacerla más desbalanceada que en el 
conjunto de datos original. Los resultados de estas pruebas, con la reducción de 
los casos positivos aleatoriamente, se presentan en el resto del capítulo. 
 
Una vez presentados los resultados de las pruebas con “Satimage”, se 
presentan pruebas con reducciones de la clase para los conjuntos de datos 
“Nursery” y “Kr vs Kp”, pero en este caso comparando a DO-ROC2 con otros 
dos algoritmos tradicionales, que son la regresión logísticas y un árbol de 
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decisión Chaid37. El objetivo de esta prueba es ver con otros algoritmos de uso 
cotidiano responden al desbalanceo y que tan lejos o cerca DO-ROC2 esta de 
los buenos resultados obtenidos por estos dos algoritmos. 
 
7.2. Conjunto de datos Satimage 
 
Este conjunto de datos contiene información obtenida de imágenes 
satelitales con el objeto de clasificar las imágenes y poder determinar que hay 
en la superficie terrestre. Para esto contiene 36 atributos continuos que van 
desde el rango 0 al 255. La clase original contiene 6 valores, de los cuales solo 
se tomo la clase con valor 4 (damp grey soil) como positivos y el resto se 
unificó en una sola clase al que le correspondió la clase negativa. 
 
Este conjunto de datos propone un conjunto de entrenamiento con 4.435 
casos y uno de validación con 2.000 casos. Estos conjuntos fueron tomados tal 
cuál para realizar las pruebas. 
 
Este conjunto de datos  fue principalmente seleccionado por haber sido 
referenciado en otros trabajos como un conjunto que tiene problemas por el 
desbalanceo de la clase. Otro motivo es que el número de casos era 
considerable para poder reducir la clase de positivos y contar aún con casos 
para poder hacer correr los algoritmos. 
 
7.2.1. Resultados de las Pruebas 
 
En el cuadro 7.1 se presentan los resultados de DO-ROC2 y C4.5 sobre 
el conjunto de datos original “satimage” y sobre 4 reducciones al 1%, 0,5%, 




                                                 
37
 Los modelos fueron desarrollados en IBM SPSS Statistics 20 
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la clase; y no 




Este cuadro deja visible la pobre respuesta que tuvo C4.5 ante DO-
ROC2, por el desbalanceo de la clase. En la última de las pruebas (0,12% de 
casos positivos), solo se cuenta con 7 casos positivos. Esto explica la pobre 
respuesta de C4.5 que mientras en la población de  entrenamiento logra 
encontrar un árbol con 1 de AUC, la realidad en la población de validación es 
completamente distinta, indicando 0,498 de AUC. 
 
Pero para DO-ROC2 el panorama es completamente distinto; aunque 
solo terminen siendo 7 casos positivos, puede ordenarlos tan bien como en el 
conjunto de datos original. 
 
Como se puede observar en el cuadro 7.3,  los resultados entre las 




Se puede observar 
que DO-ROC2 es 
muy estable entre los 
ambientes de 
entrenamiento y 
validación a pesar de 
la reducción de la 
clase. En cambio a 
C4.5 cuanto mayor es 
el desbalanceo mayor 
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7.2.2. Resultados de DO-ROC2 
 
En el cuadro 7.4 se presentan los resultados de DO-ROC2, indicados en 
el punto anterior para documentar los resultados obtenidos. 
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En el cuadro 7.5 se puede observar los resultados de reducir 
aleatoriamente la cantidad de positivos al 1%. 
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En el cuadro 7.6 se puede observar los resultados de reducir 
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En el cuadro 7.7 se puede observar los resultados de reducir 
aleatoriamente la cantidad de positivos al 0,25%. 
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En el cuadro 7.8 se puede observar los resultados de reducir 
aleatoriamente la cantidad de positivos al 0,12%. 
  






7.2.3. Resultados de C4.5 (J48 – Weka) 
 
Al ejecutar el algoritmo en algunos casos no se lograba desarrollar el 
árbol. Para optimizar las respuestas del algoritmo solamente se modificó el 
parámetro “confidence factor”, de acuerdo al esquema indicado en el cuadro 
7.9 para lograr incrementar o reducir la poda del árbol: 
 
Prueba confidence factor 
Valor utilizado Valor por defecto 
Conjunto Original (9,73 % de positivos) 0,01 0,25 
Reducción al 1 % de positivos 0,28 
Reducción al 0,5 % de positivos 0,55 
Reducción al 0,25 % de positivos (no desarrolló) 
Reducción al 0,12 % de positivos 0,60 
Cuadro 7.9 
 
En el cuadro 7.10 se resumen los resultados obtenidos en WEKA para 




Conjunto Original (9,73 % de positivos) 91,00 87,50 
Reducción al 1 % de positivos 96,80 63,60 
Reducción al 0,5 % de positivos 93,20 80,60 
Reducción al 0,25 % de positivos No desarrolla No desarrolla 
Reducción al 0,12 % de positivos 100,00 49,80 
Cuadro 7.10 
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7.3. Conjunto de datos Nursery 
 
 
Este conjunto de datos ya fue mostrado en el capítulo 6 para mostrar los  
resultados de DO-ROC2. En esta oportunidad se utiliza para comparar los 
resultados de DO-ROC2 con los algoritmos tradicionales: Regresión logística, 
árbol de decisión (CHID) y C4.5; y ver como los mismos se comportan ante el 
desbalanceo de la clase. 
 
7.3.1. Resultados de las Pruebas 
 
En el cuadro 7.11 se puede observar los 4 algoritmos y su 
comportamiento ante el desbalanceo de la clase, medidos por el AUC en los 









Se puede observar una estabilidad 
considerable en DO-ROC2, la regresión 
logística y el árbol CHID a pesar del 
desbalanceo de la clase; pero no ocurre lo 
mismo en C4.5. 
Gráfico 7.12 
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El cuadro 7.12 deja visible la pobre respuesta que tuvo C4.5 ante el resto 
de los algoritmos, por el desbalanceo de la clase. Esto ya se había podido 
observar en el punto anterior pero solo comparado con DO-ROC2. En esta 
oportunidad se compararon los resultados con otros dos algoritmos (Regresión 
logística y árbol de decisión (CHAID) para realmente observar que las 
respuestas de ambos son muy satisfactorias al igual que DO-ROC2. 
 
En el grafico 7.13, se observa los resultados entre las poblaciones de 
entrenamiento y validación volviendo a mostrar la pobre respuesta que tuvo 













pesar de la 
reducción de la 
clase. En 
cambio a C4.5 
cuanto mayor es 
el desbalanceo 







7.3.2. Resultados de las Pruebas sobre la curvas ROC 
 
 
En el cuadro 7.14, se presentan los resultados para cada una de las 
reducciones sobre la curva ROC. En esta oportunidad solo se indicaron los 
resultados de DO-ROC2, Regresión logística y árbol de decisión (CHAID), 
para poder observar con mayor detalle las diferencias entre los algoritmos que 
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7.3.3. Resultados de DO-ROC2 
 
 
A continuación se presentan los resultados de DO-ROC2 en cada una de 
las pruebas de reducción. 
 
En los cuadro 7.15 a 7.19, se podrá observar las curvas ROC en cada uno 
de los ambientes y en la segunda parte del cuadro las reglas obtenidas para cada 
corrida. 
 
No necesariamente las reglas obtenidas en cada prueba deben ser las 
mismas; porque al variar la cantidad de positivos, puede ocurrir que otra regla 
que hubiera sido descartada por no pertenecer a la cascara convexa, en la nueva 
prueba puede pasar a formar parte de ella. 
 
Los resultados de AUC indicados en este punto pueden variar de los 
expresados en el punto anterior. Esto se debe a los casos de empate como 
fueron distribuidos en el gráfico ROC. Esta diferencia tiene que ser mínima y 
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se puede ver incrementada al reducir la cantidad de casos positivos en cada 
prueba. 
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7.3.4. Algoritmos tradicionales (Nursery) 
 
 
No se presentan los modelos obtenidos con los algoritmos tradicionales. 
Se indicaron en su oportunidad los resultados de AUC obtenidos en cada 
ambiente. 
 
Para cada uno de ellos Regresión logística, CHAID y C4.5 se adecuaron 
los parámetros de cada uno de ellos hasta lograr el mejor resultado posible para 
cada situación. Pero en ningún caso fue necesario realizar algún trabajo con la 
clase; la cual fue mantenida en cada prueba tan desbalanceada como se 
presentaba. 
 
La documentación de cada una de estas corridas sería muy extensa y no 
es el objetivo de este punto. Cualquier experto puede utilizando los mismos 
conjuntos de datos y los mismos algoritmos lograr resultados de AUC similares 
a los presentados en este capítulo. 
 
Solo se indican los parámetros utilizados para las corridas en C4.5. En 
este caso el árbol en mucha de las pruebas no lograba desarrollar, y fue 
necesario para mostrar un resultado variar los parámetros adecuadamente. Con 
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el resto de los algoritmos, se lograba un resultado con los parámetros 
originales. Los mismos se variaron para lograr mejores resultados y/o modelos 
más parsimoniosos. 
 
Esta tarea fue desarrollada con el objetivo de mostrar los mejores 
resultados posibles de cada uno de los algoritmos que competían contra DO-
ROC2. Lo cual llevó una tarea considerable hasta lograr los modelos finales. 
En cambio DO-ROC2, no necesita ninguna configuración de parámetros para 
correr. Simplemente al finalizar la ejecución se obtienen las mejores reglas para 
ese conjunto de datos. 
 
En el cuadro 7.20 se indican el valor del parámetro “confidence factor” 
del algoritmo C4.5 indicado en cada prueba para aumentar o disminuir la poda 
del árbol en cada corrida:  
 
 
Prueba confidence factor 
Valor utilizado Valor por defecto 
Conjunto Original (2,53 % de positivos) 0,20 0,25 
Reducción al 1 % de positivos 0,35 
Reducción al 0,5 % de positivos 0,40 
Reducción al 0,25 % de positivos 0,51 
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7.4. Conjunto de datos Kr vs Kp 
 
 
Este conjunto de datos ya fue mostrado en el capítulo 6 para mostrar los  
resultados de DO-ROC2. En esta oportunidad se utiliza para comparar los 
resultados de DO-ROC2 con los algoritmos tradicionales: Regresión logística, 
árbol de decisión (CHAID) y C4.5; y ver como los mismos se comportan ante 
el desbalanceo de la clase. 
 
7.4.1. Resultados de las Pruebas 
 
En el cuadro 7.21se puede observar los 4 algoritmos y su 
comportamiento ante el desbalanceo de la clase, medidos por el AUC en los 





Parte de esta misma información se presenta en el gráfico 7.22. 
 
 
Se puede observar una estabilidad considerable en 
DO-ROC2, la regresión logística y C4.5. En este 
conjunto de datos el algoritmo que más se ve afectado 
es el árbol CHAID. A diferencia de las pruebas 
anteriores en este conjunto de datos no se vio 
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En el cuadro 7.23 se puede observar la diferencia en AUC entre los 
ambientes de entrenamiento y validación. Es de esperar que este valor siempre 


















7.4.2. Resultados de las Pruebas sobre la curvas ROC 
 
En el cuadro 7.24 se presentan los resultados para cada una de las 
reducciones sobre la curva ROC. En esta oportunidad solo se indicaron los 
resultados de DO-ROC2, Regresión logística y árbol de decisión (CHAID). 
 






















































































































































7.4.3. Resultados de DO-ROC2 
 
 
A continuación se presentan los resultados de DO-ROC2 en cada una de 
las pruebas de reducción. 
 
En los cuadro 7.25 a 7.28, se podrá observar las curvas ROC en cada uno 
de los ambientes y en la segunda parte del cuadro las reglas obtenidas para cada 
correo. 
 
No necesariamente las reglas obtenidas en cada prueba deben ser las 
mismas; porque al variar la cantidad de positivos, puede ocurrir que otra regla 
que hubiera sido descartada por no pertenecer a la cascara convexa, en la nueva 
prueba puede pasar a formar parte de ella. 
 
Los resultados de AUC indicados en este punto pueden variar de los 
expresados en el punto anterior. Esto se debe a los casos de empate como 
fueron distribuidos en el gráfico ROC. Esta diferencia tiene que ser mínima y 
se puede ver incrementada al reducir la cantidad de casos positivos en cada 
prueba. 
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7.4.4. Algoritmos tradicionales (Kr vs Kp) 
 
 
No se presentan en este punto los modelos obtenidos con los algoritmos 
tradicionales. Se indicaron en su oportunidad los resultados de AUC obtenidos 
en cada ambiente. 
 
Para cada uno de ellos Regresión logística, CHAID y C4.5 se adecuaron 
los parámetros de cada uno de ellos hasta lograr el mejor resultado posible para 
cada situación. Pero en ningún caso fue necesario realizar algún trabajo con la 
clase; la cual fue mantenida en cada prueba tan desbalanceada como se 
presentaba. 
 
La documentación de cada una de estas corridas sería muy extensa y no 
es el objetivo de este punto. Cualquier experto puede utilizando los mismos 
conjuntos de datos y los mismos algoritmos lograr resultados de AUC similares 
a los presentados en este capítulo. 
 
Solo se indican los parámetros utilizados para las corridas en C4.5. Este 
algoritmo fue cuestionado en las 2 pruebas anteriores por su respuesta y en esta 
oportunidad se obtuvieron valores que compiten con el resto de los algoritmos. 
Por este motivo se informar exactamente los valores de corrida en cada caso. 
 
Con el resto de los algoritmos, los parámetros se variaron para lograr 
mejores resultados y/o modelos más parsimoniosos. 
 
Esta tarea fue desarrollada con el objetivo de mostrar los mejores 
resultados posibles de cada uno de los algoritmos que competían contra DO-
ROC2. Lo cual llevó una tarea considerable hasta lograr los modelos finales. 
En cambio DO-ROC2, no necesita ninguna configuración de parámetros para 
correr. Simplemente al finalizar la ejecución se obtienen las mejores reglas para 
ese conjunto de datos. 
 
En el cuadro 7.29 se indica el valor del parámetro “confidence factor” del 
algoritmo C4.5 indicado en cada prueba para aumentar o disminuir la poda del 
árbol en cada corrida. 
 
Prueba confidence factor 
Valor utilizado Valor por defecto 
Conjunto Original (52,22 % de positivos) 0,01 0,25 
Reducción al 5 % de positivos 0,10 
Reducción al 3,5 % de positivos 0,20 
Reducción al 2,5 % de positivos Valor por defecto 
Cuadro 7.29 
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7.5. Conclusión de las pruebas de desbalanceo 
 
 
Fue posible observar, por lo menos sobre tres conjuntos de datos, que 
DO-ROC2 se mantuvo estable ante el desbalanceo de las clases. Se presentó en 
la introducción de este capítulo que el desbalanceo es natural en ciertos 
escenarios cotidianos y que lograr buenos resultados es más que un deseo, una 
necesidad. 
 
También se indicaron en este capítulo dos trabajos en donde se desarrolla 
el tema de desbalanceo; con lo cual sin entrar en debate de cuanto puede afectar 
el inconveniente a los algoritmos tradicionales, sin duda tiene a mal traer por lo 
menos a algunos de ellos. Uno de los trabajos apunta a desarrollar tareas con 
los datos para emparejar la diferencia de la clase y así lograr que el algoritmo 
funcione adecuadamente. Mientras que el otro trabajo, apunta a adecuar un 
algoritmo tradicional para evitar que el desbalanceo afecte su poder de 
clasificación. 
 
Tanto las tareas previas necesarias sobre los datos y/o lograr que los 
algoritmos tradicionales funcionen correctamente modificando sus 
parámetros; son tareas que no solo llevan un tiempo considerable sino que 
también requieren de un experto que se ocupe de ellas. En cambio, DO-ROC2, 
no necesita ninguna de estas tareas para arrojar un muy buen resultado que ya 
quedó demostrado puede competir con los resultados de otros algoritmos 
tradicionales. 
 
De las pruebas se deduce que el desbalanceo no afecta a todos los 
algoritmos por igual e inclusive no afecta los resultados en todos los conjuntos 
de datos. Se ha observado que tanto DO-ROC2 como la Regresión Logística y 
el árbol CHAID, han demostrada una estabilidad considerable, aún cuando se le 
desbalanceara la clase a tal punto de casi no dejar casos positivos en el 
ambiente de validación. No ocurrió lo mismo con C4.5, el cual no tuvo 
resultados satisfactorios en varias de las pruebas. Pero lejos de poder decir que 
este algoritmo siempre se ve afectado por el desbalanceo de la clase, se ha 
podido observar que en el conjunto de datos Kr vs Kp, ha obtenido una buena 
respuesta incluso superior al árbol CHAID. 
 
Quedará para futuros trabajos, y no siendo el objetivo de esta tesis, 
determinar realmente cómo afecta el desbalanceo a los algoritmos y conjuntos 
de datos que de seguro no sigue siempre el mismo patrón.  
 
En ninguna de la pruebas se ha logrado hacer que DO-ROC2 falle ante el 
desbalanceo de la clase. Esto se debe a que por más reducido que sea el 
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conjunto de casos positivos que queden distribuidos en la matriz de 400 celdas, 
indicada en el punto 4.4, alguna de las combinaciones de reglas siempre logra 
acumular los pocos casos positivos. El resto del algoritmo se ocupa de quedarse 
con aquellas acumulaciones más beneficiosas. A la hora de decidir cuáles son 
estas reglas, solo importa cuántos casos positivos se han logrado con la regla 
sobre el total de positivos del conjunto de datos. Por lo tanto, no importa si son 
pocos sino que porcentaje del total se obtienen con cada regla. Los casos 
negativos van por otro lado haciendo lo mismo pero en este caso jugando en 
contra. Pero en ningún momento influye la cantidad que existe de una clase 
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En este capítulo se probará que los modelos obtenidos con DO-ROC2, 
poseen un overfitting controlado.  
 
Básicamente se considera que un modelo predictivo posee overfitting, 
cuando su capacidad de predecir decae en el ambiente de validación. Existe 
una sobre adaptación al ambiente en el cual el modelo fue entrenado y al 
realizar una comprobación en el ambiente de validación su capacidad 
predictiva es menor. 
 
Siempre puede existir alguna diferencia entre los ambientes, en algunos 
casos hasta la capacidad predictiva en el ambiente de validación es levemente 
superior que en el ambiente de entrenamiento. 
 
Por supuesto, que si se mira en cuanto se está degradando la capacidad 
predictiva del modelo en validación, de alguna forma se obtiene una idea de 
cuanto overfitting puede estar teniendo un modelo predictivo. 
 
En la página del Dr. Frank Dieterle se puede observar el gráfico 8.1 





Resulta interesante observar como se indica, que a mayor complejidad de 
los modelos crece la probabilidad de mayor overfitting y en contrapartida 
decae la capacidad predictiva del modelo (mayor error de predicción).  
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Las curvas de estimación e interferencia están asociadas a la capacidad 
predictiva del modelo.  La estimación crece a medida que crece la complejidad 
del modelo, pero también crece el overfitting. 
 
La curva de interferencia, indica como error predictivo, a aquel modelo 
que por ser tan simple no logra aprovechar la construcción de un modelo más 
sofisticado pudiendo hacerlo. La falta de complejidad del modelo puede de 
alguna forma determinar un error de predicción; pero en este caso; por no 
alcanzar valores predictivos que se hubieran logrado alcanzar con mayor 
complejidad en el modelo. 
 
El concepto de underfitting, exactamente opuesto al de overfitting, indica 
que un modelo sin complejidad también tendría una baja capacidad predictiva. 
Muy posiblemente no detectada al medir el modelo en el ambiente de 
validación. Pero entregando un resultado pobre que fácilmente podría ser 
mejorado con otro modelo. 
 
El punto optimo estaría dado en lograr un modelo que no se encuentre 
sobre estimado, pero que de alguna forma su complejidad pueda resolver las 
principales cuestiones que determinan el objetivo. 
 
Es claro que la probabilidad de overfitting crece a medida que crece la 
complejidad de un modelo. Ahora bien, es necesario que el modelo tenga la 
complejidad necesaria para entender la realidad que se está planteando. Para 
agregar mayor complicación, nunca se cuenta con la realidad de toda la 
cuestión. Solo con algunas observaciones de ella. Por lo tanto, también existe 
una cuestión fundamental que es contar con un número de observaciones 
importante que puedan acercase lo mayor posible a entender la realidad que 
se está planteando. 
 
Los conjuntos de datos con pocas observaciones, son mucho más 
propensos a tener overfitting. Los algoritmos, en general, avanzaran intentando 
entender una situación que en realidad ha sido una casualidad, solo observada 
por la baja cantidad de casos en entrenamiento. Al intentar reflejar esta 
situación en el ambiente de validación, no se detecta; por consiguiente la 
capacidad predictiva del modelo decae ante un conocimiento adquirido con 
escaso fundamento estadístico. 
 
Con el objeto de poder probar que el overfitting de los modelos de DO-
ROC2, es controlado; se decidieron realizar 4 pruebas que se resumen en el 
cuadro 8.2. En los puntos de este capítulo se detallaran cada una de ellas. 
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Punto Descripción 
8.2 Directamente se mide el overfitting entre los ambientes de entrenamiento y validación para los 13 conjuntos de 
datos presentados en el capítulo 6. La unidad de medición es en AUC y en este punto se determina si los 
modelos de DO-ROC2 tienen o no overfitting. 
8.3 El punto anterior determina que dos conjuntos de datos tienen un nivel de overfitting medio. En este punto se 
realizan modelos con árbol de decisión para medir si el overfitting es producido por el algoritmo o es motivo de 
la reducida cantidad de casos del conjunto de datos. 
8.4 En este punto se mide el overfitting entre los ambientes de entrenamiento y validación de DO-ROC2, Regresión 
Logística y árbol de decisión para el conjunto de datos del CASO REAL desarrollado en el punto 6.4. El objetivo 
principal es medir el overfitting en modelos sobre conjuntos de datos reales con mucha cantidad de casos. Este 
punto muestra que en una situación REAL no se produce overfitting con ninguno de los modelos desarrollados.   
8.5 En este punto se analiza la complejidad de los modelos de árbol, DO-ROC2 (con Reglas) y DO-ROC2 (con 
Score), al momento de ser aplicados en la selección del 20, 30 y 40% de los casos en ambos ambientes. Se puede 
notar que al incrementar el % de selección, el modelo de árbol crece considerablemente por necesitar mayor 
cantidad de nodos para cubrir la demanda; a diferencia de DO-ROC2 donde la complejidad se mantiene 
constante. Al aumentar la complejidad aumenta la probabilidad de que el modelo tenga mayor overfitting. 




8.2. Resultados sobre los 13 conjuntos de datos 
 
 
En este punto se midió cual era la diferencia de AUC entre 
entrenamiento y validación. Se entrenó a los 13 conjuntos de datos con el 100% 
de las observaciones de cada conjunto; y se comparó el AUC en entrenamiento 
con la media de las 10 corridas realizadas en el capítulo 6 para cada conjunto. 
 
En el cuadro 8.3 se muestra un resumen de las diferencias de AUC entre 






Para establecer una medida de cuanto overfitting se presenta en cada uno 
de los conjuntos de datos se asumió lo que se indica en el cuadro 8.4. 
 




Menos de 3 puntos de diferencia entre las áreas de ambos 
ambientes, se puede considerar que el overfitting está 
controlado. 
Diferencia < 3 
 3 Punto o más y hasta 10 puntos; se puede considerar que 
existe overfitting de grado medio. 
 
Diferencia entre 3 y 10 
 Más de 10 puntos se considera que existe overfitting de 
grado alto. 
 




Estos valores de cortes para establecer la cantidad de  overfitting son 
totalmente arbitrarios. Solo se definieron con el fin de presentar los resultados 
de DO-ROC2 y poder realizar un análisis más específico sobre aquellos 
conjuntos de datos con mayor overfitting. 
 
De esta forma 11 de los 13 conjuntos se podría decir que poseen un 
overfitting controlado. Solo 2 conjuntos quedan en el segmento de grado medio 
de overfitting; y ninguno de ellos posee un grado alto de overfitting. 
 
En el siguiente punto se utilizaron estos 2 conjuntos de datos con 
overfitting grado medio, para obtener modelos con árboles de decisión. Se 
presentan los resultados comparados con DO-ROC2 en los mismos ambientes 
de entrenamiento y validación. 
 
 
8.3. Resultados conjuntos con overfitting 
 
 
A continuación se presentan los resultados de modelos de árbol de 
decisión CHAID38, sobre los 2 conjuntos de datos que presentaron mayor 
overfitting en los resultados de DO-ROC2. En todos los casos se corrió el 
algoritmo CHAID con los parámetros por defecto utilizando los mismos 
ambientes de entrenamiento y validación. Se realizó una corrida con el 100 % 
de las observaciones, de la cual se indica el árbol de decisión como resultado; y 
se comparó contra la AUC media de las 10 corridas de los 10 ambientes de 
validación que se utilizaron para correr a DO-ROC2. 
 
Se decidió utilizar árboles, para obtener una medida de comparación con 
un algoritmo tradicional que genera reglas similares a DO-ROC2. 
 
 
                                                 
38
 IBM SPSS Statistics 20 
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8.3.1. Resultados conjunto de datos Bupa 
 
En el cuadro 8.5 se indica el árbol generado durante el entrenamiento del 
modelo con el 100% de las observaciones del conjunto de datos. Para la 
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En el cuadro 8.6 se muestra el AUC del árbol y de DO-ROC2, 
comparando el entrenamiento con el 100% de las observaciones y la media 




Se puede observar que el árbol CHAID también produce el mismo grado de overfitting y la capacidad 





8.3.2. Resultados conjunto de datos Haberman 
 
 
En el cuadro 8.7 se indica el árbol generado durante el entrenamiento del 
modelo con el 100% de las observaciones del conjunto de datos. Para la 







En el cuadro 8.8 se muestra el AUC del árbol y de DO-ROC2, 
comparando el entrenamiento con el 100% de las observaciones y la media 
obtenida de las 10 corridas. 
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Se puede observar que el árbol CHAID también produce el mismo grado de overfitting y la capacidad 
predictiva en validación está por debajo de la capacidad predictiva del modelo obtenido con DO-ROC2. En 





8.3.3. Conclusiones conjuntos de datos con overfitting 
 
 
En el cuadro 8.9 se resumen los resultados ya observados en los puntos 
anteriores para los dos conjuntos de datos, que indicaron un grado medio de 







Se puede observar que un modelo de árbol produce mayor overfitting que 
DO-ROC2 en ambos casos. Inclusive con el conjunto de datos Haberman casi 
llega a un grado alto de overfitting. 
 
Estos dos conjuntos de datos, con solo 345 y 306 observaciones parece 
producir overfitting más por su condición de ser conjuntos muy pequeños, que 
por el algoritmo que los esté tratando. 
 
Sobre esta prueba, se podría observar, que las validaciones fueron 
medidas sobre individuos que también participaron en el entrenamiento del 
modelo. Pero esta misma condición se utilizó tanto para DO-ROC2 como para 
el árbol de decisión. Por lo tanto ambos resultados se comparan de igual a 
igual. 
 
La decisión de entrenar con el 100% de los registros y comparar contra la 
media de las 10 corridas de validación fue por estar trabajando con conjuntos 
con muy pocas observaciones. Esto, en algunos casos,  generaba resultados 
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medidos con muy pocas observaciones que realmente no reflejaban la realidad 
de la situación. 
 
La siguiente prueba se llevó a cabo con el objeto de medir el overfitting 
en un conjunto de datos de un caso REAL, en donde se midió el AUC en dos 
ambientes, entrenamiento y validación con una distribución 70/30 %. 
 
Para esta prueba se tomaron los modelos comparados en el capítulo 6 
punto 4. En este caso se vuelve a comparar a DO-ROC2 con un árbol de 
decisión CHAID y una regresión logística; donde el número de observaciones 
no es un problema al momento de medir si los modelos hacen overfitting. 
 
 
8.4. Resultados conjunto CASO REAL 
 
 
En este punto solo se muestran los resultados obtenido en el punto 6.4, 
intentando demostrar que ante una situación real, con un número adecuado de 
observaciones, los modelos no hacen overfitting. 
 
En los gráficos 8.10,  8.11 y 8.12 se presentan los resultados de los tres 
modelos, el árbol CHAID, la regresión logística y DO-ROC2, medidos entre 
entrenamiento y validación en la misma curva ROC. En este caso, se utilizó el 
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Se puede observar que en una situación real el modelo logrado por el 
algoritmo en entrenamiento se refleja prácticamente igual en el ambiente de 
validación. 
 
Esta es una situación normal cuando el número de casos para entrenar el 
modelo tiene un peso estadístico adecuado para entender el objetivo planteado. 
 
En los siguientes dos cuadros se puede observar la misma situación para 
el árbol de decisión y la regresión logística. 
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8.5. Complejidad de los modelos  
 
8.5.1.  Introducción 
 
 
En este punto se realizaron pruebas con los conjuntos de datos 
GERMAN y el CASO REAL aprovechando los modelos desarrollados en el 
punto 6.3.2. El objetivo de las pruebas fue analizar la complejidad de los 
modelos aplicados a seleccionar 20%, 30% y 40% de los casos tanto en el 
ambiente de entrenamiento como validación. Si bien se muestran los resultados 
comparando los modelos de árbol de decisión, DO-ROC2 (Score) y DO-ROC2 
(Reglas), según la tasa de positivos lograda por cada modelo; en este caso se 
pretende sobresaltar la complejidad que cada modelo posee al momento de 
aplicarlo. 
 
En el caso del árbol de decisión se aplicaron las reglas de los nodos de 
mayor tasa de beneficio hasta alcanzar la cantidad de casos que no superará el 
punto de corte. Para completar los casos que faltaban se utilizó una selección 
aleatoria del siguiente nodo con mayor tasa de beneficio. 
 
En el caso de DO-ROC2 seleccionando por score, se tomaron el total de 
registros que cada corte demandara en el orden que el score indicara. El 
ordenamiento fue primero por el valor de score y luego aleatoriamente, lo que 
aseguró en el caso que el corte se estableciera en un valor que no fuera único, la 
selección de los casos con ese valor sería totalmente aleatoria. 
 
En el caso de DO-ROC2 seleccionado por reglas, se utilizó la lógica 
indicada en el punto 4.8.4. Es necesario aclarar, que al existir una selección 
aleatoria al utilizar las reglas, puede impactar en no llegar al valor de corte total 
y sea levemente menor. Se puede comenzar a perder algunos casos en la 
selección, cuando la regla seleccionada al azar no contiene al caso que se está 
tratando; y a pesar de haber salido sorteada aleatoriamente el caso no suma por 
no estar contenido en la regla. 
 
A continuación se muestran los resultados obtenidos para cada uno de los 
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8.5.2.  Conjunto de datos GERMAN 
 
 
En los cuadros 8.13 y 8.14 se puede observar la cantidad de casos 
positivos sobre el total de positivos (tasa de positivos) y los negativos sobre el 
total de negativos (tasa de negativos), lograda por cada modelo en los cortes del 
20%, 30% y 40% de selección. En el primero de los cuadros se indican los 
resultados de entrenamiento y en el segundo los resultados de validación, en 
ambos casos se comparan los modelos contra lo que hubiera sido realizar una 











En los gráficos 8.15 y 8.16 se presenta la tasa de positivos de cada una de 















Con cualquiera de los tres modelos se puede ver una considerable 
diferencia a realizar una selección al azar. Si esto no fuera así, no sería 
necesario utilizar el modelo para realizar la selección. 
 
Se puede observar una estabilidad con respecto a las tasas entre 
entrenamiento y validación, y que el modelo de Árbol de decisión CHAID 
obtiene los mejores resultados seguido por DO-ROC2 (Score) y por último 
DO-ROC2 (Reglas). 
 
En el cuadro 8.17 se puede observar las reglas que fue necesario aplicar 
para realizar la selección de cada una de las pruebas. En el caso de DO-ROC2 
por score, simplemente se realizó la selección por el mismo. Esto no merece 
mayor complejidad en aplicarlo, pero el modelo que calculó el score utilizó 
cada una de las variables del modelo para  el cálculo. 
 
En el caso de DO-ROC2 por reglas, solo actúan dos de todas las reglas 
del modelo. Esto implica que a lo sumo 4 variables actúen en la selección; en el 
caso que ambas reglas tengas variables distintas. 
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En el caso del árbol de decisión, a medida que la selección es mayor, 
también lo es la complejidad del modelo. Es necesario utilizar más nodos, lo 






Las reglas indicadas para el árbol de decisión y DO-ROC2 (Reglas) es solo a modo de  referencia. La forma de aplicarlas fue explicada en  
el comienzo de este punto. 
 
 
En el corte del 40% del cuadro se puede observar, que el modelo de DO-
ROC2 (Reglas) es mucho más simple que el modelo del árbol para obtener la 
misma selección. Como fuera indicado en el inicio del capítulo al utilizar un 
modelo más simple la probabilidad de overfitting es menor. 
 
 
8.5.3.  Conjunto de datos CASO REAL 
 
 
Con el mismo principio de la prueba anterior, se trabajó sobre el conjunto 
de datos del caso real. Una vez más el objetivo fue analizar la complejidad del 
modelo que se aplicaría a la selección de registros con los distintos algoritmos. 
Se buscó este conjunto de datos por contar con muchas variables y 
observaciones para lograr los modelos. De esta forma la complejidad de los 
modelos para seleccionar los cortes del 20%, 30% y 40% fue mayor.  
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En el cuadro 8.18 se indica los resultados de entrenamiento y en el 
cuadro 8.19 los resultados de validación, en ambos casos se comparan los 










En los gráficos 8.20 y 8.21 se presenta la tasa de positivos de cada una de 











Con cualquiera de los tres modelos se puede ver una considerable 
diferencia a realizar una selección al azar. Si esto no fuera así, no sería 
necesario utilizar el modelo para realizar la selección. 
 
Se puede observar una estabilidad con respecto a las tasas entre 
entrenamiento y validación. Se puede observar que el modelo de Árbol de 
decisión CHAID obtiene los mejores resultados seguido por DO-ROC2 (Score) 
y por último DO-ROC2 (Reglas). 
 
En el cuadro 8.22 se puede observar las reglas que fue necesario aplicar 
para realizar la selección de cada una de las pruebas. En el caso de DO-ROC2 
por score, simplemente se realizó la selección por el mismo. Esto no merece 
mayor complejidad en aplicarlo, pero el modelo que calculó el score utilizó 





Las reglas indicadas para el árbol de decisión y DO-ROC2 (Reglas) es solo a modo de  referencia. La forma de aplicarlas fue explicado en  
el comienzo de este punto. 
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Las mismas consideraciones sobre los resultados que se tuvieron con la 
prueba anterior, aplican también a este conjunto de datos. 
 
Se puede observar, en la prueba del 40%, la considerable mayor 
complejidad del árbol de decisión que DO-ROC2 (Reglas) en obtener casi el 
mismo resultado. 
 
Mientras que DO-ROC2 construye su resultado con algunos cortes de las 
variables v15, v20 y v42 y árbol utiliza las variables v25, v36, v15, v42, v55 y 
v26 con muchos más cortes sobre las mismas. 
 
Exactamente el doble de variables para obtener prácticamente el mismo 
resultado. Se puede observar, en validación, que el modelo de árbol obtiene 24 
casos positivos más que DO-ROC2 (Reglas). Estos 24 casos significan 
solamente el 0,07 % de los casos positivos totales. 
 
Una vez más, se puede comprobar que DO-RCO2 (Reglas) es mucho 
más simple que un árbol a la hora de aplicar los modelos. Por lo tanto se 
podría decir que el modelo de DO-ROC2, tiene menos probabilidad de generar 
overfitting por tratarse de modelos más simples. 
 
 
8.6. Conclusión  
 
 
Se pudo observar como DO-ROC2 siempre midió un overfitting 
controlado en cada uno de los 13 conjuntos de datos utilizados en el capítulo 6. 
 
Solamente en dos conjuntos de datos, se midió una diferencia superior a 
3 puntos de AUC. Pero estos dos conjuntos tienen muy pocas observaciones y 
no solo DO-ROC2 tuvo inconvenientes para desarrollar un modelo sin 
overfitting. Sobre estos dos conjuntos de datos, un árbol de decisión, desarrolló 
más overfitting que DO-ROC2. 
 
Se midió la diferencia de AUC en un conjunto de un caso real, con una 
cantidad de observaciones adecuadas, y los resultados fueron totalmente 
satisfactorios donde se puedo observar la estabilidad de DO-ROC2, un árbol de 
decisión y una regresión logística en el sentido de no contener overfitting. 
 
La base y construcción del score de DO-ROC2 es en función de simples 
reglas. Por ende a pesar de aumentar su complejidad al incluir mayor número 
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de variables en la cascara convexa de la curva ROC, la concepción es también 
simple. Similar a lo que podría ser un árbol de decisión. 
 
Como fue referenciado en este capítulo, el punto óptimo, es lograr el 
modelo más simple que logre aprender la realidad planteada en el porcentaje 
mayor posible. Donde se ubica DO-ROC2 en esta cuestión es una incógnita. 
 
La conclusión de este capítulo abre muchas incógnitas: ¿DO-ROC2 está 
en el punto óptimo de complejidad para construir modelos de clasificación? 
¿Pensar en una adaptación de DO-ROC2 con reglas de 3 niveles daría mejores 
resultados? ¿Esta adaptación tendría mejores resultados manteniendo un 
overfitting controlado? 
 
Por ahora, y como fuera en objetivo de esta tesis, se puede decir que 
DO-ROC2, genera modelos con reglas simples de 2 niveles, lo que permite 
mantener controlado el overfitting, sin perder performance predictiva frente a 
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Durante el desarrollo de la tesis se ha podido comprobar que los 
algoritmos que maximizan el área bajo la curva ROC, tienen una buena 
performance similar a los algoritmos tradicionales. 
  
La utilización de la curva ROC como medio para seleccionar aquellos 
predicados-reglas que maximizan el área debajo de la curva, ha demostrado ser 
una herramienta muy poderosa comparada con otros métodos utilizados por los 
algoritmos tradicionales. 
 
DO-ROC2, el algoritmo donde se implementaron estas técnicas, ha 
demostrado tener una performance similar a los algoritmos tradicionales, a 
pesar de generar un modelo muy simple y de fácil interpretación. 
 
Se ha podido comprobar que DO-ROC2, no se ve afectado ante el 
desbalanceo de la clase a igual que otros algoritmos tradicionales. 
 
  Se ha podido observar que DO-ROC2, se encuentra más cerca de las 
técnicas consideradas con underfitting que con overfitting; por tratarse de un 
algoritmo que genera reglas muy simples combinadas de a dos variables. 
 
DO-ROC2 no requiere de parámetros para su ejecución. Los algoritmos 
tradicionales en muchas ocasiones requieren de un experto para correrlo 
debiendo ajustar parámetros complejos  y lograr que el algoritmo trabaje 
adecuadamente. Inclusive el tratamiento de categorización en ventiles que 
realiza sobre las variables, permite que no sea necesario realizar un análisis 
previo sobre las variables para ver si las mismas contienen valores extremos. 
 
El resultado final son reglas de dos niveles, muy simples de interpretar 
que se pueden utilizar inmediatamente sin ningún tratamiento previo. En el 
caso de necesitar utilizar el score que DO-ROC2 calcula, el modelo es muy 
fácil de implementar. 
 
Si bien el costo computacional es importante al verificar un número muy 
grande de predicados durante su ejecución; al finalizar la ejecución de DO-
ROC2, no se requiere de un trabajo adicional. En muchos de los algoritmos 
tradicionales es necesario realizar muchas corridas hasta lograr el modelo 
adecuado. Y todas estas corridas deben ser supervisadas por un experto. El cual 
debe verificar resultados continuamente y tomar decisiones sobre el modelo 
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que se está desarrollando. De estas decisiones dependerá que se obtenga un 
modelo óptimo o no. Esta tarea lleva mucho tiempo y dedicación; mientras que 
para DO-ROC2, solo es tiempo de máquina y necesita solo una ejecución. 
 
Dentro de las observaciones negativas sobre el algoritmo se puede 
indicar que la forma en que DO-ROC2 analiza las variables, no contempla que 
la acumulación de casos positivos se encuentre en más de un lugar de la escala 
de la variable. Esta complejidad no es detectada por DO-ROC2, mientras que 
un árbol de decisión lo podría detectar sin ningún inconveniente. No se logró 
reproducir este problema con un conjunto de datos real, fue necesario crear un 
conjunto de datos para demostrar este inconveniente. El costo computacional 
de generar reglas para incluir la solución a este problema, no se justifica debido 
a la baja probabilidad de contar con casos de esta naturaleza. 
 
Por otro lado DO-ROC2 solo trata las variables categorizadas. En su 
modelo final las variables no son tratadas como numéricas; estas variables 
quedan limitadas dentro de un rango según el ventil que le corresponde en la 
categorización recibida durante su entrenamiento. 
 
 
9.2. Trabajos a futuro 
 
 
Son muchos los temas que por lo general quedan pendiente en el 
desarrollo de cualquier trabajo. Pero todo trabajo necesita tener un final, para 
dar origen a nuevas posibilidades de estudio y análisis. 
 
Por un lado se podrían generar reglas de nivel 3 o 4 (tres o cuatro 
variables combinadas). Esto aumentaría la complejidad del modelo y por ende 
su capacidad predictiva. Posiblemente sin llegar a modelos que tengan mucho 
más overfitting. Esto se debería a los beneficios que la curva ROC le transfiere 
a los modelos obtenidos con DO-ROC2. Pero en este caso sería necesario algún 
tipo de heurística para realizar la selección de las reglas. 
 
También se podría incorporar dentro de la combinación de variables más 
unidades de análisis, que resuelva los casos donde se pudo demostrar que DO-
ROC2 falla y no da una respuesta óptima como lo hace un árbol de decisión. 
 
El algoritmo trata a todas las variables por igual. Se podría establecer un 
filtro para aquellas variables que su posibilidad de aportar algún beneficio 
aunque se combine con otra es muy baja. 
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Se podría plantear un tipo de algoritmo Anytime que continuamente este 
corriendo generando reglas de mayor complejidad, hasta que sea necesario su 
resultado.  En ese momento se puede cortar la ejecución y tomar las reglas 
hasta el momento generadas como la mejores. En todas las corridas que se 
probó DO-ROC2, en pocos minutos, se llegaba a obtener una curva ROC que 
no difería mucho de la final. El lógico que al principio la cascara convexa 
cambie continuamente. Y a medida que crece es más difícil que aparezca un 
nuevo predicado que la vuelva a hacer crecer. 
 
Por la forma en que está desarrollado DO-ROC2, en cualquier momento 
se puede cortar su ejecución y tomar aquellas reglas como las mejores. Este 
tipo de algoritmos dan esta posibilidad, porque en cada paso ya tiene un 
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Apéndice A: Conjunto de datos Breast-Wisc 
 
 
A continuación se detallan las reglas y resultados obtenidos para cada 



































































A continuación se detallan los 10 gráficos ROC y el valor de AUC del 
score calculado con las reglas de cada modelo. El score se calculó sobre la 
población de validación con las probabilidades de las reglas obtenidas en 
entrenamiento. 
El valor medio del AUC para las 10 corridas es 98,46 con un desvío estándar 
de 1,01. 
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Corrida 1 Corrida 2 
 
 
Corrida 3 Corrida 4 
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Corrida 7 Corrida 8 
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Apéndice B: Conjunto de datos Bupa 
 
 
A continuación se detallan las reglas y resultados obtenidos para cada 



































































A continuación se detallan los 10 gráficos ROC y el valor de AUC del 
score calculado con las reglas de cada modelo. El score se calculó sobre la 
población de validación con las probabilidades de las reglas obtenidas en 
entrenamiento. 
El valor medio del AUC para las 10 corridas es 71,46 con un desvío estándar 
de 9,54. 
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Corrida 3 Corrida 4 
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Apéndice C: Conjunto de datos Car 
 
 
A continuación se detallan las reglas y resultados obtenidos para cada 



































































A continuación se detallan los 10 gráficos ROC y el valor de AUC del 
score calculado con las reglas de cada modelo. El score se calculó sobre la 
población de validación con las probabilidades de las reglas obtenidas en 
entrenamiento. El valor medio del AUC para las 10 corridas es 92,38 con un 
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Corrida 1 Corrida 2 
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Corrida 7 Corrida 8 
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Apéndice D: Conjunto de datos Dermatology-BB 
 
 
A continuación se detallan las reglas y resultados obtenidos para cada 



































































A continuación se detallan los 10 gráficos ROC y el valor de AUC del 
score calculado con las reglas de cada modelo. El score se calculó sobre la 
población de validación con las probabilidades de las reglas obtenidas en 
entrenamiento. El valor medio del AUC para las 10 corridas es 99,06 con un 
desvío estándar de 1,53. 
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Corrida 3 Corrida 4 
 
 
Corrida 5 Corrida 6 
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Apéndice E: Conjunto de datos German 
 
 
A continuación se detallan las reglas y resultados obtenidos para cada 

















































































A continuación se detallan los 10 gráficos ROC y el valor de AUC del 
score calculado con las reglas de cada modelo. El score se calculó sobre la 
población de validación con las probabilidades de las reglas obtenidas en 
entrenamiento. El valor medio del AUC para las 10 corridas es 76,39 con un 
desvío estándar de 4,52. 
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Corrida 3 Corrida 4 
 
 
Corrida 5 Corrida 6 
 
 






Corrida 9 Corrida 10 
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Apéndice F: Conjunto de datos Haberman 
 
 
A continuación se detallan las reglas y resultados obtenidos para cada 






































































A continuación se detallan los 10 gráficos ROC y el valor de AUC del 
score calculado con las reglas de cada modelo. El score se calculó sobre la 
población de validación con las probabilidades de las reglas obtenidas en 
entrenamiento. El valor medio del AUC para las 10 corridas es 70,96 con un 
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Corrida 1 Corrida 2 
  
Corrida 3 Corrida 4 
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Corrida 7 Corrida 8 
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Apéndice G: Conjunto de datos Heart 
 
 
A continuación se detallan las reglas y resultados obtenidos para cada 







































































A continuación se detallan los 10 gráficos ROC y el valor de AUC del 
score calculado con las reglas de cada modelo. El score se calculó sobre la 
población de validación con las probabilidades de las reglas obtenidas en 
entrenamiento. El valor medio del AUC para las 10 corridas es 87,92 con un 
desvío estándar de 4,91. 
 
Corrida 1 Corrida 2 
 
 
Corrida 3 Corrida 4 
 
 
Corrida 5 Corrida 6 
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Corrida 7 Corrida 8 
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Apéndice H: Conjunto de datos Ionosphere 
 
 
A continuación se detallan las reglas y resultados obtenidos para cada 









































































A continuación se detallan los 10 gráficos ROC y el valor de AUC del 
score calculado con las reglas de cada modelo. El score se calculó sobre la 
población de validación con las probabilidades de las reglas obtenidas en 
entrenamiento. El valor medio del AUC para las 10 corridas es 93,29 con un 
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Corrida 1 Corrida 2 
  
Corrida 3 Corrida 4 
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Corrida 7 Corrida 8 
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Apéndice I: Conjunto de datos Kr vs Kp 
 
 
A continuación se detallan las reglas y resultados obtenidos para cada 









































































A continuación se detallan los 10 gráficos ROC y el valor de AUC del 
score calculado con las reglas de cada modelo. El score se calculó sobre la 
población de validación con las probabilidades de las reglas obtenidas en 
entrenamiento. El valor medio del AUC para las 10 corridas es 93,43 con un 
desvío estándar de 3,43. 
 
Corrida 1 Corrida 2 
  
Corrida 3 Corrida 4 
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Corrida 5 Corrida 6 
 
 
Corrida 7 Corrida 8 
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Apéndice J: Conjunto de datos New Thyroid 
 
 
A continuación se detallan las reglas y resultados obtenidos para cada 



































































A continuación se detallan los 10 gráficos ROC y el valor de AUC del 
score calculado con las reglas de cada modelo. El score se calculó sobre la 
población de validación con las probabilidades de las reglas obtenidas en 
entrenamiento. El valor medio del AUC para las 10 corridas es 96,65 con un 
desvío estándar de 5,00. 
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Corrida 1 Corrida 2 
 
 
Corrida 3 Corrida 4 
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Corrida 7 Corrida 8 
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Apéndice Q: Conjunto de datos Nursery 
 
 
A continuación se detallan las reglas y resultados obtenidos para cada 





































































A continuación se detallan los 10 gráficos ROC y el valor de AUC del 
score calculado con las reglas de cada modelo. El score se calculó sobre la 
población de validación con las probabilidades de las reglas obtenidas en 
entrenamiento. El valor medio del AUC para las 10 corridas es 92,44 con un 
desvío estándar de 1,27. 
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Corrida 1 Corrida 2 
 
 
Corrida 3 Corrida 4 
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Corrida 7 Corrida 8 
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Apéndice K: Conjunto de datos Pima 
 
 
A continuación se detallan las reglas y resultados obtenidos para cada 

































































A continuación se detallan los 10 gráficos ROC y el valor de AUC del 
score calculado con las reglas de cada modelo. El score se calculó sobre la 
población de validación con las probabilidades de las reglas obtenidas en 
entrenamiento. El valor medio del AUC para las 10 corridas es 81,50 con un 
desvío estándar de 4,81. 
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Corrida 1 Corrida 2 
 
 
Corrida 3 Corrida 4 
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Corrida 7 Corrida 8 
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Apéndice L: Conjunto de datos Promoters 
 
 
A continuación se detallan las reglas y resultados obtenidos para cada 








































































A continuación se detallan los 10 gráficos ROC y el valor de AUC del 
score calculado con las reglas de cada modelo. El score se calculó sobre la 
población de validación con las probabilidades de las reglas obtenidas en 
entrenamiento. El valor medio del AUC para las 10 corridas es 92,76 con un 
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Corrida 3 Corrida 4 
 
 








Corrida 7 Corrida 8 
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Apéndice M: Resultados reducción SATIMAGE en WEKA 
 
A continuación se detallan los resultados obtenidos en WEKA en los 
ambientes de entrenamiento y validación: 










=== Run information === 
Scheme:weka.classifiers.trees.J48 -C 0.01 -M 2 
Relation:     satimage 
Instances:    4435 
Attributes:   37 
v1 v2 v3 v4 v5 v6 v7 v8 v9 v10 v11 v12  v13 v14 v15 v16 v17 v18 v19 v20 v21 v22 v23 v24 v25 v26 v27 v28 v29 v30 v31 v32 v33 v34 v35 v36 clase 
Test mode:evaluate on training data 
=== Classifier model (full training set) === 
J48 pruned tree 
------------------ 
v17 <= 68: no (2385.0/27.0) 
v17 > 68 
|   v23 <= 104 
|   |   v3 <= 84: no (152.0/10.0) 
|   |   v3 > 84 
|   |   |   v31 <= 108 
|   |   |   |   v24 <= 59: no (31.0) 
|   |   |   |   v24 > 59 
|   |   |   |   |   v18 <= 81 
|   |   |   |   |   |   v12 <= 81: no (96.0/11.0) 
|   |   |   |   |   |   v12 > 81 
|   |   |   |   |   |   |   v33 <= 68: no (2.0) 
|   |   |   |   |   |   |   v33 > 68: yes (5.0) 
|   |   |   |   |   v18 > 81 
|   |   |   |   |   |   v11 <= 100 
|   |   |   |   |   |   |   v19 <= 86 
|   |   |   |   |   |   |   |   v6 <= 72: yes (3.0) 
|   |   |   |   |   |   |   |   v6 > 72: no (40.0/8.0) 
|   |   |   |   |   |   |   v19 > 86 
|   |   |   |   |   |   |   |   v19 <= 100 
|   |   |   |   |   |   |   |   |   v35 <= 86 
|   |   |   |   |   |   |   |   |   |   v10 <= 77: yes (5.0) 
|   |   |   |   |   |   |   |   |   |   v10 > 77 
|   |   |   |   |   |   |   |   |   |   |   v36 <= 61: yes (4.0) 
|   |   |   |   |   |   |   |   |   |   |   v36 > 61: no (37.0/11.0) 
|   |   |   |   |   |   |   |   |   v35 > 86 
|   |   |   |   |   |   |   |   |   |   v18 <= 83 
|   |   |   |   |   |   |   |   |   |   |   v12 <= 70: yes (8.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   v12 > 70: no (15.0/2.0) 
|   |   |   |   |   |   |   |   |   |   v18 > 83: yes (252.0/52.0) 
|   |   |   |   |   |   |   |   v19 > 100 
|   |   |   |   |   |   |   |   |   v25 <= 75 
|   |   |   |   |   |   |   |   |   |   v23 <= 96: no (2.0) 
|   |   |   |   |   |   |   |   |   |   v23 > 96: yes (8.0/1.0) 
|   |   |   |   |   |   |   |   |   v25 > 75: no (64.0/19.0) 
|   |   |   |   |   |   v11 > 100 
|   |   |   |   |   |   |   v8 <= 76 
|   |   |   |   |   |   |   |   v27 <= 90: no (4.0) 
|   |   |   |   |   |   |   |   v27 > 90 
|   |   |   |   |   |   |   |   |   v11 <= 101: no (4.0/1.0) 
|   |   |   |   |   |   |   |   |   v11 > 101: yes (9.0) 
|   |   |   |   |   |   |   v8 > 76 
|   |   |   |   |   |   |   |   v16 <= 72 
|   |   |   |   |   |   |   |   |   v9 <= 78: yes (7.0) 
|   |   |   |   |   |   |   |   |   v9 > 78 
|   |   |   |   |   |   |   |   |   |   v2 <= 92: no (6.0) 
|   |   |   |   |   |   |   |   |   |   v2 > 92: yes (3.0) 
|   |   |   |   |   |   |   |   v16 > 72: no (177.0/29.0) 
|   |   |   v31 > 108: no (88.0/7.0) 
|   v23 > 104: no (1028.0/40.0) 
 
Number of Leaves  :  26 
Size of the tree :  51 
Time taken to build model: 1.73 seconds 
=== Evaluation on training set === 
=== Summary === 
Correctly Classified Instances        4216               95.062  % 
Incorrectly Classified Instances       219                4.938  % 
Kappa statistic                          0.6692 
Mean absolute error                      0.0847 
Root mean squared error                  0.2058 
Relative absolute error                 49.9084 % 
Root relative squared error             70.6769 % 
Total Number of Instances             4435      
=== Detailed Accuracy By Class === 
               TP Rate   FP Rate   Precision   Recall  F-Measure   ROC Area  Class 
                 0.602     0.013      0.822     0.602     0.695      0.91     yes 
                 0.987     0.398      0.96      0.987     0.973      0.91     no 
Weighted Avg.    0.951     0.362      0.947     0.951     0.947      0.91  
=== Confusion Matrix === 
    a    b   <-- classified as 
  250  165 |    a = yes 






Nuevo Algoritmo de clasificación supervisado sin parámetros, no afectado por el desbalanceo y overfitting  Página 248 
 









=== Run information === 
Scheme:weka.classifiers.trees.J48 -C 0.01 -M 2 
Relation:     satimage 
Instances:    4435 
Attributes:   37 
v1 v2 v3 v4 v5 v6 v7 v8 v9 v10 v11 v12  v13 v14 v15 v16 v17 v18 v19 v20 v21 v22 v23 v24 v25 v26 v27 v28 v29 v30 v31 v32 v33 v34 v35 v36 clase 
Test mode:user supplied test set: size unknown (reading incrementally) 
=== Classifier model (full training set) === 
J48 pruned tree 
------------------ 
v17 <= 68: no (2385.0/27.0) 
v17 > 68 
|   v23 <= 104 
|   |   v3 <= 84: no (152.0/10.0) 
|   |   v3 > 84 
|   |   |   v31 <= 108 
|   |   |   |   v24 <= 59: no (31.0) 
|   |   |   |   v24 > 59 
|   |   |   |   |   v18 <= 81 
|   |   |   |   |   |   v12 <= 81: no (96.0/11.0) 
|   |   |   |   |   |   v12 > 81 
|   |   |   |   |   |   |   v33 <= 68: no (2.0) 
|   |   |   |   |   |   |   v33 > 68: yes (5.0) 
|   |   |   |   |   v18 > 81 
|   |   |   |   |   |   v11 <= 100 
|   |   |   |   |   |   |   v19 <= 86 
|   |   |   |   |   |   |   |   v6 <= 72: yes (3.0) 
|   |   |   |   |   |   |   |   v6 > 72: no (40.0/8.0) 
|   |   |   |   |   |   |   v19 > 86 
|   |   |   |   |   |   |   |   v19 <= 100 
|   |   |   |   |   |   |   |   |   v35 <= 86 
|   |   |   |   |   |   |   |   |   |   v10 <= 77: yes (5.0) 
|   |   |   |   |   |   |   |   |   |   v10 > 77 
|   |   |   |   |   |   |   |   |   |   |   v36 <= 61: yes (4.0) 
|   |   |   |   |   |   |   |   |   |   |   v36 > 61: no (37.0/11.0) 
|   |   |   |   |   |   |   |   |   v35 > 86 
|   |   |   |   |   |   |   |   |   |   v18 <= 83 
|   |   |   |   |   |   |   |   |   |   |   v12 <= 70: yes (8.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   v12 > 70: no (15.0/2.0) 
|   |   |   |   |   |   |   |   |   |   v18 > 83: yes (252.0/52.0) 
|   |   |   |   |   |   |   |   v19 > 100 
|   |   |   |   |   |   |   |   |   v25 <= 75 
|   |   |   |   |   |   |   |   |   |   v23 <= 96: no (2.0) 
|   |   |   |   |   |   |   |   |   |   v23 > 96: yes (8.0/1.0) 
|   |   |   |   |   |   |   |   |   v25 > 75: no (64.0/19.0) 
|   |   |   |   |   |   v11 > 100 
|   |   |   |   |   |   |   v8 <= 76 
|   |   |   |   |   |   |   |   v27 <= 90: no (4.0) 
|   |   |   |   |   |   |   |   v27 > 90 
|   |   |   |   |   |   |   |   |   v11 <= 101: no (4.0/1.0) 
|   |   |   |   |   |   |   |   |   v11 > 101: yes (9.0) 
|   |   |   |   |   |   |   v8 > 76 
|   |   |   |   |   |   |   |   v16 <= 72 
|   |   |   |   |   |   |   |   |   v9 <= 78: yes (7.0) 
|   |   |   |   |   |   |   |   |   v9 > 78 
|   |   |   |   |   |   |   |   |   |   v2 <= 92: no (6.0) 
|   |   |   |   |   |   |   |   |   |   v2 > 92: yes (3.0) 
|   |   |   |   |   |   |   |   v16 > 72: no (177.0/29.0) 
|   |   |   v31 > 108: no (88.0/7.0) 
|   v23 > 104: no (1028.0/40.0) 
 
Number of Leaves  :  26 
Size of the tree :  51 
Time taken to build model: 1.69 seconds 
=== Evaluation on test set === 
=== Summary === 
Correctly Classified Instances        1841               92.05   % 
Incorrectly Classified Instances       159                7.95   % 
Kappa statistic                          0.5329 
Mean absolute error                      0.1079 
Root mean squared error                  0.2548 
Relative absolute error                 60.1253 % 
Root relative squared error             82.8958 % 
Total Number of Instances             2000      
=== Detailed Accuracy By Class === 
               TP Rate   FP Rate   Precision   Recall  F-Measure   ROC Area  Class 
                 0.512     0.031      0.659     0.512     0.576      0.875    yes 
                 0.969     0.488      0.944     0.969     0.956      0.875    no 
Weighted Avg.    0.921     0.44       0.914     0.921     0.916      0.875 
=== Confusion Matrix === 
    a    b   <-- classified as 
  108  103 |    a = yes 
   56 1733 |    b = no 
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=== Run information === 
Scheme:weka.classifiers.trees.J48 -C 0.28 -M 2 
Relation:     satimage 
Instances:    4057 
Attributes:   37 
v1 v2 v3 v4 v5 v6 v7 v8 v9 v10 v11 v12  v13 v14 v15 v16 v17 v18 v19 v20 v21 v22 v23 v24 v25 v26 v27 v28 v29 v30 v31 v32 v33 v34 v35 v36 clase 
Test mode:evaluate on training data 
 
=== Classifier model (full training set) === 
J48 pruned tree 
------------------ 
v5 <= 70: no (2456.0) 
v5 > 70 
|   v23 <= 101 
|   |   v11 <= 89: no (237.0/1.0) 
|   |   v11 > 89 
|   |   |   v23 <= 87: no (59.0) 
|   |   |   v23 > 87 
|   |   |   |   v29 <= 85 
|   |   |   |   |   v4 <= 69: no (32.0) 
|   |   |   |   |   v4 > 69 
|   |   |   |   |   |   v8 <= 72 
|   |   |   |   |   |   |   v4 <= 73: yes (8.0/1.0) 
|   |   |   |   |   |   |   v4 > 73: no (5.0) 
|   |   |   |   |   |   v8 > 72 
|   |   |   |   |   |   |   v24 <= 81 
|   |   |   |   |   |   |   |   v36 <= 81 
|   |   |   |   |   |   |   |   |   v20 <= 73: no (17.0) 
|   |   |   |   |   |   |   |   |   v20 > 73 
|   |   |   |   |   |   |   |   |   |   v30 <= 98 
|   |   |   |   |   |   |   |   |   |   |   v11 <= 102 
|   |   |   |   |   |   |   |   |   |   |   |   v11 <= 100 
|   |   |   |   |   |   |   |   |   |   |   |   |   v34 <= 83: no (10.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   v34 > 83 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   v17 <= 83 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   v34 <= 85: yes (3.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   v34 > 85 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   v27 <= 88: yes (3.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   v27 > 88 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   v19 <= 97 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   v24 <= 75: yes (5.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   v24 > 75: no (8.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   v19 > 97: no (12.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   v17 > 83: yes (3.0) 
|   |   |   |   |   |   |   |   |   |   |   |   v11 > 100: yes (4.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   v11 > 102: no (33.0/1.0) 
|   |   |   |   |   |   |   |   |   |   v30 > 98: no (16.0) 
|   |   |   |   |   |   |   |   v36 > 81: no (26.0) 
|   |   |   |   |   |   |   v24 > 81 
|   |   |   |   |   |   |   |   v16 <= 79: yes (4.0) 
|   |   |   |   |   |   |   |   v16 > 79: no (14.0/1.0) 
|   |   |   |   v29 > 85: no (42.0) 
|   v23 > 101: no (1060.0/6.0) 
 
Number of Leaves  :  22 
Size of the tree :  43 
 
Time taken to build model: 0.76 seconds 
 
=== Evaluation on training set === 
=== Summary === 
Correctly Classified Instances        4044               99.6796 % 
Incorrectly Classified Instances        13                0.3204 % 
Kappa statistic                          0.8044 
Mean absolute error                      0.006  
Root mean squared error                  0.0547 
Relative absolute error                 32.7375 % 
Root relative squared error             57.5911 % 
Total Number of Instances             4057      
 
=== Detailed Accuracy By Class === 
               TP Rate   FP Rate   Precision   Recall  F-Measure   ROC Area  Class 
                 0.73      0.001      0.9       0.73      0.806      0.968    yes 
                 0.999     0.27       0.998     0.999     0.998      0.968    no 
Weighted Avg.    0.997     0.268      0.997     0.997     0.997      0.968 
 
=== Confusion Matrix === 
    a    b   <-- classified as 
   27   10 |    a = yes 
    3 4017 |    b = no 
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=== Run information === 
Scheme:weka.classifiers.trees.J48 -C 0.28 -M 2 
Relation:     satimage 
Instances:    4057 
Attributes:   37 
v1 v2 v3 v4 v5 v6 v7 v8 v9 v10 v11 v12  v13 v14 v15 v16 v17 v18 v19 v20 v21 v22 v23 v24 v25 v26 v27 v28 v29 v30 v31 v32 v33 v34 v35 v36 clase 
Test mode:user supplied test set: size unknown (reading incrementally) 
 
=== Classifier model (full training set) === 
J48 pruned tree 
------------------ 
v5 <= 70: no (2456.0) 
v5 > 70 
|   v23 <= 101 
|   |   v11 <= 89: no (237.0/1.0) 
|   |   v11 > 89 
|   |   |   v23 <= 87: no (59.0) 
|   |   |   v23 > 87 
|   |   |   |   v29 <= 85 
|   |   |   |   |   v4 <= 69: no (32.0) 
|   |   |   |   |   v4 > 69 
|   |   |   |   |   |   v8 <= 72 
|   |   |   |   |   |   |   v4 <= 73: yes (8.0/1.0) 
|   |   |   |   |   |   |   v4 > 73: no (5.0) 
|   |   |   |   |   |   v8 > 72 
|   |   |   |   |   |   |   v24 <= 81 
|   |   |   |   |   |   |   |   v36 <= 81 
|   |   |   |   |   |   |   |   |   v20 <= 73: no (17.0) 
|   |   |   |   |   |   |   |   |   v20 > 73 
|   |   |   |   |   |   |   |   |   |   v30 <= 98 
|   |   |   |   |   |   |   |   |   |   |   v11 <= 102 
|   |   |   |   |   |   |   |   |   |   |   |   v11 <= 100 
|   |   |   |   |   |   |   |   |   |   |   |   |   v34 <= 83: no (10.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   v34 > 83 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   v17 <= 83 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   v34 <= 85: yes (3.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   v34 > 85 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   v27 <= 88: yes (3.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   v27 > 88 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   v19 <= 97 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   v24 <= 75: yes (5.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   v24 > 75: no (8.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   v19 > 97: no (12.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   v17 > 83: yes (3.0) 
|   |   |   |   |   |   |   |   |   |   |   |   v11 > 100: yes (4.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   v11 > 102: no (33.0/1.0) 
|   |   |   |   |   |   |   |   |   |   v30 > 98: no (16.0) 
|   |   |   |   |   |   |   |   v36 > 81: no (26.0) 
|   |   |   |   |   |   |   v24 > 81 
|   |   |   |   |   |   |   |   v16 <= 79: yes (4.0) 
|   |   |   |   |   |   |   |   v16 > 79: no (14.0/1.0) 
|   |   |   |   v29 > 85: no (42.0) 
|   v23 > 101: no (1060.0/6.0) 
 
Number of Leaves  :  22 
Size of the tree :  43 
 
Time taken to build model: 0.79 seconds 
 
=== Evaluation on test set === 
=== Summary === 
Correctly Classified Instances        1774               98.011  % 
Incorrectly Classified Instances        36                1.989  % 
Kappa statistic                          0.2401 
Mean absolute error                      0.0214 
Root mean squared error                  0.1324 
Relative absolute error                103.2357 % 
Root relative squared error            123.6499 % 
Total Number of Instances             1810      
 
=== Detailed Accuracy By Class === 
               TP Rate   FP Rate   Precision   Recall  F-Measure   ROC Area  Class 
                 0.286     0.012      0.222     0.286     0.25       0.636    yes 
                 0.988     0.714      0.992     0.988     0.99       0.636    no 
Weighted Avg.    0.98      0.706      0.983     0.98      0.981      0.636 
 
=== Confusion Matrix === 
 
    a    b   <-- classified as 
    6   15 |    a = yes 
   21 1768 |    b = no 
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=== Run information === 
 
Scheme:weka.classifiers.trees.J48 -C 0.55 -M 2 
Relation:     satimage 
Instances:    4042 
Attributes:   37 
 v1 v2 v3 v4 v5 v6 v7 v8 v9 v10 v11 v12  v13 v14 v15 v16 v17 v18 v19 v20 v21 v22 v23 v24 v25 v26 v27 v28 v29 v30 v31 v32 v33 v34 v35 v36 clase 
Test mode:evaluate on training data 
 
 
=== Classifier model (full training set) === 
 
J48 pruned tree 
------------------ 
v1 <= 71: no (2633.0) 
v1 > 71 
|   v35 <= 102 
|   |   v34 <= 99: no (483.0/18.0) 
|   |   v34 > 99 
|   |   |   v22 <= 106: no (11.0) 
|   |   |   v22 > 106: yes (3.0/1.0) 
|   v35 > 102: no (912.0/2.0) 
 
Number of Leaves  :  5 
Size of the tree :  9 
 
Time taken to build model: 0.77 seconds 
 
=== Evaluation on training set === 
=== Summary === 
Correctly Classified Instances        4021               99.4805 % 
Incorrectly Classified Instances        21                0.5195 % 
Kappa statistic                          0.1589 
Mean absolute error                      0.0099 
Root mean squared error                  0.0703 
Relative absolute error                 89.3706 % 
Root relative squared error             95.5859 % 
Total Number of Instances             4042      
 
=== Detailed Accuracy By Class === 
 
               TP Rate   FP Rate   Precision   Recall  F-Measure   ROC Area  Class 
                 0.091     0          0.667     0.091     0.16       0.932    yes 
                 1         0.909      0.995     1         0.997      0.932    no 
Weighted Avg.    0.995     0.904      0.993     0.995     0.993      0.932 
 
=== Confusion Matrix === 
 
    a    b   <-- classified as 
    2   20 |    a = yes 
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=== Run information === 
 
Scheme:weka.classifiers.trees.J48 -C 0.55 -M 2 
Relation:     satimage 
Instances:    4042 
Attributes:   37 
v1 v2 v3 v4 v5 v6 v7 v8 v9 v10 v11 v12  v13 v14 v15 v16 v17 v18 v19 v20 v21 v22 v23 v24 v25 v26 v27 v28 v29 v30 v31 v32 v33 v34 v35 v36 clase 
 
Test mode:user supplied test set: size unknown (reading incrementally) 
 
=== Classifier model (full training set) === 
 
J48 pruned tree 
------------------ 
 
v1 <= 71: no (2633.0) 
v1 > 71 
|   v35 <= 102 
|   |   v34 <= 99: no (483.0/18.0) 
|   |   v34 > 99 
|   |   |   v22 <= 106: no (11.0) 
|   |   |   v22 > 106: yes (3.0/1.0) 
|   v35 > 102: no (912.0/2.0) 
 
Number of Leaves  :  5 
 
Size of the tree :  9 
 
 
Time taken to build model: 0.81 seconds 
 
=== Evaluation on test set === 
=== Summary === 
 
Correctly Classified Instances        1789               99.6102 % 
Incorrectly Classified Instances         7                0.3898 % 
Kappa statistic                          0      
Mean absolute error                      0.0087 
Root mean squared error                  0.0624 
Relative absolute error                 91.2477 % 
Root relative squared error            100.128  % 
Total Number of Instances             1796      
 
=== Detailed Accuracy By Class === 
 
               TP Rate   FP Rate   Precision   Recall  F-Measure   ROC Area  Class 
                 0         0          0         0         0          0.806    yes 
                 1         1          0.996     1         0.998      0.806    no 
Weighted Avg.    0.996     0.996      0.992     0.996     0.994      0.806 
 
=== Confusion Matrix === 
 
    a    b   <-- classified as 
    0    7 |    a = yes 
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=== Run information === 
 
Scheme:weka.classifiers.trees.J48 -C 0.55 -M 2 
Relation:     satimage 
Instances:    4031 
Attributes:   37 
v1 v2 v3 v4 v5 v6 v7 v8 v9 v10 v11 v12  v13 v14 v15 v16 v17 v18 v19 v20 v21 v22 v23 v24 v25 v26 v27 v28 v29 v30 v31 v32 v33 v34 v35 v36 clase 
 
Test mode:evaluate on training data 
 
=== Classifier model (full training set) === 
 
J48 pruned tree 
------------------ 
: no (4031.0/11.0) 
 
Number of Leaves  :  1 
 
Size of the tree :  1 
 
 
Time taken to build model: 0.8 seconds 
 
=== Evaluation on training set === 
=== Summary === 
 
Correctly Classified Instances        4020               99.7271 % 
Incorrectly Classified Instances        11                0.2729 % 
Kappa statistic                          0      
Mean absolute error                      0.0054 
Root mean squared error                  0.0522 
Relative absolute error                 95.6882 % 
Root relative squared error             99.9989 % 
Total Number of Instances             4031      
 
=== Detailed Accuracy By Class === 
 
               TP Rate   FP Rate   Precision   Recall  F-Measure   ROC Area  Class 
                 0         0          0         0         0          0.5      yes 
                 1         1          0.997     1         0.999      0.5      no 
Weighted Avg.    0.997     0.997      0.995     0.997     0.996      0.5   
 
=== Confusion Matrix === 
 
    a    b   <-- classified as 
    0   11 |    a = yes 
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=== Run information === 
 
Scheme:weka.classifiers.trees.J48 -C 0.55 -M 2 
Relation:     satimage 
Instances:    4031 
Attributes:   37 
v1 v2 v3 v4 v5 v6 v7 v8 v9 v10 v11 v12  v13 v14 v15 v16 v17 v18 v19 v20 v21 v22 v23 v24 v25 v26 v27 v28 v29 v30 v31 v32 v33 v34 v35 v36 clase 
 
Test mode:user supplied test set: size unknown (reading incrementally) 
 
=== Classifier model (full training set) === 
 
J48 pruned tree 
------------------ 
: no (4031.0/11.0) 
 
Number of Leaves  :  1 
 
Size of the tree :  1 
 
 
Time taken to build model: 0.62 seconds 
 
=== Evaluation on test set === 
=== Summary === 
 
Correctly Classified Instances        1789               99.8326 % 
Incorrectly Classified Instances         3                0.1674 % 
Kappa statistic                          0      
Mean absolute error                      0.0044 
Root mean squared error                  0.0409 
Relative absolute error                 94.7027 % 
Root relative squared error             99.9826 % 
Total Number of Instances             1792      
 
=== Detailed Accuracy By Class === 
 
               TP Rate   FP Rate   Precision   Recall  F-Measure   ROC Area  Class 
                 0         0          0         0         0          0.5      yes 
                 1         1          0.998     1         0.999      0.5      no 
Weighted Avg.    0.998     0.998      0.997     0.998     0.997      0.5   
 
=== Confusion Matrix === 
 
    a    b   <-- classified as 
    0    3 |    a = yes 
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=== Run information === 
 
Scheme:weka.classifiers.trees.J48 -C 0.6 -M 2 
Relation:     satimage 
Instances:    4025 
Attributes:   37 
v1 v2 v3 v4 v5 v6 v7 v8 v9 v10 v11 v12  v13 v14 v15 v16 v17 v18 v19 v20 v21 v22 v23 v24 v25 v26 v27 v28 v29 v30 v31 v32 v33 v34 v35 v36 clase 
 
Test mode:evaluate on training data 
 
=== Classifier model (full training set) === 
 
J48 pruned tree 
------------------ 
 
v13 <= 76: no (2896.0) 
v13 > 76 
|   v12 <= 76 
|   |   v10 <= 87: no (99.0) 
|   |   v10 > 87 
|   |   |   v34 <= 92 
|   |   |   |   v19 <= 98: no (11.0/1.0) 
|   |   |   |   v19 > 98 
|   |   |   |   |   v28 <= 80: yes (4.0) 
|   |   |   |   |   v28 > 80: no (3.0) 
|   |   |   v34 > 92: no (24.0) 
|   v12 > 76: no (988.0) 
 
Number of Leaves  :  7 
 
Size of the tree :  13 
 
 
Time taken to build model: 0.64 seconds 
 
=== Evaluation on training set === 
=== Summary === 
 
Correctly Classified Instances        4024               99.9752 % 
Incorrectly Classified Instances         1                0.0248 % 
Kappa statistic                          0.8888 
Mean absolute error                      0.0005 
Root mean squared error                  0.015  
Relative absolute error                 16.5558 % 
Root relative squared error             42.6656 % 
Total Number of Instances             4025      
 
=== Detailed Accuracy By Class === 
 
               TP Rate   FP Rate   Precision   Recall  F-Measure   ROC Area  Class 
                 0.8       0          1         0.8       0.889      1        yes 
                 1         0.2        1         1         1          1        no 
Weighted Avg.    1         0.2        1         1         1          1     
 
=== Confusion Matrix === 
 
    a    b   <-- classified as 
    4    1 |    a = yes 
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=== Run information === 
 
Scheme:weka.classifiers.trees.J48 -C 0.6 -M 2 
Relation:     satimage 
Instances:    4025 
Attributes:   37 
v1 v2 v3 v4 v5 v6 v7 v8 v9 v10 v11 v12  v13 v14 v15 v16 v17 v18 v19 v20 v21 v22 v23 v24 v25 v26 v27 v28 v29 v30 v31 v32 v33 v34 v35 v36 clase 
 
Test mode:user supplied test set: size unknown (reading incrementally) 
 
=== Classifier model (full training set) === 
 
J48 pruned tree 
------------------ 
 
v13 <= 76: no (2896.0) 
v13 > 76 
|   v12 <= 76 
|   |   v10 <= 87: no (99.0) 
|   |   v10 > 87 
|   |   |   v34 <= 92 
|   |   |   |   v19 <= 98: no (11.0/1.0) 
|   |   |   |   v19 > 98 
|   |   |   |   |   v28 <= 80: yes (4.0) 
|   |   |   |   |   v28 > 80: no (3.0) 
|   |   |   v34 > 92: no (24.0) 
|   v12 > 76: no (988.0) 
 
Number of Leaves  :  7 
 
Size of the tree :  13 
 
 
Time taken to build model: 0.66 seconds 
 
=== Evaluation on test set === 
=== Summary === 
 
Correctly Classified Instances        1789               99.8883 % 
Incorrectly Classified Instances         2                0.1117 % 
Kappa statistic                          0      
Mean absolute error                      0.0015 
Root mean squared error                  0.0339 
Relative absolute error                 56.5437 % 
Root relative squared error            101.4863 % 
Total Number of Instances             1791      
 
=== Detailed Accuracy By Class === 
 
               TP Rate   FP Rate   Precision   Recall  F-Measure   ROC Area  Class 
                 0         0          0         0         0          0.498    yes 
                 1         1          0.999     1         0.999      0.498    no 
Weighted Avg.    0.999     0.999      0.998     0.999     0.998      0.498 
 
=== Confusion Matrix === 
 
    a    b   <-- classified as 
    0    2 |    a = yes 
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