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逐次分析の問題について
高橋
本稿では逐次分析のいくつかの間題を， Martingaleとの関連に於いて論じて
ゆく。始めに逐次分析への動機を考察し，第二節では歴史的な問題， Waldの
Sequential Probability Ratio Test （以下 SPRTと書く〉について論ずる。第
三節では WaldSPRTの問題点及びその後の発展を，そして第四節で最近の
話題を紹介する。
§ 1 序節。 簡単の為本稿では以下の問題を考察する。（fl,!T）を可測空間，
(!Tn, n二三1）を単調増加な F の部分 σー 加法族の列， Poを＆ダの上で定義
されたノミラメタ－ (jに依存する確率測度とする。 X1,X2……を Poのもとで
独立で平均 O，分散1の正規分布， N(O,1），にしたがう確率変数の列として
以下品＝X，十…＋xn,n二三1,s。＝Oと書く。この時統計的仮説検定問題
(1) H.。： fJ=O vs. H，：θ千O
を考察する。標準的な検定方式は，あらかじめ定められた標本数Nと有意水準
Oくα。くすに対して
(2) [SN[>kVN 
ならば，仮説 H。を棄却して対立仮説 H，を採択する。ここで定数hは
(3) p。｛［SN]>kV万｝＝2{1ー φ（k）｝＝α0'
φ は標準正規分布の分布関数，により決められる。
一般にZ一検定と呼ばれる上記検定法は，いわゆる尤度比検定で UMPinva-
riant, unbiased等，いくつかの最適性を保持している（Lehmann,1959 ch 3～ 
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6）。従って、無条件’にN個の標本が取れる場合，特に科学実験等に於し、て，
z－検定及びその一般化である tー 検定は優れた方法といえるO ところが一方，
実際に患者をつかい行こなう医学実験，叉は迅速な決定が要求される，例えば
戦時下に於ける品質管理等の場合状況は若干異ってくる。今仮りにxiを i番
目の患者のある薬に対する反応としその結果は i十1番目の患者が実験に参入
する前に得られるものとする。ここでゼロ仮説 H。を対立仮設 HIに対し検
定する時，もしも IOIの値が非常に大きいならば多くの場合N倒すべてのデ
ータを集める前に H。の非妥当性は明らかになるであろう。これはらの値が
平均的に Onに等しい事より直観的には明らかであろう。 （図 1参照〉
Sn 
。
y=h/X 
Accepta.nce Region 
NI 
y=-h/X 
図1
x 
ここでもしもサンプリングの初期の段階で， H。の非妥当性が明らかになっ
た時，それ以上のサンプリングには（A）経済上，（B）倫理上の問題が残るであろう。
一方， N1固の標本を全部取らない限り伝統的方法はその最適性のみならず，定
められた有意水準すら保持しえない。数学的には標本数Nを所与とし，第一種
の過誤確率 P{TYPEI}豆α。なる条件下で第二種の過誤確率 P{TYPEJI} 
を最小にする決定方式を捜すのが伝統的方法であった。一般に P{TYPEJI} 
はOとNの関数で，上の場合それは｜θ｜とNに関して減少関数である。もし
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も αlを許容できる最大の P{TYPEJI｝とするならば 9を固定した時Nを
減らす事は可能であろう。即ち， α。， αlを所与とし確率変数Nの期待値を最
小にする様な決定方法を捜すのである。以上が逐次検定，即ち H。を採択又は
棄却するのに十分な情報が集まった時点でサンプリングを中止する合理的方
法への動機ずけである。詳しくは， Armitage(1975), Wald (1947), Wallis 
(1980）等を参照されたい。
§ 2 Wald SPRT. 本節では Wald(1947）により提唱，発展された SPRT
について出来うる限り直観的に述べてゆく。前節と同様X1,X2，…は N(e,1)
よりの i.i.d. r. V. として単純ゼロ仮説対単純対立仮説の検定問題を考える。
(4) H。： θ＝θ0 vs. H1 ：θ＝fJ, (Jo千θl
ここで例えばYi=Xiー すco。十（｝1）とおくことにより，一般性を失うことなく，
Oi=-0。＞Oと仮定できる。さて H。が正しい時， Snの値は平均的に （｝0nに
近い負の値をとるであろう。したがって aくOくbをある定数として停止時間
tを
(5) t=inf{n?.1 : Sn佳（α，b)},inf｛ゆ）＝∞
で、定義したとき
st三二a E争 H。を採択
st二三b E今 Hiを採択
なる検定方法は合理的であろう。しかしながら以下（A）～（B）の問題の答が必要で
ある。
(A) Pei{tくoo}=l,i=O,1。即ち確率1でサンプリングが終了するかどうか。
(B) 与えられた第一種は二種の過誤確率の上限的及び αlを実現する a,
bの選択が可能か否か，叉もしも可能であればその決定方法。
(C) Eei{t}=? i=0,1. 
（同最適性の定義及び SPRTの最適性。
これらの問題を考えるため以下の定理は基本的で、ある。
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定理1. （大数の強法則〉 y, Y2，…を平均 μ の i.i.d.r.v., Sn=Y1十…十
九， n二三1とする。この時
(6) n-'Sn → μ (a.e). as n→∞。
定理2. (Fundamental Identity of Sequential Analysis) tを任意の CYn)
停止時間， ft={AE...r:[t＝吋円A巴刀， Vn=l,2…｝， Q, pをF の上
で定義された確率測度で QCn), pen） はそれぞれの :Jnへの制限。さらにすべ
ての nに対し QC削と pCn）は互いに絶対連続で， Ln=dQCn)jdP〔n） と書く。
この時任意の Aεftに対し
Q{An[tくoo]}=2J Q{Aパロ＝n]}
n=l 
(7) = 2J f { dQCn) / dPCn) }dP 
n=lJ A[t=n〕
= I L. dP~ 
J A[t<ooJ 
定理3.(Wald Equation) Y1,Y2，…を平均 μ（有限〉な i.i.d. r.v, Sn= 
Y1十…＋Ynn二三l,s。＝Oとする。 tを任意の CY'n）－停止時間で E{t｝が有
限であるとする。この時 C.9':＝σ（y,,"',Yn) n=l, 2…〉
(8) E{St} =E{t} ・E{y，｝。
定理1の証明及び意味は．至る所で論じられているのでここではふれない。
定理2は L舟が Pのもとで Martingaleである事をもちい簡単に証明できる
(Chow, Robbins and Siegmund, 1971, p. 33）。形式的にはQのもとでのある
事象の確率を他の確率測度Pのもとで計算する方法である。証明及び定理の平
易さにくらべその意味する所は非常に大きし、。定理3は逐次分析のなかで最
も重要かつ有名な定理で，その一般化及び各種の証明方法が発表されている
くFeller,1971, Chow et al 1971, Chow and Teicher, 1978）。もしも tが定数又
はY1,Y2，…と独立であれば（8）は自明である。多くの場合（8）の証明には｛t>n}
が Yn+l•Yn+2，…と独立である事を利用する方法がとられている。定理中モー
メントについての条件は無限和の順序交換の正当化のため必要とされる。最も
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一般的な形での定理及びその証明は Chow,Robbins and Teicher (1965）によ
りMartingaleをもちい行わたている。
以下（A）～（防を考えてゆくが，簡単のため α。＝α1＝α とする。
仏） 定理1よりらは平均的に f}nで近似される。又サンプリング領域はy=a
及び y=bで決定される上下に有界な領域故に Pei(i=O, 1）のもとで tく∞
(a,e）は明らかである。実際Steinはある c>OとOくpく1が存在して，十分
大きなnに対し
Pei{t>n｝くcρ叫 i=O,1 
なる事を証明した（Feller,1971, p. 601）。従って任意の α＞Oに対し Eei{tα｝
く∞，である。
(B) 定理2で Q=Pe0, P=Pe1とし， さらに A={St二三b｝とおく。（A）より，
Pei{tくoo}=li=O, 1，叉 Ln=exp{-201Sn｝故に
α＝れo{S訓＝J Si~b L1dPe1 
三二eーze,bpe1{St二三b}
=e-29ベ1ー α）。
上式中不等式はあ二三bより生ずる。ここでふによる overshootを無視しstニb
とすれば
αニe-291b/(1十e-29め
又は b=C2fJ1)-1 log ｛α／（1ー α）｝＝－a
なる関係を得る。
(C) 定理3と近似式
Eei{St｝主b{Pei{St二三b}-Pei{St三b}} i=O, l, 
より
Eei {t} ~ (20D-1 (2α－1) log （α／1ー α） i=O, lo 
特に
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?
?
Eo;{t｝～ー (logα） /20~ α ↓ 0。
尚同じ P{TYPEI}, P{TYPE JI｝を持つような固定サンフ。ル検定で、必要と
されるサンフ。ル数は一（2log α）／Oiでこれは SPRTのほぼ4倍にあたる。
(D) まず最適性を、与えられた αo，αlに対し P{TYPEI｝豆町， P{TYPE
JI｝三二αlを満たすすべての逐次検定方法の中で Eoi{t｝を最小にするもの’と
定義する。問題は WaldSPRTがこの意味で最適か否かである。歴史的には
Waldによる予想（Wald,1947 p. 197）に始まり Waldand Wolfowitz (1948), 
Arrow, Blackwell and Girshick (1949）等により与えられた証明の誤りを正す
方向で発展してきた。この最適停止問題の理論はChow,Robbins and Siegmund 
(1971）で一応の完結を見るが，その間逐次分析及び Martingaleの発展には
たした役割は大きし、。やや直観的な証明は Lehmann(1959) ch. 3, Ferguson 
(1967), ch. 7に叉厳密な証明は Chowet. al (1971) ch. 4～5に与えてある。
以下非常に雑ではあるが Martingaleとの関係を述べてゆく。
onをn番目の観測値を得たあとで決定を行う時生ずるであろう損失叉 c>O
をサンプル一つを取る時に必要な費用とする。しからば Wn＝九十en,n=l, 
2，…は n時点でサンプリングを停止，決定を行う時の損失であるO 問題は
E{Wn｝を最小にする様な①各時点nに於ける九を最小にする決定方法の発
見と，②しかるのち E{Wn｝を最小にする停止時間 tの発見にあるO ①につい
ては標準的な検定方法（尤度比検定， Bayes検定〉がその答である事は比較的容
易に示される。②についてはまずれ， enはそれぞれnについての減少関数，
増加関数である。したがって適当な条件下で九は super-martingale,enは
sub-martingaleで近似される，所でnが小さな時は九が叉nが大きい時は仰
がそれぞれ wnの中で優性，即ち wnはnが大きくなるにつれ super-marti-
ngaleから sub-martingaleへその性格を変える，したがって E{Wn｝を最小
にするには，その変化点を探すような Adaptiveな方法を見つければし、し、わけ
である。
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§ 3 SPRTの問題点とその後の発展。 前節では Ho と Hiが、十分はなれ
ている’時， SPRTは E{t｝をそれらの（単純）仮説のもとで最小にするとい
う意味で最適であった。したがって，真の状態がもしも H。と Hiの、中間’
にある場合，最適性については何んらの保障もない。実際前節の問題で，もし
も （）＝0ならば H0:0= -()1 vs H1 : 0＝θlに対する SPRTの停止時間 tは
E0{t｝～（logα）2 / 40i asα→O，を満足，即ち，固定サンフ。ル検定と比べ平均
して （－logα）／8倍ものサンフ。ル数を必要とする。この欠点を軽減するため
Sobel and Wald (1949）は H_1: （）＝ 一 θI• H.。： （）＝0, H1 : （）＝θl なる 3
decision問題を考え， H_1vs H。及び H0vs H1に対応する 2つの SPRTを
組み合わせる事により（－θI'{) l）区間でもサンプル数のあまり大きくならない
検出法を案出した（図2）。
Sh 
n 
図2
しかしながら応用上， tが確率1で有界でない場合，予算作成上の問題等い
くつかの不都合を生じる。即ち実際上は SPRTの様に開いた計画で、はなく，
閉じた計画の方が望ましいとされている（Armitage,1975）。その他複合仮説
への拡張等 SPRTには数多くの問題があるO 以下第1節で考えた H。： θ＝O
vs H1 : 0手Oを念頭に置きながら上記問題を考えて行く。この問題に対する
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（閉じた〉逐次検定法としては， Schneidermanand Armitage (1962), Ande-
rson (1960), Cornfield (1966), Robbins (1970）等数多くの研究が知られて
はいるが，ここでは以下の二つの研究を紹介するにとどめる。
CA) Armitageの RepeatedSignificance Test (RST）。 これは第一節で
考えたZ検定をくり返えし行う方法である意、味では一番自然な方法である。具
体的には，今仮りに n-1時点までテストが中止されないものとする。この時
Xnを観測し Sn=Xi十…十X却を計算する。ここで， もしも ISnl>kVnで
あればテストを中止して H。を棄却する。ここでkは
P。｛nーす ISnl>k}=2[1 ーφ（め］＝α0•
で決められる定数である。数学的な問題点は重複対数の法則により，たとえ
H。が正しくとも｛ISnl>k下／五一 forヨk｝なる事象の起こる確率は1であるO
したがって上記検定法が意味を持つためには，ある正数 N。をあらかじめ決
めておき，時点 N。までに H。が棄却されるかどうかを問わねばならない
(Robbins, 1952）。以上をふまえ Armitageは次なる検定法を提唱した H。：
θ＝Oを Hi:fJチOに対し検定するのに，ある定数 α＞O,cミ0, N。＞Oに対
し停止時間 tを
(9) t=inf{n二三1: !Sn ！二~-v反ぴ干万｝
で定義する。ここで
。 t~N0 E今 H。を棄却
t>N0 E今 H。を採択
とする。これを Armitageの RSTと呼ぶ（Armitage,1975）。（図3')
CB) Bayes解。 この問題に対する Bayesian接近法は Kieferand Weiss 
(1957）以後いくつか発表されているが， ここでは Schwarz(1962, 1968）に
よる最適 Bayes解のサンプリング領域の極限形状について説明してゆく。さ
て，
(1) A~ ＝S;/(2n), A~ ＝［（na-Sρつ2/(2n)
はそれぞれ
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(12) H，。： θ＝O vs HI ：｜θ｜ミo>O,
を検定する尤度比である。ここで X+=max {0, X｝，。＞Oは与えられた正定
数（区間 c-a, o）は indifferencezoneと呼ばれる（Wald,1947, p. 134）。
Schwarzの結果によれば，（ロ）に対する Bayes解のサンプリング領域は、極限グ
では
(13) max {A~， A;.} 三二 log (1/c) = α 
で決定される， ここで c= （サンプル一つ取るためのコスト〉÷（誤った決定
に対するコスト〉で叉、極限’は c→0の意味である。 Schwarzの検定法は，
①その台が 10120であるようなすべての先験確率分布に対し極限で Bayesで
ある。叉②閉じたプランである。応用上は若干の修正を行うことによりサンプ
リング領域を
(14) A~0三二αt i=0.1 
で定義する。この時サンプリング領域は（n,ISnl）空間では
U:y＝下／反函， L:y=(no-v辰五〉÷
なる 2つの曲線にはさまれた領域である。（図4)
y＝々 ii(n+c}
日。
n 
No 
H, 
y＝厄石E
H。
y=-./28f_汗C)
- y=-F宝石E
RST Schwarz 
図3 図4
検定方式は
t=inf{n二三1;A~＞α。 or A~＞a1} 
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を停止時間として
A0t>a0 司 H。 を採択
A1t>a1 吟 HI を採択
である。
以上二つの検定法で， RSTはその使いやすさ，叉Schwarz検定はその Bayes
性により，ともに優れた方法といえる。問題はそれらの Frequentist性質，即
ち P{TYPEI}, P{TYPE TI} E{t｝等の計算の難かしさにあった（与えら
れた有意水準を持つようなパラメーター， a,N0c，…等の選択がほぼ不可能で
あった〉。若干異なる検定法ではあるが， この様な問題を解くため Anderson
(1960）はんを Brown運動で近似し Doob(1949）の方法で数値解を求め
た。 Brown運動による近似を行うためのいくつかの工夫は Schneidermanand 
Armitage (1962）にも見られる。より直接的には， McPhersonand Atmitage 
(1971）による高速コンビューターを使つての積分の数値計算にもとずく RST
の P{ERROR},E{t｝いくつかのノミラメーターについて行った研究がある。
（想像を絶する CPUTime) 
しかしながら，これらの困難は最近の Woodroofe(1976a, b), Lai and Sie-
gmund 1977, 1979), Siegmund (1977）等による非線型再帰理論の研究及びそ
の応用により，大幅に解決された。即ち， RSTに於し、ては a-1N。を有界な正
数に保もちつつα及び N。を増やす時 P{ERROR｝及びE{t｝の極限を計算す
るのだが， a,N。が実用的な値を取る場合非常に正確な数値が得られる。ただ
RSTの場合cの値が大きい時及び Schwarz検定の場合数値的に問題があった
が，これらも Takahashiand Woodroofe (1980), Woodroofe and Takahashi 
(1982）によりかなり改良されている。ここでのいくつかの技術的問題の一つ
は， この漸近展開にあらわれる定数の計算が非常に複雑な事にある。一方，
Siegmund (1977）は Brown運動を用い漸近展開の高次項を推定しているが
、机上計算器。で計算可能な程節単な定数にもとずく Siegmundの結果がいく
つかの場合， Woodroofe and Takahashiの結果を数値的に陵駕している。
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より基本的な問題としては極限のとりかたが考えられる。上で、はH。と Hi
を固定している。一方標本数が増えれば H。と Hiを識別する力は強くなる
であろう。したがって，この際より、近い仮説’の検定を考えるのが自然、と思
われる。例えば H。： θ＝Ovs H1 ：｜ θ ＼ ~oa で九→0 a→∞なるものを考える
わけである。この時適当な条件下では Brown運動による近似が数値的に非常
によい結果を与える事が Siegmund(1979）らにより示されている。以下次節
では， Brown運動による近似の重要性と，叉有限サンフ。ルの場合より良い近
似を得るため，最近の話題から Ferebeeの Martingaleについて述べる。
§ 4 Brown運動と BoundaryCrossing問題。 Brown運動がある境界を
超える確率叉は始めて超えるまでの平均時間を求めるのに今まーで Doob(1947) 
を始め， Robbinsand Siegmund (1970, 1973) Daniels (1982）等数多くの方法
が案出されているが，本節では RST及び Schwarz検定との関連において筆
者が興味を持っている Ferebee(1982）の結果について簡単に述べてゆく。
{X(t) ; t二三O｝を X(O)=Oなる driftOの Brown運動とする。ここで
H。； 0ζO vs H1；θ＞O 
を検定するのに停止時聞をある A>Oに対し
(15) T=inf{t~O; ¥X(t) ¥ ＝）.下／瓦工t}
y 
。 a 
図5
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で定義し、X(T）二三Oなる時 H。を棄却する’とし、う検定法を考える。ここで
は Po{X(T）二三O｝叉は Eo{Tn｝といったものが問題となるがTの非線型性及び
二境界性により問題は非常に難かしし、。 （図5)
このためにまず W(t）を Cto,Y。）， Ctoく0）を出発点とする標準 Brown運
動， Peto.Yo） を上記 W(t） に対応する確率測度，電ダt を W(s） の t0~S三二t より
生成された σ－field;
ダ t＝σ｛W(s); t0三二s三二t},t三二0
と書くことにする。さてZを標準正規確率変数， gを Ejg（μ＋σZ)jく∞，
ー∞くμく∞， σ＞Oなる可測関数として G（μ，σ）＝E{g（μ＋σZ）｝とする。
定理4.to豆t三Oなる tに対し M(t)=G(W(t), Vーのとする，この時
{M(t), !Tt, t0~t三三O}
は Peto.Yo） に関して Martingaleとなる。
系ん（x)=E{ (Z+x)n}, ln(x) =E{ (Z十x）”すsgn(Z+x）｝ とする時
{(-t)n/2ん（W(t)/V工t), !Ft, to三t三二O}
及び
{ ( -t)n/2 ln(W(t)/V工t), jムto三二t三二O}
はともに Peto,yo) -Martingaleである。
さて （t,y）を JyJ=lV-=tで定義されるパラボラの内点とし， W(t）＝γな
る条件下で τ＝inf{s?:_t; I W(s) I＝えし／工s｝とする。ては確率1で有界， した
がって OptionalStopping定理及び系より μ＝y/V三｝として
Eet,y){ （ー τ）n}= (-t）切2nCμ)/k2却(A),
Ect,y){(-r)n sgn W（τ）｝＝（－t）匂2n(μ)/l2nCA）。
さて， I1wcτ）＞OJ＝す（1+sgn W(r））より
/ ( k (u) ln(μ) 1 Ect,y){W'¥r )I1wCr)>OJ｝一〈すAn)（ー のn/2j_ _Jl_f:"._ + _ f - l kn（めら（A)J 
を得る。以上 θ＝Oの場合であった。一般の場合は定理2より
1.t.Y) {W(r）ミO)=E~ムy){I1wcτ）＜OJ[e W(r)6-r62 /2 / eY6-tfl2 /2]} 
- 56-
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?
exρ｛W（τ）0-i-02/2}=2J (nl)ー i-nknO)OnW'(i-) 
n=O 
以上より
も〉開τ泣 O｝＝析す的｛－yθ十字）言。ι幼乎ぺ戸時
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