Sean Sanders:
Before we get started, I have some important information for our audience. Note that you can resize or hide any of the windows in the viewing console. Just click the widgets at the bottom of the console to control what you see. You can click these to see speaker bios or to download a PDF of the slides.
In the resources tab, you will also see links to movies that the speakers will refer to in their presentations, so you might want to keep this window open during the talks.
Each of our guests will give a short presentation followed by a Q&A session, during which they will address questions submitted by our live online viewers. So if you are joining us live, start thinking about some questions now and submit them at any time by typing them into the box on the bottom left of your viewing console and clicking the "Submit" button. If you can't see this box, click the red Q&A widget at the bottom of the screen.
Please do remember to keep your questions short and concise. That will give them the best chance of being put to the panel. You can also log in to your Facebook, Twitter, or LinkedIn accounts during the webinar to post updates or send tweets about the event. Just click the relevant widgets at the bottom of the screen. For tweets, you can add the hashtag #sciencewebinar.
Finally, thank you to Zeiss for sponsoring today's webinar. Now, I'd like to introduce our first speaker, Dr. Jeff Lichtman.
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Dr. Lichtman is a professor of Molecular and Cellular Biology and of Arts and Sciences at Harvard University. His work is concerned with the ways in which connections between nerve cells are reorganized as animals begin to experience the world in early postnatal development.
In this work, which investigates the fine structure of neural connections, Dr. Lichtman has used methods developed in his lab for in vivo imaging of synapses, fluorescent labeling of nerve cells with different colors, and high resolution mapping of neural connections, which together have been critical in driving the field of connectomics.
Welcome, Dr. Lichtman.
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Dr. Jeffrey Lichtman: A pleasure to be here. Thank you. One of the fundamental questions in all organ systems is the relation between the function of the organ and its structure. We've done pretty well in all organ systems, I think except the brain where we know a good deal about function, but we know next to nothing actually about the detailed structure.
The brain, as you'd know, is made up of many nerve cells that are interconnected at synapses, but the pattern and numbers of connections between nerve cells for most parts of the brain are almost completely unknown. This is a staggering problem because every cubic millimeter of the brain we estimate has about a billion synapses in it.
If one wants to understand brains, I think one has to go to the level of seeing what these synapses are. I think this is a bit controversial. I'm not sure everyone believes we really need to do that, but I and I think Moritz would agree with me here that we really have to go to this level sooner or later if we want to understand brains.
In principle, the way all of these techniques work is to take advantage of the very high resolution of electron microscopy in order to see synaptic connections at high enough resolution to see every synapse. Basically, the way these techniques work is that they somehow allow one to see a single narrow section of the brain one section after another in series, and then from those sections, to create a full three-dimensional map of where connections are.
I'm going to start by showing you how we do this in my laboratory.
[0:04:57]
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We use a machine that we call an Automatic Tape-Collecting Ultramicrotome that was developed by Ken Hayworth and Richard Schalek, which basically does what an EM technician used to do, which is to take sections from a block of brain that's embedded in a hard plastic that slides against a diamond knife and slices off, in this case, very thin sections.
Our sections are typically 30 nanometers or thinner, and each of the sections then floats in water, in a water boat, and then is picked up by a conveyor belt. A plastic tape picks up section after section after section and in essence, what you're doing here is making a film strip, if you will, of a three-dimensional data set by making each frame a separate depth, so this is not a time lapse movie like normal movies. It's more space lapse movie.
Slide 5
If we look at what we do next, we get the sections on the tape and then we have to cut the tape into small pieces, and those tape with the sections are then pasted on to flat wafers called silicon wafers that are flat, about four inches wide. We keep doing that until we have an entire library of all the sections of our volume of brain.
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For example, if you had a brain, a piece, let's say a thalamus that has 10,000 sections, that might end up being 55 wafers with about 10,300 sections on it. Each wafer is about the size of a CD and this is work of Josh Morgan.
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If we look at one of these wafers, you see all these sections on it. You notice most of these sections, those little dark spots on the wafer --they're about 180 on this wafer --they're all nicely in a line except for a couple in the first row and the second row. There's a couple that are misplaced that came off the water and tilted --twirled slightly.
This turns out not to be a big problem. Once we have the template of the shape of each section, we can automatically find them and rotate them in the electron microscope to get the full data set without having to do anything very special for those individual sections.
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If we zoom up on one of these sections and look at it with a scanning electron microscope, this section is about a millimeter by a millimeter. The big, white things you see in there are blood vessels and the small, whitish-grey objects are nerve cells, and between all the nerve cells are the wires that connect them, the dendrites and axons in this section.
In order to see the synaptic connections, we need very high resolution. In this particular data set, we focused in on this area of the dorsal lateral geniculate where axons from the retina are coming in to make synapses on neurons that go into the cortex, the cortical neurons. So in that region, we take images at very high resolution, and here's one of those images.
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It doesn't look very special, but this is actually quite a large picture. It's 400 x 400 microns, but it's imaged at four nanometer lateral resolution, which means that this is actually an image that's 100,000 x 100,000 pixels. On your computer screen, this is probably about 1000 x 1000 pixels, so you can imagine the actual image is a hundred times wider and a hundred times taller than what you're seeing on your computer screen.
It's not a megapixel image. It's actually a ten gigapixel image. At that resolution, we can see every single synaptic connection, even every single synaptic vesicle. We didn't do this just for one image, but we did this 10,300 times, so that generates an enormous data set.
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Here is, for example, every 15th image about 4.5 microns between them showing every single image from this data set that ends up being about 100 terabytes large. I'd like to show you all the images, but you couldn't resolve them on your computer screen.
This picture is to make a point, and that is, you notice that occasionally the images are darker or lighter than other images in this series. Each of those little boxes is one of the images from that previous picture with an example of one blown up.
Those kinds of changes are due to technical difficulties with our microscopes. Just setting the game properly in each section is hard and these are problems we're still working out, but at the end of the day, we can correct these problems, align these images, and then get a nice block of tissue, a hundred terabytes of brain.
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That took us about a hundred days to do. We did about a terabyte a day. Actually, we had a couple of days when the machine was down, so it took us more than a hundred days to do this, but we were running about 20 million pixels per second and we completed this in a hundred days of imaging.
[0:10:08]
That's a lot of data in three and a third months, but in another respect, it's a pathetically small amount of data, and this gives you a sense of that.
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That is a grain of salt, which is exactly the same size as the data set. It's about 400 microns on the side. That's a US penny and if you're not an American, you might not appreciate how small a penny is, but a penny is a very small coin and that is a very, very small piece of brain, and yet that was a hundred terabytes, and it took us a hundred days.
That's part of the problem for us. It took so long to do this. The idea of doing a whole brain or even cubic millimeters would be very difficult unless we can image much faster.
One way to image faster is to take the tape and send it off to many different microscopes, each with a single scanning beam, and then cut the tape up so each wafer goes through a different machine. You could speed up the throughput by working in parallel.
Another approach that's much more economically feasible is to find new kinds of microscopes that allow us to do all the imaging in one scope. I want to tell you about a machine that we've just taken receipt of.
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There it is. It's a multi-beam scanning electron microscope. It's a very tall machine. You see I'm standing on a chair. It looks a little like a refrigerator, but you basically need a ladder to get to where the ice cubes would be. It's a very big machine because it actually has 61 different scanning beams in it. This is the first machine of its kind where rather than scanning with one beam, we're scanning with 61.
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Here's a cross-section of the machine actually as it looks without its beautiful cover. So instead of scanning with one beam, it's scanning with 61 beams. So it's in essence as if one has 61 scanning electron microscopes working in parallel, giving us --we hope ultimately --throughput in billions of pixels per second rather than the 10 or 20 million pixels per second we presently do. And so, rather than getting a terabyte a day, one should be able to get tens of terabytes every day. 
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Here's an example of one of these images of our brain data from this machine. It's a hexagon. Each of those boxes is from a separate beam, so that's about a hundred microns across. I'm going to zoom up on this data a little bit to give you a sense of the resolution one needs to see interesting things.
This is a very large data set. Even this one hexagon is a very large data set, but to do a large piece of brain, we'll tile together many hexagons, but I'm going to go in the other direction and zoom in on this little region of this hexagon and just look at that area.
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That is now 15 microns across and there's a big blood vessel running in the bottom, that sort of open thing with the endothelial cell nucleus around it.
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If we zoom up a little more, now we see the neuropil at the level one needs to actually appreciate synaptic connectivity. For example, this is a dendrite with a mitochondrion sitting right in the middle of it and going up at one o'clock is a very thin neck to a swollen end, and that swollen end is a dendritic spine.
At the top left edge of that dendritic spine is a slight grayish area, which is a postsynaptic density. On the other side of that postsynaptic density is an axon profile --that's this thing --and it's filled with synaptic vesicles shown right there.
So there is what one sees in a single section, and there is, as I said, billions in a cubic millimeter of synapses just like this, but in order to make sense of this, you have to actually build this image in three dimensions to see for example where's that dendrite coming from, where's that axon coming from. In order to do this, one has to look at this not as a single section, but as part of a movie basically, of frames of depth as one goes through the data set, each 30 nanometers thick.
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This picture is a blow-up of a very small part of a movie, which is listed at the bottom there in your resources. If you want to play the movie, you can, but if you don't play the movie, you can look at these frames because it makes the same point, which is we're looking at the same area from section after section after section. And at 30 nanometers between the sections, not a great deal changes.
[0:15:13]
That's good because it means it can reconstruct an object in one section and find the exact same object in the other. So the large, lighter objects that you see there are dendrites and in between them are very fine, small processes. Those are mostly axons.
What one would like to do is color them in basically to follow them from section to section. I'll give you a sense of what that looks like here.
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Again, this is a frame from a movie where we have saturated the segmentation in the sense that we've segmented everything, the axons, the dendrites, the glia. Whatever cell type is in the data, we've reconstructed here, so nothing is left out. The yellow for example in this image are the astrocytes.
By hand, one can do quite a good job with very little error when we compared different people coloring in sections by hand. These are colored in using a digital tool called VAST that was developed by Daniel Berger that's available for use by anybody just by downloading it.
If you want to do a whole brain this way, you'll run out of human beings to do it. You need more material, more human help than there are on the planet, I think, if one wanted to do a whole brain, so one has to come up with other strategies.
One is to have machines learn how human beings color in a picture like this, for example, to know that mitochondria shouldn't be colored in differently than the cells that surround them, and then use those learning algorithms to build automatic segmentation algorithms.
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Here, for example, is a much, much larger volume, which actually is 5000 sections and it's about 50 microns on the side. What you see here gradually appearing are all the wires that have now been colored in fully automatically. This is through the work of a colleague of mine, Hanspeter Pfister, and the engineers he works with and work with me in collaboration.
So again, one can make movies that have a huge amount of automatic segmentation that covers the same amount of ground humans would cover, but in maybe a thousandth the amount of time. The problem with these automatic segmentation tools at present is that they're not perfect, and I'm going to give you an example.
Slide 21
Again, there's a movie of this in your resources if you want to look at the movie, but if you just look at these two frames, they're of the exact same data segmented entirely by machine on the left and entirely by hand on the right.
The colors are different, but you can probably quickly recognize the same objects in left and right. At first glance, it looks pretty good, but let me point out a few things to you. If you look at that green object there, which was correctly segmented by humans using the VAST tool, if you look at the computer algorithm, part of it is green and part of it is red on the left because there's a split error.
And then the other kind of error we see is that orange object is separated as it should be from the blue object to its right, but you see that in the automatic FUSION, those two objects are merged together. The merge errors are much more serious in the sense that they generate errors in connectivity because they cause things that shouldn't be connected to be connected.
The split errors cause you to lose branches, but do not in and of themselves generate errors of connectivity, so the merge errors are the ones that we are most seriously concerned with, but we have to correct all of them. You can correct them. There are tools.
Mojo was a tool that Hanspeter Pfister's group has made that allows automatic correction of errors like this. And after correction, one can get a data set that is basically as good as a human-derived data set, and I'll just show you an example of what happens when you do that. You can then render the objects and data like this in three dimensions.
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Here, for example, are two apical dendrites of pyramidal cells with all of their dendrites that were reconstructed based on hand reconstruction starting in part with computer-generated reconstruction, and that little arrow at the top points to the furthest out dendritic spine of the green dendrite. I leave that there as a metric for you as we put more data in.
In this very same data set, since it was saturated, we also saw all the other dendrites that happen to be in the neighborhood of these two dendrites, and these are shown here.
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There are a massively large number of dendrites squeezed in next to each other. In between every spine of these two cells are really many more spines of other dendrites, but the dendrites are the minority of the cells in this data set.
[0:20:06]
You see some holes in this picture and those holes are all filled by axons shown here.
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Those axons are --wherever there weren't dendrites, there were axons.
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The holes in the axons, if I go back one, you can see where there are dendrites.
Slide 24
I'll go forward again here, so those are the axons and dendrites, but that's not all. There are also glial cells, astrocytes.
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Here are all the astrocytes in the same data set, so there's really a lot of data. Even though it's a small amount of brain volume, we've decided to itemize every single object in this data set. We could categorize these objects.
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There it is altogether. You can see every single object. It doesn't give you a full impression of how much data it actually is until we break it apart in two types.
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They are myelinated axons, excitatory axons, inhibitory axons, oligodendrocytes, astrocytes, spiny dendrites, smooth dendrites, and in the middle at the bottom are a bunch of things that we really don't know what they are. They don't look like anything we've seen before and we're not quite sure what they are, and that's not to be unexpected given that we're looking at everything. We're going to see things we're not fully aware of what they are yet.
Anyway, to turn this into a mineable data set, one has to look at every single object as a separate object.
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Here, for example, is a list of how many axons are in there. There are 1400 axons, mostly excitatory, 193 dendrites, many fewer, but mostly excitatory. There are 1700 synapses, about one synapse per cubic micron in this 1500 cubic micron data set, and mostly the synapses are excitatory.
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We have made a database of all the axons. You can't see them here except maybe --finally, each of the axon's trajectory is shown in this. This is just a subset of all the axons in that data set.
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We've also made a database of all the synapses, all 1700. You definitely can't read this. I've zoomed it up here a little bit.
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I'm sure you still can't really read this very clearly, but this gives us, for example, the number of synaptic vesicles at every single synapse, the identity of every axon and every dendrite and every synapse, along with whether it's on a spine, if there's a spine apparatus, if there's a mitochondrion in the axon, how big the postsynaptic density is, and so on and so forth, the volume of every spine, for example.
From that kind of data, we notice for example that the same axon and the same dendrite innervated each other multiple times very often.
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Here is an example of showing every synaptic vesicle and every synapse in our data set. When you see synapses like this, you see there's just huge numbers of synapses everywhere in data like this. Again, it's maybe not too surprising, but it is something that one has to deal with because this is so different from what you get the impression from light microscopy.
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Finally, one can see for any single axon or set of axons, not only the connections with any dendrite --and here, you have a red dendrite innervated by a bunch of axons.
These are the axons that innervated --this is part of a movie and you can play that movie, a loop from the resource center where the number of synaptic vesicles in each synapse is present and the color of the axon determines how many synapses that axon makes with that dendrite. The blue are making single synapses, and the yellow and green are making two and three respectively.
Finally, this is a massively huge amount of data, and we're just starting. I think the challenge for the future is basically how to ramp this up in a way that's painless to allow people to ask interesting questions with data like this.
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I'll just end by putting out a slide to thank a wide number of people who were necessary to make this project go forward. Thanks.
Sean Sanders: Great! Thank you so much, Dr. Lichtman. We're going to move right on to our second speaker today, and that is Dr. Moritz Helmstaedter.
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Dr. Helmstaedter is a neuroscientist dedicated to mapping connectomes, a medical doctor and physicist by training. Since August 2014, he has been the director of the new Department of Connectomics at the Max Planck Institute for Brain Research in Frankfurt, Germany.
Dr. Helmstaedter has pioneered crowd sourcing for connectomics engaging several hundred undergraduates to work together to analyze neuronal networks. He is collaborating with game developers to build mobile and browser games aimed at motivating thousands of curious minds to solve the task of reconstructing the powerful and fascinating neuronal networks of the brain online.
Welcome, Dr. Helmstaedter.
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Dr. Moritz Helmstaedter: Thank you very much. It's a pleasure to be here. I want to share my view on connectomics. We'll focus on methodological challenges that we all still have to solve, but I'll motivate it with the goal of getting closer to an understanding of this fascinating cerebral cortex that we all have in our brains, which I think is a primary target in my view of connectomics.
[0:25:13]
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Now, we are all aware that already the number of neurons in our brains is impressive, 85 billion in each human brain.
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However, what is structurally even more impressive is the connectivity that each of these neurons exhibits. We know today that about a thousand neurons are directly synaptically contacted by each of our 85 billion neurons and this constructs a very, very complex interaction network, which unfortunately we know very, very little about so far. In my view, connectomics, of course, has the goal of mapping these networks at high throughput.
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Just to be very clear, this is not to say that functional measurements are unnecessary; all to the contrary. I think that it's clear that only together with functional data can those network data sets be properly interpreted.
Imagine we already have a lot of functional data about single neurons and single synapses, but we are still missing almost all of the information about neuronal circuits. This is what connectomics, I think, is out to provide.
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Mapping neuronal networks is difficult because neurons are morphologically very challenging. They are very thin at the thinnest parts. Neuronal cables can be easily a few tens of nanometers in diameter, but they extend over large distances easily millimeters, definitely in the case of the human brain where it's even centimeters for a single neuron, and they do so in three dimensions. This is very difficult to image, of course.
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Most importantly, it's clear that a very dense neuronal network cannot be imaged by light microscopy. So whenever you see light microscopically-stained neurons, you can be almost sure that this is only a very small fraction of the neurons in that particular piece of tissue. By small, we mean about a thousandths to one in ten thousand neurons labeled out of the ones available.
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Light microscopy cannot do the job for connectomics today. The neuropil is too dense, so we need electron microscopes, as Jeff Lichtman already explained.
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Now, only of the last ten years, methods have become available to map neuronal networks at this required resolution and scope. The one that Jeff already explained is the one he developed with a tape-collecting of sections.
The one we're using was developed by Winfried Denk in Heidelberg at the Max Planck Institute. It's called serial block-face electron microscopy, which is briefly illustrated in one of the movies you can find in the resource list. This would be video number three.
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What this is trying to show is how we are taking a block of neural tissue embedded in plastic into the electron microscope, so no sectioning before putting the block into the EM.
And then within the microscope, we have an ultramicrotome installed, which scrapes off the top of the block after the scanning electron beam has taken the image. This is key that we first take the image and then scrape off the top of the block because doing so, the images are very well aligned intrinsically and we obtain almost immediately a three-dimensional data set. Those experiments take very long. They run over many months comparable to the time scales illustrated already by Jeff Lichtman.
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Imaging is a key challenge. I'll briefly get back to that later again, but data analysis is quantitatively speaking still even the bigger challenge. Traditionally, electron microscopy data was analyzed by contouring neurons or neuronal profiles on each of the sections that you had an image.
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This is very accurate, but painstakingly slow, about a few hundred of work hours per millimeter on a neuron path length, and this is almost prohibited. Well, this is actually prohibited for large circuits because even single neurons have millimeters of path length, which add up to hundreds of meters of integrated wire path length for any neuronal circuit of interest.
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This is really a number maybe even to keep in mind that we are talking about hundreds of meters, if not kilometers, of neuronal wire packed very, very densely into small pieces of brain tissue. This is what we have to reconstruct.
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In our hands, what helped a few years ago was to focus analysis on center-line tracing or skeletonization of neuronal processes.
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This we did with a tool we called KNOSSOS, which is also available online, and gave us a speed up of about a factor of 50, not enough to go to entire brains, but very helpful already to go to a small piece of neuron tissue analysis.
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Briefly, automated machine-learning based analysis methods have not yet provided the accuracy we need. Quantitatively, we're about a factor of a thousand away from the precision of human annotation, so this is still a big challenge for computer-based image analysis and still something that many groups in the world are working on.
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One solution to scaling up human annotation in our hands was to hire hundreds of undergrad students who did a great job at tracing neurons and for who we developed consensus algorithms that allow us to combine the tracings from many annotators into a computed, most likely, consensus neuron reconstruction.
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In the next part, I want to briefly illustrate what we have been able to achieve using these techniques. In this case, we dealt with a mouse retina, so a piece of brain that's in the eye still. It's the first part of the brain, the visual pathway, where we have used these methods for circuit analysis.
To put it briefly into a historical context, we all know that the connectome of C. Elegans, of a worm, was the first to be obtained in the in the 80's of the last century by Sydney Brenner and colleagues. Only recently, only last year, two attempts of dense circuit mapping have been added to the research agenda, which was the team from Janelia working on fly and our work on mouse retina.
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We took a small block of mouse retina tissue, about 100 micrometers on the side large enough to cover everything from the photoreceptors that detect the light to the ganglion cells, which transmit the signals to the rest of the brain.
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The process of this analysis is illustrated in the next video called Video 1, which you can find in the resource list. I'd like to ask you to start this now.
If you do so, you can watch how --first, we had of course the grey scale data, which came from the electron microscope, but then we use this to find out all of the cell bodies or somata of all the involved neurons and photoreceptors shown here in grey for the photoreceptors, blue for the bipolar cells, green for the immigrant cells, and red for ganglion cells.
And then it's briefly illustrated how starting at the cell body of one of those ganglion cells, we then ask each of our student annotators to reconstruct the entire rich arbor of each of these cells.
You can appreciate here how complex the tissue of course gets once you move into synaptic tissue. Also, you can appreciate that reconstructing a single neuron is only a very sparse subset of the entire block of tissue. Only if we superimpose all the reconstructions of almost a thousand neurons in this small piece of neuron tissue, then we get a more complete picture, as illustrated in this part of the movie where you can see all the different types of neurons being superimposed.
As reference, we reconstructed types of bipolar cells, which were very well described before in the literature and therefore allowed us to calibrate it. Our reconstructions are reasonably correct or actually pretty correct. Now, there already came a surprise labeled XBC in the movie, which was that there is a bipolar cell type that had not been found before by more sparse labeling techniques. This again is a little bit of a surprise as we were doing all of this for circuitry construction, but even in terms of cell types, there are still discoveries to be made if you really map each and every neuron on a piece of tissue.
In the next part of the movie, what is illustrated is how we then use those different types of reconstructions of bipolar, amacrine, and ganglion cells to look at contact between neurons and try to pull out neuronal circuitry. The way we did this was to use machine learning techniques for locally accurate volume segmentations.
The machine learning classification was provided by Sebastian Seung's lab, and then we worked on the semi-automated segmentation technique, which combine the wire tracing or center-line tracing that the humans did with the locally accurate, but globally still very error-prone automated segmentations. This is illustrated in the next part of the movie where you can see a superimposed blue-labeled skeleton tracing and then the thousands of objects that need to be combined to provide a full volume reconstruction of even just one neuron.
In the next step, we then used many of those volume reconstructions to detect overlap, or more concretely, contact at the nanometer scale between neurons. Each pair of neurons was tested for contact in an automated fashion, allowing us to integrate all the contact area that a given pair of neurons exhibited, and this is illustrated here for a bipolar to ganglion cell contact.
We then lumped together this kind of information into one number, which is the total contact area between two neurons, which is, as we could show, a very good predictor of synaptic connectivity.
And then we compiled this together into a big matrix that you can see in the final part of the movie, an adjacency matrix as you call it, or if you want a street map of that, a local piece of tissue, and then further extracted that into a type to type connectivity matrix or more extracted to connectome, if you want, which reports the connectivity between types of neurons in that data set.
[0:35:18]
This was a brief tour through the methodological steps necessary to go from a small piece of brain to a connectivity matrix, or at least some estimate thereof, and this was very key to us methodologically.
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We used it then to pull out interesting answers to questions in the retina, some of them listed here on this slide. They're all contained in the work that is published from last year. Just to briefly indicate, we could find new circuits of new cell types. We could find explanations for certain known functional properties and also make predictions about functional properties of neurons.
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This is just to motivate that even with a small piece of brain, in this case, retina, we already could find very interesting answers, but it's definitely methodologically making a step forward. Now, visually, I like to illustrate that we often have these images of the brain that are like the one shown on this slide where neurons are almost living in free interstellar space, a neuron here, a neuron there, and the rest is black. This is not how the brain is configured.
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We have to update this notion.
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If you're playing the next movie termed MHvideo_2 from the resources, then you'll be provided with a flight through the actual segmentation that we generated from this data set.
We were flying along a blood vessel, which are the tunnels you can see. These are surrounded by densely packed neuropil. Each color is one neuron illustrating again how densely packed neuropil is, and maybe also again illustrating the challenges, of course, that we're facing trying to reconstruct this kind of data.
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Now, in the final part, I want to go to cortex, which again is the goal that we are striving for, to unravel circuits in cortex. This will illustrate again why need for speed is typical for connectomics today.
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The piece of cortex we are working on is barrel cortex, which is where mice and rats --but we're working with mice --encode the signals from the whiskers on their snout since we palpate the environment using those whiskers and we have a place in cortex where these signals are primarily represented. We are going for one piece of such a circuit called Layer 4, which is one module or supposed module of cortical processing.
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This is a few thousand neurons. We know almost nothing about the circuits in such a piece of brain tissue, embarrassingly little, one should say. We don't even know whether there are subcircuits contained, whether we have chain-like processing or a more random kind of circuit models.
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Many of such models have been proposed in the literature over the decades, but we haven't been able to test them. I think this is really the one prime goal of connectomics in my view to finally be able to test models of neuronal processing very precisely against data, so we need connectomic data to be able to distinguish between such circuit models.
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What's the challenge? The challenge is pretty big in terms of imaging where it's a factor of 40 more challenge than in the retina. In terms of reconstruction, it's even a factor of about a hundred more work to do. Well, are we there?
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In terms of imaging, we sped up single beam scanning EM by the help of a beta detector and amplifier technology provided by the Denk lab. This gave us a speed up to about 10 MVx/s backscatter imaging providing very high resolution, good quality data.
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That's fast enough to take reasonably large data sets, one, as shown here in the fourth movie illustrating the reconstruction of the spine stellate neuron or at least its local part from a piece of primary somatosensory cortex.
What you can also appreciate here that's already sufficient for a few hundreds to a thousand neurons in retina is a volume that's still too small for even a single neuron in cortex, and this is really critical. We have to go through much larger volumes.
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We can densely reconstruct, as shown in the next slide, superimposing all of the local dendrites of the spiny neurons in this data set.
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Synapse detection is easier in three dimensions because in contrast to conventional TEM where you had to adjust the existence of a synapse from a single image, we have three-dimensional image data, so this helps a lot in our hands and I think it's an advantage compared to a more conventional EM.
[0:40:00]
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We can use this to map the input distributions even on local dendrites. Shown here is a stretch of 100 micromes with all the innervating axons, again, illustrating the completeness of the reconstruction.
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We're mapping all of the synaptic inputs, not just a few.
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So can we go to an entire module in cortex that is a barrel?
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In our case, we've taken steps in that direction with stereotactic sample targeting, making sure that we are targeting exactly the piece of brain that we are interested in.
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We have in fact managed to take a reasonably large data set, the size of about 600 x 600 microns times about 200 micrometers. This is about 25 terabytes of data and a reasonably large volume for cortical circuit analysis.
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Our segmentation methods have improved to be able to deal with such data, synapse-stained data, again, using machine learning techniques.
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We're working on new segmentation methods that exploit the graph-like structure of pieces of correctly reconstructed neuronal wire that then can be analyzed at their intersection points, and most importantly, we can now ask the computer to tell us where the computer thinks the segmentation is still incorrect and use those locations only to query from human annotators what the correct solution is.
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For this, it's very important to go to online data analysis. We've worked to get browser-based annotation tools that can be really virtually spread worldwide. Our tool, Oxalis, or webKNOSSOS is available. Also, other groups have developed tools like CATMAID and Eyewire, which is a more playful version.
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We've also worked on game development because we think that lay audience can help with data analysis. We've pushed for mobile annotation games running on iPhones and the like.
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This is a project we call Brainflight, which exploits our data for lay audience-based data annotation.
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Finally, I want to reiterate a concept that I think is very important to connectomics. If we want to map entire neuronal circuits, then detecting the existence of a synapse is in a way the easier problem because locally, we just have to see that two neurons actually make a synapse, so that's a local question. However, in order to exclude connectivity, that is, to also map the zeroes in the connectivity matrix, we have to make sure that entire neurons are contained in our data set.
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So for each circuit, you can define what's the minimal volumes you have to image in order to be able to detect the zeroes or to complete connectivity matrix. These volumes are much smaller, of course, in the retina than in cortex.
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In most parts of cortex, there are really hundreds of micrometers, if not millimeters.
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So the minimal volumes we have to image are small in many peripheral tissues, but they are very large millimeter scale in cortex.
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This is why we have to go through very large volumes especially if we even think about doing human cortex, and we still need an imaging speed increase of about a factor of a hundred. The methods that Jeff illustrated or mentioned, the multi-beam imaging and other methods of scaling up imaging are very, very important in our field.
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Still, analysis is the key bottleneck. It's about a factor of 1000 slower than imaging, so this is also something we and others are still of course working on and have to push forward in order to get that large, high throughput connectomics.
Slide 84
To summarize, I think connectomics is a great technique. We're very happy to have it available now to map out and try to find the algorithms of complex neuronal circuits.
I've illustrated that the minimal circuit volumes dictate the volumes we have to image, and these are massive in many cases especially in cortex. Unfortunately, data analysis has a factor of 1000 behind.
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But imagine what we will be able to do. We will be able to map connectomes multiple times to compare individual animals with the same and with altered sensory experience.
We'll be able to ask for the principles in variance of cortical circuits between individuals, but also for the impact of experience onto circuits.
Thirdly, we're undertaking to map psychiatric disease models for circuit alterations, which is I hope a step towards understanding better what may underlie certain disorders in the cortex.
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I want to thank the people involved, many in the case of the retina, which were still carried out with Winfried Denk and Kevin Briggman, and then my team working on the cortex.
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Our new department in Frankfurt is working a lot on connectomics and all dedicated to connectomics.
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I think it's a great field and we'll discuss more about it. Thank you all for your interest.
Slide 89
Sean Sanders:
Great! Thank you so much, Dr. Helmstaedter and many thanks to both of our speakers for the fantastic presentations.
[0:45:02]
We're going to move right onto questions submitted by our live online audience. Just a quick reminder to those watching live that you can still submit your questions by typing them into the text box and clicking the submit button. If you don't see the box on your screen, just click the red Q&A icon and it should appear.
We've had some fantastic questions that have come in, some that I think are going to be challenging, which is good, I guess. The first one I'm going to put to both of you, and we'll start with you, Dr. Lichtman.
Considering the plasticity of nervous system structures and its connectivity, what is the challenge in interpreting any conclusions from a final, complete network construction of just a single sample?
Dr. Jeffrey Lichtman: This is a very important question and one that comes up many times that perhaps everyone's connectome is different. Every animal's connectome might be different. How can you make sense out of that?
I'd like to remind people that if the rules that generate connectomes are the same even though the instantiation may be a bit different from one person to the next or one mouse to the next, if the rules are the same, one should be able to figure them out.
A good example might be chess where every chess match is different, but if you follow one chess match from beginning to end, no chess match is a surprise as long as people move their pieces the right way.
Maybe in disease, you would be surprised because the rules would be changed, but in the normal nervous system, it should be the same, so I'm not too worried about variation. I think that's a way of learning what is robust.
Sean Sanders: Great! I have a follow-up to that, but I'm going to come to Dr. Helmstaedter first.
Dr. Moritz Helmstaedter: For the same question?
Sean Sanders: Same question, yeah.
Dr. Moritz Helmstaedter: I totally agree with what Jeff just said. I just want to add that of course, a given snapshot of the circuit contains both the rules that have created it, maybe the algorithms that are implemented, and the effects of plasticity and sensory experience.
Of course, only analyzing many connectomes will tell us the relative contributions of those two influences, but --and I totally agree. Reading even one physics textbook tells you something about physics. You don't have to read ten.
Sean Sanders:
Excellent! My follow-up --and maybe we'll stay with you, Dr. Helmstaedter --is how might adults be different to, say, fetuses or children? I know this is something that Dr. Lichtman is studying quite intensively, but if you have a quick answer.
Dr. Moritz Helmstaedter: Of course, adults are result of again algorithmic principles, but also a lot of sensory experience. We know for sure that for instance, the memory of or the notion of, say, a car [Phonetic] is not imprinted in all genomes. There is definitely substantial impact of sensory experience on to neuronal processing and likely the circuits.
How exactly the circuits differ is something we want to learn and have to learn. However, we have a snapshot taken each year, so it's challenging. We can do continuous experiments with electron microscope on the same piece of tissue, so more experimental design is needed, but I think we can address that. For humans, the vast majority of our behavior repertoire has come about through experience. You don't have a gene bicycling, for riding a bicycle. You learned how to ride a bicycle and somehow you have stored that circuit in a stable way so you can pick up riding a bicycle, if you've learned it as a child, anytime later in life.
This is a deep mystery and I don't know of a better way of getting at it than by looking at various ages at the same part of the nervous system and see how the statistics of the wiring change over time.
Sean Sanders: Dr. Helmstaedter, I'm going to come to something that you mentioned, which very briefly was the first connectome that was established with C.
Elegans. This viewer says, well, we have this connectome. We've had it for a long time and we still can't explain many of the simple behaviors of this nematode. Why should we expect this to be different for other species?
Dr. Moritz Helmstaedter: That's of course a very relevant question often asked, and I think there are two answers to that. One is that astonishingly --and we sometimes have to be reminded of this --in the case of C. Elegans, we are still missing key information from other methods, which is functional data, but especially synapse types and single cell physiology data, which is something we know very much about in the cortex, for instance, where we are electing so much circuit information.
So in a way, it's a different picture in the case of C. Elegans where important functional information is missing, but then there's a second conceptual point, which is that the nervous system of C. Elegans with 300 neurons is extremely highly specified by evolution to its final function.
[0:50:10]
The point we've just made about circuits containing world information is probably to a very little degree, if anything, true in the case of the worm because that nervous system is not as plastic and it's not there to capture a new object and detect or learn about friend worms or so, so this is really a much less circuit-driven, if I may go that far, system. The circuit, in other words, contains much less of the experience that that animal has had. In that sense, I think it's not the perfect example to rule out the value of connectomics for much more complex circuits, but I'm pretty sure Jeff has a point there.
Dr. Jeffrey Lichtman: It's somewhat contrarian view, not with Moritz's view, but I think with the general notion that a small nervous system is a simple nervous system.
The retina, for example, is very tractable because it's well laid out, but it's highly differentiated for a particular task. And so, any special trick that evolution could come up with finds its way into the peripheral parts of the mammalian nervous system. C. Elegans basically is an entire nervous system with special cases where there's no maybe top-down rule of connectivity. It's just any trick over the millions of years of evolution have been put into that nervous system.
It's I think in some ways perhaps a much harder nervous system to understand than the relatively undifferentiated, unevolved cortex of a mammal. I know many people think I'm crazy to say this, but in fact, a cortex is a much less differentiated organ than a retina or certainly than C. Elegans.
Sean Sanders: Great! Let me come to a couple of specific questions for you, Dr. Lichtman. This viewer asks if the synapse densities are corrected for any tissue shrinkage that might occur during fixing.
Dr. Jeffrey Lichtman: These were not. The 1.13 synapses per cubic micron were in tissue that had substantial shrinkage, so my guess is we're now doing data sets that have much more extracellular space because we lose a lot of extracellular space with these original fixation approaches, and I think that number will spread out some. That's right.
Sean Sanders: One for you, Dr. Helmstaedter. Is it clear that every synapse has significance or is there perhaps some sort of statistical waiting that might matter?
Dr. Moritz Helmstaedter: Very likely so. The numbers we know are that of every cell pair in cortex that connects to each other usually does so via a few synapses range as two to seven typically. By the way, in the periphery, it's different. Typically, it's dozens of synapses per cell pair, so already there you can have a little bit of a variation, of course, in the particular number of synapses per cell pair.
And then on top, of course you can imagine that a given neuron is innervated by many neurons of the same type, whatever exactly that concept means. And there again, you have means for statistical variation. Again, these are numbers we are starting to obtain from connectomic analysis.
In the retina work, we've started to see that the coefficient of variation of innervation can be as small as 25%, which is astounding for different neurons wiring up almost independently, but these are numbers I think we have to obtain, if we can. That's the fun part. We can start to obtain it using connectomics. Dr. Jeffrey Lichtman: Again, maybe the most extreme view would be that there's no slop at all in nervous systems, that every synapse is sacred. That may seem crazy to think about it that way, but in development, there are a lot of synapses around that get eliminated. Dr. Jeffrey Lichtman: Obviously, the most ideal connectome would be to take advantage of the remarkable strides in molecular biology that began in the '90s to essentially superimpose on top of the connectome, let's say, the proteome.
So for every cell type, you knew not only the neurotransmitter being released by each axon, but other factors that tell you whether the cortical neuron you're looking at one time is crossing over to the other hemisphere or going down to the thalamus.
Superimposing the proteome on the connectome of one animal is a real challenge, but I don't think any new laws of physics have to be invented to solve this problem.
[0:55:05]
It hasn't been solved yet, but there are many groups thinking about ways of getting molecular information into the connectome.
Sean Sanders: All right. Dr. Helmstaedter, a question for you. Coming back to plasticity, how do you see the present techniques tackling the plasticity issue or are we going to be looking at essentially waiting for new techniques to arrive before we can see functional data over time?
Dr. Moritz Helmstaedter: Of course, there are complementary techniques available using functional imaging in vivo, particularly two-photon imaging of single synapses, maybe a set of spines or so. So at the very local level, techniques are available to look at classic changes. At the more global level or in the highest circuit level, these are unfortunately not available functionally or in vivo.
That is why I think again here, connectomics has its place using electron microscopy. Again, electron microscopy implies a snapshot imaging, so you can't image the same tissue again.
All this means is that your experimental design has to be, I think, a little bit more elaborate, but as an all snapshot techniques, you have to much more carefully calibrate variability in the controlled case and then investigate again probably not one, but a set of animals or brains or circuits with different kinds of experience to get the effects of plastic changes quantitatively.
Great! A question came in just a couple of minutes ago that I thought was quite interesting, and that is, "How do we know we are scanning at the right resolution?" I think this is actually essentially a philosophical debate, so Dr. Lichtman?
Dr. Jeffrey Lichtman: The way I see this, again, this may be slightly contrarian. I would say that we don't really know what's really important yet. We don't know whether we need to know how many synaptic vesicles are in each synapse.
So I would say if you're going to have to err on the side, I would err on the side of too much, not too little, even though we already have way too much to deal with. A little bit more too much is maybe in the long run better.
Other people --maybe I'll let Moritz speak for the other side --might say it's so inefficient to get all that data. Why don't we find the minimum that's necessary to get what we think is important?
Dr. Moritz Helmstaedter: I think for the time being, that is at least the approach we're taking and especially with the goal of mapping entire cortical circuits. That's all we can do because otherwise, it would be even more impossible than it is still right now.
So far, the criterion is very clear. Can we trace all the wires, all the axons, all the spine necks, all the thin parts in a given piece of tissue and can we identify all the synapses because then, our immediate goal, which is not --you're right --not counting vesicles, so that's some information we are missing then, but our immediate goal of plotting out, mapping out the adjacency matrix of a local piece of brain, this can be reached with these requirements.
Excellent. I think we have time for maybe one more question, and I'll give you a little bit of time to speak to this because I think it's an important one.
What are the applications of a connectome and how far can we go when we know brain-wide connectivity? This is especially with reference to comparing normal and pathological brains.
Dr. Lichtman, how about we start with you?
Dr. Jeffrey Lichtman: I think there's a tremendous opportunity and likelihood that diseases of brains called connectopathies --don't look it up. It's not in the dictionary --but this idea that maybe there are problems, psychiatric diseases perhaps, where the wiring is the main defect.
These are diseases or disorders, autism spectrum disorders in children, for example, where perhaps this is a tool that will give us the first insight into the physical problem in brains where the problem is cognitive as opposed to other kinds of brain illnesses, and I think that's a great opportunity. I'm hoping to see that flourish in the next ten years.
Sean Sanders: Dr. Helmstaedter?
Dr. Moritz Helmstaedter: I fully agree and I want to stress again that this exactly implies massive methodological challenges. In other words, that is why methodological developments both on the imaging and analysis side are still so important because in my hope and dream, we will be talking about screening techniques.
We want connectomic screening. We want to be able to look at disease models, not once, but in many cases, even look at the effect of potential pharmacological interventions on circuit alterations that we have before calibrated as being abnormal. Before that even, we need the controlled cases, and again, not doing one connectome, but many. So it's really key that we need throughput, but once we get it, I think we can get to very, very interesting, far-reaching questions not only about algorithmic insights, but also about the particular alterations in psychiatric disease, so that's I think a very reasonable, ambitious, but absolutely necessary agenda that I see.
[1:00:10] Sean Sanders:
Fantastic! Well, I think that's a great place to end. Unfortunately, we are out of time for this webinar, so on behalf of myself and our viewing audience, I want to thank our speakers for being with us today, Dr. Jeff Lichtman from Harvard University, and Dr. Moritz Helmstaedter from the Max Planck Institute for Brain Research.
Please go to the URL now at the bottom of your slide viewer to learn more about products and technologies related to today's webinar and look out for more webinars available from Science at webinar.sciencemag.org.
This particular webinar will be made available to you again as an ondemand presentation within approximately 48 hours from now. We would be interested to know what you thought of the webinar. Send us an email at the address now up in your slide viewer, webinar@aaas.org.
Again, thank you so much to our panel for being with us and to Zeiss for their kind sponsorship of today's educational seminar. Goodbye.
[1:01:04] End of Audio
