The clock rate of modern chips is still increasing and at the same time the gate size decreases. As a result, already slight variations during the production process may cause a functional failure. Therefore, dynamic fault models like the gate delay fault model are becoming more important. Meanwhile classical algorithms for test pattern generation reach their limits regarding run time and memory needs.
Introduction
Increasing clock rates and decreasing gate sizes in modern chips imply tight constraints on the physical realisation. Slight process variations during production may already cause a violation of these constraints. As a result, a delay in the propagation of signal values may occur. Such a functional defect is often only detectable while the chip is operating at speed. Input stimuli to identify such a failure are typically calculated on a gate level representation of the circuit. Dedicated logical fault models such as the Path Delay Fault Model (PDFM) and the Gate Delay Fault Model (GDFM) have been developed to model such delay effects.
Delay effects along individual paths from inputs to outputs are considered in the PDFM. Testing all such paths is desirable. But due to the large number of paths already in medium sized circuits, only a small subset can be considered. Therefore the GDFM is very important in practice.
This model has been proposed to detect delay effects occurring at gates. Thus, addressing all faults is possible, even for large industrial circuits.
Generating test patterns for such dynamic fault models is computationally very intensive. Even calculating a test pattern for a static Stuck-At Fault (SAF) is an NP-complete problem [6] ; although it is sufficient to model the circuit in a single time frame. But for dynamic fault models the dynamic behavior within (at least) two consecutive time frames has to be considered. The circuit is initialised by using a first test pattern, then a second test pattern is applied at speed to evaluate the functional correctness of the circuit.
At the same time, the size of the circuits that have to be modelled is steadily increasing and doubles every 18 months. As a result, classical ATPG algorithms reach their limits. On the other hand, tools to solve the Boolean satisfiability (SAT) problem have been significantly improved in the recent past [9, 10, 3] . Consequently, they were applied to efficiently solve many practical problems ranging from formal verification [1] and path sensitisation [7] to test pattern generation for SAFs [12] .
In this work, we propose a SAT-based approach to calculate test patterns for the GDFM in industrial circuits containing multi-valued logic. For this purpose, the circuit is unrolled for two time frames. By this, the dynamic behavior is modeled adequately without using a special logic. The classification of a Gate Delay Fault (GDF) is reduced to injecting a SAF in the second time frame and forcing a transition after the first time frame. Moreover, the approach handles industrial circuits containing multi-valued logic. Therefore, a four-valued logic that includes tri-state values and unknown values to model environment restrictions is applied. As suggested in [4] , this multi-valued logic The paper is structured as follows: The next section explains the main concepts of SAT-based ATPG, whereas Section 3 deals with the GDFM and the reduction to SAFs. Experimental results are presented in Section 4. In Section 5, conclusions are drawn.
SAT-based ATPG
In this section, SAT-based ATPG as introduced in [8, 13, 12] is briefly reviewed. The general transformation of an ATPG problem into a SAT problem is considered in Section 2.1, whereas in Section 2.2 the stuck-at fault model (SAFM) is introduced. Section 2.3 shows the use of structural information to reduce the complexity of the SAT instance. In Section 2.4, a multi-valued encoding for circuits with unknown signal values and signals with high impedance is presented.
SAT Formulation
To find a test for a given circuit C and a fault F , the faulty and the correct circuit are joined to form a miter circuit C m [2] as shown in Figure 1 . In a miter circuit, the faulty and correct circuit share the same inputs (i 1 , ..., i n ). The output behaviour of the two circuits is then analysed by comparing the corresponding outputs (o 1 , ..., o m ) using XOR gates. The output o of the miter is true, iff at least one output value differs in the faulty circuit and the correct circuit. An assignment to i 1 , ..., i n is a legal test, iff o evaluates to true.
To apply a SAT solver, this miter circuit must be transformed into a Boolean formula represented in Conjunctive 
The CNF of other Boolean gates can be created similarly.
The CNF for C m is therefore the conjunction of the CNFs for each gate.
To find a test which detects F , an additional contraint must be added. The output o of the miter circuit must be set to 1. As described above, this guarentees that at least one output of C differs in the faulty version and the correct version. This constraint is given by Φ f .
A legal test for F is derived by applying a SAT solver to Φ Cm ∧ Φ f . Every satisfiable assignment can be converted to a test by evaluating the values of the Boolean variables attached to the inputs. If there does not exist a satisfiable solution, the fault is redundant.
Stuck-at Faults
The SAFM is a static fault model and describes a signal line, which stucks permanently at a fixed value 0 or 1. Therefore, there exist two different types of SAFs depending on their fixed value: stuck-at-0 (SA0) and stuck-at-1 (SA1).
A well-known approach for generating test patterns for the SAFM is the D-algorithm [11] . Here, the Boolean logic is extended by the values D and D. The value D (D) is applied to a signal line if the line is assigned to 1 (0) in the correct and 0 (1) in the faulty circuit. The following example clarifies the procedure:
Example 2 Consider the OR gate shown in Figure 2 . A SA1 fault occurs at line d. To find a corresponding test for the given fault, the values of the inputs must be fixed to the non-controlling value of the gate. This implies D on the output.
Using Structural Information
Solving the CNF of a full miter circuit is very complex. Therefore, some optimisations are done to improve the solving process. First, only a part of the miter circuit is included in the SAT instance. Including the fanout-cone of F and the fanin-cone of all influenced outputs is sufficient. The remaining part of the circuit is not relevant for generating a test. Moreover, it is sufficient to duplicate the fanout-cone of the fault, because the fault effect can only be propagated therein. In this way, the size of the SAT instance, i.e. the number of clauses and literals, can be reduced and the run time and memory needs of the solving process decrease.
Another important improvement is the inclusion of structural information in the SAT instance as shown in [13] . There, the concept of D-chains -originally proposed for the D-algorithm [11] -was applied in the ATPG algorithm TEGUS.
For each gate g on a potential D-chain, an additional variable g D is introduced. A gate g is on a potential D-chain if it is on a path from the error location to an output. The variable g D equals 1 if the fault effect is propagated to an output via g or, in other words, if the value g c in the correct circuit and the value g f in the faulty circuit differ:
In the following, the formulation of this implication in SAT is represented by Φ gD D . If a gate g propagates the fault effect to an output, at least one successor h 1 , ..., h n must also propagate the fault effect. Therefore, the following implication is included in the SAT instance: 
To calculate a test, the constraints described above are added and the faulty line e f must be fixed to 1. This results in the following CNF Φ SA1 :
The corresponding test is: {a = 0, b = 0, c = 1, d = 1}
Multi-Valued Logic
As described above, each signal line in a circuit can be encoded by one Boolean variable. However, industrial circuits contain multi-valued elements, e.g. tri-state elements, and restrictions which cannot be modelled by Boolean logic. Therefore, two additional values U (unknown) and Z (high impedance) are needed. An unknown value is often applied to inputs, which cannot be controlled, e.g. due to the integration in a larger circuit. A Z value can be produced e.g. by a busdriver. This results in a four-valued logic L 4 = {0, 1, U, Z}.
Because SAT is usually defined for formulas in Boolean logic, each value of L 4 is encoded by two Boolean variables c, c * . There are 24 possible encodings for L 4 . A detailed discussion is given in [4] . The encoding for a signal x used in our approach is shown in Table 1 .
Gate Delay Faults
In contrast to the SAFM, the GDFM is a dynamic fault model. It describes a delayed signal at a gate. Due to this,
Figure 4. Unrolled example circuit
the faulty value is propagated. There exist two different types of GDFs: rising and falling. A rising GDF describes a delayed transition from logic 0 in the initial time frame t 1 to logic 1 in the final time frame t 2 , whereas the falling GDF describes a delayed transition from logic 1 in t 1 to logic 0 in t 2 .
To detect a GDF, two vectors v 1 , v 2 are needed. The vector v 1 is the test vector for t 1 and the vector v 2 the test vector for t 2 . The initial vector sets the initial value of the transition, whereas the final vector causes the transition at speed. To detect a fault, the transition must be propagated to an output.
As shown in [5] , GDFs can be modelled by injecting SAFs. Therefore, the initial value of the faulty line must be fixed to the initial value of the GDF. Then, a SA0 (SA1) fault is injected at the faulty line in t 2 for a rising (falling) GDF to guarentee a detection of a faulty value, i.e. a delay, in t 2 and its propagation to an output.
For this reason, the circuit C is unrolled by duplicating it. The original circuit C 1 represents t 1 and the duplicated circuit C 2 represents t 2 . The sequential behaviour, i.e. the correct behaviour of latches, is modelled by connections between the original and the duplicated circuit.
To apply a SAT solver to the problem, the unrolled circuit C t must be transformed into a CNF derived from the following equation:
The CNF for C 1 is represented by Φ C1 , whereas Φ C2 is the CNF for C 2 . The term Φ seq describes the sequential behaviour of C t by connecting the pseudo primary outputs of C 1 with the pseudo primary inputs of C 2 . Note, that the CNF of the circuit is not derived directly from Boolean logic, but from the Boolean encoding of the multi-valued logic presented in Section 2.4.
Considering the constraints for modelling a GDF represented by Φ f m , the CNF Φ test for a GDF test is given by:
Example 4 Figure 4 shows a circuit in original form (upper part) and in unrolled form (lower part) with a falling GDF at line e. After duplicating the circuit, the pseudo primary output g is the input of the corresponding pseudo primary input a2 in the duplicated alle elements of the circuit. To initialise the test in the initial time frame, line e1 is fixed to 1, whereas a SA1 fault is injected at e2 to propagate the delayed signal in the final time frame to an output.
The CNF Φ Ct for the unrolled circuit is given by the conjunction of the following CNFs Φ C1 , Φ C2 and Φ seq :
The constraints for modelling the falling GDF on line e are shown in the following equation:
A corresponding test for the falling GDF on line e is:
Note, that in practice an additional constraint must be added. The values of a primary input must be equivalent in both time frames. This is due to the test equipment, where it is hard to change the test value on the primary inputs at speed during the test procedure. This constraint is considered in our approach and given by the following CNF Φ eq :
The test presented above is therefore invalid, because d has no valid assignment in practice. A valid test is: 
Experimental Results
The techniques presented in the previous sections have been implemented in C++. Experimental results for this implementation on some industrial benchmark circuits from NXP Semiconductors GmbH, Hamburg, Germany are provided in this section. The experiments were carried out on an AMD Athlon 3500+ (2.2 GHz, 4096MByte, Linux). As the ATPG core engine, an improved version of the tool PAS-SAT [12] was used. Note, that a fault simulator is used for identifying other faults, that are detected by a generated test as it is industrial practice. As a result, the set of tested faults depends on the ATPG algorithm. Table 2 presents the run times and the needed memory for ATPG. In the first column the name of the circuit is presented. Here, the number within the name shows the number of gates the circuit contains, i.e. p565k means, that there are more than half a million gates in the circuit. Hereafter, further details of the circuit are given, e.g. column in gives the number of inputs, column out the number of outputs, la the number of latches and tri the number of tri-state elements.
The succeeding columns are divided into two parts. The first part presents results of ATPG for the SAFM and the second part shows results of ATPG for the GDFM. For both fault models, the run time (column time) and the used memory (column mem) are given. The run time for GDFs is higher than the run time for SAFs by a factor of 2-13, whereas the memory usage only increases approximately by a factor of 1.5. Although considering a more complex fault model, the run times and memory needs for the GDFM are still comparable to the results for the SAFM.
The longer run times of ATPG for GDFs are caused by several aspects. First, because of unrolling the circuit, the depth of the circuit is larger than for SAFs. Therefore the SAT instance contains usually more clauses and variables as it is shown in Table 3 . This table is again divided into two parts. The left part lists the data for SAFs and the right part shows the data for GDFs. The columns Max and Mean give the largest and the average size, respectively, where the columns (Cls) and (Vars) give the number of variables and clauses, respectively.
As expected, -due to unrolling the circuit -the SAT instances for GDFs are generally much bigger (approximately by a factor of 2-7) than the SAT instances for SAFs. Only for p77k and p565k the maximum size of the variables and clauses is larger while testing SAFs. But the average size of the instances shows, that the large numbers are exceptions. This is explained by the use of a fault simulator, because the set of SAFs, which are injected for modelling GDFs, is different to the set of SAFs. Table 4 shows the number of targets (column targets), the number of redundant faults (column redundant) and the number of aborted faults (20 sec per fault) (aborted) for both fault models. The large difference of the run times of p77k in both fault models can be explained by compar- ing the number of redundant faults for the SAFM and the GDFM. While for the SAFM the fault coverage is about 94%, the fault coverage for the GDFM is about 30%. Although the GDFM is a more powerful (dynamic) fault model than the SAFM, the number of aborted GDFs remains very small in comparison to the number of the targets in the circuit. Almost all faults can be classified.
Conclusions
In this paper we presented a SAT-based approach to calculate tests for the GDFM. We showed the modelling of GDFs by injecting SAFs and studied the formulation for a modern Boolean SAT solver in detail. Experimental results for industrial circuits containing multi-valued logic were provided, which show, that a SAT-based approach is well suited for the GDFM as well.
