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Rozważmy N punktów materialnych q1, . . . , qN o masach, odpowiednio, m1 > 0, . . . ,mN > 0
poruszających się w Rd, dla d = 2 lub d = 3, pod wpływem wzajemnych sił grawitacji oraz
zgodnie z prawami ruchu Newtona. Wówczas ruch N ciał można opisać następującym układem
równań różniczkowych zwyczajnych:






(qj − qi), j = 1, . . . , N, (1)
gdzie przez |qj | rozumiemy normę euklidesową qj oraz γ jest stałą grawitacji. Przestrzeń
konfiguracji N ciał definiujemy wykluczając kolizje tych ciał, to znaczy
Ω = {q=(q1, . . . , qN ) ∈ RdN : qi 6= qj dla i 6= j}.
Problem poszukiwania nowych rozwiązań układu (1) jest trudnym i ważnym zagadnieniem
badanym na przestrzeni wieków. Jednym ze sposobów znajdowania rozwiązań tego zagadnienia
jest nakładanie pewnych dodatkowych geometrycznych warunków na ciała.
Jak wiemy układ (1) nie posiada położeń równowagi, czyli konfiguracji N ciał, które po-
zostają niezmienione w czasie i są rozwiązaniami układu (1).
Kolejnym naturalnym krokiem w poszukiwaniu najprostszych rozwiązań jest badanie konfi-
guracji, które zmieniają się tylko pod wpływem skalowania oraz tworzą istotną klasę rozwiązań
homotetycznych problemu N ciał. Niech zatem q(t) = R(t)q(0), gdzie R(t) > 0 jest pewną
funkcją skalarną oraz q(0) = (q1(0), . . . , qN (0)) ∈ Ω jest ustaloną konfiguracją N ciał. Wsta-








(qj(0)− qi(0)), j = 1, . . . , N. (2)
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(qj(0)− qi(0)), j = 1, . . . , N (3)
oraz
R̈ = − λ
R2
. (4)
Równanie (4) jest jednowymiarowym zagadnieniem Keplera (patrz [71]) oraz stała λ jest do-
datnia. Równanie to opisuje ruch punktu materialnego o jednostkowej masie poruszającego
się po linii prostej w polu nieruchomego centrum grawitacyjnego umieszczonego w początku
układu współrzędnych, a λ = γM, gdzie M jest masą centrum grawitacyjnego. Można zauwa-
żyć, że rozwiązanie R(t) z prędkością początkową Ṙ(0) = 0 opisuje kolizję punktu z początkiem
układu współrzędnych.
Konfigurację N ciał q(0) ∈ Ω spełniającą warunek (3) nazywamy centralną konfiguracją
układu (1). Zatem każda centralna konfiguracja generuje rozwiązanie homotetyczne zagad-
nienia N ciał. Rozwiązania te są częścią bardziej ogólnej klasy rozwiązań homograficznych,
to znaczy rozwiązań problemu N ciał, dla których kształt utworzony przez ciała występu-
jące w konfiguracji jest zachowany w każdej chwili czasu. Rozwiązanie q(t) ∈ Ω układu
(1) nazywamy rozwiązaniem homograficznym, o ile istnieją funkcja skalarna R(t) > 0 oraz
specjalna macierz ortogonalna g(t) ∈ SO(3) takie, że q(t) = R(t)g(t)q(0) dla każdego t. Wy-
różniamy dwie istotne klasy rozwiązań homograficznych: rozwiązanie q(t) = R(t)q(0) nazy-
wamy homotetyczym, a jeżeli R(t) = 1, to q(t) = g(t)q(0) nazywamy względnym położeniem
równowagi. Wiadomo, że dla rozwiązania q(t) ∈ Ω układu (1) będącego rozwiązaniem ho-
mograficznym, konfiguracja N ciał q(0) jest centralna. W przypadku planarnym wstawiając
q(t) = R(t)eφ(t)Jq(0) ∈ R2N do układu (1) otrzymujemy, że funkcje (R(t), φ(t)) spełniają
dwuwymiarowe zagadnienie Keplera R̈(t)−R(t)φ̇(t)2 = −
λ
R(t)2
2Ṙ(t)φ̇(t) +R(t)φ̈(t) = 0
(5)
oraz q(0) ∈ Ω jest centralną konfiguracją układu (1), gdzie J jest standardową macierzą sym-
plektyczną, to znaczy J =
 0 −1
1 0
 . A zatem centralne konfiguracje odgrywają istotną rolę
w konstruowaniu ważnej klasy rozwiązań układu (1). Dowodząc istnienia nowych centralnych
konfiguracji znajdujemy nowe rozwiązania zagadnienia N ciał, w szczególności także nowe
rozwiązania okresowe tego problemu.
Wiemy, że każda konfiguracja dwóch ciał jest centralna. Natomiast dla problemu trzech
ciał mamy trzy klasy współliniowych centralnych konfiguracji (jedna klasa odpowiada jednemu
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uporządkowaniu ciał na prostej, przy czym utożsamiamy dwie klasy, o ile z jednej można
otrzymać drugą poprzez obrót o 180◦) odkryte w 1767 roku przez Eulera (patrz [26]) oraz dwie
klasy konfiguracji, dla których masy są usytuowane w wierzchołkach trójkąta równobocznego
(klasy odpowiadają dwóm możliwym orientacjom trójkąta na płaszczyźnie) znalezione w 1772
roku przez Lagrange’a (patrz [44]). Wintner w książce [91] pokazał, iż trzy współliniowe
oraz dwie trójkątne konfiguracje są jedynymi możliwymi centralnymi konfiguracjami problemu
trzech ciał. Zauważmy, że dla N ≥ 3 konfiguracja N ciał o równych masach usytuowanych
w wierzchołkach N -kąta foremnego jest centralna (dla przykładu patrz [13,70]).
Jednym z najważniejszych problemów mechaniki nieba jest klasyfikacja wszystkich central-
nych konfiguracji problemu N ciał. Problem ten ma długą historię sięgającą XVIII wieku oraz
był studiowany przez wielu matematyków włączając Eulera oraz Lagrange’a. Jego istotność
została podkreślona przez Smale’a w 1997 roku poprzez umieszczenie go jako szósty z osiem-
nastu najważniejszych matematycznych problemów XXI wieku (patrz [84]):
„Dla ustalonych dodatnich masm1, . . . ,mN problemuN ciał, czy liczba planarnych
centralnych konfiguracji jest skończona?”
Już w 1941 roku Wintner sformułował to pytanie w książce [91]. Hampton i Moeckel
(patrz [38]) oraz Albouy i Kaloshin (patrz [2]) znaleźli odpowiedź na pytanie Smale’a, od-
powiednio, dla problemu czterech i pięciu ciał. Jak dotąd pytanie to pozostaje otwarte dla
sześciu i więcej ciał. Istnieją próby udzielenia częściowych odpowiedzi (patrz na przykład [47])
oraz znane są jedynie pewne oszacowania dotyczące liczby centralnych konfiguracji. Dla przy-
kładu Merkel w artykule [54] i Pacella w artykule [62], wykorzystując teorię Morse’a, określili
ograniczenie dolne na liczbę przestrzennych, niewspółliniowych centralnych konfiguracji. Po-
dobnie mamy dla planarnych, niewspółliniowych centralnych konfiguracji (patrz [64]). Jeśli
chodzi o współliniowe centralne konfiguracje znane jest dokładne oszacowanie. Moulton w ar-
tykule [59] pokazał, iż dla danych N mas, liczba klas współliniowych centralnych konfiguracji
wynosi dokładnie N !2 . Shub w artykule [82] udowodnił natomiast, iż zbiór klas planarnych
centralnych konfiguracji jest zwarty.
Klasyfikacja centralnych konfiguracji jest skomplikowanym zagadnieniem, dlatego stosuje
się pewne uproszczenia nakładając dodatkowe warunki na masy ciał oraz rozważając wysoce
symetryczne konfiguracje. Dla przykładu Palmore w artykule [65] badał konfiguracje skła-
dające się z N − 1 ciał o masach jednostkowych usytuowanych w wierzchołkach N − 1-kąta
foremnego oraz dodatkowego ciała o dowolnej dodatniej masie umieszczonego w środku masy.
Dostępnych jest wiele przykładów centralnych konfiguracji odkrytych w duchu wspomnianych
ograniczeń, dla przykładu patrz [1, 35,48,50,58,69,89,91].
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Rodziny centralnych konfiguracji, które badamy w niniejszej rozprawie są następujące:
• planarna rodzina sześciokąta foremnego z dodatkowym ciałem w środku masy (patrz
[57]),
• planarna rodzina dwóch zagnieżdżonych kwadratów (patrz [27]),
• planarna rodzina rozety dla trzynastu ciał (patrz [46,79]),
• przestrzenne rodziny dwóch zagnieżdżonych czworościanów foremnych (patrz [15]),
• przestrzenna rodzina dwóch zagnieżdżonych ośmiościanów foremnych (patrz [14]),
• przestrzenna rodzina dwóch zagnieżdżonych ośmiościanów foremnych z dodatkowym cia-
łem w środku masy (patrz [87]),
• przestrzenna rodzina dwóch zagnieżdżonych sześcianów (patrz [14]),
• przestrzenna rodzina dwóch zagnieżdżonych sześcianów z dodatkowym ciałem w środku
masy (patrz [87]),
• przestrzenna rodzina dwóch dualnych wielościanów foremnych dla problemu czternastu
ciał (patrz [18]),
• przestrzenna rodzina dla problemu n+ 3 ciał dla n = 3, 4, 6 (patrz [53]).
Powyższe rodziny składają się z centralnych konfiguracji, które nie są współliniowe, to znaczy
ciała występujące w konfiguracjach nie leżą na jednej prostej.
Jak zostało nadmienione powyżej, badanie centralnych konfiguracji jest istotnym zagadnie-
niem. Ważna klasa rozwiązań problemu N ciał jaką jest klasa rozwiązań homograficznych jest
bezpośrednio związana z pojęciem centralnej konfiguracji. Rzeczywiście, konfiguracja N ciał
dla rozwiązania homograficznego pozostaje centralna dla każdej chwili czasu t. Najbardziej
znanymi rozwiązaniami homograficznymi są te dla problemu trzech ciał pochodzące od Eu-
lera oraz Lagrange’a. Centralne konfiguracje generują jedyne jak dotąd dane jawną formułą
rozwiązania zagadnienia N ciał. W szczególności planarne centralne konfiguracje dostarczają
rozwiązań okresowych problemu N ciał.
Jest wiele innych powodów, dla których badanie centralnych konfiguracji jest ważne dla
rozwoju mechaniki nieba. Na przykład poszukiwanie konfiguracji ciał, które są centralne jest
istotne dla analizy orbit całkowitych kolizji ciał. W granicy dla czasu t dążącego do czasu kolizji
konfiguracja ciał jest centralna przy pewnej zamianie zmiennych w otoczeniu punktu całkowi-
tej kolizji ciał. Zjawisko to zostało początkowo pokazane dla całkowitego zderzenia wszystkich
ciał przez Wintnera w książce [91], a następnie Saari uogólnił powyższe rezultaty studiując
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paraboliczne ucieczki ciał. Wiedza o centralnych konfiguracjach zapewnia wgląd w dynamikę
wokół całkowitych kolizji oraz asymptotyczne zachowanie rozszerzających się podsystemów
(patrz [77]). W artykule [83] można znaleźć informacje dotyczące związku centralnych konfi-
guracji ze zmianą topologii hiperpowierzchni stałej energii i momentu pędu.
W dalszych rozważaniach bez zmniejszenia ogólności możemy przyjąć, że γ = 1. Układ (1)
stowarzyszamy z potencjałem newtonowskim U : Ω × (0,+∞)N → R zdefiniowanym formułą




|qi−qj | . Stąd konfiguracja N ciał q ∈ Ω jest
centralną konfiguracją układu (1) wtedy i tylko wtedy, gdy spełnia układ równań algebraicz-
nych następującej postaci:
−λ∇qI(q,m) = ∇qU(q,m) (6)




mi|qi|2 nazywamy momentem bezwładności. Można pokazać, że λ = U(q,m)2I(q,m) . Problem
badania centralnych konfiguracji sprowadza się wówczas do analizy równania
∇qϕ̂(q,m) = 0, (7)
gdzie gładki potencjał ϕ̂ : Ω× (0,+∞)N → R jest dany wzorem ϕ̂(q,m) = U(q,m) +λI(q,m).
Potencjał newtonowski U stowarzyszony z układem (1) jest jednorodny, a ponadto zależy
tylko od wzajemnych odległości pomiędzy ciałami, a nie od ich pozycji, dlatego centralne
konfiguracje są niezmiennicze ze względu na operacje skalowania i obrotu. Dokładniej, dla
centralnej konfiguracji q ∈ Ω oraz dla każdych α > 0 i g ∈ SO(d) konfiguracje αq oraz gq
są również centralnymi konfiguracjami ze współczynnikami równymi, odpowiednio, λ
α3 oraz λ.
Zatem na zbiorze centralnych konfiguracji możemy wprowadzić relację równoważności nastę-
pująco: mówimy, że centralne konfiguracje q oraz q̃ są równoważne, jeżeli istnieją α > 0 oraz
g ∈ SO(d) takie, że q̃ = αgq. Innymi słowy utożsamiamy ze sobą dwie centralne konfiguracje,
gdy z jednej możemy otrzymać drugą poprzez złożenie operacji skalowania oraz obrotu.
Grupą symetrii w planarnym problemie N ciał jest grupa specjalnych macierzy ortogonal-
nych SO(2), natomiast w problemie przestrzennym grupą symetrii jest grupa SO(3). Działa-
nie SO(2) na przestrzeni konfiguracji Ω jest wolne, stąd przestrzeń ilorazowa Ω/SO(2) jest
rozmaitością. Zatem można rozważać nowy potencjał zdefiniowany na przestrzeni ilorazo-
wej (patrz [46, 55–57]). W podejściu tym centralne konfiguracje są rozważane nie jako orbity
krytyczne, ale jako punkty krytyczne potencjału ilorazowego. Z drugiej strony w sytuacji
przestrzennej działanie grupy symetrii SO(3) nie jest wolne, dlatego przestrzeń ilorazowa
Ω/SO(3) nie jest rozmaitością (patrz [62]). Grupa izotropii współliniowej centralnej konfi-
guracji jest sprzężona z SO(2), natomiast dla przestrzennych centralnych konfiguracji, które
nie są współliniowe grupa ta jest trywialna. Współliniowe centralne konfiguracje są niezde-
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generowane jako punkty krytyczne odpowiedniego potencjału (patrz [62]), stąd nie zachodzi
bifurkacja centralnych konfiguracji z rodzin współliniowych, gdyż warunek konieczny jej ist-
nienia nie jest spełniony. Warunek konieczny stanowi, iż bifurkacja może zachodzić tylko ze
zdegenerowanych punktów krytycznych. Oznaczmy przez Ω0 zbiór współliniowych central-
nych konfiguracji. Wówczas przestrzeń ilorazowa (Ω \ Ω0)/SO(3) działania grupy SO(3) na
przestrzeni konfiguracji Ω \ Ω0 jest rozmaitością.
W ogólności podejście inne od tego wykorzystującego przestrzeń ilorazową do badania
istnienia i bifurkacji centralnych konfiguracji było z sukcesem stosowane. Pacella w artykule
[62] studiowała przestrzenne centralne konfiguracje z użyciem niezmienniczej teorii Morse’a,
a Pérez-Chavela i Rybicki w artykule [67] stosowali niezmienniczą teorię bifurkacji, dla innych
przykładów patrz [31,51,81].
W niniejszej rozprawie nie przechodzimy do przestrzeni orbit oraz stosujemy niezmienni-
cze podejście do problemu badania istnienia i bifurkacji centralnych konfiguracji zagadnienia
N ciał. Rezultaty dotyczące lokalnych bifurkacji centralnych konfiguracji uzyskane za pomocą
niezmienniczego indeksu Conley’a oraz stopnia współzmienniczych odwzorowań gradientowych
są równoważne do tych, które można otrzymać rozważając przestrzeń ilorazową i stosując zwy-
kły indeks Conley’a oraz stopień Brouwera.
Powyższa uwaga stosuje się tylko do zastosowań otrzymanych wyników w mechanice nieba.
Poprzez przechodzenie do przestrzeni orbit nie można udowodnić abstrakcyjnych rezultatów
zawartych w tej rozprawie, które uzyskaliśmy stosując podejście niezmiennicze. Ponadto re-
zultaty dotyczące globalnej bifurkacji wymagają zastosowania niezmieniczego podejścia oraz
zostały udowodnione dla ortogonalnych reprezentacji zwartej grupy Liego. Nie mamy nato-
miast odpowiadających im twierdzeń dotyczących globalnej bifurkacji na rozmaitościach i dla-
tego badamy przestrzeń konfiguracji zamiast przechodzić do przestrzeni orbit, aby dowodzić
istnienia globalnych bifurkacji. Innymi słowy abstrakcyjne rezultaty otrzymane w rozprawie
są silniejsze niż te potrzebne do badania centralnych konfiguracji.
Przeprowadzanie dowodów i obliczeń na przestrzeni ilorazowej jest teoretycznie łatwe, ale
praktycznie trudne. Palmore w artykule [65], przechodząc do przestrzeni orbit, badał pewną
jednoparametrową rodzinę centralnych konfiguracji dla problemu N ciał (rodzina N − 1-kąta
foremnego z dodatkowym ciałem w środku masy) oraz wykazał, że istnieje dokładnie jedna
wartość parametru, dla którego rodzina ta jest zdegenerowana. Jednak wynik ten, podobnie
jak wiele innych rezultatów tego autora, okazał się nieprawdziwy. Dokładniej, Meyer i Schmidt
w artykule [56] odtworzyli powyższe rezultaty dla problemu czterech i pięciu ciał oraz wyka-
zali, że parametry te są parametrami bifurkacji. Ponadto udowodnili, że w miarę jak wzrasta
liczba ciał N pojawia się więcej niż dokładnie jedna wartość parametru, dla którego rozważana
rodzina jest zdegenerowana, a także zachodzą bifurkacje z tej rodziny (patrz [57]). Autorzy
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przeprowadzili analizę problemu dla N ≤ 13 i wykazali istnienie wielu orbit lokalnej bifur-
kacji centralnych konfiguracji wzdłuż rodzin rozpatrywanych przez Palmore’a. Innymi słowy
wykazali, że rezultaty Palmore’a są nieprawdziwe.
Rozważane w niniejszej rozprawie rodziny centralnych konfiguracji traktujemy jako ro-
dziny trywialne. Zauważmy, że posiadają one na ogół duże symetrie. Dowodzimy istnienia
bifurkacji centralnych konfiguracji z tych rodzin. Interesujące byłyby informacje dotyczące
kształtu nowych centralnych konfiguracji bifurkujących z rodzin trywialnych. Otrzymujemy,
iż w pewnych przypadkach jest on mniej regularny, wykluczając, że rodziny te mają ten sam
typ symetrii jak rodziny trywialne. W rezultacie dostarczamy przykładów centralnych konfigu-
racji o mniej regularnych kształtach. Innymi słowy dowodzimy zachodzenie zjawiska łamania
symetrii centralnych konfiguracji. Informacja dotycząca kształtu jest jedynie lokalna.
Obecność wielu symetrii w badanym problemie powoduje, iż można rozważać symetryczne
podzbiory pełnej przestrzeni konfiguracji, które są niezmiennicze ze względu na potoki gra-
dientowe. Badanie tych podzbiorów powoduje znaczne uproszczenie obliczeń. Pojawia się
naturalne pytanie, czy spowoduje to uzyskanie silniejszych rezultatów. Rozważając przestrzeń
ilorazową oraz ograniczając poszukiwania do symetrycznych podzbiorów możemy nie uzyskać
bifurkacji, podczas gdy zachodzi ona w pełnej przestrzeni konfiguracji. Dla przykładu w arty-
kułach [56,57] zachodzi bifurkacja mniej symetrycznych rodzin centralnych konfiguracji z wy-
soko symetrycznych rodzin wyjściowych. Meyer i Schmidt rozważali między innymi rodzinę
trójkąta równobocznego z masami jednostkowymi z dodatkowym ciałem o dowolnej dodat-
niej masie usytuowanym w środku masy oraz udowodnili, że z tej rodziny bifurkują mniej
symetryczne rodziny (rodziny trójkątów równoramiennych ostrokątnych i rozwartokątnych
z dodatkowym ciałem umieszczonym blisko centroidu). Analogicznie dla rodziny kwadratów
z piątym ciałem w centroidzie autorzy udowodnili bifurkacje rodzin o mniejszych symetriach
(patrz [57]). Podobnie dla planarnej rodziny rozety dla trzynastu ciał dowodzimy istnienia
bifurkacji centralnych konfiguracji, które nie są typu rozety. Zatem uzyskane rezultaty są sil-
niejsze niż te, które można uzyskać rozważając niepełną przestrzeń konfiguracji. Podobnie dla
planarnej rodziny dwóch zagnieżdżonych kwadratów również uzyskujemy silniejsze wyniki nie
rozważając niezmienniczych podzbiorów przestrzeni konfiguracji.
Jak zostało już nadmienione, zamiast przechodzić do przestrzeni Ω/SO(d) i traktować klasy
centralnych konfiguracji jako pojedyncze punkty będziemy rozpatrywać całe SO(d)-orbity cen-
tralnych konfiguracji. Dokładniej, problem badania centralnych konfiguracji sprowadzamy do
analizy SO(d)-orbit krytycznych SO(d)-niezmienniczego potencjału ϕ̂ : Ω × (0,+∞)N → R
klasy C∞. W rozważaniach wykorzystujemy pewną znaną rodzinę centralnych konfiguracji
i poszukujemy SO(d)-orbit lokalnych i globalnych bifurkacji należących do tej rodziny. Zakła-
damy zatem, że istnieją ciągłe odwzorowania w : R → Ω oraz m : R → (0,+∞)N takie, że
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∇qϕ̂(w(ρ),m(ρ)) = 0, to znaczy odwzorowanie w : R→ Ω definiuje rodzinę centralnych konfi-
guracji przy pewnych masach ciał zadanych odwzorowaniem m : R→ (0,+∞)N . Rozważamy
równanie następującej postaci:
∇qϕ(q, ρ) = 0, (8)





SO(d)(w(ρ))× {ρ} ⊂ (∇qϕ)−1({0}) (9)
nazywamy rodziną SO(d)-orbit rozwiązań trywialnych równania (8) (lub krótko rodziną try-
wialną centralnych konfiguracji).
Poza symetriami równanie (8) posiada również strukturę gradientową, dlatego stosujemy
niezmienniki topologiczne, którymi można posługiwać się w niezmienniczym kontekście. Wy-
korzystujemy klasyczne niezmienniki takie jak: stopień G-współzmienniczych odwzorowań
gradientowych, gdzie G jest zwartą grupą Liego (patrz [32, 75, 76]) oraz niezmienniczy in-
deks Conely’a (patrz [5, 29, 30, 32]). Własności wspomnianego stopnia omówiono na przykład
w [3,4, 33].
Cel niniejszej rozprawy jest dwojaki. Z jednej strony dowodzimy pewnych abstrakcyjnych
rezultatów dotyczących niezmienniczej teorii bifurkacji. Z drugiej strony stosujemy te rezultaty
dla udowodnienia istnienia nowych centralnych konfiguracji zagadnienia N ciał. Formułujemy
warunki konieczne i dostateczne na istnienie lokalnych oraz globalnych bifurkacji planarnych
i przestrzennych centralnych konfiguracji problemu N ciał. W rozważaniach wykorzystujemy
pewną znaną rodzinę centralnych konfiguracji F oraz poszukujemy orbit lokalnych i globalnych
bifurkacji należących do tej rodziny. Problem ten sprowadzamy do obliczania indeksówMorse’a
macierzy Hessego ∇2qϕ(w(ρ), ρ). W sytuacji lokalnej bifurkacji rozważamy rodzinę rozwiązań
trywialnych oraz poszukujemy rozwiązań nietrywialnych w jej pobliżu. Dla globalnej bifurkacji
poszukujemy spójnych zbiorów rozwiązań nietrywialnych w pobliżu rodziny trywialnej, które
spełniają dodatkowo alternatywę typu Rabinowitza (patrz warunek (2.1.3)).
W niniejszej rozprawie rozpatrujemy topologiczną bifurkację (lokalną oraz globalną, patrz
Definicje 2.1.1 oraz 2.1.2), nie natomiast bifurkację w sensie zmiany liczby rozwiązań rozpa-
trywanych równań. Topologiczną bifurkację, o której mowa w rozprawie badano na przykład
w [39, 60, 73, 74]. Jedna z możliwych definicji bifurkacji w sensie zmiany liczby rozwiązań jest
następująca: punkt (v0, ρ0) jest punktem bifurkacji (ze względu na ρ), o ile f(v0, ρ0) = 0 oraz
liczba rozwiązań (stacjonarnych lub okresowych) równania v̇ = f(v, ρ) zmienia się, gdy para-
metr ρ przechodzi przez wartość ρ0, gdzie f : Rn × R→ Rn jest funkcją klasy C∞. Formalną
definicję bifurkacji w sensie zmiany liczby rozwiązań można znaleźć na przykład w książce [80].
Definicja ta jest trudna do weryfikacji i była na przykład badana w artykułach [16, 17] w sy-
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tuacji małej liczby ciał. Powyższe definicje, topologicznej bifurkacji oraz bifurkacji w sensie
zmiany liczby rozwiązań, są niezależne, to znaczy pierwsza z nich może zachodzić, podczas
gdy druga nie występuje i odwrotnie.
Sformułujemy i udowodnimy warunki konieczne i dostateczne istnienia lokalnej oraz global-
nej bifurkacji rozwiązań nietrywialnych równań gradientowych z symetriami z danej rodziny
orbit punktów krytycznych. Rozważamy równanie
∇vϕ(v, ρ) = 0, (10)
gdzie potencjał ϕ : Ω×R→ R jest G-niezmienniczym potencjałem klasy C2 rozpatrywanym na
zbiorze Ω będącym otwartym i G-niezmienniczym podzbiorem ortogonalnej G-reprezentacji.
Warunek konieczny istnienia lokalnej bifurkacji stanowi, iż tylko zdegenerowana G-orbita kry-
tyczna może być orbitą bifurkacji (patrz Twierdzenie 2.2.2). Ponadto definiujemy indeks bi-
furkacji (patrz Definicja 2.1.3) oraz dowodzimy, iż jego nietrywialność implikuje zachodzenie
globalnej bifurkacji orbit punktów krytycznych (patrz Twierdzenie 2.4.5). Przedstawimy, pro-
sty w weryfikacji, algebraiczny warunek stanowiący warunek dostateczny implikujący nietry-
wialność tego indeksu (patrz Twierdzenie 2.4.6). Warunki dostateczne istnienia lokalnej bifur-
kacji dane są Twierdzeniami 2.3.3 i 2.3.4 oraz wykorzystują G-niezmienniczy indeks Conley’a.
Udowodnimy także pewne globalne twierdzenie bifurkacyjne typu Rabinowitza dla równań
gradientowych z symetriami (patrz Twierdzenie 2.4.7). W ostatnim rozdziale rozprawy testu-
jemy uzyskane abstrakcyjne narzędzia na konkretnych rodzinach centralnych konfiguracji, to
znaczy stosujemy te abstrakcyjne rezultaty do badania bifurkacji planarnych i przestrzennych
centralnych konfiguracji układu (1).
Smoller w artykule [86] udowodnił, że zmiana G-niezmienniczego indeksu Conley’a impli-
kuje zachodzenie lokalnej bifurkacji z rodziny punktów stałych działania grupy G.W rozprawie
nie nakładamy żadnego dodatkowego założenia na rodzinę trywialną F . W szczególności nie
zakładamy, aby rodzina ta zawierała się w punktach stałych działania grupy Liego G.
Zauważmy, że algebraiczna struktura newtonowskiego potencjału nie jest istotna z punktu
widzenia centralnych konfiguracji. Znaczenia ma ich niezmienniczość ze względu na skalowa-
nie i obrót. Metodę rozważaną w rozprawie można zastosować nie tylko do kilku omawianych
tu przykładów, lecz także do innych matematycznych modeli zjawisk opisujących interakcje
pomiędzy cząstkami, których zachowanie można opisać za pomocą niezmienniczych potencja-
łów. Dla przykładu, w dynamice molekularnej, relacje intermolekularne są opisywane szerokim
spektrum potencjałów, które są niezmiennicze (patrz [16,17]). Ponadto metodę przedstawioną





W rozdziale tym sformułujemy podstawowe definicje oraz przedstawimy najważniejsze fakty
wykorzystywane w dalszej części rozprawy. Terminologia dotycząca zagadnień bifurkacyjnych
zostanie omówiona osobno w Rozdziale 2.
1.1 Notacja
Niniejszy podrozdział poświęcony jest omówieniu notacji wykorzystywanej w rozprawie.
Niech X będzie przestrzenią unormowaną z normą | · |X . Symbolami Bε(X,x0), Dε(X,x0)
oraz Sε(X,x0) będziemy oznaczać, odpowiednio, kulę otwartą, kulę domkniętą oraz sferę
w przestrzeni X o środku w punkcie x0 ∈ X i promieniu ε > 0, to znaczy
Bε(X,x0) = {x ∈ X : |x− x0|X < ε},
Dε(X,x0) = {x ∈ X : |x− x0|X ≤ ε},
Sε(X,x0) = {x ∈ X : |x− x0|X = ε}.
Natomiast dla oznaczenia kuli otwartej lub kuli domkniętej oraz sfery o środku w punkcie
0 ∈ X będziemy używać, odpowiednio, symboli Bε(X), Dε(X) oraz Sε(X). W przypadku kuli
czy sfery o promieniu 1 będziemy wykorzystywać symbole, odpowiednio, B(X), D(X) oraz
S(X).
Dla zbioru A ⊂ X symbolem A(ε) będziemy oznaczać ε-otoczenie zbioru A, to znaczy⋃
a∈A
Bε(X, a). Natomiast przez otoczenie zbioru A będziemy rozumieć zbiór Y ⊂ X taki, że
A ⊂ Y oraz istnieje otwarty zbiór O ⊂ X spełniający warunek postaci A ⊂ O ⊂ Y.
Niech A będzie podzbiorem przestrzeni unormowanej X. Symbolem d(x,A) będziemy ozna-
czać odległość zbioru A od punktu x ∈ X. Z kolei int(A), cl(A) oraz ∂A będą oznaczać,
odpowiednio, wnętrze, domknięcie oraz brzeg zbioru A.
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Litery N, Z i R oznaczają kolejno zbiory liczb naturalnych, całkowitych oraz rzeczywistych.
Niech X oraz Y będą przestrzeniami Banacha oraz f : X → Y będzie odwzorowaniem
klasy C1. Wówczas symbolem Df(x), lub równoważnie przez Dxf(x), oznaczamy pochodną
Frécheta odwzorowania f w punkcie x ∈ X. Dla potencjału g : Rn → R klasy C1, zmiennej
x = (x1, . . . , xn), przez g′xi(x) oznaczamy pochodną cząstkową potencjału g w punkcie x ∈ R
n
względem zmiennej xi. W przypadku funkcji jednej zmiennej u : R → Rn klasy C1 będziemy
stosować standardowy symbol u̇(t) dla oznaczenia pochodnej funkcji u w punkcie t ∈ R.
Dodatkowo przez IdX będziemy oznaczać odwzorowanie identycznościowe dowolnej prze-
strzeni topologicznej X.
Niech H będzie skończenie wymiarową i rzeczywistą przestrzenią Hilberta z iloczynem ska-
larnym 〈·, ·〉H . Następnie dla liniowego i samosprzężonego operatora A : H → H wprowadźmy
następujące oznaczenia:
σ(A) = {λ ∈ R : ∃ v 6= 0Av = λv},
σ+(A) = {λ ∈ σ(A) : λ > 0},
σ−(A) = {λ ∈ σ(A) : λ < 0}.
Przypomnijmy, że dla operatora A : H → H mamy, że σ(A) ⊂ R. Podprzestrzeń własną




EA(λ) oraz E−A =
⊕
λ∈σ−(A)
EA(λ). Dla prostoty zapisu będziemy
stosować symbole E+ oraz E−, odpowiednio, zamiast E+A i E
−
A w przypadku, gdy z kontekstu
będzie jasno wynikało jakiego operatora podprzestrzenie własne rozważamy.
Definicja 1.1.1. Niech (H, 〈·, ·〉H ) będzie skończenie wymiarową i rzeczywistą przestrzenią
Hilberta. Gradientem potencjału ϕ : H → R klasy C1 nazywamy odwzorowanie ∇ϕ : H → H
takie, że dla każdych v, w ∈ H zachodzi następująca równość:
〈∇ϕ(v), w〉H = Dϕ(v)w.
Jeżeli rozpatrujemy potencjał postaci ϕ : H × R → R, to przez ∇vϕ będziemy rozumieć
gradient potencjału ϕ ze względu na zmienną v.
Macierz Hessego (inaczej hesjan) potencjału ϕ : H → R klasy C2 będziemy oznaczać
symbolem ∇2ϕ, gdzie ∇2ϕ(v) = D∇ϕ(v) dla każdego v ∈ H.
Przez 〈·, ·〉 będziemy oznaczać standardowy iloczyn skalarny w Rn, a normę indukowaną
przez ten iloczyn skalarny symbolem | · |. Wówczas dla (Rn, 〈·, ·〉) otrzymujemy, że ∇ϕ(v) =
= (ϕ′v1(v), . . . , ϕ
′
vn(v)).
Wprowadźmy następujące oznaczenia: przez Idn rozumiemy macierz identycznościową wy-
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miaru n × n, symbolami BT oraz trace(B) oznaczamy, odpowiednio, transpozycję oraz ślad
macierzy B. Dla macierzy kwadratowej B przez detB będziemy rozumieć wyznacznik tej ma-
cierzy. Co więcej, macierz diagonalną z elementami b1, . . . , bn ∈ R usytuowanymi na głównej
przekątnej będziemy oznaczać poprzez diag(b1, . . . , bn). W analogiczny sposób będziemy rozu-
mieć zapis postaci diag(B1, . . . , Bn), gdzie B1, . . . , Bn są pewnymi macierzami kwadratowymi.
Ponadto dla macierzy odwracalnej B symbolem B−1 oznaczamy macierz odwrotną do B. Sym-
bolami M(n), Gl(n), O(n) i SO(n) oznaczamy, odpowiednio, grupę macierzy kwadratowych
(nad ciałem liczb rzeczywistych) wymiaru n × n oraz jej podgrupy, macierzy odwracalnych,
ortogonalnych oraz ortogonalnych o wyznaczniku równym jedności (tak zwanych specjalnych
macierzy ortogonalnych), to znaczy
Gl(n) = {B ∈M(n) : detB 6= 0},
O(n) = {B ∈ Gl(n) : BT = B−1},
SO(n) = {B ∈ O(n) : detB = 1}.
W szczególności elementy grupy SO(2) będziemy zapisywać w następujący sposób:
SO(2) =
Φ(φ) =
 cosφ − sinφ
sinφ cosφ
 : φ ∈ [0, 2π)
 . (1.1.1)
Symbolem m−(B) będziemy oznaczać indeks Morse’a macierzy symetrycznej B ∈ M(n),
to znaczy sumę krotności ujemnych wartości własnych macierzy B.
1.2 Grupy Liego
Wpodrozdziale tym omówimy podstawowe pojęcia dotyczące grup Liego oraz ich reprezentacji.
Przedstawiony tutaj materiał został zaczerpnięty z [6, 23,25,32,40].
Definicja 1.2.1. Trójkę (X,G, ς) nazywamy działaniem grupy topologicznej G na przestrzeni
topologicznej X (lub krótko mówimy G-działaniem na przestrzeni X), jeżeli odwzorowanie
ς : G×X → X jest ciągłe oraz spełnia następujące warunki:
(1) ς(e, x) = x dla każdego x ∈ X, gdzie e jest elementem neutralnym grupy G,
(2) ς(g2, ς(g1, x)) = ς(g2g1, x) dla każdych x ∈ X i g1, g2 ∈ G.
Przestrzeń X nazywamy wówczas G-przestrzenią. Dla skrócenia zapisu będziemy pisać gx
zamiast ς(g, x).
W szczególności G-przestrzenią z wyróżnionym punktem (lub równoważnie punktowaną
G-przestrzenią) nazywamy parę (X, ∗) składającą się z G-przestrzeni X oraz wyróżnionego
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punktu (inaczej punktu bazowego) ∗, który jest punktem stałym działania grupy G, to znaczy
ς(g, ∗) = ∗ dla każdego g ∈ G. Dla skrócenia zapisu zamiast (X, ∗) będziemy pisać X. Ponadto
dla G-przestrzeni X bez wyróżnionego punktu definiujemy G-przestrzeń z punktem bazowym
X+ jak następuje X+ = X ∪ {∗}.
Niech sub(G) oznacza zbiór domkniętych podgrup grupy G. Powiemy, że dwie podgrupy
H,K ∈ sub(G) są sprzężone, o ile istnieje g ∈ G takie, że H = g−1Kg. Zdefiniowana powy-
żej relacja jest relacją równoważności, a symbolem (H) będziemy oznaczać klasę sprzężoności
elementu H ∈ sub(G). Niech ponadto sub[G] oznacza zbiór wszystkich klas sprzężoności do-
mkniętych podgrup grupy G. Definiujemy dalej relację podsprzężenia w następujący sposób:
dla H, K ∈ sub(G) mówimy, że H jest podsprzężona zK, co zapisujemy jako (H) ≤ (K), jeżeli
H jest sprzężona z pewną podgrupą K. Tak zdefiniowana relacja zadaje częściowy porządek
na zbiorze sub[G]. Co więcej, będziemy pisać (H) < (K), o ile (H) ≤ (K) oraz (H) 6= (K).
Ustalmy G-przestrzeń X. Jeżeli x ∈ X, to Gx = {g ∈ G : gx = x} ⊂ G nazywamy
grupą izotropii x oraz G(x) = {gx : g ∈ G} ⊂ X nazywamy G-orbitą x lub po prostu orbitą
x. Przypomnijmy, że jeżeli X jest przestrzenią topologiczną Hausdorffa, to Gx ∈ sub(G) oraz
grupy izotropii elementów z tej samej G-orbity są sprzężonymi podgrupami grupy G. Co więcej,
o G-działaniu (X,G, ς) mówimy, że jest trywialne (odpowiednio wolne), o ile dla każdego
x ∈ X zachodzi Gx = G (odpowiednio Gx = {e}). Jeżeli G-działanie (X,G, ς) jest trywialne,
to G-przestrzeń X będziemy nazywamy trywialną. Ponadto na G-przestrzeni X definiujemy
relację ∼ w następujący sposób: dla x, y ∈ X mówimy, że x ∼ y wtedy i tylko wtedy, gdy
istnieje element g ∈ G taki, że y = gx. Powyższa relacja ∼ jest relacją równoważności, zbiór
ilorazowy względem tej relacji rozpatrywany z topologią ilorazową nazywamy przestrzenią orbit
i oznaczamy przez X/G, a klasę abstrakcji elementu x ∈ X przez [x].
Przykład 1.2.1. NiechH ∈ sub(G).Wtedy G jestH-przestrzenią z działaniem ς : H×G→ G
zdefiniowanym wzorem ς(h, g) = gh−1 dla każdych h ∈ H oraz g ∈ G. Podobnie jak powyżej
na H-przestrzeni G mamy zdefiniowaną relację ∼ w następujący sposób: dla g1, g2 ∈ G
mówimy, że g1 ∼ g2 wtedy i tylko wtedy, gdy istnieje element h ∈ H taki, że g2 = g1h−1. Dla
H-przestrzeni G symbolem gH będziemy oznaczać klasę abstrakcji elementu g ∈ G względem
relacji ∼ . Ponadto przestrzeń orbit G/H działania grupy H jest G-przestrzenią z naturalnym
działaniem g2(g1H) = (g2g1)H dla każdych g1, g2 ∈ G.
Przykład 1.2.2. Niech H ∈ sub(G) oraz niech X będzie H-przestrzenią. Wówczas odwzo-
rowanie ς : H × (G ×X) → G ×X zdefiniowane wzorem ς(h, (g, x)) = (gh−1, hx) dla h ∈ H
oraz (g, x) ∈ G×X określa H-działanie na przestrzeni G×X rozpatrywanej z topologią pro-
duktową. Symbolem G×H X oznaczamy przestrzeń orbit (G×X)/H. Dla prostoty będziemy
pisać [g, x] zamiast [(g, x)] dla oznaczenia klasy abstrakcji elementu (g, x) ∈ G×X względem
relacji ∼ . Ponadto G ×H X jest G-przestrzenią z działaniem postaci g2[g1, x] = [g2g1, x] dla
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g2 ∈ G oraz [g1, x] ∈ G×H X.
Definicja 1.2.2. Niech X będzie G-przestrzenią. Zbiór A ⊂ X nazywamy niezmienniczym
ze względu na działanie grupy G (lub krótko mówimy zbiorem G-niezmienniczym), jeżeli dla
każdych a ∈ A oraz g ∈ G zachodzi ga ∈ A, to znaczy G(a) ⊂ A.
Definicja 1.2.3. Niech X oraz Y będą G-przestrzeniami. Ciągłe odwzorowanie f : X → Y
nazywamyG-współzmienniczym (lub równoważnieG-odwzorowaniem), o ile dla każdych g ∈ G
oraz x ∈ X zachodzi warunek f(gx) = gf(x). W przypadku, gdy Y = R jest trywialną G-
przestrzenią, to G-odwzorowanie f : X → R nazywamy G-niezmienniczym potencjałem. Jeżeli
G-odwzorowanie f : X → Y jest homeomorfizmem, to nazywamy je G-homeomorfizmem,
a o G-przestrzeniach X oraz Y mówimy, że są G-homeomorficzne, co zapisujemy symbolicznie
w następujący sposób: X ≈G Y.
Przykład 1.2.3. Niech H ∈ sub(G) oraz niech X i Y będą H-przestrzeniami. Ponadto
ustalmy H-odwzorowanie f : X → Y. Wówczas odwzorowanie (g, x) 7→ (g, f(x)) indukuje
G-odwzorowanie G×H f : G×H X → G×H Y zdefiniowane formułą G×H f([g, x]) = [g, f(x)]
dla każdego [g, x] ∈ G×H X.
Lemat 1.2.1. Załóżmy, że G jest zwartą grupą topologiczną oraz G-przestrzeń X jest prze-
strzenią topologiczną Hausdorffa i ustalmy x ∈ X. Wówczas odwzorowanie f : G/Gx → G(x)
zdefiniowane wzorem f(gGx) = gx jest G-homeomorfizmem.
Lemat 1.2.2. Niech X będzie G-przestrzenią oraz ustalmy g ∈ G. Wówczas odwzorowanie
γg : X → X dane formułą γg(x) = gx jest homeomorfizmem. W szczególności dla każdego
otwartego zbioru U ⊂ X zbiór GU = ⋃
g∈G
γg(U) ⊂ X jest również otwarty, a ponadto G-
niezmienniczy.
Dowody powyższych lematów można znaleźć na przykład w książce [40].
Definicja 1.2.4. Grupę topologiczną G nazywamy grupą Liego, jeżeli posiada ona strukturę
gładkiej rozmaitości oraz działania grupowe α : G × G → G i β : G → G, zdefiniowane
formułami α(g1, g2) = g1g2, β(g) = g−1 dla g, g1, g2 ∈ G, są gładkie.
Przez zwartą grupę Liego rozumiemy grupę Liego, która jest zwarta jako przestrzeń topo-
logiczna.
Przykład 1.2.4. Przykładami grup Liego są Gl(n), O(n) oraz SO(n). Ponadto każda do-
mknięta podgrupa grupy Liego również jest grupą Liego (patrz [40]).
W niniejszej rozprawie będziemy rozważać wyłącznie skończenie wymiarowe grupy Liego.
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Definicja 1.2.5. Niech n ∈ N. Reprezentacją zwartej grupy Liego G (lub inaczej G-reprezen-
tacją) nazywamy parę V = (Rn, %), gdzie odwzorowanie % : G→ Gl(n) jest ciągłym homomor-
fizmem grup. Wówczas o liczbie n mówimy, że jest wymiarem G-reprezentacji. Reprezentację
V = (Rn, %) rozważaną z homomorfizmem % : G → O(n) nazywamy natomiast ortogonalną
reprezentacją zwartej grupy Liego G (lub równoważnie ortogonalną G-reprezentacją). Ponadto
mówimy, że G-reprezentacja jest trywialna, o ile %(g) = Idn dla każdego g ∈ G.
Niech V = (Rn, %) będzie G-reprezentacją. Wówczas Rn jest G-przestrzenią z działaniem
ς : G × Rn → Rn danym wzorem ς(g, v) = %(g)v oraz dla każdego g ∈ G odwzorowanie
v 7→ ς(g, v) jest liniowe. Z drugiej strony każde liniowe G-działanie na Rn definiuje strukturę
G-reprezentacji na Rn, o ile %(g)v = ς(g, v). Dla skrócenia zapisu zamiast %(g)v będziemy
pisać gv oraz przez v ∈ V będziemy rozumieć v ∈ Rn. Dla G-reprezentacji V1 = (Rn1 , %1)
oraz V2 = (Rn2 , %2) możemy mówić o ich sumie prostej V1 ⊕ V2, to znaczy G-reprezentacji
(Rn1+n2 , %1 ⊕ %2), gdzie homomorfizm %1 ⊕ %2 : G→ Gl(n1 + n2) określony jest formułą
(%1 ⊕ %2)(g) =
 %1(g) 0
0 %2(g)
 dla g ∈ G.
Natomiast poprzez podreprezentację G-reprezentacji V = (Rn, %) będziemy rozumieć pod-
przestrzeń V1 ⊂ V, która jest również zbiorem G-niezmienniczym. Wówczas V1 jest również
G-reprezentacją z homomorfizmem %.
W niniejszej rozprawie będziemy rozważać wyłącznie ortogonalne reprezentacje zwartych
grup Liego, a ponadto wszystkie rozpatrywane reprezentacje będą rzeczywiste i skończenie
wymiarowe, to znaczy V = (Rn, %).
Przykład 1.2.5. Przypomnijmy, że elementy grupy Liego SO(2) oznaczamy przez Φ(φ), patrz
formuła (1.1.1). Niech k,m ∈ N. Symbolem R[1,m] oznaczamy dwuwymiarową ortogonalną
SO(2)-reprezentację (R2, %m), gdzie homomorfizm %m : SO(2) → O(2) jest zdefiniowany for-
mułą %m(Φ(φ)) = Φ(φ)m = Φ(mφ) dla Φ(φ) ∈ SO(2). Ponadto dla m = 0 przez R[1, 0]
będziemy rozumieć jednowymiarową trywialną SO(2)-reprezentacje oraz R[k,m] będzie ozna-




Niech V będzie ortogonalną G-reprezentacją oraz niech Ω ⊂ V będzie otwarty i G-nie-
zmienniczy. Ustalmy H ∈ sub(G) i wprowadźmy dalej następujące oznaczenia:
ΩH = {v ∈ Ω : H ⊂ Gv},
Ω(H) = {v ∈ Ω : (Gv) = (H)},
Ω≤(H) = {v ∈ Ω : (Gv) ≤ (H)},
Ω<(H) = {v ∈ Ω : (Gv) < (H)}.
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W szczególności VG = {v ∈ V : Gv = G} jest zbiorem punktów stałych działania grupy
G. Zanotujmy, że o elementach zbioru Ω(H) mówimy, że mają typ izotropii (H). Ponadto
Ggv = gGvg−1 dla każdych g ∈ G oraz v ∈ V, a zatem elementy z tej samej G-orbity mają ten
sam typ izotropii i dlatego możemy mówić o typie izotropii G-orbity.
Dla k, l ∈ N ∪ {∞} symbolem CkG(V,R) będziemy oznaczać zbiór G-niezmienniczych po-
tencjałów klasy Ck (inaczej zbiór G-niezmienniczych Ck-potencjałów), natomiast zbiór G-
współzmienniczych C l-odwzorowań będziemy oznaczać przez C lG(V,V). W szczególności zbiór
G-niezmienniczych C0-potencjałów (odpowiednio G-współzmienniczych C0-odwzorowań) bę-
dziemy oznaczać symbolem CG(V,R) (odpowiednio CG(V,V)). Podobnie dla odwzorowań zde-
finiowanych na otwartych iG-niezmienniczych zbiorach Ω ⊂ V, to znaczy: CkG(Ω,R), C lG(Ω,V),
CG(Ω,R) oraz CG(Ω,V). Analogiczne oznaczenia będziemy stosować dla odwzorowań zdefi-
niowanych na V × R oraz Ω × R zamiast, odpowiednio, na V oraz Ω, gdzie R traktujemy
jako jednowymiarową trywialną G-reprezentację, to znaczy: CkG(V × R,R), C lG(V × R,V),
CG(V×R,R), CG(V×R,V), CkG(Ω×R,R), C lG(Ω×R,V), CG(Ω×R,R) oraz CG(Ω×R,V).
Uwaga 1.2.1. Niech V będzie ortogonalną G-reprezentacją. Wówczas dla każdego G-nie-
zmienniczego Ck-potencjału ϕ : V → R gradient ∇ϕ : V → V jest G-współzmienniczym od-
wzorowaniem klasy Ck−1 (inaczej G-współzmienniczym Ck−1-odwzorowaniem). Rzeczywiście,
ze względu na G-niezmienniczość potencjału ϕ dla każdego v ∈ V otrzymujemy następujące
równości: Dvϕ(v) = Dvϕ(gv) = Dgvϕ(gv) ◦ g, a stąd
〈∇ϕ(v), w〉 = Dvϕ(v)w = Dgvϕ(gv)(gw) = 〈∇ϕ(gv), gw〉 = 〈gT∇ϕ(gv), w〉
dla każdego w ∈ V. Ostatecznie otrzymujemy, że gT∇ϕ(gv) = ∇ϕ(v), a zatem ∇ϕ(gv) =
= g∇ϕ(v).
Uwaga 1.2.2. Niech ϕ ∈ C1G(V,R) oraz przypomnijmy, że symbolem VG oznaczamy zbiór
punktów stałych działania grupy G, który jest również ortogonalną G-reprezentacją. Roz-
ważmy ϕ|VG : VG → R oraz (∇ϕ)|VG : VG → VG, które będziemy oznaczać symbolami,
odpowiednio, ϕG oraz (∇ϕ)G. Ze względu na inkluzję Gv ⊂ G∇ϕ(v) dla każdego v ∈ V powy-
żej zdefiniowane odwzorowania są poprawnie określone, a ponadto otrzymujemy następującą
równość: ∇ϕG = (∇ϕ)G.
Lemat 1.2.3. Niech V będzie ortogonalną G-reprezentacją oraz niech ϕ ∈ C1G(V,R), a ponadto
ustalmy U ⊂ V. Wówczas (∇ϕ)−1({0}) ∩GU = ∅, o ile (∇ϕ)−1({0}) ∩ U = ∅.
Niech V1 będzie podreprezentacją ortogonalnej G-reprezentacji V. Wówczas V 	 V1 =
= {v ∈ V : ∀v1 ∈ V1〈v, v1〉 = 0} jest ortogonalnąG-reprezentacją, a ponadto V = V1⊕(V	V1).
W niniejszej rozprawie będziemy również stosować oznaczenie V⊥1 = V	 V1, jeżeli nie będzie
wątpliwości o dopełnieniu ortogonalnym w jakiej reprezentacji mówimy.
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Przykład 1.2.6. Niech V będzie ortogonalną G-reprezentacją oraz niech zbiór Ω ⊂ V będzie
otwarty i G-niezmienniczy. Ustalmy v0 ∈ Ω oraz przez H oznaczmy grupę izotropii elementu
v0. Wiadomo, że Ω(H) oraz G(v0) są G-niezmienniczymi podrozmaitościami, odpowiednio,
Ω oraz Ω(H) (patrz [25]). Wówczas przestrzeń styczna Tv0G(v0) do orbity G(v0) w punkcie
v0 jest ortogonalną H-reprezentacją oraz w szczególności przestrzeń (Tv0G(v0))⊥, będziemy
ją oznaczać przez W, jest ortogonalną H-reprezentacją. Co więcej, otrzymujemy następujące
rozkłady przestrzeni Tv0V na sumy proste:
Tv0V = Tv0Ω = (Tv0Ω(H))⊕ (Tv0Ω(H))⊥ =
= (Tv0G(v0))⊕ (Tv0Ω(H) 	 Tv0G(v0))⊕ (Tv0Ω(H))⊥, (1.2.2)
Tv0V = Tv0Ω = Tv0G(v0)⊕W = (Tv0G(v0))⊕WH ⊕ (WH)⊥. (1.2.3)
Zauważmy, że (G×H Bε(W, v0))(H) = (G×H Bε(W, v0)H)(H) = G/H × Bε(WH , v0), a zatem
otrzymujemy następującą inkluzję: WH ⊂ Tv0Ω(H).
Przykład 1.2.7. Niech V będzie ortogonalną G-reprezentacją oraz niech ϕ ∈ C2G(V,R).
Ustalmy v0 ∈ (∇ϕ)−1({0}) i połóżmy H = Gv0 . Przypomnijmy, że przez E+∇2ϕ(v0) oraz
E−∇2ϕ(v0) rozumiemy sumy proste podprzestrzeni własnych hesjanu ∇
2ϕ(v0) odpowiadających,
odpowiednio, dodatnim i ujemnym wartościom własnym. Dla skrócenia zapisu połóżmy E+ =
= E+∇2ϕ(v0) oraz E
− = E−∇2ϕ(v0).Wówczas E
+ oraz E− są sumami prostymi H-reprezentacji. Co
więcej, przestrzeń ker∇2ϕ(v0) jest również H-reprezentacją oraz V = ker∇2ϕ(v0)⊕E+⊕E−.
W poniższym lemacie opisujemy rozkład hesjanu ∇2ϕ(v0) : Tv0V → Tv0V G-niezmienni-
czego potencjału ϕ w punkcie krytycznym v0, to znaczy ∇ϕ(v0) = 0, ze względu na rozkład
przestrzeni Tv0V zadany formułą (1.2.2) lub (1.2.3). Jego dowód można znaleźć w artykule [32].
Lemat 1.2.4. Ustalmy otwarty i G-niezmienniczy podzbiór Ω ortogonalnej G-reprezentacji
V oraz niech ϕ ∈ C2G(Ω,R). Wówczas dla każdego v0 ∈ (∇ϕ)−1({0}) hesjan
Tv0G(v0) Tv0G(v0)
⊕ ⊕











Niech ϕ ∈ C2G(V,R) oraz v0 ∈ (∇ϕ)−1({0}). Wówczas G(v0) ⊂ (∇ϕ)−1({0}), gdyż odwzo-
rowanie ∇ϕ jest G-współzmiennicze. Dlatego G(v0) nazywamy G-orbitą krytyczną potencjału
ϕ. Zgodnie z Lematem 1.2.4 otrzymujemy, że dim ker∇2ϕ(v0) ≥ dimG(v0). Zatem o G-orbicie
krytycznej G(v0) będziemy mówić, że jest zdegenerowana, o ile zachodzi nierówność ostra.
Jeżeli natomiast dim ker∇2ϕ(v0) = dimG(v0), to G(v0) będziemy nazywać niezdegenerowaną
G-orbitą krytyczną. Zauważmy także, że powyższa równość zachodzi wtedy i tylko wtedy,
gdy macierze B(v0) oraz C(v0) są niezdegenerowane. Co więcej, niezdegenerowaną G-orbitę
krytyczną G(v0) będziemy nazywać specjalną, o ile m−(C(v0)) = 0.
Sformułujemy teraz pewien techniczny lemat opisujący postać otwartych i G-niezmienni-
czych otoczeń G-orbit krytycznych (patrz [6, 25]).
Lemat 1.2.5. Niech ϕ ∈ C2G(V,R) oraz niech ∇ϕ(v0) = 0. Połóżmy H = Gv0 oraz W =
= (Tv0G(v0))⊥ i zdefiniujmy G-odwzorowanie Ξ1 : G ×H W → V wzorem Ξ1([g, w]) = gw
dla każdego [g, w] ∈ G ×H W. Wówczas Ξ1 indukuje G-współzmienniczy dyfeomorfizm zbioru
G×H Bε(W, v0) na otwarte, G-niezmiennicze otoczenie GBε(W, v0) G-orbity krytycznej G(v0)
dla odpowiednio małego ε > 0.
Niech ϕ ∈ C2G(V,R) oraz G(v0) będzie niezdegenerowaną G-orbitą krytyczną ϕ, gdzie przez
H będziemy oznaczać Gv0 . Przypomnijmy, że zgodnie z formułą (1.2.3) mamy następujący
rozkład: Tv0V = (Tv0G(v0)) ⊕ WH ⊕ (WH)⊥. Ponadto WH = E+∇2ϕ|WH (v0) ⊕ E
−
∇2ϕ|WH (v0)
oraz (WH)⊥ = E+∇2ϕ|(WH )⊥ (v0) ⊕ E
−
∇2ϕ|(WH )⊥ (v0)
. Dla skrócenia zapisu E+∇2ϕ|WH (v0), E
−
∇2ϕ|WH (v0)
oraz E+∇2ϕ|(WH )⊥ (v0), E
−
∇2ϕ|(WH )⊥ (v0)
będziemy oznaczać symbolami, odpowiednio, E+1 , E−1 oraz
E+2 , E
−
2 . Sformułujemy dalej G-niezmienniczą wersję lematu Morse’a. Poniższy lemat został
zaczerpnięty z [25,90].
Lemat 1.2.6. Przy powyższych założeniach otrzymujemy, że istnieją liczba ε > 0 oraz G-
współzmienniczy dyfeomorfizm Ξ : G×H Bε(W, v0)→ Ξ(G×H Bε(W, v0)) taki, że
ϕ(Ξ([g, w])) = ϕ(v0) + |w+1 |2 − |w−1 |2 + |w+2 |2 − |w−2 |2,
gdzie w = ((w+1 , w−1 ), (w+2 , w−2 )) ∈ (E+1 ⊕ E−1 )⊕ (E+2 ⊕ E−2 ).
Uwaga 1.2.3. Zanotujmy, że każda niezdegenerowana G-orbita krytyczna G-niezmienniczego
C2-potencjału ϕ jest izolowana, to znaczy istnieje dla niej otwarte otocznie Θ ⊂ V będące
zbiorem G-niezmienniczym, w którym jest ona jedyną G-orbitą krytyczną potencjału ϕ, co
jest bezpośrednim wnioskiem z Lematu 1.2.6.
Niech Ω ⊂ V będzie otwarty i G-niezmienniczy. Potencjał ϕ ∈ C1G(V,R) nazywamy Ω-do-
puszczalnym, jeżeli (∇ϕ)−1({0})∩∂Ω = ∅, natomiast dla odwzorowania ψ ∈ CG(V,V) pojęcie
Ω-dopuszczalności oznacza, że spełniony jest następujący warunek: ψ−1({0}) ∩ ∂Ω = ∅.
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Dla zbioru Ω ⊂ V jak powyżej zdefiniujmy teraz pojęcia niezmienniczych oraz specjalnych
niezmienniczych Ω-funkcji Morse’a, które zostały wprowadzone w artykule [52]. O Ω-dopusz-
czalnym potencjale ϕ ∈ C2G(V,R) powiemy, że jest niezmienniczą Ω-funkcją Morse’a, o ile
każda G-orbita krytyczna ϕ zawarta w Ω jest niezdegenerowana. Dodatkowo mówimy, że
niezmiennicza Ω-funkcja Morse’a jest specjalna, jeżeli każda G-orbita krytyczna ϕ zawarta
w Ω jest specjalna.
Uwaga 1.2.4. Zauważmy, że dla każdej niezmienniczej Ω-funkcji Morse’a ϕ przy dodatkowym
założeniu ograniczoności zbioru Ω otrzymujemy, że (∇ϕ)−1({0}) ∩ Ω składa się ze skończonej
liczby G-orbit krytycznych, na podstawie Uwagi 1.2.3.
Biorąc pod uwagę Lemat 1.2.4 przedstawimy rozkład hesjanu ∇2ϕ(v0) pewnego G-nie-
zmienniczego potencjału ϕ w punkcie krytycznym v0 ze względu na rozkład przestrzeni Tv0V
zadany formułą (1.2.2) lub (1.2.3) w sytuacji Ω = Ω(H), gdzie (H) = ({e}). Zauważmy, że
w zbiorze Ω występuje dokładnie jeden typ izotropii ({e}), a zatem rozkłady przestrzeni Tv0V
dane formułami (1.2.2) oraz (1.2.3) przyjmują następujące postacie:
Tv0V = Tv0Ω = (Tv0G(v0))⊕ (Tv0Ω(H) 	 Tv0G(v0)), (1.2.5)
Tv0V = Tv0Ω = (Tv0G(v0))⊕WH . (1.2.6)
Lemat 1.2.7. Niech spełnione będą założenia Lematu 1.2.4 oraz niech Ω = Ω({e}). Wówczas
dla każdego v0 ∈ (∇ϕ)−1({0}) hesjan
Tv0G(v0) Tv0G(v0)
∇2ϕ(v0) : ⊕ → ⊕






gdzie B(v0) ma postać jak w formule (1.2.4).
Przykład 1.2.8. Niech G = SO(2) i V = R[1, 1] oraz załóżmy, że Ω = V \ {0}. Wówczas
dla każdego v ∈ Ω otrzymujemy, że SO(2)v = {e}, a zatem Ω = Ω({e}). Dodatkowo ustalmy
potencjał ϕ ∈ C2SO(2)(Ω,R) dany formułą ϕ(v) = ψ(|v|2), gdzie ψ : R → R jest potencjałem
klasy C∞ określonym wzorem ψ(t) = t(t − 1). Wtedy ∇ϕ(v) = 0 wtedy i tylko wtedy, gdy
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∇2ϕ(v0) : ⊕ → ⊕






Przypomnijmy, że jeżeli gładkie działanie zwartej grupy Liego G na otwartym i G-niezmien-
niczym podzbiorze Ω ⊂ V jest wolne, to przestrzeń orbit Ω/G działania grupy G na Ω ⊂ V jest
gładką rozmaitością, gdzie V jest G-reprezentacją (patrz [45]). W tym przypadku dla każdego
G-niezmienniczego C2-potencjału możemy rozpatrywać potencjał ilorazowy zdefiniowany na
gładkiej rozmaitości Ω/G. W poniższym lemacie przedstawimy rozkład hesjanu potencjału
ilorazowego, z którego wynika, że indeks Morse’a hesjanu tego potencjału jest równy indeksowi
Morse’a macierzy B(v0), patrz formuła (1.2.4).
Lemat 1.2.8. Niech V = (Rn, %) będzie gładką reprezentacją zwartej grupy Liego G, to jest
% : G → Gl(n) jest gładkim homomorfizmem grup, oraz niech Ω ⊂ V będzie otwarty i G-
niezmienniczy. Ustalmy ϕ ∈ C2G(Ω,R) oraz załóżmy, że Ω = Ω({e}). Wówczas potencjał
ψ : Ω/G → R dany formułą ψ(G(v0)) = ϕ(v0) jest odwzorowaniem klasy C2 oraz hesjan
∇2ψ(G(v0)) : Tv0Ω/G → Tv0Ω/G ma następującą postać ∇2ψ(G(v0)) = B(v0), gdzie B(v0)
jest jak w formule (1.2.4).
1.3 Pierścień Eulera
W niniejszym podrozdziale przedstawimy definicje G-CW-kompleksu oraz pierścienia Eulera
U(G) zwartej grupy Liego G. Omówiony materiał został zaczerpnięty z [22,23,34].
Załóżmy, że G jest zwartą grupą Liego oraz niech rozpatrywane G-przestrzenie będą prze-
strzeniami topologicznymi Hausdorffa. Przez τ(G) (odpowiednio τ∗(G)) będziemy oznaczać
kategorię, w której obiektami są zwarte G-przestrzenie (odpowiednio zwarte punktowane
G-przestrzenie), a morfizmami G-odwzorowania G-przestrzeni (odpowiednio G-odwzorowa-
nia zachowujące punkty bazowe). Analogiczne oznaczenia będziemy stosować dla katego-
rii zwartych H-przestrzeni (odpowiednio zwartych punktowanych H-przestrzeni) wraz z H-
odwzorowaniami między nimi (odpowiednio H-odwzorowaniami zachowującymi punkty ba-
zowe) dla dowolnej domkniętej podgrupy H grupy G, to znaczy τ(H) (odpowiednio τ∗(H)).
Definicja 1.3.1. Niech X,Y ∈ τ∗(G).Mówimy, że ciągłe odwzorowanie h : X× [0, 1]→ Y jest
homotopią w τ∗(G) (lub równoważnie G-homotopią), o ile h(·, t) jest morfizmem w τ∗(G) dla
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każdego t ∈ [0, 1]. Dwa odwzorowania f oraz g będące morfizmami w τ∗(G) będziemy nazywać
homotopijnymi w τ∗(G) (inaczej G-homotopijnymi), o ile istnieje G-homotopia h taka, że
h(·, 0) = f oraz h(·, 1) = g. Ponadto o G-przestrzeniach X,Y ∈ τ∗(G) powiemy, że mają
ten sam typ G-homotopii, jeżeli istnieje G-homotopijna równoważność f : X → Y w τ∗(G),
innymi słowy istnieje odwzorowanie g : Y → X w τ∗(G) takie, że g◦f oraz f ◦g są homotopijne
w τ∗(G), odpowiednio, z IdX oraz IdY . Symbolem [X]G będziemy oznaczać typ G-homotopii
elementu X ∈ τ∗(G) oraz niech τ∗[G] będzie zbiorem wszystkich typów G-homotopii zwartych
G-przestrzeni z punktem bazowym.
Analogicznie jak powyżej definiujemy typ H-homotopii zwartych punktowanych H-przes-
trzeni dla dowolnej domkniętej podgrupy H zwartej grupy Liego G. Przez [Y ]H oraz τ∗[H]
będziemy rozumieć, odpowiednio, typ H-homotopii elementu Y ∈ τ∗(H) oraz zbiór wszystkich
typów H-homotopii zwartych punktowanych H-przestrzeni. Ponadto powyższe pojęcia można
również zdefiniować dla kategorii τ(G) i τ(H) oraz będziemy stosować analogiczne oznaczenia,
to znaczy [X]G, [Y ]H , τ [G] oraz τ [H].
Ustalmy, że przez parę G-przestrzeni (X,A) będziemy rozumieć G-przestrzenie X oraz
A spełniające inkluzję postaci A ⊂ X. Dla pary zwartych G-przestrzeni (X,A) symbolem
(X/A, [A]) oznaczamy przestrzeń z wyróżnionym punktem postaci (X \ A ∪ [A], [A]) otrzy-
maną z X poprzez sklejenie zbioru A do punktu, który oznaczamy symbolem [A]. Powyżej
zdefiniowana przestrzeń jest rozpatrywana z topologią ilorazową. Ponadto (X/A, [A]) jest
zwartą G-przestrzenią z działaniem indukowanym z X spełniającym warunek g[A] = [A] dla
każdego g ∈ G. Dla skrócenia zapisu będziemy również pisać X/A zamiast (X/A, [A]).
Analogicznie jak w Definicji 1.3.1, możemy mówić o pojęciu typu G-homotopii pary zwar-
tych G-przestrzeni.
Definicja 1.3.2. Niech (X,A) oraz (Y,B) będą parami zwartych G-przestrzeni. Ciągłe od-
wzorowanie f : (X,A) → (Y,B) nazywamy G-odwzorowaniem pomiędzy parami (X,A) oraz
(Y,B), o ile f : X → Y jest G-odwzorowaniem oraz zachodzi inkluzja postaci f(A) ⊂ B. Mó-
wimy, że ciągłe odwzorowanie h : (X,A)× [0, 1]→ (Y,B) jest G-homotopią pomiędzy parami
(X,A) oraz (Y,B), o ile dla każdego t ∈ [0, 1] odwzorowanie h(·, t) jest G-odwzorowaniem
pomiędzy parami (X,A) oraz (Y,B). Dwa G-odwzorowania f, g : (X,A) → (Y,B) będziemy
nazywać G-homotopijnymi, o ile istnieje G-homotopia h pomiędzy parami (X,A) oraz (Y,B)
taka, że h(·, 0) = f oraz h(·, 1) = g. Ponadto mówimy, że pary zwartych G-przestrzeni
(X,A) oraz (Y,B) mają ten sam typ G-homotopii, jeżeli istnieje G-homotopijna równoważność
f : (X,A) → (Y,B), to jest istnieje G-odwzorowanie g : (Y,B) → (X,A) pomiędzy parami
(X,A) oraz (Y,B) takie, że g ◦ f oraz f ◦ g są G-homotopijne, odpowiednio, z IdX oraz IdY .
Symbolem [(X,A)]G będziemy oznaczać typ G-homotopii pary (X,A).
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W poniższym lemacie sformułujemy pewne własności typu G-homotopii. Dowód tego le-
matu wynika z definicji typu G-homotopii oraz Przykładu 1.2.3.
Lemat 1.3.9. Niech H ∈ sub(G) oraz niech Y1, Y2 ∈ τ(H). Ustalmy ponadto pary zwartych
G-przestrzeni (X1, A1) oraz (X2, A2).
(1) Jeżeli [Y1]H = [Y2]H , to [G×H Y1]G = [G×H Y2]G.
(2) Jeżeli [(X1, A1)]G = [(X2, A2)]G, to [(X1/A1, [A1])]G = [(X2/A2, [A2])]G.
Symbolem XtY oznaczamy sumę rozłączną dwóch rozłącznych G-przestrzeni X oraz Y, to
znaczy zbiór X∪Y z następującą topologią: zbiór U jest otwarty w X∪Y wtedy i tylko wtedy,
gdy U = U1 ∪ U2, gdzie U1 oraz U2 są zbiorami otwartymi, odpowiednio, w X oraz w Y.
Niech k ∈ N ∪ {0} oraz przypomnijmy, że symbolami D(Rk), B(Rk) i S(Rk) oznaczamy,
odpowiednio, kulę domkniętą, kulę otwartą oraz sferę w Rk o środku w punkcie 0 ∈ Rk i pro-
mieniu 1. Połóżmy S(R0) = ∅ oraz ustalmy, że przez D(R0) i B(R0) rozumiemy przestrzenie
jednopunktowe. Powyższe przestrzenie będziemy traktować jako trywialne G-przestrzenie.
Definicja 1.3.3. Niech (X,A) będzie parą zwartych G-przestrzeni oraz H1, . . . ,Hq ∈ sub(G).
Mówimy, że G-przestrzeńX otrzymujemy z G-przestrzeni A przez doklejenie rodziny niezmien-












B (Rk) × G/Hj homeomorficznie na X \ A. Wówczas zbiór
ϕ(D(Rk)×G/Hj) nazywamy niezmienniczą k-komórką typu (k, (Hj)) dla każdego j = 1, . . . , q.
W szczególności o zbiorze ϕ(D(Rk) × G/Hj) mówimy, że jest domkniętą niezmienniczą k-
komórką, natomiast o zbiorze ϕ(B(Rk) × G/Hj) powiemy, że jest otwartą niezmienniczą k-
komórką. Przez brzeg niezmienniczej k-komórki będziemy rozumieć zbiór ϕ(S(Rk) × G/Hj).
Natomiast o G-odwzorowaniu ϕ mówimy, że jest odwzorowaniem charakterystycznym dla G-
przestrzeni X.
Definicja 1.3.4. Niech (X,X−1) będzie parą zwartychG-przestrzeni. Jeżeli istnieje skończony
ciąg G-przestrzeni X−1 ⊂ X0 ⊂ X1 ⊂ · · · ⊂ Xp = X taki, że
(1) X−1 ∈ {∗, ∅},
(2) X0 ≈G X−1 t
q(0)⊔
j=1
G/Hj,0, gdzie H1,0, . . . ,Hq(0),0 ∈ sub(G),
(3) dla każdego k = 1, . . . , p przestrzeń Xk otrzymujemy z Xk−1 przez doklejenie rodziny
niezmienniczych k-komórek typu {(k, (Hj,k)) : j = 1, . . . , q(k)},
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to parę G-przestrzeni (X,X−1) nazywamy skończonym G-CW-kompleksem. W szczególno-
ści parę (X, ∗) będziemy nazywać skończonym G-CW-kompleksem z wyróżnionym punktem
∗ ∈ XG (lub równoważnie skończonym punktowanym G-CW-kompleksem), natomiast parę
(X, ∅) będziemy utożsamiać z X oraz nazywać skończonym G-CW-kompleksem bez wyróż-
nionego punktu. Zbiór podprzestrzeni {X0, X1, . . . , Xp} nazywamy rozkładem komórkowym
G-CW-kompleksu (X,X−1), a zbiór
p⋃
k=0
{(k, (Hj,k)) : j = 1, . . . , q(k)} typem tego rozkładu
komórkowego.
Przykład 1.3.1. Niech G = SO(2) oraz X = S(R3) ⊂ R[1,m] ⊕ R[1, 0], a przez Zm rozu-
miemy grupę addytywną klas reszt modulo m. Wówczas (X,X−1) jest skończonym punktowa-
nym SO(2)-CW-kompleksem z następującymi podprzestrzeniami występującymi w rozkładzie
komórkowym: X0 = X−1 t e1 = {(0, 0,−1)} t e1, X = X1 = X0 t f1, gdzie e1 = {(0, 0, 1)}
jest niezmienniczą 0-komórką typu (0, SO(2)) oraz f1 ≈SO(2) B(R)× SO(2)/Zm jest otwartą
niezmienniczą 1-komórką typu (1,Zm).
Definicja 1.3.5. Niech (X,X−1) będzie skończonym G-CW-kompleksem. Mówimy, że para
(Y, Y−1) jest G-CW-podkompleksem (X,X−1), o ile
(1) Y−1 ⊂ X−1,
(2) Y ⊂ X jest G-przestrzenią,
(3) Y jest sumą Y−1 i pewnej rodziny otwartych niezmienniczych komórek z X tak, że brzeg
każdej komórki również należy do Y.
Ponadto, jeżeli Y−1 = {∗}, to (Y, Y−1) nazywamy G-CW-podkompleksem z wyróżnionym
punktem.
Niech (X,X−1) będzie skończonym G-CW-kompleksem z rozkładem komórkowym postaci
{X0, X1 . . . , Xp}. Wówczas para (Xk, X−1) jest G-CW-podkompleksem (X,X−1) dla każdego
k = 0, . . . , p. Co więcej, jeżeli (Y, Y−1) jest G-CW-podkompleksem (X,X−1), to (Y, Y−1)
jest G-CW-kompleksem z rozkładem komórkowym {Y0, Y1, . . . , Yp}, gdzie Yk = Y ∩ Xk dla
k = 0, . . . , p. W szczególności para zwartych G-przestrzeni (X/Y, [Y ]) jest skończonym punk-
towanych G-CW-kompleksem z podprzestrzeniami rozkładu komórkowego postaci Xk/Yk dla
k = 0, . . . , p. Powyższe fakty można znaleźć w książce [23].
Przykład 1.3.2. Niech G = SO(2) oraz X = S(R3) ⊂ R[1,m] ⊕ R[1, 0]. Rozważmy skoń-
czony punktowany SO(2)-CW-kompleksem (X,X−1) z następującymi podprzestrzeniami wy-
stępującymi w rozkładzie komórkowym: X0 = X−1 t e1 t e2, X1 = X0 t f1 t f2, gdzie
X−1 = {(0, 0,−1)} i e1 = {(0, 0, 1)}, e2 ≈SO(2) SO(2)/Zm są niezmienniczymi 0-komórkami
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typu, odpowiednio, (0, SO(2)), (0,Zm) oraz f1 ≈SO(2) B(R)× SO(2)/Zm ≈SO(2) f2 są otwar-
tymi niezmienniczymi 1-komórkami typu (1,Zm). Wówczas para (Y, Y−1) jest SO(2)-CW-
podkompleksem (X,X−1), gdzie Y−1 = {(0, 0,−1)} oraz Y = Y−1 t e2 t f2.
Symbolem F(G) oznaczamy podkategorię kategorii τ(G), gdzie obiektami są skończone
G-CW-kompleksy, a morfizmami G-odwzorowania pomiędzy nimi. Analogicznie przez F∗(G)
będziemy oznaczać podkategorię kategorii τ∗(G), gdzie obiektami są skończone punktowane
G-CW-kompleksy oraz morfizmami G-odwzorowania pomiędzy tymi obiektami zachowujące
punkty bazowe. Przypomnijmy ponadto, że dla X ∈ F(G) lub X ∈ F∗(G) przez [X]G
rozumiemy typ G-homotopii elementu X. Wówczas F [G] (odpowiednio F∗[G]) będzie ozna-
czać zbiór typów G-homotopii skończonych G-CW-kompleksów (odpowiednio zbiór typów G-
homotopii skończonych G-CW-kompleksów z punktem bazowym).
Niech F będzie wolną grupą abelową generowaną przez F∗[G] oraz niechN będzie podgrupą
F generowaną przez elementy postaci [A] − [X] + [X/A], gdzie A,X ∈ F∗(G) i A jest G-
CW-podkompleksem z wyróżnionym punktem punktowanego G-CW-kompleksu X. Połóżmy
U(G) = F/N oraz niech χG(X) będzie klasą elementu [X]G ∈ F w U(G). Element χG(X)
nazywamy G-niezmienniczą charakterystyką Eulera skończonego punktowanego G-CW-kom-
pleksuX.W przypadku, gdyX jest skończonym G-CW-kompleksem bez wyróżnionego punktu
przyjmujemy, że χG(X) = χG(X+) oraz X+ = X t {∗}, gdzie ∗ jest dodanym wyróżnionym
punktem, będącym punktem stałym działania zwartej grupy Liego G.
Dla (X, ∗X), (Y, ∗Y ) ∈ F∗(G) połóżmy X ∨ Y = (X × {∗Y } ∪ {∗X} × Y )/{(∗X , ∗Y )} oraz
X ∧ Y = X × Y/X ∨ Y. Wówczas X ∨ Y oraz X ∧ Y są również elementami F∗(G). Ponadto
zauważmy, że [X]G − [X ∨ Y ]G + [X ∨ Y/X]G = [X]G − [X ∨ Y ]G + [Y ]G ∈ N, a zatem
χG(X) + χG(Y ) = χG(X ∨ Y ). Zdefiniujmy dalej iloczyn ? : U(G) × U(G) → U(G) formułą
χG(X) ? χG(Y ) = χG(X ∧ Y ).
Twierdzenie 1.3.1. Grupa (U(G),+) jest wolną grupą abelową z elementami bazy χG(G/H+)
dla (H) ∈ sub[G]. Co więcej, jeżeli X ∈ F∗(G) oraz
p⋃
k=0
{(k, (Hj,k)) : j = 1, . . . , q(k)} jest








· χG(G/H+) ∈ U(G), (1.3.8)
gdzie ν(k, (H)) jest liczbą niezmienniczych k-komórek typu (k, (H)).
Twierdzenie 1.3.2. Trójka (U(G),+, ?) jest pierścieniem przemiennym z elementem neutral-
nym 1 = χG( G/G+).
Powyższe twierdzenia zostały zaczerpnięte z książki [23].
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Pierścień U(G) nazywamy pierścieniem Eulera zwartej grupy Liego G. Element zerowy
w U(G) będziemy oznaczać symbolem 0.
Przykład 1.3.3. Niech G = SO(2). Wówczas dla skończonego punktowanego SO(2)-CW-
kompleksu z Przykładu 1.3.1 otrzymujemy, że χSO(2)(S(R3)) = (−1)0χSO(2)(SO(2)/SO(2)+)+
+(−1)1χSO(2)(SO(2)/Z+m).
1.4 Niezmienniczy indeks Conley’a
W podrozdziale niniejszym omówimy podstawowe pojęcia dotyczące teorii indeksu Conley’a
zdefiniowanego w obecności działania zwartej grupy Liego G. Przedstawiony materiał został
zaczerpnięty głównie z [5, 12,32,78].
Niech zatem G będzie zwartą grupą Liego oraz V jej ortogonalną G-reprezentacją. W dal-
szej części rozprawy przestrzeń R będziemy traktować jako jednowymiarową trywialną G-
reprezentację, a stąd działanie grupy G na V × R będzie dane formułą g(v, t) = (gv, t) dla
każdych g ∈ G oraz (v, t) ∈ V× R.
Zdefiniujemy teraz pojęcie lokalnego potoku w obecności działania zwartej grupy Liego G.
Definicja 1.4.1. Niech U ⊂ V × R będzie otwartym i G-niezmienniczym otoczeniem zbioru
V×{0}. Mówimy, że G-współzmiennicze odwzorowanie η : U → V jest lokalnym G-potokiem,
o ile spełnia następujące warunki:
(1) dla każdego v ∈ V istnieją −α(v), ω(v) ∈ (0,+∞] spełniające (α(v), ω(v)) = {t ∈ R :
(v, t) ∈ U},
(2) η(v, 0) = v dla każdego v ∈ V,
(3) jeżeli s ∈ (α(v), ω(v)) i t ∈ (α(η(v, s)), ω(η(v, s))), to s+ t ∈ (α(v), ω(v)) oraz otrzymu-
jemy, że η(η(v, s), t) = η(v, s+ t).
Poniższy przykład został zaczerpnięty z książki [28].
Przykład 1.4.1. Niech ϕ ∈ C2G(V,R) oraz rozważmy równanie różniczkowe następującej po-
staci: u̇(t) = ∇ϕ(u(t)). Wówczas równanie to indukuje lokalny potok η : U → V dany wzorem
η(v, t) = uv(t), gdzie uv : (α(v), ω(v)) → V jest rozwiązaniem zagadnienia początkowego
postaci  u̇(t) = ∇ϕ(u(t))u(0) = v ,
a przedział (α(v), ω(v)) jest maksymalnym odcinkiem, na którym istnieje rozwiązanie powyż-
szego zagadnienia. Ponadto η : U → V jest G-odwzorowaniem, gdyż ∇ϕ ∈ C1G(V,V). Rze-
czywiście, definiując odwzorowanie u1 : (α(v), ω(v)) → V wzorem u1 = guv otrzymujemy, że
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u̇1(t) = gu̇v(t) = g∇ϕ(uv(t)) = ∇ϕ(u1(t)) i u1(0) = gv, a zatem (α(v), ω(v)) ⊂ (α(gv), ω(gv)).
Analogicznie dla u2 = g−1ugv dowodzimy, że (α(gv), ω(gv)) ⊂ (α(v), ω(v)). W konsekwencji,
(α(v), ω(v)) = (α(gv), ω(gv)), co implikuje G-niezmienniczość zbioru U. Dodatkowo z twier-
dzenia o istnieniu i jednoznaczności rozwiązań równań różniczkowych (patrz [63]) mamy, że
ugv = guv, a zatem η jest lokalnym G-potokiem.
Ustalmy lokalny G-potok η : U → V oraz niech W ⊂ V. O zbiorze W mówimy, że jest
η-niezmienniczy, o ile η((W ×R)∩U) ⊂W. Dla G-niezmienniczego zbioru W ⊂ V definiujemy
następnie zbiór Inv(W, η) = {v ∈ W : ∀t ∈ (α(v), ω(v)) η(v, t) ∈ W} ⊂ W, który będziemy
nazywać maksymalnym η-niezmienniczym podzbiorem W. Zauważmy, że zbiór Inv(W, η) jest
η-niezmienniczy oraz G-niezmienniczy.
Definicja 1.4.2. Niech W ⊂ V będzie zbiorem zwartym o niepustym wnętrzu oraz G-nie-
zmienniczym. Wówczas W nazywamy G-otoczeniem η-izolującym, o ile Inv(W, η) ⊂ int(W ).
Ponadto o zwartym zbiorze S ⊂ V mówimy, że jest izolowanym zbiorem η-niezmienniczym,
jeżeli istnieje G-otoczenie η-izolujące dla zbioru S, to znaczy istnieje G-otoczenie η-izolujące
W ⊂ V takie, że Inv(W, η) = S.
Z powyższej definicji wynika, że izolowane zbiory η-niezmiennicze są zbiorami G-niezmien-
niczymi oraz η-niezmienniczymi.
Definicja 1.4.3. Niech S ⊂ V będzie izolowanym zbiorem η-niezmienniczym. Parę zwartych
G-przestrzeni (N,L) nazywamy G-parą indeksową dla zbioru S, o ile spełnione są następujące
warunki:
(1) zbiór cl(N \ L) jest otoczeniem η-izolującym dla zbioru S,
(2) L jest zbiorem dodatnio η-niezmienniczym w zbiorze N, to znaczy, jeżeli v ∈ L oraz
η({v} × [0, t]) ⊂ N dla pewnego t ≥ 0, to η({v} × [0, t]) ⊂ L,
(3) L jest zbiorem punktów wyjścia dla zbioru N, to znaczy, jeżeli v ∈ N oraz η(v, t1) /∈ N
dla pewnego t1 > 0, to istnieje t ∈ [0, t1) takie, że η({v} × [0, t]) ⊂ N i η(v, t) ∈ L.
W poniższym twierdzeniu, którego dowód można znaleźć w artykule [32], przedstawiamy
podstawowy rezultat dotyczący istnienia G-pary indeksowej dla izolowanych zbiorów η-nie-
zmienniczych.
Twierdzenie 1.4.3. Niech S ⊂ V będzie izolowanym zbiorem η-niezmienniczym oraz niech
W ⊂ V będzie jego G-otoczeniem η-izolującym. Wówczas istnieje G-para indeksowa (N,L) dla
zbioru S taka, że N ⊂ int(W ).
Wprowadźmy teraz pojęcie G-niezmienniczego indeksu Conley’a dla izolowanego zbioru
η-niezmienniczego.
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Definicja 1.4.4. Niech S ⊂ V będzie izolowanym zbiorem η-niezmienniczym oraz niech para
(N,L) będzie G-parą indeksową dla S. Typ G-homotopii [(N/L, [L])]G zwartej G-przestrzeni
z wyróżnionym punktem postaci (N/L, [L]) nazywamy G-niezmienniczym indeksem Conley’a
dla zbioru S (lub równoważnie G-indeksem Conley’a) oraz oznaczamy przez CIG(S, η).
Powyższa definicja G-indeksu Conley’a nie zależy od wyboru G-pary indeksowej dla izolo-
wanego zbioru η-niezmienniczego S, to jest dla dowolnych dwóch G-par indeksowych (N1, L1)
oraz (N2, L2) dla zbioru S otrzymujemy, że [(N1/L1, [L1])]G = [(N2/L2, [L2])]G ∈ τ∗[G]
(patrz [32]).
Niech (N,L) będzieG-parą indeksową dla izolowanego zbioru η-niezmienniczego S.Wprzy-
padku, gdy L jest zbiorem pustym przyjmujemy, że N/L = N+ = N t {∗} oraz CIG(S, η) =
= [N+]G ∈ τ∗[G], gdzie ∗ jest dodanym wyróżnionym punktem, będącym punktem stałym
działania grupy G.
Przykład 1.4.2. Niech G = SO(2) oraz niech V = R[1,m] dla pewnego m ∈ N. Zdefiniujmy
ϕ± : V→ R następująco: ϕ±(v) = ±ψ(|v|2), gdzie ψ : R→ R jest potencjałem klasy C∞ da-
nym wzorem ψ(t) = t(t−1). Rozważmy równanie różniczkowe postaci u̇(t) = −∇ϕ±(u(t)) oraz
niech η± : U → V będzie lokalnym SO(2)-potokiem generowanym przez powyższe równanie.





η±-niezmienniczym oraz wybierzmy jego SO(2)-otoczenie η±-izolujące N = D(V) \ B 1
2
(V).
Połóżmy (N+, L+) = (N, ∅) oraz (N−, L−) = (N, ∂N). Wówczas (N±, L±) jest SO(2)-parą
indeksową dla zbioru S oraz CISO(2)(S, η+) = [N+]SO(2) = [S(V)+]SO(2), CISO(2)(S, η−) =
= [(N/∂N, [∂N ])]SO(2).
Lemat 1.4.10. Niech ϕ ∈ C2G(V,R) oraz niech W ⊂ V będzie zwartym zbiorem o niepustym
wnętrzu. Ustalmy v0 ∈ W i załóżmy dodatkowo, że odwzorowanie uv0 : (α(v0), ω(v0)) → W
jest rozwiązaniem zagadnienia początkowego postaci u̇(t) = ∇ϕ(u(t))u(0) = v0 ,
gdzie (α(v0), ω(v0)) jest maksymalnym odcinkiem, na którym istnieje rozwiązanie. Wówczas
(1) (α(v0), ω(v0)) = (−∞,+∞),
(2) (∇ϕ)−1({0}) ∩W 6= ∅,
(3) (∇ϕ)−1({0}) ∩
{













Dowód. Punkt (1) tezy wynika bezpośrednio z globalnego twierdzenia o istnieniu i jednoznacz-
ności rozwiązań równań różniczkowych, które można znaleźć na przykład w książce [63].
Dla dowodu punktu (2) tezy przypuśćmy, że (∇ϕ)−1({0})∩W = ∅.Wówczas biorąc pod uwagę
zwartość W definiujemy m = infv∈W |∇ϕ(v)| > 0 oraz M = supv∈W |ϕ(v)| < +∞, a stąd dla
dowolnych s, t ∈ (−∞,+∞) mamy, że


























∣∣∣∣∣∣ = m2|t− s|,
sprzeczność.
Udowodnimy teraz punkt (3) tezy, natomiast punkt (4) dowodzimy analogicznie. Przypu-
śćmy, że (∇ϕ)−1({0})∩
{




= ∅, a zatem zbiory
(∇ϕ)−1({0}) ∩W ⊂W oraz cl(uv0((0,+∞))) ⊂W są rozłączne i zwarte. Dlatego wybierając
zwarty zbiór W1 ⊂ W taki, że cl(uv0((0,+∞))) ⊂ W1 oraz (∇ϕ)−1({0}) ∩W1 = ∅ możemy
dalej przeprowadzić dowód analogicznie jak powyżej zastępując zbiór W przez W1, co kończy
dowód.
Uwaga 1.4.5. Niech ϕ ∈ C2G(V,R) oraz rozważmy lokalny G-potok η : U → V induko-
wany przez równanie różniczkowe postaci u̇(t) = ∇ϕ(u(t)). Wówczas każda niezdegenerowana
G-orbita krytyczna G(v0) ⊂ (∇ϕ)−1({0}) jest izolowanym zbiorem η-niezmienniczym. Rzeczy-
wiście, na podstawie Uwagi 1.2.3, istnieje otwarte otoczenie Θ ⊂ V G-orbity krytycznej G(v0)
będące zbiorem G-niezmienniczym takie, że Θ∩ (∇ϕ)−1({0}) = G(v0). Bez zmniejszenia ogól-
ności możemy założyć, że cl(Θ) ∩ (∇ϕ)−1({0}) = G(v0) oraz zbiór Θ ⊂ V jest ograniczony.
Wówczas Inv(cl(Θ), η) = G(v0). Rzeczywiście, gdyby istniało niestacjonarne rozwiązanie
uv1 : (α(v1), ω(v1)) → cl(Θ) równania różniczkowego u̇(t) = ∇ϕ(u(t)), to (α(v1), ω(v1)) =
= (−∞,+∞), (∇ϕ)−1({0}) ∩
{











6= ∅, z Lematu 1.4.10. Co
więcej, Dtϕ(uv1(t)) = Duv1ϕ(uv1(t))u̇v1(t) = 〈∇ϕ(uv1(t)), u̇v1(t)〉 = |∇ϕ(uv1(t))|
2 > 0 dla każ-
dego t ∈ (−∞,+∞), to znaczy ϕ rośnie na rozwiązaniu uv1 , a ponadto ϕ(gv0) = ϕ(v0) dla
każdego g ∈ G, sprzeczność.
Symbolem Λ będziemy oznaczać przedział domknięty [λ1, λ2] dla λ1, λ2 ∈ R oraz λ1 < λ2,
który będziemy traktować jako przestrzeń parametrów z trywialnym G-działaniem. Niech
U ⊂ V × R × Λ będzie otwartym otoczeniem zbioru V × {0} × Λ oraz zdefiniujmy Uλ =
= {(v, t) ∈ V× R : (v, t, λ) ∈ U}.
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Definicja 1.4.5. Mówimy, że G-współzmiennicze odwzorowanie η : U → V jest rodziną
lokalnych G-potoków, jeżeli ηλ = η(·, ·, λ) : Uλ → V jest lokalnym G-potokiem dla każdego
λ ∈ Λ.
Niech η : U → V będzie rodziną lokalnych G-potoków oraz ustalmy G-niezmienniczy zbiór
W ⊂ V. Dodatkowo połóżmy Inv(W × Λ, η) = {(v, λ) ∈ W × Λ : v ∈ Inv(W, ηλ)}. Wówczas
zbiór Inv(W ×Λ, η) jest G-niezmienniczy, a ponadto jest zwarty, o ile W ⊂ V jest zwarty. Ze
zwartości zbioru Inv(W ×Λ, η) można wywnioskować, że zbiór tych λ ∈ Λ, dla których W jest
G-otoczeniem ηλ-izolującym jest otwarty w Λ. Powyższy fakt został zaczerpnięty z książki [5],
natomiast w artykule [78] można znaleźć jego dowód w przypadku bez działania grupy, który
bezpośrednio przenosi się na sytuację niezmienniczą.
Poniższe twierdzenie zostało zaczerpnięte z [5, 32] oraz opisuje własność kontynuacji dla
G-niezmienniczego indeksu Conley’a.
Twierdzenie 1.4.4. Niech η : U → V będzie rodziną lokalnych G-potoków oraz ustalmy zwarty
i G-niezmienniczy zbiór W ⊂ V. Jeżeli W jest G-otoczeniem ηλ-izolującym dla każdego λ ∈ Λ,
to CIG(Inv(W, ηλ), ηλ) = CIG(Inv(W, ηλ′), ηλ′) dla każdych λ, λ′ ∈ Λ.
W poniższym twierdzeniu, którego dowód można znaleźć w artykule [32], opisujemy zwią-
zek G-indeksu Conley’a dla izolowanego zbioru niezmienniczego dla potoku indukowanego
przez specjalną niezmienniczą funkcję Morse’a ze skończonym punktowanym G-CW-komplek-
sem. Twierdzenie to jest szczególnym przypadkiem ogólniejszego twierdzenia udowodnionego
w artykule [32].
Twierdzenie 1.4.5. Niech Ω ⊂ V będzie otwartym, ograniczonym i G-niezmienniczym zbio-
rem oraz niech ϕ ∈ C2G(V,R) będzie specjalną niezmienniczą Ω-funkcją Morse’a. Wówczas
(∇ϕ)−1({0}) = G(v1) t . . . t G(vm). Rozważmy ponadto lokalny G-potok η : U → V indu-
kowany przez równanie różniczkowe postaci u̇(t) = −∇ϕ(u(t)) oraz załóżmy, że cl(Ω) jest
G-otoczeniem η-izolującym. Wówczas G-niezmienniczy indeks Conley’a CIG(Inv(cl(Ω), η), η)
ma typ G-homotopii skończonego punktowanego G-CW-kompleksu z typem rozkładu komór-
kowego postaci {(m−(B(v1)), (H1)), . . . , (m−(B(vm)), (Hm))}, gdzie symbolem Hj oznaczamy
grupę izotropii vj oraz B(vj) ma postać jak w formule (1.2.4) dla j = 1, . . . ,m.
Biorąc pod uwagę powyższe twierdzenie możemy obliczyć G-niezmienniczą charakterystykę
Eulera skończonego punktowanego G-CW-kompleksu CIG(Inv(cl(Ω), η), η), to znaczy
χG(CIG(Inv(cl(Ω), η), η)) =
m∑
j=1
(−1)m−(B(vj))χG(G/H+j ) ∈ U(G). (1.4.9)
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 : Tv0SO(2)(v0) Tv0SO(2)(v0)⊕ → ⊕
WZm WZm
,
ponieważ Ω = Ω(Zm) = ΩZm , a zatem ϕ± ∈ C2SO(2)(V,R) jest specjalną niezmienniczą Ω-
funkcją Morse’a. Ponadto cl(Ω) jest SO(2)-otoczeniem η±-izolującym dla izolowanego zbioru
η±-niezmienniczego S = SO(2)(v0). Wówczas CISO(2)(S, η+) oraz CISO(2)(S, η−) mają typ
SO(2)-homotopii skończonego punktowanego SO(2)-CW-kompleksu. Istotnie CISO(2)(S, η+)
jest SO(2)-homotopijnie równoważny ze skończonym punktowanym SO(2)-CW-kompleksem
S(V)+ z następującymi podprzestrzeniami występującymi w rozkładzie komórkowym: X0 =
= X−1 t e1 = {∗} t e1, gdzie e1 ≈SO(2) SO(2)/Zm jest niezmienniczą 0-komórką typu
(0,Zm). Podobnie dla CISO(2)(S, η−) uzyskujemy SO(2)-homotopijną równoważność ze skoń-
czonym punktowanym SO(2)-CW-kompleksem z następującymi podprzestrzeniami w rozkła-
dzie: X0 = X−1 = {∗}, X1 = X0 t f1, gdzie f1 ≈SO(2) B(R) × SO(2)/Zm jest otwartą
niezmienniczą 1-komórką typu (1,Zm).
Poniższy przykład zaczerpnięto z artykułu [68].
Przykład 1.4.4. Niech ϕ ∈ C2G(V,R) oraz niech G(v0) ⊂ V będzie niezdegenerowaną G-
orbitą krytyczną potencjału ϕ. Połóżmy H = Gv0 i niech η : U → V będzie lokalnym
G-potokiem indukowanym przez równanie różniczkowe postaci u̇(t) = −∇ϕ(u(t)). Z Uwagi
1.4.5 otrzymujemy, że niezdegenerowana G-orbita krytyczna G(v0) ⊂ (∇ϕ)−1({0}) jest rów-
nież izolowanym zbiorem η-niezmienniczym. Co więcej, hesjan ∇2ϕ(v0) posiada specjalną
diagonalną postać daną formułą (1.2.4) dla Tv0V = Tv0G(v0) ⊕ WH ⊕ (WH)⊥ lub równo-
ważnie dla Tv0V = ker∇2ϕ(v0) ⊕WH ⊕ (WH)⊥, patrz Lemat 1.2.4. Ostatnia równość wy-
nika z faktu, iż G(v0) jest niezdegenerowaną G-orbitą krytyczną potencjału ϕ. Dodatkowo
Tv0V = ker∇2ϕ(v0) ⊕ E− ⊕ E+, gdzie przez E+ oraz E− rozumiemy sumę prostą podprze-
strzeni własnych operatora ∇2ϕ(v0) odpowiadających, odpowiednio, dodatnim oraz ujem-
nym wartościom własnym ∇2ϕ(v0). Zauważmy ponadto, że ϕ|W ∈ C2H(W,R) oraz v0 jest
niezdegenerowanym punktem krytycznym potencjału ϕ|W, a zatem jest również izolowanym
zbiorem niezmienniczym dla lokalnego H-potoku generowanego przez równanie różniczkowe
postaci u̇(t) = −∇ϕ|W(u(t)). Na podstawie twierdzenia Hartmana-Grobmana (patrz [11])
będziemy rozpatrywać linearyzację powyższego równania w położeniu równowagi v0 postaci
u̇(t) = −∇2ϕ|W(v0)(u(t)−v0) oraz H-potok η′ : W×R→W przez nią generowany. Zauważmy
także, że zbiory Dε(E±, v0) oraz Sε(E−, v0) są H-niezmiennnicze, co wynika z następujących
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równości: |hv−v0| = |hv−hv0| = |v−v0| dla h ∈ H. Ponadto dla dostatecznie małej liczby ε > 0
możemy założyć, że (Dε(E−, v0)×Dε(E+, v0))∩(∇ϕ|W)−1({0}) = {v0}.Wówczas para (N,L) =
= (Dε(E−, v0) × Dε(E+, v0), Sε(E−, v0) × Dε(E+, v0)) stanowi H-parę indeksową dla zbioru
{v0}, a zatem H-niezmienniczy indeks Conley’a H-orbity krytycznej {v0} ma typ H-homotopii
postaci [((Dε(E−, v0) × Dε(E+, v0))/(Sε(E−, v0) × Dε(E+, v0)), [Sε(E−, v0) × Dε(E+, v0)])]H .
Zdefiniujmy parę (N1, L1) = (Dε(E−, v0), Sε(E−, v0)) oraz zauważmy, że pary (N,L) oraz
(N1, L1) mają ten sam typ H-homotopii, a zatem [(N/L, [L])]H = [(N1/L1, [L1])]H , na podsta-
wie Lematu 1.3.9.(2). W konsekwencji H-niezmienniczy indeks Conley’a H-orbity krytycznej
{v0} ma typ H-homotopii postaci [(Dε(E−, v0)/Sε(E−, v0), [Sε(E−, v0)])]H , to znaczy
CIH({v0}, η′) = [(Dε(E−, v0)/Sε(E−, v0), [Sε(E−, v0)])]H .
Co więcej, jeżeli (N,L) jestH-parą indeksową dla zbioru {v0}, to (G×HN,G×HL) jest G-parą
indeksową dla zbioru G(v0), a zatem CIG(G(v0), η) = [G×HN/G×H L, [G×H L])]G. Ponadto
pary (G×H N,G×H L) oraz (G×H N1, G×H L1) mają ten sam typ G-homotopii, gdyż pary
(N,L) oraz (N1, L1) mają ten sam typ H-homotopii, na podstawie Lematu 1.3.9.(1), a stąd
CIG(G(v0), η) = [(G×H Dε(E−, v0)/G×H Sε(E−, v0), [G×H Sε(E−, v0)])]G
(patrz [32]). Co więcej, pomiędzy G-indeksem Conley’a CIG(G(v0), η) a H-indeksem Conley’a
CIH({v0}, η′) zachodzi następujący związek:
CIG(G(v0), η) = G+ ∧H CIH({v0}, η′),
gdzie G+ ∧H X = (G×H X)/(G×H {∗}) dla pewnej H-przestrzeni X (patrz [68]).
Niezmiennik topologiczny, o którym mowa w niniejszym podrozdziale jest naturalnym
uogólnieniem klasycznego indeksu Conley’a (patrz [12,78]) zdefiniowanego jako typ homotopii
pewnej zwartej przestrzeni z wyróżnionym punktem. Niezmiennicza wersja indeksu Conley’a
posiada bogatszą strukturę i tym samym możemy spodziewać się silniejszych rezultatów sto-
sując ten niezmiennik. Rzeczywiście, może zdarzyć się, że dwie przestrzenie mają ten sam typ
homotopii oraz nie posiadają tego samego typu G-homotopii.
W poniższym przykładzie przedstawimy dwa izolowane zbiory niezmiennicze ze względu na
pewien potok, których indeksy Conley’a mają ten sam typ homotopii oraz G-indeksy Conley’a
mają różny typ G-homotopii.
Przykład 1.4.5. Niech G = SO(2) oraz niech V = R[1,m1] ⊕ R[1,m2], gdzie m1,m2 ∈ N
i m1 6= m2. Zdefiniujmy potencjał ϕ : V× [−1, 1]→ R wzorem ϕ(v, ρ) = 12〈A(ρ)v, v〉+ψ(v, ρ),
gdzie A(ρ) = ρ diag(Id2,−Id2) oraz ψ ∈ C∞SO(2)(V × [−1, 1],R) spełnia następujące wa-
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runki: ∇vψ(0, ρ) = 0 i ∇2vψ(0, ρ) = 0. Ponadto rozważmy równanie różniczkowe postaci
u̇(t) = ∇vϕ(u(t), ρ) oraz zauważmy, że ∇vϕ(0, ρ) = 0 i ∇2vϕ(0, ρ) jest izomorfizmem dla
ρ = ±1. Zatem w konsekwencji twierdzenia Hartmana-Grobmana (patrz [11]) dla ρ = ±1
będziemy rozpatrywać linearyzację powyższego równania postaci u̇(t) = ∇2vϕ(0, ρ)u(t). Do-
datkowo przez ηρ : V × R → V będziemy oznaczać SO(2)-potok indukowany przez powyższą
linearyzację. Wówczas {0} jest izolowanym zbiorem η±1-niezmienniczym oraz indeks Conley’a
CI({0}, η±1) ma typ homotopii postaci [(D(R2)/S(R2), [S(R2)])]. W sytuacji niezmienniczej
natomiast otrzymujemy, że
CISO(2)({0}, η+1) = [(D(R[1,m1])/S(R[1,m1]), [S(R[1,m1])])]SO(2),
CISO(2)({0}, η−1) = [(D(R[1,m2])/S(R[1,m2]), [S(R[1,m2])])]SO(2).
Zatem CISO(2)({0}, η+1) ma typ SO(2)-homotopii skończonego punktowanego SO(2)-CW-
kompleksu z następującymi podprzestrzeniami występującymi w rozkładzie komórkowym:
X0 = X−1 t e1 = {∗} t e1, X1 = X0 t f1, gdzie e1 = {(0, 0)} jest niezmienniczą 0-komórką
typu (0, SO(2)) oraz f1 ≈SO(2) B(R)×SO(2)/Zm1 jest otwartą niezmienniczą 1-komórką typu
(1,Zm1). W analogiczny sposób otrzymujemy rozkład komórkowy skończonego punktowanego
SO(2)-CW-kompleksu CISO(2)({0}, η−1). Ponadto
χSO(2)(CISO(2)({0}, η+1)) = (−1)0χSO(2)(SO(2)/SO(2)+) + (−1)1χSO(2)(SO(2)/Z+m1),
χSO(2)(CISO(2)({0}, η−1)) = (−1)0χSO(2)(SO(2)/SO(2)+) + (−1)1χSO(2)(SO(2)/Z+m2),
a zatem rozpatrywane SO(2)-indeksy Conley’a mają różne typy SO(2)-homotopii, ponieważ
m1 6= m2.
1.5 Stopień G-współzmienniczych odwzorowań gradientowych
W podrozdziale niniejszym przedstawimy szkic konstrukcji niezmiennika topologicznego bę-
dącego elementem pierścienia Eulera U(G) oraz zdefiniowanego dla G-współzmienniczych od-
wzorowań gradientowych ∇ϕ : V → V nie znikających na brzegu pewnego otwartego, ogra-
niczonego i G-niezmienniczego podzbioru ortogonalnej reprezentacji V zwartej grupy Liego
G. Niezmiennik ten zwany stopniem G-współzmienniczych odwzorowań gradientowych został
zdefiniowany przez Gębę w artykule [32]. Przedstawiony tutaj materiał pochodzi głównie
z artykułów [32,52,75,76].
Niech zatem V będzie ortogonalną reprezentacją zwartej grupy Liego G, a ponadto zbiór
Ω ⊂ V będzie otwarty, ograniczony i G-niezmienniczy.
Zdefiniujmy teraz pojęcia G-współzmienniczych odwzorowań gradientowych (lub równo-
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ważnie G-odwzorowań gradientowych) oraz G-współzmienniczych homotopii gradientowych
(lub równoważnie G-homotopii gradientowych).
Definicja 1.5.1. Odwzorowanie f ∈ CG(V,V) nazywamy G-współzmienniczym odwzorowa-
niem gradientowym, o ile istnieje potencjał ϕ ∈ C1G(V,R) taki, że f = ∇ϕ. Mówimy, że dwa
G-współzmiennicze odwzorowania gradientowe f1 oraz f2 są gradientowo G-homotopijne, jeżeli
istnieje potencjał h ∈ C1G(V × [0, 1],R) taki, że ∇vh(·, 0) = f1 oraz ∇vh(·, 1) = f2. Wówczas
h nazywamy G-homotopią gradientową.
W podrozdziale niniejszym będziemy rozpatrywać Ω-dopuszczalne G-odwzorowania gra-
dientowe. Wówczas będziemy mówić, że dwa Ω-dopuszczalne G-odwzorowania gradientowe są
gradientowo G-homotopijne, o ile istnieje G-homotopia gradientowa h, która jest Ω-dopusz-
czalna, to znaczy (∇vh)−1({0}) ∩ (∂Ω× [0, 1]) = ∅.
Zdefiniujemy teraz stopień G-współzmienniczych odwzorowań gradientowych. W pierw-
szym kroku konstrukcji zdefiniujemy stopień dla specjalnej niezmienniczej Ω-funkcji Morse’a
ψ ∈ C2G(V,R). Zauważmy, że (∇ψ)−1({0})∩Ω = (∇ψ)−1({0})∩ cl(Ω) składa się ze skończonej
liczby G-orbit krytycznych, to jest (∇ψ)−1({0})∩ cl(Ω) = G(v1)t . . .tG(vm), ze względu na
Uwagę 1.2.4. Przypomnijmy również, że hesjan ∇2ψ(vj) : TvjV→ TvjV, ze względu na odpo-
wiedni rozkład przestrzeni TvjV, ma postać zadaną formułą (1.2.4) dla każdego j = 1, . . . ,m,
patrz Lemat 1.2.4. Ponadto dla każdej specjalnej G-orbity krytycznej G(vj) prawdziwa jest
następująca równość: m−(C(vj)) = 0, a zatem m−(∇2ψ(vj)) = m−(B(vj)) i każdej G-orbicie
krytycznej G(vj) możemy przyporządkować liczbę (−1)m
−(B(vj)). Wówczas stopień G-współ-










Wdrugim kroku zdefiniujemy stopień dla Ω-dopuszczalnego potencjału ϕ ∈ C1G(V,R) wykorzy-
stując aproksymację tego potencjału przez pewną specjalną niezmienniczą Ω-funkcję Morse’a.
Dokładniej, dowodzi się istnienia specjalnej niezmienniczej Ω-funkcji Morse’a ψ ∈ C2G(V, R),
dla której G-homotopia gradientowa h ∈ C1G(V × [0, 1],R) zdefiniowana formułą h(v, t) =
= tψ(v) + (1− t)ϕ(v) dla każdego (v, t) ∈ V× [0, 1] jest Ω-dopuszczalna (patrz [32]). Wówczas
stopień G-współzmienniczych odwzorowań gradientowych∇G-deg(∇ϕ,Ω) ∈ U(G) definiujemy
następującą formułą: ∇G-deg(∇ϕ,Ω) = ∇G-deg(∇ψ,Ω) ∈ U(G). W szczególności przyjmu-
jemy ∇G-deg(∇ϕ, ∅) = 0 ∈ U(G).
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Powyższa definicja nie zależy od wyboru specjalnej niezmienniczej Ω-funkcji Morse’a,
o czym stanowi poniższe twierdzenie, które zostało zaczerpnięte z artykułu [32].
Twierdzenie 1.5.6. Niech ψ1, ψ2 ∈ C2G(V,R) będą specjalnymi niezmienniczymi Ω-funkcjami
Morse’a oraz dodatkowo załóżmy, że odwzorowania ∇ψ1 i ∇ψ2 są gradientowo G-homotopijne.
Wówczas ∇G-deg(∇ψ1,Ω) = ∇G-deg(∇ψ2,Ω).
W poniższym twierdzeniu sformułujemy podstawowe własności stopnia G-współzmienni-
czych odwzorowań gradientowych (patrz [32,75,76]).
Twierdzenie 1.5.7. Niech Ω ⊂ V będzie zbiorem otwartym, ograniczonym i G-niezmienniczym
oraz niech potencjał ϕ ∈ C1G(V,R) będzie Ω-dopuszczalny.
(1) [Istnienie] Jeżeli ∇G-deg(∇ϕ,Ω) 6= 0 ∈ U(G), to (∇ϕ)−1({0}) ∩ Ω 6= ∅.
(2) [Addytywność] Jeżeli Ω1, Ω2 ⊂ V są otwartymi, G-niezmienniczymi i rozłącznymi zbio-
rami takimi, że Ω = Ω1 ∪Ω2, to ∇G-deg(∇ϕ,Ω) = ∇G-deg(∇ϕ,Ω1) +∇G-deg(∇ϕ,Ω2).
(3) [Wycinanie] Jeżeli Ω1 ⊂ Ω jest otwarty i G-niezmienniczy oraz (∇ϕ)−1({0}) ∩ Ω ⊂ Ω1,
to ∇G-deg(∇ϕ,Ω) = ∇G-deg(∇ϕ,Ω1).
(4) [Linearyzacja] Jeżeli ϕ ∈ C2G(V,R) oraz ∇ϕ(0) = 0 i ∇2ϕ(0) : V→ V jest G-współzmien-
niczym, samosprzężonym izomorfizmem liniowym, to istnieje liczba ε0 > 0 taka, że
dla każdego 0 < ε < ε0 otrzymujemy następującą równość: ∇G-deg(∇ϕ,Bε(V)) =
= ∇G-deg(∇2ϕ(0), B(V)).
(5) [Homotopijna niezmienniczość] Jeżeli h ∈ C1G(V× [0, 1],R) jest Ω-dopuszczalne, to zna-
czy (∇vh)−1({0}) ∩ (∂Ω× [0, 1]) = ∅, to ∇G-deg(∇vh(·, 0),Ω) = ∇G-deg(∇vh(·, 1),Ω).
Uwaga 1.5.6. Zauważmy, że własność homotopijnej niezmienniczości stopnia można uogólnić.
Mianowicie, niech zbiór U ⊂ V×[0, 1] będzie otwarty, ograniczony i G-niezmienniczy oraz niech
potencjał h ∈ C1G(V× [0, 1],R) będzie taki, że (∇vh)−1({0}) ∩ ∂Uρ = ∅ dla każdego ρ ∈ [0, 1],
gdzie Uρ = {v ∈ V : (v, ρ) ∈ U}.Wówczas stopień ∇G-deg(∇vh(·, ρ), Uρ) jest stały jako funkcja
zmiennej ρ.
Poniższe twierdzenie opisuje związek pomiędzy G-indeksem Conley’a a stopniem G-współ-
zmienniczych odwzorowań gradientowych. Dowód tego twierdzenia jest bezpośrednim wnio-
skiem z Twierdzenia 1.4.5 oraz definicji stopnia dla specjalnej niezmienniczej funkcji Morse’a.
Twierdzenie 1.5.8. Niech Ω ⊂ V będzie otwarty, ograniczony i G-niezmienniczy oraz niech
ϕ ∈ C2G(V,R) będzie specjalną niezmienniczą Ω-funkcją Morse’a. Rozważmy lokalny G-potok
η : U → V indukowany przez równanie różniczkowe postaci u̇(t) = −∇ϕ(u(t)) oraz załóżmy, że
cl(Ω) jest G-otoczeniem η-izolującym. Wówczas χG(CIG(Inv(cl(Ω), η), η)) = ∇G-deg(∇ϕ,Ω).
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Uwaga 1.5.7. Dla odwzorowań ciągłych w przypadku bez działania grupy Liego mamy
zdefiniowany stopień Brouwera, inaczej stopień topologiczny, będący elementem pierścienia
liczb całkowitych Z (patrz [37, 61]). Niezmiennik ten został wprowadzony przez Brouwera
w artykule [8]. Przypomnijmy teraz szkic analitycznej konstrukcji tego stopnia. Niech za-
tem Ω ⊂ Rn będzie otwartym i ograniczonym zbiorem oraz ustalmy p ∈ Rn. W pierwszym
kroku zdefiniujemy stopień dla odwzorowania Ω-generycznego f ∈ C1(cl(Ω),Rn), to znaczy
f−1({p}) ∩ ∂Ω = ∅ oraz p ∈ Rn jest wartością regularną odwzorowania f, to jest dla każ-
dego x ∈ f−1({p}) zachodzi następujący warunek: detDf(x) 6= 0. Wówczas stopień Brouwera






Zauważmy, że dla odwzorowań Ω-generycznych zbiór f−1({p}) składa się ze skończonej liczby
punktów, a zatem stopień jest poprawnie zdefiniowany. Jeżeli f−1({p}) = ∅, to przyjmujemy,
że degB(f,Ω, p) = 0. W kolejnym kroku zdefiniujemy stopień Brouwera dla odwzorowania
f ∈ C2(cl(Ω),Rn) takiego, że f−1({p})∩∂Ω = ∅, formułą degB(f,Ω, p) = degB(f,Ω, p1), gdzie
p1 jest wartością regularną odwzorowania f taką, że |p − p1| < d(p, f(∂Ω)), której istnienie
wnioskujemy z lematu Sarda (patrz [37,61]). Można pokazać, że powyższa definicja nie zależy
od wyboru wartości regularnej. W ostatnim kroku zdefiniujemy stopień dla odwzorowania
f ∈ C(cl(Ω),Rn) takiego, że f−1({p}) ∩ ∂Ω = ∅, wzorem degB(f,Ω, p) = degB(g,Ω, p), gdzie
g ∈ C2(cl(Ω),Rn) oraz |f − g| < d(p, f(∂Ω)). Poprawność powyższej definicji wynika z faktu,
iż zbiór C2(cl(Ω),Rn) jest gęsty w zbiorze C(cl(Ω),Rn) oraz odwzorowanie g możemy wybrać
tak, aby p było jego wartością regularną, a ponadto pokazuje się, że powyższa definicja nie
zależy od wyboru odwzorowania klasy C2.
W powyższej uwadze przedstawiliśmy zarys konstrukcji niezmiennika topologicznego jakim
jest stopień Brouwera. Pozostając w sytuacji bez działania grupy Liego G rozważmy B(Rn)-
dopuszczalne odwzorowania f ∈ C(D(Rn),Rn), to jest f−1({0})∩S(Rn) = ∅.Wiemy, iż stopień
Brouwera klasyfikuje klasy homotopii odwzorowań B(Rn)-dopuszczalnych f : D(Rn) → Rn
(patrz [36]). Rozważmy teraz dwa homotopijne B(Rn)-dopuszczalne odwzorowania gradien-
towe f0, f1 ∈ C(D(Rn),Rn), to jest f0 = ∇ϕ0, f1 = ∇ϕ1 : D(Rn) → Rn oraz istnieje B(Rn)-
dopuszczalne odwzorowanie h ∈ C(D(Rn) × [0, 1],Rn) takie, że h(·, 0) = f0 oraz h(·, 1) = f1.
Okazuje się wówczas, że są one również gradientowo homotopijne (patrz [66]). Ponadto każdą
liczbę całkowitą można uzyskać jako stopień Brouwera pewnego B(Rn)-dopuszczalnego odwzo-
rowania gradientowego f = ∇ϕ : D(Rn)→ Rn (patrz [66]). W konsekwencji stopień Brouwera
klasyfikuje również klasy homotopii B(Rn)-dopuszczalnych odwzorowań gradientowych. A za-
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tem nie można skonstruować subtelniejszego niezmiennika niż stopień Brouwera ograniczając
klasę dopuszczalnych odwzorowań do klasy dopuszczalnych odwzorowań gradientowych. Po-
wyższe rozważania zostały szczegółowo omówione w artykule [76].
W klasieG-odwzorowań gradientowych stopieńG-współzmienniczych odwzorowań gradien-
towych jest silniejszy niż stopień Brouwera (patrz [20,75,76]). W poniższym przykładzie defi-
niujemy dwa SO(2)-współzmiennicze odwzorowania gradientowe, których stopnie Brouwera są
sobie równe, a stopnie SO(2)-współzmienniczych odwzorowań gradientowych są różne. A za-
tem odwzorowania te są homotopijne, w szczególności gradientowo homotopijne (patrz [66]),
oraz nie są gradientowo SO(2)-homotopijne. Poniższy przykład został zaczerpnięty z arty-
kułu [76].
Przykład 1.5.1. Niech G = SO(2) oraz V = R[1, 1]. Zauważmy, że
SO(2)v =
 {e}, gdy v 6= 0SO(2), gdy v = 0












 : (WSO(2))⊥ → (WSO(2))⊥,
na podstawie Lematu 1.2.4, a zatem stopnie Brouwera dla odwzorowań ∇ϕ+ oraz ∇ϕ− na
zbiorze B(V) są równe, to jest degB(∇ϕ+, B(V), 0) = degB(∇ϕ−, B(V), 0) = +1 ∈ Z. Ponadto
zauważmy, że potencjał ϕ+ jest specjalną niezmienniczą B(V)-funkcją Morse’a oraz posiada
dokładnie jedną SO(2)-orbitę krytyczną SO(2)(0), a stąd
∇SO(2)-deg(∇ϕ+, B(V)) = (−1)m
−(B+(0))χSO(2)(SO(2)/SO(2)+) =
= (−1)0χSO(2)(SO(2)/SO(2)+) = 1 ∈ U(SO(2)).
Zdefiniujmy teraz potencjał h ∈ C2SO(2)(V × [0, 1],R) formułą h(v, t) = (1 − 2tγ(|v|))ϕ−(v)+
+tγ(|v|)ϕ+(v), gdzie γ ∈ C∞(R,R) jest określona wzorem
γ(s) =





−2s+ 2, gdy s ∈
[
1
2 + ε, 1− ε
]
0, gdy s ∈ [1,+∞)
dla dostatecznie małej liczby ε > 0. Wówczas h(·, 1) = (1 − 2γ(| · |))ϕ−(·) + γ(| · |)ϕ+(·) oraz
h(·, 0) = ϕ−. Potencjał h(·, t) jest B(V)-dopuszczalny dla każdego t ∈ [0, 1]. W konsekwencji
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własności homotopijnej niezmienniczości stopnia, patrz Twierdzenie 1.5.7.(5), otrzymujemy,
że ∇SO(2)-deg(∇ϕ−, B(V)) = ∇SO(2)-deg(∇vh(·, 1), B(V)). Ponadto h(·, 1) posiada dokładnie




. Biorąc pod uwagę















 : Tv0SO(2)(v0) Tv0SO(2)(v0)⊕ → ⊕
W{e} W{e}
,
a stąd funkcja h(·, 1) jest specjalną niezmienniczą B(V)-funkcją Morse’a. Wówczas
∇SO(2)-deg(∇vh(·, 1), B(V)) =
= (−1)m−(B(v0))χSO(2)(SO(2)/{e}+) + (−1)m
−(B(0))χSO(2)(SO(2)/SO(2)+) =
= −χSO(2)(SO(2)/{e}+) + χSO(2)(SO(2)/SO(2)+) ∈ U(SO(2)).
Poniższe twierdzenie opisuje związek pomiędzy stopniem Brouwera G-współzmienniczego
odwzorowania a stopniem tego odwzorowania obciętego do punktów stałych działania grupy
G, gdzie G jest torusem. Okazuje się, że stopień tego G-odwzorowania nie zależy od orbit
zer leżących poza punktami stałymi działania grupy G. Dowód poniższego twierdzenia można
znaleźć w artykule [72].
Twierdzenie 1.5.9. Niech G będzie torusem oraz niech Ω ⊂ V będzie otwartym, ograniczonym
i G-niezmienniczym podzbiorem ortogonalnej G-reprezentacji V. Wówczas dla każdego Ω-do-
puszczalnego odwzorowania f ∈ CG(cl(Ω),V) mamy, że degB(f,Ω, 0) = degB(f|ΩG ,ΩG, 0) ∈ Z.
Zauważmy również, że możemy rozważać G-współzmiennicze odwzorowania gradientowe,
dla których stopień Brouwera jest trywialny oraz ich stopień G-współzmienniczych odwzoro-
wań gradientowych pozostaje nietrywialny. W konsekwencji stopień G-współzmienniczych
odwzorowań gradientowych daje nam więcej informacji niż stopień Brouwera. Dla przy-
kładu istnieje możliwość uzyskania pewnych rezultatów bifurkacyjnych przy użyciu stopnia
G-współzmienniczych odwzorowań gradientowych, których nie można otrzymać wykorzystu-
jąc stopień topologiczny.
Poniższe przykłady ilustrują sytuację, w której stopień Brouwera pewnych SO(2)-współ-
zmienniczych odwzorowań gradientowych jest trywialny.
Przykład 1.5.2. Niech G = SO(2) oraz niech Ω ⊂ V będzie otwartym, ograniczonym i SO(2)-
niezmienniczym podzbiorem ortogonalnej reprezentacji V grupy SO(2). Załóżmy ponadto, że
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ΩSO(2) = ∅. Wówczas dla każdego Ω-dopuszczalnego potencjału ϕ ∈ C1SO(2)(V,R) otrzymu-
jemy, że degB(∇ϕ,Ω, 0) = 0 ∈ Z, co jest bezpośrednią konsekwencją Twierdzenia 1.5.9.
Przykład 1.5.3. Przyjmijmy założenia i oznaczenia jak w Przykładzie 1.5.1. Wówczas dla po-
tencjału h(·, 1) rozpatrywanego na zbiorze Ω = B(V)\Dε0(V) dla pewnego 0 < ε0 < 1/2 otrzy-
mujemy, że degB(∇vh(·, 1),Ω, 0) = 0 ∈ Z w konsekwencji Twierdzenia 1.5.9. Przypomnijmy te-
raz, że ∇SO(2)-deg(∇vh(·, 1), B(V)) = χSO(2)(SO(2)/SO(2)+)−χSO(2)(SO(2)/{e}+). Ponadto
z własności wycinania i addytywności (Twierdzenia 1.5.7.(3) oraz 1.5.7.(2)) otrzymujemy, że
∇SO(2)-deg(∇vh(·, 1), B(V)) = ∇SO(2)-deg(∇vh(·, 1), Bε0(V)) +∇SO(2)-deg(∇vh(·, 1),Ω). Do-
datkowo ∇SO(2)-deg(∇vh(·, 1), Bε0(V)) = ∇SO(2)-deg(2Id,Bε0(V)) = χSO(2)(SO(2)/SO(2)+),
a zatem ∇SO(2)-deg(∇vh(·, 1),Ω) 6= 0 ∈ U(SO(2)).
Poniższy lemat stanowi, że dla G-niezmienniczych C2-potencjałów posiadających niezde-
generowaną G-orbitę krytyczną G(v0), która nie jest specjalna, można skonstruować nowy
G-niezmienniczy C2-potencjał, dla którego G(v0) jest specjalną G-orbitą krytyczną, a pozo-
stałe G-orbity krytyczne nowego potencjału mają typ izotropii mniejszy niż (Gv0). Dowód tego
lematu można wywnioskować z artykułu [52].
Lemat 1.5.11. Niech ϕ ∈ C2G(V,R) oraz niech G(v0) będzie niezdegenerowaną G-orbitą kry-
tyczną potencjału ϕ taką, że m−(C(v0)) 6= 0, gdzie B(v0) oraz C(v0) mają postać jak w formule
(1.2.4). Połóżmy H = Gv0 . Wówczas dla każdego otwartego, ograniczonego i G-niezmiennicze-
go otoczenia Θ ⊂ V G-orbity krytycznej G(v0) takiego, że (∇ϕ)−1({0}) ∩ Θ = G(v0) istnieją
otwarte, G-niezmiennicze otoczenie U ⊂ cl(U) ⊂ Θ G-orbity krytycznej G(v0), liczba ε > 0
(dostatecznie mała) oraz potencjał φ ∈ C2G(V,R) spełniające następujące warunki:
(1) ϕ(v) = φ(v) dla każdego v ∈ V \ U(ε),






 oraz m−(C̃(v0)) = 0,
(3) ((∇φ)−1({0}) ∩ (U(ε) \G(v0)))<(H) = (∇φ)−1({0}) ∩ (U(ε) \G(v0)),











(5) φ jest niezmienniczą U(ε)-funkcją Morse’a.
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Poniższy lemat opisuje typy orbitowe, które mogą pojawić się w otoczeniu G-orbity kry-
tycznej.
Lemat 1.5.12. Niech ϕ ∈ C2G(V,R) oraz niech ∇ϕ(v0) = 0. Wówczas istnieje liczba ε > 0
taka, że dla każdego v ∈ GBε(W, v0) otrzymujemy, że (Gv) ≤ (Gv0), gdzie W = (Tv0G(v0))⊥.
Dowód. Połóżmy H = Gv0 oraz niech rzut π : Bε(W, v0)→ {v0} ⊂ G(v0) będzie zdefiniowany
wzorem π(w) = v0 dla każdego w ∈ Bε(W, v0). Odwzorowanie π jest H-współzmiennicze.
Wówczas istnieje dokładnie jedno G-współzmiennicze odwzorowanie
G×H π : G×H Bε(W, v0)→ G(v0), (G×H π)([g, w]) = gπ(w) = gv0









gdzie odwzorowanie i : Bε(W, v0) → G ×H Bε(W, v0) jest dane formułą i(w) = [e, w] (patrz
[40]). Ponadto G[g,w] ⊂ G(G×Hπ)([g,w]) = Ggv0 = gGv0g−1 = gHg−1, stąd (G[g,w]) ≤ (H) dla
[g, w] ∈ G×H Bε(W, v0). Teza twierdzenia wynika zatem z Lematu 1.2.5.
Obliczymy teraz stopień ∇G-deg(∇ϕ,Θ) w przypadku, gdy potencjał ϕ posiada niezdege-
nerowaną G-orbitę krytyczną G(v0), która nie jest specjalna, gdzie Θ jest pewnym otwartym,
ograniczonym oraz G-niezmienniczym otoczeniem G(v0).
Lemat 1.5.13. Niech ϕ ∈ C2G(V,R) oraz niech G(v0) będzie niezdegenerowaną G-orbitą kry-
tyczną potencjału ϕ, która nie jest specjalna, to znaczy m−(C(v0)) 6= 0, gdzie B(v0) oraz C(v0)
mają postać jak w formule (1.2.4). Połóżmy H = Gv0 . Wówczas istnieje otwarte, ograniczone
i G-niezmiennicze otoczenie Θ ⊂ V G-orbity krytycznej G(v0) takie, że (∇ϕ)−1({0})∩cl(Θ) =























) mają postać jak w Lemacie 1.5.11.
Dowód. Zauważmy najpierw, że w konsekwencji Uwagi 1.2.3 istnieje otwarte, G-niezmiennicze
otoczenie Θ ⊂ V G-orbity krytycznej G(v0) takie, że (∇ϕ)−1({0}) ∩ Θ = G(v0). Bez zmniej-
szenia ogólności możemy założyć, że Θ jest zbiorem ograniczonym oraz (∇ϕ)−1({0})∩∂Θ = ∅.
Na podstawie Lematu 1.5.11, definiujemy Θ-dopuszczalną G-homotopię gradientową postaci
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h(v, t) = tϕ(v)+(1−t)φ(v). Biorąc pod uwagę własność homotopijnej niezmienniczości stopnia
(patrz Twierdzenie 1.5.7.(5)) otrzymujemy, że
∇G-deg(∇ϕ,Θ) = ∇G-deg(∇vh(·, 1),Θ) = ∇G-deg(∇vh(·, 0),Θ) = ∇G-deg(∇φ,Θ).










= G(v0). Z własności















































































) jest otwartym, G-niezmienniczym otoczeniem G-orbity krytycznej G(vj)
spełniającym następujące warunki: cl(Θj)∩ cl(Θi) = ∅ dla każdego i 6= j, (∇φ)−1({0})∩Θj =
= G(vj). Ponadto, dla każdego j = 1, . . . ,m1, możemy założyć, że Θj≤(Gvj ) = Θj , patrz Lemat
1.5.12. Ostatecznie z definicji stopnia, dla każdego j = 1, . . . ,m1, możemy wybrać specjalną
niezmienniczą Θj-funkcję Morse’a ψj ∈ C2G(V,R) taką, że
∇G-deg(∇φ,Θj) = ∇G-deg(∇ψj ,Θj) =
∑
(H′)∈sub[G],(H′)<(H)
∇G-deg(H′)(∇ψj ,Θj) · χG(G/H ′+).






W niniejszym rozdziale sformułujemy i udowodnimy warunki konieczne i dostateczne istnienia
lokalnej oraz globalnej bifurkacji rozwiązań nietrywialnych równań gradientowych z syme-
triami z danej rodziny orbit punktów krytycznych. Ponadto przedstawimy, prosty w wery-
fikacji, algebraiczny warunek stanowiący warunek dostateczny istnienia globalnej bifurkacji.
W ostatniej części rozdziału udowodnimy także pewne globalne twierdzenie bifurkacyjne typu
Rabinowitza dla równań gradientowych z symetriami. Wyniki przedstawione w tym rozdziale
zostały opublikowane w artykule [42].
2.1 Definicje i oznaczenia
W podrozdziale tym podamy podstawowe definicje dotyczące teorii bifurkacji oraz wprowa-
dzimy oznaczenia wykorzystywane w dalszej części Rozdziału 2.
Niech G będzie zwartą grupą Liego oraz niech Ω ⊂ V będzie otwartym i G-niezmienniczym
podzbiorem ortogonalnej G-reprezentacji V. Wówczas działanie grupy Liego G na Ω × R jest
określone następująco: G× (Ω× R) 3 (g, (v, ρ)) 7→ g(v, ρ) = (gv, ρ) ∈ Ω× R.
Załóżmy ponadto, że ϕ ∈ C2G(Ω×R,R). Przypomnijmy, że jeżeli (v0, ρ0) ∈ (∇vϕ)−1({0}), to
G(v0)×{ρ0} ⊂ (∇vϕ)−1({0}), gdyż odwzorowanie ∇vϕ jest G-współzmiennnicze, patrz Uwaga
1.2.1. Zarówno G(v0)× {ρ0} jak i G(v0) będziemy nazywać G-orbitą krytyczną potencjału ϕ.
Rozważmy równanie postaci
∇vϕ(v, ρ) = 0 (2.1.1)
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i niech ciągłe odwzorowanie w : R → Ω będzie takie, że ⋃
ρ∈R
G(w(ρ)) × {ρ} ⊂ (∇vϕ)−1({0}).
Zbiór postaci ⋃
ρ∈R
G(w(ρ))× {ρ} ⊂ Ω× R (2.1.2)
będziemy oznaczać symbolem F , a dla dowolnego zbioru X ⊂ R przez FX będziemy rozumieć
zbiór G-orbit krytycznych potencjału ϕ postaci ⋃
ρ∈X
G(w(ρ)) × {ρ} ⊂ F . W szczególności
F{ρ} = G(w(ρ)) × {ρ} oraz dla skrócenia zapisu połóżmy Fρ = F{ρ}. Zbiór F będziemy
nazywać rodziną G-orbit rozwiązań trywialnych równania (2.1.1) (lub inaczej dla skrócenia
zapisu rodziną trywialną G-orbit), a jej dopełnienie w zbiorze wszystkich rozwiązań równania
(2.1.1) nazywamy zbiorem G-orbit rozwiązań nietrywialnych.
Zdefiniujmy teraz pojęcie lokalnej bifurkacji G-orbit rozwiązań nietrywialnych równania
(2.1.1).
Definicja 2.1.1. Ustalmy parametry ρ± ∈ R takie, że ρ− < ρ+. Mówimy, że ze zbioru G-
orbit F[ρ−,ρ+] ⊂ F zachodzi lokalna bifurkacja G-orbit rozwiązań nietrywialnych równania
(2.1.1), jeżeli istnieje G-orbita Fρ0 ⊂ F[ρ−,ρ+] taka, że punkt (w(ρ0), ρ0) ∈ Fρ0 jest punktem
skupienia zbioru {(v, ρ) ∈ (Ω × R) \ F : ∇vϕ(v, ρ) = 0} (patrz Rysunek 2.1.1). Wówczas
parametr ρ0 nazywamy parametrem lokalnej bifurkacji, a G-orbitę Fρ0 nazywamy G-orbitą








Rysunek 2.1.1: Lokalna bifurkacja ze zbioru G-orbit F[ρ−,ρ+] ⊂ F .
Wprowadźmy następujące oznaczenia: symbolem C(ρ0) oznaczamy spójną składową zbioru
cl({(v, ρ)∈(Ω× R) \ F : ∇vϕ(v, ρ) = 0}) zawierającą G-orbitę Fρ0 oraz symbolem C([ρ−, ρ+])
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oznaczamy spójną składową zbioru cl({(v, ρ) ∈ (Ω × R) \ F : ∇vϕ(v, ρ) = 0}) ∪ F[ρ−,ρ+]
zawierającą zbiór G-orbit F[ρ−,ρ+].
Przejdźmy teraz do zdefiniowania pojęcia globalnej bifurkacji G-orbit rozwiązań nietry-
wialnych równania (2.1.1).
Definicja 2.1.2. Ustalmy parametry ρ± ∈ R takie, że ρ− < ρ+.Mówimy, że ze zbioru G-orbit
F[ρ−,ρ+] ⊂ F zachodzi globalna bifurkacja G-orbit rozwiązań nietrywialnych równania (2.1.1),
jeżeli spójna składowa C([ρ−, ρ+]) ⊂ Ω× R spełnia następujący warunek:
C([ρ−, ρ+]) nie jest zwarta lub (C([ρ−, ρ+]) \ F[ρ−,ρ+]) ∩ F 6= ∅ (2.1.3)
(patrz Rysunek 2.1.2). Ponadto, jeżeli spójna składowa C(ρ0) ⊂ Ω × R nie jest zwarta lub
(C(ρ0)\F[ρ−,ρ+])∩F 6= ∅, to parametr ρ0 ∈ [ρ−, ρ+] nazywamy parametrem globalnej bifurkacji,
a G-orbitę Fρ0 ⊂ F[ρ−,ρ+] nazywamy G-orbitą globalnej bifurkacji. Symbolem GLOB będziemy








Rysunek 2.1.2: Globalna bifurkacja ze zbioru G-orbit F[ρ−,ρ+] ⊂ F .
Zauważmy, że zachodzi następująca inkluzja: GLOB ⊂ BIF . Ponadto w artykule [88]
można znaleźć przykład bifurkacji lokalnej, która nie jest globalna.
Zdefiniujemy teraz indeks bifurkacji dla odcinka [ρ−, ρ+], będący elementem pierścienia
Eulera U(G), w terminach stopnia G-współzmienniczych odwzorowań gradientowych. W dal-
szej części rozprawy pokażemy, że jego nietrywialność implikuje istnienie globalnej bifurkacji
G-orbit rozwiązań nietrywialnych równania (2.1.1) ze zbioru G-orbit F[ρ−,ρ+] ⊂ F .
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Definicja 2.1.3. Ustalmy parametry ρ± ∈ R takie, że ρ− < ρ+ i ρ± /∈ BIF oraz niech
Θ± ⊂ Ω będą otwartymi, ograniczonymi i G-niezmienniczymi otoczeniami G-orbit G(w(ρ±))
takimi, że (∇vϕ)−1({0}) ∩ (cl(Θ±)× {ρ±}) = Fρ± . Element BIF[ρ−,ρ+] ∈ U(G) zdefiniowany
wzorem
BIF[ρ−,ρ+] = ∇G-deg(∇vϕ(·, ρ+),Θ+)−∇G-deg(∇vϕ(·, ρ−),Θ−)
nazywamy indeksem bifurkacji dla odcinka [ρ−, ρ+].
Definicja indeksu bifurkacji BIF[ρ−,ρ+] nie zależy od wyboru G-niezmienniczych otoczeń
Θ± G-orbit G(w(ρ±)).
2.2 Warunek konieczny istnienia lokalnej bifurkacji
W podrozdziale niniejszym sformułujemy i udowodnimy warunek konieczny na to, aby para-
metr ρ był parametrem lokalnej bifurkacji G-orbit rozwiązań nietrywialnych równania (2.1.1).
W sytuacji bez symetrii wiadomo, że warunek konieczny istnienia lokalnej bifurkacji gwa-
rantowany jest twierdzeniem o funkcji uwikłanej. Dokładniej, lokalna bifurkacja może za-
chodzić jedynie w zdegenerowanym punkcie krytycznym (patrz [85]). Podobnie dla równań
z symetriami, wykorzystując G-niezmienniczą wersję twierdzenia o funkcji uwikłanej, udo-
wodnimy analogiczny warunek będący warunkiem koniecznym istnienia lokalnej bifurkacji,
mianowicie G-orbita krytyczna, z której następuje lokalna bifurkacja jest zdegenerowaną G-
orbitą krytyczną. W tym celu sformułujemy najpierw twierdzenie o funkcji uwikłanej w jego
niezmienniczej wersji. Dowód tego twierdzenia można znaleźć w artykule [19] zważywszy na
Uwagę 4 zawartą w tejże pracy.
Twierdzenie 2.2.1. Niech V będzie ortogonalną reprezentacją zwartej grupy Liego G oraz
niech Ω ⊂ V będzie otwarty i G-niezmienniczy. Załóżmy, że ϕ ∈ C2G(Ω × R,R) oraz ustalmy
punkt (v0, ρ0) ∈ (∇vϕ)−1({0}) taki, że dim ker∇2vϕ(v0, ρ0) = dimG(v0). Wówczas istnieją
otwarte i G-niezmiennicze otoczenie Θ ⊂ Ω G-orbity krytycznej G(v0), liczba ε > 0 oraz
G-współzmiennicze odwzorowanie ψ : G(v0) × (ρ0 − ε, ρ0 + ε) → Ω takie, że jeżeli N =
= {(ψ(v, ρ), ρ) : v ∈ G(v0), ρ ∈ (ρ0 − ε, ρ0 + ε)}, to dla każdego (v, ρ) ∈ Θ × (ρ0 − ε, ρ0 + ε)
otrzymujemy, że ∇vϕ(v, ρ) = 0 wtedy i tylko wtedy, gdy (v, ρ) ∈ N , a ponadto ψ(v, ρ0) = v
dla każdego v ∈ G(v0).
Przypomnijmy, że w niniejszym rozdziale Ω ⊂ V jest otwartym i G-niezmienniczym pod-
zbiorem ortogonalnej reprezentacji V zwartej grupy Liego G, a ponadto ϕ ∈ C2G(Ω × R,R).
Co więcej, F = ⋃
ρ∈R
G(w(ρ)) × {ρ} ⊂ Ω × R stanowi rodzinę G-orbit rozwiązań trywialnych
równania (2.1.1).
48
Zauważmy najpierw, że nierówność postaci dim ker∇2vϕ(w(ρ), ρ) ≥ dimG(w(ρ)) jest praw-
dziwa dla każdego parametru ρ ∈ R, zgodnie z Lematem 1.2.4.
Sformułujmy teraz warunek konieczny na to, aby parametr ρ był parametrem lokalnej
bifurkacji G-orbit rozwiązań nietrywialnych równania (2.1.1).
Twierdzenie 2.2.2. Przyjmijmy powyższe założenia i oznaczenia. Jeżeli ρ0 ∈ BIF , to
dim ker∇2vϕ(w(ρ0), ρ0) > dimG(w(ρ0)).
Dowód. Dla dowodu wykorzystamy twierdzenie o funkcji uwikłanej, jego klasyczną oraz G-
niezmienniczą wersję, oraz będziemy rozpatrywali następujące przypadki:
(1) w(ρ0) ∈ VG,
(2) w(ρ0) /∈ VG.
Przypuśćmy nie wprost, że ρ0∈BIF oraz dim ker∇2vϕ(w(ρ0), ρ0)=dimG(w(ρ0)).
Rozważmy najpierw przypadek (1) oraz zauważmy, że wówczas
G(w(ρ0)) = {w(ρ0)} i 0 = dimG(w(ρ0)) = dim ker∇2vϕ(w(ρ0), ρ0),
stąd det∇2vϕ(w(ρ0), ρ0) 6= 0. Ponadto istnieje liczba ε > 0 taka, że det∇2vϕ(w(ρ), ρ) 6= 0
dla każdego ρ ∈ (ρ0 − ε, ρ0 + ε), gdyż ϕ jest G-niezmienniczym C2-potencjałem, a w jest
odwzorowaniem ciągłym. Stosując twierdzenie o funkcji uwikłanej (patrz na przykład [24])
w punkcie (w(ρ0), ρ0) ∈ Ω × R otrzymujemy, że istnieją otwarte otoczenia Uw(ρ0) ⊂ Ω oraz
Uρ0 ⊂ R, odpowiednio, punktów w(ρ0) ∈ Ω i ρ0 ∈ R oraz dokładnie jedno odwzorowanie ciągłe
ψ : Uρ0 → Uw(ρ0) takie, że
∇vϕ(v, ρ) = 0 oraz (v, ρ) ∈ Uw(ρ0) × Uρ0 wtedy i tylko wtedy, gdy v = ψ(ρ).
Ponadto rozważmy rozkład v = (v1, v2) ∈ VG ⊕ (VG)⊥ oraz następujące odwzorowanie:
(∇vϕ)G : ΩG×R→ VG.Wówczas ponownie stosując twierdzenie o funkcji uwikłanej w punkcie
(w(ρ0), ρ0) ∈ ΩG × R otrzymujemy, że istnieją otwarte otoczenia Ũw(ρ0) ⊂ ΩG oraz Ũρ0 ⊂ R,
odpowiednio, punktów w(ρ0) ∈ ΩG i ρ0 ∈ R oraz dokładnie jedno odwzorowanie ciągłe
ψ̃ : Ũρ0 → Ũw(ρ0) takie, że
(∇vϕ)G(v1, ρ) = 0 oraz (v1, ρ) ∈ Ũw(ρ0) × Ũρ0 wtedy i tylko wtedy, gdy v1 = ψ̃(ρ).
Bez zmniejszenia ogólności możemy założyć, że zachodzi inkluzja Ũw(ρ0) × {0} ⊂ Uw(ρ0). Co
więcej, ∇vϕ((ψ̃(ρ), 0), ρ) = ((∇vϕ)G(ψ̃(ρ), ρ), 0) = (0, 0) dla każdego ρ ∈ Uρ0 ∩ Ũρ0 , zgodnie
z Uwagą 1.2.2. Zatem ψ(ρ) = (ψ̃(ρ), 0) = w(ρ) dla każdego ρ ∈ Uρ0 ∩ Ũρ0 , a w konsekwencji
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w(Uρ0 ∩ Ũρ0) ⊂ ΩG, stąd (∇vϕ)−1({0}) ∩ ((Uw(ρ0) × (Uρ0 ∩ Ũρ0)) \ F) = ∅, sprzeczność z za-
łożeniem, że ρ0 ∈ BIF .
Rozważmy teraz przypadek (2). W konsekwencji Twierdzenia 2.2.1 istnieją otwarte, G-nie-
zmiennicze otoczenie Θ ⊂ Ω G-orbity G(w(ρ0)), liczba ε > 0 i G-współzmiennicze odwzoro-
wanie ψ : G(w(ρ0)) × (ρ0 − ε, ρ0 + ε) → Ω takie, że jeżeli N = {(ψ(v, ρ), ρ) : v ∈ G(w(ρ0)),
ρ ∈ (ρ0 − ε, ρ0 + ε)}, to dla każdego (v, ρ) ∈ Θ× (ρ0 − ε, ρ0 + ε) otrzymujemy, że
∇vϕ(v, ρ) = 0 wtedy i tylko wtedy, gdy (v, ρ) ∈ N .
Zatem dla każdego ρ ∈ (ρ0− ε, ρ0 + ε) oraz v1, v2 ∈ Θ, jeżeli ∇vϕ(v1, ρ) = 0 i ∇vϕ(v2, ρ) = 0,
to v1 = ψ(v′1, ρ) i v2 = ψ(v′2, ρ) dla pewnych v′1, v′2 ∈ G(w(ρ0)). Stąd istnieje element g ∈ G
taki, że v′1 = gv′2. Wówczas v1 = ψ(v′1, ρ) = ψ(gv′2, ρ) = gψ(v′2, ρ) = gv2. Z drugiej strony
dla odwzorowania w : R → Ω zachodzi następująca równość: ∇vϕ(w(ρ), ρ) = 0 dla każdego
ρ ∈ R. Zatem dla każdego ρ ∈ (ρ0 − ε, ρ0 + ε), jeżeli w(ρ) ∈ Θ, to (w(ρ), ρ) ∈ N , to znaczy
w(ρ) = ψ(gw(ρ0), ρ) dla pewnego elementu g ∈ G. Ponieważ w jest ciągłe oraz w(ρ0) ∈ Θ,
dlatego istnieje liczba 0 < ε̃ ≤ ε taka, że w(ρ) ∈ Θ dla każdego ρ ∈ (ρ0 − ε̃, ρ0 + ε̃). Stąd
(∇vϕ)−1({0}) ∩ ((Θ× (ρ0 − ε̃, ρ0 + ε̃)) \ F) = ∅, sprzeczność z założeniem, że ρ0 ∈ BIF .
W ogólności każda zdegenerowana G-orbita krytyczna nie musi być G-orbitą lokalnej bifur-
kacji. Rzeczywiście, w poniższym przykładzie nie zachodzi lokalna bifurkacja oraz jednocześnie
spełniony jest warunek konieczny dla jej istnienia.
Przykład 2.2.1. Niech V będzie ortogonalną reprezentacją zwartej grupy Liego G oraz
niech potencjał ϕ : V × R → R będzie zdefiniowany formułą ϕ(v, ρ) = ρ − |v|4. Wówczas
ϕ ∈ C∞G (V × R,R), a ponadto ∇vϕ(v, ρ) = 0 wtedy i tylko wtedy, gdy v = 0. Połóżmy
F = ⋃
ρ∈R
G(0) × {ρ} = {0} × R oraz zauważmy, że dim ker∇2vϕ(0, ρ) > 0 = dimG(0) dla
każdego ρ ∈ R. W konsekwencji dla każdego parametru ρ ∈ R warunek konieczny istnienia
lokalnej bifurkacji jest spełniony, a jednocześnie nie zachodzi bifurkacja G-orbit rozwiązań
nietrywialnych równania ∇vϕ(v, ρ) = 0.
2.3 Warunki dostateczne istnienia lokalnej bifurkacji
W podrozdziale niniejszym sformułujemy i udowodnimy warunki dostateczne istnienia lokal-
nej bifurkacji G-orbit rozwiązań nietrywialnych równania (2.1.1) z rodziny trywialnej G-orbit
F wykorzystując G-niezmienniczy indeks Conley’a.
Zanotujmy, że nie nakładamy żadnego dodatkowego założenia na rodzinę F . W szczegól-
ności nie zakładamy, aby rodzina trywialna zawierała się w punktach stałych działania grupy
Liego G. Rezultat zawarty w niniejszym podrozdziale jest analogiczny do twierdzenia udowod-
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nionego w artykule [86]. Autorzy w tejże pracy badali istnienie lokalnych bifurkacji G-orbit
krytycznych niezmienniczych potencjałów z rodziny punktów krytycznych będących punktami
stałymi działania grupy G. Dokładniej, zostało udowodnione, iż warunkiem wystarczającym
na to, aby punkt krytyczny był punktem bifurkacji jest zmiana G-niezmienniczego indeksu
Conley’a.
Badając w dalszej części rozprawy między innymi planarne centralne konfiguracje zagad-
nienia N ciał rozważamy je jako SO(2)-orbity krytyczne niezmienniczych potencjałów, jednak
orbity te nie są zawarte w punktach stałych działania grupy SO(2). Pojawiła się zatem natu-
ralna potrzeba dowiedzenia twierdzeń bifurkacyjnych w tej bardziej ogólnej sytuacji.
Przypomnijmy, że badamy G-orbity krytyczne pewnego G-niezmienniczego C2-potencjału
ϕ : Ω × R → R, gdzie Ω ⊂ V jest otwartym i G-niezmienniczym podzbiorem ortogonalnej re-
prezentacji V zwartej grupy Liego G. Ustalmy punkt (v0, ρ0) ∈ (∇vϕ)−1({0}) taki, że G-orbita
krytyczna G(v0) ⊂ Ω jest niezdegenerowana, to znaczy dim ker∇2vϕ(v0, ρ0) = dimG(v0). Po-
łóżmy E+ = E+∇2vϕ(v0,ρ0) oraz E
− = E−∇2vϕ(v0,ρ0). Zauważmy ponadto, że na podstawie Uwagi
1.4.5 niezdegenerowana G-orbita krytyczna G(v0) potencjału ϕ(·, ρ0) jest również izolowa-
nym zbiorem ηρ0-niezmienniczym, gdzie ηρ0 : U ⊂ Ω × R → V jest lokalnym G-potokiem
indukowanym przez równanie u̇(t) = −∇uϕ(u(t), ρ0). Przypomnijmy teraz, że zgodnie z Le-
matem 1.2.4 hesjan ∇2vϕ(v0, ρ0) posiada specjalną diagonalną postać daną formułą (1.2.4) dla
Tv0V = Tv0G(v0)⊕WH ⊕ (WH)⊥, to znaczy
Tv0G(v0) Tv0G(v0)
⊕ ⊕










gdzie H = Gv0 . Co więcej, macierze B(v0) oraz C(v0) są niezdegenerowane. Załóżmy dodat-
kowo, że niezdegenerowana G-orbita krytyczna G(v0) jest specjalna, to znaczy m−(C(v0)) = 0,
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a zatem (WH)⊥ ⊂ E+ oraz hesjan
Tv0G(v0) Tv0G(v0)
⊕ ⊕












gdzie C+(v0) = C(v0). Wówczas G-niezmienniczy indeks Conley’a G-orbity krytycznej G(v0)
ma typ G-homotopii postaci [(G ×H Dε(E−, v0)/G ×H Sε(E−, v0), [G ×H Sε(E−, v0)])]G, to
znaczy
CIG(G(v0), ηρ0) = [(G×H Dε(E−, v0)/G×H Sε(E−, v0), [G×H Sε(E−, v0)])]G,
patrz Przykład 1.4.4. Co więcej, ze względu na założeniem−(C(v0)) = 0, zachodzą następujące
inkluzje: Sε(E−, v0) ⊂ Dε(E−, v0) ⊂ E− ⊂ WH , a ponadto m−(∇2vϕ(v0, ρ0)) = m−(B(v0)) =
= m−(B−(v0)) = dimE−, a zatem
CIG(G(v0), ηρ0) = [((G/H×Dε(E−, v0))/(G/H×Sε(E−, v0)), [G/H×Sε(E−, v0)])]G, (2.3.4)
ze względu na równości (G ×H W)(H) = (G ×H WH)(H) = G/H ×WH . Ostatnie równości
wynikają z definicji grupy izotropii oraz Wniosku 1.70 z książki [40].
Uwaga 2.3.1. Zauważmy, że G-niezmienniczy indeks Conley’a CIG(G(v0), ηρ0) specjalnej G-
orbity krytycznej G(v0) ma typ G-homotopii skończonego punktowanego G-CW-kompleksu
z typem rozkładu komórkowego postaci {(m−(B(v0)), (H))}, na podstawie Twierdzenia 1.4.5.
Dokładniej, G-CW-kompleks ten składa się z punktu wyróżnionego ∗ oraz jednej niezmienni-
czej m−(B(v0))-komórki typu (m−(B(v0)), (H)).
Uwaga 2.3.2. W artykule [86] udowodniono, że zmiana G-niezmienniczego indeksu Conley’a
implikuje istnienie lokalnej bifurkacji G-orbit krytycznych niezmienniczego potencjału z ro-
dziny punktów krytycznych będących punktami stałymi działania grupy Liego G. Podobnie
można pokazać, że zmiana G-niezmienniczego indeksu Conley’a implikuje również istnienie
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lokalnej bifurkacji z rodzin rozwiązań o nietrywialnych grupach izotropii.
Reasumując, badamy bifurkacje G-orbit rozwiązań nietrywialnych równania (2.1.1) z ro-
dziny trywialnej G-orbit F . Korzystając z Uwagi 2.3.1 i Uwagi 2.3.2 otrzymujemy pewne alge-
braiczne warunki weryfikujące istnienie lokalnych bifurkacji dane poniższymi twierdzeniami.
Twierdzenie 2.3.3. Ustalmy parametry ρ± ∈ R spełniające następujące warunki:
(1) ρ− < ρ+,
(2) dim ker∇2vϕ(w(ρ±), ρ±) = dimG(w(ρ±)), to znaczy G-orbity G(w(ρ±)) są niezdegene-
rowane,
(3) (Gw(ρ−)) = (Gw(ρ+)),
(4) m−(C(w(ρ±))) = 0, to znaczy G-orbity G(w(ρ±)) są specjalne.
Jeżeli m−(B(w(ρ−))) 6= m−(B(w(ρ+))), to (ρ−, ρ+) ∩ BIF 6= ∅.
Dowód. Z Uwagi 2.3.1 otrzymujemy, że G-niezmiennicze indeksy Conley’a specjalnych G-
orbit krytycznych G(w(ρ+)) oraz G(w(ρ−)) mają typ G-homotopii skończonego punktowa-
nego G-CW-kompleksu składającego się z punktu wyróżnionego ∗ oraz jednej niezmienniczej
m−(B(w(ρ±)))-komórki typu (m−(B(w(ρ±)), (Gw(ρ±))). Ponieważ (Gw(ρ−)) = (Gw(ρ+)) oraz
m−(B(w(ρ−))) 6= m−(B (w(ρ+))), to G-indeksy Conley’a G-orbit G(w(ρ±)) są różne. Zatem
stosując Uwagę 2.3.2 otrzymujemy, że (ρ−, ρ+) ∩ BIF 6= ∅, co kończy dowód.
Twierdzenie 2.3.4. Ustalmy parametry ρ± ∈ R spełniające następujące warunki:
(1) ρ− < ρ+,
(2) dim ker∇2vϕ(w(ρ±), ρ±) = dimG(w(ρ±)), to znaczy G-orbity G(w(ρ±)) są niezdegene-
rowane,
(3) (Gw(ρ−)) 6= (Gw(ρ+)),
(4) m−(C(w(ρ±))) = 0, to znaczy G-orbity G(w(ρ±)) są specjalne.
Wówczas (ρ−, ρ+) ∩ BIF 6= ∅.
Dowód. Analogicznie jak w dowodzie Twierdzenia 2.3.3, G-indeksy Conley’a specjalnych G-
orbit krytycznych G(w(ρ+)) oraz G(w(ρ−)) mają typ G-homotopii skończonego punktowa-
nego G-CW-kompleksu, który składa się z punktu wyróżnionego ∗ oraz jednej niezmienni-
czej m−(B(w(ρ±)))-komórki typu (m−(B(w(ρ±)), (Gw(ρ±))), patrz Uwaga 2.3.1. Z założenia
(Gw(ρ−)) 6= (Gw(ρ+)) wynika różność G-indeksów Conley’a G-orbit G(w(ρ±)). Stosując Uwagę
2.3.2 otrzymujemy, że (ρ−, ρ+) ∩ BIF 6= ∅, co kończy dowód.
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2.4 Warunki dostateczne istnienia globalnej bifurkacji
W podrozdziale niniejszym sformułujemy i udowodnimy warunki dostateczne istnienia global-
nej bifurkacji G-orbit rozwiązań nietrywialnych równania (2.1.1) z rodziny trywialnej G-orbit
F wykorzystując stopień G-współzmienniczych odwzorowań gradientowych.
W twierdzeniach z tego podrozdziału będziemy odwoływać się do poniższego lematu o se-
paracji, którego dowód można znaleźć w książce [9].
Lemat 2.4.1. Niech K będzie przestrzenią zwartą oraz niech zbiory A, B ⊂ K będą domknięte,
rozłączne i spełniają następujący warunek: nie istnieje spójny zbiór S ⊂ K taki, że S ∩A 6= ∅
i S ∩ B 6= ∅. Wówczas istnieją zwarte zbiory KA, KB ⊂ K takie, że A ⊂ KA, B ⊂ KB,
KA ∩KB = ∅ oraz KA ∪KB = K.
Sformułujemy teraz globalne twierdzenie bifurkacyjne typu twierdzenia Rabinowitza dla
G-współzmienniczych odwzorowań gradientowych. Zauważmy ponadto, że badana rodzina try-
wialna G-orbit F nie musi być zawarta w punktach stałych działania grupy G. Sformułowanie
i dowód klasycznej alternatywy Rabinowitza można znaleźć w artykule [73]. Przypomnijmy,
że przypadek badania lokalnych bifurkacji z rodziny punktów stałych działania grupy G był
rozpatrywany przez Smollera i Wassermana w artykule [86].
Twierdzenie 2.4.5. Ustalmy parametry ρ± ∈ R takie, że ρ− < ρ+ i ρ± /∈ BIF oraz załóżmy
dodatkowo, że BIF[ρ−,ρ+] 6= 0 ∈ U(G). Wówczas ze zbioru G-orbit F[ρ−,ρ+] ⊂ F zachodzi
globalna bifurkacja G-orbit rozwiązań nietrywialnych równania (2.1.1).
Dowód. Zauważmy, że istnieją otwarte, ograniczone oraz G-niezmiennicze otoczenia Θ± ⊂ Ω
G-orbit G(w(ρ±)) takie, że (∇vϕ)−1({0})∩ (cl(Θ±)× {ρ±}) = Fρ± , gdyż ρ± /∈ BIF , a zatem
stopnie ∇G-deg(∇vϕ(·, ρ±),Θ±) są poprawnie określone.
Po pierwsze udowodnimy, że istnieje parametr ρ0 ∈ (ρ−, ρ+) będący parametrem lokalnej
bifurkacji. Przypuśćmy przeciwnie, że BIF[ρ−,ρ+] 6= 0 oraz BIF ∩ [ρ−, ρ+] = ∅. Stąd ist-
nieje otwarte, ograniczone i G-niezmiennicze otoczenie U ⊂ Ω × R zbioru F[ρ−,ρ+] takie, że
(∇vϕ)−1({0})∩(cl(U)\F) = ∅. Rzeczywiście, gdyby takie otoczenie nie istniało, to w przedziale
(ρ−, ρ+) istniałby parametr lokalnej bifurkacji. W szczególności bez zmniejszenia ogólności mo-
żemy założyć, że Θ±×{ρ±} ⊂ U ∩ (Ω×{ρ±}) (patrz Rysunek 2.4.3). Wówczas wykorzystując
własność uogólnionej homotopijnej niezmienniczości stopnia, patrz Uwaga 1.5.6, otrzymujemy,
że










Rysunek 2.4.3: Otoczenia U ⊂ Ω × R oraz Θ± ⊂ Ω zbiorów, odpowiednio, F[ρ−,ρ+] i G(w(ρ±)). Dla prostoty
rysunku rodzinę trywialną G-orbit F szkicujemy symbolicznie (jako rodzinę zer), podobnie zbiór G-orbit rozwiązań
nietrywialnych równania ∇vϕ(v, ρ) = 0.
a z własności wycinania, patrz Twierdzenie 1.5.7.(3), uzyskujemy następujące równości:
∇G-deg(∇ϕ(·, ρ−), U ∩ (Ω× {ρ−})) = ∇G-deg(∇ϕ(·, ρ−),Θ−),
∇G-deg(∇ϕ(·, ρ+), U ∩ (Ω× {ρ+})) = ∇G-deg(∇ϕ(·, ρ+),Θ+),
sprzeczność. A zatem udowodniliśmy, że w przedziale (ρ−, ρ+) istnieje parametr ρ0 będący
parametrem lokalnej bifurkacji lub równoważnie G-orbita Fρ0 ⊂ F[ρ−,ρ+] jest G-orbitą lokalnej
bifurkacji.
Po drugie udowodnimy, że ze zbioru G-orbit F[ρ−,ρ+] zachodzi globalna bifurkacja G-orbit roz-
wiązań nietrywialnych równania (2.1.1). Dowód tego faktu zostanie przeprowadzony w dwóch
krokach.
Krok 1. W pierwszym kroku udowodnimy, że C([ρ−, ρ+]) 6= F[ρ−,ρ+]. Przypuśćmy przeciwnie,
że C([ρ−, ρ+]) = F[ρ−,ρ+] oraz BIF[ρ−,ρ+] 6= 0. Ponadto wybierzmy otwarte i ograniczone oto-
czenie Q ⊂ Ω×R zbioru F(ρ−,ρ+) takie, że (Ω× ((−∞, ρ−)∪ (ρ+,+∞)))∩Q = ∅. Dodatkowo
niech (Ω × {ρ±}) ∩ ∂Q = cl(Θ±) × {ρ±}, gdzie zbiory Θ + ⊂ Ω są wybrane analogicznie jak
powyżej, to znaczy Θ + ⊂ Ω są otwartymi, ograniczonymi i G-niezmienniczymi otoczeniami










Rysunek 2.4.4: Otoczenia Q ⊂ Ω × R oraz Θ± ⊂ Ω zbiorów, odpowiednio, F(ρ−,ρ+) i G(w(ρ±)). Dla prostoty
rysunku rodzinę trywialną G-orbit F szkicujemy symbolicznie (jako rodzinę zer), podobnie zbiór G-orbit rozwiązań
nietrywialnych równania ∇vϕ(v, ρ) = 0.
Zauważmy, że zbiór cl(Q) ∩ (∇vϕ)−1({0}) jest zwarty oraz połóżmy
K = cl(Q) ∩ (∇vϕ)−1({0}),
A = F[ρ−,ρ+],
B = ∂Q ∩ cl({(v, ρ) ∈ (Ω× R) \ F : ∇vϕ(v, ρ) = 0}).
Powyżej zdefiniowane zbioryK, A oraz B spełniają założenia Lematu 2.4.1, gdyż C([ρ−, ρ+]) =
= F[ρ−,ρ+]. Stąd uzyskujemy zbiory KA i KB jak w tezie tego lematu. Co więcej, ze zwartości












Wówczas ∂U ∩ (∇vϕ)−1({0}) = Fρ± na podstawie Lematu 1.2.3 oraz zbiór U jest otwarty
i G-niezmienniczy ze względu na Lemat 1.2.2. Ponownie, korzystając z własności uogólnio-
nej homotopijnej niezmienniczości stopnia oraz własności wycinania, patrz Uwaga 1.5.6 oraz
Twierdzenie 1.5.7.(3), uzyskujemy następujące równości:
∇G-deg(∇ϕ(·, ρ−),Θ−) = ∇G-deg(∇ϕ(·, ρ−), U ∩ (Ω× {ρ−})) =
= ∇G-deg(∇ϕ(·, ρ+), U ∩ (Ω× {ρ+})) = ∇G-deg(∇ϕ(·, ρ+),Θ+),
sprzeczność. A zatem udowodniliśmy, że C([ρ−, ρ+]) 6= F[ρ−,ρ+].
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Krok 2. W drugim kroku udowodnimy, że składowa C([ρ−, ρ+]) nie jest zwarta lub zbiory









(cl(C([ρ−, ρ+]) \ F[ρ−,ρ+]))(ε0)
Rysunek 2.4.5: Otoczenia Q ⊂ Ω × R, Θ± ⊂ Ω oraz (cl(C([ρ−, ρ+]) \ F[ρ−,ρ+]))(ε0) ⊂ Ω × R zbiorów, odpo-
wiednio, F(ρ−,ρ+), G(w(ρ±)) i cl(C([ρ−, ρ+]) \ F[ρ−,ρ+]). Dla prostoty rysunku rodzinę trywialną G-orbit F szkicujemy
symbolicznie (jako rodzinę zer), podobnie zbiór G-orbit rozwiązań nietrywialnych równania ∇vϕ(v, ρ) = 0.
zwarta, (C([ρ−, ρ+]) \ F[ρ−,ρ+]) ∩ F = ∅ oraz BIF[ρ−,ρ+] 6= 0, a zatem możemy wybrać ε0-
otoczenie (cl(C([ρ−, ρ+]) \ F[ρ−,ρ+]))(ε0) ⊂ Ω× R zbioru cl(C([ρ−, ρ+]) \ F[ρ−,ρ+]) takie, że
cl((cl(C([ρ−, ρ+]) \ F[ρ−,ρ+]))(ε0)) ∩ F(−∞,ρ−]∪[ρ+,+∞) = ∅
dla pewnej dostatecznie małej liczby ε0 > 0. Niech zbiory Q ⊂ Ω×R i Θ± ⊂ Ω będą wybrane





}) ∩ (cl(C([ρ−, ρ+]) \ F[ρ−,ρ+]))(ε0) = ∅.
Zdefiniujmy terazQ1 = Q∪(cl(C([ρ−, ρ+])\F[ρ−,ρ+]))(ε0) (patrz Rysunek 2.4.5) oraz zauważmy,
że zbiór cl(Q1)∩(∇vϕ)−1({0}) jest zwarty. Dalsza część dowodu będzie przebiegać analogicznie
jak w Kroku 1. Połóżmy
K = cl(Q1) ∩ (∇vϕ)−1({0}),
A = C([ρ−, ρ+]),
B = ∂Q1 ∩ cl({(v, ρ) ∈ (Ω× R) \ F : ∇vϕ(v, ρ) = 0}).
Powyżej zdefiniowane zbiory spełniają założenia Lematu 2.4.1, dlatego otrzymujemy zwarte
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oraz zauważmy, że zbiór U jest otwarty, G-niezmienniczy i ∂U ∩ (∇vϕ)−1({0}) = Fρ± analo-
gicznie jak w Kroku 1. Następnie własność uogólnionej homotopijnej niezmienniczości stop-
nia oraz własność wycinania (patrz Uwaga 1.5.6 i Twierdzenie 1.5.7.(3)) implikują równość
∇G-deg(∇ϕ(·, ρ−),Θ−) = ∇G-deg(∇ϕ(·, ρ+),Θ+), sprzeczność, co kończy dowód Kroku 2 oraz
dowodzi prawdziwości tezy twierdzenia.
Z Twierdzenia 2.2.2 wynika, że lokalna bifurkacja G-orbit rozwiązań nietrywialnych rów-
nania (2.1.1) zachodzi tylko ze zdegenerowanych G-orbit krytycznych potencjału ϕ, natomiast
z Twierdzenia 2.4.5 otrzymujemy, że nietrywialność indeksu bifurkacji dla pewnego odcinka
implikuje zachodzenie globalnej bifurkacji G-orbit rozwiązań nietrywialnych równania (2.1.1)
z tego odcinka. W związku z powyższym otrzymujemy następujący wniosek.
Wniosek 2.4.1. Ustalmy parametry ρ±, ρ0 ∈ R takie, że ρ− < ρ0 < ρ+ oraz niech G-orbita
Fρ0 będzie jedyną zdegenerowaną G-orbitą krytyczną w zbiorze G-orbit F[ρ−,ρ+], a ponadto
niech BIF[ρ−,ρ+] 6= 0 ∈ U(G). Wówczas w zbiorze G-orbit F[ρ−,ρ+] istnieje dokładnie jedna
G-orbita globalnej bifurkacji, mianowicie Fρ0 .
Zauważmy, że Twierdzenie 2.4.5 ma charakter abstrakcyjny. Nie jest oczywiste jak wery-
fikować założenia tego twierdzenia. Z drugiej strony zamierzamy stosować to twierdzenie do
zagadnień mechaniki nieba. Okazuje się, że przy pewnym dodatkowym założeniu, które jest
wielokrotnie spełniane przez równania pochodzące z mechaniki nieba, wystarczy sprawdzić
prawdziwość pewnego prostego algebraicznego warunku.
Twierdzenie 2.4.6. Ustalmy parametry ρ± ∈ R takie, że ρ− < ρ+ oraz niech G-orbity
G(w(ρ±)) będą niezdegenerowane, a ponadto niech (Gw(ρ−)) = (Gw(ρ+)) = (H) dla pewnego
H ∈ sub(G). Wówczas następująca implikacja jest prawdziwa:
jeżeli detB(w(ρ−)) · detB(w(ρ+)) < 0, to BIF[ρ−,ρ+] 6= 0 ∈ U(G),
gdzie B(w(ρ±)) są jak w formule (1.2.4).
Dowód. Zauważmy najpierw, że z Uwagi 1.2.3 możemy wybrać otwarte, ograniczone i G-
niezmiennicze otoczenia Θ± ⊂ Ω G-orbit krytycznych G(w(ρ+)) oraz G(w(ρ−)) takie, że
(∇vϕ)−1({0}) ∩ (cl(Θ±) × {ρ±}) = Fρ± , gdyż G(w(ρ±)) są niezdegenerowane. Stąd otrzy-
mujemy poprawną określoność stopni ∇G-deg(∇vϕ(·, ρ±),Θ±). Ponadto ze względu na Lemat
1.2.4 mamy specjalną postać ∇2vϕ(w(ρ±), ρ±) daną formułą (1.2.4). Będziemy rozpatrywali
następujące przypadki:
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(1) m−(C(w(ρ±))) = 0,
(2) m−(C(w(ρ±))) 6= 0,
(3) m−(C(w(ρ−))) = 0 i m−(C(w(ρ+))) 6= 0,
(4) m−(C(w(ρ−))) 6= 0 i m−(C(w(ρ+))) = 0.
Rozważmy najpierw przypadek (1), to znaczy m−(C(w(ρ±))) = 0. Biorąc pod uwagę formułę
na stopień specjalnej G-orbity krytycznej otrzymujemy, że
∇G-deg(∇vϕ(·, ρ±),Θ±) = (−1)m
−(B(w(ρ±)))χG(G/H+) ∈ U(G). (2.4.5)
Rozważmy teraz przypadek (2), to znaczy m−(C(w(ρ±))) 6= 0. Korzystając z formuły na
stopień niezdegenerowanej G-orbity krytycznej, patrz dowód Lematu 1.5.13, uzyskujemy, że







∇G-deg(H′)(∇ψ±j ,Θ±j ) · χG(G/H ′+) ∈ U(G). (2.4.6)
Dla przypadku (3) odpowiednie formuły na stopnie wynikają bezpośrednio z przypadków
(1) oraz (2), natomiast przypadek (4) jest analogiczny do przypadku (3). Zatem, jeżeli
detB(w(ρ−)) · detB(w(ρ+)) < 0, to (−1)m−(B(w(ρ−))) 6= (−1)m−(B(w(ρ+))), a stąd z formuł
(2.4.5) i (2.4.6) wnioskujemy, że ∇G-deg(∇vϕ(·, ρ−),Θ−) 6= ∇G-deg(∇vϕ(·, ρ+),Θ+), co koń-
czy dowód.
Uwaga 2.4.3. Ustalmy parametry ρ± ∈ R takie, że ρ− < ρ+ oraz niech G-orbity G(w(ρ±))
będą niezdegenerowane. W przypadku, gdy klasy sprzężoności grup izotropii Gw(ρ−) oraz
Gw(ρ+) są różne, to znaczy (Gw(ρ−)) 6= (Gw(ρ+)), teza Twierdzenia 2.4.6 pozostaje prawdziwa,
co jest konsekwencją formuł (2.4.5) i (2.4.6).
Poniżej udowodnimy globalne twierdzenie bifurkacyjne, w sytuacji gradientowej z syme-
triami, typu twierdzeń Rabinowitza zawartych w artykule [73].
Twierdzenie 2.4.7. Ustalmy parametry ρ± ∈ R spełniające następujące warunki: ρ− < ρ+,
ρ± /∈ BIF i BIF[ρ−,ρ+] 6= 0 ∈ U(G). Wówczas ze zbioru G-orbit F[ρ−,ρ+] ⊂ F zachodzi
globalna bifurkacja G-orbit rozwiązań nietrywialnych równania (2.1.1), to znaczy składowa
C([ρ−, ρ+]) ⊂ Ω × R nie jest zwarta lub (C([ρ−, ρ+]) \ F[ρ−,ρ+]) ∩ F 6= ∅. Co więcej, jeżeli
składowa C([ρ−, ρ+]) jest zwarta oraz istnieje skończenie wiele parametrów
ρ−0 < ρ
+
0 < . . . < ρ
−
l = ρ

















































































] dla k = 0, . . . ,m. Dla prostoty rysunku
rodzinę trywialną G-orbit F szkicujemy symbolicznie (jako rodzinę zer), podobnie zbiór G-orbit rozwiązań nietrywialnych
równania ∇vϕ(v, ρ) = 0.
Dowód. Rysunek 2.4.6 ilustruje sytuację rozważaną w twierdzeniu. Zauważmy najpierw, że













Θ+m × (ρ+m − α, ρ+m)






































+ α). Dla prostoty rysunku
rodzinę trywialną G-orbit F szkicujemy symbolicznie (jako rodzinę zer), podobnie zbiór G-orbit rozwiązań nietrywialnych
równania ∇vϕ(v, ρ) = 0.
k = 0, . . . ,m wybierzmy otwarte, ograniczone i G-niezmiennicze otoczenia Θ±k ⊂ Ω G-orbit
G(w(ρ±)) takie, że (∇vϕ)−1({0}) ∩ (cl(Θ±k ) × {ρ
±
k }) = Fρ±
k
. Ponadto ustalmy liczbę α > 0
taką, że
(∇vϕ)−1({0}) ∩ (cl(Θ+k )× [ρ
+
k − α, ρ
+














na podstawie założenia (4).Wybierzmy teraz ε-otoczenie (cl(C([ρ−, ρ+])\F[ρ−,ρ+]))(ε) ⊂ Ω×R
zbioru cl(C([ρ−, ρ+]) \ F[ρ−,ρ+]) dla pewnego dostatecznie małego ε > 0 takie, że


































(b) k = l
Rysunek 2.4.8: Otoczenia Qk ⊂ Ω×R, Θ±k ⊂ Ω oraz W ⊂ Ω×R. Dla prostoty rysunku rodzinę trywialną G-orbit
F szkicujemy symbolicznie (jako rodzinę zer), podobnie zbiór G-orbit rozwiązań nietrywialnych równania ∇vϕ(v, ρ) = 0.























Dla k 6= l istnieje ε1-otoczenie (cl(C([ρ−k , ρ
+








])))(ε1) ⊂ Ω × R zbioru
cl(C([ρ−k , ρ
+








])), patrz założenie (3), dla prostoty zapisu połóżmy
Uk = (cl(C([ρ−k , ρ
+






































Połóżmy Ul = ∅ oraz








k − α, ρ
+
k )∪
{t(v1, ρ−k + α) + (1− t)(v2, ρ
+
k − α) : t ∈ [0, 1], v1 ∈ Θ
−
k , v2 ∈ Θ
+
k } (2.4.8)




zauważmy, że cl(Q) ∩ (∇vϕ)−1({0}) jest zbiorem zwartym. Połóżmy










B = ∂Q ∩ cl({(v, ρ) ∈ (Ω× R) \ F : ∇vϕ(v, ρ) = 0}).
Powyżej zdefiniowane zbiory K, A oraz B spełniają założenia Lematu 2.4.1, a zatem uzysku-
jemy zwarte i rozłączne zbiory KA oraz KB jak w tezie tego lematu. Niech teraz liczba η > 0



















, co wynika z Lematu 1.2.3. Na
podstawie Lematu 1.2.2, zbiór U jest otwarty i G-niezmienniczy. Zatem stopień
∇G-deg(∇vϕ(·, ρ), U ∩ (Ω× {ρ})) ∈ U(G)
jest dobrze zdefiniowany, a ponadto, wykorzystując własność uogólnionej homotopijnej nie-
zmienniczości stopnia (patrz Uwaga 1.5.6), uzyskujemy, że jest on stały jako funkcja parametru
ρ ∈ [ρmin + ε0, ρmax − ε0], gdzie
ρmin = inf{ρ ∈ R : U ∩ (Ω× {ρ}) 6= ∅},
ρmax = sup{ρ ∈ R : U ∩ (Ω× {ρ}) 6= ∅}
i ε0 jest liczbą dodatnią taką, że (∇vϕ)−1({0}) ∩ (U ∩ (Ω× {ρmin
max
± ε0})) = ∅, gdy ρmin < ρ−0
oraz ρmax > ρ+m. W przeciwnym przypadku ρ ∈ [ρ−0 , ρmax − ε0] lub ρ ∈ [ρmin + ε0, ρ+m] lub





































Rysunek 2.4.9: Stopnie ∇G-deg(∇vϕ(·, ρ±k ),Θ±k ) i ∇G-deg(∇vϕ(·, ρ±k ), (U∩(Ω×{ρ±k }))\cl(Θ±k )) dla k = 0, . . . ,m
oraz zbiór U ⊂ Ω× R. Ponadto w sytuacji przedstawionej na rysunku mamy, że ρmin = ρ−0 oraz ρmax > ρ
+
m.
1.5.7.(2)), dla każdego k = 0, . . . ,m otrzymujemy równość
∇G-deg(∇vϕ(·, ρ±k ), U ∩ (Ω× {ρ
±
k })) =
= ∇G-deg(∇vϕ(·, ρ±k ),Θ
±
k )︸ ︷︷ ︸
a±
k
+∇G-deg(∇vϕ(·, ρ±k ), (U ∩ (Ω× {ρ
±
k })) \ cl(Θ
±
k ))︸ ︷︷ ︸
c±
k





































m− a−0 = a+m− a−0 .
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m − a−0 = (a+m + c+m)− (a−0 + c−0 ) = 0 ∈ U(G),
co kończy dowód.










W rozdziale tym zastosujemy abstrakcyjne wyniki uzyskane w rozprawie do badania pro-
blemu N ciał. Dokładniej, sformułujemy warunki konieczne i dostateczne na istnienie lokalnej
oraz globalnej bifurkacji planarnych oraz przestrzennych centralnych konfiguracji zagadnienia
N ciał. Problem badania centralnych konfiguracji sprowadzamy do analizy orbit krytycz-
nych rodziny SO(d)-niezmienniczych potencjałów. Analizując zagadnienie planarne będziemy
rozważać grupę symetrii SO(2), natomiast w przypadku zagadnienia przestrzennego grupę sy-
metrii SO(3). W rozważaniach wykorzystujemy pewną znaną rodzinę centralnych konfiguracji
i poszukujemy orbit lokalnych i globalnych bifurkacji należących do tej rodziny. W rozprawie
będziemy analizować następujące rodziny centralnych konfiguracji:
• planarna rodzina sześciokąta foremnego z dodatkowym ciałem w środku masy (patrz
[57]),
• planarna rodzina dwóch zagnieżdżonych kwadratów (patrz [27]),
• planarna rodzina rozety dla trzynastu ciał (patrz [46,79]),
• przestrzenne rodziny dwóch zagnieżdżonych czworościanów foremnych (patrz [15]),
• przestrzenna rodzina dwóch zagnieżdżonych ośmiościanów foremnych (patrz [14]),
• przestrzenna rodzina dwóch zagnieżdżonych ośmiościanów foremnych z dodatkowym cia-
łem w środku masy (patrz [87]),
• przestrzenna rodzina dwóch zagnieżdżonych sześcianów (patrz [14]),
• przestrzenna rodzina dwóch zagnieżdżonych sześcianów z dodatkowym ciałem w środku
masy (patrz [87]),
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• przestrzenna rodzina dwóch dualnych wielościanów foremnych dla problemu czternastu
ciał (patrz [18]),
• przestrzenna rodzina dla problemu n+ 3 ciał dla n = 3, 4, 6 (patrz [53]).
Powyższe rodziny traktujemy jako rodziny trywialne centralnych konfiguracji oraz dowodzimy
istnienia bifurkacji nowych centralnych konfiguracji z tych rodzin. Ponieważ w przypadku pla-
narnym każda centralna konfiguracja odpowiada rozwiązaniu okresowemu zagadnienia N ciał,
dostarczając nowych centralnych konfiguracji dowodzimy istnienie nowych rozwiązań okreso-
wych. Odpowiednie formuły na pozycje i masy ciał występujących w badanych rodzinach
zostały zaczerpnięte z powyżej wymienionych artykułów. Ze względu na żmudne rachunki
przeprowadzane w niniejszym rozdziale obliczenia symboliczne są wspomagane przez środowi-
sko obliczeniowe MAPLE™.
Zauważmy, że rozważane rodziny centralnych konfiguracji mają wiele symetrii. W roz-
prawie badamy również kształt nowych centralnych konfiguracji bifurkujących z rodzin try-
wialnych oraz dowodzimy, iż w pewnych przypadkach jest on mniej regularny. Dokładniej,
wykluczamy, że rodziny te mają ten sam typ symetrii jak rodziny trywialne. W rezultacie
dostarczamy przykładów centralnych konfiguracji o mniej regularnych kształtach. Należy pod-
kreślić, że informacja dotycząca kształtu nowych rodzin centralnych konfiguracji jest jedynie
lokalna.
Większość rezultatów przedstawionych w tym rozdziale została opublikowana w artykułach
[42,43].
3.1 Centralne konfiguracje zagadnienia N ciał - definicja
W niniejszym podrozdziale sformułujemy problem N ciał oraz zdefiniujemy pojęcie centralnej
konfiguracji tego zagadnienia. Materiał tu przedstawiony został zaczerpnięty głównie z [49,
71,91].
Rozważmy N punktów materialnych poruszających się w Rd dla d = 2 lub d = 3. Sym-
bolami qj ∈ Rd i mj > 0 oznaczamy, odpowiednio, położenie oraz masę j-tego ciała. Przypo-
mnijmy, że przez |qj | rozumiemy normę euklidesową qj . Załóżmy ponadto, że rozważane ciała
poruszają się tylko pod wpływem wzajemnych sił grawitacji oraz zgodnie z prawami ruchu
Newtona. Zgodnie z drugą zasadą dynamiki Newtona, w inercjalnym układzie odniesienia,
jeżeli siły działające na ciało nie równoważą się, to iloczyn masy j-tego ciała mj oraz jego
przyspieszenia q̈j jest równy sumie sił działających na to ciało. Dodatkowo z prawa powszech-
nego ciążenia otrzymujemy, że siła działająca na ciało qj indukowana przez ciało qi jest równa
γ
mjmi
|qj−qi|2 oraz kierunek tej siły jest zadany przez wektor jednostkowy −
1
|qj−qi|(qj − qi), gdzie
γ jest stałą grawitacji. Wówczas ruch N punktów materialnych można opisać następującym
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układem równań różniczkowych zwyczajnych:






(qj − qi), j = 1, . . . , N. (3.1.1)
Bez zmniejszenia ogólności możemy przyjąć, że γ = 1.
Wdalszych rozważaniach przestrzeń RdN traktujemy jako ortogonalną SO(d)-reprezentację
V, to znaczy ortogonalną reprezentację zwartej grupy Liego SO(d) będącą suma prostą N kopii
naturalnych SO(d)-reprezentacji Ṽ, gdzie Ṽ = (Rd, %) oraz homomorfizm % : SO(d) → O(d)
jest zadany formułą %(g) = g dla g ∈ SO(d). Wówczas działanie grupy Liego SO(d) na V jest
określone następująco: SO(d)× V 3 (g, q) = (g, (q1, . . . , qN )) 7→ gq = (gq1, . . . , gqN ) ∈ V.
Definiujemy teraz przestrzeń konfiguracji N ciał Ω ⊂ V wykluczając kolizje tych ciał, to
znaczy
Ω = {q=(q1, . . . , qN ) ∈ V : qi 6= qj dla i 6= j},
oraz potencjał newtonowski U : Ω× (0,+∞)N → R następującą formułą:




|qi − qj |
.
Wówczas newtonowskie równania ruchu (3.1.1) stowarzyszone z potencjałem U zapisują się
w następującej postaci:
Mq̈ = ∇qU(q,m), (3.1.2)
gdzie M jest macierzą mas, to znaczy M = diag(m1Idd, . . . ,mNIdd). Zauważmy, że zbiór
Ω ⊂ V jest otwarty i SO(d)-niezmienniczy, a U jest SO(d)-niezmienniczym C∞-potencjałem.
Uwaga 3.1.1. Układ równań (3.1.2) nie posiada położeń równowagi. Rzeczywiście, gdyby
∇qU(q,m) = 0, to 0 = 〈∇qU(q,m), q〉 = −U(q,m) < 0, sprzeczność. Ostatnia równość wynika
z własności U(sq,m) = s−1U(q,m) dla dowolnego s > 0 oraz twierdzenia Eulera o funkcjach
jednorodnych (patrz [41]).
Zdefiniujmy teraz pojęcie centralnej konfiguracji układu (3.1.2).
Definicja 3.1.1. Konfigurację N ciał q = (q1, . . . , qN ) ∈ Ω nazywamy centralną konfiguracją
układu (3.1.2), o ile istnieje dodatnia stała λ taka, że q̈ = −λq. Ponadto mówimy, że centralna
konfiguracja q jest współliniowa, o ile punkty q1, . . . , qN leżą na jednej prostej.
O centralnej konfiguracji q = (q1, . . . , qN ) ∈ Ω mówimy, że jest planarna, o ile punkty
q1, . . . , qN leżą na jednej płaszczyźnie, w przeciwnym przypadku konfigurację q nazywamy
przestrzenną, to znaczy nie istnieje jedna płaszczyzna zawierająca punkty q1, . . . , qN .
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Uwaga 3.1.2. Niech q(t) = (q1(t), . . . , qN (t)) ∈ Ω będzie rozwiązaniem układu (3.1.2). Wów-
czas dla każdego j = 1, . . . , N przyspieszenie j-tego ciała względem pozostałych N − 1 ciał
wynosi q̈j(t) = 1mj
∂U
∂qj
(q(t),m). Dla pewnego ustalonego czasu t0, z Definicji 3.1.1, konfiguracja
q(t0) = (q1(t0), . . . , qN (t0)) ∈ Ω jest centralną konfiguracją układu (3.1.2), o ile q̈(t0) = −λq(t0)
dla pewnej stałej λ > 0. Stąd −λMq(t0) = ∇qU(q(t0),m), a zatem konfiguracja N ciał
q = q(t0) = (q1(t0), . . . , qN (t0)) ∈ Ω jest centralną konfiguracją układu (3.1.2) wtedy i tylko
wtedy, gdy spełnia układ równań algebraicznych następującej postaci:
−λ∇qI(q,m) = ∇qU(q,m), (3.1.3)










miqi ∈ Rd znajduje się w początku układu współrzędnych dla każdego rozwiąza-
nia równania (3.1.3). W rozprawie będziemy zajmować się problemem poszukiwania nowych
centralnych konfiguracji zagadnienia N ciał ze środkiem ciężkości w zerze.
Uwaga 3.1.4. Niech q = (q1, . . . , qN ) ∈ Ω będzie centralną konfiguracją układu (3.1.2),
to znaczy −λ∇qI(q,m) = U(q,m). Ponieważ U i I są potencjałami jednorodnymi stopni,
odpowiednio, −1 oraz 2, to 〈∇qU(q,m), q〉 = −U(q,m) oraz 〈∇qI(q,m), q〉 = 2I(q,m) na
podstawie twierdzenia Eulera o funkcjach jednorodnych (patrz [41]). Stąd otrzymujemy, że
−λ2I(q,m) = 〈−λ∇qI(q,m), q〉 = 〈∇qU(q,m), q〉 = −U(q,m), a zatem λ = U(q,m)2I(q,m) .
Uwaga 3.1.5. Niech q = (q1, . . . , qN ) ∈ Ω będzie centralną konfiguracją układu (3.1.2).
Wiemy, że potencjały U i I są jednorodne oraz dodatkowo SO(d)-niezmiennicze, a stąd dla
każdych α > 0 i g ∈ SO(d) konfiguracje αq oraz gq są również centralnymi konfiguracjami ze
współczynnikami równymi, odpowiednio, λ
α3 oraz λ. Zatem na zbiorze centralnych konfiguracji
możemy wprowadzić rfelację równoważności następująco: mówimy, że centralne konfiguracje
q oraz q̃ są równoważne, jeżeli istnieją α > 0 oraz g ∈ SO(d) takie, że q̃ = αgq. Innymi słowy
można utożsamiać ze sobą dwie centralne konfiguracje, gdy z jednej możemy otrzymać drugą
poprzez złożenie operacji skalowania oraz obrotu.
W dalszych rozważaniach, zamiast przechodzić do przestrzeni orbit Ω/SO(d) i trakto-
wać klasy centralnych konfiguracji jako pojedyncze punkty będziemy rozpatrywać całe SO(d)-
orbity centralnych konfiguracji. Warto zauważyć, iż Palmore w artykule [65], przechodząc do
przestrzeni orbit, badał jednoparametrową rodzinę N − 1-kąta foremnego z dodatkowym cia-
łem w środku masy oraz wykazał, że istnieje dokładnie jedna wartość parametru, dla którego
rodzina ta jest zdegenerowana. Meyer i Schmidt w artykule [56] udowodnili, że w miarę jak
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wzrasta liczba ciał N pojawia się więcej niż dokładnie jedna wartość parametru, dla którego
rozważana rodzina jest zdegenerowana (patrz [57]). Autorzy dokonali analizy problemu dla
N ≤ 13 oraz uzyskane wyniki okazały się niezgodne z rezultatami zawartymi w artykule [65].
W rozprawie problem badania centralnych konfiguracji sprowadzamy do analizy SO(d)-
orbit krytycznych SO(d)-niezmienniczego C∞-potencjału ϕ̂ : Ω × (0,+∞)N → R zdefiniowa-
nego wzorem ϕ̂(q,m) = U(q,m) + λI(q,m). Rozważamy pewną znaną rodzinę centralnych
konfiguracji i poszukujemy SO(d)-orbit lokalnych i globalnych bifurkacji należących do tej
rodziny. Załóżmy zatem, że istnieją ciągłe odwzorowania w : R→ Ω oraz m : R→ (0,+∞)N
takie, że ∇qϕ̂(w(ρ),m(ρ)) = 0, to znaczy odwzorowanie w : R → Ω definiuje rodzinę central-
nych konfiguracji przy pewnych masach ciał zadanych odwzorowaniem m : R → (0,+∞)N .





SO(d)(w(ρ))× {ρ} ⊂ (∇qϕ)−1({0}) (3.1.4)
oraz będziemy rozważać równanie następującej postaci:
∇qϕ(q, ρ) = 0, (3.1.5)
gdzie λ = λ(ρ) = U(w(ρ),m(ρ))2I(w(ρ),m(ρ)) . Przypomnijmy, że rodzinę F nazywamy rodziną SO(d)-orbit
rozwiązań trywialnych równania (3.1.5) (lub krótko rodziną trywialną centralnych konfigura-
cji).
Zdefiniujmy teraz pewne szczególne rozwiązanie problemu N ciał takie, że kształt utwo-
rzony przez ciała występujące w konfiguracji jest zachowany w każdej chwili czasu.
Definicja 3.1.2. Rozwiązanie q(t) ∈ Ω układu (3.1.2) nazywamy rozwiązaniem homograficz-
nym, o ile istnieją funkcja skalarna R(t) > 0 oraz specjalna macierz ortogonalna g(t) ∈ SO(3)
takie, że q(t) = R(t)g(t)q(0) dla każdego t.
Wyróżniamy dwa szczególne typy rozwiązań homograficznych: jeżeli g(t) = Id3, to roz-
wiązanie q(t) = R(t)q(0) nazywamy homotetyczym, a jeżeli R(t) = 1, to q(t) = g(t)q(0)
nazywamy względnym położeniem równowagi. Można pokazać, że dla każdego rozwiązania
homograficznego q(t) konfiguracja q(0) jest centralną konfiguracją układu (3.1.2) (patrz [91]).
Zatem centralne konfiguracje odgrywają istotną rolę w konstruowaniu istotnej klasy rozwiązań
zagadnienia N ciał.
Opiszemy teraz związek centralnych konfiguracji z względnymi położeniami równowagi
dla układu (3.1.2) w przypadku planarnym, to znaczy dla d = 2. W tym celu wprowadźmy
układ współrzędnych rotujący ze stała prędkością kątową ω wokół osi przechodzącej przez
środek masy układu oraz prostopadłej do płaszczyzny ruchu N ciał następującą formułą:
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Lemat 3.1.1. Przyjmijmy powyższe założenia i oznaczenia. Wówczas równania ruchu (3.1.2)
mają w rotującym układzie współrzędnych następującą postać:
mj(üj + 2ωJu̇j − ω2uj) =
∂U
∂uj
(u,m), j = 1, . . . , N. (3.1.6)
Dowód. Zauważmy najpierw, że dla j = 1, . . . , N otrzymujemy q̇j = ωJeωJtuj + eωJtu̇j oraz
q̈j = (ωJ)2eωJtuj + 2ωJeωJtu̇j + eωJtüj . Uwzględniając powyższe równości w newtonowskich
równaniach ruchu (3.1.2) mamymj(−ω2eωJtuj+2ωJeωJtu̇j+eωJtüj) = ∂U∂qj (e
ωJtu,m), a zatem
mj(−ω2uj + 2ωJu̇j + üj) = ∂U∂uj (u,m), co kończy dowód.
Z powyższego lematu otrzymujemy, że położenia równowagi w jednostajnie rotującym ukła-
dzie współrzędnych spełniają następujący układ równań: −λmjuj = ∂U∂uj (u,m), j = 1, . . . , N,
gdzie λ = ω2, a zatem są centralnymi konfiguracjami problemu N ciał. Ponadto każda pla-
narna centralna konfiguracja u wyznacza względne położenie równowagi postaci q(t) = eωJtu
oraz można pokazać, iż każde rozwiązanie układu (3.1.2) będące względnym położeniem rów-
nowagi jest tej postaci. Zatem dowodząc istnienia nowych planarnych centralnych konfiguracji
znajdujemy nowe rozwiązania okresowe zagadnienia N ciał.
Omówimy teraz ogólną postać rozwiązań homograficznych dla układu (3.1.2) w przypadku
planarnym, to znaczy dla d = 2. Przypomnijmy najpierw, że elementy grupy Liego SO(2)
oznaczamy przez Φ(φ), patrz formuła (1.1.1). Niech u = (u1, . . . , uN ) ∈ Ω będzie centralną
konfiguracją układu (3.1.2) oraz niech q(t) = R(t)Φ(φ(t))u dla pewnych funkcji R(t) > 0 i φ(t)
będących klasy C2. Poniższy lemat został zaczerpnięty z książki [49].
Lemat 3.1.2. Przyjmijmy powyższe założenia i oznaczenia. Funkcja q(t) jest rozwiązaniem
homograficznym zagadnienia N ciał wtedy i tylko wtedy, gdy (R(t), φ(t)) są rozwiązaniami
następującego układu równań:  R̈(t)−R(t)φ̇(t)2 = −
λ
R(t)2
2Ṙ(t)φ̇(t) +R(t)φ̈(t) = 0
. (3.1.7)
Dowód. Zauważmy najpierw, że dla j = 1, . . . , N otrzymujemy
q̇j(t) = Ṙ(t)Φ(φ(t))uj +R(t)φ̇(t)Φ(φ(t))Juj ,
q̈j(t) = (R̈(t)−R(t)φ̇(t)2)Φ(φ(t))uj + (2Ṙ(t)φ̇(t) +R(t)φ̈(t))Φ(φ(t))Juj .
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Uwzględniając powyższe równości w newtonowskich równaniach ruchu (3.1.2) mamy
mj((R̈(t)−R(t)φ̇(t)2)Φ(φ(t))uj+(2Ṙ(t)φ̇(t)+R(t)φ̈(t))Φ(φ(t))Juj) = R(t)−2Φ(φ(t)) ∂U∂uj (u,m),
a zatem mj(R̈(t) − R(t)φ̇(t)2)uj + mj(2Ṙ(t)φ̇(t) + R(t)φ̈(t))Juj = R(t)−2 ∂U∂uj (u,m). Ponadto
centralna konfiguracja u ∈ Ω spełnia układ równań ∂U∂uj (u,m) = −λmjuj , j = 1, . . . , N dla
pewnego λ > 0. Stąd






dla każdego j = 1, . . . , N. Zatem funkcja q(t) jest rozwiązaniem homograficznym zagadnienia
N ciał wtedy i tylko wtedy, gdy (R̈(t)−R(t)φ̇(t)2 +R(t)−2λ)2 + (2Ṙ(t)φ̇(t) +R(t)φ̈(t))2 = 0,
co kończy dowód.
Zauważmy, że układ (3.1.7) opisuje dwuwymiarowe zagadnienie Keplera we współrzędnych
biegunowych. Przypomnijmy, że C = R(t)2φ̇(t) oraz E = 12(Ṙ(t)2 +R(t)2φ̇(t)2)−
λ
R(t) są cał-
kami pierwszymi układ (3.1.7) (całka momentu pędu i całka energii). Wiemy, iż dopuszczalne
są trzy typy rozwiązań problemu Keplera: paraboliczne, hiperboliczne oraz eliptyczne. Stąd
rozwiązanie homograficzne dla układu (3.1.2) w przypadku planarnym jest okresowe wtedy
i tylko wtedy, gdy C = R(0)2φ̇(0) 6= 0 oraz E = 12(Ṙ(0)2 +R(0)2φ̇(0)2)−
λ
R(0) < 0 (patrz [71]).
W szczególności na podstawie Lematu 3.1.2 można wywnioskować, iż jedynymi planarnymi
względnymi położeniami równowagi są położenia równowagi w układzie współrzędnych rotu-
jącym ze stała prędkością kątową ω wokół osi przechodzącej przez środek masy układu oraz
prostopadłej do płaszczyzny ruchu N ciał.
Wniosek 3.1.1. Przyjmijmy założenia i oznaczenia jak w Lemacie 3.1.2. Niech ponadto
R(t) = 1. Rozwiązanie q(t) ∈ Ω układu (3.1.2) jest względnym położeniem równowagi wtedy
i tylko wtedy, gdy φ̇(t)2 = λ, to znaczy q(t) = eωJtu dla ω2 = λ.
3.2 Bifurkacje centralnych konfiguracji zagadnienia N ciał
W niniejszym podrozdziale zastosujemy abstrakcyjne rezultaty uzyskane w Rozdziale 2 oraz
sformułujemy warunki konieczne i dostateczne na istnienie lokalnej i globalnej bifurkacji cen-
tralnych konfiguracji zagadnienia N ciał.
Uwaga 3.2.6. W przypadku planarnych centralnych konfiguracji, to znaczy dla d = 2, działa-
nie grupy symetrii SO(2) na przestrzeni konfiguracji Ω jest wolne, stąd Ω({e}) = Ω. W sytuacji
przestrzennej, to jest dla d = 3, działanie grupy symetrii SO(3) nie jest wolne, a ponadto
Ω({e}) ∪ Ω(SO(2)) = Ω. Okazuje się, że grupa izotropii współliniowej centralnej konfiguracji
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jest sprzężona z SO(2), natomiast dla przestrzennych centralnych konfiguracji q, które nie są
współliniowe mamy, że SO(3)q = {e}.
Problem badania centralnych konfiguracji sprowadziliśmy do analizy SO(d)-orbit krytycz-
nych SO(d)-niezmienniczego C∞-potencjału ϕ(q, ρ) = U(q,m(ρ)) + λ(ρ)I(q,m(ρ)). Zastosu-
jemy zatem Twierdzenia 2.2.2 oraz 2.4.5 i sformułujemy warunki konieczne i dostateczne na ist-
nienie bifurkacji centralnych konfiguracji z rodziny trywialnej F . Zauważmy najpierw, że cen-
tralne konfiguracje rozpatrywane w niniejszej rozprawie nie są współliniowe, a zatem na podsta-
wie Uwagi 3.2.6 zachodzi SO(d)w(ρ) = {e}. Z Lematu 1.2.7 otrzymujemy, że macierz C(w(ρ))
jest zerowymiarowa, a zatemm−(C(w(ρ))) = 0 orazm−(∇2qϕ(w(ρ), ρ)) = m−(B(w(ρ))). Przy-
pomnijmy, że dim ker∇2qϕ(w(ρ), ρ) ≥ dimSO(d)(w(ρ)), na podstawie Lematu 1.2.4. Ponadto
dimSO(d)(w(ρ)) = dimSO(d)/SO(d)w(ρ) = dimSO(d)/{e} = dimSO(d), patrz Lemat 1.2.1,
oraz dimSO(d) = d(d−1)2 .
W poniższym twierdzeniu na podstawie Twierdzenia 2.2.2 oraz powyższego rozumowania
formułujemy warunek konieczny na istnienie lokalnej bifurkacji centralnych konfiguracji za-
gadnienia N ciał.
Twierdzenie 3.2.1. Przyjmijmy powyższe założenia i oznaczenia. Jeżeli ρ0 ∈ BIF , to
dim ker∇2qϕ(w(ρ0), ρ0) >
 1, gdy d = 23, gdy d = 3 .
Zatem poszukiwanie parametrów spełniających warunek konieczny istnienia lokalnej bifur-
kacji sprowadza się do obliczania wymiarów jąder macierzy Hessego∇2qϕ(w(ρ), ρ). Do tego celu
wykorzystujemy współczynniki wielomianu charakterystycznego tej macierzy zapisane w ter-
minach wartości własnych (patrz [7]), o czym stanowi poniższa uwaga.
Uwaga 3.2.7. Symbolem Wρ będziemy oznaczać wielomian charakterystyczny hesjanu ∇2qϕ
liczonego wzdłuż rodziny trywialnej F , to znaczy w punktach postaci (w(ρ), ρ). Ponadto
niech {λ1(ρ), . . . , λdN (ρ)} będzie zbiorem wartości własnych (licząc z krotnościami) macierzy
∇2qϕ(w(ρ), ρ). Wówczas




λj1(ρ) · · ·λjk(ρ). Stąd a1(ρ) = trace(∇2qϕ(w(ρ), ρ)) i adN (ρ) =
= det(∇2qϕ(w(ρ), ρ)), a ponadto zachodzi, że dim ker∇2qϕ(w(ρ), ρ) = k wtedy i tylko wtedy,
gdy adN (ρ) = · · · = adN−k+1(ρ) = 0 i adN−k(ρ) 6= 0. Jeżeli dim ker∇2qϕ (w(ρ), ρ) = k, to
współczynnik adN−k(ρ) jest iloczynem niezerowych wartości własnych hesjanu ∇2qϕ(w(ρ), ρ).
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Na podstawie powyższej uwagi wnioskujemy, że jedynymi parametrami spełniającymi wa-
runek konieczny istnienia lokalnej bifurkacji, dany Twierdzeniem 3.2.1, są parametry będące
rozwiązaniami równania a2N−1(ρ) = 0 w przypadku planarnym oraz równania a3N−3(ρ) = 0
w sytuacji przestrzennej.
Biorąc pod uwagę Twierdzenia 2.3.3, 2.4.5 oraz 2.4.6 sformułujemy teraz pewne warunki
dostateczne na istnienie lokalnych i globalnych bifurkacji centralnych konfiguracji zagadnienia
N ciał.
Twierdzenie 3.2.2. Ustalmy parametry ρ± ∈ R takie, że ρ− < ρ+ oraz niech spełniony będzie
warunek dim ker∇2qϕ(w(ρ±), ρ±) = dimSO(d)(w(ρ±)). Wtedy
(1) jeżeli m−(B(w(ρ−))) 6= m−(B(w(ρ+))), to istnieje parametr lokalnej bifurkacji
ρ0 ∈ (ρ−, ρ+),
(2) jeżeli ponadto m−(B(w(ρ+))) −m−(B(w(ρ−))) jest liczbą nieparzystą, to ρ0 jest para-
metrem globalnej bifurkacji.
Uwaga 3.2.8. W istocie problem badania istnienia bifurkacji centralnych konfiguracji został
sprowadzony do obliczania odpowiednich indeksów Morse’a macierzy Hessego ∇2qϕ(w(ρ), ρ).
W tym celu będziemy obliczać wartości własne tej macierzy lub korzystać z reguły zna-
ków Kartezjusza (patrz [21]) dla wielomianu charakterystycznego Wρ. Reguła ta stwierdza,
iż liczba dodatnich rzeczywistych pierwiastków (z krotnościami) wielomianu jednej zmiennej
o współczynnikach rzeczywistych uporządkowanego według malejących potęg zmiennej jest
albo równa liczbie zmian znaków między kolejnymi niezerowymi współczynnikach wielomianu
albo mniejsza od niej o krotność liczby 2. W szczególności liczbę ujemnych pierwiastków tego
wielomianu można oszacować rozpatrując wielomian o tych samych współczynnikach i zmien-
nej −x. Symbolami n+(ρ) oraz n−(ρ) będziemy oznaczać liczbę zmian znaków między kolej-
nymi niezerowymi współczynnikami wielomianu, odpowiednio, Wρ(x) oraz Wρ(−x). Wówczas
m−(∇2qϕ(w(ρ), ρ)) = n−(ρ), o ile n+(ρ) + n−(ρ) = dN − dim ker∇2qϕ(w(ρ), ρ).
Uwaga 3.2.9. Niech w : R2 → Ω oraz m : R2 → (0,+∞)N będą odwzorowaniami ciągłymi
takimi, że ∇qϕ̂(w(ρ1, ρ2),m(ρ1, ρ2)) = 0. Zdefiniujmy potencjał ϕ : Ω × R2 → R wzorem




SO(d)(w(ρ1, ρ2))× {(ρ1, ρ2)} ⊂ (∇qϕ)−1({0}).
W przypadku dwuparametrowej rodziny trywialnej F uzyskujemy analogiczne rezultaty jak
w Twierdzeniach 3.2.1 i 3.2.2. Rzeczywiście, dla każdych dwóch punktów (ρ−1 , ρ−2 ) oraz (ρ+1 , ρ+2 )
z przestrzeni parametrów możemy wybrać jednoparametrową drogę je łączącą, to znaczy od-
cinek między nimi, oraz zastosować powyższe twierdzenia.
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3.3 Planarne niesymetryczne rodziny centralnych konfiguracji
Celem niniejszego podrozdziału jest zilustrowanie zastosowań Twierdzeń 3.2.1 i 3.2.2, dostar-
czających warunki konieczne i dostateczne na istnienie lokalnej i globalnej bifurkacji, w kon-
kretnych zagadnieniach mechaniki nieba. Rozważamy pewne znane rodziny planarnych cen-
tralnych konfiguracji i dowodzimy istnienie pewnych nowych rodzin z nich bifurkujących. Za-
uważmy, że rodziny trywialne badane w niniejszej rozprawie są wysoce symetryczne. Nie mamy
informacji dotyczących kształtu nowych rodzin, natomiast dowodzimy, iż nie są one tego sa-
mego typu co rodziny trywialne. Innymi słowy rodziny, które bifurkują z rodzin trywialnych
są lokalnie mniej regularne.
3.3.1 Planarna rodzina sześciokąta foremnego z dodatkowym ciałem w środ-
ku masy
Rysunek 3.3.1: Sześć ciał usytuowanych w wierzchołkach sześciokąta foremnego z dodatkowym ciałem w środku
masy. Konfiguracja z masami: 1, 1, 1, 1, 1, 1, 0.4.
W 1976 roku Palmore w artykule [65] oraz w 1988 roku Meyer i Schmidt w artykule [57] badali
rodzinę planarnych centralnych konfiguracji problemu siedmiu ciał. Konfiguracje te składają
się z sześciu ciał o masach jednostkowych umieszczonych w wierzchołkach sześciokąta forem-
nego oraz dodatkowego ciała o dowolnej masie usytuowanego w centroidzie (patrz Rysunek
3.3.1).
Niech zatem m1 = m2 = m3 = m4 = m5 = m6 = 1 oraz m7 = M > 0. Zdefiniujmy











































SO(2)(w(M))× {M} ⊂ Ω× R (3.3.8)
jest rodziną trywialną planarnych centralnych konfiguracji.
Przypomnijmy, że w Twierdzeniu 3.2.2, dającym warunki dostateczne na istnienie parame-
trów bifurkacji, istotne są zmiany indeksów Morse’a odpowiedniej macierzy Hessego. Indeksy
te obliczamy w poniższym lemacie.












1, gdy M ∈ (0,M∗1 )
2, gdy M = M∗1
1, gdy (M∗1 ,M∗2 )
3, gdy M = M∗2




1, gdy M ∈ (0,M∗1 )
0, gdy [M∗1 ,M∗2 ]
2, gdy M ∈ (M∗2 ,+∞)
.
Dowód. Dla dowodu obliczmy najpierw wielomian charakterystyczny WM macierzy Hessego























































a zatem z Uwagi 3.2.7 otrzymujemy pierwszą część tezy. Dla dowodu drugiej wystarczy obliczyć
wartości własne macierzy Hessego ∇2qϕ(w(M),M), co kończy dowód.
W poniższym twierdzeniu znajdujemy nowe planarne centralne konfiguracje w pobliżu
rodziny sześciokąta foremnego z dodatkowym ciałem. Ponadto pokazujemy także istnienie
spójnych zbiorów centralnych konfiguracji bifurkujących z rodziny trywialnej (3.3.8).
Twierdzenie 3.3.3. Dla rozważanej rodziny (3.3.8) zachodzi zjawisko bifurkacji. Dokładniej,
z SO(2)-orbity FM następuje lokalna bifurkacja wtedy i tylko wtedy, gdyM = M∗1 lubM = M∗2 .
Ponadto parametr M∗1 jest parametrem globalnej bifurkacji.
Dowód. Zauważmy najpierw, że warunek konieczny istnienia lokalnej bifurkacji, dany Twier-
dzeniem 3.2.1, jest spełniony wtedy i tylko wtedy, gdy M = M∗1 lub M = M∗2 , patrz Lemat
3.3.3. Ponadto dla dostatecznie małej liczby ε > 0 mamy, że
m−(∇2qϕ(w(M∗1 + ε),M∗1 + ε))−m−(∇2qϕ(w(M∗1 − ε),M∗1 − ε)) = −1,
m−(∇2qϕ(w(M∗2 + ε),M∗2 + ε))−m−(∇2qϕ(w(M∗2 − ε),M∗2 − ε)) = 2,
a zatem z Twierdzenia 3.2.2 wnioskujemy, że istnieją dokładnie dwa parametry lokalnej bifur-
kacji M∗1 i M∗2 . Co więcej, M∗1 ∈ GLOB, co kończy dowód.
Biorąc pod uwagę powyższe twierdzenie udowodniliśmy, że istnieją dokładnie dwa parame-
try lokalnej bifurkacji dla rodziny (3.3.8). Uzyskane rezultaty zgadzają się z tymi otrzymanymi
w artykule [57]. Co więcej, udowodniliśmy, że M∗1 ∈ GLOB, a zatem otrzymujemy silniejszy
wynik dowodząc istnienia spójnych zbiorów centralnych konfiguracji bifurkujących z FM∗1 .
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W poniższym twierdzeniu opisujemy własności spójnej składowej C(M∗1 ) bifurkującej z ro-
dziny (3.3.8).
Twierdzenie 3.3.4. Składowa C(M∗1 ) nie jest zwarta.
Dowód. Zauważmy najpierw, że istnieją dokładnie dwie wartości parametru M, dla których
SO(2)-orbity krytyczne SO(2)(w(M)) są zdegenerowane, to znaczy M∗1 i M∗2 , oraz przynaj-
mniej jedna wartość M ∈ GLOB, to znaczy M∗1 . Ustalmy liczbę ε > 0 taką, że M∗1 − ε > 0.
Wówczas indeks bifurkacji dla odcinka [M∗j − ε,M∗j + ε] ma następującą postać:
BIF[M∗j −ε,M∗j +ε] = ∇G-deg(∇qϕ(·,M
∗





−(B(w(M∗j +ε))) − (−1)m
−(B(w(M∗j −ε))))χSO(2)(SO(2)/{e}+) ∈ U(SO(2)),
a zatem
BIF[M∗1−ε,M∗1 +ε] = ((−1)
0 − (−1)1)χSO(2)(SO(2)/{e}+) =
= 2χSO(2)(SO(2)/{e}+) 6= 0 ∈ U(SO(2)).
W analogiczny sposób otrzymujemy, że BIF[M∗2−ε,M∗2 +ε] = 0. Biorąc pod uwagę Twierdzenie
2.4.7 wnioskujemy, że składowa C([M∗1 − ε,M∗1 + ε]) nie jest zwarta, a zatem C(M∗1 ) nie jest
zwarta, co kończy dowód.
3.3.2 Planarna rodzina dwóch zagnieżdżonych kwadratów
Rysunek 3.3.2: Osiem ciał usytuowanych w wierzchołkach dwóch zagnieżdżonych kwadratów. Konfiguracja
z masami: 1.4, 1.4, 1.4, 1.4, 1, 1, 1, 1.
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W 2013 roku Fernandes, Mello i Silva w [27] badali planarne centralne konfiguracje problemu
ośmiu ciał składające się z czterech ciał o równych masach usytuowanych w wierzchołkach
kwadratu o boku równym 1 oraz pozostałych czterech ciałach, również o równych masach,
usytuowanych w wierzchołkach mniejszego kwadratu, którego środek symetrii pokrywa się ze
środkiem pierwszego kwadratu, a bok jest parametryzowany przez 0 < b < 0.53177... (patrz
Rysunek 3.3.2). Symbolem r będziemy oznaczać promień okręgu opisanego na wewnętrznym
kwadracie. Wówczas 0 < r < r0 = 0.37602... będzie traktowany jako parametr. Niech m1 =
= m2 = m3 = m4 = Mr = −B(r)A(r) oraz m5 = m6 = m7 = m8 = 1, gdzie
A(r) = (R1,2 −R1,5)∆1,5,2 + (R1,3 −R1,6)∆1,6,3 + (R1,7 −R1,2)∆1,7,2,
B(r) = (R6,7 −R1,5)∆1,5,6 + (R1,7 −R6,7)∆5,6,3 + (R1,6 −R5,7)∆1,6,8,
qi = (qi1, qi2), Ri,j = 1/|qi − qj |3 i ∆i,j,k = det
 qi1 − qj1 qi1 − qk1
qi2 − qj2 qi2 − qk2
 dla 1 ≤ i, j, k ≤ 8.
Można pokazać, że dla każdego 0 < r < r0 zachodzi A(r) > 0 oraz B(r) < 0, a ponadto
















































SO(2)(w(r))× {r} ⊂ Ω× R (3.3.9)
jest rodziną trywialną planarnych centralnych konfiguracji.
W poniższym lemacie obliczamy indeksy Morse’a macierzy ∇2qϕ (w(r), r) dla pewnych
wartości parametru r.
Lemat 3.3.4. Połóżmy r1 =
√
2
7 , r2 =
√
2
6 oraz r3 =
√
2
5 . Wówczas dla i = 1, 2, 3 otrzymujemy,




4, gdy i = 3
3, gdy i = 2
1, gdy i = 1
.
Dowód. Zauważmy najpierw, że współczynniki wielomianu charakterystycznego Wr1 macie-
rzy ∇2qϕ(w(r1), r1) spełniają następujące warunki: a16(r1) = 0 oraz a15(r1) 6= 0, a zatem
dim ker∇2qϕ (w(r1), r1) = 1, patrz Uwaga 3.2.7. Ponadto n+(r1) = 14 oraz n−(r1) = 1, co
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dowodzi, że m−(∇2qϕ(w(r1), r1)) = n−(r1), na podstawie Uwagi 3.2.8. W analogiczny sposób
pokazujemy tezę dla r2 oraz r3.
W poniższym twierdzeniu dowodzimy istnienia nowych planarnych centralnych konfigura-
cji, które bifurkują z rodziny (3.3.9).
Twierdzenie 3.3.5. Dla rodziny (3.3.9) zachodzi zjawisko bifurkacji. Dokładniej,
(1) (r1, r2)∩BIF 6= ∅, to znaczy z segmentu F(r1,r2) następuje lokalna bifurkacja centralnych
konfiguracji,
(2) (r2, r3) ∩ GLOB 6= ∅, to znaczy z segmentu F(r2,r3) bifurkuje spójny zbiór centralnych
konfiguracji.
Ponadto centralne konfiguracje bifurkujące z segmentów F(r1,r2) oraz F(r2,r3) mają inne syme-
trie niż rodzina (3.3.9).
Dowód. Stosując Twierdzenie 3.2.2 oraz Lemat 3.3.4 wnioskujemy, że (r1, r2) ∩ BIF 6= ∅ oraz
(r2, r3) ∩ BIF 6= ∅, ponieważ m−(∇2qϕ(w(r1), r1)) 6= m−(∇2qϕ(w(r2), r2)) i m−(∇2qϕ(w(r2),
r2)) 6= m−(∇2qϕ(w(r3), r3)). Co więcej, otrzymujemy, że w przedziale (r2, r3) istnieje pa-
rametr globalnej bifurkacji, ze względu na różną parzystość liczb m−(∇2qϕ(w(r2), r2)) oraz
m−(∇2qϕ(w(r3), r3)). Udowodnimy teraz, że rodziny bifurkujące z rodziny (3.3.9) posiadają
inne symetrie. W tym celu zauważmy, że możemy badać podzbiór przestrzeni konfiguracji
Ω, który jest niezmienniczy ze względu na potok gradientowy, to znaczy zbiór centralnych
konfiguracji typu dwóch zagnieżdżonych kwadratów
(q1, . . . , q8,m1, . . . ,m8) = (w(r),M,M,M,M,m,m,m,m) .
Dla skrócenia zapisu zamiast (w(r),M,M,M,M,m,m,m,m) będziemy pisać (r,M,m). Ba-
danie centralnych konfiguracji w tym podzbiorze sprowadza się do studiowania zer funkcji
F : (0, r0)× (0,+∞)2 → R zdefiniowanej formułą F (r,M,m) = MA(r) +mB(r). Dla każdego
(r,m) ∈ (0, r0)× (0,+∞) oraz rodziny postaci (r,M(r,m),m) mamy, że F (r,M(r,m),m) = 0
oraz F ′r (r,M(r,m),m) = M(r,m)A′(r)+mB′(r) > 0, gdzieM(r,m) = −m
B(r)
A(r) . Stąd na pod-
stawie twierdzenia o funkcji uwikłanej nie ma bifurkacji centralnych konfiguracji typu dwóch




. Biorąc pod uwagę powyższe wniosku-
jemy, że rodziny bifurkujące z rodziny (3.3.9) nie są typu dwóch zagnieżdżonych kwadratów,
co kończy dowód.
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3.3.3 Planarna rodzina rozety dla trzynastu ciał
Rysunek 3.3.3: Trzynaście ciał w konfiguracji rozety. Konfiguracja z masami: 0.4, 0.4, 0.4, 0.4, 0.4, 0.4, 0.6, 0.6, 0.6,
0.6, 0.6, 0.6, 0.4.
Rozważmy konfiguracje rozety składające się z n ciał o masach m1 umieszczonych w wierzchoł-
kach n-kąta foremnego, n ciał o masach m2 usytuowanych w wierzchołkach kolejnego n-kąta
foremnego, gdzie drugi wielokąt jest obrócony względem pierwszego o kąt πn , oraz dodatkowego
ciała o masie m0 leżącego w ich wspólnym środku symetrii (patrz [46,79]). Autorami badają-
cymi tego typu konfiguracje byli między innymi Sekiguchi w 2004 roku oraz Lei i Santoprete
w 2006 roku.
Będziemy dowodzić istnienia bifurkacji dla 13 ciał, rozmieszczonych w konfiguracji rozety













(r2, 0) dla k = 0, . . . , 5 i q̂13 = (0, 0).
Położenia ciał opisujemy za pomocą współrzędnych r1 i r2, które zamieniamy na współrzędne
biegunowe, to znaczy r1 = r cos θ, r2 = r sin θ, gdzie (r, θ) ∈ (0,+∞) × (0, π2 ) (patrz [46]).
Niech θ = π3 , r = 1 oraz zdefiniujmy w : (0,+∞)2 → Ω formułą w(m0,m1) = (q̂1, . . . , q̂13) ,
gdzie masy m0 i m1 traktujemy jako parametry. Dla każdego parametru (m0,m1) ∈ (0,+∞)2
konfiguracja q̂ = (q̂1, . . . , q̂13) jest centralna, o ile



































SO(2)(w(m0,m1))× {(m0,m1)} ⊂ Ω× R2. (3.3.10)
Wówczas F jest rodziną centralnych konfiguracji oraz dalej formułujemy pomocniczy lemat,
w którym obliczamy odpowiednie indeksy Morse’a odpowiadające rodzinie (3.3.10).
Rysunek 3.3.4: Zbiór zer współczynnika a25 oraz obszary c3, c5, c2 i c0, dla których a25 6= 0.
Lemat 3.3.5. Przy powyższych założeniach indeks Morse’a ∇2qϕ wzdłuż F wynosi
m−(∇2qϕ(w(m0,m1), (m0,m1))) =

5, gdy (m0,m1) ∈ c5
3, gdy (m0,m1) ∈ c3
2, gdy (m0,m1) ∈ c2
0, gdy (m0,m1) ∈ c0
.
Ponadto dla każdego (m0,m1) ∈ c0∪c2∪c3∪c5 mamy, że dim ker∇2qϕ(w(m0,m1), (m0,m1)) =
= dimSO(2)(w(m0,m1)) = 1.
Dowód. Przypomnijmy najpierw, że przez W(m0,m1) rozumiemy wielomian charakterystyczny
macierzy Hessego ∇2qϕ(w(m0,m1), (m0,m1)). Wówczas otrzymujemy, że a26(m0,m1) = 0 oraz















































































































Ponadto wielomiany C1, C2 i C3 są równe 0 na pewnych prostych (patrz Rysunek 3.3.4)
oraz dla każdego (m0,m1) ∈ (0,+∞)2 zachodzi, że C0(m0,m1) 6= 0. Wówczas dla każdego
(m0,m1) ∈ c0 ∪ c2 ∪ c3 ∪ c5 otrzymujemy, że dim ker∇2qϕ(w(m0,m1), (m0,m1)) = 1, a zatem
indeksy Morse’a macierzy Hessego są stałe na obszarach ci dla i = 0, 2, 3, 5. Dlatego wystarczy
obliczyć m−(∇2qϕ(w(1,m1), (1,m1))) dla odpowiednich parametrów m1 ∈ (0,+∞) korzystając
z Uwagi 3.2.8, co kończy dowód.
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W poniższym twierdzeniu dowodzimy istnienia nowych centralnych konfiguracji bifurkują-
cych z rodziny (3.3.10).
Twierdzenie 3.3.6. Przy powyższych założeniach z rodziny (3.3.10) zachodzą następujące
zjawiska bifurkacji:
(1) (m0,m1) ∈ BIF wtedy i tylko wtedy, gdy C1(m0,m1) = 0 lub C2(m0,m1) = 0 lub
C3(m0,m1) = 0,
(2) jeżeli C2(m0,m1) = 0, to (m0,m1) ∈ GLOB.
Ponadto z rodziny (3.3.10) następują bifurkacje centralnych konfiguracji posiadających inne
symetrie.
Dowód. Zauważmy najpierw, że dim ker∇2qϕ(w(m0,m1), (m0,m1)) = 1 wtedy i tylko wtedy,
gdy Ci(m0,m1) 6= 0 dla każdego i ∈ {1, 2, 3}, na podstawie Lematu 3.3.5. Z Twierdzenia 3.2.2
oraz Uwagi 3.2.9, ponieważ liczby m−(∇2qϕ(w(m0,m1), (m0,m1))) są różne w każdym z ob-
szarów c0, c2, c3 oraz c5 otrzymujemy, że (m0,m1) ∈ BIF , o ile Ci(m0,m1) = 0 dla pewnego
i ∈ {1, 2, 3}. Zauważając ponadto, że warunek konieczny istnienia bifurkacji jest spełniony
dokładnie w tych punktach, dowodzimy punktu (1) tezy. Co więcej, w obszarach c3 oraz c2
liczby m−(∇2qϕ(w(m0,m1), (m0,m1))) mają różną parzystość, dlatego (m0,m1) ∈ GLOB dla
(m0,m1) ∈ (0,+∞)2 takiego, że C2(m0,m1) = 0. Udowodnimy teraz, że rodziny bifurkujące
z rodziny (3.3.10) posiadają inne symetrie. W tym celu zauważmy, że możemy badać pod-
zbiór przestrzeni konfiguracji Ω, który jest niezmienniczy ze względu na potok gradientowy, to
znaczy zbiór centralnych konfiguracji typu rozety
(q1, . . . , q13,m1, . . . ,m13) = (w̃(r1, r2),m1,m1,m1,m1,m1,m1,m2,m2,m2,m2,m2,
m2,m0) ,
gdzie w̃(r1, r2) = (q̂1, . . . , q̂13) , dla skrócenia zapisu będziemy pisać (r1, r2,m1,m2,m0). Ba-
danie centralnych konfiguracji w tym podzbiorze sprowadza się do studiowania zer funk-

















> 0, a zatem na podstawie twierdze-
nia o funkcji uwikłanej nie ma bifurkacji centralnych konfiguracji typu rozety z tej rodziny.
Biorąc pod uwagę powyższe uzyskujemy, że rodziny bifurkujące z rodziny (3.3.10) nie są typu
rozety, co kończy dowód.
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Rysunek 3.3.5: Zbiór czterech parametrów lokalnej bifurkacji dla rodziny konfiguracji rozety parametryzowanej
masą m1.
W poniższym twierdzeniu opisujemy własności spójnego zbioru centralnych konfiguracji
bifurkującego z rodziny (3.3.10).
Twierdzenie 3.3.7. Ustalmy m∗0 ∈ (0,+∞) oraz niech masa m∗1,2 ∈ (0,+∞) będzie taka, że
C2(m∗0,m∗1,2) = 0. Wówczas składowa C(m∗1,2) nie jest zwarta.
Dowód. Ustalmy m∗0 ∈ (0,+∞). Wówczas w(m∗0, ·) oraz m(m∗0, ·) będziemy traktować jako
jednoparametrowe odwzorowania z parametrem m1. Zauważmy, że istnieją dokładnie cztery
wartości parametru m1, oznaczmy je symbolami m∗1,1 < m∗1,2 < m∗1,3 < m∗1,4, dla których
SO(2)-orbity krytyczne SO(2)(w(m∗0,m1)) są zdegenerowane. Ponadto (m∗0,m∗1,2) ∈ GLOB
(patrz Rysunek 3.3.5). Niech liczba ε > 0 będzie taka, że ε < m∗1,1, (m∗0,m∗1,j ± ε) /∈ BIF oraz
istnieje dokładnie jedna zdegenerowana SO(2)-orbita krytyczna w przedziale [m∗1,j−ε,m∗1,j+ε],
to jest SO(2)(w(m∗0,m∗1,j)), dla każdego j = 1, 2, 3, 4. Wówczas indeks bifurkacji dla odcinka
[m∗1,j − ε,m∗1,j + ε] ma następującą postać:
BIF[m∗1,j−ε,m∗1,j+ε] =







Zatem indeks bifurkacji dla odcinka [m∗1,2 − ε,m∗1,2 + ε] wynosi
BIF[m∗1,2−ε,m∗1,2+ε] = ((−1)
3 − (−1)2)χSO(2)(SO(2)/{Id}+) =
= −2χSO(2)(SO(2)/{Id}+) 6= 0 ∈ U(SO(2)).
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Co więcej, dla j = 1, 3, 4 mamy, że BIF[m∗1,j−ε,m∗1,j+ε] = 0, gdyż liczby m
−(B(w(m∗0,m∗1,j±ε)))
są tej samej parzystości. Z Twierdzenia 2.4.7 wnioskujemy, że składowa C([m∗1,2− ε,m∗1,2 + ε])
nie jest zwarta, a w szczególności C(m∗1,2) nie jest zwarta, co kończy dowód.
3.4 Przestrzenne niesymetryczne rodziny centralnych konfigu-
racji
Celem niniejszego podrozdziału jest przedstawienie dalszych zastosowań Twierdzeń 3.2.1 i 3.2.2
w konkretnych zagadnieniach mechaniki nieba. Będziemy rozważać pewne znane rodziny prze-
strzennych centralnych konfiguracji, aby dalej udowodnić istnienie pewnych nowych, które
będą z nich bifurkować. Należy zwrócić uwagę na fakt, iż rozpatrywane konfiguracje ciał
są bardzo symetryczne, natomiast rodziny, które bifurkują z rodzin trywialnych maja inne
symetrie.
3.4.1 Przestrzenne rodziny dwóch zagnieżdżonych czworościanów forem-
nych
W 2009 roku Corbera oraz Llibre w artykule [15] badali przestrzenne centralne konfiguracje
składające się z ośmiu ciał położonych w wierzchołkach dwóch zagnieżdżonych czworościanów
foremnych o położeniach, odpowiednio, q̂i oraz q̂4+i dla i = 1, . . . , 4, gdzie masy na każdym
czworościanie są równe, na różnych czworościanach natomiast mogą być różne. Z definicji
mówimy, że dwa czworościany są zagnieżdżone, o ile mają wspólny środek masy oraz ich
wierzchołki spełniają następującą relację: q̂4+i = ρRq̂i dla i = 1, . . . , 4. Macierz rotacji
R =

cos γ sin γ 0





0 cosβ sin β




− sinα cosα 0
0 0 1

jest parametryzowana kątami Eulera (α, β, γ) dla α ∈ [0, 2π), β ∈ [0, π], γ ∈ [0, 2π) oraz ρ jest
pewnym współczynnikiem skalowania. Autorzy w [15] udowodnili, że istnieją dokładnie dwie
różne klasy centralnych konfiguracji dwóch zagnieżdżonych czworościanów foremnych. Albo
jeden z czworościanów jest obrazem drugiego w jednokładności o środku w środku masy i o skali
ρ (Typ I), albo dodatkowo jeden z czworościanów jest obrócony względem drugiego o macierz
rotacji z kątami Eulera (0, π, 0) (Typ II).
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Rysunek 3.4.6: Centralna konfiguracja dwóch zagnieżdżonych czworościanów foremnych Typu I.
Po pierwsze, udowodnimy istnienie bifurkacji z rodziny Typu I (patrz Rysunek 3.4.6) ba-
danej przez powyższych autorów również w 2008 roku (patrz [14]). Będziemy rozpatrywać



























q̂5 =ρ q̂1, q̂6 =ρ q̂2, q̂7 =ρ q̂3, q̂8 =ρ q̂4,
gdzie ρ jest współczynnikiem skalowania. Niech m1 = m2 = m3 = m4 = 1 oraz m5 = m6 =
= m7 = m8 = mI(ρ) = n(ρ)d(ρ) (formuły na n(ρ) i d(ρ) można znaleźć w Twierdzeniu 2.(b) w [15]).
Zdefiniujmy w : (α,+∞) → Ω formułą w(ρ) = (q̂1, . . . , q̂8) , gdzie ρ > α = 1.8899915758...
będziemy traktować jako parametr oraz odwzorowanie m : (α,+∞)→ (0,+∞)8 jak następuje




SO(3)(w(ρ))× {ρ} ⊂ Ω× R (3.4.11)
jest rodziną przestrzennych centralnych konfiguracji.
W poniższym lemacie obliczamy odpowiednie indeksy Morse’a wykorzystywane w dalszym
rozumowaniu.
Lemat 3.4.6. Połóżmy ρ1 = 6, ρ2 = 7, ρ3 = 12 i ρ4 = 13. Wówczas dim ker∇2qϕ(w(ρi), ρi) =
= dimSO(3)(w(ρi)) = 3 dla każdego i = 1, . . . , 4 oraz indeks Morse’a ∇2qϕ(w(·), ·) w ρi wynosi
m−(∇2qϕ(w(ρi), ρi)) =

8, gdy i = 1
5, gdy i = 2, 3
3, gdy i = 4
.
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Dowód. Dowód przebiega analogicznie jak w Lemacie 3.3.4. Rzeczywiście, zauważmy najpierw,
że wielomian charakterystyczny Wρ(x) = x24 − a1(ρ)x23 + · · · − a23(ρ)x + a24(ρ) macierzy
Hessego ∇2qϕ(w(ρ), ρ) spełnia następujące warunki: a24(ρ) = a23(ρ) = a22(ρ) = 0 dla każdego
ρ ∈ (α,+∞) oraz a21(ρi) 6= 0 dla każdego i = 1, . . . , 4, co dowodzi pierwszej części tezy
na podstawie Uwagi 3.2.7. Indeksy Morse’a m−(∇2qϕ(w(ρi), ρi)) dla i = 1, . . . , 4 obliczamy
zgodnie z Uwagą 3.2.8. Dowód przeprowadzimy dla i = 1, a zatem rozpatrując wielomiany
Wρ1(x) oraz Wρ1(−x) mamy, że n+(ρ1) = 13 oraz n−(ρ1) = 8. Ponieważ n+(ρ1) + n−(ρ1) =
= 24− dim ker∇2qϕ(w(ρ1), ρ1), to m−(∇2qϕ(w(ρ1), ρ1)) = n−(ρ1) = 8, co kończy dowód.
W poniższym twierdzeniu dowodzimy istnienia lokalnych oraz globalnych bifurkacji z ro-
dziny (3.4.11).
Twierdzenie 3.4.8. Przy powyższych założeniach dla rodziny (3.4.11) zachodzi zjawisko bifur-
kacji. Dokładniej, (ρ1, ρ2)∩GLOB 6= ∅ oraz (ρ3, ρ4)∩BIF 6= ∅. Ponadto z segmentów F(ρ1,ρ2)
oraz F(ρ3,ρ4) następuje bifurkacja centralnych konfiguracji posiadających inne symetrie.
Dowód. Udowodnimy najpierw, że (ρ1, ρ2) ∩ BIF 6= ∅ oraz (ρ3, ρ4) ∩ BIF 6= ∅. Zauważmy, że
dim ker∇2qϕ(w(ρi), ρi) = dimSO(3)(w(ρi)) = 3 dla każdego i = 1, . . . , 4 z Lematu 3.4.6. Po-
nadtom−(∇2qϕ(w(ρ1), ρ1)) 6= m−(∇2qϕ(w(ρ2), ρ2)), stąd w przedziale (ρ1, ρ2) istnieje parametr
lokalnej bifurkacji, zgodnie z Lematem 3.4.6 i Twierdzeniem 3.2.2. Istnienie parametru lokal-
nej bifurkacji w przedziale (ρ3, ρ4) dowodzimy analogicznie. Dodatkowo z segmentu F(ρ1,ρ2)
następuje globalna bifurkacja, ze względu na różną parzystość liczb m−(∇2qϕ(w(ρ1), ρ1)) oraz
m−(∇2qϕ(w(ρ2), ρ2)). Pozostało pokazać, że rodziny bifurkujące z rodziny (3.4.11) posiadają
odmienne symetrie. W tym celu będziemy rozważać podzbiór przestrzeni konfiguracji Ω, który
jest niezmienniczy ze względu na potok gradientowy, to znaczy zbiór centralnych konfiguracji
Typu I
(q1, . . . , q8,m1, . . . ,m8) = (w(ρ),M,M,M,M,m,m,m,m) ,
(w skrócie (ρ,M,m)). Badanie centralnych konfiguracji w tym zbiorze sprowadza się do
studiowania zer funkcji F : (α,+∞) × (0,+∞)2 → R zdefiniowanej formułą F (ρ,M,m) =











′(ρ) < 0 dla ρ ∈ (α,+∞). Z twierdzenia o funkcji uwikłanej
otrzymujemy, że nie zachodzi zjawisko bifurkacji centralnych konfiguracji Typu I z rodziny
(3.4.11). Zatem wnioskujemy, że rodziny bifurkujące z rodziny (3.4.11) nie są Typu I, co
kończy dowód.
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(a) a ∈ (0, 1) (b) a ∈ [1, 9] (c) a ∈ (9,+∞)
Rysunek 3.4.7: Centralne konfiguracje dwóch zagnieżdżonych czworościanów foremnych Typu II.
Będziemy teraz dowodzić istnienia bifurkacji w otoczeniu rodziny Typu II (patrz Rysunek
3.4.7).

































































gdzie a stanowi współczynnik skalowania. Niech
m1 = m2 = m3 = m4 = 1, m5 = m6 = m7 = m8 = mII(a) = −
g(a)
f(a)
(formuły na g(a) oraz f(a) można znaleźć w Twierdzeniu 11 w [18]). Zdefiniujmy odwzo-
rowanie w : (0, β1) ∪ (α1, β2) ∪ (α2,+∞) → Ω wzorem w(a) = (q̂1, . . . , q̂8) , gdzie α1 =
= 2.145669..., α2 = 19.60823..., β1 = 0.4589907... oraz β2 = 4.194495..., a ponadto niech
odwzorowanie m : (0, β1) ∪ (α1, β2) ∪ (α2,+∞)→ (0,+∞)8 będzie określone formułą





SO(3)(w(a))× {a} ⊂ Ω× R (3.4.12)
jest rodziną przestrzennych centralnych konfiguracji Typu II.
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W poniższym lemacie obliczamy pewne indeksy Morse’a, aby następnie wykazać zachodze-
nia zjawiska bifurkacji z rodziny (3.4.12). Jego dowód przebiega analogicznie jak w Lemacie
3.4.6.
Lemat 3.4.7. Połóżmy a1 = 25100 , a2 =
26
100 , a3 =
34
100 , a4 =
35
100 , a5 =
236
100 , a6 =
237
100 , a7 =
380
100 ,
a8 = 381100 , a9 = 26, a10 = 27, a11 = 35 i a12 = 36. Wówczas dla i = 1, . . . , 12 otrzymujemy, że
dim ker∇2qϕ(w(ai), ai) = dimSO(3)(w(ai)) = 3 oraz indeks Morse’a ∇2qϕ(w(·), ·) w ai wynosi
m−(∇2qϕ(w(ai), ai)) =

4, gdy i = 4, 9
3, gdy i = 2, 3, 10, 11
2, gdy i = 6, 7
0, gdy i = 1, 5, 8, 12
.
Twierdzenie 3.4.9. Przy powyższych założeniach w otoczeniu rodziny (3.4.12) zachodzą na-
stępujące zjawiska bifurkacji:
(1) w przedziałach (a1, a2), (a3, a4), (a5, a6), (a7, a8), (a9, a10) i (a11, a12) istnieją parametry
lokalnej bifurkacji,
(2) w przedziałach (a1, a2), (a3, a4), (a9, a10) i (a11, a12) istnieją parametry globalnej bifur-
kacji.
Ponadto z rodziny (3.4.12) z segmentów F(ai,ai+1) dla i = 1, 5, 7, 11 następuje bifurkacja cen-
tralnych konfiguracji posiadających inne symetrie.
Dowód. Udowodnimy najpierw, że dla każdego i = 1, 3, 5, 7, 9, 11 zachodzi (ai, ai+1)∩BIF 6= ∅.
Z Lematu 3.4.7 wiemy, że m−(∇2qϕ(w(a1), a1)) 6= m−(∇2qϕ(w(a2), a2)), a zatem otrzymujemy
zachodzenie lokalnej bifurkacji z segmentu F(a1,a2), na podstawie Twierdzenia 3.2.2. Podobnie
wykazujemy, że w przedziałach (a3, a4), (a5, a6), (a7, a8), (a9, a10) i (a11, a12) istnieją parametry
lokalnej bifurkacji. Co więcej, ponieważ niektóre różnice indeksów Morse’a są liczbami niepa-
rzystymi, z segmentów F(a1,a2), F(a3,a4), F(a9,a10) oraz F(a11,a12) zachodzi globalna bifurkacja.
Pokażemy dalej, że z rodziny (3.4.12) następuje bifurkacja rodzin o innych symetriach. Za-
uważmy, że możemy rozważać podzbiór przestrzeni konfiguracji Ω, który jest niezmienniczy ze
względu na potok gradientowy, to znaczy zbiór centralnych konfiguracji dwóch zagnieżdżonych
czworościanów foremnych Typu II
(q1, . . . , q8,m1, . . . ,m8) = (w(a),M,M,M,M,m,m,m,m) .
Dla prostoty notacji będziemy pisać (a,M,m). Badanie centralnych konfiguracji w tym zbiorze
sprowadza się do studiowania zer funkcji F : ((0, β1) ∪ (α1, β2) ∪ (α2,+∞)) × (0,+∞)2 → R
90
danej formułą F (a,M,m) = Mg(a) +mf(a) (patrz [18]). Zanotujmy, że w przypadku rodziny





= 0. Dodatkowo, dla każdego a ∈ (a1, a2) ∪ (a5, a6) ∪ (a7, a8) ∪ (a11, a12),





′(a) < 0, dlatego z rozpatrywanych
przedziałów nie zachodzi bifurkacja centralnych konfiguracji Typu II, na podstawie twierdzenia
o funkcji uwikłanej. Biorąc pod uwagę powyższe wnioskujemy, że rodziny bifurkujące z rodziny
(3.4.12) z segmentów F(a1,a2),F(a5,a6),F(a7,a8) i F(a11,a12) nie są zagnieżdżonymi czworościanami
foremnymi Typu II, co kończy dowód.
3.4.2 Przestrzenna rodzina dwóch zagnieżdżonych ośmiościanów foremnych
Rysunek 3.4.8: Centralna konfiguracja dwóch zagnieżdżonych ośmiościanów foremnych. Konfiguracja z masami:
1, 1, 1, 1, 1, 1, 1.02, 1.02, 1.02, 1.02, 1.02, 1.02.
Rozważmy rodzinę przestrzennych centralnych konfiguracji problemu dwunastu ciał, dla której
rozpatrujemy ciała leżące w wierzchołkach dwóch zagnieżdżonych ośmiościanów foremnych
(patrz Rysunek 3.4.8). Masy ciał na każdym z ośmiościanów są równe oraz masy tych ciał mogą
być różne na różnych wielościanach. O dwóch ośmiościanach o wierzchołkach, odpowiednio,
q̂i oraz q̂6+i dla i = 1, . . . , 6 powiemy, że są zagnieżdżone, o ile mają wspólny środek masy oraz
ich wierzchołki spełniają relację q̂6+i = ρq̂i dla i = 1, . . . , 6 oraz pewnego ρ > 1. W 2008 roku
Corbera i Llibre w artykule [14] badali opisaną powyżej rodzinę z ciałami o następujących
położeniach:
q̂1 =(1, 0, 0), q̂2 =(−1, 0, 0), q̂3 =(0, 1, 0), q̂4 =(0,−1, 0), q̂5 =(0, 0, 1), q̂6 =(0, 0,−1),
q̂7 = ρ q̂1, q̂8 = ρ q̂2, q̂9 = ρ q̂3, q̂10 = ρ q̂4, q̂11 = ρ q̂5, q̂12 = ρ q̂6,
gdzie ρ jest współczynnikiem skalowania. Niech m1 = m2 = m3 = m4 = m5 = m6 = 1 oraz
m7 = m8 = m9 = m10 = m11 = m12 = f12(ρ) = b(ρ)f(ρ) (formuły na b(ρ) i f(ρ) można znaleźć
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w Twierdzeniu 3 w [14]). Zdefiniujmy w : (α,+∞) → Ω formułą w(ρ) = (q̂1, . . . , q̂12) , gdzie
ρ > α = 1.7298565115043054..., a następnie odwzorowanie m : (α,+∞) → (0,+∞)12 jak




SO(3)(w(ρ))× {ρ} ⊂ Ω× R (3.4.13)
jest rodziną przestrzennych centralnych konfiguracji, w pobliżu której będziemy poszukiwać
nowych centralnych konfiguracji. W tym celu formułujemy najpierw pewien pomocniczy lemat,
którego dowód przebiega analogicznie do dowodu Lematu 3.4.6.
Lemat 3.4.8. Połóżmy ρ1 = 3, ρ2 = 3110 , ρ3 =
36
10 , ρ4 =
37
10 , ρ5 = 7 i ρ6 =
71
10 . Wówczas
dla i = 1, . . . , 6 otrzymujemy, że dim ker∇2qϕ(w(ρi), ρi) = dimSO(3)(w(ρi)) = 3 oraz indeks
Morse’a ∇2qϕ(w(·), ·) w ρi wynosi
m−(∇2qϕ(w(ρi), ρi)) =

12, gdy i = 1
9, gdy i = 2, 3
6, gdy i = 4, 5
3, gdy i = 6
.
W poniższym twierdzeniu udowodnimy istnienie spójnych zbiorów centralnych konfiguracji
bifurkujących z rodziny (3.4.13) z segmentów F(ρ1,ρ2), F(ρ3,ρ4) oraz F(ρ5,ρ6).
Twierdzenie 3.4.10. Dla rozważanej rodziny (3.4.13) następuje zjawisko globalnej bifurkacji,
to znaczy w przedziałach (ρ1, ρ2), (ρ3, ρ4) oraz (ρ5, ρ6) istnieją parametry globalnej bifurkacji.
Ponadto z rodziny (3.4.13) z segmentów F(ρi,ρi+1) dla i = 1, 3, 5 następuje bifurkacja central-
nych konfiguracji posiadających inne symetrie.
Dowód. Z Lematu 3.4.8, indeksy Morse’a m−(∇2qϕ(w(ρ1), ρ1)) i m−(∇2qϕ(w(ρ2), ρ2)) różnią
się o liczbę nieparzystą, a zatem dowodzimy istnienia parametru globalnej bifurkacji w prze-
dziale (ρ1, ρ2) ze względu na Twierdzenie 3.2.2. Podobnie otrzymujemy istnienie parametrów
globalnej bifurkacji w przedziałach (ρ3, ρ4) oraz (ρ5, ρ6). Co więcej, możemy rozważać pod-
zbiór przestrzeni konfiguracji Ω, który jest niezmienniczy ze względu na potok gradientowy, to
znaczy zbiór centralnych konfiguracji typu dwóch zagnieżdżonych ośmiościanów foremnych
(q1, . . . , q12,m1, . . . ,m12) = (w(ρ),M,M,M,M,M,M,m,m,m,m,m,m) .
Dla uproszczenia notacji będziemy pisać (ρ,M,m). Badanie centralnych konfiguracji w tym
zbiorze sprowadza się do studiowania zer funkcji F : (α,+∞)× (0,+∞)2 → R danej wzorem











′(ρ) − b′(ρ) > 0, ponieważ
b′(ρ) < 0 i f ′(ρ) > 0 dla ρ > 1. Biorąc pod uwagę powyższe oraz twierdzenie o funkcji
uwikłanej wnioskujemy, że z rodziny (3.4.13) nie zachodzi bifurkacja centralnych konfiguracji
typu dwóch zagnieżdżonych ośmiościanów, a zatem rodziny bifurkujące z rodziny (3.4.13) są
innego typu, co kończy dowód.
3.4.3 Przestrzenna rodzina dwóch zagnieżdżonych ośmiościanów foremnych
z dodatkowym ciałem
Rysunek 3.4.9: Centralna konfiguracja dwóch zagnieżdżonych ośmiościanów foremnych z dodatkowym ciałem
w środku masy. Konfiguracja z masami: 0.25, 0.25, 0.25, 0.25, 0.25, 0.25, 1.44, 1.44, 1.44, 1.44, 1.44, 1.44, 1.
Rozważmy rodzinę przestrzennych centralnych konfiguracji problemu trzynastu ciał, dla której
rozpatrujemy ciała leżące w wierzchołkach dwóch zagnieżdżonych ośmiościanów foremnych
z dodatkowym ciałem położonym w ich wspólnym środku masy (patrz Rysunek 3.4.9). Masy
na każdym z ośmiościanów są równe oraz mogą one być różne na różnych wielościanach,
a ponadto masa ciała usytuowanego w środku masy wynosi 1. Podobnie jak w Podrozdziale
3.4.2, o dwóch ośmiościanach o wierzchołkach, odpowiednio, q̂i oraz q̂6+i dla i = 1, . . . , 6
powiemy, że są zagnieżdżone, o ile mają wspólny środek masy oraz ich wierzchołki spełniają
relację q̂6+i = ρq̂i dla i = 1, . . . , 6 oraz pewnego ρ > 1.
W 2014 roku Su i Deng w artykule [87] badali opisaną powyżej rodzinę rozpatrując ciała
o następujących położeniach:
q̂1 =(1, 0, 0), q̂2 =(0, 1, 0), q̂3 =(−1, 0, 0), q̂4 =(0,−1, 0), q̂5 =(0, 0, 1), q̂6 =(0, 0,−1),
q̂7 = ρ q̂1, q̂8 = ρ q̂2, q̂9 = ρ q̂3, q̂10 = ρ q̂4, q̂11 = ρ q̂5, q̂12 = ρ q̂6,
q̂13 = (0, 0, 0),
gdzie ρ jest współczynnikiem skalowania. Ustalmy ρ = 2 i niech m1 = m2 = m3 = m4 = m5 =
= m6 = M1, m7 = m8 = m9 = m10 = m11 = m12 = M2(M1) = B(ρ)−1(ρ − ρ−2 − A(ρ)M1),
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− ρ(ρ+ 1)2 +
ρ(ρ− 1)
(ρ− 1)3 , (3.4.15)
patrz Twierdzenie 2.2.1 w artykule [87]. Można pokazać, że M2(M1) > 0 dla każdego M1 > 0.
Zdefiniujmy w : (0,+∞) → Ω formułą w(M1) = (q̂1, . . . , q̂12, q̂13) , a następnie odwzorowa-





SO(3)(w(M1))× {M1} ⊂ Ω× R (3.4.16)
stanowi rodzinę centralnych konfiguracji.
W poniższym lemacie obliczamy pewne indeksy Morse’a, które posłużą udowodnieniu ist-
nienia spójnego zbioru centralnych konfiguracji bifurkującego z rodziny (3.4.16), na podstawie
Twierdzenia 3.2.2. Dowód tego lematu jest analogiczny do dowodu Lematu 3.4.6.
Lemat 3.4.9. Przyjmijmy powyższe założenia i oznaczenia. Wówczas dim ker∇2qϕ(w(2), 2) =
= dim ker ∇2qϕ(w(3), 3) = 3 oraz m−(∇2qϕ(w(2), 2)) = 15, m−(∇2qϕ(w(3), 3)) = 12.
Twierdzenie 3.4.11. W przedziale (2, 3) istnieje parametr globalnej bifurkacji, to znaczy
(2, 3) ∩ GLOB 6= ∅.
Dowód. Ponieważ m−(∇2qϕ(w(2), 2)) −m−(∇2qϕ(w(3), 3)) = 3, patrz Lemat 3.4.9, to w prze-
dziale (2, 3) istnieje parametr globalnej bifurkacji, z Twierdzenia 3.2.2, co kończy dowód.
Zauważmy, że możemy rozważać podzbiór przestrzeni konfiguracji Ω, który jest niezmien-
niczy ze względu na potok gradientowy, to znaczy zbiór centralnych konfiguracji typu dwóch
zagnieżdżonych ośmiościanów foremnych z dodatkowym ciałem w środku masy
(q1, . . . , q13,m1, . . . ,m13) = (w̃(ρ),M1,M1,M1,M1,M1,M1,M2,M2,M2,M2,M2,M2, 1) ,
gdzie w̃(ρ) = (q̂1, . . . , q̂12, q̂13) . Dla uproszczenia notacji będziemy pisać (ρ,M1,M2). Wówczas
studiowanie centralnych konfiguracji w tym zbiorze sprowadza się do studiowania zer funkcji
F : (1,+∞) × (0,+∞)2 → R danej formułą F (ρ,M1,M2) = A(ρ)M1 + B(ρ)M2 + ρ−2 − ρ
(patrz [87]). Dla rodziny trywialnej (3.4.16) otrzymujemy, że F (2,M1,M2(M1)) = 0 dla
każdego M1 ∈ (0,+∞). Ponadto dla ρ = 2 rodzina (3.4.16) jest jedyną rodziną rozwiązań
równania F (2,M1,M2) = 0. Biorąc pod uwagę powyższe oraz Twierdzenie 3.4.11 wnioskujemy,
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że rodziny bifurkujące z rodziny (3.4.16) nie są typu dwóch zagnieżdżonych ośmiościanów
z dodatkowym ciałem w środku masy oraz ρ = 2.
3.4.4 Przestrzenna rodzina dwóch zagnieżdżonych sześcianów
Rysunek 3.4.10: Szesnaście ciał w konfiguracji dwóch zagnieżdżonych sześcianów. Konfiguracja z masami: 1, 1, 1,
1, 1, 1, 1, 1, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 0.2.
W niniejszym podrozdziale będziemy badać rodzinę przestrzennych centralnych konfiguracji
problemu szesnastu ciał. Rozważmy ciała leżące w wierzchołkach dwóch zagnieżdżonych sze-
ścianów (patrz Rysunek 3.4.10). Przez zagnieżdżone wielościany, w tym przypadku sześciany,
o wierzchołkach, odpowiednio, q̂i oraz q̂8+i dla i = 1, . . . , 8 rozumiemy wielościany o wspólnym
środku masy, których wierzchołki spełniają następującą relację: q̂8+i = ρq̂i dla i = 1, . . . , 8
oraz pewnego ρ > 1.Masy ciał na każdym z sześcianów są równe, masy na różnych sześcianach
natomiast mogą być różne.
W 2008 roku Corbera i Llibre w artykule [14] badali konfiguracje typu dwóch zagnieżdżo-
nych sześcianów z następującymi położeniami ciał:
q̂1 = (1, 1, 1), q̂2 = (1, 1,−1), q̂3 = (1,−1, 1), q̂4 = (−1, 1, 1),
q̂5 = (1,−1,−1), q̂6 = (−1, 1,−1), q̂7 = (−1,−1, 1), q̂8 = (−1,−1,−1),
q̂9 = ρ q̂1, q̂10 = ρ q̂2, q̂11 = ρ q̂3, q̂12 = ρ q̂4,
q̂13 = ρ q̂5, q̂14 = ρ q̂6, q̂15 = ρ q̂7, q̂16 = ρ q̂8,
gdzie ρ jest współczynnikiem skalowania. Niech m1 = m2 = m3 = m4 = m5 = m6 =
= m7 = m8 = 1 oraz m9 = m10 = m11 = m12 = m13 = m14 = m15 = m16 = m̃(ρ) = b(ρ)f(ρ)
(formuły na b(ρ) i f(ρ) można znaleźć w Twierdzeniu 4.(a) w [14]). Zdefiniujmy odwzorowanie
w : (α,+∞) → Ω formułą w(ρ) = (q̂1, . . . , q̂16) dla ρ > α = 1.643646762940176... oraz
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m : (α,+∞)→ (0,+∞)16 następująco





SO(3)(w(ρ))× {ρ} ⊂ Ω× R (3.4.17)
jest rodziną centralnych konfiguracji oraz dalej formułujemy pomocniczy lemat, którego dowód
przebiega podobnie jak dowód Lematu 3.4.6.
Lemat 3.4.10. Połóżmy ρ1 = 2, ρ2 = 3 i ρ3 = 4. Wówczas dla i = 1, 2, 3 otrzymujemy, że




18, gdy i = 1
10, gdy i = 2
7, gdy i = 3
.
W poniższym twierdzeniu dowodzimy istnienia zjawiska lokalnej bifurkacji w otoczeniu
rodziny (3.4.17).
Twierdzenie 3.4.12. W przedziałach (ρ1, ρ2) i (ρ2, ρ3) istnieją parametry lokalnej bifurkacji.
Ponadto z rodziny (3.4.17) z segmentów F(ρ1,ρ2) i F(ρ2,ρ3) następuje bifurkacja centralnych
konfiguracji posiadających inne symetrie.
Dowód. Stosując Lemat 3.4.10 oraz Twierdzenie 3.2.2 wnioskujemy, że w przedziałach (ρ1, ρ2)
oraz (ρ2, ρ3) istnieją parametry lokalnej bifurkacji. Pozostaje pokazać, że rodziny bifurku-
jące z rodziny (3.4.17) nie posiadają symetrii dwóch zagnieżdżonych sześcianów. W tym celu
zauważmy, że możemy rozważać podzbiór przestrzeni konfiguracji Ω, który jest niezmienni-
czy ze względu na potok gradientowy, to znaczy zbiór centralnych konfiguracji typu dwóch
zagnieżdżonych sześcianów
(q1, . . . , q16,m1, . . . ,m16) = (w(ρ),M,M,M,M,M,M,M,M,m,m,m,m,m,m,m,m) .
Dla prostoty będziemy pisać (ρ,M,m). Badanie centralnych konfiguracji w tym zbiorze spro-
wadza się do studiowania zer funkcji F : (α,+∞) × (0,+∞)2 → R zdefiniowanej formułą










′(ρ) − b′(ρ) > 0, ponieważ
b′(ρ) < 0 i f ′(ρ) > 0 dla ρ > 1. Zatem z twierdzenia o funkcji uwikłanej otrzymujemy, że z ro-
dziny trywialnej nie zachodzi bifurkacja centralnych konfiguracji typu dwóch zagnieżdżonych
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sześcianów. Stąd wnioskujemy, że rodziny bifurkujące z rodziny (3.4.17) nie są typu dwóch
zagnieżdżonych sześcianów, co kończy dowód.
3.4.5 Przestrzenna rodzina dwóch zagnieżdżonych sześcianów z dodatko-
wym ciałem
Rysunek 3.4.11: Siedemnaście ciał w konfiguracji dwóch zagnieżdżonych sześcianów z dodatkowym ciałem
w środku masy. Konfiguracja z masami: 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 8.77, 8.77, 8.77, 8.77, 8.77, 8.77, 8.77, 8.77, 1.
Rozważmy rodzinę dwóch zagnieżdżonych sześcianów z dodatkowym ciałem usytuowanym
w ich środku symetrii (patrz Rysunek 3.4.11). W dalszym ciągu przez zagnieżdżone sześciany
o wierzchołkach, odpowiednio, q̂i oraz q̂8+i dla i = 1, . . . , 8 będziemy rozumieć wielościany
o wspólnym środku masy, których wierzchołki spełniają następującą relację: q̂8+i = ρq̂i dla
i = 1, . . . , 8 oraz pewnego ρ > 1.Masy ciał na każdym z sześcianów są równe, masy na różnych
sześcianach natomiast mogą być różne, a masa dodatkowego ciała jest równa jeden. W 2014
roku Su i Deng w artykule [87] rozpatrywali opisane powyżej konfiguracje z następującymi
położeniami ciał:
q̂1 = (2, 0,−
√
2), q̂2 = (0, 2,−
√
2), q̂3 = (−2, 0,−
√
2), q̂4 = (0,−2,−
√
2),
q̂5 = (2, 0,
√
2), q̂6 = (0, 2,
√
2), q̂7 = (−2, 0,
√
2), q̂8 = (0,−2,
√
2),
q̂9 = ρ q̂1, q̂10 = ρ q̂2, q̂11 = ρ q̂3, q̂12 = ρ q̂4,
q̂13 = ρ q̂5, q̂14 = ρ q̂6, q̂15 = ρ q̂7, q̂16 = ρ q̂8,
q̂17 = (0, 0, 0),
gdzie ρ jest współczynnikiem skalowania. Ustalmy ρ = 3 oraz niech m1 = m2 = m3 = m4 =
= m5 = m6 = m7 = m8 = M1, m9 = m10 = m11 = m12 = m13 = m14 = m15 = m16 =
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i m17 = 1, gdzie
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patrz Twierdzenie 3.2.1 w artykule [87]. Można pokazać, że M2(M1) > 0 dla każdego M1 > 0.
Zdefiniujmy w : (0,+∞) → Ω wzorem w(M1) = (q̂1, . . . , q̂17) oraz m : (0,+∞) → (0,+∞)17





SO(3)(w(M1))× {M1} ⊂ Ω× R (3.4.18)
jest rodziną centralnych konfiguracji.
Sformułujemy teraz pomocniczy lemat, którego dowód przebiega analogicznie do dowodu
Lematu 3.4.6.
Lemat 3.4.11. Przyjmijmy powyższe założenia i oznaczenia. Wtedy dim ker∇2qϕ(w(1), 1) =
= dim ker ∇2qϕ(w(2), 2) = dim ker∇2qϕ(w(10), 10) = dim ker∇2qϕ(w(11), 11) = 3, a ponadto
odpowiednie indeksy Morse’a są następujące: m−(∇2qϕ(w(1), 1)) = 16, m−(∇2qϕ(w(2), 2)) =
= m−(∇2qϕ(w(10), 10)) = 13 oraz m−(∇2qϕ(w(11), 11)) = 10.
W poniższym twierdzeniu dowodzimy istnienia spójnych zbiorów centralnych konfiguracji
bifurkujących z rodziny trywialnej. Dowód twierdzenia jest analogiczny do dowodu Twierdze-
nia 3.4.11.
Twierdzenie 3.4.13. Dla rozpatrywanej rodziny (3.4.18) zachodzi zjawisko bifurkacji. Do-
kładniej, w przedziałach (1, 2) i (10, 11) istnieją parametry globalnej bifurkacji.
Zauważmy, że możemy rozważać podzbiór przestrzeni konfiguracji Ω, który jest niezmien-
niczy ze względu na potok gradientowy, to znaczy zbiór centralnych konfiguracji typu dwóch
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zagnieżdżonych sześcianów z dodatkowym ciałem w środku masy
(q1, . . . , q17,m1, . . . ,m17) = (q̂1, . . . , q̂8, ρq̂1, . . . , ρq̂8,M1,M1,M1,M1,M1,M1,M1,M1,
M2,M2,M2,M2,M2,M2,M2,M2, 1) .
Dla prostoty notacji będziemy pisać (ρ,M1,M2). Badanie centralnych konfiguracji w tym zbio-
rze sprowadza się do badania zer funkcji F : ((0, 1)∪ (1,+∞))× (0,+∞)2 → R danej formułą




6ρ2 (patrz [87]). Dla rodziny trywialnej (3.4.18)
otrzymujemy, że F (3,M1,M2(M1)) = 0 dla każdego M1 ∈ (0,+∞). Ponadto dla ρ = 3 ro-
dzina (3.4.18) jest jedyną rodziną rozwiązań równania F (3,M1,M2) = 0. Biorąc pod uwagę
powyższe oraz Twierdzenie 3.4.13 wnioskujemy, że rodziny bifurkujące z rodziny (3.4.18) nie
są typu dwóch zagnieżdżonych sześcianów z dodatkowym ciałem w środku masy oraz ρ = 3.
3.4.6 Przestrzenna rodzina dwóch dualnych wielościanów foremnych pro-
blemu czternastu ciał
(a) a ∈ (0, 1) (b) a ∈ [1, 3] (c) a ∈ (3,+∞)
Rysunek 3.4.12: Czternaście ciał w konfiguracji złożonej z sześcianu i ośmiościanu foremnego.
W 2014 roku Corbera, Llibre oraz Pérez-Chavela (patrz [18]) badali rodzinę przestrzennych
centralnych konfiguracji złożoną z dwóch dualnych wielościanów foremnych. Będziemy dowo-
dzić istnienia bifurkacji centralnych konfiguracji z tej rodziny w sytuacji czternastu ciał.
Z definicji mówimy, że dwa wielościany foremne są dualne, o ile jeden z nich można otrzymać
z drugiego poprzez połączenie barycentrów ścian drugiego, które stają się wierzchołkami pierw-
szego. Zauważmy, że wielościanem dualnym do czworościanu foremnego jest również czworo-
ścian foremny oraz rodzinę centralnych konfiguracji problemu ośmiu ciał złożoną z dwóch
dualnych do siebie czworościanów foremnych rozważaliśmy w Podrozdziale 3.4.1 jako rodzinę
Typu II (patrz Rysunek 3.4.7).
Dla czternastu ciał natomiast konfiguracja typu dwóch dualnych wielościanów foremnych
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składa się z ośmiu ciał o równych masach leżących w wierzchołkach sześcianu oraz sześciu
dodatkowych ciał, również o równych masach, usytuowanych w wierzchołkach ośmiościanu
foremnego (patrz Rysunek 3.4.12), to znaczy
q̂1 = (1, 1, 1), q̂2 = (−1, 1, 1), q̂3 = (1,−1, 1), q̂4 = (1, 1,−1),
q̂5 = (−1,−1, 1), q̂6 = (−1, 1,−1), q̂7 = (1,−1,−1), q̂8 = (−1,−1,−1),
q̂9 = a(1, 0, 0), q̂10 = a(−1, 0, 0), q̂11 = a(0, 1, 0), q̂12 = a(0,−1, 0),
q̂13 = a(0, 0, 1), q̂14 = a(0, 0,−1),
gdzie a jest współczynnikiem skalowania. Niech m1 = m2 = m3 = m4 = m5 = m6 = m7 =
= m8 = 1 oraz m9 = m10 = m11 = m12 = m13 = m14 = m̃(a) = − g(a)f(a) (formuły na g(a)
i f(a) można znaleźć w Rozdziale 2 w [18]). Zdefiniujmy w : (0, β1)∪ (α1, β2)∪ (α2,+∞)→ Ω
formułą w(a) = (q̂1, . . . , q̂14) , gdzie α1 = 1.278175..., α2 = 3.628586..., β1 = 0.8932884...
i β2 = 2.2083166... oraz odwzorowanie m : (0, β1) ∪ (α1, β2) ∪ (α2,+∞) → (0,+∞)14 jak




SO(3)(w(a))× {a} ⊂ Ω× R (3.4.19)
jest rodziną centralnych konfiguracji.
W poniższym lemacie obliczamy pewne indeksy Morse’a macierzy Hessego, aby udowodnić
istnienie zjawiska bifurkacji z pewnych segmentów rodziny (3.4.19). Dowód lematu przebiega
analogicznie do dowodu Lematu 3.4.6.
Lemat 3.4.12. Połóżmy a1 = 49100 , a2 =
1
2 , a3 =
53
100 , a4 =
54
100 , a5 =
7
10 , a6 =
71
100 , a7 =
131
100 ,
a8 = 132100 , a9 =
181
100 , a10 =
182
100 , a11 =
216
100 , a12 =
217
100 , a13 = 4, a14 = 5, a15 = 6, a16 =
= 7, a17 = 8, a18 = 17 oraz a19 = 18. Wówczas otrzymujemy, że dim ker∇2qϕ(w(ai), ai) =
= dimSO(3)(w(ai)) = 3 dla i = 1, . . . , 19 oraz indeks Morse’a ∇2qϕ(w(·), ·) w ai wynosi
m−(∇2qϕ(w(ai), ai)) =

8, gdy i = 6, 13
7, gdy i = 4, 5, 14
4, gdy i = 2, 3, 15
3, gdy i = 8, 9
2, gdy i = 1, 12, 19
1, gdy i = 16
0, gdy i = 7, 10, 11, 17, 18
.
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W poniższym twierdzeniu dowodzimy istnienia zjawiska bifurkacji w pobliżu rodziny try-
wialnej (3.4.19).
Twierdzenie 3.4.14. Przy powyższych założeniach dla rodziny (3.4.19) zachodzi zjawisko
bifurkacji, to znaczy w przedziałach (0, β1), (α1, β2) oraz (α2, +∞) istnieją parametry lo-
kalnej i globalnej bifurkacji. Ponadto z rodziny (3.4.19) z segmentów F(ai,ai+1) dla każdego
i = 1, 3, 7, 9, 11, 15, 16, 18 następuje bifurkacja centralnych konfiguracji posiadających inne sy-
metrie.
Dowód. Pierwsza część tezy jest konsekwencją Lematu 3.4.12 oraz Twierdzenia 3.2.2. Dla do-
wodu drugiej części tezy zauważmy, że możemy rozpatrywać podzbiór przestrzeni konfiguracji
Ω, który jest niezmienniczy ze względu na potok gradientowy, to znaczy zbiór centralnych
konfiguracji złożonych z sześcianu oraz ośmiościanu foremnego
(q1, . . . , q14,m1, . . . ,m14) = (w(a),M,M,M,M,M,M,M,M,m,m,m,m,m,m) .
Dla prostoty notacji będziemy pisać (a,M,m). Badanie centralnych konfiguracji w tym zbiorze
sprowadza się do studiowania zer funkcji F : ((0, β1) ∪ (α1, β2) ∪ (α2,+∞)) × (0,+∞)2 → R





= 0 dla każdego a ∈ (0, β1) ∪ (α1, β2) ∪ (α2,+∞). Dodatkowo dla
każdego a ∈ (a1, a2)∪ (a3, a4)∪ (a7, a8)∪ (a9, a10)∪ (a11, a12)∪ (a15, a16)∪ (a16, a17)∪ (a18, a19)




= g′(a) − g(a)f(a)f
′(a) < 0, a zatem, z twierdze-
nia o funkcji uwikłanej, z rozpatrywanych segmentów nie następuje bifurkacja centralnych
konfiguracji złożonych z sześcianu i ośmiościanu foremnego. Biorąc pod uwagę powyższe wnio-
skujemy, że rodziny bifurkujące z rodziny (3.4.19) z tych segmentów nie są złożone z sześcianu
i ośmiościanu foremnego, co kończy dowód.
3.4.7 Przestrzenna rodzina problemu n + 3 ciał dla n = 3, 4, 6
W 2011 roku Mello i Fernandes w artykule [53] rozważali rodzinę przestrzennych centralnych
konfiguracji problemu n+ 3 ciał. Konfiguracje te składają się z n ciał o równych masach usy-
tuowanych w wierzchołkach n-kąta foremnego (wpisanego w okrąg o promieniu ρ), dwóch ciał
mających równe masy rozłożonych symetrycznie na prostej prostopadłej do płaszczyzny zawie-
rającej wspomniany n-kąt foremny i przechodzącej przez jego środek symetrii oraz dodatko-
wego ciała usytuowanego w środku n-kąta foremnego (dla n = 3 patrz Rysunek 3.4.13). Niech
m1 = · · · = mn = M1, mn+1 = mn+2 = M2, mn+3 = M3 oraz przez q̂i dla i = 1, . . . , n+3 ozna-
czamy położenia ciał. Załóżmy dodatkowo, że ρ = b, gdzie b = |q̂n+1 − q̂n+3| = |q̂n+2 − q̂n+3|.
Konfiguracje tego typu będziemy oznaczać przez Rodzinan+3 oraz badać istnienie bifurkacji
w ich pobliżu w sytuacji sześciu, siedmiu i dziewięciu ciał.
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Rysunek 3.4.13: Konfiguracja problemu n+ 3 ciał dla n = 3.
(a) a15(M1,M3) = 0 (b) a18(M1,M3) = 0 (c) a24(M2,M3) = 0
Rysunek 3.4.14: Zbiór zer pewnych współczynników wielomianów charakterystycznych.
Dla problemu sześciu oraz siedmiu ciał podobne rodziny przestrzennych centralnych kon-
figuracji były rozważane w artykule [67]. Dokładniej, Pérez-Chavela i Rybicki w 2013 roku




oraz (ρ, b) = (1, 1)
(odpowiednio rodzina (F6) oraz (F7), patrz [67]). Dla n = 3 autorzy udowodnili istnienie
zjawiska lokalnej bifurkacji w pobliżu rodziny trywialnej (F6), dla n = 4 natomiast zostało
pokazane zachodzenie globalnej bifurkacji z rodziny (F7). Warto zanotować, że dla n = 3
rozważane rodziny (F6) oraz (3.4.20) są różne, także uzyskane rezultaty. Dla n = 4 natomiast
w niniejszej rozprawie rozważamy te same rodziny jak w artykule [67] oraz uzyskujemy do-
kładnie te same rezultaty. Co więcej, uzyskujemy dodatkowe informacje dotyczące kształtu
bifurkujących rodzin dla problemu sześciu, siedmiu oraz dziewięciu ciał wykluczając pewien
typ symetrii.
W przypadku rodziny (F6) również możemy uzyskać dodatkowe informacje dotyczące
typu symetrii bifurkujących rodzin. Rzeczywiście, ustalmy ρ = 1 oraz rozważmy podzbiór
przestrzeni konfiguracji Ω, który jest niezmienniczy ze względu na potok gradientowy, to
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znaczy rodzinę (q̂1, . . . , q̂6,m1,m1,m1,m4,m4,m6) (stosujemy oznaczenia jak w [67]). Dla
skrótu piszemy (b,m1,m4,m6). Wówczas studiowanie centralnych konfiguracji w tym zbiorze
sprowadza się do badania zer funkcji F : (0,+∞)4 → R danej formułą F (b,m1,m4,m6) =
= −4b3
(√










2 (b− 1)(b2 + b+ 1)m6.





= 0 dla każdego






< 0 dla każdego (m1,m4) ∈ O, a zatem z twierdzenia
o funkcji uwikłanej nie następuje bifurkacja centralnych konfiguracji tego typu z rodziny try-
wialnej. Biorąc pod uwagę powyższe oraz Twierdzenie 2.2 w artykule [67] wnioskujemy, że
rodziny bifurkujące z rodziny (F6) nie są tego typu.



















2 b, 0, 0, 0, b, 0, 0,−b, 0, 0, 0
)
, gdzie masyM1
i M3 traktujemy jako parametry oraz odwzorowanie m : (0,+∞)2 → (0,+∞)6 jak następuje




SO(3)(w(M1,M3))× {(M1,M3)} ⊂ Ω× R2. (3.4.20)
Wówczas dla każdego b > 0 rodzina (3.4.20) jest rodziną centralnych konfiguracji. Niech
c11 = c21 = 1,


















oraz symbolem C∗i będziemy oznaczać zbiór {(M1,M3) ∈ (0,+∞)2 : ci1M1 + ci2M3 ∗ 0}, gdzie
∗ ∈ {=, <,>,≤,≥} oraz i = 1, 2.
W poniższym lemacie obliczamy indeksy Morse’a macierzy ∇2qϕ(w(M1,M3), (M1,M3)),
aby udowodnić istnienie nowych rodzin centralnych konfiguracji bifurkujących z rodziny try-
wialnej (3.4.20).
Lemat 3.4.13. Przy powyższych założeniach otrzymujemy, że
dim ker∇2qϕ(w(M1,M3), (M1,M3)) =

5, gdy (M1,M3) ∈ C=2
4, gdy (M1,M3) ∈ C=1
3, gdy (M1,M3) /∈ C=1 ∪ C=2
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oraz indeks Morse’a ∇2qϕ(w(·), ·) zależy od (M1,M3) w następujący sposób:
m−(∇2qϕ(w(M1,M3), (M1,M3))) =

3, gdy (M1,M3) ∈ C<1
2, gdy (M1,M3) ∈ C≥1 ∩ C<2
0, gdy (M1,M3) ∈ C≥2
.
Dowód. Dla dowodu przypomnijmy najpierw, że dim ker∇2qϕ(w(M1,M3), (M1,M3)) ≥ 3,
a zatem a18(M1,M3) = a17(M1,M3) = a16(M1,M3) = 0, na podstawie Uwagi 3.2.7, gdzie
W(M1,M2)(x) = x18 − a1(M1,M3)x17 + · · · + a16(M1,M3)x2 − a17(M1,M3)x + a18(M1,M3)
jest wielomianem charakterystycznym macierzy Hessego ∇2qϕ(w(M1,M3), (M1,M3)). Ponadto
a15(M1,M3) = C0(M1,M3)(c11M1 + c12M3)(c21M1 + c22M3)2, gdzie C0(M1,M3) 6= 0 dla
każdego (M1,M3) ∈ (0,+∞)2. Stąd dim ker∇2qϕ(w(M1,M3), (M1,M3)) = 3 dla każdego
(M1,M3) /∈ C=1 ∪ C=2 . Rozwiązania równania a15(M1,M3) = 0 zostały przedstawione na Ry-
sunku 3.4.14.(a). Analizując współczynniki a14(M1,M3) oraz a13(M1,M3) dowodzimy pierw-
szej części tezy. Dla dowodu drugiej części tezy zauważmy, że indeksy Morse’a macierzy
Hessego są stałe na obszarach C<1 , C=1 , C>1 ∩ C<2 , C=2 oraz C>2 . Dlatego wystarczy obliczyć
m−(∇2qϕ(w(1,M3), (1,M3))) dla odpowiednich parametrówM3 ∈ (0,+∞) korzystając z Uwagi
3.2.8, co kończy dowód.
Twierdzenie 3.4.15. Przy powyższych założeniach dla rodziny (3.4.20) zachodzi zjawisko bi-
furkacji. Dokładniej,
(1) z SO(3)-orbity F(M1,M3) zachodzi lokalna bifurkacja centralnych konfiguracji wtedy i tylko
wtedy, gdy (M1,M3) ∈ C=1 ∪ C=2 .
(2) jeżeli (M1,M3) ∈ C=1 , to SO(3)-orbita F(M1,M3) jest SO(3)-orbitą globalnej bifurkacji,
to znaczy C=1 ∩ GLOB = C=1 .
Dowód. Z Lematu 3.4.13 warunek konieczny lokalnej bifurkacji, dany Twierdzeniem 3.2.1,
jest spełniony wtedy i tylko wtedy, gdy (M1,M3) ∈ C=1 ∪ C=2 . Wystarczy zatem pokazać,
że parametry (M1,M3) ∈ C=1 ∪ C=2 spełniają również warunek dostateczny istnienia lokalnej
bifurkacji. Rzeczywiście, z Lematu 3.4.13, Twierdzenia 3.2.2 oraz Uwagi 3.2.9 wnioskujemy,
że różnica indeksów Morse’a m−(∇2qϕ(w(M1,M3), (M1,M3)) pomiędzy obszarami C>2 oraz
C>1 ∩ C<2 implikuje, że (M1,M3) ∈ BIF , o ile (M1,M3) ∈ C=2 . Podobnie zmiana indeksu
Morse’a m−(∇2qϕ(w(M1,M3), (M1,M3)) dla C>1 ∩C<2 oraz C<1 o nieparzystą liczbę implikuje,
że (M1,M3) ∈ GLOB dla (M1,M3) ∈ C=1 , co kończy dowód.
Zauważmy, że możemy rozważać podzbiór przestrzeni konfiguracji Ω, który jest niezmien-
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niczy ze względu na potok gradientowy, to znaczy rodzinę Rodzina3+3











2 b, 0, 0, 0, b, 0, 0,−b, 0, 0, 0
)
. W skrócie będziemy pi-
sać (b,M1,M2,M3). Badanie centralnych konfiguracji w tym zbiorze sprowadza się do badania















(patrz [53]). Zauważmy, że rodzina trywialna (3.4.20) jest jedyną rodziną rozwiązań równania
postaci F (M1,M2) = 0. Biorąc pod uwagę powyższe oraz Twierdzenie 3.4.15 uzyskujemy, że
rodziny bifurkujące z rodziny (3.4.20) nie są typu Rodzina3+3.
Niech n = 4 oraz załóżmy dodatkowo, żeM2 = M1. Zdefiniujmy w : (0,+∞)2 → Ω formułą
w(M1,M3) = (b, 0, 0, 0, b, 0,−b, 0, 0, 0,−b, 0, 0, 0, b, 0, 0,−b, 0, 0, 0) , gdzie masy M1 oraz M3
są traktowane jako parametry oraz odwzorowanie m : (0,+∞)2 → (0,+∞)7 jak następuje




SO(3)(w(M1,M3))× {(M1,M3)} ⊂ Ω× R2 (3.4.21)
jest rodziną centralnych konfiguracji. Rodzina trywialna F jest w szczególności rodziną prze-
strzennych centralnych konfiguracji ośmiościanu foremnego z dodatkowym ciałem w środku
masy. W ogólności możemy mówić o rodzinach centralnych konfiguracji brył platońskich oraz
brył platońskich z dodatkowym ciałem w środku masy (dla przykładu patrz [10]).




2 oraz w dalszym ciągu przez C∗1 będziemy ozna-
czać zbiór postaci {(M1,M3) ∈ (0,+∞)2 : c11M1 + c12M3 ∗ 0}, gdzie ∗ ∈ {=, <,>,≤,≥}.
Poniżej formułujemy pomocniczy lemat, w którym obliczamy indeksy Morse’a macierzy Hes-
sego ∇2qϕ(w(M1,M3), (M1,M3)). Dowód poniższego lematu przebiega analogicznie do dowodu
Lematu 3.4.13.
Lemat 3.4.14. Przy powyższych założeniach otrzymujemy, że
dim ker∇2qϕ(w(M1,M3), (M1,M3)) =
 6, gdy (M1,M3) ∈ C=13, gdy (M1,M3) /∈ C=1
oraz indeks Morse’a ∇2qϕ(w(·), ·) zależy od (M1,M3) w następujący sposób:
m−(∇2qϕ(w(M1,M3), (M1,M3))) =
 3, gdy (M1,M3) ∈ C<10, gdy (M1,M3) ∈ C≥1 .
Dowód. Z Uwagi 3.2.7 i warunku postaci dim ker∇2qϕ(w(M1,M3), (M1,M3)) ≥ 3 mamy, że
a21(M1,M3) = a20(M1,M3) = a19(M1,M3) = 0 dla każdego (M1,M3) ∈ (0,+∞)2. Ponadto
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a18(M1,M3) = C0(M1,M3)(c11M1 + c12M3)3, gdzie C0(M1,M3) 6= 0 dla (M1,M3) ∈ (0,+∞)2
(zbiór zer współczynnika a18(M1,M3) został przedstawiony na Rysunku 3.4.14.(b)). Dlatego
dim ker∇2qϕ(w(M1,M3), (M1,M3)) = 3 dla każdego (M1,M3) /∈ C=1 . Analizując współczyn-
niki a17(M1,M3), a16(M1,M3) i a15(M1,M3) mamy dim ker∇2qϕ(w(M1,M3), (M1,M3)) = 6
dla każdego (M1,M3) ∈ C=1 . Dla dowodu drugiej części tezy wystarczy obliczyć indeksy
Morse’a m−(∇2qϕ(w(1,M3), (1,M3))) dla odpowiednich parametrów M3 ∈ (0,+∞), korzy-
stając z Uwagi 3.2.8, co kończy dowód.
Dowód poniższego twierdzenia jest analogiczny do dowodu Twierdzenia 3.4.15.
Twierdzenie 3.4.16. Z SO(3)-orbity F(M1,M3) zachodzi globalna bifurkacja centralnych kon-
figuracji wtedy i tylko wtedy, gdy (M1,M3) ∈ C=1 .
Zauważmy, że możemy rozważać podzbiór przestrzeni konfiguracji Ω, który jest niezmien-
niczy ze względu na potok gradientowy, to znaczy Rodzinę4+3
(q1, . . . , q7,m1, . . . ,m7) = (w̃(b),M1,M1,M1,M1,M2,M2,M3) ,
gdzie w̃(b) = (b, 0, 0, 0, b, 0,−b, 0, 0, 0,−b, 0, 0, 0, b, 0, 0,−b, 0, 0, 0) (lub krótko (b,M1,M2,M3)).
Wówczas badanie centralnych konfiguracji w tym zbiorze sprowadza się do studiowania zer






(M1 −M2) (patrz [53]).
Zauważmy, że rodzina trywialna (3.4.21) jest jedyną rodziną rozwiązań równania postaci
F (b,M1,M2) = 0. Biorąc pod uwagę powyższe oraz Twierdzenie 3.4.16 uzyskujemy, że ro-
dziny bifurkujące z rodziny (3.4.21) nie są typu Rodzina4+3.








w : (0,+∞)2 → Ω będzie zdefiniowane następującą formułą: w(M2,M3) =
(

















2 b, 0, 0, 0, b, 0, 0,−b, 0, 0, 0
)
, gdzie masyM2 > 0 oraz
M3 > 0 traktujemy jako parametry. Odwzorowanie m : (0,+∞)2 → (0,+∞)9 definiujemy jak
następuje m(M2,M3) = (M1(M2,M3),M1(M2,M3),M1(M2,M3),M1(M2,M3),M1(M2,M3),




SO(3)(w(M2,M3))× {(M2,M3)} ⊂ Ω× R2 (3.4.22)
stanowi rodzinę centralnych konfiguracji. Połóżmy
c11 = 1,









oraz przez C∗1 będziemy oznaczać zbiór postaci {(M2,M3) ∈ (0,+∞)2 : c11M2 + c12M3 ∗ 0},
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gdzie ∗ ∈ {=, <,>,≤,≥}. Poniżej formułujemy pomocniczy lemat, a następnie dowodzimy
istnienia zjawiska bifurkacji w otoczeniu rodziny (3.4.22). Dowody przebiegają analogicznie
jak powyżej.
Lemat 3.4.15. Przy powyższych założeniach otrzymujemy, że
dim ker∇2qϕ(w(M2,M3), (M2,M3)) =
 5, gdy (M2,M3) ∈ C=13, gdy (M2,M3) /∈ C=1
oraz indeks Morse’a ∇2qϕ(w(·), ·) zależy od (M2,M3) w następujący sposób:
m−(∇2qϕ(w(M2,M3), (M2,M3))) =
 6, gdy (M2,M3) ∈ C<14, gdy (M2,M3) ∈ C≥1 .
Dowód. Dla dowodu zauważmy tylko, że a24(M2,M3) = C0(M2,M3)(c11M2 + c12M3)2, gdzie
C0(M2,M3) 6= 0 dla (M2,M3) ∈ (0,+∞)2 (zbiór zer współczynnika a24(M2,M3) został przed-
stawiony na Rysunku 3.4.14.(c)).
Twierdzenie 3.4.17. Z SO(3)-orbity F(M2,M3) następuje lokalna bifurkacja wtedy i tylko
wtedy, gdy (M2,M3) ∈ C=1 .
Zauważmy, że możemy rozważać podzbiór przestrzeni konfiguracji Ω, który jest niezmien-
niczy ze względu na potok gradientowy, to znaczy Rodzinę6+3
(q1, . . . , q9,m1, . . . ,m9) = (w̃(b),M1,M1,M1,M1,M1,M1,M2,M2,M3)
(lub krótko (b,M1,M2,M3)). Badanie centralnych konfiguracji w tym zbiorze sprowadza się do















M2 (patrz [53]). Zauważmy, że rodzina (3.4.22) jest jedyną rodziną rozwiązań
równania F (b,M1,M2) = 0. Powyższe oraz Twierdzenie 3.4.17 implikuje zatem, że rodziny
bifurkujące z rodziny (3.4.22) nie są typu Rodzina6+3.
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E całka energii, 72
I moment bezwładności N punktów materialnych, 69
M macierz mas, 68
mj masa j-tego ciała, 67
qC środek masy N punktów materialnych, 69
qj położenie j-tego ciała, 67
U potencjał newtonowski, 68
Niezmiennicza topologia i odwzorowania
(∇ϕ)G obcięcie odwzorowania ∇ϕ do przestrzeni punktów stałych, 20
(X, ∗) punktowana G-przestrzeń, 16
(X,A) para G-przestrzeni, 25
(X,G, ς) G-działanie na przestrzeni X, 16
(X/A, [A]) przestrzeń otrzymana z X przez sklejenie zbioru A do punktu, 25
α(v) 29
χG(X) G-niezmiennicza charakterystyka Eulera, 28
∇G-deg(∇ϕ,Ω) stopień G-współzmienniczych odwzorowań gradientowych 37
118
F(G) podkategoria skończonych G-CW-kompleksów, 28
F∗(G) podkategoria skończonych punktowanych G-CW-kompleksów, 28
∇ϕ gradient potencjału ϕ, 15
∇2ϕ hesjan potencjału ϕ, 15
∇vϕ gradient potencjału ϕ ze względu na zmienną v, 15
ω(v) 29
ΩH zbiór punktów stałych działania grupy H, 19
Ω(H) zbiór punktów o grupie izotropii sprzężonej z H, 19
Ω<(H) zbiór punktów o grupie izotropii, która nie jest sprzężona z H i jest
podsprzężona z H, 19
Ω≤(H) zbiór punktów o grupie izotropii podsprzężonej z H, 19
τ(G) kategoria zwartych G-przestrzeni, 24
τ(H) kategoria zwartych H-przestrzeni, 24
τ∗(G) kategoria zwartych punktowanych G-przestrzeni, 24
τ∗(H) kategoria zwartych punktowanych H-przestrzeni, 24
ϕ(B(Rk)×G/H) otwarta niezmiennicza k-komórka, 26
ϕ(D(Rk)×G/H) domknięta niezmiennicza k-komórka, 26
ϕ(D(Rk)×G/H) niezmiennicza k-komórka typu (k, (H)), 26
ϕG obcięcie potencjału ϕ do przestrzeni punktów stałych, 20




C lG(V,V) zbiór G-współzmienniczych odwzorowań klasy C l, 20
C lG(V× R,V) 20
C lG(Ω,V) 20
C lG(Ω× R,V) 20
CG(V,R) zbiór G-niezmienniczych potencjałów klasy C0, 20







CIG(S, η) G-indeks Conley’a, 31
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X/A przestrzeń otrzymana z X przez sklejenie zbioru A do punktu,
(X/A, [A]), 25
X t Y suma rozłączna G-przestrzeni, 26
X ∨ Y bukiet punktowanych G-przestrzeni, 28
X ∧ Y zawieszenie punktowanych G-przestrzeni, 28
X+ G-przestrzeń z dodanym punktem bazowym, 17
X+ G-przestrzeń z dodanym punktem bazowym, 28
Reprezentacje
(Tv0Ω(H))⊥ dopełnienie ortogonalne przestrzeni stycznej, 21
(Tv0G(v0))⊥ dopełnienie ortogonalne przestrzeni stycznej, 21
R[1, 0] jednowymiarowa trywialna SO(2)-reprezentacja, 19
R[1,m] ortogonalna SO(2)-reprezentacja, 19
R[k,m] suma prosta k kopii SO(2)-reprezentacji R[1,m], 19
V reprezentacja zwartej grupy Liego, 19
VG zbiór punktów stałych, 20
W dopełnienie ortogonalne przestrzeni stycznej, (Tv0G(v0))⊥, 21
% ciągły homomorfizm grup dla V, 19
%m ciągły homomorfizm grup dla R[1,m], 19
Tv0Ω(H) przestrzeń styczna do Ω(H) w punkcie v0, 21
Tv0G(v0) przestrzeń styczna do G(v0) w punkcie v0, 21
Równoważności i uporządkowania
(H) klasa sprzężoności podgrupy H, 17
< dla klas sprzężoności podgrup, 17
[(X,A)]G typ G-homotopii (X,A), 25
[g, x] klasa abstrakcji (g, x) względem ∼, 17
[x] klasa abstrakcji x względem ∼, 17
[X]G typ G-homotopii X, 25
[Y ]H typ H-homotopii Y, 25
≤ dla klas sprzężoności podgrup, 17
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F [G] zbiór typów G-homotopii skończonych G-CW-kompleksów, 28
F∗[G] zbiór typów G-homotopii skończonych punktowanych G-CW-kom-
pleksów, 28
sub[G] zbiór klas sprzężoności, 17
∼ dla G-przestrzeni, 17
τ [G] zbiór typów G-homotopii zwartych G-przestrzeni, 25
τ [H] zbiór typów H-homotopii zwartych H-przestrzeni, 25
τ∗[G] zbiór typów G-homotopii zwartych punktowanych G-przestrzeni, 25
τ∗[H] zbiór typów H-homotopii zwartych punktowanych H-przestrzeni, 25
≈G G-homeomorfizm pomiędzy G-przestrzeniami, 18
gH klasa abstrakcji g względem ∼, 17
X/G przestrzeń orbit, 17
Sumy proste⊕
λ∈σ+(A)
EA(λ) suma prosta podprzestrzeni własnych, 15⊕
λ∈σ−(A)
EA(λ) suma prosta podprzestrzeni własnych, 15














EA(λ) podprzestrzeń własna operatora A odpowiadająca wartości własnej
λ, 15
V	 V1 dopełnienie ortogonalne V1, 20
V1 ⊕ V2 suma prosta G-reprezentacji, 19
V⊥1 dopełnienie ortogonalne V1, V	 V1, 20
σ(A) spektrum operatora A, 15
σ+(A) część dodatnia spektrum, 15
σ−(A) część ujemna spektrum, 15
%1 ⊕ %2 suma prosta homomorfizmów, 19
Topologia i odwzorowania
u̇(t) pochodna funkcji u w punkcie t ∈ R, 15
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〈·, ·〉 standardowy iloczyn skalarny w Rn, 15
〈·, ·〉H iloczyn skalarny w H, 15
degB(f,Ω, p) stopień Brouwera, 39
| · | standardowa norma w Rn, 15
| · |X norma w X, 14
∂A brzeg zbioru A, 14
cl(A) domknięcie zbioru A, 14
d(x,A) odległość punktu x od zbioru A, 14
Dxf(x) pochodna Frécheta odwzorowania f w punkcie x, 15
Df(x) pochodna Frécheta odwzorowania f w punkcie x, Dxf(x), 15
g′xi(x) pochodna cząstkowa potencjału g w punkcie x względem xi, 15
IdX odwzorowanie identycznościowe przestrzeni X, 15
int(A) wnętrze zbioru A, 14
Zbiory
N zbiór liczb naturalnych, 15
R zbiór liczb rzeczywistych, 15
Z zbiór liczb całkowitych, 15
A(ε) ε-otoczenie zbioru A, 14
B(X) jednostkowa kula otwarta, 14
Bε(X) kula otwarta o środku w 0, 14
Bε(X,x0) kula otwarta o środku w x0 i promieniu ε, 14
D(X) jednostkowa kula domknięta, 14
Dε(X) kula domknięta o środku w 0, 14
Dε(X,x0) kula domknięta o środku w x0 i promieniu ε, 14
Inv(W, η) maksymalny η-niezmienniczy podzbiór W, 30
Inv(W × Λ, η) maksymalny η-niezmienniczy podzbiór W × Λ, 33
S(X) sfera jednostkowa, 14
Sε(X) sfera o środku w 0, 14






















doklejanie niezmienniczych k-komórek, 26
dopełnienie ortogonalne dla G-reprezentacji, 20
G
G-CW-kompleks, 26
bez wyróżnionego punktu, 26
rozkład komórkowy, 27
typ rozkładu, 27
z wyróżnionym punktem, 26
G-CW-podkompleks, 27















pomiędzy parami G-przestrzeni, 25
G-homotopijna równoważność, 25
pomiędzy parami G-przestrzeni, 25
G-indeks Conley’a, 31
własność kontynuacji, 33
G-niezmiennicze twierdzenie o funkcji
uwikłanej, 48
G-niezmienniczy indeks Conley’a, 31
własność kontynuacji, 33
G-niezmienniczy lemat Morse’a, 22
G-odwzorowanie, 18
gradientowe, 37



















homotopia w kategorii zwartych punktowanych
G-przestrzeni, 24
I
indeks bifurkacji dla odcinka [ρ−, ρ+], 47
indeks Morse’a macierzy, 16





zwartych punktowanych G-przestrzeni, 24
zwartych punktowanych H-przestrzeni, 24
L







maksymalnym podzbiór η-niezmienniczy, 30














dla par G-przestrzeni, 25
gradientowo, 37















planarna rodzina centralnych konfiguracji
dwóch zagnieżdżonych kwadratów, 78
rozety, 81
















przestrzeń konfiguracji N ciał, 68
przestrzeń orbit, 17








foremnych z dodatkowym ciałem, 93
dwóch zagnieżdżonych sześcianów, 95
dwóch zagnieżdżonych sześcianów
z dodatkowym ciałem, 97
problemu n+ 3 ciał, 101
n = 3, 103
n = 4, 105
n = 6, 106
sześcianu i ośmiościanu foremnego, 99




∇vϕ(v, ρ) = 0, 45
rodzina G-orbit rozwiązań trywialnych,
46
rodzina trywialna G-orbit, 46





reprezentacja zwartej grupy Liego G, 19
ortogonalna, 19
rodzina lokalnych G-potoków, 33
rozkład hesjanu, 21, 23
rozwiązanie problemu N ciał
homograficzne, 70
homotetyczne, 70























warunek dostateczny istnienia globalnej
bifurkacji, 54
centralnych konfiguracji, 74
warunek dostateczny istnienia lokalnej
bifurkacji, 53
centralnych konfiguracji, 74








punktów stałych G-działania, 20
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