Human activities are significantly altering biogeochemical cycles at the global 20 scale, and the scope of these activities will change with both future climate and 21 socioeconomic decisions. This poses a significant challenge for earth system models 22 (ESMs), which can incorporate land-use change as static inputs but do not simulate the 23 2 policy or economic forces that drive land use change. One option to address this problem 24 is to couple an ESM with an economically oriented integrated assessment model, but this 25 is challenging because of the radically different goals and underpinnings of each type of 26 model. This study describes the development and testing of a coupling between the 27 terrestrial carbon cycle of an ESM (CESM) and an integrated assessment (GCAM) 28 model, focusing on how CESM climate effects on the carbon cycle can be shared with 29 GCAM. We examine the best proxy variables to share between the models, and quantify 30 how carbon flux changes driven by climate (e.g. CO 2 fertilization) and land-use changes 31 (e.g. deforestation) can be distinguished from each other by GCAM. The net primary 32 production and heterotrophic respiration outputs of the Community Land Model (CLM), 33 the land component of CESM, were found to be the most robust proxy variables by which 34 to manipulate GCAM's assumptions of equilibrium ecosystem steady state carbon. 35
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Carbon-cycle effects of land-use change are spatially limited relative to climate effects, 36 and thus we were able to distinguish these effects successfully in the model coupling, 37 passing only the latter to GCAM. This paper does not present results of a fully coupled 38 simulation but shows, using a series of offline CLM simulations and an additional 39 idealized Monte Carlo simulation, that our CESM-GCAM proxy variables reflect the 40 phenomena that we intend, and do not contain erroneous signals due to LUC. By 41 allowing climate effects from a full ESM to dynamically modulate the economic and 42 policy decisions of an integrated assessment model, this work will help link these models 43 in a robust and flexible framework capable of examining two-way interactions between 44 8 internal carbon cycle (and its reliance on equilibrium C) may be possible in the long term, 161 but would require a fundamental rewriting of this complex model's agriculture and land-162 use code. In this study a looser coupling between CLM and GCAM was deemed more 163 tractable, while also sufficient for the experiments described here. Such an approach 164 transmits relative changes between the models while allowing baseline data, against 165 which the models have been calibrated and tested, to differ. 166
Such a 'loose' coupling means that when a CLM grid cell's carbon cycle changes, 167 we need to (i) have a suitable proxy by which to change GCAM's steady-state carbon 168 assumptions, and (ii) distinguish LUC effects on carbon fluxes from climate and other 169 (CO 2 , N deposition, etc.) effects, because only the latter should affect GCAM's 170 assumptions of equilibrium C stocks. For example, if the carbon stock of a CLM forest 171 changes from one time step to the next because of harvest, this should not affect GCAM's 172 economic optimization-the forest will regrow to the same equilibrium state. If the same 173 forest's carbon pool rises because of CO 2 fertilization, however, this information (i.e., 174
there is more C sequestration potential available for this land use type) needs to be 175 propagated to GCAM's assumptions about long-term pool potentials. Distinguishing 176 these sources is thus critical (Gasser and Ciais, 2013). 177 178
Identifying the best proxy variables to link CLM to GCAM 179
Given the decision to adjust GCAM's equilibrium C assumptions based on 180 relative changes in the CLM carbon cycle, one possible proxy variable to pass between 181 the models was CLM's time-varying carbon pools, based on the assumption that short-182 term pool changes will translate to longer-term (i.e. equilibrium, as needed by GCAM)9 storage changes. These data may be more vulnerable to LUC effects than carbon flux 184 data, however, as fluxes typically recover much faster from disturbance than do the 185 slower pools (Amiro et al., 2010;Goetz et al., 2012). Short-term changes in C fluxes can 186 be analytically related to steady-state C pools in models, even in the presence of 187 ecosystem disturbances (Hurtt et al., 2010) . This needed to be tested and demonstrated 188 for CLM, however. 189
We tested potential proxy variables in two ways. PFTs influenced by fire converged to a quasi-equilibrium characterized by periodic 231 carbon losses due to fire followed by periods of recovery. 232 233
Distinguishing climate from land-use signals 234
As noted above, it is important to distinguish carbon cycle changes caused by 235 LUC, versus those caused by climate change. For the CLM to GCAM coupling, even a 236 perfect proxy variable will be subject to climate and LUC during a CESM run, both 237 before the run starts (i.e., during spinup or initialization phases) as well as during a model 238 run. For example, a cell in which a new PFT is established immediately prior to an iESM 239 run would have very low C stocks and NPP in the first timestep; as its vegetation 240 regrows, the cell would appear, to GCAM, to be undergoing enormous productivity 241 increases. Conversely, significant expansion of a PFT (e.g., agriculture reverting to 242 forest) during the iESM run might appear to have drastically lowered productivity, 243 leading GCAM to redirect land away from that PFT. Both of these cases cause problems 244 for GCAM because productivity drives decision-making in the model, which bases its 245 land-use decisions based on the relative inherent profitability of using land for competing 246 purposes (Wise and Calvin, 2010) . As a result apparent changes in productivity produce 247 changes in profit (as measured in U.S. dollars) and thus land use. 248
Thus in both cases, we need to exclude cells with anomalously large C changes, 249 driven by LUC, from the final numeric scalars (i.e., the proxy variables signaling how 250 much GCAM should adjust its assumptions of equilibrium C) computation. st century in a departure from the RCP4.5 control, because a few CLM grid cells, 300 located in GCAM's "Middle East" region, were subject to LUC at the end of CLM's 301 spinup phase. As a result, their C stocks (and GCAM's estimation of their long-term 302 potential C) increased rapidly in the early years of the model run, leading GCAM to pour 303 more resources into these cells (because these cells' productivity appeared extraordinarily 304 high, as described in the Methods). Increasing the area of newly planted bioenergy crops 305 created an even stronger signal of rapidly increasing carbon stocks, exacerbating the 306 original problem and causing GCAM to put even more resources into the region. By the 307 end of the century, GCAM was mistakenly growing a huge percentage of the world's 308 bioenergy crops in the region, on a very small area of land (Figure 3) . Conversely, the 309 use of NPP and HR caused no such problems, because of their relatively fast recovery 310 from LUC disturbance (cf. Figure 2) . 311
The two primary fluxes determining carbon balance (net primary production and 312 heterotrophic respiration, NPP and HR) were thus chosen as proxy variables linking 313 CLM to GCAM, with CLM NPP changes used to scale GCAM's assumptions of 314 aboveground equilibrium C, while a combination of NPP and HR provided a relative 315 scaling for GCAM's belowground carbon: 316
Here the ratio of NPP at time step i to NPP at the beginning of the run (NPP 0 ) determines 317 how aboveground equilibrium C in GCAM (C A ) will change. CLM's NPP and HR 318 together determine changes in GCAM equilibrium belowground carbon (C B ); note that as 319 NPP and HR get larger/smaller and smaller/larger compared to their starting values, 320 GCAM's equilibrium C rises/falls. 321 322
Correlation between NPP and equilibrium pools in CLM 323
Simulations E1 and E2 provided insight into the relationship between NPP and 324 equilibrium C pools within CLM. NPP at the beginning of the E1 simulation was a good 325 predictor of the equilibrium pools values at the end of the simulation (Figure 4) , although 326 the slope of this relationship varied for different PFTs. It was also apparent that this 327 relationship breaks down at very low NPP values for some PFTs. This result is consistent 328 with ecological theory and observations, as freshly disturbed ecosystems require a period 329 of initial growth before NPP stabilizes. These very low NPP values were reliably 330 excluded by the outlier exclusion method discussed above and tested below. 331
We also found that the change in NPP resulting from an altered pattern of climate 332 (comparing simulations E1 and E2) was a relatively good predictor of the subsequent 333 change in equilibrium C stocks. Table 2 shows the slopes of the linear relationships 334 between the change in initial NPP (simulation E2 minus E1) and change in equilibrium C 335 for each PFT in CLM. The initial change in NPP was able to explain 20-92% of the 336 variance in the C pool change over the 21 st century simulation. In general, NPP was a 337 better predictor for relatively high-carbon forest ecosystems, as compared to grasses, 338 shrubs, and crops. This is good, as high-C systems are particularly important for GCAM: 339 changes in their land areas exert disproportionate effects on atmospheric CO 2 , which the 340 model is frequently trying to minimize. 
Conclusions 389
Here we have implemented and tested a coupling mechanism between the carbon 390 cycles of an earth system model (CLM) and an integrated assessment (GCAM) model. 391 CLM's net primary production and heterotrophic respiration outputs were found to be the 392 most robust proxy variables by which to manipulate GCAM's assumptions of long-term 393 ecosystem steady state carbon, with short-term forest NPP shifts strongly correlated with 394 long-term biomass changes in particular. By assuming the carbon cycle effects of land-395 use change are short-term and spatially limited relative to widely distributed climate 396 effects, we were able to distinguish these effects successfully in the model coupling, 397 passing only the latter to GCAM. Increasingly extreme LUC scenarios will eventually 398 break down this mechanism, however. 399
This work is only one step to a full coupling of an ESM and IAM; the second is 400 
