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CONTAINMENT LOGICS AND PŁONKA SUMS OF
MATRICES
STEFANO BONZIO AND MICHELE PRA BALDI
Abstract. In this paper we study the right variable inclusion
companion of a logic, also called its containment logic. We show
that such logics possess a matrix semantics which is obtained
by extending the construction of Płonka sums from algebras to
logical matrices. In particular, we provide an appropriate com-
pleteness theorem for a wide family of containment logic, and
we show how to produce a complete Hilbert style axiomatiza-
tion. Moreover we characterize the structure of their Lebiniz and
Suszko reduce models.
1. introduction
Every logic ` admits two sublogics, here denoted by `l and `r,
that can be syntactically defined by imposing the following variable
inclusion constraints:
Γ `l ϕ⇐⇒ there is ∆ ⊆ Γ s.t. Var(∆) ⊆ Var(ϕ) and ∆ ` ϕ;
Γ `r ϕ ⇐⇒
{
Γ ` ϕ and Var(ϕ) ⊆ Var(Γ) or
Σ ⊆ Γ,
where Σ is an antitheorem of ` (see Definition 7).
We will refer to the two companions `l and `r of the logic ` as left
variable inclusion logic and right variable inclusion logic, respectively.
The logic `r is often called containment logic.
Examples of variable inclusion logics are well known in the case
where the logic ` is assumed to be classical (propositional) logic.
In such a case, the roles are played by two logics within the family
of Kleene three-valued logics [28]. In particular, `l and `r coincide
with Paraconsistent weak Kleene logic – PWK, in brief – also known as
Hallden’s logic [23], and Bochvar logic B3 [6], respectively.
On the semantical side, both PWK and B3 are characterized by
the presence of a non-classical, infectious truth-value. This peculiar-
ity makes them particularly adapt for applications in the realms of
computer science as well as philosophy. In the first case, infectious
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2 STEFANO BONZIO AND MICHELE PRA BALDI
truth-values are applied to model computer programs affected by
errors, see [17]. Philosophical applications of these logics are wide-
spread and feature a longer tradition. Indeed, PWK and B3 provide
useful frameworks to deal, on one side, with non-sensical informa-
tion (see [23, 14]) and, on the other, reasonings containing reference
to non-existing objects (see [41]). More recently, such logics have
started to be considered for the study of the theories of truth [47]
and in connection with the notion of truth-and-topic preservation
[1].
Logics of variable inclusion have also been investigated under
an algebraic perspective, see [19]. Recently, one of these logics,
namely PWK, has been approached [8] using techniques from ab-
stract algebraic logic. In particular, it has been shown that the alge-
braic study of this logic intersects with the theory of regular varieties,
i.e. equational classes satisfying equations of the kind σ ≈ δ with
Var(σ) = Var(δ). The interest about regular varieties originated
with the pioneering works of Płonka [36, 37, 38], who stated a gen-
eral representation theorem for a wide class of regular varieties as
specific sums of algebras, nowadays called Płonka sums. Since then,
the theory has been approached in a purely algebraic fashion by
many authors, touching different topics which include, among oth-
ers, (the study of) subvarieties [24, 25] and subquasivarieties [4],
subdirectly irreducible elements [27, 29], free objects [44] and du-
ality theory [22, 9, 45, 7, 31]. The algebraic theory of Płonka sums
has also found useful applications in the study of the constraint
satisfaction problem [3], in database semantics [32, 42] and in the
application of algebraic methods in computer science [11].
The link between Płonka sums (of Boolean algebras) and the logic
PWK is deeply investigated in [8]. Surprisingly enough, this con-
nection can be extended to arbitrary logics of left variable inclusion.
The general framework introduced in [10] indeed allows to provide
matrix models and an appropriate Hilbert-style axiomatization to
logics of left variable inclusion. Remarkably, the machinery used
to obtain the matrix models for `l deeply relies on the construction
of Płonka sums, appropriately extended from algebras to logical ma-
trices. On the contrary, no work addresses an algebraic analysis of
containment logics, in full generality. This paper aims at accom-
plishing such task. The key point consists of introducing the proper
notion of Płonka sums of (logical) matrices in order to construct
models of the logic `r out of models of `.
In particular, the paper is divided into five sections.
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Section 2 introduces all the preliminary notions needed to go
trough the reading of the whole paper. They basically consist of
abstract algebraic logic and the theory of Płonka sums.
In Section 3, logics of right variable inclusion are formally intro-
duced. Moreover, by providing the correct notion of Płonka sum
of logical matrices, we obtain soundness and completeness for ar-
bitrary, finitary, logics `r with respect to Płonka sums of matrix
models of `.
In Section 4, we focus on a specific class of logics, namely those
possessing a binary term called partition function (see Definition
25). We provide a method for obtaining a Hilbert style axiomatiza-
tion for a finitary logic `r (Theorem 32) out of one axiomatization
for logic `. It is worthwhile mentioning that almost all examples of
containment logics, including B3, belong to this class and that the
obtained calculi are free of syntactic restrictions on rules.
Section 5 studies the structure of the Leibniz and Suszko reduced
models of `r (Theorems 35 and 40). It turns out that the property of
a model to be (Leibniz or Suszko) reduced is actually rendered by
some conditions on the semilattice structure of the system of the ma-
trix models involved in the construction of the Płonka sums. In case,
` is truth-equational, the descriptio of the Suszko reduced models
can be considerably refined (see Theorem 43). The paper is closed
by a brief subsection, where containment logics are classified into
the Leibniz hierarchy: we show that `r is neither truth-equational,
nor protoalgebraic.
2. Preliminaries
Abstract Algebraic Logic. For standard background on universal
algebra and abstract algebraic logic, we refer the reader, respec-
tively, to [2, 12] and [5, 15, 20]. In this paper, algebraic languages
are assumed not to contain constant symbols. Moreover, unless
stated otherwise, we work within a fixed but arbitrary algebraic
language. We denote algebras by A, B, C . . . respectively with uni-
verses A, B, C . . . .
Let Fm be the algebra of formulas built up over a countably in-
finite set Var of variables. Given a formula ϕ ∈ Fm, we denote by
Var(ϕ) the set of variables really occurring in ϕ. Similarly, given
Γ ⊆ Fm, we set
Var(Γ) =
⋃{Var(γ) : γ ∈ Γ}.
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A logic is a substitution invariant consequence relation `⊆ P(Fm)×
Fm meaning that for every substitution σ : Fm→ Fm,
if Γ ` ϕ, then σ[Γ] ` σ(ϕ).
Given formulas ϕ,ψ, we write ϕ a` ψ as a shorthand for ϕ ` ψ and
ψ ` ϕ. A logic ` is finitary when for all Γ ∪ ϕ ⊆ Fm:
Γ ` ϕ⇐⇒ ∃∆ ⊆ Γ such that ∆ is finite and ∆ ` ϕ.
A matrix is a pair 〈A, F〉 where A is an algebra and F ⊆ A. In this
case, A is called the algebraic reduct of the matrix 〈A, F〉.
Every class of matrices M defines a logic as follows:
Γ `M ϕ⇐⇒ for every 〈A, F〉 ∈ M and hom. h : Fm→ A,
if h[Γ] ⊆ F, then h(ϕ) ∈ F.
We say that a logic ` is complete w.r.t. a class of matrices M when
`M = `. Sometimes, we will refer to such homomorphisms h as
evaluations.
A matrix 〈A, F〉 is a model of a logic ` when
if Γ ` ϕ, then for every hom. h : Fm→ A,
if h[Γ] ⊆ F, then h(ϕ) ∈ F.
A set F ⊆ A is a (deductive) filter of ` on A, or simply a `-filter,
when the matrix 〈A, F〉 is a model of `. We denote by F i`A the set
of all filters of ` on A.
Let A be an algebra and F ⊆ A. A congruence θ of A is compatible
with F when for every a, b ∈ A,
if a ∈ F and 〈a, b〉 ∈ θ, then b ∈ F.
The largest congruence of A which is compatible with F always
exists, and is called the Leibniz congruence of F on A. It is denoted
by ΩAF.
Given an A an algebra, F ⊆ A and a logic ` the Suszko congruence
of F on A, is defined as
∼
ΩA` F :=
⋂{ΩAG : F ⊆ G and G ∈ F i`A}.
The Suszko operator of ` on an algebra A is the function ∼ΩA` with
domain F i`A defined as F → ∼ΩA` F for all F ∈ F i`A.
Let A be an algebra. A function p : An → A is a polynomial function
of A if there are a natural number m, a formula ϕ(x1, . . . , xn+m), and
elements b1, . . . , bm ∈ A such that
p(a1, . . . , an) = ϕA(a1, . . . , an, b1, . . . , bm)
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for every a1, . . . , an ∈ A.
The following lemmata provide very useful criteria to establish
whether a pair of elements (of an algebra) belongs to the Leibniz
(Suszko, respectively) congruence of a given filter.
Lemma 1. [20, Thm. 4.23] Let A be an algebra, F ⊆ A, and a, b ∈ A.
〈a, b〉 ∈ ΩAF ⇐⇒ for every unary pol. function p : A→ A,
p(a) ∈ F if and only if p(b) ∈ F.
Lemma 2. [20, Thm. 5.32] Let ` be a logic, A be an algebra, F ⊆ A, and
a, b ∈ A.
〈a, b〉 ∈ ∼ΩA` F ⇐⇒ for every unary pol. function p : A→ A,
FgA` (F ∪ {p(a)}) = FgA` (F ∪ {p(b)}).
The Leibniz and Suszko congruence singles out two distinguished
classes of models of a logic. More precisely, given a logic `, we set
Mod(`) := {〈A, F〉 : 〈A, F〉 is a model of `},
Mod∗(`) := {〈A, F〉 ∈ Mod∗(`) : ΩAF is the identity},
ModSu(`) := {〈A, F〉 ∈ Mod∗(`) : ∼ΩA` F is the identity}.
The above classes of matrices are called, respectively, the classes of
models, Leibniz reduced models, and Suszko reduced models of `.
Trivial matrices have a central role in the whole paper. We say that
a matrix 〈A, F〉 is trivial if F = A. We denote by 〈1, {1}〉 the trivial
matrix, where 1 is the trivial algebra. Observe that the latter matrix
is a model (resp. Leibniz and Suszko reduced model) of every logic.
Moreover, if ` is a logic and 〈A, F〉 ∈ ModSu(`) is a trivial matrix,
then 〈A, F〉 = 〈1, {1}〉.
Given a logic `, we set
Alg∗(`) = {A : there is F ⊆ A s.t. 〈A, F〉 ∈ Mod∗(`)},
and
Alg(`) = {A : there is F ⊆ A s.t. 〈A, F〉 ∈ ModSu(`)}.
In other words, Alg∗(`) (Alg(`), respectively) is the class of alge-
braic reducts of matrices in Mod∗(`) (ModSu(`), respectively). It is
well known (see [20, Theorem 5.70]) that Alg∗(`) ⊆ Alg(`).
The class Alg(`) is called the algebraic counterpart of `. For the
vast majority of logics `, the class Alg(`) is the class of algebras
intuitively associated with `.
Lemma 3. Let ` be a logic and ε, δ ∈ Fm. The following are equivalent:
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(i) Alg(`)  ε ≈ δ;
(ii) ϕ(ε,~z ) a` ϕ(δ,~z ), for every formula ϕ(v,~z ).
Proof. See [20, Lemma 5.74(1)] and [20, Theorem 5.76]. 
Płonka sums. As standard references on Płonka sums we mention
[37, 36, 40, 46]. A semilattice is an algebra A = 〈A,∨〉, where ∨ is a
binary associative, commutative and idempotent operation. Given
a semilattice A and a, b ∈ A, we set
a ≤ b⇐⇒ a ∨ b = b.
It is easy to see that ≤ is a partial order on A.
Definition 4. A direct system of algebras consists in
(i) a semilattice I = 〈I,∨〉;
(ii) a family of similar algebras {Ai : i ∈ I} with pair-wise dis-
joint universes;
(iii) a homomorphism fij : Ai → Aj, for every i, j ∈ I such that
i ≤ j;
moreover, fii is the identity map for every i ∈ I, and if i ≤ j ≤ k,
then fik = f jk ◦ fij.
Let X be a direct system of algebras as defined above. The Płonka
sum of X, in symbols Pł(X) or Pł(Ai)i∈I1, is the algebra in the
same type defined as follows: the universe of Pł(Ai)i∈I is the union⋃
i∈I Ai. Moreover, for every n-ary basic operation f and a1, . . . , an ∈⋃
i∈I Ai, we set
gPł(Ai)i∈I (a1, . . . , an) := gAj( fi1 j(a1), . . . , fin j(an)),
where a1 ∈ Ai1 , . . . , a1 ∈ Ain and j = i1 ∨ · · · ∨ in.
Observe that if in the above display we replace g by any complex
formula ϕ in n-variables, we still have that
ϕPł(Ai)i∈I (a1, . . . , an) = ϕAj( fi1 j(a1), . . . , fin j(an)).
Notation: Given a formula ϕ, we will often write ϕPł instead of
ϕPł(Ai)i∈I when no confusion shall occur.
The theory of Płonka sums is strictly related with a special kind
of binary operation, called partition function.
Definition 5. Let A be an algebra of type ν. A function · : A2 → A
is a partition function in A if the following conditions are satisfied
for all a, b, c ∈ A, a1, ..., an ∈ An and for any operation g ∈ ν of arity
n > 1.
1When no confusion shall occur, we will write Pł(Ai) instead of Pł(Ai)i∈I .
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P1. a · a = a;
P2. a · (b · c) = (a · b) · c;
P3. a · (b · c) = a · (c · b);
P4. g(a1, . . . , an) · b = g(a1 · b, . . . , an · b);
P5. b · g(a1, . . . , an) = b · a1 ·... ·an.
Different definitions of partition function appearead in literature.
We adopted the one from [40], which uses the minimal number of
definitiory conditions.
The next result underlines the connection between Płonka sums
and partition fucntions:
Theorem 6. [36, Thm. II] Let A be an algebra of type ν with a partition
function ·. The following conditions hold:
(1) A can be partitioned into {Ai : i ∈ I} where any two elements
a, b ∈ A belong to the same component Ai exactly when
a = a · b and b = b · a.
Moreover, every Ai is the universe of a subalgebra Ai of A.
(2) The relation ≤ on I given by the rule
i ≤ j⇐⇒ there exist a ∈ Ai, b ∈ Aj s.t. b · a = b
is a semilattice order.
(3) For all i, j ∈ I such that i ≤ j and b ∈ Aj, the map fij : Ai →
Aj, defined by the rule fij(x) = x · b is a homomorphism. The
definition of fij is independent from the choice of b, since a · b =
a · c, for all a ∈ Ai and c ∈ Aj.
(4) Y = 〈〈I,≤〉, {Ai}i∈I , { fij : i ≤ j}〉 is a direct system of algebras
such that Pł(Y) = A.
The statement of Theorem 6 displayed above relies on the as-
sumption that the algebraic language contains no constant symbols.
In presence of constants, we refer the reader directly to [39].
It is worth remarking that the construction of Plonka sums pre-
serves the validity of the regular identities, i.e. identities of the form
ϕ ≈ ψ such that Var(ϕ) = Var(ψ).
The following definition originates in [30], but see also [13, 43]
Definition 7. A set of formulas Σ is an antitheorem of a logic ` if
σ[Σ] ` ϕ for every substitution σ and formula ϕ.
Example 8. For any formula ϕ, the set {ϕ,¬ϕ} is an antitheorem of
Intuitionistic, Classical and both local and global modal logics. 
Remark 9. Observe that if ` has an antitheorem, then ` has an
antitheorem only in the variable x. 
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3. Logics of right variable inclusion
Logics of right variable inclusion, more often called containment log-
ics, see for e.g. [18, 34], are defined according to the following:
Definition 10. Let ` be a logic. `r is the logic defined as
Γ `r ϕ ⇐⇒
{
Γ ` ϕ and Var(ϕ) ⊆ Var(Γ) or
Σ(x) ⊆ Γ,
where Σ(x) is an antitheorem of `.
Example 11. The most famous example of right variable inclusion
logic is Bochvar logic [6]. This can also, equivalently, be defined by
the so-called weak Kleene tables2 (displayed below) with {1} as the
unique designated value.
∧ 0 1/2 1
0 0 1/2 0
1/2 1/2 1/2 1/2
1 0 1/2 1
∨ 0 1/2 1
0 0 1/2 1
1/2 1/2 1/2 1/2
1 1 1/2 1
¬
1 0
1/2 1/2
0 1
It is not difficult to check that the algebra WK = 〈{0, 1, 1/2},∧,∨,¬〉
is the Płonka sum of the two-element Boolean algebra and the trivial
(Boolean) algebra 1/2 (the index set is the two element semilattice).
The fact that the logic induced by the above algebra and the fil-
ter {1} is the right variable inclusion companion of (propositional)
classical logic has been stated in [49] (it is also a consequence of
Theorem 19). 
Example 12. The logic Kw4n, one among the four-valued regular log-
ics counted by Tomova (see [48, 35]), is another example of contain-
ment logic. In particular, as a consequence of our analysis (see Re-
mark 20), Kw4n is the containment companion of PWK. It is defined
as the logic induced by the matrix given by the algebra displayed in
the following table and the filter {1, b}.
2It is worthwhile noticing that the logic PWK is induced by the same algebra
with {1, 1/2} as filter (see [8] for details).
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∧ 0 b n 1
0 0 b n 0
b b b n b
n n n n n
1 0 b n 1
∨ 0 b n 1
0 0 b n 1
b b b n b
n n n n n
1 1 b n 1
¬
1 0
b b
n n
0 1

We generalize the definition of direct system of algebras (see Def-
inition 4) to logical matrices as follows
Definition 13. A r-direct system of matrices consists in
(i) A semilattice I = 〈I,∨〉.
(ii) A family of matrices {〈Ai, Fi〉 : i ∈ I} such that
I+ := {i ∈ I : Fi 6= ∅} is a sub-semilattice of I.
(iii) a homomorphism fij : Ai → Aj, for every i, j ∈ I such that
i ≤ j, satisfying also that:
• fii is the identity map, for every i ∈ I;
• if i ≤ j ≤ k, then fik = f jk ◦ fij;
• if Fj 6= ∅ then f−1ij [Fj] = Fi, for any i ≤ j.
Remark 14. The notion of direct system of matrices in the above def-
inition is essentially different, as highlighted by the nomenclature,
from the one introduced in [10]. The differences mainly concern
the interplay between homomorphisms of the system and matrices’
filters.
Given a r-directed system of matrices X, we define a new matrix
as
Pł(X) := 〈Pł(Ai)i∈I ,
⋃
i∈I
Fi〉.
We will refer to the matrix Pł(X) as the Płonka sum over the r-direct
system of matrices X. Given a class M of matrices, Pł(M) will denote
the class of all Płonka sums of r-directed systems of matrices in M.
Let h : Fm→ Pł(Ai) be a homomorphism from the formula alge-
bra into a generic Płonka sum of algebras. Then, for any formula
ϕ ∈ Fm, we set
ih(ϕ) :=
∨{i ∈ I : h(x) ∈ Ai, x ∈ Var(ϕ)}.
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In other words, ih(ϕ) indicates the index where the formula ϕ is
interpreted by the homomorphism h. Moreover, for any Γ ⊆ Fm,
we set ih(Γ) :=
∨{ih(x) : x ∈ Var(Γ)}.
Remark 15. Notice that the index ih(Γ) is defined provided that the
set Var(Γ) is finite. In order to assure the existence of ih(Γ), we
assume, throughout the whole paper, that the logic `r is finitary.
Moreover, observe that, for every homomorphism h : Fm → Pł(X)
from the formula algebra into a generic Płonka sum over a r-direct
system of matrices X, and every Γ ∪ {ϕ} ⊆ Fm, it is immediate to
check that Var(ϕ) ⊆ Var(Γ) implies ih(ϕ) ≤ ih(Γ).
A matrix of the form 〈A, A〉 is called trivial. A set of models of a
logic ` is said to be non trivial, if it does not contain trivial matrices.
We indicate by Mod+(`) the set of non trivial models of a logic `.
Moreover, we denote by 1 the one-element algebra.
Lemma 16. Let X be a r-direct system of non trivial models of a logic `.
Then Pł(X) is a model of `r.
Proof. Let X be a r-direct system of non trivial models of `. Assume
Γ `r ϕ. Since `r is finitary (see Remark 15), there exists a finite
subset ∆ ⊆ Γ, such that ∆ `r ϕ. We distinguish the following cases:
(a) Σ(x) ⊆ ∆, where Σ(x) is an antitheorem of `;
(b) ∆ ` ϕ with Var(ϕ) ⊆ Var(∆).
Suppose (a) is the case. Then Σ(x) ` ψ, for any ψ ∈ Fm. Let
〈Ai, Fi〉 ∈ X. Preliminarily, observe that, for any homomorphism
v : Fm → Ai, we have v[Σ(x)] 6⊆ Fi (as, otherwise we would have
v(ψ) ∈ Fi, for any formula ψ, implying that Fi = Ai, in contradiction
with the fact that 〈Ai, Fi〉 is non-trivial). From this fact, it easily
follows that, for any homomorphism h : Fm→ Pł(Ai), h[Σ(x)] 6⊆ F.
Therefore Σ(x) `Pł(X ϕ, hence also ∆ `Pł(X) ϕ.
Suppose (b) is the case, i.e. ∆ ` ϕ with Var(ϕ) ⊆ Var(∆). Let
h : Fm → Pł(Ai) be a homomorphism such that h[∆] ⊆ ⋃i∈I Fi.
Since ∆ is a finite set, then we can fix j := ih(∆) and, for any formula
δ ∈ ∆, we have h(δ) ∈ Fih(δ). This implies that each ih(δ) ∈ I+ and,
as I+ forms a sub-semilattice of I, we have that j ∈ I+. Now, define
g : Fm→ Aj as
g(x) := fih(x)j ◦ h(x),
for every x ∈ Var(∆). For any δ ∈ ∆, we have g(δ) = fih(δ)j ◦ h(δ),
hence g[∆] ⊆ Fj. From the fact that ∆ ` ϕ and 〈Aj, Fj〉 ∈ Mod(`),
it follows that g(ϕ) ∈ Fj. Setting k := ih(ϕ), by Remark 15, we
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have k ≤ j and this, together with the observation that Fj 6= ∅,
implies f−1kj [Fj] = Fk. Moreover, we claim that Fk 6= ∅. Suppose, by
contradiction, that Fk = ∅. Then, by definition of r-direct system of
matrices, we have that f−1kj [Fj] = ∅, that is: there exists no a ∈ Ak
such that fkj(a) ∈ Fj. On the other hand, since Var(ϕ) ⊆ Var(∆),
then g(ϕ) = fkj ◦ h(ϕ) ∈ Fj, a contradiction.
From the fact that g(ϕ) ∈ Fj together with f−1kj [Fj] = Fk, we con-
clude h(ϕ) ∈ Fk. This proves that h(ϕ) ∈ Fk ⊆ ⋃i∈I Fi. 
Remark 17. Observe that in Lemma 16, the assumption on the non-
triviality of models of the logic ` is crucial, as witnessed by the
following example. Let ` be a theoremless logic possessing an anti-
theorem Σ(x) (an example is the almost inconsistent logic). Set X =
〈A⊕ 1, A〉 to be the r-direct system of models of `, consisting of the
two algebras A and 1 with the unique homomorphism f : A → 1
(plus the identity homomorphisms). Then Σ(x) ` y, for an arbitrary
variable y, and therefore Σ(x) `r y. However, Pł(X) is not a model
of the latter inference (consider, for instance, an evaluation v : Fm→
Pł(A⊕ 1) such that v(x) = a ∈ A and v(y) = 1).
Observe that, if the logic ` does not possess an antitheorem, then
the following holds:
Corollary 18. Let X be a r-direct system of models of a logic ` possessing
no anti-theorem. Then Pł(X) is a model of `r.
Given a logic ` which is complete with respect to a class M of
matrices, we set M∅ := M∪ 〈A,∅〉, for any arbitrary A ∈ Alg(`).
Theorem 19. Let ` be a logic which is complete w.r.t. a class of non trivial
matrices M. Then `r is complete w.r.t. Pł(M∅).
Proof. We aim at showing that `r= `Pł(M∅).
(`r ≤ `Pł(M∅)). At first observe that, using the same argument
applied in Lemma 16, if Σ(x) is an antitheorem of `, then Pł(M∅)
is a model of the rule Σ(x) `r ϕ, for any ϕ ∈ Fm. Moreover, if the
matrix 〈A,∅〉 is a model of `, then the claim follows from Lemma
16.
We are left with treating the case where 〈A,∅〉 is not a model
of `. Consider a Płonka sum 〈A,⋃i∈I Fi〉 of matrices in M∅ and
suppose that Γ `r ϕ, with Var(ϕ) ⊆ Var(Γ). W.l.o.g. we can assume
Γ to be finite (since, in virtue of Remark 15, `r is finitary). Let
h : Fm → A a homomorphism such that h[Γ] ⊆ ⋃i∈I Fi. Suppose,
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in view of a contradiction, that h(ϕ) 6∈ ⋃i∈I Fi. Set ih(ϕ) = j and
ih(Γ) = k; since Var(ϕ) ⊆ Var(Γ) then j ≤ k, by Remark 15. We
define a homomorphism v : Fm→ Ak, as follows
v(x) := flk ◦ h(x),
where l = ih(x). Clearly, v[Γ] = fkk ◦ h[Γ] = h[Γ] ⊆ Fk and v(ϕ) =
f jk ◦ h(ϕ) ∈ Ak r Fk, since h(ϕ) ∈ Aj r Fj and Fj = f−1jk [Fk] (as we
know that Fk 6= ∅). Therefore, we have Γ 6` ϕ, which is a contradic-
tion.
(`Pł(M∅) ≤ `r). By contraposition, we prove that Γ 0r ϕ implies
Γ 0Pł(M∅) ϕ. To this end, assume Γ 0
r ϕ. At first, consider the case
where Var(ϕ) ⊆ Var(Γ). It follows that Γ 0 ϕ. Since M is a class of
matrices complete for `, then there exists a matrix 〈Ai, Fi〉 ∈ M and
a homomorphism h : Fm → Ai such that h[Γ] ⊆ Fi and h(ϕ) /∈ Fi.
Upon considering the r-direct system X = 〈〈Ai, Fi〉, {i}, id〉, h is a
homomorphism from Fm to Pł(X) such that h[Γ] ⊆ ⋃i∈I Fi and
h(ϕ) /∈ ⋃i∈I Fi, proving that Γ 0Pł(M∅) ϕ.
The only other case to consider is Var(ϕ) * Var(Γ). Preliminarily,
observe that the assumption Γ 0r ϕ implies that Γ contains no anti-
theorem Σ(x) for `. Therefore, since M is a class of models complete
with respect to `, there exist a matrix 〈B, G〉 ∈ M and a homomor-
phism v : Fm → B such that v[Γ] ⊆ G and v(ϕ) /∈ G. Consider
the r-direct system formed by the matrices 〈B, G〉 and 〈A,∅〉 for an
appropriate A ∈ Alg(`) (observe that the choice A = 1 is always ap-
propriate), indexed over the two element chain {1, 2} with f12 any
homomorphism from B to A (plus the identity homomorphisms f11
and f22). Denote by B⊕A∅ a Płonka sum over the r-direct system
just described.
For an arbitrary a ∈ A, we define the homomorphism g : Fm →
B⊕A∅ as follows
g(x) :=
{
v(x) if x ∈ Var(Γ),
a otherwise.
Clearly, g[Γ] = v[Γ] ⊆ G. On the other hand, since Var(ϕ) * Var(Γ),
there exists y ∈ Var(ϕ) such that y /∈ Var(Γ). Therefore g(y) = a
and, by the construction of B⊕A∅, we have g(ϕ) ∈ A and A∩G =
∅. This shows that Γ 0Pł(M∅) ϕ, as desired. 
Remark 20. As a consequence of Theorem 19, we have that Kw4n =`rPWK, i.e. the logic Kw4n, introduced in Example 12, is the right vari-
able inclusion companion of PWK. This follows by simply observing
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that PWK is complete with respect to the matrix 〈WK, {1, 1/2}〉 and
the matrix defining Kw4n is the Płonka sum of 〈WK, {1, 1/2}〉 (1/2 is
simply replaced by b) and the matrix 〈n,∅〉.
Theorem 19 provides a complete class of matrices for an arbitrary
logic of right variable inclusion. This class is obtained performing
Płonka sums over r-direct systems of models of ` together with the
matrices 〈A,∅〉 for any A ∈ Alg(`). Obviously, it is not generally
the case that the matrix 〈A,∅〉 is a model of a logic `. For this
reason, it is not always true that Płonka sums over a r-direct systems
of models of ` provide a complete matrix semantics for `r. In this
sense, the right variable inclusion companion of a logic is a logic
of “Płonka sums” (of matrices) in weaker sense compared to the
case of the left variable inclusion companion, fully described in [10].
Nonethenless, if 〈1,∅〉 ∈ Mod(`), the correspondence between `r
and Płonka sums is fully recovered. This is actually the case of every
theoremless logic, such as Strong Kleene Logic, `∧,∨CL .
Corollary 21. A containment logic `r is complete w.r.t. any of the follow-
ing classes of matrices:
Pł(Mod+(`) ∪ 〈A,∅〉), Pł(Mod∗+(`) ∪ 〈A,∅〉),
Pł(ModSu+ (`) ∪ 〈A,∅〉),
for A ∈ Alg(`).
Moreover, observing that if 〈1,∅〉 ∈ Mod(`) then 〈1,∅〉 ∈ Mod∗(`),
the following hold
Corollary 22. Let ` a logic such that 〈1,∅〉 ∈ Mod(`), then a finitary
logic `r is complete w.r.t. any of the following classes of matrices:
Pł(Mod+(`)), Pł(Mod∗+(`)), Pł(ModSu+ (`)).
In case ` does not possess anti-theorems, then the above corollar-
ies can be restated as follows
Corollary 23. Let ` a logic without antitheorems. Then `r is complete
w.r.t. any of the following classes of matrices:
Pł(Mod(`) ∪ 〈A,∅〉), Pł(Mod∗(`)〈A,∅〉), Pł(ModSu(` 〈A,∅〉),
for any A ∈ Alg(`).
Corollary 24. Let ` a logic without antitheorems such that 〈1,∅〉 ∈
Mod(`), then `r is complete w.r.t. any of the following classes of matrices:
Pł(Mod(`)), Pł(Mod∗(`)), Pł(ModSu(`)).
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4. Hilbert style calculi for right variable inclusion logics
with a r-partition function
Definition 25. A logic ` has a r-partition function if there is a formula
x ∗ y, in which the variables x and y really occur, such that
(i) x, y ` x ∗ y,
(ii) x ∗ y ` x,
and the term operation ∗ is a partition function in every A ∈ Alg(`).
Remark 26. By Lemma 3, the above Definition can be rephrased in
purely logical terms, by requiring that x, y ` x ∗ y, x ∗ y ` x and that
ϕ(ε,~z ) a` ϕ(δ,~z ) for every formula ϕ(v,~z ),
for every identity of the form ε ≈ δ in Definition 5. 
From now on, we will denote both the formula x ∗ y and the term
operation ∗ as r-partition functions with respect to a logic `.
Notice that the above definition is essentially different from the
definition of logic with a partition function introduced in [10]. How-
ever, in most cases (for instance, all substructural logics, classical
and modal logics) the very same formula plays both the role of a
r-partition function and of a partition function in the sense of [10].
Example 27. Logics with a partition function abound in the litera-
ture. Indeed, the term x ∗ y := x ∧ (x ∨ y) is a partition function for
every logic ` such that Alg(`) has a lattice reduct. Such examples
include all modal and substructural logics [21]. On the other hand,
the term x ∗ y := (y → y) → x plays the role of a partition function
for all the logics ` whose class Alg(`) possesses a Hilbert algebra
(see [16]) or a BCK algebra (see [26]) reduct.
Remark 28. It is easily checked that a logic ` has r-partition function
∗ if and only if `r has r-partition function ∗.
In the following, we extend Płonka representation theorem to r-
direct systems of logical matrices.
Theorem 29. Let ` be a logic with r-partition function ∗, and 〈A, F〉 be a
model of ` such that A ∈ Alg(`). Then Theorem 6 holds for A. Moreover,
by setting Fi := F ∩ Ai for every i ∈ I, the triple
X = 〈〈I,≤〉, {〈Ai, Fi〉}i∈I , { fij : i ≤ j}〉
is a r-direct system of matrices such that Pł(X) = 〈A, F〉.
Proof. Theorem 6 holds for A, by simply observing that ∗ is a parti-
tion function for A.
For the remaining part, it will be enough to show:
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(a) for every i, j ∈ I such that i ≤ j, if Fj 6= ∅ then f−1ij [Fj] = Fi;
(b) I+ is a sub-semilattice of I.
In order to prove (a), consider i, j ∈ I such that i ≤ j and let Fj be
non-empty. Assume, in view of a contradiction, that f−1ij [Fj] 6= Fi.
This implies that Fi * f−1ij [Fj] or that f
−1
ij [Fj] * Fi. In the first case,
let a ∈ Fi such that fij(a) = c ∈ Aj r Fj. As Fj 6= ∅, then there
exists an element b ∈ Fj. Since ∗ is a r-partition function for `, then
x, y ` x ∗ y holds. However, we have that a, b ∈ F while a ∗A b =
fij(a) ∗Aj b = c ∗Aj b = c /∈ F. A contradiction. In the second case,
let a ∈ Ai r Fi be such that fij(a) ∈ Fj. Fix fij(a) = c. Again, as ∗
is a r-partition function for ` it holds x ∗ y ` x. This, however, is in
contradiction with the fact that a ∗A c = fij(a) ∗Aj c = c ∗Aj c = c ∈ F
while a /∈ F. This proves (a).
In order to prove (b), consider i, j ∈ I+ and let k = i ∨ j, with
i, j, k ∈ I. As ∗ is a r-partition function for `, x, y ` x ∗ y. Since
i, j ∈ I+, then Fi and Fj are non-empty, therefore there exist two
elements a ∈ Fi, b ∈ Fj. We have a ∗A b = fik(a) ∗Ak f jk(b) ∈ Ak.
This, together with the fact that 〈A, F〉 ∈ Mod(`) implies a ∗ b ∈ Fk,
i.e. Fk 6= ∅. So k ∈ I+ and this proves (b). 
Given a logic ` with a r-partition function ∗ and a model 〈A, F〉
of ` such that A ∈ Alg(`), we call Płonka fibers of 〈A, F〉 the matrices
{〈Ai, Fi〉}i∈I given by the decomposition in Theorem 29. From now
on, when considering a model 〈A, F〉 of a logic ` with r-partition
function, we will assume that 〈A, F〉 = Pł(X), for a given direct
system X = 〈{〈Ai, Fi〉}i∈I , { fij : i ≤ j}, 〈I,≤〉〉, without explicitly
mentioning the r-direct system X.
Lemma 30. Let `r a logic with r-partition function ∗, and 〈A, F〉 ∈
Mod(`r), with A ∈ Alg(`r). Then, the Płonka fibers 〈Ai, Fi〉, such that
i ∈ I+, are models of `.
Proof. Let Γ ` ϕ and suppose, by contradiction, that there exist a
matrix 〈Aj, Fj〉, with j ∈ I+, and a homomorphism h : Fm → Aj
such that h[Γ] ⊆ Fj and h(ϕ) /∈ Fj. Preliminarily, observe that
Var(ϕ) * Var(Γ) and, moreover, if ` has an antitheorem Σ(x),
then Σ(x) * Γ, for otherwise Γ `r ϕ, which is in contradiction
with our assumption that 〈A, F〉 ∈ Mod(`r). Denote by X the (non-
empty) set of variables occurring in ϕ but not in Γ and, for γ ∈ Γ,
let Xγ := {γ ∗ x : x ∈ X} and Γ−γ := Γ r {γ}. Since ∗ is a r-
partition function for `r, we have γ ∗ x `r γ. Therefore γ ∗ x ` γ
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and Xγ ` γ, which implies Xγ, Γ−γ ` ϕ, for any γ ∈ Γ. Observe that
Var(ϕ) ⊆ Var(Xγ) ∪Var(Γ−), hence Xγ, Γ−γ `r ϕ.
Since h(γ), h(ϕ) ∈ Aj and x ∈ Var(ϕ), for every x ∈ X, we have
that h(γ ∗ x) = h(γ), whence h[Xγ] = h(γ). Now, for an arbitrary
a ∈ A, we define a homomorphism g : Fm→ A, as follows
g(x) :=
{
h(x) if x ∈ Var(Γ) ∪Var(ϕ)
a otherwise.
We have g[Xγ] = h[Xγ] = h(γ) ∈ Fj, g[Γ−γ ] = h[Γ−γ ] ∈ Fj and
g(ϕ) = h(ϕ) 6∈ Fj. A contradiction. 
In this section we show how to provide a sound and complete
Hilbert style calculus for a logic of right variable inclusion pos-
sessing a r-partition function. Interestingly enough, the calculi we
present do not present syntactic limitations on their rules.
Throughout this section, we implicitly assume that the logic `
possesses an antitheorem. Our analysis can be easily adapted to the
case where ` does not have antitheorems (see Remark 33).
In what follows, by a Hilbert-style calculus with finite rules, we un-
derstand a (possibly infinite) set of Hilbert-style rules, each of which
has finitely many premises.
Definition 31. Let H be a Hilbert-style calculus with finite rules,
which determines a logic ` with a r-partition function ∗ and an
antitheorem Σ(x). Let Hr be the Hilbert-style calculus given by the
following rules:
x ∗ ϕB ϕ (H0)
x, yB x ∗ y (H1)
x ∗ yB x (H2)
{γ1, . . . ,γn}r {γi},γi ∗ ϕB ϕ (H3)
Σ(x)B ϕ (H4)
χ(δ,~z )CB χ(ε,~z ) (H5)
for every
(i) Bϕ axiom in H
(ii) γ1, . . . ,γn B ϕ rule in H (and γi such that i ∈ {i, . . . , n});
(iii) ε ≈ δ equation in the definition of partition function, and
formula χ(v,~z ).
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Theorem 32. Let ` be a logic with a r-partition function ∗ and an an-
titheorem Σ(x). Let, moreover, H be a Hilbert style calculus with finite
rules. If H is complete for `, then Hr is complete for `r.
Proof. Let us denote with `Hr the logic defined byHr. We show that
`Hr=`r.
(≤). In order to verify the desired inequality, it is enough to
prove that every rule of Hr holds in `r. This is immediate for
(H0), (H1), (H2), (H4) and (H5), as, by Remark 28, ∗ is the r-
partition function for `r. By condition (ii) in Definition 25, it holds
γ1 ∗ ϕ ` γ1, hence (by monotonicity) γ1 ∗ ϕ,γ2, . . . ,γn ` γ1. More-
over, as H is complete for ` and γ1, . . . ,γn B ϕ is a rule in H, we
have that γ1, . . . ,γn ` ϕ and therefore, by transitivity, we obtain
γ1 ∗ ϕ,γ2, . . . ,γn ` ϕ. Since Var(ϕ) ⊆ Var(γ1 ∗ ϕ,γ2, . . . ,γn) we
conclude γ1 ∗ ϕ,γ2, . . . ,γn `r ϕ, and this proves that (H3) holds in
`r.
(>). For the desired inequality, it is enough to show that ModSu(`Hr
) ⊆ Mod(`r). So let 〈A, F〉 ∈ ModSu(`Hr). Then A ∈ Alg(`Hr)
and ∗ is a r-partition function for `Hr (thanks to conditions (H1),
(H2), (H5)). These facts, together with Theorem 29, implies that
〈A, F〉 ∼= Pł(X), where X = 〈{〈Ai, Fi〉}i∈I , { fij : i ≤ j}, 〈I,≤〉〉 is a
r-direct system of matrices.
In order to show that 〈Ai, Fi〉 ∈ Mod(`H), for each i ∈ I+ we
adapt the proof strategy of Lemma 30 to the calculus Hr as follows.
Suppose ΓB ϕ is a rule of H, and assume towards a contradiction
that for 〈Ai, Fi〉 (i ∈ I+) there exists h : Fm→ Ai such that h[Γ] ⊆ Fi,
while h(ϕ) ∈ Air Fi. We distinguish the cases where (a): Γ = ∅, (b):
Γ = {γ1, ...,γn}. In the case of (a) then by condition (H0), x ∗ ϕB ϕ
holds in Hr. So consider v : Fm → A defined as v(x) = a ∈ Fi
(w.l.o.g. we choose x /∈ Var(ϕ)) and v(y) = h(y), for every y ∈
Var(ϕ). As
v(x ∗ ϕ) = v(x) ∗ v(ϕ) = v(x) ∗ h(ϕ) = a ∈ Fi
and v(ϕ) = h(ϕ) ∈ Ai r Fi, we obtain that v falsifies a rule of Hr,
a contradiction.
The strategy for proving the remaining case (b) can be carried out
in a very similar way by using condition (H3).
Therefore, recalling that H is complete for ` we have proved that
〈Ai, Fi〉 ∈ Mod(`), for each i ∈ I+.
We claim that if X contains a trivial matrix 〈Aj, Fj〉, then A = 1.
To this end, suppose that for some j ∈ I, 〈Aj, Fj〉 is indeed a trivial
fiber of 〈A, F〉, i.e. Fj = Aj. As (H4) is a rule of Hr clearly for every
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i ∈ I we have Ai = Fi, i.e. each fiber is trivial. Indeed, if there
exists a non trivial fiber 〈Ak, Fk〉 and an element c ∈ Ak r Fk, then
the evaluation h : Fm → A defined as h(x) = a, h(y) = c (for an
arbitrary a ∈ Aj) is such that h[Σ(x)] ⊆ F while h(y) /∈ F, against
the fact that Σ(x) `Hr y. Moreover, the fact that each fiber is trivial,
together with
∼
ΩAF = id immediatly implies A = 1. This proves
our claim that, if 〈A, F〉 contains a trivial fiber, then A = 1.
So, in general, we have two cases: (1) A = 1, (2) X contains no
trivial fibers. If (1) then clearly 〈A, F〉 ∈ {〈1,∅〉, 〈1, {1}〉}. As `r is
a theoremless logic {〈1,∅〉, 〈1, 1} ⊆ Mod(`r).
If (2), then we can apply Lemma 16, so 〈A, F〉 = Pł(X) ∈ Mod(`r
). 
Remark 33. It is easy to check that, if the logic ` does not possess
anti-theorems, then a Hilbert-style calculus for `r can be defined by
simply dropping condition (H4) from Definition 31. The complete-
ness of `r with respect to such calculus can be proven by adapting
the strategy in the proof of Theorem 32.
Example 34. Consider the following Hilbert style calculus for clas-
sical logic:
(H1) Bϕ→ ϕ
(H2) Bϕ→ (ψ→ ϕ)
(H3) Bϕ→ (ψ→ χ)→ (ϕ→ ψ)→ (ϕ→ χ)
(H4) B(¬ϕ→ ¬ψ)→ (ψ→ ϕ)
(H5) ϕ, ϕ→ ψB ϕ
Theorem 32 allows to provide the following complete Hilbert
style calculus for Bochvar logic B3
(Hr1) x ∗ (ϕ→ ϕ)B ϕ→ ϕ
(Hr2) x ∗ (ϕ→ (ψ→ ϕ)B ϕ→ (ψ→ ϕ)
(Hr3) x ∗ (ϕ → (ψ → χ) → (ϕ → ψ) → (ϕ → χ))B ϕ → (ψ →
χ)→ (ϕ→ ψ)→ (ϕ→ χ)
(Hr4) x ∗ ((¬ϕ→ ¬ψ)→ (ψ→ ϕ))B (¬ϕ→ ¬ψ)→ (ψ→ ϕ)
(Hr5) ϕ ∗ ψ, ϕ→ ψB ψ
(Hr6) x,¬xB ϕ
(Hr7) χ(δ,~z ) CBχ(ε,~z ) for every formula χ(x,~z) and equation δ ≈
ε in Definition 5,
where ϕ ∗ ψ is an abbreviation for ϕ ∧ (ϕ ∨ ψ).
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5. Leibniz and Suszko reduced models of a containment
logic.
In this section we provide a description of both the Leibniz re-
duced models (see Theorem 35) and the Suszko reduced models
(see Theorem 40) of containment logics, possessing a r-partition
function.
5.1. Leibniz reduced models.
Theorem 35. Let `r a logic with a r-partition function ∗, 〈A, F〉 ∈
Mod(`r) with A 6= 1 and A ∈ Alg(`r). TFAE:
(i) 〈A, F〉 ∈ Mod∗(`r);
(ii) I+ = {i} and, either A = Ai or A = Ai ⊕ 1, with 〈Ai, Fi〉 ∈
Mod∗(`).
Proof. (i) ⇒ (ii). Let 〈A, F〉 ∈ Mod∗(`r). Since Alg∗(`r) ⊆ Alg(`r),
then, by applying Theorem 29, the matrix 〈A, F〉 is a Płonka sum
over a r-direct system X of matrices.
We first prove I+ = {i}. Suppose, in view of a contradiction,
that I+ 6= {i}. Clearly I+ 6= ∅; differently, 〈A, F〉 is a Płonka sum
of matrices with empty filters, any of which can not be Leibniz
reduced as we have assumed that A 6= 1.
We can consider, w.l.o.g. two elements i, j ∈ I+ such that i ≤ j
(this is justified by the fact that I+ is a semilattice). Since Fi 6= ∅, let
a ∈ Fi and fij(a) = b ∈ Fj. We claim that 〈a, b〉 ∈ ΩAF.
In order to show this, we use the characterisation provided in Lemma
1. Let ϕ(v,~z ) be an arbitrary unary polynomial function and as-
sume ϕA(a,~c ) ∈ F, with ~c ∈ As, for some s ∈ I. Clearly, ϕA(a,~c ) ∈
Fk, where k = i ∨ s. Observe that j, k ∈ I+, hence also k ∨ j = p ∈ I+
(as I+ is a sub-semilattice of I). In particular:
ϕA(b,~c ) = (1)
ϕA( fij(a),~c ) = (2)
ϕAp( f jp( fij(a)), fsp(~c )) = (3)
ϕAp( fkp( fik(a)), fkp( fsk(~c ))) = (4)
fkp(ϕAk( fik(a), fsk(~c )) = (5)
fkp(ϕA(a,~c )) ∈ Fp. (6)
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In particular, (4) holds as s ∨ j = p; (5) by observing that fip =
f jp ◦ fij = fkp ◦ fik and s ≤ k ≤ p; (6) since ϕA(a,~c ) ∈ Fk implies that
fkp(ϕA(a,~c)) ∈ Fp.
Similarly, assume ϕ(b,~c ) ∈ F, that is ϕ(b,~c ) ∈ Fp. Suppose, to-
wards a contradiction that ϕ(a,~c ) /∈ F, which means ϕA(a,~c ) =
ϕAk( fik(a), fsk(~c )) /∈ Fk, whence fkp(ϕAk( fik(a), fsk(~c ))) /∈ Fp. How-
ever,
fkp(ϕAk( fik(a), fsk(~c ))) =
ϕAp( fkp( fik(a)), fkp( fsk(~c ))) =
ϕAp( f jp( fij(a)), fkp( fsk(~c ))) =
ϕAp( f jp(b), fsp(~c )) =
ϕA(b,~c ) ∈ Fp.
This is a contradiction, so ϕ(a,~c) ∈ Fk ⊆ F. This established our
claim that 〈a, b〉 ∈ ΩAF. Therefore a = b, which implies that i = j,
i.e. I+ does not possess two different comparable elements. Then
I+ is a singleton.
We now prove A ∈ {Ai, Ai ⊕ 1}. Consider I− := I r I+ and
suppose there exists j ∈ I− such that Aj 6= 1. At first observe it
must be i < j. Otherwise, it is easy to show that for a ∈ Aj and
b = f jq(a) ∈ Aq with q = i ∨ j, 〈a, b〉 ∈ ΩAF. To this end, consider a
unary polynomial function ϕ(x,~z), and assume that ϕA(a,~c) ∈ F =
Fi. Observe that from this and I+ = {i}, it follows that j ≤ i and
also that~c ∈ Ak with i = j∨ k, as otherwise ϕA(a,~c) ∈ Ap (for some
p 6= j) and Fp = ∅. Now we have ϕA(a,~c) = ϕAi( f ji(a), fki(~c)) =
ϕA(b,~c). That is ϕA(a,~c) ∈ F if and only if ϕA(b,~c) ∈ F. This shows
that: if j ∈ I−, then i < j.
We claim that | I− |≤ 1. To this end, suppose by contradiction,
that there exist j, k ∈ I−. By the above argument, i < j, k. Since
I+ = {i}, this implies that for every q ∈ I, with q 6= i, q ∈ I−. Let
a ∈ Aj and b ∈ Ak and let, moreover, ϕ(x,~z) be a unary polynomial
function and consider the elements ~c ∈ As (for some s ∈ I). Clearly
ϕA(a,~c) ∈ Aj∨s and ϕA(b,~c) ∈ Ak∨s. As i < s ∨ p, s ∨ k, we have
Fj∨s = Fk∨s = ∅, therefore 〈a, b〉 ∈ ΩAF. Therefore, a = b, which
implies that j = k. A contradiction. This proves our claim.
Moreover, observe that, if I− = {j}, i.e. I− is a singleton, then
Aj = 1 (a proof of this fact is analogous to the above claim, namely
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if Aj contains two distinct elements a, b, then 〈a, b〉 ∈ ΩAF). This is
enough to show that either A = Ai or A = Ai ⊕ 1.
It only remains to show 〈Ai, Fi〉 ∈ Mod∗(`). At first, observe that,
by Lemma 30, 〈Ai, Fi〉 ∈ Mod(`).
There are two cases: either A = Ai or A = Ai ⊕ 1. In the
former, 〈Ai, Fi〉 = 〈A, F〉 ∈ Mod∗(`), hence there is nothing to
prove. In the latter, if A = Ai ⊕ 1, this means that for a, b ∈ Ai,
with a 6= b, the exist a unary polynomial function ϕ(x,~z) such
that it holds ϕA(a,~c) ∈ F if and only if ϕA(b,~c) /∈ F, for some
~c ∈ A. Observe that ~c ∈ Ai is the only interesting choice, for oth-
erwise ϕ(a,~c), ϕ(b,~c) ∈ 1, i.e. ϕ(a,~c), ϕ(b,~c) /∈ F. Then, ϕA(a,~c) =
ϕAi(a,~c) ∈ Fi and ϕA(b,~c) = ϕAi(b,~c) /∈ Fi. This shows that ΩAFi =
Id, hence 〈Ai, Fi〉 ∈ Mod∗(`).
(ii) ⇒ (i). Let Pł(X) = 〈A, F〉 satisfying (ii). By Lemma 16,
〈A, F〉 ∈ Mod(`). Moreover, since 〈Ai, Fi〉 ∈ Mod∗(`), for any
pair of elements a, b ∈ Ai, there exists a unary polynomial func-
tion ϕ(x,~z) such that, for some ~c ∈ Ai,
ϕA(a,~c) ∈ Fi if and only if ϕA(b,~c) /∈ Fi.
In order to prove (i), we just need to show that 〈d, 1〉 /∈ ΩAF, for
an arbitrary d ∈ Ai. To this end, let e ∈ Fi. Clearly e ∗A d = e ∈ F,
while e ∗A 1 = 1 /∈ F. That is, the function ∗ is a unary polynomial
function witnessing that 〈d, 1〉 /∈ ΩAF. This concludes our proof.

Example 36. Theorem 35 allows to provide a full description of the
Leibniz reduced models of Bochvar logic B3. They may assume the
two possible structures outlined in the following drawing (where A
is a Boolean algebra, with the singleton of the top element as filter
and dotted lines represent Płonka homomorphisms)
1
•
A
•
•
A
•
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
5.2. Suszko reduced models. We recall a result that will be used in
the description of the Suszko reduced models of `r.
Lemma 37. [20, Prop. 2.24] Let 〈A, F〉, 〈B, G〉 be two matrices and let
h : A → B a homomorphism from the algebra A into the algebra B such
that F = h−1[G]. If G is a `-filter on B then F is a `-filter on A.
In what follows, given a logic ` and an algebra A ∈ Alg(`), we
say that, if 〈A, G〉 ∈ ModSu(`) then G is a Suszko filter over A .
Lemma 38. Let `r be a logic with a r-partition function ∗. If 〈A, F〉 ∈
ModSu(`r) then | I+ |≤ 1.
Proof. Assume that 〈A, F〉 ∈ ModSu(`r), so by Thereom 29 〈A, F〉 ∼=
Pł(X). Suppose, by contradiction, that there exists i, j ∈ I+ with
i 6= j. Let k = i ∨ j. Since I+ is a semilattice, then k ∈ I+. Let a ∈ Fi
and b = fik(a) ∈ Fk, we claim that 〈a, b〉 ∈ ∼ΩAF, giving raise to a
contradiction.
To show the claim, suppose, again by contradiction, that 〈a, b〉 6∈∼
ΩAF. Then, there exists a `r-filter G ⊇ F, a unary polynomial
function ϕ(x,~v) and elements ~c ∈ A such that, it holds
ϕ(a,~c) ∈ G ⇐⇒ ϕ(b,~c) /∈ G.
Observe that a ∈ Gi, b ∈ Gk (as G ⊇ F). Suppose that ϕ(a,~c) ∈
G. W.l.o.g. consider ~c ∈ Aq, hence ϕ(a,~c) ∈ Gs, with s = i ∨ q.
On the other hand, ϕ(b,~c) ∈ Ap with p = k ∨ q. Clearly, as i ≤
k, we have s ≤ p and so p = s ∨ k. This, together with the fact
that s, k ∈ I+ implies that p ∈ I+ (as, otherwise, we would have
ϕ(a,~c), b ∈ G, while ϕ(a,~c) ∗ b /∈ G, against the fact that G is a `r
filter). In particular, we obtain fsp(ϕ(a,~c)) ∈ Gp. Now, recalling that
fip = fsp ◦ fis = fks ◦ fik we have
fsp(ϕ(a,~c)) =
fsp(ϕ( fis(a), fqs(~c))) =
ϕ( fsp( fis(a)), fsp( fqs(~c))) =
ϕ( fkp( fik(a)), fqp(~c)) =
ϕ( fkp(b), fqp(~c)) =
ϕ(b,~c) ∈ Gp,
a contradiction. 
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Lemma 39. Let `r be a logic possessing a r-partition function ∗ and A ∼=
Pł(Ai)i∈I ∈ Alg(`r). If Gi 6= Ai is a non-empty `-filter, then
〈A, ⋃
k≤i
( f−1ki (Gi))〉 ∈ Mod(`r),
Proof. At first observe that, by Lemma 37, 〈Ak, f−1ki (Gi)〉 ∈ Mod(`),
for each k ≤ i. In general, there are two possibilities, (1) ` does not
have an antitheorem, (2) Σ(x) is an antitheorem of `.
Since A ∼= Pł(Ai), by construction it is immediate to check that
〈A,⋃k≤i f−1ki (Gi)〉 is isomorphic to a Płonka sum over a r-direct sys-
tem of matrices and so, by Corollary 23 〈A,⋃k≤i f−1ki (Gi)〉 ∈ Mod(`r
).
If (2) we need to verify that for each k ≤ i f−1ki (Gi) 6= Ak. Sup-
pose the contrary towards a contradiction. Consider an arbitrary
homomorphism h : Fm→ Ak. Clearly h(Σ(x)) ∈ Ak = f−1ki (Gi) and
so fki(h(Σ(x))) ∈ Gi. This entails fki ◦ h is an evaluation that maps
Σ(x) into a subset of Gi. Consider now d ∈ Ai r Gi and an evalu-
ation v : Fm → Ai such that v(x) = fki ◦ h(x) and v(y) = d for all
the variables y 6= x. Clearly we have v(Σ(x)) ∈ Gi and v(y) /∈ Gi
against the assumption that 〈Ai, Gi〉 is a model of `. This, by same
argument used in case (1), proves that 〈A,⋃k≤i f−1ki (Gi))〉 is a `r
model. 
Theorem 40. Let `r be a logic with a r-partition function ∗ and 〈A, F〉 ∈
Mod(`r) such that A ∈ Alg(`r), 〈Ai, Fi〉 ∈ ModSu(`) for every i ∈ I+.
Assume, moreover, that, for each j ∈ I, Aj ∈ Alg(`) and there exists a
Suszko filter Gj over Aj such that Fi ⊆ f−1ij (Gj).TFAE:
(i) 〈A, F〉 ∈ ModSu(`r);
(ii) (a) I+ = ∅ or
(b) I+ = {i} is the bottom of I.
Proof. (i)⇒(ii). By Lemma 38, we have that | I+ |≤ 1, that is, either
I+ = ∅, namely F = ∅, or I+ = {i}, i.e. F = Fi. In order to
prove (ii) we only need to show that if I+ = {i} then i is the bottom
element of I. We reason by absurdum, so assume that i is not the
bottom element of I, i.e. there exists j ∈ I such that i  j.
Let a ∈ Aj and s = i ∨ j; consider an element b = f js(a) ∈ As. We
know Fj = ∅ so, by Definition 13, b /∈ Fs. Moreover, as 〈A, F〉 ∈
ModSu(`r) there exists a `r-filter G ⊇ F and a unary polynomial
function ϕ(v,~z) such that for ~c ∈ Ak, it holds
ϕ(a,~c) ∈ G ⇐⇒ ϕ(b,~c) /∈ G.
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W.l.o.g. assume ϕ(a,~c) ∈ Gq ⊆ Aq (with q = j ∨ k). Now, as
Gi 6= ∅ and Gq 6= ∅, by Theorem 29, we have Gp 6= ∅ (with p =
s ∨ k). Observe also that this implies fqp(ϕ(a,~c)) ∈ Gp. Moreover,
by applying the same strategy used in the proof of Lemma 38
fqp(ϕ(a,~c)) = ϕ(b,~c) ∈ Gp
which is a contradiction. The same argument can be applied to the
case ϕ(b,~c) ∈ G. This proves (ii).
(ii)⇒(i). We have to show that each of the conditions (a) and (b)
implies (i).
(a)⇒(i). Assume the Płonka decomposition of 〈A, F〉 is such that
I+ = ∅. Consider a, b ∈ A, with a 6= b. We aim at showing 〈a, b〉 /∈∼
ΩAF. Consider first the case when a ∈ Ai, b ∈ Aj for arbitrary
i 6= j. We assume w.l.o.g. that if i, j are comparable then i < j. Now,
as Ai ∈ Alg(`) consider a non-empty `filter Gi 6= Ai. By Lemma
39, 〈A,⋃k≤i( f−1ki (Gi))〉 is a model of `r. In particular, as F = ∅,⋃
k≤i f−1ki (Gi)) is a `r-filter extending F.
Now fix c ∈ Gi. We have that c ∗ a = c ∈ ⋃k≤i f−1ki (Gi)), while
c ∗ b /∈ ⋃k≤i f−1ki (Gi)), proving 〈a, b〉 /∈ ΩA ⋃k≤i f−1ki (Gi)), i.e. 〈a, b〉 /∈∼
ΩAF. This proves 〈A, F〉 ∈ ModSu(`r), as desired.
The only case left is a, b ∈ Ai. As Ai ∈ Alg(`) there exists
〈Ai, Gi〉 ∈ Mod(`) such that 〈a, b〉 /∈ ΩAi Gi i.e. there exist ~c ∈
Ai and a unary polynomial function ϕ(v,~z) satisfying ϕ(a,~c) ∈
Gi if and only if ϕ(b,~c) /∈ Gi. Observe this implies Gi 6= Ai,
for otherwise ΩAi Gi = Ai × Ai and, by Lemma 39, this entails
〈A,⋃k≤i f−1ki (Gi)〉 ∈ Mod(`r). So, we obtain ϕ(a,~c) ∈ ⋃k≤i f−1ki (Gi)
if and only if ϕ(b,~c) /∈ ⋃k≤i f−1ki (Gi), proving 〈a, b〉 /∈ ∼ΩAF.
(b)⇒(i). Assume that I+ = {i} is the bottom of I and consider
arbitrary a, b ∈ A. Again, we aim at showing 〈a, b〉 /∈ ∼ΩAF. The
case a, b ∈ Ai is immediate, as F = Fi and ∼ΩAi Fi = id, for 〈Ai, Fi〉 ∈
ModSu(`). So let a ∈ Aj, b ∈ Ak assuming w.l.o.g. that if j, k are
comparable then j < k. The argument of Lemma 39, together with
the fact that there exists a Suszko filter Gj such that Fi ⊆ f−1ij (Gj)
for each j > i, imply that 〈A,⋃s≤j f−1sj (Gj)〉 is a model of `r and
F ⊆ ⋃s≤j f−1sj (Gj). Moreover, as Gj 6= ∅, we can fix c ∈ Gj. Clearly
c ∗ a ∈ ⋃s≤j f−1sj (Gj) and c ∗ b /∈ ⋃s≤j f−1sj (Gj), so 〈a, b〉 /∈ ∼ΩAF, as
desired.
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The only case left is a, b ∈ Aj. Again consider 〈Aj, Gj〉 ∈ ModSu(`
) such that Fi ⊆ f−1ij (Gj) and let Hj ⊇ Gj be the `-filter on Aj
such that 〈a, b〉 /∈ ΩAj Hj. This is to say that there exist a unary
polynomial function ϕ(v,~z) and ~c ∈ Aj such that ϕ(a,~c) ∈ Hj if
and only if ϕ(b,~c) /∈ Hj. As Hj ⊇ Gj and Fi ⊆ f−1ij (Gj) we have
Fi ⊆ f−1ij (Hj). This, as before, implies 〈A,
⋃
k≤j f−1kj (Hj)〉 is a model
of `r and therefore we obtain ϕ(a,~c) ∈ ⋃k≤j f−1kj (Hj) if and only if
ϕ(b,~c) /∈ ⋃k≤j f−1kj (Hj). This proves 〈a, b〉 /∈ ∼ΩAF and it concludes
the proof. 
5.3. Truth equational logics. If the logic ` is truth equational, the
characterisation of the Suszko reduced models can be significantly
simplified. The reason relies on the fact that if a logic is truth-
equational, then the Leibniz operator and the Suszko operators be-
haves is a suitable way, as witnessed by the following
Theorem 41 ([20],Theorem 6.106). A logic ` is truth-equational if and
only if the Suszko operator is injective over the set of its filters, for any
algebra.
Lemma 42. Let ` be a truth equational logic with a r-partition function
∗. Consider 〈A, F〉 ∈ Mod(`r) with Ai ∈ Alg(`) for each i ∈ I. If k ≤ j
and 〈Aj, Gj〉, 〈Ak, Gk〉 ∈ ModSu(`) then Gk ∩ f−1kj (Gj) = Gk.
Proof. Let 〈A, F〉 ∈ Mod(`r) as in the statement. Consider k ≤ j
and let 〈Aj, Gj〉, 〈Ak, Gk〉 ∈ ModSu(`). Preliminary observe that ` is
truth-equational, therefore Gj, Gk 6= ∅. By Lemma 37, f−1kj (Gj) is a
`-filter on Ak with f−1kj (Gj) 6= ∅.
Consider now Gk ∩ f−1kj (Gj), which is again a non-empty `-filter
on Ak. Clearly Gk ∩ f−1kj (Gj) ⊆ Gk so, as the Suszko operator is
monotone (see [20, Lemma 5.37]),
∼
ΩAk Gk ∩ f−1kj (Gj) ⊆
∼
ΩAk Gk = id,
which entails
∼
ΩAk Gk ∩ f−1kj (Gj) = id. By Theorem 41, the Suszko
operator in injective and this, together with
∼
ΩAk Gk ∩ f−1kj (Gj) =∼
ΩAk Gk, implies Gk ∩ f−1kj (Gj) = Gk. 
The next Theorem is a refinement of Theorem 40 that charac-
terises the Suszko reduced models of `r when ` is a truth-equational
logic.
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Theorem 43. Let ` be a truth equational logic with a r-partition function
∗. Consider 〈A, F〉 ∈ Mod(`r) such that Aj ∈ Alg(`) for each j ∈ I,
〈Ai, Fi〉 ∈ ModSu(`) for every i ∈ I+.TFAE:
(i) 〈A, F〉 ∈ ModSu(`r);
(ii) (a) I+ = ∅,
(b) I+ = {i} is the bottom of I.
Proof. (i)⇒(ii). This direction follows from Theorem 40(it is enough
to verify that the additional assumption in Theorem 40 is not used
in the proof of this direction).
(ii)⇒(i).We need to show that both (a) and (b) implies (i).
(a)⇒(i). This implication can be proved using the very same ar-
gument of Theorem 40.
(b)⇒(i). Let I+ = {i} be the bottom of I and consider a, b ∈
A. The case a, b ∈ Ai is immediate, as 〈a, b〉 /∈ ∼ΩAFi. If a ∈
Aj, b ∈ Ak (if j and k are comparable assume j ≤ k) we can con-
sider 〈Aj, Gj〉 ∈ ModSu(`) and, by applying Lemma 39 and Lemma
42, we obtain that 〈A,⋃s≤j f−1sj (Gj)〉 is a model of `r and that Fi =
F ⊆ ⋃s≤j f−1sj (Gj). If j 6= k then, as before, we can fix c ∈ Gj and
observe that c ∗ a ∈ ⋃s≤j f−1sj (Gj) while c ∗ b /∈ ⋃s≤j f−1sj (Gj). If j = k,
then, from the fact that 〈Aj, Gj〉 ∈ ModSu(`), we deduce that there
exists a `-filter Hj ⊇ Gj such that 〈a, b〉 /∈ ΩAj Hj. This is equivalent
to the fact that ϕ(a,~c) ∈ Hj if and only if ϕ(b,~c) /∈ Hj, for a unary
polynomial function ϕ(v,~z) and ~c ∈ Aj. Clearly Hj ⊇ Gj implies⋃
s≤j f−1sj (Hj) ⊇
⋃
s≤j f−1sj (Gj), so by Lemma 39,
⋃
s≤j f−1sj (Hj) is a `r-
filter extending
⋃
s≤j f−1sj (Gj). As
⋃
s≤j f−1sj (Hj) ∩ Aj = Hj we have
that ϕ(a,~c) ∈ ⋃s≤j f−1sj (Hj) if and only if ϕ(b,~c) /∈ ⋃s≤j f−1sj (Hj).
This proves that in all the considered cases 〈a, b〉 /∈ ∼ΩAF, i.e.
〈A, F〉 ∈ ModSu(`r). 
Corollary 44. Let `r be a logic with r-partition function. Then Mod∗(`r
) ( ModSu(`r).
Example 45. The following is an example of Suszko reduced model
(which is not Leibniz reduced) of Bochvar logic B3 (Ai, AjAk, As are
Boolean algebras, circles indicate filters and dotted lines represent
Płonka homomorphisms).
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•
As
•
•
Ak
•
•
Aj
•
•
Ai
•
5.4. Classification in the Leibniz hierarchy. In this subsection, we
turn our attention to a fundamental topic in abstract algebraic logic,
that is the so-called Leibniz hierarchy. Intuitively, the hierarchy pro-
vides a taxonomy, where logics are classified and every elements in
it witnesses how deep is the link between a logic and its algebraic
counterpart (for a detailed discussion, see [20, 33]). We will see that
containment logics occupy very low levels in the Leibniz hierarchy,
showing that their relation with the respective algebraic counterpart
is quite weak.
We review here only the material which is necessary for the pur-
pose of the present subsection.
A logic ` is protoalgebraic if there is a set of formulas ∆(x, y) such
that
∅ ` ∆(x, x) and x,∆(x, y) ` y.
Remarkably, if a logic ` is protoalgebraic, then Mod∗(`) = ModSu(`
) (see [20, Corollary 6.3]).
A logic ` is truth-equational if there is a set of equations τ (x) such
that for all 〈A, F〉 ∈ Mod∗(`),
a ∈ F ⇐⇒ A  τ (a), for all a ∈ A.
In this case, τ (x) is a set of defining equations for `.
A well-known result concerning truth-equationality is the the fol-
lowing:
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Lemma 46. [20, Corollary 6.92] If a logic is truth-equational logic, then
it has theorems.
Theorem 47. Let ` be a logic. Then
(i) `r is not protoalgebraic;
(ii) `r is not truth-equational.
Proof. (i) follows directly from Corollary 44 (a different proof is ob-
tained by observing that `r is theoremless, hence disproves condi-
tion `r ∆(x, x)).
(ii) `r does not have theorems and this, together with Lemma 46,
entails that is not truth equational. 
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