ABSTRACT This paper presents a 9-D memristor-coupled system with three ideal memristors and investigates its initial effects on synchronization using dimensionality reduction analysis method. The 9-D memristor-coupled system is yielded from two identical 4-D ideal memristor-based hyper-jerk systems via coupling an ideal memristor, from which the initials-dependent synchronization with parallel offset for larger coupling strength is numerically exhibited. To explore the initial effects on synchronization, an equivalent 6-D dimensionality reduction model is built using state variable mapping (SVM) method, from which the implicit initials of the 9-D memristor-coupled system are transformed into the explicitly initials-related system parameters of such a 6-D dimensionality reduction model. Thus, the inherent initial mismatches between the two coupled identical 4-D subsystems are explicitly expressed as the initials-related parameter mismatches between the two coupled non-identical 3-D dimensionality reduction subsystems. The initials-related boundedness of the error system between the two non-identical 3-D dimensionality reduction subsystems is derived by Lyapunov analysis method, upon which the initial effects on synchronization with parallel offset are expounded quantitatively. Furthermore, the initials-dependent synchronization is well confirmed by the numerical simulations, which demonstrates that the initials do have great influence on synchronization dynamics of the coupled memristive system.
of information transmission among the coupled neurons [13] . And various memristor-coupled systems were studied, such as memristor-coupled Hindmarsh-Rose neurons [14] , memristor-coupled Hopfield neural network [15] , and so on. Synchronization, as one of the basic nonlinear phenomena, has received extensive attention in mathematics, physics, engineering or life science [16] . In these memristor-coupled systems, various synchronization researches have attracted important attention, and different influencing factors on synchronization were proposed. For examples, in [17] , the effect of coupling strength on synchronization transition was investigated. In [18] , the influence of coupling intensity and induction coefficient on phase synchronization was discussed. In [19] , the effect of electromagnetic parameters on synchronization was studied. In [20] , the effect of coupling memristor parameter on synchronization was given. In [21] [22] [23] , VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ the robust analysis approach to asymptotic finite-time synchronization and interval matrix method of global exponential synchronization were proposed for investigations of the delayed memristive neural networks. However, the dynamical effects of the initials on synchronization in the memristorcoupled systems were rarely concerned in the published literatures [24] [25] [26] . The direct cause is that the initials cannot be explicitly expressed in their state equations. Interestingly enough, this problem can be solved by simplifying the mathematical models using proper state variables or applying reasonable approximation and simplification [27] , [28] . Besides, from physical view, initial difference for memory variable such as magnetic flux means the difference in field energy for the nonlinear circuits involved with memristor because magentic flux links to magnetic field which can release and save magnetic field energy.
To solve the aforesaid problem, flux-charge analysis method [29] [30] [31] [32] for the memristive dynamical circuits and state variable mapping (SVM) method [33] , [34] for the general memristive dynamical system were proposed to achieve the equivalent dimensionality reduction models. The main advantage of dimensionality reduction is that the system can go from high-dimensional to low-dimensional. Another signature is that the implicit initials in the original system can be changed into the explicitly initials-related system parameters appearing in the dimensionality reduction model, and the initials-dependent dynamics can be controlled by changing the initials-related system parameters [30] , upon which the mechanism explanation for the initials-dependent dynamics can be realized. Based on these analytic strategies, it is possible to analyze the initial effects on synchronization for the desired memristor-coupled system. Moreover, dimensionality reduction modeling can effectively reduce computational overheads and simplify quantitative analysis, which is of theoretical significance and engineering application value.
In [26] , the initial effects on synchronization for the memristor-coupled neural circuits were investigated by the flux-charge analysis method. However, for a memristorcoupled dynamical system, applicability and effectivity of the SVM method still needs comprehensive investigations and the initials-dependent synchronization is insistent to be clarified quantitatively. Enlightened by the above ideas, a 9-D memristor-coupled system with three ideal memristors is yielded using an ideal memristor [35] to couple two identical 4-D ideal memristor-based hyper-jerk systems [33] . Because of the inherent initial mismatches between the two coupled identical 4-D subsystems, the initialsdependent synchronization with parallel offset for larger coupling strength is discovered in such a 9-D memristorcoupled system. To explore the initial effects on synchronization, an equivalent 6-D dimensionality reduction model is built using the SVM method, which allows the implicit initials of the 9-D memristor-coupled system to be transformed into the explicitly initials-related system parameters of the 6-D dimensionality reduction model. As a result, the inherent initial mismatches between the two coupled identical 4-D subsystems are formulated as the initials-related parameter mismatches between the two coupled non-identical 3-D dimensionality reduction subsystems. In the meanwhile, the initials-related boundedness of the error system between the two non-identical 3-D dimensionality reduction subsystems is derived theoretically by Lyapunov analysis method, upon which the initial effects on synchronization with parallel offset are thereby quantitatively explored.
The rest of this paper is arranged as follows. In Section II, a 9-D memristor-coupled system is presented and the initialsdependent synchronization with parallel offset for larger coupling strength is numerically revealed. In Section III, an equivalent 6-D dimensionality reduction model is presented using the SVM method, upon which the initialsrelated boundedness of the error system between the two non-identical 3-D dimensionality reduction subsystems is derived theoretically by Lyapunov analysis method, and the initial effects on synchronization are numerically verified. The conclusion is drawn in Section IV.
II. MEMRISTOR-COUPLED SYSTEM AND INITIALS-DEPENDENT SYNCHRONIZATION WITH PARALLEL OFFSET A. DESCRIPTIONS OF MEMRISTOR-COUPLED SYSTEM
Jerk dynamical system [36] , [37] has the form x = J (ẍ,ẋ, x), which can be implemented by compact electrical circuit structures with the relatively few circuit components. In contrast, a dynamical system with time derivatives higher than the third is called hyper-jerk system [38] . In [33] , a 4-D ideal memristor-based hyper-jerk system was reported as
where the memductance was chosen as a linear function W (x 1 ) = x 1 −1 [33] . Due to the existence of line equilibrium, the initials-dependent dynamics can be emerged in system (1) .
The coupled approach to construct a new memristorcoupled system reported in [14] can be sketched in Fig. 1 , where two identical memristive chaotic systems (CS) and an extra ideal memristor are considered. With this coupled approach in Fig. 1 , a 9-D memristor-coupled system can be FIGURE 1. Memristor-coupled chaotic model. yielded from two identical memristive systems given in (1) via coupling an ideal memristor defined in [35] , which is expressed as
where k is the memristor coupling strength, W (y 1 ) = y 1 − 1, and W (v) = v − 1. Note that for facilitating the analysis, similar to HP memristor with linear memristance, three memristors with same linear memductance are considered in this paper, which are different from the memristors shown in [21] [22] [23] . Therefore, three ideal memristors with same constitutive relationships are employed in system (2), which are rarely reported in general coupled system. To focus on the exploration of the initials-dependent synchronization, the first subsystem described by first four equations in (2) is named as master system, and the second subsystem described by fifth to eighth equations in (2) is called as slave system. Settingẋ 1 =ẋ 2 =ẋ 3 =ẋ 4 =ẏ 1 ==y 2 =ẏ 3 =ẏ 4 =v = 0, we can verify that the three ideal memristors in system (2) cause the system to possess the following equilibrium
where µ, η, γ are any uncertain constants. Thus, the equilibrium S 0 corresponds to a solid sphere constructed by three coordinate axes of x 1 , y 1 , and v, i.e., any point located in the solid sphere is an equilibrium, indicating the existence of infinitely many equilibria in system (2) . Therefore, the presented 9-D memristor-coupled system has space equilibrium, different from the line equilibrium (infinitely many equilibria located in a line) or plane equilibrium (infinitely many equilibria located in a plane) appeared in some memristive circuits and systems with one [31] , [32] or two memristors [39] , [40] . According to the Jacobian matrix at the space equilibrium S 0 , the characteristic polynomial equation for system (2) is given by
It shows that the space equilibrium S 0 has three zero eigenvalues and six nonzero eigenvalues, leading to the emergence of complex and sensitive initials-dependent dynamics [31] [32] [33] . Taking x 2 (0) = 10 −6 , x 3 (0) = x 4 (0) = y 1 (0) = y 2 (0) = y 3 (0) = y 4 (0) = v(0) = 0 and k = 2 as an illustration, the initials-dependent dynamics can be revealed by bifurcation diagram and finite-time Lyapunov exponents, as given in Fig. 2 . Note that the red solid line represents the first Lyapunov exponent; the black dash line, green dash line, magenta dash line, and blue dash line represent the fifth to eighth Lyapunov exponents, respectively; moreover, the second to forth Lyapunov exponents all basically equal to zero; and the ninth smaller Lyapunov exponent is not presented in Fig. 2(b) . Judging by Fig. 2 , under the varied memristor initial x 1 (0), the bifurcation route of system (2) is analogous to that reported in [33] .
B. INITIALS-DEPENDENT SYNCHRONIZATION WITH PARALLEL OFFSET
Complete synchronization occurs when the two coupled systems asymptotically exhibit identical dynamical behaviors, i.e., ||x i (t) − y i (t)|| → 0 as t → ∞. It is well-known that the coupling strength has great influence on synchronization in two coupled systems [20] , but in this work, we only pay close attention to the initial effects on synchronization. For this purpose, an appropriate coupling strength needs to be determined firstly. As shown in Fig. 2 , system (2) displays the bounded chaotic behavior and periodic behavior. Observe that the master system and slave system do not reach complete synchronization, but there is a constant offset in the synchronization motion. In other words, for large coupling strength k, after a brief period of desynchronization, the two coupled subsystems synchronize with the parallel offset (||x 1 − y 1 || → const = 0), which is analogous to that reported in [26] . In general, two identical coupled systems can achieve complete synchronization at larger coupling strength [41] . However, from Fig. 3 , we can see that the synchronization error tends to a constant, but not zero. One may find that only the initials are not identical in these two identical coupled systems. Therefore, is it the difference in initials that causes this particular synchronization phenomenon? Hence, in the following work, we focus on the initial effects on synchronization and a larger coupling strength k = 18 is considered. For sake of the initial effect analysis, the synchronization between master system and slave system can be studied when the initial x 1 (0) is taken as a alterable parameter and other initials are kept unchanged as x 2 (0) = 10 −6 , x 3 (0)
When x 1 (0) = 0.1 is determined, the attractor types on the x 1 − x 2 phase plane (red) for the master system and y 1 − y 2 phase plane (blue) for the slave system are plotted in Fig. 4(a) , indicating the master system and slave system with the same chaotic behaviors. The time-domain waveforms of two state variables x 1 (red) and y 1 (blue) are shown in Fig. 4(b) , representing the two systems aperiodic and synchronous. And the phase portrait on the x 1 -y 1 plane (red) is displayed in Fig. 4(c) , from which it can be seen that the master system and slave system emerge chaotic synchronization with a parallel offset away from the black diagonal (x 1 (t) = y 1 (t)).
Similarly, when x 1 (0) = 0.3 is considered, the same analytic strategies are shown in Figs. 4(d) ∼ 4(f) . In this case, the master system and slave system generate the same period-1 limit cycle. Moreover, the same periodic phenomenon occurs, i.e., the master system and slave system can ultimately achieve periodic synchronization with a parallel offset as well.
Noteworthily, compared with Fig. 4(c) , Fig. 4(f) shows the parallel offset with a larger value, which demonstrates that the initials can lead to the generation of chaotic and periodic synchronizations with different parallel offsets between two coupled identical subsystems but can also affect the value of the parallel offset.
III. DIMENSIONALITY REDUCTION ANALYSIS FOR DETECTING INITIAL EFFECTS ON SYNCHRONIZATION A. DIMENSIONALITY REDUCTION MODELING
By the SVM method [33] , integrating the nine equations of (2) from 0 to τ , one gets
where
By the first, fifth, and ninth equations of (2), we have then the integral terms in (4) can be expressed as
Hence, system (4) can be rewritten as
The first, fifth and ninth equations of (7) are independent of the other six equations. Thus, an equivalent 6-D dimensionality reduction model is given by
Note that the implicit initials x i (0), y i (0), v(0) of the 9-D memristor-coupled system described by (2) are mapped as the explicitly initials-related system parameters δ i , η i , v 0 appearing in the 6-D dimensionality reduction model described by (8) , leading to the fact that two identical coupled subsystems in (2) are transformed into two non-identical coupled subsystems in (8) . What needs illustration is that, under the situation X i (0) = Y i (0) = V (0) = 0, system (8) exhibits the completely same dynamical behaviors as the presented system (2) [33] . It follows that the aforementioned 6-D dimensionality reduction model (8) can be utilized for quantitatively analyzing the initial effects on synchronization with parallel offset in system (2) by changing the initials-related system parameters δ i , η i and v 0 . Note that the first subsystem composed of the first three equations in (8) is named as dimensionality reduction master system, and the second subsystem VOLUME 7, 2019 constructed by the forth to sixth equations in (8) is called as dimensionality reduction slave system. Similar to [33] , there are correspondences between the state variables of systems (2) and (8) such that
Based on the relations in (9), the dynamical behaviors in (8) can be transformed back into those in (2).
B. BASIC THEORY OF UNIFORM BOUNDEDNESS AND ULTIMATE BOUNDEDNESS
Consider a general nonlinear dynamical systeṁ
where h: R + × D → R n is continuous, and D ⊂ R n is a domain that contains the origin. To show the uniform boundedness and ultimate boundedness of system (10), we use the following definitions and theorem [42] . independent of t 0 ≥ 0, and for every c 1 ∈ (0, c 3 ), there is h 2 = h 2 (c 1 ) > 0, independent of t 0 , such that
• uniformly ultimately bounded with ultimate bound c 2 if there exist positive constants c 2 and c 3 , independent of t 0 ≥ 0, and for every c 1 ∈ (0, c 3 ), there is T = T (c 1 , c 2 ) ≥ 0, independent of t 0 , such that
The uniform boundedness and ultimate boundedness of system (10) is shown in the following theorem. Theorem 1 [42, Theorem 4.18, p. 172 ]: Let V: R + ×D → R be a continuously differentiable function such that
in which h 11 and h 12 are the class K functions and W 3 (x) is a continuous positive definite function. Take r > 0 such that B r = {x ∈ R n | x ≤ r } ⊂ D and suppose that
Thus, there exist a class KL function h 2 and for every initial
12 (h 11 (r)), there is T ≥ 0 such that the solution of system (10) satisfies
Therefore, the solution of system (10) is uniformly bounded for all t ≥ t 0 and uniformly ultimately bounded with the ultimate bound h −1 11 (h 12 (η)).
C. QUANTITATIVE ANALYSIS FOR INITIAL EFFECTS ON SYNCHRONIZATION WITH PARALLEL OFFSET
According to the relation given in (9) , denote
, and e = [e 1 , e 2 , e 3 ] T . The error system can be described as
Taking
the error system (14) is rewritten bẏ
Different from the method given in [24] , Lyapunov analysis method [42] is used to draw the boundedness for the error system (14) . Starting by constructing a positive definite Lyapunov function, we assume δ 1 + η 1 < 2 and k(1 -v 0 +δ 3 −η 3 ) > −0.25 to guarantee matrix A is Hurwitz. Thus, for any given positive definite symmetric matrix Q, there exists a positive definite symmetric matrix P that satisfies the Lyapunov equation PA + A T P = −Q. Here, we take V(t, e) = e T Pe as a Lyapunov function candidate for the error system (17) and obtain The derivative of V(t, e) along the trajectories of the system (17) satisfieṡ 
where p jl (j, l = 1, 2, 3) represents the j row and l column of positive definite symmetric matrix P. Define
Then, (20) can be expressed as
Towards that end, we rewrite the foregoing equality (19) aṡ
where θ 1 , θ 2 > 0. Thus, for arbitrary (23) which show that inequality (11b) is satisfied with η = M 3 /θ 2 . And from inequalities (18), we see that h 11 and h 12 can be taken as h 11 (r) = λ min (P)r 2 and h 12 (r) = λ max (P)r 2 , respectively. Thus, by Theorem 1, the ultimate bound is given by
Therefore, the memristor-coupled system realizes synchronization with the parallel offset c 2 , i.e., ||x i (t) − y i (t)|| → c 2 = 0 as t → ∞.
Because λ max (P), λ min (P), and M 3 depend on the initialsrelated parameters δ 1 ∼ δ 4 , η 1 ∼ η 4 , v 0 and coupling strength k, with the fixed coupling strength k, the offset value c 2 only depends on the initials-related parameters δ 1 ∼ δ 4 , η 1 ∼ η 4 , and v 0 . Thus, without considering the effect of coupling strength, the initial effects on synchronization with parallel offset between the master system and slave system of system (2) can be well explored by varying the initials-related system parameters.
D. ILLUSTRATIONS FOR SYNCHRONIZATION WITH PARALLEL OFFSET
For intuitively manifesting the synchronization phenomenon exhibited in system (2), the numerical simulations of synchronization between the dimensionality reduction master system and slave system are shown in Fig. 5 . Referring to the initials and coupling strength in Fig. 4 , the initialsrelated system parameters δ i , η i , v 0 and coupling strength k are assigned as the same values as those given in Fig. 4 , the attractor types, time-domain waveforms, and mean synchronization error are shown in Fig. 5 , where the mean synchronization error in Figs. 5(c) and 5(f) is defined by |e| = e 2 1 + e 2 2 + e 2 3 . Obviously, the synchronization behaviors displayed in Fig. 5 are consistent with those shown in Fig. 4 . And from Figs. 5(c) and 5(f), we can intuitively verify the parallel offset. As a result, the initials-related parameters-dependent synchronization featured by Fig. 5 verifies the initial effects on synchronization in the proposed 9-D memristor-coupled system.
IV. CONCLUSION
In this paper, a 9-D memristor-coupled system with three ideal memristors was proposed and its initial effects on synchronization were investigated using dimensionality reduction analysis method. By using an ideal memristor to couple two identical 4-D ideal memristor-based hyper-jerk systems, the 9-D memristor-coupled system was obtained. Because of the inherent initial mismatches between the two coupled identical 4-D subsystems, the coupled master system and slave system could not reach complete synchronization, but could achieve the synchronization motion with parallel offset for larger coupling strength. Meanwhile, the initial effects on synchronization with parallel offset were numerically verified, indicating that the initials not only lead to the generation of chaotic and periodic synchronizations with different parallel offsets between two coupled identical 4-D subsystems but also affect the value of the parallel offset. To quantitatively explore the initial effects on synchronization, an equivalent 6-D dimensionality reduction model was constructed using SVM method. As a consequence, the implicit initials of the 9-D memristor-coupled system were explicitly formulated as nine standalone initials-related system parameters appearing in the 6-D dimensionality reduction model. In this way, the inherent initial mismatches between the two coupled identical 4-D subsystems are formulated as the initials-related parameter mismatches between the two coupled non-identical 3-D dimensionality reduction subsystems. Meanwhile, the initial effects on synchronization with parallel offset were quantitatively explored by deriving the initials-related boundedness of the error system in 6-D dimensionality reduction model and further numerically verified. Furthermore, it should be addressed that three memristors with same linear memductance are considered in our paper, which make the system become simple for effectively facilitating the theoretical analysis. Of course, it is very important to discuss the similar case of the memristor-coupled system when the memristors with nonlinear memductances are employed, which is the subject of our future study. Computer Engineering, University of Calgary, Calgary, AB, Canada. He has authored three academic monographs and more than 160 journal papers, including two hot papers, 13 highly cited papers, and The IET Premium Awards 2018. His research interests include bifurcation and chaos, analysis and simulation in neuromorphic circuits, power electronic circuits, and nonlinear circuits and systems.
