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Abstract
With the incorporation of new data gathering methods in clinical research, it becomes fundamental for
survival analysis techniques to deal with high-dimensional or/and non-standard covariates. In this paper we
introduce a general non-parametric independence test between right-censored survival times and covariates
taking values on a general (not necessarily Euclidean) space X . We show that our test statistic has a dual
interpretation, first in terms of the supremum of a potentially infinite collection of weight-indexed log-rank
tests, with weight functions belonging to a reproducing kernel Hilbert space (RKHS) of functions; and
second, as the norm of the difference of embeddings of certain finite measures into the RKHS, similar to
the Hilbert-Schmidt Independence Criterion (HSIC) test-statistic. We study the asymptotic properties of
the test, finding sufficient conditions to ensure that our test is omnibus. The test statistic can be computed
straightforwardly, and the rejection threshold is obtained via an asymptotically consistent Wild-Bootstrap
procedure. We perform extensive simulations demonstrating that our testing procedure generally performs
better than competing approaches in detecting complex nonlinear dependence.
1 Introduction
Right-censored data appears in survival analysis and reliability theory, where the time-to-event variable one
is interested in modelling may not be observed fully, but only in terms of a lower bound. This is a common
occurrence in clinical trials when patients decide to withdraw from a study before their event of interest occurs,
with event typically corresponding to death or recovery from a disease. An important task when dealing with
such data is to test for independence between time-to-event (henceforth, survival time) Z and covariates X
measured for each individual. In a clinical trial setting, we may wish to test if survival times differ across
treatments, e.g. chemotherapy vs radiation, ages of the patients, gender, or any other measured variables.
The main difficulty in testing independence in the right-censored data framework is that we do not have access
to the samples {(Zi, Xi)}ni=1 from a joint distribution of survival times Z and covariates X, but instead observe
{(Ti,∆i, Xi)}ni=1, where Ti = min{Zi, Ci}, Ci denotes a censoring time and ∆i = 1{Ti=Zi}. The challenge arises
since Ti can clearly depend on the covariates even under the null hypothesis, since it is a function of both Zi and
Ci, and the censoring Ci is not restricted to be independent of the covariates (for example, patients’ withdrawal
times from a study can be associated to their gender even if gender is independent of the survival time).
Our approach is built on a particular dependence model between survival times Z and covariates X, which
we introduce in Section 2. The model is expressed in terms of the conditional cumulative hazard function as
ΛZ|X(t) =
∫ t
0
eθω(s,X)dΛZ(s), (1)
where dΛZ(s) = (1− FZ(s))−1dFZ(s) denotes the marginal cumulative hazard function. Under this model, for
any fixed non-zero function ω : R+×X → R, testing the null hypothesis H0 : Z ⊥ X is equivalent to testing the
hypothesis H0 : θ = 0, which can be done by computing the associated score/log-rank test-statistic. We propose
to generalise this model to a non-parametric setting by considering a family of functions ω in a reproducing
kernel Hilbert space, and setting as test-statistic the supremum over the resulting (potentially infinite) collection
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of score/log-rank test-statistics. Through the use of an RKHS as our function class for ω, we are able to take
advantage of the rich literature on kernels for different domains, and to model dependence on a great many
types of covariates, including strings [40], graphs [41], images [5], groups and semigroups [16], and rankings
[24, 27].
By using properties of the reproducing kernel Hilbert spaces, we demonstrate that our proposed test-statistic
can be evaluated exactly in a straightforward computation. In addition, we show it can be viewed as an estimator
of the Hilbert space distance between embeddings of two positive measures, representing respectively dependence
and independence, into an RKHS. In this regard the approach is similar to the well established literature on
nonparametric testing using distribution embeddings to an RKHS in the uncensored case, notably the Hilbert-
Schmidt Independence Criterion [21, 34, 7, 32, 29]; these measures also include the distance covariance [14, 37],
given an appropriate choice of kernel [35].
The equality in our dependence measure fully characterizes independence between survival times and co-
variates, under mild assumptions on the censoring variable, as required to exclude cases where the dependence
is impossible to detect by any method (being present only in regions where all observations are completely
censored). In Section 3, we use counting process and martingale methods to establish consistency and the
asymptotic null distribution of our test-statistic, as well as its limiting behaviour under the alternative hypoth-
esis. In Section 5, we derive a test procedure based on a Wild-Bootstrap approximation of the null distribution,
which asymptotically attains the correct Type I error and consistent power against alternatives. Finally, in
Section 6, we illustrate the performance of our test under various dependence and censoring regimes, including
complex cases: for instance, where both the hazard and censoring functions have a periodic dependence on the
covariate.
While there exist approaches to testing independence between right-censored survival times and covariates
in specific settings, there exist very few general non-parametric tests that accommodate covariates X taking
values on a general space X . Moreover, most tests impose strong parametric assumptions on the nature of the
dependence between the covariates and survival times.
For the two-sample problem, which can be interpreted as an independence test between survival times Z and
a binary covariate X ∈ {0, 1}, the classical log-rank test is arguably the most popular approach [28, 31], and is
the most powerful test against local proportional hazards alternatives. Weighted log-rank tests were introduced
as a generalisation of the classical log-rank test to account for alternatives different to the proportional hazards
model [39, 19, 23, 4]. Since only a single weight function can be chosen at a time, weighted log-rank tests only
change the parametric family in which they are guaranteed to be most powerful, but they do not lead to a
test-statistic that is robust against any alternative.
Instead of choosing a specific semi/parametric family, one might think to combine multiple log-rank tests into
a single test-statistic. This idea has been previously addressed in the two-sample framework. In [26, 38, 17], the
authors consider the maximum among a finite collection of log-rank tests as test-statistic, while in [25, 13], the
previous approach is extended to the supremum over an infinite collection of weight-indexed log-rank tests, with
weights belonging to a general space of functions. The approach of [25] is in practice challenging to implement,
which limits its use by practitioners. By contrast, the method of [13] employs an RKHS function class, and is
straightforward to use. We describe the relation to our work in Section 4.1.
It is of interest to consider whether log-rank approaches for binary covariates might be generalised to the case
of continuous covariates. One approach would be to categorise the data to form strata. Stratified or k-sample
log-rank tests, [39, 3, 2], were introduced for the setting of k > 2 groups, that is, when X ∈ {0, 1, . . . k− 1} and
k > 2. This stratification can be problematic for high dimensional continuous covariates, however, since the
number of strata can quickly become large, with few observations in each stratum.
A much more widely used approach for testing dependence on multivariate continuous covariates in Rd is the
Cox-score test [8]. This assumes a specific parametric model of the conditional cumulative hazard function, e.g.
ΛZ|X(t) = eβ
ᵀXΛZ(t) and derives a score test-statistic to test the null hypothesis; H0 : β = 0. The Cox-score
test is shown to be asymptotically equivalent to our test for a particular choice of kernel: see Section 4.2. Much
like weighted log-rank tests, however, the Cox-score test has arbitrarily small power for alternatives outside the
parametric family considered.
Semi-parametric approaches have been developed in this framework, which permit more general forms for
the conditional cumulative hazard functions. In [20] splines were used to model hazard functions, where the
effect of different covariates on the hazard rate was assumed to be additive, and the hazard was assumed to
separate into a function of time and a function of the covariates. In [42] the authors used a linear model for the
effect of covariates on the hazard rate, but allowed certain coefficients to be time dependent by modelling them
as functions in a Sobolev space. In both cases, testing procedures were carried out by obtaining asymptotic
distributions for the coefficients.
Apart from [13], there are two further instances where RKHS methods have been used in testing for right-
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censored data. The goodness-of-fit setting was covered in [11, 12]. Finally, in [33], a quite different approach
was proposed for independence testing, where the censored dataset was first transformed into an uncensored
dataset using optimal transport, and a standard RKHS-based independence test was applied on this transformed
dataset. As a practical matter, this approach does not perform as well as the present method in examples where
the dependence is only present in a lower-dimensional subspace of the covariates. We give further details in our
experiments (Section 6).
1.1 Notation
Let (Zi, Ci, Xi), with i ∈ [n], be a collection of random variables taking values on R+ × R+ × X , where Z
denotes a survival time of interest, C is a censoring time and X is a vector of covariates taking values on X . We
consider we do not observe (Zi, Ci, Xi) directly, instead we observe triples (Ti,∆i, Xi), where Ti = min{Zi, Ci},
∆i = 1{Ti=Zi} and Xi is the associated covariate. This censoring mechanism is called right-censoring.
We denote by FT , FZ , FC and FX , the marginal distribution functions associated to T , Z, C and X,
respectively. We use standard notation to denote joint and conditional distributions, e.g. FZC|X=x denotes the
joint distribution of Z and C conditional on X = x. We denote by ST (t) = 1 − FT (t), SZ(t) = 1 − FZ(t) and
SC(t) = 1− FC(t) the marginal survival functions associated to T , Z and C, respectively, and by ST |X=x(t) =
1 − FT |X=x(t), SZ|X=x(t) = 1 − FZ|X=x(t) and SC|X=x(t) = 1 − FC|X=x(t) the respective survival functions
conditioned on X = x. In this work, we assume that Z|X = x and C|X = x are continuous random variables
for almost all x ∈ X with densities denoted by dFZ|X=x(t) and dFC|X=x(t) respectively, also we assume that
Z and C are proper random variables, meaning that P(Z < ∞|X = x) = 1 and P(C < ∞|X = x) = 1
for almost all x ∈ X . The marginal cumulative hazard function related to the failure time Z is defined as
ΛZ(t) =
∫ t
0
SZ(s)
−1dFZ(s). Similarly, the conditional cumulative hazard associated to Z given X = x is defined
as ΛZ|X=x(t) =
∫ t
0
SZ|X=x(s)−1dFZ|X=x(s). We define τn = max{T1, . . . , Tn}, τx = sup{t : ST |X=x(t) > 0} and
τ = sup {t : ST (t) > 0}, notice that τn a.s.→ τ . Lastly, we assume non-informative censoring, meaning that Z is
independent of C given X (Z ⊥ C|X).
In this work we use standard Survival Analysis/counting processes notation. For i ∈ [n], we define the
individual counting process Ni(t) = ∆i1{Ti≤t} and the pooled counting process N(t) =
∑n
i=1Ni(t). Similarly,
we define the individual and pooled risk functions by Yi(t) = 1{Ti≥t} and Y (t) =
∑n
i=1 Yi(t), respectively.
We assume all our random variables take values on a common filtrated probability space (Ω,F , (Ft)t≥0,P),
where the sigma-algebra Ft is generated by the sets
σ(
{
1{Ti≤s,∆i=0},1{Ti≤s,∆i=1}, Xi : s ≤ t, i ∈ [n]
}
) ∪N ,
where N denotes the P-null sets of F . Under the null hypothesis, for i ∈ [n], we define the individual and pooled
Ft-martingales Mi(t) = Ni(t) −
∫
(0,t]
Yi(s)dΛZ(s) and M(t) = N(t) −
∫
(0,t]
Y (s)dΛZ(s), respectively. Finally,
we denote by dΛˆ(t) = dN(t)/Y (t) the Nelson Aalen estimator of dΛZ(t) under the null hypothesis. For more
information about counting processes martingales, we refer the reader to Fleming and Harrington [15, Chapters
1 and 2].
Finally, in this work
∫ b
a
means integration over (a, b] unless b = τ in which we integrate over (a, τ). Due to the
simple nature of the martingales that appear in this work (they arise from counting processes) checking properties
as integrability or squared-integrability of these processes is standard and thus we state these properties without
giving a formal proof. Also notice that N(t) = N(τn) and M(t) = M(τn) for any t > τn, hence
∫
R+
g(t)dN(t) =∫ τ
0
g(t)dN(t) =
∫ τn
0
g(t)dN(t), and the same holds for M .
Remark. While for simplicity of exposition and notation we assume X = Rd, our results also apply straightfor-
wardly to general covariate spaces X .
2 Construction of the test
We are interested on testing if the failure times Z are independent of the covariates X, i.e. Z ⊥ X. Specifically,
we would like to test the null hypothesis
H0 : FZX = FZFX ,
against the general alternative
H1 : FZX 6= FZFX .
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2.1 Score test
We start by defining a parametric model of dependence between survival times Z and covariates X in terms of
the cumulative hazard function, that is, we define
ΛZ|X=x(t; θ, ω) =
∫ t
0
eθω(s,x)dΛZ(s) θ ∈ Θ, (2)
where ω : R+ × X → R is some fixed non-zero function, dΛZ(s) = S−1Z (s)dFZ(s) is the marginal (baseline)
hazard function associated to the failure time Z, and Θ is an open subset of R containing θ = 0. Under the
assumption our data is generated by this model for some fixed function ω, testing the null hypothesis H0 : Z ⊥ X
is equivalent to testing H0 : θ = 0, which can be done by using a score test.
A score test is a hypothesis test used to check whether a restriction imposed on a model estimated by
maximum likelihood is violated by the data. The score test assesses the gradient of the log-likelihood function,
known as score function, evaluated at some parameter θ under the null hypothesis. Intuitively, if 0 is close to
the maximiser of the log-likelihood function, the score, evaluated at θ = 0, should not differ from zero by more
than sampling error.
The likelihood function associated to the right-censored data (Ti,∆i, Xi)
n
i=1 can be computed as follows.
Given Xi, the contribution to the likelihood of an uncensored observation (Ti,∆i), that is, for ∆i = 1, is
dFZ|Xi(Ti) = dΛZ|Xi(Ti)SZ|Xi(Ti). In the case (Ti,∆i) is censored, ∆i = 0, the contribution corresponds to
SZ|Xi(Ti). The latter follows from the fact that when Ti is censored, the only information we know about Zi
is that is greater than Ti. Then, given the covariates (Xi)
n
i=1, the likelihood function for the data (Ti,∆i)
n
i=1
under the model in equation (2) corresponds to
Ln(θ;ω) =
n∏
i=1
dΛZ|Xi(Ti)
∆iSZ|Xi(Ti)
=
n∏
i=1
eθ∆iω(Ti,Xi)dΛZ(Ti)
∆i exp
{
−
∫ Ti
0
eθω(s,Xi)dΛZ(s)
}
,
where the second equality follows by noticing that SZ|X(t) = exp
{
− ∫ t
0
dΛZ|X(s)
}
.
The score function is then defined as
Un(θ;ω) =
d
dθ
logLn(θ;ω) =
n∑
i=1
(
∆iω(Ti, Xi)−
∫ Ti
0
ω(t,Xi)e
θω(t,Xi)dΛZ(t)
)
,
and an un-normalised score test-statistic for testing the null hypothesis H0 : θ = 0 is obtained by evaluating
the score function Un(θ, ω) at θ = 0, that is,
Un(0;ω) =
n∑
i=1
(
∆iω(Ti, Xi)−
∫ Ti
0
ω(t,Xi)dΛZ(t)
)
=
n∑
i=1
(∫
R+
ω(t,Xi)dNi(t)−
∫
R+
ω(t,Xi)Yi(t)dΛZ(t)
)
. (3)
The previous statistic can be normalised by using the variance/covariance matrix of Un(θ;ω), written as
Σ(θ;ω) = E(− ∂2∂θ2 logLn(θ;ω)). Then, the normalised score test-statistic associated to the null hypothesis
H0 : θ = 0 corresponds to
Sn(0;ω) = Un(0;ω)
ᵀΣ(0;ω)−1Un(0;ω), (4)
which, by the Neyman-Pearson lemma [30], is the most powerful test for small deviations from the null under
the model defined in equation (2).
In general the marginal hazard function dΛZ(s) is unknown, thus Un(0;ω) can not be evaluated. However,
under the null hypothesis H0 : θ = 0, dΛZ(s) can be estimated from the data using the Nelson-Aalen estimator
dΛ̂Z(t) = dN(t)/Y (t) [1], obtaining the expression
Ûn(0;ω) =
n∑
i=1
∫
R+
ω(t,Xi)dNi(t)−
∫
R+
n∑
j=1
ω(t,Xj)Yj(t)
dN(t)
Y (t)
=
n∑
i=1
∫
R+
(ω(t,Xi)− ω¯n(t))dNi(t), (5)
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where ω¯n(t) =
∑n
j=1 ω(t,Xj)
Yj(t)
Y (t) .
2.2 Log-rank formulation
The un-normalised score test-statistic Ûn(0;ω) can be written as a discrepancy between two empirical measures
with respect the weight function ω : R+ × X → R. In the survival analysis terminology, this is known as
weighted log-rank test, and is defined as
LRn(ω) =
1
n
Ûn(0;ω) =
1
n
n∑
i=1
∫
R+
(ω(t,Xi)− ω¯n(t))dNi(t) (6)
=
∫
R+
∫
x∈X
ω(t, x) (dνn1 (t, x)− dνn0 (t, x)) ,
where νn1 and ν
n
0 are empirical measures defined as
dνn1 (t, x) =
1
n
n∑
i=1
dNi(t)δXi(x) =
1
n
n∑
i=1
∆iδTi,Xi(t, x) (7)
and
dνn0 (t, x) =
dN(t)
n
n∑
i=1
Yi(t)
Y (t)
δXi(x) =
1
n
n∑
j=1
∆jδTj (t)
n∑
i=1
Yi(t)
Y (t)
δXi(x). (8)
The previous empirical measures νn1 and ν
n
0 play a fundamental role in the construction of our test-statistic.
In particular, we may understand ν1 as a “joint” empirical measure representing dependence and ν0 as the
product of two “marginal” empirical measures, representing independence. Indeed, in the next section, we
prove that under some mild regularity conditions, the population versions of νn1 and ν
n
0 (ν1 and ν0, respectively)
characterise independence, that is, ν1 = ν0 if and only if FZX = FZFX .
While we find this interpretation useful for understanding the construction of our test-statistic, as it will
be based on the difference between embeddings of these measures in a suitable space of functions, we stress
that both νn1 and ν
n
0 are actually joint empirical measures on R+ ×X . While νn0 resembles a product measure,
as it can be written as the product of two sums, it fails to be one as it uses time-dependent weights on the
covariates. Given a fixed time t, νn0 gives equal weights of size Yi(t)/Y (t) ≥ 1/n to all the covariates associated
to individuals/patients that are still at risk at time t, i.e., individuals such that Yi(t) = 1{Ti≥t} = 1, while
giving 0 weights to the covariates of individuals that have already died or have been censored.
2.2.1 Measuring dependence
In this section we show how the log-rank statistic LRn(ω) measures dependence between survival times Z and
covariates X. To do this, we obtain expressions for the limit population measures ν1 and ν0 associated to ν
n
1
and νn0 , respectively.
Lemma 2.1. Let dν1(t, x) = SC|X=x(t)dFZX(t, x) and dν0(t, x) = ST |X=x(t)dα(t)dFX(x), where, for any
measurable I ⊆ (0, τ),
α(I) =
∫
I
∫
X
SC|X=x(t)
ST (t)
dFZX(t, x).
Consider t ≤ τ , a measurable set A ⊆ X , and let ω : R+ ×X → R be a bounded measurable function, then∫ t
0
∫
A
ω(s, x)dνn1 (s, x)
P→
∫ t
0
∫
A
ω(s, x)dν1(t, x) (9)
and ∫ t
0
∫
A
ω(s, x)dνn0 (s, x)
P→
∫ t
0
∫
A
ω(s, x)dν0(s, x). (10)
From the previous Lemma, we obtain the following limit result for the log-rank statistic LRn(ω) under, both,
null and alternative hypothesis
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Theorem 2.2. Let ω : R+ ×X → R be a bounded measurable function, then
LRn(ω)
P→
∫
X
∫ τ
0
ω(s, x)(dν1(s, x)− dν0(s, x))
=
∫
X
∫ τ
0
ω(t, x)SC|X=x(t)
(
dFZ|X=x(t)− SZ|X=x(t)dα(t)
)
dFX(x).
In particular, for the null hypothesis, we deduce that LRn(ω)
P→ 0. To see this, notice that, under the null
hypothesis H0 : Z ⊥ X,
dα(t) =
∫
X
SC|X=x(t)
ST (t)
dFX(x)dFZ(t) =
dFZ(t)
SZ(t)
= dΛZ(t),
for all t < τ . Thus
LRn(ω)
P→
∫
X
∫ τ
0
ω(t, x)SC|X=x(t)
(
dFZ(t)− SZ(t)dFZ(t)
SZ(t)
)
dFX(x) = 0.
Another interesting case is when there is no censoring, i.e., SC|X=x(t) = 1 for all t < τ and almost all x ∈ X ,
for which, the log-rank statistic converges to
LRn(ω)
P→
∫
X
∫ τ
0
ω(t, x)
(
dFZ,X(t, x)−
SZ|X=x(t)
SZ(t)
dFZ(t)dFX(x)
)
,
and τ = sup {t : ST (t) > 0} = sup{t : SZ(t) > 0}.
It may happen that τ < sup{t : SZ(t) > 0} in which case LRn(ω) may converge to 0 even under the
alternative hypothesis. This is the case when the dependence between Z and X occurs in regions which are
totally censored by C. To avoid a setting in which the dependence among Z and X is completely masked by
the censoring C, we assume SC|X=x(t) = 0 implies SZ|X=x(t) = 0 for almost all x ∈ X . This allows us to
characterise independence in terms of our population measures ν0 and ν1.
Proposition 2.3. Assume that SC|X=x(t) = 0 implies SZ|X=x(t) = 0 for almost all x ∈ X , then τ = sup{t :
SZ(t) > 0} and ν1 = ν0 if and only if Z ⊥ X.
Notice that even if the assumptions made in Proposition 2.3 are not satisfied, LRn(ω) is still a well-calibrated
test-statistic. Failing to satisfy these assumptions will only harm the power of the test-statistic.
2.3 An RKHS approach
While normalised log-rank tests exhibit good statistical properties for small deviations from alternatives be-
longing to the model in equation (2) (most powerful test), this good behaviour is only guaranteed for a single
weight function ω at a time. In practice it is very unlikely to know beforehand the dependence structure of Z
and X, and thus choosing the correct weight ω (if it exists) seems very hard.
In order to avoid choosing a particular weight ω, we consider several weighted log-rank statistics at the same
time and compute
Ψn = sup
ω∈H:‖ω‖2H≤1
LRn(ω), (11)
where the function ω is allowed to take values in a potentially infinite-dimensional space of functions H. In
particular, we choose H as a reproducing kernel Hilbert space (RKHS) of functions. We refer to Ψ2n as the
kernel log-rank statistic. As opposed to other works that consider maximum among normalised (i.e. divided
by the standard deviation) log-rank statistics [26, 38, 17], our statistic uses the un-normalised version LRn(ω).
This is fundamental in our results as the linearity in ω of LRn(ω), combined with the properties of the RKHS
lead to a simple closed formula to evaluate Ψ2n. Despite the above, notice that we are indirectly normalising by
choosing ω in the unit ball of H.
An RKHS (H, 〈·, ·〉H) is a Hilbert space of functions in which the evaluation of points is continuous. By
the Riesz representation Theorem, for all y ∈ R+ × X there exists an unique element Ky ∈ H such that for all
ω ∈ H it holds ω(y) = 〈ω,Ky〉H , this property is known as the “reproducing kernel property”. We define the
so-called reproducing kernel K : (R+ × X )2 → R as K(y, y′) = 〈Ky′ ,Ky〉H for any y, y′ ∈ R+ × X . Notice that
the reproducing kernel is unique and positive definite. Conversely, by the Moore-Aronszajn theorem, for any
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symmetric positive-definite kernel K, there exists a unique RKHS for which K is its reproducing kernel. Finally,
for any given measure (not necessarily a probability measure), we define its embedding into H as
φν(·) =
∫
R+
∫
X
K(y, ·)dν(y) ∈ H,
where the existence of such an embedding is guaranteed by
∫
R+
∫
X
√
K(y, y)dν(y) <∞.
We define the embeddings of the empirical measures νn1 and ν
n
0 (defined in equations (7) and (8)) into H
with reproducing kernel K : (R+ ×X )2 → R as
φn1 (·) =
∫ τ
0
∫
X
K((t, x), ·)dνn1 (t, x) and φn0 (·) =
∫ τ
0
∫
X
K((t, x), ·)dνn0 (t, x), (12)
respectively. Notice both φn1 and φ
n
0 are well-defined elements of H as they are just finite sums of elements of
H. The next proposition shows that a weighted log-rank test-statistic LRn(ω) with weight ω belonging to a
RKHS of functions can be evaluated as the inner product between ω and φn0 − φn1 .
Proposition 2.4. Let ω ∈ H, then
LRn(ω) = 〈ω, φn1 − φn0 〉H.
Proof: The result follows directly from the reproducing kernel property as
LRn(ω) =
∫
R+
∫
X
〈ω,K(·, (t, x))〉H(dνn1 (t, x)− dνn0 (t, x)) = 〈ω, φn1 − φn0 〉H.

The next Theorem gives a closed form for the kernel log-rank statistic Ψ2n. This result is derived by using
the previous proposition and the fact that the supremum in Ψn is taken over the unit ball of the RKHS.
Theorem 2.5.
Ψ2n =
(
sup
ω∈H:‖ω‖2H≤1
LRn(ω)
)2
=
(
sup
ω∈H:‖ω‖2H≤1
1
n
n∑
i=1
∫ τ
0
(ω(t,Xi)− ω¯n(t)) dNi(t)
)2
= ‖φn0 − φn1‖2H,
where
‖φn0 − φn1‖2H =
1
n2
n∑
i=1
n∑
j=1
∆i∆jK¯n((Zi, Xi), (Zj , Xj))
and
K¯n((t, x), (t
′, x′)) = K((t, x), (t′, x′))−
n∑
k=1
K((t, x), (t′, Xk))
Yk(t
′)
Y (t′)
−
n∑
j=1
K((t,Xj), (t
′, x′))
Yj(t)
Y (t)
+
n∑
j=1
n∑
k=1
K((t,Xj), (t
′, Xk))
Yj(t)
Y (t)
Yk(t
′)
Y (t′)
.
Moreover, if K((t, x), (t′, x′)) = L(t, t′)K(x, x′), then
Ψ2n = ‖φn0 − φn1‖2H =
1
n2
trace(L∆TT (I −A)KXX(I −A)ᵀ) (13)
where KXX , L
∆
TT and A are (n × n)-dimensional matrices whose entries (i, j) are defined as (KXX)i,j =
K(Xi, Xj), (L
∆
TT )i,j = ∆i∆jL(Ti, Tj) and (A)i,j = Aij =
Yj(Ti)
Y (Ti)
.
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3 Asymptotic Analysis
We proceed to study the asymptotic null distribution of the scaled kernel log-rank test-statistic nΨ2n, defined in
equation (11). To this end, we introduce a integral martingale representation for the log-rank statistic LRn(ω),
which deduces a double integral martingale representation for the kernel log-rank statistic Ψ2n under the null
hypothesis H0 : Z ⊥ X.
Proposition 3.1. Under the null hypothesis H0 : Z ⊥ X, it holds
LRn(ω) =
1
n
n∑
i=1
∫
R+
(ω(t,Xi)− ω¯n(t))dMi(t), (14)
and
Ψ2n =
1
n2
n∑
i=1
n∑
l=1
∫
R+
∫
R+
K¯n((t,Xi), (t
′, Xl))dMi(t)dMl(t′). (15)
The previous Proposition suggests a “quasi” V-statistic representation for the kernel log-rank statistic.
Indeed, observe that Ψ2n can be written as
Ψ2n =
1
n2
n∑
i=1
n∑
j=1
Jn((Ti,∆i, Xi), (Tj ,∆j , Xj)),
where Jn : (R+ × {0, 1} × X )2 → R is a symmetric random function defined as
Jn((s, c, x), (s
′, c′, x′)) =
∫
R+
∫
R+
K¯n((t, x), (t
′, x′))dms,c(t)dms′,c′(t),
where dms,c(t) = cδs(t)−1{s≥t}dΛZ(t) and dmTi,∆i(t) = ∆iδTi(t)− Yi(t)dΛZ(t) = dMi(t). Nevertheless, while
Ψ2n resembles a V-statistic of order two, it fails to be so since Jn is a function of all the data (since is a function
of K¯n). We deal with this issue in the next subsection and show that the kernel log-rank statistic Ψ
2
n can be
approximated by a V-statistic up to an error of order op(n
−1).
3.1 Limit distribution
Assumption 3.2. K((t, x), (t′, x′)) = L(t, t′)K(x, x′), where |K(x, x′)| ≤ C1 for all (x, x′) ∈ X 2 and |L(t, t′)| ≤
C2 for all (t, t
′) ∈ R2+ for some constants C1, C2 ≥ 0.
Lemma 3.3. Under Assumption 3.2 and the null hypothesis, it holds
Ψ2n =
1
n2
n∑
i=1
n∑
l=1
∫
R+
∫
R+
K¯((t,Xi), (t
′, Xl))dMi(t)dMl(t′) + op(n−1),
where
K¯((t, x), (t′, x′))
=
∫
y∈X
∫
y′∈X
(
K((t, x), (t′, x′))− K((t, x), (t′, y′))SC|X=y′(t
′)
SC(t′)
− K((t, y), (t′, x′))SC|X=y(t)
SC(t)
+K((t, y), (t′, y′))
SC|X=y(t)SC|X=y′(t′)
SC(t)SC(t′)
)
dFX(y)dFX(y
′).
Notice that the previous Lemma proves that the random kernel K¯n can be replaced by its population version
K¯ up to an error of order op(n
−1). It follows that
Ψ2n =
1
n
n∑
i=1
n∑
j=1
J((Ti,∆i, Xi), (Tj ,∆j , Xj)) + op(n
−1)
where J : (R+ × {0, 1} × X )2 → R, defined as
J((s, c, x), (s′, c′, x′)) =
∫
R+
∫
R+
K¯((t, x), (t′, x′))dms,c(t)dms′,c′(t), (16)
is a degenerate V-statistic kernel since E(J((t, c, x), (T1,∆1, X1))) = 0 for any (t, c, x) ∈ R+ × {0, 1} × X . The
limit distribution for nΨ2n can thus be deduced from the classical theory of degenerate V-statistics.
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Theorem 3.4. Under Assumption 3.2 and the null hypothesis, it holds
nΨ2n
D→
∫
x∈X
∫ τ
0
K¯((t, x), (t, x))SC|X=x(t)dFZ(t)dFX(x) + Y
where Y = ∑∞i=1 λi(ξ2i −1), ξ1, ξ2, . . . are independent standard normal random variables, and λ1, λ2, . . . are the
eigenvalues associated to the integral operator T J : L2(T ×∆×X )→ L2(T ×∆×X ), defined as
(T Jf)(T1,∆1, X1) = E2 (J((T1,∆1, X1), (T2,∆2, X2))f(T2,∆2, X2)) ,
where E2(·) = E(·|(T1,∆1, X1)).
3.2 Forward and backward operators
In the previous subsection, we showed that the limit distribution of nΨ2n is characterised by the eigenvalues
associated to the integral operator T J , defined in Theorem 3.4. In practice, it is hard to approximate such
eigenvalues and/or compute the moments associated to the limit distribution of nΨ2n, since the kernel J , defined
in equation (16), depends on the individuals martingales Mi which are function of the unknown cumulative
baseline hazard ΛZ . In this subsection, we propose a suitable transformation Q of the kernel J which does
not depends on ΛZ , and for which its associated integral operator, namely T
Q, has the same set of non-zero
eigenvalues (including multiplicities) as T J .
Consider the forward and backward operators [10], A : L2(Z × C × X ) → L2(Z × C × X ), and B :
L2(Z × C ×X )→ L2(Z × C ×X ), respectively, defined as
(Af)(z, c, x) = f(z, c, x)− 1
SZ(z)
∫ ∞
z
f(s, c, x)dFZ(s)
and
(Bf)(z, c, x) = f(z, c, x)−
∫ z
0
f(s, c, x)dΛZ(s).
It was proved in [10] that the previous operators satisfy the following properties. Let f, g ∈ L2(Z × C × X),
then
1. E((Af)g|C1, X1) = E(f(Bg)|C1, X1)
2. ABf = f
3. BAf = f − E(f |C1, X1)
4. E(Bf |C1, X1) = 0
Additionally, we add the following property, which follows from a simple computation,
5. For f(z, c, x) = 1{z≤c}g(z, c, x),
Bf =
∫
R+
g(s, c, x)dmz,c(s),
where dmz,c(s) = 1z≤cδz(s)− 1{min{z,c}≥s}dΛZ(s).
As we will be working with two dimensional kernels J andQ that are evaluated in the pair ((Z1, C1, X1), (Z2, C2, X2)),
we denote by A1 and A2, the A operator applied (Z1, C1, X1) and (Z2, C2, X2), respectively, and do the same
for the operator B. This notation only applies to bivariate kernels/functions.
Define the alternative kernel Q : (R+ ×R+ ×X )2 → R, as
Q((Z1, C1, X1), (Z2, C2, X2)) = 1{Z1≤C1}1{Z2≤C2}K¯((Z1, X1), (Z2, X2)),
and consider a re-parametrisation of the kernel J in terms of the augmented space (Z,C,X), J : (R+ ×R+ ×
X )2 → R as
J((Z1, C1, X1), (Z2, C2, X2)) =
∫
R+
∫
R+
K¯((s1, X1), (s2, X2))dM1(s1)dM2(s2),
where dM1(s1) = 1{Z1≤C1}δZ1(s1)− 1{min{Z1,C1}}≥s1dΛZ(s1). From property 5., we deduce
J((Z1, C1, X1), (Z2, C2, X2)) = (B1B2Q)((Z1, C1, X1), (Z2, C2, X2)). (17)
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Theorem 3.5. Let T J : L2(Z ×C ×X)→ L2(Z ×C ×X) and TQ : L2(Z ×C ×X)→ L2(Z ×C ×X) be the
integral operators defined as
(T Jf)(Z1, C1, X1) = E2 ((B1B2Q)((Z1, C1, X1), (Z2, C2, X2))f(Z2, C2, X2)) ,
and
(TQf)(Z1, C1, X1) = E2 (Q((Z1, C1, X1), (Z2, C2, X2))f(Z2, C2, X2)) ,
where E2(·) = E(·|(T1,∆1, X1)). It follows that T J = BTQA, and that T J , and TQ have the same set of
non-zero eigenvalues, including multiplicities.
Proof: Observe that
(T Jf)(Z1, C1, X1) = E2 ((B1B2Q)((Z1, C1, X1), (Z2, C2, X2))f(Z2, C2, X2)) ,
then using property 1. and the linearly of B1, it holds
(T Jf)(Z1, C1, X1) = E2 ((B1Q)((Z1, C1, X1), (Z2, C2, X2))(Af)(Z2, C2, X2))
= BE2 (Q((Z1, C1, X1), (Z2, C2, X2))(Af)(Z2, C2, X2))
= B(TQ(Af)),
where TQ is the integral operator associated to the kernel Q.
Let (λi, fi), with λi 6= 0, be an eigenpair of T J , then we claim that (λi, Afi) is a eigenpair of TQ. Indeed,
TQAfi = ABT
QAfi = AT
Jfi = λiAfi,
where in the first equality we use property 2. Also, if (λj , fj) is another eigenpair such that 〈fi, fj〉L2 = 0, then
〈Afi, Afj〉L2 = 〈fi, BAfj〉L2 = 〈fi, fj − E(fj |C1, X1)〉L2 = 0,
since E(fj |C1, X1) = 1λjE(B(TQAfj)) = 0 by property 4. Hence, we conclude that for every different eigenpair
(λi, fi) belonging to T
J , there exists a corresponding pair (λi, Afi) associated to T
Q. Conversely for any
eigenpair (λ′i, gi) associated to T
Q, we claim that (λ′i, Bgi) is a eigenpair for T
J . To see this, observe
T JBgi = BT
QABgi = BT
Qgi = λ
′
iBgi.
Similarly, if (λ′j , gj) is another eigenpair with λj 6= 0, and such that 〈gi, gj〉L2 = 0, then
〈Bgi, Bgj〉L2 = 〈gi, ABgj〉L2 = 〈gi, gj〉L2 = 0.
Hence, we conclude that for every different eigenpair (λ′i, gi) belonging to T
Q, there exists a corresponding pair
(λ′i, Bgi) associated to T
Q. We conclude that TQ and T J have the same set of non-zero eigenvalues including
multiplicities. 
The previous result allows us to work with Q instead of J , which is a much simpler kernel and can be
easily estimated from the data by replacing the population kernel K¯ by the empirical version K¯n, and avoids
integrating over with respect the martingale. Indeed, from the previous Theorem, it follows
Theorem 3.6. The scaled kernel log-rank statistic nΨ2n has the same asymptotic null distribution as
1
n
n∑
i=1
n∑
j=1
Q((Zi, Ci, Xi), (Zj , Cj , Xj)) =
1
n
n∑
i=1
n∑
j=1
∆i∆jK¯((Zi, Xi), (Zj , Xj))
Proof: Observe that for i = j,
1
n
n∑
i=1
∆iK¯((Ti, Xi), (Ti, Xi))
a.s.→
∫
X
∫ τ
0
K¯((t, x), (t, x))SC|X=x(t)dFZ(t)dFX(t),
and for i 6= j, from the classical theory of U-statistics
1
n
∑
i6=j
Q((Zi, Ci, Xi), (Zj , Cj , Xj))
D→ Y ′,
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where Y ′ = ∑∞i=1 λ′i(ξ2i − 1), ξ1, ξ2, . . . are independent standard normal random variables and λ1,′ , λ′2, . . . are
the eigenvalues associated to the integral operator TQ. By Theorem 3.5, T J and TQ share the same set of
non-zero eigenvalues (including multiplicities) thus the result holds. 
Notice that the previous result allows us to easily obtain a close form expression for the asymptotic variance
of nΨ2n by computing
Var(Y ′) = 2E(∆1∆2K¯((Z1, X1), (Z2, X2)))
= 2
∫
X
∫ τ
0
∫
X
∫ τ
0
K¯((t, x), (t′, x′))SC|X=x(t)SC|X=x′(t′)dFZ(t)dFX(t)dFZ(t′)dFX(t′).
3.3 Power under alternatives
We continue by analysing the asymptotic behaviour of the kernel log-rank test-statistic Ψ2n under the alternative
hypothesis H1 : FZX 6= FZFX . In particular, we find sufficient conditions under which the testing procedure
based on Ψ2n is omnibus, that is, its power goes to 1 as n grows to infinity for any alternative.
Lemma 3.7. Under Assumption 3.2, it holds
Ψ2n
P→ ‖φ0 − φ1‖2H,
where
φ1(·) =
∫ τ
0
∫
X
K(·, x)L(·, t)dν1(t, x) and φ0(·) =
∫ τ
0
∫
X
K(·, x)L(·, t)dν0(t, x),
and ν1 and ν0 are the population measures defined in Proposition 2.1.
The next step is to ensure that ‖φ0 − φ1‖2H is zero if and only if FZX = FZFX . We do this in two steps.
First we need to guarantee that ‖φ0 − φ1‖2H is zero if and only if ν0 = ν1. This can be done by Proposition 2
of [36], which states that, when the reproducing kernel is c0 universal then the embedding of finite signed Borel
measures is injective. This is our case as we are embedding the signed measure ν− = ν1 − ν0 which is clearly
finite by definition. The second step is to ensure that ν1−ν0 = 0 characterises independence, that is, ν1−ν0 = 0
if and only if FZX − FZFX = 0. This is done in Proposition 2.3 under some mild regularity conditions in the
censoring distribution. In particular we assume SC|X=x(t) = 0 implies SZ|X=x(t) = 0 for almost all x ∈ X .
This assumption is crucial as it avoids the case in which dependence between Z and X is fully masked by the
censoring C.
By considering a c-universal reproducing kernel, Proposition 2.3 implies that the constant ‖φ0 − φ1‖2H in
Lemma 3.7 is strictly greater than 0, which ensures power against all the alternatives. We state this result in
Theorem 3.8.
Theorem 3.8. Assume 1)SC|X=x(t) = 0 implies SZ|X=x(t) = 0 with t ≤ τ , for almost all x ∈ X , 2)Assumption
3.2, and 3)that the reproducing kernel K((t, x), (t′, x′)) = K(x, x′)L(t, t′) is c0-universal.
Then, if the alternative hypothesis H1 : FZX 6= FZFX holds, it follows that nΨ2 → ∞. This result implies
that for any α ∈ (0, 1)
P
(
nΨ2n > Qn(1− α)
)→ 1
as n grows to infinity, where Qn(1−α) is the 1−α quantile of the distribution of nΨ2 under the null hypothesis.
Proof: By Assumption 3.2, Lemma 3.7 states Ψ2n
P→ ‖φ1− φ0‖2H. We need to check then that ‖φ1− φ0‖2H > 0,
where φi =
∫ τ
0
∫
x∈X K(·, x)L(·, t)dνi(t, x) for i ∈ {0, 1}. Since we are assuming a c0-universal reproducing
kernel, the embeddings of finite signed measures, in this case ν1 and ν0, are injective, thus it suffices to show
that ν0 and ν1 are finite measures such that ν0 6= ν1. It is not hard to notice that ν1((0, τ ] × X ) ≤ 1 and
ν0((0, τ ] × X ) ≤ 1. We finalise by using Proposition 2.3 which, under the assumption that SC|X=x(t) = 0
implies SZ|X=x(t) = 0 for almost all x ∈ X , states that ν0 = ν1 if and only if FZX = FZFX . Since we are under
the alternative hypothesis H1 : FZX 6= FZFX we deduce ν0 6= ν1 which finally implies ‖φ1 − φ0‖2H > 0. 
Notice that even if the kernel is not c0-universal, we can guarantee power for alternatives following the model
of equation (2), that is, for alternatives of the form ΛZ|X=x(t; θ) =
∫ t
0
eθω
?(s,x)dΛZ(s) for some ω
? ∈ H on the
unit ball and θ 6= 0, as the log-rank statistic LRn(ω?)2 → c > 0, with c a positive constant. Then,
Ψ2n =
(
sup
ω∈H:‖ω‖2H≤1
LRn(ω)
)2
≥ LRn(ω?)2 → c,
when rescaling by n, it holds that nΨ2n →∞.
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3.3.1 A brief remark on c0 universal kernels and independence of measures
In [22], a simpler condition for characterising independence was introduced. Instead of defining a c0 universal
kernel in the joint space R+ × X this result uses conditions in the individual kernels K and L defined on R+
and X , respectively. In particular, under some regularity conditions on the space X (Polish, locally compact
Hausdorff space), Theorem 2 in [22] only requires that the individual reproducing kernels K and L are char-
acteristic, translation invariant and c0-kernels (meaning that K(x, ·) ∈ C0(X ), where C0(X ) denotes the class
of continuous functions in X that vanish at infinity) to characterise independence. We use the same result but
notice that instead of characterising independence (θ = FZX − FZFX in their proof), we will be characterising
ν− = ν1 − ν0 = 0 if and only if ‖φ1 − φ0‖2H = 0. An example of a characteristic, translation invariant and
c0-kernel in R
d is the family of squared exponential kernels.
4 Recovering some existing tests
4.1 Example: Two-sample weighted log-rank test
Consider a 1-dimensional covariate X taking values on {0, 1}, i.e., the two-sample problem. Denote by N0(t) =∑n
i=1Ni(t)1{Xi=0} and N
1(t)
∑n
i=1Ni(t)1{Xi=1} the counting processes associated to each group and similarly,
denote by Y 0(t) =
∑n
i=1 Yi(t)1{Xi=0} and by Y
1(t) =
∑n
i=1 Yi(t)1{Xi=1} the respective pooled risk functions.
Given a fixed weight function ω, we compute our log-rank test-statistic, equation (6), as
LRn(ω) =
1
n
∑
x∈{0,1}
∫ τ
0
ω(t, x)
(
n∑
i=1
dNi(t)δXi(x)−
Yi(t)
Y (t)
δXi(x)dN(t)
)
=
1
n
(∫ τ
0
ω(t, 0)
(
dN0(t)− Y
0(t)
Y (t)
dN(t)
)
+
∫ τ
0
ω(t, 1)
(
dN1(t)− Y
1(t)
Y (t)
dN(t)
))
=
1
n
(∫ τ
0
ω(t, 0)
(
Y 1(t)
Y (t)
dN0(t)− Y
0(t)
Y (t)
dN1(t)
)
+
∫ τ
0
ω(t, 1)
(
Y 0(t)
Y (t)
dN1(t)− Y
1(t)
Y (t)
dN0(t)
))
=
1
n
∫ τ
0
(ω(t, 0)− ω(t, 1))L(t)
(
dN0(t)
Y 0(t)
− dN
1(t)
Y 1(t)
)
,
where L(t) = Y0(t)Y1(t)Y (t) . By choosing ω(t, 1) = −ω(t, 0) and ω(t, 0) = ω˜(t)/2, we deduce that
LRn(ω˜) =
1
n
∫ τ
0
ω˜(t)L(t)(dΛ̂0(t)− dΛ̂1(t)) (18)
is the standard weighted log-rank test for the two-sample problem, where dΛ̂j = dN j/Y j is the Nelson-Aalen
estimator for each group.
In [13], the authors study Ψ˜n = supω˜∈H:‖ω˜‖H≤1 LRn(ω˜), where H is a reproducing kernel Hilbert space of
function ω˜ : R+→ R. Being a simpler setting compared with the one we pose, the authors are able to identify
weaker conditions for their asymptotic results to hold. Also, they find Ψ˜n generalises weighted Log-rank tests
([28],[31],[23],[19]), Pearson-type tests and Projection-type tests [6].
4.2 Example: Cox proportional hazards model
Consider the Hilbert space of functions ω(t, x) = V 1/2βᵀx, where β ∈ Rd and V is a positive-definite matrix of
length-scales. The dependency model of equation (2) then becomes the Cox proportional hazards model
ΛZ|X=x(t; θ, β) = eθV
1/2βᵀxΛZ(t), β ∈ Rd, (19)
where ΛZ denotes the marginal cumulative hazard function associated to the failure times Z. Under this model,
our kernel log-rank statistic becomes
Ψn = sup
β∈Rd:‖V 1/2β‖2≤1
LRn(β) (20)
and it can be computed using equation (13), considering a linear kernel on the covariates, K(x, x′) =
(V 1/2x)ᵀ(V 1/2x′) and a constant kernel on times L(t, t′) = 1.
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We proceed to show the relation between the classical Cox-Score test for the Cox-proportional hazards model
and our kernel log-rank test, defined in equation (20).
The Cox-proportional hazards model says that
ΛZ|X=x(t;β) = eβ
ᵀxΛZ(t), β ∈ Rd,
for some baseline cumulative hazard ΛZ(t). Notice that, as opposed to our model in equation (19), this model
is only parametrised in β. Assuming this model is true, testing the null hypothesis H0 : FZX = FZFX is
equivalent to test H0 : β = 0. The latter can be done by using the normalised score test
SCox(0) = UCox(0)ᵀi(0)−1UCox(0), (21)
where UCox(0) ∈ Rd and
UCox(0) =
d
dβ
lCox(β)
∣∣∣∣
β=0
=
1
n1/2
n∑
i=1
∫
R+
Xi − n∑
j=1
Xj
Yj(t)
Y (t)
 dMi(t).
is the score function, lCox(β) is the logarithm of the so-called Cox partial likelihood and i(0) =
− 1nE
(
d2
dβdβᵀ lCox(β)
∣∣∣
β=0
)
is the Fisher information.
Alternatively, under our model in equation (19), it holds
K¯n((t, x), (t
′, x′)) = xᵀV x′ −
n∑
k=1
xᵀV Xk
Yk(t
′)
Y (t′)
−
n∑
j=1
Xᵀj V x
′Yj(t)
Y (t)
+
n∑
k=1
n∑
j=1
Xᵀj V Xk
Yk(t
′)
Y (t′)
Yj(t)
Y (t)
=
x− n∑
j=1
Xj
Yj(t)
Y (t)
ᵀ V (x′ − n∑
k=1
Xk
Yk(t
′)
Y (t′)
)
,
and
nΨ2n =
1
n
n∑
i=1
n∑
l=1
∫
R+
∫
R+
K¯n((t,Xi), (t
′, Xl))dMi(t)dMl(t′)
=
1
n
n∑
i=1
n∑
l=1
∫
R+
∫
R+
Xi − n∑
j=1
Xj
Yj(t)
Y (t)
ᵀ V (Xl − n∑
k=1
Xk
Yk(t
′)
Y (t′)
)
dMi(t)dMl(t
′)
= UCox(0)
ᵀV UCox(0),
By choosing V = i(0)−1, the Cox score test and our test-statistic Ψn are asymptotically equivalent.
5 Wild bootstrap implementation
Let α ∈ (0, 1), the null hypothesis is rejected whenever nΨ2n > Qn(1 − α) or nΨ2n > Q(1 − α) (for large n),
where Qn(1 − α) and Q(1 − α) denote the 1 − α quantile of the distribution of nΨ2n under the finite sample
and asymptotic regime, respectively. In practice, excluding exceptional cases, it is not possible to access to the
values of Qn(1− α) and Q(1− α). Instead, we propose to approximate the null distribution quantiles by using
a Wild Bootstrap approximation.
Recall the definition of the kernel log-rank statistic Ψ2n in Theorem 2.5. We propose to define the Wild-
Bootstrap test-statistic as
(ΨWn )
2 =
(
sup
ω∈H:‖ω‖H≤1
1
n
n∑
i=1
∫ τ
0
Wi (ω(t,Xi)− ω¯n(t)) dNi(t)
)2
=
1
n2
n∑
i=1
n∑
j=1
WiWj∆i∆jK¯n((Zi, Xi), (Zj , Xj)),
where W = (W1 . . . ,Wn) are a collection of i.i.d. Rademacher random variables, independent of the data
D = {(Ti,∆i, Xi)}ni=1. Notice that the only difference between the kernel log-rank statistic Ψ2n and the Wild
Bootstrap statistic(Ψn)
2 are the Wild-Bootstrap weights Wi that multiply the censoring indicators ∆i in (Ψ
W
n )
2.
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The main result of this section establishes that, under the null hypothesis, n(ΨWn )
2 and nΨ2n converge to
the same null distribution. To this end, we first prove that K¯n can be replaced by its population version K¯ in
(ΨWn )
2, up to an error of order op(n
−1).
Lemma 5.1. Under the null hypothesis and Assumption 3.2, it holds
(ΨWn )
2 =
1
n2
n∑
i=1
n∑
j=1
WiWj∆i∆jK¯((Zi, Xi), (Zj , Xj)) + op(n
−1). (22)
By using the previous result, we establish the main result of the section.
Theorem 5.2. Under the null hypothesis, and Assumption 3.2, n(ΨWn )
2 and nΨ2n have the same limit distri-
bution.
5.1 Evaluation
The Wild Bootstrap statistic can be easily evaluated by using the following Proposition.
Proposition 5.3. Consider K((t, x), (t′, x′)) = K(x, x′)L(t, t′), then
n(Ψ2n)
W =
1
n2
trace(L∆,WTT (I −A)KXX(I −A)ᵀ) (23)
where KXX , L
∆,W
TT and A are (n × n)-dimensional matrices whose entries (i, j) are defined as (KXX)i,j =
K(Xi, Xj), (L
∆,W
TT )i,j = (∆iWi)(∆jWj)L(Ti, Tj) and (A)i,j = Aij =
Yj(Ti)
Y (Ti)
.
5.2 Algorithm
The algorithm to perform our test is given in Algorithm 1.
Algorithm 1: Wild bootstrap.
Input: data {Ti,∆i, Xi}ni=1, α and M
1 for k in 1 → M do
2 Sample W = (W1, . . . ,Wn)
i.i.d.∼ Rademacher
3 Compute ((ΨWn )
2)k as in equation (23)
4 Denote by QWn (1− α) the 1− α quantile of the sample (n(ΨWn )2)1, . . . , (n(ΨWn )2)M
5 Compute the RKHS test-statistic nΨ2n as in equation (13)
6 Reject if nΨ2n > Q
W
n (1− α)
Proposition 5.4. The statistics nΨ2n and n(Ψ
W
n )
2 can be computed in O(n2) computations.
6 Experiments
We study the performance of our proposed kernel log-rank test with different choices of kernels. We choose the
kernels to be products of a kernel on the covariates, say K and a kernel on the times, say L. We denote this by
(K,L). We study the following four:
1. (Lin, 1): the linear kernel on the covariates, and the constant kernel, L(t, t′) = 1, for all t, t′ ∈ R≥0 on the
times.
2. (Gau, 1): the Gaussian kernel on the covariates, and the constant kernel on the lifetimes.
3. (Fis, 1): The Fisher kernel of section 4.2 on the covariates and the constant kernel on the times. The
required Fisher information matrix is computed from the same data as we apply the test to. We only
add the kernel log-rank test with this kernel when the covariates are of dimension at least two. In one
dimension the estimated Fisher information matrix is a scalar, making the test and bootstrap statistics
the same scalar multiple of the test and bootstrap statistics with kernel (Lin, 1).
4. (Gau,Gau): the Gaussian kernel on both the covariates and the times.
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Dist. Z|X C|X X
1 Exp(mean = 0.66) Exp(mean = exp(X/3)) Unif[0,1]
2 Exp(mean = 0.9) Exp(mean = exp(X2)) Unif[0,1]
3 Exp(mean = 0.9) Weib(mean = 3.25 + 1.75X) Unif[0,1]
4 Exp(mean = 0.9) 1 +X Unif[0,1]
5 Exp(mean = 0.6) Exp(mean = exp(1TX)) N10(mean = 0, cov = Σ10)
6 Exp(mean = 0.6) Exp(mean = exp(X1)) N10(mean = 0, cov = Σ10)
Table 1: The distributions to test the type-1 error. Exp(mean = µ) denotes the exponential distribution with
mean µ. Note that Z ⊥ X so that the null hypothesis is true. The first four scenarios all share the same X
distribution, as do the last two. The matrix Σ10 = MM
T where M is a 10 × 10 matrix of i.i.d. of N(0, 1)
entries. M is sampled once and then kept fixed.
Throughout this paper we use the median-distance heuristic to select the bandwidth of the Gaussian kernel.
The median-heuristic sets σ2 = median{||xi − xj ||2 : i 6= j}. The bandwidth is thus estimated from the same
data as we apply the test to.
In our simulations we sample from certain distributions that we describe later and then we accept or reject
the null hypothesis by applying the kernel log-rank test. To compute p-values of the test we use 1999 wild
bootstrap samples of the test-statistic, and we reject the null hypothesis if our test statistic is among the 100
largest, corresponding to a significance level of 0.05.
We compare the kernel log-rank test with the traditional Cox proportional hazards likelihood ratio test [8]
and the optHSIC test proposed in [33]. As in [33], we use the Brownian covariance kernel.
6.1 Type-1 error
A type 1 error, or a false rejection, is made when a test rejects H0, while H0 is true. In a correctly calibrated
test the probability of this happening is at most the significance level, which we set to 0.05. To estimate the
false rejection rate of our proposed test, we repeatedly take samples from distributions in which Z ⊥ X and we
count the portion of experiments in which the kernel log-rank test rejects the null hypothesis. We let the sample
sizes range from 50 to 350 in steps of 50 and for each distribution and sample size, we take 5000 samples. Table
1 shows the distributions we sample from. We let the censoring distribution depend on the covariate because
it is of particular interest to see if the rejection rate is correct when the time of interest is independent of the
covariate, but the censoring distribution depends on the covariate. The mean of C is chosen such that 60% of
the events are observed.
Figure 1 and 2 show scatterplots of samples from distributions 1-4.
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Figure 1: Scatterplots of samples of size 350 from Distributions 1 and 2 of Table 1.
The resulting rejection rates are displayed in tables in Appendix A. They show that the kernel log-rank test
achieves the correct type-1 error of 0.05 for each kernel, for each sample size and for each scenario. Importantly
the rejection rate is correct even in cases in which the censoring distribution depends extremely strong on the
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Figure 2: Scatterplots of samples of size 350 from Distributions 3 and 4 of Table 1.
covariate. Finally, recall that we estimate the bandwidth of the Gaussian kernel from the same data as we
apply the test to. Similarly we estimate the Fisher information matrix on the same data as we apply the kernel
log-rank test to. Due to this dependence of the kernel on the data, the arguments of Section 5 do not apply
directly. The results show that this does not lead to increased type 1 error.
6.2 Power for 1-dimensional covariates
In this section we sample from distributions in which Z 6⊥ X and compare the power of the kernel log-rank
test for different choices of kernels with the classical Cph likelihood ratio test, which is the most commonly
used test to test dependence between a covariate and a right-censored time [8]. In each scenario we use an
exponential censoring distribution in which C ⊥ X and the mean of C is again chosen such that 60% of the
events are observed. Although we do not present these in this paper, we did the same set of experiments with
uniform censoring distributions. The results of those experiments were nearly identical to the experiments with
exponential censoring distributions. Throughout this subsection we let
X ∼ Unif[−1, 1].
In subsection 6.2.1 we study dependencies between X and Z that satisfy the Cph model, and in which we
expect the Cph likelihood ratio test to perform optimally. In subsection 6.2.2 we study dependencies in which
the logarithm of the hazard ratio is not linear in the covariate, and in subsection 6.2.3 we study dependencies
in which the hazard rate of Z does not factorize into a product of a function of time and a function of the
covariates.
6.2.1 Cox proportional hazards dependencies
We define Distribution 7 as follows:
D.7: Cox proportional hazards:
Z|X = x ∼ Exp(mean = ex/3)
C|X = x ∼ Exp(mean = 1.5).
A scatter plot of a sample and the rejection rate are plotted in Figure 3. Distribution 1 satisfies the Cox
proportional hazards assumption and is thus ideally suited for the Cph likelihood ratio test. We note that
the kernel log-rank test with the linear kernel on the covariates performs equally well. This is to be expected
because it models the hazard rate in the same way as the Cph test. While the Gaussian kernel does not make
this assumption it does not lose much power compare to the Cph test. The same holds for the (Gau,Gau)
kernel. As expected, there is a tradeoff between richness of the kernel and the power of the test. The optHSIC
method performs similar to the Gaussian kernel.
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Figure 3: Left: a scatterplot of a sample of size 350 from Distribution 7. Right: the rejection rate of the various
tests for a range of sample sizes.
6.2.2 Power for nonlinear log-hazards
The Cox proportional hazards model assumes that, for fixed t, the logarithm of the hazard is a linear function
of the covariate. Of course this assumption is not always met. We define Distribution 8 to be:
D.8: Nonlinear log-hazards:
Z|X = x ∼ Exp(mean = ex2)
C|X = x ∼ Exp(mean = 2.25).
The rejection rate in Figure 4 shows that the Cox proportional hazards and the kernel log-rank test with
linear kernel are both unable to detect this dependency. In contrast, the (Gau,1) and (Gau,Gau) kernels are
both able to detect the dependency, where we note again a tradeoff between richness and power. They both
outperform the optHSIC method.
6.2.3 Power for time-covariate interactions
The Cox proportional hazards model also assumes that the hazard rate factorizes in a function of t and a
function of x. This assumption does not always hold. We consider the following three distributions, which we
refer to as Distributions 9, 10 and 11:
D.9: Weibull distributions with different shapes:
Z|X = x ∼Weib(shape = 3.35 + 1.75 · x)
C|X = x ∼ Exp(mean = 1.75).
where Weib(shape = a) denotes the Weibull distribution with shape parameter a and scale 1.
D.10: Normal distributions with different variances:
Z|X = x ∼ N (mean = 100− 2.25 · x, var = 5.5 + x · 4.5)
C|X = x ∼ 82 + Exp(mean = 35)
where N (mean = µ, var = σ2) is the normal distribution with mean µ and variance σ2.
D.11: A checkerboard pattern: See the bottom scatterplot in Figure 6. Because the pattern is more complicated,
we let the sample size range from 500 to 2000 in steps of 500.
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Figure 4: Left: a scatterplot of a sample of Distribution 8 with n = 350. Right: the rejection rate of the various
tests
Figure 5 shows that the effect of time on the hazard rate differs widely per covariate. As a result, we need a
kernel on both the times and the covariates. This is confirmed in the observed rejection rates presented in the
right half of Figure 6. These show that the Cph likelihood ratio test and RKHS based tests with a constant
kernel on the times do not detect the dependencies. The (Gau,Gau) kernel enables modelling more complicated
hazard functions and detecting dependencies even in these challenging cases. The optHSIC test has power too,
but in D.9 and D.11 it has less power than the kernel log-rank test. In [33] it is explained that the optHSIC
test depends on how well the dependence is visible in the transformed dataset. We expect that the dependence
is less visable in these scenarios after the transformation.
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Figure 5: Top row left: the hazard rate as a function of time for the Weibull distribution of distribution 9. The
different lines correspond to different values of x. Top row right: the hazard rate for the normal distribution of
distribution 10. Bottom row: the hazard rate of the checkerboard pattern of distribution 11.
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Figure 6: Left: From top to bottom, scatterplots of samples from Distributions 9, 10 and 11. The first two are
of samples of size 350, the last of size 1000. Right: the corresponding rejection rates for each of the tests.
6.2.4 Power for deviations from the null
So far we investigated the power performance at different sample sizes. We now fix the sample size to 100 and
study the power of the various tests for deviatons from the null hypothesis. In particular consider the following
two parametrized families of distributions. In this subsection we let
X ∼ N (mean = 0, var = 1).
D.12: Cph distributions:
T |X = x ∼ Exp(mean = eθ·x)
C|X = x ∼ Exp(mean = 1.5).
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Figure 7: Left: the rejectionrate of the various tests against distribution 12. Right: the rejectionrate of the
various tests against distribution 13.
D.13: Non-linear log-hazard distributions:
T |X = x ∼ Exp(mean = eθ·x2)
C|X = x ∼ Exp(mean = 1.5).
The plots in Figure 7 below show the rejection rate as θ ranges from −0.4 to 0.4 in steps of 0.1 in
distributions 12 and 13. The left plot shows that Cph and the kernel log-rank test with linear kernel both
have very high and nearly identical power for the Cph distributions. The right plot shows that the (Gau, 1)
and (Gau,Gau) kernels have similar power to to detect the dependency of distribution 13, whereas the
(Lin, 1) and Cph tests do not have any power.
6.3 Power for higher dimensional covariates
For our simulations of higher dimensional covariates let
X ∼ N (mean = 0d, cov = Σd)
where Σd = MdM
T
d and M is a d× d matrix of independent N(0, 1) entries. We study three cases:
D.14: Cph dependence on all covariates:
Z|X = x ∼ Exp(mean = e1T x/20)
C|X = x ∼ Exp(mean = 1.5),
where 1 denotes a vector of 1’s of length d.
D.15: Cph dependence in a one-dimensional subspace:
Z|X = x ∼ Exp(mean = ex1/60)
C|X = x ∼ Exp(mean = 1.5).
D.16: Non-Cph dependence in a 1-dimensional subspace:
Z|X = x ∼ Exp(mean = ex21/60)
C|X = x ∼ Exp(mean = 1.5).
The rejection rates in Figure 8 below show that in Distribution 14 and 15, when the proportional hazards
assumption is satisfied the kernel log-rank tests perform similarly to the Cph test, even using the richer (Gau, 1)
and (Gau,Gau) kernels. The results of simulations of Distribution 16 show that as expected, the non-Cph
dependence is only captured by the richer kernels. We note that the optHSIC method does not perform well
in cases where the dependence is only on one subdimension of the covariate, which was anticipated in [33].
Differences in the performance between the right and left plots are due to different covariance matrices.
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Figure 8: Left from top to bottom, rejection rates of the different tests against Distributions 14, 15 and 16, as
the sample size varies. Right from top to bottom: rejection rates of the different tests against Distributions 14,
15 and 16, as the dimension varies.
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Figure 9: The rejection rate of the different methods for distribution 17, showing the effect of the Fisher
information matrix.
6.3.1 A word of warning about kernel choice
In the above simulations in higher dimensions, the kernels (Lin, 1), (Gau, 1), (Gau,Gau) consistently perform
well, and the usefulness of the Fisher kernel is not obvious. The Fisher kernel also has the ability to ‘standardize’
the data in cases where simple centering and scaling of the individual covariate dimensions is not sufficient,
however. To illustrate this, we consider the following example. Let Σ11 = 1/10, Σii = 1 for i > 1 and Σij = 0
otherwise and let R be an orthogonal rotation matrix. Let X ∼ N(0, RΣRT ). Finally let v = (1, 0, ..., 0)T .
D.17: A distribution in which the Fisher information helps uncover the dependency.
Z|X = x ∼ Exp(mean = evT (RT x))
C|X = x ∼ Exp(mean = 1.5).
The obtained rejection rate is given in Figure 9 shows that the RKHS test with kernels (Lin,1) and (Gau,1)
does not detect the dependency. The Fisher and Cph likelihood ratio tests however have power, because the
inverse information matrix has the effect of standardizing the data.
7 Conclusions
We have introduced a novel non-parametric independence test, based on a kernel log-rank statistic, between
right-censored survival times Z and covariates X taking values on general spaces X . The kernel log-rank
statistic, Ψ2n, is defined as the square of the supremum over a (potentially infinite) collection of weighted log-
rank test-statistics whose weight functions belong to a RKHS of functions. At the same time, we show that the
kernel log-rank statistic can be written as ‖φn0 − φn1‖2H, where φn0 and φn1 are the embeddings into the RKHS of
the empirical measures νn0 and ν
n
1 , representing independence and dependence, respectively.
Under mild assumptions over the censoring distribution, we show that the population limit versions of νn0
and νn1 fully characterise independence, that is, ν0 = ν1 if and only if FZX = FZFX . We provide limit results
for the kernel log-rank statistic under both the null and alternative hypothesis. For the null hypothesis, we
show that nΨ2n converges to a linear combination of (potentially infinite) chi-squared distributions, and provide
close form expressions for its mean and variance. Under the alternative hypothesis, and mild assumptions over
the censoring, the choice of a c0-universal kernel implies that nΨ
2
n → ∞, which guarantees asymptotic power
tending to one. Also, by choosing specific reproducing kernels our approach recovers ubiquitous tests such as
the two-sample log-rank test for binary covariates X ∈ {0, 1} and the Cox proportional hazards score test for
covariates X ∈ Rd. Finally, we introduce a cheap Wild Bootstrap procedure which can be implemented in
O(n2), and which attains the correct Type-I error.
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A Type 1 error tables
(Lin,1) (Gau,1)
Scenario 1 2 3 4 5 6 1 2 3 4 5 6
n = 50 0.046 0.042 0.041 0.046 0.046 0.053 0.043 0.045 0.047 0.042 0.042 0.048
n = 100 0.050 0.052 0.047 0.050 0.047 0.048 0.045 0.053 0.048 0.049 0.048 0.046
n = 150 0.046 0.045 0.050 0.050 0.052 0.055 0.047 0.048 0.049 0.045 0.053 0.052
n = 200 0.048 0.045 0.052 0.047 0.044 0.049 0.049 0.047 0.055 0.049 0.043 0.044
n = 250 0.053 0.052 0.047 0.050 0.048 0.054 0.051 0.052 0.051 0.049 0.050 0.048
n = 300 0.047 0.043 0.050 0.051 0.050 0.045 0.047 0.047 0.049 0.052 0.054 0.048
n = 350 0.052 0.048 0.055 0.047 0.048 0.050 0.051 0.048 0.052 0.047 0.050 0.049
Table 2: The portion of experiments that falsely rejected the null hypothesis of the Kernel Log-Rank test with
kernels (Lin,1) and (Gau,1). Since we reject p values less than 0.05 the correct Type 1 error is 0.05. The
scenarios 1-6 are described in Section 6.1.
(Gau,Gau) (Fis,1)
Scenario 1 2 3 4 5 6 5 6
n = 50 0.042 0.040 0.045 0.046 0.039 0.041 0.050 0.053
n = 100 0.046 0.048 0.048 0.047 0.047 0.048 0.044 0.049
n = 150 0.047 0.048 0.047 0.044 0.056 0.053 0.052 0.050
n = 200 0.048 0.048 0.054 0.044 0.042 0.042 0.050 0.050
n = 250 0.049 0.052 0.049 0.051 0.050 0.049 0.052 0.052
n = 300 0.047 0.047 0.050 0.055 0.058 0.056 0.048 0.044
n = 350 0.050 0.051 0.050 0.044 0.049 0.048 0.048 0.048
Table 3: The portion of experiments that falsely rejected the null hypothesis of the Kernel Log-Rank test with
kernels (Lin,1) and (Gau,1). Since we reject p values less than 0.05 the correct Type 1 error is 0.05. The
scenarios 1-6 are described in Section 6.1.
B Preliminary results
In this section, and in order for this paper to be self-contained, we review some preliminary results that will be
used on our proofs.
B.1 Counting processes
We state some results from the counting process theory that are frequently used in our paper. Recall that
Y (t) =
∑n
i=1 Yi(t) denotes the pooled risk function, where Yi(t) = 1{Ti≥t}, τ = sup {t : ST (t) > 0}, τn =
max{T1, . . . , Tn}, and that Z and C are continuous random variables.
Proposition B.1. The following holds a.s.
1. limn→∞ supt≤τ |Y (t)/n− ST (t)| = 0
2. supt≤t?
∣∣∣ nY (t) − 1ST (t) ∣∣∣→ 0. for any t? ∈ (0, τ)
The proof of Part 1. is due to Glivenko–Cantelli’s Theorem, and Part 2. is a consequence of Part 1. Also,
notice that under the null hypothesis ST (t) = SZ(t)
∫
X SC|X=x(t)dFX(x).
Proposition B.2. Let β ∈ (0, 1), then
1. P
(
Y (t)/n ≤ β−1ST (t), ∀t ≤ τn
) ≥ 1− β,
2. P (Y (t)/n ≥ βST (t), ∀t ≤ τn) ≥ 1− e(1/β)e−1/β .
The proof of Part 1. follows from [19, Theorem 3.2.1.] and Part 2. is due [18].
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B.2 Dominated convergence in probability
Lemma B.3. Let (X ,B, µ) be a measurable space and (Ω,F ,P) be a probability space. Consider a sequence of
non-negative stochastic processes Rn : Ω×X → R. Suppose that
i) For each α ∈ (0, 1), there exists an event Aα with P(Aα) ≥ 1 − α, such that Rn(ω, x) → 0 for all
(ω, x) ∈ Aα ×X .
ii) For each β ∈ (0, 1), there exists a non-negative function Rβ ∈ L1(X ,B, µ) and N0 large enough such that
for each n ≥ N0 there exists an event Bn,β with P(Bn,β) ≥ 1− β and
Rn(ω, x) ≤ Rβ(x)
for (ω, x) ∈ Bn,β ×X .
Then In(ω) =
∫
X Rn(ω, x)µ(dx)→ 0 in P-probability.
The proof follows by noticing that in a set of probability tending to one, we can apply dominated convergence.
B.3 Lenglart-Rebolledo Inequality
Given two right-continuous adapted processes X(t) and X ′(t), we say that X is majorised by X ′ if for all
bounded stopping times T it holds that E(|X(T )|) ≤ E(X ′(T )).
Lemma B.4 (Theorem 3.4.1. of [15]). Let X be a right-continuous adapted process, and X ′ a non-decreasing
predictable process with X ′(0) = 0 such that X is majorised by X ′. For any stopping time T , and any ε, δ > 0,
P
(
sup
t≤T
|X(t)| > ε
)
≤ δ
ε
+ P(X ′(T ) ≥ δ)
In our setting, the main application of Lenglart’s inequality is as follows. Suppose Wn(t) is a sequence
of submartingales (n represents the number of data points we observe), and let An(t) be the corresponding
sequence of compensators. Consider the stopping time τn = max{T1, . . . , Tn}, then by the Lenglart-Rebolledo
inequality
An(τn) = op(1)⇒ sup
t≤τn
Wn(t) = op(1). (24)
B.4 Double martingale integrals
Next we state results regarding double integrals with respect to a Ft- counting process martingale M(t), intro-
duced in [12]. Consider W (t) =
∫
Ct
h(x, y)dM(x)dM(y), where Ct = {(x, y) : 0 < x < y ≤ t}. The following
results state conditions under which W (t) defines a proper martingale with respect the filtration (Ft)t≥0.
Definition B.5. We define the predictable σ- algebra P as the σ-algebra generated by the sets of the form
{(a1, b1]× (a2, b2]×X : 0 ≤ a1 ≤ b1 < a2 ≤ b2, X ∈ Fa2} ∪ {(0, 0)×X : X ∈ F0}
Let C = {(x, y) : 0 < x < y < ∞}. A function h : C × Ω → R is called elementary predictable if it can be
written as a finite sum of indicator functions of sets belonging to the predictable σ-algebra P. On the other
hand, if a function h is P-measurable, then it is the limit of elementary predictable functions.
Proposition B.6. Any deterministic function, and the functions C × Ω→ R given Y (x)Y (y) and 1{x<y≤τn}
are P-measurable.
Remark. Notice that any deterministic function of the covariates X1, . . . , Xn, individual risk functions Yi(t) and
indicator function 1{t≤τn} are P-measurable as in Definition B.5.
Theorem B.7. Let h(x, y) be P-measurable function, as in Definition B.5, and define sets Ct = {(x, y) : 0 <
x < y ≤ t} for any t ≥ 0. Let M(t) be a Ft-martingales and suppose that for all t ≥ 0, it holds
E
(∫
Ct
|h||dM(x)dM ′(y)|
)
<∞. (25)
The process
W (t) =
∫
Ct
h(x, y)dM(x)dM ′(y) (26)
is then a martingale on t ≥ 0 with respect the filtration Ft.
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C Auxiliary results
In this section we introduce and give proof to some auxiliary results that we will be used in the proofs of our
main results.
C.1 Proposition C.1
Recall τx = sup{t : ST |X=x(t) > 0} and τ = sup {t : ST (t) > 0}. The next proposition states τx ≤ τ for almost
all x ∈ X .
Proposition C.1. Let τ ′ be the essential supremum defined as τ ′ = ess sup τx = inf{t : FX({x : τx > t}) = 0},
then τ = τ ′.
Proof: We start by proving τ ′ ≤ τ . Assume otherwise, τ < τ ′, then there exists  > 0 such that B = {x : τx >
τ + } and FX(B) > 0. Let
B1/n =
{
x : ST |X=x(τ + ) >
1
n
}
and observe B =
⋃
n≥1B1/n. Since FX(B) > 0, by union bound, we deduce that there exists n ≥ 1 such that
FX(B1/n) > 0. Then
0 =
∫
X
ST |X=x(τ + )dFX(x) ≥
∫
B1/n
1
n
dFX(x) ≥ 1
n
FX(B1/n) > 0,
from which we deduce that τ ′ ≤ τ .
We continue proving τ ′ ≥ τ . Assume that τ ′ < τ , then
0 < ST (τ
′) =
∫
X
ST |X=x(τ ′)dFX(x) = 0,
from which we deduce τ ≤ τ ′, and thus τ ′ = τ . 
C.2 Proposition C.2
The next Proposition is used in the proof of Lemma 2.1.
Proposition C.2. Let ω : R+ × X → R be a bounded measurable function. For any t ≤ τ and measurable set
A ⊆ X , it holds ∫ t
0
∫
A
ω(s, x)dνn0 (s, x) =
∫ t
0
∫
A
ω(s, x)dν˜n0 (s, x) + op(1),
where dν˜n0 (s, x) =
dN(s)
n
∑n
i=1
Yi(s)
nST (s)
δXi(x).
Proof: We prove that the difference
Dn =
∫ t
0
∫
A
ω(s, x)(dνn0 − dν˜n0 )(s, x) =
∫ τn
0
∫
A
1{s≤t}ω(s, x)(dνn0 − dν˜n0 )(s, x), (27)
converges to zero in probability.
Let  > 0, and define t ≥ 0 such that ST (t) =  (notice that it exists since the distribution over the times
is continuous). Then
Dn =
∫ t
0
∫
A
1{s≤t}ω(s, x)(dνn0 − dν˜n0 )(s, x) +
∫ τn
t
∫
A
1{s≤t}ω(s, x)(dνn0 − dν˜n0 )(s, x). (28)
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We prove that each integral in the previous equation converges to zero in probability. For the first integral,
observe that ∫ t
0
∫
A
1{s≤t}ω(s, x)(dνn0 − dν˜n0 )(s, x)
=
∫ t
0
n∑
i=1
ω(s,Xi)1{s≤t,Xi∈A}Yi(s)
(
n
Y (s)
− 1
ST (s)
)
dN(s)
n2
≤ sup
s≤t
∣∣∣∣ nY (s) − 1ST (s)
∣∣∣∣ ∫ t
0
n∑
i=1
|ω(s,Xi)|1{s≤t,Xi∈A}Yi(s)
dN(s)
n2
≤ sup
s≤t
∣∣∣∣ nY (s) − 1ST (s)
∣∣∣∣ 1n2
n∑
j=1
n∑
i=1
∆j |ω(Tj , Xi)|1{Tj≤t,Xi∈A}Yi(Tj)
≤ sup
s≤t
∣∣∣∣ nY (s) − 1ST (s)
∣∣∣∣ 1n2
n∑
j=1
n∑
i=1
|ω(Tj , Xi)| = op(1),
since the supremum in the previous equation converges to zero by Proposition B.1.2. and |ω| ≤ C is bounded
for some constant C > 0.
For the second integral, it holds∫ τn
t
∫
A
1{s≤t}ω(s, x)(dνn0 − dν˜n0 )(s, x)
=
∫ τn
t
n∑
i=1
ω(s,Xi)1{s≤t,Xi∈A}Yi(s)
(
n
Y (s)
− 1
ST (s)
)
dN(s)
n2
(bounded |ω| ≤ C) ≤ C
n
∫ τn
t
n∑
i=1
1{s≤t,Xi∈A}
Yi(s)
Y (s)
∣∣∣∣1− Y (s)/nST (s)
∣∣∣∣ dN(s)
(Proposition B.2.1) = Op(1)
1
n
∫ τn
t
1{s≤t}dN(t)
= Op(1)
1
n
n∑
j=1
1{t≥Tj}
(definition of t) = Op(1).
Since  > 0 is arbitrary, we conclude the result. 
C.3 Lemma C.3
The next Lemma is used in Lemma C.4, which in turn is used in the main result in Lemma 3.3.
Lemma C.3. Let K((t, x), (s, y)) = L(t, s)K(x, y) be the reproducing kernel associated to a reproducing kernel
Hilbert space H, satisfying Assumption 3.2. Additionally, consider the process κi,j : Ω× (0, τ)2 → R, defined as
κi,j(t, s) =
E′(K(X ′i, X
′
j)Y
′
i (t)Y
′
j (s))
n2ST (t)ST (s)
− E
′(K(X ′i, Xj)Y
′
i (t))Yj(s)
nST (t)Y (s)
− E
′(K(Xi, X ′j)Y
′
j (s))Yi(t)
nST (s)Y (t)
+
K(Xi, Xj)Yi(t)Yj(s)
Y (t)Y (s)
,
{(T ′i ,∆′i, X ′i)}ni=1 is an i.i.d. independent sample of the data D = {(Ti,∆i, Xi)}ni=1, Y ′i (t) = 1{T ′i ≥ t}, and
E′(·) = E(·|D).
Then,
n∑
i=1
n∑
j=1
L(t, t)κi,j(t, t) = op(1).
point-wise for any t < τ .
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Proof: Note that
L(t, t)κi,j(t, t) = L(t, t)
E′(K(X ′i, X
′
j)Y
′
i (t)Y
′
j (t))
n2ST (t)ST (s)
− L(t, t)E
′(K(X ′i, Xj)Y
′
i (t))Yj(s)
nST (t)Y (t)
− L(t, t)E
′(K(Xi, X ′j)Y
′
j (t))Yi(t)
nST (t)Y (t)
+ L(t, t)
K(Xi, Xj)Yi(t)Yj(t)
Y (t)Y (t)
,
we will show that, summing over i and j each of these four terms converges almost surely to C =
E(K(X1, X2)Y1(t)Y2(t))/ST (t)ST (t). Firstly note the first term is a V-statistic, converging to C almost surely.
The second double sum can be written as
L(t, t)
1
ST (t)
 1
n
n∑
j=1
E′(K(X ′i, Xj)Y
′
i (t))Yj(t)
 n
Y (t)
which converges to C almost surely by the law of large numbers and the continuous mapping theorem and
Slutsky’s lemma. The same argument holds for the third term. Finally, the fourth term can be written as
L(t, t)
n
Y (t)
n
Y (t)
1
n2
n∑
i=1
n∑
j=1
K(Xi, Xj)Yi(t)Yj(t).
The first two factors converge almost surely by the law of large numbers and the continuous mapping theorem
and the last factor is a V -statistic converging almost surely. By Slutsky’s lemma the product converges to C.

C.4 Lemma C.4
The next Lemma is used in the proof of the main result, Lemma 3.3.
Lemma C.4. Let K((t, x), (t′x′)) = L(t, t′)K(x, x′) be the reproducing kernel associated to a reproducing kernel
Hilbert space H, satisfying Assumption 3.2, and let κi,j : Ω× (0, τ)2 → R be the process defined in Lemma C.3.
The following results hold true:
i) 1n
∫ τn
0
∑n
i=1
∑n
j=1 L(t, t)κi,j(t, t)dN(t) = op(1)
ii)
∣∣∣ 1n ∫ τn0 ∑ni=1∑nj=1 L(t, t)κi,j(t, t)dN(t)∣∣∣ ≤ C, for some constant C > 0.
Proof: We start proving the result in ii). Under Assumption 3.2, |K| ≤ C for some constant C > 0. A simple
inspection shows that
∣∣∣∑ni=1∑nj=1 L(t, t)κi,j(t, t)∣∣∣ ≤ 4C, and∣∣∣∣∣∣ 1n
∫ τn
0
n∑
i=1
n∑
j=1
L(t, t)κi,j(t, t)dN(t)
∣∣∣∣∣∣ ≤ 1n
∫ τn
0
4CdN(t) ≤ 4C, (29)
which deduces the desired result in ii).
We continue proving the result in i). To this end, define the process
W (t) =
1
n
∫ t
0
∣∣∣∣∣∣
n∑
i=1
n∑
j=1
L(s, s)κi,j(s, s)
∣∣∣∣∣∣ dN(s), s ≥ 0,
and notice that W (τn) = op(1) implies i). On the other hand, notice that the W (t) is a Ft-sub-martingale with
compensator (evaluated at t = τn) given by
A(τn) =
∫ τn
0
∣∣∣∣∣∣
n∑
i=1
n∑
j=1
L(s, s)κi,j(s, s)
∣∣∣∣∣∣ Y (s)n dΛZ(s).
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By the Lenglart-Rebolledo’s inequality A(τn) = op(1) implies W (τn) = op(1), thus the result in i) is implied by
A(τn) = op(1). We prove A(τn) = op(1) using dominated convergence in probability in Lemma B.3. By Lemma
C.3, ∣∣∣∣∣∣
n∑
i=1
n∑
j=1
L(t, t)κi,j(t, t)
∣∣∣∣∣∣ Y (t)n ≤
∣∣∣∣∣∣
n∑
i=1
n∑
j=1
L(t, t)κi,j(t, t)
∣∣∣∣∣∣ = op(1)
point-wise for any t < τ . Also, under Assumption 3.2,
∣∣∣∑ni=1∑nj=1 L(t, t)κi,j(t, t)∣∣∣ ≤ 4C, and by Proposition
B.2, Y (t)/n = ST (t) uniformly on t ≤ τn, then∣∣∣∣∣∣
n∑
i=1
n∑
j=1
L(t, t)κi,j(t, t)
∣∣∣∣∣∣ Y (t)n = Op(1)ST (t) = Op(1)SZ(t)SC(t)
where ST (t) = SZ(t)SC(t) holds under the null hypothesis. By dominated convergence in probability we
conclude A(τn) = op(1), which implies the result in i). 
C.5 Lemma C.5
Lemma C.5.
1
n
∫ τ
0
∣∣∣∣1− Y (t)/nST (t)
∣∣∣∣ dN(t) = op(1). (30)
and
1
n
∫ τ
0
∣∣∣∣1− Y (t)/nST (t)
∣∣∣∣2 dN(t) = op(1). (31)
Proof: We will prove only the first equation as the second one follows from the same argument. Let  > 0
and define t ∈ (0, τ) such that ST (t) = . We split the integration area of the first equation into two regions,
i){t ≤ t} and ii){t > t}. For the first region, i){t ≤ t}, observe that
1
n
∫ t
0
∣∣∣∣1− Y (t)/nST (t)
∣∣∣∣ dN(t) ≤ sup
t≤t
∣∣∣∣ nY (t) − 1ST (t)
∣∣∣∣ 1n
∫ t
0
dN(t) = op(1)
as 1n
∫ t
0
dN(t) ≤ 1 for all n ≥ 1, and supt≤t
∣∣∣ nY (t) − 1ST (t) ∣∣∣ → 0 by Proposition B.1.2. For the second region,
ii){t > t}, observe that
1
n
∫ τ
t
∣∣∣∣1− Y (t)/nST (t)
∣∣∣∣ dN(t) = Op(1) 1n
∫ τn
0
1{t>t}dN(t)
= Op(1)
1
n
n∑
i=1
∆i1{Ti>t}
= Op(1),
where the first equality is due to Proposition B.2.1, which states Y (t)/n = Op(1)ST (t) uniformly for all t ≤ τn,
and the third equality follows from Markov’s inequality and the definition of t. Since  > 0 is arbitrary, we
deduce equation (30). 
C.6 Lemma C.6
The next Proposition is used in the proof of Lemma 5.1 .
Lemma C.6. Let {(T ′i ,∆′i, X ′i)}ni=1 be an independent copy of the data, Y ′i (s) = 1{Ti≥s} and E′(·) =
E(·|{(Ti,∆i, Xi)}ni=1). Under Assumption 3.2, it holds
sup
s,s′≤τ
∣∣∣∣∣∣ 1n2
n∑
i=1
n∑
j=1
K(Xi, Xj)Yi(s)Yj(s
′)− E (K(Xi, Xj)Yi(s)Yj(s′))
∣∣∣∣∣∣ a.s.→ 0 (32)
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and
sup
s,s′≤τ
∣∣∣∣∣ 1n
n∑
i=1
E′(K(Xi, X ′i)Y
′
i (s
′))Yi(s)− E (K(Xi, X ′i)Yi(s)Y ′i (s′))
∣∣∣∣∣ a.s.→ 0. (33)
Proof: Assume that K is positive, if not, consider K = K+ −K− and prove the result for the positive and
negative part separately. Define the function qs,s′ : (R+ ×X )2 → R as
qs,s′((t, x), (t
′, x′)) = K(x, x′)1{t≥s}1{t′≥s′}, s, s′ ≤ τ. (34)
For simplicity of notation, let qs,s′(k, l) = qs,s′((Tk, Xk), (Tl, Xl)), and notice that qs,s′(k, l) =
K(Xk, Xl)Yk(s)Yl(s
′). We then need to prove that
sup
s,s′≤τ
∣∣∣∣∣ 1n2
n∑
k=1
n∑
l=1
qs,s′(k, l)− E (qs,s′(k, l))
∣∣∣∣∣ = op(1). (35)
We prove the main result by checking that each of the steps below hold.
Step 1: Define the set of functions
Q = {qs,s′ such that s, s′ ≤ τ} ∪ {0}, (36)
where {0} denotes the zero function. Then, for any  > 0, there exists a finite collection of functions
QN = {qs,s′ with s, s′ ∈ {si}Ni=0} ∪ {0}, (37)
where {si}Ni=0 is a finite collection of ordered times and sN ≤ τ , satisfying that for any function qs,s′ ∈ Q, there
exists q`, qu ∈ QN such that E(qu(k, l)− q`(k, l)) ≤  for any k 6= l, and
q`((t, x), (t′, x′)) ≤ qs,s′((t, x), (t′, x′)) ≤ qu((t, x), (t′, x′)) (38)
for all (t, x), (t′, x′) ∈ R+ ×X .
Step 2: Let k 6= l, then
max
i,j∈{1,...,N}
∣∣∣∣∣ 1n2
n∑
k=1
n∑
l=1
qsi,sj (k, l)− E(qsi,sj (k, l))
∣∣∣∣∣ a.s.→ 0.
The result is then proved as follows. Consider an arbitrary function qs,s′ ∈ Q, then by Step 1 for any  > 0,
there exists a finite collection of functions QN and ql, qu ∈ QN such that
1
n2
n∑
k,l=1
qs,s′(k, l)− E(qs,s′(k, l)) ≤ 1
n2
n∑
k,l=1
qu(k, l)− E(qs,s′(k, l))
=
1
n2
n∑
k,l=1
qu(k, l)− E(qu(k, l)) + E(qu(k, l)− qs,s′(k, l))
≤ 1
n2
n∑
k,l=1
qu(k, l)− E(qu(k, l)) + 
≤ 2,
where the last inequality follows by Step 2.
Similarly, we can prove that
1
n2
n∑
k,l=1
qs,s′(k, l)− E(qs,s′(k, l)) ≥ 1
n2
n∑
k,l=1
q`(k, l)− E(qs,s′(k, l))
≥ 1
n2
n∑
k,l=1
q`(k, l)− E(q`(k, l)) + E(q`(k, l))− E(qs,s′(k, l))
≥ −2,
which deduces the desired result as  is arbitrary. We finish the proof by proving Step 1 and Step 2.
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Proof step 1: Notice that for any k 6= l, it holds
E(qs,s′(k, l)) =
∫
X
∫
X
K(x, x′)ST |X=x(s)ST |X=x′(s′)dFX(x)dFX(x′).
Then,
0 ≤ E(qs,s′(k, l)) ≤ E(q0,0(k, l)) = E(K(Xk, Xl)) <∞
for any s, s′ ≤ τ . Moreover, since ST |X=x(s) is decreasing and continuous in s ≤ τ for almost all x ∈ X , by
monotone convergence, lims,s′→τ E(qs,s′(k, l)) = 0. This result implies that for any given  > 0, there exists a
finite collection of ordered times {si}Ni=1 with s0 = 0 such that
E(qsi−1,sj−1(k, l))− E(qsi,sj (k, l)) ≤ , E(qsN ,sj−1(k, l))− E(qsN ,sj (k, l)) ≤  (39)
(notice the symmetry of qss′) and E(qsN ,sN (k, l)) ≤ , for all i, j ∈ {0, . . . ,N}. Then we choose QN ={
qs,s′ with s, s
′ ∈ {si}Ni=0
} ∪ {0}. By construction, for any qs,s′ ∈ Q, there exists q`, qu ∈ QN such that
q`((t, x), (t′, x′)) ≤ qs,s′((t, x), (t′, x′)) ≤ qu((t, x), (t′, x′))
for all (t, x), (t′, x′) ∈ R+ ×X , satisfying E(qu(k, l))− E(q`(k, l)) ≤ . To see this, we analyse three cases
• Case s ≤ sN and s′ ≤ sN : Choose i, j such that s ∈ (si−1, si] and s′ ∈ (sj−1, sj ], then from the definition
of the function qs,s′ in equation (34), it holds
q` = qsi,sj ((t, x), (t
′, x′)) ≤ qs,s′((t, x), (t′, x′)) ≤ qsi−1,sj−1((t, x), (t′, x′)) = qu
for all (t, x), (t′, x′) ∈ R+ ×X . Also, notice from equation (39) E(qu(k, l)− q`(k, l)) = E(qsi−1,sj−1(k, l)−
qsi,sj (k, l)) ≤ , which concludes the result.
• Case s ≤ sN and s′ > sN : Similarly to the previous case, choose i such that s ∈ (si−1, si], then
q` = qsi,sN ((t, x), (t
′, x′)) ≤ qs,s′((t, x), (t′, x′)) ≤ qsi−1,sN ((t, x), (t′, x′)) = qu (40)
for all (t, x), (t′, x′) ∈ R+ ×X , and E(qu(k, l)− q`(k, l)) = E(qsi−1,sN (k, l)− qsi,sN (k, l)) ≤ , which holds
by equation (39).
• Case s > sN and s′ > sN :
q` = 0 ≤ qs,s′((t, x), (t′, x′)) ≤ qsN ,sN ((t, x), (t′, x′)) = qu (41)
and E(qu(k, l) − q`(k, l)) = E(qsN ,sN (k, l)) ≤  by equation (39). Notice that the 0 function belongs to
QN by construction.
Proof step 2: Notice that under Assumption 3.2, E(|qs,s′(k, k)|) ≤ E(|K(Xk, Xl)|) <∞ and E(qs,s′(k, l)2) ≤
E(K(Xk, Xl)
2) <∞. By classical V-statistics theory, it holds that
1
n2
n∑
k=1
n∑
l=1
qs,s′(k, l)
a.s.→ E(qs,s′(k, l))
as n grows to infinity. We deduce the main result by noticing that the previous result holds for arbitrary
s, s′ ∈ {si}Ni=0 where N is finite. 
D Main proofs
In this section we prove the main results of our paper.
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D.1 Proof of Proposition 2.1
Proof: We start by proving the result in equation (9). By the law of large numbers,∫ t
0
∫
A
ω(s, x)dνn1 (s, x) =
1
n
n∑
i=1
∆iω(Ti, Xi)1{Ti≤t,Xi∈A}
P→ E(∆iω(Ti, Xi)1{Ti≤t,Xi∈A}),
where
E(∆iω(Ti, Xi)1{Ti≤t,Xi∈A}) = E
(
ω(Zi, Xi)1{Zi≤t,Xi∈A}SC|X=Xi(Zi)
)
=
∫ t
0
∫
A
ω(s, x)SC|X=x(s)dFZ,X(s, x)
=
∫ t
0
∫
A
ω(s, x)dν1(s, x).
We continue with the result in equation (10). By Proposition C.2, for any t ≤ τ and measurable A ⊆ X , it
holds ∫ t
0
∫
A
ω(s, x)dνn0 (s, x) =
∫ t
0
∫
A
ω(s, x)dν˜n0 (s, x) + op(1)
=
1
n2
n∑
j=1
n∑
i=1
∆jω(Tj , Xi)1{Tj≤t,Xi∈A}
Yi(Tj)
ST (Tj)
+ op(1). (42)
The previous sum can be decomposed over indices such that {i = j} and {i 6= j}, as
1
n2
n∑
j=1
n∑
i=1
∆jω(Tj , Xi)1{Tj≤t,Xi∈A}
Yi(Tj)
ST (Tj)
=
1
n2
n∑
i=1
∆iω(Ti, Xi)1{Ti≤t,Xi∈A}
1
ST (Ti)
+
1
n2
n∑
i 6=j
∆jω(Tj , Xi)1{Tj≤t,Xi∈A}
Yi(Tj)
ST (Tj)
We show that the sum over {i = j} converges to zero in probability. To see this, observe that
1
n2
n∑
i=1
∆iω(Ti, Xi)1{Ti≤t,Xi∈A}
1
ST (Ti)
≤ C
n2
n∑
i=1
1
ST (Ti)
≤ C
n2
n∑
i=1
1
Ui
,
where Ui are i.i.d. uniform random variables. Define the event Bn = ∪ni=1
{
1/Ui ≥ n3/2
}
, and notice that
P(Bn) ≤ nP(Ui ≤ 1/n3/2) = n−1/2. Then, for any  > 0, it holds
P
(
C
n2
n∑
i=1
1
Ui
> 
)
= P
({
C
n2
n∑
i=1
1
Ui
> 
}
∩ Bn
)
+ P
({
C
n2
n∑
i=1
1
Ui
> 
}
∩ Bcn
)
≤ P (Bn) + P
(
1
n
n∑
i=1
1{1/Ui<n3/2}
Ui
>
n
C
)
≤ 1
n1/2
+
C
n
E
(
1{1/Ui<n3/2}
Ui
)
≤ 1
n1/2
+
C
n
∫ 1
n−3/2
1
u
du
≤ 1
n1/2
+
3C
2
log(n)
n
→ 0,
for any  > 0 as n grows to infinity. The sum over {i 6= j} satisfies
1
n2
n∑
i 6=j
∆jω(Tj , Xi)1{Tj≤t,Xi∈A}
Yi(Tj)
ST (Tj)
P→ E
(
∆jω(Tj , Xi)1{Tj≤t,Xi∈A}
Yi(Tj)
ST (Tj)
)
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by the classical theory of U-statistics. where
E
(
∆jω(Tj , Xi)1{Tj≤t,Xi∈A}
Yi(Tj)
ST (Tj)
)
= E
(
∆jω(Tj , Xi)1{Tj≤t,Xi∈A}
ST |X=Xi(Tj)
ST (Tj)
)
= E
(
∆j
∫
x′∈A
ω(Tj , x
′)ST |X=x′(Tj)dFX(x′)
1{Tj≤t}
ST (Tj)
)
=
∫ t
0
∫
x∈X
∫
x′∈A
ω(s, x′)ST |X=x′(s)dFX(x′)
SC|X=x(s)
ST (s)
dFZX(s, x)
=
∫ t
0
∫
x′∈A
ω(s, x′)ST |X=x′(s)dFX(x′)
∫
x∈X SC|X=x(s)dFZX(s, x)
ST (s)
=
∫ t
0
∫
x′∈A
ω(s, x′)dν0(s, x′),
which concludes our proof.

D.2 Proof of Proposition 2.3
Proof: (⇐=) Assume Z ⊥ X. Notice that τ = τx for almost all x ∈ X as if this does not hold, then Z 6⊥ X.
Consider arbitrary t ≤ τ and measurable A ⊆ X , then it holds
ν1((0, t]×A) =
∫ t
0
∫
x∈A
SC|X=x(s)dFZ(s)dFX(x)
and
ν0((0, t]×A) =
∫ t
0
∫
x∈X
SC|X=x(s)
∫
x′∈A SZ(s)SC|X=x′(s)dFX(x
′)∫
x′′∈X SZ(s)SC|X=x′′(s)dFX(x
′′)
dFZ(s)dFX(x)
(Z ⊥ X) =
∫ t
0
∫
x∈A
SC|X=x(s)dFZ(s)dFX(x).
Because ν1 and ν0 agree on generating sets, they agree on any measurable set of R+ ×X .
(=⇒) First, we prove that ν1 = ν0 implies that τ = τx for almost all x ∈ X . Observe that SC|X=x(s) = 0⇒
SZ|X=x(s) = 0 implies τx = sup{t : ST |X=x(t) > 0} = sup{t : SZ|X=x(t) > 0}, and by Proposition C.1, τx ≤ τ
for almost all x ∈ X .
We proceed by contradiction. Assume there exists τ ′ < τ such that the event E = {x : τx ≤ τ ′} satisfies
P(X ∈ E) ∈ (0, 1), otherwise τx = τ for almost all x ∈ X . Let ω(s, x) = 1{s<τx}ST |X=x(s)−1, and notice that
ω(s, x) <∞ for all (s, x) ∈ (0, τ)×X .
By the hypothesis ν0 ≡ ν1,∫
A
∫ t
0
ω(s, x)SC|X=x(s)dFZX(s, x) =
∫
A
∫ t
0
ω(s, x)ST |X=x(s)dα(s)dFX(x) (43)
for any t ≤ τ , measurable set A ⊆ X and measurable function ω(s, x). The left-hand-side of equation (43),
when evaluated at ω(s, x) = 1{s<τx}ST |X=x(s)
−1, A = E and t = τ ′, then satisfies∫
E
∫ τ ′
0
ω(s, x)SC|X=x(s)dFZX(s, x) =
∫
E
∫ τ ′
0
1{s<τx}dΛZ|X=x(s)dFX(x)
(τx < τ
′ in E) =
∫
E
ΛZ|X=x(τx)dFX(x)
=∞
as τx = sup{t : SZ|X=x(t) > 0}, ΛZ|X=x(t) = − logSZ|X=x(t) and FX(E) > 0.
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On the other hand, the right-hand-side of equation (43), when evaluated at ω(s, x) = 1{s<τx}ST |X=x(s)
−1,
A = E and t = τ ′, satisfies∫
E
∫ τ ′
0
ω(s, x)ST |X=x(s)dα(s)dFX(x) =
∫
E
∫ τ ′
0
1{s≤τx}dα(s)dFX(x)
≤ FX(E)α(τ ′) <∞
since FX(E) ∈ (0, 1) and
α(τ ′) =
∫ τ ′
0
∫
x∈X SC|X=x(s)dFZX(s, x)
ST (s)
≤ 1
ST (τ ′)
<∞
due to the fact that ST (t) > 0 for all t < τ and τ
′ < τ . This finally, leads to a contradiction in equation (43),
hence τx = τ for almost all x ∈ X .
We continue assuming that τ = τx for almost all x ∈ X and prove that ν0 = ν1 implies Z ⊥ X. Let
ω(s, x) = ST |X=x(s)−1, A ⊆ X be a measurable set and t < τ . Notice that ω is well-defined FX -almost surely
for t < τ as FX({τX 6= τ}) = 0. By the hypothesis ν0 ≡ ν1,∫ t
0
∫
A
SC|X=x(s)
ST |X=x(s)
dFZX(s, x) =
∫ t
0
∫
A
dα(s)dFX(x) (44)
By replacing the value of ω and taking A = X , we obtain∫
X
∫ t
0
dFZ|X=x(s)
SZ|X=x(s)
dFX(x) =
∫
X
ΛZ|X=x(t)dFX(x) = ΛZ(t) =
∫ t
0
dα(t).
which implies dα(s) = dΛZ(s). Substituting the previous equality in equation (44), we obtain for arbitrary
measurable A, ∫ t
0
∫
A
SC|X=x(s)
ST |X=x(s)
dFZX(s, x) =
∫
A
ΛZ|X=x(t)dFX(x) =
∫
A
ΛZ(t)dFX(x)
from which we conclude that dΛZ|X(s) = dΛZ(s) FX -almost surely for all s < τ . Notice that SC|X=x(s) = 0⇒
SZ|X=x(s) = 0 implies that τ = sup{t : SZ(t) > 0} from which we deduce Z ⊥ X. 
D.3 Proof of Theorem 2.5
Proof: Let ω? = ‖φn0 − φn1‖−1H (φn0 − φn1 ), clearly ‖ω?‖2H = 1 and
〈ω?, φn0 − φn1 〉H = ‖φn0 − φn1‖H ≤ Ψn.
On the other hand
Ψn = sup
ω∈H:‖ω‖2H≤1
〈ω, φn0 − φn1 〉H ≤ sup
ω∈H:‖ω‖2H≤1
‖ω‖H‖φn0 − φn1‖H = ‖φn0 − φn1‖H,
which deduces the desired result Ψn = ‖φn0 − φn1‖H.
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Let ΦX = (K(X1, ·), . . . ,K(Xn, ·))ᵀ and ΦT = (∆1L(T1, ·), . . . ,∆nL(Tn, ·))ᵀ
‖φn0 − φn1‖2H =
∥∥∥∥∥
∫
X
∫
R+
L(t, ·)K(x, ·)(dνn1 (t, x)− dνn0 (t, x))
∥∥∥∥∥
2
H
=
∥∥∥∥∥∥ 1n
n∑
i=1
∫
R+
L(t, ·)
K(Xi, ·)− n∑
j=1
K(Xj , ·)Yj(t)
Y (t)
 dNi(t)
∥∥∥∥∥∥
2
H
=
∥∥∥∥∥∥ 1n
n∑
i=1
∆iL(Ti, ·)
K(Xi, ·)− n∑
j=1
K(Xj , ·)Yj(Ti)
Y (Ti)
∥∥∥∥∥∥
2
H
=
∥∥∥∥∥ 1n
n∑
i=1
ΦTi ((I −A)ΦX)i
∥∥∥∥∥
2
H
=
1
n2
n∑
i=1
n∑
i′=1
〈
ΦTi ((I −A)ΦX)i,ΦTi′ ((I −A)ΦX)i′
〉
H
=
1
n2
n∑
i=1
n∑
i′=1
(L∆TT )i,i′((I −A)KXX(I −A)ᵀ)i,i′
=
1
n2
trace(L∆TT (I −A)KXX(I −A)ᵀ).

D.4 Proof of Proposition 3.1
Proof:
We start by proving equation (14). Observe in equation (6) that the log-rank statistic can be written as
LRn(ω) =
1
n
n∑
i=1
∫
R+
(ω(t,Xi)− ω¯n(t)) dNi(t).
On the other hand, recall that dMi(t) = dNi(t) − Yi(t)dΛZ(t). By summing and subtracting the term
1
n
∑n
i=1
∫
R+
(ω(t,Xi)− ω¯n(t))Yi(t)dΛZ(t) to the previous equation, it holds that
LRn(ω) =
1
n
n∑
i=1
∫
R+
(ω(t,Xi)− ω¯n(t))dMi(t) + 1
n
n∑
i=1
∫
R+
(ω(t,Xi)− ω¯n(t))Yi(t)dΛZ(t),
and thus we just need to prove that
1
n
n∑
i=1
∫
R+
(ω(t,Xi)− ω¯n(t))Yi(t)dΛZ(t) = 0.
To this end, we replace ω¯n(t) =
∑n
j=1 ω(t,Xj)
Yj(t)
Y (t) in the previous equation and obtain
1
n
n∑
i=1
∫
R+
(ω(t,Xi)− ω¯n(t))Yi(t)dΛZ(t)
=
1
n
n∑
i=1
∫
R+
ω(t,Xi)Yi(t)dΛZ(t)− 1
n
n∑
i=1
∫
R+
 n∑
j=1
ω(t,Xj)
Yj(t)
Y (t)
Yi(t)dΛZ(t)
=
1
n
n∑
i=1
∫
R+
ω(t,Xi)Yi(t)dΛZ(t)−
n∑
j=1
1
n
∫
R+
ω(t,Xj)Yj(t)dΛZ(t) = 0,
which completes the result and deduces equation (14).
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We finalise proving the result in equation (15). By Theorem 2.5, the definition of the embeddings φn0 and
φn1 , and the previous result in equation (14), it holds
Ψ2n = ‖φn0 − φn1‖2H
=
∥∥∥∥∥
∫
R+
∫
X
K((t, x), ·)(dνn1 (t, x)− dνn0 (t, x))
∥∥∥∥∥
2
H
=
∥∥∥∥∥∥
n∑
i=1
∫
R+
K((t,Xi), ·)− n∑
j=1
K((t,Xj), ·)Yj(t)
Y (t)
 dNi(t)
∥∥∥∥∥∥
2
H
=
∥∥∥∥∥∥
n∑
i=1
∫
R+
K((t,Xi), ·)− n∑
j=1
K((t,Xj), ·)Yj(t)
Y (t)
 dMi(t)
∥∥∥∥∥∥
2
H
,
where the main result is deduced by computing the term above using the reproducing kernel property. 
D.5 Proof of Lemma 3.3
Proof: Notice that, under the null hypothesis, Proposition 3.1 implies
Ψn = sup
ω∈H:‖ω‖2H≤1
1
n
n∑
i=1
∫
R+
ω(t,Xi)− n∑
j=1
ω(t,Xj)
Yj(t)
Y (t)
 dMi(t).
Let {(T ′i ,∆′i, X ′i)}ni=1 be an independent copy of the data D = {(Ti,∆i, Xi)}ni=1, Y ′i (t) = 1{T ′1≥t} and E′(·) =
E(|D). The desired result is then obtained by showing that the term ∑nj=1 ω(t,Xj)Yj(t)Y (t) can be replaced in the
previous equation by its population limit
E(ω(t,X′j),Y
′
j (t))
ST (t)
, up to an error of order op(n
−1/2).
Indeed, let’s make this replacement, and define
Ψ¯n = sup
ω∈H:‖ω‖2H≤1
1
n
n∑
i=1
∫
R+
(
ω(t,Xi)− E(ω(t,X
′
1)Y
′
1(t))
ST (t)
)
dMi(t)
= sup
ω∈H:‖ω‖2H≤1
〈
ω,
1
n
n∑
i=1
∫
R+
∫
x∈X
K((t, x), ·)
(
δXi(x)−
SZ(t)SC|X=x(t)
ST (t)
dFX(x)
)
dMi(t)
〉
.
Since the supremum is taken over the unit ball of a reproducing kernel Hilbert space, it is straightforward that
Ψ¯2n =
∥∥∥∥∥ 1n
n∑
i=1
∫
R+
∫
x∈X
K((t, x), ·)
(
δXi(x)−
SZ(t)SC|X=x(t)
SZ(t)SC(t)
dFX(x)
)
dMi(t)
∥∥∥∥∥
2
H
=
1
n2
n∑
i=1
n∑
l=1
∫
R+
∫
R+
K¯((t,Xi), (t
′, Xl))dMi(t)dMl(t′),
then, the desired result follows from proving Ψ2n = Ψ¯
2
n + op(n
−1).
Define the error term
Υn = sup
ω∈H:‖ω‖2H≤1
1
n
n∑
i=1
∫
R+
n∑
j=1
(
E(ω(t,X ′j), Y
′
j (t))
nST (t)
− ω(t,Xj)Yj(t)
Y (t)
)
dMi(t),
and notice that, by the triangular inequality, it holds Ψn ≤ Ψ¯n + Υn and Ψn ≥ Ψ¯n − Υn. If we assume that
Υn = op(n
−1/2) holds, the result follows by taking square of
nΨ2n = (n
1/2Ψ¯n + op(1))
2 = nΨ¯2n + op(1),
notice that n1/2Ψ¯nop(1) = op(1) since n
1/2Ψ¯n converges in distribution (which is proved in Theorem 3.4) to
some random variable.
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The rest of this proof is concerned with proving Υn = op(n
−1/2) holds under Assumption 3.2. Again, observe
that since the supremum in Υn is taken over the unit ball of a reproducing kernel Hilbert space, Υ
2
n satisfies
Υ2n =
∥∥∥∥∥∥ 1n
∫
R+
n∑
j=1
(
E(K((t,X ′j), ·), Y ′j (t))
nST (t)
− K((t,Xj), ·)Yj(t)
Y (t)
)
dM(t)
∥∥∥∥∥∥
2
H
. (45)
Under Assumption 3.2, K((t, x), (t′, x′)) = L(t, t′)K(x, x′), then a simple computation shows
Υ2n =
1
n2
∫
R+
∫
R+
n∑
i=1
n∑
j=1
L(t, t′)κi,j(t, t′)dM(t)dM(t′), (46)
where κi,j is the process defined in Lemma C.3. By Markov’s inequality, for any δ > 0, it holds
P(nΥ2n > δ) ≤
E(nΥ2n)
δ
. (47)
Proving Υn = op(n
−1/2) is thus equivalent to proving that E(nΥ2n) converges to zero. To this end, decompose
Υ2n as
Υ2n =
1
n2
∫ τn
0
∫ τn
0
n∑
i=1
n∑
j=1
1{t 6=t′}L(t, t′)κi,j(t, t′)dM(t)dM(t′) (48)
+
1
n2
∫ τn
0
n∑
i=1
n∑
j=1
L(t, t)κi,j(t, t)dN(t),
where the first integral is considered over the off-diagonal {t 6= t′} and the second integral is considered over
the diagonal {t = t′}. Notice that for the integral over the diagonal (dM(t))2 = dN(t) follows from the fact we
are considering continuous survival times Ti.
We proceed to prove that the expectation over the off-diagonal term converges to zero. Define the process
Z(t) =
2
n2
∫ t
0
∫
(0,s)
n∑
i=1
n∑
j=1
L(s, s′)κi,j(s, s′)dM(s′)dM(s), t ≥ 0, (49)
and notice that, by the symmetry of the functions κi,j(t, t
′) and L(t, t′), the off-diagonal term in Υ2n satisfies
1
n2
∫ τn
0
∫ τn
0
n∑
i=1
n∑
j=1
1{s 6=s′}L(s, s′)κi,j(s, s′)dM(s′)dM(s) (50)
=
2
n2
∫ τn
0
∫
(0,s)
n∑
i=1
n∑
j=1
L(s, s′)κi,j(s, s′)dM(s′)dM(s) (51)
= Z(τn). (52)
On the other hand, by Theorem B.7, the process Z(t) is a zero-mean square-integrable Ft- martingale since
the functions L(t, t′) and κi,j(t, t′) (for any i, j ∈ {1, . . . , n}) are both predictable functions in the sense of
definition B.5. It follows that E(Z(τn)) = 0 and thus
E(nΥ2n) = E
 1
n
∫ τn
0
n∑
i=1
n∑
j=1
L(t, t)κi,j(t, t)dN(t)
 . (53)
We conclude our proof by showing that the previous expectation is zero. To see this, we use the following
results
i) 1n
∫ τn
0
∑n
i=1
∑n
j=1 L(t, t)κi,j(t, t)dN(t) = op(1)
ii)
∣∣∣ 1n ∫ τn0 ∑ni=1∑nj=1 L(t, t)κi,j(t, t)dN(t)∣∣∣ ≤ C, for some C > 0,
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which are proved in Lemma C.4 under the Assumption 3.2. From i), for any given  > 0, there exists N0 ≥ 0
large enough such that the event
Bn =

∣∣∣∣∣∣ 1n
∫ τn
0
n∑
i=1
n∑
j=1
L(t, t)κi,j(t, t)dN(t)
∣∣∣∣∣∣ ≤ /2
 (54)
satisfies P(Bn ) ≥ 1− (2C)−1 for all n ≥ N0, where C > 0 is the constant defined in ii). Combining i) and ii)
and equation (53), we obtain
E(nΥ2n) = E(nΥ
2
n1{Bn }) + E(nΥ
2
n1{Bn }c) ≤ /2 + CP({Bn }c) = , (55)
which implies E(nΥ2n)→ 0 as n grows to infinity. By Markov’s inequality, equation (47), we deduce the desired
result nΥ2n = op(1). 
D.6 Proof of Theorem 3.4
Proof: Under the null hypothesis and Lemma 3.3, the kernel log-rank statistic Ψ2n can be approximated by a
degenerate V-statistic of order 2, that is,
Ψ2n =
1
n2
n∑
i=1
n∑
l=1
J((Ti,∆i, Xi), (Tl,∆l, Xl)) + op(n
−1),
where J is the kernel defined in equation (16). Notice that the degeneracy property of J can be easily deduced
from the fact E(J(Ti,∆i, Xi), (t, r, x)) = 0 for any (t, r, x) ∈ R+ × {0, 1} × X since
J((Ti,∆i, Xi), (t, r, x)) =
∫
R+
(∫
R+
K¯((s, xXi), (s
′, x′))dmt′,r′(s′)
)
dMi(t)
is a zero-mean Ft martingale. Using classical V-statistic limit results, we obtain
nΨ2
D→ E(J((Ti,∆i, Xi), (Ti,∆i, Xi))) + Y, (56)
where Y = ∑ni=1 λi(ξ2i − 1), ξ1, ξ2, . . . are independent standard normal random variables, and λ1, λ2, . . . are
the eigenvalues associated to the integral operator T J . Finally,
E(J((Ti,∆i, Xi), (Ti,∆i, Xi)))
= E
(∫ Ti
0
∫ Ti
0
1{t6=t′}K¯((t,Xi), (t′, Xi))dMi(t)dMi(t′) +
∫ Ti
0
K¯((t,Xi), (t,Xi))dNi(t)
)
,
where the expectation of the first term is equal to zero by the double martingale Theorem B.7, and
E
(
K¯((Zi, Zi), (Ti, Xi))∆i
)
=
∫
x∈X
∫ τ
0
K¯((t, x), (t, x))SC|X=x(t)dFZ(t)dFX(x),
from which follows the result. 
D.7 Proof of lemma 3.7
Proof: Observe that
‖φn0 − φn1‖2H = V0,0 − 2V0,1 + V1,1,
where
V0,0 =
1
n2
n∑
i=1
n∑
j=1
n∑
l=1
n∑
k=1
K((Ti, Xj), (Tl, Xk))
Yj(Ti)
Y (Ti)
Yk(Tl)
Y (Tl)
∆i∆l (57)
V0,1 =
1
n2
n∑
i=1
n∑
j=1
n∑
l=1
K((Ti, Xj), (Tl, Xl))∆i∆l
Yj(Ti)
Y (Ti)
(58)
V1,1 =
1
n2
n∑
i=1
n∑
l=1
K((Ti, Xi), (Tl, Xl))∆i∆l, (59)
holds by the reproducing kernel property. The desired result ‖φn0 − φn1‖2H P→ ‖φ0 − φ1‖2H follows by proving
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i) V0,0
P→ ‖φ0‖2H,
ii) V0,1
P→ 〈φ0, φ1〉H,
iii) V1,1
P→ ‖φ1‖2H.
We start with iii)V1,1
P→ ‖φ1‖2H. Notice that V1,1 is a V-statistic of order 2. From the classical theory of
V-statistics, and since E(|K((Ti, Xi), (Ti, Xi))∆i|) <∞, it holds
V1,1
P→ E(K((T1, X1), (T2, X2))∆1∆2)
=
∫ τ
0
∫
x∈X
∫ τ
0
∫
x′∈X
K((t, x), (t′, x′))SC|X=x(t)SC|X=x′(t′)dFZX(t′, x′)dFZX(t, x)
= ‖φ1‖2H.
We continue proving i)V0,0
P→ ‖φ0‖2H and ii)V0,1 P→ 〈φ0, φ1〉H. Notice that these cases are more complex than
the previous one as V0,0 and V0,1 are not V-statistics since they are functions of the process Y (t), which depends
on all the data. Our strategy to prove the results in i) and ii) will be to approximate V0,0 and V0,1 by U-statistics
and then compute the desired limit using the classical theory of U-statistics.
We start by proving that the sums over the elements in V0,0 and V0,1 that have at least one repeated index
{i, j, l, k} converge to zero. Rewrite V0,0 and V0,1 as
V0,0 =
1
n2
n∑
i=1
n∑
j=1
n∑
l=1
n∑
k=1
f(i, j, l, k) and V0,1 =
1
n2
n∑
i=1
n∑
j=1
n∑
l=1
g(i, j, l),
where
f(i, j, l, k) = K((Ti, Xj), (Tl, Xk))
Yj(Ti)
Y (Ti)
Yk(Tl)
Y (Tl)
∆i∆l ≤ CYj(Ti)
Y (Ti)
Yk(Tl)
Y (Tl)
,
and
g(i, j, l) = K((Ti, Xj), (Tl, Xl))∆i∆l
Yj(Ti)
Y (Ti)
≤ CYj(Ti)
Y (Ti)
,
and notice that the previous bounds hold since |K| ≤ C for some constant C ≥ 0, under Asssumption 3.2.
We proceed to prove that the sum over elements in V0,0 that consider at least the repetition of one index
{i, j, l, k} converge to zero. To this end, define S as the set containing all possible repetitions of indices
{i, j, l, k} and define Si=l as the set containing all the indices {i, j, l, k} such that i = l. It is not hard to see
that S ⊆ Si=l ∪ Si=j ∪ Si=k ∪ Sl=k ∪ Sl=j ∪ Sj=k (note that the intersection of these sets may not be empty).
For any {i, j, i, k} ∈ Si=l, it holds that
1
n2
n∑
i=1
n∑
j=1
n∑
k=1
f(i, j, i, k) ≤ 1
n2
n∑
i=1
n∑
j=1
n∑
k=1
C
Yj(Ti)
Y (Ti)
Yk(Ti)
Y (Ti)
≤ 1
n2
n∑
i=1
C → 0,
as n grows to infinity.
Similarly, for any {i, j, l, k} ∈ Si=j , it holds
1
n2
n∑
i=1
n∑
l=1
n∑
k=1
f(i, i, l, k) ≤ 1
n2
n∑
i=1
n∑
l=1
n∑
k=1
C
Yi(Ti)
Y (Ti)
Yk(Tl)
Y (Tl)
≤ C
n
n∑
i=1
1
Y (Ti)
≤ C
n
n∑
i=1
1
n− i+ 1 ≤
C
n
n∑
k=1
1
k
≤ C log(n) + 1
n
→ 0,
as n grows to infinity. Notice the same result applies for indices {i, j, l, k} ∈ Sl=k by the symmetry of the
function f(i, j, l, k).
For any {i, j, i, k} ∈ Si=k (and by symmetry {i, j, i, k} ∈ Sl=j), it holds
1
n2
n∑
i=1
n∑
j=1
n∑
l=1
f(i, j, l, i) ≤ 1
n2
n∑
i=1
n∑
j=1
n∑
l=1
C
Yj(Ti)
Y (Ti)
Yi(Tl)
Y (Tl)
≤ C
n
n∑
l=1
1
Y (Tl)
→ 0,
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by the same arguments as in the previous case.
Finally, for indices {i, j, l, k} ∈ Sj=k, it holds
1
n2
n∑
i=1
n∑
l=1
n∑
k=1
f(i, k, l, k) ≤ 1
n2
n∑
i=1
n∑
l=1
n∑
k=1
C
Yk(Ti)
Y (Ti)
Yk(Tl)
Y (Tl)
≤ C
n
n∑
l=1
1
Y (Tl)
≤ C
n
n∑
l=1
1
n− l + 1 ≤
C
n
n∑
k=1
1
k
≤ C log(n) + 1
n
→ 0.
From the previous result we deduce the following “quasi” U-statistic representations, for V0,0
V0,0 =
1
n2
∑
i 6=j 6=l 6=k
K((Ti, Xj), (Tl, Xk))
Yj(Ti)
Y (Ti)
Yk(Tl)
Y (Tl)
∆i∆l + o(1),
and for V0,1,
V0,1 =
1
n2
∑
i6=j 6=l
K((Ti, Xj), (Tl, Xl))
Yj(Ti)
Y (Ti)
∆i∆l + o(1).
By assuming that Y (t)/n can be replaced by its population limit ST (t) (up to an error of order op(1)) in
the previous equation, we obtain
V0,0 =
1
n4
∑
i 6=j 6=l 6=k
K((Ti, Xj), (Tl, Xk))
Yj(Ti)
ST (Ti)
Yk(Tl)
ST (Tl)
∆i∆l + op(1), (60)
and
V0,1 =
1
n3
∑
i 6=j 6=l
K((Ti, Xj), (Tl, Xl))
Yj(Ti)
ST (Ti)
∆i∆l + op(1), (61)
which are U-statistics of order 4 and 3, respectively. From the classical theory of U-statistics, it follows that
V0,0 = E
(
K((T1, X3), (T2, X4))
Y3(T1)
ST (T1)
Y4(T2)
ST (T2)
∆1∆2
)
+ op(1)
=
∫ τ
0
∫
x∈X
∫ τ
0
∫
x′∈X
K((t, x), (t′, x′))dν0(t′, x′)dν0(t, x) + op(1),
= ‖φ0‖2H + op(1)
and
V0,1 = E
(
K((T1, X3), (T2, X2))
Y3(T1)
ST (T1)
∆1∆2
)
+ op(1)
=
∫ τ
0
∫
x∈X
∫ τ
0
∫
x′∈X
K((t, x), (t′, x′))dν0(t′, x′)dν1(t, x) + op(1),
= 〈φ0, φ1〉2H + op(1),
from which we conclude V0,0
P→ ‖φ0‖2H and V0,1 P→ 〈φ0, φ1〉H.
We finalise our proof by proving the replacement of Y (t) by nST (t) made in equations (60) and (61). For
equation (61), observe that under Assumption 3.2, it holds∣∣∣∣∣∣ 1n2
∑
i6=j 6=l
K((Ti, Xj), (Tl, Xl))
(
Yj(Ti)
Y (Ti)
− Yj(Ti)
nST (Ti)
)
∆i∆l
∣∣∣∣∣∣ (62)
≤ C
n2
n∑
i=1
n∑
j=1
n∑
l=1
∣∣∣∣Yj(Ti)Y (Ti) − Yj(Ti)nST (Ti)
∣∣∣∣∆i∆l (63)
≤ C
n2
n∑
i=1
n∑
l=1
∣∣∣∣1− Y (Ti)/nST (Ti)
∣∣∣∣∆i∆l (64)
≤ C
n
∫ τ
0
∣∣∣∣1− Y (t)/nST (t)
∣∣∣∣ dN(t) = op(1), (65)
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where the last equality follows from Lemma C.5.
For equation (60), observe that by the triangular inequality, it holds∣∣∣∣∣∣ 1n2
∑
i 6=j 6=l 6=k
K((Ti, Xj), (Tl, Xk))
Yj(Ti)
Y (Ti)
Yk(Tl)
Y (Tl)
∆i∆l
∣∣∣∣∣∣ (66)
≤
∣∣∣∣∣∣ 1n2
∑
i 6=j 6=l 6=k
K((Ti, Xj), (Tl, Xk))
Yj(Ti)
Y (Ti)
(
Yk(Tl)
Y (Tl)
− Yk(Tl)
nST (Tl)
)
∆i∆l
∣∣∣∣∣∣ (67)
+
∣∣∣∣∣∣ 1n2
∑
i 6=j 6=l 6=k
K((Ti, Xj), (Tl, Xk))
Yk(Tl)
ST (Tl)
(
Yj(Ti)
Y (Ti)
− Yj(Ti)
nST (Ti)
)
∆i∆l
∣∣∣∣∣∣ . (68)
For the first term, observe that under Assumption 3.2, it holds∣∣∣∣∣∣ 1n2
∑
i6=j 6=l 6=k
K((Ti, Xj), (Tl, Xk))
Yj(Ti)
Y (Ti)
(
Yk(Tl)
Y (Tl)
− Yk(Tl)
nST (Tl)
)
∆i∆l
∣∣∣∣∣∣ (69)
≤ C
n2
n∑
i=1
n∑
j=1
n∑
l=1
n∑
k=1
Yj(Ti)
Y (Ti)
∣∣∣∣Yk(Tl)Y (Tl) − Yk(Tl)nST (Tl)
∣∣∣∣∆l (70)
≤ C
n
n∑
l=1
n∑
k=1
∣∣∣∣Yk(Tl)Y (Tl) − Yk(Tl)nST (Tl)
∣∣∣∣∆l (71)
≤ C
n
∫ τ
0
n∑
k=1
Yk(t)
Y (t)
∣∣∣∣1− Y (t)/nST (t)
∣∣∣∣ dN(t) (72)
≤ C
n
∫ τ
0
∣∣∣∣1− Y (t)/nST (t)
∣∣∣∣ dN(t) = op(1), (73)
where the last equality follows, again, from Lemma C.5, and for the second term∣∣∣∣∣∣ 1n2
∑
i6=j 6=l 6=k
K((Ti, Xj), (Tl, Xk))
Yk(Tl)
ST (Tl)
(
Yj(Ti)
Y (Ti)
− Yj(Ti)
nST (Ti)
)
∆i∆l
∣∣∣∣∣∣ (74)
≤ C
n2
n∑
i=1
n∑
j=1
n∑
l=1
n∑
k=1
Yk(Tl)
ST (Tl)
∣∣∣∣Yj(Ti)Y (Ti) − Yj(Ti)nST (Ti)
∣∣∣∣∆i (75)
≤ C
n
n∑
i=1
n∑
j=1
n∑
l=1
Y (Tl)/n
ST (Tl)
∣∣∣∣Yj(Ti)Y (Ti) − Yj(Ti)nP(ST (Ti)
∣∣∣∣∆i (76)
(Prop. B.2.1) = Op(1)
1
n
n∑
i=1
n∑
j=1
Yj(Ti)
∣∣∣∣ 1Y (Ti) − 1nST (Ti)
∣∣∣∣∆i (77)
= Op(1)
1
n
n∑
i=1
∣∣∣∣1− Y (Ti)/nST (Ti)
∣∣∣∣∆i (78)
= Op(1)
1
n
∫ τ
0
∣∣∣∣1− Y (t)/nST (t)
∣∣∣∣ dN(t) = op(1). (79)

D.8 Proof of Lemma 5.1
Proof: Let {(T ′i ,∆′i, X ′i)}ni=1 be an independent copy of the data D = {(Ti,∆i, Xi)}ni=1, Y ′i (t) = 1{T ′1≥t} and
E′(·) = E(|D). The desired result is obtained by showing that
sup
ω∈H:‖ω‖H≤1
1
n
n∑
i=1
∫ τ
0
Wi (ω¯n(t)− ω¯(t)) dNi(t) = op(n−1/2),
42
where ω¯n(t) =
∑n
j=1 ω(t,Xj)
Yj(t)
Y (t) and ω¯(t) =
E′(ω(t,X′j),Y
′
j (t))
ST (t)
is the population version of ω¯(t).
Observe that by the triangular inequality,
sup
ω∈H:‖ω‖H≤1
1
n
n∑
i=1
∫ τ
0
Wi (ω¯n(t)− ω¯(t)) dNi(t) ≤ E1 + E2,
where
E1 = sup
ω∈H:‖ω‖2H≤1
1
n
n∑
i=1
∫ τ
0
Wi
n∑
j=1
ω(t,Xj)Yj(t)
(
1
Y (t)
− 1
nST (t)
)
dNi(t), (80)
and
E2 = sup
ω∈H,‖ω‖2≤1
1
n
n∑
i=1
∫ τ
0
Wi
nST (t)
 n∑
j=1
ω(t,Xj)Yj(t)− E′(ω(t,X ′j)Y ′j (t))
 dNi(t). (81)
We proceed to prove that both E1 and E2 are op(n
−1/2). We begin by proving that E1 = op(n−1/2). Let
β ∈ (0, 1) and let
Bn,β =
{
Y (t)/n
ST (t)
≤ β−1, ∀t ≤ τn
}
,
and notice that, by Proposition B.2.1, it holds P(Bn,β) ≥ 1− β. We next prove that n1/2E1 converges to zero
in probability in the set Bn,β , which implies convergence in probability in the whole space as β is arbitrary.
Define
Rn(t) =
(
1
Y (t)
− 1
nST (t)
)
,
then
nE(E211{Bn,β}) = E

 sup
ω∈H:‖ω‖2H≤1
1
n1/2
n∑
i=1
∫ τ
0
Wi
n∑
j=1
ω(t,Xj)Yj(t)Rn(t)dNi(t)
2 1{Bn,β}
 .
By noticing that the previous supremum is taken over the unit ball of a RKHS, nE(E211{Bn,β}) equals
E(E211{Bn,β})
= E
 1
n
n∑
i=1
n∑
l=1
WiWl
∫ τ
0
∫ τ
0
n∑
j=1
n∑
k=1
K((t,Xj), (t
′, Xk))Yj(t)Yk(t′)Rn(t)Rn(t′)dNi(t)dNl(t′)1{Bn,β}

= E
 1
n
n∑
i=1
∫ τ
0
∫ τ
0
n∑
j=1
n∑
k=1
K((t,Xj), (t
′, Xk))Yj(t)Yk(t′)Rn(t)Rn(t′)dNi(t)dNi(t′)1{Bn,β}

≤ E
(
C
n
n∑
i=1
∫ τ
0
∫ τ
0
Y (t)Y (t′)|Rn(t)||Rn(t′)|dNi(t)dNi(t′)1{Bn,β}
)
= E
(
C
n
n∑
i=1
(∫ τ
0
Y (t)|Rn(t)|dNi(t)
)2
1{Bn,β}
)
,
where the third line follows from the fact that the W ′i s are i.i.d. Rademacher random variables independent of
the data, and the fourth line follows by Assumption 3.2, as |K| ≤ C for some constant C > 0. We prove the
previous expectation is zero by using dominated convergence theorem. Note that Y (t)|Rn(t)| =
∣∣∣1− Y (t)/nST (t) ∣∣∣
which is less than or equal to 1 + β−1 uniformly on t ≤ τn in the set Bn,β . Then
C
n
n∑
i=1
(∫ τ
0
Y (t)|Rn(t)|dNi(t)
)2
1{Bn,β} ≤ C(1 + β−1)2. (82)
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Finally, notice that
C
n
n∑
i=1
(∫ τ
0
Y (t)|Rn(t)|dNi(t)
)2
=
C
n
n∑
i=1
∣∣∣∣1− Y (Ti)/nST (Ti)
∣∣∣∣2 ∆i
=
C
n
∫ τ
0
∣∣∣∣1− Y (t)/nST (t)
∣∣∣∣2 dN(t) = op(1),
from Lemma C.5
We continue by proving that nE22 = op(1). Notice that it is enough to do it in the set Bn,β previously
defined as β can be chosen arbitrarily small.
Define
K?(t, t′) =
n∑
j=1
n∑
k=1
(K((t,Xj), (t
′, Xk))Yj(t)Yk(t′)− E′(K((t,Xj), (t′, X ′k))Y ′k(t′))Yj(t)
−E′(K((t,X ′j), (t′, Xk))Y ′j (t))Yk(t′) + E′(K((t,X ′j), (t′, X ′k))Y ′j (t)Y ′k(t′))
)
.
Then nE(1{Bn}E
2
2) equals
E
1{Bn}
 sup
ω∈H,‖ω‖2≤1
1
n1/2
n∑
i=1
∫ τ
0
Wi
nST (t)
 n∑
j=1
ω(t,Xj)Yj(t)− E′(ω(t,X ′j)Y ′1(t))
 dNi(t)
2

= E
(
1{Bn}
1
n
n∑
i=1
n∑
l=1
∫ τ
0
∫ τ
0
WiWl
n2ST (t)ST (t′)
K?(t, t′)dNi(t)dNl(t′)
)
= E
(
1{Bn}
1
n
n∑
i=1
∫ τ
0
∫ τ
0
1
n2ST (t)ST (t′)
K?(t, t′)dNi(t)dNi(t′)
)
= E
(
1{Bn}
1
n
n∑
i=1
1
n2ST (Ti)2
K?(Ti, Ti)∆i
)
,
where the second line follows by noticing we are taking supremum over the unit ball of a RKHS, the third line
is due to the fact that the W ′i s are i.i.d. Rademacher random variables independent of the data, and the last
line follows from the definition of dNi(t). We continue by showing that the previous expectation converges to
zero using dominated convergence. To this end, notice that
K?(t, t) =
 sup
ω∈H,‖ω‖2≤1
n∑
j=1
ω(t,Xj)Yj(t)− E′(ω(t,X ′j)Y ′j (t))
2 ,
and that in the set Bn,β , it holds Y (t)/(nST (t)) ≤ β−1 for all t ≤ τn, then for all i,
1{Bn}
1
n2ST (Ti)2
K?(Ti, Ti)∆i
= 1{Bn}
 sup
ω∈H,‖ω‖2≤1
1
n
n∑
j=1
ω(Ti, Xj)
Yj(Ti)
ST (Ti)
− E′
(
ω(Ti, X
′
j)
Y ′j (Ti)
ST (Ti)
)2 ∆i
≤ 1{Bn}
 sup
ω∈H,‖ω‖2≤1
1
n
n∑
j=1
|ω(Ti, Xj)| Yj(Ti)
ST (Ti)
+ E′
(
|ω(Ti, X ′j)|
Y ′j (Ti)
ST (Ti)
)2 ∆i
≤ 1{Bn}
C
n
n∑
j=1
Yj(Ti)
ST (Ti)
+ E′
(
Y ′j (Ti)
ST (Ti)
)2 ∆i
≤ 1{Bn}
(
C
n
Y (Ti)
ST (Ti)
+ C
)2
∆i
≤ (Cβ−1 + 1)2, (83)
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where the fourth line follows by noticing |ω(t, x)| ≤ ‖ω‖H‖K‖H ≤ C under Assumption 3.2. It remains to prove
that
1{Bn}
1
n
n∑
i=1
1
n2ST (Ti)2
K?(Ti, Ti)∆i = 1{Bn}
1
n
n∑
i=1
∫ τ
0
1
n2ST (t)2
K?(t, t)dNi(t) = op(1).
Consider  > 0 arbitrary. Let t ∈ (0, τ) be such that ST (t) = , which exists since the distribution is
continuous. Note that the previous expression can be decomposed as follows
1{Bn}
1
n
n∑
i=1
∫ t
0
1
n2ST (t)2
K?(t, t)dNi(t) + 1{Bn}
1
n
n∑
i=1
∫ τ
t
1
n2ST (t)2
K?(t, t)dNi(t)
We prove that both terms converge to zero in probability. For the first term, we have
1{Bn}
1
n
n∑
i=1
∫ t
0
1
n2ST (t)2
K?(t, t)dNi(t)
≤ 1
ST (T)2
sup
t≤t
1
n2
K?(t, t)
≤ C
ST (t)2
sup
t≤t
∣∣∣∣∣∣ 1n2
n∑
j=1
n∑
k=1
K(Xj , Xk)Yj(t)Yk(t)− E′(K(X ′j , X ′k)Y ′j (t)Y ′k(t))
∣∣∣∣∣∣
+
2C
ST (t)2
sup
t≤t
∣∣∣∣∣ 1n
n∑
k=1
E′(K(X ′1, Xk)Y
′
1(t))Yk(t)− E′(K(X ′1, X ′k)Y ′1(t)Y ′k(t))
∣∣∣∣∣ ,
where the previous inequality follows from the definition of K? and triangular inequality. By Lemma C.6, both
terms above tend to zero (notice that ST (t) =  > 0)
For the second term, observe that
1{Bn}
1
n
n∑
i=1
∫ τ
T
1
n2ST (t)2
K?(t, t)dNi(t) ≤ (Cβ−1 + 1)2 1
n
n∑
i=1
1{Ti≥T} → (Cβ−1 + 1)2 (84)
(85)
since 1{Bn}
1
n2ST (Ti)2
K?(Ti, Ti)∆i ≤ (Cβ−1 + 1)2 in equation (83). Since  > 0 can be chosen arbitrarily small,
we deduce the final result. 
D.9 Proof of Theorem 5.2
Proof: By Lemma 5.1,
n(ΨWn )
2 =
1
n
n∑
i=1
n∑
j=1
WiWj∆i∆jK¯((Zi, Xi), (Zj , Xj)) + op(1). (86)
The previous sum can be split over the indices such that i = j and i 6= j. For i = j, observe that
1
n
n∑
i=1
∆iK¯((Zi, Xi), (Zi, Xi))
a.s.→
∫
X
∫ τ
0
K¯((t, x), (t, x))SC|X=x(t)dFZ(t)dFX(x). (87)
For i 6= j, by the results in [9], it follows that 1n
∑n
i=1
∑n
j=1WiWj∆i∆jK¯((Zi, Xi), (Zj , Xj)) and
1
n
∑n
i=1
∑n
j=1 ∆i∆jK¯((Zi, Xi), (Zj , Xj)) have the same asymptotic distribution. The result follows from Theo-
rem 3.6. 
D.10 Proof of Proposition 5.4
Proof: As to the computational cost of nΨ2n, note first that
trace(L∆TT (I −A)KXX(I −A)ᵀ) =
n∑
i,j=1
[{L∆TT (I −A)} ◦ {(I −A)KXX ]ij .
where ◦ denotes the elementswise product. The matrix AKXX can be computed in O(n2) because, after sorting
the data, A is upper triangular, with the nonzero entries equal along each row. The same observation allows
for fast computation of the matrix products in nΨ2n and (nΨ
2
n)
W . 
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