In a recent breakthrough, Viazovska and Cohn, Kumar, Miller, Radchenko, Viazovska solved the sphere packing problem in R 8 and R 24 , respectively, by exhibiting explicit optimal functions, arising from the theory of weakly modular forms, for the Cohn-Elkies linear program in those dimensions. These functions have roots exactly at the lengths of points of the corresponding optimal lattices: { √ 2n} n≥1 for the E 8 lattice, and { √ 2n} n≥2 , for the Leech lattice. The constructions of these optimal functions are in part motivated by the locations of the zeros. But what are the roots of optimal functions in other dimensions? We prove a number of theorems about the location of the zeros of optimal functions in arbitrary dimensions. In particular, we prove that distances between root lengths are bounded from above for n ≥ 1 and not bounded from below for n ≥ 2, and that the root lengths have to be arbitrarily close for arbitrarily long, that is, for any C, ε > 0, there is an interval of length C on which the root lengths are at most ε apart. We also establish a technique that allows one to improve a non-optimal function in some cases.
Introduction
The sphere packing problem asks for the maximal fraction ∆ n of R n that can be occupied by open unit balls. While this natural geometrical question has interested mathematicians for at least half a millennium, the exact values of ∆ n are only known for n = 1, 2, 3 ( [5] ), and, as of recently, 8 and 24 ( [6] , [3] ). The upper bounds on ∆ 8 and ∆ 24 rely on a theorem of Cohn and Elkies: Theorem 1.1 ([1], Theorem 3.2). Let r > 0, and let f : R n → R be an even function satisfying the following conditions:
2. f (x) ≤ 0 for x ≥ r; 3.f (t) ≥ 0 for all t;
4. f,f ∈ L 1 (R n ).
Then:
Γ(n/2 + 1)
Since the conditions of the theorem are invariant under rotation about the origin, by replacing f with the average of its rotations, we can assume f (x) is radial (that is, only dependent on x ).
The question arises: what is the smallest r for which such a function f : R n → R exists? In 2001, Cohn and Elkies conjectured that this linear program yields sharp upper bounds in dimensions n = 2, 8 and 24 ( [1] ). They also produced explicit functions f that gave upper bounds on ∆ n that differed from the best-known lower bounds by less than 10 −10 for these values of n. However, it was not until 2016 that Viazovska ([6] ) produced a function that exactly matched the best-known lower bound in R 8 (which arises from the packing where the sphere centers are placed at the points of the E 8 lattice). A function in R 24 matching the lower bound of the Leech lattice was found shortly thereafter by Cohn, Kumar, Miller, Radchenko and Viazovska ([3] ), and the case n = 2 remains unresolved. Theorem 1.1 does not give any insight for how to search for functions with the minimal r, and the constructions in [3, 6] do not seem to carry over to other dimensions. The proof of Theorem 1.1 implies that if an optimal function were to match the lower bounds of the E 8 (or Leech) lattice packing, it would have to evaluate to 0 for x equal to vector lengths of that lattice -{ √ 2n} n≥1 for the E 8 lattice in R 8 and { √ 2n} n≥2 for the Leech lattice in R 24 . This observation helped search for the corresponding optimal functions, which have forced roots at those lengths because of a sin π x 2 /2 2 factor. In this paper, we look at the properties of zero sets of optimal functions for a general n. We call a function f :
For f acceptable, f,f must be continuous. We normalize the Fourier transformf of f bŷ
We let F n be the set of acceptable functions f : R n → R such thatf (0) = f (0) > 0,f ≥ 0, and f (x) ≤ 0 when x ≥ 0 for some r > 0. For f ∈ F n , we let
We say f : R n → R is a Cohn-Elkies function if r(f ) = R(n). A Cohn-Elkies function is not known to exist for every value of n, but is believed to, and does not have to be unique for a given n.
For sets A, B ⊆ R n and a point p ∈ R n , we define A ± B := {a ± b | a, b ∈ S}, p ± A := {p ± a|a ∈ A}, and −A := {−a|a ∈ A}, where points are summed as vectors. We let d(A, B) := inf We let N ε (A) := {p : d(p, A) < ε} be the ε-neighborhood of the set A. For a set A, we let A be its closure, and if A is Lebesgue measurable, we use µ(A) to denote its Lebesgue measure. We let R + := {r ∈ R : r > 0}.
For p ∈ R n , r > 0, we let B n r (p) ⊆ R n be the closed n-ball of radius r centered at p. By the unit ball in R n we mean B n 1 (0). We let V n :=
be the volume of the unit ball in R n . By length of an element z ∈ R n we mean its distance from the origin, z . For a subset A ⊆ R n , we let L(A) := { a | a ∈ A} be the set of lengths of elements of A. We let A c denote the complement of A. For a function f : R n → R, we call the set {z ∈ R n : f (z) = 0} the zero set of f .
The paper is structured as follows. First, we prove the main theorem:
n be a compact set of measure µ(S) > 1. Then:
Then we prove some corollaries of Theorem 1.2, for example that the zero set is unbounded, the distances between lengths of zeros are bounded from above and not bounded from below.
Main result and its corollaries
Proof of Theorem 1.2. Let Z denote the zero set of f , and suppose for contradiction that S − S contains no z ∈ Z with z ≥ r. Let
Since S is compact, |h| is bounded from above. Moreover, the set T := (S − S) ∩ {x | x ≥ r} is also compact, and by assumption f is strictly negative on T , and thus there exists some c < 0 such that f (x) < c for all x ∈ T . Hence, we can find some α > 0 such that
n with x ≥ r. Now, h has compact support supp(h) ⊆ S − S = S − S, and |h| is bounded, so of course
and Fourier transform preserves the L 2 norm. Hence, both h andĥ are acceptable. Next, note
Let c > 1 be such that F (0) = F (0)/c n , and let F c (x) := F (cx). Then:
• F c (x) ≤ 0 for all x with x ≥ r/c;
• F c is acceptable because F is acceptable as a linear combination of acceptable functions.
Thus, we have found a function F c ∈ F n with r(F c ) = r/c < r. This is a contradiction.
The proof of the second statement is almost identical. Suppose for contradiction that S − S contains no zero off . Define the function h in the same way as above. Since by hypothesisf is strictly positive on the support of h, we can find α > 0 such thatf (x) > αh(x) for all x. Let
Repeating the last step of the proof of the first part, we again arrive to a contradiction.
The proof of Theorem 1.2 gives us a technique to improve functions f ∈ F n with r(f ) > R(n) in certain cases:
Corollary 2.1. Let f ∈ F n and suppose there exists S ⊆ R n with µ(S) > 1 such that S − S contains no zeros of f . Then there exists α > 0 and c > 1 such that the function
Similarly, let f ∈ F n and suppose there exists S ⊆ R n with µ(S) > 1 such that S − S contains no zeros off . Then there exists α > 0 and c > 1 such that the function
In both cases, the parameters α, c can be chosen as in the proof of Theorem 1.2.
Now we look at what happens when S is a union of disjoint balls. The next result is not not new -we state it as the simplest case of Theorem 1.2. Corollary 2.2. For n ∈ N, suppose a Cohn-Elkies function f : R n → R exists. Then:
, and let ε > 0. Note that µ(B n r+ε ) > 1. Thus Theorem 1.2 applies, and so the set
contains a zero z of f with z ≥ R(n). Hence, R(n) ≤ z ≤ 2r + 2ε. Since this is true for any ε > 0, it follows R(n) ≤ 2r = 2V
The asymptotic expansion follows from Stirling's approximation.
In all the known Cohn-Elkies functions (in dimensions n = 1, 8, 24) the distances between root lengths go to zero. In the rest of this section we prove results about distances between root lengths for an arbitrary dimension n. Recall that for a set A ⊆ R n , L(A) := { a } a∈A ⊆ R + .
Proof. Suppose for contradiction this is not the case. Let ε be such that 0 < 2ε < inf L(Z) (recall that f has to be continuous so inf L(Z) > 0). We will show by induction that for any k ∈ N, there exists a set
• For k = 1, let b 1 := B n ε (0). Then:
• Suppose we have constructed S k . Let D be the diameter of S k . By assumption, we can find t > 0 such that [t, t + D + 2ε] contains no elements of L(Z). Choose a point p such that d(p, S k ) = t + ε and let
For sufficiently large k, µ(S k ) > 1. This contradicts Theorem 1.2. The second one is proven verbatim by replacing f withf and Z with Z ′ .
Corollary 2.4. Let f : R n → R be a Cohn-Elkies function, and let Z, Z ′ denote the sets of roots of f andf . Then Z, Z ′ are unbounded.
Theorem 2.5. Let f : R n → R be a radial Cohn-Elkies function and let Z be the zero set of f (orf ). Let T ⊆ R n be any unbounded set, and let ε > 0. Then for any C > 0, N ε (T − T ) contains infinitely many z ∈ Z with z > C.
Proof. Without loss of generality, ε < inf L(Z), so N ε (0) contains no elements of Z.
First, note that since T is unbounded, the set N ε (T −T ) has infinite measure, is unbounded, and contains infinitely many disjoint closed balls of radius ε/2. Selecting a finite collection of them of total measure greater than 1 and applying Theorem 1.2 we see that N ε (T − T ) contains an element of Z.
Since T is unbounded, for any C > 0 we can find an unbounded T ′ ⊆ T such that the elements of T ′ are distance C + 2ε or more apart. Then all elements of N ε (T ′ − T ′ ) \ N ε (0) are of length at least C. From the first observation, N ε (T ′ − T ′ ) contains an element z, and since N ε (0) ∩ Z = ∅, we can conclude z > C. Thus N ε (T − T ) contains an element z with z > C. Lastly, there are infinitely many of such elements because we can keep increasing C to be larger than the length of all the elements already chosen. Corollary 2.6. Let f : R n → R be a radial Cohn-Elkies function and let Z be the zero set of f (orf ). Let Λ ⊆ R be a lattice. Then N ε (Λ) contains infinitely elements of L(Z).
In the rest of the section we show that the lengths of zeros of a Cohn-Elkies function have to be arbitrarily close on arbitrarily long intervals when n ≥ 2 (Theorem 2.11). We begin with a few purely geometric lemmas (2.8, 2.9, 2.10).
Definition 2.7. For a set T ⊆ R + and γ ∈ R, we define T γ ⊆ R 2 as:
We let ℓ γ := R γ + be the ray emitting from 0 at angle γ to the x axis.
Lemma 2.8. Let I 0 ⊆ R be an interval and let K be an infinite set of intervals contained in I 0 such that inf I∈K µ(I) > 0. Then there exists an infinite subset L ⊆ K and an interval J with µ(J) > 0 such that J ⊆ I for all I ∈ L.
Proof. Let c := inf I∈K µ(I). For every I ∈ K, let p I := sup I be the rightmost point of I. Since K is infinite and I 0 is bounded, the set {p I } I∈K has a limit point, so there is a point p and an infinite subset L ⊆ K such that p I − p < c/4 for all I ∈ L. Then the interval
Lemma 2.9. Let A ⊆ R be such that for some C, c > 0, for any closed interval J with µ(J) = C, J ∩ A contains a closed interval of length c. Let T ⊆ R be unbounded, and let I be an interval, µ(I) = C. Then there exists an interval I ′ ⊆ I with µ(I ′ ) > 0 and an unbounded subset
Proof. For each t ∈ T , the interval I t := t − I has length C, hence by assumption there exists an interval J t ⊆ I such that µ(J t ) = c and t − J t ⊆ A. It remains to note that by Lemma 2.8, there exists an unbounded T ′ ⊆ T a positive measure interval I ′ such that I ′ ⊆ J t for all t ∈ T ′ , and hence
Lemma 2.10. Let B ⊆ R 2 \{(0, 0)} be a radial set such that the set A := L(B)∪−L(B) satisfies the hypotheses of Lemma 2.9. Then for all k ∈ N and ε > 0, there exist points p 1 , . . . , p k ∈ R 2 , an interval [α k , β k ] and an unbounded set T k ⊆ R + such that:
2. The set
Proof. Let A + := L(B), so A := A + ∪ −A + . Since A satisfies the hypotheses of Lemmma 2.9, A + is unbounded. We prove the statement of the theorem by induction.
• For k = 1, let p 1 := (0, 0), let α 1 := 0; β 1 := π/4, and let T 1 := A + .
1. Condition 1 is trivial.
• Suppose the statement holds for some k. We prove it holds for k + 1. Without loss of generality (by rotating all the points about the origin), we have
(which exists since T k is unbounded).
1. Since p > p i + ε, we have p − p i > ε for all i ≤ k.
2. Since p ∈ T 0 k and 0 ∈ [α k , β k ], by the third condition of the induction assumptions, p − P k ⊆ B c , and since B is radial, P k − p ⊆ B c as well. Hence, P k+1 := p ∪ P k satisfies P k+1 − P k+1 ⊆ B c .
Consider the interval
By choice of p, µ(I) > C, so by Lemma 2.9, there exists a positive measure interval [a, b] = J ⊆ I and an unbounded subset T ⊆ T k such that
Now, let q γ be the projection of p onto ℓ γ . We choose α k+1 , β k+1 to satisfy:
uniformly for all γ. Hence, for sufficiently large M > 0, the set
Theorem 2.11. Let n ≥ 2, let f : R n → R be a radial Cohn-Elkies function, and let Z be the set of zeros of f (orf ). Then for any C, c > 0, there exists an interval I of length C such that any subinterval J ⊆ I of length c contains an element of L(Z).
Proof. We again prove this by contradiction. Suppose this is not the case. Then there exist C,c > 0 such that any interval I with µ(I) = C contains a subinterval of lengthc that avoids L(Z). Let ε be such that 0 < ε < min{c/2, inf L(Z)/2, C/4}, and let c :=c − 2ε > 0.
Then any interval of length C contains a subinterval of length c that avoids
c . By choice of ε, (0, 0) ∈ B. We claim that the set B satisfies the hypotheses of Lemma 2.10. Indeed, consider any interval I ⊆ R of length C. If I is contained in R ≥0 or R ≤0 , this follows directly from the hypotheses. Otherwise (0, 0) ∈ I, so since c < inf L(Z)/2 and c < C/2, we see that I contains one of the two intervals [0, inf L(Z)] or [−L(Z), 0], and hence again contains a subinterval of length c that avoids
Applying Lemma 2.10, we get that for any k, we can find k distinct points
c for all i, j. Choose any distance-preserving embedding of these points into R n , and let q i be the image of p i under this embedding. Note that the set Q := q i satisfies
and hence
Let S := N ε/2 (Q). Note that Q is a disjoint union of k balls. For sufficiently large k, µ(S) > 1. This contradicts Theorem 1.2.
Corollary 2.12. Let n ≥ 2, let f : R n → R be a radial Cohn-Elkies function, and let Z be the set of zeros of f (orf ). Then for any ε > 0 and K > 0, there exists x > K such that
Remark. Calculations performed by Henry Cohn suggest that for n ≥ 2, the lim sup of the distances between lengths of zeros of a Cohn-Elkies function f : R n → R is 0 as well. We note that this cannot be shown using Theorem 1.2. For example, for a radial set Z with
for a sufficiently small ε, there is no contradiction with Theorem 1.2 with regards to Z being a zero set of f .
Simultaneous roots of f andf
Among known Cohn-Elkies functions, f andf have a lot of common roots. For example, in 8 dimensions, the known radial optimal function f and its Fourier transformf have the exact same set of root lengths { √ 2n} n≥1 , and in 24 dimensions both f andf have root lengths { √ 2n} n≥2 . It would be of interest to prove a general result about common roots of f andf .
Theorem 3.1. Let f : R n → R be a radial Cohn-Elkies function and let r := r(f ) and assume thatf (x) does not vanish for x ∈ [0; r). Then:f (x) = 0 for x = r.
The assumption thatf does not vanish on [0, r) is consistent with the known Cohn-Elkies functions; moreover, f also appears not to vanish in this region. With these assumptions, the theorem asserts that f andf share their smallest root.
Proof. Suppose for contradiction thatf does not vanish in the region x ≤ r (sof is strictly positive in this region). Consider the function F := f − cf , where 0 < c < 1. Then:
• F is acceptable;
• F (0) = f (0) − cf (0) =f (0) − cf (0) = F (0) > 0;
• F (x) =f (x) − cf (x) ≥ 0 for x ≥ r;
• F (x) ≤ 0 for x ≥ r, and F (x) = −cf (x) < 0 for x = r, which means that there is some r ′ < r such that F (x) ≤ 0 for x > r ′ .
Sincef (x) > 0 for x ≤ r,f is bounded below by some constant C > 0 in that region, which means we can choose c sufficiently small to have F ≥ 0 everywhere. We have found F ∈ F n with r(F ) = r ′ < r, leading to a contradiction.
Corollary 3.2. Let f : R n → R be a radial Cohn-Elkies function. Thenf has a root in the region x ≤ r(f ).
