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In condition-based maintenance data is collected from a machine to provide advice on frequency and
location of developing faults. Statistical inference is needed to transform the data into information
on the health of the machine. The ultimate goal is to minimise the machine down-time due to
unexpected breakage. Predictive maintenance attempts to forecast the condition of the machine
components from the observed data, and to maintain the machine just before it breaks down.
The research question this thesis aims to solve is how to diagnose and predict component health
based on data collected from the machine. Based on the literature, hidden Markov model is selected
for further study. There is usually uncertainty relating to the parameters and structure of the
model due to the complicated causal relationships in the modelling problem. Therefore the thesis
concentrates in ﬁnding a suitable inference algorithm which is able to learn the model from data.
Six diﬀerent frequentist and Bayesian algorithms are tested with a synthetic example. A hypothesis
is put forward that a hybrid genetic variational Bayesian algorithm could be used to ﬁnd the
best performing hidden Markov model of component health. As expected, the hybrid variational
algorithm performs better than the other examined algorithms, especially when there is uncertainty
relating to the model structure. However, since there typically is an imbalance between the data
depicting faults and the data depicting the normal behaviour, the simulated test case shows that
even the best performing variational algorithm has diﬃculties in identifying the correct model. This
results in increased uncertainty in the health predictions.
The thesis conﬁrms that the hidden Markov model has many good qualities for modelling component
health based on remote monitoring data. Due to the versatility of the model, it can be modiﬁed to
account for the many details of component degradation behaviour in diﬀerent machines.
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Datalähtöisten komponentin kuntoennusteiden tuottaminen Markovin piilomallilla
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Markovin piilomalli, bayesilainen tilastotiede, variaatiomenetelmät, kuntoon perustuva huolto
Kumpulan tiedekirjasto
Kuntoon perustuvassa huollossa dataa kerätään huollettavasta laitteesta, jotta saataisiin tietoa
laitteen vikaantumisesta. Tilastollista päättelyä tarvitaan muuntamaan kerätty data informaatiok-
si laitteen kunnosta. Perimmäinen tarkoitus on minimoida laitteen yllättävästä vikaantumisesta
johtuva huoltoaika. Ennakoivan huollon tarkoituksena on siten ennustaa laitteen komponenttien
terveystila kunnonvalvonnasta saatavan datan perusteella, ja huoltaa laite juuri ennen kuin se ha-
joaa.
Gradun tutkimuskysymyksenä on kuinka diagnosoida ja ennustaa komponentin terveystila laittees-
ta kerätyn datan perusteella. Kirjallisuuden pohjalta valitaan tarkemmin tutkittavaksi Markovin
piilomalli. Koska mallinnusongelman kausaalisuhteet ovat monimutkaisia, mallin parametreihin ja
rakenteeseen sisältyy usein epävarmuutta. Siten gradu keskittyy löytämään algoritmin, jolla malli
voidaan päätellä kerätyn datan perusteella.
Kuusi erilaista frekventististä ja bayesilaista algoritmia testataan synteettisen esimerkin avulla. Tut-
kimuksessa ehdotetaan, että geneettinen bayesilainen variaatioalgoritmi toimisi tutkituista algorit-
meista parhaiten komponentin kuntomallin oppimiseen. Tämä hybridi variaatioalgoritmi toimiikin
odotusten mukaisesti, ja onnistuu mallinnuksessa paremmin kuin muut tutkitut algoritmit erityi-
sesti kun mallin rakenteeseen sisältyy epävarmuutta. Koska kunnonvalvonnasta kerättyyn dataan
liittyy tyypillisesti epäsuhta vikaantumisten ja laitteen normaaliin käyttöön liittyvän datan välillä,
simuloidun esimerkin perusteella voidaan sanoa, että myös parhaiten toimivalla variaatioalgoritmil-
la on vaikeuksia identiﬁoida oikea malli. Tämä lisää kuntoennusteiden epävarmuutta.
Gradu puoltaa Markovin piilomallin käyttöä komponentin terveystilan mallintamisessa kunnonval-
vontadatan perusteella. Mallin monimuotoisuudesta johtuen sillä on potentiaalia mallintaa moni-
naisia erilaisten laitteiden vikaantumistilanteita.
Tiedekunta/Osasto  Fakultet/Sektion  Faculty Laitos  Institution  Department
Tekijä  Författare  Author
Työn nimi  Arbetets titel  Title
Oppiaine  Läroämne  Subject
Työn laji  Arbetets art  Level Aika  Datum  Month and year Sivumäärä  Sidoantal  Number of pages
Tiivistelmä  Referat  Abstract
Avainsanat  Nyckelord  Keywords
Säilytyspaikka  Förvaringsställe  Where deposited
Muita tietoja  Övriga uppgifter  Additional information
HELSINGIN YLIOPISTO  HELSINGFORS UNIVERSITET  UNIVERSITY OF HELSINKI
Contents
1 Introduction 1
2 Data-driven condition-based maintenance 4
2.1 Condition-based maintenance . . . . . . . . . . . . . . . . . . . . . 4
2.2 Data-driven models . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3 Theoretical foundations 11
3.1 Statistical inference . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.2 Theory of hidden Markov models . . . . . . . . . . . . . . . . . . . 14
3.3 Bayesian networks . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.4 Example hidden Markov model . . . . . . . . . . . . . . . . . . . . 21
3.5 Extensions to the hidden Markov model . . . . . . . . . . . . . . . 23
4 Frequentist inference for hidden Markov models 25
4.1 Evaluation and decoding algorithms . . . . . . . . . . . . . . . . . . 26
4.2 Baum-Welch algorithm . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.3 Identification of global maximum in Baum-Welch algorithm . . . . . 33
4.4 Regularisation through maximum a posteriori . . . . . . . . . . . . 36
5 Bayesian inference for hidden Markov models 40
5.1 Bayesian learning methods . . . . . . . . . . . . . . . . . . . . . . . 40
5.2 Variational Bayesian approximation . . . . . . . . . . . . . . . . . . 42
6 Model assessment 48
7 Empirical testing 51
7.1 Synthetic test case . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
7.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
8 Discussion 65
9 Conclusions 70
References 73
Appendices 76
List of Figures
3.1 Example of a Bayesian network . . . . . . . . . . . . . . . . . . . . 19
3.2 Hidden Markov model as a dynamic Bayesian network . . . . . . . 21
3.3 State-phase diagram for the component C hidden Markov model . . 22
7.1 State-phase diagram for the test case . . . . . . . . . . . . . . . . . 51
7.2 Algorithms for the test case . . . . . . . . . . . . . . . . . . . . . . 54
7.3 Hinton diagrams for the transition matrices S = 5 . . . . . . . . . . 57
7.4 Hinton diagrams for the emission matrices S = 5 . . . . . . . . . . . 58
7.5 Hinton diagrams for the transition matrices S = 10 . . . . . . . . . 60
7.6 Hinton diagrams for the emission matrices S = 10 . . . . . . . . . . 60
7.7 Cross-validation for the maximum a posteriori algorithm S = 5 . . . 61
7.8 Emission predictions . . . . . . . . . . . . . . . . . . . . . . . . . . 63
8.1 Bar plot of the test case emission symbols, M = 100 . . . . . . . . . 67
8.2 Hinton diagram for the emission matrix S = 5, M = 500 . . . . . . 67
9.1 Model framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
List of Tables
4.1 Example of the forward algorithm . . . . . . . . . . . . . . . . . . . 27
4.2 Example of the backward algorithm . . . . . . . . . . . . . . . . . . 28
4.3 Example of the Viterbi algorithm . . . . . . . . . . . . . . . . . . . 29
4.4 Genetic algorithm glossary . . . . . . . . . . . . . . . . . . . . . . . 34
7.1 Summary of the test results for S = 5 . . . . . . . . . . . . . . . . . 56
7.2 Cross-validation results . . . . . . . . . . . . . . . . . . . . . . . . . 62
7.3 Emission test error rates . . . . . . . . . . . . . . . . . . . . . . . . 64
8.1 Effect of additional data on emissions . . . . . . . . . . . . . . . . . 67
List of Algorithms
1 Baum-Welch algorithm . . . . . . . . . . . . . . . . . . . . . . . . . 32
2 Cross-validation for hyperparameters . . . . . . . . . . . . . . . . . . 38
3 Variational Bayesian expectation-maximisation algorithm . . . . . . 47
1. Introduction
While there is abundance of data in the domain of industrial system diagnosis
and prognosis, not all of the data collected from the operation of the machine
is readily interpretable. Thus there exists a great need for translating the avail-
able data into usable information on the machinery, for example as knowledge on
the degradation patterns of its components. The data comes in various formats
from the industrial scale of production of maintainable machines. This includes
unplanned and planned maintenance activities, real-time influx of readings from
condition monitoring sensors, and expert knowledge on the system reliability.
Over time, machines break down and require maintenance. The purpose of
condition-based maintenance is to provide advice on frequency and location of
the developing faults by utilising the various data sources. The ultimate goal is to
minimise the machine down-time due to unexpected breakage. In predictive main-
tenance the condition of the machine parts is forecast from the observed data,
along with some estimate of the prediction accuracy. This is called component
health prediction. These predictions can be used to determine the best time for
maintenance given the predicted condition of the machine.
Although a complete system is observed by the user of the machine, from the
maintenance point of view a machine consists of parts. It is presumed that the
parts may follow different paths to failure due to their characteristic variability
(e.g. strain under load, material durability, expected component life-time). A
healthy component is able to do its job without interruptions, while a corroded
or broken component can eventually lead to decreased comfort in operating the
machine, or even a complete break-down. Knowledge on the health state of each
critical component is therefore needed separately in order to correctly locate the
developing faults in the machine before it breaks down.
Statistical inference is a way to extract information from the various data sources
by suggesting probabilistic models for the fault-developing behaviour of the system
under maintenance. Although this thesis contains both frequentist and Bayesian
elements, the Bayesian approach is advocated for its elegance of presentation and
computational applicability in data-driven environments. Bayesian models can
utilise prior knowledge, avoid overfitting with complex multivariate data, and rep-
resent causal relationships and parameter uncertainty in a natural manner (Gelman
et al., 2014; Ghahramani, 2015).
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The research question this thesis aims to solve is how to diagnose and predict
component health based on data collected from the machine. This re-
search question can be decomposed into two parts. The first part is concentrated
on finding and studying a suitable model for the task, and the second part is the
construction of the component health model framework. That is, firstly, which sta-
tistical model should be used in component health prediction, and secondly, how
the model can be used to learn degradation patterns from data. Three objectives
emerge from this decomposition.
The first objective is to investigate literature on data-driven models for condition-
based maintenance. This is done in Chapter two to argue the choice of hidden
Markov model for the task of component health prediction. Hidden Markov models
which can be visualised as dynamic Bayesian networks have been used to model
component health states in the previous prognosis literature (e.g. Tobon-Mejia et
al., 2012). As implied by the name of the model, the phenomenon under modelling
is not directly observable (Ibe, 2013). This applies to the case of component health,
as there is no directly observable measure for the health state of a component.
The second objective is to explore the hidden Markov model. The theoretical
foundations of the model are examined in Chapter three. It paves way to chapters
four and five, which discuss parameter learning for hidden Markov models in depth,
including the issues of structure regularisation and the ability to identify the global
maximum. Both frequentist (Chapter four) and Bayesian (Chapter five) algorithms
are reviewed.
The Bayesian learning problem for models including hidden variables can be com-
putationally intractable, which means that an approximation algorithm needs to
be used for computing the posterior probabilities (Beal & Ghahramani, 2006; Gel-
man et al., 2014). Variational Bayesian approximation is adapted for the task at
the end of Chapter five as it is faster and more scalable than the more traditional
Markov chain Monte Carlo methods (Beal, 2003). The key contribution of this
thesis is the construction of a hybrid genetic variational Bayesian algorithm for
finding the model parameter posterior distributions. This is done in an attempt
to bring forward the best computational features from the available algorithmic
tools.
Data depicting the occurrence of faults in the machine is usually discrete in nature,
but condition monitoring data from sensors, and performance indicators derived
from the raw sensor output are often continuous. The model for the thesis is built
with discrete input and output variables as the differences between the learning
algorithms should be clearly interpretable with the discrete data model. Thus it is
assumed that the condition monitoring data can be discretised as flags indicating
different levels of degradation of the component.
Another simplification is to implement the model for a single component subgroup,
which consists of components similar in nature. The result is a component-specific
model for health state degradation. Degradation is thus assumed to be an indepen-
dent process for each component, which is not necessarily a realistic assumption
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as the parts tend to interact when a machine is operated. However, the general
framework of dynamic Bayesian networks offers a flexible way to extent the model
to any mixed discrete-continuous domains (Ghahramani, 2001; Bartram, 2013), or
further along to other more detailed aspects of reality such as layered or hierar-
chical structures (Przytula & Choi, 2008; Camci & Chinnam, 2005).
The final objective is to construct a model framework for component health state
degradation, which includes evaluating how well the hidden Markov model fits
the task of producing and predicting component health from data. Chapter six
introduces techniques for model assessment, and describes the decision-making
framework for evaluating the model predictions. Chapter seven presents a syn-
thetic test case, which is used to compare the frequentist Baum-Welch algorithm,
the variational Bayesian algorithm, and their augmented versions. The best per-
forming algorithm is utilised in demonstrating component health prediction with
the hidden Markov model. The results are discussed in Chapter eight. Finally,
Chapter nine summarises the topics discussed in this thesis, and offers some con-
cluding remarks.
Sir Arthur Conan Doyle’s Sherlock Holmes famously states that “when you have
eliminated the impossible, whatever remains, however improbable, must be the
truth” (Doyle, 1890). However, as Koller and Friedman (2009) postulate, in the
real world we are often incapable of eliminating the impossible, and are therefore
left with too many possibilities for the decision-maker to deal with. Probabilis-
tically amended version of Sherlock’s logic should then rather be formulated as
when you have eliminated the unlikely possibilities given the evidence, whatever
remains, must be the truth with a posterior distribution. Although this does not
eliminate all uncertainty from the decision-making problem, it provides a logical
way to assess the risks related to making the decision. Thus the main goal of this
thesis is to produce such posterior distribution of component health states and
model parameters given the evidence from available data.
3
2. Data-driven condition-based
maintenance
The aim of this chapter is to discuss the literature on fault diagnosis and prognosis,
which are the main inferential tasks of a condition-based maintenance program.
Specifically, the concentration is on data-driven statistical methods for condition-
based maintenance. The intention is to find a suitable model for diagnosis and
prognosis of component health based on the literature. Bartram (2013) and Jardine
et al. (2006) are good starting points for further reading in the area.
There exists a vast amount of studies related to statistical methods for condition-
based maintenance, including specialised peer-reviewed journals such as the Inter-
national Journal of Prognostics and Health Management and IEEE Transactions
on Reliability, while hundreds of articles on the subject have been published in
computer science, statistics, and engineering journals during the past decades. A
related field is reliability engineering, which aims for increasing the safety and
quality of components by reducing uncertainty in their life cycles. Signal process-
ing is another closely related field, which concentrates on the reduction of noise
from the raw sensor data.
The two basic maintenance techniques are unplanned maintenance and preventive
maintenance (Jardine et al., 2006). In unplanned maintenance the system is only
maintained when it breaks down, while preventive maintenance is performed on
a pre-set maintenance schedule. Since either of these maintenance programs can
result in high costs, condition-based maintenance methods have been developed
in the hopes of creating a cost-effective way of maintaining systems (Bunks et al.,
2000; Cholette & Djurdjanovic, 2014). Section 2.1 of this chapter explains the key
terminology relating to condition-based maintenance, while Section 2.2 reviews
some of the most popular data-driven models for condition-based maintenance
concentrating especially on Bayesian networks.
2.1 Condition-based maintenance
In condition-based maintenance, the machine’s operating condition is inferred from
condition monitoring data collected from the machines (such as sensor readings
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on vibrations, forces, voltage, or temperature) (Bunks et al., 2000; Jardine et
al., 2006). The goal is to use a computerised system to automatically detect
faults and prevent breakdowns, which reduces the need for unplanned visits and
ineffective maintenance schedules (Bunks et al., 2000; Jardine et al., 2006; Cholette
& Djurdjanovic, 2014).
Although remote monitoring data such as sensor readings are usually emphasised
in connection with condition-based maintenance, Jardine et al. (2006) note that
event data collected from the operative condition of the machine should not be
forgotten. Event data is usually manually recorded by the users or the technicians
of the machines and may therefore be more prone to human error than the sensor
readings. However, Jardine et al. (2006) emphasise that it still should be used to
cross-validate diagnoses and prognoses made by the condition-based maintenance
systems that use remote monitoring data.
The three main steps of a condition-based maintenance program are data acqui-
sition, data processing, and decision-making. The data acquisition step includes
installation and calibration of the remote-monitoring sensors, and transition and
storage of the acquired data to a physical or online data storage (Jardine et al.,
2006). In the data processing step the sensor readings can be treated with sig-
nal processing techniques, which aim for cleaning up the noise and finding useful
features from data. Signal processing can also be used for summarising or trans-
forming the data in such format that it can be easily processed by statistical
algorithms (Bunks et al., 2000). The statistical algorithms are used to analyse
the pre-processed data, and statistical and machine learning techniques are used
to build programs that automatically react to anomalies in the behaviour of the
machine (Jardine et al., 2006). Sometimes it is also possible to build a statistical
algorithm which uses the raw sensor data as a direct input (e.g. Bunks et al.,
2000).
While there is a natural connection between the signal processing and the data
analysis steps, it could be more natural to divide the data processing step in two
parts, one representing the signal processing tasks, and the other dealing with
the statistical analysis. Some articles discussing data analysis for condition-based
maintenance bundle signal processing and data analysis together (e.g. Tobon-
Mejia et al., 2012), but even in these cases the two tasks tend to have a clearly
separated division of labour. The signal processing part and other feature elicita-
tion tasks are not discussed further in this thesis as the focus is narrowed on the
statistical analysis of processed data. Jardine et al. (2006) includes some further
discussion on the subject.
The third step discussed by Jardine et al. (2006) is decision-making, which con-
centrates on drafting a cost-efficient maintenance policy. In the decision-making
step, the analyses received from the data processing step are used to derive rules
for effective maintenance schedules. In addition there should exist a feedback
loop, which ensures that data acquisition, signal processing, data analysis, and
decision-making rules can be adjusted with the feedback received from mainte-
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nance technicians.
Data analysis for condition-based maintenance is often divided into diagnosis and
prognosis tasks. The three diagnostic exercises are fault detection, fault isolation,
and fault identification (Jardine et al., 2006; Camci & Chinnam, 2005). Fault
detection raises an alarm flag if something abnormal is detected in the monitored
system, fault isolation attempts to locate the faulty component, and fault identi-
fication classifies the detected fault in a category according to its type.
Two views of diagnostics exist in the literature. The first views it as post-event
analysis, where the aim is to connect event occurrences to the symptoms observed
from data, and to classify events into categories according to the nature of the
occurred fault (Jardine et al., 2006; Camci & Chinnam, 2005). The second view
discusses diagnostics as the system monitoring the current health status of com-
ponents (Bunks et al., 2000). In this view the health state of a component is a
directly unobservable variable, which the diagnosis system tracks by observing the
number, the type, and the location of abnormal behaviour and events.
The main function of prognostics is fault prediction. Fault prediction aims to
determine when and where the next fault will happen in the short-term. Thus
prognostics is pre-event analysis, where the aim is to minimise the downtime of
the machine by predicting faults and the future health states (Bartram, 2013).
Bartram and Mahadevan (2015) discuss that prognostics differs from reliability
analysis by concentrating on the health of an individual unit and its components,
while in the reliability analysis the interest is on population statistics. Jardine et
al. (2006) note that although there exists a multitude of studies about predicting
remaining useful life of components, not many of the studies consider estimation
of the uncertainty of a fault occurring until the next inspection interval.
Implementing a condition-based maintenance system is not easy. Since there
are faults that go unseen by the sensors, and therefore occur unpredictably, a
condition-based maintenance system cannot be based only on pre-event prognos-
tics. Thus it should be understood that the role of unplanned maintenance can-
not be completely eliminated with a condition-based diagnosis-prognosis system.
When implemented in practise, missed alarms (false negatives, type II errors) and
false alarms (false positives, type I errors) can cause significant issues in prognos-
tics systems. Jardine et al. (2006) suggest that post-event diagnostics should be
used to build better prognostics programs in such cases.
Among others, Camci and Chinnam (2005) admit that most diagnostic algorithms
are not able to detect failures early enough to be able to raise an alarm before a
failure occurs. Bartram (2013) adds that since faults occur rarely, it may require
a long time and a large amount of operational data to learn the fault developing
behaviour from the data. As other reasons for failure of implementation, Jardine et
al. (2006) lists lacking data collection or data storage, difficulties in implementing
the theoretical systems in practise, and difficulty of implementation due to fast
pace of technological and design changes.
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2.2 Data-driven models
A taxonomy exists for models used for diagnosis and prognosis. The literature
distinguishes between rule-based, model-based, and data-driven systems, although
in reality the implementation is often a hybrid of the three types. Jardine et al.
(2006) and Tobon-Mejia et al. (2012) review the different types.
The oldest form of diagnostic models is statistical process control, which comprises
hard-coded rules based on expert knowledge on the levels of abnormality. This is
fine if the system functions and breaks down deterministically, but often there
are dependencies and subtle differences between machines and their operating
conditions which may be difficult to incorporate into the rules. Even if all main
connections are accounted for, the result can be a large set of rules, which may
still fail to respond to specific anomalies or nuances in the data.
Model-based systems are another form of diagnosis systems, where the failure pro-
ducing process is modelled mathematically based on the physical qualities of the
machine such as operating speed, material durability, and time of use. Such pro-
cesses tend to have very deterministic patterns, so prediction based on the model
is reliable. However, not all behaviour can be explained with such deterministic
modelling, so the model-based systems are not able to answer all questions about
component wear.
This thesis is focused on data-driven systems, which rely on stochastic assessment
of the system state based on various data sources. Due to increased capacity for
data storage and handling, data-driven models have become an important tool for
industrial diagnosis and prognosis. In order to make meaningful statements about
the state of the affairs with the machine, data-driven models process different data
types to find any anomalies in the behavioural pattern of the machine.
The advantage over model-based systems is that there is no need to abstain from
analysing any kind of data, and synthesisation between various data sources is
possible. Unforeseen connections can be found by mining the data, so there is
a possibility of being able to predict many kinds of behaviour. However, large
amount of data and computations may be needed to learn the behaviour pattern
of the system. Moreover, the estimates are probabilistic instead of deterministic,
which makes quantifying the uncertainty related to the forecasts very important.
An ocean of analytical tools is available for an industrial data scientist. Between
them, Gelman et al. (2013), Barber (2012) and James et al. (2013) include
concise summaries of the theoretical and practical uses for many of the statistical
methods suggested by Jardine et al. (2006). A trade-off between restrictive and
flexible models can be used to compare different modelling tools (James et al.,
2013). On one end of the trade-off, the more restrictive models for condition-based
maintenance include survival models, which are used especially in the prognostic
context to predict component lifetimes. Another option is to model the system
based on Poisson processes, Gamma processes, or Kalman filters, all of which
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impose some type of restrictions to the model. On the other end of the trade-off,
the more flexible methods include support vector machines, neural nets, and fuzzy
logic. While these models may provide good predictions, the modelling process
can be hard to interpret, and consequently it may be difficult to find answers for
specific questions about the system’s state or the degradation behaviour of the
machine.
The class of Bayesian network models appears to fall somewhere in between on
the restrictive-flexible continuum, offering flexibility in modelling, while still im-
posing some structure on the model (McNaught & Zagorecki, 2009). This may be
the reason why there is no shortage of literature applying Bayesian networks to
data-driven condition-based maintenance. Thus this section concentrates on some
examples of the Bayesian network models used in the diagnosis and prognosis
literature.
Bayesian networks are a graphical tool for presenting probabilistic decision-making
models. Since remote monitoring data are usually organised as time series, it is
important that the model is able to describe the temporal aspect efficiently. A
temporal version of the Bayesian network is called a dynamic Bayesian network.
A Markovian dynamic Bayesian network establishes relationships between the con-
sequent nodes according to the Markov assumption, which states that a variable
value at time t given the value at the previous time step is independent from all
other past variable values. (Koller & Friedman, 2009).
The dynamic Bayesian network model is very flexible, which is appealing to
condition-based maintenance applications with heterogeneous data sources and
complicated structure. The model can include discrete variables, continuous vari-
ables, or a hybrid set of discrete and continuous variables. Additionally the in-
formation can be integrated from various sources such as experts, mathematical
models, reliability measurements, historical databases of operational and labora-
tory data, and online sensors. (Bartram, 2013).
However, according to Arroyo-Figueroa and Sucar (2005) the dynamic Bayesian
network structure can get very complex when the number of variables or time slices
are increased, and a modification is needed in case temporally causal connections or
time slices are needed at uneven intervals. As an alternative to the basic dynamic
Bayesian network, the authors apply a Bayesian network model called “Tempo-
ral Bayesian Network of Events” to fault diagnosis and prediction in a thermal
nuclear plant. The main difference to the dynamic Bayesian network is an addi-
tion of a separate temporal node. Arroyo-Figueroa and Sucar (2005) suggest that
the temporal Bayesian network of events is especially suitable for the diagnosis of
temporally sequential anomalies, which are typical in medical and industrial pro-
cesses. In contrast, they suggest that the traditional dynamic Bayesian network is
adequate for monitoring a system with cyclic fluctuation around a normal state.
Hidden Markov model is a type of dynamic Bayesian network (Koller & Friedman,
2009). Since the 1990s, they have been one of the main tools used for diagnostics
in condition-based maintenance (Cholette & Djurdjanovic, 2014). A machine’s
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condition can be seen as an unobservable variable, which consists of the co-influence
of several possible factors with often slowly developing intensity. What is observed
are user experiences, remote monitoring data, and maintenance events. Therefore
hidden Markov model, which attempts stochastic inference for the hidden state
process based on the visible observation process, fits the task quite well.
Similarly than other Bayesian networks, hidden Markov model can process many
data types. Among its other merits, the model is adept at classifying non-
stationary signals, which means that it can be used to classify unprocessed sensor
data. This is one of the reasons why the model has been especially popular in
speech recognition applications. Bunks et al. (2000) and Camci and Chinnam
(2005) compare fault diagnosis to speech recognition. The aim of the machine
fault diagnosis is to identify the location or the type of the fault. This is similar
to automatic speech recognition, which aims to identify the spoken word. Both
speech and machine sensor signals can be modelled as a quasi-stationary process,
which terminates in an absorbing state and shows stationary behaviour in a short
time scale.
Both papers point out that the reason why hidden Markov models have been so
successful in speech recognition is that they are also robustly able to distinguish
between different speakers. Since different machines may have variations in their
behaviour patterns although displaying the same fault, such robustness is also re-
quired from a model of machine behaviour. Both papers also continue by stressing
that machine diagnostics is the harder task of the two due to the vast library of
signals that machines produce compared to a more limited set of speech signals.
(Bunks et al., 2000; Camci & Chinnam, 2005).
The model by Bunks et al. (2000) examines fault developing behaviour of a he-
licopter gearbox using laboratory data on torque levels and defects. The aim of
the model is to diagnose each torque level-failure pair based on the measurements
from eight accelerometers, which display significantly different characteristics for
each case. The authors conclude that a Gaussian hidden Markov model appears
to be finding the correct defects and even the correct torque levels most of the
time, which supports the hypothesis that hidden Markov model is adequate at
classifying machine signals. However, the authors admit that the real-world data
is noisier than their laboratory data, making the modelling more difficult for field
data.
Based on this review of data-driven methods for condition-based maintenance,
hidden Markov model is chosen for the task of interpreting component degrada-
tion patterns from data. Bayesian networks appear to be sufficiently flexible to
allow for finding unseen connections in the component degradation patterns, while
still permitting easy interpretation of the results. While component degradation
can sometimes be a time-dependent process where multiple different kinds of fault
mechanisms occur one after another until failure, in this thesis it is assumed that
degradation occurs due to a single fault mode. Thus the basic hidden Markov
model is utilised instead of a more detailed system of temporal Bayesian network.
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Discrete model is chosen for its computational efficiency. It is thus assumed that
it is possible to obtain discretised observations, where each discrete symbol rep-
resents an abnormality in the remote monitoring data. However, it is noted that
a hidden Markov model could be potentially used in directly interpreting sensor
data similarly than in Bunks et al. (2000).
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3. Theoretical foundations
Since the thesis includes elements from both frequentist and Bayesian schools of
thought, Section 3.1 clarifies the used inferential terminology. The rest of this
chapter concentrates on the theoretical foundations of hidden Markov models. As
discussed in the previous section, the model appears quite suitable for implement-
ing a data-driven condition-based maintenance scheme. The purpose of a hidden
Markov model is to describe a complex causal system where symptoms are ob-
served in time but the cause for the symptoms is not observed directly. In the
machine learning context hidden Markov model is called unsupervised learning
model (Barber, 2012). In unsupervised models there is no directly observable
measure of the effect which could be used as a response or target variable.
The basic assumptions behind hidden Markov model are discussed in Section 3.2,
followed by the representation of the model in the probabilistic graphical format,
i.e., as dynamic Bayesian network in Section 3.3. In order to clarify the methods
and concepts, a simple example in the domain of fault diagnosis is considered in
Section 3.4. At the end of the chapter some extensions to the model are shortly
presented in Section 3.5. Chapters four and five continue the theoretical discussion
by presenting algorithms for hidden Markov model inference.
3.1 Statistical inference
The Bayesian school of thought is philosophically based on probabilistic assessment
of the reality. This philosophy is neatly presented by examining the concept of
subjective probability first advocated by de Finetti in the 1930s (Good, 1977).
Subjective probability is a probability elicited from personal experience defined
for a specific event. In elicitation, a person (“expert”) is asked if they are willing
to bet $1 for the event A to occur, and the process is continued with increasing
bets until the person declines the bet, therefore revealing their personal probability
for the said event.
The Bayesian logic is often contrasted with the frequentist school of thought.
While the Bayesian posterior probability distributions emerge through subjective
prior elicitation combined with evidence from observed data, the frequentist prob-
abilities are defined as observation frequencies of the data if the data producing
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experiment is repeated multiple times. Thus assuming independent and identi-
cally distributed throws, the frequentist asks “What is the probability of a die in
any throw?”, while a subjectivist Bayesian asks “What is the probability of this
particular throw given what we know?”. In parametric inference this difference in
the interpretation of probability leads the frequentists to think of the parameters
as fixed quantities, while for the Bayesians the parameters have a probabilistic
interpretation. In the die example the frequentist throws the die n times, and
infers that the underlying true probabilities are for example equal to 1/6 for any
of the six faces. In contrast, the Bayesian throws the die n times, and infers that
the distribution for the probability of the die showing one of the faces is centered
around the mode of 1/6, that is, there is uncertainty in the parameter value.
In the past there have been concerns raised on the capability of people making
rational assessments on prior probabilities. Rather than being too concerned with
any philosophical ramifications of rational decision-making or the lack thereof, the
use of computationally practical and efficient Bayesian methods is often advocated
for the modern statistical inference. In practise, Bayesian posterior modes and
frequentist maximum likelihood estimates are usually in agreement if so called
objective priors are utilised. An objective prior places an equal prior probability
for all the events. While not condemning the use of such priors, de Finetti does not
approve the use of the term objective probability, as for him choosing an objective
prior is rather only another personal preference (de Finetti, 1970).
The parametric frequentist inference is based on the concept of maximum like-
lihood. Let the data set consist of data points xi, where i = 1, . . . , n, and the
data sample is assumed independently and identically distributed. The data are
generated from a distribution X ∼ f(xi|θ) for the random variable X, which has
a set of parameters θ = (θ1, . . . , θN). Then the likelihood function is
L(x1, . . . , xn;θ) = f(x1, . . . , xn|θ) =
n∏
i=1
f(xi|θ).
If any local maxima exists, the maximum likelihood procedure produces point
estimates θˆMLE for the parameters by maximising the likelihood, or most often,
the log-likelihood function. Depending on the likelihood function, multiple local
optima can be found, while some likelihood functions do not attain a supremum,
resulting in the non-existence of the maximum likelihood estimate. Uncertainty
related to the maximum likelihood estimate can be quantified by calculating con-
fidence intervals for the parameter.
Bayesian logic is based on a few basic rules of probability. Notation p(·) is used
for the probability or the probability distribution of an event, A and B for events,
p(A|B) to denote conditional probability (distribution) of the event A given B, and
p(A,B) to denote the joint probability (distribution) of A and B. The fundamental
rule for probability is usually defined as the product rule
p(A|B)p(B) = p(A,B) = p(B|A)p(A).
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From this follows the Bayes’ rule
p(B|A) = p(A|B)p(B)
p(A)
=
p(A|B)p(B)
ΣBp(A,B)
,
which is at the heart of all Bayesian calculations. The main components of the
Bayes’ rule are the prior p(B), the likelihood p(A|B), and the posterior p(B|A).
Notation p(A) = ΣBp(A,B) = ΣBp(A|B)p(B) denotes the sum over all possible
values of B, which is also called the marginal distribution of A, or the normalising
constant.
In the Bayesian analysis the aim of parametric inference is to compute posterior
distributions for all model parameters. The mode of the posterior can be com-
pared to the maximum likelihood estimates from the frequentist inference. The
posterior density is generally denoted as p(θ|X), where θ = (θ1, . . . , θN) are the
model parameters, and X = (x1, . . . , xn) are the data similarly than above. The
unnormalised posterior can be written as
p(θ|X) ∝ p(X|θ)p(θ),
which says that the posterior is proportional to the likelihood of the data p(X|θ)
times the prior probability of the parameters p(θ). Thus the posterior describes
the full probability distribution for the parameters θ, and therefore conveys more
exact information about the uncertainty related to the parameter estimate than
the confidence intervals for the maximum likelihood estimator. The normalising
constant p(X) =
∑
θ p(X|θ)p(θ) does not include the parameters θ, and can be
therefore left out from the parametric inference as the multivariate sum (or integral,
in the continuous case) is usually intractable to calculate. However, sometimes
the full posterior is needed for the analysis, and approximation methods such as
Markov Chain Monte Carlo or variational Bayesian approximation need to be used
to estimate the sum.
The parametric maximum a posteriori inference can be seen as an extension of the
frequentist maximum likelihood method, in which context it is called regularised
maximum likelihood. In regularisation, weights are added to the likelihood func-
tion to control for outliers. From the Bayesian perspective maximum a posteriori
inference utilises a prior distribution in deriving an estimate for the parameters.
However, similarly than maximum likelihood, maximum a posteriori estimation
procedure produces point estimates for the parameters instead of the full posterior
distributions. Each parameter estimate θMAP is the mode of the corresponding
Bayesian posterior distribution.
As a summary, three different estimates are considered in this thesis: maximum
likelihood, maximum a posteriori, and Bayesian posterior. Since maximum like-
lihood and maximum a posteriori inferences result in point estimates, they are
interpreted as frequentist methods. The frequentist hidden Markov model infer-
ence is discussed in Chapter four. Chapter five discusses Bayesian inference, which
produces full posteriors for the model parameters. The superiority of Bayesian in-
ference is highlighted by the empirical comparison of the three methods in Chapter
seven.
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3.2 Theory of hidden Markov models
The origin of the hidden Markov model theory can be traced to the 1960s (Cappe´
et al., 2005), while the first extensive applications were in automatic speech recog-
nition starting from the early 1970s with a long lasting legacy (Ghahramani, 2001;
Ibe, 2013). In addition to automatic speech recognition, Ibe (2013) lists several
other examples in the domains of bioinformatics, financial time series, and asset
allocation problems. Ghahramani (2001) mentions further examples in data com-
pression, image sequence modelling, and object tracking. As discussed in Chapter
two, hidden Markov models are also quite wide-spread in the domain of fault
diagnosis and prognosis.
Hidden Markov model is a stochastic bivariate discrete time process (Cappe´ et
al., 2005). The first process in the model is a Markov chain of hidden states
that cannot be directly observed, while the second process produces a sequence of
observations which are emitted given the hidden state. The discrete time definition
states that the observations are sampled at discrete, equally spaced time intervals
(Ghahramani, 2001; Cappe´ et al., 2005). While the discrete and finite case is
examined in this thesis, it is generally not necessary to restrict the sets of states
and observations to a discrete, or even finite space (Beal, 2003; Cappe´ et al.,
2005). The following paragraphs on the characteristics of hidden Markov models
are based on Ibe (2013) unless otherwise stated.
The two processes in hidden Markov model are denoted as (Q,O). The first
process is called the hidden state process Q(t) = {qt}Tt=0 with the state-space
S = {s1, . . . , sN} with finite i = 1, . . . , N hidden states. The second process is the
observation process O(t) = {ot}Tt=1 with the state-space Ω = {ω1, . . . , ωM} with
finite k = 1, . . . ,M symbols. The processes can be written as O = f(Q), which
implies that the process Q is hidden and can only be inferred through the observed
process O.
A hidden Markov model is formally defined as a 5-tuple (S,Ω, P,Φ, pi), while the
model under analysis can be more compactly summarised just with the set of
parameters λ = (P,Φ, pi). The model parameters include the set of state-transition
probabilities, which are denoted as P = {pij}, where pij = Pr(qt = j|qt−1 = i) is
the probability of moving from state i to state j. The emission parameters are
written as Φ = {φik}, where φik = Pr(ot = k|qt = i) is the probability of observing
the symbol k when the process is in state i. The initial state probabilities are
pi = {pii} = Pr(q1 = i), where pii is the probability that at the time step t = 1 the
system starts in state i. In the basic case the sets of states S and observations
Ω are exogenous to the model, while the other three sets P,Φ, and pi are the
endogenous parameters of interest.
The transition matrix P has N ×N transition probabilities, the emission matrix
Φ consists of N ×M emission probabilities, and the initial state probability vector
pi includes N probabilities for the initial state distribution. Since the parameters
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represent probabilities, they are subject to row-wise normalisation constraints
P :
N∑
j=1
pij = 1 ∀i ∈ {1, . . . , N}
Φ :
M∑
k=1
φik = 1 ∀i ∈ {1, . . . , N}
pi :
N∑
i=1
pii = 1.
There are three assumptions for the basic hidden Markov model, based on the
properties of Markov chains. These are the Markov assumption, the stationary
assumption, and the observation independence assumption.
A stochastic process such as the hidden process Q(t) = {qt}Tt=0 with qt ∈ S is called
a first-order Markov process if for any t0 < t1 < · · · < tn the conditional cumulative
distribution function of Q(tn) for given values of Q(t0), Q(t1), . . . Q(tn−1) depends
only on Q(tn−1). A Markov process is a Markov chain if the states are discrete,
and a discrete-time Markov chain if the discrete states are produced at equally
spaced time intervals (Ghahramani, 2001). The Markov assumption establishes
that the transition probability at time t is only conditionally dependent on the
state at time t − 1 but not on the earlier states. Additionally, in a homogeneous
Markov chain the state-transition probabilities pij for the states i, j, l, . . . , n do not
depend on the time unit t, so they have the Markov property
Pr(qt+1 = j|qt = i, qt−1 = l, . . . , q0 = n) = Pr(qt+1 = j|qt = i) = pij.
The chain homogeneity results in the stationarity assumption, which makes the
hidden Markov model time-invariant (Ghahramani, 2001). The Markov property
leads to the Markov chain rule
Pr(qt = j, qt−1 = i1, qt−2 = i2, . . . , q0 = ik) = pi1jpi2i1 · · · pik−1ikPr(q0 = ik),
which says that the joint distribution of the states j, i1, . . . , ik over time
0, 1, 2 . . . , t− 1, t is the product of the state-transition probabilities and the prob-
ability for the initial state q0.
The third assumption is the observation independence assumption, which asserts
that the current observation or output is conditionally independent of previous
observations given the hidden state process. Thus the joint distribution of the
observation sequence O = {ot}Tt=1, where ot ∈ Ω is
Pr(O|q1, q2, . . . , qT , λ) =
T∏
t=1
Pr(ot|qt, λ).
Cappe´ et al. (2005) note that there are two principally different classes of hidden
Markov models, left-to-right models and ergodic models. Left-to-right models
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start with a particular initial state, and move on to intermediate states from left
to right, until they terminate in a final state (Cappe´ et al., 2005). This means that
the hidden Markov chain never goes backwards to a state where it has already been
to. According to Cappe´ et al. (2005), the number of states in this type of a hidden
Markov model is typically large, and the inference is based on multiple independent
observation sequences. The left-to-right models are usually utilised in the speech
recognition applications.
In order to explain the ergodic type of a hidden Markov model, some further
Markov chain terminology is needed. The n-step transition probability is the
probability for starting from state i, going through an intermediate state k after r
transitions, and ending in state j after the nth transition. A state j is accessible
from state i if, starting from state i it is possible that the process will enter state
j, or if their n-step transition probability is nonzero. If i and j are accessible
from each other, they are communicating. A Markov chain in which all states
communicate is called irreducible.
A state is transient if there is a nonzero probability that the chain will never return
to the state. A non-transient state is called recurrent. A recurrent state is positive
recurrent if the expected time starting from state j until the chain returns to state
j is finite. A recurrent state is periodic if there exists an integer d > 1 such that the
n-step transition probability is zero for all values of n other than d, 2d, 3d, . . ., and
if d = 1, the recurrent state j is aperiodic. If the state is both positive recurrent
and aperiodic, it is called ergodic. Finally, a Markov chain consisting of ergodic
states is called an ergodic chain.
Compared to the left-to-right hidden Markov model, the ergodic hidden Markov
model has an ergodic or irreducible Markov chain which tends to a unique station-
ary distribution, and therefore the models can produce a long ergodic sequence of
states (Cappe´ et al., 2005). Cappe´ et al. (2005) suggest that the ergodic models
are characterised with a small set of states, and one long observation sequence.
Given these differences between the two types of hidden Markov models, Cappe´
et al. (2005) warn that there are noticeable differences in the statistical inference
depending on the type of the model.
While other sources also discuss the left-to-right case (Rabiner, 1989; Beal, 2003;
Ibe, 2013), they do not distinguish the two models on the basis of the lengths of
inputs or outputs, or the number of sequences used in the training set. In fact, Beal
(2003) mentions that the inference derived for a single sequence of observations
emitted given a hidden Markov state chain is straightforward to extend to multiple
independent and identically distributed observation sequences without stating any
difficulties concerning the type of the model.
The Markov assumption, the stationary assumption, and the observation indepen-
dence assumption lead to the joint probability distribution of the state process
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Q(t) and the emission process O(t):
Pr(Q,O) = Pr(q1)Pr(o1|q1)
T∏
t=2
Pr(qt|qt−1)Pr(ot|qt),
where Pr(q1) is the prior probability of the first hidden state, Pr(qt|qt−1) is the
transition probability from state qt−1 to state qt, and P (ot|qt) are the emission
probabilities for each output symbol at each state (Beal, 2003). In the frequentist
framework, the distribution Pr(Q,O) is called the complete-data likelihood (Beal,
2003), where the hidden state sequence Q is understood as missing data, and called
the latent or auxiliary variable (Cappe´ et al., 2005; Barber, 2012).
3.3 Bayesian networks
Many probabilistic models for decision making are neatly presented as Bayesian
networks (Koller & Friedman, 2009). This also includes the hidden Markov model.
The Bayesian network representation of hidden Markov model is shortly reviewed
in this section as it is an often discussed form of the model in the literature. This
is because the graphical representation helps to illustrate the model compactly,
and extend it flexibly (Camci & Chinnam, 2005). For Bartram (2013), the main
advantage of Bayesian networks is that heterogeneous data sources can be easily
adapted as a part of the model.
Several reviewed articles use the graphical representation in extending the hidden
Markov model to applications in machine diagnosis and prognosis, such as Lerner
et al. (2000), Camci and Chinnam (2005), Przytula and Choi (2008), and Tobon-
Mejia et al. (2012). The general Bayesian network representation is discussed in
Koller and Friedman (2009), while the application for the hidden Markov model
is presented in more detail in Beal and Ghahramani (2006). This section draws
mainly from Koller and Friedman (2009), with some additions to the terminology
from Sucar (2015).
Bayesian network is a probabilistic graphical model, which is a graphical device
for presenting joint probability distributions of random variables X1, . . . , Xn com-
pactly. Such joint distributions can be used to quantify the uncertainty in expert
systems meant to advice on complicated decision making problems. A Bayesian
network is composed of nodes and edges, which form a directed acyclic graph G.
The nodes represent random variables, while the directed edges correspond to the
relationships between the random variables. A directed graph is acyclic if there is
no directed path X1 → . . .→ Xn such that X1 = Xn.
In its naive representation, the joint distribution of variables specifies a probabil-
ity for each combination of the random variable values except one, as the joint
probability must sum to one. Therefore, for binary valued random variables there
are 2n − 1 probabilities (free parameters) in the joint distribution, where n is the
number of variables included. For the case n = 2, the probabilities are p11, p12,
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p21, and p22 = 1− p11− p12− p21, while if n = 10, there are already 210− 1 = 1023
such probabilities to be specified.
If it is possible to assume conditional independence, it is possible to use the chain
rule to reparametrise the joint probability. A joint probability p(X1, X2, X3) can be
written as p(X1, X2, X3) = p(X1, X2|X3)p(X3), and assuming conditional indepen-
dence p(X1 ⊥ X2|X3), it can be written that p(X1, X2|X3) = p(X1|X3)p(X2|X3),
which means that p(X1, X2, X3) = p(X1|X3)p(X2|X3)p(X3). Thus only
2 + 2 + (2− 1) = 5 probabilities are needed to calculate the joint probability of
the three variables, compared to 23−1 = 7 probabilities needed for the naive joint
distribution.
The structure of the graph G specifies a set of these conditional independence
relations between the variables, also called familial relations. The joint probability
of the nodes in the graph G is factorised based on the conditional independences.
The three basic Bayesian network structures are the sequential, divergent, and
convergent structures. The sequential structure has edges X1 → X2 → X3, where
X1 is the parent of X2 and the ancestor of X3, X2 is the child of X1 and the
parent of X3, and X3 is the child of X2 and the descendant of X1. The divergent
structure has edges X2 ← X1 → X3, which says that X1 is the parent, and X2
and X3 with the assumption p(X2 ⊥ X3|X1) are the conditionally independent
children. Finally, the convergent structure has edges X1 → X3 ← X2, with two
parents X1 and X2 sharing the child X3. (Sucar, 2015).
In general, notation p(Xi|PaGXi) is used to denote the conditional probability of
the node Xi given its parents, and the factorisation is written as
p(X1, . . . , Xn) =
n∏
i=1
p(Xi|PaGXi).
This is called the chain rule for Bayesian networks, and the individual conditional
probabilities p(Xi|PaGXi) are called conditional probability distributions or local
probabilistic models.
If evidence is entered into the graph, a node which has been observed is said to
be instantiated. D-separation of X1 and X3 occurs if an intermediate node X2
is instantiated, and the nodes have a sequential X1 → X2 → X3, or a diverging
X1 ← X2 → X3 structure. Another form of d-separation occurs if an ancestral
node to X1 or X2 is instantiated, and the nodes have a convergent structure with
X1 → X3 ← X2, but neither X3 nor any of its descendants receive the evidence.
If X1 and X2 are d-separated in a Bayesian network with evidence e entered, then
p(X1|X2, e) = p(X2|e). This means that any two nodes that are d-separated, are
conditionally independent.
The example in Figure 3.1 describes a simple Bayesian network. A similar example
is presented in Koller and Friedman (2009). Setting the example in the domain of
fault diagnostics, fault one is denoted by F1, fault two by F2 and two observable
symptoms by S1 and S2. Both faults and both symptoms are binary variables
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Figure 3.1: A simple example of a Bayesian network. Based on Koller and Fried-
man (2009): Figure 1.1 (a), p. 4.
with values: {yes,no}. Oil level OL is a discretised variable with four values:
{empty,low,medium,full}.
It is assumed that the oil level affects the fault developing behaviour of the machine
in two different ways. Fault one (F1) tends to develop when the oil level is empty,
while fault two (F2) develops more likely already when the oil is at medium level.
While symptom one (S1) is only indicative of F1, symptom two (S2) can indicate
either F1 or F2. Figure 3.1 represents these relationships compactly.
Prior to knowing what the oil level is, it can be assumed that both faults are as
likely. Observing symptom one (S1 = yes) F1 is an immediate suspect, while
observing symptom two (S2 = yes) it remains uncertain which one of the faults
is causing the problem. However, if OL is instantiated by observing that it is
OL = empty, F1 is suspected, while if OL = medium, the suspect is F2. The
structure F1 → S2 ← F2 is convergent. According to Figure 3.1 there is an in-
dependence (S2 ⊥ OL|F1, F2), which means that p(S2|OL,F1, F2) = p(S2|F1, F2).
This implies that if the values of F1 and F2 are known, the evidence from OL does
not bring in any new information to S2. As discussed above, this means that F1
and F2 are d-separated.
In the example, the naive joint distribution has 2×2×2×2×4 = 64 probability pa-
rameters, out of which 63 probabilities need to be specified, as the last probability
can be determined with the help of the others since their joint distribution sums
to one. On the contrary, using the factorisation shown in the figure, it can be seen
that p(OL = 1), . . . , p(OL = 4) has four values, where p(OL = 4) can also be writ-
ten with the help of the others as p(OL = 4) = 1− p(OL = 1)− . . .− p(OL = 3).
There are four probabilities comprising p(F1|OL = 1) . . . p(F1|OL = 4), and simi-
larly for p(F2|OL). The probabilities p(S2|F1 = 1, F2 = 1) . . . p(S2|F1 = 2, F2 = 2)
total four, and for the final probability two choices are available p(S1|F1 = 1), or
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p(S1|F1 = 2). Thus there are only (4 − 1) + 4 + 4 + 4 + 2 = 20 nonredundant
probability parameters left to estimate when d-separation is used to derive the
factorisation for the joint distribution of the variables.
Hidden Markov model as dynamic Bayesian network
It was mentioned in Chapter two that dynamic Bayesian network is a Bayesian
network with a temporal aspect. In the basic version of dynamic Bayesian network
the temporal variable is divided into discrete and regular time slices, with a copy
of a static Bayesian network model for each slice. Let X
(t)
i be the value of the
random variable Xi at time t, then X
(0), X(1), . . . , X(t) are the random variables
that represent the system state at time t ·∆, where ∆ describes a time slice. Using
the concepts from the Section 3.2, a Markovian dynamic Bayesian network satisfies
the Markov assumption
(X(t+1) ⊥ X(0), . . . , X(t−1)|X(t)).
Similarly, a stationary Markovian dynamic Bayesian network has homogeneous
transition model p(X ′|X), where for any t ≥ 0
p(X(t+1) = ξ′|X(t) = ξ) = p(X ′i = ξ′|Xi = ξ),
where ξ′ is the current state, and ξ is the state from the previous time slice, and the
equation asserts that the transition probability between the two states remains the
same regardless of the time slice t. Since the model encompasses two time slices at
each step, it is sometimes called a two-time slice Bayesian network. The two-time
slice Bayesian network has a transition model
p(X ′|X) =
n∏
i=1
p(X ′i|PaX′i),
which together with an initial distribution p(X(0)) defines the joint distribution
p(X(0), . . . , X(t)) = p(X(0))
T−1∏
t=0
p(X(t+1)|X(t)).
Hidden Markov model is a dynamic Bayesian network also called as a state-
observation model. The states have the stationary Markovian dynamic Bayesian
network as specified above. The observations O given the state X at time t are
assumed to be conditionally independent, so additionally
(O(t) ⊥ X(0), . . . , X(t−1), X(t+1), . . . |X(t)).
The model therefore consists of the transition model p(X ′|X), and the observa-
tion model p(O|X). The Figure 3.2 shows an example of the dynamic Bayesian
network representation of a hidden Markov model for four time slices. The nodes
describe the states and the observations, while the edges represent the dependen-
cies between the current observations and the current states, the Markov property
between the consequent states, and the conditional independence of the observa-
tions given the states.
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Figure 3.2: The general first-order hidden Markov model structure as a dynamic
Bayesian network. Based on Koller and Friedman (2009): Figure 6.2 (b), p. 203.
3.4 Example hidden Markov model
This section presents a numerical example in the component health context in
order to demonstrate some of the key concepts reviewed in the previous sections.
The presentation is based on Ibe (2013).
A component subgroup of a system is denoted as Ci, where a system consists of
i = 1, . . . , Ns component subgroups. It is assumed that there is a way to classify
the system components into subgroups based on their common characteristics such
as material, function, and location in the system. Such grouping is needed to pool
as many related component faults in the same data set as possible, as the fault
data is scarce and the faults for any single components occur relatively rarely, as
pointed out by Bartram (2013). It is assumed that the component subgroups are
independent, so a separate hidden Markov model is built for each component sub-
group Ci. In this example only one of the models is examined, and the component
subgroup under study is denoted shortly as component C.
For the component C the component health state can be one of the three options:
good (G), worn (W ), or bad (B), and the time homogeneous state transition
probabilities are known. If the state is G at t, then at t + 1 it is going to be G
with probability 0.6, W with probability 0.3, and B with probability 0.1. If the
state is W at t, then at t + 1 it is going to be G with probability 0.1, W with
probability 0.7, and B with probability 0.2. Finally, if the state is B at t, then at
t+ 1 it is going to be G with probability 0.4, W with probability 0.2, and B with
probability 0.4. The transition probabilities are collected in the state transition
probability matrix P :
P =
0.6 0.3 0.10.1 0.7 0.2
0.4 0.2 0.4
 .
As none of the transition probabilities are zero, it is noted that for the component
C the health condition tends to worsen over time, but can also be improved if there
is some maintenance activity for the component. Since maintenance activities are
known events rather than random occurrences, this type of model would in reality
be enhanced by utilising the maintenance information as another input.
Figure 3.3 shows a state-phase diagram for the component C hidden Markov model.
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Figure 3.3: State-phase diagram of the component C hidden Markov model. Based
on Ibe (2013): Figure 14.2, p. 420.
It is important to distinguish this state-phase diagram from the Bayesian network
graph in Figure 3.2 in the previous section. Both show directed graphs consist-
ing of nodes and edges. However, in Figure 3.3 the directed edges represent the
time homogeneous transitions between the states {good, worn, bad}, while in the
Bayesian network graph the edges represent the relationships of the states and the
observations between time slices. Also, the state-phase diagram is cyclic unlike the
directed acyclic Bayesian network graph. In the state-phase diagram the possible
observations are shown in the figure with three undirected nodes attached to each
state marked by F0, F1, and F2. There are no directed connections between the
state nodes and the observations, as the state process is hidden and therefore not
directly connected to the observation process.
The observation process O produces the emission probabilities Φ. In order to keep
the example simple and tractable, a discrete and finite space is used for the fault
data. As an illustration, it is assumed that the time step t is for one week, and the
number of faults is calculated for each time step. That is, if the health state is G,
then there are zero fault observations with probability 0.6 (F0), one to three fault
observations with probability 0.3 (F1), and more than four fault observations with
probability 0.1 (F2). If the health state is W , then the corresponding probabilities
are 0.4, 0.4, and 0.2. Finally, if the health state is B, then the corresponding
probabilities are 0.1, 0.4, and 0.5. These are summarised in the emission matrix
Φ:
Φ =
0.6 0.3 0.10.4 0.4 0.2
0.1 0.4 0.5
 .
Additionally an initial distribution pi is defined as pi = [ 1/3 1/3 1/3 ]T . This
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model specification for the component C will be used for short illustrations in
Chapter four. The model and the data in the exercises can be found from the
Appendix B.1 in the R-program format. Looking at Figure 3.3 it can be seen that
none of the transition probabilities are zero, and that there are edges from each of
the states to each other. This means that the underlying hidden Markov chain is
of the ergodic type.
3.5 Extensions to the hidden Markov model
So far two types of hidden Markov model have been discussed. These are the
ergodic models like the example in the previous section, and the left-to-right mod-
els, where the state sequence is restricted to progressive states. In the context of
component maintenance, a left-to-right model only models the degradation of the
component, and any maintenance activities mean that the observation sequence
is terminated and a new one is started. An example will be presented in Chapter
seven.
As discussed in previous sections, the main assumptions of these models are that
the transitions are homogenous, the component subgroups are independent, and
that there is only one input and one output variable. Moreover, it is assumed
that all machines produce independently similar sequences of data, where the only
difference between the observation generating process is assumed to be the health
state of the component. There are several options to extend the hidden Markov
model to further support its application in condition-based maintenance. This
section shortly reviews some of these options.
One technical improvement suggested by the literature is to construct an online
algorithm. Online algorithms are able to update the model on the go as new
data arrives without the need to access the historical data every time the model
is updated. This is an advantage over the regular batch type model, where a
large data storage and possibly heavy computation may be needed to update the
model every time new data arrives. An early attempt of an online algorithm is by
Baldi and Chauvin (1994). More recently, Tobon-Mejia et al. (2012) use signal
processing to extract continuous observation data from the sensor signals as an
input to a mixture of Gaussians hidden Markov model, which results in an online
prognostic system for component health.
Cholette and Djurdjanovic (2014) discuss that failures can also be regime-specific.
This means that the assumption of identical behaviour patterns between different
machines needs to be relaxed. The issue is already raised by Bunks et al. (2000)
who note that two identical machines will generally have different vibrational char-
acteristics due to differences in the manufacturing process, and that a machine’s
underlying vibrational character is likely to change over time (Bunks et al., 2000).
Cholette and Djurdjanovic (2014) list varying loads, different working materials,
and differing environmental conditions as examples of regimes.
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The authors warn that missed detections, false alarms, and poor prediction can
be caused by trying to fit a general model to varying operation-specific conditions.
Thus they suggest a hybrid hidden Markov model algorithm, which is utilised
in predicting degradation of a semiconductor manufacturing tool. Although no
regime-specific modelling is attempted in this thesis, a hybrid hidden Markov
model algorithm similar to the one presented by Cholette and Djurdjanovic (2014)
is examined in the thesis in Section 4.3 as it provides technical advantages over
the regular algorithm.
Since it is common to have some variation across individuals in the data set, in a
realistic model predictions should be customised on the individual level (Ghahra-
mani, 2015). Hierarchical hidden Markov models arrange separate models for each
subgroup (or individual machine), and use layers of higher abstractions of the
model to determine the dynamics between the submodels. An example is Camci
and Chinnam (2005), who argue that the regular hidden Markov model is not
flexible enough to represent a complex diagnosis-prognosis system, and use a hier-
archical hidden Markov model to distinctly characterise the different health states.
The result is better classification of the states, and a computationally simpler al-
gorithm. Coupled hidden Markov models include several hidden Markov models
with dependencies between the state variables of the different models. These can
be more realistically used to represent degradation in a machine with interacting
parts (Sucar, 2015).
Hidden semi-Markov models are used to extend the assumptions on the temporal
relationships of the states. Similarly than the temporal network of Arroyo-Figueroa
and Sucar (2005) which was mentioned in Section 2.2, hidden semi-Markov mod-
els define an explicit duration on each state. Przytula and Choi (2008) use a lay-
ered nonhomogeneous hidden Markov model in an aerospace component diagnostic
and prognostic context. Compared to the homogeneous hidden Markov model dis-
cussed in this thesis, a nonhomogeneous hidden Markov model has time-dependent
transition matrix and thus is another try to incorporate multiple temporal granu-
larity into the model. The layered model also includes synthesis of multiple data
sources. In the model by Przytula and Choi (2008) there are layers for component
health, event data, usage observations, and subsystems.
As a summary, there are many ways to extend the basic hidden Markov model
examined in the previous sections. Such extensions are needed to make the model
more realistic, for example to loosen the temporal assumptions, to synthesise sev-
eral types of data, or to add information on the hierarchical relationships between
the components of the machine. As seen from the examples reviewed in this section,
there are a variety of ways to extend the model for the purposes of condition-based
maintenance. The chosen extension should be based on the specific requirements
for the analysis.
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4. Frequentist inference for
hidden Markov models
The classical approach (Rabiner, 1989) divides the inference for hidden Markov
models into three tasks. These are the evaluation problem, the decoding problem,
and the learning problem (Rabiner, 1989; Ibe, 2013). Section 4.1 discusses evalua-
tion of the likelihood of the model given the evidence, and decoding the most likely
path of the hidden states given the model and the evidence. Both evaluation and
decoding problems assume that the model parameters λ = (P,Φ, pi) are known.
However, in many cases there may not exist good enough understanding of the
complex system under modelling to determine the model parameters with cer-
tainty. Therefore the most interesting problem of the three fundamental hidden
Markov model problems is the learning problem, which is discussed in the rest of
the chapter. The purpose is to try to learn the parameters λ = (P,Φ, pi) for the
hidden Markov model based on the observed data (Ibe, 2013). The aim is to find
the optimal combination for the parameter values for the model, which could have
emitted the observed symbols.
The traditionally used frequentist algorithm to the model parameter learning prob-
lem for hidden Markov models is called the Baum-Welch algorithm (Rabiner, 1987;
Ibe, 2013). Although the ultimate purpose of this thesis is to develop a Bayesian
algorithm, Section 4.2 begins by an application of the frequentist Baum-Welch
algorithm. Since all algorithms devised to solve the learning problem discussed
in this thesis are based on the more general expectation-maximisation algorithm
(Dempster et al, 1977; Koller & Friedman, 2009; Barber, 2012), the basic Baum-
Welch algorithm functions as a basis for constructing the extensions discussed in
the sections 4.3, 4.4, and 5.2. Moreover, the Baum-Welch algorithm is a good
starting point for the discussion on the problems of the learning algorithms for
hidden Markov models.
The two main concerns when implementing the Baum-Welch algorithm are global
optimum identification and model regularisation. The Baum-Welch algorithm
tends to get trapped in local optima (Cholette and Djurdjanovic, 2014). Section
4.3 discusses the use of metaheuristic algorithms to increase the chances for find-
ing the global maximum for the parameters. Model regularisation is a method to
control overfitting, which can result in different parameter values for two different
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training sets (Ghahramani, 2001; Beal, 2003). Regularisation also plays an impor-
tant role in model selection in case there is uncertainty about the model structure
(Beal, 2003). In Section 4.4 the maximum a posteriori method is examined. It uses
Dirichlet prior distributions to help with overfitting of the Baum-Welch algorithm.
4.1 Evaluation and decoding algorithms
The three algorithms used in solving the evaluation and decoding problems are
called the forward and backward algorithms, and the Viterbi algorithm (Rabiner,
1989; Ibe, 2013). The forward and backward algorithms produce maximum likeli-
hood estimates for the most probable state at each time step t given the observed
sequence, while the Viterbi algorithm can be seen to produce the maximum a
posteriori estimate for the most likely sequence of states that produced the obser-
vations.
The forward and backward algorithms provide the solution for the evaluation
problem (Rabiner, 1989; Ibe, 2013). The purpose is to find out given the model
λ = {P,Φ, pi), what the probability is for observing any sequence, i.e. Pr(O|λ).
Anticipating the use of the forward and backward algorithms as a part of the
learning problem, Rabiner (1989) suggests to view the evaluation problem as one
of scoring how well a given model matches the observed sequence.
Both forward and backward algorithms are based on iterative procedures (Rabiner,
1989; Ibe, 2013). The forward probability variable αt(i) is defined as
αt(i) = Pr(o1, o2, . . . , ot, qt = i|λ),
and the backward probability variable βt(i) is defined as
βt(i) = Pr(ot+1, ot+2, . . . , oT |qt = i, λ),
where t = 1, . . . , T time steps and i = 1, . . . , N states. Observing the sequence
{o1, . . . , ot} from the beginning to the time t, the forward variable αt(i) is the
probability of being in state i at time t. The backward variable βt(i) is the con-
ditional probability of the observation sequence {ot+1, . . . , oT} from time t + 1 to
the end of the sequence at time T given that the model is in state i at time t. The
variables are computed inductively as
α1(i) = piiφi(o1) i ∈ {1, . . . , N}
αt+1(j) =
{
N∑
i=1
pijαt(i)
}
φj(ot+1) t ∈ {1, . . . , T − 1}, j ∈ {1, . . . , N}
βT (i) = 1 i ∈ {1, . . . , N}
βt(i) =
N∑
j=1
pijβt+1(j)φj(ot+1) t ∈ {1, . . . , T − 1}, j ∈ {1, . . . , N},
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Table 4.1: Example model exercise. The forward algorithm for the example
model. Sequence O = {F0, F0, F0, F1, F2, F0} is observed. The states and the state
probabilities in the tables refer to the most likely state and the corresponding
normalised probability.
Forward var. Sequence Pr(O|λ) State State prob.
α1 F0 0.3667 G 0.5455
α2 F0, F0 0.1580 G 0.5570
α3 F0, F0, F0 0.0683 G 0.5410
α4 F0, F0, F0, F1 0.0247 W 0.5151
α5 F0, F0, F0, F1, F2 0.0057 B 0.4400
α6 F0, F0, F0, F1, F2, F0 0.0021 G 0.4755
where notation φj(ot+1) means that the column index k of the emission matrix Φ
is specified by the emission symbol at time t + 1. The index j refers to the state
at time t+ 1.
The requested probability Pr(O|λ) is calculated at the termination as the sum
of the terminal forward variables
∑N
i=1 αT (i), or as the sum of the product of the
backward and forward variables
∑N
i=1 β1(i)α1(i) at the termination of the backward
procedure (Ibe, 2013).
To illustrate how the forward and backward algorithms are used, it is assumed that
a sequence O = {F0, F0, F0, F1, F2, F0} is observed from the example case discussed
in Section 3.4 (cf. Appendix B.1 for the data and the model in R-readable format).
That is, the sensor monitoring the component subgroup C has not recognised any
faults for three weeks, then found one to three faults on the week four, more than
four faults on the week five, and again no faults on the week six, where it may be
assumed that some form of maintenance has taken place during the fifth week.
Given the model in Figure 3.3, running the forward algorithm produces the results
in Table 4.1, while running the backward algorithm produces the results in Table
4.2. The states and the state probabilities in the tables refer to the most likely state
given the observation sequence and the model. The “State prob.” field shows the
corresponding probability, where for each round the state probabilities have been
normalised to sum to one. In the maintenance context, such probabilities could
be used to build a decision framework which would trigger an alarm if for example
the probability of the state B would be high enough to warrant a maintenance
visit.
If the initial probabilities for the model are modified as more informative
pi = [ 0.6 0.3 0.1 ]T while letting the other model parameters and the observation
sequence remain as before, the probability of the complete sequence in both proce-
dures becomes Pr(O|λ) = 0.0031. Compared to the probability Pr(O|λ) = 0.0021
of the first model, it can be concluded that a higher likelihood for the updated
model suggests that the observed sequence is somewhat more likely under the
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Table 4.2: Example model exercise. The backward algorithm for the backward
sequence O = {F0, F2, F1, F0, F0, F0}. The states and the state probabilities in the
tables refer to the most likely state and the corresponding normalised probability.
Backward var. Sequence Pr(O|λ) State State prob.
β6 F0 0.3667 - 0.3333
β5 F0, F2 0.1003 G 0.4050
β4 F0, F2, F1 0.0332 B 0.3980
β3 F0, F2, F1, F0 0.0114 W 0.3751
β2 F0, F2, F1, F0, F0 0.0049 G 0.3858
β1 F0, F2, F1, F0, F0, F0 0.0021 G 0.4191
second more informative model than the first model with the uniform prior.
The forward and backward variables can be used to define another variable, later
needed in the Baum-Welch algorithm for the learning problem (Ibe, 2013). The
probability variable γt(i) is defined as
γt(i) =
αt(i)βt(i)
P (O|λ) =
αt(i)βt(i)∑N
i=1 βt(i)αt(i)
. (1)
Summing over i results in
∑N
i=1 γt(i) = 1 for each t, while summing over t gives
the expected number of transitions made from state i (Ibe, 2013). Thus the vari-
able γt(i) is the probability of being in state i at time t for the entire observation
sequence {o1, . . . , ot, . . . , ot+1, . . . , oT}. Therefore the most probable sequence of
states could be deducted by choosing the state i maximising γt(i) for each t (Ra-
biner, 1989; Ibe, 2013). However, as this procedure does not utilise the transition
probabilities in the maximisation step but only chooses the state with the max-
imum probability at time step t, the optimal sequence could nonsensibly include
the sequential states i and j even if pij = 0 (Rabiner, 1989; Ibe, 2013).
Instead of using the probability variable γt(i), the Viterbi algorithm offers a robust
solution for the decoding problem, where the purpose is to find the most probable
state sequence that produced the observations (Rabiner, 1989; Ibe, 2013; Sucar,
2015). This is also called the optimal sequence problem, and the purpose is to
maximise the likelihood Pr(Q|O, λ).
In the maintenance context, the Viterbi algorithm could be used to run a scenario
analysis for the component health states, where it could be established how long
it takes for the component to degrade with different observation patterns. For
example, one scenario could be that there are no faults for the next ten time steps,
while another could be that the number of faults increases by one at every time
step.
Note that by using the product rule, the problem can be written in form
Pr(Q|O)Pr(O) = Pr(Q,O), and since the probability Pr(O) does not depend on
Q, the probability Pr(Q|O) remains proportional to the likelihood even without
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Table 4.3: Example model exercise. The Viterbi algorithm for the observed
sequence O = {F0, F0, F0, F1, F2, F0}.
Time step Sequence Probable states log Pr(Q,O|λ)
1 F0 G -1.6094
2 F0, F0 G,G -2.6311
3 F0, F0, F0 G,G,G -3.6527
4 F0, F0, F0, F1 G,G,G,W -5.3675
5 F0, F0, F0, F1, F2 G,G,G,W,W -7.7391
6 F0, F0, F0, F1, F2, F0 G,G,G,W,W,W -9.0121
computing Pr(O). This means that the task can be seen as maximising either
Pr(Q|O) or Pr(Q,O), while the form Pr(Q,O) = Pr(O|Q)Pr(Q) implies that the
probability under maximisation can be seen as a maximum a posteriori estimate.
(Sucar, 2015).
The algorithm is very similar to the forward algorithm, only replacing the summa-
tions by maximisations (Ibe, 2013). The algorithm utilises two auxiliary variables,
δt(i) and ψt(j). The probability δt(i) is defined as
δt(i) = max
q1,...,qt−1
Pr(q1, . . . , qt = i, o1, . . . , ot|λ),
the probability of the most likely state path for the partial observation sequence
(Ibe, 2013). The variable ψt(j) is a storage array for the node leading to the most
probable path, defined as
ψt(j) = arg max
1≤i≤N
{δt−1(i)pij}.
The iterative process is computed by
δ1(i) = piiφi(o1) i ∈ {1, . . . , N}
δt(j) = max
1≤i≤N
{δt−1(i)pij}φj(ot) j ∈ {1, . . . , N}, t ∈ {2, . . . , N}
ψ1(i) = 0 i ∈ {1, . . . , N}
ψt(j) = arg max
1≤i≤N
{δt−1(i)pij} j ∈ {1, . . . , N}, t ∈ {2, . . . , N}.
The process terminates at Pr(Q|O, λ) = max
1≤i≤N
{δT (i)} with the optimal
state q∗T = arg max
1≤i≤N
{δT (i)}. The most probable path is backtracked through
q∗t = ψt+1(q
∗
t+1), where t = T − 1, . . . , 1.
In order to avoid numerical issues with the Viterbi algorithm, logarithms are used
in the optimisation of the likelihood Pr(Q,O|λ), i.e. log Pr(Q,O|λ) (Rabiner,
1989). Still assuming the same example observation sequence as previously and the
model specified in Figure 3.3 with the uniform prior, the most probable sequence
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is G,G,G,W,W,W . Table 4.3 summarises the results. Updating the model to the
informative prior, there is no change in the most probable state sequence generated
by the Viterbi algorithm.
4.2 Baum-Welch algorithm
The origin of the Baum-Welch algorithm is in the works conducted in the early
1970s (Baum et al., 1970). It is also called the forward-backward algorithm or the
expectation-maximisation (EM) algorithm for hidden Markov models as it is an
application of the general EM-algorithm originally formalised by Dempster et al.
(1977).
The optimisation problem can be formulated as
λ∗ = arg max
λ
{Pr(O|λ)},
where the maximum likelihood estimators for the parameters are denoted as
λ∗ = (P ∗,Φ∗, pi∗). The Baum-Welch algorithm is able to find local maximum like-
lihood estimates to this problem. (Ibe, 2013).
The algorithm utilises four auxiliary variables. Out of these, the forward and back-
ward variables αt(i) and βt(i), and the probability variable γt(i) were already de-
fined in Section 4.1. If not normalised after each round, the forward and backward
variables become exceedingly small the longer the observation sequence (Rabiner,
1989; Ghahramani, 2001). Rabiner (1989) introduces a scaling process for the
backward and forward variables to counter this issue when the forward-backward
procedure is used as part of the Baum-Welch algorithm.
The scaling factor
ct(i) =
1∑N
i=1 αt(i)
is used to rescale both the forward and the backward variables. This renormalises
the forward variables αt(i) to sum to one for each time step t, and keeps the
backward variables βt(i) in reasonable bounds, while the scaling factors cancel out
in the Baum-Welch re-estimation step resulting in exact estimates. The scaling
slightly slows the procedure but it is necessary to avoid numerical problems when
the observation sequences are long. Similarly, the likelihood approaches zero as
the size of the data set increases, so the log-likelihood should be used with long
observation sequences, calculated as log Pr(O|λ) = −∑Ti=1 log(ct(i)).
One more auxiliary variable is needed to run the algorithm. The variable ξt(i, j)
is defined as the probability of being in state i at time t and in state j at time
30
t+ 1 given the observation sequence and the model.
ξt(i, j) = P (qt = i, qt+1 = j|O, λ)
=
P (qt = i, qt+1 = j, O|λ)
Pr(O|λ)
=
αt(i)pijφj(ot+1)βt+1(j)∑N
i=1 βt(i)αt(i)
=
αt(i)pijφj(ot+1)βt+1(j)∑N
i=1
∑N
j=1 αt(i)pijφj(ot+1)βt+1(i)
. (2)
The variables γt(i) and ξt(i, j) are related by
γt(i) =
N∑
j=1
ξt(i, j).
The auxiliary variables ξ and γ are needed to re-estimate the parameter values in
each round of the algorithm. The state-transition probabilities pij are re-estimated
as the expected number of transitions from state i to j normalised by the expected
number of transitions from state i, so
pˆij =
∑T−1
t=1 ξt(i, j)∑T−1
t=1 γt(i)
. (3)
Similarly the emission probabilities φik, where ot = k is emitted at time t when
the system is in state i are re-estimated as
φˆik =
∑T
t=1,ot=k
γt(i)∑T
t=1 γt(i)
. (4)
Finally, the initial probabilities pii are re-estimated as
pˆii = γ1(i). (5)
The pseudocode for the Baum-Welch algorithm is presented in Algorithm 1. The
algorithm starts by defining the initial parameters, and continues by iteratively
re-estimating the auxiliary variables and the parameters. Algorithms based on the
expectation-maximisation algorithm have two iterative phases (Barber, 2012). In
the E-step, the forward-backward algorithm is used to compute the (ξ,γ) variables
needed for the computation of the new parameter values λˆ in the M-step. The
algorithm is run until it converges to a local maximum with the required numerical
convergence criterion ε. The likelihood Pr(O|λ) or the log-likelihood log Pr(O|λ)
is the measure for the fit of the model.
31
Input: O;
Initialise λ = (P,Φ, pi);
Run the algorithm once to initialise Pr(O|λ);
while Pr(O|λˆ)− Pr(O|λ) > ε do
E-step:
Run the forward-backward algorithm with estimates (Pˆ , Φˆ, pˆi, O);
Result: (ξ,γ) (cf. eqs. 1-2) and Pr(O|λˆ);
M-step:
Using (ξ,γ), re-estimate Pˆ = {pˆij} (cf. eq. 3);
Using (γ), re-estimate Φˆ = {φˆik} (cf. eq. 4);
Using (γ), re-estimate pˆi = {pˆii} (cf. eq. 5);
end
Algorithm 1: Baum-Welch algorithm.
Generalising the Baum-Welch algorithm for M independent observation sequences
is quite straightforward if it can be assumed that all M machines follow the same
model with the same parameters λ (Beal, 2003). The sequences can have individual
lengths T . The E-step calculations are done for each sequence separately following
the calculations above, while the parameters are updated in the M-step using the
pooled information from all sequences as
pˆij =
∑M
m=1
[∑T−1
t=1 ξ
(m)
t (i, j)
]
∑M
m=1
[∑T−1
t=1 γ
(m)
t (i)
] ,
φˆik =
∑M
m=1
[∑T
t=1,ot=k
γ
(m)
t (i)
]
∑M
m=1
[∑T
t=1 γ
(m)
t (i)
] ,
pˆii =
∑M
m=1
[
γ
(m)
1 (i)
]
∑M
m=1
[∑j
i=1 γ
(m)
1 (i)
] .
Here the superscript m refers to an observation sequence, and M is the total
number of observation sequences in the data set.
In addition to the scaling issue examined earlier, Baldi and Chauvin (1994) point
out another numerical short-coming of the algorithm. If the algorithm sets any of
the parameter probabilities to zero, the underlying state becomes absorbing, and
the algorithm is no longer able to move away from the state. This can be fixed by
preventing the parameter elements from getting smaller than a fixed threshold.
As discussed by Stolcke and Omohundro (1993), Beal (2003), and Ibe (2013), the
Baum-Welch algorithm is sensitive to its initial parameter choice. The recom-
mendation is to run the algorithm several times from different, randomised initial
parameters to study the possibility of multiple optima. Getting trapped in the
local optima is a known problem for the algorithm (Stolcke & Omohundro, 1993;
Kwong et al., 2001; Cholette & Djurdjanovic, 2014). The next section looks into
the use of metaheuristics in an attempt to avoid this problem.
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4.3 Identification of global maximum in Baum-
Welch algorithm
Metaheuristic algorithms can be quite useful in cases where the global parameter
space is large and multiple local optima exist (Scrucca, 2013). As discussed in the
previous section, in these conditions iterative local search algorithms such as the
Baum-Welch algorithm often fail to find the global optimum (Stolcke & Omohun-
dro, 1993; Kwong et al., 2001). In contrast, metaheuristic algorithms explore the
full search space by stochastically selecting a sample of feasible solutions (Scrucca,
2013). Although often found to increase the chances for finding the global op-
timum, the main downside of metaheuristic algorithms is their slow convergence
speed (Kwong et al., 2001; Scrucca, 2013).
As seen in Section 4.1, the log-likelihood log Pr(O|λ) can be used as the measure
for the goodness of the model generated by the Baum-Welch algorithm. However,
two models that have almost identical likelihoods, may still have completely dif-
ferent state transition probabilities (Cholette & Djurdjanovic, 2014). Thus getting
trapped in local optima will likely result in poor estimation of the model param-
eters, which may render the model unusable in the maintenance decision making
framework.
Metaheuristic algorithms such as genetic algorithms or hybrid metaheuristic
Baum-Welch algorithms are well-used especially in the context of speech recogni-
tion hidden Markov models (Cholette & Djurdjanovic, 2014). Kwong et al. (2001)
implement a hybrid genetic Baum-Welch algorithm to a speech recognition prob-
lem, while Cholette and Djurdjanovic (2014) apply a hybrid genetic Baum-Welch
algorithm to regime-specific maintenance data.
As suggested by the name, genetic algorithms are inspired by biological evolu-
tion. The algorithm takes the evolutionary metaphor perhaps needlessly too far
by insisting that the components of the algorithm follow the genetic terminology,
making it somewhat tedious to encode the components of the problem in ques-
tion to biological terms and vice versa. Table 4.4 presents a brief glossary of the
main terms used in genetic algorithms, based on Kwong et al. (2001) and Scrucca
(2015).
Each iteration of the algorithm is called a generation, while the set of solutions
is called the population. An individual solution is called a chromosome, which
includes genes (individual parameter values) located in the chromosome at the
positions called loci (element indices). The decision variables, which are the com-
ponents of the solution, are called phenotypes. For the hidden Markov model,
these are λ = {P,Φ, pi}. The fitness of each individual solution is evaluated by
a fitness function, which determines which individuals continue in the population
pool by passing their genes to their offspring. The search space is explored by
operators called mutations and crossovers. Mutation randomly alters the values
of genes in the parent chromosome, while the crossover operation combines two
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Table 4.4: Glossary for the genetic algorithm components.
GA term Explanation
Chromosome Individual solution
Crossover Combining features from two parents
Decoding Transforming chromosomes into solution format
Gene Feature, character of the solution
Generation Iteration of the genetic algorithm
Genotype Genes and their positions in the chromosome
Elitism Solutions that survive each iteration
Encoding Transforming solutions into chromosome format
Fitness Measure of the goodness of the solution
Loci Location of the gene position
Mutation Random alteration of solution
Parent Solution at iteration t
Phenotype Decision variable, solution component
Population Set of solutions
Offspring A new solution at iteration t+ 1
parent chromosomes into new offspring.
Kwong et al. (2001) use a hybrid genetic hidden Markov model algorithm to find
transition and emission parameters and the number of states for a set of hundred
left-to-right speech recognition models. For each model, the algorithm applies
eight iterations of the Baum-Welch algorithm to the hidden Markov models in
the population pool of thirty every ten generations of the genetic algorithm. The
genetic algorithm runs for thirty generations. In addition, they also apply three
iterations of the Baum-Welch algorithm to the three offspring models in the sub-
population, and then compare the results with the models in the population pool,
replacing the worst models by the offspring. The experiment shows that in the
speech recognition application the hybrid genetic Baum-Welch algorithm is able to
both identify the correct number of states, and results in higher likelihoods than
the regular Baum-Welch algorithm.
The fitness function used by Kwong et al. (2001) is defined as the average of the
logarithms of the probabilities of the observation sequences generated by the given
nth hidden Markov model λn with the form
fitn =
1
M
(
M∑
i=1
log(Pr(Oi|λn))
)
,
where fitn is the fitness for the nth model in the population, the log-likelihood
log Pr(O|λ) is calculated with the forward procedure as described in Section 4.1,
and M is the number of observation sequences in the training data.
Cholette and Djurdjanovic (2014) train multiple hidden Markov models which cor-
respond to different operating conditions for the machine under maintenance. The
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purpose of the model is to determine a degradation pattern for a machine given one
observation sequence but multiple models which depend on the operation regime.
The authors also use the likelihood of the sequence as the fitness function. The
hybrid algorithm of Cholette and Djurdjanovic (2014) is otherwise quite similar
to Kwong et al. (2001) but it runs a number of Baum-Welch iterations after each
genetic algorithm generation until a pre-specified maximum generations is reached
or the likelihoods are not updated for twenty generations. The population used
in the experiment varies between ten and fifty, while the number of Baum-Welch
iterations is varied between one and five.
Instead of attempting to build a metaheuristic algorithm, the strategy of this
thesis is to utilise one of the metaheuristic algorithms available in the R-program
libraries. The package GA is chosen for the task as it promises to implement
a general genetic algorithm for constrained optimisation (Scrucca, 2013). The GA
function asks for the type of the parameters to be optimised and a fitness function.
The type for the hidden Markov model application is real-valued, and the fitness
function is the log-likelihood calculated with the forward procedure. Additionally,
the solution can be limited between minimum and maximum range, which for
the hidden Markov model parameters needs to be between zero and one for each
probability. The GA-function inputs and outputs the solutions in the chromosome
format, so phenotype encoding and decoding is needed to transform the hidden
Markov model solutions in the matrix form.
The default number of iterations in the GA algorithm is 100, although the more
complex examples with multiple parameters in Scrucca (2013) are run with the
setting of 1000 iterations. The default crossover is set at 0.8, and the default
mutation rate is 0.1. The default elitism is 5% of the population, and the default
population size is 50. The package also supports user-defined initial population,
selection, mutation, and cross-over functions. The default functions run uniform
generation.
There are other ways to try to avoid getting stuck in a local optimum. Stolcke and
Omohundro (1993) note that increasing the sample size helps the Baum-Welch
algorithm to converge to the optimal model. The algorithm also tends to get
in trouble if the number of states chosen initially is the exact number of states
in the optimal model. However, as pointed out by Ghahramani (2001) and Beal
(2003), the Baum-Welch algorithm needs to be regularised if there are excess states
included in the initial model, as otherwise the algorithm overfits the model to the
given structure. Hence regularisation through maximum a posteriori method is
the topic of the next section.
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4.4 Regularisation through maximum a posteri-
ori
As discussed in Section 4.2, traditionally the aim of the learning problem is to find
the optimal parameters for the model. However, since there is often uncertainty on
the topology of the model, there is also another learning objective. This is to learn
the optimal model structure, specified by the number of the states in the model,
and the connections (edges) between the states (Ghahramani, 2001; Kwong et al.,
2001). Additionally, even if there is good a priori understanding of the model
structure, as mentioned in the previous section, one of the reasons why it would
still make sense to overspecify the model is that it may help with getting stuck in
a local optimum (Stolcke & Omohundro, 1993).
Since there is nothing in the maximum likelihood procedure which would affect
the specified model structure, the Baum-Welch algorithm presented in Section 4.2
tends to overfit the model for the training data if it is specified with redundant
states. Regularisation of the objective function is often used to counter the over-
fitting issue. Regularisation adds a penalty term to the likelihood function. The
regularised likelihood function favours a simpler model structure, resulting in a
smaller number of states for the hidden Markov model. (Ghahramani, 2001).
Dirichlet prior distributions can be utilised in formally regularising the maximum
likelihood procedure (Ghahramani, 2001). The result is the maximum a posteriori
procedure, which produces estimates of the posterior parameter modes (Ghahra-
mani, 2001; Beal, 2003). While the maximum a posteriori procedure utilises the
Bayesian logic by using Dirichlet priors, it is frequentist in the sense that it still
produces only the point estimates for the parameter values (Beal, 2003).
Dirichlet distribution (cf. Appendix A.1) is conjugate to the multinomial distribu-
tion, and is therefore a convenient choice for the regularising prior (Ghahramani,
2001). If conjugate prior and likelihood distributions are multiplied, the resulting
posterior has the same distribution as the prior distribution. Thus a conjugate
Dirichlet-multinomial procedure results in a Dirichlet posterior. A hyperparam-
eter is the sufficient statistic of the prior distribution. Following MacKay (1997)
and Beal (2003), variables u = {u(P ), u(Φ), u(pi)} are specified as the hyperparame-
ters for the Dirichlet priors. For the hidden Marko model, the model prior can be
written as the product of the parameter priors, i.e. p(λ) = p(P )p(Φ)p(pi), where
p(P ) =
N∏
i=1
Dir({pi1, . . . , piN}|u(P )),
p(Φ) =
N∏
i=1
Dir({φi1, . . . , φiM}|u(Φ)), and
p(pi) = Dir({pi1, . . . , piN}|u(pi)).
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The exact form of the Dirichlet prior for p(pi) is
p(pi) =
Γ(u
(pi)
0 )∏N
i=1 Γ(u
(pi)
i )
N∏
i=1
pi
u
(pi)
i −1
i , u
(pi)
i > 0,∀i,
where u
(pi)
0 =
∑N
i=1 u
(pi)
i is the strength of the prior (Beal, 2003). The positiv-
ity constraint on the hyperparameters u
(pi)
i makes the prior proper (Beal, 2003).
Following Beal (2003), symmetric and scaled strengths are set:
u(pi) =
[
f (pi)
N
, · · · , f
(pi)
N
]T
, s.t.
N∑
i=1
u
(pi)
i = f
(pi).
Similar set up applies to p(P ) and u(P ), and p(Φ) and u(Φ).
Given the prior p(λ) and the likelihood p(O|λ), the optimisation problem for the
maximum a posteriori procedure can be formulated as
λ∗ = arg max
λ
{p(O|λ)p(λ)},
where the maximum a posteriori estimators for the parameters are denoted as
λ∗ = (P ∗,Φ∗, pi∗).
The use of priors updates the re-estimation formulas according to the conjugate
Dirichlet-multinomial posterior formula described in the Appendix A.1. The re-
estimated transition probabilities become
pˆij =
(u
(P )
i − 1) +
∑T−1
t=1 ξt(i, j)∑N
i=1(u
(P )
i − 1) +
∑T−1
t=1 γt(i)
.
Similarly the emission probabilities φik, where ot = k is emitted at time t when
the system is in state i, can be re-estimated as
φˆik =
(u
(Φ)
i − 1) +
∑T
t=1,ot=k
γt(i)∑N
i=1(u
(Φ)
i − 1) +
∑T
t=1 γt(i)
.
The initial probabilities pii are re-estimated as
pˆii =
(u
(pi)
i − 1) + γ1(i)∑N
i=1(u
(pi)
i − 1) +
∑N
i=1 γ1(i)
.
The formulas remain similar to the Baum-Welch re-estimation formulas (cf. 4.2,
eq. 3-5), while the strength of the added prior counts determine the effect of the
prior on the re-estimated parameters.
A remaining question is how to choose the hyperparameters for the Dirichlet prior.
While ad hoc choices of small discrete values are often used, Beal (2003) notes that
a more formal process of cross-validation can be used to improve the performance.
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An algorithm for finding the optimal regularisation parameters through cross-
validation is described by Barber (2012). In k-fold cross-validation the data is
partitioned into training and validation sets multiple times. The most common
choice is 10-fold cross-validation which splits the data randomly into ten equal-
sized disjoint partitions, where at each round one of the parts is used for validation,
and the rest are used for training.
The best regularisation parameter is given with the minimal average validation
error, which is calculated as the average of the validation performances (Barber,
2012). However, given that hidden Markov model is an unsupervised model, in
the context of hidden Markov models the cross-validation procedure evaluates
the models by maximising their likelihood instead of minimising the model error
(Celeux & Durand, 2007). Algorithm 2 describes the cross-validation procedure
for hyperparameter optimisation.
Choose a set of regularisation parameters u1, . . . , uA
Partition data into Oitrain and O
i
validate, i = 1, . . . , K
for a=1 to a=A do
for i=1 to i=K do
λia = arg max
λ
{p(Oitrain|λ)p(λ)}
end
L(ua) =
1
K
∑K
i=1 p(O
i
validate|λia)
end
ua = arg max
ua
L(ua)
Algorithm 2: Optimising the hyperparameters of the Dirichlet priors.
In Section 3.2, it was discussed that some inference for hidden Markov models
depends on the type of the hidden Markov model used in the application (Cappe´ et
al., 2005). Since the data included in the observation sequence in a hidden Markov
model are only conditionally independent given the state process, there are some
differences between the cross-validation procedures for an application with multi-
sequence data, and if there is only one long sequence of observations (Celeux &
Durand, 2007). For hidden Markov models with multiple independent sequences,
cross-validation can be done by splitting a fraction of the sequences to the training
set, and the rest to the validation set. The case is slightly more complicated with
an application where there is only one long sequence of observations available.
As a solution, Celeux and Durand (2007) propose a deterministic half sampling
procedure. Since condition-based maintenance data is almost always of the multi-
sequence type, the procedure is not further discussed in this thesis, but it is noted
that the Algorithm 2 is only directly usable in the case of multi-sequence data. In
the case of the single sequence type hidden Markov model, the algorithm should
be modified with deterministic half sampling or some other method.
Cross-validation could also be used to directly compare different sized models.
However, this is not recommended by Beal (2003) or Ghahramani (2001), as the
amount of models to compare gets large due to the amount of possible connections
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between the states and as the number of states increases, and therefore the cross-
validation-based structure learning is computationally expensive. There also exist
other possibilities for model structure learning besides regularisation and cross-
validation. As discussed in the previous section, Kwong et al. (2001) use the hybrid
genetic Baum-Welch algorithm to successfully determine the model structure for
their application of hidden Markov model. Another option is to use Bayesian
methods, which are usually lauded for the their ability to find the model structure
in an efficient manner (Beal, 2003).
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5. Bayesian inference for hidden
Markov models
This chapter discusses the fully Bayesian representation of learning in hidden
Markov models. While there are a few competing options for finding the pos-
terior distributions for the parameters as reviewed in Section 5.1, it is argued in
this thesis that variational Bayesian approximation results in a fast and insightful
algorithm, and is therefore a formidable contender.
Unlike the frequentist Baum-Welch algorithm presented in the previous chapter,
the variational Bayesian algorithm presented in Section 5.2 is able to regularise
the model automatically. Moreover, the algorithm is faster, more scalable, and
allegedly results in more reliable estimates for the parameter posteriors than most
of the competing methods (Beal, 2003). However, the variational algorithm still
suffers from the issue of getting stuck in a local optimum similarly than the Baum-
Welch algorithm (cf. Section 4.3).
5.1 Bayesian learning methods
While the Baum-Welch algorithm is efficient in finding a local maximum, the
Bayesian approach to learning the parameters of hidden Markov model produces
not only point estimates of the maximum, but also estimates about the parameter
uncertainty (MacKay, 1997). The most important reason for Bayesian computa-
tion according to Beal (2003) is that the Bayesian approach embodies the principle
of Occam’s razor by penalising models with more parameters. Thus Beal (2003)
suggests that the Bayesian approach produces better models under complex data
sets than the frequentist maximum likelihood method.
In Bayesian learning the parameters of the model are treated as hidden variables
and are summed out to form the marginal likelihood of the data (Beal, 2003):
p(O) =
∫
p(O|λ)p(λ) dλ,
where λ = (P,Φ, pi) represents transition probabilities P = {pij}, emission proba-
bilities Φ = {φik}, and initial probabilities pi = {pii} as before. However, instead
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of producing single probabilities for the data likelihood, the Bayesian inference
produces posterior probability distributions for the observed data.
The Bayesian process starts similarly than with the maximum a posteriori proce-
dure in Section 4.4. First prior distributions are chosen for the parameters, and
the prior hyperparameters are found for example by the cross-validation likeli-
hood procedure in Algorithm 2. Then the marginal probability distribution of a
sequence of observations can be written as
p(O) =
∫
p(pi)
∫
p(Φ)
∫
p(P )
∑
q
p(Q,O|pi,Φ, P ) dpi dΦ dP.
It is no longer possible to use the Baum-Welch algorithm, as the hidden states are
now part of the integration over the continuous parameters. Most of the time, the
integral is intractable to calculate, and needs to be numerically approximated. For
this purpose, Beal (2003) presents variational Bayesian expectation-maximisation
algorithm, first derived with the name ensemble learning for hidden Markov models
by MacKay (1997).
The algorithmic details of the variational Bayesian method are examined in the
next section. One of the main advantages of the method is that the forward-
backward procedure in the Baum-Welch algorithm remains nearly intact, and
therefore only a few modifications are needed to convert the regularised Baum-
Welch algorithm as the variational algorithm. Moreover, variational methods are
computationally efficient (Koller & Friedman, 2009).
However, alternative ways to approximate the integral exist. Markov chain Monte
Carlo methods such as Gibbs sampling, Bayesian model merging by Stolcke and
Omohundro (1993), and particle filtering (also called sequential Monte Carlo) are
often utilised alternative methods for attempting to approximate the integral, and
produce estimates of the parameter posteriors as well as the model structure.
Markov chain Monte Carlo (MCMC) methods can be used to approximate the
posterior distribution over parameters. Gibbs sampling, which is one of the most
often implemented MCMC algorithms sequentially samples from the marginal dis-
tribution of one of the variables given the others (Koller & Friedman, 2009). In
general it may be hard to assess the convergence and reliability of the estimates,
and the convergence speed of the method tends to be slower than for the variational
Bayesian method (Beal, 2003).
The procedure by Stolcke and Omohundro (1993) is proposed to tackle the struc-
ture learning problem of the hidden Markov models. The process is incremental
and adjusts the model structure every time new evidence arrivals. New data adds
to the structure, unless there is enough evidence for a similar type of structure
between two sub-models, when the sub-models are merged together, and the size
of the model decreases. By collapsing the shared structures, the method promises
both generalisability outside the training set, and a data-driven way to determine
the initial model. The parameter posteriors are distributions that use the max-
imum a posteriori estimates as sufficient statistics. Beal (2003) notes that the
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method needs plenty of data from many individual long sequences to determine
the parameters reliably, and to reduce any uncertainty amongst the most probable
hidden state sequence.
Particle filtering or sequential Monte Carlo methods are also quite popular for
such approximation tasks, utilised for example by Bartram (2013) in a dynamic
Bayesian network problem. The particle methods offer a flexible solution to real-
time approximation of non-linear, non-Gaussian hidden Markov models (Doucet
& Johanssen, 2008), and are therefore particularly applicable to more complex,
possibly online dynamic Bayesian network extensions of the hidden Markov model.
The particles in particle filter methods are random samples from distributions rep-
resenting the system dynamics (Doucet & Johanssen, 2008). They form the target
distribution by relaying on Monte Carlo integration. In the dynamic Bayesian
network context, the particle filter represents the system state as an approximate
distribution consisting of samples and weights (Bartram, 2013). A downside is
that the method is computationally intensive (Doucet & Johanssen, 2008). In
some applications MCMC, variational Bayesian methods, and sequential Monte
Carlo can be combined together in an attempt to utilise the best features of each
method.
5.2 Variational Bayesian approximation
The purpose of this section is to build a variational Bayesian algorithm for hidden
Markov models. Some of the variational calculus presented by Beal (2003) and
MacKay (1997) is replicated to explain the details of the mathematical derivation
of the variational Bayesian expectation-maximisation algorithm.
As discussed in Section 4.4, the choice of the Dirichlet distribution as the prior in
the maximum a posteriori inference leads to convenient estimation of the param-
eters with regularised maximum likelihood in the frequentist context. In fact, the
choice of the Dirichlet distribution leads also to tractable variational Bayesian al-
gorithms (Beal, 2003). While the variational Bayesian algorithm can also be used
in more complex cases, the application is not quite as straightforward as presented
in this section.
The log marginal likelihood for an hidden Markov model is
log p(O) = log
∫
dpi
∫
dP
∫
dΦ
∑
Q
p(P,Φ, pi)p(O,Q|P,Φ, pi)
≥
∫
dpi
∫
dP
∫
dΦ
∑
Q
q(P,Φ, pi,Q) log
p(P,Φ, pi)p(O,Q|P,Φ, pi)
q(P,Φ, pi,Q)
,
where q(P,Φ, pi,Q) is any distribution over the parameters and hidden vari-
ables. Jensen’s inequality (Appendix A.2) is applied to get the second equa-
tion. The mean-field assumption establishes that the posterior can be factorised
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as p(P,Φ, pi,Q|O) ≈ q(P,Φ, pi)q(Q) (Barber, 2012). The lower bound for the like-
lihood becomes
log p(O) ≥
∫
dpi
∫
dP
∫
dΦ
∑
Q
q(P,Φ, pi,Q) log
p(P,Φ, pi)p(O,Q|P,Φ, pi)
q(P,Φ, pi,Q)
=
∫
dpi
∫
dP
∫
dΦq(P,Φ, pi)
[
log
p(P,Φ, pi)
q(P,Φ, pi)
+
∑
Q
q(Q) log
p(O,Q|P,Φ, pi)
q(Q)
]
= F(q(P,Φ, pi), q(Q)),
with implicit dependence on O (Beal, 2003).
Variational calculus can now be applied to this functional. The first step is to take
functional derivative with respect to the first component of the functional, which
includes the parameters. This results in Dirichlet posteriors for the parameters
q(P ) =
N∏
i=1
Dir({pi1, . . . , piN}|{c(P )i1 , . . . , c(P )iN })
with c
(P )
ij = u
(P )
i +
T−1∑
t=1
ξt(i, j),
q(Φ) =
N∏
i=1
Dir({φi1, . . . , φiM}|{c(Φ)i1 , . . . , c(Φ)iM })
with c
(Φ)
ik = u
(Φ)
i +
T∑
t=1,ot=k
γt(i),
q(pi) = Dir({pi1, . . . , piN}|{c(pi)1 , . . . , c(pi)N })
with c
(pi)
i = u
(pi)
i + γ1(i).
As previously discussed in Section 4.4, u represent the hyperparameters for the
Dirichlet priors. The variable γ(i) is the auxiliary variable for which summing over
t gives the expected number of transitions made from state i (cf. Section 4.1, eq.
1). Summing over t for the auxiliary variable ξ(i, j) gives the expected number
of transitions from state i to state j (cf. Section 4.2, eq. 2). Thus the sufficient
statistics c for each posterior Dirichlet distribution represent counts of states for
each variable, regularised by the hyperparameters u.
The second step is to take functional derivative of the functional
F(q(P,Φ, pi), q(Q)) with respect to the second component of the functional.
This results in the variational posterior over the hidden states q(Q), which is
log q(Q) = 〈log p(Q,O|P,Φ, pi)〉q(P )q(Φ)q(pi) − logZ(O), where Z(O) refers to a
normalisation constant.
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The complete-data likelihood p(Q,O) can be written in a vector form
p(Q,O) = Pr(q1)Pr(o1|q1)
T∏
t=2
Pr(qt|qt−1)Pr(ot|qt)
=
N∏
i=1
pi
q1,i
i
N∏
i=1
M∏
k=1
φ
q1,i,o1,k
ik
T∏
t=2
(
N∏
i=1
N∏
j=1
p
qt,j ,qt−1,i
ij
N∏
i=1
M∏
k=1
φ
qt,i,ot,k
ik
)
.
Taking logarithms
log p(Q,O) =q1,i log
N∑
i=1
pii +
N∑
i=1
M∑
k=1
q1,i, o1,k log φik +
T∑
t=2
(
N∑
i=1
N∑
j=1
qt,j, qt−1,i log pij
+
N∑
i=1
M∑
k=1
qt,i, ot,k log φik
)
=q1,i log
N∑
i=1
pii +
T∑
t=2
N∑
i=1
N∑
j=1
qt,j, qt−1,i log pij
+
T∑
t=1
N∑
i=1
M∑
k=1
qt,i, ot,k log φik
=
T−1∑
t=1
q′t−1qt logP +
T∑
t=1
q′tot log Φ + q
′
1 log pi.
Substituting the complete data likelihood into
log q(Q) = 〈log p(Q,O|P,Φ, pi)〉q(P )q(Φ)q(pi) − logZ(O) results in
log q(Q) = 〈
T−1∑
t=1
q′t−1qt logP +
T∑
t=1
q′tot log Φ + q
′
1 log pi〉q(P )q(Φ)q(pi) − logZ(O)
=
T−1∑
i=1
q′t−1qt〈logP 〉q(P ) +
T∑
t=1
q′tot〈log Φ〉q(Φ) + q′1〈log pi〉q(pi) − logZ(O).
From this it is easy to see that the natural parameter vector is
`(λ) = (logP, log Φ, log pi),
so the expected natural parameter vector is given by
〈`(λ)〉q(λ) = (〈logP 〉q(P ), 〈log Φ〉q(Φ), 〈log pi〉q(pi)).
The modified parameter vector λ˜ is obtained as the inverse of the ` operator
λ˜ = `−1(〈`(λ)〉q(λ))
= (exp〈logP 〉q(P ), exp〈log Φ〉q(Φ), exp〈log pi〉q(pi))
= (P˜ , Φ˜, p˜i).
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As mentioned, this is a straightforward step for the conjugate multinomial-
Dirichlet model, as the parameters of λ are uncoupled in the complete-data like-
lihood. However, Beal (2003) warns that for other than conjugate models, the
inversion of the natural parameter may not be as simple.
The modified parameters can be written by using properties of Dirichlet distribu-
tion (cf. Appendix A.1) as
P˜ = {p˜ij} = exp〈logP 〉q(P )
= exp
[∫
Dir(P |c) logP dP
]
= exp
[
ψ(c
(P )
ij )− ψ(
N∑
i=1
c
(P )
ij )
]
, (6)
Φ˜ = {φ˜ik} = exp〈log Φ〉q(Φ)
= exp
[∫
Dir(Φ|c) log Φ dΦ
]
= exp
[
ψ(c
(Φ)
ik )− ψ(
N∑
i=1
c
(Φ)
ik )
]
, (7)
p˜i = {p˜ii} = exp〈log pi〉q(pi)
= exp
[∫
Dir(pi|c) log pi dpi
]
= exp
[
ψ(c
(pi)
i )− ψ(
N∑
i=1
c
(pi)
i )
]
. (8)
Because of the properties of the geometric mean used in the above calculation, the
parameter components may not sum exactly to one, so it holds that
P :
N∑
i=1
p˜ij ≤ 1 ∀i ∈ {1, . . . , N},
Φ :
N∑
i=1
φ˜ik ≤ 1∀i ∈ {1, . . . , N},
pi :
N∑
i=1
p˜ii ≤ 1.
Recalling that in the Baum-Welch algorithm the forward recursion was calculated
as αt+1(j) =
{∑N
i=1 pijαt(i)
}
φj(ot+1), and the backward recursion was calculated
as βt(i) =
∑N
j=1 pijβt+1(j)φj(ot+1) for 1 ≤ t ≤ T − 1, 1 ≤ i, j ≤ N . The same
forward-backward recursions can also be utilised in the variational Bayesian EM-
algorithm. In the variational Bayesian E-step the forward variables are calculated
as
αt+1(j) =
[
N∑
i=1
αt(i)p˜ij
]
φ˜j(ot+1),
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and the backward variables are
βt(i) =
N∑
i=1
βt+1(j)p˜ijφ˜j(ot+1).
The steps remain similar to the Baum-Welch algorithm, but instead of the point
probabilities pij and φjk, the recursions utilise the sufficient statistics from the
distributions q(P ) and q(Φ), p˜ij and φ˜jk. The scaling factor ct(i) =
1∑N
i=1 αt(i)
is
also introduced as before, renormalising the forward variables αt(i) to sum to one
for each time step t. The normalised αt(i) are the posterior probabilities for the
hidden states given the data.
Finally, the lower bound of the data likelihood is computed by minimising the
Kullback-Leibler divergences for each parameter (Appendix A.3). For example,
for pi, the Kullback-Leibler divergence for Dirichlet distributions p(pi) (=proposal
distribution) and q(pi) (=bounding, initial distribution) is
KL(p(pi)|q(pi)) =
∫
q(pi) log
p(pi)
q(pi)
dpi
= log
Γ
(
p(pi0)
)
Γ
(
q(pi0)
) − k∑
j=1
[
log
Γ
(
p(pij)
)
Γ
(
q(pij)
) − (p(pij)− q(pij))(
ψ
(
p(pij)
)− ψ(q(pij)))].
The lower bound is obtained by minimising the Kullback-Leibler divergence
KL(q(Q)q(λ)|p(Q, λ|O)) =
∫
q(λ)
∑
Q
q(Q) log
(
p(Q)p(λ)
q(Q, λ|O)
)
dλ
=
∫
dpi
∫
dP
∫
dΦ
∑
Q
q(P,Φ, pi,Q)
log
(
p(P,Φ, pi)p(O,Q|P,Φ, pi)
q(P,Φ, pi,Q)
)
=〈log q(Q)〉q(Q) + 〈q(λ)〉q(λ) − 〈p(Q, λ|O)〉q(Q)q(λ) ≥ 0.
Here the expectation for the parameters is
〈q(λ)〉q(λ) =
∫
q(P ) log
p(P )
q(P )
dP +
∫
q(Φ) log
p(Φ)
q(Φ)
dΦ +
∫
q(pi) log
p(pi)
q(pi)
dpi.
The expected logarithmic distribution for the hidden state process is
〈log q(Q)〉q(Q) = 〈log p(Q,O|P,Φ, pi)〉q(P )q(Φ)q(pi)q(Q),
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while the entropy is
〈p(Q, λ|O)〉q(Q)q(λ) =
∑
Q
q(Q) log q(Q)
=
∑
Q
q(Q)
[〈log p(Q,O|P,Φ, pi)〉q(P )q(Φ)q(pi) − logZ(O)]
= 〈log p(Q,O|P,Φ, pi)〉q(P )q(Φ)q(pi)q(Q) − logZ(O).
Combining these together, the lower bound becomes
F(q(P,Φ, pi), q(Q)) =
∫
q(P ) log
p(P )
q(P )
dP +
∫
q(Φ) log
p(Φ)
q(Φ)
dΦ
+
∫
q(pi) log
p(pi)
q(pi)
dpi + logZ(O), (9)
where the result is an approximated posterior distribution for the log-likelihood,
log p(O).
Based on these calculations, Algorithm 3 can be now used to estimate the pa-
rameter posteriors for a discrete and homogeneous hidden Markov model. Since
the presented algorithm is a hill-climbing expectation-maximisation algorithm, it
still suffers from the issue of getting stuck in local optima presented in Section
4.3. The articles reviewed in Section 4.3 only suggest building a hybrid version
of the frequentist Baum-Welch algorithm, and no previous results using a hybrid
variational Bayesian algorithm were found from the condition-based maintenance
literature.
Input: O;
Initialise λ = (P,Φ, pi);
Initialise and regularise the counts c = (c(P ), c(Φ), c(pi));
Run the algorithm once to initialise F (O);
while Fˆ (O)− F (O) > ε do
E-step:
Run the forward-backward algorithm with inputs (c(Pˆ ), c(Φˆ), c(pˆi), O);
Result: (ξ,γ) (cf. eqs. 1-2) and p(O|λˆ);
Calculate the Kullback-Leibler divergences KL(Pˆ |P ), KL(Φˆ|Φ),
KL(pˆi|pi);
Calculate the lower bound
F (O) =KL(Pˆ |P )+KL(Φˆ|Φ)+KL(pˆi|pi)+p(O|λˆ) (cf. eq. 9);
Using (ξ,γ), set counts c = (c(P ), c(Φ), c(pi));
M-step:
Regularise cˆ = (cˆ(P ), cˆ(Φ), cˆ(pi));
Using cˆ(P ), re-estimate Pˆ = {pˆij} (cf. eq. 6);
Using cˆ(Φ), re-estimate Φˆ = {φˆik} (cf. eq. 7);
Using cˆ(pi), re-estimate pˆi = {pˆii} (cf. eq. 8);
end
Algorithm 3: Variational Bayesian expectation-maximisation algorithm.
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6. Model assessment
When the hidden Markov model described in the previous chapters starts produc-
ing predictions for the component health, the next step of the analysis is to assess
the goodness of the forecasts. This is an important part of the analysis, which
formally provides an estimate of the the model uncertainty for the purposes of
maintenance decision making.
If the predictions made by the model are deemed unsatisfactory in the assessment
step, there are two ways to remedy the situation. Either the model needs to be
adjusted, or the data quality needs to be improved. Adjusting the model means
that the model assumptions need to be changed. Some possibilities for dynamic
Bayesian networks with more realistic assumptions than the homogenous hidden
Markov model were discussed in Section 3.5. Another problem could be that there
is not enough information in the data used for the model. If the data quality is an
issue, more data on the event under modelling is needed to produce more reliable
predictions. If the input data is in aggregated format, one possibility is to attempt
to extract more informative aggregates from the raw data.
A common model assessment technique for supervised models includes partitioning
the data into a training set and a validation set, where the training set is used
to train the model, and a separate validation set is used to check how well the
trained model is able to predict responses that it has not seen (Gelman et al.,
2014). In the context of the unsupervised hidden Markov model, the training-
validation methodology can be used in posterior predictive checking. Posterior
predictive checking helps to ensure that the model is generating similar data than
what has been observed.
For the frequentist application, it is possible to calculate the likelihood of the
next observation oT+1 under the model λ and the previous data O = {o1, . . . , oT}.
For each emission symbol {1, . . . , k}, it is possible to calculate the probability
p(oT+1 = k|O, λ). The symbol with the highest predictive probability is the max-
imum likelihood prediction. This can be written as
p(oT+1 = k|O, λ) = p(oT+1 = k,O|λ)
p(O|λ)
∝ p(oT+1 = k,O|λ),
which is the joint likelihood of the future observation and the previous data. This
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can be calculated with the forward procedure presented in Section 4.1. The process
generalises to any length of sequence of future observations O′ = {oT+1, oT+2, . . .}.
According to Beal (2003), a bound on an approximation for the variational
Bayesian predictive posterior density can be obtained by
p(O′|O) =
∫
p(λ|O)p(O′|λ) dλ
≈
∫
q(λ)p(O′|λ) dλ
≥ exp
∫
q(λ) log
∑
q′
p(Q′, O′|λ) dλ
≥ exp
∫
q(λ)
∑
q′
q(Q′) log
p(Q′, O′|λ)
q(Q′)
dλ.
Similarly than the marginal likelihood, the exact integral is intractable to calculate
for the reasons which were discussed in Section 5.2 but can be approximated with
the variational calculus as shown above. If it is assumed that the model can
be presented with the posterior mode, the predictive posterior can be tractably
calculated as
p(O′|O)MVB =
∑
q′
p(Q′, O′|λMVB).
The term λMVB refers to the sufficient statistic of the posterior distribution, which
in the case of the discrete model are the Dirichlet counts (Beal, 2003).
Prequential approach by Dawid (1984) is used to assess the model. In this ap-
proach, data is predicted sequentially by predicting a test sequence one step ahead
given the previous observations. If the model appears to be sufficiently well gener-
ating similar data with the prequential method than what has been observed, and
otherwise seems to capture characteristics of the problem, it is deemed to pass the
posterior predictive checking. All that is left is to quantify the uncertainty of the
model for the decision making. Formal decision theoretical framework is here used
to give an idea on how to make decisions based on the predictions from the model
presented in this thesis.
The procedure recommended by Lindley (1985) is to list the possible decisions and
uncertain events. Then probabilities are assigned to the events, and utilities to
consequences of the decisions to quantify the uncertainty in the decision making.
The process calculates an expected utility for each of the decisions, and the decision
with maximum expected utility is chosen. The utility function used depends on the
amount of risk the decision maker is willing to take. In the context of condition-
based maintenance, a risk-avoiding utility function is likely to be most suitable
due to the inherent uncertainties in the condition-based maintenance systems as
discussed in Chapter two.
One of the key questions related to condition-based maintenance, especially with
remote monitoring by sensors is that is the model telling the truth about the con-
dition of the machine. To formally assess this question, the possible decisions after
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the model signals that a machine condition is degrading are to send maintenance
to check the machine condition, and not to send maintenance. If decision maker
chooses not to send maintenance, they can wait until the model signals another
change in the condition, or to wait until a concrete observation is made about the
degraded machine condition. The uncertain events are the current health status,
and the change in the health status, where the uncertainty about their values is
indicated by the predictive probability distribution. Utilities need to be assigned
to the maintenance event, the possibility of the component wearing out while wait-
ing, and the possibility of sending the maintenance to discover that the prediction
of the model was a false positive.
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7. Empirical testing
Section 7.1 introduces a synthetic test case, which is used to compare the fre-
quentist Baum-Welch algorithm, the variational Bayesian algorithm, and their
augmented versions discussed in Chapters four and five. The results of the test
case are presented in Section 7.2. The best performing algorithm is used to pre-
dict test sequences, and the techniques from Chapter six are used to evaluate the
performance of the algorithm. The discussion is left to the following Chapter eight.
7.1 Synthetic test case
A synthetic test case is constructed in this section in order to demonstrate the
theory discussed in the previous chapters. First a toy model is constructed emu-
lating the degradation pattern of a component. Then independent data sequences
are generated from the model, representing data from M machines. To make the
example more realistic than the simple three by three case presented in Section
3.4, nine discrete emission symbols depict different flags received from the sensors
attached to each machine, each flag indicating a spotted difference in the pattern
of the machine behaviour. The number of states is five, and the model is only de-
picting degradation, which means that if the component is maintained or replaced,
a new data sequence starts to generate.
The model thus assumes that a new component should start from the state one,
Figure 7.1: State-phase diagram for the test case.
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and eventually end up in the absorbing state five. Thus the model has dimensions
λdim = {P5×5,Φ5×9, pi5×1}. Figure 7.1 shows the state-phase diagram for the test
case. The transition matrix is
P =

0.994 0.003 0.001 0.001 0.001
0.000 0.994 0.003 0.002 0.001
0.000 0.000 0.996 0.002 0.002
0.000 0.000 0.000 0.997 0.003
0.000 0.000 0.000 0.000 1.000
 ,
while the emission matrix Φ is
Φ =

0.710 0.140 0.140 0.003 0.002 0.002 0.001 0.001 0.001
0.130 0.350 0.430 0.050 0.033 0.002 0.002 0.002 0.001
0.100 0.150 0.295 0.380 0.050 0.002 0.002 0.002 0.001
0.040 0.050 0.070 0.110 0.240 0.290 0.130 0.050 0.020
0.001 0.002 0.005 0.050 0.100 0.150 0.250 0.342 0.100
 .
The state transitions have been configured in a way that transition from the state
on the left to any state on the right is possible, while the transition to the neigh-
bouring state is slightly more likely for states one and two. However, all of the
four transient states are persistent, attempting to depict the relatively slow pace
of component degradation. The final state five is absorbing, depicting the (about
to) break-down state.
The emission matrix has been set up in a way that any state can emit any symbol,
but the state number one is more strongly correlated with the emission symbols
from the start of the sequence, while the state number five is more likely to produce
symbols from the end of the sequence. Similar logic applies to the intermediary
states and symbols as can be deciphered by examining the emission matrix.
Finally, the prior distribution is pi = [ 1 0 0 0 0 ]T . The function data in Ap-
pendix B.2 is used to generate M sequences for the test case. In the function,
the R-package markovchain (Spedicato & Kang, 2016) is used to generate state
sequences from the transition matrix P , starting from the state one. The function
lets the user specify the number of sequences, while the sequence length is ran-
domly generated by the sample-function from the set of lengths between 10 and
50. Number of the machines in the training population is selected as M = 100
for this toy example. After state sequences have been generated for each machine,
emission sequences are randomly generated with the rmultinom-function using the
probabilities from the emission matrix for each given state. The result of this data
generation exercise is a list of state sequences with the corresponding emission
data.
The generated emission data can now be used to test the different hidden Markov
model algorithms. Note that the results are run using the seed 1352512017 in the
data generation function. The first five training data sequences are shown below.
The example sequences M1, M2, and M5 remain at the state one for the whole
duration of their observation lengths. The case M3 changes state from one to three
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at time step 17. The case M4 changes state from one to two at time step four.
This change is also deductible from the emissions, which rarely return to emission
flag one after the state change.
M1:
{
States: 111111111111111111111111111111111111111111111
Data: 111131111321219231131113121123133139111131111
M2:
{
States: 1111111111111111111111
Data: 1111111139211311111111
M3:
{
States: 1111111111111111333333
Data: 1111131111112211122324
M4:
{
States: 111222222222222222222222222222222222222
Data: 112132322522134322222322331535322233232
M5:
{
States: 11111111111111
Data: 23111131111111
Using seed 1971922016 in the data-function, ten additional sequences are gener-
ated to be used as a separate test set. These sequences are not used in training of
the model, but to assess the prediction accuracy of the best performing algorithm.
The aim of the test case is to compare the performance of the different hidden
Markov model learning algorithms discussed in this thesis. The features for testing
are the convergence speed of the algorithm, the ability to regularise the model, and
therefore to identify the correct number of states, and the ability to identify the
global maximum for the parameters. It is noted that the purpose of the speed
comparison in this thesis is to get a feeling on the approximate relative differences
between the run-times of the algorithms. In general, the algorithm speeds may
vary over different implementations, and no attempt has been made to optimise
the implementations for speed. The best performing algorithm measured on all
three test features is used to illustrate how the predictive power of the model and
the model assessment techniques from Chapter six.
Figure 7.2 presents the alternative test paths compactly. Four frequentist paths
can be discerned. These are the Baum-Welch algorithm resulting in maximum
likelihood estimators (BW), Baum-Welch algorithm with regularisation resulting
in maximum a posteriori estimators (MAP), and hybrid versions augmented with
the genetic algorithm attempting to improve the chances for finding the global
maximum for both cases (GABW and GAMAP). The figure also presents two
Bayesian paths. These are the variational Bayesian expectation-maximisation al-
gorithm (VBEM), and its hybrid version with the genetic algorithm (GAVBEM).
Each algorithm is run ten times from different random initial values for the pa-
rameters. Additionally, each algorithm is run twice with two separate structures:
with the exact correct number of states S = 5, and a larger structure with S = 10
states. The expectation is that the algorithms which are able to regularise the
model correctly give low probabilities to transitions from the redundant states,
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Initial structure
Initial parameters
S = {5, 10}
Number of iterations
λ = {P,Φ, pi}
NEM, NGA
Type?
Global
max?
Iterate VBEM
until convergence
Iterate GAVBEM
until convergence
Regularise?
Global
max?
Global
max?
Iterate BW
until convergence
Iterate MAP un-
til convergence
Iterate GABW
until convergence
Iterate GAMAP
until convergence
Frequentist
Bayesian no
yes
no
yes
no
yes
no
yes
Figure 7.2: Test case. Four frequentist paths are tested: BW, MAP, GABW, and
GAMAP. Two Bayesian paths are tested: VBEM and GAVBEM.
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thus effectively reducing the size of the model to the correct structure. The algo-
rithms are pre-set to recognise the left-to-right form, and similarly than in Cholette
and Djurdjanovic (2014) the initial distribution pi is not updated and is instead
hard-coded to pi = [ 1 0 0 0 0 ]T .
Settings for the algorithms were configured by selecting a suitable combination of
options for each algorithm after some initial testing with the training set. There-
fore no systemic optimisation effort of the settings was attempted. The stopping
criteria are the precision of 0.0001, or if not obtained, maximum of NEM runs of the
algorithm. For the Baum-Welch algorithm, the maximum a posteriori algorithm,
and the variational Bayesian algorithm, NEM is set at 1000.
The genetic hybrid is run with ten iterations of the hill-climbing algorithm (BW,
MAP, VBEM) followed by NGA = 15 iterations of the genetic algorithm. The
population for each genetic algorithm is set to ten, where one of the parents is the
model suggested by the last iteration of the hill-climbing algorithm. No stopping
criteria is set to the genetic algorithm, so the algorithm is at earliest stopped at the
next iteration of the hill-climbing algorithm. For the Baum-Welch hybrids, NEM
is set at 200 (meaning maximum of 500 iterations of the hybrid algorithm), while
for the variational Bayesian hybrid, NEM is set at 100, as the algorithm converges
faster (meaning maximum of 250 iterations of the hybrid algorithm).
7.2 Results
Results for S = 5
A summary of the results for assuming that there is perfect knowledge on the
structure of the system, i.e., running the algorithms with S = 5, is found from
Table 7.1. Since ten different initialisations of the model are run for each algorithm,
the “Type” column indicates the run with the best likelihood (or lower bound, in
the case of the variational models) among these ten runs, the worst likelihood
among the ten runs, and the mean of the ten runs.
The basic Baum-Welch algorithm (BW) converges quite quickly to a local max-
imum. The best maximum likelihood was found in 6.5 minutes. In comparison,
the run that converged to the worst local maximum took only two minutes. Two
of the ten tries converged to a P matrix with two absorbing states instead of one,
including the run that reached the highest local maximum. Same happens with
the genetic hybrid (GABW), which also fails to find a better local maximum than
the regular Baum-Welch procedure, while taking 89 minutes on average to run.
The maximum a posteriori algorithm (MAP) is more promising. It seems to be
able to control for the absorption behaviour better than the regular Baum-Welch
algorithm (BW), and does not produce models with more than the one actual
absorbed state. The best result is achieved in 1.8 minutes, which is almost five
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Table 7.1: Summary of the test results for S = 5.
Algorithm Type Likelihood Speed (min)
BW Best -2526.094 6.52
BW Worst -2563.513 1.99
BW Mean -2555.046 6.28
GABW Best -2529.603 86.65
GABW Worst -2578.735 101.14
GABW Mean -2557.286 88.78
MAP Best -2523.610 1.76
MAP Worst -2569.281 1.58
MAP Mean -2553.488 1.70
GAMAP Best -2527.790 82.46
GAMAP Worst -2568.021 94.95
GAMAP Mean -2550.665 86.13
VBEM Best -2638.425 0.55
VBEM Worst -2761.304 0.22
VBEM Mean -2686.603 0.49
GAVBEM Best -2621.817 55.79
GAVBEM Worst -2759.610 56.43
GAVBEM Mean -2675.670 57.82
minutes faster than the Baum-Welch algorithm. Moreover, a local maximum with
a slightly higher likelihood is found. The genetic maximum a posteriori hybrid
(GAMAP) produces similar results, but no improvement is found to the local
maximum. The genetic hybrid MAP is also some minutes faster than the genetic
hybrid BW, taking 86 minutes to run on average.
Because the likelihoods from the variational algorithms are the lower bound ap-
proximations, they are not directly comparable to the likelihoods from the other
algorithms. The variational algorithm (VBEM) seems to over-regularise, as the
highest local maximum found only produces non-uniform estimates to four state
transitions. The algorithm has difficulties in recognising the third state in almost
all ten runs. Similarly than the maximum a posteriori algorithm (MAP), the varia-
tional algorithm produces the correct amount of absorbing states. It is even faster
than the maximum a posteriori algorithm, running through in half a minute on
average. The genetic variational hybrid (GAVBEM) performs somewhat better.
It finds only one absorbing state in each run, and only over-regulates two of the
ten runs. It is also speedier than the hybrid maximum a posteriori algorithm
(GAMAP), running through in less than an hour on average.
Hinton diagrams are a convenient way to visualise matrices with probability pa-
rameters. For each element in a matrix, Hinton diagram shows a square which is
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Figure 7.3: Hinton diagrams for the transition matrices P . S = 5. On top: Model
P . Bottom left: MAP P (best). Bottom right: GAVBEM P (best).
coloured based on the value of the element. Recall that for the transitions and
emission matrices each row sums to one. Thus for each row, the fraction of the
square coloured in black represent the probability for that element. This means
that a probability of one in a row shows as a full black square, while the probability
of zero shows as a white square.
The maximum a posteriori algorithm (MAP) and the genetic hybrid variational al-
gorithm (GAVBEM) were the best performing algorithms of this experiment based
on Table 7.1. In order to compare the performance of the two best performing al-
gorithms to the test case model, Figures 7.3 and 7.4 show a comparison of the
Hinton diagrams for the test case and the MAP and GAVBEM algorithm transi-
tion (P ) and emission (Φ) matrices for the structure S = 5. Posterior mode of the
parameters is used for the variational algorithm. In Figure 7.3, both P matrices
seem to correspond the model P quite well. The MAP P performs slightly better
with the states three and four, while the GAVBEM P is very close to the original
model with the states one and two.
In Figure 7.4 there are more easily discernible differences in the emission matrices.
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Figure 7.4: Hinton diagrams for the emission matrices Φ. S = 5. On top: Model
Φ. Middle: MAP Φ (best). Bottom: GAVBEM Φ (best).
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Both algorithms mimic the original for the state one, but only the variational
algorithm GAVBEM is able to mimic the state two, and neither mimics the later
states too well.
Results for S = 10
Results for assuming that there is imperfect knowledge on the structure of the
system are quite different from the S = 5 case. The Baum-Welch algorithms (BW
and GABW) are not able to regularise the model at all, resulting in estimates
for all ten states. The maximum a posteriori algorithm (MAP) is only able to
regularise some cases, and none of the ten runs results in five states. The genetic
version does not perform any better. The number of states also increases the
running time, where the BW algorithm runs 26 minutes on average, MAP runs
4.8 minutes, and the both genetic variations run for three hours and 40 minutes.
The variational algorithms are again clearly faster than the BW and MAP algo-
rithms. The VBEM algorithm runs for two minutes on average, and the genetic
hybrid runs for two and half hours. Additionally, the variational algorithms are
able to regularise the model better, but not perfectly to the five states on every run.
Also, the resulting model parameters are not as good in mimicking the original
model as with the models for S = 5.
Figures 7.5 and 7.6 show a comparison of the Hinton diagrams for the VBEM and
GAVBEM algorithm transition (P ) and emission (Φ) matrices for the structure
S = 10. The model with the highest likelihood from the variational Bayesian
algorithm overregularises both the transition and the emission matrices by one
state, while the genetic hybrid finds five states for the transition matrix, and four
states for the emission matrix. Both algorithms are able to mimic two of the states
quite well. The variational algorithm shows a large probability for self-transitions
for states two and five, and the genetic algorithm shows large probabilities for self-
transitions for states one and five. Similarly than for S = 5, the genetic variational
hybrid is able to find a fairly similar pattern for the first two states in the emission
matrix compared to the original model.
Cross-validation results
10-fold cross-validation is used to find optimal hyperparameters for regularisation
of the maximum a posteriori and variational Bayesian algorithms. A set of pseu-
docount choices for u = S + {0.1, 0.3, 0.5, 0.7, 0.9, 1.1, 1.3, 1.5, 1.7, 1.9} is run as
discussed in Section 4.4 by using the Algorithm 2. A stopping rule of 200 runs of
the algorithm is used for each training fold. Each fold and pseudocount iteration
is started from the same initial values to minimise the variation between the folds.
To examine the effect of different initial values, the cross-validation procedure is
run three times. The hyperparameters are optimised separately for both state
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Figure 7.5: Hinton diagrams for the transition matrices P . S = 10. Left: VBEM
P . Right: GAVBEM P (best).
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Figure 7.6: Hinton diagrams for the emission matrices Φ. S = 10. Left: VBEM Φ
(best). Right: GAVBEM Φ (best).
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Figure 7.7: Two runs of the cross-validation algorithm for the maximum a pos-
teriori regularised Baum-Welch algorithm (MAP), case S = 5. The vertical axis
shows log-likelihood, the horizontal axis shows the hyperparameter u. Each run
was started from different initial values.
structures. Both maximum a posteriori and variational Bayesian algorithms are
allowed to find their own optimal hyperparameters.
As it was discussed in Section 4.3, even a small change in the log-likelihood can
mean a large change in the parameter space for the model. Results for running
the cross-validation algorithm the first two times from different initial values are
shown in the Figure 7.7 for the case S = 5 with the MAP algorithm. Ceteris
paribus, it can be seen from the jagged lines in the figure that each different
pseudocount can swing the model log-likelihood up or down. For example, looking
at the case in the right hand panel, the maximising pseudocount is 5.9, while the
counts 5.8 and 6.9 get almost as close. Moreover, the three different initial values
of the cross-validation algorithm all produce different results as seen from Table
7.2. The first one suggests an optimal hyperparameter of u = 5 + 1.1 = 6.1, with
the log-likelihood of −237.0, the second is u = 5 + 0.9 = 5.9 with a very close
log-likelihood of ` = −237.9, and the third is u = 5 + 1.7 = 6.7 with ` = −243.9.
As the first run results in the highest log-likelihood, the optimal hyperparameter
is selected as 6.1. Table 7.2 shows the results for the other algorithms. The chosen
hyperparameter for each algorithm is boldfaced in the table.
Given the volatility of the process, it is concluded that there is nothing in the
cross-validation procedure to confirm that this is an optimal choice, as the global
maximum may be something completely different than suggested by the three
runs of the procedure. Due to this variability and the computational cost of the
procedure, it might be sensible to just select a small pseudocount as suggested by
the literature, such as Laplace smoothing with u = S + 1. Another option would
be to run a sensitivity analysis for the algorithms with a selection of pseudocounts
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Table 7.2: Cross-validation results. Upper panel shows the best hyperparameters.
Lower panel shows the corresponding log-likelihoods. The chosen hyperparameter
is boldfaced.
Run MAP5 MAP10 VBEM5 VBEM10
1 6.1 11.1 6.1 10.9
2 5.9 11.5 5.7 10.9
3 6.7 10.3 6.7 10.9
Run MAP5 MAP10 VBEM5 VBEM10
1 -237.0 -236.9 -311.86 -339.72
2 -237.9 -245.3 -306.44 -340.87
3 -243.9 -256.0 -316.71 -344.18
as in Beal (2003).
Interestingly, the variational Bayesian procedure consistently suggest a hyperpa-
rameter of u = 10.9 across all different initial values with S = 10, while the max-
imum a posteriori hyperparameters are different for each run. With S = 5, both
maximum a posteriori and variational Bayesian cross-validation results vary over
the different initial values, but produce quite consistent hyperparameter values be-
tween the two algorithms. This suggests that the variational Bayesian algorithm
seems to be somewhat more stable in higher dimensions than the maximum a
posteriori algorithm.
Predictions and model assessment
Given the above results, the best performing algorithm in both cases S = 5 and S =
10 is the genetic variational model (GAVBEM). The posterior predictive checking
introduced in Chapter six is used, meaning for the variational model that the
posterior mode is used as the model parameters in the forward-backward algorithm.
The predicted emission symbol is the symbol with the highest likelihood.
The results of test errors for ten test sequences for one step ahead prequential
prediction are shown for the GAVBEM models in Table 7.3. Two example predic-
tion sequences for S = 5 are shown in Figure 7.8. Predictions start from the 11th
step and are shown as round points. The crosses denote the actual test values.
The figure on the left is the test sequence number two, where the blue predictions
are always emitting one. There is more variation in the test data, although the
emissions tend to stay at the low level, resulting in emission prediction error of
27%.
The case on the right is the test sequence number ten. The predictions pick up
a change in the emission behaviour, and suggest both a change to emission flag
six around time step 28, a drop back to flag one around time step 32, and going
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Figure 7.8: Top: Test sequence 2. Bottom: Test sequence 10. Unfilled round
points denote predictions, crosses are the test values. Predictions start from the
11th point. The vertical axis denotes the observation symbols. The horizontal axis
denotes the time steps of the sequence.
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Table 7.3: Emission error rates for the test sequences.
Test sequence Error rate S = 5 Error rate S = 10
1 0.1111111 0.1111111
2 0.2727273 0.2727273
3 0.3333333 0.3333333
4 0.3529412 0.3529412
5 0.2702703 0.2702703
6 0.4000000 0.4000000
7 0.5000000 0.5000000
8 0.1666667 0.1666667
9 0.2903226 0.2903226
10 0.5000000 0.6578947
back to emitting flag six at 35. Thus although there is again more variation in
the test sequence resulting in the error rate of 50%, the predictions are successful
in detecting a change in the behaviour of the machine. Interestingly, as seen from
Table 7.3, the model for S = 10 is able to obtain same emission test error rates
than the S = 5 model for all the other cases except the sequence number ten, where
it is not able to predict an escalation of emissions at the end of the sequence.
Thus it seems that especially the model S = 5 is capable of producing sensible
estimates of the component health behaviour, although quite a lot of uncertainty
remains. Using the decoding algorithm from the Section 4.1, the results for the
predictions on the most likely path of states are run for the ten test sequences.
Since the test data includes the synthetically generated true states, it is possible
to compare the true state data to the predicted states.
Using the test emission data, the model S = 5 is able to predict eight out of ten
state sequences correctly. The test sequence seven changes the state from one to
two at the time step 18, while the model predicts a state change to two at the time
step 23. The test sequence ten changes the state from one to four at time step 26,
while the model predicts a state change to four at time step 27. Using the predicted
emissions, the model is only able to predict the change for the test sequence ten.
The change to state three appears already at time step 3, and continues to state
four at time step 27 as previously. Similarly, given the test emissions, the S = 10
detects the change of state for the test sequence ten, but fails to detect the change
for the test sequence seven. If the predicted emissions are used, the model also
fails to predict the change of state for the test sequence ten.
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8. Discussion
This chapter discusses the test case results presented in the previous chapter.
Additionally some thoughts are presented on how the theoretical assumptions of
hidden Markov model discussed in Chapter three fit the task of diagnosing and
predicting the component health state based on the experience from the test case.
The expectation based on the literature was that the variational Bayesian algo-
rithm should outperform the frequentist algorithms. The variational algorithm
was expected to be fast, and to provide the correct number of states. The ba-
sic Baum-Welch algorithm was expected to produce the worst results, tending to
overfit the model, not being able to find the global maximum, and being slow. To
enhance the variational Bayesian model, it was suggested based on the promising
results of the frequentist hybrid discussed in Cholette and Djurdjanovic (2014)
that a hybrid variational Bayesian model could be utilised to overcome the issue
of getting stuck in a local optima. A hybrid variational algorithm was expected
to further improve on the results of the hybrid Baum-Welch algorithm because of
the superior efficiency and regularisation abilities of the variational algorithm.
Based on the results presented in the previous chapter, the best performing al-
gorithm for modelling component health scores is indeed the genetic variational
algorithm. It outperforms the alternative algorithms in all three measures used in
the test case. It is significantly faster especially with the larger model structure
S = 10. However, as mentioned in the Section 7.1, the purpose of the speed com-
parison was to find about the relative differences between the algorithms. With
the implementations in the thesis, the algorithms can be ordered in speed perfor-
mance as BW < MAP < VBEM, meaning that the Baum-Welch algorithm is the
slowest, and the variational algorithm is the fastest. Since the differences are quite
significant, it can be concluded with some confidence that this order should apply
to most implementations.
Although the maximum a posteriori algorithm also achieves good results in the case
of the perfect model structure S = 5, the variational algorithms clearly outperform
the maximum a posteriori algorithms in regularising the model with the larger
structure. In the perfect case the maximum of posteriori algorithm performed
better comparing the full set of ten runs, not over-regularising the model as much
as the variational algorithms. However, this might also be dependent on the chosen
prior hyperparameter. Although the prior hyperparameters were chosen based on
the cross-validation procedure, it was found that the performance of the cross-
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validation method was volatile. Over-regularising could suggest that a choosing
a smaller prior hyperparameter could result in improvement in the variational
results. Although the overall performance of the maximum a posteriori algorithm
was better in terms of regularisation, the genetic variational algorithm was able
to find a model somewhat closer to the original generating model.
The Baum-Welch algorithm works otherwise fine in the case of the perfect model
S = 5 but it tends to get stuck on models with absorbing states. As Baldi and
Chauvin (1994) note, this can be overcome by modifying the algorithm so that it
avoids absorbing states. However, in comparison, neither the maximum a posteri-
ori algorithm or the variational algorithm suffers from this problem.
In general, the performance of the genetic algorithms was as slow as expected
based on the reports in the literature. However, it was a surprise to find that
the genetic hybrids did not often manage to find any improvement to the model
parameters over the regular algorithms. This finding could be explained by the
simple version of the hybrids used in this thesis. Better results could be found by
further optimising the structure of the hybrid algorithms, and fine-tuning the mu-
tation and cross-over operations in the genetic algorithm similarly to Cholette and
Djurdjanovic (2014) and Kwong et al. (2001). Nevertheless, especially with the
variational algorithm, the genetic hybrid was successful in finding an improvement.
It was noted in the results that it was especially difficult to find good parameter
estimates for the latter states of the emission matrix. This is due to the “missing”
data from the rarer later states, which probably corresponds quite well to the
reality of condition-based maintenance. As discussed in Chapter two, there tends
to be a discrepancy in numbers between components that work as intended, and
components that are faulty. This is of course a natural phenomenon, as faulty
components tend to be fixed or changed as soon as they cause a disturbance in
the operation of the machine.
Looking at the distribution of emitted symbols from the test case in Figure 8.1, it
can be deducted that there is not enough data on the emissions from the end of the
scale in the data set M to reproduce the original model perfectly. It is suggested
that implementing some boosting technique to balance the number of fault emis-
sions in comparison to the normal emissions might bring about interesting results.
Another option would be to use laboratory data like in Bunks et al. (2000), where
the faults are replicated to artificially produce enough fault data to find patterns
for the latter stages of the component health.
Also, plainly increasing the amount of data helps, although in the real world this
may be a time consuming and an expensive option. In Table 8.1 it is shown that
increasing the number of data sequences from 100 to 500 increases the frequency
of the rarer emission symbols dramatically in the synthetic test case. Additionally
in Figure 8.2 it is shown that the emission model from the GAVBEM algorithm
learnt with the data set of 500 data sequences is considerably closer to the true
model in the top panel of Figure 7.4 than the original suggestions.
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Figure 8.1: Bar plot of the test case emission symbols, M = 100.
Table 8.1: Effect of additional data on the emission symbols.
M 1 2 3 4 5 6 7 8 9
100 1800 405 427 26 25 20 7 1 4
500 9502 2232 2306 206 147 159 98 92 38
1 2 3 4 5 6 7 8 9
1
2
3
4
5
Figure 8.2: Hinton diagram for the emission matrix Φ, S = 5. Best of ten runs for
GAVBEM algorithm using M = 500.
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The aim of condition-based maintenance is to reduce unexpected down-time and
decrease preventive maintenance costs. This means that the maintenance engineers
need to be send to fix the machine when it is about to break down, not after it
already has, nor too early when there is still some mileage left in the component.
Thus the model needs to be able to provide answers for questions about the current
and future health states of the component, and the time frame for the transitions
to the next health state. As it was seen from applying the genetic variational
model to the test data, it was quite successful in one-step ahead prediction of
the changes in the emissions and states, and was able to alert on the cases which
were most likely to change a state. However, much uncertainty remained in the
estimates, and in the case of uncertainty in the model structure, the prediction
performance suffered considerably.
While it was found that the variational Bayesian algorithms are efficient in regu-
larising the model, the test case also showed that identifying the model parameters
is especially hard if there are extra states. Since finding parameter values close
to the generating model is especially important in the context of condition-based
maintenance, it is suggested based on the empirical testing that the variational
algorithm should be applied twice, first to decipher the correct amount of states,
and then to find as good parameter values as possible. Thus the model structure
is first tested by running the genetic variational algorithm for a large amount of
states. Then the model parameters are found by re-running the algorithm with a
lower number of states, as suggested by the first round of the algorithm.
Careful analysis of the results should be conducted after running the structure-
algorithm to note any over-regularisation tendencies, as the variational algorithm
can be too efficient in regularising the model. This finding concurs with the results
from the examples in Beal (2003). Since the cross-validation methodology was
found to be somewhat volatile and time-consuming, it is instead suggested to apply
sensitivity analysis with selected small hyperparameter values to the complete
training data.
The model parameters are learnt in the oﬄine-mode, which means that unless
there is good confidence in the model parameters, the model should be updated
periodically when new data arrives (Baldi & Chauvin, 1994). As an alternative,
it is possible to modify the algorithms to update the model online as already
mentioned in Section 3.5. Online updating would be beneficial in the condition-
based maintenance context, as there is new data arriving with each operation of
the machines included in the model, plus data from new machines. Therefore there
is potential for continuous improvement. Additionally, since there is potentially a
large amount of data even in the aggregated format relating to each component
and machine, online algorithms are able to synthesise information in such manner
that not all of the historical data needs to be stored for each update.
The level of data aggregation is another important decision for the model. In
the test case it is assumed that there exist an adept preprocessing method to
extract relevant information about the component in a discrete manner from the
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raw sensor data. As discussed in Chapter three, the discrete hidden Markov model
is the most simple form of the model, and it is therefore easier to implement than
models for continuous data. On the other hand, the hidden Markov model is also
adept at reading and interpreting quasi-stationary sensor signals as discussed by
Bunks et al. (2000). This is an important consideration as aggregation tends to
lose some of the original features of the data, so more information could possibly
be retained in the raw sensor data (Cholette & Djurdjanovic, 2014). However,
sensor data is big data, which makes processing the model computationally heavy,
especially if non-linear and non-Gaussian type of models are used. There are also
additional complications to the algorithms.
A somewhat unrealistic assumption is made in this thesis that the different com-
ponents of the machine degrade independently. Thus the model can be run just for
a single component of the machine, or several components separately. This is an
assumption which in reality is likely not going to hold for all of the components. It
is more likely that some of the component degradation patterns affect each other,
and therefore if one of the components is degrading, it also affects the degradation
of other parts of the machine. For example, seeing a degradation pattern such
as the one for the test machine ten in the test case could indicate that some of
the other parts are degrading as well. In some cases, the degradation of the other
part could be so strongly correlated with the component under analysis that the
emission flags used to analyse the component would be picking up the noise from
the other component, although the component under analysis would in fact be still
fine. This type of behaviour could be better modelled with coupled or hierarchical
hidden Markov models as discussed in Section 3.5.
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9. Conclusions
This thesis has concentrated on the research problem of how to diagnose and pre-
dict component health based on data collected from the machine. The data is
assumed to be available as discrete flags, which indicate signals from the machine
relating to the degrading behaviour of the component. The first research objec-
tive of this thesis was to examine the literature for data-driven condition-based
maintenance. It was found in Chapter two that hidden Markov model and its
dynamic Bayesian network extensions have been explored frequently in diagnosis
and prognosis of the behaviour of maintainable machines. Thus hidden Markov
model was chosen as the model under study.
The second research objective was to explore the theoretical foundations of the
chosen model. Although hidden Markov model can be generalised further, the
thesis has been limited to discuss the finite and discrete case. In Chapter three,
it was discovered that the three assumptions governing finite and discrete hidden
Markov models are time-homogeneity, Markov assumption, and observation inde-
pendence assumption. Two main types for hidden Markov model exist, the fully
connected ergodic model, and the left-to-right model, which is used especially in
speech recognition applications. It was discussed that the left-to-right model is
also a sensible choice in the context of condition-based maintenance.
Chapters four and five discuss parameter and structure learning tasks. Six learning
algorithms are studied in this thesis. In Chapter four it was noted that since hid-
den Markov model can be presented in a graphical form, the general expectation-
maximisation algorithm offers an efficient way to build iterative hill-climbing al-
gorithms for learning the model parameters from data. The basic version of the
algorithm is called the Baum-Welch algorithm. However, as the objective function
in the learning problem tends to have many possible local optima, the hill-climbing
algorithms often fail to find the global maximum for the parameters. It was dis-
cussed that hybrid algorithms utilising an additional metaheuristic optimisation
algorithm can be used to guide the more efficient hill-climbing algorithms towards
the global optimum.
Additionally, there is usually some uncertainty relating to the structure of the
model, which can be controlled by regularisation or by using Bayesian algorithms.
The regularised model is called the maximum a posteriori model. In addition to
their benefits for structure learning, the Bayesian algorithms produce posterior
estimates for the parameters which naturally estimates the uncertainty related to
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Figure 9.1: Component health hidden Markov model framework.
the estimates, as discussed in Chapter five. The Bayesian algorithm examined in
this thesis is the variational Bayesian expectation-maximisation algorithm. Since
the variational Bayesian algorithm is still a hill-climbing algorithm such as the
Baum-Welch algorithm, it suffers from the same problem of finding the global
maximum for the parameters. Thus it is suggested in the thesis that a hybrid
genetic variational algorithm could be used to find the best functioning hidden
Markov model for diagnosis and prognosis of component health.
In case the parameters are coupled with the hidden states, the objective function
becomes intractable to calculate. However, the variational Bayesian algorithm
is still able to approximate the posterior efficiently. For the discrete and finite
case the mean-field assumption of the variational Bayesian method can be used to
decouple the parameters and the hidden states, and the choice of Dirichlet prior
distribution ensures that the learning task remains tractable.
The model framework is summarised in Figure 9.1. The model is constructed
by bringing together component data from multiple machines. The machines are
assumed to be functioning independently, and to describe the degradation of the
component in a similar manner. Thus the model does not address the realistic
issue of multiple operating conditions such as the regime-specific hidden Markov
models presented by Cholette and Djurdjanovic (2014), or the case of hierarchical
connections between the different components of the machine. Model parameters
are learnt based on one of the algorithms discussed in Chapters four and five.
The learnt model can be used in the decoding algorithm to produce predictions
for component health given observations from the machine. Finally, using the
uncertainty estimates from the model, expected utilities can be assigned in the
model assessment step to help in making maintenance decisions as discussed in
Chapter six. A feedback loop should exist to allow for updates in the model in
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case the prediction accuracy is not good enough to gain any advantage over the
traditional forms of maintenance.
The model framework is tested with a synthetic example in Chapter seven. As
expected, the hybrid variational algorithm performs the best especially when there
is uncertainty relating to the model structure. However, since there is usually an
imbalance between the faulty data and normal data, the simulated test case shows
that even the best performing variational algorithm has difficulties in identifying
the correct model. Despite the challenges, the model initialised with the same
amount of states as the generating model is able to find degradation patterns from
test data.
However, uncertainty relating to the predictions is high, and needs to be taken
into account when making decisions based on the predictions from the model. To
improve the model, it is suggested that the algorithm is upgraded to an online
algorithm following Baldi and Chauvin (1994) and Tobon-Mejia et al. (2012).
Bringing in more data, and statistically boosting the imbalanced observation cat-
egories could also improve the model, and result in more reliable predictions.
In the first chapter the goal of this thesis was set to produce a posterior dis-
tribution for the “truthful” representation of hidden Markov model parameters.
Following in Sherlock Holmes’ footsteps, it was stated that when you have elimi-
nated the unlikely possibilities given the evidence, whatever remains, must be the
truth with a posterior distribution. It was found that even with evidence, eliminat-
ing unlikely possibilities is hard as there is much uncertainty related to finding the
posterior distribution of the parameters and the states. Despite the challenges, it
was found that hidden Markov model has many good qualities for modelling com-
ponent health based on remote monitoring data. Building on the basis constructed
in this thesis, it is clear that the versatility of the Bayesian network models can
be used to modify the model of component health to account for more intricate
details of component degradation behaviour. A more detailed model is likely to re-
duce the uncertainty related to the model parameters, therefore resulting in better
confidence in predictions for component health.
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Appendices
Appendix A
Appendix A is mainly based on Barber (2012).
A.1 Results for Dirichlet distribution
The probability density for p = (p1, . . . , pK) ∼ Dir(α1, . . . , αK) is
f(p1, . . . , pK ;α1, . . . , αK) =
Γ(
∑K
i=1 αi)∏K
i=1 Γ(αi)
K∏
i=1
pαi−1i ,
where ai > 0 are positive scalars for i = 1, . . . , K, with K ≥ 2 integer categories.
The support is pi ∈ (0, 1) and
∑K
i=1 pi = 1.
The expectation of pi, i = 1, . . . , K is
E[pi] =
αi∑K
i=1 αi
.
The expectation of the logarithmic transformation of pi is
E[log pi] = ψ(αi)− ψ(
∑
k
ak),
where ψ(x) = d
dx
log (Γ(x)) = Γ
′(x)
Γ(x)
, the logarithmic derivative of the gamma func-
tion called digamma.
Dirichlet distribution is the conjugate-exponential prior for the multinomial dis-
tribution. The probability mass function for the data x = (x1, . . . , xK) ∼
Mult(p1, . . . , pK , n) is
f(x1, . . . , xK ; p1, . . . , pK , n) =
Γ(n+ 1)∏K
i=1 Γ(xi + 1)
K∏
i=1
pxii .
The Dirichlet-multinomial posterior kernel f(p|x) including only the terms with
the parameters p = (p1, . . . , pK) can be calculated as
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f(p|x) ∝ f(p)f(x|p)
= f(p1, . . . , pK)f(xi|p1, . . . , pK)
=
K∏
i=1
pαi−1i
(
K∏
i=1
pxii
)
=
K∏
i=1
p
(αi+xi)−1
i .
The posterior has a Dirichlet distribution with parameters ai+xi, where ai are the
parameters from the prior distribution, and xi are the counts from the multinomial
distribution.
Log-posterior is of form
log f(p|x) ∝ log f(p) + log f(x|p)
= log f(p1, . . . , pK) + log f(xi|p1, . . . , pK)
= (αi − 1) log
K∑
i=1
pi + xi log
K∑
i=1
pi
= (αi + xi − 1) log
K∑
i=1
pi.
A.2 Jensen’s inequality
Jensen’s inequality follows from the definition of convexity, so for a convex function
f(x) and for any distribution p(x),
f(〈x〉p(x)) ≤ 〈f(x)〉p(x).
For a concave function, the inequality is reversed. Particularly, for f(x) = log(x),
and a discrete distribution p(x) =
∑
p(x), or a continuous distribution
p(x) =
∫
p(x) dx, the Jensen’s inequality states
discrete: log
(∑
xp(x)
)
≥
∑
log[xp(x)]
continuous: log
(∫
xp(x) dx
)
≥
∫
log[xp(x)] dx.
A.3 Kullback-Leibler divergence
Kullback-Leibler divergence measures the difference between distributions q and p.
It is commonly used in the Bayesian context to estimate normalisation constants
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or with the variational methods. The technique uses a simpler distribution q(x)
to approximate the intractable distribution p(x).
KL(q|p) = 〈log q〉q − 〈log p〉q.
Kullback-Leibler divergence is always non-negative, and it is zero if and only if the
distributions q and p are identical.
Entropy is a measure of the a priori uncertainty in a distribution p(x). It is related
to Kullback-Leibler divergence by
H(p) = −〈log p(x)〉p(x) = −KL(p|q) + constant.
For two Dirichlet distributions p(x) = p(pi|α˜i), and q(x) = q(pi|αi) the Kullback-
Leibler divergence can be calculated as
KL(α˜||α) = E[log q(x)]− E[log p(x)]
= E
[
log
(
Γ(
∑K
i=1 αi)∏K
i=1 Γ(αi)
K∏
i=1
pαi−1i
)]
− E
[
log
(
Γ(
∑K
i=1 α˜i)∏K
i=1 Γ(α˜i)
K∏
i=1
pα˜i−1i
)]
= log Γ(α0)− log
K∑
i=1
Γ(αi) +
K∑
i=1
(αi − 1)E[log pi]− log Γ(α˜0)
+ log
K∑
i=1
Γ(α˜i)−
K∑
i=1
(α˜i − 1)E[log pi]
= − log Γ(α˜0)
Γ(α0)
+
K∑
i=1
[
log
Γ(α˜i)
Γ(αi)
+ (αi − α˜i)E[log pi]
]
= log
Γ(α˜0)
Γ(α0)
−
K∑
i=1
[
log
Γ(α˜i)
Γ(αi)
− (α˜i − αi)(ψ(α˜i)− ψ(α˜0))
]
.
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Appendix B
B.1 Example 1: Single sequence
#observations
o<-c(0,0,0,1,2,0)
o<-o+1
#initial state probabilities
pi<-c(1/3,1/3,1/3) #Uniform prior
#pi<-c(0.6,0.3,0.1) #Informative prior
pi<-matrix(pi)
if(sum(pi)==1){print("Initial pi ok!")}
else{print("Please check vector pi!")}
#state transition probabilities
P<-c(0.6, 0.3, 0.1, 0.1, 0.7,0.2, 0.4, 0.2, 0.4)
P<-matrix(P,3,3)
P<-t(P)
if(all(apply(P,1,sum)==1)){print("Transitions ok!")}
else{print("Please check matrix P!")}
#emission probabilities
Phi<-c(0.6, 0.3, 0.1, 0.4, 0.4, 0.2, 0.1, 0.4, 0.5)
Phi<-matrix(Phi,3,3)
Phi<-t(Phi)
if(all(apply(Phi,1,sum)==1)){print("Emissions ok!")}
else{print("Please check matrix Phi!")}
B.2 Example 2: Multiple sequences
#library("markovchain")
data<-function(N){
states <- c("1", "2", "3", "4", "5")
transitions <- matrix(data =
c(0.994 ,0.003 ,0.001 ,0.001 ,0.001 ,
0.000 ,0.994 ,0.003 ,0.002 ,0.001 ,
0.000 ,0.000 ,0.996 ,0.002 ,0.002 ,
0.000 ,0.000 ,0.000 ,0.997 ,0.003 ,
0.000 ,0.000 ,0.000 ,0.000 ,1.000) ,
byrow = TRUE , nrow = 5,dimnames =
list(states , states ))
state_mc <- new(" markovchain", states = states , byrow = T,
transitionMatrix = transitions)
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L<-sample(rep(10:50),N,replace=T)
M<-list(0)
for(i in 1:N){
states <- rmarkovchain(n = L[i], object = state_mc, t0 = "1")
prob1<-c(0.71,0.14,0.14,0.003,0.002,0.002,0.001,0.001,0.001)
prob2<-c(0.13,0.35,0.43,0.05,0.033,0.002,0.002,0.002,0.001)
prob3<-c(0.10,0.15,0.295,0.38,0.05,0.02,0.002,0.002,0.001)
prob4<-c(0.04,0.05,0.07,0.11,0.24,0.29,0.13,0.05,0.02)
prob5<-c(0.001,0.002,0.005,0.05,0.10,0.15,0.25,0.342,0.10)
emission<-0
T<-length(states)
for(t in 1:T){
if(states[t]=="1"){
emit <-rmultinom (1,1,prob1)
emission[t]<-which(emit%in%1)
if(states[t]=="2"){
emit <-rmultinom (1,1,prob2)
emission[t]<-which(emit%in%1)
} else {
if(states[t]=="3"){
emit <-rmultinom (1,1,prob3)
emission[t]<-which(emit%in%1)
} else {
if(states[t]=="4"){
emit <-rmultinom (1,1,prob4)
emission[t]<-which(emit%in%1)
} else {
if(states[t]=="5"){
emit <-rmultinom (1,1,prob5)
emission[t]<-which(emit%in%1)
}
}
}
}
M[[i]]<-list(states,emission)
}
return(M)
}
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