based on an integrable (m + 1) X (n + 1) matrix function [pij] 9 (i -0, , m; j=0, , ri) , about which suitable regularity assumptions are made. Results obtained by Reid (Trans. Amer. Math. Soc. Vol. 85 (1957), pp. 446-461) are extended to operators of the type considered here.
A generalized Green's function for the system [L[y] = 0, y e £&} is defined, where & is a linear subspace of the domain of L. Resolvent and deterministic properties of this function are presented, together with the relationship of such a generalized Green's function to the generalized Green's function for the associated adjoint system.
For a large class of two-point boundary problems in which the boundary conditions involve the characteristic parameter linearly it is shown that there exists a simultaneous canonical representation of the boundary conditions for a given problem and those of its adjoint; in particular, in the self-adjoint case this canonical representation has the form of boundary conditions and transversality conditions for a variational problem. Finally, these results are applied to a two-point boundary problem involving a differential operator of the type considered in the paper of Reid above.
Since an important example of an operator of the form of L [y] is the Euler operator in the calculus of variations, we shall refer to such operators as quasi-differential operators of Euler type.
Section 2 gives a more precise description of the operator, and Section 3 is concerned with a discussion of its adjoint. In particular it is shown that if ϋ^0 is the class of functions y in the domain of L with the property that the functions y, y '', -,y {n~ι \ y m = Σι"=oPmjV {j) , V% = Σi=o PijV U) -y 'i+i, (i = m -1, , 1) , vanish at a and at 6, and if T o is the restriction of L to i^0, then the adjoint operator T o * is given by Section 4 is a study of extensions of the operator T o , and their ad joints» Section 5 is devoted to generalized Green's functions for Euler type quasi-differential systems and their ad joints, and extends the results of Elliott [3] and Reid [5] to the case where the number of linearly independent boundary conditions may differ from the order of the differential equation.
Section 6 is concerned with a certain class of two-point boundary problems in which the boundary conditions involve the characteristic parameter linearly. It is shown that there exists a simultaneous canonical representation of the boundary conditions for a given problm and those of its adjoint; in particular, in the self-ad joint case this canonical representation has the form of boundary conditions and transversality conditions for a variational problem.
Finally, § 7 is devoted to an application of the results of § 6 to a two-point boundary problem involving a differential operator of the type considered by Reid in [7] .
The symbol (£ Λ , (n -0,1, 2, •), will signify the class of complexvalued functions defined on the compact interval [α, b] 
Ja
Matrix notation will be used except where it is impracticable. If M is a matrix, then the conjugate transpose of M is denoted by Λf *. Vectors are treated as matrices with one column. The symbols E n and 0 mn are used to represent the n x n identity matrix and the m x n zero matrix, respectively; the subscripts will be omitted when there is no danger of confusion.
A matrix function is said to be continuous, integrable, etc. whenever each of its elements possesses the specified property. If A is an a.c. matrix function, then A\x) signifies the matrix of derivatives at values for which these derivatives exist and the zero matrix elsewhere. , n ^ 1), is an integrable (m + 1) x (n + 1) matrix function on a compact interval [α, b] and that p on and p m0 are essentiallybounded. For suitable y in 3I W define functions y u " ,y m as follows:
The class of functions 7/ in 3I Λ for which &, , |/ m are a.c. will be denoted by 3Ϊ Λ . For convenience the vector functions (2/ (i~1} )> (i = 1, , ri) , and (^), (i = 1, , m), will be denoted by # and #, respectively; the (n + m)-vector function (y, , i/^" 1^ ^, , y m ) will be represented by y.
Denote by L the operator with domain 3Ϊ Λ which is defined by
The operator L is a quasi-differential operator in the sense of Bδcher [1] ; in particular, it is a generalization of the Euler operator in the calculus of variations and, as was stated in the introduction, it will be called a quasi-differential operator of the Euler type. Let 31° be the collection of functions y in Sί Λ for which y(a) = 0 = y(b), and denote by T o the restriction of L to 31°. Suppose that ϋ%* is the class of functions z in 3I 0 which are essentially bounded and have the property that there exists a function f z in 2ί 0 such that (L[y] ,z) = (y,f,) for all y in %l A second operator L* will now be defined. For suitable functions z in §t TO define functions z 19 * ,z n as follows:
(y = n -1, ..., 1) . J#ϊ(x) , and s/£x) be m x n, m x m, n x n, and n x m matrices, respectively, defined as follows: .7) If /e2I 0 then we are concerned with solutions of the quasidifferential system
Of prime importance is the homogeneous system 
Reid [5] has shown the existence of a generalized Green's matrix for a compatible first order system with two-point boundary conditions, where the number of independent boundary conditions is equal to the number of differential equations. If dim & -m + n, then Reid's results could be used to obtain a generalized Green's function for (5.2) . In this section the existence and some properties of a generalized Green's function will be shown when dim & is not necessarily equal to m + n. The technique used here may be modified to extend Reid's results to the case where the number of independent boundary conditions is different from the number of differential equations.
For a vth order linear differential operator Σ}= 0 Qj( χ )y {j)
with Qj £ C jf (j -0, 1, , v) , and q u {x) Φ 0, the generalized Green's function has been treated by Greub and Rheinboldt [4] and Wyler [10] a more comprehensive treatment of an algebraic theory of operator solutions of boundary problems, which includes this case as a special instance, is given in Wyler This result follows from Lemma 3.1 and the existence and uniqueness theorems for the equations Jzf[y] = 0 and £f*\z\ = 0.
If y ά e S n and z ό e 2ί w , (j = 1, , m + ri), then define matrix functions Ϋ, Ϋ, Z, and Z as follows: 
x (m + n) matrices defined as s( Ϋ) = I7(α) + NΫ(b) and «-(Γ) = I7(α) -NΫ(b).
If r is the index of compatibility for (5. 
Now if dim & < 2(m + ri), let G(x y t) be the (m + n) x (m + n)
matrix defined by
G(», *) = -Ϋ(x)Ds-(Ϋ)Z*(x)
, xe [a,b] .
Let g 0 be the function with domain • whose value at (as, t) is the element in the first row and first column of G (x, t) , that is ffo(α, t) = flr Of i(», *) + ffo,2(«ι t) if dim ^ < 2(ra + w) , 
y(x) = ±-\γ(x)ξ + \ X Y(x)Z^(t)e {m+^f (t)dt-ΓΫ(x)Z*(t)e<»+**f(t)dt\ .

L Jα J α; J
Thus, since (5.9) is the inverse of (5.8), it follows that y is a solution of (5.1) if .g<*-1 +*' .β> is a.c. in its first argument, then 
If 5r is a function on Π satisfying (5.10), then in view of Theorem 4.3 it follows that g is a generalized Green's function for (5.2) .
To establish the converse we may assume without loss of generality that (u i9 iij) = δ iif (i, j = 1, , r), and (v a , v β We now show that a generalized Green's function g for (5.2) has the property that the function h defined by h{x, t) = g{t, x) is a generalized Green's function for the adjoint system (5.3). Preliminary to this result we shall prove the following theorem. 
A particular set of solutions for equations (5.13) is
Moreover, if ^ and φ a , (i -1, , r; a = 1, , p), is any collection of solutions of (5.13), then after substituting the value of ψi(x) given by the first equation into the second equation of (5.13) it can be shown by straightforward computation that the value of 
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For brevity, denote by b Ω and b Θ the functions defined on • by the formulas , ', &, Ω) is the unique generalized Green's function satisfying (5.12) , then the following conditions (5.16)~(5.20) are satisfied: (x, t; θ, Ω) 
f{t)dt
Jα is a solution of (5.1). But it follows from (5.12) that
Jα Jα
Therefore,
Jα from which (5.19) follows in view of the arbitrariness of the function w.
COROLLARY. // w G §ί 0 and! y is defined by
It should be noted that the unique generalized Green's function QLH , Ω, Θ) for (5.3) which satisfies (5.15) also satisfies conditions analogous to (5.16)-(5.20) . THEOREM 5.7. If x, te [a, b] , then g L *{x, t; Ω, Θ) = g z (t, x; Θ, Ω) . The class of functions y in % n for which &( , λ), , y m ( λ) are a.c. will be denoted by fί Λ (λ), and L[ λ] will be the operator with domain 3Ϊ n (λ), and defined by [B 3 B 4 ].
The following theorem gives a simultaneous canonical representation of the boundary conditions for (6.6) and (6.7) in terms of parameter matrices ψ i9 Q { , G i9 (i = 1, 2, 3, 4) , and is the central result of this section. and G 4 = -Now if y e ϋ^(λ) then in view of Lemma 6.3 we need only verify the last two equations of (6.14). Suppose that e 0 is determined by (6.10). Then it follows from (6.10) and the fact that the matrices (6.17) are the inverses of the matrices (6.16) that On the other hand, suppose that ye^LjX) and (6.14) holds. Now the first equation of (6.14) implies that there is a (2m + 2n -&)-vector e 0 such that y(a) = B$e 0 and y(b) = 2? 4 *e 0 . Hence it follows from (6.16) and (6.17) that (6.18) holds for this value of e Q . Solving the equations
