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Relativistic hydrodynamics is a powerful tool to simulate the evolution of the quark gluon plasma
(QGP) in relativistic heavy ion collisions. Using 10000 initial and final profiles generated from 2+1-d
relativistic hydrodynamics VISH2+1 with MC-Glauber initial conditions, we train a deep neural net-
work based on stacked U-net, and use it to predict the final profiles associated with various initial
conditions, including MC-Glauber, MC-KLN and AMPT and TRENTo. A comparison with the VISH2+1
results shows that the network predictions can nicely capture the magnitude and inhomogeneous
structures of the final profiles, and nicely describe the related eccentricity distributions P (εn) (n=2,
3, 4). These results indicate that deep learning technique can capture the main features of the non-
linear evolution of hydrodynamics, showing its potential to largely accelerate the event-by-event
simulations of relativistic hydrodynamics.
PACS numbers:
Introduction Deep learning is a machine learning
technology employing deep neural networks as a tool.
With the development of big data and powerful com-
puting equipment, it has lead to significant progresses
in computer vision, speech recognition [1] and playing
games [2]. Recently, deep learning has been implemented
in various research areas in physics, including the search
of gravitational lens[3, 4], identifying and classifying the
phases of Ising model [5–7], solving the quantum many
body problem [8, 9], etc. In high energy physics, it has
been applied to the search of Higgs and exotic parti-
cles [10, 11], jet structure classification [12, 13], identi-
fying the equation of state of hot QCD matter [14], etc.
In this paper, we will apply deep learning to relativis-
tic hydrodynamics, which is a useful tool to simulate the
macroscopic evolution of relativistic systems in high en-
ergy nuclear physics and astrophysics [15]. Relativistic
hydrodynamics solves the transport equations of the en-
ergy momentum tensor and charge currents based on the
conservation laws. In relativistic heavy ion collisions, it
has nicely described and predicted various flow data of
the quark-gluon plasma (QGP) [16, 17], which played
an important role in the discovery of the strongly cou-
pled QGP [18]. However, traditional hydrodynamic sim-
ulations are time consuming. For example, the calcula-
tion of various flow harmonics requires ∼ 1000 event-by-
event hydrodynamic simulations, which takes ∼500 and
∼10000 cpu hours for the typical 2+1-d and 3+1-d simu-
lations, respectively [17, 20]. Basically, relativistic hydro-
dynamics translate the initial conditions to final profiles
through solving a set of non-linear differential equations.
In this work, we will explore whether the deep neural net-
work could capture the main features of the non-linear
evolution of 2+1-d hydrodynamics, and the possibilities
to accelerate the related event-by-event simulations.
Relativistic hydrodynamics In this paper, we focus on
relativistic ideal hydrodynamics with zero viscosity and
charge densities, which solves the transport equations of
the energy momentum tensor Tµν :
∂µT
µν = 0 (1)
where Tµν = (e+p)uµuν−pgµν , e is the energy density, p
is the pressure, and uµ is the four velocity with uµuµ = 1.
With an assumption of longitudinal boost invariance, we
solve the 2+1-dimentional hydrodynamic equations with
an ideal EoS p = e3 , using the code VISH2+1 [19, 20][28].
The initial energy density profiles can be generated by
some initial condition models, such as MC-Glauber [21,
22], MC-KLN [22, 23], AMPT [24] and TRENTo [25] with zero
initial transverse flow velocity. We run VISH2+1 with
three selected fixed evolution times τ − τ0 = 2.0, 4.0 and
6.0 fm/c (τ0=0.6 fm/c) to obtain the energy momentum
tensor T ττ (τ, x, y), T τx(τ, x, y), T τy(τ, x, y) profiles at
these times. For numerical accuracy, the time step and
grid sizes of the simulations are set to dτ = 0.04 fm/c
and dx = dy = 0.1 fm, within a fixed transverse area of
13 fm×13 fm that have been used to describe the typical
QGP expansion in relativistic heavy ion collisions.
Network design For deep learning, the initial and fi-
nal energy momentum tensor T ττ , T τx, T τy profiles from
hydrodynamics are treated as initial and final image sets
with 261×261 pixels. In practice, we first run the event-
by-event hydrodynamic simulations to obtain 10000 ini-
tial and final image sets, then use them to train the deep
neural network, which aims at achieving nice predictions
of the final energy density and flow velocity profiles for
other input initial conditions.
The related network we adopted in this work is the
stacked U-net (sU-net) [27], which is a variation of the
traditional encoder-decoder network that could enhance
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2FIG. 1: An illustration of the encode-decode network, stacked U-net, which consists of the input and out layers and four
residual U-net blocks. The right figure shows the U-net structure, and the depth of the hidden layer is written on the top of
them.
gradient flow in the deeper part of the network during
back propagation. Fig. 1 presents an intuitional view
of the network structure. It consists of 4 serially con-
nected U-net blocks with residual connections between
them. Each U-net block has 3 convolution layers and 3
deconvolution layers. In each U-net block, the output of
the first two convolution layers are also fed into the last
two deconvolution layers respectively by concatenating
the feature maps along the channel dimension. The ac-
tivation function for all layers except for the output one
is Leaky ReLU f (x) = max {x, 0.03x}, while that for
the output layer is softplus f (x) = ln (1 + ex) for T ττ
mapping and f (x) = 1 for T τx and T τy mapping. To
make the network focus more on local patterns, we set
the kernel size of all convolution and deconvolution layers
to 3× 3. The loss function of the network is normalized
MAE loss Loss = |y1−y0||y0| , where y1 is the output of the
network and y0 is the ground truth. We use the standard
mini-batch stochastic gradient descent algorithm for op-
timization. The batch size for training is 16 and learning
rate exponentially decays from 10−3 to 10−5. Our code
is built with TensorFlow and the training process runs
for about 1 day on a machine with single NVIDIA Tesla
P40 GPU, using 10000 “initial” and “final” profiles from
VISH2+1 hydrodynamic simulations.
We have noticed that, although one trained sU-net
can make nice predictions for shorter hydrodynamic evo-
lution, it fails to accurately predict the final profiles of
longer evolution time (τ − τ0 > 4.0 fm/c) from the initial
profiles at τ0 [26]. Considering that the evolving QGP
system is highly non-linear and tends to smear-out its
initial structures during longer evolution, we divide the
whole evolution time τ − τ0 into n parts with equal time
interval ∆τ : τ − τn−1 ... τ2 − τ1, τ1 − τ0. For each
evolution part, we train an individual sU-net using the
corresponding “initial” and “final” profiles from hydro-
dynamics. To predict the final profiles at τ from initial
profiles at τ0, we first use the trained sU-net-1 to pre-
dict the profiles at time τ1 and then use them as the
initial conditions for sU-net-2 to predict the profiles at
time τ2 and so on. In this way, the combined sU-net
series (i=1...n) mimic the hydrodynamic evolution with
much larger time step ∆τ that can not be managed by
traditional hydrodynamic algorithm (In more detail, for
the following evolution with τ − τ0 = 6.0 fm/c, we set
n=3 with ∆τ = 2.0 fm/c). It also helps to significantly
accelerate the related event-by-event hydrodynamic sim-
ulations. Please refer to the following long paper for more
details [26].
Results As explained in the above text, we first use
10000 initial and final image sets from VISH2+1 with
MC-Glauber initial conditions to train the combined
stacked U-net, and then use the trained network to
predict the final profiles from the initial profiles gen-
erated from MC-Glauber, MC-KLN, AMPT and TRento as
tests. Fig. 2 presents a comparison between the results
from VISH2+1 hydrodynamic evolution and the predic-
tions from the network at τ − τ0 = 2.0, 4.0, 6.0 fm/c
for 6 selected test cases. It shows that the well designed
and trained network could nicely predict the final states,
which captures the structures of the contour plots for
both final energy density and flow velocity. It is impres-
sive that, although the network is trained with the initial
and final image sets associated with the MC-Glauber ini-
tial conditions, it could still nicely predict the final pro-
files of other initial conditions with different fluctuation
patterns, as shown in panel (b), (d) and (f).
To further evaluate the predictive power of the net-
work, we further calculate the eccentricity coefficients
εn =
∫
rdrdφ rne(r, φ)einφ∫
rdrdφ rne(r, φ)
(n = 2, 3, 4) (2)
for initial and final energy density e(r, φ) profiles, which
are quantities commonly used to evaluate the deforma-
tion and inhomogeneity of the QGP fireball in relativis-
tic heavy ion collisions [17]. These values of εn (n=2, 3,
4) for these 6 selected test cases are written in the re-
lated panels (a-f). From Fig. 2 and the calculated values
of εn (n=2, 3, 4), we have also noticed that differences
between the hydrodynamic results and the network pre-
dictions increase for longer evolution time since the com-
bined sU-net series tend to accumulates errors with more
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FIG. 2: Energy density and flow velocity profiles at τ − τ0 = 2.0, 4.0, 6.0 fm/c, calculated from VISH2+1 and predicted by the
network for six test cases with initial profiles generated from MC-Glauber, MC-KLN, AMPT and TRENTo.
sU-net added. For details, please refer to [26].
Fig. 3 presents the eccentricity distributions P (εn) for
the energy density profiles at evolutions times τ − τ0 =
2.0 fm/c, 4.0 fm/c and 6.0 fm/c, calculated from VISH2+1
and predicted from the network for 10000 tested initial
profiles generated from MC-Glauber, MC-KLN, AMPT and
TRENTo. For all these tested cases, the final eccentricity
distributions P (εn) (n=2, 3, 4) from the network almost
overlap with the ones from VISH2+1, which also obviously
deviate from the initial eccentricity distributions P0(εn).
We also find that, with the well trained network, the
final state profiles can be speedily generated from the
initial profiles. Compared with the 10-20 minute calcu-
lation time with traditional CPU for a single-event hy-
drodynamic evolution, the network takes several seconds
to directly generate the final profile for different types of
initial profiles with the P40 GPU, which shows the poten-
tial to significantly accelerate the realistic event-by-event
hydrodynamic simulations in the near future.
Conclusion and outlook Using 10000 initial and final
energy momentum tensor profiles from VISH2+1 hydro-
dynamics with MC-Glauber initial conditions, we success-
fully trained a deep neutral network based on stacked
U-net, and use it to predict the final profiles for different
initial conditions, including MC-Glauber, MC-KLN, AMPT
and TRENTo. A comparison with the VISH2+1 results
showed that the network predictions could nicely capture
the magnitude and inhomogeneous structures of the final
profiles, which also nicely describe the related eccentric-
ity distributions P (εn) (n=2, 3, 4). These results indicate
that deep learning could capture the main feature of the
non-linear evolution of hydrodynamics, which also shows
the potential of largely accelerating the realistic event-
by-event hydrodynamic simulations in relativistic heavy
ion collisions.
Currently, our investigations mainly focus on mimick-
ing the 2+1-dimensional hydrodynamic evolution with
fixed evolution time, using the deep learning technique.
For more realistic implementation to relativistic heavy
ion collisions, it is worthwhile to explore the possibilities
of mapping the initial profiles to the final profiles on the
freeze-out surface with fixed energy density as well as
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FIG. 3: Eccentricity distribution P (εn) (n=2, 3, 4), at τ − τ0 = 2.0, 4.0, 6.0 fm/c, calculated from VISH2+1 and predicted by
the network for 100000 tested initial profiles generated from MC-Glauber, MC-KLN, AMPT and TRENTo.
extending the related investigations to 3+1-dimensional
simulations.
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