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The Epidermal Differentiation Complex (EDC) is a co-ordinately regulated locus 
that is evolutionarily conserved within mammals.  It consists of a large number of 
genes, organised into clusters of gene families, which mainly encode structural 
constituents of the cornified envelope which replaces the plasma membrane of fully 
differentiated keratinocytes.  It is thought that the developmental program of gene 
expression at the locus is regulated by specific changes in chromatin structure 
(Williams et al., 2002).  To investigate this, I have characterised the chromatin 
structure of the EDC in cultured cell lines.  These include a keratinocyte cell line, 
HaCaT cells, in which the locus is active and control cell lines where the locus is 
inactive.  Chromatin is structured on a number of different levels, by the covalent 
modification of nucleosomes, the arrangement of nucleosomes into chromatin fibres 
and the arrangement of chromatin fibres into higher order structures within the 
interphase nucleus.  I have assayed chromatin structure on all these levels using 
Chromatin Immunoprecipitation and Sucrose Gradient Sedimentation Analysis of 
Chromatin Fibre structure, partnered with oligonucleotide microarrays and 
Fluorescent In-Situ Hybridisation. By doing so I have examined the role each level of 
chromatin structure plays in regulating the human EDC and, characterised the 
relationships between the different levels across a large co-ordinately regulated locus 
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Chapter 1: Introduction 
The DNA sequence is only the first step in understanding the human genome.  It is 
the differential expression of genes in time and space that ultimately provides the 
genome’s function.  3.2 billion basepairs (bp) of DNA measuring roughly 2m are 
compacted with proteins to fit within in the confines of a cell’s nucleus with an 
average volume of around 1500μm3.  Cellular DNA in complex with its packaging 
proteins is known collectively as chromatin and serves as the primary physiological 
substrate for DNA-dependent pathways such as transcription, replication and repair.  
Therefore, the organisation of DNA in the mammalian nucleus is an integral 
component in the regulation of gene expression.  How does chromatin package DNA 
within the nucleus and how does chromatin regulate gene expression? 
 
1.1 Primary and Secondary Chromatin 
Structure 
1.1.1 Histones and Nucleosomes 
The most abundant constituents of chromatin are histones, which are small (11-
16KDa), basic proteins.  They are among the most evolutionarily conserved of all 
proteins, but not all organisms use them to package DNA.  Prokaryotes appear to 
have evolved a variety of different, phylogenetically unrelated proteins to fulfil this 
role, and those found in Archea are thought to be the evolutionary ancestors of 
eukaryotic histones (Sandman et al., 1998).  Even among the eukaryotes, the 
dinoflagellates are known to package their DNA with small basic proteins that are 
unrelated to histones (Vernet et al., 1990) and in mammalian spermatozoa DNA is 
compacted using proteins known as protamines (Wolffe, 1998).   
In most eukaryotes the majority of histones are of four types collectively 
known as the core histones, Histones H2A, H2B, H3 and H4.  They form an octamer 




nucleosome (van Holde and Zlatanova, 1999).  Histones are so abundant in the cell 
that they are easily visible on coomassie stained SDS PAGE gels of cellular extracts 
and they are encoded in the human and mouse genome by genes arranged in several 
large clusters (Marzluff et al., 2002).  The core histones have two structural domains, 
a histone fold domain which interacts with the DNA through positively charged 
residues (Arents et al., 1991;Luger et al., 1997) and a N-terminal domain which is 
thought to be a flexible, tail like structure which protrudes from the core of the 
nucleosome (Schroth et al., 1990). 
 
1.1.2 Nucleosome Positioning 
Nucleosomes were determined to be the fundamental, repeating unit of chromatin 
through a series of experiments utilising both nuclease digestion and electron 
microscopy.  Firstly, nuclease digestion showed that chromatin was degraded in a 
series of steps of roughly 200bp (Hewish and Burgoyne, 1973).  By extensive 
digestion, it was discovered that these independent 200bp units consisted of DNA in 
a  complex with proteins (Rill and Van Holde, 1973;Sahasrabuddhe and Van Holde, 
1974).  Finally electron micrographs of chromatin prepared under certain conditions 
showed chromatin to be made up of nucleosome ‘beads’ joined by ‘strings’ of DNA 
(Oudet et al., 1975). 
 Classical experiments demonstrated that the packaging of DNA in 
nucleosomes serves to inhibit both prokaryotic and eukaryotic RNA polymerases 
(Allfrey et al., 1963;Huang and Bonner, 1962;Knezetic and Luse, 1986;Lorch et al., 
1987).  It could be imagined that if a particular DNA sequence was wrapped around 
a nucleosome, then it would be inaccessible to other DNA binding proteins such as 
transcription factors, particularly because histones are known to have a high affinity 
for DNA (Burton et al., 1978).   
Histones recognise the minor groove of DNA rather than the bases and so 
bind to DNA non-specifically.  Nevertheless it is known that certain DNA sequences 
preferentially bind nucleosomes (Luger et al., 1997).  Due to the need of DNA to 
bend when wrapped around a nucleosome, stiff DNA sequences such as poly-A 




containing AT dinucleotides with a 10-bp periodicity have high affinities for 
nucleosomes (Prunell, 1982;Widlund et al., 1997). 
On a naked DNA template, these factors are very important for nucleosome 
positioning, but it is unclear as yet how much they influence chromatin structure in 
vivo.  It was found that the nucleosomal arrangement of a selection of yeast 
promoters could be recapitulated in vitro solely from DNA and histones (Sekinger et 
al., 2005).  Preferential dinucleotide binding motifs are also found with a non-
random periodicity in the genomes of some eukaryotes (Widom, 1996) and binding 
sites are regularly spaced across the chicken β-Globin locus (Davey et al., 1995).  
However, the overall nucleosome association properties of the chicken genome were 
found to be very similar to that of random DNA implying that sequences with a high 
nucleosome affinity are found in less than 5% of the genome (Lowary and Widom, 
1997).  Recent studies have used microarrays to examine nucleosome positioning 
genome wide in yeast and agree that the majority of nucleosomes, at least in this 
relatively compact genome, are stably positioned (Segal et al., 2006;Yuan et al., 
2005;Peckham et al., 2007).  However, they disagree as to whether some kind of 
histone positioning code exists in the genome sequence or not. 
  Despite the apparent stability of many nucleosome positions, it is known that 
their mobility of nucleosomes is a key factor in gene expression (Meersseman et al., 
1992).   Many different ATP dependent chromatin remodelling enzymes exist in the 
cell.  Most of these enzymes fall into three different classes depending on their 
domain structure.  Different enzymes act on nucleosomes in different ways but there 
appears to be a large degree of overlap and the exact mode of action of different 
enzymes remains under debate (for a review see, de la Serna et al., 2006). 
 
1.1.3 Chromatin Fibres 
 The positioning of nucleosomes on the DNA sequence represents the primary 
level of chromatin structure, but nucleosomes do not bind to DNA in isolation within 
the nucleus.  It can be imagined that the binding of one nucleosome to a strong site 
could sterically hinder the binding of a second nucleosome to close but slightly 




Furthermore, in vivo it is not believed that the ‘beads on a string’ arrangement of 
chromatin occurs.  Instead nucleosomes are packed into chromatin fibres which are 
thought to have a diameter of ~30nm and are therefore known as 30nm fibres.  Early 
electron micrographs showed that the appearance of chromatin fibres isolated from 
cells could be varied depending on the salt concentration (Oudet et al., 1975;Thoma 
et al., 1979).  It was hypothesised that conformational differences such as these may 
occur locally in the nucleus and so regulated transcription.  More compact structures 
would be refractory to transcription and open structures permissive. 
 The exact structure that the 30nm fibre adopts in vivo remains a point of 
debate.  One proposed model is the solenoid model, in which nucleosomes are 
connected by bent linker DNA and are arranged linearly into a higher order helix 
(Finch and Klug, 1976).  The second major model is known as the ‘zig-zag’ model 
with straight linker DNA that zig-zags back and forth between adjacent helical stacks 
of nucleosomes (Woodcock et al., 1984).  Over the years, various experiments have 
been interpreted as supporting the existence of one or the other of these models (for 
examples of reviews drawing different conclusions see, (Horowitz-Scherer and 
Woodcock, 2006;Robinson and Rhodes, 2006;Gilbert et al., 2005).   
Recently, the X-ray structure of a tetranucleosome was solved to a 9 
Angstrom resolution.  It showed a zig-zag model where the two stacks of 
nucleosomes are not parallel but rotated at an angle of –71.3° with respect to each 
other (Schalch et al., 2005).  However, the repeat length (amount of DNA per 
nucleosome, (Wolffe, 1998)) of the fibre analysed was 167bp and the authors 
estimated the structure could tolerate a variation in this value of +/-5bp.  This falls 
short of the repeat length more usually found in mammalian cells of around 180-
200bp (Sumner, 2003). 
In vivo chromatin is not constituted onto regular templates, imaging and 
modelling of such chromatin structures has concluded that they form irregular 
chromatin fibres (Woodcock et al., 1993;Woodcock, 1994;Horowitz et al., 
1994;Leuba et al., 1994).  Biophysical analysis of mouse satellite repeats showed that 
they have a more compact chromatin structure than the bulk of the genome (Gilbert 
and Allan, 2001).  This is likely to be because their repetitive DNA sequence allows 




Modelling of the biophysical properties of bulk chromatin fibres on the other hand 
suggests that they have a less regular conformation and are interspersed with 
discontinuities, probably generated by irregular nucleosome spacing and the binding 
of other factors to the DNA (Caplan et al., 1987;Gilbert and Allan, 2001). Finally, a 
detailed analysis of an inactive region upstream of the chicken β-globin found that it 
had biophysical properties consistant with a compact rod-like 30nm chromatin fibre 
(Ghirlando et al., 2004). 
  
1.2 Factors Influencing Primary and Secondary 
Chromatin Structure 
1.2.1 Linker Histones 
As well as the 4 core histones, another type of histone is found in cells.  These are 
linker histones which consist of a central globular domain flanked by N- and C- 
terminal domains (Aviles et al., 1978;Hartman et al., 1977).  Linker histones do not 
form part of the core nucleosome but instead bind to the outside of this structure by 
the interaction of their globular domains with both DNA and the core histone H2A 
(Boulikas et al., 1980;Allan et al., 1980).  The structure of the globular domain has 
been solved and it shows a high degree of similarity to the DNA binding proteins 
CAP and RAP30 as well as the transcription factor HNF-3 (Ramakrishnan et al., 
1993;Clark et al., 1993;McKay and Steitz, 1981;Groft et al., 1998).  The globular 
domain also has the ability to bind to naked DNA (Thomas et al., 1992;Draves et al., 
1992).     
Many in vitro studies have suggested different models for the binding of the 
linker histone to the DNA and nucleosome (Travers, 1999).  Linker histones in vivo 
are known to be very mobile (Misteli et al., 2000), and may occupy different 
positions in relation to the nucleosome depending on its exact context.   A study of 
fluorescently tagged linker histone mutants has defined that the bulk of linker 




on the nucleosomal surface and secondly to the minor groove of linker DNA between 
two nucleosomes (Brown et al., 2006a).  Both the C-terminal tail and the globular 
domain of the linker histone are necessary for this binding. 
 Experiments into the folding of chromatin fibres have shown that the 
presence of the linker histone can compact the chromatin fibre (Thoma et al., 
1979;Thoma and Koller, 1977).  Comparisons of chromatin folding under ionic 
conditions in both the presence and absence of linker histone have suggested that 
both the linker histones and the core histone tails contact the linker DNA between 
nucleosomes to facilitate the compaction of nucleosomal arrays (Clark and Kimura, 
1990;Fletcher and Hansen, 1995;Garcia-Ramirez et al., 1992;Garcia-Ramirez et al., 
1995;Schwarz et al., 1996).  This suggests that the neutralisation of charges is likely 
to be an important factor in the folding of nucleosomes into higher order structures 
(Wolffe, 1998). 
Most organisms don’t just have one linker histone type, different linker 
histone genes encode proteins with different structures and are expressed in a highly 
regulated manner depending on the stage of the cell cycle, tissue type and 
developmental stage (Lennox and Cohen, 1983;Marzluff et al., 2002;Wang et al., 
1997).  In mice, the complement of histone H1 genes includes at least 8 members, 
the somatic variants H1a to e, two germ cell specific forms, H1t and H1oo.  A third 
variant is the replacement linker histone H10, which is synthesised in a replication 
independent manner and accumulates in quiescent cells (reviewed in (Zlatanova and 
Doenecke, 1994).   
A series of mouse knockout studies have been performed to examine linker 
histone function.  Firstly, a mouse lacking the H10 gene developed normally because 
other linker histone types were upregulated in its absence (Sirotkin et al., 1995).  In 
addition, any one of three of the H1c, d or e subtypes was found to be dispensable 
even in H10 knockout mice (Fan et al., 2001).  The ablation of all three of these 
subtypes is lethal but, just a single functional allele of one of these three was 
sufficient to partially rescue the embryonic lethality, albeit with defects in growth 
and altered nucleosomal spacing (Fan et al., 2003).  Embryonic stem cells generated 
from the triple-null embryos propagate normally but have an altered chromatin 




role in chromatin structure, these knockout cells show very specific changes in gene 
expression.  The H1b subtype has also been seen to have specific role in the 
regulation of the MyoD gene during muscle differentiation (Lee et al., 2004). 
 
1.2.2 Other Chromatin Proteins 
Another important group of chromatin proteins are the High Mobility Group (HMG) 
proteins, so called because of their small size and mobility on electrophoretic gels 
(Goodwin et al., 1973).  There are a number of different classes of HMG proteins but 
their total complement in cells is thought to add up to somewhat less than the number 
of nucleosomes in a cell, so they are less abundant than linker histones (Seale et al., 
1983).  One of these, the HMGB1 protein has been seen to disassociate from 
metaphase chromosomes, implying that HMG proteins are also a less stable 
component of the chromatin fibre than linker histones (Falciola et al., 1997).  
Comparisons of the FRAP kinetics of tagged HMG-17 and 14 with those of linker 
histones H1o and H1c suggest that HMG proteins exchange more rapidly on 
chromatin than linker histones (Misteli et al., 2000;Phair and Misteli, 2000).  
 In general, HMG proteins are thought to destabilise compacted chromatin 
structures and promote a more ‘open’ chromatin fibre (Ding et al., 1997).  This 
means that they could be considered, transcriptional activators rather than repressors.  
Despite this, it is known that one class, HMGI, binds to satellite repeat regions of the 
genome which are though to have a condensed chromatin structure (Radic et al., 
1992).  They have been shown to play a role alongside some ATP dependent 
chromatin remodelling complexes, perhaps facilitating their access to the DNA 
(Bonaldi et al., 2002).  Early binding data suggested that perhaps linker histones and 
HMG group proteins competed for binding sites on the chromatin fibre to set up 
differing fibre structures (Hill and Reeves, 1997;Zlatanova and van Holde, 1998).  
FRAP has been used to show that HMG proteins from 3 different groups are capable 
of competing for distinct binding sites with Histone H1 but, whereas members of the 
same HMG family compete for binding sites, there is no competition between 




Cells lacking the HMG-1 protein are viable and don’t display any general 
defects in chromatin structure but misexpress the glucocorticoid receptor (Calogero 
et al., 1999).  A number of HMG proteins have been seen to interact with specific 
transcription factors (Jayaraman et al., 1998;Zappavigna et al., 1996;Zwilling et al., 
1995).  This suggests that although they are general chromatin proteins, different 
HMG proteins may act to regulate specific subsets of genes, like the linker histones.   
Polycomb group genes were first identified in Drosophila as mutants that 
affected the regulation of homeotic genes and encode chromatin associated proteins 
(Zink and Paro, 1995).  These proteins form two complexes in mammals, Polycomb 
Repressive Complex 1 (PRC1, Shao et al., 1999) and Polycomb Repressive Complex 
2 (PRC2, Kuzmichev et al., 2002).  Members of the PRC2 complex are stably 
associated with the inactive X in female mouse cells and are important for its 
inactivation (Mak et al., 2002;Wang et al., 2001).  An association with 
transcriptionally repressed chromatin would imply that these proteins may compact 
chromatin.  Using electron microscopy it was shown that the PRC1 complex could 
indeed compact short arrays of nucleosomes (Francis et al., 2004).  This process was 
mediated by the protein PCC and did not require the N-terminal tails of the histones.  
The same complex is capable of blocking chromatin remodelling by the SWI/SNF 
ATP dependent chromatin remodelling complex (Shao et al., 1999).  Another 
chromatin associated protein PC4 is also capable of compacting nucleosome arrays 
but does so in a different manner to linker histones (Das et al., 2006).   
 
1.2.3 Core Histone Variants 
With the exception of Histone H4, all of the core histones have a number of variants 
which probably arose through gene duplication (Malik and Henikoff, 2003).  The 
best characterised histone variant is CENP-A which has a highly specialised role in 
the cell.  It is associated with chromosomal kinetochores and is vital for their 
function (Palmer et al., 1991;Stoler et al., 1995).  CENP-A is targeted to the 
centromere by its histone fold domain (Sullivan et al., 1994).  The fact that a histone 
variant is targeted to a specific functional part of the chromosome gives rise to the 




 The canonical core histones are encoded in specialised RNAs which lack a 
polyA tail (Dominski and Marzluff, 1999).  Their synthesis and deposition onto 
DNA is tightly regulated and occurs only during S-phase as new DNA strands are 
synthesised (Borun et al., 1975;Mello and Almouzni, 2001).  Histone variants are 
often encoded by genes with a more normal structure which are often synthesised 
and deposited onto DNA outside of S-phase (Borun et al., 1977;Wu and Bonner, 
1981;Wu et al., 1982). 
 
1.2.3.1 Variants of H3 
 Besides CENP-A, three further versions of Histone H3 are found in 
mammals, H3.1, H3.2 and H3.3 which all have very similar amino acid sequences 
(Hake and Allis, 2006).  Despite their similarities, it was suggested they may be 
responsible for mediating different chromatin fibre structures (Franklin and 
Zweidler, 1977).  CENP-A has a protein structure that differs significantly from the 
canonical Histone H3 protein and it has been shown that the incorporation of this 
variant into chromatin leads to the formation of a more rigid, compact fibre (Black et 
al., 2004).  Recently, it has also been shown that in Drosophila, CENP-A containing 
nucleosomes are made up of a histone tetramer rather than an octamer and the 
authors believe this may also be the case in other organisms (Dalal et al., 
2007a;Dalal et al., 2007b).  H3.1 and H3.2 are both expressed in a replication 
dependent manner and only differ from each other by a single amino acid.  They are 
generally considered to be functionally identical in most studies but recently it has 
been suggested that H3.2 is associated with transcriptionally inactive chromatin 
(Hake et al., 2006).  However, no direct structural effect of the incorporation of H3.2 
into chromatin has been described. 
H3.3 differs from H3.1 at four amino acid residues and is known to be 
incorporated into chromatin in a replication independent fashion (Ahmad and 
Henikoff, 2002).  Three of these amino acid substitutions have been shown to be 
required for replication independent incorporation into chromatin (Ahmad and 
Henikoff, 2002) and a specific complex for the assembly of H3.3 into chromatin has 




centromeric targeting to a histone H3 hybrid (Black et al., 2004) and the sole amino 
acid difference between H3.1 and H3.2 also occurs in this region but it is unknown 
whether H3.2 is incorporated by a separate complex (Hake and Allis, 2006).   
The fact that H3.3 was seen to be incorporated into active rDNA arrays led to 
the suggestion that perhaps the variant marks transcriptionally active chromatin 
(Ahmad and Henikoff, 2002).  To examine H3.3, many groups have made use of 
tagged versions of the protein to perform Chromatin Immunoprecipitation (ChIP) 
and shown that it is generally present at actively transcribed regions (Chow et al., 
2005;Mito et al., 2005;Wirbelauer et al., 2005).  In addition, fluorescently labelled 
H3.3 has been seen to be incorporated in vivo into a transgene array as it undergoes 
activation  (Janicki et al., 2004).  These associations with active genes would suggest 
that H3.3 conferred a different chromatin structure to these regions, but don’t show 
that this is the case.  Recently it was shown that nucleosomes containing tagged H3.3 
are more sensitive to salt based disruption than those containing H3.2 (Jin and 
Felsenfeld, 2007), chickens do not contain H3.1 and the variant commonly referred 
to as H3 is equivalent to mammalian H3.2, (Hake and Allis, 2006). 
 
1.2.3.2 Variants of H2A 
The other commonly studied histone variants present in mammals are versions of 
H2A.  One variant, macro-H2A histone variant is associated with the inactive X-
chromosome in mammalian cells (Costanzi and Pehrson, 1998).  The role of H2AX 
also appears to be highly specialised, it is associated with DNA repair and 
recombination (Malik and Henikoff, 2003).  Another H2A variant, H2ABbd (Bbd- 
Barr Body Deficient), has a mutually exclusive localisation pattern compared to 
macro-H2A suggesting it may be present in transcriptionally active regions 
(Chadwick and Willard, 2001).  Sedimentation analysis in different salt 
concentrations suggested that H2ABbd containing nucleosomes may be more 
unstable than those containing canonical histones (Gautier et al., 2004).  These 
authors also showed by FRAP that GFP tagged H2ABbd exchanges more rapidly in 




Another H2A variant, H2AZ, has been more widely studied and is essential 
in both mammals and in Drosophila (Faast et al., 2001;Clarkson et al., 1999).  In 
budding yeast it is not essential but has a function that can not be substituted for by 
canonical H2A (Jackson and Gorovsky, 2000).  It was found to be associated with 
the transcriptionally active macronucleus of Tetrahymena thermophila, leading to the 
suggestion that it is deposited in transcriptionally active chromatin (Allis and 
Wiggins, 1984).  In yeast, H2AZ was found it to be associated with gene promoters 
and may also be positioned at the boundaries between different chromatin domains 
(Meneghini et al., 2003;Li et al., 2005;Zhang et al., 2005).  Related patterns have 
been seen in metazoan organisms (Farris et al., 2005;Bruce et al., 2005;Swaminathan 
et al., 2005). 
Studies of the properties of H2AZ containing nucleosomes have come to 
conflicting conclusions.  The crystal structure of a H2AZ containing nucleosome 
suggested that its incorporation may subtly destabilise the nucleosome (Suto et al., 
2000).  Chicken nucleosomes reconstituted with H2AZ were also less stable when 
assessed by sedimentation at different ionic concentrations (Abbott et al., 2001).  
However, a separate series of studies have concluded that the incorporation of H2AZ 
into chromatin leads to more stable nucleosomes and more compact nucleosomal 
arrays (Fan et al., 2004;Fan et al., 2002;Park et al., 2004;Thambirajah et al., 2006).  
The ability of H2AZ to generate compact chromatin fibres may be mediated through 
the characteristics of an acidic patch located on the surface of the nucleosome which 
is contacted by the N-terminal tail of histone H4 on an adjacent nucleosome (Luger 
et al., 1997).  In H2AZ it has a more acidic nature (Suto et al., 2000) but in H2ABbd 
it is less so (Chadwick and Willard, 2001).  A recent study has suggested one reason 
why studies of H2AZ have come to such contrasting conclusions.  They found that 
H3.2-H2A.Z containing nucleosomes were at least as stable as H3.2-H2A 
nucleosomes, but that the presence of H3.3 destabilised the nucleosome and that the 





1.2.4 Histone Modifications 
Another factor widely believed to modulate chromatin structure are histone 
modifications.  The first modifications to be described were histone acetylation and 
methylation (Allfrey et al., 1964).  The majority, of these modifications occur on the 
N-terminal tails of the core histones (Figure 1.1).  There are two hypotheses 
regarding the role of histone modifications in regulating chromatin structure.  In the 
first they are directly responsible for the alteration of chromatin structure.  In the 
second they do not directly alter chromatin structure themselves but are recognised 
by other proteins which dock to them and carry out the alteration of chromatin 
structure.  The idea of a ‘histone’ code was postulated, whereby the histone 
modifications provide a code that can be read to set up the chromatin landscape 
(Turner et al., 1992;Turner, 1993).  Recently, a number of studies have examined the 
distribution of histone modifications across a large portion of the genome using 
microarrays in an effort to ‘crack’ the histone code (Birney et al., 2007).  
Furthermore, the availability of mass sequencing technology has enabled such 
studies to be conducted on  a genome wide scale (Barski et al., 2007).  Covalent 
modifications are also known to occur on other chromatin associated proteins such as 
Histone H1 (Wisniewski et al., 2007), and the HMG proteins (Sterner et al., 1979). 
 
1.2.4.1 Histone Acetylation 
Acetylation was one of the first histone medications to be discovered, and from the 
start it was associated with active transcription (Allfrey et al., 1964).  It is known that 
the acetylation of histones is required for the process of nucleosome assembly (Mello 
and Almouzni, 2001) but it also occurs once they have become incorporated into 
chromatin.  The reversible acetylation of nucleosomes present in the chromatin fibre 
is the subject of a great deal of interest with regard to chromatin structure, mainly 
because the acetylation of histone tails alters their charge, making them more 
negative (McGhee and Felsenfeld, 1980;Wolffe, 1998).  Therefore, they may be able 

















































































































































































































































































































An early study used Chromatin Immunoprecipitation (ChIP) to show that the 
promoters of transcriptionally active genes are associated with acetylated histones 
(Hebbes et al., 1988).  This conclusion has been supported more recent large scale 
ChIP studies that make use of microarrays or mass sequencing to gain information on 
a genome wide scale (Barski et al., 2007;Heintzman et al., 2007;Koch et al., 
2007;Roh et al., 2005). 
 Given that an open chromatin structure is thought to be associated with 
transcription, this association suggests that acetylation of histones could modify 
chromatin structure.  The effect of acetylation on the structure of single nucleosomes 
was found to be rather subtle in in vitro studies (Bode et al., 1983;Oliva et al., 1990).  
However, studies of the properties of acetylated chromatin fibres have suggested that 
histone acteylation inhibits the formation of a compact structure, at least in vitro 
(Garcia-Ramirez et al., 1995;Tse et al., 1998). 
 The discovery that transcriptional co-activators were enzymes capable of 
catalysing the acetylation of histones, further cemented the association between 
histone acetylation and transcription (Brownell et al., 1996;Ogryzko et al., 1996;Kuo 
et al., 1998).  Another set of enzymes, Histone Deacetylases (HDACs) were 
discovered that catalyse the reverse reaction (Taunton et al., 1996;Hassig and 
Schreiber, 1997;Hassig et al., 1997).  The dynamic interaction of the two processes is 
important for the cell as amphibian embryos grown in the presence of histone 
deacetylase inhibitors have their development severely disrupted (Almouzni et al., 
1994).  A specific protein domain, the bromodomain, has also been described that 
recognises and binds to acetylated histones (Dhalluin et al., 1999).  This has meant 
that most recent research has been focused on the histone code hypothesis, ie which 
enzymes recognise and read acetylation marks. 
 One study has however addressed whether acetylation functions directly or 
via the recruitment of other proteins in yeast.  Yeast mutants of histone H4 were 
generated where single lysine residues (lysines 5, 8, 12 and 16) had been replaced by 
arginine to render them unacetylable and encoding a permanent positively charged 
state (Dion et al., 2005).  The four mutants were also combined in every possible 
permutation and the gene expression of each strain analysed using microarrays.  The 




manner, but that a number of yeast genes appeared to be specifically regulated by the 
acetylation of Histone H4 lysine 16 (H4K16Ac). 
Another recent study has focused on a role of H4K16Ac in directly altering 
chromatin structure.  The H4 tail, particularly between residues 14 and 23 makes 
inter-nucleosomal contacts and appears to be important in the formation  of 
chromatin fibres (Dorigo et al., 2003;Luger et al., 1997).  It was found that the 
acetylation of H4K16 alone was capable of interfere with the formation of compact 
chromatin fibres and inhibit the ATP dependent remodelling enzyme ACF from 
mobilizing a nucleosome (Shogren-Knaak et al., 2006).  These two studies, 
combined with observation that H4K16Ac has a special role in sex chromosome 
dosage compensation in Drosophila, suggest the modification may have a special 
role in chromatin structure (Turner et al., 1992).  However, at present, no association 
between histone acetylation and an open chromatin structure has been described in 
vivo. 
 
1.2.4.2 Histone Methylation 
Many lysine and arginine residues of the core histones are methylated and this can 
occur in mono-, di- and tri- methylated forms (Bannister et al., 2002;Zhang and 
Reinberg, 2001).  Unlike acetylation, methylation does not alter the charge of lysine 
residues and therefore has not been proposed to directly modulate chromatin 
structure.  The development of antibodies capable of differentiating the various 
mono-, di- and tri- methylated residues (Perez-Burgos et al., 2004) has led to an 
explosion of ChIP-based studies which have examined the association of these 
modifications with different genomic features. 
 Initial evidence associated the methylation of Histone H3 lysine 4 (H3K4) 
with histone acetylation and transcriptional activity.  It was seen that an H3K4 lysine 
methyltransferase activity was associated with the transcriptionally active 
macronucleus of Tetrahymena (Strahl et al., 1999).  A variety of localised ChIP 
studies suggested that indeed H3K4 methylation was indeed found at active gene 
promoters (Liang et al., 2004;Santos-Rosa et al., 2002;Schneider et al., 2004;Bulger 




many organisms (Barski et al., 2007;Bernstein et al., 2005;Heintzman et al., 
2007;Koch et al., 2007;Bernstein et al., 2002;Schubeler et al., 2004).  One study has 
suggested that the H3K4 methylation patterns can be used to distinguish different 
types of regulatory elements, active enhancers are marked with mono- and di- H3K4 
methylation whereas active promoters are mainly marked by di- and tri- methylation 
(Heintzman et al., 2007).  Recently it was shown that the TAF3 component of TFIID 
recognises and binds to H3K4me3 marks at promoters, directly linking the core 
transcriptional machinery to this histone modification (Vermeulen et al., 2007).  In 
yeast a single enzyme, Set1, is responsible for all H3K4 methylation but in mammals 
a number of different enzymes exist which may each regulate different sets of genes 
(Ruthenburg et al., 2007). 
 Methylation of Histone H3 Lysine 9 (H3K9), is regarded as a repressive 
modification.  Su(var)3-9 was identified as a H3K9 methyltransferase associated 
with inactive genomic regions and it was determined that H3K9me3 created a 
binding site for another protein associated with inactive regions of the genome, HP1 
(Rea et al., 2000;Lachner et al., 2001;Bannister et al., 2001).   The first ChIP studies 
of the modification also suggested an association with inactive regions (Litt et al., 
2001).  In general large scale studies of histone modifications have confirmed this 
hypothesis by showing that H3K9me2 and H3K9me3 are associated with the 
promoters of inactive genes, but surprisingly it was found that H3K9me1 is better 
associated with active transcriptional start sites (Barski et al., 2007). 
 Another methylation mark often associated with transcriptional repression is 
that of H3 lysine 27.  The PRC2 complex contains the enzyme EED-EZH2 which has 
H3K27 methyltransferase activity and is involved in Hox gene silencing (Cao et al., 
2002).  This association has been confirmed by large scale ChIP studies (Barski et 
al., 2007;Bernstein et al., 2006).  However, these studies have also found evidence 
for bivalent chromatin marked by both H3K4 and H3K27 methylation, which they 
suggest may mark genes poised for a transcriptional choice in ES cells (Bernstein et 
al., 2006).  Such bivalent chromatin marks have also been observed in differentiated 
cells (Barski et al., 2007;Roh et al., 2006).  Again, there have been no studies which 
connect the presence of histone methylation to a particular chromatin structure.  It is 




compacted 30nm chromatin structure (Gilbert and Allan, 2001;Martens et al., 2005) 
but it has not been shown that the presence of the mark leads to the condensed 
chromatin state.  As well as methylating H3K27, PRC complexes bind this 
modification and, as mentioned above, PRC1 has the ability to compact nucleosomal 
arrays (Francis et al., 2004).   
 
1.2.4.3 Other Histone Modifications 
Other lysines are known to be modified in vivo, including lysines 36 and 79 of 
Histone H3, lysine 20 of Histone H4 and lysine 5 of Histone H2B as well as various 
arginine residues of the core histones (Kouzarides, 2007).  However, acetylation and 
methylation are not the only modifications that are present on histones.  Another 
highly studied modification is histone phosphorylation which has strongly been 
associated with either cell cycle progression (Wei et al., 1999) or DNA repair (van 
Attikum and Gasser, 2005).  Mass spectrometry studies have provided evidence for 
the existence of a large number of different histone modifications such as 
ubiquitination, sumoylation, ADP ribosylation, deimination and proline 
isomerization (Bonaldi et al., 2004).  However at present not a great deal is known 
about their role in the cell and their ability to modulate chromatin structure 
(Kouzarides, 2007). 
 
1.2.4.4 Stability of Histone Modifications 
In considering histone modifications, it is worth remembering that they are dynamic 
and the states measured by ChIP represent their steady state levels.  Analyses using 
HDAC inhibitors show that treatment with these drugs quickly results in 
hyperacetylation of a significant portion of histones and their removal leads to 
deacetylation (Spencer and Davie, 2001).  Therefore, the action of both histone 
acetyltransferases and HDACs constantly affects a pool of histones in the cell.  When 
inhibitors are removed, two distinct groups of acetylated histones are observed.  The 




only seen upon exposure to HDAC inhibitors, termed class I acetylated histones 
(Spencer and Davie, 2001;Zhang and Nelson, 1988).  These are rapidly deacetylated 
when the inhibitors are removed.  The second consists of mono- and di- acetylated 
histones which can be seen even in the absence of HDAC inhibitors and are 
deacetylated much more slowly and are termed class II acetylated histones. 
 It has been shown that the class I acetylated histones are associated with the 
transcriptionally active β-globin genes in chicken erythrocytes (Spencer and Davie, 
2001).  In addition, it is clear that the status of other histone modifications can 
influence acetylation.  Many experiments have shown that serine 10 or 28 
phosphorylated histone H3 are both subject to dynamic and continuous acetylation 
(Barratt et al., 1994;Clayton et al., 2000;Dunn and Davie, 2005;Dyson et al., 2005).  
Another study has shed light in the association seen between H3K4 methylation and 
histone acetylation in ChIP studies (Barski et al., 2007;Heintzman et al., 2007;Koch 
et al., 2007).  It was found that H3K4 methylated histones were TSA hypersensitive, 
ie they belong to the class I group, but H3K9 methylated histones do not (Hazzalin 
and Mahadevan, 2005).  Phosphorylation of histone H3 could be found on 
nucleosomes that were also K4 tri-methylated and acetylated. 
Based on studies showing the half life of methyl groups on histones to be 
equivalent to those of the histones themselves, histone methylation was thought to be 
a relatively stable mark (Byvoet et al., 1972;Duerre and Lee, 1974).  In addition, 
enzymes capable of demethylating histones were not identified until very recently.  
Even in early experiments, however, evidence was found for a small but detectable 
pool of methylation that was turning over (Borun et al., 1972).  It was also shown 
that histone methylation was turned over very rapidly upon activation of the pS2 
gene promoter in human cells (Metivier et al., 2003). 
 The enzyme LSD1 was the first demethylase to be described.  It has been 
found to demethylate both H3K4 and H3K9 (Shi et al., 2004;Metzger et al., 2005) 
but the enzyme does not appear to part of a widespread family of histone 
demethylases (Klose and Zhang, 2007).  More recently, another enzyme with 
demethylase activity was purified, JHMD1A (Tsukada et al., 2006).  This enzyme 
contains the Jumonji-C type domain which is widespread in eukaryotic genomes and 




specific for a variety of methylated histones (Klose and Zhang, 2007).  Finally, 
demethylimination by the enzyme PADI4 has been shown to convert 
monomethyalted arginine residues to citrulline (Cuthbert et al., 2004;Wang et al., 
2004). 
 
1.3 Higher Order Chromatin Organisation 
1.3.1 Euchromatin and Heterochromatin 
In early studies of the nucleus, chromatin was divided into two types: euchromatin 
and heterochromatin.  Heterochromatin was first defined as chromatin which did not 
decondense at the end of telophase, unlike the rest of chromatin which is termed 
euchromatin (Heitz, 1928).  Even at this early stage it was proposed that 
heterochromatin might represent a functionally inactive portion of the genome.  
Heterochromatin can be defined as two sorts, constitutive heterochromatin which is 
constitutively condensed on both copies of a particular chromatin and facultative 
chromatin whose condensation state changes throughout development (Brown, 
1966). 
 Constitutive heterochromatin is mainly associated with centromeric and 
juxtacentromeric regions which are made up of satellite tandem repeats.  In electron 
micrographs of nuclei it can be seen as electron dense regions within the nucleus and 
when stained with 4,6-diamino-phenylindole (DAPI) it is seen as bright foci 
(especially in mouse cells).  These regions stain more brightly with DAPI, not only 
because they correspond to dense regions of chromatin but because DAPI 
preferentially binds to AT-rich DNA sequences and satellite repeats are generally 
AT-rich.   
 The predominant satellite repeats in mouse cells are known as major and 
minor satellites.  We know, from sedimentation analysis, that both major and minor 
satellite have a more condensed and ordered chromatin structure than bulk chromatin 
(Gilbert and Allan, 2001).  In addition, immunofluorescence of nuclei with 




heterochromatic foci (Gilbert and Allan, 2001;Peters et al., 2003).  The modification 
is also present at both major and minor satellite sequences by ChIP (Martens et al., 
2005).  GFP tagged linker histone H1 is also more abundant at these DAPI bright 
spots than in the rest of the nucleus (Misteli et al., 2000). 
Another heterochromatin protein, HP1, was first described in Drosophila 
(James et al., 1989).  It is now known that H3K9me3 marks deposited by the histone 
methyltransferase, Su(var)3-9, are responsible for recruiting this protein to 
heterochromatin (Lachner et al., 2001).  In mouse and human, three different HP1 
proteins are found, α, β and γ (Singh et al., 1991;Nielsen et al., 1999).  All three 
localise to blocks of heterochromatin but HP1α is more tightly bound to chromatin 
and strongly localised to these sites (Gilbert et al., 2003;Remboutsika et al., 1999).  
In Drosophila artificially tethered HP1 can silence a transgene without  
corresponding recruitment of Su(var)3-9 and histone methylation (Li et al., 2003) but 
in a similar experiment in human cells found that repression corresponded to 
methylation of the targeted region (Verschure et al., 2005).  When tethered in human 
cells, HP1 induced cytological compaction of a transgene array.  By sedimenting 
nucleosomal arrays in vitro, it has been suggested that HP1α can compact arrays of 
unmodified arrays and associates better with arrays constructed from the histone 
variant H2A.Z (Fan et al., 2004).  Another theory is that HP1 functions as a docking 
platform, recognising the H3K9me3 mark and recruiting other factors to 
heterochromatin (Li et al., 2002).  Recently, four new heterochromatin proteins 
whose targeting is mediated by HP1 have been described (Greil et al., 2007) and HP1 
has found to be associated with both transcriptionally active and inactive regions in 
flies (de Wit et al., 2007). 
 
1.3.2 Genome Organisation in the Interphase 
Nucleus 
Apart from blocks of heterochromatin, the other nuclear compartment easily 
identifiable with a microscope is the nucleolus.  The rest of the interphase nucleus is 




large number of different membrane free compartments (Spector, 2003).  In addition, 
it is clear that chromatin is not randomly organised within the nucleus.  Blocks of 
heterochromatin are clearly visible within the interphase nucleus and these are 
generally found around the nuclear periphery and surrounding the nucleolus 
(Sumner, 2003). 
 Replication of the genome is temporally regulated and certain genomic 
regions are known to replicate later than others.  The latest replicating DNA 
sequences are those that are known to be present in blocks of constitutive 
heterochromatin.  Synchronised populations of cells can be pulse labelled during S 
phase to determine the localisation of replicating DNA in the cell.  This type of 
analysis shows that indeed late replicating heterochromatin is positioned around the 
periphery of both the nucleolus and nucleus (Ferreira et al., 1997).  Similarly, early 
replicating DNA is found to localise to central regions of the nucleus.  If early and 
late replicating DNA are differentially labelled, they are found to occur in a non-
overlapping pattern, suggesting that they occupy different compartments within the 
nucleus (Sadoni et al., 1999;Zink et al., 1999).  In general gene rich-regions of the 
genome replicate earlier than gene poor regions and the central compartment of the 
nucleus containing early replicating DNA also contains gene-rich DNA (Sadoni et 
al., 1999).   
 The localisation of histone modifications within the nucleus also shows a 
similar compartmentalisation.  Acetylated histones are found in the interior, early 
replicating part of the nucleus and are excluded from the nuclear periphery (Sadoni et 
al., 1999;Gilchrist et al., 2004).  Exclusion from the periphery is mediated by the 
action of HDACs as their inhibition abrogates this pattern (Gilchrist et al., 2004).  It 
is not known however if this population of histones corresponds to the class I 
hyperacetylated histones discussed in Section 1.2.4.4 (p17).  As well as marking 
pericentromeric blocks of heterochromatin, H3K9me3 is also found in other nuclear 
regions in mouse, human and chicken (Gilbert et al., 2003).  It is thought that these 
correspond to regions of facultative heterochromatin in the nucleus.  H3K9me1, 
H3K9me2 and H3K27me3 are all diffusely distributed through the nucleus (Gilbert 
et al., 2003) and do not localise so strongly to heterochromatin. It is also known that 




do not overlap in the interphase nucleus (Chadwick and Willard, 2004) and this 
organisation may extend to the nucleus in general (Zinner et al., 2006).  The 
activating H3K4 methylation mark is also diffusely distributed and despite the 
coincidence of its ChIP profile with acetylated histones, does not appear to be 
excluded from the nuclear periphery (D. Sproul, Master’s Dissertation, University of 
Edinburgh).  However, all forms of H3K4 methylation are excluded from blocks of 
heterochromatin within the mouse nucleus. 
 
1.3.3 Chromosome Territories 
It has become clear that the chromosomes in the interphase nucleus are not arranged 
at random.  Experiments using lasers to cause damage to chromosomes were the first 
to determine this.  If a particular area of the nucleus is targeted by a laser, then 
damage is not spread between all chromosomes, but confined to a few (Zorn et al., 
1979;Zorn et al., 1976).  This suggests that each region of the nucleus is occupied by 
particular chromosomes rather than random DNA from all chromosomes.  With the 
development of chromosome paints, the position of each chromosome could be 
visualised using Fluorescence In Situ Hybridisation (FISH) and it was shown that 
each chromosome occupies a discrete ‘territory’ within the nucleus (Manuelidis, 
1985).  The positions of these specific chromosome territories are conserved between 
different cell types and even between species (Croft et al., 1999;Boyle et al., 
2001;Tanabe et al., 2002a;Tanabe et al., 2002b).  In general, it was found that gene-
rich chromosomes adopted positions that were, on average, more central than gene-
poor chromosomes (Croft et al., 1999;Boyle et al., 2001).  However, in some cells 
where the nuclei are flat and ellipsoidal, chromosome size appears to be a greater 
factor in determining their positioning, smaller chromosomes are found towards the 
centre and larger ones at the edge (Bolzer et al., 2005).  Some chromosomes are 
preferentially found adjacent to each other, but this arrangement is probabilistic 
rather than absolute (Cornforth et al., 2002;Bolzer et al., 2005). 
 It was initially suggested that an interchromsomal space may exist between 
territories and that transcription occurred adjacent to this space on the surface of the 




has been seen between adjacent territories in the nucleus using high resolution 
techniques (Branco and Pombo, 2006) and DNA sequences from a particular 
chromosome are capable of adopting positions outside of the main body of its 
chromosome territory (Mahy et al., 2002a).  In addition, studies of labelled 
chromatin components have shown that nearly all are highly dynamic within all parts 
of the nucleus (Bubulya and Spector, 2004) and labelled dextrans and 
macromolecules are capable of accessing even the interior of chromatin domains 
(Verschure et al., 2003).  RNA synthesis also does not appear to be preferentially 
localised to the interchromatin space (Sadoni and Zink, 2004).  Therefore, the 
arrangement of chromosomes into territories does not set up a system where steric 
hindrance prevents transcriptional machinery from accessing the interior of 
chromosome territories.   
  
1.3.4 Organisation of Chromosome Territories 
Many studies have looked at the position of individual loci relative to their parent 
chromosome territory by performing FISH  with a genomic clone such as a BAC 
(~100-200Kb in size) and a chromosome paint.  Examination of a region of human 
chromosome 11 suggested that its organisation was dictated by gene density rather 
than transcription and was conserved in the syntenic region of mouse cells (Mahy et 
al., 2002b;Mahy et al., 2002a).  Gene-rich parts of the chromosome have a tendency 
to localise to the edge or outside their parent chromosome territories.  These regions 
of the chromosome also appear to be enriched in 30nm fibres with an open 
conformation (Gilbert et al., 2004). 
 In Drosophila, FISH using probes for contiguous regions of the chromosome 
showed that gene poor and gene rich regions occupied non-overlapping regions in 
the nucleus (Boutanaev et al., 2005).  A similar type of analysis has been conducted 
in mouse cells and similarly concludes that gene-rich and gene-poor regions of the 
genome occupy separate compartments in the nucleus (Shopland et al., 2006).  In 
human cells, mixtures of BAC probes spanning ~5-10Mb portions of chromosomes 
have been used to measure the characteristics of gene-rich and gene-poor interphase 




rich and gene-poor regions was seen within the interphase nucleus.  This is despite 
the authors concluding that the exact structure of each region was highly variable and 
dynamic.  Gene-rich parts of the chromosome were also positioned closer to the 
centre of the nucleus on average, than gene-poor regions.  These studies have all 
relied on the use of FISH to examine the nuclear positioning of particular genomic 
regions.  By crosslinking nuclei using formaldehyde and isolating DNA sequences 
that are associated with each other, it is possible to assay the nuclear environment of 
a particular nuclear sequence using microarrays.  Using this technique the authors of 
one recent study have come to similar conclusions as those utilising FISH, that gene-
rich and gene-poor regions occupy distinct nuclear compartments (Simonis et al., 
2006). 
 
1.3.5 The Nature of Chromatin Organisation 
above the 30nm Fibre 
When DNA is packaged into the 30nm fibre, this is sufficient to compact it ~40-50 
fold (Sumner, 2003).  However, within the nucleus higher levels of packing are 
found and so some mode of chromatin packing must operate above the level of the 
30nm fibre.  However, the nature of this structure is difficult to determine, mainly 
due to a paucity of techniques.  Some electron micrograph studies of nuclei describes 
fibre like structures ~80 to 130nm thick (Belmont and Bruce, 1994).  Pulse-labelling 
during replication has been used to provide evidence of chromatin existing in large 
scale domains of ~0.2-0.4μm in size, termed ~1Mb domains (Zink et al., 1998).  
Work on metaphase chromosomes has suggested a radial loop model in which 30nm 
chromatin fibres are arranged into loops by regular attachments to a scaffold like 
structure which forms the chromosomes backbone (Boy de la Tour and Laemmli, 
1988). 
 One approach to model higher order chromatin structure is to hybridise pairs 
of genomic probes to the interphase nucleus (Figure 1.2A).  The separation of these 
probes can then be measured in a large number of cell nuclei and the resulting 
distributions statistically analysed to model features of in vivo organisation.  Using 
1q22
Figure 1.2 Measuring Interphase Chromatin Organisation Using a Random Walk Model
A. Schematic of a hypothetical region of a chromosome.  Different pairs of genomic probes
are used to measure interphase distance in the nucleus by FISH.  Each has a common anchor
probe and a second probe at a variable distance from this.
B. If FISH is performed with these probe pairs and the distance between signals measured
in a large number of nuclei then the observed distances form a Rayleigh distribution for each
probe pair (van den Engh et al., 1992).
C. For distances less than ~2Mb, there is a linear relationship between the Mean Square
of the observed interphase distances and the genomic distance between probes.  At distances
greater than this the relationship breaks down (van den Engh et al., 1992).  Data is hypothetical.
D. These observations suggested that chromatin fibres follow a random walk path through
the nucleus.  Based on observations over a large range of distances, it was also proposed that
interphase chromosomes are composed of giant loops attached to a flexible backbone which
follows a random walk path through the nucleus (Sachs et al., 1995, Yokota et al., 1995).
A
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this approach it was found that over genomic distances between ~50Kb and ~2Mb 
the distributions of interphase distances suggested the chromatin followed a random 
walk path through the nucleus, behaving like a flexible polymer (Figure 1.2B-D, 
(van den Engh et al., 1992).  By measuring interphase distances for a large range of 
genomic distances, it was suggested that chromatin was organised into a system of 
giant loops connected to a flexible backbone (Figure 1.2D, (Sachs et al., 
1995;Yokota et al., 1995).  Based on the relationships observed between genomic 
probes separated by larger genomic distances it was concluded that there are two 
levels of chromatin structure over the range of 0.15 to 200Mb (Sachs et al., 1995). 
 This model has been used to analyse different regions of the genome.  It was 
possible to detect a difference in the compaction level with gene-poor regions being 
more compact than gene-rich ones (Yokota et al., 1997).  In a recent study in our 
laboratory, these differences were also observed and found to correspond to 
biophysically measured differences in 30nm fibre structure (Gilbert et al., 2004).  It 
is important to note that even regions found to be decondensed by this method do not 
decondense to the level of a 30nm fibre and they therefore measure a level of 
chromatin packing above that of the 30nm fibre. 
 
1.4 Genomic Organisation 
1.4.1 G and R Bands 
A common theme running through analyses of higher order chromatin structure is 
that variation often corresponds to gene-rich and gene-poor regions.  It is known that 
these regions are not distributed at random in genomes.  By examining metaphase 
chromosomes using a variety of banding techniques, two general types of bands are 
observed.  One set, known as R bands, contains gene-rich, early replicating DNA 
(Craig and Bickmore, 1994;Drouin et al., 1994).  The reciprocal set of bands, G 
bands, are late replicating and contain fewer genes.  G bands are named because they 




set of bands which can be made to stain darkly using a different protocol (Sumner, 
2003). 
 The complete sequencing of the human genome confirmed the gene-rich and 
gene-poor nature of R and G bands respectively (Lander et al., 2001).  An R banding 
pattern can also be observed on metaphase chromosomes when immunofluorescence 
is performed using antibodies against acetylated Histone H4 (Jeppesen, 1997).  This 
pattern was confirmed with the advent of genome-wide ChIP studies (Roh et al., 
2005).  A further larger study from the same group has extended the analysis to 
histone methylation, suggesting that H3K9me3 is found preferentially in G bands 
and H3K4me3 in R bands (Barski et al., 2007).  However, H3K27me3 did not appear 
to so clearly demarcate chromosome bands despite also being associated with 
inactive genomic regions.  Using microarrays, genome-wide studies of replication 
timing have also confirmed that in general, the gene-rich R bands replicate earlier 
than gene-poor regions (Woodfine et al., 2004).  Finally, a study from our laboratory 
examined the distribution of biophysically purified ‘open’ and ‘compact’ chromatin 
fibres across the human genome (Gilbert et al., 2004).  The presence of open 
chromatin fibres correlated with gene density and hybridisation of a DNA fraction 
enriched in open chromatin fibres to metaphase chromosomes revealed an T-banding 
pattern (T bands are a subset of R bands and are the most gene-rich regions of the 
genome).  
 
1.4.2 Organisation of Genes within the Genome 
Limited sequencing of genomes had revealed the existence of genomic regions 
containing clusters of genes that were specifically expressed in similar tissues.  This 
led to the idea that the whole genome may be organised on such as basis (Sproul et 
al., 2005).  However, analyses of complete genome sequences have suggested that 
this is not the case (Hurst et al., 2004).  Whole genome expression analyses show 
that within the human genome, there are a number of genomic domains with a high 
average expression level called ridges (Versteeg et al., 2003;Caron et al., 2001).  
These are interspersed with gene domains of a similar size that have a low expression 




expressed than those in antiridges (ie expressed in more tissues and cell types) and it 
has been hypothesised that genome organisation is driven mainly by the clustering of 
broadly expressed house keeping genes into gene-rich regions (Lercher et al., 2002).  
One theory is that this arrangement may be driven by a need for essential house-
keeping genes to be located in regions with low transcriptional noise (Batada and 
Hurst, 2007).   
It is not known whether the differing chromatin structures associated with 
gene-rich and gene-poor regions drive the organisation of the genome or if the 
differential distribution of genes causes the variations of chromatin structure seen 
across the genome.  However, a recent study found that ridges and antridges could 
influence gene expression (Gierman et al., 2007).  Identical GFP transgenes were 
integrated as a single copy into random locations in the human genome and it was 
found that on average, those integrated into ridges had a higher expression level than 
those that had integrated into antiridges.  It has also recently become apparent that a 
far larger portion of the genome than previously thought is transcribed but it is not 
currently known how total transcription levels relate to the patterns of ridges and 
antiridges seen for genic transcription (Birney et al., 2007;Kapranov et al., 2002). 
 
1.4.3 Clusters of Co-ordinately Regulated 
Genes 
Although the genome overall is based on the organisation of house-keeping genes 
into gene-rich and gene-poor areas, a number of clusters of structurally and 
functionally related genes also exist in the genome.  The best known and most 
intensely studied are the Hox and Globin clusters, although others such as the Major 
Histocompatibility Complex (MHC), histone gene clusters and the olfactory gene 
clusters also exist.  It is thought that they have a potential to exist in both gene-rich 
and gene-poor regions of the genome (Versteeg et al., 2003).   Indeed in humans, the 
β-globin cluster is in a relatively gene-poor area whereas the α-globin cluster is in a 
gene-rich area (Brown et al., 2006b) and different Hox clusters have different 




encode highly specialised genes that have strict temporal and spatial expression 
patterns.  Despite their comparative rarity in the genome, much of what we know 
about how chromatin structure regulates gene expression comes from studies looking 
at gene clusters.  This is because they make attractive model systems to study as 
chromatin structures can be compared between two cell populations, one where the 
cluster is active and another where it is inactive which allows to infer the 
characteristics of active and inactive regions of the genome in general. 
    
1.4.3.1 The Globin Clusters 
In the human genome there are two globin clusters: α-globin which is on human 
chromosome 16 and β-globin locus is on human chromosome 11.  As mentioned 
above, they exist in very different environments but together they encode the protein 
products that make up haemoglobin.  Therefore they have a very strict expression 
pattern that is confined to erythroid cells.  It is thought that the β-globin arose due to 
an ancestral duplication of the α-globin locus (Czelusniak et al., 1982).  In addition, 
the two loci were probably together at first and relics of this organisation can be 
found in marsupials (De Leo et al., 2005) and fish (Gillemans et al., 2003).   
At both gene clusters there is a strict relationship between gene order and the 
order of temporal gene expression during development, with the first gene expressed 
in the embryo and later genes becoming active in the foetus and adult.  The 
requirement of a strict order may exert selection pressure on the locus which 
maintains its organisation.  In chicken however the β-globin locus has a different 
order, and the last gene is expressed first before expression resumes a more typical 
pattern.  If the chicken locus is transfected into mice, the correct chicken temporal 
sequence is observed (Mason et al., 1995;Mason et al., 1996).  In addition, the 
human and chicken loci probably arose independently from the duplication of a 
single ancestral gene and its organisation does not reflect a rearrangement of the 
mammalian locus (Czelusniak et al., 1982). 
 All the genes in the β-globin locus are transcribed in the same orientation (ie 




transcripts extending through the locus have been observed to occur specifically in 
erythroid cells (Plant et al., 2001;Ashe et al., 1997).  Another feature of the β-globin 
locus is an element known as the Locus Control Region (LCR).  It consists of a 
number of DNase I hypersensitive sites (HSs) and is essential for efficient 
transcription of the genes.  Using a method termed Chromatin Conformation Capture 
(3C), where adjacent loci in the nucleus are crosslinked with formaldehyde, it was 
shown that HSs of the LCR are in close spatial proximity to a further set of HSs lying 
close to the genes (Tolhuis et al., 2002).  This has also been visualised and confirmed 
using other techniques (Carter et al., 2002).  The two sets of HSs form the base of a 
looped domain to which globin genes are then sequentially recruited as they are 
expressed (Tolhuis et al., 2002).  This chromatin architecture is erythroid specific 
and depends on erythroid transcription factors (Drissen et al., 2004;Vakoc et al., 
2005).  It has been found that in murine progenitor erythrocytes that are commited to 
globin expression but do not yet express the genes, some of the HSs and the LCR are 
associated but the globin genes themselves are not.  As the genes become expressed 
they are recruited sequentially to the loop hub: the embryonic genes in primitive 
embryonic erythrocytes and the adult β-globin genes in erythroid cells from foetal 
liver (Palstra et al., 2003). 
 As one of the most intensely studied loci in the genome, we know a lot about 
the pattern of histone modifications at the β-globin locus throughout development.  
The first demonstration of a direct association of acetylated histone with active genes 
used the chicken β-globin locus as a model (Hebbes et al., 1988).  As described in 
Section 1.2.4.4 (p17), many of the histones at the locus are subject to the constant 
action of histone acetyltransferases and HDACS and belong to the class I group of 
acetylated histones.  The action of HDACs appears to affect the antisense 
transcription through the locus as TSA can be used to induce antisense transcription 
through the locus, even in cell types which have an inactive locus (Plant et al., 2001).  
The β-globin LCR has been shown to hyperacetylated during many developmental 
stages (Forsberg et al., 2000) but the genes themselves are differentially acetylated 
throughout development.  In the embryonic yolk sac, acetylated histones are found at 
both the active embryonic genes and the inactive adult genes.  Later, in the foetal 




from the inactive embryonic genes.  Methylation of Histone H4 arginine 3 is a 
necessary initial step for the subsequent acetylation of histones H3 and H4 (Huang et 
al., 2005).  Tagged Histone H3.3 is also incorporated at active gene promoters in the 
locus, but more strongly at the upstream hypersensitive sites and LCR (Jin and 
Felsenfeld, 2006).  Histone modifications have also been studied at the α-globin 
locus (de Gobbi et al., 2007).  Housekeeping genes surrounding the locus are 
constitutively marked by H3K4me and acetylation whereas promoters and regulatory 
elements within the locus itself are only marked with these activating modifications 
in erythroid cells. 
 The interphase organisation of the globin clusters has also been studied and 
their nuclear positions were found to depend on genomic context rather than on their 
transcriptional status (Brown et al., 2006b).  The human α-globin locus is generally 
found outside of its chromosome territory whereas the human β-globin locus and the 
mouse α- and β-globin loci are found inside their parent chromosome territory, 
irrespective of their transcriptional activity (Brown et al., 2006b;Mahy et al., 2002a).  
However, the human β-globin locus was found to associate with centromeric α-
satellite heterochromatin when inactive in primary B and T cells but not when active 
(Brown et al., 2001).  In contrast, the α-globin was not associated with 
heterochromatin, even when inactive.  A recent study making use of 3C technology 
coupled with microarrays (4C) also suggested that the active β-globin locus was 
generally associated with active loci in the genome and the inactive locus associated 
with other transcriptionally inactive regions in the genome (Simonis et al., 2006).  
These were mostly regions from the same chromosome but included some regions 
from other chromosomes. 
 In addition, the β-globin locus has been analysed at the level of its secondary 
chromatin structure, ie 30nm fibre conformation.  In a biophysical analysis of 
chromatin structure, it was shown that a restriction fragment corresponding to the β-
globin locus moves more slowly through sucrose gradients than bulk chromatin of a 
similar size (Kimura et al., 1983).  Sucrose gradients separate particles based on two 
parameters, their mass and their shape.  The behaviour of the β-globin locus 
suggested that it adopted an unfolded structure and was specifically seen in chicken 




Felsenfeld, 1986).  When this behaviour was further characterised, it was found that 
it could be explained by the loss of a single nucleosome at the HSs which created 
discontinuities in the chromatin fibre (Caplan et al., 1987). 
  
1.4.3.2 Hox Clusters 
Another set of well studied gene clusters in the genome are the Hox gene clusters.  In 
vertebrates there are 4 Hox clusters, known as HoxA, B, C and, D (Duboule, 2007).  
All of the clusters are thought to have originated from a single ancestor but the the 
number of clusters present in the genome and the number of genes within each 
cluster varies between organisims (Simonis et al., 2006;Ferrier and Minguillon, 
2003;Hoegg and Meyer, 2005). Hox genes are regulated in both a temporal and 
spatial manner.  It has been shown that correct spatial expression patterns are 
maintained for Hox transgenes inserted at ectopic locations in the genome but that, 
temporal regulation is lost (Kmita and Duboule, 2003). In addition, studies of the 
organisation of Hox genes in the urochordate Ciona intestinalis have shown them to 
be partially dispersed throughout the genome (Ikuta et al., 2004).  Spatial control of 
gene expression still occurs along the larval neural tube but temporal co-ordination 
appears to be lost.  In Oikopleura dioica the genes are completely dispersed but, 
anterior-posterior patterning of Hox expression still appears to occur (Patel, 2004;Seo 
et al., 2004).  This might suggest that the clustering of the Hox genes is important for 
their temporal regulation but not their spatial regulation. 
 The genes at Hox loci are all transcribed in the same orientation.  Many non-
coding RNAs have also been found to be produced from the intergenic regions of the 
Hox loci and, like those at the β-globin locus, they are generally transcribed in an 
antisense fashion to the genes (Mainguy et al., 2007;Sessa et al., 2007).  It was 
proposed that this transcription served to open the chromatin state of the cluster and 
remove repressive polycomb proteins and the H3K27 methyl marks, thereby 
allowing the activation of adjacent genes (Sessa et al., 2007).  A further study made 
use of high resolution microarrays, characterised a non-coding RNA from the HoxC 




it was found that this RNA mediates a repressive effect of part of the HoxD cluster 
via the polycomb repressive complex. 
Hox clusters do not generally appear to be regulated by LCR-like regulatory 
elements.  However there is a Global Control Region (GCR), located 5’ of the HoxD 
cluster that is believed to regulate expression of the 5’ HoxD genes in the distal limb 
bud (Spitz et al., 2003).  Its mode of action is unknown but it has been found to have 
an effect on genes that are unrelated but adjacent to the cluster.  Recently, it has been 
proposed that anterior-posterior collinear expression of the same cluster is controlled 
by a further element an early limb control region (ELCR) lying 3' of the cluster 
(Zakany et al., 2004).  The GCR probably represents a relatively recent evolutionary 
event at the HoxD cluster because no similar elements are known to exist at other 
Hox clusters (Spitz et al., 2003). 
 Initial analyses of the histone modification patterns at Hox genes suggested 
they followed similar patterns to many other genes, with acetylation marks present at 
their promoters when active (Chambeyron and Bickmore, 2004).  However, more 
recent large-scale studies of histone modifications have described large scale 
domains of histone H3K4 methylation stretching across multiple active genes at the 
Hox loci, in clear contrast to the punctate localisation of this modification to active 
promoters in other parts of the genome (Bernstein et al., 2005).  Another study found 
that at human Hox loci, inactive portions were marked by broad domains of H3K27 
trimethylation and bound by polycomb proteins whereas active portions were defined 
by broad domains of transcription and presumably H3K4 methylation (Rinn et al., 
2007). 
 The nuclear organisation of Hox loci has also been studied.  Firstly it was 
shown that in an ES cell based system the mouse HoxB locus moves out of its 
chromosome territory upon activation of gene expression (Chambeyron and 
Bickmore, 2004).  Using a pair of genomic probes, it was also shown that this is 
accompanied by a remarkable chromatin decondensation.  Higher order folding was 
not apparent and the distance separating the probes corresponded to that expected 
from a 30nm chromatin fibre.  Similar reorganisations have been seen in embryos 
(Chambeyron et al., 2005) and at the HoxD locus which is known to have a different 




decondensation of the of the HoxD locus were shown to be distinct and not merely 
different manifestations of the same process.  A study using the 4C technique also 
found that upon gene activation, the HoxB locus was more frequently found 
associated with sequences that were not part of its chromosome, confirming that 




Clusters of co-regulated genes tend to be ~50-200Kb in size.  Another type of cluster 
exists in the genome which are much larger and have been termed superclusters 
(Sproul et al., 2005).  These are large areas of the genome which contain clusters of 
gene families, some of which are functionally related.  The prototypical supercluster 
is the Major Histocompatibility Complex (MHC) which stretches across 7.6 Mb of 
human chromosome 6 and is the most gene-dense region of the genome (Horton et 
al., 2004;Lander et al., 2001).  It was first defined in 1936 and intensely studied due 
to its role in the immune system which has led to the proposal that the need to 
maintain haplotypes in linkage disequilibrium has kept genes clustered in the region 
(Trowsdale, 2002).  However, the original definition of the MHC has been extended 
to include clusters of olfactory receptor (OR), tRNA and histone-coding genes that 
are not obviously functionally linked to immune system function (Horton et al., 
2004).  In general most of the region has a high transcriptional activity but the OR 
genes are silent in most cell types and even when active only one allele of one gene 
from the entire OR family is expressed in a particular cell (Shykind, 2005).   In 
teleost fish the class I and class II MHC are separated in the genome, arguing that the 
region can still function without linkage (Kumanovics et al., 2003). 
 In contrast to the Hox and globin loci, little is known about the regulation of 
gene expression at the MHC.  It is known that HSs exist ~9Kb upstream of the MHC 
class II Ea (HLA-DRA) gene but these appear to regulate that particular gene rather 
than the locus as a whole (Carson and Wiles, 1993).  Regulatory motifs termed S-Y 
elements are also found close to the promoters of each of the class II genes 




class II transactivator (CIITA) which is induced by interferon Gamma.  They are also 
present at the class II-associated invariant chain gene, Ii, located on a different 
chromosome (Krawczyk et al., 2004).  CIITA associates with histone 
acetyltransferases (HAT) and has intrinsic HAT activity which results in domains of 
Acetylation around active class II genes (Masternak et al., 2003;Raval et al., 2001).  
These domains are, however, smaller and distinct from the domains observed at Hox 
loci.   
It is known that the classical MHC is located outside of the chromosome 6 
territory when active in lymphoblastoid cells (Volpi et al., 2000).  This organisation 
is not seen for the extended MHC, or in cells where the MHC is inactive but can be 
induced by Interferon-γ.  More recently, it was shown that the Interferon-γ induced 
looping is mediated through the transcriptional activator P-STAT1 and the chromatin 
remodelling factor BRG1 (Christova et al., 2007).  Looping can also be induced by 
treatment with the HDAC inhibitor sodium butyrate and is accompanied by a 
cytological decondensation of the classical MHC (~3.4Mb in size).  It was previously 
found that treatment with another HDAC inhibitor, Trichostatin A (TSA), did not 
induce the HoxB locus to loop out of its chromosome territory when inactive 
(Chambeyron and Bickmore, 2004) so their may be mechanistic differences between 
the looping at the MHC and Hox clusters.    
 
1.5 The Epidermal Differentiation Complex 
First defined in 1996, the Epidermal Differentiation Complex (EDC) spans roughly 
2Mb of human chromosome 1q21.3 and at present has ~65 genes assigned to it 
(based on RefSeq Annotation, NCBI 36, (Mischke et al., 1996).  These genes are 
divided into three groups based on structural similarity and are nearly all expressed 
during epidermal differentiation.  The first group consists of 11 Small Proline Rich 
(SPRR) genes (Cabral et al., 2001), 16 Late Cornified Envelope (LCE) genes 
(Marshall et al., 2001), Loricrin, Involucrin and, the NICE-1 gene (Zhao and Elder, 
1997).  The second group consists of 16 genes of the S100 family which are small 
calcium-binding, regulatory proteins whose genes flank the EDC (Marenholz et al., 




groups and includes Profilaggrin, Trichohyalin, Repetin (Krieg et al., 1997), 
Hornerin (Makino et al., 2001) and Cornulin (Contzler et al., 2005).   Most of these 
genes are arranged into clusters by type (Figure 1.3).  Three other genes that do not 
appear to have direct roles in the epidermis (PGLYRP3, PGLYRP4 and, MCSP) are 
also present in the region (Aho et al., 1996;Mathur et al., 2004). 
 By examining the region in genome browsers such as Ensembl or the 
University of California Santa Cruz (UCSC), the EDC appears to be less conserved 
than its surrounding genomic regions (Figure 1.4).  However, conservation in 
individual mammalian species is higher than in non-mammalian species.  A 
relatively low overall level of conservation is seen in the Oppossum and Platypus but 
closer examination of the sequence reveals that blocks of conservation correspond to 
most genes (data not shown).   
We know that the human and mouse loci both have very similar organisation 
but there are differences in the number and order of SPRR genes that have been 
attributed to the fact that the genes have undergone independent expansion in the 
mouse and human lineages (Patel et al., 2003).  Curiously, there is a report that the 
EDC may have originated in a genomic area that represents an ancient duplication of 
the MHC (Shiina et al., 2001).  The MHC itself is believed to have evolved from an 
ancestral region predating chordates and appears to have been duplicated multiple 
times during mammalian evolution (Castro et al., 2004;Danchin et al., 2004).  
Although the EDC itself does not have a homologue on chromosome 6 the regions 
flanking it contain a histone cluster, tRNA genes and olfactory receptors like the 
MHC (Shiina et al., 2001). 
 Antibodies against loricrin and filaggrin detect a protein of the correct size in 
all amniotes (mammals, lizards and birds, (Alibardi and Toni, 2004).  However, in 
amphibians there is only tentative evidence of a filaggrin like protein and neither 
filaggrin nor loricrin have been thus far found in fish (Alibardi, 2002;Alibardi et al., 
2003).  Sequences showing homology to SPRR proteins have also been found in the 
chicken genome (Martin et al., 2004).  S100A proteins have been described in a 
number of mammalian species but are absent from invertebrates (Marenholz et al., 






















































































































































































































































































































































































































































































































































































































































































































































































































































































may posses the genes found in the human EDC but that they may not be organised 
into a cluster. 
 
1.5.1 The Cornified Envelope 
The basal layers of the epidermis are populated by asymmetrically dividing cells 
epidermal stem cells (Lechler and Fuchs, 2005) which produce a population of 
differentiating cells, keratinocytes, that move outwards through the granular layer 
and undergo a unique form of cell death, becoming the enucleated, flattened cells of 
the outer cornified layer (Figure 1.5B, (Candi et al., 2005).  During this process an 
insoluble protein-lipid polymer structure, known as the cornified envelope, replaces 
the cell’s plasma membrane (Figure 1.5C).  The cornified cell layer acts as the 
body’s barrier, excluding foreign substances and preventing the loss of vital fluids. 
There are two major structural protein families expressed in keratinocytes 
(Mischke, 1998).  The first of these are the keratins of which are part of the cellular 
cytoskeleton and are assembled into 10nm keratin intermediate fibres.  The fibres are 
aggregated in differentiated cells by the action the protein filaggrin, collapsing the 
cell (Candi et al., 2005).  The cornified envelope is formed when the second class of 
structural proteins (including: involucrin, loricrin, trichohyalin and the SPRR 
proteins) are crosslinked to each other and to the keratin bundles (Figure 1.5B, 
(Candi et al., 2005).  A complex series of lipids are also synthesised and become 
crosslinked to the proteins by transglutimases (TGs).  These enzymes are essential 
and TG1 -/- mice die at birth due to a defect in barrier function (Matsuki et al., 1998).  
In contrast, when structural components of the cornified envelope are knocked out 
relatively mild phenotypes are observed, probably due to some redundancy in their 
functions and the upregulation of other proteins to compensate for the loss of one 
(Djian et al., 2000;Koch et al., 2000).  
The main protein components of the cornified envelope are Involucrin, 
Loricrin and the SPRRs (Figure 1.5B), all of which are encoded in the EDC.  
Involucrin has been proposed to act as a scaffolding protein because it is an early 
component of the envelope and it is promiscuously cross-linked to the other 





Figure 1.5 The Epidermis, cornified Envelope and Gene Expression at the EDC
A. The genomic structure of the gene clusters of the EDC, the ideogram is a simplified
version of Figure 1.1.  The different gene clusters are colour coded to indicate their expression
in panel B.  Genomic positions are from NCBI build 36.
B. The histology of human epidermis.  Four distinct cell layers are depicted and the rough
timing of gene expression for genes in the EDC indicated.  Adapted from Mischke, 1998.  The
arrow indicates the direction differentiating cells move in, with the upermost layer being fully
differentiated.
C. The structure of the cornified envelope.  The major protein and lipid components of
the cornified envelope are depicted and named, this structure replaces the cellular plasma


































proteins have also been found to be crosslinked into the cornified envelope 
(Robinson et al., 1997).  The SPRRs are a family of small proteins (6-18KDa) that 
can be divided into 3 classes.  They have a common structure consisting of a head 
and tail domain separated by a central domain composed of 2-20 repeating peptide 
units (Cabral et al., 2001).  Both loricrin and the SPRR proteins are predicted to have 
a relatively disorganised structure that confers elasticity to the cornified envelope 
(Candi et al., 1999;Candi et al., 1995).  In the cornified envelope the ratio of loricrin 
to SPRR proteins varies from between around 1:100 to 1:3.  Differing ratios of the 
two protein types appears to alter the physical properties of the epidermis in a 
manner reminiscent of composite materials (Steinert et al., 1998a;Steinert et al., 
1998b).  Different SPRR proteins may also have different physical properties 
allowing the epidermal tissues to be precisely adapted to their environment (Candi et 
al., 2005).  The hypothesis that the cornified envelope is a structure formed to 
provide waterproof skin as an adaptation to living on land may explain why the EDC 
does not appear to be present in fish and amphibians (Alibardi, 2003). 
 
1.5.2 The Epidermal Differentiation Complex 
and Disease 
Abnormal function of the EDC is thought to be involved in a number of different 
disease states.  Firstly a number of the members of the S100A clusters have been 
seen to be misexpressed in cancers.  For example, gastric tumours overexpress many 
S100A genes (El-Rifai et al., 2002), S100A6 and A8 have been seen to be 
overexpressed in pancreatic cancers (Logsdon et al., 2003;Shen et al., 2004), S100A2 
was seen to be overexpressed in lymphomas (Hsieh et al., 2003) and in non-small 
cell lung tumours (Heighway et al., 2002).  It has been hypothesised that these 
changes may be caused by the frequent rearrangements and deletions in the 
chromosomal region of the EDC that are observed in tumours (Marenholz et al., 
2004).  Unlike other genes in the EDC, the S100A genes are expressed in a range of 
cell types and are involved in a number of cellular processes including contraction, 




secretion (Marenholz et al., 2004).  They function by binding to target proteins, and 
often require first to be activated by a calcium induced conformational change 
(Bhattacharya et al., 2004). 
 The reason why S100A proteins should be encoded in the EDC is slightly 
mysterious.  There have been a number of studies that have examined their 
localisation in the epidermis and it seems that most of the S100A genes are expressed 
in the normal epidermis (Broome et al., 2003;Boni et al., 1997;Benoit et al., 2006).  
It is clear that the S100 proteins are able to act as calcium sensors in cells and it is 
known that intracellular calcium levels play an important role in the epidermal 
differentiation pathway (Hennings et al., 1980;Menon et al., 1992).  S100A11 has 
been found in to inhibit growth of cultured human keratinocytes via p21CIP1/WAF1 
upon exposure to high calcium levels (Sakaguchi et al., 2003) and S100A8 has been 
reported to be an inhibitor of telomerase activity in a calcium dependent manner in 
HaCaT cells (Rosenberger et al., 2007).  However, the proteins also play other roles 
in epidermal function: S100A10 is insensitive to calcium because of mutations in its 
calcium binding domains (Gerke and Weber, 1985;Saris et al., 1987) and S100A10 
and A11 have been found to be incorporated into the cornified envelope (Robinson et 
al., 1997).  S100A8/9 heterodimers are secreted from keratinocytes and may play 
chemo-tactic role in inflammation (Ryckman et al., 2003;Thorey et al., 2001). 
Ultraviolet (UV) irradiation of the skin also causes transcriptional changes in 
the EDC and both the SPRR and LCE genes are generally upregulated in response to 
UV (Cabral et al., 2001;Jackson et al., 2005) along with the S100A8 gene 
(Grimbaldeston et al., 2003).  It is known that the SPRR1 is regulated by interleukins 
1 and 3, which are connected with UV irradiation  (Yaar et al., 1995).   
As would be expected from a locus which primarily functions in epidermal 
differentiation, a number of skin diseases have been linked to the EDC.  Skin disease 
accounts for a very large proportion of disease and its frequency is probably higher 
than disease of any other organ (Rees, 2007).  A defect in the synthesis of the 
filaggrin protein was observed in patients with the skin disorder ichthyosis vulgaris 
(Online Mendilian Inheritance in Man (OMIM) Number:146700, (Sybert et al., 
1985). This is a common disease which, based on one survey, may have an incidence 




to the EDC in a mapping study (Compton et al., 2002) and more recently two null 
mutations were found to be present in a number of patients with severe ichthyosis 
vulgaris (Smith et al., 2006).  Surprisingly these two mutations were found in ~10% 
of people of European origin and were also linked to two other diseases Atopic 
Dermatitis or Eczema (OMIM: 603165) and Eczema-associated asthma (Palmer et 
al., 2006).  Penetrance was not complete for either of these conditions and was lower 
for eczema-associated asthma than for atopic dermatitis. Atopic dermatitis is a very 
common disorder that may have a cumulative incidence of ~30% in the population 
(Rees, 2007).  More recently, further null alleles have been uncovered and are also 
associated with these conditions (Nomura et al., 2007;Sandilands et al., 2007). 
Psoriasis (OMIM 177900) is another disease of the skin which affects ~2-3% 
of the population (Rees, 2007).  It is a complex trait that has been associated with a 
number of different loci, however, on of these is chromosome band 1q21, the site of 
the EDC (Bowcock and Cookson, 2004).  The filaggrin null alleles associated with 
ichthyosis vulgaris and atopic dermatitis are not associated with psoriasis (Zhao et 
al., 2007).  Although the gene responsible for this linkage has not yet been identified, 
it is clear that genes present in the EDC play a role in the pathogenesis of the disease.  
Studies of the expression and localisation of the S100A proteins have found much 
higher levels of S100A7, A8 and A9 in psoriasotic skin than normal skin (Broome et 
al., 2003;Benoit et al., 2006).  The expression of the SPRR 1 and 3 proteins is also 
altered in a number of skin diseases including ichthyosis vulgaris and psoriasis 
(Koizumi et al., 1996). 
 
1.5.3 Gene regulation in the Epidermal 
Differentiation Complex 
Since the organisation of the EDC is conserved between mouse and man, it was 
proposed that the cluster is arranged to facilitate co-ordinate gene regulation 
(Mischke, 1998;Zhao and Elder, 1997) and Figure 1.5A).  There have been many 
studies examining the role of different factors in regulating epidermal differentiation 




studies have examined the regulation of individual genes through a number of 
transcriptional factors, for examples see (Jang and Steinert, 2002;Presland et al., 
2001;Jang and Steinert, 2002).  However, few studies have addressed the overall 
regulation of the region.   
Elements similar to a characterised binding site for the transcription factor 
Wnt-5A have been found in the EDC and proposed as putative regulatory elements 
(Morgan et al., 1999;Morgan, 2002).  It was therefore hypothesised that this 
transcription factor may regulate the region but to date there have been no studies 
linking the transcription factor to the region or confirming that these are indeed 
functional Wnt-5A elements.  Another, transcription factor that has been implicated 
in the control of many genes in the EDC is the Autoimmune regulator (AIRE, 
(Mathis and Benoist, 2007).  It has been proposed that genes controlled by AIRE are 
clustered at various chromosomal locations including the EDC (Johnnidis et al., 
2005).  However, one problem with this study is that despite initial reports 
suggesting a broad pattern of expression for AIRE, it is now generally agreed that it 
is only expressed in lymphoid organs, particularly the thymus (Mathis and Benoist, 
2007).  This is obviously a rather different pattern from the genes of the EDC, 
therefore, the misregulation of these genes in the AIRE knockout mice may be due to 
secondary effects.  Since it is known that many genes in the EDC are regulated as 
part of an immune or inflammatory response, perhaps in the knockout mouse the 
general defects in the immune system somehow lead to an immune response which 
causes altered expression in the EDC.  Another potential regulator of the EDC might 
be the AP-2ε, a member of the AP-2 family of transcription factors (Tummala et al., 
2003).  However, so far, all that is known about this protein is that it is very 
specifically expressed in skin.  However, the AP-2 family are thought to play some 
role in the regulation of the Loricin gene (Jang and Steinert, 2002). 
 Even fewer studies have examined the chromatin structure of the EDC.  It has 
been shown that treatment with sodium butyrate (an HDAC inhibitor) or 5-
azacytidine (which broadly causes DNA demethylation) leads to the upregulation of 
some S100A genes, the SPRR genes, loricrin and involucrin (Elder and Zhao, 2002).  
Recently, the promoter of S100A6 was shown to be marked by H3K9me3 and 




2007).  Both the SPRR and LCE clusters can be upregulated by UV irradiation, 
implying they may be governed by global regulators (Cabral et al., 2001;Jackson et 
al., 2005).  Patel et al., described the upregulation of the SPPR cluster in a mouse 
genetic model in which the transcription factor Klf4 was disrupted (Patel et al., 
2003).  In a further study, they identified two clusters of conserved HSs one of which 
showed enhancer like activity under in vitro differentiation conditions that upregulate 
the entire cluster of SPRR genes (Martin et al., 2004).  This up-regulation does not 
affect the adjacent Involucrin and Loricrin genes.  Finally, it has been shown that the 
EDC loops away from the chromosome 1 territory in human primary keratinocyte 
cultures, and that this does not occur in lymphocytes (Williams et al., 2002). 
 
1.6 Aims of This Thesis 
Through the ENCODE project and other large scale studies we have begun to 
understand how histone modification patterns correlate to transcription in the 
genome.  These studies have shown that active gene promoters and regulatory 
elements are marked with activating modifications and when inactive, they are 
marked by repressive modifications.  In general, large scale domains of modified 
histones do not occur except at some specific loci (Bernstein et al., 2005).  At larger 
scales, studies of secondary and tertiary chromatin structure reveal that the human 
genome as a whole is organised into large scale gene-rich and gene-poor chromatin 
domains.  This organisation corresponds to the organisation of the human genome 
into G and R bands.  
However, we do not yet understand how these two distinct levels of 
organisation relate to each other.  Analysis of data from the ENCODE project has 
found evidence for the existence of chromatin domains ~100Kb in size using ChIP, 
expression and replication timing data (Birney et al., 2007;Thurman et al., 2007).  
However, we do not know if such an organisation of primary structure corresponds 
to the organisation of secondary chromatin structure.  The only study of chromatin 
fibre structure across the genome was conducted at too low a resolution to determine 
if similar domains exist (Gilbert et al., 2004).  The aim of this project is to analyse 




the three levels of chromatin structure and to examine how the local pattern of 
histone modifications relates to the organisation of higher order chromatin domains. 
To achieve this I could feasibly examine almost any region of the genome.  
However by examining a differentially regulated locus I can also compare the 
inactive and active locus to study the effect of changes in transcription in medium 
and large scale chromatin organisation.  Classical gene clusters such as the Hox or β-
globin loci span ~100Kb and are probably too small for this type of analysis.  
However, superclusters stretch across much larger genomic distances and so I have 
elected to study the EDC which is ~2Mb in size. 
To comprehensively analyse chromatin structure across a region of this size I 
chose to combine biochemical techniques such as ChIP and sucrose gradient 
sedimentation with genomic microarrays.  In collaboration with a commercial 
company, I have designed a tiling oligonucleotide array which covers the EDC to a 
resolution of ~1000bp.  Large scale biochemical analyses preclude the use of tissues 
or primary cells because it is not easy to have a sufficiently large cell population 
from which to prepare chromatin for analysis.  Cell lines, while obviously more 
artificial, allow large amounts of material to be isolated from a pure population of 
cells. 
Therefore, the first stage in the study characterises the expression status of the 
EDC in a number of candidate cell lines to determine which are suitable models for 
further study (Chapter 3).  Ideally, I wanted to find a keratinocyte cell line 
expressing many genes in the EDC and a control cell line with an inactive locus.  
Having selected my model cell lines I then characterised higher level chromatin 
organisation using FISH (Chapter 4) before examining primary and secondary 
chromatin structure using ChIP and sucrose gradient sedimentation combined with 
microarrays (Chapter 5).  I then attempted to relate the different levels of chromatin 
structure to each other and examine whether the region is organised into one large 
chromatin domain or built up of many smaller ones.  Furthermore, the EDC is 
obviously an important locus for the process of epidermal differentiation and its 
aberrant function plays a role in human diseases.  It has been proposed that there is 
some mechanism of coordinate control at the locus (Mischke, 1998).  However, few 




locus, albeit in vitro, I hoped to gain some insight into whether such mechanisms 
exist and what they might be. 
Although the EDC itself is rarely studied, there have recently been a number 
of large studies which have examined gene expression and chromatin structure across 
the human genome.  30nm chromatin fibre structure was analysed across the entire 
lymphoblastoid cell genome (Gilbert et al., 2004) and genome wide expression data 
is also available for lymphoblastoid cells (Goetze et al., 2007).  The single study of 
the interphase chromatin organisation at the EDC used lymphoblastoid cells as a 
model of the inactive locus (Williams et al., 2002).  A recent study has also 
examined the genome wide distribution of histone modifications in CD4+ T-cells 
where we might expect chromatin structure across the genome to be similar to that 
found in lymphoblastoid cells (Barski et al., 2007).  Therefore we can build up a 
picture of the inactive EDC using this data (Figure 1.6A).  This would suggest that 
the inactive EDC has a low median gene expression levels and is depleted in 
H3K4me3 but enriched in H3K9me3 marks. This is in contrast to the regions 
flanking the locus which have the opposite pattern of histone modifications and are 
more active.  In addition, the EDC and its proximal flanking region may have a 
compact secondary chromatin structure than the distal flank which is more open 
(Figure 1.6A, (Gilbert et al., 2004).  However this data is at a low resolution and the 
status of the EDC and proximal flanking region are based on the values of just two 
microarray probes.  From these data and what we know of nuclear organisation in the 
region in lymphoblastoid cells, I would suggest that the inactive EDC is marked by 
repressive histone modifications, has a condensed chromatin structure and is 
positioned inside the chromosome 1 territory (Figure 1.6B).  We might expect that 
upon activation, the repressive marks will be replaced by activating marks, the 
chromatin will decondense and the locus will loop out of the territory.  The flanking 
regions on the other hand will likely have a relatively decondensed structure in both 
cell lines and positioned on the edge or outside of the chromatin territory and be 
associated with active histone modifications.  These data may also suggest that the 
EDC is represented by a single large chromatin domain with G band like properties 
when inactive but with R band like properties when active. 
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Figure 1.6 Hypothesis of Chromatin Structure at the EDC
A. Data from other studies of chromatin structure at the inactive EDC in Lymphoblastoid
cells.  In all cases data was roughly traced and so the graphs are not quantitative.  Gene
expression was measured from K562 lymphoblastoid cells and represents a moving median
(Goetze et al., 2007).  H3K4me3 and H3K9me3 were traced from the UCSC annotation of the
data of Barski et al., 2007 and represents the results of mass sequencing of ChIP from CD4+
human T-cells.  The enrichment of open chromatin represents the hybridisation of biophysically
isolated open chromatin fibres from FATO lymphoblastoid cells (Gilbert et al., 2004).  This data
was sampled at a much lower resolution than the other datasets, on a BAC clone array.  The
positions of the BACs are indicated and they are drawn to scale.  All genomic positions are
from NCBI Build 36.
B. Hypothesis for the active EDC.  Combining these data and the FISH data from other
studies (Goetze et al., 2007, Williams et al., 2002) I propose that in active EDC will relocate
outside of its chromosome territory and chromatin fibre structures across the region will adopt
a more active conformation, the repressive histone marks will also be replaced with activating
marks.  Only one chromosome territory is shown in each case
Inactive EDC
(Control Cells)













Chapter 2: Materials and Methods 
Unless otherwise stated, all reagents used were of analytical grade and obtained from 
Sigma or Invitrogen 
 
2.1 Reagents, Stock Solutions and Buffers 
Note:  A number of solutions were available as stock solutions, prepared by technical 
services at the MRC Human Genetics Unit.  These are indicated below and I am 
indebted to them for this service.  All solutions were made using deionised water 
unless otherwise stated. 
 
Alkaline Lysis Solutions: Solution I was 50mM Glucose, 25mM Tris-HCl (pH 
8.0), 10mM EDTA (pH 8.0).  Solution II was 0.2N NaOH and 1% (w/v) SDS and 
was freshly prepared before use.  Solution III was prepared by the mixing of 60ml of 
5M Pottasium Acetate, 11.5ml of Glacial Acetic acid and 28.5ml of water (Sambrook 
and Russell, 2001). 
 
Antibiotics: Stock solutions of chloramphenicol were made by dissolving 
chloramphenicol powder in ethanol to a concentration of 25mg/ml.  Similarly 
kanamycin monosulphate was dissolved in water to a concentration of 10mg/ml to 
make a stock solution. 
 
Buffered Phenol-Chloroform: Was a 25:24:1 mixture of Phenol, Chloroform 
and Iso-Amyl Alcohol saturated with 10mM Tris (pH 8.0) and 1mM EDTA and was 
purchased from Sigma. 
 
ChIP Elution Buffer: 0.1M Na HCO3, 1% SDS, was made fresh before use 
 
Chromatin Wash Solutions: These solutions were used to prepare 




and Complete Protease Inhibitors (Roche).  Chr-W1 was 10mM Hepes (pH 8), 
10mM EDTA, 0.5mM EGTA, 0.25% Triton X-100 (v/v).  Chr-W2 was 10mM Hepes 
(pH 8), 1mM EDTA, 0.5mM EGTA, 200mM NaCl, 0.01% Triton X-100 (v/v).  Chr-
W3 was 25mM Tris HCl (pH 8), 2mM EDTA, 150mM NaCl and 0.1% SDS (w/v). 
 
Coomassie Stain: 0.25% Coomassie brilliant blue R-250 (w/v), 45% methanol 
(v/v) and 10% glacial acetic acid (v/v).  The Coomassie powder was dissolved in the 
methanol first to avoid the formation of precipitates. 
 
Coomassie Destain Solution: 30% methanol (v/v) and 10% glacial acetic acid (v/v).  
 
Crosslinking Solution: 100mM NaCl, 50mM Hepes (pH 8) and 11% 
formaldehyde (w/v). 
 
DNA Loading Buffer: 5xTBE with 40% Sucrose (w/v) and 0.25% Orange G 
(w/v) 
 
Ficoll Loading Buffer: Was prepared by supplementing either 5xTBE or 
5xTPE with 15% Ficoll (Type 400; Pharmacia, w/v) and 0.25% bromophenol blue 
(w/v) as appropriate. 
 
FISH Hybridisation buffer: 50% deionised formamide (v/v), 10% dextran sulphate 
(v/v) 1% Tween 20 (v/v), in 2x SSC. 
 
Genomic Lysis Buffer: Was prepared as a 2x stock solution: 300mM NaCl, 
1% SDS (w/v) and 20mM EDTA.  Samples were mixed at a 1:1 ratio (v/v) for use. 
 
Luria-Bertani (LB) Broth: Was prepared by the addition of 10g of tryptone, 5g of 
yeast extract and 10g of NaCl to 1 litre of water.  It was brought to pH 7.0 by the 
addition of Sodium Hydroxide. Was prepared by technical services at the MRC 





Microarray Hybridisation Buffer: 50% Deionised formamide (v/v), 5xSSC, 5x 
Denhardt’s solution and 0.1% SDS (w/v).  The Denhardt’s and SSC was purchased 
from Sigma to ensure it was free from nucleases and contaminants. 
 
MOPs Electrophoresis Buffer: 20mM MOPS, 5mM Sodium Acetate, 1mM 
EDTA was made as a 10x stock using RNase free water. 
 
Nuclear Buffer A (NB-A): 85mM KCl, 10mM Tris-HCl (pH 7.6), 5.5% Sucrose 
(w/v), 0.5mM Spermidine, 0.2mM EDTA, 0.25mM PMSF.  Was made without 
PMSF and stored at 4oC until use, upon which PMSF was added. 
 
Nuclear Buffer R (NB-R): 85mM KCl, 10mM Tris-HCl (pH 7.6), 5.5% Sucrose 
(w/v), 0.25mM PMSF.  Was made without PMSF and stored at 4oC until use, upon 
which PMSF was added. 
 
Nuclear Buffer ChIP (NB-ChIP): 85mM NaCl, 10mM Tris-HCl (pH 7.6), 5.5% 
Sucrose (w/v), 0.25mM PMSF, 5mM Na Butryate.  Was made without PMSF and Na 
Butyrate and stored at 4oC until use, upon which PMSF was added. 
 
Nuclear Buffer ChIP (NB-Stop): 215mM NaCl, 40mM Tris-HCl (pH 8), 20mM 
EDTA, 5.5% Sucrose (w/v), 0.2% Triton X-100 (v/v), 0.25mM PMSF, 5mM Na 
Butryate, 2x Complete Proteinase Inhibitors (Roche).  Was made fresh before use. 
 
Phosphate Buffered Saline (PBS): Dulbecco’s PBS (without Ca2+ and Mg2+) was 
10mM Phosphate, 137mM NaCl and 27mM Potassium Chloride.  Was made from 
tablets purchased from Unipath (Oxford) by technical services at the MRC Human 
Genetics Unit. 
 
Proteinase K: Lyophilized powder was dissolved to a concentration of 20mg/ml 
(w/v) in 50mM Tris (pH 8.0), 1.5mM Calcium Acetate, 50% Glycerol (v/v) and was 





RNA Loading Buffer:  Was made as a 5x stock: 5xMOPS electrophoresis 
buffer with 4mM EDTA, 0.89M formaldehyde, 20% (v/v) glycerol, 30% Formamide 
(v/v) and 0.25% Bromophenol Blue (w/v) using RNase free water. 
 
SDS: Was prepared as a 20% (w/v) stock solution by technical services at the MRC 
Human Genetics Unit. 
 
SDS Loading Buffer: Was prepared as a 2x stock solution of 125mM Tris 
HCl (pH 6.75), 4% (w/v) SDS, 10% (v/v) β-mercaptoethanol, 20% (v/v) glycerol and 
0.1% (w/v) bromophenol blue. 
 
SDS-Page Running Buffer: Tris-glycine running buffer: 25 mM Tris base, 250 mM 
glycine (pH 8.3) and 0.1% SDS (w/v) was prepared as a 5x stock (Sambrook and 
Russell, 2001).   
 
SSC: 3M NaCl, 0.3M tri-sodium citrate, pH7.4 was prepared as a 20x stock by 
technical services at the MRC Human Genetics Unit. 
 
STE: 10mM Tris-HCl (pH 8.0), 0.1M NaCl and 1mM EDTA (pH 8.0) 
 
TE: 10mM Tris HCl (pH7.6), 0.1mM EDTA prepared by technical services at the 
MRC Human Genetics Unit. 
 
TEEP Buffers: Were 10mM Tris HCl (pH 7.6), 0.1mM EDTA, 250μM PMSF 
and a salt concentration as indicated by the suffix, eg. TEEP20 was made with 20mM 
NaCl.  Prepared as a 20x stock and PMSF added before use.   
 
Tris Borate Buffer, TBE: 90mM Tris Borate, 2mM EDTA (pH 8.0) was prepared 
as a 20x Stock Solution by dissolving 108g of Tris Base, 27.5g of Boric Acid in 
40ml of 0.5M EDTA and 960ml of water and was diluted before use. Was prepared 





Tris Buffered Saline (TBS): 150mM NaCl and 10mM Tris-HCl (pH 7.4) was 
normally prepared as a 10x stock. 
 
Tris Phosphate Buffer, TPE: 90mM Tris-Phosphate, 2mM EDTA (pH 8.0) was 
preoared as a 10x Stock Solution by dissolving 108g of Tris Base in 15.5ml of 85% 
phosphoric acid, 40ml of 0.5M EDTA and 944.5ml of water and was diluted before 
use. 
 
Western Transfer Buffer: 25mM Tris-Glycine (pH 8.3) with 20% methanol (v/v) 
was made fresh before use.  3.03g of Tris Base and 14.4g of Glycine were dissolved 
in 800ml of water and 200ml of Methanol was added. 
 
X-ChIP sonication buffer: 25mM Tris HCl (pH 8.0), 2mM EDTA, 150mM NaCl, 






2.2 Plasmids and Bacterial Culture 
2.2.1 Genomic Clones 
All genomic clones were supplied by the Sanger Institute Clone service.  Fosmids 
were from the WIBR2 library derived from a human female at the Broad Institute 
and had been cloned into DH10B T1 resistant competent cells.  The vector backbone 
used for the derivation of the library was pEpiFOS-5.  The BACs used were from the 
RPCI-11 Human Male BAC Library (Osoegawa et al., 2001).  The cloning vector 
used was the pBACe3.6 vector and they were transformed into DH10B 
electrocompetent cells.  The single PAC used in this study comes from the RPCI-1 
Human male PAC library which was constructed by P.A. Ioannou at the Children's 
Hospital Oakland Research Institute using the pCYPAC2 vector and transformed 
into DH10B electrocompetent cells. 
The stocks of these clones were all supplied as bacterial stab cultures in agar.  
These were then streaked out onto agar plates with an appropriate selective antibiotic 
and grown overnight at 37oC to give single colonies.  To ensure each that each stab 
was clonal, DNA was prepared from two of these colonies (see below) and digested 
using the enzyme EcoR1.  By resolving the restriction fragments from each clone on 
agarose gels and comparing their patterns, all supplied clones were found to be 
clonal. 
 
2.2.2 Bacterial Culture 
Bacteria were streaked out onto plates made from Luria-Bertani (LB) broth 
supplemented with 1.5% agar (Prepared by technical services at the MRC Human 
Genetics Unit).  The LB-agar was melted and selective antibiotics added after it had 
cooled, before the plates were poured.  Bacteria were then streaked out to give single 




were supplemented with 37.5 μg/ml of chloramphenicol and PACs were grown on 
plates supplemented with 10 μg/ml kanamycin. 
 To prepare DNA from Bacteria they were grown in overnight liquid cultures.  
A single colony was picked from an agar plate and inoculated into 5ml of LB broth.  
They were then allowed to grow overnight with shaking at 37oC and at least a 5:1 air 
to liquid ratio.  The culture was also supplemented with the appropriate selective 
antibiotic, 12.5 μg/ml of chloramphenicol or 10 μg/ml kanamycin. 
 
2.2.3 Bacterial Glycerol Stocks 
To prepare a glycerol stock, glycerol was added to a final concentration of 30% (v/v) 
to an aliquot of an aliquot of an overnight culture.  It was then stored at -70oC. 
 
2.2.4 Preparation of DNA from Bacterial 
Overnight Cultures 
To prepare DNA from overnight cultures of genomic clones an adaptation of the 
method described by Sambrook and Russell was used (Sambrook and Russell, 2001).  
Firstly the overnight culture was spun down at 2000g for 5 minutes at 4oC.  It was 
then resuspended in ice cold STE buffer before being spun again and being 
resuspended in 200μl of cold alkaline lysis solution I on ice.  400μl of fresh alkaline 
lysis solution II was then added; the tube was inverted gently several times and again 
placed on ice.  300μl of ice cold alkaline lysis solution was then added, the tube 
inverted again and incubated on ice for 5 minutes.  Precipitated cell debris were then 
pelleted by spinning at maximum speed in a microcentrifuge for 5 minutes at 4oC 
and the supernatant removed to a fresh tube.  Then two Buffered Phenol-Chloroform 
(BPC) extractions and one chloroform extraction were performed (see Section 2.3.1 
below) before RNase A was added to 100μg/ml and the preparation was incubated at 
37oC for 1 hour.  A further BPC extraction and Chloroform extraction were then 




spinning for 15 minutes at maximum speed in a microcentrifuge. The pellet was then 
washed twice with 70% (v/v) ethanol before being left to resuspend overnight at 4oC 
in 15-30μl of water.  Generally these preparations yielded ~1μg of DNA (as 
determined on an agarose gel, spectrophotometry yielded inaccurate results). 
 
2.3 Preparation and Handling of DNA 
2.3.1 Purification of DNA by Phenol/Chloroform 
Extraction and Ethanol Precipitation 
If necessary the volume of the sample was adjusted to at least 200μl with water.  If 
substantial amounts of protein were present (for example in a nuclear or chromatin 
preparation) SDS was added to 0.1% (w/v), proteinase K to 20μg/ml and the 
preparation incubated at 55oC for at least 1hr.  An equal volume of BPC was added 
to the DNA sample, mixed, and centrifuged at 12,000 g for 5 minutes. After 
centrifugation the top aqueous layer was removed, avoiding the white precipitate 
present at the boundary between the two layers, and added to a fresh tube. For crude 
preparations of DNA this process was then repeated. Then an equal volume of pure 
chloroform was then added, and the mixing and centrifugation repeated to remove 
any remaining phenol. 
 To concentrate the DNA ethanol precipitation was performed as follows.  
1/10th volume 5M Sodium Acetate at pH4.6 and 2 volumes of ice cold ethanol were 
added to the DNA sample. The sample was then mixed and incubated on ice for at 
least 15 minutes before being centrifuged at 12,000 g for 15-30 minutes, the 
supernatant discarded and the pellet washed in 70% ethanol (v/v). Centrifugation was 
repeated for 5 minutes and the supernatant removed. The pellet was then dried 
briefly at room temperature to remove excess ethanol and resuspended in the 





2.2.3 Isolation of Genomic DNA 
Genomic DNA was isolated by diluting nuclei prepared from cell lines into Genomic 
Lysis buffer.  They were then briefly sonicated to shear the DNA before being 
cleaned up by Proteinase K digestion, two BPC extractions, a Chloroform extraction 
and precipitated with ethanol before being allowed to resuspend overnight at 4oC. 
 
2.2.3 Digestion of DNA with Restriction 
Endonucleases 
For analysis of genomic clones, DNA was digested using the EcoRI enzyme.  100-
200ng of DNA was diluted in the appropriate buffer supplemented with 100μg/ml 
Bovine Serum Albumin (BSA) and digested with 20 Units of EcoR1 (New England 
Biolabs) by incubation for 1hr at 37oC.  The reaction was stopped by the addition of 
DNA Loading Buffer (see below) and the products resolved on a 0.7% agarose gel. 
 
2.3.4 Quantitation of DNA by 
Spectrophotometry 
DNA concentration was routinely measured spectrophotometrically using a nanodrop 
ND-1000 (Nanodrop Technologies) according to the manufacturer’s instructions.  
The absorbance of the sample was measured at a wavelength of 260nm (A260).  An 
A260 of 1 equals 50μg/ml of double stranded DNA. 
 
2.3.5 Resolution of DNA on Agarose Gels 
Gels for routine analysis of DNA were made to an appropriate agarose percentage 




Loading buffer was added to all samples at a ratio of 1 part buffer to 4 parts sample. 
Appropriate commercial DNA size markers were used to allow size determination 
and quantification of DNA fragments.  RT PCR products were resolved on 4% gels 
made with NuSieve 3:1 agarose (Cambrex Bioscience Rockland, Inc).  Preparations 
of Mono-Nucleosomes were resolved on 4% gels made with NuSieve GTG agarose 
(FMC Bioproducts, Rockland USA).  DNA prepared from chromatin fractionated on 
sucrose gradients was resolved on 0.7% agarose gels using Tris-Phosphate (TPE) 
Buffer.  Ficoll DNA loading buffer prepared with TPE buffer was also used.  These 
were run overnight and the buffer recirculated.  TPE was used as a buffer because it 
is thought to give better resolution of high molecular weight DNA fragments (N. 
Gilbert, PhD theis, University of Edinburgh).  After resolution the gels were stained 
in electrophoresis buffer with 0.5 mg/ml Ethidium Bromide for at least 30 minutes at 
room temperature and destained in electrophoresis buffer for 15 minutes at room 
temperature.  DNA was then visualised under Ultra Violet illumination.  For analysis 
gels were scanned using a 532nm laser and a 575nm Long Pass filter (LPG filter on a 
Fuji FLA-5100 phosphorimager). 
 
2.3.6 Pulsed Field Gel Resolution of DNA on 
Agarose Gels 
Preparative fractionation of DNA from gradient fractions was carried out by pulsed-
field gel electrophoresis (PFGE) (CHEF system, Biorad) through 1% Seaplaque 
GTG, low melting point agarose (FMC Bioproducts) in 0.5 × TBE, at 180 V, for 36 
hr, with a 0.1–2 s switching time. Size markers were 1 kb (Promega) and 2.5 kb 





2.3.7 Extraction of DNA Fragments From 
Agarose Gels 
DNA was extracted from gels using the β-Agarase I Enzyme (New England Biolabs). 
Transverse gel slices containing the DNA of interest were cut using a clean razor 
blade and melted in a microcentrifuge tube at 65oC.  The volume of melted gel was 
then estimated before it was diluted into 1x β-Agarase I Reaction Buffer (10mM Bis-
Tris HCl, 1mM EDTA pH 6.5) and incubated at 65oC for 10mins.  It was then cooled 
to 42oC before an appropriate amount of enzyme was added (1 unit of β-Agarase will 
digest 200μl of 1% low melting point agarose in 1 hour) and incubated at 42oC for 2 
hours.  After this period, the sample was cooled on ice and examined to make sure all 
agarose had been digested.  Two BPC extractions and one chloroform extraction 
were then performed before the samples were ethanol precipitated and resuspended 
in an appropriate volume of water. 
 
2.3.8 Amplification of DNA Samples by Whole 
Genome Amplification 
The yield of ‘open’ chromatin DNA that could be obtained from preparative pulse 
field gels was very low.  Therefore, before hybridisation to microarrays it had to be 
amplified.  I chose to use a commercial kit, the GenomePlex Whole Genome 
Amplification Kit (WGA) kit from Sigma for this purpose.  The kit representatively 
amplifies DNA from as little as 10ng.  Briefly the DNA is fragmented chemically 
before linkers are ligated to the fragments and the DNA is amplified by PCR. 
 Samples were first diluted to a concentration of 1ng/μl in water, then 1μl of 
10x Fragmentation Buffer was added to 10μl of the dilute sample in a 
microcentrifuge tube and mixed.  The  tube was placed on a thermal block at 95oC 
for exactly 4mins to fragment the DNA before being cooled on ice.  Then 2μl of 
Library Preparation Buffer and 1μl of Library Stabilization solution were added, 




preparation enzyme was then added and the following series of incubations 
performed on a thermocycler: 16oC for 20mins, 24oC for 20mins, 37oC for 20mins, 
75oC for 5mins.  Then the samples were cooled on ice before amplification.  7.5μl of 
10x Amplification Master Mix, 47.5μl of water and 5μl of WGA DNA Polymerase 
were added, mixed and the following program of thermocycling performed: 95oC for 
3 minutes, followed by 14 cycles of 94oC for 15secs and 65oC for 5mins.  After 
amplification, the samples were cleaned up by performing one BPC extraction and 
one Chloroform extraction.  After ethanol precipitation they were resuspended in 
50μl of 10mM Tris-HCl (pH 8.0). 
 For the amplification of DNA prepared for ‘open’ chromatin, it was assumed 
that the concentration of DNA recovered from gel slices was roughly 1ng/μl.  When 
the amplified DNA was resolved on a an agarose gel, it was found that, as expected it 
ranged in size from around 75-1500bp and no DNA was present in a negative control 
sample prepared using water instead of DNA (Figure 2.1A and data not shown).  It 
was found that two preparations of ‘open’ chromatin were more dilute than expected.  
These samples were amplified for 20 cycles rather than 14 (the corresponding input 
samples were amplified similarly).  No product was observed in a similarly amplified 
negative control and after two technical replicate array hybridisations these samples 
were correlated to two independent samples similarly treated but amplified for only 
14 cycles (Pearsons, R2: 0.523 for the HaCaT sample and 0.549 for the 293 sample). 
 I also checked whether this methodology was indeed capable of 
representatively amplifying a complex mixture of fragments.  My experiments using 
Chromatin Immunoprecipitation (ChIP) had revealed that sufficient DNA could be 
precipitated to allow hybridisation to oligonucleotide microarrays without prior 
amplification (see Chapter 5).  I therefore performed ChIP from HaCaT cells using 
an anti-Acetylated Histone H3 Lysine 9 (H3K9Ac) antibody (see Section 2.8, 
below).   Two technical replicate hybridisations of labelled ChIPed material and 
Input material were then performed on my custom oligonucleotide microarrays (see 
Section 2.9, below).  Aliquots of the remaining ChIPed and Input material were then 
amplified using the WGA method described above.  The amplified material was then 
used to perform two technical replicate hybridisations.  Both sets of hybridisations 




H3K9Ac/Input ratio was generated for each oligo for both the amplified and 
unamplified material.  The correlation between amplified and unamplified mean log2 
values was 0.459 which is lower than that observed between two independent 
biological replicates of the ChIP (R2, Pearson’s = 0.762, Figure 2.1B).  However, I 
was able to detect the enrichment of H3K9Ac at the active S100A gene promoters in 
the amplified material like the unamplified material (Figure 2.1C).  Therefore, the kit 
representatively amplifies complex mixtures of DNA. 
 
2.3.9 Labelling of DNA Samples for 
Hybridisation to Microarrays 
DNA samples were labelled for hybridisation to microarrays using Bioprime Total 
kits (Invitrogen) according to the manufacturer’s instructions.  These kits use 
nucleotides conjugated to Alexa Fluor 3 and 5 dyes rather than the more commonly 
used Cyanine 3 and 5.  However, for the purposes of detection, they are essentially 
identical to the Cyanine dyes.  Therefore, throughout this text I will refer to Alexa 
Fluor 3 and 5 as Cyanine 3 and 5.  Briefly 50-500ng of DNA were diluted into 1mM 
EDTA and the primer/ labelled nucleotide mix added.  The DNA was then denatured 
at 95oC for 5mins and cooled on ice for 5mins before the Exo- Klenow enzyme 
fragment was added.  The labelling reaction was allowed to proceed for 3hrs at 37oC 
with mixing and was stopped by the addition of 5μl 0.5M EDTA.  This was one hour 
longer than given in the manufacturer’s instructions but the extra hour was found to 
increase the labelling efficiency (data not shown). 
 The labelled DNA was then purified using QIAGEN PCR purification 
columns.  These were used according to the manufacturer’s instructions but with 
some modifications in order to increase the efficiency of the procedure.  The sample 
mixed with buffer PBI was passed twice over the column in order to increase the 
efficiency of binding.  Elution was performed by adding 25μl of water (made 
alkaline by the addition of a drop of NaOH) to the column and then incubating the 
column for 5mins at RT.  The elution was then repeated to ensure the whole sample 






























Figure 2.1 Testing the WGA Amplification Method
A. Amplified chromatin fractions from 293 and HaCaT cells.  IN- Input, O1 and 2- Different
Open chromatin fractions (see Chapter 5).  Selected DNA size markers are indicated.
B. Scatter plots of Log2 H3K9Ac ChIP/Input for unamplified material vs amplified material
and unamplified material from two biological replicates of the ChIP.  The R2, Pearson’s is given
and a line of best fit drawn.
C. Boxplot showing that enrichment of H3K9Ac at the promoters of the active S100A
genes can be detected using amplified samples.  The two distributions are significantly different


















-1.5 -1 -0.5 0 0.5 1 1.5
Amplified vs Unamplified











































2.3.10 Real Time PCR 
Real Time PCR analysis of DNA prepared from ChIP samples was performed with a 
Quantitect SYBR Green detection kit (Qiagen) according to the manufacturer’s 
instructions, with a Peltier PTC-200 thermocycler using an in built Cromo4TM 
continuous fluorescence detector connected to Opticom 3.1 software interface.  
Standards were created from a serial dilution of ChIP input DNA using a 10% input 
aliquot (0.2%, 0.04%, 8x10-3% and 1.6x10-3% of input).  2μl of these standards and 
2μl (4%) of precipitated and mock precipitated samples were then diluted into the 
reaction mixture along with 0.5nmol/ml of each primer.  The following thermal 
cycling program was then followed: 15min at 95oC followed by 45 cycles of 94oC 
for 30secs, 66oC for 30secs, 72oC for 30secs.  The fluorescence of each sample was 
read after each cycle at a temperature of 72oC.  Fluorescence readings were used to 
calculate the cycle at which each sample and standard crossed a fluorescence 
threshold (Ct).  The Ct values of the standards were used to plot a graph of log10 input 
percentage against threshold cycle.  The equation of this graph, calculated by linear 
regression, then allowed a percentage of input DNA value to be assigned to the 
precipitated and mock precipitated samples.  The precipitated samples were then 
expressed by their degree of enrichment over the mock sample (ie %input of 
ChIP/%input of Mock). 
 The primers used were specific for the S100A6 gene promoter region and 
were GCGCAGCTCAGTTTGCTCAGTTT (forward) and 
TCACATTCACGGTCTGGCAGAGGAA (reverse), see Figure 5.16, p186.  Using a 
melting curve from 60 to 100oC and by resolution on an agarose gel, I confirmed that 
the amplification conditions used with these primers produced a single product of the 





2.4 Preparation and Handling of RNA 
2.4.1 RNA isolation and purification 
To isolate and purify total RNA from cells, I used TRI-reagent (Sigma) according to 
the manufacturer’s instructions.  Briefly, adherent cells were washed in PBS at room 
temperature before ~100μl of TRI-reagent were applied per cm2 of tissue culture 
flask.  Cells grown in suspension were pelleted at 1000g for 4mins at RT before 
being washed once in PBS and resuspended in a small volume of PBS and an 
appropriate volume of TRI-reagent added as above.  The cells were incubated a few 
minutes in the TRI-reagent to lyse them before being transferred to an appropriate 
vessel.  Cells were then homogenised and genomic DNA sheared by passing the 
suspension through a 21 gauge needle. Samples were then left at 4oC for 5mins to 
allow complete dissociation of nucleoprotein complexes.  Samples could be frozen at 
–70oC at this stage for later use and then thawed before being processed.  1/5th of a 
volume of chloroform was then mixed with the TRI Reagent, before being 
centrifuged at 12,000g at 4oC to separate the two phases.  The RNA is found in the 
upper aqueous phase of the homogenate.  This is removed and 0.5 volumes of 
isopropanol were added before being incubated for 5mins at RT and pelleted by 
centrifugation at 12000g for 15 minutes at 4oC.  The pellet was washed twice in 75% 
ethanol (v/v) and could be stored at –70oC in 75% ethanol.  After the final wash, 
excess ethanol was removed by brief air drying and the pellet resuspended in an 
appropriate volume of RNase free water.  RNA was quantified by measuring the A260 
and concentration calculated as described in Sambrook et al. (2001). 
 
2.4.2 Purification of RNA by Phenol/Chloroform 
Extraction and Ethanol Precipitation 
Buffered Phenol-Choloroform was used to clean up RNA samples in the same way 




performed on RNA samples.  To concentrate the RNA, ethanol precipitation was 
performed as for DNA, but the pellet was washed using 75% ethanol (v/v) rather 
than 70%.  The pellet was then dried briefly at room temperature to remove excess 
ethanol and resuspended in the appropriate volume of RNase free water or other 
buffer as stated in the text. 
 
2.4.3 Resolution of RNA on Formaldehyde Gels 
1.2% agarose gels (“Hi-Pure” Low Eeo agarose, BioGene UK) were made in 1x 
MOPS electrophoresis buffer supplemented with 0.13 M formaldehyde. The gels 
were run in MOPS electrophoresis buffer supplemented with 0.25 M formaldehyde.  
The RNA samples were diluted into 1x RNA Loading buffer and denatured at 65oC 
for 5mins and cooled on ice for 5mins before loading.  During electrophoresis the 
buffer was recirculated using a peristaltic pump.  After resolution the gels were 
stained in 0.5 mg/ml Ethidium Bromide for 30mins at RT and destained in 1x MOPS 
electrophoresis buffer for 15mins at RT.  The RNA was visualised under UV 
illumination. 
 
2.4.4 Reverse transcription polymerase chain 
reaction (RT-PCR) 
20μg of RNA was treated with DNase I (0.3U/μl) and Protector RNase inhibitor 
(1.3U/μl, both Roche) for 1 hour at 37oC and then phenol/chloroform extracted and 
ethanol precipitated as described above.  Treated RNA was quantified by measuring 
its A260 and its integrity checked using a formaldehyde gel to compare it to the 
untreated RNA (see above).  Reverse transcription to create first strand cDNA was 
then performed using random hexamers.  1-2μg of RNA was mixed with 200μM of 
random hexamers and incubated at 70°C for 10mins before being transferred to ice.  
To create the first strand cDNA, the RNA was incubated with 10mM dithiothreitol 




reverse transcriptase (Invitrogen) at 37°C for 1hr in a total volume of 40μl.  PCR was 
then performed with 2.5mM MgCl2 using the first strand cDNA as a template and 
two primers (0.5μM each).  The primers and PCR programmes used are described 
below.  The DNA PCR products were resolved on 4% 3:1 NuSieve Agarose TBE 
gels as described in Section 2.3.5, p57. 
 
2.4.5 Primers for RT-PCR 
The primer pairs were designed to yield products of around 100 to 200 base pairs and 
to span an intron of their target mRNA, thereby allowing the presence of 
contaminating genomic DNA in PCR reactions to be identified.  The β-Actin Primers 






Primer Pairs and conditions used for RT PCR 
The following gene name abbreviations are used: ILF2: Interleukin Enchancer-Binding 
Factor 2, SNX27: Sorting Nexin 27, FLG: Filaggrin, SPRR1B: Small Proline Rich Protein 1B, 
LCE3D Late Cornified Envelope Protein 3D, CK10 and 14: Cytokeratin K10 and K14 
respectively, IVL: Involucrin. 
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2.4.6 Preparation of Labelled cDNA for 
Hybridisation to Microarrays 
40μg of RNA was treated with 4U DNase Turbo (Ambion) and Protector RNase 
inhibitor (1.6 U/μl) for 15 minutes at 37oC.  The RNA was then purified using 
RNeasy Min-elute columns (QIAGEN) according the manufacturers instructions.  
Briefly the RNA is selectively bound to a silica-gel membrane and washed before 
being eluted using RNase-free water.  I chose to elute by adding 12μl of water to the 
column, incubating 5mins at RT and then spinning the column to elute the RNA.  
This process was repeated to ensure all the RNA was eluted.  The RNA was then 
quantified and its integrity checked by resolution alongside the untreated sample on a 
formaldehyde agarose gel (see above).  ~20μg of RNA was then labelled for 
hybridisation onto microarrays using the Superscript III direct labelling kit 
(Invitrogen) and Cyanine 3 and 5 labelled dCTPs (Amersham-Pharmacia).  Briefly, 
the RNA was incubated with random primers for 5mins at 70°C and then cooled for 
5mins on ice. RNA Guard, dNTPs, labelled dCTP and Superscript Enzyme were then 
added, as per instructions, and the mixture incubated at 46°C for 3hrs. To hydrolyse 
the RNA, 15μl of 0.1M NaOH were added and incubated for 15mins at 70°C, this 
was neutralised by the addition of 15μl  0.1M HCl and mixing.  The labelled cDNA 
was then purified using a PCR purification kit (QIAGEN).  Briefly, the labelled 
DNA is selectively bound to a silica-gel membrane and then washed to remove 
components of the reaction before being eluted using an alkaline buffer.  I modified 
the manufacturer’s protocol slightly by passing the DNA over the column twice to 
ensure maximal binding, washing twice and eluting after a 5min incubation at RT 
using 25μl of water (made alkaline by the addition of a drop of 5M NaOH to 50ml).  





2.5 Preparation and Handling of Protein 
2.5.1 Preparation of Whole Cell and Nuclear 
Protein Extracts 
Whole cell protein extracts were prepared by washing cells in PBS and then adding 
an appropriate volume of 1xSDS loading buffer to lyse the cells.  The solution was 
then transferred to a microcentrifuge tube and sonicated briefly to shear the 
chromatin.  The samples were then boiled at 95oC for 5-10mins to denature the 
proteins. 
 To prepare nuclear protein extracts, nuclei were prepared according to 
Section 2.6.5, below.  They were then resuspended in a small volume of buffer and 
an equal volume of 2xSDS loading buffer was added and sonicated and boiled as for 
whole cell extracts.  
 
2.5.2 TCA Precipitation of Proteins 
To precipitate proteins, samples were mixed with an equal volume of 20% (v/v) 
Trichloroacetic Acid (TCA) and then stored for a minimum of 1hr at -20oC.  They 
were then spun for 15mins at maximum speed in a microcentrifuge at 4oC.  The 
supernatant was removed and the pellet washed twice with a large volume of ice 
cold, pure acetone.  Between washes, the pellet was incubated for at least 30mins on 
ice and respun in a microcentrifuge.  The second acetone wash was completely 
removed and the pellet dried on a heat block at 95oC for 5-10mins to remove the last 
of the acetone.  The pellet was then resuspended in an appropriate volume of 1xSDS 





2.5.3 SDS PAGE Resolution of Proteins 
Cell protein extracts were resolved by Sodium Dodecylsuplphide Polyacrylamide 
Gel Electrophoresis (SDS-PAGE, (Sambrook and Russell, 2001)). Briefly, 
denaturing polyacrylamide minigels with 8-12% acrylamide (v/v), 0.39 M Tris-HCl 
(pH 8.8), 0.1% SDS (w/v), 0.1% ammonium persulfate (w/v) and 0.04% N, N, N’, 
N-tetramethylethylene diamine (TEMED, v/v) were prepared in water and left to set 
covered with a butan-1-ol overlay.  This was then removed and a stacking gel with 
5% acrylamide (v/v), 0.13 M Tris-HCl (pH 6.8), 0.1% SDS (w/v), 0.1% ammonium 
persulfate (w/v), and 1% TEMED (v/v) applied on top.  After this had set, the gel 
was placed in SDS-PAGE running buffer, the samples loaded and run in 
electrophoresis tanks (Mighty Small, Hoefer) at 110 V for ~2hrs.  Pre-stained protein 
standards (Bio-Rad) were loaded alongside samples to aid with analysis.  All 
acrylamide used was from a 30%, 29:1 acrylamide:bis-acrylamide (v/v) stock 
(Severn Biotech). 
 
2.5.4 Visualisation of Resolved Proteins 
Firstly stacking gels were removed from SDS-PAGE gels and the denaturating gel 
washed twice in water. Gels were then submerged in for 1 hour at RT with gentle 
agitation in Coomassie Stain Solution. Stain was then discarded and gels incubated 
overnight in Coomassie Destain Solution, again with gentle agitation. 
 
2.5.5 Western blotting 
After SDS-PAGE gels had been run (see above), the stacking gel was removed and 
protein samples transferred to polyvinylidene difluoride (PVDF) membrane 
(Hybond-P, Amersham-Pharmacia) using a Genie Blotter (Idea Scientific).  In brief 




Western Transfer Buffer.   The apparatus was then assembled according to the 
manufacturer’s instructions with the gel and membrane sandwiched between 3MM 
paper (Whatmann) and the proteins transferred 1hr. 
To reduce background, membranes were blocked for 1hr at RT in TBS-Tw 
(1x TBS supplemented with 0.05% Tween 20) supplemented with 4% milk proteins 
(Marvel). Primary antibodies were then diluted to the appropriate concentration in 
TBS-Tw 4% milk and incubated with membranes at 4oC overnight with constant 
agitation.  The next day, membranes were washed 3 times for 5mins at RT in TBS-
Tw before being incubated with secondary antibodies for at least 1 hour at RT in 
TBS-Tw 4% milk. Finally washes in TBS-Tw were repeated and membranes 
developed using enhanced chemiluminscent detection (SuperSignal Western Pico 
Reagent, Pierce). Signals were exposed on Hyperfilm Ecl (Amersham-Pharmacia).  
For primary antibodies used and their dilutions see Table 2.2, below.  Secondary 
antibodies used were, ImmunoPure Goat Anti-Mouse IgG + IgM (H+L), Peroxidase 
Conjugated (Pierce) and Goat Anti-Rabbit IgG (Whole Molecule) HRP (Sigma) both 
at a dilution of 1:10,000. 
 
Table 2.2  
Primary Antibodies for Western Blotting 
Histone modifications are abbreviated, H3K9Ac (Acetylated Histone H3 Lysine 9), H4K16Ac 
(Acteylated Histone H4 Lysine 16), H3K9Me2 (di-methylated Histone H3 Lysine 9).   
 
Epitope Supplier Catalogue No Species Dilution 
Involucrin (SY5) Abcam 68-100 Mouse 1:5,000 
Cytokeratin 10 (LH2) Abcam 20208-100 Mouse 1:1,000 
Cytokeratin 14 
(RCK107) 
Abcam 9220-100 Mouse 1:500 
Histone H3 Upstate 07-690 Rabbit 1:50,000 
H3K9Ac Upstate 07-352 Rabbit 1:10,000 
H4K16Ac Upstate 07-329 Rabbit 1:5,000 





2.6 Cell Culture 
2.6.1 Cell lines 
575 cells are male lymphoblastoid cells that are known to have a normal karyotype 
(Woodfine et al., 2004).  293 cells are a human embryonic kidney cell line that has 
been transformed by exposure to sheared fragments of human adenovirus type 5 
DNA (Graham et al., 1977).  However, a microarray expression analysis has 
suggested that they are neuronal in origin (Shaw et al., 2002).  HT1080 are a human 
fibrosarcoma cell line derived by Rasheed and collegues (Rasheed et al., 1974).  
HaCaT cells are a spontaneously immortalized keratinocyte cell line (Boukamp et al., 
1988).  SVK14 and, NEB1 cells are human keratinocytes that have been transformed 
by SV40 infection and, the early region of human papillomavirus 16 respectively 
(Morley et al., 2003;Taylor-Papadimitriou et al., 1982).  HaCaT, SVK14 and, NEB1 
were kindly supplied by of B. Lane.  A second clone of the HaCaT cell line was 
kindly supplied by N.E. Fusenig. 
 
2.6.2 Thawing Cells from Storage 
Aliquots of cell suspensions were stored in liquid nitrogen in cell culture media 
supplemented with 10% dimethyl sulfoxide (DMSO). After thawing at 37oC, cells 
were seeded into an appropriate tissue culture flask.  In order to remove the DMSO, 
the media was aspirated from the cells and replaced with fresh media after the cells 
had adhered to the flask.  
 
2.6.3 Culture of Cell Lines 
All cells were cultured at 37oC with 5% CO2 and tissue culture medium containing 
penicillin (10,000 units/ml) and streptomycin (650μg/ml).  HT1080, HEK293, 




Medium (DMEM), supplemented with 10% (v/v) Foetal Calf Serum (FCS). NEB1 
cells were cultured as described (Morley et al., 2003), in DMEM with 25%(v/v) 
Ham’s F12 medium, 10% FCS, 0.4μg/mL hydrocortisone (Sigma), 5μg/mL 
transferring (Sigma), 2x10-11mol/L lyothyronine (Sigma), 1.9x10-4mol/L adenine 
(Sigma), 5μg/mL insulin and, 10ng/mL mouse recombinant EGF (BD Biosciences).  
575 cells were cultured in Roswell Park Memorial Institute-1640 medium 
supplemented with 10% FCS, Sodium Pyruvate (1mM), non-essential amino acids 
(Sigma), Insulin, 2mM L-Glutamine, and MOPS (a few drops of 1.25M).  
Cells were grown to near confluency before being passaged into new culture 
flasks by the following methods. To split HT1080, 293 and, SVK14 cells, spent 
tissue culture medium was removed by aspiration.  Cells were then washed once in 
PBS before a small volume of trypsin-EDTA (10%, v/v) was added and incubated 
with the cells for 5 minutes at 37oC. Cells were dislodged by simple agitation, 
medium added to stop the trypsin, and cells pelleted at 1000g for 4 minutes before 
replating.  HaCaT and NEB1 cells were split in a similar manner except they were 
washed twice with PBS and then incubated for 5 minutes at 37oC in small volume of 
trypsin-EDTA (15%, v/v).  This trypsin-EDTA wash was then removed and a further 
small volume added for a second 5 minutes at 37oC.  The cells were then dislodged 
and replated as above.  After replating NEB1 cells were grown for 24hrs in medium 
lacking EGF before this was changed for their normal EGF supplemented medium 
(Morley et al., 2003).  575 cells grow in suspension and therefore were pelleted as 
above and resuspended in fresh culture medium before being seeded into fresh flasks 
at an appropriate density. 
 
2.6.4 In-Vitro Differentiation of HaCaT Cells 
HaCaT cells were differentiated in vitro using a published protocol (Paramio et al., 
1998).  Briefly, the cells were plated at ~60-80% confluency and left to grow for 16-
24 hours.  Their medium was then replaced with DMEM containing antibiotics as 
normal but lacking FCS.  Serum free medium was replaced with fresh medium every 
two days during the differentiation process.   For time course experiments, batches of 




day.  The time point at which a sample plate was removed was defined as the number 
of days that had elapsed since the normal cell culture medium was replaced by serum 
free medium. 
 
2.6.5 Preparation of Nuclei from Cell Lines 
Cell nuclei were prepared using a previously described modification the method of 
Cereghini and Yaniv (Cereghini and Yaniv, 1984;Gilbert et al., 2003).  Cells were 
harvested using trypsin-EDTA (10%, v/v) and washed with PBS at RT.  The cell 
pellet was then resuspended in a small volume of Nuclear Buffer A (NBA) before 
being diluted to 5ml volume.  An equal volume of NBA supplemented with 0.1% 
Igepal-360 (v/v) was then added and the cells incubated on ice for 3mins, during 
which time the cell membrane lyses leaving the nucleus intact.  The nuclei were 
collected by centrifugation (1,200rpm for 4 minutes at 4oC in a benchtop centrifuge).  
The successful production of nuclei could be monitored by a change in colour of the 
pellet from off-white to white at this stage.  Nuclei were then washed in Nuclear 
Buffer R (NB-R, essentially NB-A without EDTA).  They were then resuspended in 
a small volume of NB-R (except nuclei for ChIP which were resuspended in NB-
ChIP, see Section 2.8.7, below). 
 Nuclei concentration was determined by diluting a small aliquot at 1:20 in 
NB-R and adding a small amount of DNase I (Roche).  The sample was incubated at 
37oC for ~5-10mins and further diluted into sonication buffer.  The absorbance at a 
wavelength of 260nm was then measured using a Ultrospec 3000pro, Amersham 
Pharmacia Biotech.  From this, DNA concentration was calculated as for Section 






2.7 Fluorescence In-Situ Hybridisation (FISH) 
2.7.1 Preparation of human chromosomes for 
2D FISH 
To increase the number of mitotic cells, and therefore the amount of chromosome 
spreads present, KaryoMAX colcemid (0.1μg/ml) was added to cell cultures for 
30mins before harvest. Colcemid inhibits mitosis by depolymerizing microtubules.  
After 30 minutes of incubation cells were harvested, washed once in PBS 
(phosphate-buffered saline), and fixed in 3:1 methanol:acetic acid (MAA) for 2D 
FISH as described below. 
 
2.7.2 Harvesting and Fixing Cells in 3:1 
Methanol:Acetic Acid 
Cells for two-dimensional (2-D) FISH were harvested, washed once in PBS at RT 
and resuspended in 10ml hypotonic solution (33mM KCl and 17mM Tri-Sodium 
Citrate). This was added drop-wise with constant agitation (the concentration of cells 
in hypotonic should be <2x107/ml).  The cells were then left to swell for 10 min at 
RT before centrifugation at 400g for 5 min. The hypotonic solution was then 
aspirated off the nuclei pellet and cells were fixed in fresh 3:1 MAA.  To do this, the 
first 2ml of fix was added dropwise with constant agitation, followed by the addition 
of a further 8ml of fix. This was repeated another two times.  Cell preparations were 
then stored at -20oC indefinitely. 
 
2.7.3 Preparation of FISH probes 
The analogues biotin-16-dUTP and digoxigenin-11-dUTP (Roche) were used to label 




Following incorporation, unbound nucleotides were removed and the efficiency of 
labelling measured. 
To label genomic clones for in situ hybridisation, 1-1.5μg of DNA was added 
to 4μl of nick translation salts (0.5M Tris-HCl pH7.5, 0.1M MgSO4, 1mM DTT, 
500μg/ml BSA), alongside 5μl each of 0.5mM dATP, dCTP and dGTP.  Then either 
5μl of 1mM biotin-16-dUTP or 3μl of 0.5mM dTTP along with 2μl of 1mM 
digoxigenin-11-dUTP was added to label the DNA.  Freshly diluted DNase I (Roche) 
was then added to the translation to create a final concentration of 1 U/ml, alongside 
1μl of DNA polymerase I (10 units/μl). The total reaction volume was made up to 
40μl by the addition of water, mixed thoroughly and left to incubate at 16oC for 
90mins.  Enzymes and unincorporated nucleotides were then removed using Quick 
Spin columns (Roche) containing G50 Sephadex beads as per the manufacture 
instructions. Labelled probes were eluted in TE pH7.5. 
 
2.7.4 Quantification of Label Incorporation 
Gridded nitrocellulose membranes were soaked briefly in water, followed by 
immersion in 20x SSC for 10 minutes and allowed to air dry.  Labelled DNA was 
spotted onto these membranes in the following dilutions: 1:500, 1:1,000, 1:5,000 and 
1;10,000 in TE and allowed to air dry.  Onto the same membrane 20, 10, 2 and 1 pg 
of labelled lambda DNA standards were also spotted (Roche).   Once all DNA spots 
had air dried, the DNA was crosslinked onto the membrane by exposure to 150mJ of 
UV irradiation.  
The crosslinked membrane was immersed in buffer 1 (0.1M Tris-HCl pH7.5, 
0.15M NaCl) for 5 minutes at RT with constant agitation, before it was blocked in 
buffer 1 supplemented with 3% BSA (w/v) for 60mins at 60oC. After blocking the 
membrane was incubated at RT, with either strepavidin-alkaline phosphatase, and/or 
anti-digoxigenin-alkaline phosphatase (both diluted 1:1,000, Roche) as appropriate.  
It was then washed twice for 15mins at RT in buffer 1 before being equilibrated for 
5mins in 0.1M Tris-HCl (pH 9.5). To develop the membrane, it was incubated in a 




each of bottles 1-3 from the alkaline phosphatase substrate kit IV (Vector 
Laboratories). The substrates in this colour reaction are 5-bromo-4-chloro-3-idolyl 
phosphate and nitroblue tetrazolium, which produce a blue reaction product. A 
complete colour reaction could be observed within a few hours and an estimate of the 
concentration of label incorporated into the DNA obtained from comparison with the 
standards.  
 
2.7.5 Slide Preparation for FISH 
Glass slides were stored in a dilute solution of HCl in ethanol for at least one hour 
prior to use. Slides were then dried and polished with muslin before use.  MAA fixed 
cells (see above) were removed from storage at -20°C and centrifuged at 1000 g for 5 
min.  Fresh MAA fix was then added until the cell suspension reached a ‘milky’ 
appearance.  One drop of this suspension was then dropped onto a horizontal 
microscope slide from a height of ~30 cm using a fine tipped pastette (to obtain good 
chromosomal spreads slides were preferably dropped when air humidity was ~50% 
and slides coated with a thin layer of moisture, usually achieved by breathing on the 
slides immediately before and after dropping).  The quality of the spread was 
monitored by phase contrast microscopy.  Slides were preferably stored for 2-6 days 
prior to hybridisation, however if slides were to be used the following day, they were 
artificially aged by baking at 60oC for 1 hour prior to FISH.  
 
2.7.6 Hybridisation of FISH Probes 
Slides were treated with 100 μg/ml RNaseA in 2x SSC for 1 hr at 37°C, washed 
briefly in 2x SSC and dehydrated through an ethanol series (2 min each in 70%, 90% 
and 100% ethanol).  Slides were then  allowed to air dry before being heated in a 
70°C oven for 5 min and then denatured in 70% formamide (v/v) in 2x SSC (pH 7.5) 
at 70°C for 90 seconds (except for preparations of 575 lymphoblastoid cells which 




plunged in 70% ethanol at 4°C for 2 min before further dehydration through 90% and 
100% ethanol at RT. 
Labelled probes were prepared by precipitation of ~150ng of labelled DNA 
with 5 μg salmon sperm DNA per slide and 10μg of human Cot1 DNA per probe.  
After the addition of 2 volumes of ethanol, probes were spun down under a vacuum 
before being resuspended in 10μl of FISH hybridisation buffer per slide.  All 
chromosome paints used were commercial and therefore supplied in their own 
hybridisation buffer in a ready to use format (13μl paint per slide, Cambio).  All 
probes were denatured at 70°C for 5 min and reannealed at 37°C for 15 min before 
being spotted onto coverslips and picked up by slides.  Slides were sealed with 
rubber solution (TipTop) before incubation overnight in a covered tray in a 37°C 
water bath. 
 
2.7.7 Washing and detection of FISH signal 
After overnight hybridisation, rubber solution was removed from the coverslips and 
the slides washed 4 times in 2x SSC at 45°C for 3mins.  The coverslips were allowed 
to fall off slides naturally during the first FISH wash.  Slides were washed a further 4 
times 0.1x SSC at 60°C for 3mins before being transferred to 4x SSC with 0.1% 
Tween 20 (v/v).  Detection was carried out in a moist chamber pre-heated to 37°C.  
Biotin was detected with sequential layers of fluorochrome-conjugated avidin (FITC- 
or TR- avidin), biotinylated anti-avidin, and a further layer of fluorochrome-
conjugated avidin.  Digoxigenin was detected with sequential layers of Rhodamine 
(R)-conjugated anti-digoxigenin and TR-conjugated anti-sheep IgG.  Detection 
reagents were diluted in 4xSSC supplemented with 5% Marvel milk powder (w/v) to 
the appropriate concentration (Table 2.3).  Before use they were mixed thoroughly 
and centrifuged at 12,000g for 15mins to precipitate any clumps of antibody. Slides 
were blocked with milk supplemented 4xSSC for 5mins at RT before the first 
detection layer was applied to each slide.  Slides were incubated with each antibody 
layer for 30-60mins in a moist chamber at 37°C.  In between antibody layers and 




0.1% Tween 20 (v/v) at 37°C for 2mins.  All slides were mounted in 4,6-diamino-
phenylindole (DAPI, ~1ng/ml) in Vectashield.  Coverslips were sealed with rubber 
solution (PANG) and slides were stored in the dark at 4°C until imaged. 
 
Table 2.3  










FITC-avidin Goat Vector labs 2.0 1:500 
TR-avidin Goat Vector labs 2.0 1:500 
Biotinylated anti-avidin  Goat Vector labs 0.5 1:100 







2.7.8 Capture of  Fluorescent Images 
After FISH, images were captured using either a Zeiss Axioplan II or Zeiss Axioplan 
fluorescence microscope, both using 100 watt mercury bulbs and equipped with a 
triple band-pass filter (Chroma # 83000).  Grey scale images for each fluorochrome 
were collected with a cooled CCD camera depending on the model of microscope 
(Pentamax with a Kodak KAF 1400 sensor or Micromax with Kodak KAF 1400e 
sensor respectively, Princeton Instruments) using IPLAB software v.3.9 (Scanlytics, 
USA). 
 Slides were scanned in a methodical manner beginning at the bottom left 
hand corner, scanning to the right, and then moving upwards and scanning the next 
row of nuclei from right to left etc. For nuclear location analysis, (Section 2.11.1, 
below) sixty bin 2 images (using x63 oil immersion objective, Zeiss) were collected 
of consecutive nuclei that fulfilled the inclusion criteria  and for interphase 




similar manner.   Criteria were that nuclei should be intact and contain visible 
signals. In addition for the purpose of running scripts, only single nuclei not touching 
any other were imaged. 
   
2.7.9 Genomic Clones Used for FISH 
The universal names and genomic locations of the BAC and PAC clones used to 
analyse cell line karyotypes and the nuclear position of the EDC are given in Table 
2.4.  6 pairs of Fosmid clones were used to analyse the interphase compaction of the 
EDC and β-globin locus.  The names and locations of the individual clones used are 
given in Table 2.5 and the composition of each pair in Table 2.6. 
 
Table 2.4  
Names and Genomic Positions of BAC Clones Used   
The universal names of each probe are given along with their positions.  All positions are 
taken from the NCBI Build 36 (Ensembl release 46 August 2007).  Note RP1-19K8 is 
actually a P1 derived artificial chromosome (PAC) but is generally referred to in this text as a 
BAC for convenience.  All clones are located on human chromosome 1.  The BACs were 
used to assay the karyotype of the EDC in cell lines and to assay the nuclear position of the 




Type Start End 
Probe 1 RP1-19K8 PAC 151,357,640 151,409,748 
Probe 2 RP11-216N14 BAC 151,954,673 152,104,838 






Names and Genomic Positions of Fosmids  
The universal names of each Fosmid probe are given along with their positions.  All positions 
are taken from the NCBI Build 36 (Ensembl release 46 August 2007).  The Fosmids were 
used in pairs to assay nuclear compaction across the EDC (see Chapter 4) 
 
Fosmid Chromosome Start End 
WI2-553L9 1 149,547,440 149,585,037 
WI2-2080I19 1 150,097,276 150,139,393 
WI2-535P8 1 150,216,505 150,253,863 
WI2-885J7 1 150,722,348 150,761,412 
WI2-1328A22 1 151,157,681 151,199,648 
WI2-1606L15 1 151,418,410 151,457,452 
WI2-3089H20 1 151,890,456 151,929,057 
WI2-1690C15 1 152,430,849 152,468,880 
WI2-528M6 11 4,961,240 4,999,789 
WI2-2033J5 11 5,453,348 5,494,460 
 
 
Table 2.6  
Names of Fosmids Used in each Pair of Probes 
The two Fosmid clones from Table 2.5, above, used in each pair referred to in Chapter 4 are 
listed below.  The distance in base pairs between the centres of the two Fosmids are also 
given.  The EDC pairs are on human chromosome 1 and the Beta Globin pair on 
chromosome 11. 
 
Pair 5’ Fosmid 3’ Fosmid Distance 
EDC Pair 1 WI2-553L9 WI2-2080I19 552,096 
EDC Pair 2 WI2-535P8 WI2-885J7 506,696 
EDC Pair 3 WI2-885J7 WI2-1328A22 436,785 
EDC Pair 4 WI2-1606L15 WI2-3089H20 471,826 
EDC Pair 5 WI2-3089H20 WI2-1690C15 540,108 





2.8 Preparation and Processing of Chromatin 
2.8.1 Digestion Timecourse Analysis of 
Chromatin 
Freshly prepared nuclei (Section 2.6.5, p74) were resuspended in NB-R to a DNA 
concentration of 0.2mg/ml.  RNase A was added to 100μg/ml and 1ml aliquots of 
nuclei were brought to RT.  25 Units of Micrococcal Nuclease (MNase, 
Worthington) were added to each aliquot and after 1, 2, 4, 8, 16 and 32mins 100μl 
aliquots removed into an equal volume of genomic lysis buffer.  DNA was then 
prepared from each aliquot (Section 2.3.1, p56). 
 1μg of DNA from each timepoint was then resolved on a 1.2% TBE agarose 
gel (Section 2.3.5, p57) which was stained with EtBr and scanned on a 
phosphoimager.  Images of gels were analysed using the Aida program (Raytek) for 
1D analysis.  For repeat length analysis, appropriate DNA size markers (100bp and 
1Kb ladders, Promega) were used to calculate the peak DNA size of each visible 
nucleosome fragment (ie mono-, di-, tri, etc).  Linear regression of a graph of 
fragment number against DNA size was used to calculate the repeat length at each 
timepoint. 
 For digestion rate analysis, each lane was divided into two sections, high 
molecular weight and low molecular weight DNA.  The border between the two was 
defined as half way between the penta- and hexanucleosomal fragment.  The amount 
of DNA in each was calculated by measuring the total signal in each half of the gel.  





2.8.2 Preparation of Soluble Chromatin for 
Sucrose Gradient Sedimentation 
Large fragments of soluble chromatin were prepared by digesting freshly prepared 
nuclei with MNase and leaving them on ice overnight so that the chromatin was 
released from the nuclei.  Nuclei (prepared as, Section 2.6.5, p74) were resuspended 
in NB-R buffer to a DNA concentration of 1mg/ml.  Three 1ml aliquots were then 
equilibrated at RT and RNase A was added to 100μg/ml.  These three aliquots were 
then digested with 2, 4 and 6 Units of MNase respectively for 9mins at RT.  The 
digests were stopped by the addition of EDTA to a concentration of 10mM and the 
nuclei spun down gently before they were resuspended in cold TEEP20 buffer.  They 
were then left overnight on ice and the next morning the nuclei spun down and the 
supernatant containing soluble chromatin removed. 
 
2.8.3 Sucrose Gradient Fractionation of 
Chromatin 
Soluble chromatin was fractionated on sucrose gradients prepared with TEEP80 
buffer.  Isokinetic 6-40% sucrose gradients were prepared in SW41 tubes with 0.5cm 
left at the top for the chromatin to be loaded.  450μl of chromatin was loaded per 
gradient and centrifuged (3.5hrs, 41,000rpm at 4oC) in a SW41 rotor (Sorvall).  
500μl fractions were collected by upwards displacement and then either processed to 
purify DNA (Section 2.3.1, p56) or TCA added to precipitate proteins (Section 2.5.2, 
p69).  Material from the gradient was passed through a UV monitor and their 
absorbance at a wavelength of 254nm quantified.  From the average A254 of each 
fraction the DNA concentration of each fraction could be calculated (equating A254 





2.8.4 Analysis of Bulk Chromatin 
To analyse bulk chromatin, 1.5μg of DNA from sucrose gradient fractions was run 
on TPE agarose gels overnight (Section 2.3.5, p57).  The next day these gels were 
stained with EtBr and scanned on a phosphorimager.  Appropriate DNA size markers 
(1Kb, Promega and 2.5Kb, Biorad) were used to calculate the DNA size of the 
intensity peak in Aida. 
 
2.8.5 Purification of Open Chromatin 
To purify open chromatin, 3μg of DNA from a single high molecular weight 
chromatin fraction was resolved on a pulsed field gel (Section 2.3.6, p58). After 
staining the DNA size of the intensity peak was estimated from the molecular weight 
markers under ultra-violet illumination.  A band was cut from the gel corresponding 
to DNA with a molecular weight of roughly twice this.  The DNA was then extracted 
from the agarose as described in Section 2.3.7, p59. 
 
2.8.6 Preparation of Chromatin for ChIP 
To prepare chromatin for ChIP, freshly prepared nuclei were resuspended to a DNA 
concentration of 0.5mg/ml in NB-ChIP.  To prevent the deacetylation of histones 
5mM Na Butyrate was added to buffers used in the isolation of nuclei.  0.5ml 
aliquots of these nuclei were brought to RT and 100μg/ml of RNase A added.  50 U 
of MNase was added and chromatin digested for 10mins at RT with gentle mixing.  
The reaction was stopped by the addition of 0.5ml of NB-Stop which brought the 
buffer composition to roughly (150mM NaCl, 20mM Tris HCl (pH8), 10mM EDTA, 
0.1% Triton X-100 (v/v), 5.5% Sucrose (w/v)).  Nuclei were then left on ice 
overnight.  The next morning nuclei were spun down and the supernatant containing 





2.8.7 Immunoprecipitation of Native Chromatin 
Soluble chromatin was first precleared.  This was done by adding 50μl of a 50% 
slurry of protein A sepharose beads (Roche) to the chromatin solution and incubating 
the mixture on a wheel at 4oC for 2hrs.  Before use the beads were resuspended in TE 
and blocked with 10μg/μl of BSA.  Precleared chromatin was separated from the 
beads by spinning the mixture  for 2mins at 2K and 4oC in microcentrifuge and 
removing the supernatant to a fresh microcentrifuge tube.  5 μg (for anti-H4K9Ac 
and anti-H4K16Ac) or 10μg (for anti-H3K9diMe and anti-H3K27diMe) of antibody 
was then added to the chromatin and it was incubated overnight at 4oC on a rotating 
wheel.  For mock precipitations 5μl of Rabbit Serum (Scottish Antibody Production 
Unit) was added instead of the antibody.  For precipitations with anti-H4K16Ac the 
chromatin was diluted 4x with a 1:1 mix of NB-ChIP and NB-Stop before 
preclearing and for precipitations with anti-H3K9diMe and H3K27diMe the 
chromatin was diluted 2x in the same manner. 
 The following morning 50μl of blocked protein A beads were added to the 
chromatin and it was incubated for 2hrs on a wheel at 4oC to bind the antibody-
chromatin complexes to the beads.  The beads were then spun down, the supernatant 
removed and the beads washed with a series of wash solutions for 5mins at 4oC on a 
wheel (for wash solutions see Table 2.7).   After the third wash the beads were 
washed twice in the same manner with TE.  Then 250μl of ChIP elution buffer was 
incubated with the beads for 15mins at 37oC with shaking to elute antibodies and 
chromatin.  The beads were then spun down, the supernatant removed and a further 
150μl elution performed in the same manner.  The eluted chromatin could then be 
used to make protein (as Section 2.5.2, p69) or DNA (as Section 2.3.1, p56).  These 
conditions were empirically determined to specifically precipitate nucleosomes using 
an antibody and not rabbit serum or protein A beads alone.  In addition the 
specificity of each antibody was checked by western blot of nuclear extracts of 293 





Table 2.7  
Washes for ChIP  
The antibodies and washed conditions used are given below, for details of the antibodies 
used see Table 2.2, p70.  All washes were supplemented with 5mM Na Butyrate, 250μM 






25mM Tris pH8, 2mM EDTA, 
150mM NaCl, 1% Triton X-
100 (v/v), 0.1% SDS (w/v) 
25mM Tris pH8, 2mM EDTA, 
150mM NaCl, 0.05% Triton 
X-100 (v/v) 
Wash 2 
25mM Tris pH8, 2mM EDTA, 
500mM NaCl, 1% Triton X-
100 (v/v), 0.1% SDS (w/v) 
25mM Tris pH8, 2mM EDTA, 
200mM NaCl, 0.1% Triton X-
100 (v/v) 
Wash 3 
10mM Tris pH8, 1mM EDTA, 
250mM LiCl, 1% Na 
Dexoycholate (w/v), 1% 
Igepal-360 (v/v) 
25mM Tris pH8, 2mM EDTA, 















































































































































































































































































































2.8.9 SYBR Gold Staining of ChIP Gels 
DNA was purified from chromatin eluted from ChIP and 5μl (10%) resolved on 
1.2% TBE agarose gels (see Section 2.3.5, p57).  The gels were then stained in TBE 
with SYBR Gold (Invitrogen) and briefly destained in TBE.  They were then scanned 
on a phosphorimager using a 473nm laser and a 510nm long pass filter (LPB filter 
Fuji FLA-5100 phosphorimager).  Experiments using serial dilutions of salmon 
sperm DNA had shown that ~50pg could be detected on the gel (data not shown).  
The amount of DNA present in precipitated samples was estimated by densitometry 
using a serial dilution of DNA purified from input chromatin. 
 
2.8.10 Crosslinking ChIP 
Crosslinking ChIP was performed with the help of C. Kress.  Two 9cm dishes of 
confluent HaCaT cells had 2ml of Crosslinking Solution added to 20ml of media.  
They were then incubated for 10mins at RT with gentle mixing before 20ml of PBS 
supplemented with 0.125M Glycine was added to quench the crosslinking.  The cells 
were then washed with PBS and then scraped from the plates in ice cold Chromatin 
Wash 1 (Chr-W1 solution).  The crosslinked cells were then washed for 10mins on 
ice with shaking before being spun down and washed again in Chr-W2.  Finally they 
were spun down again and washed in Chr-W3.  The pellet was then resuspended in 
X-ChIP sonication buffer and sonicated for 15mins in 30s on/off cycles on the high 
setting using a Bioruptor sonicator (Cosmo Bio).  The chromatin was then quantified 
by its DNA concentration measured by its A260 and the size of fragments checked 
from an aliquot by reversing crosslinks overnight at 65oC and purifying the DNA.  A 
range of fragments of average size ~500bp was observed.  The rest of the chromatin 
was supplemented with 5% glycerol (v/v) and stored at -70oC for precipitation later. 
 To immunoprecipitate the chromatin, 50μg of chromatin was supplemented 
with 1% Triton X-100 (v/v) and precleared as for Native Chromatin (see above).  




carried out as for Native ChIP.  However, prior to cleaning up the DNA for analysis 
crosslinks had to be reversed by incubating the chromatin overnight at 65oC. 
 
2.8.11 Preparation of Mononucleosomes 
To prepare mononucleosomes, freshly prepared nuclei were resuspended to a DNA 
concentration of 0.5mg/ml in NB-ChIP.  1ml aliquots of these nuclei were brought to 
RT and 100μg/ml of RNase A added.  200U of MNase was added and chromatin 
digested at RT with gentle mixing.  Aliquots of nuclei were removed to genomic 
lysis buffer after 4, 6, 8, 10 and 12mins to stop the reaction.  DNA was then purified 
from these aliquots and analysed on an agarose gel.  The 12min timepoint contained 
no high molecular weight DNA and mono-, di-, tri- and tetranucleosomes and was 
therefore suitable for analysis (see Chapter 5).  DNA from this fraction was therefore 
resolved on a 4% NuSieve GTG agarose gel stained with EtBr and visualised under 
ultraviolet illumination.  The area of the gel containing mono-nucleosomes was cut 
out with a clean razor blade and the DNA extracted from the gel as Section 2.3.7 p59. 
 
2.9 Microarrays 
When referring to microarrays I have adopted the convention that the DNA 
molecules attached to the slides are referred to as probes and the labelled DNA 
hybridised onto the slides is the target DNA (Phimister, 1999). 
  
2.9.1 Whole Genome Expression Arrays 
Whole genome expression arrays were acquired from B. Ylstra (VU University 
Medical Center, Amsterdam).  These were composed of oligonucleotide probes from 
the Human Release 2.0 oligonucleotide library, which contains 60mer 
oligonucleotides representing 28830 unique genes as designed by Compugen (San 




(Amersham Biosciences) which use a proprietary surface chemistry to covalently 
link oligonucleotides to a polymer matrix which also serves to lift the probe above 
the glass surface, preventing steric hinderance (Southern et al., 1999). 
  
2.9.2 Custom EDC Oligonucleotide Arrays 
Customised oligonucleotide arrays were made from 5000 oligonucleotide probes 
synthesised by Illumina in collaboration with Invitrogen.  The probes are 60-mer 
oligonucleotides which were designed to our specifications by P. Rigault (Centre de 
Génomique de Québec, Québec).  2145 oligonucleotides were designed to cover the 
EDC with a resolution of one oligonucleotide per ~792bp.  This resolution varies 
because extra oligonucleotides were often designed in genic and promoter regions 
and because the presence of repetitive sequences prevented the design of 
oligonucleotides in some regions.  814 oligonucleotides are tiled at a slightly lower 
resolution (1 every ~883bp) outside of the EDC for ~360Kb.  The rest of the 
oligonucleotides are spread around the genome, although there are higher 
concentrations in the region around the EDC, the cytokeratin clusters and some 
regions that may be of future interest in the laboratory.  Probes were checked using 
two criteria against the human genome, firstly that they did not contain a 55bp stretch 
of sequence that was 90% similar to another region of the human genome and 
secondly that they did not contain a 30bp stretch that was identical to another part of 
the human genome.  Probes were also designed so that they all had roughly the same 
melting temperature. 
 The arrays themselves were printed by the Liverpool Microarray Facility with 
the help of M. Hughes (University of Liverpool) onto Codelink slides.  The probes 
were synthesised in a random order in 96 well plates so that they were printed in a 
random arrangement on the slides.  They were also synthesised with a 5’ reactive 
amine to enable them to be covalently crosslinked to the slide surface.  Oligos were 
printed at a concentration of 20μM in 1x Nexterion spot buffer (Schott) containing 




2.9.3 Hybridisation of Whole Genome 
Expression Arrays 
Labelled Cy3 and Cy5 target cDNA samples (prepared as Section 2.4.6, p68) were 
mixed with 10μg of salmon sperm DNA and 500μg of yeast tRNA before being 
ethanol precipitated.  The pellet was then resuspended in Microarray Hybridisation 
Buffer for 1hr at 37oC before being denatured at 95oC for 5mins and cooled on ice 
for 5mins.  They were then applied to the arrays under an unsealed, ethanol cleaned 
coverslip.  Arrays were hybridised overnight at 42oC on an enamel tray in a water 
bath and in a sealed chamber humidified with tissues soaked in 5xSSC. 
 After hybridisation the slides were removed to a large volume of wash 
solution and the coverslips allowed to fall off naturally during the first wash.  
Washes were twice with 2xSSC, 0.1% SDS (w/v) at 42 oC, twice with 0.2x SSC at 
RT and twice with 0.1xSSC at RT (all for 5mins each).  After the final wash the 
slides were briefly plunged into 0.01xSSC at RT before being spun dry and 
immediately scanned.  All cDNA samples were cohybridised with the Stratagene 
Universal Human Reference RNA (Stratagene) as a reference samples (it consists of 
a mix of RNAs extracted from 10 different human cell lines). 
 
2.9.4 Hybridisation of EDC Arrays 
Labelled target DNA samples (prepared as Section 2.3.9, p61) were mixed with 10μg 
of Human Cot1 DNA and 1.3mg of Yeast tRNA before being ethanol precipitated.  
They were then resuspended in Microarray Hybridisation Buffer as for Whole 
Genome Expression arrays and after denaturation and cooling hybridised in the same 
manner except that hybridisation was performed at 45oC for ~36hrs.  I determined 
that the longer and more stringent hybridisation produced better quality array data 
(data not shown).  Washing was also performed as for whole genome expression 





2.9.5 Scanning of Hybridised Microarrays 
Arrays were scanned on a ProScan Array HT scanner (Perkin Elmer).  Cy3 and Cy5 
channels were scanned separately using automatic intensity calibration settings built 
into the system.  For Cy3 a 543nm laser and 570nm band pass filter were used and 
for Cy5 a 633nm laser and 670nm band pass filter were used.  Briefly a 
representative area of the array was used to vary the Photomultiplier Gain (PMT 
Gain) of the scanner such that the most intense spots in that array were around ~90% 
saturated.  This ensured that each channel was scanned to give the greatest dynamic 
range of data.  In some cases this was then manually adjusted to give a scan with 
lower levels of background noise.  In addition, some arrays (see Chapter 5) were 
scanned at the same PMT gain to allow direct comparisons.  All arrays were scanned 
using a laser power of 90% and at a 10μm resolution.  Scans were collected and 
visualised using the ScanArray Express Software (Perkin Elmer) and each channel 
saved separately as 16-bit tagged-image file format (tiff) files. 
 
2.9.6 Processing of Individual Array Images 
Individual microarray scans were analysed using the Bluefuse v3.2 software package 
(Bluegnome).  Images of each channel of the hybridised arrays were loaded into the 
software together with a Genepix Array List (gal) file giving a the identifier (ID) 
number of the oligonucleotide probe printed at each spot (for Whole genome arrays it 
was provided by B. Ylstra, and for the EDC arrays it was generated by the University 
of Liverpool during printing).  A further file giving the genomic location (NCBI 
build 36) of each probe, as defined by its ID number, was also used (cfg file, see 
Bluefuse documentation, for Whole genome arrays it was provided by B. Ylstra and 
for EDC arrays it was generated from data provided by P. Rigault after probe 
design). 
 Bluefuse was used to extract spot intensities and process background signal 
for each array.  It was also used for normalisation of array data and to calculate 




whole genome expression arrays, each probe was printed once and so no averaging 
was used.  The two channels were normalised to each other using a block lowess 
strategy because it is capable of correcting both for intensity dependent artefacts in 
log2 ratios (deviation from a mean ratio log2 ratio of 0 for low and high intensity 
spots) and for systemic spatial variation in the array caused by, for example, slight 
imperfections in the slide surface or local variations in hybridisation conditions 
(Bluefuse settings for lowess, f=1/4, iter=3).  These arrays contained 625 spots per 
printed block and spots were arranged at random on the array, satisfying the criteria 
for this normalisation strategy (Quackenbush, 2002).  Lowess normalisation, is based 
on the fit of a locally weighted scatter plot model and was first used by the laboratory 
of T. Speed (Yang et al., 2002) 
 On the other hand, although the EDC arrays were printed in blocks of 462 
spots, each of these block contained 4 replicates of each probe.  This means the 
actual number of probes per block was 115, which is not sufficiently high for a block 
lowess normalisation strategy.   Therefore a global lowess strategy was used instead.  
To generate average values for the 4 printed replicates of each probe I used the 
‘fusion’ setting for replicate combination in BlueFuse.  This is a proprietary method 
which makes use of confidence values generated for each spot in Bluefuse (based on 
a variety of parameters such as intensity).  When combined by this method, low 
confidence replicates have a lesser influence on the final values than those with 
greater confidence values.  The results of individual array analyses were exported 





2.10 Analysis of Data 
2.10.1 Defining the EDC in the Genome 
All genomic positional data was taken from NCBI build 36 and generally viewed in 
the UCSC genome browser (March 2006 build).  All gene positions and intron 
structures were taken from the Refseq annotation in the same genome build.   
The EDC was defined as beginning halfway between its most 5’ gene 
(S100A10, Refseq: NM_002966.2) and the nearest gene lying outside the EDC 
(THEM4, NM_053055.3).  Similarly it defined as ending halfway between the 
S100A1 gene (NM_006271.1) and SNAPAP (NM_012437.3).  This meant the co-
ordinates of the EDC were human chromosome 1: 150185374-151884481.   
The various gene clusters of the EDC were defined in a similar way, by 
identifying their outermost genes and defining the boundaries of the clusters as 
halfway between them and their nearest neighbouring gene in the Refseq annotation 
(Table 2.8).  The information on probe position for the Whole Genome Expression 
Arrays was taken from the July 2003 NCBI 34 assembly and were manually mapped 
onto the NCBI 36 assembly around the EDC. 
The positions of repeats were taken from the UCSC genome browser 
Repeatmasker annotation (March 2006 build).  The table browser combined with 
filters was used to download the positions of repeats of either the SINE or LINE 
class in the region.  Similarly the annotation of GC content was taken from the 





Table 2.8  
Genomic Co-ordinates of Gene Clusters of the EDC in NCBI build 36 
The names and Refseq identifiers of each cluster’s bounding gene are given along with the 
resulting genome co-ordinates for each cluster.  All co-ordinates are for human chromosome 
1 in NCBI build 36.  The S100A-1 cluster is the centromeric cluster consisting of the 
S100A10 and S100A11 genes whereas S100A-2 is the telomeric cluster containing the rest 































2.10.2 General Statistical and Quantitative 
Analysis 
General quantitative analysis was carried out using the Excel spreadsheet program 
(Microsoft).  Data was transferred from other programs and analysed using default 
settings within Excel.  Statistical analysis was either carried out using Excel or the R 
open source statistical language (mainly version 2.4.1).  All graphs were generated in 
one of these two programs and modified using the Freehand MX vector graphics 
package (Macromedia).  All boxplots are drawn using the default settings within R, 
where the median is represented by a heavy line, and the boxed area encompasses the 
range from the 25th to the 75th percentile of the data’s distribution.  The whiskers of 




distance between these two percentiles (ie 1.5 times the distance covered by the box).  
Outliers of this range are then indicated by circles. 
 In general, I have not assumed normality in my statistical analysis and made 
use of non-parametric statistical tests.  Firstly, I have often compared a value of 
interest to a distribution of randomly sampled control values.  The p-value in such a 
case is simply the percentage of the control distribution that has a value greater than 
or less than the tested value as appropriate.  Secondly, I have used the Kolmogorov-
Smirnov test (KS-test) to determine the probability that two groups of values are 
sampled from the same distribution.   In general, non-parametric tests are thought to 
be less powerful than parametric statistics such as the students t-test.  However, it is 
clear that most of the data examined in this study is not normally distributed, for 
example the distribution of d2 values observed when measuring interphase 
compaction is known to conform to a Rayleigh Distribution (van den Engh et al., 
1992). 
 I have also used non-parametric measurements of correlation where 
appropriate.  However, when calculating the correlation between two replicates of a 
particular experiment, we expect the values to be normally distributed around the 
‘real’ value, therefore I have used the Pearson’s correlation which assumes 
normality.  In other cases we cannot assume this, so I have used the Kendall’s 
correlation which does not assume normality, or a linear relationship between the 
two values (Kendall, 1938).  Spearman’s correlation could also be used but, the 
statistic derived by Kendall’s method generally has a simpler interpretation (Wilkie, 
1980).  
 
2.10.3 Defining Gene Promoters 
To define gene promoters, gene annotations for chromosome 1 were downloaded 
from the UCSC browser using the table browser function (Refseq gene annotation).  
These consisted of a Refseq gene ID, the strand of transcription (+ or –), and a start 
and end coordinate for the gene (both with regard to the genomic sequence).  Using a 
script in the R program, I converted these co-ordinates to transcriptional start sites.  




coordinate of the gene and for those on the – strand, the end coordinate.  A further 
script was then used to identify the id numbers of oligonucleotides which lay within 
a defined distance of these transcriptional start sites (generally I defined the window 
as +/- 1000bp from a transcriptional start).  The subselection of groups of promoters, 
was made using the gene cluster boundaries defined above. 
 
2.11 Analysis of Fluorescence Microscopy 
Images 
2.11.1 Analysis of Nuclear Position 
The nuclear position of the EDC was measured relative to its parent chromosome 1 
territory.  FISH was performed as described in Section 2.7 and 60 images taken in a 
systematic manner from each hybridised slide.  In each image I then calculated the 
nuclear position of each BAC probe signal based on its distance from the nearest 
chromosome 1 territory edge using the IPLab (v3.9.5) software and a script initially 
developed by P. Perry and N. Mahy (Mahy et al., 2002b).  In my case, the 
chromosome territory was always labelled in the FITC channel and the BAC probes 
in the TxRd channel, so the analysis is described in these terms.  Briefly, background 
was removed from the FITC and TxRd signals by automatic calculation of the level 
of background within the nucleus.  The TxRd signals were then automatically 
segmented and the signals of interest indicated by the user.  The coordinates of the 
weighted centroid of the segment of interest were then calculated and stored.   
The FITC signal from the chromosome territory was then segmented with 
user input, and the territory of interest within the nucleus defined by the user (in my 
case the closest territory to the signal of interest).  Each pixel in the image was then 
defined as either containing chromosome territory signal or not.  Then a 
segmentation disc was dilated out, one pixel at a time, from the TxRd signal centroid.  
This was done until the expanding disc met the edge of the chromosome territory 




probe from the territory edge was then defined as the radius of the expanded signal 
segmentation region.  For probe positions internal to the territory this distance was 
annotated as +ve and those outside as –ve. 
Every probe signal in each nucleus was handled separately in this manner and 
the data exported to Excel.  In Excel, the raw distances which were in pixels were 
converted to microns using a scaling factor (calculated from the parameters of the 
microscope and lens used, 1 pixel = 0.134μm, P. Perry).  The distribution of 
distances for each probe and cell line combination could then be analysed. 
 
2.11.2 Analysis of Interphase Chromatin 
Compaction 
Interphase chromatin compaction was analysed using an adaptation of a script 
originally written by P. Perry (Chambeyron and Bickmore, 2004).  With the help of 
P. Perry, I modified the script to facilitate more rapid analysis of large numbers of 
pictures.  FISH was performed as described in Section 2.7 and 100 images taken in a 
systematic manner from each hybridised slide.  Images for analysis were composed 
of 3 channels, the DAPI staining of nuclear DNA and two genomic probes which 
were labelled in FITC and TxRd (Figure 2.3).  Firstly, the area of the nucleus was 
calculated from an automatic segmentation of the DAPI signal.  Next the user 
identified pairs of genomic probes in the nucleus (ie pairs of FITC, green, and TxRd, 
red, signals).  After automatic background reduction, the computer then segmented 
both the green and red channels.  In each user defined region, the coordinates of 
weighted centroid of both the red and green channel were stored.  To calculate the 
distance between the centre of each probe signal, the distance between these two 
coordinates was calculated by basic trigonometry: ie where distance = z, and the 
coordinates of each centroid given by x and y: 
  
z2 = (xgreen – xred)2 + (ygreen – yred)2 
 
Figure 2.3 Analysis of Chromatin Compaction by the Distance Between Two Spots
To measure distances, the user first defines areas of the nucleus contatining a pair of red and
green spots (A).  The computer then splits the colour channels, calculating the nuclear area
from the blue channel by segmentation (DAPI signal, B+C).  The red and green channels (D+E
respectively) are then segmented to identify spots (F+G).  The centroid of each identified spot
is then calculated and its coordinates stored.  In each user defined region, the coordinates of
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Raw distances in pixels were then exported into Excel and converted into 
microns using the scaling factor of 1 pixel = 0.134μm (as above).  There is a 
relationship between the distance observed to separate the probes in the interphase 
nucleus and the genomic distance separating the two clones used as probes (at least 
for genomic separations <2Mb, (van den Engh et al., 1992)).  Where the mean 
distance separating a pair of probes in a sample of nuclei = d, d2 is linearly related to 
the genomic distance separating the two probes.  To compare the compaction at 
different regions of the EDC, I therefore adjusted the d2 value by the genomic 
separation of each probe pair.  I also calculated the normalised standard error in the 
mean to aid statistical comparison. 
 To calculate the area of the nuclei, the radius in pixels was first derived from 
the area in pixels outputted by the script.  This was then converted to μm using the 
same scaling factor as above and the area in μm2 calculated assuming a circular 
nucleus. 
 
2.12 Analysis of Microarray Data 
2.12.1 Dye Swap Analysis of Replicate 
Hybridisations 
To combine, two normalised replicate hybridisations, I simply took the mean of their 
log2 ratios (and for more than two hybridisations, the mean of all was taken).  
However, first I elected to remove probes from the analysis using information from 
dye swapped replicate hybridisations using an adaptation of a published method 
(Quackenbush, 2002).  Dye swapped controls for 2 colour microarray analysis mean 
that the hybridisation is replicated in alternating dye orientations (ie for one replicate 
the hybridisation is performed with Cy3 labelled sample and Cy5 labelled reference 
and for the other replicate with Cy5 labelled sample and Cy3 labelled reference).  




incorporation of the two dyes into the labelled sample (Quackenbush, 2002).  Some 
reports have suggested that lowess normalisation automatically corrects for this bias, 
however, I have observed probes which consistently behave in an inconsistent 
manner across the dye swap (data not shown). 
 Therefore I performed replicate filtering using the dye swapped replicates to 
remove probes from the analysis which did not behave consistently across the dye 
swap.  This was performed using an adaptation of a previously published method 
(Quackenbush, 2002).  If we assume that the ratio of a particular probe, T is the result 
of dividing its intensity in one channel by the intensity of the other channel (Red, R 
and Green, G, respectively), then in theory: 
 
For replicate 1:  T1 = R1/G1 should equal (in a dye swapped replicate): T2=G2/R2 
 
Therefore: T1/T2 = 1 or log2(T1/T2) = 0 
 
However, in practice this will not be the case, so we can define the ratio, T1/T2, as a 
dye factor, D.  The objective of this filtering is identify the probes for which the log2 
D value deviates highly from zero and to exclude them from the analysis because 
they do not behave consistently across the dye swap. 
 Therefore, D is calculated for every probe on the array from their normalised 
ratios in two replicates.  Then the distribution of log2 D values for all probes is 
examined and its median (which will be close to 0), 25th and 75th percentiles are 
calculated.  The interquartile distance is then defined as the distance from the 25th to 
the 75th percentile and any oligonucleotide whose log2 D value lies more than 2 times 
the interquartile distance from the median of the distribution was excluded from 
analysis (for a graphical representation, see Figure 2.4A).  This is analogous to the 
method described by J. Quackenbush except that I use the median and a threshold 
based on the interquartile distance, whereas he describes the use of the mean and 
standard deviation (Quackenbush, 2002).  Therefore, my adaptation of the method 
does not assume a normal distribution of log2 D, but in the case of normal 
distribution, the methods will be essentially identical.  The similarity of the methods 
can be seen by comparing Figure 2.4A to Figure 3 in Quackenbush, 2002. 
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Figure 2.4 Excluding Probes from Microarray Analysis using Dye Swap Analysis of
Replicates
A. Scatter plot  showing data before and after exclusion, the log2 ratios from each replicate
are plotted against each other.  The dye factor, D, is the ratio of the two replicates.  Points
whose dye factor deviates greatly from the median D of 0 (grey line) are excluded from further
analysis (grey points).  The rest of the points (black) are kept.
B. Plot of the Interquartile distances of self hybridisation datasets.  In theory, when a DNA
sample is hybridised against itself the log2 ratio of every probe should be zero.  However, this
is not seen and instead ratios are distributed around 0.  Therefore, the degree of scatter from
zero, is a measure of the error in the experiment.  The interquartile distance is the distance
from the 25th to the 75th percentile and can quantify this error.  After exclusion on a dye swap


















 In the case of more than two replicates, the analysis was only changed in that 
the dye factor, D, was calculated from the mean ratio of a probe in each dye 
orientation (ie if the ratio of interest is Sample/Reference then T1 is the mean 
SampleR/ReferenceG ratio and T2 is the mean SampleG/ReferenceR ratio).  In the 
analysis of gene expression in Chapter 3, the percentage of spots excluded per 
experiment was ~10% whereas in chromatin analysis using the EDC arrays, 
generally <5% of spots were excluded.  
2.12.2 The Use of Self-Self Hybridisations to 
Determine Experimental Error 
All microarray experiments have a degree of technical error and it is possible to 
gains some estimation of this using self hybridisations.  In theory, if a single DNA 
sample is labelled with both dyes and hybridised against itself, the ratio of every 
probe on the array should be 1 (or a log2 ratio of 0).  However, in practice what we 
observe is that the log2 values for all probes are scattered around a median of zero.  If 
the error was systematic we would expect that two replicates of the self hybridisation 
would be correlated.  When I calculate the correlation of two biological replicates of 
a self hybridisation, we find that there is in fact almost no correlation between their 
log2 ratios (Pearson’s R2 = 0.079), suggesting that the error is random. 
 The degree of error can be measured by quantifying the magnitude of the 
scatter in the distribution, for example by measuring the distance between the 25th 
and 75th percentiles (interquartile distance).  When we do this, we find that the dye 
swap analysis described above reduces experimental error measured by self 
hybridisation (Figure 2.4B), presumably because the more unreliable data points are 
removed. 
 When analysing microarray experiments, values of interest are usually 
characterised by their degree of deviation from a log2 ratio of zero.  For example, in 
expression analysis, deviation from this value indicates the gene represented by a 
particular probe is differentially expressed between two samples.  However, as we 
have seen, log2 ratios can deviate from zero purely through experimental error.  We 




represents an upregulation of a gene by counting the percentage of probes in the self 
data set that are both greater than the self dataset median and greater than or equal to 
the log2 ratio of the probe of interest in the experiment. 
 Similarly we can analyse, groups of probes using the same idea.  The 
deviation of a group of probes can be measured by their median log2 ratio.  To assign 
p-values to them we simply take random samples of values from the control dataset 
of a size equal to the number of probes we are interested in.  If we repeat this many 
times (1,000-1,000,000) and calculate the sample median each time, we build up a 
distribution of medians which measures the experimental error for a group of probe.  
P-values can then be assigned to experimentally measured medians in the same 
manner as for a single probe. 
 In general in this text, I have only considered a value to be above 
experimental error if its p-value, measured as described above, is vanishingly small.  
This implies that the observed log2 ratio had a very low probability of being observed 
through experimental error. 
 
2.12.3 Sliding Window Analysis 
When examining chromatin structure across a large region of the genome such as the 
EDC, it is often impractical to consider every probe individually.  By examining 
mean log2 values from different parts of the locus we are able to gain a better overall 
understanding of how chromatin is structured across the region.  By doing this we are 
also less likely to base hypotheses on the values of single probes, which are 
inherently more erroneous than the mean of a group of probes.   
One method of looking at the trend in the data is to use a running mean, 
where a mean value for every datapoint is generated from groups of adjacent probes, 
for example groups of  five (Figure 2.5A).  However, this method has one problem, 
microarray probes on the EDC arrays are not evenly spaced across the region.  
Therefore, in some regions, the mean of 5 probes could represent ~1Kb whereas in 







































































































































































































































































































































































































based on windows of a given genomic size rather than a given number of probes 
(Figure 2.5B).  This was done using a script in R and by specifying the window size 
to be examined and the distance the window was to increment.  The increment size 
was determined by the computing time required to complete the analysis, smaller 
window sizes obviously took more time. 
 
2.12.4 Analysis of Correlation at Intervals of 1-
100Kb 
I wanted to examine the correlation between running means of chromatin structure 
datasets.  However, rather than assume that a correlation may occur at any particular 
size of interval, I elected to scan many sizes of genomic interval.  Therefore, a 
sliding window 1Kb in size was passed across the region and the mean value for each 
of the two datasets was calculated in each window (for example from Open/Input 
values resulting from sucrose gradient analysis and H3K9Ac/Input values resulting 
from ChIP).  After the mean values were calculated for each window, the correlation 
between the two profiles was calculated and stored along with the window size.  
Then the positions of running mean windows of 2Kb in size were calculated and the 
process repeated again for 3Kb, 4Kb, etc all the way up to a 100Kb window size.  
The windows were calculated with an increment of a 10th of the window size 
between each position due to the limits of computer processing power. 
 I then plotted the correlation against scale (ie sliding window size) which 
allowed me to identify interval sizes of interest between each pair of datasets where 
the correlation was greatest, the peak window size.  To assign p-values to these peak 
values, I generated 1000 random samples of each dataset.  I then generated running 
means of these paired random samples using a window size equal to that of the peak 
window size in the observed data and calculated the correlation of the running mean 
each time.  The p-value of the peak of interest was therefore the percentage of 
random sample pairs whose correlation was greater than or equal to the correlation 




peak the p-value was the percentage of random sample pairs which had a correlation, 
less than or equal to the peak of interest). 
 
2.12.5 Power Spectrum Analysis of Sucrose 
Gradient Data 
To perform a power spectrum analysis, data has to be sampled over regularly spaced 
intervals.  In physics this is usually over time but for the purpose of my analysis this 
would be over genomic distances.  As explained above, the data on a tiling 
microarray is not sampled over regular intervals.  Therefore the first step in 
performing the analysis was to model the data onto a regular interval of 1Kb.  To do 
this I used the modelling functions that are available in R.  I constructed a model of 
the log2 Open/Input values based on genomic position using a loess algorithm.  
Using this model I predicted, log2 Open/Input values sampled every 1Kb. 
 Loess modelling has the advantage that it makes no assumptions about any of 
the properties of the data.  It instead calculates a modelled value for each data point 
based on its observed value and the value of datapoints close to it (in this case the 
value of probes that are located close to the probe of interest in the genome).  
Datapoints closer to the point of interest lend more weight to the calculated value 
than those lying further away.  The main parameter that can be adjusted in the loess 
function is the span, α, which determines what percentage of datapoints are used in 
the calculation of each modelled datapoint.  For most applications, this is generally 
set at around 0.5 to 0.75 (50-75%), resulting in a smoothed representation of the data.  
However, in this case I wished to closely model the original data, so I empirically 
determined a value which achieved that, 0.0025. 
 Having modelled the data, I next performed the power spectrum analysis.  
Fourier transformation of the data was performed using the fast Fourier 
transformation algorithm in R.  This resulted in a series of frequencies with a 
corresponding amplitude value.  The frequency is obviously the reciprocal of the 
period and has the units Kb-1 in this case.  However, the data outputted by the R 




values to be plotted on a graph, I calculated their modulus (were a complex number 
is composed of a real part, r, and an imaginary part, bi, the modulus, M= r2 + b2, i is 
the imaginary unit with a value, i2 = -1). 
 The observed amplitude peaks for each frequency correspond to the pattern of 
data but, not all of these will be biologically relevant.  I assessed their relevancy by 
assigning p-values to each amplitude peak using a method adapted from C. Semple 
(originally based on (Higasa and Hayashi, 2006)).  This method differs from more 
simple analyses by the use of randomised datasets to assess the significance of any 
observed frequency peaks.  He demonstrated that this approach could be used to 
demonstrate the high significance of a three base pair periodicity in the genome of 
the bacteriophage Φ-X174 due to coding sequence (using the data from a previous 
study (Berger et al., 2003), C. Semple personal communication).The high density 
tiled region across the EDC on my microarrays consists of 3116 probes.  I generated 
1000 randomised data sets by replacing their log2 open/input values with a sample of 
3116 values taken from the whole array dataset (~5000 values).  I processed, these 
randomised datasets as for the observed dataset, ie by loess modelling them and then 
Fourier transforming them.   
 Therefore, for each frequency, I had a set of 1000 amplitude values derived 
by randomisation of the data, the control dataset for that frequency, and one the 
observed value.  The biological relevance of the observed value could therefore 
easily be calculated by examining its position relative to the distribution of the 
control dataset.  This was done as a one-sided statistical test, ie only control values 
greater than the dataset median were considered.  The p-value of the observed 
amplitude was, therefore, the percentage of control values greater than or equal to 
that of the observed value.  The p-value was calculated for each frequency, allowing 





2.13 Websites for Computational Biology 
The bioinformatics and statistical resources referred to in this thesis are listed below, 
together with the relevant World Wide Web (www) link: 
 
Ensembl  http://www.ensembl.org/ 
R-Project  http://www.r-project.org/ 
UCSC Browser http://ucsc.genome.edu/ 
OMIM   http://ww.ncbi.nlm.nih.gov/omim 




Chapter 3: Characterisation of Gene 
Expression at the EDC in Model Cell 
Lines 
In this project I wish to use transformed cell lines to investigate how chromatin 
regulates transcription at the human EDC.  The first stage of such a study is to 
characterise cell lines with regard to their gene expression status at the locus to 
identify model cell lines in which the EDC is active and control cell lines where the 
EDC is silent.  Comprehensive studies of gene expression in primary keratinocytes 
have been undertaken, for example see (Gazel et al., 2003;Mehul et al., 2004), but, 
there has been no survey of transformed keratinocytes.  Therefore, I have undertaken 
my own analyses using RT PCR and expression microarrays to select a suitable 
model keratinocyte cell line.  I also analysed EDC gene expression in a number of 
control cell lines using the same methods.  Finally, I have differentiated a model 
keratinocyte cell line in vitro to determine what transcriptional changes were induced 
at the EDC. 
 
3.1 RT PCR Analysis of Genes of the EDC 
The gene clusters of the EDC are expressed in development in an order determined 
by the program of epidermal differentiation (Mischke, 1998), Figure 1.5, p40).  To 
determine which developmental stage our model cell lines best represented, RT-PCR 
primers were designed for representative genes from within each of following EDC 
gene families; S100A, fused, SPRR and LCE.  The genes selected were: S100A6 and 
S100A10, which lie in the telomeric and centromeric S100A clusters respectively, the 
fused gene Profilaggrin, SPRR1B and LCE3D (Figure 3.1A).  In addition, primers 
were designed for two potential house keeping genes that lie to either side of the 
EDC: Sorting Nexin 27 (SNX27) and Interleukin Enhancer-Binding Factor 2 (ILF2) 




by Jeremy Sanford).  The primer pairs were designed to yield products of ~100 to 
200 base pairs and to span an intron, thereby allowing the presence of contaminating 
genomic DNA in RT PCR reactions to be identified. 
RT PCR was performed on RNA from 3 different keratinocyte cell lines, 
SVK14s, HaCaTs and NEB1s (Figure 3.1B).  HaCaT cells are a spontaneously 
immortalized keratinocyte cell line (Boukamp et al., 1988).  SVK14 and NEB1 cells 
are human keratinocytes that have been transformed by SV40 infection and the early 
region of human papillomavirus 16, respectively (Morley et al., 2003;Taylor-
Papadimitriou et al., 1982).  Each of the three keratinocyte cell lines expressed 
S100A6 and S100A10 at roughly equivalent levels (Figure 3.1B).  Profilaggrin 
mRNA was also detected in all three of the cell lines, but at a lower level in SVK14 
cells when compared to HaCaTs and NEB1s.  Finally, no expression of SPRR1B or, 
LCE3D mRNAs was detected in SVK14 cells.  LCE3D expression was confined to 
NEB1 cells, whereas SPRR1B was expressed by both HaCaT cells and NEB1 cells. 
Assuming that the expression status of the single genes assayed here reflects 
the expression status of their parent clusters, we can draw conclusions about the 
relative stages of differentiation of the three cell lines.  It is known that the S100A 
genes and Profilaggrin are expressed earlier in differentiation than the SPRR genes 
(Mischke, 1998), and the LCE genes are expressed only during the very final stages 
of differentiation (Marshall et al., 2001).  The SVK14 cell line only expresses the 
earlier gene clusters, the S100A and fused genes, and therefore, represents an early 
differentiation state.  On the other hand, all the EDC genes assayed are expressed in 
NEB1 cells and these cells may represent a late stage of keratinocyte differentiation.  
HaCaT cells express all the genes except LCE3D and are representative of a stage of 
differentiation intermediate between the SVK14 and the NEB1 cells.  This analysis 
suggests that SVK14 cells would not make a good model for this study, because out 
of the three cell lines analysed they express the fewest genes in the EDC.  In 
addition, these cells may have lost some of their epidermal identity and ability to 
differentiate into squames (Taylor-Papadimitriou et al., 1982).  Both HaCaT and 
NEB1 cells express a number of the assayed genes, suggesting that they would make 
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Figure 3.1 RT-PCR Analysis of Model Cell Lines
A. Schematic of the Human EDC.  The position of each gene assessed by RT PCR is
indicated by its midpoint on the NCBI Build 36 assembly on the UCSC Genome Browser (March
2006).  The only gene not shown is b-Actin which lies on human chromosome 7.
B. RT PCR Analysis of Genes in Control and Keratinocyte Cell Lines.
-RT is a control reaction carried without reverse transcriptase.  No RT-PCR for b-Actin was





good model cell lines with which to pursue further study.  HaCaT cells are a well 
known and characterised model cell line that, importantly, retains full epidermal 
differentiation capacity (Boukamp et al., 1988).  NEB1 cells on the other hand are 
relatively uncharacterised and it is not known how many epidermal characteristics 
they possess.  Therefore, initially at least, it would seem prudent to use HaCaT cells 
as my keratinocyte model cell line. 
RT PCR was also performed on a number of control cell lines (Figure 3.1B).  
Genome wide expression data from Nick Gilbert suggested that the EDC was 
inactive in lymphoblastoid cells (Gilbert et al., 2004) and therefore I selected 575 
lymphoblastoid cells as one of my control cell lines.  Published genome wide 
expression data suggests that the EDC is inactive in 293 cells (Staege et al., 2004), 
Gene Expression Omnibus (GEO) data set identifiers: GSM31805 and, GSM31806) 
and, they were also selected as a control cell line.  Finally, I also assayed gene 
expression in HT1080 cells.  They are a human fibrosarcoma cell line and it was 
thought that they were unlikely to express the tissue specific genes present in the 
EDC (Rasheed et al., 1974). 
RT PCR analysis of the three control cell lines revealed that the two putative 
housekeeping genes, ILF2 and SNX27, are expressed in every cell line assayed 
(Figure 3.1B).  It was expected that the control cell lines would not express any of 
the genes in the EDC.  However, bands were observed for the S100A genes and 
Profilaggrin in all three of the cell lines.  S100A6 was not expressed in 293 cells but 
S100A10 was expressed to a level equivalent to that found in the keratinocytes.  
Profilaggrin was also weakly expressed in 293 cells.  Weak expression of all three 
genes was found in 575 cells.  On the other hand HT1080 cells expressed these three 
genes robustly and the level of profilaggrin expression was higher than the SVK14 
keratinocyte cell line.  However, the later EDC genes, SPRR1B and LCE3D, were not 
expressed in the control cell lines. 
The fact that HT1080 cells express more of the assayed EDC genes than one 
of the keratinocyte cell lines suggests that in these cells there may a high amount of 
transcriptional activity in the EDC.  Therefore, I conclude that they would be 
unsuitable for use as a control cell line to examine the chromatin structure of an 




would therefore be more suitable as controls.  It would be preferable to find a cell 
line in which the EDC was completely inactive.  However, it would seem unlikely 
that such a cell line exists.  Firstly, I have briefly examined the transcription status of 
the EDC in a number of different cell lines using data from the Genomics Institute of 
the Novartis Research Foundation’s survey of expression in a number of human cell 
lines (GNF gene atlas, GEO ascension GDS181, (Su et al., 2002).  None of the cell 
lines examined appeared to have an EDC that was more repressed than that of 293 
cells (data not shown).  Secondly, I examined the expression status of the EDC in 
HEPG2 hepatoma cells and RITVA primary fibroblasts by RT PCR and found that 
they expressed a similar number of genes to the lines already tested (data not shown). 
The main transcriptional activity in the EDC I found in my control cell lines 
appears, from this analysis, to be from the S100A genes (Figure 3.1B).  Expression of 
these genes in cells other than keratinocytes is not unexpected because it is known 
that the S100A proteins are involved in a number of cellular processes including 
contraction, motility, cell growth, differentiation, cell cycle progression, transcription 
and secretion (Marenholz et al., 2004).  This contrasts with the majority of other 
genes in the EDC, which are only known to be involved in epidermal differentiation.  
Data from the GNF gene atlas shows that the two S100A genes assayed by RT PCR 
here, S100A6 and S100A10, are expressed in many tissues, eg. blood, adipocytes, 
cardiac myocytes and smooth muscle (Su et al., 2002), probe numbers 217728_at 
and, 200872_at respectively).  In addition to their widespread expression in normal 
tissues, several of the S100A genes have roles in cancer.  Like the cell lines used 
here, cancer cells are transformed, and it is possible that the simple act of culturing 
transformed cells results in misexpression of some of the S100A genes. 
Unlike the S100A proteins, filaggrin is a highly specialised protein that is 
only known to function in the epidermis.  Furthermore, out of the panel of tissues and 
cell lines examined by the GNF gene atlas, profilaggrin is only expressed in normal 
human skin (Su et al., 2002) probe number, 215704_at).  It is difficult to imagine that 
it would be required in neuronal cells, lymphoblastoid cells or fibrosarcoma cells.  
Therefore, the expression I see in these cells by RT PCR is likely to be ectopic 
(Figure 3.1B).  The fact that profilaggrin is expressed ectopically suggests that 




those acting on some of the other genes with the EDC.  The only evidence thus far of 
specialised regulatory elements located within the EDC is from a study of the SPRR 
cluster (Martin et al., 2004).  In agreement with this study, I do not see expression of 
the SPRR genes in my control cell lines (Figure 3.1B). 
 
3.2 Whole Genome Expression Microarray 
Analysis of the EDC 
Although RT PCR analysis has provided data on the expression status of 5 of the 
genes in the EDC, this is only ~1/10th of the whole locus.  To be taken to gain a more 
complete picture of the level of transcriptional activity within the EDC, I elected to 
study global gene expression in the model cell lines using whole-genome 
oligonucleotide expression microarrays (kindly provided by B. Ylstra, see van den 
Ijssel et al., 2005).   
There are two main designs for a microarray experiment utilising two-colour 
microarrays of this type.  The first approach is to hybridise different experimental 
samples directly against each other.  Alternatively, each experimental sample is 
hybridised against a reference sample (Churchill, 2002).  I elected to use the second 
design for two reasons.  Firstly, using a reference sample for all comparisons makes 
it easier to expand the study at a later date, by including another cell line for example 
(Churchill, 2002).  Secondly, the control cell lines I use are widely used within our 
laboratory and data detailing their expression status, that is independent of a 
particular experiment, represents a useful resource for the lab.  I chose to use the 
Stratagene Universal Human Reference RNA, a mixture of total RNA from 10 
different human cell lines, as my reference sample. 
I isolated 4 independent RNA samples from the three cell lines that were 
selected using my RT PCR data (293, 575 and, HaCaT cells).   The samples were 
then reverse transcribed and labelled alongside an equal quantity of the reference 
RNA.  Although 4 independent samples were hybridised from each cell line in the 
experiment, two samples from each cell line were often labelled and hybridised on 




two (Churchill, 2002).   To control for the differential incorporation of the dyes used 
to label the hybridised samples (Cyanine 3 and 5, Cy3 and 5), replicate 
hybridisations were performed in alternating dye orientations.  That is to say, the 
RNA samples from each cell line were labelled an equal number of times in Cy3 and, 
Cy5, this is known as a dye swap (Churchill, 2002).  Two control hybridisations, 
where the reference RNA was labelled in both colours and hybridised against itself, 
were also performed (a self hybridisation).  Control hybridisations could easily be 
distinguished from experimental hybridisations by the even yellow colour of each 
spot (Figure 3.2A). 
Data was extracted from scanned images of the hybridised microarrays using 
the Bluefuse program.  In order to compare replicate hybridisations to each other and 
to compare data between different cell lines, the data had to be normalised.  I elected 
to use a block lowess normalisation strategy for each hybridisation because it is 
capable of correcting both for intensity dependent artefacts in log2 ratios (deviation 
from a mean ratio log2 ratio of 0 for low and high intensity spots) and for systemic 
spatial variation in the array (caused by, for example, slight imperfections in the slide 
surface or local variations in hybridisation conditions on the slide, (see Section 2.9.6, 
p92 and Quackenbush, 2002).  The use of a local normalisation algorithm requires 
that there are a large number of spots within each printed block of the array and that 
probes are arranged at random on the slide (they are not printed in related groups), 
conditions that the microarrays used in this study satisfy (van den Ijssel et al., 2005).  
After normalisation, a replicate filtering strategy, based on that described by 
Quackenbush, was used to remove probes from the analysis if their ratios were 
inconsistent across the two dye swap orientations (see Section 2.12.1, p100 and 
Quackenbush, 2002).  Then, a mean log2 cell/reference value was then calculated for 
each probe on the arrays. 
Figure 3.2 Microarray Analysis of RNAs from Cell Lines
A. Scans of microarrays hybridised with reference RNA and RNAs from model cell lines.
 Cy3 is shown as Green and Cy5 as Red.  The same area of the array is shown in each picture.
B. Graphs of data obtained from control hybridisations.  In the scatter plot, normalised
log2 intensities in both channels were plotted for every spot from one hybridisation.  The grey
line indicates a Cy3/Cy5 Ratio of 1.  In the boxplot, the distribution of normalised log2 ratios
for each replicate hybridisation was plotted alongside the distribution of the mean log2 values
from both replicates. The dashed grey lines indicate the 99% confidence level for one replicate





































































3.3 Estimation of Microarray Sensitivity for 
Analysis of Single Spots 
One method to estimate the error inherent in any microarray experiment is to use 
control self hybridisations (see Section 2.12.2, p103 and Neal and Westwood, 2006).  
As expected, the ratios observed in each of my control hybridisations were scattered 
around 1 (or a log2 ratio of 0, indicated by the gray line in Figure 3.2B).  However, 
the degree of scatter away from a log2 ratio of 0 in the control hybridisations was 
clearly lower than that observed in an experimental hybridisation (data not shown).  
A false positive rate (the probability that the log2 value for a particular 
oligonucleotide in an experimental hybridisation is equal to 0) can be estimated using 
the distribution of log2 values in a control hybridisation.  By analysing the two 
control hybridisations individually I found that on average only 1% of the log2 values 
are greater than 0.886 and similarly only 1% are less than -0.842.  Therefore, in a 
single experimental hybridisation I can have 99% confidence that an oligonucleotide 
with a log2 value outside of this range represents a true deviation from zero. 
By considering multiple hybridisations together we can increase the 
sensitivity of the experiment.  A boxplot showed that the mean log2 values from two 
control hybridisations deviated from zero less than their counterparts from either of 
the individual hybridisations (Figure 3.2B).  The 99% confidence intervals for an up- 
or down-regulation were then calculated from the mean data in the same manner as 
before and found to be -0.468 and 0.466 respectively.  Actual confidence levels in 
the experimental results will be higher than this value because 4 replicate 
hybridisations were performed for each cell line and the results should therefore be 
more accurate.  Rough fold change estimates from my data which is in duplicate are 
99.5% for a 1.5 fold and 99% for a 1.4 fold change.  This compares favourably with 
previous studies which gave a 99.5% confidence estimate for a 1.5 fold change from 
quadruplicate data and, a 99% estimate for a 1.3 fold change from triplicate data 




3.4 The EDC is Upregulated in HaCaT Cells  
The array expression data can be used to test whether the EDC is activated in the 
HaCaT cells, as my RT PCR data suggests.  Mean log2 cell RNA/ reference RNA 
values were ordered based on their annotated position (as supplied by B. Ylstra, van 
den Ijssel et al., 2005).  2414 probes had no annotated position and were removed 
from the analysis.  Oligonucleotides corresponding to genes positioned in the EDC 
could then be identified (44 in total).  Histograms were plotted to compare the 
distribution of mean log2 cell RNA/reference RNA values for the whole genome to 
that for oligonucleotides corresponding to the EDC (Figure 3.3A).  Firstly, no 
differences were seen in the distribution of log2 values for the EDC and the whole 
genome in the data from the control hybridisations.  This indicates that there are no 
specific errors in the measurement of these probes against the whole genome.  The 
distribution of log2 values for the EDC also appeared to be the same as that for the 
whole genome in 293 and 575 cells.  We can not assume that the distribution of log2 
values from the EDC is normal so I used the distribution-independent Kolmogorov 
Smirnov test (KS-test) to statistically test these observations.  No significant 
differences were found between the distributions of the whole genome and the EDC 
for the control hybridisations, 293 cells and, 575 cells (Figure 3.3A). 
On the other hand, the distribution of log2 values for the EDC from HaCaT 
cells is shifted significantly rightwards relative to that for the whole genome (Figure 
3.3A, the medians were 0.440 and -0.010 respectively)  This confirms that, as 
expected, the EDC is upregulated in HaCaT cells compared to the reference RNA 
pool.  KS-tests were also carried out to check that there was no significant 
upregulation of the entire of chromosome 1 in HaCaT cells.  The distribution of log2 
values for chromosome 1 was significantly different from that of the whole genome, 
but comparison of the distributions showed that their was no easily identifiable up or 
down regulation (Figure 3.3B).  No significant differences were seen in the 
distributions of chromosome 1 and the whole genome in either 293 or 575 cells (data 
not shown). 
Figure 3.3 The EDC is Upregulated in HaCaT Cells
A. Histograms showing the distribution of array expression data.  The distribution of log2
values of all oligos on the array is indicated by the black line and the distribution of log2 values
for the EDC by the solid coloured histogram.  The p-value of the KS-test between the two
distributions is indicated in each case.
B. As in A, except the coloured histogram represents distribution of log2 values for
chromosome 1 rather than the EDC.  The p-value of the KS-test between the two distributions
is indicated.
C. Histogram of the data from Staege et al., 2002 for 293 Cells.  Absolute transcript levels
were log2 transformed and a histogram plotted for all probes on the array (black line) and the
oligos representing the EDC (red histogram).
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I further tested the significance of the upregulation of the EDC seen in 
HaCaT cells using data from the control hybridisations.  A running median was 
applied to the ordered control data to generate the median of every group of 44 
probes across the whole array.  No group of 44 adjacent probes had a log2 median 
≥0.440 (the median log2 value of the EDC in HaCaT cells).  As a further test, the 
control data was randomly permutated 1000 times and each time a running median 
was passed over each set of rearranged data.  Even when this was done, no groups of 
44 adjacent probes were generated that had a median ≥0.440.  Therefore, the 
probability that the median log2 value observed for the EDC in HaCaT cells was 
generated by error and that the true value is 0 is vanishingly small.  Lastly, the 
expression data from HaCaT cells was examined to determine if regions other than 
the EDC were upregulated.  A 1.71Mb sliding window (the size of the EDC) was 
passed across the entire genome in 100Kb intervals.  For each interval the median 
log2 value was calculated, generating a position based running median for the entire 
genome.  1236 (4.412%) of these intervals had a median log2 value ≥0.440.  
However, a large portion of these (338) represented the value of 1 or 2 
oligonucleotides and therefore could be generated by one highly expressed gene.  
The EDC was among the list and is, therefore, among the most active genomic 
regions in HaCaT cells confirming my initial hypothesis. 
As mentioned in Section 3.1, I chose to use 293 cells as a control cell line 
because my analysis of published data suggested that the EDC was inactive in these 
cells (Staege et al., 2004).  I now compared that data to my own microarray data to 
provide external validation of my results.  Staege and collegues used Affymetrix HG-
U133A arrays to assay gene expression.  I downloaded the data from the GEO 
service and identified probes belonging to the EDC using the Affymetrix HG-U133A 
data track on the University of California Santa Cruz Genome Browser (UCSC 
browser).  A mean transcript level was calculated for every probe from the two 
replicates in the study and a histogram of log2 mean transcript amount for the EDC 
superimposed on a histogram for every probe on the array (Figure 3.3C).  
Examination of this histogram revealed that the distribution for the EDC was shifted 




repressed and is different from my own result where the two distributions are 
superimposed (Figure 3.3A).   
This may be due to the differing experimental designs used.  Affymetrix 
arrays measure absolute transcript levels of one sample rather than a ratio of two 
transcript levels.  I used two colour microarrays which measure a ratio of transcript 
levels between two samples (in this case cell lines vs reference RNA).  The reference 
RNA sample is composed of a mixture of total RNAs from 10 human cell lines but 
does not include RNA from a keratinocyte cell line (Universal Human Reference 
RNA Manual, Stratagene).  Transcript levels of many of the genes in the EDC would 
be predicted to be low in the reference sample because expression of these genes is 
known to be highly restricted to keratinocytes.  Therefore, if the majority of the EDC 
is inactive in 293 cells as suggested by the data of Staege et al. I would expect to see 
log2 ratios close to 0 (signifying no difference in abundance between 293 cells and 
the reference sample) for the majority of genes in the EDC.  A prediction of this 
hypothesis is that if the control cell lines were directly compared to HaCaT cells (ie 
their RNAs were competitively hybridised), then the distribution of log2 ratios for the 
EDC would be skewed in the direction of the HaCaT cells.  If I simulate a direct 
comparison using my data, this is indeed what I find (Median log2 HaCaT/293 = 
0.527 and, log2 HaCaT/575 = 0.519 for the EDC).  Therefore, I conclude that the 
majority of the EDC is repressed in my two control cell lines, 293 and 575. 
 
3.5 Transcriptional Regulation of the EDC 
Although the EDC was first defined as a gene cluster in 1996 there have, thus far, 
been no studies examining the expression of the whole region during epidermal 
differentiation (Mischke et al., 1996).  The region has a complex organisation and is 
much larger and more gene-rich than many of the more studied gene clusters (for 
example, the Hox and β-globin loci).  During epidermal differentiation, the S100A 
genes are the first to be expressed and the fused genes and SPRR genes are only 
activated as differentiation proceeds (Mischke, 1998).  Finally, the LCE genes are 
activated in the very final stages of epidermal differentiation (Marshall et al., 2001).  




3.4A), we can hypothesise that gene expression begins at the edges of the locus and 
then spread into the centre as differentiation proceeds. 
In order to test this hypothesis, I mapped my genome wide expression data 
from HaCaT cells onto a physical map of the EDC (Figure 3.4B).  This also enabled 
me to confirm that the genome wide expression data correlated with the RT PCR 
analysis of expression detailed in Section 3.1 (see, Table 3.1).  As noted above, there 
are difficulties interpreting how array expression data generated using a reference 
RNA relates to the absolute levels of a transcript.  Both the housekeeping genes 
(ILF2 and SNX27) have low positive log2 values suggesting that they are expressed, 
as does RT PCR data.  However, if they are truly housekeeping genes then we would 
expect them to be expressed to a roughly equal level in all cells and the log2 ratio to 
be close to 0.  This is because the RNAs should be present in a roughly equal level in 
all the cell lines that make up the reference RNA and the HaCaT cells.  The fact that 
I see a positive log2 value suggests that either they are slightly upregulated in HaCaT 
cells or that they are not expressed or expressed to a lower level in some of the cell 
lines that make up the reference RNA.  Support for this finding comes from 
examining data from the GNF gene atlas which shows that absolute transcript levels 
vary across tissues (Probe Identifiers: 200052_s_at for ILF2, 221006_s_at and, 
221498_at for SNX27).  S100A6, S100A10 and, profilaggrin were all found to be 
expressed by RT PCR and they have high HaCaT/Reference ratios in agreement with 
this.  SPRR1B was also determined to be active by RT PCR and has a much lower, 
but still positive, log2 ratio on the microarrays.  Given that we expect this RNA to be 
absent from the reference pool, this analysis suggests that although the gene is 
expressed in HaCaT cells, it is expressed to a low level (the log2 ratio is greater than 
the 99% confidence intervals calculated in Section 3.2).  Lastly, LCE3D has a log2 
ratio that is very close to 0.  We expect this RNA to be absent from the reference 
pool and, the HaCaT samples giving a log2 ratio of zero.  Therefore, this result is in 
agreement with the lack of transcript as detected by RT PCR.  These analyses 






The mapping of array data onto the EDC suggests that the hypothesis of the 
pattern of gene activation detailed above may be true.  High log2 ratios, indicative of 
a higher level of expression, are restricted to the edges of the EDC (Figure 3.4B).  
This pattern resembles that of the hypothetical pattern for one of the earlier stages of 
epidermal differentiation (Figure 3.4A).  However, not all of the members of a 
particular gene cluster are active at the same time as there are dips in the level of 
gene expression, even within highly active clusters like the S100As.  The map also 
shows that, in general the SPRR cluster is not particularly active in HaCaT cells.  
Therefore, analysis of the array data suggests that the HaCaT cell line represents an 
earlier stage of differentiation than I hypothesised from the RT PCR data.  However, 
we should also bear in mind that these expression levels are relative to the reference 
sample and conformation of this pattern will require further quantitative studies. 
 
Table 3.1  
Comparison of RT PCR and Array Expression Data 
Mean log2 HaCaT/Reference values were taken using the annotation of van den Ijssel et 
al.(2005) and compared to the RT PCR Data.  
 
Gene Name RT PCR Status Mean Log2 Ratio 
SNX27 ON 0.589 
ILF2 ON 0.539 
S100A6 ON 1.271 
S100A10 ON 1.695 
Profilaggrin ON 1.742 
SPRR1B ON 0.487 





3.6 Upon Differentiation, HaCaT Cells 
Upregulate the SPRR and LCE Genes 
Keratinocytes, including HaCaTs, can be differentiated in vitro to recapitulate many 
of the features of the in vivo epidermal differentiation program (Boukamp et al., 
1988;Paramio et al., 1998).  Therefore, I differentiated HaCaT cells by using a 
published method (see Section 2.6.4, p73 and (Paramio et al., 1998).  Briefly, high 
density cultures were kept in serum free media over the period of 20 days and total 
protein and RNA extracts taken at regular intervals.  During this time the 
morphology of the cells changed dramatically (Figure 3.5A) and large quantities of 
specific proteins accumulated in the cultures (Figure 3.5B). 
In order to characterise the specific changes at the transcriptional level 
occurring in the cells, I first assayed by western blot the three markers of epidermal 
differentiation described by Paramio et al., (Cytokeratin 10, Cytokeratin 14 and, 
Involucrin, Figure 3.5C).  As reported, Cytokeratin 10 accumulated from day 4 of 
the differentiation onwards, but contrary to their report Cytokeratin 14 was not 
detected at day 0 and accumulated in the cells from around day 8.  Unlike the 
Cytokeratins, Involucrin is encoded by a gene in the EDC and it was present at fairly 
constant levels in the cells throughout the 20 days of differentiation.  This is a 
different expression pattern to that reported by Paramio and collegues who saw the 
protein appear in the cells from around day 12.  To confirm that Involucrin is present 
in HaCaT cells before differentiation, separate protein extracts were made from cells 
obtained from two separate sources (B. Lane, as used so far in this study, and N.E. 
Fusenig).  A specific band was observed in both in the extracts made from both 
clones of the cell line but not in extracts made from 293 cells (data not shown). 
I also analysed the expression of these markers at the transcriptional level.  
RT PCR for Cytokeratins 10 and 14 showed that there was no change in their mRNA 
levels during differentiation (Figure 3.5D).  As expected from the western blots, the 
level of involucrin mRNA also did not change greatly across the time period.  The 
presence of these mRNAs at day 0 of differentiation was confirmed by analysis of 
the array expression data (log2 HaCaT/Reference values: 2.883 for involucrin, 0.237
A 0 Days 18 Days
B
D
Figure 3.5 Transcriptional Regulation during HaCaT Differentiation
A. Phase contrast Microscope Pictures of HaCaT Cells before differentiation (Day 0) and
after 18 days of differentiation in serum free media.  The Scale bars represent 100 microns.
B. Coomassie stained SDS PAGE gel of whole cell extracts during the course of 20 days
of differentiation.
C. Western blots of HaCaT whole cell extracts to detect Cytokeratin 10 (CK10), Cytokeratin
14 (CK14), Involucrin (IVL) and Histone H3 (H3).
D. RT PCR Analysis of gene expression during HaCaT differentiation. -RT is a control
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for Cytokeratin 14 and, for 0.390 for Cytokeratin 10).  The fact that RNA levels of 
the Cytokeratins do not appear to change when the levels of their protein products do 
suggests that the regulation of these genes during epidermal differentiation may be 
mainly at the post-transcriptional level.  I also assessed the effects of differentiation 
on some of the other genes of the EDC.  RT PCR for SPRR1B showed that, although 
it is present from day 0 of differentiation, its RNA accumulates in the cells as 
differentiation proceeds (Figure 3.5D).  LCE3D is not expressed in undifferentiated 
HaCaT cells but was faintly detected after 4 days differentiation and more robustly 
after 8 days.  Therefore, I can conclude that, as expected, these genes become 
activated as differentiation progresses. 
 If I use this RT PCR data as a crude assay for the expression status of the 
individual gene clusters in the EDC, the fact that SPRR1B and LCE3D are 
sequentially activated as differentiation proceeds provides evidence to support the 
model presented in Figure 3.3A.  It would suggest that from around 4 days of 
differentiation the SPRR cluster becomes activated in HaCaT cells and, at around 8 
days of differentiation the LCE genes are strongly expressed.  However, I have 
already seen that the expression status of one gene in a cluster does not necessarily 
reflect the status of the entire gene cluster and this result will have to be verified with 
further microarray studies.  In addition, it remains to be determined whether or not 
the early genes of the EDC, for example the S100As, are repressed during the later 
stages of epidermal differentiation.  There have been studies of the localisation of the 
S100A proteins in normal epidermis which suggest that they are still present in 
differentiated keratinocytes, but nobody has yet examined these genes at the RNA 
level (Boni et al., 1997;Broome et al., 2003;Sakaguchi et al., 2003).  Because the in 
vitro differentiation of HaCaT cells produces a mixed population of differentiated 
and undifferentiated cells, it does not make a good model with which to answer this 
question (Boukamp et al., 1988).  However, my RT PCR data suggests that NEB1 
cells represent a late stage of epidermal differentiation and they still express S100A6 







In order to study the role of chromatin in the transcriptional regulation of the EDC, it 
is important to first determine what transcriptional activity occurs at the EDC during 
differentiation.  I have chosen to use immortalised cell lines as a model of epidermal 
differentiation.   Although there have been a number of studies examining the 
expression of individual members of the EDC in cultured cells, there has yet to a 
study of the entire locus (Boukamp et al., 1988;Lapi et al., 2006;Lesniak et al., 
2007;Paramio et al., 1998).  I analysed the expression status of the EDC in HaCaT 
cells by RT PCR and expression microarrays.  I found that, as expected, the EDC 
was significantly upregulated in these cells.  No upregulation of the locus was seen in 
two control cell lines, 293 cells and 575 cells. 
By mapping the array expression data onto the EDC locus, I concluded that 
HaCaT cells represent one of the earlier stages of epidermal differentiation because 
the later gene clusters of the EDC, the SPRR and LCE loci, are not generally active.  
Then I differentiated the cells in vitro and, showed that individual members of these 
later gene clusters were induced, suggesting that the entire clusters may be activated 
as differentiation proceeded.  These two experiments combined support a model of 
gene activation at the EDC whereby the outer S100A clusters are expressed first and 
as epidermal differentiation progresses, gene activation proceeds inwards (Figure 
3.4A).  To now understand how the EDC is regulated, I can now go on to characterise 





Chapter 4 Interphase Chromatin 
Organisation of the EDC 
I have established that the EDC is transcriptionally active in HaCaT cells, so next I 
wanted to determine whether these cells display any large scale differences in 
interphase chromatin structure when compared to control cell lines.  Large scale 
chromatin structure can be assayed using cytological techniques such as FISH, for 
example, by determining the nuclear positioning of a genomic locus relative to a 
particular nuclear compartment or another genomic locus.  A second assay analyses 
the large scale compaction of chromatin in a particular genomic region by measuring 
the distance between pairs of probes in the nucleus.  Previously, these techniques 
have been used to show that, in general, gene-rich areas of the genome are 
cytologically decondensed and more often positioned away from their parent 
chromosome territories when compared to gene-poor regions (Gilbert et al., 
2004;Mahy et al., 2002a;Mahy et al., 2002b;Yokota et al., 1997).  However, it has 
also been shown that many co-ordinately regulated genomic regions, including the 
EDC, are positioned inside their parent chromosome territory when inactive but 
move outside when active (Chambeyron and Bickmore, 2004;Volpi et al., 
2000;Williams et al., 2002).  In addition, the HoxB and D loci have been seen to 
cytologically decondense upon induction of differentiation in mouse embryonic stem 
cells and in embryos (Chambeyron and Bickmore, 2004;Chambeyron et al., 
2005;Morey et al., 2007).  In this chapter, I have assayed large scale chromatin 
structure at the EDC in HaCaT cells and compared this data to what we already know 
about gene expression in the EDC.  However, first I have examined the karyotypes of 





4.1 The EDC is not Affected by Chromosomal 
Rearrangements in HaCaT Cells 
Cell lines in culture often become anueploid and acquire chromosomal abnormalities.  
The EDC is a relatively large locus and may be affected by such rearrangements, 
therefore, it is important to establish that this has not occurred in my model cell lines.  
I investigated the integrity of the EDC by performing FISH on metaphase 
preparations.  Three BACs were used as probes: one lying within the SPRR cluster 
(Probe 1, Figure 4.1), one lying just outside of the EDC towards the telomere (Probe 
2) and, another which lies approximately 2.5Mb away from the EDC in chromosome 
band 1q22 (Probe 3).  I also used a chromosome paint specific for chromosome 1 in 
order to unambiguously identify both normal and abnormal copies of the EDC’s 
parent chromosome.   
The three probes all hybridised to the correct location on metaphase 
chromosomes from 575 cells (Figure 4.2) and these cells appeared to have a normal, 
diploid karyotype as previously described (Woodfine et al., 2004).  This result 
confirms both that the probes are specific for the EDC and that the EDC has not been 
subject to rearrangement in 575 cells.  On 293 spreads, the chromosome 1 paint 
hybridised to 3 different chromosomes.  Two of these were normal copies of 
chromosome 1 and the other appeared to be a derivative in which an unbalanced 
translocation had occurred close to the telomere of chromosome arm 1q (Figure 4.2).  
In some metaphases, two of these derivatives were observed along with one normal 
chromosome 1 (Shelagh Boyle, personal communication).  Consistent with my 
observations, it has previously been reported that 293 cells are hypotriploid with 2 
normal copies of chromosome 1 and one derivative (Goetze et al., 2007).  The 
translocation must lie in the order of 80 or 90Mb from the EDC and is unlikely to 
affect the locus.  I observed that all three probes hybridised correctly, both to the 
normal chromosomes and the derivatives and concluded that, indeed, the EDC 
appeared unaffected by this or any other arrangements.  It has also been found that 
the interphase chromatin structure of a region adjacent to the EDC in 293 cells is 







































































































































































































































Figure 4.2 Karyotypes of Model Cell Lines
Images of metaphase spreads from 575, 293 and HaCaT cells hybridised with a chromosome
paint for chromosome 1(Green) and Probe 1 (Red).  The DNA has been counterstained with
DAPI (Blue). On the 293 spread the arrow indicates the derative of chromosome 1 with an
extension to chromosome 1q.  On the second HaCat spread the arrow indicates an abnormal
derivative of chromsome 1 where the p-arm appears to have been involved in an unbalanced







the presence of the abnormal derivative of chromosome 1 in this cell line, it is a good 
model with which to study the chromatin structure of the EDC.  
I observed 4 normal copies of chromosome 1 in the majority of metaphases 
from HaCaT cells, consistent with the reported karyotype of the cell line at 
derivation (Boukamp et al., 1988).  However, some metaphases had either three 
copies of chromosome 1 or one of the four copies was an abnormal derivative, with 
what appeared to be a truncation or unbalanced translocation involving most of 
chromosome arm 1p (Figure 4.2).  Boukamp et al., also reported that they observed 
chromosomal aberrations involving chromosome 1 in some metaphases.  All the 
derivatives involved a truncation of the p arm of chromosome 1 and the three probes 
hybridised correctly to them and to the normal copies of chromosome 1, confirming 
that the EDC was unaffected by rearrangements in HaCaT cells.  Similar analyses of 
two other model keratinocyte cell lines showed that both contained abnormal 
derivatives of chromosome 1.  In SVK14 cells this involved duplication of the 
centromere and chromosome arm 1q and in NEB1 cells there was a duplication of 
the EDC and part of chromosome 1q with breakpoints lying between Probes 1 and 2 
(Data not shown).  These rearrangements both affect the portion of chromosome 1 
containing the EDC and therefore confirm that these cell lines are unsuitable models 
for this study. 
To study the chromosomal structure of the EDC in more detail, I performed 
array comparative genomic hybridisation (aCGH).  This technique allows relative 
copy number differences between two genomes to be detected using genomic 
microarrays (Pinkel and Albertson, 2005).  I am specifically interested in the 
genomic structure of the EDC, so I used custom-made oligonucleotide arrays that 
had been specially designed for me by Invitrogen in partnership with Illumina and 
printed at the University of Liverpool.  They consisted of 5000 60-mer 
oligonucleotide probes, including 2145 located in the EDC with a resolution of 
roughly 1 probe per 800bp (for full details of the design of the array, see Section 
2.9.2 p90).  Using these arrays, any disruption to the EDC can be mapped with a high 
degree of precision.  It seemed likely that no disruptions had occurred within the 
region in 575 cells so, I elected to directly test whether there was any difference in 




I isolated genomic DNAs from the two cell lines and fluorescently labelled 
them before hybridising them twice to the arrays in opposite dye orientations.  From 
the metaphase FISH, I already know that in HaCaT cells there are 4 copies of 
chromosome 1 whereas in 293 cells there are only 3 copies and I therefore might 
expect an overall HaCaT/293 genomic ratio of around 1.333.  However, the median 
HaCaT/293 genomic DNA ratio observed is close to 1 (data not shown).  This is 
because the two fluorophores are separately scanned using a laser power and 
photomultiplier gain settings that give the greatest dynamic range of intensities in 
each channel (ie few saturated spots).  Most spots on the array come from 
chromosome 1 and therefore the result of this process for these arrays is that on 
average the ratio of intensities between the two channels will be 1.  To normalise the 
two replicates I used a lowess normalisation which has the ability to correct intensity 
dependent dye biases that occur during hybridisation (Quackenbush, 2002).  I elected 
not to use the local normalisation strategy previously applied to analyse genome 
wide expression levels (see, Section 3.2, p115) because, although each printed block 
of the EDC arrays contains 462 spots, there are 4 replicates of each probe per block 
and therefore only 115 unique probes and I felt that this was not a sufficiently high 
number to reliably perform a localised, block lowess normalisation.  After 
normalisation I derived average intensity values for each probe in the two 
hybridisations from its 4 printed replicates.  A replicate filtering strategy was then 
used to remove any probes from the analysis whose ratios were inconsistent across 
the two replicate hybridisations (ie inconsistent across the dye swap) and finally a 
mean HaCaT/293 genomic DNA ratio was calculated for each probe from the two 
replicate hybridisations. 
To test whether the relative copy number of the EDC was different between 
two cell lines, I compared the distribution of log2 HaCaT/293 ratios for 
oligonucleotides from the EDC to that of all other probes (Figure 4.3A).  The 
distribution of the EDC probes is slightly shifted towards positive log2 values, 
indicating that the EDC may have a higher copy number in HaCaT cells relative to 
the rest of the genome.  To test this further, I performed control self hybridisations to 
estimate the technical error of the assay.  Two control hybridisations were scanned 
and normalised as described above.  Because the DNA was self hybridised to arrays
A
B
Figure 4.3 Array CGH between HaCaT and 293 Cells
A. Boxplot of log2 HaCaT/293 genomic DNA ratios from aCGH on a custom tiling array.
The distribution of log2 values from the EDC (2145 oligos) was compared to the rest of the
genome (2704 oligos).  Their medians are 0.019 and 0.009 respectively and  the two distributions
are significantly different (KS-test).  The median is indicated by the heavy line, the boxed area
shows the interval between the 25th and 75th percentiles and outlying observations are indicated
by circles (outliers are defined as lying 1.5 times the interquartile distance from the 25th or 75th
percentiles).
B. Scatter plot of log2 HaCaT/293 genomic DNA ratios from array CGH.  The data in the
region around the EDC was plotted against its chromosomal position (taken from NCBI Build
36).  The mean log2 values of individual oligos are indicated by the blue dots.  The red line
shows the mean value across 50Kb intervals.  The dashed grey lines indicate the 99.5%
confidence intervals for a true difference in copy number for 57 oligos.  The asterisk inicates




































the log2 ratio between the channels should be equal to 0 for every probe and the 
observed variation is caused by the technical error in the experimental system.  By 
randomly sampling values from this dataset I can determine the probability of 
observing the median log2 value seen in my experimental hybridisations for the EDC 
through error alone.  I therefore generated 10,000 random samples of 2145 probes 
from the control data and calculated the median log2 value of each.  0.01% of the 
sample medians were greater than or equal to 0.019 (the experimentally observed 
median log2 value of the EDC).  Therefore, it is possible, but unlikely, that this 
experimental result could be generated purely by random error.  The observed log2 
value is only slightly >0 and therefore is unlikely to represent a difference in copy 
number of the EDC.  It is more likely that a difference in copy number of part of the 
locus, causes a smaller copy number difference to be observed when the whole of the 
locus is measured. 
To examine this, I plotted the log2 HaCaT/293 ratios against genomic 
position (Figure 4.3B).  I next calculated the mean log2 value of each 50Kb interval 
across the region (median number of probes, 57).  The 50Kb mean value varied 
around 0 along the length of the EDC.  To determine whether any the values 
represented a disruption to the EDC I again used my control data to estimate 
technical error.  First I calculated the mean log2 value of every group of 57 probes 
from the control data and then calculated the log2 interval within which 99% of these 
values lay.  This allowed me to assign 99.5% confidence intervals for a relative 
higher or lower copy number in HaCaTs vs 293s.  Any 50Kb region with a log2 value 
outside of the confidence intervals probably represented a true difference in copy 
number above technical error.  None of the 50Kb intervals across the EDC lay 
outside of the confidence estimates.  However, one region lying outside of the EDC 
and towards the centromere has a –ve mean value that lies outside of the confidence 
intervals, suggesting a greater copy number in 293 cells.  This region lies within the 
house keeping gene SNX27 whose expression status was assessed by RT-PCR in the 
previous chapter (see, Section 3.1, p110).  The 50Kb interval only contains 30 probes 
and therefore the technical error in measuring its relative copy number is likely to be 
greater than for a region containing 57 probes.  Since the mean for the region lies just 




copy number.  Therefore, from this analysis and the FISH, I conclude that their have 
been no specific gains or losses of DNA in the EDC in HaCaT or 293 cells. 
 
4.2 Nuclear Positioning of the EDC in Model 
Cell Lines 
As for a number of other gene clusters, the position of the EDC within the nucleus 
has been reported to differ between its active and inactive states (Williams et al., 
2002).  It was found that in primary keratinocytes, the EDC is positioned outside of 
the Chromosome 1 territory and in lymphoblasts, where the EDC is inactive, it 
adopts a more peripheral or internal location.  I used a similar methodology to assess 
whether the EDC was also differentially positioned within the nuclei of my model 
cell lines. 
 The probes used to examine the karyotypes of the cell lines are also suited to 
the study of the nuclear position of the EDC (Figure 4.1).  Probe 1 is positioned 
within the SPRR cluster and my RT-PCR analysis suggests that this region is the part 
of the EDC which is differentially expressed between the cell lines (Figure 3.1, 
p112).  The other two probes can be used as controls because they are positioned 
outside of the EDC.  Probe 2 lies very close to the EDC and may be expected to 
follow the behaviour of the EDC.  Probe 3 on the other hand is ~2.5Mb away 
towards the telomere and therefore would be expected to be positioned differently 
from the other two probes. 
The probes were hybridised together with a chromosome 1 paint to methanol-
acetic acid fixed nuclei of each of the three cell lines (Figure 4.4A).  Images of 60 
interphase nuclei were taken for each probe and cell line and analysed using a 
custom script used previously in a number of studies by our laboratory (see Section 
2.11.1, p97 and (Chambeyron and Bickmore, 2004;Gilbert et al., 2004;Mahy et al., 
2002a;Mahy et al., 2002b).  The script measures the distance from the centre of each 
individual probe signal to the edge of its parent chromosome territory and were 
originally developed by P. Perry and N. Mahy.  I modified this method slightly 




















































































































































































































































































































































































































































































































































































difficult to unambiguously identify which probe signal belonged to which 
chromosome territory.  Therefore, I measured the distance from each BAC to the 
nearest chromosome territory edge. 
The relative distributions of probe to territory edge distances for each cell line 
were then examined using boxplots (Figure 4.4B).  In 575 cells all of the probes 
occupied a similar median position, outside, but close to the edge of the chromosome 
1 territory (median positions: -0.423, -0.218 and -0.237μm respectively).  Probe 1 
occupied a slightly, but significantly, more external position in relation to the other 
probes and no statistical difference was found in the locations of probes 2 and 3 (KS-
tests).  All probes were also positioned close to the territory edge in 293 cells 
(median positions: 0.134, -0.256 and 0.134μm respectively), but no significant 
differences were found in the overall distributions (KS-tests).  The median position 
of all three probes in HaCaT cells was identical (-0.134μm).  Probes 2 and 3 
occupied a wider range of positions than probe 1.  However, I only found statistical 
differences between probes 1 and 3, the p-value of a KS-test between probes 1 and 2 
was close to significance (0.069) and the positions of probes 2 and 3 were not 
significantly different. 
 These results suggest that the EDC (probe 1) occupies a similar position in all 
three of the cell lines, outside but close to the edge of the chromosome 1 territory.  
The two control probes also occupy similar positions in each cell line, which 
suggests that the entire region extending out from the EDC and into chromosome 
band 1q22 may be positioned close to the edge of the chromosome 1 territory.  The 
entire region is known to be gene-rich and these results are consistent with previous 
reports that, in general, gene-rich areas are positioned on the edge or outside of 
chromosome territories irrespective of their gene expression status (Gilbert et al., 
2004;Mahy et al., 2002a;Mahy et al., 2002b).  Next I directly compared the position 
of the EDC between the cells lines and found probe 1, but not probes 2 and 3, is 
differently positioned in each cell type (KS-tests, p-values < 0.05).  Therefore, 
although the EDC is positioned close to the edge of the chromosome 1 territory in 
each cell line, it actually occupies a slightly different position in each cell type.  
However, contrary to a previous report, I find that in HaCaT 
A
B
0 Days 4 Days
Figure 4.5 Nuclear Position of the EDC during HaCaT Differentiation
A. FISH images of individual HaCaT nuclei before (0 days) and after 4 days of
differentiation.  The chromosome 1 paint is in green, probe 1 (see, Figure 4.1) is in red
and DNA is counterstained with DAPI (blue).  The scale bar indicates 10mm.
B. Boxplot showing the distribution of distances from probe signal to the edge of
the chromosome 1 territory for the two cell populations.  Negative distances lie outside
the territory and positive distances inside.  The median is indicated by the heavy line,
the boxed area shows the interval between the 25th and 75th percentiles and outlying
observations are indicated by circles (outliers are defined as lying 1.5 times the interquartile






































keratinocytes the EDC does not occupy a more external position than it does in 
lymphoblastoid cells (Williams et al., 2002). 
 
4.3 Differentiation Does Not Alter the Position 
of the EDC in HaCaT Cells 
In the previous chapter, I characterised the transcriptional changes that are induced 
upon in vitro differentiation of HaCaT cells (Section 3.6, p126).  I found that after 4 
days of differentiation the cells upregulate the SPRR cluster and BAC probe 1 lies 
within this region.  I therefore, used FISH to determine the position of probe 1 
relative to the chromosome 1 territory edge in either undifferentiated cells or cells 
that had been differentiated for 4 days (Figure 4.5A).  A boxplot comparing the 
distributions of distances from the territory edge, before and after differentiation, 
showed that the two were not significantly different (Figure 4.5B, median positions: 
0.134μm and 0.218μm respectively, KS-test, p-value=0.990).  Therefore, I can 
conclude that in vitro differentiation of HaCaT cells does not significantly alter the 
nuclear position of the SPRR cluster, despite inducing activation of genes within that 
region. 
 
4.4 A Different Profile of Interphase Chromatin 
Compaction at the EDC in HaCaT Cells 
As well as measuring the nuclear position of a locus, FISH can be used to assess 
chromatin compaction.  There is a linear relationship between the genomic 
separation between two FISH probes and the mean-squared interphase distance 
between them in the nucleus (mean d2, van den Engh et al., 1992).  This is based on a 
random walk model for the path the chromatin fibre takes between the two probes 
and appears to hold true for genomic separations between ~50Kb and 2Mb (Sachs et 
al., 1995;Yokota et al., 1995).  This method was then applied to measure regional 




used this assay to find similar differences in regional compaction of chromatin in 
human lymphoblastoid cells (Gilbert et al., 2004) and to show that both the murine 
HoxB and HoxD loci cytologically decondense upon induction of differentiation in 
both mouse embryonic stem cells and the embryo (Chambeyron and Bickmore, 
2004;Chambeyron et al., 2005;Morey et al., 2007).  I decided to use this assay to 
examine chromatin compaction across the EDC in my model cell lines.  I selected 3 
pairs of Fosmid probes (average size ~40Kb) separated from each other by 500Kb 
that spanned the EDC (Figure 4.6A).  Two further pairs of probes with a similar 
separation were selected to cover the regions just outside of the EDC and to allow me 
to examine how the compaction in the EDC differed from its surroundings. 
 Firstly however, I tested a control locus to discover if any systematic 
differences in chromatin compaction existed between the cell lines.  Statistical tests 
of my expression microarray data showed no difference in expression between the 
cell lines at the β-globin locus (KS-tests).  Therefore, I selected a pair of fosmid 
probes separated by 500Kb that spanned this locus and performed FISH with them 
on methanol-acetic acid fixed preparations of the three cell lines (Figure 4.6B and 
C).  I took pictures of at least 100 nuclei from each cell type and calculated the 
distance separating the signals of each probe pair using a custom script based on one 
used previously in our laboratory but modified to facilitate faster analysis of large 
numbers of nuclei (Section 2.11.2, p98 and (Chambeyron and Bickmore, 2004).  The 
distribution of observed distances for each cell line conformed to a Rayleigh 
distribution (ie the Standard Deviation/Mean ~0.52 and the Median/Mean ~0.94), 
confirming previous reports that at these genomic distances the chromatin fibre 
between the two probes follows a random walk model in the nucleus (Sachs et al., 
1995;Yokota et al., 1995).  The mean d2 for each of cell line was normalised by the 
genomic distance separating the probes (mean d2 per Mb) and plotted to compare the 
compaction for each cell line (Figure 4.7A). 
There was no significant difference in the packing of the β-globin region 
between the control cell lines (293 and 575) but the region was significantly more 
compact in HaCaT cells (KS-tests).  This might be explained by a difference in 
nuclear size between the cell lines.  However, although HaCaT nuclei were generally 




Figure 4.6 Measuring Interphase Condensation at the EDC
A. Locations of probe pairs used to measure interphase condensationof the EDC.  The
genomic positions are taken from the UCSC browser (March 2006, NCBI v36 Build).  Fosmid
probes used in each pair are shown to scale along with their universal names (for the locations
of each fosmid see Section 2.7.9 p80.).
B. As panel A, but for the b-Globin Locus on human chromsome 11.
C. FISH images of nuclei using either the b-Globin Probe pair or EDC Probe Pair 4 from
each cell line.  The individual fosmids are shown in red and green and DNA is counterstained









































































































































































































































































































































































































































































































































meaning that the greater compaction observed at the β-globin locus in HaCaT cells is 
not due to a smaller nucleus.  However, the three cell lines all have different numbers 
of chromosomes (575 cells are diploid, 293 cells are roughly triploid and HaCaT 
cells roughly tetraploid).  Therefore, the three cell types may have a different ratio of 
genome size to nuclear area, at least in methanol-acetic acid preparations, causing the 
chromatin to be more compact in this assay. I calculated the nuclear area per 
Megabase of DNA for each cell line in order to determine if this was the case: in 575 
cells there are 0.028μm2/Mb, in 293 cells, 0.030μm2/Mb and, in HaCaTs 
0.019μm2/Mb (assumes that the nuclei have flattened to circles and that the human 
diploid genome is 6391Mb in size).  Therefore, HaCaTs do have a lower DNA to 
nuclear area ratio than 575 or 293 and this may explain the difference in compaction 
that I observe.  This may not solely be an artefact of the cell lines, as studies of 
nuclear size in both normal and psoriatic skin have found that, during normal 
epidermal differentiation, the nucleus decreases in size (Tsuji and Cox, 1977). 
 As expected from analysis of the β-globin region, the EDC was also more 
compact in HaCaT cells than in 575 and 293 cells (Figure 4.8).  However, the 
chromatin compaction profile across the region differed between the cell lines.  In 
the two control cell lines the interphase separation of probe pair 4 was significantly 
greater than any of the other probe sets (KS-tests).  In HaCaT cells, the profile of 
chromatin compaction was more ‘flat’ than that of the two control cell lines.  
Furthermore, Probe pairs 4 and 5 were significantly less compact than pairs 1, 2 and 
3 in these cells.  Probe pair 2 was also more condensed than pairs 1 and 3 but only 
the compaction of pairs 2 and 3 were significantly different (KS-tests, p-values: 
0.063 for probes 1 and 2, 0.036 for probes 2 and 3). 
The profile of chromatin structure at the active EDC is different to that of the 
inactive EDC.  The larger S100A gene cluster (probe pair 4, Figure 4.6A) is 
constitutively decondensed compared to the rest of the region.  However, when the 
EDC is active this decondensed structure extends out of the EDC towards the 
telomere (ie into the region covered by probe pair 5).  The rest of the inactive EDC 
has a more compact structure that extends outwards towards the centromere.  
However, when active the region covering S100A10 and A11 along with the fused 
























































































































































































































































































































































4.5 The Correlation between Transcription and 
Interphase Chromatin Organisation at the EDC 
I next wanted to investigate the relationship between the transcriptional status of the 
EDC in my cell lines and their interphase chromatin compaction.  I first identified 
which oligonucleotides on the human genome wide expression arrays lay within the 
regions covered by each EDC probe pair (probe positions from, van den Ijssel et al., 
2005, see Chapter 3).  I then calculated a median log2 cell/reference cDNA value for 
each region and cell type and plotted them to compare the expression profiles of the 
three cell lines (Figure 4.9A).  The two control cell lines both had similar expression 
profiles but HaCaT cells had higher median log2 values in both regions 2 and 4 
(corresponding to the fused cluster and the two S100A clusters).   
We might expect that a higher expression level would correlate with a lower 
level of chromatin compaction.  However, this does not appear to be the case, the 
highest expression level is at region 2 in HaCaT cells but this is in fact the most 
compact of the five regions in this cell line (Figure 4.8).  Furthermore, expression 
levels in both 575 and 293 cells are lowest in region 4, the least condensed region in 
both of these cell lines.  However, as noted in Chapter 3, cell/reference ratios are 
difficult to interpret with regard to the actual expression level of a particular gene or 
region.  For, example a low ratio could arise for a very active gene in a particular cell 
line if it was also active in the cell lines from which the reference RNA is made.  
Therefore, I calculated relative expression ratios between HaCaTs and the two 
control cell lines for each region.   I first calculated a HaCaT/575 or 293 log2 ratio 
for each probe before deriving the median HaCaT/Control log2 value for each FISH 
region.  In order to compare these relative expression levels to the chromatin 
compaction of each region I then had to calculate relative compaction values for each 
region (ie the mean d2/Mb ratio between HaCaTs and control cells).  I then plotted 
the relative expression level against the mean d2/Mb ratio for both HaCaT/575 and 
HaCaT/293 (Figure 4.9B).  The two were negatively correlated, both when the whole 
dataset was considered (Pearson R2 value = -0.681), and when the HaCaT/575 and 
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 Therefore, at the EDC for a 500Kb genomic separation, surprisingly, there is 
a negative relationship between interphase chromatin compaction and expression 
levels.  This is contrary to what we might expect since previous studies have 
correlated gene activity to a cytological decondensation of the Hox loci (Chambeyron 
and Bickmore, 2004;Chambeyron et al., 2005;Morey et al., 2007).  However, these 
studies examined compaction across a smaller genomic distance, for example 90Kb 
for the HoxB locus.  It is therefore possible that the same analysis on the EDC using 




Here I have examined the interphase organisation or higher order chromatin structure 
of the EDC in cultured cell lines.  Previously it has been reported that the active EDC 
is positioned outside of the chromosome 1 territory (Williams et al., 2002).  I have 
shown that this also the case in cultured HaCaT cells but contrary to this report I find 
that although the inactive EDC in my control cell lines occupies a different position, 
it is also positioned externally.  I have also shown that two flanking regions occupy 
similar locations in all these cell types and that the induction of differentiation of 
HaCaT cells does not significantly alter the position of part of the EDC.  I have then 
gone on to analyse the interphase organisation of the EDC in more detail by 
comparing the separation of pairs of probes in the interphase nucleus.  I show that, in 
all three cell lines the larger S100A gene cluster at the telomeric end of the EDC is 
decondensed relative to the rest of the locus.  However, when the EDC is active the 
region around the other S100A cluster and the fused genes is more condensed and a 
region lying outside the EDC is decondensed.  In addition, it appears that in general 
the interphase chromatin of HaCaT cells is more compact at this level than the other 
cell types, something that may also be the case in epidermal cells in vivo (Tsuji and 
Cox, 1977).  I attempted to correlate the relative expression level of different parts of 
the EDC to the levels of interphase compaction.  This suggests that, the higher 
expression levels observed at some parts of the EDC in HaCaT cells actually 




genomic distances.  Finally, I have also examined the karyotypes of each of the three 
cell lines and despite the presence of abnormal derivatives in both 293 and HaCaT 
cells, no disruption of the EDC had occurred due to chromosomal rearrangements.  
Next I wanted to examine how other levels of chromatin structure related to the 





Chapter 5: Primary and Secondary 
Chromatin Structure Analysis at the 
EDC 
Having studied the interphase organisation of the EDC, I next wanted to investigate 
how interphase compaction is related to lower orders of chromatin structure at the 
EDC.  Recently we have begun to understand how primary chromatin structure 
(predominantly in the form of histone modifications) relates to transcription across 
the genome from a large number of Chromatin Immunoprecipitation (ChIP) Studies 
(Barski et al., 2007;Heintzman et al., 2007;Koch et al., 2007;Roh et al., 2005;Roh et 
al., 2006).  A subset of histone modifications mark the promoters of genes but in 
some regions wider domains of modifications are seen, for example Hox loci and 
heterochromatin (Bernstein et al., 2005;Martens et al., 2005).  However, we do not 
yet know if, and how, these modifications influence higher levels of chromatin 
structure.  This is partly because few studies have examined the secondary chromatin 
structure of the genome.  Sucrose gradient sedimentation has been used to examine 
the structure of both mouse minor satellite and the chicken β-globin locus (Caplan et 
al., 1987;Fisher and Felsenfeld, 1986;Gilbert and Allan, 2001;Kimura et al., 1983).  
More recently this type of biophysical analysis was combined with microarrays to 
examine chromatin fibre structure across the genome in lymphoblastoid cells (Gilbert 
et al., 2004).  However, this analysis was performed at a low resolution and so could 
only be related to tertiary structure and not primary chromatin structure.  Therefore, I 
have assayed chromatin fibre structure across the EDC to a much higher resolution 
using tiling oligonucleotide microarrays and related secondary chromatin structure to 
the tertiary organisation of the locus described in Chapter 4.  By performing ChIP for 
a number of different histone modifications, I have then examined whether the 
distribution of histone modifications at the locus can be related to the secondary 
chromatin organisation of the region.  Finally, a recent study has described a general 
depletion of nucleosomes from the region around active promoters in the human 




artefacts in the analysis of histone occupancy, therefore I have examined this using a 
more direct method. 
 
5.1 HaCaT and 293 Cells Have Similar Bulk 
Chromatin Structures 
My analysis of interphase chromatin compaction in the previous chapter suggested 
that, at the tertiary level, HaCaT chromatin may be more compact than that of 293 or 
575 cells.  I therefore, wanted to examine whether the cell lines exhibited the same 
differences in bulk chromatin structure at the level of secondary chromatin structure.  
For these experiments, I decided I would only use 293 cells as a control because, like 
HaCaTs, they grow in adherent cultures, whereas 575 cells grow in suspension. 
 There are a number of different techniques that can be used to assay 
secondary chromatin structure, however, many of them do not easily allow the 
structures of two cell lines to be compared.  One method that has successfully been 
used to compare the bulk chromatin structure of different cell lines is sucrose 
gradient sedimentation (Gilbert et al., 2007).  In principal, if two chromatin fibres 
from two different cell lines have the same mass and the same overall conformation, 
they will sediment similarly on a sucrose gradient.  However, if the two have the 
same mass and a different conformation they will sediment differently.  For example, 
if bulk chromatin from HaCaT cells had the same unit mass as chromatin from 293 
cells but formed a more compact secondary fibre, we might expect that it would 
move through the gradient more rapidly. 
 However, before performing this analysis it is important to establish that bulk 
chromatin from the two cell lines does indeed have the same unit mass.  Two DNA 
molecules of the same length obviously have the same mass, so differences in the 
unit mass in chromatin will be caused by differences in the mass of protein 
associated with the DNA.  The repeat length is the length of DNA per nucleosome in 
the cell and is known to vary between cell lines (Allan et al., 1984;Stein and 
Mitchell, 1988;Weintraub and Groudine, 1976).  If a cell line has a shorter repeat 




given length of DNA and so a higher unit mass.  Therefore, I analysed repeat length 
by digesting nuclei from HaCaT and 293 cells with micrococcal nuclease (MNase).  
After the enzyme was added to the nuclei, aliquots were removed along an 
exponential timecourse, DNA purified from them and resolved on an agarose gel 
(Figure 5.1A). 
 To calculate the repeat length of bulk chromatin, I calculated the DNA size of 
each visible nucleosomal band from the gel images.  For each timepoint I calculated 
the repeat length from the gradient of a graph of nucleosome number (ie mono-, di-, 
tri, tetra, penta, etc) against DNA fragment size using linear regression.  When repeat 
length was plotted against time, the profiles of the two cell lines appeared very 
similar which suggests they have the same repeat lengths (Figure 5.1B).  The repeat 
length in-vivo could be calculated by extrapolating the graph back to time zero but 
this is difficult because as we approach time zero the graphs become asymptotic. 
Another method, of examining bulk chromatin structure is to analyse its 
digestion properties.  Chromatin with different compaction properties digests 
differently with MNase (Gilbert et al., 2007).  Therefore, to further compare the 
properties of bulk chromatin of 293 and HaCaT cells, I calculated the digestion rate 
of high molecular weight chromatin using a previously published method (Gilbert et 
al., 2007).  By defining a boundary on the gel images as midway between the penta- 
and hexa- nucleosome bands, I measured the total intensities of high and low 
molecular weight DNA at each timepoint (Figure 5.1A).  Then I calculated the 
percentage of high molecular weight DNA at each timepoint and normalised the 
profiles by defining the 1min timepoint as 100%.  The digestion profiles of the two 
cell lines were very similar and the half lives of 293 and HaCaT cells were estimated 
as 6.2 and 6.7mins respectively graph (Figure 5.1C).  Therefore, as well as having a 
similar repeat length, bulk chromatin from HaCaT and 293 cells digests at a similar 
rate. 
 Having established that chromatin from the two cell lines was likely to have 
the same unit mass because of their similar repeat lengths, I then analysed the 
sedimentation properties of bulk chromatin.  To prepare chromatin for sucrose 
gradient sedimentation, nuclei were isolated from the two cell lines and resuspended 
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Figure 5.1 Comparison of MNase Digestion properties of HaCaTs and 293s
A. Images of the digestion time course analysis gels.  The boundry between high and low
molecular weight DNA for digestion rate analysis was set at half way between the penta- and
hexa- nucleosome fragments.  High molecular weight DNA lies between the upper two blue
lines and low molecular weight between the lower two.
B. Graph of repeat length over time was plotted for HaCaT and 293 cells.  Repeat length
at each timepoint was calculated from the gradient of a graph of nucleosome fragment number
(ie mono-, di-, tri-, tetra-, etc) against DNA length for each time point.  Observations represent
the mean of three experiments and the error bars represent the standard error in the mean.
C. Graph of digestion rate versus time for the two cell lines.  The percentage of high
molecular weight DNA was calculated by dividing the intensity of high molecular weight DNA
on the gel by the intensity of total DNA (High + Low MW).  The percentages were expressed
by normalising time= 1min as 100%.  The half life for the digestion of high molecular weight








to digest the chromatin and the reaction stopped by the addition of EDTA.  Digested 
nuclei were spun down gently, resuspended in buffer and incubated overnight on ice 
to release soluble chromatin.  The next morning the nuclei were again spun down and 
the supernatant containing chromatin loaded onto a 6-40% isokinetic sucrose 
gradient and spun for 3.5 hours at 41,000rpm in a Sorvall SW41 rotor.  Fractions 
were pumped off the gradient by upward displacement through a UV monitor and 
then collected.  An aliquot of soluble chromatin was also collected from the 
supernatant to be used as an input fraction.  Analysis of the DNA present in the pellet 
showed that it largely contains undigested genomic DNA (data not shown). 
 First I analysed traces of the chromatin from each gradient generated from the 
reading of the UV monitor and found that the amplitude of the chromatin peak was 
lower in HaCaT cells than 293s (Figure 5.2A).  The position of the HaCaT peak 
fraction was also slightly higher up the gradient.  Similar observations were made 
from a further independent gradient from each cell line.  Given that we know the two 
cell lines digest at a similar rate, the difference in amplitude is most simply explained 
by a differential chromatin release from the two cell lines.  It is not clear why the 
peak fraction should be different. 
 To further analyse the protein composition of bulk chromatin, I prepared 
protein from selected fractions using Trichloroacetic Acid (TCA) precipitation and 
analysed them on SDS PAGE gels (Figure 5.2B).  As well as the core histones, the 
chromatin fractions all contained bands corresponding to the linker histones (Figure 
5.2B, asterisks).  Linker histones are much less tightly associated with the chromatin 
fibre than the core histones and if they have remained bound to chromatin during 
sedimentation, it suggests that the conformation of the chromatin was not disrupted 
during isolation and sedimentation (Allan et al., 1981).  Furthermore, the fractions 
from 293 cells have also been examined by western blot in a separate study to show 
that the proteins LEDGF and HP-1α remain chromatin bound (H. Sutherland, 
personal communication).  There appeared to be a difference in either the abundance 
of the different linker histone subtypes or their modification levels because in 293 
cells two linker histone bands of roughly equal intensity were seen on the gel but in 
HaCaT cells, the lower band appeared less intense than the upper band (Figure 5.2B, 
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Figure 5.2 Analysis of Bulk Chromatin by Sucrose Gradient Sedimentation
A. Chromatin (Absorbance) traces of sucrose gradients.  Shown below the graphs are
the fraction numbers and the highlighted areas in each graph indicate the fractions from which
DNA was isolated.  The top fractions are believed to contain RNA and the traces show gradients
processed in parallel.  The peak fraction of each gradient is indicated also.
B. Coomassie stained gels of protein isolated from sucrose gradients.  Fractions of both
fast and slow sedimenting chromatin (ie Top and Bottom) were isolated from gradients.  The
asterisks indicates the core (lower) and linker (upper) histones which are present in every

























































Figure 5.3 Analysis of Bulk Chromatin Sedimentation Rate
A. DNA isolated from sucrose gradients resolved on TPE Agarose gels. Fractions 10 -
19 were isolated from 293 cell gradients and 9-18 from HaCaT gradients (Figure 5.2).
B. Plot of peak DNA  size against fraction number.  The DNA size of the intensity peak






would have to be analysed using specific antibodies or mass spectrometry. 
Next I isolated DNA from the fractions corresponding the chromatin peak of 
the two cell lines (Figure 5.2A, shaded area).  The DNA was then separated on Tris-
Phosphate (TPE) buffered agarose gels to examine the molecular weight of DNA 
found in each fraction (Figure 5.3A).  TPE was used as a buffer because it gives 
better resolution of high molecular weight DNA fragments (N. Gilbert, PhD thesis, 
University of Edinburgh).  Sucrose gradient sedimentation fractionates chromatin 
fibres based on two parameters: their mass (ie DNA length and mass of protein) and 
their hydrodynamic shape (ie conformation or structure of the fibre).  Since we know 
that chromatin from the two cell lines is likely to have a similar unit mass, if the 
DNA length of bulk chromatin in each fraction is similar between the two cell lines, 
it suggests that bulk chromatin from the two cell lines is similarly compacted (ie has 
the same conformation).  By calculating the DNA size corresponding to the intensity 
peak of each fraction on the gels, I plotted a graph of bulk DNA size against fraction 
number and confirmed that the profiles of the two cell lines were very similar 
(Figure 5.3B).  Taken together, these analyses suggest that although HaCaT and 293 
cells appear to exhibit differences in chromatin compaction at the level of interphase 
organisation (see Chapter 4), there are no obvious differences in bulk 30nm fibre 
conformation between the two cell lines.  
 
5.2 The Overall Secondary Chromatin Structure 
of the EDC is Similar to its Surroundings 
I had hypothesised that, upon activation, the EDC would undergo a general 
decondensation.  My results in Chapter 4 suggested this might not be the case 
because cytological compaction across the locus was not uniform and the most 
compact portions of the EDC in the control cell lines had a similar compaction levels 
to the flanking regions (Section 4.4, p142).  However, tertiary and secondary 
chromatin structure may not be correlated in the region and I wanted to use sucrose 
gradient sedimentation to analyse the compaction of the EDC at the level of 




 One way of assaying this would be to perform Southern blots on DNA 
isolated from sucrose gradient fractions and compare the sedimentation of the EDC 
to bulk chromatin.  Such a methodology has been used to demonstrate that the active 
chicken β-Globin locus has a more open conformation than bulk chromatin and that 
mouse minor satellite is more compact (Gilbert and Allan, 2001;Kimura et al., 1983).  
However, the size of the EDC makes designing a suitable probe difficult, so instead I 
elected to perform the analysis using the EDC oligonucleotide microarrays.  Rather 
than comparing the compaction of the EDC to bulk chromatin, I would be comparing 
its properties to those of the flanking genomic regions. 
Each fraction isolated from the gradients contained a mixture of DNA sizes 
(Figure 5.3A).  The bulk of chromatin fibres in a particular fraction are of an average 
length giving the intensity peak measured in the previous section.  However, co-
sedimenting with these are chromatin fibres of a shorter DNA length which have 
moved through the gradient faster than expected, implying they have a more 
compact, streamlined conformation.  Conversely there are also DNA fragments of a 
greater size which are sedimenting higher up the gradient than expected from their 
mass alone.  Therefore, their frictional coefficient must be higher than bulk 
chromatin, implying a more disorganised, ‘open’ structure.  Previously it has been 
suggested that the open conformation of a chromatin fragment from the active β-
globin locus was caused by the presence DNase hypersensitive sites which create 
discontinuities in the chromatin fibre (Caplan et al., 1987). 
 By running a single fraction on a pulse field gel, DNA enriched in either open 
or compact fibres can be extracted from gel slices.  Previously, our laboratory 
performed a genome wide analysis of the distribution of open and compact 
chromatin from human lymphoblastoid cells using a combination of FISH and 
microarrays (Gilbert et al., 2004).  I proposed to use a similar method to examine the 
distribution of open chromatin fibres at the EDC (Figure 5.4).  Therefore, I ran single 
fractions from the bottom of the gradient on pulse field gels and cut out bands 
corresponding to DNA twice the size of bulk chromatin.  Fractions containing a large 














































































































































































































































































































































































































































































more likely to be preserved in large chromatin fragments than in small ones.  Very 
low levels of DNA were extracted from these gel slices and therefore I had to 
amplify it in order to hybridise it to a microarray.  I used a commercial Whole 
Genome Amplification kit (Sigma) which uses chemical shearing and a PCR like 
method to amplify the DNA. I had previously determined that this method amplified 
complex mixes of DNA in a representative manner (Section 2.3.8, p59). 
After amplification and labelling, open chromatin was hybridised to EDC 
oligonucleotide arrays, using input chromatin to provide a normalisation control and 
to correct for the differential abundance of DNA sequences in the chromatin loaded 
on the gradient.  Therefore, the open/input ratio of a particular array probe was a 
measure of the degree of enrichment in open chromatin fibres of a particular 
sequence, in other words the ‘openness’ of a particular region of the genome (Figure 
5.4).  It is important to note that from this analysis I cannot infer the actual 
conformation of the chromatin fibre in a particular genomic region, only that it is 
more likely to have an open conformation than a region which has a lower 
open/input ratio. 
For each amplified fraction of open chromatin, I labelled and hybridised it 
twice to the arrays in opposite dye orientations before excluding probes from the 
analysis based on the dye swap (see Section 2.12.1, p100) and calculated a mean log2 
open/input ratio from the two hybridisations.  Then, I generated a further amplified 
open chromatin fraction from an independent sucrose gradient and hybridised it to 
the arrays in the same fashion as above.  For both cell lines, the mean log2 ratios 
between the two biological replicates were correlated (HaCaT Pearson’s R2=0.523 
and 293 R2=0.549).  This correlation was lower than observed between two 
replicates of a technique such as ChIP (see Section 5.9 below) but higher than that 
observed between replicates of control self hybridisations (R2=-0.086, this probably 
represents the level of correlation expected from random error).  Therefore, it 
suggests that a consistent pattern of secondary chromatin structure must exist in each 
cell line but, perhaps due to the comparatively greater number of steps involved in 
the experiment where variation can be induced, the results are more variable and we 
observe a somewhat lower correlation between experimental replicates than when 




Next I compared secondary chromatin structure in the EDC to the 
surrounding genomic regions.  On the EDC oligonucleotide microarrays, probes are 
tiled across the EDC and ~700Kb of its immediate surroundings (Flanking 1 and 2, 
Figure 5.5A).  Therefore the secondary chromatin structure of the EDC could be 
compared to the flanking regions by comparing the distribution of log2 open/input 
ratios at each of three regions.  If the EDC was more compact than its surroundings, 
we would expect that less open chromatin fibres corresponding to the region would 
have been purified from the gradient and therefore, on average log ratios from the 
EDC would be lower than from the flanking regions causing the distribution to shift 
towards negative values.  Conversely if the EDC is more open than its surroundings, 
more open fibres will be purified corresponding to the region resulting in higher log 
values and a shift in the distribution towards positive values.   
Boxplots of the distributions of mean log2 open/input from all four 
hybridisations showed that the EDC was not, as a whole, more compacted or 
decondensed relative to the flanking regions in either cell line (Figure 5.5B).  
However, the distribution of values from flanking region 1 was found to be 
significantly different from that of the EDC in HaCaT cells (KS-test, p=0.043).  This 
appeared to be because the distribution of values observed for the EDC was wider 
than that of the flanking region.  This suggests that the overall secondary structure of 
the EDC in HaCaT cells was not more open or compact than in flanking region 1, but 
is perhaps more variable.  The distribution of each region in 293 cells was 
significantly wider than that in HaCaT cells (KS-tests).  However, due to the number 
of variables involved in the experiment, it is difficult to draw any conclusions from 
this (for example, it could be caused by some difference in the efficiency of 
amplification or the hybridisation).  Therefore, overall the EDC does not appear to be 
more compact or open than the surrounding genomic regions in HaCaT or 293 cells.  
This is agrees with my analysis of interphase compaction in Chapter 4, which 
suggests that the tertiary structure of the active EDC is also not more generally open 






























Figure 5.5 The Chromatin Structure of the EDC does not differ from its Surroundings
A. Schematic of the region around the EDC showing the regions tested.  The EDC is
shown along with its gene clusters. The two flanking regions lying outside of the EDC but still
represented by a high density of probes on the EDC oligonucleotide arrays.  All positions taken
from NCBI build 36.
B. Comparison of the chromatin structure of the EDC and flanking regions in 293 and
HaCaT cells.  For each boxplot the median is indicated by the heavy line, the boxed area shows
the interval between the 25th and 75th percentiles and outlying observations are indicated by






5.3 Does Chromatin Fibre Structure Correlate 
with Interphase Organisation? 
Using a similar sedimentation method and assaying chromatin fibre structure across 
the human genome using a low resolution BAC tiling array, it has been shown that a 
region enriched in open chromatin fibres has a lower interphase compaction (as 
assayed by FISH) than one that is depleted in open chromatin fibres (Gilbert et al., 
2004).  I have measured both secondary chromatin structure and interphase 
chromatin compaction (see Chapter 4) to higher resolution at the EDC (on the BAC 
arrays probes were spaced ~1 every Mb).  Therefore, I can determine whether a 
relatively simple relationship between secondary and tertiary chromatin organisation 
also exists at the EDC.  To compare the two, I passed a 500Kb sliding window across 
the region and calculated mean log2 open/input ratios for each interval.  By plotting 
the resulting profiles for both cell lines, I found similarities between the secondary 
structure profile (Figure 5.6A) and interphase compaction measured by FISH in 
500Kb intervals (Figure 4.8, p147).  For example, the region covered by probe pair 4 
(which covers the distal S100A cluster) was the most cytologically decondensed in 
both cell types and the greatest enrichment of open fibres across a 500Kb interval 
also occurred within this region. 
 To test the correlation more comprehensively I calculated the mean log2 
open/input ratio for each of the regions tested by interphase FISH and plotted it 
against the mean d2/Mb for each region (Figure 5.6B).  In both 293 and HaCaT a 
linear relationship appeared to exist between the two.  However, discrepancies can be 
found, for example the interphase compaction of probe pair 5, which lies just outside 
the EDC, was similar to that of probe pair 4 in HaCaT cells, but it was much less 
enriched in open chromatin fibres.  Because of this and the relatively low number of 
datapoints the correlation in both cell lines was rather low (Figure 5.6B).  Overall 
however, from this result and a previous study from our laboratory (Gilbert et al., 
2004), I conclude that a fairly simple, direct correlation exists between a region’s 
secondary chromatin structure and its interphase compaction. 
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Figure 5.6 The Relationship Between Interphase Compaction and Chromatin Fibre
Structure at the EDC
A. Plot of Chromatin Fibre Structure against genomic position across the EDC.  A 500Kb
sliding window was passed along the EDC in 100Kb increments to calculate the mean log2
open/input ratio.  The position of the EDC and its gene clusters are indicated along with the
regions whose interphase compaction was assayed by FISH in Chapter 4 (see Section 4.4).
Genomic positions are all taken from NCBI build 36.
B. Correlation between chromatin fibre structure and interphase compaction.  The
interphase compaction values measured in Chapter 4 were plotted against the mean log2
open/input value for the probes within each region.  A line of best fit was drawn for each cell
line and the Kendalls correlation calculated (see Section 2.10.2, p 95).  Beside each data point






















-0.02 -0.01 0.01 0.020
Chromatin Fibre Structure
(Log2 Open/Input)























5.4 Secondary Chromatin Structure Correlates 
to Gene Density Within the Active EDC 
Our previous genome wide analysis of secondary chromatin structure in 
lymphoblastoid cells showed that, at the scale of genome bands (ie >1Mb), gene 
dense regions were generally more enriched in open chromatin fibres than gene poor 
regions (Gilbert et al., 2004).  I wondered whether this was also true at the lower 
genomic scales examined here, so I calculated the gene density across the EDC using 
a 250Kb sliding window.  Similarly, I calculated mean log2 open/input values using a 
sliding window of the same size.  The secondary chromatin structure profiles of the 
two cell lines at this scale (Figure 5.7A) were similar to their profiles using a 500Kb 
sliding window (Figure 5.6A). When I compared the gene density profile to the 
secondary structure profile of the two cell lines, I found similarities in the HaCaT 
profile to that of gene density (Figure 5.7B), for example, the most distal part of the 
region (at ~152.5Mb) was relatively decondensed in both cell lines and also gene 
rich.  The most gene dense part of the region (the distal S100A clusters) was enriched 
in open chromatin structure in HaCaT cells. 
 Across the whole region, the 250Kb sliding window profiles of chromatin 
structure in HaCaT cells and gene density were significantly correlated, whereas the 
secondary chromatin structure profile of 293 cells was not (Table 5.1).  I wondered 
whether this might be due to a reorganisation of the secondary structure of the active 
EDC.  Therefore, I calculated the correlation between secondary chromatin structure 
and gene density solely within the EDC and found again that in HaCaT cells the two 
significantly correlated but that in 293 cells they did not (Table 5.1).  In the regions 
flanking the EDC, there was a positive correlation between gene density and 
secondary chromatin structure in both cell lines, but again it was only significant in 
HaCaT cells (Table 5.1).  The profiles of chromatin structure for HaCaT and 293 
cells were not correlated with each other, either across the whole region or within the 
EDC (Kendall’s 0.051 and 0.047 respectively).  Therefore, the active and inactive 
EDC have a different secondary chromatin structure and the organisation of the 
active EDC reflects gene density whereas that of inactive EDC does not. 
A
Figure 5.7 Correlation between Secondary Chromatin Structure and Gene Density
A. Plot of chromatin fibre structure against genomic position across the EDC.  A 250Kb
sliding window was passed along the region in 25Kb increments to calculate the mean log2
open/input ratio.  The position of the EDC and its gene clusters are indicated.  Genomic positions
are taken from NCBI build 36.
B. Plot of gene density across the EDC.  Gene density was calculated using a 250Kb
sliding window as for panel A.  Gene positions were taken from the midpoints of the genes on
the Refseq annotation.
C. Plot of repeat density across the EDC.  SINE and LINE density was calculated using
a 250Kb sliding window as for panel A.  LINES are plotted in Blue and their scale is on the right
hand axis, SINES are in Grey and their scale on the left hand axis.  Repeats positions were
identified from their midpoint on the Repeat Masker annotation.
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Table 5.1  
Correlation between Gene Density and Secondary Chromatin Structure at a 250Kb 
Scale around the EDC 
Mean gene density and log2 open/input ratios were calculated in 250Kb intervals using a 
sliding window across the region (for the plots of the data see Figure 5.7).  The Kendall’s 
correlation between gene density and mean log2 open/input ratios was then calculated.  The 
Kendall’s correlation was used because it does not assume normality nor a linear 
relationship.  Correlations were also calculated when the EDC or its flanking regions alone 
were considered.  A p-value was assigned to each correlation by random permutation 
analysis where the values of each probe within the region were replaced by a sample from 
the whole array and the analysis repeated 1000 times.  The p-value of the correlation was 





(Gene density:log2 open/input) 
p-value 
Whole -0.021 0.455 
EDC -0.180 0.254 293 
Flanks 0.251 0.139 
Whole 0.382 0.01 
EDC 0.454 0.02 HaCaT 
Flanks 0.350 0.05 
 
I also examined how the profile of secondary chromatin structure related to 
the density of repetitive elements within the EDC.  In the human genome in general, 
LINE elements show a negative correlation with gene density and SINE elements 
(especially Alu elements which make up the majority of this class of repeat) show a 
positive correlation with gene density (Lander et al., 2001).  The profile of secondary 
chromatin structure at the EDC in 293 cells was similar to the profile of LINE 
density across the region (Figure 5.7C) and there was a moderate correlation 
between the two, but this was not quite significant (Kendall’s = 0.330 and p=0.070).  
Secondary chromatin structure in HaCaT cells showed a moderately negative 
correlation to LINE density but, this was also not quite significant (Kendall’s = -
0.340 and p=0.056).  SINE elements were generally depleted from the region of the 




SINE density within the EDC.  Outside the EDC, in the flanking regions, 293 cell 
chromatin structure was negatively correlated with LINE density (Kendall’s = -0.512 
and p=0.015) but HaCaT cells are not (Kendall’s = 0.337 and p=0.097).  Therefore, 
this suggests that the secondary chromatin organisation of the active EDC in HaCaT 
cells reflects gene density and secondary structure at the inactive EDC in 293 cells 
has a different organisation that is in some way related to LINE density.  This 
analysis also suggested that within the EDC, the normal relationship between SINE 
density and gene density in the genome breaks down (Kendall’s =0.165, LINE 
density and gene density are still negatively correlated, Kendall’s =-0.359). 
 
5.5 GC Content Does Not Correlate to 
Secondary Chromatin Structure at the EDC 
We know from the sequencing of the human genome that in general genes are 
concentrated in regions of the genome that are GC-rich and that LINE elements are 
in contrast found in GC-poor regions (Lander et al., 2001).  Therefore, the fact that in 
HaCaT cells, secondary chromatin structure is correlated with gene density would 
suggest that the structure may be related to the GC-content of the region.  Likewise 
the structure of the inactive EDC in 293 cells correlates to some extent with LINE 
density and may also correlate with GC-content, albeit in the opposite manner to that 
of the active EDC. 
 To test this, I calculated GC-content across the EDC using a 250Kb sliding 
window and the 5bp GC-content annotation from the UCSC browser (March 2006 
assembly).  GC-content in the region varied from ~40-50% and was weakly 
correlated to the gene density (Kendall’s=0.262), probably because of a dissociation 
of the two profiles in the region around the LCE and SPRR gene clusters (Figure 
5.8).  I did not find a significant correlation between GC-content and secondary 
chromatin structure in either cell line.  The correlation between GC-content and 
secondary chromatin structure at the EDC in HaCaT cells was lower than between  
Figure 5.8 Correlation between Secondary Chromatin Structure and GC Content
In the top plot, chromatin fibre structure is plotted against genome position for 293 and HaCaT
cells.  A 250Kb sliding window was passed along the region in 25Kb increments to calculate
the mean log2 open/input ratio.  In the lower plot, the 250Kb sliding window was used to
calculate the GC content of the region using the GC percentage annotation from the UCSC
genome browser.  The gene density calculated by the sliding window is also shown using the
Refseq annotation.  Above the plots the genomic structure of the EDC and its gene clusters
are shown.  All genomic positions are from NCBI build 36.
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gene density and chromatin structure (Figure 5.8, Kendall’s=0.296, p=0.082).  
Surprisingly, GC-content and chromatin structure are positively correlated in 293 
cells within the EDC but not significantly (Kendall’s=0.309, p=0.104).  Therefore, 
the secondary chromatin organisation of both the active and inactive EDC do not 
correlate strongly to the GC-content of the region.  The organisation of the active 
EDC is more strongly related to differences in gene density and the inactive EDC 
correlates weakly with LINE density. 
 
5.6 Genic Regions are Not Enriched in Open 
Chromatin Fibres at the Active EDC 
The correlation between secondary chromatin structure and gene density 
might be explained if genic regions adopted an open chromatin structure in the active 
EDC.  This may also in part explain the association between gene-rich regions and 
secondary chromatin structure across the whole genome when examined at large 
scales (Gilbert et al., 2004).  Firstly, I examined the chromatin structure data from 
both cell lines in the region around the SPRR cluster and distal S100A gene cluster 
because this represented a region of transition from a gene-poor to a gene-rich area 
(Figures 5.7 and 5.9A).  Genic regions did not obviously appear to be in open 
chromatin structure, although one of the PGLYGRP genes (Peptidoglycan 
recognition protein) did seem to be in a region of more open structure in 293 cells.  
The distributions of log2 open/input values for probes in genic regions of the 
EDC and all other probes were similar in both cell lines (Figure 5.9B).  However, in 
293 cells a small but statistically significant shift towards higher values was seen for 
the genic probes from the EDC (KS-test, p=0.016).  However, this would not explain 
the pattern of chromatin structure seen in these cells, which is better correlated to the 
density of LINE elements than genes.  I also examined the distribution of probes 
found in all genic regions on chromosome 1 in both cell lines.  No shift was seen in 
these distributions suggesting that in general genic regions do not adopt a more open 
chromatin structure than the rest of the genome (data not shown). 
  
A
Figure 5.9 Genic Regions Are Not Greatly Enriched in Open Chromatin Fibres
A. Plot of Chromatin Fibre Structure against genomic position in the distal part of the
EDC.  The positions of the S100A and SPRR clusters are indicated and below this the positions
of annoted genes in the region (Refseq).  Positions are all taken from NCBI build 36.  The
genes Involucrin (IVL), Loricrin (LOR) and Peptidoglycan Recognition Protein 3 and 4 (PG3+4)
are also indicated.
B. Boxplots comparing the distribution of log2 open/input values for genes in the EDC
and the rest of the genome.  Genes are the annotated Refseq genes within the region in NCBI































































5.7 Weak Sub-100Kb Periodicity of Chromatin 
Fibre Structure at the EDC 
The previous analyses suggested that the active EDC has a different chromatin 
organisation from that of the inactive locus.  By plotting the secondary structure in 
the region using a 250Kb sliding window, the region appeared to be composed of 
domains of ~0.5-1Mb in size (Figure 5.8).  For example, in 293 cells the region 
around the distal S100A cluster could represent a domain of relatively open structure 
~1Mb in size and in HaCaT cells there may be a smaller domain, centred on the 
S100A cluster, and flanked by more closed domains.  We know that at this scale, 
secondary chromatin structure reflects higher level chromatin organisation, but how 
are these chromatin domains built up? 
 When secondary chromatin structure was examined using a smaller sliding 
window, the most obvious feature were strong opposing peaks within the fused gene 
cluster in both cell lines (Figure 5.10).  However, these corresponded to a region of 
the genome, proximal to the filaggrin gene, which due to the repetitive nature of the 
underlying sequence, was represented by an extremely low density of array probes (4 
in ~50Kb).  Therefore, secondary structural data across this region is probably 
inaccurately measured and should be interpreted with caution.   
It could also be seen that within any given region of the locus, chromatin 
structure was highly variable and perhaps organised into domains of ~50Kb.  If these 
chromatin domains were of a fairly regular size, it may be possible to detect them by 
analysing the secondary structure for periodicity.  In physics, a power spectrum 
analysis is widely used to examine periodicity.  The first step is to transform data 
using a Discrete Fourier Transformation (DFT) which transforms data taken over 
discrete intervals, either temporal or spatial, into the frequency domain and isolates 
individual frequency components of a complex signal for easier analysis.  A scaled 


























































































































































































































































































































 The DFT has also been applied to analysis of biological systems.  For 
example, DNA coding sequences exhibit a strong periodicity due to the presence of 
codons and this has been used in the prediction of genes (Tiwari et al., 1997).  In the 
field of chromatin, autocorrelation analysis and Fourier transformations have been 
used to examine the periodic placement of nucleosomes and preferential nucleosome 
placement motifs (Davey et al., 1995;Widom, 1996).  It has also been used to detect 
periodicity in Single Nucleotide Polymorphism density around transcription start 
sites (Higasa and Hayashi, 2006). 
 As previously mentioned, this analysis requires data to be sampled at discrete 
regularly spaced intervals (in this case genomic distance).  Due to the constraints of 
designing probes within the genome, my data is not sampled at a regular interval.  To 
achieve regular data spacing, I used locally weighted scatterplot smoothing (loess) to 
model the data from individual probes across the region of the EDC in both 293 and 
HaCaT cells (ie the region of high probe density, EDC + flanks in Figure 5.5A, see 
Section 2.12.5, p107).  The model was then used to predict evenly spaced datapoints 
every 1Kb.  I adjusted the parameters of the model empirically to attain a good fit to 
the original data (Figure 5.11).  In essence, this involved the adjustment of the 
smoothing level of the model. 
 I then performed a Fourier transformation on the modelled data from both 
cell lines, plotting the resulting amplitudes against frequency (Figure 5.12A).  
Similar plots were seen with both cell lines, and there appeared to be peaks in the 
lower frequency range of the graph (ie <0.1Kb-1 or period > 10Kb, arrows Figure 
5.12A).  To examine this further, I replotted the data in the frequency interval 0.01 to 
0.1Kb-1 (period 100Kb and 10Kb respectively) revealing a number of potential 
amplitude peaks in both cell lines (Figure 5.12B).   
To assess the biological relevance of the observed peaks I used a random 
permutation method to apply a significance value to each Fourier transformed 
datapoint (see Section 2.12.5, p107).  This process generated a dataset of 1000 
control amplitudes for each frequency by random permutation.  When the median 
control amplitude was plotted against frequency, its profile closely followed that of 



































149.7149.65 149.75 149.8 149.85
Position (Mb)






Figure 5.11 Modelling of Sucrose Gradient Data for Periodic Analysis
Data generated from the analysis of open chromatin fibres was modelled using locally weighted
scatterplot smoothing.  The model was then used to predict data points based on a regular
spacing of 1Kb which is required for power spectrum analyses.  Scatterplots of log2 Open/Input
are shown for a short region of the data (200Kb) to compare the model and the original data
for both cell lines.  The settings used were determined empirically to give the best representation
for the original data.  The only factor changed was the percentage of points considered in the
modelling of each data point, in the R software, the span, which was set to 0.0025 (in essence,




Figure 5.12 Fourier Analysis of 30nm Structure Across the EDC
A. Fourier transformation of modelled Open/Input values from Sucrose Gradient analysis
of chromatin structure across the EDC.  Microarray data was modelled using a loess function
onto a 1Kb interval, it was then Fourier transformed and the variation in frequency plotted
against amplitude.  The periods or wavelengths corresponding to some frequencies are indicated
in brackets (in Kb).  The arrowed peaks indicate possible incidences of periodicity in the data.
B. As for A, but for both cell lines and for the frequences 0.01 to 0.1 (ie periods of 100Kb
and 10Kb respectively).  In addition data from 1000 random samples of Open/Input values
from the whole array were also fourier transformed and their median plotted (the blue line in
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Figure 5.13 Analysis of Periodicity in 30nm Chromatin Structure
A. Histogram showing the distribution of amplitudes seen in 1000 random datasets and
in the data from HaCaT cells.
B. Plot of the distribution of amplitudes observed in the random data set for one frequency.
 The median and one sided 99% percentile (ie 99% percentile of those values >= median) of
the distribution are indicated.  The 99% percentile represents the 99% confidence interval.
From the distribution a p-value can be calculated for amplitudes observed in the HaCaT data,
in this case p~0.008.
C. Plot of approximate amplitude p-values by frequency for frequencies between 0.01
and 0.1 (Periods 100Kb and 10Kb respectively).  The p-values are calculated from random
data sets as shown in B.  The 0.01 significance level is indicated by the dashed line and the
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In addition, the distribution of amplitudes in the observed data for HaCaT cells was 
not significantly different from the distribution of amplitudes in the entire control 
dataset (Figure 5.13A).  Therefore, most peaks were unlikely to represent 
biologically relevant periodicity in the data.  To determine which, if any, peaks were 
relevant, I employed a simple method to assign p-values to the observed amplitude at 
each frequency.  For each frequency I first determined which control amplitudes that 
were greater than the control median.  The p-value was then the percentage of these 
amplitudes that were equal to or greater than the observed amplitude at this 
frequency (Figure 5.13B). 
 
Table 5.2  
Significant Frequencies and Periods found by Fourier Analysis of Chromatin 
Structure on Microarrays   
Microarray data from the hybridisation of open chromatin fibres purified on sucrose gradients 
was modelled and Fourier transformed.  Random data sets were used to identify amplitude 
peaks and their corresponding frequencies which were significant above random noise 
(Figures 5.12 and 5.13).  Frequency is in Kb-1 and Period is in Kb.   Separate tables are 
given for the two cell lines. 
 
293 
Frequency (Kb-1) Period (Kb) Significance 
0.14139942 7.07 0.001 
0.16909621 5.91 0.001 
0.31268222 3.20 0.001 
0.34766764 2.88 0.001 
0.35021866 2.86 0.001 
HaCaT 
Frequency (Kb-1) Period (Kb) Significance 
0.01822157 54.88 0.008 
0.12791545 7.82 0.002 
0.15269679 6.55 0.01 
0.21100583 4.74 0.004 
0.24161808 4.14 ~0.000 





Using a 1% significance cutoff, a number of different significant frequencies 
were observed in both cell lines (Table 5.2).  Most of these were of a high frequency 
and therefore low period, indicating periodicity of the data across the range of 1Kb to 
10Kb. However, in HaCaT cells a significant peak was observed at a frequency of 
0.0182 (Figure 5.13B and C).  This indicates a periodicity in the HaCaT data set of 
~54.88Kb but no similarly significant periodicity was found in 293 cells (Figure 
5.13C).  Therefore, there is some evidence for the existence of regularly sized 
chromatin domains in HaCaT cells of ~50Kb in size.  However, the lack of a similar 
observation in 293 cells suggests this may be a particular feature of HaCaT 
chromatin in the region of the EDC.  This may be explained if irregularly sized 
domains generally exist in the cell but that at the EDC in HaCaT cells, they are of a 
more regular size than in 293 cells. 
 
5.8 Correlating Primary and Secondary 
Chromatin Structure 
Histone modifications are the most commonly studied aspect of chromatin structure.  
They may mediate direct effects on chromatin fibre structure or alternatively, they 
may instead recruit other proteins to chromatin which then modulate the chromatin 
structure (the ‘histone code’ hypothesis (Turner, 1993).  There have been a number 
of experiments examining the effects of histone modifications on chromatin fibre 
structure in vitro (Garcia-Ramirez et al., 1995;Tse et al., 1998), but nobody has yet 
examined how the pattern of histone modifications in a cell relates to secondary 
chromatin structure.   
Chromatin Immunoprecipitation or ChIP is the most commonly used assay 
for determining histone modification patterns.  It can be performed in two ways, 
firstly cells are crosslinked, usually with formaldehyde, before the chromatin is 
fragmented by sonication (Crosslinking ChIP, developed by, Jackson, 1978;Solomon 
and Varshavsky, 1985;Solomon et al., 1988).  Alternatively, chromatin fragments are 
produced by digestion with an enzyme, usually MNase (Native or NChIP, first 




























































































































































































































































































































































































































isolated from chromatin fragments produced by both methods and the DNA 
sequences associated with them are analysed (Figure 5.14).   
Crosslinking ChIP is more widely used, mainly because it allows the study of 
any protein, not just those tightly associated with DNA.  However, particularly for 
the study of modifications of core histones, N-ChIP has several advantages.  Firstly, 
a large number of proteins are bound to histones, and many recognise and bind 
directly to histone modifications themselves.  These will remain associated after 
crosslinking and obscure the modification from antibodies.  In addition, 
formaldehyde crosslinking affects lysine residues and many, but not all, core histone 
modifications also occur at lysine residues (O'Neill and Turner, 2003;Orlando et al., 
1997;Solomon and Varshavsky, 1985).  This can alter the structure of the epitopes 
themselves and may prevent recognition by an antibody.  Therefore, the crosslinking 
process results in lower precipitation efficiency and a less representive precipitation 
of DNA sequences associated with histone modifications.  I decided to use N-ChIP 
combined with the EDC arrays to examine the distribution of histone modifications 
at the EDC.  
 
5.9 NChIP can be Used to Assess H3K9Ac 
Distribution Across the EDC 
 A variety of methodologies have been used to prepare native chromatin for 
precipitation (Hebbes et al., 1988;O'Neill and Turner, 2003).  I elected to prepare my 
chromatin in a manner similar to that used in Section 5.1 because I already knew the 
digestion properties of my model cell lines with MNase under these conditions.  
Therefore, I prepared nuclei from both 293 and HaCaT cells and digested them with 
MNase, but using a greater quantity of MNase than previously.  After digestion and 
allowing chromatin to release into solution, I purified DNAs from both the 
supernatant and the nuclear pellet and analysed their size distribution (Figure 5.15A).  
The pellet contained insoluble and higher molecular weight DNA whereas the 
supernatant contained mono-, di-, tri-, tetra- and penta-nucleosomes which is a 































































































































































































































































































































































































































































































































































































































































The preparation of chromatin using a nuclease may result in the depletion of 
specific sequences which are preferentially digested, or are refractory to digest and 
remain in the nuclear pellet (O'Neill and Turner, 2003).  This may lead to misleading 
results in the subsequent ChIP, so I compared the population of DNA in soluble 
chromatin to that of the genome by labelling and hybridising it to the EDC arrays 
together with genomic DNA.  Enrichments and depletions of specific sequences in 
the input material will therefore be seen as deviations from a 1:1 ratio for the two 
DNAs (ie a log2 ratio of 0).  I compared its hybridisation pattern to that of a DNA 
self-self hybridisation (to estimate technical error) and to that of crosslinked and 
sonicated material with genomic DNA.  Boxplots of the mean log2 distributions from 
two, normalised and dye swapped hybridisations showed that the distribution of 
ratios observed with MNase digested native chromatin was significantly wider than 
that of the control self hybridisation (Figure 5.15B, KS-test, p<1x10-15).  However, 
the distribution observed for crosslinked chromatin was even broader (KS-test, 
p<1x10-15).  Therefore, although not entirely representative of the genome, 
surprisingly, input chromatin derived by nuclease digestion appears to be more 
representive than that derived by crosslinking and sonication. This may be due to an 
incomplete reversal of formaldehyde crosslinks which would cause any DNA still 
crosslinked to protein to partition into the phenolic phase during phenol-chloroform 
extractions used to clean up the DNA prior to analysis (Nagy et al., 2003;Solomon 
and Varshavsky, 1985). 
Anti-H3K9Ac was the best characterised antibody for ChIP in our laboratory 
(C. Kress, personal communication and Chambeyron and Bickmore, 2004)) and so I 
decided to use it to test the efficiency of performing ChIP on native chromatin. 
Therefore, using a protocol previously developed by C. Kress, I performed 
immunoprecipitations of MNase digested chromatin prepared from 293 cells.  After 
precipitation, washing and elution of protein DNA complexes, I used TCA to 
precipitate the eluted proteins and analysed them by western blotting using anti-
H3K9Ac (Figure 5.16A).   The H3K9Ac epitope was present in protein 
immunoprecipitated by the antibody but not protein that was mock precipitated using 
















Input Bd Mk IP
Figure 5.16 Native Chromatin can be Immunoprecipitated
A. Immunoprecipitation of H3K9Ac.Chromatin was prepared from 293 cells and either
mock immunoprecipitated using rabbit serum or precipitated with anti-H3K9Ac before being
analysed by western blot. using the same antibody.  IN = 2% Input, IP = 10% of H3K9Ac
precipitated material.
B. Chromatin Immunoprecipitation of H3K9Ac from 293 Cells.  Chromatin was
immunoprecipitated and purified DNA stained with SYBR Gold.  Shown are serial dilutions of
input material, precipitation without antibody (Bd), mock precipitation with rabbit serum (Mk)
and precipitation with anti-H3K9Ac (IP).
C. Enrichment in Native ChIP (NChIP) vs crosslinking ChIP (XChIP).  Real Time PCR
was performed on H3K9Ac and Mock precipitated material using primers specific for the S100A6
promoter.  Enrichment over mock values were calculated and plotted.  Above the graph the
area around the S100A6 gene is depicted (genomic positions from NCBI build 36).  The primers
for the PCR are shown as small blue arrows and the direction of transcription indicated below
the gene.




















The fact that in N-ChIP proteins are not crosslinked to the DNA means that it 
is possible that histone-DNA interactions had been disrupted during the washing 
process.  I confirmed that this had not occurred by repeating the precipitation and 
preparing DNA from the eluted material.  This DNA was resolved on a gel together 
with serial dilutions of an aliquot of input chromatin and DNA from control 
precipitations using no antibody or rabbit serum.  I expected very little DNA to be 
present, so I stained the gel with SYBR Gold which can detect small amounts of 
DNA (down to ~50pg of Salmon Sperm DNA, data not shown).  A nucleosome 
ladder was seen in the input and H3K9Ac precipitated material but not the control 
precipitations (Figure 5.16B).  Immunoprecipitated DNA appeared relatively 
depleted in mono-nucleosomes, something that has previously been noted by other 
groups using N-ChIP (O'Neill and Turner, 2003 and references therein).  This may in 
part be explained by the greater probability that a longer fragment will contain an 
epitope of interest.  In addition, perhaps longer fragments containing two H3K9Ac 
marks are more tightly bound by the antibodies which also have two antigen 
recognition sites.  
Recently, the presence of H3K9 acetylation has been shown at the promoter 
of the active S100A6 gene in keratinocytes (Lesniak et al., 2007).  To confirm my 
ChIP was specific I performed Real-time PCR using primers for this sequence.  
S100A6 promoter sequences were ~650 times enriched over mock precipitations in 
an N-ChIP sample from HaCaT cells (Figure 5.16C).  They were also enriched in 
DNA immunoprecipitated from crosslinked chromatin but to a far lesser degree.  
Therefore, although lacking a negative control, my PCR suggests that, as expected, 
performing ChIP for histone modifications using native chromatin is more efficient 
than performing ChIP on crosslinked and sonicated chromatin. 
To assess the distribution of modifications across the EDC I hybridised 
H3K9Ac enriched DNA to EDC oligonucleotide microarrays.  ChIP-chip is usually, 
but not always (see (Koch et al., 2007), performed by first amplifying the 
precipitated material before labelling and hybridisation to arrays (Kim and Ren, 
2006).  However, amplification can alter the ratios of DNA sequences in a sample 
and produce artefacts in the final results.  I estimated that I had precipitated sufficient 




(data not shown).  Therefore, using random prime labelling I hybridised input 
material together with anti-H3K9Ac immunoprecipitated DNA (Figure 5.17A).  I 
also hybridised 3 control samples: water, DNA precipitated in the absence of 
antibody and mock precipitated material (all samples same as Figure 5.16C).  All 
arrays were hybridised in the same dye orientation (ie Cy3 Input, Cy5 sample) and 
scanned at the same laser power and photomultiplier gain to allow direct 
comparisons.  A strong signal was produced on the arrays by anti-H3K9Ac 
precipitated material but not by the controls (Figure 5.17A).  Quantitation of the 
average log2 sample/input ratio for each probe in the hybridisations confirmed that 
nearly all ratios on the H3K9Ac hybridised arrays were higher than those observed in 
the controls (Figure 5.17B). 
In general, two colour ChIP on chip experiments are performed by using a 
reference sample experimental design (for an explanation of the reference design see, 
Section 3.2, p115 or (Churchill, 2002).  Therefore, all experimental samples are 
compared through a common reference sample, usually sheared genomic DNA or 
input chromatin (Buck and Lieb, 2004).  It is preferable to use DNA isolated from 
input chromatin as this means that the calculated ratios from hybridisations are 
corrected for any variations in sequence abundance in input chromatin.  Direct 
comparisons between mock and specific precipitations are not usually made because 
the low DNA levels in mock precipitations results in faint signals and inaccurately 
measured ratios (Buck and Lieb, 2004). It is generally assumed that the input DNA 
represents unenriched DNA and that mock precipitated material is similarly 
unenriched, representing the non-specific precipitation of DNA probably through 
binding to the beads used in the immunoprecipitation (Kim and Ren, 2006).  The fact 
that more DNA appeared to be precipitated by rabbit serum than beads alone 
suggested this was not entirely the case (compare beads only and mock in Figure 
5.17B).  To test the assumption I therefore calculated the Pearson’s correlation 
between log2 H3K9Ac/Input ratios and log2 H3K9Ac/Mock ratios (calculated from 
H3K9Ac/Input divided by H3K9Ac/Mock).  The correlation between the two was 
equivalent to that expected between two separate hybridisations of the same samples, 
which suggests that H3K9Ac/Input ratios are a satisfactory measure of 




















Figure 5.17  Analysis of N-ChIP on Microarrays
A. Images of Scanned Arrays.  All Arrays were hybdridised with the same input sample
and scanned at the same power and PMT Gain.  Material was from 293 cells.
B. Quantitation of 293 ChIP Hybridistations.  The same hybridisations shown in panel
A were quantified and an average log2 sample/input value derived for each oligo.  Boxplots
of the overall distributions were then made without normalisation.
C. Enrichment of H3K9Ac Precipitations over Mock Precipitations.  Log2 H3K9Ac/Input
was plotted against Log2 Mock/Input.  The placement of the values with regard to the grey line
therefore represents the enrichment over mock for each oligo.  Oligos in the green array are












































Most methodologies used to analyse ChIP-chip data also assume that probes 
on the array that are enriched over controls are fairly infrequent (~10%, (Buck and 
Lieb, 2004).  The quantitation of signals from my control hybridisations suggested 
that the percentage of enriched probes in my experiment may be far higher (Figure 
5.17B).  Plotting log2 H3K9Ac/Input ratios against log2 Mock/Input showed that, 
nearly all probes were enriched over the mock precipitation (Figure 5.17C).  The 
median enrichment was calculated as ~13x which compares favourably to previous 
estimates of between two and eightfold (Buck and Lieb, 2004) and references 
therein).  It is not clear why such a high proportion of probes should be enriched over 
the mock precipitation, however, it has been noted that most sequences are enriched 
over mock controls during ChIP (Aparicio et al., 2004). 
Another assumption made is that proteins are specifically bound or enriched 
at small sites in the genome and that any given site in the genome has one of two 
states, ‘bound’ or ‘unbound’.  By using arrays with a high resolution resulting from 
many closely tiled or overlapping probes, these binding sites can be identified as 
clusters of positive signals with enrichments lessening with distance from the actual 
binding site (Kim and Ren, 2006).  However, it is unlikely that histone modifications 
can be considered in this manner as the amount of DNA precipitated is probably a 
function of the steady-state levels of modification at a particular nucleosome, which 
results from cycling between the modified and unmodified states (Metivier et al., 
2003).  ChIP-chip data for histone modifications probably therefore represents 
continuous rather than two-state data (Koch et al., 2007).  Furthermore, I am using 
relatively low resolution arrays with roughly 1 probe every 800bp, equivalent to the 
size of chromatin fragment used, so I am unlikely to see peaks occurring across more 
than two probes.  I therefore decided, initially at least, to analyse the data in a simple 
quantitative manner. 
It is generally thought that histone acetylation is found at the promoters of 
active genes (Heintzman et al., 2007;Koch et al., 2007;Roh et al., 2005;Roh et al., 
2006).  To confirm that my protocol specifically assessed H3K9Ac patterns in cells, I 
determined whether I could detect enrichment of the mark at active gene promoters.  
I know that in HaCaT cells, the S100A genes are generally active whereas the LCE 




their respective promoters, I can assess the effectiveness of my protocol.  I performed 
N-ChIP for H3K9Ac on HaCaT cells and hybridised the precipitated DNA to the 
EDC arrays twice in alternating dye orientations (ie two technical replicates of the 
hybridisation).  The two hybridisations were normalised using a global lowess 
strategy and probes excluded on a dye swap basis before I calculated average probe 
log2 H3K9Ac/Input ratios (Section 2.12.1, p100).  I then repeated the entire 
procedure and found that there was a high correlation between the log2 
H3K9Ac/Input of the two biological replicates (Figure 5.18A).  This suggests that 
specific patterns of acetylation are being measured because if the measured ratios 
reflected random noise we would expect no correlation. 
The log2 values of probes in the region of the S100A10 gene suggested that 
indeed S100A promoters were marked by H3K9Ac (Figure 5.18B).  However, strong 
peaks of acetylation were also found just upstream and downstream of the genes 
promoter (Figure 5.18B, asterisks).  Both peaks correspond roughly to what appeared 
to be conserved elements on the UCSC browser, and so may represent regulatory 
elements for the gene.  By identifying probes found at all S100A promoters (ie lying -
/+ 1Kb from transcriptional start sites as defined by the Refseq annotation, see boxed 
region Figure 5.18A+B), I found that the distribution of log2 H3K9Ac/Input of 
probes at S100A promoters was significantly shifted towards positive values when 
compared to all other probes on the array (Figure 5.18C, KS-test, p-value 2.264x10-
07) and was also above the level of experimental error as assessed by control self 
hybridisiations.  When I also examined the probes located at the promoters of LCE 
genes I found the distribution was significantly different from that of the S100A 
promoters (Figure 5.18C) and did not show a shift towards positive values.  This 
would suggest that compared to the promoters of active S100A genes, promoters of 
inactive LCE genes are depleted in H3K9Ac in HaCaT cells, suggesting that my 




















t HaCaT H3K9Ac ChIP
Figure 5.18  Assesment of H3K9Ac ChIP in HaCaT Cells
A. Plot of two biological replicates of HaCaT H3K9Ac ChIP in the region of the S100A10
gene.  The mean of two technical hybridisations of each replicate is shown.  The position of
the S100A10 gene is indicated below the plot and its promoter shown by the green box (Refseq
annotation).  The Pearson’s correlation (R2) between the two replicates is also given.
B. As A. the mean of the two biological replicates is shown.  The asterisks indicate peaks
of acetylation lying adjacent to the promoter.
C. Boxplot showing the distribution of log2 H3K9Ac/Input values observed for oligos -/+
1Kb from the transcriptional starts of S100A (Green) and LCE genes (Red).   The distribution
of all other probes on the array is also shown.  All three distributions are significantly different























































5.10 Generation of ChIP Datasets 
Having established that my ChIP approach can be used to assess the distribution of 
histone modifications across the entire EDC, I now wanted to examine the 
relationship between histone modifications and secondary chromatin structure.  
Previous experiments, performed in vitro, have suggested that histone acetylation 
may be capable of modulating the structure of 30nm chromatin fibres (Garcia-
Ramirez et al., 1995;Tse et al., 1998).  However, to date no study has examined the 
relationship between acetylated histones and secondary chromatin structure in vivo.  
Histones can be acetylated on a large number of different lysine residues including 
Histone H3 Lysines 9 and 14 and Histone H4 Lysines 5, 8, 12 and 16.  It is known 
that the tail of histone H4 between residues 14 to 23 makes important 
internucleosomal contacts and its deletion inhibits the formation of compact 
nucleosomal arrays in vitro (Dorigo et al., 2003).  In another study it was found that 
the acetylation of Lysine 16 alone inhibits formation of compact fibres in vitro 
(Shogren-Knaak et al., 2006).  Therefore, I felt that this modification was a good 
candidate for the modulation of chromatin structure.  Because I already had data on 
the distribution of H3K9Ac in HaCaT cells, I also decided to examine its relationship 
with secondary chromatin structure.  Finally, I also wanted to examine the 
distribution of a repressive histone mark at the EDC.  Since I was examining the 
pattern of H3K9Ac I decided to examine the distribution of H3K9 methylation which 
should show the opposite pattern to H3K9Ac.  H3K9 can either be mono-, di- or tri-
methylated, and it was thought at the time these experiments were performed, that 
H3K9me3 mainly marked constitutively heterochromatic regions whereas H3K9me2 
can be found more widely in euchromatin (although H3K9me3 can also be found 
there, (Gilbert et al., 2003).  Therefore, I elected to study the distribution of 
H3K9me2 across the EDC. 
 To generate data on these histone modifications, I performed ChIP on native 
chromatin from both HaCaT and 293 cells using commercial antibodies against 
H3K9Ac, H4K16Ac and H3K9me2.  For each antibody and cell line, I independently 
performed the experiment twice and then each ChIP sample was labelled and 




biologically repeated the experiment twice for each cell line and histone modification 
but that I had 4 separate hybridisations for each (ie two technical replicates of the 
hybridisation for each sample).  I then normalised all hybridisations using a global 
lowess method, excluded probes based on the dye swap and calculated the mean log2 
ChIP/Input value for each probe from the 4 hybridisations (Section 2.12.1, p100). 
 These experiments produced data on the pattern of histone modifications 
across the EDC for all 3 histone modifications (Figures 5.19 and 5.20).  The data 
could be used to examine the association of modifications with different promoters 
and regulatory elements.  However, this type of analysis has been performed by 
numerous other studies using far larger datasets and higher resolution systems 
(Barski et al., 2007;Heintzman et al., 2007;Koch et al., 2000;Roh et al., 2004).  
Therefore, I decided to concentrate on examining the relationship between histone 
modifications and higher levels of chromatin structure.  However, initial analysis 
suggested that, as expected, the level of H3K9Ac and H3K9me2 were negatively 
correlated in both cell lines (data not shown).  H4K16Ac was seen to be associated 
with some active promoters, but log2 ChIP/Input values for H4K16Ac and H3K9Ac 
were not highly correlated (data not shown).  This would suggest that H4K16Ac and 
H3K9Ac have a rather different distribution across the EDC.  In addition, the spread 
of the distribution of H4K16Ac log2 values was lower than that of H3K9Ac values, 
which may indicate a lower degree of enrichment during ChIP using the H4K16Ac 
antibody.  In general, epitopes which are more abundant in the genome would be 
expected to give lower enrichments during ChIP than less abundant epitopes (Buck 
and Lieb, 2004).  Therefore, H4K16Ac may be more abundant in the genome than 
H3K9Ac but this result could also easily be generated by a difference in the 
efficiencies of the two antibodies. 
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Figure 5.19 Histone Modifications Across the EDC in 293 Cells
ChIP was performed on MNase digested chromatin from 293 cells using anti-H3K9Ac, H4K16Ac
or H3K9me2.  Precipitated DNA was then hybridised to the EDC oligonucleotide tiling arrays
and resulting log2 ChIP/Input ratios plotted by genomic position.  Shown are the means of 4
hybridisations (2 biological replicates of the ChIP and 2 technical replicate hybridisations of
each of these in oppossite dye orientations) after the exclusion of probes based on the dye





















150 150.5 151 151.5 152
Figure 5.20 Histone Modifications Across the EDC in HaCaT Cells
ChIP was performed on MNase digested chromatin from HaCaT cells using anti-H3K9Ac,
H4K16Ac or H3K9me2.  Precipitated DNA was then hybridised to the EDC oligonucleotide
tiling arrays and resulting log2 ChIP/Input ratios plotted by genomic position.  Shown are the
means of 4 hybridisations (2 biological replicates of the ChIP and 2 technical replicate
hybridisations of each of these in oppossite dye orientations) after the exclusion of probes



































5.11 Is there Correlation Between Primary and 
Secondary Chromatin Structure? 
An in vitro study has suggested that the formation of compact chromatin fibres is 
inhibited if nucleosome arrays are made from H4K16Ac marked nucleosomes 
(Shogren-Knaak et al., 2006).  If this was an important mechanism in vivo, I would 
expect to see evidence of this in my data in the form of a correlation between 
secondary chromatin structure and H4K16Ac levels.  The simplest relationship 
would be that the modification locally affected the structure of the chromatin fibre 
and therefore we might expect that it would be possible to detect a correlation 
between log2 H4K16Ac/Input values and log2 open/input values.  However, I found 
only a small correlation between H4K16Ac levels and secondary chromatin structure 
in both HaCaT and 293 cells (Table 5.3).  Therefore, if H4K16Ac does alter 
chromatin structure in vivo, it is clearly not the single most important factor at the 
EDC.  I found similarly low correlations between the datasets for H3K9Ac, 
H3K9me2 and secondary chromatin structure (Table 5.3) suggesting that none of 
these single modifications are they major determinants of secondary chromatin 
structure at the EDC.   
It is possible that acetylation does affect chromatin structure, but that no 
single modification is important for this effect and instead there is a relationship 
between the overall level of acetylation and secondary chromatin structure.  To 
comprehensively analyse this, the distribution of all acetylations would have to be 
analysed.  However, we can perhaps assume that in a region with a high overall level 
of acetylation, both H3K9 and H4K16 would be acetylated.  Therefore, I calculated 
the correlation of log2 H3K9Ac/Input + log2 H4K16Ac/Input with secondary 
chromatin structure.  This correlation was lower than for the two individual 
modifications suggesting that total local acetylation levels also did not correlate in a 





Table 5.3  
Correlations Between Chromatin Structure Array Datasets   
Log2 ChIP/input values of all probes on the array were correlated with log2 open/input values.    
All correlation values are Kendall’s correlations. 
 
Comparison Correlation 293 Correlation HaCaT 
H3K9Ac -0.140 0.045 
H4K16Ac 0.068 0.070 





I wondered whether, although these individual histone modifications did not 
correlate with secondary chromatin structure on small genomic scales, perhaps the 
level of modifications across a chromatin domain was correlated with its structure.  
However, it is difficult to determine which scale this might occur at, so rather than 
assume a particular scale, I decided to scan scales from 1Kb to 100Kb.  I calculated 
mean log2 values across the region using a 1Kb sliding window for both the H3K9Ac 
ChIP data and secondary structure data.  The Kendall’s correlation of the two 
profiles was then calculated at the 1Kb scale.  I then repeated the process using 
sliding windows of 1.5Kb, 2Kb, 2.5Kb, etc up to 100Kb to comprehensively analyse 
the correlation between histone modifications and secondary chromatin structure at 
genomic scales between 1 and 100Kb.  The level of correlation was then plotted 
against the genomic scale (ie sliding window size) for both HaCaT and 293 cells 
(Figure 5.21).  In HaCaT cells the correlation between the two datasets increased to a 
peak at ~60.5Kb but in 293 cells no such peak was observed.  However, the 
correlation between H3K9Ac and secondary structure in HaCaT cells, even at the 
peak, was of a low level and I found it not to be significant by random permutation 
of the data (Table 5.4).  Therefore, it is unlikely to represent a biologically relevant 
correlation.  I similarly examined the correlation between the other histone 














Figure 5.21 Correlation Between Primary and Secondary Levels of Chromatin Structure
Sliding windows were used to calculate mean open/input and ChIP/input values for window
sizes between 1Kb and 100Kb across the region of the EDC.  For each window size, the
Kendall’s correlation was calculated between the datasets and a graph of correlation against
window size plotted.  Windows were moved across the locus in increments 1/10th of their size.
 In all cases the indicated histone modifications were compared to secondary chromatin structure
for the two cell lines.  The dashed line on each plot, indicates the interval size at which the
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intervals up to 100Kb (Figure 5.21, and Table 5.4).  H4K16Ac showed a weak 
correlation with secondary structure just above that expected for random data in 
HaCaT cells but not in 293 cells.  Therefore, I conclude that across scales of 1 to 
100Kb, the levels of single histone modifications do not greatly correlate to 
secondary chromatin structure and that if histone modification levels do determine 
the organisation of chromatin at this scale, it is through the interaction of different 
modifications rather than a single important modification.  
 
Table 5.4  
Table of Tested Correlation Peaks and P-values 
By analysing the correlation between ChIP datasets (log2 ChIP/input ratios) and secondary 
chromatin structure (log2 open/input ratios) over genomic intervals between 1Kb and 100Kb, 
I identified the genomic interval at which the two datasets showed the greatest correlation 
(Figure 5.21).  I then assessed the biological relevance of this correlation by randomly 
permutating the datasets 1000 times and calculating the Kendall’s correlation at the genomic 
interval in question for each random permutation.  The p-value of the correlation was then 
the percentage of randomised datasets which had a correlation greater than or equal to the 
observed correlation.  Correlations at small genomic intervals were not analysed due to the 








HaCaT H3K9Ac 60.5Kb  0.097 0.124 
293 H3K9Ac 1 -0.138 - 
HaCaT H4K16Ac 57.5  0.110 0.083 
293 H4K16Ac 17  0.076 0.046 
HaCaT H3Kme2 1 0.122 - 
293 H3Kme2 10.5 0.116 - 
 
5.12 Histone Modifications also Form Large 
Scale Domains at the EDC 
Although I have not observed a correlation between histone modifications and 




patterns have previously been seen to correlate with the chromosomal banding 
pattern (Barski et al., 2007;Jeppesen, 1997;Roh et al., 2005) as has secondary 
chromatin structure (Gilbert et al., 2004).  This suggests a correlation exists between 
histone modification patterns and secondary chromatin structure at large scales 
(>1Mb).  I cannot easily assess such large genomic scales due to the size of my array 
(~2.5Mb).  However, I examined whether histone modifications are also organised 
into large scale domains corresponding to those found in secondary structure at the 
250Kb scale (Section 5.4). Therefore, I analysed H3K9Ac, H4K16Ac and H3K9me2 
patterns using a 250Kb sliding window and compared the resulting profiles to that of 
secondary chromatin structure analysed in the same manner (Figures 5.22 and 5.23). 
 Firstly, it was apparent at this scale that the histone modifications themselves 
had highly correlated profiles.  H3K9Ac and H4K16Ac followed similar profiles in 
both cell lines and there was correlation between them (Kendall’s 0.507 in 293s and 
0.312 in HaCaTs).  H3K9Ac and H3K9me2 were negatively correlated in both cell 
lines (Kendall’s -0.667 in 293s and -0.356 in HaCaTs).  The modifications were 
organised into large scale domains of a similar nature in both cell lines.  High levels 
of acetylation were found at the edges of the EDC in both cell lines and H3K9me2 
was generally spread throughout the locus.  A recent large scales study had examined 
H3K9me2 distributions throughout the genome (using ChIP followed by mass 
sequencing), and using their data I found that the profile of H3K9me2 at the inactive 
EDC was similar in both 293 and human T-cells (Barski et al., 2007), Kendall’s = 
0.630). 
 Since the large scale organisation of the histone modifications was similar 
between the cell lines, we might expect that it would not correlate to secondary 
chromatin structure which we know differs between the two cell lines.  When the 
region as a whole was analysed, this was indeed the case (data not shown).  When 
the EDC alone was analysed, higher correlations were seen between H3K9Ac, 
H4K16Ac and secondary chromatin structure in HaCaT cells but these were not 
above the level of random association (Table 5.5).  Therefore, like secondary 
structure, histone modifications appear to be organised into domains at the EDC.  
However, these domains do not correlate greatly with similar domains observed in 
A
Figure 5.22 Correlation between Secondary Chromatin Structure and Histone Modifications
at Large Scales in 293 Cells
A. Plot of chromatin fibre structure against genomic position across the EDC.  A 250Kb
sliding window was passed along the region in 25Kb increments to calculate the mean log2
open/input ratio.  The position of the EDC and its gene clusters are indicated.  Genomic positions
are taken from NCBI build 36.
B. Acetylation at the EDC.  As for A. but data on histone acteylation from ChIP was used
instead.  The left hand axis is for H3K9Ac and the right for H4K16Ac.
C. H3K9me2 at the EDC.  As for A. but data on H3K9me2 from ChIP was used instead.
 The left hand axis is for ChIP data from 293 cells (blue).  The dashed line shows the data from
a recent study which examined many histone modifications in human T-cells (Barski et al.,
2007) and is plotted on the right hand axis.  This data is derived from mass sequencing and
quantified in tag counts. The two are highly correlated, Kendall’s = 0.630.
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Figure 5.23 Correlation between Secondary Chromatin Structure and Histone Modifications
at Large Scales in HaCaT Cells
A. Plot of chromatin fibre structure against genomic position across the EDC.  A 250Kb
sliding window was passed along the region in 25Kb increments to calculate the mean log2
open/input ratio.  The position of the EDC and its gene clusters are indicated.  Genomic positions
are taken from NCBI build 36.
B. Acetylation at the EDC.  As for A. but data on histone acteylation from ChIP was used
instead.  The left hand axis is for H3K9Ac and the right for H4K16Ac.
C. H3K9me2 at the EDC.  As for A. but data on H3K9me2 from ChIP was used instead.
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the profile of secondary structure across the region.  The organisation of the histone 
modification domains is similar between 3 cell lines (at least for H3K9me2).  In 
support of these findings, another recent study has observed the organisation of 
histone modifications into domains that are similar between cell types, but did not 
examine secondary chromatin structure (Thurman et al., 2007). 
 
Table 5.5  
Correlations Between Chromatin Structure Array Datasets at the 250Kb Scale Within 
the EDC   
Mean log2 ChIP/input values were calculated using a sliding window of 250Kb and 
correlations between the secondary structure and histone modification profiles calculated.    
All correlation values are Kendall’s correlations.  A p-value was assigned to each correlation 
by random permutation analysis were the values of each probe within the region were 
replaced by a sample from the whole array and the analysis repeated 1000 times.  The p-
value of the correlation was then the percentage of the randomly generated correlations 











H3K9Ac 0.060 0.396 0.179 0.195 
H4K16Ac -0.163 0.199 0.277 0.079 
H3K9diMe -0.113 0.278 -0.293 0.078 
 
5.13 Nucleosomes are Not Generally Depleted 
from the Promoter Regions of Active Genes 
A final aspect of chromatin structure that I wanted to examine was nucleosome 
occupancy.  It has been suggested in a recent ChIP-chip study, that histones are 
generally depleted from the region around the transcriptional start sites of active 
genes (Koch et al., 2007).  This study used crosslinking ChIP of Histones H3 and 
H2B to assess nucleosome occupancy and the observed depletion could be due to 








































































































































































































































































































































































nuclei from both HaCaT and 293 cells and digested them with MNase.  Aliquots of 
nuclei were removed along a time course, the DNA purified and resolved on a gel.  I 
selected a timepoint where no high molecular weight DNA was visible on the gel and 
the vast majority of nucleosomes were present as monomers, dimers and trimers 
(Figure 5.24).  I then resolved only this fraction on a separate gel and cut out the 
band corresponding to the mononucleosomes.  After purifying the DNA, it was 
labelled and hybridised to the EDC oligonucleotide tiling arrays with purified 
genomic DNA.  Two technical replicates of the hybridisation were performed in 
alternating dye orientations and the entire experiment was repeated twice for each 
cell line (ie two biological replicates and 4 hybridisations per cell line total). 
 On these hybridisations, a high log2 mononucleosome (mono)/Genomic ratio 
signified a nucleosome was strongly positioned at that probe and a low ratio signified 
a nucleosome was generally absent.  The correlation between the two biological 
replicates of the experiment in HaCaT cells was high (Pearson’s R2 = 0.705) 
suggesting a consistent pattern of nucleosome positioning did exist.  In addition, 
comparison between the distribution of average log2 mono/genomic ratios observed 
for four hybridisations from HaCaT cells and 293 cells was significantly wider than 
the resulting average log2 ratios of four control self hybridisations (Figure 5.25A, 
KS-tests p<2.2x10-16).  If nucleosomes were not occupying preferential positions we 
would expect to see a similar distribution compared to control hybridisation.  Log2 
values for each probe were highly correlated between 293 and HaCaT cells 
suggesting that nucleosome positions may be conserved between cell lines (Figure 
5.25B). 
 Examination of the region surrounding the active S100A10 in HaCaT cells 
suggested that nucleosomes were not depleted from its promoter region (Figure 
5.25C).  In fact a peak of positive log2 values appeared to be positioned very close to 
the transcriptional start site of the gene.  The distribution of log2 mono/genomic 
ratios observed for probes -/+ 2Kb from the transcriptional start sites of S100A genes 
was not significantly different from that of all other probes (KS-test, p=0.058, Figure 
5.25D).  Therefore, no general nucleosome loss appears to occur around active 
S100A gene promoters.   
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Figure 5.25  Promoters of Active S100A Genes are not depleted in Nucleosomes
A. Boxplot of expermental and control hybridisations.  The distributions from HaCaT and
293 cells are significantly different from that of the control (KS-tests)
B. Correlation (Kendall’s) between log2  Mono/Genomic Ratios for HaCaT and 293 cells.
C. Plot of log2 mono/gen across S100A10 region in HaCaTs with the promoter highilighted.
D. Boxplots showing distributions of mononucleosome/genomic rations for S100A gene
promoters versus the rest of the array in HaCaT cells.  Promoters defined as -/+ 2Kb from
transcriptional starts (Refseq UCSC March 2006).
















































































A recent large scale ChIP study has suggested that nucleosome depletion at 
active promoters is confined to a single nucleosome, positioned at around -200 to 
+50bp from the transcription start site (Barski et al., 2007).  However, they did not 
specifically examine nucleosome occupancy and arrived at this conclusion from an 
observed dip in H3K4me abundance within this region.  I examined the distribution 
of log values for probes found within this smaller interval and surprisingly found that 
their distribution was shifted towards +ve values (Figure 5.25E).  This shift was not 
quite significant, probably because of the low numbers of probes around the 
promoters of S100A genes (14 probes, KS-test, p=0.051) but it was above 
experimental error as determined from self hybridisations.  I also examined the same 
interval for all genes within the EDC and also found a shift but despite the increase 
in the number of probes, this was less significant than for the S100A promoters alone 
(data not shown, 36 probes, KS-test, p=0.141).  A similar shift was also seen for 
nucleosomes from 293 cells at the S100A promoters and this was also not significant 
but above experimental error (KS-test, p=0.094).  Therefore, clearly there is a 
difference in the two studies.  This may simply mean that nucleosomes are present at 
some types of active promoters and the fact that the previous study was on such a 
large scale meant that they were not detected.  Secondly, it may be because Barski et 
al., did not directly examine nucleosome occupancy and so derived their data by 
performing ChIP for histone modifications.  This may mean that nuclesomes so 
positioned are not H3K4 methylated or that they are tightly bound by factors which 
obscure the epitopes for ChIP.  It has been seen in another study that a nucleosome is 
strongly positioned at the transcriptional start site of the chicken adult β-globin gene 
(Davey et al., 1995). 
 
5.14 Discussion 
In this chapter, I have examined the chromatin structure of the EDC at the primary 
and secondary levels, ie the placement and modification of nucleosomes and their 
arrangement into chromatin fibres.  I first examined bulk chromatin structure in both 
cell lines using sucrose gradients and showed that they are similar, before combining 




different secondary chromatin structure from its surrounding genomic regions.  This 
finding was in agreement with my analysis of interphase chromatin compaction in 
the region (Chapter 4) and I also find that the interphase chromatin compaction and 
30nm chromatin fibre structures are correlated at the region, in agreement with a 
previous study from our laboratory (Gilbert et al., 2004).  When analysed in greater 
detail, the EDC appears to be organised into large domains of both secondary 
chromatin structure and histone modifications.  At the active EDC in HaCaT cells, 
large scale secondary organisation correlates to the gene density in the region but the 
inactive EDC in 293 cells has a different structure that may reflect LINE density.  
Large scale secondary structure does not reflect GC content at the EDC in either cell 
line.  I also find that these large scale domains may be composed of smaller 
chromatin domains, which appear to have an irregular size.  Although histone 
modifications are also organised into domains in the EDC, these are fairly constant 
between cell lines and no single histone modification significantly correlates to 
secondary chromatin organisation at genomic scales from ~1-250Kb.  By isolating 
mononucleosomes and hybridising them to microarrays, I have also examined 
nucleosomal positioning in both cell lines.  The patterns of the two cell lines were 
highly correlated, but contrary to recent reports I found no evidence of a general 
depletion of nucleosomes around the promoters of active genes (Koch et al., 2007) or 
of the loss of a single nucleosome over the transcriptional start site (Barski et al., 





Chapter 6: Conclusions and Future 
Perspectives 
Although many studies have examined the relationship between chromatin structure 
and transcription either across the whole genome or at a particular locus, few studies 
have looked at the relationship between different levels of chromatin structure.  Here 
I have used a variety of techniques to study the chromatin structure of the human 
EDC and to begin to describe how the different levels of chromatin structure relate to 
each other.  In addition, my study is, at present, one of the few examining the overall 
regulation of this important locus and provides us with insights into the regulation of 
the EDC in vivo. 
 
6.1 Does the EDC Represent a Separate 
Chromatin Domain? 
Our current knowledge suggests that gene clusters behave as independent chromatin 
domains from their surrounding genomic regions and it would seem reasonable to 
suppose that the EDC is regulated in a similar manner (see Figure 1.6, p48).  Data 
from previous studies suggested that the inactive locus is marked by repressive 
histone modifications.  Furthermore, a study of nuclear localisation suggested that 
the active locus moved out of its chromosome territory, something that is often 
accompanied by a decondensation of chromatin structure (Williams et al., 2002).  
However, these studies had not examined the secondary or tertiary structure of the 
locus in detail and it is unclear whether a ~2Mb supercluster should behave in a 
manner analogous to a ~100Kb gene cluster. 
 To examine tertiary chromatin structure, I used a set of genomic clone pairs 
to perform FISH and measure the interphase compaction of the region.  This assay 
has previously been employed to measure differences in regional compaction in the 
human genome, albeit on the level of chromosome bands (Yokota et al., 1997).  




the profiles of the HaCaT and control cell lines appear very similar (Figure 4.8 
p147).  Importantly, their profiles do not suggest that the EDC behaves as a domain 
that is independent its surrounding.  The majority of the EDC has a similar 
compaction to the surrounding regions and although the distal portion of the EDC is 
decondensed relative to the rest of the genomic region, it appears constitutively so.   
 Despite these similarities, I have showed that the profile of compaction in the 
region is subtly different between the control cell lines and HaCaT cells.  
Furthermore, by comparing differences in compaction across the region to 
differences in gene expression (Chapter 3), I find a surprising negative correlation 
between transcriptional activity and interphase compaction.  The reasons for this are 
unclear, but we know that at active genes, regulatory elements can loop together to 
facilitate transcription (Tolhuis et al., 2002).  Across a large genomic region (for 
example the 500Kb intervals examined here), such looping may be sufficient to 
cause a cytologically measurable degree of compaction.  If this were true, it might be 
predicted that the relationship would break down if compaction was measured across 
smaller genomic intervals.  
 When I examined secondary chromatin organisation in the region using a 
biophysical method, I found a fairly direct relationship between it and tertiary 
chromatin organisation (Figure 5.6, p166), in agreement with a previous study from 
our laboratory (Gilbert et al., 2004).  In addition, like the analysis of tertiary 
chromatin structure, this experiment suggests that the EDC does not represent a 
single large chromatin domain that is condensed when inactive and decondensed 
when active.   
Examination of the region in detail suggests that it is in fact made up of 
multiple domains of chromatin structure, for example the distal S100A cluster is 
present in a domain of relatively open chromatin in both cell lines (Figure 5.7, p168).  
However, in these two cell lines the organisation of these domains differs.  In HaCaT 
cells domains enriched in open chromatin fibres are associated with gene-rich parts 
of the locus, whereas in 293 cells they associate, albeit more weakly, with regions 
rich in LINE elements.   Taken together these results suggest that the EDC does not 
represent a single large chromatin domain and is instead made up of smaller domains 




decondensation.  More generally, it suggests the genome is made up of large 
chromatin domains, represented by chromatin bands (Gilbert et al., 2004;Goetze et 
al., 2007) which are themselves are made up of smaller chromatin domains, like 
those seen here.  These domains are large enough to be assessed by FISH using pairs 
of probes (van den Engh et al., 1992).  The probe pairs used in Chapter 4 were 
selected arbitrarily, without prior knowledge of the organisation of the locus and 
cross the boundaries of these domains.  More appropriate pairs could be selected and 
used to gain independent verification that a series of chromatin domains exist at both 
the active and inactive EDC. 
 I have so far assumed that the arrangement of chromatin domains found in 
HaCaT cells represents the EDC in its active state and that in 293 the inactive state.  
However, this may not be the case and if I investigated other cell lines with either 
active or inactive loci, I may find a different arrangement of domains.  Therefore, 
one set of further experiments would be to examine the chromatin structure of other 
cell lines to deduce which features of chromatin organisation are consistently found 
at the active and inactive EDC.  
  
6.2 The Relationship Between Histone 
Modifications and Higher Levels of Chromatin 
Structure 
Given that histone modifications, like secondary chromatin structure, appear 
organised at the level of the chromosome band (Barski et al., 2007;Jeppesen, 
1997;Roh et al., 2005) and that smaller scale chromatin domains of histone 
modifications have been described (Thurman et al., 2007), I expected the domains of 
secondary structure to correspond to large domains of histone modifications.  
However, when I examined the distribution of histone modifications by ChIP, I 
found that although they were organised into large domains, these did not correspond 
to the secondary chromatin structure (Figures 5.22 and 5.23, p202 and 203).  The 
EDC itself is relatively depleted in acetylated histones and enriched in H3K9me2 




modifications were not constant across the locus and it is composed of smaller 
domains, for example the central portion of the EDC around the LCE cluster appears 
relatively enriched in acetylated histones relative to the rest of the EDC.  These 
domains are of a similar size to those recently described as part of the ENCODE 
project (Thurman et al., 2007). 
 If both histone modifications and secondary chromatin structure are organised 
into large scale domains, why are the two sets of domains not correlated?  Assuming 
that the primary function of most histone modifications is to regulate chromatin 
structure, my results suggest that a simple histone code does not exist.  That is to say 
histone modifications do not act in a simple combinatorial manner to directly alter 
chromatin structure.  One study in yeast has inferred a simple combinatorial code for 
the majority of Histone H4 acetylation using mutants and expression microarrays but 
they did not examine other levels of chromatin structure  (Dion et al., 2005).  The 
yeast genome is also far simpler than mammalian genomes, and perhaps a more 
complex histone code has evolved for a more complex genome (Garcia et al., 2007). 
 My data suggests that if histone modifications provide a template for setting 
up secondary chromatin structure in the cell, they probably do so through the 
interaction of a large number of different modifications.  Therefore, local secondary 
chromatin structure is determined by the action of different chromatin remodelling 
enzymes that are recruited by individual histone modifications.  Similarly to a recent 
study of the ENCODE regions, I find that the arrangement of histone modification 
domains are similar between cell lines (Thurman et al., 2007).  I would propose 
therefore, that if histone modifications do determine secondary chromatin structure, 
the observed differences in secondary chromatin structure at the EDC are caused by 
relatively small shifts in the distributions of a number of different histone 
modifications.  In addition, other factors such as histone variants probably also play a 
role, further complicating the situation. 
 If histone modifications determine secondary chromatin structure in a 
complicated, combinatorial manner, it will be a laborious process to examine the 
distribution of all modifications and establish how this occurs.  It may be easier to 
study the results of their actions.  We know that in the majority of the genome, 




(Bernstein et al., 2005).  A subset of modifications such as H3K4 methylation are 
found in regions that are highly coincident with sites of DNase hypersensitivity 
(Birney et al., 2007).  The study of the chicken β-globin locus has shown that 
hypersensitive sites can create discontinuities in chromatin fibres which cause them 
to sediment more slowly in a sucrose gradient (Caplan et al., 1987).  I have examined 
secondary structure by quantifying the relative abundance of chromatin fibres which 
behave in this manner.  Therefore, it might be expected that, if I examined the 
distribution of DNase hypersensitive sites across the region, the ‘openness’ of a 
particular part of locus might correlate to the number of DNase hypersensitive sites 
or discontinuities within that region.  This could also be examined by quantifying the 
number of histone modification peaks within a region but we know that different 
combinations of modifications are associated with different categories of 
hypersensitive sites and therefore multiple modifications would have to be examined 
if this approach was taken (Birney et al., 2007;Heintzman et al., 2007). 
 
6.3 The Nature of Chromatin Domains Observed 
at the EDC 
Although I have described the existence of chromatin domains within the EDC, I 
have not determined the nature of these domains.  It is clear that the larger domains 
of ~100-500Kb in size are themselves made up of smaller domains that appear to be 
less than ~100Kb (Figure 5.10, p175) and, at least in HaCaT cells, these smaller 
domains are of a fairly regular size (Section 5.7, p174).  Histone modifications also 
appear to be organised into similar domains (data not shown) but the two sets of 
domains do not correlated (Section 5.11, p197). 
 We understand little of chromatin organisation above the 30nm fibre but a 
number of different models have been proposed.  One model is that interphase 
chromosomes are organised into loops that are attached to a backbone like structure 
and each loop is a chromatin domain (Figure 1.2, p25 and (Sachs et al., 1995;Yokota 
et al., 1995).   This is a similar model to that proposed for metaphase chromosome 




model is that because domains exist on different loops, they are independent from 
each other.  At the EDC it appears that the reorganisation of the locus results in a 
rearrangement of the adjacent genomic regions also.  This implies that adjacent 
domains are not independent and that the reorganisation of the regions flanking the 
EDC is required to compensate for the rearrangement of the locus itself.  Such an 
arrangement might suggest that higher order structure is generated by the further 
folding of the 30nm fibre into thicker chromatin fibres (Belmont and Bruce, 1994).  
One could imagine that the reorganisation of part of such a structure would have an 
impact on the structure of an adjacent part of the higher order fibre.  This is 
consistent with the fact that measurements of interphase compaction suggest that at 
most genomic regions the chromatin fibre is folded at levels above the 30nm fibre  
(Chambeyron and Bickmore, 2004;Gilbert et al., 2004;Yokota et al., 1997).  My data 
is not inconsistent with the model of giant loops proposed for interphase 
chromosomes, because these loops were proposed to be ~2-3Mb in size, but it 
suggests that different chromatin domains of a non-looplike nature exist within these 
loops (Sachs et al., 1995;Yokota et al., 1995).  If the higher order fibres were 
arranged into loops that are attached at either end, this may actually impose more 
constraints on the conformation of the higher order chromatin fibre of the loop. 
 It is possible that the smaller domains represent the pattern caused by the 
purification of preferentially digested fragments with retarded mobility in the sucrose 
gradient.  Therefore, further work using independent methods should be used to 
determine their nature.  We know that different parts of the genome have different 
digestion properties when analysed using nucleases.  For example, mouse minor 
satellite which is more compact digests more slowly with MNase than bulk 
chromatin (Gilbert et al., 2007) and we might expect a more open region to digest 
more rapidly.  By adapting the method used in Section 5.13 (p204) to examine 
nucleosomal positioning, it may be possible to examine the digestion properties of 
chromatin domains within the EDC.  If the chromatin is digested more briefly with 
MNase, the portion of the genome present in the mononucleosome fraction is likely 
to come mainly from more easily digested, open domains.  More compact domains 
are likely to be refractory to digestion and depleted from this fraction.  If the analysis 




pattern similar to that of the sedimentation analysis, this would suggest that domains 
of relatively more open and closed chromatin do exist in the genome. 
 A further method of analysing the nature of the different chromatin domains 
is to use the 3C technique (Dekker, 2007).  Using this technique, an inverse 
correlation is found between the frequency of interaction of two genomic locations 
and the genomic distance between them.  In a less compact region, the frequency of 
interaction falls off more quickly than in a more compact region.   Such an approach 
could be used to examine the structural properties of the domains identified in this 
study. 
 Further analysis of these chromatin domains should also attempt to define 
their boundaries in a more precise manner.  Recently the combination of wavelet 
analysis and a Hidden Markov model was used to define domains of histone 
modifications, replication timing and expression in the ENCODE project (Thurman 
et al., 2007).  Wavelet analysis is a method, like power spectrum analyses, that has 
been applied in physics and engineering and has recently been applied to biological 
problems (Lio, 2003).  The main difference in the Wavelet transformation when 
compared to the Fourier transformation is the inclusion of a spatial component.  This 
means that the analysis is capable of detecting a wavelike structure in the data even 
with the presence of sharp peaks and discontinuities, which we may expect from the 
analysis or irregularly sized chromatin domains.  Another approach may be to adapt 
the Smith-Waterman algorithm to define regions enriched in open or compact 
structures (Price et al., 2005). 
 It is possible that specific genomic elements exist at the boundaries between 
these chromatin domains, and by more accurately defining where these boundaries 
are, it may be possible to identify such elements.  The nature of these elements may 
also tell us something about the nature of chromatin domains.  For example if they 
are matrix attachment sites, it may suggest that the domains represent loops attached 
at either end to the nuclear matrix (Mirkovitch et al., 1984).  If the domains described 
here are the result of higher order folding of the chromatin fibre, we may expect that 
such elements would not exist at the boundaries of the domains. 
 One particular protein that may be involved in setting up the different 




expressed protein which plays an important role in setting up chromatin insulators 
blocking the interaction of enchancers with promoters (Bell et al., 1999).  Recently, 
CTCF binding in human T-cells was examined using ChIP and mass sequencing and 
found to be present at the boundries between domains of different histone 
modifications (Barski et al., 2007).  Another study used ChIP-chip to examine CTCF 
binding in human primary fibroblasts and a hematopoietic cell line (Kim et al., 
2007).  67% of the binding sites in the two cell lines were found to overlap, 
indicating that the protein may have a role in setting up the basic domain 
organisation of the genome.  On average in the fibroblast genome it was found that 
pairs of CTCF binding sites defined domains of 2.5 genes in length but, a number of 
larger domains were identified corresponding to clusters of co-ordinately regulated 
genes, including the LCE cluster.  By examining the publicly available data from 
these studies, it is apparent that CTCF binding sites are present close to the boundries 
of many of the gene clusters within the EDC (Figure 6.1).  Therefore, it would 
interesting to examine where CTCF binds in my model cell lines and how these 
binding sites correspond to the chromatin domains I have described. 
 
6.4 A Program of Gene Expression at the EDC? 
Many years ago, it was proposed that the EDC exists to facilitate the co-ordinate 
regulation of genes encoding constituents (Mischke, 1998).  However, my study is 
the first comprehensive study of the chromatin organisation of the region in any 
organism.  Therefore, despite using cell lines as models, the data can be used to gain 
insight into how chromatin structure may regulate the EDC in vivo.  The first stage of 
examining the mechanisms governing the EDC is to describe the pattern of gene 
expression they control.  The literature suggests that during epidermal differentiation, 
gene expression may start on the edges of the EDC and proceed into the centre of the 
locus over time (Figure 3.4, p119).  The results of my study suggest that such a 
pattern may occur in HaCaT cells. 
  However, HaCaTs are a cultured cell line and further experiments are 




































































































































































































































































































































































































































































































pattern of primary keratinocytes and in vitro skin models have already been 
examined using microarrays (Gazel et al., 2003;Mehul et al., 2004) but these studies 
have not examined how gene expression alters with differentiation.  Another study 
has compared gene expression in basal and differentiating keratinocytes using 
microarrays (Radoja et al., 2006).  Their findings support the hypothesis that gene 
expression begins in the S100A clusters bounding the EDC and that the later clusters 
are active in differentiating cell but, the study focused on differential gene expression 
genome wide rather than the activation of the EDC.  In addition, the differentiating 
cell population used may contain a mix of cells at different stages,  therefore, the data 
does not allow us to determine whether the Fused, SPRR and LCE clusters become 
activated together or sequentially.  Therefore, I propose that the differentiation of 
primary keratinocytes could be used to analyse how the EDC is activated as 
differentiation proceeds.  This allows a number of different timepoints to be taken 
and the temporal activation of different parts of the cluster to be examined. 
 To examine the locus as a whole, microarrays should be used but I would 
probably adopt a different experimental approach to that used in Chapter 3.  The use 
of a reference RNA makes it difficult to interpret the results of the experiments in a 
quantitative manner.  Proprietary microarray systems such as that supplied by 
Affymetrix are more accurate and enable the quantitative measurement of absolute 
transcript levels (Dalma-Weiszhausz et al., 2006).  However such systems are often 
prohibitively expensive and an alternative approach is to use genomic DNA as a 
reference sample (Williams et al., 2006).  By doing so it would be possible for me to 
use the EDC oligonucleotide arrays to generate quantitive data on gene expression at 
the EDC.  These arrays are also tiling arrays and so this approach has the additional 
advantage of allowing both genic and non-genic transcription at the EDC to be 
examined.  It has recently come to light through the efforts of the ENCODE project 
and other studies that a far larger proportion of the human genome than previously 
thought is transcribed (Birney et al., 2007;Kapranov et al., 2002).  It would be 
interesting to examine how the proposed pattern of expression relates to non-genic 
transcription as well as the sequence of activation of the genes themselves. 
 However, examining gene expression in this manner quantifies steady state 




transcriptional regulation occurs during epidermal differentiation (Section 3.6, p126) 
suggests that mRNA levels may not necessarily represent transcriptional activity 
levels.  One approach to examine transcription more directly is to perform ChIP for 
the RNA polymerase complex and so quantify its level at different parts of the locus 
(Sandoval et al., 2004). Another approach is to use nuclear run-on assays which, thus 
far have not been combined with genomic microarrays.  However, it has been shown 
that the use of biotin labelled nucleotides can allow RNA synthesised in a nuclear 
run on assay to be isolated and analysed by Quantitative PCR (Patrone et al., 2000).  
It should, therefore, be possible to amplify this RNA and analyse its distribution 
across the EDC using microarrays. 
 
6.5 HaCaT Cells as a Model of EDC Function 
My analysis suggests that HaCaT cells represent an early stage of epidermal 
differentiation which is consistent with their ability to be differentiated in vitro 
(Boukamp et al., 1988;Paramio et al., 1998).  They express mainly the genes 
associated with early epidermal differentiation, for example the S100A genes.  As 
mentioned in Chapter 1, the role of the S100A genes in the epidermis remains 
slightly mysterious.  However, my expression data in Chapter 3 shows that they are 
far more highly expressed in HaCaT cells than in the control cell lines, reinforcing 
that they probably play and important role in this tissue.  This is explains why the 
might be encoded within the EDC which is otherwise composed of highly specialised 
genes that are only expressed during epidermal differentiation. 
 If HaCaT cells represent an early stage of epidermal differentiation, the 
chromatin organisation of the active EDC described in this study is likely to 
correspond to that found in either the basal or lower spinous layers of the epidermis 
(Figure 1.5, p40).  Therefore, it is possible that this organisation represents a state 
that primed or poised for further reorganisation as later gene clusters become 
expressed in subsequent differentiation stages.  This will most probably mean that 
the H3K9me2 marks found in the central portion of the EDC in HaCaT cells will be 




will accompanied by a further rearrangement of secondary or tertiary chromatin 
structure. 
   The best way to investigate the changes in chromatin organisation that occur 
in vivo is to perform FISH on tissue sections made from skin biopsies.  Using 
appropriately selected probes, this system could be used to show that features of 
tertiary chromatin structure found in HaCaT cells also occur in vivo, for example the 
location of different chromatin domains.  Such an analysis will also allow us to 
examine how the arrangement of chromatin domains changes as differentiation 
proceeds.  FISH could also be used to examine the overall tertiary organisation of the 
locus in sections if probes composed of pooled BACs are used (Goetze et al., 2007). 
 One observation in my study that contradicts a previous study, is the fact that 
I found that the EDC occupied relatively similar positions for the EDC in HaCaT and 
575 cells (Section 4.2, p138).  It has previously been reported that, in primary 
keratinocytes the EDC is positioned externally to the chromosome territory, and in 
lymphoblastoid cells it is positioned within or at the edge of the chromosome 1 
territory (Williams et al., 2002).  The difference in the two studies could be attributed 
to differences between HaCaTs and primary keratinocytes but if I analyse my data in 
a similar manner to this previous study, I find that the nuclear localisation of the 
EDC in HaCaT cells is actually very similar to that reported for primary 
keratinocytes (data not shown).  Therefore, the difference between the two studies 
appears to be in the localisation of the EDC in two different lymphoblastoid cell 
lines.  In support of my observations however, I have examined the nuclear position 
of the locus in another independent control cell line, 293 cells and find that in these 
cells the EDC is also similarly positioned to that in HaCaT cells.   
 Finally, in the course of this study, I have generated a large quantity of data 
on primary chromatin structure at the EDC.  As the EDC remains little studied, we 
do not know much about regulatory elements that are present within it.  One study 
has used comparative genomics to identify elements at the SPRR cluster (Martin et 
al., 2004).  However, the ENCODE project has suggested that regulatory elements 
are not necessarily evolutionarily conserved but are epigenetically marked (Birney et 
al., 2007).  Therefore, one approach to identify novel elements at the EDC would be 




293 cells and by acetylation in HaCaT cells (Gollub and Sherlock, 2006).  Further, 
studies of the locus, for example the large scale identification of DNase 
hypersensitive sites, can be used to identify such sites with more certainty.   
 
6.6 Long Term Goals 
Although this study has provided us with insight into the organisation of chromatin 
structure and the relationship between different levels of chromatin structure, this 
work and the further experiments detailed above remain rather descriptive in nature.  
To demonstrate that these features of chromatin structure have a role in regulating 
the locus, it will be necessary to show that perturbation of chromatin structure results 
in the misregulation of the EDC.  However, in order to achieve this, we will need to 
identify factors capable of regulating the locus and its chromatin structure.  Identified 
binding sites of CTCF make it a strong candidate for setting up the patterns of 
domains at the locus.  Therefore, it would be interesting to interfere with the protein 
(eg by RNAi) to see what effect this has on the regulation and chromatin 
organisation of the locus.  A more subtle experiment would be to interfere with 
individual binding sites within the locus to examine if they contribute to the overall 
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