Most modern database-backed web applications are built upon Object Relational Mapping (ORM) frameworks. While ORM frameworks ease application development by abstracting persistent data as objects, such convenience often comes with a performance cost. In this paper, we present CADO, a tool that analyzes the application logic and its interaction with databases using the Ruby on Rails ORM framework. CADO includes a static program analyzer, a profiler and a synthetic data generator to extract and understand application's performance characteristics. We used CADO to analyze the performance problems of 27 real-world open-source Rails applications, covering domains such as online forums, e-commerce, project management, blogs, etc. Based on the results, we uncovered a number of issues that lead to sub-optimal application performance, ranging from issuing queries, how result sets are used, and physical design. We suggest possible remedies for each issue, and highlight new research opportunities that arise from them.
INTRODUCTION
Object-relational mapping (ORM) frameworks are widely used to construct applications that interact with database management systems (DBMSs). Despite the many implementations of such frameworks (e.g., Ruby on Rails [22], Django [8] , Entity Framework [10], Hibernate [12] ), the design principles and goals remain the same: rather than embedding SQL queries into application code, ORM frameworks present persistently stored data as heap objects and let developers manipulate persistent data in a similar way as regular heap objects via ORM APIs [9, 1]. These API calls are translated by the ORM frameworks into queries and sent to the DBMSs. By raising the level of abstraction, this approach allows developers to implement their entire application using a single programming language, thereby greatly enhancing code readability and maintainability.
However, the increase in programming productivity comes at a cost. By hiding DBMS details behind an API, ORM frameworks lack accesses to high-level semantic information of the application, such as how persistent data is used. In addition, abstracting queries into API calls prevents application compilers from optimizing these calls and related computation, as compilers treat these API calls as unknown external functions that cannot be altered and conduct arbitrary modifications to related objects Both aspects make applications built atop ORM frameworks vulnerable to performance problems. Figure 1 shows that for many applications, the response time for some applications becomes intolerable (more than 10 sec) when the number of records is beyond 200K. As application performance is often of critical concern for many ORM applications and the data processed by applications is growing, the performance problems make these applications hard to handle nowadays big-data challenges. Some problems are well-known in the data management [23] , software engineering research communities [32, 33] , and developer communities as well [16] . Lacking automatic tools to solve these problems, developers often need to "hand-tune" their ORMbased applications, for instance, implement caches for persistent data [4, 5] or customize physical design for each application [15, 13] . Doing so greatly complicates the application and undermines the original purpose of using ORM frameworks.
Addressing performance issues associated with ORM-based applications requires an understanding of how such applications are built and used, which in turn requires examining the application, the ORM framework, and the DBMS in tandem. While there has been prior work in optimizing ORM-based applications [32, 31, 33] , they focus on specific performance issues, and evaluated on a small range of applications. It is unclear how widely spread are such issues are among real-world ORM-based applications, or whether other issues exist. Various tools for detecting and measuring application performance target either the application or the DBMS, and we are unaware of any that examines both.
In this paper, we describe CADO, a new tool that analyzes ORMbased applications by examining the application, the ORM framework, and the DBMS that the ORM framework interacts with. CADO currently works on ORM-based applications that are built using the Ruby on Rails (Rails) framework, due to its popularity among developers. CADO has two components:
1. A static code analyzer that not only performs traditional program analysis but also builds a new data structure Action Flow Graph (AFG), which captures the control flow, data flow and interactions among DBMS, application server and user. 2. A dynamic profiler that executes the application and collects runtime information such as the state of the database and ex-ecution time. 3. A data generator based on users' interactions with the application to populate database. We use CADO to perform, to the best of our knowledge, the first comprehensive study of ORM-based applications "in the wild". Specifically, we collect 27 real-world applications that are built using Rails and study them with CADO. We purposefully chose applications based on their popularity and domain. The results show that many performance issues still remain: many queries retrieve much redundant data; query results are unnecessarily returned to the application; many queries repetitively run the same computation; many queries return large number of records which make later data processing slow; much effort is spent on translating relational data to other data structures, etc. For each observation, we point out the direction for optimizations and show potential performance improvement by examples.
In summary, this paper makes the following contributions:
• We built CADO, a tool for analyzing applications built with Ruby on Rails ORM framework. CADO studies applications using static analysis and generates action flow graphs, which describe the flow of persistent data and user interactive data among web browser, application server, and database systems. It also performs dynamic analysis and profiles applications using synthetically generated data.
• We used CADO to perform the first comprehensive study of 27 real-world applications covering a wide variety of domains including forums, social networking, e-commerce, etc. Our results show that many applications expose similar patterns, in aspects including issuing queries, how query results are used, scalability with database size, caching and prefetching, and physical design. Most of our findings have not been studied or only partially studied by previous work.
• Based on our observations, we propose possible solutions to the performance problems and optimizations, which reveals many new research opportunities.
In the following we review the design of ORM frameworks and how they are used to construct database-backed applications in Section 2. In Section 4, we describe CADO and our study. Then in Section 5, Section 6, Section 7, Section 8 and Section 9, we present the findings from our study and suggest optimizations.
BACKGROUD
In this section we give an overview of Ruby on Rails (we refer to as "Rails" below), the architecture of applications built using Rails, and how Rails implements object relational mapping.
Design of Rails applications
We chose Rails applications as representatives of database applications, given the popularity of the Rails framework and the number of open-source and commercial applications (e.g., Airbnb, Shopify, Hulu, etc) that are constructed using it. Figure 2 shows the typical structure of a typical application built with Rails, with the application hosted on the Rails application server that communicates with the DBMS as needed when it executes. This two-tier architecture is common across applications that are constructed using other ORM frameworks, such as Hibernate [12] , EntityFramework [10], and Django [8] .
Internally, a Rails application is organized into model, view, and controller components. Upon receiving a user's request, say to render a web page, (step 1 in Figure 2 ), the Rails server invoke Figure 2 : Architecture of a Rails application the corresponding action that resides in the appropriate application controller based on the routing rules provided by the application (shown in Figure 3 ). During its execution, the controller interacts with the DBMS by invoking Rails-provided ORM functions (2), which Rails translates into SQL queries (3). Upon receiving query results (4), data is serialized into model objects and that are returned to the controller (5). The retrieved objects are then passed to the view (6), which constructs the webpage (7) that is returned to the user in response (8) .
As an illustration, Figure 3 shows the code of a blogging application. While the controller and model are written in Ruby, the view code is implemented using a mix of ruby and mark-up languages such as HTML or Haml. There are two actions defined in the controller: index and show. Those actions call the ORM functions User.where, User.some_blogs, and Blog.where that are translated to SQL queries for data retrieval. The action Blog.index passes the blogs retrieved from the DBMS to render to construct the webpage defined by the view file blog_index.erb, where the excerpts (b.excerpt) of all blogs and their contents (b.content) are rendered as part of the generated webpage. For each blog, a url link to the page showing that blog (link_to) is also listed on the webpage. Clicking on the link will bring the user to a separate page, with another action (Blog.show) triggered.
Object relational mapping in Rails
Like many other ORM frameworks, Rails by default maps each model class directly derived from ActiveRecord [1] into a single table. As shown in Figure 3 , User objects are stored in the User table in the DBMS, and likewise for Blog objects. Programmers have the option of specifying which subset of fields in a model class should be physically stored in the corresponding database table, and defining relationships among model classes via association, such as belongs_to, has_one and has_many [19] . For example, in Figure 3 , each Blog object belongs_to one User, hence Rails stores the unique user_id associated with each Blog.
ARCHITECTURE OF CADO
In this section, we describe the architecture of CADO and the application corpus that was chosen for our study. As mentioned, CADO consists of a static analyzer, an application profiler and a data generator. . In the following, we describe how each component works.
Program analyzer
The static code analyzer in CADO takes in Rails application source code, examines its interaction with the DBMS, and generates an Action Flow Graph (AFG) for each application. AFGs are BlogController.show inspired by Program Dependence Graphs (PDG) [36] that capture control and data flow in general-purpose programs. In addition, AFGs contain next action edges between pairs of controller actions ( 1, 2), meaning that 2 can be invoked from 1 as a result of user interactions (e.g., by clicking on a link on the view generated from action 1).
To construct AFGs, CADO first builds the PDG for each controller action. CADO relies on JRuby [3] to construct controlflow graph, and uses classical algorithms [26] to infer data flow. To perform inter-procedural analysis so that all functions called by an action are considered, CADO recursively inlines all function calls.
1 In order to correctly inline, CADO performs type inference as Ruby is dynamically typed [27] . To ensure all the code triggered by an actions are all inlined including the code in view CADO finds out the view file to be rendered for each render call in controller [21] . Since view files are usually written in Haml or a mix language of ruby and HTML, CADO converts non-ruby languages like Haml into ruby and drop out HTML before inline. CADO also inlines filter functions that are automatically run before an action, and validations that are auto-run before executing any function that modifies database.
CADO then build edges to connect different actions. To do so, CADO identifies functions that generate URL links (e.g., link_to in Figure 3 ), or generate a form in the output webpage, and determine what action is triggered by each of these links and forms by applying the application routing rules (e.g., those listed in Figure 3) . Users can go to the next page or submit form to trigger next action, so we construct a next action edge between the action generating the URL/form, and the next action.
Application profiler
CADO comes with a profiler that runs the application on a Rails server and instantiates a crawler as the client to profile the applica-1 CADO currently assumes all recursive calls terminate with call depth 1.
tion. The crawler starts by visiting the homepage of the application, and randomly chooses a link to visit next. If the visited webpage contains a form, CADO fills in the form with random data in order to proceed to the next page. CADO currently only profiles each application using a single client crawler. Meanwhile, CADO profiles the application running on the Rails server by recording the running time of each controller action as the crawler visits each of the pages. It also records the queries issued by the application to the DBMS, the time spent on each query, and the results returned by each query.
Data generator
CADO comes with a data generator for users to generate synthetic data and populate the DBMS that the given Rails application interacts with. To generate data, CADO visits webpages served by the application, and fills out forms embedded in the served pages with random data. To ensure that data is populated appropriately, we manually examine the constraints of each field in the embedded forms, for instance ensuring that only strings of the form 'xxxx-xxxx' are generated when populating the 'date' field of a form, since the application code parses such strings and saves them as datetime to the database. We tailor the data generator to fill the data of correct format for such fields, and consider performing such checks automatically to be future work.
Limitations
CADO currently has three limitations. First, CADO's static analyzer only performs path insensitive analysis, meaning that it considers both sides of a branch to be taken. CADO also considers each loop to be executed once. Second, CADO currently does not model user behavior. As a result, the static analysis performed by CADO might not reflect the frequency of actions, and the generated data might not be representative of actual data when the application is deployed, even though all generated data is guaranteed to satisfy the constraints imposed by the application. In addition, CADO performs only a limited form of inter-action analysis. In particular, CADO currently does not perform multi-user and multisession analysis.
STUDY PARAMETERS
We conducted a large scale case study of 27 open-source Rails applications. Applications were selected from github based on their popularity (80% of them have more than 200 stars), number of contributors (88% of them have more than 10 contributors), number of commits, and category. The applications, their categories, and lines of code are shown in Table 1 . Overall, they cover a broad range of characteristics in terms of DBMS usage: transaction-heavy (e.g., e-commerce), mostly read-only (e.g., social networking), writeintensive (e.g., blogging, forum), and data that can be horizontally Table 1 : Application category and lines of code (source code of all applications are hosted on github). All applicaionts listed are studied with static analysis. Among them, gitlab, kandan, lobsters, publify, redmine, sugar, tracks are profiled.
partitioned based on users (e.g., blogging, task management), or heavily-shared among users (e.g., forum, collaboration). We believe that these represent all major categories of ORM-based applications. For findings presented in following sections, we take the average of all actions for each application (shown in figures), and then average across all applications (statistic in findings), unless specified separately.
We deployed 7 of the above Rails application server on AWS with 4 CPUs, each with 16GB of memory, and run client crawlers on PC when doing profiling.
IMPROVING QUERY EXECUTION
In this section, we report on our findings from using CADO to analyze the applications described in Section 4. We categorize our findings into four aspects:
• Many queries share subexpressions as other queries. Caching and reuse intermediate result on the server can potentially reduce query execution time for subsequently overlapping queries.
• In many cases, the result of queries are only used to issue subsequent queries. Combining such queries can reduce the amount of data to be transferred from the DBMS to the server.
• Much of the query results are not used in the application. Rewriting queries to return only the data needed can substantially improve application performance.
• Many database columns are computed from constant values. Program analysis can figure out the domain of such columns
Queries sharing subexpression
Motivation. Some queries share common subexpressions, which cause repetitive computation. To improve performance, such queries can be rewritten such that previously retrieved results are cached and reused. An example is shown in Listing 1. First, the issues variable is created on Line 2. After that, the any? function call on Line 3 issues a COUNT query. Then the issues are later rendered with their status information (Line 4), issuing a JOIN query. The JOIN query (Q2 in Figure 5 ) shares selection and and the first join predicates with the COUNT query (Q1 in Figure 5 ).
When executed separately, queries Q1 and Q2 take 6.45 seconds to finish. We simulated the effect of caching intermediate results by creating a view to store the results from a manually-written query with shared predicates (Q3 in Figure 5 ), and changed the queries (as shown in Q4 and Q5) to use view v. When using the cached results, the total query execution time is reduced to 2.84 seconds (i.e., a 44% reduction). CADO Analysis. Since in Rails all queries are generated by ORM from object-oriented language, we are able to analyze the program, instead of query log, to find out the shared query predicate. We used CADO to identify the ORM functions that are called to construct queries, and manually collected statistics regarding how frequent queries overlap. For instance, object issues calls the Rails standard function any?, which is translated to a COUNT query. If the object satisfies the following conditions: i) returned by query functions that store subexpressions (e.g., Issue.include.where.group_by), and ii) calls another query function (e.g., issues.includes that translates to a JOIN query), then we count all the queries issued by that object (both issues.any? on Line 2 and issues.includes on Line 4) as "query sharing subexpressions". The average number of such queries in one action is shown in Figure 6 . 1 prj_pos = ' projects . lft > ? AND projects . rgt < ? ' 2 issues = Issue . includes (: projects ) . where ( prj_pos ) .
group_by (: tracker_id ) 3 if issues . any ? Figure 7 , 13, 17. We separately show these two types of queries since queries in loop may be repetitively issued, potentially having greater impact on performance.
Findings & Implications. From the application corpus, we observe that 16.9% of the queries issued by the applications share subexpressions with other queries. By manually checking these queries, we find that many of these queries are performance critical ones and are usually more complex than other queries. Analyzing query logs or the code statically using similar analysis as discussed above can identify queries such as that shown on Line 2 in Listing 1. Separate views or tables can then be created such that subsequent queries can leverage them to reduce query execution time (e.g., Q3 in Figure 6 ). However, care must be taken to ensure that the cached results are updated or invalidated appropriately. While this is dependent on user behavior that CADO currently does not model, but from our manual code inspection we believe that the cached data will be useful as many queries with shared subexpressions happen within the same user controller action (i.e., the same transaction). Prior work. Identifying shared subexpressions in the context of multi-query optimization has been explored [37, 41] . Most prior work target analytical queries as they have complex structures and are likely to have many common subexpressions. However, detecting subexpression is difficult using query logs due to mixing of queries from different clients and is costly as well. [38] presents an approach to combine queries with shared computations to improve system throughput, but at the cost of slowing down individual queries.
We propose an alternative way to detect common subexpressions by statically analyzing the application code. Compared with analyzing query logs, this approach substantially reduces the effort in detection. We also show that this optimization opportunity is common in ORM applications , and techniques introduced in prior work on query caching [41] can be applied.
Unnecessary transfer of query results
Motivation. Transferring large query results from the DBMS to the application server can cause significant performance degradation. Using CADO, we observe that there is a significant number of queries whose results are only used as parameters for subsequent queries and nowhere else. As such, if such queries can be combined or grouped together as a stored procedure, one way to reduce such data transfer and improve application performance when the query result returned is only used as parameters to some subsequent queries is to group them into a stored procedure or combine them as a single query to avoid transferring unnecessary results from the DBMS.
Listing 2 shows such an example. Query on Line 1 in the original implementation returns all members from group 1, the result of which (m) is only used for query on Line 2. These two queries can be sent to the database as a stored procedure, or combined into a single query as shown in Listing 3. We tested the performance gain of query combining. When Q1 returns 20K records (340KB) and network delay is 100ms, Q1 and Q2 takes 1.46sec and 1.3sec (2.76sec total) respectively. When using stored procedure in which the same Q1 and Q2 are executed, it takes 2.12sec in total, reducing 23.5%; when issuing a join query, the query takes 1.02sec, reducing 62.3%. Listing 3: Combining Q1 and Q2 in Listing 2 CADO Analysis We target at queries whose results are only used to issue other queries so that their results do not need to return to the application, and we use static analysis to find out such queries. To know how query result is used, we trace the dataflow from each query node until we reach either a node with a query function, or a node having no outgoing dataflow edge. We refer to such nodes as the read query sinks. We subsequently categorize sinks into the following: (1) query parameters in subsequent queries; (2) rendered in the view; (3) used in a branch conditions; and (4) assigned to global variables. After analyzing the sinks, we count the number of such queries whose result is only used for other queries (category (1)) across all actions, and the result is shown in Figure 7 . Findings & Implications. We have observed that 35.4% of queries return results that are only used to issue other queries. The above finding indicates that one can use static program analysis, similar to that performed by CADO, to automatically identify queries that can be cominbed. The compiler can use such information to automatically create stored procedures and avoid unnecessary data transfers. Similar approaches have been explored earlier in prior work [?] . A query optimizer can also leverage such information to combine multiple queries into a single one to further reduce query execution time.
Unnecessary column retrieval
Motivation. Using CADO, we find that many queries issued by the applications retrieve columns that are not used in subsequent computation. Clearly, automatically identifying and avoiding unnecessary column retrieval can reduce both query execution time and amount of data transferred. CADO Analysis. CADO uses static analysis to identify the columns retrieved by each query, and then identifies the columns that are used within the function where they are retrieved. The number of unused columns is shown in Figure 8 . Next, we calculate the amount of unused column data. To do so, we estimate columns with unbounded types (e.g., "varchar") using 2450 bytes, 2 and we count the actual size stored in the database for other column types (e.g., 4 bytes for "int"). The results are shown in Figure 9 . Findings & Implications. We observed that more than 63.4% columns retrieved in applications are unused, and these columns accounts for 62.7% of all retrieved data as measured in bytes.
This finding indicates that we can use static program analysis to automatically identify unnecessary column retrievals. After identifying such columns, a code-transformation tool can automatically change the code so that only used columns are retrieved. Since Size of retrieved data for each query unused used Figure 9 : Amount of unnecessary data retrieved but not used subsequently in the application.
many ORM frameworks (including Rails) provide APIs to project certain columns instead of all of them, such changes can be made entirely at application program level. Previous work. Prior work has studied the unnecessary column retrieval problem [32] but has not had an effective way to automatically identify them, which CADO is capable of. In particular, it identifies such columns through a combination of static analysis and dynamic profiling: static analysis analyzes ORM programs to identify all the used columns and dynamic profiling collects query logs to identify which columns are retrieved. However, as shown by CADO, using static analysis is already sufficient for detecting both retrieved and used columns. A future work is to extend CADO to not only automatically identify but also eliminate unnecessary column retrievals through code transformation.
Unnecessary loading of object fields
Motivation. Most ORMs store object fields that are nested in another object by normalizing the nested fields into individual tables. Join queries are used to re-create the parent object. Similar to the previous section, we have also used CADO to identify unnecessary loading of object fields that are not used in subsequent computation.
The source of such unnecessary loading is often due to the design of the ORM API. For instance, all nested object fields are loaded lazily in Rails unless the user invokes the includes function. However, since lazy loading might cause the "N+1" problem [16] , Rails encourages developers to use functions like includes to specify which objects should be loaded eagerly if such information can be determined. An example is shown in Listing 4 where, when a todo object is loaded, a query shown in Listing 5 is issued to eagerly load all associated projects, tags, and predecessor objects. Among the other objects that are eagerly loaded with the todo object, only the predecessor object is used in subsequent code as shown on Line 7, leaving the data retrieved from other tables unused. CADO Analysis. We quanitifed the number of unnecessary object loading using CADO. First, we identified the ORM functions that explicitly issue JOIN queries (e.g., includes), and analyzed how many joins are involved in the query (three joins in Listing 4). Then we traced the dataflow graph to identify whether the joined fields are used (e.g., todos.predecessors as shown in Listing 5), and counted the number of useful join if the associated data is used (e.g., the join in Listing 4). The results are shown in Figure 10 . Findings & Implications. Overall, we found 32.2% of the eager joins loading data that is not used subsequently in the program. We believe static program analysis similar to ours can be used to automatically identify whether nested objects should be loaded or not, and eliminate such unnecessary loads. Since many ORMs that support lazy loading by default provide API function to specify objects to be eager-loaded, static analysis can help determine which such calls should be used to eagerly load the nested objects. Previous work. Prior work [33] has observed similar problem in ORMs that use eager loading by default (e.g., Hibernate [12]), but not in those where lazy loading is the default (e.g., Rails). Rather than setting eager or lazy as the default for all classes, a better design is to specify eager or lazy loading for each object retrieval, and we show that this can be done automatically.
Determining the domains of columns
Motivation. Selectivity estimation is important for query optimization, but also challenging to accomplish. For example, Postgresql conducts selectivity estimation based on per-column histograms implemented by developers, which introduces extra programming burden. MySQL does not conduct selectivity estimation when no index is created on a column, and determines its query plan based on the table size, which could be sub-optimal. MySQL provides an easy-to-implement options to turn on statistic collection by turning on "AUTO_CREATE_STATISTICS", but doing so MySQL will calculate statistics for all columns, which gives a lot of burdens to database. By analyzing the applications, we discover that for many columns, developers only store constant strings or numbers in them, and those columns are used frequently in queries. Using program analysis can determine the domain of such columns, and the values in the domain are usually small. These columns may worth creating histogram to collect statistics since the overhead of maintaining histogram is trivial.
Before explaining the exact program analysis algorithm and our detailed finding, we first look at an example of how developers store constants into columns. In Listing 6, the state of todos can only have one of the three values "deferred", "complete", "active" instead of being any random string. Similarly for the state columns in projects CADO Analysis. We analyze the data source for each assignment of class fields that are stored in table columns. To do so, we examine each node with such assignment in the AFG in each controller action, and trace backwards along dataflow edges till we find a node with query function, or a node with no incoming dataflow edge. We refer to those as the source nodes and categorize them as follows: (1) user inputs, (2) read query functions, (3) constant values, (4) utility function calls (for example, Time.now),and (5) global variables. In this section, we count the number of columns whose data sources are only constant values. The result is shown in Figure 11 . Findings & Implications. The domain of 20.1% columns can be determined from static analysis because they stores constant values.
Program analysis can identify such columns and their domains, and couple with existing techniques that are based on histograms. For instance, tools can be built to automatically create histograms for these columns. This is a better solution than maintaining no statistics at all, or doing so for all columns, since columns of large domain (e.g., all possible numeric values) will cause great overhead of maintaining histograms.
PHYSICAL DESIGN
In this section, we show the code patterns that reveal opportunities for better physical design. We have two major findings: Bar 'hasInput' represents columns that stores data computed from user inputs, and bar 'otherWithoutInput' represents all the rest of the columns.
• Many applications reorganize the data retrieved from database into other data structures like tree. Automatically maintaining other data structures from relational storage can help reduce programming effort and improve performance.
• Values of some database columns are derived entirely from query results, indicating that program analysis can automatically detect some functional dependencies.
Physical layout
Motivations ORM applications store persistent data in relational database. However, some data is not always used in a relational way. Under these circumstances, an ORM application may need to repeatedly retrieve data from relational database and then reorganize the data into other data structures like tree or graph, which may greatly hurt performance. Manual Study We manually checked the source code of all the studied ORM applications and found many cases of re-organizing relational data, where tuples retrieved are put into array, and later used to build other data structures. These data structures and applications are listed in Table 2 . An example is shown in Listing 8. By default, the comments retrieved from Comment table are stored in an array parents ( Line 2), which is later iterated over and reorganized into a tree of comments (from Line 7 to Line 18), with the parent-child relationship in the tree representing a reply-to relationship. Such data transformation may take long time when the retrieved relational data has a big size. For example, the operation in Listing 8 takes 11.32 seconds to finish for 100K returned records. Listing 8: Example of building a tree using returned query results. Code snippet from lobsters [14] . For 100K records, the treebuilding process takes 11.32 seconds.
Our manual investigation shows that the above data-structure reorganization is demanded by program semantics. For example, forum applications often need to organize forum comments into a comment tree like the one shown in Listing 8, where a child comment is a reply to its parent comment; project-management applications like gitlab[11] and redmine[20] often need to use trees to demonstrate dependencies between activities or projects; map-related applications like openstreetmap[17] often needs to re-organize map tiles, which are stored in relational database, into a grid sorted by longitude and latitude positions.
We have also observed that such data-structure re-organization could be very inefficient and repeatedly conducted, causing huge performance loss. For example, the same tree or grid or others may need to repeatedly reconstructed at every invocation of a controller action. And each data reorganization could take tens of seconds or more like the example shown in Listing 8.
Findings & Implications
We have observed that many applications need to reorganize data read from relational table, transforming them into complicated data structures like trees, graphs, etc.
An automatic way of maintaining non-relational data structure atop relational storage, or physically storing data in a non-relational way, can greatly improve the performance of these ORM applications. To build such an automatic tool, one may leverage recently proposed program synthesis techniques that can synthesize efficient implementations of complicated collection data structures from high-level specifications [43] . Of course, previous synthesis techniques [43] consider a hash or array list to be the persistent store of the original data. In the ORM context, we will need to extend existing techniques to consider a relational table as the persistent storage, and/or to translate table queries into operations on hash or array list.
Columns computed from queries
Motivations Functional dependencies among columns are critical to database design and query optimization. Traditionally functional dependency is detected via collecting statistics of data stored in a table. For tables created by ORM applications, static program analysis is able to provide an alternative way to detect functional dependency.
Listing 9 shows an example, where the child projects have the same status as its parent. This code snippet reveals a conditional functional dependency that can be detected by program analysis: for the assignment of p.status, the data source of that assignment comes from a query on the column status, if the condition id=p.parent_id satisfies. Such dependency information can be used for choosing query plan for queries like Listing 10. Listing 10: Queries that may use functional dependency to determine query plan
CADO Analysis
We use CADO to analyze the data source for every assignment of a class field that is physically stored as a table column, as discussed in Section ??. We consider a column c to have functional dependency on other columns, when all its data sources are query results. That is, c potentially has dependency on the columns involved in the source queries. We count the number of such columns, and the result is presented in Figure 11 .
Findings & Implications We have observed that 11.7% of the columns are derived entirely from query results. These columns are likely to be functionally dependent on other columns. Static program analysis could provide an alternative approach to computing functional dependencies. Specifically, if a column c is computed from the results of a set of queries Q, further analysis on Q can determine which columns C are involved in Q and further program dependency analysis can infer what is the exact relationship between C and c. Furthermore, if a columns is computed in different ways under different user inputs or user actions, the dependency relationship would need to contain some predicates conditioning on user inputs.
QUERY-RESULT PROCESSING
Motivations How well an application scales with big data is crucial to the success of the application. Users will probably run away from an application that slows down dramatically when the data(base) size becomes bigger or if the web application's response time goes beyond tens of seconds. Since query scalability has already been studied [28] , we will study computation scalability on ORM-application servers (i.e., excluding query time) through a combination of static program analysis and dynamic profiling. CADO Profiling Intuitively, when database size increases, some queries would return larger numbers of records, causing queryresult processing to take longer time.
To quantitatively examine such a trend of scalability or lack-ofscalability, we profiled seven representative ORM applications. For each application, we record the application-server time (i.e., excluding database query time) of different actions. Some actions are quick and some are slow, so for each action we plot the server time and the number of tuples returned by queries in that action to examine the relationship between them. Since we do not mean to compare the execution time and query-result size across different actions or different applications, we normalize the results and only show the relative execution time and query-result size in the figure, with the maximum value as baseline 1. Profiling Findings & Implications The results in Figure 12 confirm the intuition that when an application action retrieves larger query results, the application processing time will increase. There are a few exceptions, demonstrated by points on the right bottom corner of Figure 12 . Our manual investigation shows that most of these happen when the query results are only used as inputs to other queries and are not one-by-one processed by program (discussed in Section 5.2).
Our profiling also shows that these ORM applications all suffer from severe performance problems when the database size is big. For example, we have measured the longest processing time (baseline for y-axis) in Figure 12 ) in each application: 36 seconds in gitlab, 8 seconds in kandan, 11 seconds in lobsters, 311 seconds in redmine, 22 seconds in sugar, and 111 seconds in tracks, when the action returns around 100K database records (baseline for x-axis). Such a slow performance, over one minute for several applications, is intolerable for end users. These findings indicate the importance of limiting the number of records returned by queries to achieve good application scalability. CADO Analysis Following the above profiling finding, we then use static program analysis to check how often ORM applications contain queries whose result size increases with the database size. Specifically, in Rails, a query would return unbounded-sized results (i.e., result size increasing with the database size) in all but the following situations: (1) the query always returns a single value (e.g., a COUNT query); (2) the query always returns a single record (e.g., retrieving using a unique identifier); (3) the query uses a LIMIT keyword bounding the number of returned records. CADO static analysis goes through all queries in an ORM application and decides whether a query has bounded or unbounded result size based on the query type discussed above. We then count the average number of queries returning bounded or unbounded numbers of records, with the result shown in Figure 13 . BOX  BRE  CAL  COM  DIA  DIS  ENK  FOR  FUL  GIT  JOB  KAB  KAN  LIN  LOB  ONE  PIG  PUB  RAI  RED  RUC  SHA  SHO  SUG  TRA  WAL Avg #queries in an action
Query return unbounded records bounded Figure 13 : Queries returning bounded/unbounded # of records Analysis Findings & Implications We found that many queries (35.5%) return unbounded numbers of result records. Processing these queries is likely to become scaling bottleneck.
Turning queries from returning unbounded results to bounded can clearly help improve application scalability. However, it would require changes to application code. For instance, if an application designer wishes to show all the comments on a single webpage, she will write code to retrieve all comments and render them, making the response time of the corresponding webpage to increase at least linearly with the comments table size. An alternative design is to render only comments at a time, and incrementally load more comments when the user scrolls down the page. In this case the query on the comments table returns a small number of records. We manually tried the above changes for actions in two applications, redmine and publify. These changes lead to huge performance improvement: 98% reduction in initial response time for redmine and 50% for publify as shown in Figure 14 .
When we change an application to use incremental loading, two major challenges remain. First, queries needs to be rewritten to retrieve only the data shown initially on the webpage. What data to present on the initial page and what to load next depend on user interaction. For instance, the loading method for scrolling (initially showing top tuples) differs from zooming (initially showing aggregate results). Second, queries need to be further optimized to reduce the overhead of each loading (e.g., loading in each page scroll). For instance, in publify the articles to be sorted by their create time before being retrieved and rendered, which is time consuming for every scrolling. Similar optimizations as mentioned in Section 5.1 can be applied to accelerate queries in incremental loadings.
Overall, scalability bottlenecks caused by unbounded query results widely exist in ORM applications. They are a severe threat to the usability of ORM applications when data size increases. How to redesign applications and optimize query execution to eliminate these scalability bottlenecks is critical and also challenging. 
CACHING AND PREFETCHING
This section studies the opportunities for query caching and prefetching. Caching stores the results of previously executed queries, which may serve later queries and avoid redundant database execution. Since we already discussed caching intermediate results within an action in Section 5.1, our following study will be about inter-action caching -how queries from previous actions can help queries in later actions.
Prefetching pre-executes queries which are predicted to be executed in subsequent actions. That is, if one can predict which web page a user will visit next, some queries that would be issued by the next page could be pre-executed to reduce the response time of the next page.
We study the optimistic performance gain of caching and prefetching in one user session, and the chances to cache and prefetch specific types of queries. Our major findings include:
• Caching can help serve a big portion of read queries, but its potential performance gain is not as much, as many queries that can benefit from caching take little time to execute.
• Most queries (more than 90%) issued by a web-page can be prefetched as their inputs are known at the previous page.
• Many queries issued by a page share same templates with some queries issued by previous pages. These queries can be efficiently prefetched by combining them with queries from previous pages.
Caching
Motivations By default Rails clear the query cache after an action finishes, so no data is shared across actions. However, query results of a current action can be reused to serve queries in later actions. Furthermore, we have observed two patterns in Rails applications that facilitate many syntactically-equivalent queries to be issued across actions. Caching could be beneficial for these queries. First, Rails support filters -the code, including queries, inside a filter of class would be executed every time a member function of is invoked. Consequently, the same queries in would be issued by many different actions that invoke member functions of . Second, many pages share the same layout. Consequently, the same queries are repeatedly issued to generate the same layout when rendering different pages.
We aim to better understand how beneficial inter-action caching can be for ORM applications, which will then reveal whether it is worthwhile to design a good inter-action caching mechanism. We mainly focus on the caching opportunity within a user session, and leave multi-session and multi-user analysis as future work. CADO Profiling To study the optimistic performance gain by interaction caching, we will simulate a user session by randomly visiting 9 pages 3 starting from a random page in the application, and then compare queries issued by one action with those by previous actions from two perspectives.
First, we compare query results across actions. For each query, we check whether all its result tuples can be found in the data retrieved by some queries from earlier actions in the same session. If yes, this query can benefit from caching and is categorized as a "hit" query, represented by the red bars in Figure 15 and Figure 16 .
Second, we compare query strings across actions. For each query Q, we check whether a query with exactly the same query string has been issued by previous actions in this session. If yes, Q is considered as having a syntactically equivalent peer and is a good candidate for using cache. We further check whether the result of Q is the same as its syntactically equivalent peer Q' or not, as the database content could have been updated between Q' and Q. The results are represented by the two darkest blue bars in Figure 15 and Figure 16 . Findings and Implications We show the breakdowns of the number of all queries and the execution time of all queries in Figure 15 and Figure 16 respectively, following the two categorizing perspectives discussed above.
At the first glance, caching looks promising based on the query counts. For all applications profiled, on average 60% of read queries can obtain their results from inter-action cache (i.e., hit queries); on average 43% of read queries have syntactically equivalent queries issued by earlier actions, among which 10% can directly use the earlier results.
However, caching is actually not so beneficial in terms of query running time. Only 23.6% of query time is spent by hit queries and only 17.6% spent by queries with syntactically-equivalent peers.
Our findings reveal that although many queries can obtain their results from an ideal inter-action cache, these queries are usually short-running ones. Consequently, although it still depends on the type of application, when the system bottleneck is query execution instead of network, inter-action caching within a user session is not worthy to implement for most applications. 
Prefetching
Motivations In this section we study the potential performance gain of prefetching. Similar to Section 8.1, we first analyze the optimistic performance improvement by prefetching (optimistically how many queries can be prefetched). We consider a query to be "prefetchable", if all its parameters can be determined at the previous action. Then we look into a specific type of prefetchable queries -prefetchable queries from different actions that share the same template. An example of queries sharing the same template is shown in Listing 11, where 40 sorted stories are listed on each page. When a user visits the first page, the query shown in Listing 12 is issued. Then, when the user visits the second page, the query in Listing 13 is issued. These two queries issued by consecutive actions share the same template but contain different parameters. Note that, the query shown in Listing 13 is considered prefetchable, because all the query parameters can be determined once we predict that page 2 (page_id is 1) will be visited next.
We pay special attention to the above type of queries, because the same-template property allows their prefetching to be efficiently done by combining them with queries from earlier actions. Such combinig brings non-trivial performance gain. For instance, the query in Listing 12 and Listing 13 can be combined as shown in Listing 14. The combining eliminates the redundant sorting work of query in Listing 13. Consequently, executing the combined query is faster than executing the two separate queries one by one. 
CADO Profiling and Analysis
We first analyze what queries can be prefetched, which depends on both the query itself and the action it resides in. As mentioned in Section 2.1, when visiting a webpage, a user can send another request to the server by either clicking a link on the current page, or filling and submitting a form. In the former case, the parameters to the next action are known once we predict which link the user will click. Consequently, the next action can be pre-run and all queries in the next action can be prefetched. In the latter case, the parameters to the next action come from the unpredictable content that the user will fill in the form. Consequently, not all queries in the next action can be prefetched -only those whose parameters do not depend on unpredictable user inputs are prefetchable. We then check which prefetchable query shares the same template with a query issued by the previous action, because these queries can potentially be more efficiently prefetched through query combining as discussed earlier.
We do the above counting through both CADO profiling and CADO static analysis. During profiling, for an action triggered by a GET http request, we treat all the queries issued by it as prefetchable; for an action triggered by a POST request, we treat only those queries that do not use user inputs (i.e., parameters in the POST request) as prefetchable. We then analyze the query log across actions. For each prefetchable query Q, we go through all queries from the previous action to see if there exists a query Q' that shares the same query template. The results of this counting is shown in Figure 15 and Figure 16 .
In static analysis, CADO gets possible current-next action pairs linked by the next action edge described in Section 3.1, as well as whether a next action is invoked through GET or POST request. Inside each action, CADO marks the query that does not use user input as parameters (analysis of query source is described in Section 5.5) as prefetchable. For a prefetchable query Q in a next action, we check if there exists a query Q' from the corresponding current action that is issued by the same piece of code as Q (e.g., queries in Listing 12 and Listing 13 are both issued by code on Line 3 of Listing 11). If Q' exists, Q is considered to be a prefetchable query sharing the same template with a previous query. The statistics for all applications are shown in Figure 17 . Figure 16 , which show that most queries (93.6% in number and 98.7% in time) are prefetchable. The figures also show that many queries (40.4% in number and 54.3% in time) are not only prefetchable but also share the same template with queries from the previous action. A similar trend is also shown by static analysis in Figure 17 : for each pair of current-next actions, 53.2% of queries issued in the next action share the same template with a query in the current action.
The above results reveal a great opportunity of improving performance by prefetching, and particularly by prefetching queries with the same template. Furthermore, since static program analysis is able to identify prefetchable queries with the same template, a query rewriting tool can use techniques proposed by [31] to automatically combine queries to prefetch data. However, it can be unrealistic to prefetch queries in all possible next actions if there are many links on a current page. A good prediction based on user behavior patterns will help only prefetch queries for actions that are most likely to be triggered next.
SOFTWARE TESTING
Motivation Functional testing is crucial for all types of software, consuming 30% of software development resources [45] . The quality of functional testing is often measured by code coverage, such as statement coverage and branch coverage. Much research has been conducted to help generate test inputs that can drive the testing to achieve high coverage [30] . Unfortunately, existing inputgeneration techniques do not consider how to generate database content. Therefore, we want to examine how many branches' outcomes depend on database content and figure out whether traditional testing techniques are sufficient for ORM-based software. CADO Analysis For every branch inside a controller action, we want to know whether the outcome of its branch condition depends on database content or not. To do so, we track the data flow on AFG and identify all the source nodes of the branch condition in . If any of these source nodes includes database queries, the outcome of this branch could depend on database content and this branch is categorized as DB-sensitive. The result of our study is shown in Figure 18 . Findings & Implications We have observed that a significant portion of branches (26.5%) are DB-sensitive. To achieve high testing coverage for ORM-based applications, one may need to carefully synthesize database content to cover both outcomes of DB-sensitive branches. One can potentially automated part of this by extending symbolic-execution based input generation [30, 39, 46] with query modeling.
RELATED WORK
Besides the prior work related to our findings, as mentioned in previous sections, we discuss two more major categories of related work.
Empirical studies A previous empirical study [32] investigated performance anti-patterns for ORM applications. However, this work only includes two anti-patterns, and only covers three applications using Hibernate ORM. This paper provides a much thorough study of performance problems in Rails-based ORM applications.
Another previous work [29] also studied open-source Rails applications like this paper does. However, it only focuses on how Rails applications use different concurrency control mechanisms. This work only studied the patterns in the code, while we performed a deeper study on these applications using program analysis and profiling.
Program analysis for database optimization Our work shares the same optimization philosophy with some recently proposed techniques -optimize the database-related applications based on program analysis instead of query log. DBridge [35, 47, 44, 40, 31] includes a series of work on holistic optimization. Besides query batching and binding as we mentioned earlier, this set of work also includes automatic transforming of regular object-oriented code into synthesized queries, decorrelation of user functions and queries, etc. Other holistic optimizations includes but not limited to, QBS [34, 35] for query synthesis, QURO [48] for query reordering in transactions, PipeGen [42] for automatic data pipe generation, etc.
CONCLUSION
In this paper we studied the performance patterns on a set of 27 real-world web applications built with ORM framework We build CADO to perform static analysis on these applications and examine how the application interact with databases using ORM. CADO also generates synthetic data and profiles the application at runtime to better understand their performance.
Our findings reveal many optimization opportunities, for instance, program-analysis assisted multi-query optmization, automatic program transformation to reduce redundant data retrieval, determining domains/constraints of database columns by static analysis, automatic incremental loading, query combining for prefetching, etc. We point out that program analysis can play important role in many optimizations.
Future research can benefit from our study in various aspects. For example, web developers can use CADO to detect performance issues and apply solutions in our study. ORM designers can leverage program analysis to automate optimizations within ORM layer. Database designers can gain insights on how people use databases from our study and implement optimizations that potentially benefit a large number of applications.
