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Context unification is a natural variant of second-order unification that represents a
generalization of word unification at the same time. While second-order unification is
well known to be undecidable and word unification is decidable it is currently an open
question if the solvability of context equations is decidable. We show that the solvability
of systems of context equations with two context variables is decidable. The context
variables may have an arbitrary number of occurrences, and the equations may also con-
tain an arbitrary number of individual variables. The result holds under the assumption
that the first-order background signature is finite.
c© 2002 Academic Press
1. Introduction
A ground context is a ground term with exactly one occurrence of a special constant that
represents a missing argument, or the unique occurrence of a lambda-bound variable.
Ground contexts can be applied to ground terms, which results in a replacement of
the special constant by the given ground term. The step represents a simple form of
beta-reduction. Similarly, ground contexts can be applied to ground contexts. From this
perspective, a ground term can be considered to be composed of ground contexts and
ground terms in different ways.
Context unification speaks about this form of composition. Given a first-order signa-
ture, a set of individual variables and a set of so-called context variables, terms are built
like first-order terms with additional context variables. Syntactically, context variables
are treated like unary function symbols. A context equation is an equation between terms.
A solution of a context equation is a substitution that maps both sides of the equation
to identical ground terms, where substitutions are mappings that assign ground contexts
over the given first-order signature to context variables. The main result of this paper is
the following:
Theorem 1.1. (Main Theorem) Solvability of finite systems of context equations with
two context variables is decidable.
Both context variables may have an arbitrary number of occurrences, and the equations
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may contain an arbitrary number of individual variables as well. The result holds under
the assumption that the first-order background signature is finite. This paper provides a
partial solution to the context unification problem that has recently attracted considerable
attention (Levy, 1996; Niehren et al., 1997a,b; Comon, 1998a,b; Schmidt-Schauß and
Schulz, 1998; Vorobyov, 1998):
Is solvability of arbitrary context equations decidable?
The interest in this problem relies on its close connection to several other well-studied
decision problems.
Context unification represents a natural variant of second-order unification, which is
known to be undecidable (Goldfarb, 1981; Farmer, 1991; Levy and Veanes, 2000). Ground
contexts—the substitution instances of context variables—can be considered as λ-terms
with exactly one occurrence of a single λ-bound variable.† Second-order unification is dif-
ferent in two respects: first, substitution instances of second-order variables may have an
arbitrary number of λ-bound variables (depending on the arity of the variable). Second,
there is no limitation on the number of occurrences of a given bound variable in the sub-
stitution term, and in particular this number may be zero. This second property makes
an important difference to context unification. A recent result (Schmidt-Schauß, 1998b)
shows that second-order unification becomes decidable if an upper bound on the number
of occurrences of a given bound variable in the substitution term is fixed. If context uni-
fication would turn out to be decidable, the latter result would be a simple consequence.
It has been shown that second-order unification is undecidable even for problems with
one second-order variable only (Levy and Veanes, 2000).‡ Hence our results show that
with respect to decidable fragments there is at least some significant difference between
context unification and second-order unification.
Context unification can also be considered as a generalization of word unification
(Makanin, 1977; Abdulrab and Pecuchet, 1989; Jaffar, 1990; Schulz, 1990, 1993; Kos´cielski
and Pacholski, 1996; Diekert, 1998). Decidability of word unification had been an open
problem for many years. The problem was raised by A. A. Markov in the late 1950s who
hoped to prove the undecidability of Hilbert’s tenth problem by showing undecidability
of the word unification problem. In this context, Matiyasevich (1968) gave a simple deci-
sion procedure for word unification problems where each variable occurs at most twice.
Later, J. I. Hmelevskii (see Hmelevskii, 1971) proved decidability of word unification for
problems with two and three variables with an arbitrary number of occurrences. In his
famous paper Makanin (1977), then fully solved the problem, showing that solvability of
arbitrary word equations is decidable.
In Schulz (1990) Makanin’s result was generalized in the following way: given a word
equation W1 = W2 with variables in {X1, . . . , Xn} and constants in the finite alphabet
C, and given regular languages L1, . . . ,Ln over C, it is decidable if there exists a solution
S of W1 =W2 where S(Xi) ∈ Li, for i = 1, . . . , n. This result will be used here to prove
the Main Theorem.
An important role of Makanin’s result or its extension in Schulz (1990) is the following.
Given a new decision problem P, a reduction of P to word unification (with regular
†In other formulations of context unification, instances of second-order variables may have an arbitrary
number of bound variables, each having exactly one occurrence.
‡The result was first presented by Levy and Veanes at CSL’98.
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constraints) shows that P is decidable. Conversely a reduction of word unification to P
shows that the problem is hard. See Diekert (1998) and Gurevich and Voronkov (1997) for
various applications of this technique. On this background it seems clear that a positive
decidability result for context unification would have many interesting consequences.
From a practical point of view, context unification is used as a formalism for semantic
analysis of natural language utterances (Niehren et al., 1997a,b). It also occurs in the
context of distributive unification (Schmidt-Schauß, 1998a) and completion of rewrite
systems with membership constraints (Comon, 1998a,b).
Some partial results concerning context unification are the following. Levy (1996) has
shown that solvability of context unification problems where each variable occurs at most
twice is decidable. A complete proof for the decidability of so-called stratified context uni-
fication, also for infinite signatures, is contained in Schmidt-Schauß (1999). Stratification
imposes strong restrictions on the nesting of context variables. In Schmidt-Schauß and
Schulz (1998) the authors have given an upper bound on the so-called exponent of peri-
odicity of a minimal solution of a context equation. In the case of word equations a sim-
ilar bound was a key ingredient of Makanin’s decidability result. Niehren et al. (1997a)
showed that context unification and so-called “equality up-to constraints” are equally
expressive. It is also shown there that one-step rewriting constraints can be expressed
by stratified context unification problems. Recently, it was noticed (Niehren et al., 1998)
that the converse is also true, which shows that stratified context unification and one-step
rewriting constraints are interreducible. It was also noticed in Niehren et al. (1997a) that
the first-order theory of context unification is undecidable, using the fact that the first-
order theory of one-step rewriting is undecidable (Treinen, 1996; Marcinkowski, 1997;
Vorobyov, 1997). This result was improved by Vorobyov (1998) who showed that the ∀∃8
equational theory of context unification is co-recursively enumerable hard.
The proof of Theorem 1.1 uses a series of four non-deterministic translation steps.
First we restrict considerations to single context equations. Eventually, a given context
equation with two context variables is translated into a finite set of systems of word equa-
tions with so-called linear constant restrictions. Linear constant restrictions (Baader and
Schulz, 1996) represent a special type of the regular constraints described above. Hence
decidability of systems of word equations with linear constant restriction follows from
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The role of the four translation steps can be sketched in the following way.
(1) Using procedure Transl1, a given context equation t1 = t2 is non-deterministically
transformed into a so-called generalized context problem. Such a problem essentially
gives a tree-like partial description of a ground term that represents a (hypothet-
ical) solution of the given context equation. The generalized context problems are
obtained by assigning trees T1 and T2 to t1 and t2, and by superimposing T1 and
T2 in all possible consistent ways.
(2) Transl2 slightly extends the given description by guessing the function symbols
at all nodes of the generalized context problem where two occurrences of context
variables branch.
(3) Whereas the first two translation steps work for an arbitrary number of context
variables, Transl3, which can be considered as the kernel of the decision procedure,
is more delicate. Here some subtrees of the given generalized context problem have
to be identified via superposition. This may lead to an additional branching of
the tree representation, and as a result we may obtain new subordinate subtrees
that are again subject to identification. This effect of a possibly infinite branching
can be considered as the main difference between word unification and context
unification. In general it seems at least very difficult to find a criterion that delimits
the branching and guarantees termination. However, in the case of two context
variables a special failure condition can be used that solves this problem.
(4) Finally the resulting problem is translated into a system of word equations with lin-
ear constant restriction. This last translation again does not depend on the number
of context variables.
The structure of the paper is as follows. After some formal preliminaries in Section 2,
generalized context problems are introduced in Section 3. Procedures Transl1 and Transl2
will be described in Sections 4 and 5 respectively. Since the intended form of the target
problems of Transl3 is directly motivated by the prerequisites that are needed for Transl4,
we discuss a simplified example for Transl4 in Section 6. The example is used as a basis
for an informal description of the steps of Transl3. In Section 7 we describe Transl3 in a
formal way. Since the correctness proof of this translation step is hard and very technical
it is postponed to an Appendix. In Section 8 we give the final translation into systems
of word equations. In Section 9 we combine the results for the four translation steps and
prove Theorem 1.1, first for the case of a single context equation. We show how to extend
the decision procedure to finite systems of context equations.
A preliminary version of the paper (Schmidt-Schauß and Schulz, 1999) was presented
at CADE’99.
2. Formal Preliminaries
Throughout this paper, Σ denotes a finite signature of function symbols having at least
one constant. With ar(f) we denote the arity of the function symbol f ∈ Σ. Besides the
symbols from Σ, a special constant “Ω” that does not belong to Σ will be used. With
ΣΩ := Σ ∪ {Ω} we denote the extended signature where Ω is treated as a constant.
V denotes an infinite set of context variables X,Y, Z, . . . . We shall also use individual
variables x, y, z, . . . , and X denotes the set of individual variables.
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2.1. notions based on term representation
We first give syntax and semantics of context unification. To begin with, ground terms
over Σ and (occurrences of) subterms are defined as usual.
Definition 2.1. A ground context is a ground ΣΩ-term t that has exactly one occurrence
of the constant Ω, called the “hole” of t. With a subterm of a ground context t we always
mean a Σ-subterm of t. The ground context Ω is called the empty ground context.
Given a ground context s and a ground term/context t we write st for the ground
term/context that is obtained from s when we replace the occurrence of Ω in s by t. Note
that this form of composition is associative.
Definition 2.2. The set of terms over Σ, X and V is inductively defined as follows:
− each constant a ∈ Σ is a term,
− each individual variable x ∈ X is a term,
− if t1, . . . , tn are terms and f ∈ Σ is n-ary, then f(t1, . . . , tn)
is a term,
− if t is a term and X ∈ V, then X(t) is a term.
A context equation is an equation of the form s = t where s and t are terms.
Definition 2.3. A substitution is a mapping S that assigns a ground context S(X) to
each X ∈ V, and a ground term S(x) to each x ∈ X . The mapping S is extended to
arbitrary terms as follows:
− S(a) := a for each constant a ∈ Σ,
− S(f(t1, . . . , tn)) := f(S(t1), . . . , S(tn)) for n-ary f ∈ Σ,
− S(X(t)) := S(X)S(t) for X ∈ V.
A substitution S is a solution of the context equation s = t if S(s) = S(t).
The third clause of the previous definition shows that ground contexts can be considered
as lambda-terms with a single lambda-bound variable that has exactly one occurrence.
From this perspective, context equations can be considered as a strongly restricted form
of unification problems between lambda terms.
Example 2.4. Let Σ := {f, g, a} where f is binary, g is unary, and a is a constant. The
context equation X(X(a)) = f(Y (f(Y (a), Z(a))), x) is solved by the substitution X 7→
f(g(Ω), g(g(a))), Y 7→ g(Ω), Z 7→ g(g(Ω)), x 7→ g(g(a)) since under this substitution
both sides are mapped to f(g(f(g(a), g(g(a)))), g(g(a))).
Definition 2.5. A solution S of the context equation s = t is positive iff S maps each
context variable appearing in s = t to a non-empty ground context.
Clearly, in order to decide solvability of a given context equation s = t it suffices to
have a procedure for deciding positive solvability: we may simply guess which context
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variables are instantiated by the empty ground context and instantiate these variables
by Ω in the equation s = t. In what follows, with a solution of a context equation we
always mean a positive solution.
Definition 2.6. The ground context s is a subcontext of the ground term t iff there
exists a ground term t1 and a ground context r such that t = rst1.
Note that in this situation the root of the given occurrence of t1 marks the position of the
(filled) hole of s. In this sense we can talk about the position of the hole of an occurrence
of a ground subcontext, regardless of the fact that the ground term t does not have any
occurrence of the constant Ω.
Definition 2.7. The ground context s is a suffix of the ground context t iff t can be
represented in the form t = rs, for some ground context r.
Definition 2.8. Let t be a ground context. The main path of t is the path from the
root to Ω. The side area (or set of side nodes) of t is the set of all nodes that do not
belong to the main path.
Following the remarks above we shall also talk about the main path/side area of a
given occurrence of a ground context as a subcontext of a ground term. Let us fix some
notational convention for the rest of the paper. By a ground term we always mean a
ground Σ-term if not mentioned otherwise. Ground terms and ground contexts will be
denoted with letters t, r, s. When we fix a particular occurrence of a ground term/context
in a given ground term/context we use expressions with superscripts such as t(i), r(j) etc.
The same convention will be used for other expressions.
2.2. notions based on the tree representation
If η1 and η2 are two finite sequences of positive natural numbers with MCP(η1, η2) we
denote the maximal common prefix of η1 and η2.
Definition 2.9. A tree domain is a finite, non-empty set N of sequences of positive
natural numbers of length n ≥ 0 that is closed under maximal common prefixes in the
sense that η1, η2 ∈ N implies MCP(η1, η2) ∈ N . The elements of N are called nodes. If
the node η is a proper prefix of η′, then η′ is called a descendant of η, and η is an ancestor
of η′. If node η′ is a descendant of η and no proper prefix of η′ in N is a descendant of
η, then η′ is a child of η. A node is a leaf if it does not have any child, otherwise it is an
inner node. A node of N is branching if it has at least two distinct children in N . Two
nodes η1 and η2 are incompatible if neither η1 is a prefix of η2 nor vice versa.
Note that if η1 and η2 are incompatible nodes, then MCP(η1, η2) represents the closest
common ancestor of η1 and η2. Usually, tree domains are used for describing the structure
of ground terms and defined in a more restrictive way (demanding closure under arbitrary
prefixes and left sisters). In our context, we use tree domains as a basis for partial
descriptions of ground trees. With the above notion, we have the flexibility to introduce
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a new child between two consecutive children of a given node, and to add nodes that
turn a child relationship to a proper descendant relationship.†
Example 2.10. The set
N = {〈 〉, 〈1, 1〉, 〈1, 1, 1〉, 〈1, 1, 2, 2〉, 〈3, 2, 1〉, 〈3, 2, 1, 1〉, 〈3, 2, 1, 2〉}
represents a tree domain, depicted on the left-hand side of the following figure. Nodes

















The pre-order relationship on a tree domain N is the lexicographic ordering of nodes,
where nodes are considered as words over the alphabet N \ {0} which itself is ordered in
the natural way.
Definition 2.11. Let N be a tree domain. A field of N is a sequence of nodes ϕ =
(η0, . . . , ηk) (k ≥ 1) such that ηi+1 is a child of ηi, for 0 ≤ i ≤ k − 1. Node η0 (ηk) is the
initial (resp.f˜inal) node of the field, the number k is the length of the field. The side area
(or set of side nodes) of a field (η0, . . . , ηk) is the set of all nodes of N that are descendants
of one of the nodes η0, . . . , ηk−1, but neither in {η0, . . . , ηk} nor in the set of descendants
of ηk. With [η0, . . . , ηk] we denote the union of the side area with {η0, . . . , ηk}. Fields of
length 1 are called atomic. Two fields of N are branching if they have a common node
and if the final nodes are incompatible. The maximal common prefix of the final nodes
is called the branching point of the two fields.
Example 2.12. In the following figure, (η1, η2, η3) represents a field with side area
{η4, η5, η6, η7}, and [η1, η2, η3] = {η1, . . . , η7} is emphasized.
η2
•











Definition 2.13. A labeled tree domain is a pair (N,Lab) where N is a tree domain
and Lab : N → Σ is a partial function such that Lab(η) = f ∈ Σ implies that η has
exactly k := ar(f) children of the form η ◦ 〈1〉, . . . , η ◦ 〈k〉.
†This flexibility is only added for technical convenience and should not be considered as an important
point. We could also use the “classical” definition of a tree domain.
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Note that each ground term in a natural way represents a labeled tree domain with a total
labeling function. In the sequel, we do not distinguish between these two notions. We shall
also treat ground contexts as totally labeled tree domains (N,Lab) where Lab : N → ΣΩ.
Definition 2.14. If ϕ = (η0, . . . , ηk) is a field of the ground term t, then [η0, . . . , ηk]
defines a unique non-empty ground subcontext s of t. The root of s is given by η0, and
ηk marks the position of the hole. This subcontext is called the ground subcontext of t
with main path ϕ.
If F : N1 → N2 is a mapping between two labeled tree domains (N1,Lab1) and (N2,Lab2),
we say that F respects branching points if F (MCP(η1, η2)) = MCP(F (η1), F (η2)) for all
incompatible nodes η1, η2 of N1. We say that F respects children relationship for labeled
nodes if F (η ◦ 〈i〉) = F (η) ◦ 〈i〉 for any child η ◦ 〈i〉 of a labeled node η ∈ N1.
Definition 2.15. Let (N1,Lab1) and (N2,Lab2) be labeled tree domains. An injective
mapping F : N1 → N2 is a labeled tree embedding iff F respects root, Σ-labels, pre-order
relationship, branching points for arbitrary nodes, and in addition children relationship
for labeled nodes.
Remark 2.16. If ϕ = (η0, . . . , ηk) is a field of N1 we write F (ϕ) or F (η0, . . . , ηk) for
the field of N2 with initial (resp. final) node F (η0) (resp. F (ηk)). Note that F respects
branching points iff F (η) is the branching point of F (ϕ1), F (ϕ2), for all branching fields
ϕ1 and ϕ2 of N1 with branching point η.
3. Generalized Context Problems
We may now define the central data structure of the translation steps to be described
later.
Definition 3.1. A generalized context problem over the signature Σ is a tuple T =
〈N,Lab,CB,Field, IB,Node〉 where
(1) (N,Lab) is a labeled tree domain.
(2) CB is a finite set. The elements of CB are called context bases. Each context base
has a unique type. The type of a context base is a context variable. Context bases
are written in the form cb, or in the more specific form X(i) where i is a natural
number and X is the type.
(3) Field is a function that assigns to each context base cb ∈ CB a field Field(cb) of
N .
(4) IB is a finite set. The elements of IB are called individual bases. Each individual
base has a unique type, which is an individual variable. Individual bases are written
in the form ib, or in the more specific form x(i) where i is a natural number and x
is the type.
(5) Node : IB→ N is a total function.
The following conditions have to be satisfied:
(6) each child of an unlabeled node of T is a non-initial node of the field of a context
base of T ,
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(7) each leaf η of N is either labeled with an individual constant in Σ or there exists
an individual base ib ∈ IB with Node(ib) = η.
T is called first order if CB, and thus Field, are empty.
See Example 3.3 for a graphical representation of a generalized context problem. If T
is first order, then there are no fields of context bases and thus, by Condition 6, each
inner node of T is labeled. In this case T can be considered as a first-order term where
in addition nodes may be decorated with individual variables. More general, given the
notion of a solution as introduced below, Condition 6 ensures that the values of the bases
uniquely determine the solution.
Since in a generalized context problem T each context base has a unique field we may
also refer to the final (resp. initial) node, and similarly to the side area of a given context
base. Two context bases are branching if their fields are branching. The branching point
of the fields is also called the branching point of the two context bases. A context base
cb is atomic if Field(cb) is atomic. A context base cb1 is a subbase of cb2 if Field(cb1) is
a subfield of Field(cb2).
Definition 3.2. Let T = 〈N,Lab,CB,Field, IB,Node〉 be a generalized context prob-
lem. A solution of T is a pair (t, S) where t is a ground term and S is a labeled tree
embedding from N to the set of nodes of t such that the following conditions hold:
(1) for all context bases X(i) and X(j) of the same type X of T the ground subcontexts
of t with main paths S(Field(X(i))) and S(Field(X(j))) respectively, are identical,
and
(2) for all individual bases x(i) and x(j) of the same type x of T the ground subterms
of t with roots S(Node(x(i))) and S(Node(x(j))) respectively, are identical.
If (t, S) is a solution of T and η is a node of T we write Sˆ(η) for the subterm of t with
root S(η). If ϕ = (η1, . . . , ηk) is a field of T we write Sˆ(ϕ) or Sˆ([η1, . . . , ηk]) for the
ground subcontext of t with main path S(ϕ) (cf. Remark 2.16). If X(i) is a context base
of T we write Sˆ(X(i)) for Sˆ(Field(X(i))). Since all context bases of type X are mapped
to the same ground context we also write Sˆ(X) instead of Sˆ(X(i)). Similarly, if x(i) is
an individual base of T we write Sˆ(x(i)) for the ground subterm Sˆ(Node(x(i))) and we
write Sˆ(x) instead of Sˆ(x(i)).
Example 3.3. Figure 1 represents a generalized context problem T (left-hand side)
and the solution term t (right-hand side) of a solution (t, S). Bold lines represent the
Field-function. Grey areas on the right-hand side represent the ground contexts Sˆ(X) =
Sˆ(X(1)) = · · · = Sˆ(X(4)).
Remark 3.4. Let (η, η′) be an atomic field of a generalized context problem T with
solution (t, S). Assume that η is a labeled node of T . Since S respects children relationship
for labeled nodes it follows that Sˆ(η, η′) = Sˆ([η, η′]) is a ground context with hole in depth
1. If η1, . . . , ηn are the children of η (hence η′ ∈ {η1, . . . , ηn}), then Sˆ(η1), . . . , Sˆ(ηn) is
the sequence of immediate strict subterms of the ground term Sˆ(η).



























































































Figure 1. Generalized context problem with solution.
Remark 3.5. Let η be an unlabeled node of the generalized context problem T , and
let η1 and η2 be two distinct children of η. If (t, S) is a solution of T , then S(η) is the
branching point of the fields S(η, η1) and S(η, η2) in t since S respects branching points.
This shows that the number of children of η in T cannot exceed the arity of the label of
S(η).
4. Translation of Context Equations into Generalized Context Problems
In this section we define the notion of a superposition of two generalized context
problems and use it for translating context equations into generalized context problems.
Definition 4.1. Let T1 = 〈N1,Lab1,CB1,Field1, IB1,Node1〉 and T = 〈N,Lab,CB,
Field, IB,Node〉 be generalized context problems. An embedding of T1 in T is a labeled
tree embedding F : N1 → N such that
(1) for each context base X(i) ∈ CB1 there exists a context base X(j) ∈ CB such that
F (Field1(X(i))) = Field(X(j)) (X ∈ V),
(2) each node of an individual base of type x of T1 is mapped to the node of an
individual base of the same type x of T under F , for all x ∈ X .
In what follows, if F : A → B and G : B → C are mappings, we write F ◦ G for the
composition of (first) F and G.
Lemma 4.2. If there exists an embedding F of T1 in T , and if (t, S) is a solution of T ,
then (t, F ◦ S) is a solution of T1.
Proof. Obvious. 2
Definition 4.3. Let n ≥ 2. The generalized context problem T is a superposition of the
generalized context problems T1, . . . , Tn iff for i = 1, . . . , n there are embeddings Fi of Ti
in T such that the following conditions hold:
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(1) For each context base X(r) of T there exists i ∈ {1, . . . , n} and a context base X(s)
of Ti of the same type such that Field(X(r)) = Fi(Fieldi(X(s))),
(2) For each individual base x(r) of T there exists i ∈ {1, . . . , n} and an individual base
x(s) of Ti of the same type such that Node(x(r)) = Fi(Nodei(x(s))),
(3) For each node η of T either there exists i ∈ {1, . . . , n} and a node η′ of Ti such that
η = Fi(η′), or there are two distinct indices i, j ∈ {1, . . . , n} and bases cb1 ∈ CBi
and cb2 ∈ CBj such that the images of cb1 and cb2 in T branch at η.
(4) Modulo renaming of superscripts, the set of context (individual) bases of T is the
union of the sets of context (individual) bases of the problems T1, . . . , Tn.
It should be noted that the nodes of individual bases are not necessarily leaves. See
Example 4.7 for an illustration of the notion of a superposition.
Lemma 4.4. For i = 1, . . . , n, let Ti = 〈Ni,Labi,CBi,Fieldi, IBi,Nodei〉 be a generalized
context problem.
(1) The set of all superpositions of T1, . . . , Tn is (modulo renaming of nodes/superscripts)
finite.
(2) If, for some ground term t, each Ti (1 ≤ i ≤ n) has a solution of the form (t, Si)
where the solutions Si assign the same ground context (resp. term) to context (in-
dividual) bases of the same type, then there exists a superposition T of T1, . . . , Tn
with a solution of the form (t, S).
Proof. 1. The first statement is an obvious consequence of Definition 4.3.
2. For i = 1, . . . , n, let (t, Si) be a solution of Ti where the solutions Si assign the
same ground context (term) to context (individual) bases of the same type. Call a node
η of t relevant if it has the form Si(η′) for some η′ ∈ Ni (i ∈ {1, . . . , n}), or if there
exist distinct indices i, j ∈ {1, . . . , n} and context bases cb1 ∈ CBi and cb2 ∈ CBj such
that the fields Si(Fieldi(cb1)) and Sj(Fieldj(cb2)) branch at η. Note that the root of t is
relevant. Let N denote the set of relevant nodes of t. We first prove the following claim.
Claim: N is a tree domain. We show that for two incompatible relevant nodes η1 and
η2 of N always η := MCP(η1, η2) is again relevant. We may assume that none of the
nodes between η and η1 (resp. η2) is relevant. We distinguish two cases.
Case 1: there exists an index i ∈ {1, . . . , n} and nodes η′1, η′2 ∈ Ti such that ηj = Si(η′j)




Case 2: in the remaining case there exist distinct indices i, j ∈ {1, . . . , n} and nodes
η′1 ∈ Ni and η′2 ∈ Nj such that η1 = Si(η′1) and η2 = Sj(η′2). We consider the parents η′′1




2 respectively. First assume that one of these nodes, say, η
′′
1 ,
is labeled. Because S1 preserves children relationship of labeled nodes, then the father
of η1 in t is labeled and relevant. Our assumptions imply that it coincides with η and
we are done. In the second case both η′′1 and η
′′
2 are unlabeled. Hence, by Condition 6 of
Definition 3.1 there exist context bases cb1 ∈ CBi and cb2 ∈ CBj such that Fieldi(cb1)
contains η′′1 and η
′




2. The image of Fieldi(cb1) under Si
contains η1 and the image of Fieldj(cb2) under Sj contains η2. Moreover, our assumptions
on relevance of nodes imply that both image fields also contain η. It follows that the fields
Si(Fieldi(cb1)) and Sj(Fieldj(cb2)) branch at η, which implies that η is relevant. Hence
the claim is proved.
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Let Lab denote the labeling function where exactly the nodes η′ ∈ N are labeled
that have the form Si(η′) for some labeled node η′ ∈ Ni (i ∈ {1, . . . , n}), and where
Lab(η) := Labi(η′). Since the mappings Si are solutions it follows that Lab coincides with
the natural labeling of the nodes of the ground term t which in particular implies that Lab
is well defined. Now introduce a set of context (individual) bases, CB (resp. IB), and a
function Field (resp. Node) as follows: for each baseX(r) (resp. x(r)) of Ti (i ∈ {1, . . . , n}),
CB (resp. IB) contains a base of type X (resp. x) with field Si(Fieldi(X(r))) (resp. node
Si(Nodei(x(r)))).
It is obvious that T := 〈N,Lab,CB,Field, IB,Node〉 is a superposition of T1, . . . , Tn
where the mappings Si represent the embeddings (1 ≤ i ≤ n). Let S := IdN denote
the identity mapping on N . We show that (t, S) is a solution of T . Obviously S respects
root, Σ-labels, pre-order relationship, and children relationship for labeled nodes. Since
N is closed under maximal common prefixes it follows that S preserves branching points.
Hence S is a labeled tree embedding. If X(r) and X(s) are two context bases of T , with
fields ϕr and ϕs, say, then there exist bases X(r
′) and X(s
′) of problems Ti and Tj with
fields ϕr′ and ϕs′ such that Si(ϕr′) = ϕr and Sj(ϕs′) = ϕs. Let ϕr′′ and ϕs′′ denote the
fields of t that represent the images of ϕr′ (resp. ϕs′) under Si (resp. Sj). Our assumptions
on Si and Sj show that the two ground subcontexts of t with main paths ϕr′′ and ϕs′′
coincide. On the other hand, by construction, the fields ϕr′′ and ϕs′′ of t represent the
images of ϕr and ϕs under S. Hence we have Sˆ(X(r)) = Sˆ(X(s)).
In the same way it follows that Sˆ(x(r)) = Sˆ(x(s)) for all individual bases x(r) and x(s)
of the same type of T . It follows that (t, S) is in fact a solution of T . 2
The superposition T that we constructed in the above proof has some special proper-
ties. For the sake of reference we add a definition.
Definition 4.5. In the situation of the previous lemma and its proof, the choice of
nodes (or: node names) of the superposition T of T1, . . . , Tn shows that T has a solution
of the form (t, IdN ) where N is the set of nodes of T . Given the component solutions
(t, Si) the superposition T is uniquely determined and will be called the superposition
given by the joint embedding of T1, . . . , Tn in t under S1, . . . , Sn, and S = IdN is the
canonical solution of T given by S1, . . . , Sn.
The following translation lemma makes use of the fact that each term t represents
in a natural way a generalized context problem, T := (Nt,Labt,CBt,Fieldt, IBt,Nodet),
where Nt (Labt) is the set of positions (resp. labeling function) of the term t, where CBt
(res. IBt) is given by the set of all occurrences of context (resp. individual) variables in t,
where Fieldt(X(i)) has as its initial (resp. final) node the position of the ith occurrence of
X in t (resp. the position of the head symbol of its argument term), and where Node(x(i))
is the position of the ith occurrence of x in t. Note that (Nt,Labt,CBt,Fieldt, IBt,Nodet)
is trivially solvable in the sense that each assignment of non-empty ground contexts
(ground terms) to the context variables (individual variables) in t defines a solution of
(Nt,Labt,CBt,Fieldt, IBt,Nodet).
Lemma 4.6. (Transl1) For each context equation E it is possible to compute a finite
set T of generalized context problems such that E has a solution iff some T ∈ T has a
solution. If E has occurrences of k context variables only, the same holds for the problems
in T .
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Proof. Consider a context equation t1
.= t2. As described above, each of the context
terms ti can be considered as a trivially solvable generalized context problem Ti. Let T
denote the set of superpositions of T1 and T2. If t1
.= t2 has a solution†, then T1 and
T2 have solutions (t, S1) and (t, S2) that satisfy the conditions given in Lemma 4.4. The
lemma shows that an element of T has a solution. If some member T of T has a solution,
then it follows from Lemma 4.2 that T1 and T2 have solutions of the form (t, S1) and
(t, S2) respectively, where S1 and S2 assign the same ground context to context (resp.
individual) variables of the same type. It follows that t1
.= t2 has a solution. 2
Example 4.7. The trivially solvable generalized context problems associated with the






































As one superposition (among others that are possible) we obtain the generalized context
problem T depicted in Figure 1.
5. Transparent Generalized Context Problems
We mentioned in the introduction that eventually generalized context problems are
translated into systems of word equations with linear constant restrictions. When re-
translating a given solution of the system of word equations into a solution of the gener-
alized context problem we shall have to paste together ground contexts (ground terms)
that are assigned to subfields (nodes) of a context base, inductively composing larger
ground contexts (terms) in this way. At this point it is crucial that the ground contexts
assigned to branching subfields fit together in the sense that they are in fact subcontexts
of the same ground term. The recursive definition that we shall use in the correctness
proof assumes that branching points of bases are always labeled. The following exam-
ple demonstrates why labeling of branching points helps to avoid problems arising from
ground contexts that cannot be merged to ground terms.
Example 5.1. In the following figure, assume that we have assigned ground contexts
CU , CV and CW to the atomic subfields U , V , and W of cb1 and cb2, and we have
also fixed ground terms t1 and t2 that represent values of η1 and η2 respectively. In the
†Recall that with a solution of a context equation we always mean a positive solution.
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left situation, where we have an unlabeled branching point, it might be impossible to
superimpose the contexts CV and CW to a common ground term that represents the
value of the branching point. For example, CV and CW might have distinct topmost
function symbol. In the situation depicted on the right-hand side, regardless of the form
of CV and CW we may safely assign the value f(CV (t1), CW (t2)) to the branching point,















η1 η2 η1 η2
Our next aim is to describe a translation that assigns to a given generalized context
problem T a finite set of generalized context problems T ′ where the branching points
of bases are always labeled, preserving solvability. The translation is very simple, given
an unlabeled branching point we essentially just guess the label of the branching point.
Here it is essential that the given first-order signature Σ is finite.
Definition 5.2. A generalized context problem T is transparent iff each branching point
of two bases of T is always labeled.
The following simple observation will be used in the correctness proof of the final trans-
lation into word equations with linear constant restriction in Section 8.
Lemma 5.3. Let T be a transparent generalized context problem. Each unlabeled inner
node η of T has exactly one child η′, and (η, η′) belongs to the field of a context base.
Proof. Let η be an unlabeled inner node of the transparent generalized context prob-
lem T . By transparency, η cannot be a branching point of two bases of T . Part 6 of
Definition 3.1 shows that η has exactly one child η′ where (η, η′) belongs to the field of
a context base. 2
We may now give the translation procedure.
Definition 5.4. (Procedure Transl2) The input of this procedure is a generalized
context problem T . If there exists a branching point η of two bases of T that is unlabeled,
with children η1, . . . , ηm, say, then
(1) non-deterministically choose a function symbol f ∈ Σ, of arity n ≥ m, and label η
with f ,
(2) for η introduce n new children in the left-to-right order η′1, . . . , η
′
n that are used
instead of the old children. Now each old child ηi is nondeterministically either
identified with some new child η′j (which implies that the descendants of ηi are
now descendants of η′j), or it is used as the unique child of some new node η
′
j . In
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this step, distinct new children η′j are used for distinct old children ηi, and the
left-to-right ordering is respected.
(3) Each new child η′j that is not used in the previous step represents a leaf. We
introduce an individual base ib of new type and define Node(ib) = η′j . We always
use distinct types x ∈ X for individual bases of distinct leaves.
(4) Repeat Steps 1–4 until all branching nodes are labeled.
(5) Update node names and the field function accordingly.
The output of the procedure consists of the set T of all generalized context problems
that are reached by suitable choices in the nondeterministic steps.
For readers that are familiar with Makanin’s algorithm (Makanin, 1977) we remark that
the “new structural information” for a context base X(i) that is introduced by such a
labeling step is not “copied” to other bases X(j).
Example 5.5. The following figure illustrates Transl2. The unlabeled branching point





















3. Nodes η1 and η
′
1
are identified. Node η2 is used as the immediate child of η′2. The new node η
′
2 becomes a
leaf that is labeled with an individual base of new type.
Lemma 5.6. (Transl2) Assume that Transl2 generates the output set T , given the gen-
eralized context problem T as input. Then
(1) T is (modulo renaming of nodes/new individual bases) finite,
(2) each element of T is a transparent generalized context problem. If T has only context
bases of k types, then the same holds for the generalized context problems in T ,
(3) if T has a solution, then some T ′ ∈ T has a solution,
(4) if some T ′ ∈ T has a solution, then T is solvable.
Proof.
(1) Part 1 is obvious.
(2) Let T ′ ∈ T . In order to show that T ′ is a generalized context problem we verify that
T ′ satisfies Condition 6 of Definition 3.1. All other conditions are trivially satisfied.
Consider a new child η′j . If η
′
j represents an unlabeled node of the new problem,
then either η′j is identified with an unlabeled child ηi, or η
′
j has exactly one child
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that represents an old child ηi. In the first case it follows that η′j and its children
satisfy Condition 6 of Definition 3.1. In the second case note that ηi, as a child of
the unlabeled node η, is a non-initial node of some base of T . It follows again that
η′j and its unique child ηi satisfy Condition 6 of Definition 3.1. It follows from Part 3
of Transl2 that the procedure does not introduce new branching points. Hence T ′
is transparent. Obviously, if T has only context bases of two types, then the same
holds for the generalized context problems in T .
(3) Let (t, S) be a solution of T . Consider a branching point η of two bases of T that
is unlabeled. If ηi and ηj are two distinct children of η, then the largest common
prefix of S(ηi) and S(ηj) in t is MCP(S(ηi), S(ηj)) = S(MCP(ηi, ηj)) = S(η). If
follows easily that for one of the problems T ′ generated by Transl2 there exists an
embedding S′ such that (t, S′) solves T ′.
(4) Part 4 follows from the fact that for each of the new problems T ′ there exist an
embedding of T in T ′, using Lemma 4.2. 2
6. Transl3 and Transl4: Intuitions and Motivation
Transl3, which will be formally described in the next section, non-deterministically
assigns to a given transparent generalized context problem a generalized context problem
of a special form. The form of the target problems is motivated by the prerequisites that
are needed for the final translation into word equations with linear constant restriction.†
We shall now give the main ideas behind the final translation, and we shall illustrate it
with a (simplified) example. This will help to understand the intended form of the target
problems of Transl3 and the role of the steps of this procedure.
The following definition yields the basis for the correspondence between ground con-
texts and words that we shall use in Section 8 for the final translation step.
Definition 6.1. A ground context t is a letter iff the hole of t is in depth 1. For each
ground context t with hole in depth k there exists a unique sequence of letters r1, . . . , rk
such that t = r1 · · · rk. The elements ri (1 ≤ i ≤ n) are called the letters of t.
Basically, by treating letters as plain symbols of an alphabet, a given ground context can
be considered as a word, looking at its sequence of letters.
Example 6.2. The following figure represents a ground context t. The main path is
indicated as a bold line. Letters of t are emphasized.
†A word equation over the alphabet of constants C and the alphabet of variables V is an expression of
the form W1 =W2 where W1 and W2 are words over the joint alphabet C ∪V. Let S be a mapping that
assigns a word S(X) to each variable X in the equation. S is a solution of W1 =W2 if both sides of the
equation become identical when we replace each occurrence of a variable X by the word S(X). A linear
constant restriction is given by a linear ordering “<” on the set of constants and variables occurring in
the equation. The solution S of W1 =W2 respects the linear constant restriction “<” if X < C implies
that C does not occur in S(X), for each variable X and each constant C occurring in W1 =W2.

































With t we associate the word CCCDCCC where C denotes f(Ω, c) and D denotes
g(f(c, c),Ω).
Next we consider the syntactic counterparts to letters. From Remark 3.4 recall that
each atomic field (η, η′) of a generalized context problem T where node η is labeled is
mapped to a letter Sˆ(η, η′) = Sˆ([η, η′]) under any solution (t, S) of T . For the translation
into word equations, only fields (η, η′) will be relevant that represent subfields of a context
base of T .
Definition 6.3. Let T = 〈N,Lab,CB,Field, IB,Node〉 be a generalized context prob-
lem, let (η, η′) be an atomic subfield of the field of a base cb ∈ CB, with labeled node
η. In this situation, [η, η′] is called a letter description of T (or of cb) with main node
η, hole η′ and label Lab(η). If η′ is the ith child of η, then [η, η′] has direction i. We
say that a solution (t, S) identifies two letter descriptions [η1, η′1] and [η2, η
′
2] of T iff
Sˆ([η1, η′1]) = Sˆ([η2, η
′
2]).
We use symbols L,L1 etc. to denote letter descriptions. With ld(T ) we denote the set of
all letter descriptions of T .
Example 6.4. The generalized context problem T given in Example 3.3 has the six



































As the previous example shows, a given context base may have atomic subfields (η, η′)
where η is unlabeled. In this situation, if (t, S) is a solution, the ground context Sˆ(η, η′)
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may be composed of an arbitrary positive number of letters. Hence, each such field (η, η′)
can be considered as a word variable. With these intuitions we may now give an example
that illustrates (in a simplified way) the final translation of generalized context problems
into word equations with linear constant restriction.
Example 6.5. On the left-hand side of the following figure we see the generalized context
problem T from Example 3.3, letter descriptions being highlighted. It is simple to see
that under any solution the four occurrences of letter descriptions of type C (cf. figure)
are identified, the same holds for the two occurrences of letter descriptions of type D.



































































































∧ ∧ ∧ ∧
S(D) =∧
S(Y) = S(C)S(D)S(C) =∧ ∧ ∧ ∧
For the translation we introduce three auxiliary context bases: U (1) marks the overlap
of X(1) and Y (1), V (1) the overlap of Y (1) and X(3), and W (1) the overlap of X(3) and
Y (2). The context to be substituted for X(1) has the form CCU, the context for X(3) the
form VCW, no special form is needed for X(2) and X(4). Since all context bases X(i)
have to be mapped to the same ground context we obtain X = CCU = VCW. In the
same way we obtain the equation Y = UDV = WDC for the occurrences of Y . Since
letter descriptions of type D have a subcontext X, the context to be substituted for
X cannot have a subcontext of the form D. This is formalized by the linear constant
restriction C < U < V < W < X < D < Y , which expresses that U, V,W,X may only
have occurrences of C whereas Y may have occurrences of C and D. Treating now C
and D (resp. U, V,W,X, Y ) as constants (resp. word variables), the pair
〈{X = CCU = VCW, Y = UDV =WDC}, C < U < V < W < X < D < Y 〉
represents a word multi-equation with linear constant restriction. One solution is U =
V = W = C, X = CCC, Y = CDC. Using induction on the linear order < we compute
the corresponding solution of T (cf. the right-hand side of the above figure; auxiliary
bases are ignored):
(1) Since C is a ground letter, Sˆ(C) = C;
(2) From X = CCC we obtain Sˆ(X);
(3) Now Sˆ(D) is determined by the form of D and Sˆ(X);
(4) Using Y = CDC we obtain Sˆ(Y ).
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These values completely determine the solution S, which is the solution depicted in
Example 3.3.
Two important properties of the generalized context problem T that we used in Exam-
ple 6.5 in order to get the desired correspondences both on the syntactic level and on the
level of solutions are the following.
(A) It is precisely known which letter descriptions of T are mapped to the same ground
letter, under any solution. On the basis of this knowledge we obtained a unique
partition of the six letter descriptions into letter descriptions of type C and D
respectively.
(B) All letter descriptions of type C (resp. D) have exactly the same structure, modulo
renaming of nodes/superscripts.
The second property became relevant when we retranslated the given solution of the
system of word equations in order to obtain a solution of the generalized context problem.
It was not necessary to assign a solution value to each of the six letter descriptions. Since
all letter descriptions of type C (resp. D) are completely isomorphic, it was sufficient to
define values sˆ(C) and sˆ(D) for the “types” C and D respectively, then the value of a
letter description was just the value of its type.
The translation into systems of word equations leads only to the desired correspon-
dence results for transparent generalized context problems where Properties (A) and (B)
hold. However, in general we do not know which letter descriptions of a generalized con-
text problem T are mapped to the same ground context under a hypothetical solution,
and letter descriptions that are mapped to the same ground context may have distinct
structure.
By means of Transl3 we basically want to guess which letter descriptions of a given
transparent generalized context problem T are mapped to the same ground letter under a
given (hypothetical) solution of T , and we want to make these letter descriptions isomor-
phic, leaving all other letter descriptions non-isomorphic. One particularity concerning
preservation of solutions has to be mentioned. We shall show (Part 2 of Theorem 7.12)
that for any solvable input problem of Transl3, there exists an output problem of Transl3
with a solution that is rigid in the sense that two letter descriptions are mapped to the
same ground context iff they are isomorphic. Rigidness becomes important in the final
translation step. Given a rigid solution of an input problem of Transl4 we are able to
construct a solution of an output problem of Transl4. In the converse direction, given
any solution of an output problem of Transl4 (resp. Transl3) we receive a solution of the
input problem of Transl4 (resp. Transl3).
A naive strategy for identification of letter descriptions might look as follows: first,
select a partition Π of the set of all letter descriptions. Second, for each class of Π, choose
a common superposition and replace each member by the superposition. Unfortunately,
there are two problems with this approach. We shall comment on these in the following
two paragraphs.
identification strategy
Since letter descriptions can be found inside other letter descriptions, it is not pos-
sible to guess in a single step a partition on all letter descriptions and to superimpose

















Figure 2. Two overlapping letter descriptions.
the members of each partition class. To illustrate the problem, assume that we have a
partition into the classes {L1, L2} and {L3, L4} and that L3 is included in L1. Since the
superposition L1,2 of L1 and L2 should contain the superposition of L3 and L4, we cannot
do both identification steps simultaneously. It might seem natural to choose a bottom-
up strategy for identification, starting with the smallest letter descriptions. However,
since we may obtain new subordinate letter descriptions when superimposing the letter
descriptions of a given class (we comment on this problem in the next paragraph) this
does not work. We shall use a top-down strategy instead. The basic idea is the following.
Once we have replaced the members of a class C by a common superposition, all mem-
bers are isomorphic. If one member L of C contains a subordinate letter descriptions
L′ that is modified by means of later identification steps, each other member of C will
have a corresponding subordinate letter description that belongs to the same class as L′
and is modified in exactly the same way. In this way, isomorphism of identified letter
descriptions is preserved by later identification steps.
Still, another difficulty has to be circumvented. Identification of full letter descriptions
leads to problems if two letter descriptions have the same main node, but different direc-
tions. As an illustration consider the letter descriptions L1 and L2 emphasized in Figure 2.
Obviously, L1 and L2 cannot be identified under any solution. Hence they belong to dis-
tinct classes. However, since L1 and L2 share subproblems, changes in the structure of
L1 may induce changes in the structure of L2. For this reason, naive identification of full
letter descriptions turns out to be too coarse. We shall identify the subproblems given
by the top-most nodes in the side areas instead. This leads to the following definition.
Definition 6.6. Let L = [η, η′] be a letter description of the generalized context prob-
lem T with label f of arity n. Each side node (cf. Definition 2.11) of (η, η′) that is a child
of η is called a top side node of L. We write 〈η1, . . . , ηn−1〉 = tsn(L) if η1, . . . , ηn−1 is the
sequence of all top side nodes of L in the natural left-to-right ordering. In this situation,
ηi is called the ith top side node of L. A node η is called a top side node of T if η is a
top side node of a letter description of T . Equivalently, a node η is a top side node of T
if it is a child of a labeled node η′, and there exists a context base cb such that η′ is a
non-final node of Field(cb) and η does not belong to Field(cb). With tsn(T ) we denote
the set of all top side nodes of T . If L and L′ are two letter descriptions with the same
label and direction, and if η (resp. η′) is the ith top side node of L (resp. L′), then η and
η′ are called corresponding top side nodes of L and L′.
Example 6.7. In Figure 2, L1 = [η, η3] (left-hand side) is a letter description with label
f and direction 3. We have tsn(L) = 〈η1, η2〉. L2 = [η, η1] is a letter description with
direction 1. We have tsn(L) = 〈η2, η3〉.
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Figure 3. Identification of corresponding top side nodes of two letter descriptions means identification
of letter descriptions.
In Transl3, we shall guess in a top-down manner classes of top side nodes of T that are
mapped to identical ground terms.† The subtrees of these top side nodes are replaced by
a common superposition, which means that each solution of the new problem will always
map these subtrees to the same ground term.
Example 6.8. In the following figure two top side nodes η1 and η2 of a generalized
context problem are depicted. T1 and T2 represent the subtrees of the nodes, the tree T12



















It is important to note that identification of top-side nodes determines identification of
letter descriptions: if, for given letter descriptions L1 and L2 each pair of corresponding
(in the sense of Definition 6.6) top side nodes of L1 and L2 is identified and mapped to
the same ground term under any solution, this also means that L1 and L2 are mapped to
the same ground letter under any solution. The situation is illustrated in Figure 3 where
ηi and η′i are corresponding top side nodes for i ∈ {1, 2, 4}.
the termination problem
When superimposing the subtrees of distinct top side nodes we may obtain new branch-
ing points of context bases in the superposition (in the figure of Example 6.8, two such
new branching points are indicated). As a result we obtain (after applying, if necessary,
Transl2 to the superpositioned tree) new letter descriptions and new top side nodes,
which are again subject to identification. In general we do not see any way to guarantee
termination. In fact concrete examples with three context variables can be given where
Transl3 does not terminate.
For this reason we consider input problems that only have context bases of two types.
†Still, this description of the identification strategy ignores some subtle details that are not relevant
for the description of the algorithm Transl3, but for the correctness proof given in the Appendix. The
precise equivalence relation that is eventually guessed can be found in Definition A12.
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For input problems with context bases of two types only, the following two observations
are used to stop the generation of new branching points of context bases.
Observation 1. In a solvable generalized context problem T , branching bases always
have distinct type.
The proof of this observation is very simple and does not depend on the number of
context base types. Intuitively, branching bases of the same type lead to an infinite path
in the solution, in other words, to a kind of occur-check inconsistency. See Corollary A11
in the Appendix for a proof. The observation can be reformulated, saying that for any
solution σ of an equation Y (X(t)) = X(u) always σ(t) is a subterm of σ(u).
Observation 2. Let T be a transparent generalized context problem with two context
base types only. If two letter descriptions L and L′ of T are mapped to the same letter
Sˆ(L) = Sˆ(L′) under a solution (t, S) of T , and if η and η′ are corresponding† top side
nodes of L and L′, then the two subproblems T η and T η
′
can only contain (suffixes of)
context bases of one single type.
As an illustration, consider Figure 3. Assume that the letter descriptions L and L′
are identified under solution (t, S). Nodes η1 and η′1 are corresponding top side nodes of
L and L′, the subproblems T η1 and T η
′
1 are marked by black triangles. The two black
triangles can only contain (suffixes of) context bases of one type. The same holds for the
subtrees defined by the corresponding top side nodes η2 and η′2 (resp. η4 and η
′
4) of L and
L′. The background for Observation 2, again, is an occur-check problem. The statement
does not hold for an arbitrary number of base types.
To get the idea how the two observations help to enforce termination, assume for
simplicity that we only have to identify trees of corresponding (in the sense of Defini-
tion 6.6) top side nodes of letter descriptions that are identified under a hypothetical
solution. Then the combination of Observations 1 and 2 shows that we do not get any
new branching point of bases during the identification process. In fact, according to Ob-
servation 2 at each new branching point only bases of the same type would branch, which
can be excluded by Observation 1. Given this limitation for branching of context bases,
it is not difficult to see that the generation of new top side nodes stops, which means
that Transl3 comes to an end.
The real termination argument follows this idea, but is more complicated. One problem,
which will become visible in the formulation of Transl3 given below (cf. Item 2 of Case III),
is caused by the treatment of individual bases. The identification process will not only
include top side nodes, but also nodes that are labeled with individual variables. Let
pi := {η1, . . . , ηm} denote a class of nodes where we identify the corresponding subtrees.
If pi contains any node labeled with an individual variable which is not a top side node,
Observation 2—which only refers to the subtrees given by top side nodes—does not yield
a valuable information on bases in the superposition, which means that in this situation
we may in fact obtain new branching points. In the Appendix we shall see that this
situation can only happen a finite number of times.
A final remark concerns the assumption that we only have context variables of two
types. For some technical reasons, Transl3 will introduce some special context bases,
†In the sense of Definition 6.6.
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called “placeholder bases” and “marker bases”. This leads to a situation where we have
an arbitrary number of base types. However, the special properties of placeholder and
marker bases guarantee (as it is shown in the Appendix) that this does not really hurt.
Observation 2 can be adapted to this situation.
7. Identification of Letter Descriptions
Before we can give the formal details of Transl3, some concepts from the previous
section have to be made precise. First we say what it means that two generalized context
problems are isomorphic.
Definition 7.1. For i = 1, 2, let Ti = 〈Ni,Labi,CBi,Fieldi, IBi,Nodei〉 be a generalized
context problem. T1 and T2 are isomorphic iff there exists a bijection F : N1 → N2 such
that F is an embedding (cf. Definition 4.1) of T1 in T2 and F−1 is an embedding of T2
in T1. Each pair of the form (η, F (η)) (η ∈ N1) is called a pair of corresponding nodes of
T1 and T2.
The following definition formalizes the concept of the subproblem of a generalized
context problem T given by a particular node of T .
Definition 7.2. Let η be a node of the generalized context problem T = 〈N,Lab,CB,
Field, IB,Node〉. The subproblem of T defined by η is the generalized context problem
T η = 〈Nη,Labη, CBη,Fieldη, IBη,Nodeη〉 with the following components: Nη is the set
of descendants of η, together with η. Labη is the restriction of Lab to Nη. Let cb be
a context base of CB such that |Field(cb) ∩ Nη| ≥ 2. If Field(cb) ⊆ Nη, then cb is a
context base of CBη with the same field and type as in T . If Field(cb) 6⊆ Nη we introduce
a “placeholder” base cb′ with field Fieldη(cb′) := Field(cb) ∩Nη in CBη that represents
the suffix Field(cb) ∩Nη of cb. The context base cb′ receives a new context variable as
its type. For each individual base ib of T with Node(ib) ∈ Nη the set IBη inherits a base
ib of the same type with Nodeη(ib) := Node(ib).
Placeholder bases are used to represent the suffixes of bases in situations where the bases
itself do not fully belong to the subproblem that we consider. The use of placeholder
bases will be illustrated in Example 7.10 after the description of the algorithm.
Definition 7.3. A transparent generalized context problem T is marked iff for every
atomic subfield ϕ of the field of a context base of T there exist a context base cb of T
such that Field(cb) = ϕ.
The following lemma clarifies the role of markedness.
Lemma 7.4. Let η1 and η2 be two nodes of the generalized context problem T with so-
lution (t, S). If T is marked and if the problems T η1 and T η2 are isomorphic, then
Sˆ(η′1) = Sˆ(η
′





η1 and T η2 . In particular
Sˆ(η1) = Sˆ(η2).
Proof. Simple, cf. Lemma 4.2. 2
100 M. Schmidt-Schauß and K. U. Schulz
Note that because of possible overlaps between bases, Lemma 7.4 would not hold in the


















where T η1 and T η2 are isomorphic. If g ∈ Σ is unary, the problem has a solution
(f(g5(Ω), g4(Ω)), S) with Sˆ(X) = Sˆ(Y ) = g3(Ω) and Sˆ(η1) = g5(c), Sˆ(η2) = g4(c).
Definition 7.5. Let L and L′ be two letter descriptions of the generalized context prob-
lem T with the same label and direction. L and L′ are isomorphic iff for all corresponding




The next proposition is a simple consequence of Condition 6 of Definition 3.1 (we use
the notation introduced in Definition 3.2).
Proposition 7.6. Let L1 and L2 be isomorphic letter descriptions of the marked gen-
eralized context problem T . If (t, S) is a solution of T , then Sˆ(L1) = Sˆ(L2).
Definition 7.7. Let T be a marked generalized context problem. A solution (t, S) of T
is rigid iff it satisfies the following condition for all letter descriptions L1 and L2 of T :
Sˆ(L1) = Sˆ(L2) iff L1 and L2 are isomorphic.
As we mentioned earlier, rigid solutions are introduced since in the last translation
step only rigid solvability of a marked generalized context problem ensures solvability of
its translation (a system of word equations with linear constant restriction.)
Definition 7.8. Let T = 〈N,Lab,CB,Field, IB,Node〉 be a transparent generalized
context problem. Given an individual variable x ∈ X we say that η ∈ N is an x-node of
T iff T has an individual base ib of type x with Node(ib) = η. Let Y ⊆ X be a set of
individual variables. The subset pi of N is called Y-closed iff, for each y ∈ Y the following
condition holds: if pi contains an y-node, then pi contains each y-node of T .
We may now give the translation algorithm. In the following procedure we use two
sets Πi and ∆i. Intuitively, Πi collects the equivalence classes of all the nodes that have
been identified already, and ∆i represents the set of all nodes that are still subject to
identification. In the sequel, let rel(T ) denote the set of all top side nodes and of all nodes
of individual bases of T .
Definition 7.9. (Procedure Transl3) The input is a transparent generalized con-
text problem T = 〈N0,Lab0,CB0,Field0, IB0,Node0〉 with context bases of type X or Y
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only. Let X0 denote the set of all individual variables x ∈ X such that T has an x-node. In
a first step, T is transformed into the problem T0 = 〈N0,Lab0,CB0,Field0, IB0,Node0,Π0,
∆0〉 where Π0 := ∅ represents the empty partition and ∆0 := rel(T0).
I. Assume that we have reached after i steps the problem
Ti = 〈Ni,Labi,CBi,Fieldi, IBi,Nodei,Πi,∆i〉
where Πi = {pi1, . . . , pii} is a partition of a subset of rel(Ti) and where ∆i =
(rel(Ti) \
⋃
Πi). If ∆i = ∅, then go to II, otherwise go to III.
II. If Ti is yet not completely marked, then we add appropriate bases of distinct type
until a problem T ′ is reached that is completely marked. Now T ′ represents an
output problem of Transl3.
III. Choose a non-empty subset pii+1 = {η1, . . . , ηm} of ∆i that satisfies the following
conditions:
(a) pii+1 does not contain two labeled nodes with distinct label,
(b) pii+1 is a set of maximal elements of ∆i in the sense that pii+1 does not have
any element that is a descendant of another node in ∆i,
(c) pii+1 is X -closed.
If this is not possible, then fail. Otherwise
(1) nondeterministically choose a superposition TS0 of the problems T η1i , . . . , T
ηm
i de-
fined by all η1, . . . , ηm ∈ pii+1. For notational convenience we assume that the set
of context (individual) bases of TS0 is the union of the sets of context (individual)
bases of T η1i , . . . , T
ηm
i and that the embeddings of the superposition map each base
to itself.
(2) If pii+1 does not have any x-node for some x ∈ X0, then we apply the following
failure condition: If TS0 contains two context bases cb1 and cb2 such that cb1 has
a node that falls in the side area of cb2, then fail.
(3) If the superposition TS0 contains any pair of branching bases where the branching
node is unlabeled, then introduce a label using the same procedure as in Transl2.
If at this step we introduce new individual bases (cf. Step 4 of Transl2), then it is
important to use a new type z that is not in X0. Repeat this until the superposition
represents a transparent problem TS1 .
(4) With each atomic subfield of a context base of TS1 associate a new context base
Z(0), using distinct base types Z for distinct fields. These new bases will be called
marker bases, reflecting their functionality. Let TS denote the resulting problem.
(5) For each 1 ≤ j ≤ m we produce a “local variant” TSj of TS in the following way:
each (context or individual) base of TS that belongs to some subproblem T ηri with
r 6= j, as well as each marker base introduced in the previous step, receives a fresh
superscript in TSj . Each base of T
S that belongs to T ηji is left unmodified. In this
way, the problems TS1 , . . . , T
S
m are marked, isomorphic and do not share bases. Now
each problem T ηji (1 ≤ j ≤ m) is replaced by TSj . At this step the suffixes of bases
of Ti that are represented by placeholder bases in T
ηj
i are added to T
S
j and receive
the field of the respective placeholder base.
Let
Ti+1 = 〈Ni+1,Labi+1,CBi+1,Fieldi+1, IBi+1,Nodei+1,Πi+1,∆i+1〉
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denote the problem obtained in this way where Πi+1 := Πi ∪ {pii+1} and ∆i+1 :=
rel(Ti+1) \
⋃
Πi+1. Go to I.
Note that if the input problem T0 is first-order, then Transl3 reduces to a first-order
unification procedure where the failure condition before Step 1 of Case III corresponds
to the occur-check. We illustrate Steps 1–5 of part III of the above procedure with an
example.
Example 7.10. We consider two subparts of a generalized context problem. Nodes η1





















The subproblems T η1i and T
η2
i are obtained by introducing placeholder bases U
(1) and



































We have one pair of branching bases with unlabeled branching point. Using Transl2 we
introduce a label. In our example, we choose label g and identify the “old” children of
the branching point with the new children (cf. Transl2). After Step 3 we obtain the new
problem TS1 of the form



















The introduction of marker bases (thin lines, we do not introduce names for these bases



















In Step 5 we produce two isomorphic local copies TS1 and T
S












































2 . The suffixes of X
(1) and Y (1) starting









































The subproblems T η1i+1 and T
η2
i+1 are isomorphic. The introduced marker bases ensure that
corresponding nodes and bases of the two subproblems are mapped to the same ground
term/context under any solution of the problem.
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For the following two lemmas we always assume that we use as input for Transl3 a
transparent generalized context problem T with bases of type X or Y . In the Appendix
we prove (cf. Lemma A4) the following lemma.
Lemma 7.11. The procedure Transl3 terminates.
The majority of the Appendix will be devoted to proving the following theorem (cf.
Theorem A18).
Theorem 7.12. Let T denote the output set of Transl3.
(1) T is finite,
(2) Each T ′ ∈ T is a marked generalized context problem.
(3) If T has a solution, then there exists a problem T ′ ∈ T such that T ′ has a rigid
solution.
(4) If in T ′ two individual bases ib1 and ib2, with nodes η1 and η2, say, have the same
type, then the subproblems T ′η1 and T ′η2 are isomorphic.
(5) If some T ′ ∈ T has a solution, then T is solvable.
8. Translation into Word Equations with Linear Constant Restriction
In this section we describe the final translation procedure Transl4 which translates a
transparent and marked generalized context problem into a system of word equations
with linear constant restriction. For an illustration of the basic idea the reader should go
back to our earlier Example 6.5.
In what follows we fix a transparent and marked generalized context problem T =
〈N,Lab,CB,Field, IB,Node〉 that satisfies the following condition (†): if in T two in-
dividual bases ib1 and ib2, with nodes η1 and η2, say, have the same type, then the
subproblems T η1 and T η2 are isomorphic. Recall that the output problems of Transl3
have this property, by Theorem 7.12. For simplicity we also assume that for each field ϕ
of T there exists at most one base cb of T with field ϕ. It is simple to see that a given
generalized context problem can always be “normalized” in this sense without changing
any of the relevant properties and preserving (rigid) solvability in both directions. In
fact, whenever two bases cb1 and cb2 of T , say, of type X and Y , have the same field,
we may erase cb2 and afterwards assign the new type X to all other bases of type Y .
We consider the equivalence relation on the set of all letter descriptions of T that
is given by strict isomorphism. To each equivalence class we assign a constant C, using
distinct constants for distinct classes. Each member L of the class is said to have constant-
type C, and L is called an occurrence of the constant-type C in T . With C we denote the
set of all constant-types of T .
If S is a solution of T , then all occurrences L of the constant-type C ∈ C receive the
same image Sˆ(L) under S, by Proposition 7.6. This letter is denoted as Sˆ(C).
In what follows, VT denotes the set of context variables (i.e. types of context bases)
occurring in T . We say that the constant-type C occurs in X ∈ VT if C has an occurrence
L that is a letter description of a context base X(i) of T of type X. Conversely we say
that X ∈ VT occurs in the side area of C ∈ C if there exists a context base X(i) of T of
type X that is in the side area of some occurrence L of C.
The translation of T will be a pair (WT , <) where WT is a system of word equations
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and “<” is a linear constant restriction for WT . Here WT is the result of a (determin-
istic) translation of context bases and letter descriptions of T into word equations, to
be described below. The choice of the linear ordering “<” represents a non-deterministic
step, details are given below.
step 1: translation of context bases and letter descriptions
To each context base cb of T , say, of type X, with field (η0, . . . , ηk), we assign the word
equation
X = Z0, . . . , Zk−1
where Zi is the unique (see above) context variable such that (ηi, ηi+1) is the field of a
base of type Zi, for i = 0, . . . , k − 1. To each letter description L of T , say, of type C,
with field (η, η′), we assign the word equation
C = Z
where Z is the unique context variable such that (η, η′) is the field of a base of type Z.
Let WT denote the set of all word equations assigned to the context bases and letter
descriptions of T in this way.
step 2: choice of linear constant restriction
Given X ∈ VT , a constant-type C ∈ C, and nodes η, η′ ∈ N we define:
C <1 X :⇔ C occurs in X,
X <1 C :⇔ X occurs in the side area of C,
η <1 X :⇔ η is in the side area of an occurrence of X,
η <1 C :⇔ η is in the side area of an occurrence of C,
X <1 η :⇔ X occurs in the subtree of T with root η,
C <1 η :⇔ C occurs in the subtree of T with root η,
η <1 η
′ :⇔ η is a descendant of η′.
If “<1” contains any cycle, we stop with failure. In the other case, let C0 be a new
symbol. Nondeterministically choose a linear ordering “<” on VT ∪C∪{C0} that extends
the restriction of “<1” to VT ∪ C and has C0 as its minimal element.
output
The set of output problems of the translation procedure is the set of all pairs of the
form (WT , <) described above. In each case WT represents a system of word equations
over the alphabet of variables VT and the set of constants C∪{C0}, and “<” represents a
linear constant restriction forWT . In more detail, we demand that a solution of (WT , <)
does not instantiate any variable X ∈ VT with the empty word.
completeness and soundness of the translation
We first show completeness.
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Lemma 8.1. If T has a rigid solution, then there exists an output problem (WT , <) that
has a solution.
Proof. Let S be a rigid solution of T . Recall that S assigns the same letter Sˆ(C) to all
occurrences of a given constant-type C in T , while letters Sˆ(C1) and Sˆ(C2) are distinct
for C1 6= C2. Similarly Sˆ assigns a unique ground context (resp. ground term) to each
base (resp. node) of T . For X ∈ VT , C ∈ C and nodes η, η′ of T define:
C ≺1 X :⇔ Sˆ(C) is a letter of Sˆ(X),
X ≺1 C :⇔ Sˆ(X) is a proper subcontext of Sˆ(C),
η ≺1 X :⇔ Sˆ(X) has a subterm Sˆ(η),
η ≺1 C :⇔ Sˆ(C) has a subterm Sˆ(η),
X ≺1 η :⇔ Sˆ(η) has a subcontext Sˆ(X),
C ≺1 η :⇔ Sˆ(η) has a subcontext Sˆ(C),
η ≺1 η′ :⇔ Sˆ(η) is a proper subterm of Sˆ(η′).
Consider one of these relations κ1 ≺1 κ2 defined above. For i = 1, 2, let #ΣSˆ(κ1) denote
the number of nodes of Sˆ(κi) that are labeled with a symbol in Σ. If κ1 = C ∈ C
and κ2 = X ∈ VT , then #ΣSˆ(κ1) ≤ #ΣSˆ(κ2). In all other cases it is easy to see that
#ΣSˆ(κ1) < #ΣSˆ(κ2). It follows that ≺1 does not have any cycle. It is also clear that
“≺1” extends the relation <1 defined in Step 2 above. Hence there exists a linear ordering
“<” on VT ∪ C ∪ {C0} that extends “≺1” and represents a possible choice in Step 2. We
consider the output problem (WT , <).
For X ∈ VT , let sX,1, . . . , sX,nX denote the sequence of letters of the ground context
Sˆ(X). We replace each letter sX,i of the form Sˆ(C) for some C ∈ C by the constant C,
and each of the remaining letters by C0. By rigidness of S, the replacement instance of
each letter is well defined. Let S′(X) be the resulting word in the alphabet C ∪ {C0}.
To see that S′ is a solution of WT we first consider a word equation of WT of the form
X = Z0, . . . , Zk−1. Since S is a solution of T we have
Sˆ(X) = Sˆ(Z0) . . . Sˆ(Zk−1).
It follows that
S′(X) = S′(Z0) . . .S ′(Zk−1)
which shows that S′ solves the above equation. Consider now a word equation of WT of




which shows that S′ solves the above equation. Summing up, we have seen that S′ solves
WT .
To check validity of the linear constant restriction, assume that the constant C ∈ C
occurs in S′(X). Then, by definition of S′, Sˆ(C) is a letter of Sˆ(X) and we have C <1 X
by our choice in Step 2. This shows that S′ satisfies the linear constant restriction imposed
by “<”. 2
We may now show soundness.
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Lemma 8.2. If an output problem (W, <) has a solution, then T has a solution.
Proof. Assume that (W, <) has a solution S. It follows from the failure condition of
Step 2 that there exists a linear ordering “<2” on C ∪ VT ∪N ∪ {C0} that extends “<”
and has C0 as minimal element. Let t0 be an arbitrary ground letter, and let b be a fixed
constant in Σ. We shall now construct, by simultaneous induction on “<2”,
• a mapping S1 that assigns a ground term S1(η) to each node η ∈ N ,
• a mapping S2 that assigns letters (resp. ground contexts) to the elements of C∪{C0}
(resp. VT ).
The idea behind the definition of S1 is to use the terms assigned to the children of a
node η for constructing S1(η). As a matter of fact, if ηi is a child of η, then S1(η) may
have various subterms of the form S1(ηi), but just exactly one of these occurrences has
its origin in the use of S1(ηi) in the construction of S1(η). In order to distinguish this
occurrence notationally, we denote it in the form t(ηi).
Let η ∈ N be a leaf. If η is labeled with a ∈ Σ, then S1(η) := a. If η is the node of
an individual base, then we define S1(η) := b. In addition, let S2(C0) := t0. Now assume
that S1 and S2 have been defined, up to a certain element of the linear ordering “<2”.
We consider the first element κ of “<2” where S1 or S2 respectively, is not yet defined.
(1) If κ = η is an inner node that is labeled with the n-ary function symbol f , and
if η1, . . . , ηn are its children, then we define S1(η) := f(S1(η1), . . . , S1(ηn)). Using
the notational convention explained above, this term will be written in the form
t(η) = f(t(η1), . . . , t(ηn)).
(2) If κ = η is an unlabeled inner node, then η is a non-final node of a base (cf.
Definition 3.1(6)), and η has exactly one child η′ (cf. Lemma 5.3). Moreover, (η, η′)
is the field of a unique base cb, say, of type Z. Since Z <1 η we have also Z <2 η
and we may define tη = S1(η) := S2(Z)(S1(η′)) = S2(Z)(tη
′
).
(3) If κ = X is a context variable, let S(X) = CX,1 · · ·CX,nX . Since S respects the linear
constant restriction imposed by “<” the constants CX,i ∈ C∪{C0} are smaller than
X with respect to “<2”. Accordingly, for each constant CX,i, the letter S2(CX,i) has
been defined by induction hypothesis. We define S2(X) := S2(CX,1) · · ·S2(CX,n).
(4) If κ = C is a constant-type, let L = (η, η′) denote an occurrence of C in T . Let f
(resp. i) be the label (resp. direction) of L, let (η1, . . . , ηn) be the sequence of all
children of η. By assumption, S1(ηj) has been defined for 1 ≤ j ≤ n. We define
S2(C) := f(S1(η1), . . . , S1(ηi−1),Ω, S1(ηi+1), . . . , S1(ηn)).
Now let η> denote the root of T . We want to show that (t(η>), S′) is a solution of T ,
where for all η ∈ N the node S′(η) is given by the position of the root of t(η).
Since S assigns a non-empty word to each variable X ∈ VT a trivial induction shows
that S2(X) is always a non-empty ground context. From this it follows immediately
that S′ is an injective mapping from N to the set of nodes of t(ηT ). By construction S′
preserves root, Σ-labels, children of Σ-labeled nodes, and pre-order relations.
In order to show that S′ respects branching points it suffices to show that whenever
η1 and η2 are two distinct children of a node η of T , then S′(η1) and S′(η2) are distinct
children of S′(η) in t(η>). Since unlabeled nodes of T never have two distinct children
this follows from Step 1 above.
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We now show that Sˆ′ assigns the same ground context to the fields of bases of the
same type X, for all X ∈ VT . This follows directly from the following two claims, which
will be proven by simultaneous induction on “<2”.
C1. If (η, η′) is an occurrence of C ∈ C in T , then Sˆ′(η, η′) = S2(C),
C2. If X(i) is an occurrence of X ∈ VT in T , then Sˆ′(X(i)) = S2(X).
Assume that Claims 1 and 2 have been shown for all predecessors of κ ∈ C ∪ VT with
respect to “<2”.
First assume that κ = C ∈ C. It follows from the definition of S2(C) in Step 4 above
that the occurrence (η, η′) of C that has been used in this step for defining S2(C) satisfies
Condition C1. By induction hypothesis for C2 we know that all occurrences of the same
context variable X in the side area of an occurrence of C—which all are smaller than C
with respect to <2—are mapped to the same ground context S2(X) under Sˆ′. Since all
occurrences of C in T are isomorphic it follows easily that all other occurrences of C in
T are mapped to the same letter under Sˆ′, which proves Condition C1 for C.
Now assume that κ = X ∈ VT . Let X(s) be an occurrence of X ∈ VT in T , and let
Field(X(s)) = (ηi, . . . , ηj). In each atomic subfield (ηl, ηl+1) of (ηi, . . . , ηj), node ηl is
either labeled or unlabeled. For simplicity we just consider the case where (ηi, . . . , ηj)
has the form (ηi, ηi+1, ηi+2) where ηi is labeled and ηi+1 is unlabeled. The general case
can be treated in the same way.
The field (ηi, ηi+1) represents a letter description of X, say, of type C. Note that
C <1 X and hence C <2 X. Let Z(r) denote the unique base of T with field (ηi+1, ηi+2).
It follows from the definition of WT that S solves the equation X = CZ. Hence from the
definition of S2 (Case 3 above) we see that
S2(X) = S2(C)S2(Z).
Moreover, since C <2 X we know by induction hypothesis C1 for C that Sˆ′(ηi, ηi+1) =
S2(C). In addition it follows from Case 2 of the definition of S1 that Sˆ′(Z(r)) = S2(Z).
It follows now that Sˆ′(ηi, ηi+1, ηi+2), which is the composition of Sˆ′(ηi, ηi+1) and
Sˆ′(ηi+1, ηi+2), has the form S2(C)S2(Z) = S2(X), which proves that Sˆ′(X(i)) = S2(X).
By our special assumption (†) on individual variables (cf. first section paragraph) it fol-
lows from Lemma 7.4 that Sˆ′ assigns the same ground term to nodes η1 and η2 whenever
there are two individual bases of the same type with nodes η1 and η2 respectively. 2
9. Summing Up
We are now able to prove the Main Theorem (Theorem 1.1). As mentioned previously,
the result holds for finite signatures.
Theorem 9.1. It is decidable if a finite system of context equations with two context
variables and an arbitrary number of individual variables has a solution.
Proof. We first treat the case where we just have one input equation. Let s = t be
a context equation with two context variables. Combining the results of Lemma 4.6,
Lemma 5.6, Lemma 7.11, Theorem 7.12, Lemma 8.1, and Lemma 8.2 it follows that
we may effectively compute a finite set M of multi-word equations with linear constant
restriction such that s = t has a solution if and only if a multi-word equation with
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linear constant restriction in M has a solution. The results in Schulz (1990) on regular
solutions of word equations show that solvability of multi-word equations with linear
constant restriction is decidable. Hence the result follows.
Let us now consider the case where we have a finite system of context equations,
{s1 = t1, . . . , sn = tn} as input. We show how to reduce it to the first situation. We may
assume that there is at least one function symbol “f” of arity n > 1 in the signature Σ
(since otherwise we are in the monadic case where context unification problems directly
translate into word equations). For simplicity we assume that “f” has arity 2 (if the arity
is greater than 2 we may use essentially the same encoding where other arguments of f
are filled with a fixed constant a ∈ Σ). Obviously, {s1 = t1, . . . , sn = tn} has a solution
iff the context equation f(s1, f(s2, f(. . .))) = f(t1, f(t2, f(. . .))) has a solution. 2
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Appendix A.
It remains to give the proofs for Lemma 7.11 and Theorem 7.12.
Lemma A1. Let z ∈ X be an individual variable. Assume that Ti+1 has an z-node, but
Ti doesn’t. Then each z-node of Ti+1 is a top side node of Ti+1. Moreover, if η and η′





isomorphic and have corresponding and isomorphic letter descriptions L and L′ where
η1 and η′1 are corresponding top side nodes of L and L
′.
Proof. It is easy to see that an individual base of new type z can only arise from
Part 3 of the subprocedure of Case III where we apply Step 4 of Transl2. The nodes of
the individual bases ib that are introduced at this step are the children of the labeled
branching point of two context bases, which means that they are top side nodes of the
superposition TS1 . All the new individual bases receive a new type. By construction, all
the variants TSj of T
S that are created in Step 5 of Case III are isomorphic problems.
The lemma follows easily. 2
Lemma A2. Let η ∈ ⋃Πi and η′ ∈ ∆i. Then η is not a descendant of η′.
Proof. We use induction. Assume that the statement holds for Πi and ∆i. Then Condi-
tion (b) for the choice of pii+1 ensures that the condition holds for Πi+1 and ∆i+1 as well
since in the Steps 1-5 new relevant nodes are only created below the nodes of pii+1. 2
Lemma A3. Each pi ∈ Πi is X -closed.
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Proof. This holds trivially for i = 0 where Π0 is empty. Assume that the statement
is correct for Ti and Πi. First let η ∈ pii+1 be an x-node of Ti+1. Since in Step 3 of
Case III new individual variables are always used it follows easily that in this case pii+1
also contains an x-node η′ of the predecessor problem Ti. Hence pii+1 contains all x-
nodes of Ti, by Condition (c). When building Ti+1, new x-nodes always belong to pii+1
(cf. Step 5). It follows that pii+1 contains all x-nodes of Ti+1.
Now let η ∈ pi ∈ Πi be an x-node of Ti+1. When building Ti+1, new z-nodes (for some
z ∈ X ) are only created below—or at—the nodes of pii+1. Assume that η is not an x-node
of Ti. Since η 6∈ pii+1 this would mean that η is a descendant of an element η′ of pii+1.
This is impossible, by Lemma A2. We have seen that η is an x-node of Ti. By induction
hypothesis, pi contains all x-nodes of Ti. Since, as we saw, no new x-nodes are created
when building Ti+1 it follows that pi contains all x-nodes of Ti+1. 2
We may now give the proof of Lemma 7.11:
Lemma A4. The procedure Transl3 terminates.
Proof. We consider the measure µ on T0, T1, . . . that is given by the lexicographic order
with the following components:
(1) the number of individual variables x ∈ X0 such that ∆i has an x-node,
(2) the number of top side nodes η of ∆i where T
η
i is not first order,
(3) the total number of top side nodes in ∆i.
Clearly this measure is well-founded. We show that each call to Case III, where we move
from Ti to Ti+1, reduces the measure.
Case 1. If pii+1 contains an x-node for some x ∈ X0, then, by Lemma A3, pii+1 contains
all x-nodes of Ti+1. Hence, by Lemma A3, the first component of µ decreases.
Case 2. If pii+1 does not contain any x-node of Ti for x ∈ X0 we apply the failure
condition of Step 2. The condition shows that in this case the superposition TS0 does
not have any branching bases.
First consider the subcase where for some ηj ∈ pii+1 the subproblem T ηji is not first
order. Consider any new top side node η ∈ tsn(Ti+1) \ tsn(Ti). Clearly η is a descendant
of a node η′ ∈ pii+1 and there exists a context base cb with |Fieldi+1(cb) ∩ T η
′
i+1| ≥ 2
such that η is in the side area of cb. But now the Failure Condition implies that the
subproblem T ηi+1 is first order. Hence we decreased the second component of µ while
leaving the first component unchanged.
Now assume that all the subproblems T ηji for ηj ∈ pii+1 are first order. Obviously the
superposition TS does not have any top side node in this case. Hence the total number of
top side nodes in ∆i decreases and the first two components of µ are left unchanged. 2
Definition A5. Let T be a transparent generalized context problem and let X be a
context variable where T has a base of type X. The set of context bases of suffix type X
of T is recursively defined as follows:
(1) each context base of type X is of suffix type X,
(2) if cb1 and cb2 are context bases of T of the same type, if the context base cb3 of
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T has suffix type X and if Field(cb2) is a suffix of Field(cb3), then cb1 has suffix
type X.
Obviously, if (t, S) is a solution of T and cb has suffix type X, then Sˆ(cb) is a suffix of
Sˆ(X).
The following property characterizes the context bases that are generated in Transl3,
as we shall see below.
Definition A6. Let X and Y be two context variables. T is called X-Y -binary iff every
context base cb of T is a (proper or improper) subbase of a context base of suffix type
X or Y .
Lemma A7. Each of the problems Ti generated by Transl3 and each output problem T ′
is X-Y -binary.
Proof. Obviously T0 is X-Y -binary. As an induction hypothesis, assume that Ti is
X-Y -binary. Let cb be a context base of Ti+1. It may be:
(1) a base of Ti,
(2) a copy of a base of Ti (cf. Step 5 of Case III),
(3) a placeholder base of Ti (construction of T
ηj
i ),
(4) a copy of a placeholder base of Ti (cf. Step 5 of Case III),
(5) a subbase Z(h) of a base of type 1–4 (cf. Steps 4, 5 of Case III),
1. If cb has type (1), then by induction hypothesis cb is a subbase of a base of suffix type
X or Y of Ti. Clearly the same property holds in Ti+1 as well.





denote the variants of TS that contain these bases. By 1, cbk is a subbase of a base of




i+1 are isomorphic the same holds for cbj
as well.
3. If cb has type (3), assume that cb represent the suffix of the base cb′ of Ti. By 1, cb′
is a subbase of a base of suffix type X or Y of Ti+1. Since cb is in Ti+1 a subbase of cb′
also cb is a subbase of a base of suffix type X or Y of Ti+1.





i+1 denote the variants of T
S that contain these bases. By 3, cbk is a subbase




i+1 are isomorphic the same
holds for cbj as well.
5. If cb has type (5), then it is a subbase of a base of Ti+1 of one of the types (1)–(4).
It follows from the previous cases that cb is a subbase of a base of suffix type X or Y of
Ti+1.
We have seen that each of the problems Ti generated by Transl3 is X-Y -binary. Obvi-
ously this implies that each output problem T ′ is X-Y -binary. 2
Definition A8. Let T be an X-Y -binary transparent generalized context problem. A
set ∆ of top side nodes of T is called X-Y -stable iff for each η ∈ ∆ and each context
base cb of T such that |Field(cb) ∩ T η| ≥ 2 either
(1) Field(cb) ⊆ T η and cb has type X or Y , or
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(2) Field(cb) 6⊆ T η and cb has suffix type X or Y , or
(3) cb is a subbase of a context base of type (1) or (2).
Lemma A9. For each of the problems Ti generated by Transl3 the set ∆i is X-Y -stable.
Proof. Obviously ∆0 is X-Y -stable. As an induction hypothesis, assume that ∆i is
X-Y -stable w.r.t. Ti. Let η ∈ ∆i+1 and let cb be a context base of Ti+1 such that
|Fieldi+1(cb) ∩ T ηi+1| ≥ 2.
First we assume that η is not a descendant of any node in pii+1. Lemma A2 implies that
η does not have a descendant in pii+1. Both properties together imply that cb is a base
of Ti with Fieldi(cb) = Fieldi+1(cb). In addition it follows that η ∈ ∆i. By induction
hypothesis, either
(1) Fieldi(cb) ⊆ T ηi and cb has type X or Y in Ti, or
(2) Fieldi(cb) 6⊆ T ηi and cb has suffix type X or Y in Ti, or
(3) cb is a subbase of a context base of type (1) or (2) of Ti.
It follows that cb has in Ti+1 the corresponding property as well.
Now let η be a descendant of ηj ∈ pii+1 in T ηji+1. As in the previous proof we distinguish
the cases where cb is
(1) a base of Ti,
(2) a copy of a base of Ti,
(3) a placeholder base of Ti,
(4) a copy of a placeholder base of Ti,
(5) a subbase Z(h) of a base of type 1–4.
1. If cb has type (1), then |Fieldi(cb)∩T ηji | ≥ 2. Since ηj ∈ ∆i, by induction hypothesis,
either
(1) Fieldi(cb) ⊆ T ηji and cb has type X or Y in Ti, or
(2) Fieldi(cb) 6⊆ T ηji and cb has suffix type X or Y in Ti, or
(3) cb is a subbase of a context base of type (1) or (2) of Ti.
But then, since η is a descendant of ηj in Ti+1 it is easy to see that either
(1’) Fieldi+1(cb) ⊆ T ηi+1 and cb has type X or Y in Ti+1, or
(2’) Fieldi+1(cb) 6⊆ T ηi+1 and cb has suffix type X or Y in Ti+1,
(3’) or cb is a subbase of a context base of type (1) or (2) of Ti+1.
2. If cb = cbj has type (2) and is the copy of the base cb′ of type (1), let T
ηk
i+1 denote the
variant of TS that contains cb′, and let η′ denote the node of T ηki+1 that corresponds to
η. Since T ηki+1 and T
ηj
i+1 are isomorphic we know that |Fieldi+1(cb′)∩T η
′
i+1| ≥ 2. It follows
from the previous case that either
(1’) Fieldi+1(cb′) ⊆ T η
′
i+1 and cb
′ has type X or Y in Ti+1, or
(2’) Fieldi+1(cb′) 6⊆ T η
′
i+1 and cb
′ has suffix type X or Y in Ti+1,
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(3’) or cb′ is a subbase of a context base of type (1) or (2) of Ti+1.
Because of the strict isomorphism between T ηki+1 and T
ηj
i+1 the same holds for cb and η as
well.
3. If cb has type (3) and represents the suffix of the context base cb′, then cb′ has type (1).
It follows from Case 1 that cb′ has one of the possible types in Ti+1. Hence the suffix cb,
which starts at the predecessor ηj of η, has one of the possible types, too.
4. If cb = cbj has type (4) and is the copy of the placeholder base cb′ of type (3),
let T ηki+1 denote the variant of T
S that contains cb′, and let η′ denote the node of T ηki+1
that corresponds to η. Since T ηki+1 and T
ηj
i+1 are isomorphic we know that |Fieldi+1(cb′)∩
T η
′
i+1| ≥ 2. It follows from the previous case that either
(1’) Fieldi+1(cb′) ⊆ T η
′
i+1 and cb
′ has type X or Y in Ti+1, or
(2’) Fieldi+1(cb′) 6⊆ T η
′
i+1 and cb
′ has suffix type X or Y in Ti+1,
(3’) or cb′ is a subbase of a context base of type (1) or (2) of Ti+1.
Because of the strict isomorphism between T ηki+1 and T
ηj
i+1 the same holds for cb and η as
well.
5. If cb has type (5), then it is a subbase of a base cb′ of the form treated in the previous
cases. We have seen that cb′ has one of the three possible types. It follows that its subbase
cb has one of the three possible types. 2
The following lemmas are needed for justifying the use of Condition 2 (failure con-
dition) in Case III of Transl3. First, some criteria for the unsolvability of a generalized
context problem are given that generalize the occur-check in first-order syntactic unifi-
cation.





2 be occurrences of s1 and s2 respectively, in the ground term t. If s
(1)
1 is completely
contained in the side area of s(2)2 , then s1 is a proper suffix of s2.
Proof. Otherwise s2 would be a suffix of s1. This would mean that the suffix s
(2)
2 of s1
properly contains an occurrence s(1)1 of s1, which is impossible. 2





2 be occurrences of s1 and s2 respectively, in the ground term t. Then the main paths
of s(1)1 and s
(2)
2 cannot represent branching fields.
Proof. Assume that the main paths of s(1)1 and s
(2)
2 are branching at point η. Let r
(1)
1









suffixes of r(1)1 and r
(2)
2 that start at the two children of η on the main paths of these




2 is a proper suffix




2 , a contradiction. 2
Definition A12. Let T be a transparent generalized context problem. Let (t, S) be a
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solution of T . With “≡S” we denote the equivalence relation on ld(T ) defined by L ≡S L′
iff Sˆ(L) = Sˆ(L). With [L]S we denote the equivalence class of L ∈ ld(T ) with respect to
“≡S”. For η, η′ ∈ tsn(T ) we define η ∼1S η′ iff there exist letter descriptions L ≡S L′ and
an index i such that η (resp. η′) represents the ith top side node of L (resp. L′). The
equivalence relation “∼S” generated by “∼1S” is called the equivalence relation on tsn(T )
induced by S. With [η]S we denote the equivalence class of η ∈ tsn(T ) with respect to
“∼S”.
Remark A13. In the situation of the previous definition we have η ∼S η′ iff there exists
a sequence of pairs (L1, η1), . . . , (Ln, ηn) of letter descriptions Lj and top side nodes ηj of
Lj in T , with η = η1 and η′ = ηn, such that for all consecutive pairs (Lj , ηj), (Lj+1, ηj+1)
(1 ≤ j ≤ n− 1) either
(a) Lj ≡S Lj+1 and ηj and ηj+1 are corresponding top side nodes of Lj and Lj+1, or
(b) ηj = ηj+1 and Lj 6= Lj+1 belong to branching context bases where ηj is a child of
the branching point.
Definition A14. Let T be an X-Y -binary transparent generalized context problem. A
context base cb of T is X-Y -normal for the top side node η of T iff |Field(cb)∩ T η| ≥ 2
and if either
(1) Field(cb) ⊆ T η and cb has type X or Y , or
(2) Field(cb) 6⊆ T η and cb has suffix type X or Y .
Lemma A15. Let T be an X-Y -binary generalized context problem with solution (t, S).
Let η be a top side node of the letter description L for the base cb of suffix type X. If the
context base cb′ is X-Y -normal for η, then cb′ has suffix type Y .
Proof. Assume that cb′ has suffix type X. If Field(cb′) ⊆ T η, then cb′ has type X.
Then Lemma A10 yields a contradiction. In the other case, cb and cb′ are branching
bases and Corollary A11 yields a contradiction. 2
The following lemma is a reformulation of Observation 2 mentioned in the introduction
of Section 6. The actual formulation is more complicated since we have to cope with the
additional technical ballast that arises from the introduction of placeholder bases and
marker bases in Steps 1 and 4 of Case III of Transl3. These bases represent bases of new
type.
Lemma A16. Let T be an X-Y -binary generalized context problem with solution (t, S).
Let L1 ≡S L2 be two letter descriptions of T , let η1 and η2 be corresponding top side
nodes of L1 and L2. If the context bases cb1 and cb2 of T are X-Y -normal for η1 and η2
respectively, then either both cb1 and cb2 have suffix type X or both have suffix type Y .
Proof. Assume, to get a contradiction, that cb1 = Y
(u)
0 has suffix type Y and cb2 =
X
(v)
0 has type suffix X. Let L1 (resp. L2) be a letter description of the base cb3 (resp.
cb4). Since T is X-Y -binary we may assume that cb3 and cb4 have suffix type X or Y .

















Lemma A15 shows that cb3 has suffix type X and cb4 has suffix type Y . Let cb3 = X
(r)
1
and cb4 = Y
(s)
1 . We claim that the field of Y
(u)
0 cannot be completely contained in T
η1 .
Otherwise, since Y (u)0 is X-Y -normal for η1, Y
(u)
0 would have type Y and Sˆ(Y ) would be
a proper subcontext of Sˆ(L1) = Sˆ(L2) which is a subletter both of Sˆ(X) and Sˆ(Y ) and
we obtain a contradiction. Likewise, the field of X(v)0 cannot be completely contained in





1 , and the main node η
′





consider the following suffixes of the given bases:
(1) the suffix X2 of X
(r)
1 starting at η
′
1,
(2) the suffix Y2 of Y
(u)
0 starting at η
′
1,
(3) the suffix X3 of X
(v)
0 starting at η
′
2,
(4) the suffix Y3 of Y
(s)
1 starting at η
′
2,
(5) the suffix X ′2 of X2 starting at the respective child of η
′
1,
(6) the suffix Y ′3 of Y3 starting at the respective child of η
′
2.
We have the following situation.
• •
















Obviously Sˆ(X2) and Sˆ(X3) are distinct. Hence either Sˆ(X2) is a proper suffix of Sˆ(X3)
or vice versa. Since Sˆ(L1) = Sˆ(L2) Lemma A10 shows that Sˆ(X3) is a proper suffix of
Sˆ(X2) and, since η′1 is labeled, a suffix of Sˆ(X
′
2). Symmetrically it follows that Sˆ(Y2) is a
suffix of Sˆ(Y ′3). The observations show that we now have the following chain, where the
symbol “⊂” (resp. “⊆”) denote proper (non-strict) subcontext relationship:
Sˆ(Y ′3) ⊂ Sˆ(X3) ⊆ Sˆ(X ′2) ⊂ Sˆ(Y2) ⊆ Sˆ(Y ′3).
This yields a contradiction. 2
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Lemma A17. Let T be an X-Y -binary generalized context problem with solution (t, S).
Let η1 ∼S η2 be two top side nodes of T . If the context bases cb1 and cb2 of T are X-
Y -normal for η1 and η2 respectively, then either both cb1 and cb2 have suffix type X or
both have suffix type Y .
Proof. If there exist two letter descriptions L1 ≡S L2 such that η1 and η2 are corre-
sponding top side nodes of L1 and L2, then we are in the situation of Lemma A16 and
we are done. We shall now show that the other situation does not occur, which proves
the lemma.
Assume that we are in the remaining case. For i = 1, 2, let η1 be a top side node of the
letter description Li. Since η1 ∼S η2, but L1 6≡S L2, Remark A13 shows that there exist
two distinct letter descriptions L′1 and L3 with L1 ≡S L′1 such that the top side node
η′1 of L
′
1 that corresponds to η1 is also a top side node of L3. L
′
1 and L3 have different
direction and L1 6≡S L3.
Since T is X-Y -binary we may assume that L1 is a letter description of a base X
(u)
0 of
suffix type X. By Lemma A15, cb1 = Y
(v)
0 has suffix type Y . We distinguish two cases:
Case 1: L′1 is a letter description of a base X
(w)
1 of suffix type X. In this case, L3 is a
letter description of a base Y (r)1 of suffix type Y , by Corollary A11. If Field(cb1) ⊆ T η1 ,
then cb1, which is X-Y -normal for η1, has type Y and because of L1 ≡S L′1 Lemma A10
yields a contradiction. It follows that the main node of L1 is in Field(cb1).
Let Y2 denote the suffix of Y
(v)
0 starting at the main node of L1, and let Y3 denote the
suffix of Y (r)1 starting at the main node of L
′
















Obviously Sˆ(Y2) 6= Sˆ(Y3). If Sˆ(Y2) is a proper suffix of Sˆ(Y3), then L1 ≡S L′1 shows
that Sˆ(Y2) has a subcontext of the form Sˆ(Y2) in its own side area, which yields a
contradiction. Conversely, if Sˆ(Y3) is a proper suffix of Sˆ(Y2), then L1 ≡S L′1 shows
that Sˆ(Y3) has a subcontext of the form Sˆ(Y3) in its own side area, which yields a
contradiction. Hence this case cannot occur.
Case 2: L′1 is a letter description of a base Y
(w)
1 of suffix type Y . If Field(cb1) ⊆ T η1 ,
then cb1, which is X-Y -normal for η1, has type Y and because of L1 ≡S L′1 Lemma A10
yields a contradiction. It follows that the main node of L1 is in Field(cb1). Let Y2 denote
the suffix of Y (v)0 starting at the main node of L1, and let Y3 denote the suffix of Y
(w)
1
starting at the main node of L′1. Because of L1 ≡S L′1 Lemma A10 shows that Sˆ(Y2) is
a proper suffix of Sˆ(Y3).
In addition we know in the present situation that L3 is a letter description of a base
X
(r)
1 of suffix type X. Let X2 denote the suffix of X
(u)
0 starting at the main node of L1,
and let X3 denote the suffix of X
(r)
1 starting at the main node of L
′
1. Lemma A10 shows
that Sˆ(X3) is a proper suffix of Sˆ(X2). With X ′2 (resp. Y
′
3) we denote the suffixes of X2
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is a proper subcontext of Sˆ(X3) which is a suffix of Sˆ(X ′2). Hence Sˆ(X
′
2) has a proper
subcontext of the form Sˆ(X ′2) which yields a contradiction. Hence this case can also not
occur. 2
We now prove Theorem 7.12:
Theorem A18. Let T denote the output set of Transl3, where we use the transparent
generalized context problem T with bases of type X or Y as input.
(1) T is finite,
(2) Each T ′ ∈ T is a marked generalized context problem.
(3) If T has a solution, then there exists a problem T ′ ∈ T such that T ′ has a rigid
solution.
(4) If in T ′ two individual bases ib1 and ib2, with nodes η1 and η2, say, have the same
type, then the subproblems T ′η1 and T ′η2 are isomorphic.
(5) If some T ′ ∈ T has a solution, then T is solvable.
Proof. 1. Since, by Lemma A4, there are only a finite number of iterations of the
procedure described in Case III of Transl3, it follows easily from Part 1 of Lemma 4.4
that T is finite.
2. Clearly each output problem is a generalized context problem. By assumption, the
input problem T0 is transparent. A simple induction shows that each problem Ti reached
by iterations of the procedure of Case III is transparent (cf. Step 3 of Transl3). The
procedure of Case II cannot introduce branching points. Hence each output problem T ′
is transparent. But then, obviously the procedure that is applied in Case II of Transl3
implies that T ′ is marked.
3. Let (t, S) be a solution of T . We have to describe possible choices in the non-
deterministic steps that lead to a generalized context problem that has a rigid solution.
Let us introduce the following definition: let (t, Si) be a solution of Ti. A subset pi of
rel(Ti) is called ∼Si-closed if it satisfies that following condition: if pi contains the top
side node η1, and if η1 ∼Si η2, then pi contains η2,
As an induction hypothesis, assume that for some i ≥ 0 we have found a problem
Ti = 〈Ni,Labi,CBi,Fieldi, IBi,Nodei,Πi,∆i〉 such that
(0) there exists an embedding of T0 in Ti,
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(1) Πi = {pi1, . . . , pii} is a partition of a subset of rel(Ti). If η1 and η2 belong to the





(2) If η and η′ are distinct y-nodes of Ti for some y 6∈ X0, then Πi contains a set pi with
nodes η1 and η′1 and isomorphic letter descriptions L and L
′ with corresponding
positions in T η1i and T
η′1
i such that η and η
′ are corresponding top side nodes of L
and L′.
(3) For each η ∈ ⋃Πi and for each atomic subfield ϕ in T ηi : if ϕ is a subfield of a
context base, then there exists an atomic base cb with field ϕ in Ti.
We also assume that there exists a solution (t, Si) of Ti such that
(4) each element pi of Πi is ∼Si-closed and X -closed.
(5) For η ∈ ⋃Πi and η′ ∈ ∆i the ground term Sˆi(η) is not a proper subterm of Sˆi(η′).
Note that T0 vacuously satisfies these conditions since Π0 is empty and T0 does not
contain any y-node for y 6∈ X0.
We first consider the situation where
⋃
Πi = rel(Ti), i.e. Case II of Transl3. We want
to show that (t, Si) is a rigid solution of Ti. Let L1 and L2 be letter descriptions of Ti and
assume that Sˆi(L1) = Sˆi(L2). Let η1 (resp. η2) be the jth top side node of L1 (resp. L2).
Since L1 ≡Si L2 we have η1 ∼Si η2. Condition (4) shows that η1 and η2 belong to the




i are isomorphic. It follows that
L1 and L2 are isomorphic. We have seen that (t, Si) is a rigid solution of Ti. Condition
(3) ensures that the letter descriptions of Ti are not affected by the final marking (cf.
Case II). Hence (t, Si) is also a rigid solution of the output problem.
We now treat the situation where
⋃
Πi 6= rel(Ti), i.e. Case III of Transl3.
Selection of pii+1. Consider a minimal ∼Si-closed and X0-closed set pi ⊆ rel(Ti). By (4),
either pi ⊆ ∆i or pi is a subset of an element of Πi. Note also that the nodes of a minimal
∼Si-closed and X0-closed set pi are mapped to identical ground terms under Si. Let us
denote this ground term in the form Sˆi(pi). Among all minimal ∼Si-closed and X0-closed
subsets of rel(Ti) that are subsets of ∆i we choose as pii+1 one set where Sˆi(pii+1) is a
maximal† ground term. Given this choice of pii+1 it is obvious that conditions (a) and
(b) are satisfied. By choice, pii+1 is X0-closed. Let η and η′ be two y-nodes of Ti for y 6∈ X0.
By (1), η and η′ are corresponding top side nodes of isomorphic letter descriptions L and
L′ of Ti. It follows that η ∼Si η′. This shows that pii+1 is X -closed. Clearly, since Ti is
solvable, the selection of pi cannot lead to failure before Step 1. By (5) and choice of pii+1
we have
(6) ∀η ∈ pii+1, T ηi does not contain a node in
⋃
Πi, and
Step 1, superposition. Let pii+1 =: {η1, . . . , ηm}. As TS we choose the superposition
which is given by the joint embedding (cf. Definition 4.5) of the problems T η1i , . . . , T
ηm
i
in Sˆi(η1) under the restrictions of Si to T
η1
i , . . . , T
ηm
i respectively. We have to show that
the failure condition (Step 2 of Case III) does not apply.
Assume that pii+1 does not have any x-node for x ∈ X0. Let ηj , ηk ∈ pii+1. Let cbj and
cbk be two bases of Ti such that |T ηji ∩ Fieldi(cbj)| ≥ 2 and |T ηki ∩ Fieldi(cbk)| ≥ 2. By
Lemma A7, pii+1 ⊆ ∆i is X-Y -stable. Hence cbj and cbk are subbases of (not necessarily
†Maximal w.r.t other ground terms of the form Sˆi(pi) for minimal ∼Si -closed and X0-closed pi ⊆ ∆i.
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distinct) context bases cb′j and cb
′
k such that cb
′
j is X-Y -normal for ηj and cb
′
k is X-
Y -normal for ηk. In addition we know that ηj ∼Si ηk by (2) and choice of pii+1. By




Assume, to get a contradiction, that in the superposition TS0 the context base cb′j
(or its placeholder base) has a node in the side area of cb′k (or its placeholder base) or
vice versa. Then either cb′j and cb
′
k (or their placeholder bases) are branching in T
S0 , in
which case Corollary A11 yields a contradiction, or cb′j , which is normal for ηj , has type
X, in which case Lemma A10 yields a contradiction.
We have seen that in TS0 neither cb′j (or its placeholder base) has a node in the side
area of cb′k (or its placeholder base) nor vice versa. It follows that in T
S0 neither cbj (or
its placeholder base) has a node in the side area of cbk (or its placeholder base) nor vice
versa. This shows that failure condition 2 of Case III does not apply. Let
Ti+1 = 〈Ni+1,Labi+1,CBi+1,Fieldi+1, IBi+1,Nodei+1,Πi+1,∆i+1〉
be defined as described in Case III. We have to show that the above Conditions (0)–(5)
hold for Ti+1.
(0’) Obviously there exists a canonical embedding of Ti in Ti+1. By (0) there exists an
embedding of T0 in Ti+1.
In the following, we do not distinguish between nodes of Ti and their images under the
canonical embedding in Ti+1.
(1’) Obviously Πi+1 = {pi1, . . . , pii, pii+1} is a partition of a subset of rel(Ti+1). Let η and
η′ belong to the same class of Πi+1. If η, η′ ∈ pii+1, then by construction (cf. Steps 3
and 4 in Case III) T ηi+1 and T
η′
i+1 are isomorphic. If η, η
′ belong to the same class of




i are isomorphic. Both η and η
′ do not belong





i are only modified if some descendant of η or of η
′ is in pii+1. If ηj ∈ pii+1
falls in T ηi , say, and if η
′
j is the corresponding node of T
η′
i , then it follows from the
strict isomorphism (see (1)) between T ηi and T
η′
i and from ηj ∈ pii+1 that either
both ηj and η′j are top side nodes where ηj ∼Si η′j , or both are x-nodes for some
x ∈ X0. Hence by choice of pii+1 we have η′j ∈ pii+1. This observation shows that






i are replaced by the steps of Case III
by isomorphic subproblems. It follows that T ηi+1 and T
η′
i+1 are isomorphic.
(2’) Let η and η′ be distinct y-nodes of Ti+1 for some y 6∈ X0. If η and η′ are y-nodes
of Ti, then by assumption (2) there exists pi ∈ Πi with nodes η1 and η′1 in pi and
isomorphic letter descriptions L and L′ with corresponding positions in T η1i and T
η′1
i
such that η and η′ are corresponding top side nodes of L and L′. By (1), T η1i and
T
η′1




i+1 are again isomorphic.
Hence the images of L and L′ in Ti+1 are isomorphic and we are done.
In the other case Ti does not have a y-node. In this case the statement (2’) follows
from Lemma A1.
(3’) Let η ∈ ⋃Πi+1 and let ϕ be an atomic subfield of T ηi+1 that is a subfield of a context
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base. If η ∈ pii+1 then it follows from Steps 3 and 4 in Case III that there exists an
atomic base cb with field ϕ in Ti+1. If η ∈
⋃
Πi and if ϕ is a field of a subproblem
T
ηj
i for some ηj ∈ pii+1 then it follows again from Steps 3 and 4 in Case III that
there exists an atomic base cb with field ϕ in Ti+1. In the remaining case it follows
from the induction hypothesis that there exists an atomic base cb with field ϕ in
Ti+1.
Let Si+1 denote the canonical extension of Si which is given by the joint embedding of the
problems T η1i , . . . , T
ηm
i in Sˆi(η1) (cf. Definition 4.5). This means that (∗) for L ∈ ld(Ti)
(resp. η ∈ tsn(Ti)) we have Sˆi(L) = Sˆi+1(L) (resp. Sˆi(η) = Sˆi+1(η))).
(4’) We first show that the sets in Πi+1 are X -closed. Let pi ∈ Πi. Since by assumption
(4) pi is X -closed in Ti it follows from (6) that pi is X -closed in Ti+1. The set pii+1
is X -closed by restriction (c) (cf. Case III of Transl3). If pii+1 contains an x-node,
then all x-nodes of Ti+1 are in pii+1. It remains to show that the sets in Πi+1 are
∼Si+1-closed, i.e. with η ∈ pik ∈ {pi1, . . . , pii+1} and η ∼Si+1 η′ we have η′ ∈ pik, for
all η′ ∈ tsn(Ti+1). By Remark A13, since η ∼Si+1 η′ there exists a sequence of pairs
(L1, η1), . . . , (Ln, ηn) of letter descriptions Lj and top side nodes ηj of Lj in Ti+1,
with η = η1 and η′ = ηn, such that for all consecutive pairs (Lj , ηj), (Lj+1, ηj+1)
(1 ≤ j ≤ n− 1) either
(a) Lj ≡Si+1 Lj+1 and ηj and ηj+1 are corresponding top side nodes of Lj and
Lj+1, or
(b) ηj = ηj+1 and Lj 6= Lj+1 belong to branching context bases.
We use a subinduction to show that for all 1 ≤ j ≤ n always Lj is a letter description
of Ti, ηj is a top side node of Ti and η1 ∼Si ηj . This shows that η ∼Si η′ and, by (4)
and choice of pii+1, that η′ ∈ pik.
For j = 1 we only have to show that L1 is in Ti. Otherwise there would be an
ancestor η0 of η that belongs to pii+1. By choice of pii+1 this would mean that η
is in pi1 ∪ · · · ∪ pii. But then, by (∗), Sˆi(η) is a proper subterm of Sˆi(η0), which
contradicts (5).
For the induction step, assume that Lj (ηj) is a letter description (top side node)
of Ti and η1 ∼Si ηj . First assume (a) that Lj ≡Si+1 Lj+1 and ηj and ηj+1 are
corresponding top side nodes of Lj and Lj+1. If Lj+1 is not a letter description
of Ti, or if ηj+1 is not a top side node of Ti, then there exists an ancestor η0 of
ηj+1 that belongs to pii+1. Then, by induction hypothesis, Sˆi+1(η1) = Sˆi+1(ηj+1)
would be a proper subterm of Sˆi+1(η0). By (∗), Sˆi(η1) would be a proper subterm
of Sˆi(η0), which contradicts (5). In the second case (b) ηj = ηj+1 and Lj 6= Lj+1
belong to branching context bases. As above the assumption that Lj+1 does not
belong to Ti leads to a contradiction.
(5’) Let η ∈ ⋃Πi+1 and η′ ∈ ∆i+1. First assume that η′ ∈ tsn(Ti). In particular
η′ ∈ ∆i. If η ∈
⋃
Πi, then by (5), Sˆi(η) = Sˆi+1(η) is not a proper subterm of
Sˆi(η′) = Sˆi+1(η′). If η ∈ pii+1 the choice of pii+1 guarantees that Sˆi(η) = Sˆi+1(η)
is not a proper subterm of Sˆi(η′) = Sˆi+1(η′). Now assume that η′ 6∈ tsn(Ti), which
means that η′ is a new top side node of Ti+1. Then η′ is a descendant of a node ηj ∈
pii+1. Since, by (5), Sˆi(η) = Sˆi+1(η) is not a proper subterm of Sˆi(ηj) = Sˆi+1(ηj)
it follows that Sˆi+1(η) is not a proper subterm of Sˆi+1(η′).
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4. Let Ti be the last problem that is reached before we come to Case II. Let η and η′ be
two x-nodes of Ti, for some x ∈ X . Both are in rel(Ti), hence in
⋃
Πi. It follows from (4)
of the previous step that η and η′ belong to the same class of Πi. By (1), the problems
T ηi and T
η′





i . Hence the subproblems of the output T
′ given by the nodes η and η′ are isomorphic
as well.
5. Let T ′ ∈ T be solvable. In Part 3 above we have seen there exists an embedding of
T in T ′. By Lemma 4.2, T is solvable. 2
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