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Nematic order in the iron-based superconductors is closely tied to a lattice distortion and a struc-
tural transition from tetragonal to orthorhombic symmetry. External stress of the appropriate sym-
metry acts as a conjugate field of the nematic order parameter and can be utilized to detwin nematic
domains but also smears an otherwise sharp nematic transition. On the other hand, applying stress
in proper symmetry channels allows one to tune the nematic phase transition. Recent experiments
analyzed the stress-induced changes of the nematic and magnetic phase transition temperature.
Here we show that the observed trends can be understood in terms of spin-induced nematicity. The
strain sensitivity is shown to be a fluctuation effect. The strong sensitivity to antisymmetric strain
is a consequence of the anisotropic nature of the magnetic excitation spectrum. The formalism
presented here can be naturally generalized to determine the strain-sensitivity of vestigial phases
related to other magnetic states that have been observed in the iron-based systems, such as e.g. the
spin-charge density wave and the spin-vortex crystals.
I. INTRODUCTION
Nematicity is a well-established state of electronic
order in Fe-based superconductors [1–15]. Nematic
fluctuations were identified [4] via a significant soften-
ing of the elastic shear modulus C66, a behavior that
was interpreted in terms of spin-induced nematicity [1–
4, 9, 10, and 14]. The latter can be understood as par-
tially melted striped spin density-waves that break rota-
tional order, without breaking time-reversal symmetry.
Thus, within the spin-induced scenario, nematic order is
caused by fluctuations of C2-symmetric single-Q spin or-
der. The strong coupling between elastic and nematic
degrees of freedom has been exploited in elastoresistiv-
ity measurements [11] and three-point bending measure-
ments [15]. It is rooted in the fact that the Ising-nematic
order parameter φ couples bi-linearly to the correspond-
ing strain εB1g . Notice, by ’Ising’-order we mean a single-
component scalar order-parameter that falls into the uni-
versality class of Ising systems.
εA1g=
1
2(εxx+εyy) εB2g=
1
2(εxy+εyx)εB1g=
1
2(εxx−εyy)
crystallographic axes Symmetry sector
ex=(100), ey=(010) εA1g εB2g εB1g
ex=(110), ey=(-110) εA1g εB1g εB2g
FIG. 1. Schematic action of different strain types on a square
plaquette: Whereas the channels A1g and B2g preserve the
nematic axes (black), the B1g strain acts as a conjugate field,
lifting the nematic degeneracy. The nomenclature of the sym-
metry sectors for different basis vectors is clarified in the table.
εB2g
Tnem(εA1g)∝1+CA1gεA1g−DA1gε2A1g
T 0nem
Tnem(εB2g)∝1−DB2gε2B2g
εA1g
T
n
em
(ε
A
1
g
)
T
n
em
(ε
B
2
g
)
(strain),
FIG. 2. Evolution of the nematic transition temperature upon
applying strain in the A1g (solid, blue) and B2g (red) symme-
try channels. The quadratic dependence in A1g is highlighted
when omitting the linear contribution (dashed, blue) and em-
phasizes the generic observation that the quadratic correction
in the B2g sector is large, i.e. DB2g/DA1g  1.
Whereas this work shall focus on the nematicity asso-
ciated with fluctuations of a spin-density wave order, the
nematic order may also arise due to orbital or charge or-
der [16, 17]. One may further speculate that nematicity
is at work in the hidden order observed in iridates [18],
or even at the origin of the pseudogap phase [19–21]. A
transition of a parent disordered phase into a phase of
electronic or spin nematicity that breaks a crystal sym-
metry is associated with a softening of elastic moduli and
results in anisotropic transport responses. On the other
hand a standard phonon-driven structural transition has
almost identical anisotropic responses and may also facil-
itate the subsequent appearance of a magnetic or charge
order. Resolving the problem of which mechanism is driv-
ing the transition has conclusively been answered in the
pnictide materials, primarily thanks to elastoresistivity
measurements [7, 11].
Recently, Ikeda et al. [22] investigated the impact of
strain on the nematic and magnetic phase transitions of
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2Co-doped BaFe2As2 in different symmetry channels such
as1 B2g and A1g, see Fig. 1. In distinction to εB1g that
couples directly to φ, strain in other symmetry channels
will not wash out the nematic transition, but shift its
value. Thus, the nematic transition temperature Tnem
remains sharply-defined. Among the key observations of
Ref. [22] are a quadratic suppression of Tnem with anti-
symmetric strain, i.e.
Tnem = T
0
nem(1−DB2gε2B2g), (1)
with DB2g > 0, and a dominant linear variation for sym-
metric strain
Tnem = T
0
nem(1 + CA1gεA1g −DA1gε2A1g). (2)
With regards to the quadratic response of the type ∝ ε2
it was further found that DA1gDB2g , i.e. the change in
the nematic transition temperature due to antisymmetric
strain is stronger than due to symmetric strain.
In this paper we analyze the tuning of nematic order
through to critical symmetric and antisymmetric strain
within the theory of spin-driven nematicity. We demon-
strate that the effect of strain is a fluctuation effect, a
behavior that is caused by the frustrated nature of the
striped magnetic order. We then show that the behav-
ior observed in Ref. [22] follows naturally within the ap-
proach of spin-driven nematicity. The suppression of
Tnem by strain is shown to be a consequence of strong
classical magnetic fluctuations. As such, strain-enhanced
magnetic fluctuations provide a second route to suppress
Tnem, in addition to increasing quantum fluctuations, see
Ref. [23]. The finding that DA1g DB2g , see Fig. 2, is
shown to be a consequence of the anisotropic, i.e. quasi
two-dimensional nature of these fluctuations. The anal-
ysis is performed for a model of local spins and within
a long-wavelength model of collective magnetic fluctu-
ations with composite order. The results of both ap-
proaches are fully consistent with each other. The key
findings of our analysis of the strain dependence of the
nematic ordering temperature are summarized in Fig. 2.
Anticipating the similarity in the results for the localized-
spin and the long-wavelength approach, we note the gen-
erality of the result, i.e., applying equally to systems with
localized or itinerant magnetism.
II. STRAIN TUNING NEMATIC ORDER OF
LOCALIZED SPINS
We start our analysis with a lattice model of localized
spins on a two-dimensional J1-J2 Heisenberg model. This
model is a specific microscopic realization of the more
1 In this paper we use a unit cell with iron-iron bonds along the
coordinate axes. Thus, the irreducible representations B1g and
B2g are interchanged if compared to Ref. [22], see also Fig. 1.
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Ecl.+∆E(J−2 )
Ecl.
J1
εB2g (strain)
Ecl.+∆E
(J
+
2 )
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FIG. 3. Top: The effect of the symmetry-preserving B2g
strain can be studied in a J1-J
±
2 spin lattice model with asym-
metric next-nearest neighbor interactions J±2 = J2(1± εB2g ).
Bottom: The classical groundstate (black) is unaffected by
strain, while fluctuation effects lower the energy and favor the
development of a spin nematic order (green), see Eq. (18).
general field theory for anisotropic three-dimensional sys-
tems that we discuss in section III and offers a more
microscopic insight into the strain tuning of nematic or-
der. To be specific, we only consider the modification of
the nematic transition temperature due to εB2g -strain.
Without strain, the Hamiltonian is given as
H = J1
∑
〈ij〉
s(ri)·s(rj) + J2
∑
〈〈ij〉〉
s(ri)·s(rj). (3)
Here s(ri) denotes the spin at the lattice site ri, 〈ij〉
refers to a pair of nearest neighbor spins and 〈〈ij〉〉 to
next-nearest neighbor spins. The important regime for
us is where J2 dominates over J1. The J1-J2 Heisenberg
model was shown in Ref. [24] to exhibit Ising-nematic
order. We closely follow the analysis of Ref. [24], yet add
a external strain εB2g that does not couple to the Ising
nematic order parameter. Such strain will change the
next-nearest neighbor exchange interaction according to
J2 → J±2 ≡ J2(1± κεB2g), (4)
where the two signs refer to the two diagonal couplings of
a square lattice, that corresponds to the single-iron unit
cell description of the iron-based materials. The coupling
constant κ can be determined from a microscopic first-
principles calculation. As it always as a prefactor to εB2g ,
we drop κ in what follows. Fourier transformation of the
3Hamiltonian yields
H =
∑
k
J(k)sk ·s−k, (5)
with
J(k) = 2J1[cos(kx) + cos(ky)]
+ 2J+2 cos(kx + ky) + 2J
−
2 cos(kx − ky). (6)
The classical ground state energy per lattice site
Ecl. = −(J+2 + J−2 )s2 = −2J2s2. (7)
of this model is unchanged by strain. The energy gain
due to the enhancement of one diagonal coupling J+2 is
off-set by the loss in exchange coupling along the orthog-
onal diagonal J−2 , see Fig. 3. This reveals that for this
frustrated lattice, the effect of strain only arises due to
fluctuation effects.
In what follows we will evaluate how fluctuations affect
the correlation length ξ and lead to a the reduction ∆E of
the ground state’s energy density. This program will re-
quire a separate discussion of long-wavelength and short-
distance fluctuations. When combined, the energy scale
(∆E)ξ2 reveals the characteristic temperature where ne-
matic order appears.
A. Long-wave length fluctuations
The long-wavelength fluctuations are described by con-
sidering s(k) for k near Q2dx =(pi, 0) or Q
2d
y =(0, pi). The
associated real-space modulation then reads
s(r) ∝ n1(r)e
iQ2dx ·r+eiQ
2d
y ·r
2
+ n2(r)
eiQ
2d
x ·r−eiQ2dy ·r
2
, (8)
where na(r)
2 = 1 are unit vectors and the coordinate
r = (x, y) becomes a continuous variable. The two cou-
pled, interpenetrating Ne´el sub-lattices magnetizations
n1,2 can be modeled in a nonlinear sigma model [24],
S=
1
2g
∫
dr
{[∑
j=1,2
(∇na)2
]
+ 2α(∂xn1 ·∂xn2−∂yn1 ·∂yn2)
+ 2εB2g(∂xn1 ·∂yn1 + ∂xn2 ·∂yn2)
}
. (9)
Here g = T/2J2s
2 is the stiffness and α = J1/J2. One can
eliminate the strain term proportional to εB2g through
two successive coordinate transformations. First, we in-
troduce z∓ = (x ∓ y)/[2(1 ∓ εB2g)]1/2, i.e. a rotation by
pi/4 with a simultaneous stretching/compression along
the two directions. The second transformation (x˜, y˜) =
(z+ + z−, z+ − z−)/
√
2 rotates the coordinates back (by
−pi/4) (without compressing or stretching). The action
then takes the form
S=
1
2g˜
∫
dr˜
{[∑
j=1,2
(∇˜na)2
]
+ 2α˜(∂x˜n1 ·∂x˜n2−∂y˜n1 ·∂y˜n2),
(10)
with g˜ = g/(1− ε2B2g)1/2 and α˜ = α/(1− ε2B2g)1/2. This
is precisely the model without strain, yet with a reduced
(effective) next nearest neighbor interaction
J2 → J2(1− ε2B2g)1/2 < J2. (11)
It is important to note that fluctuations are affected by
strain while the classical ground-state energy is not. This
gives rise to a shortening of the magnetic correlation
length ξ. For the two-dimensional spin model follows
from the usual renormalization group procedure [24] that
ξ ∼ a0e2pi/z˜g˜ ≈ a0 exp
{2pi
zg
[1−(1 + α/4)ε2B2g/2)]
}
, (12)
with a0 of the order of the lattice constant, z˜ = z(α˜)
and z = z(α) ≡ 2α/(arcsin(α) + α√1− α). The strain-
induced reduction of the spin-wave stiffness is the is the
predominant effect of strain on long wavelength magnetic
fluctuations.
In performing the above coordinate transformations
one has to be careful as they may change the boundary
conditions and thus the symmetry of the system. This
turns out to be a problem if one considers εB1g strain
that couples to the Ising-nematic order parameter. For
εB2g discussed here this problem does not exist.
B. Short-distance fluctuations
Whereas B2g strain modifies the stiffness of long-wave
fluctuations, is will affect the system’s energy through
short distance fluctuations. This energy depends on the
angle θ ≡ arccos(n1 · n2) between the two sub-lattices,
see Fig. 3. To quantify the effect of strain we perform a
1/s spin-wave analysis of the Heisenberg model (similar
to Ref. [24]) with distinct strain-induced exchange inter-
actions along the two diagonals. The spin-wave spectrum
of this problems is given as
ω(k) = 4sJ2
√
A(k)2 −B(k)2, (13)
where
A(k) = 1 + α[cos2(θ) cos kx + sin
2(θ) cos ky], (14)
B(k) = b(k) + α[cos2(θ) cos ky + sin
2(θ) cos kx], (15)
and
b(k) =
α
2
∑
σ=±
(1 + σεB2g) cos(kx + σky). (16)
This allows us to analyze the free energy corrections
∆F = T
∑
k
ln
[
sinh
(ω(k)
2T
)]
, (17)
due to spin-wave excitations, which—in the limit T→0—
corresponds to the correction to the ground state energy
4∆E = ∆F (T = 0). Performing the momentum inte-
gration, we obtain the additional biquadratic exchange
energy
∆E = γQ
J2s
2
α2[1 + (n1 ·n2)2], (18)
where
γQ = γ
(0)
Q (1 + ζε
2
B1g). (19)
The coefficient γ
(0)
Q ≈ 0.26025 describes the situation
without strain and was already given in Ref. [24]. For
our considerations it is more important to determine the
change in the bi-quadratic interaction due to strain which
is characterized by the coefficient ζ ≈ 0.17273 > 0. Thus,
the biquadratic spin interaction increases due to strain.
C. The nematic transition temperature
Combining long and short wave-length excitations fi-
nally allows us to determine the nematic transition tem-
perature Tnem. The order parameter of the nematic state
is the Ising variable
φ = 〈n1 ·n2〉, (20)
which relates to the angle θ between the two sublattices
via cos(θ) = φ. To determine Tnem we consider the typ-
ical interaction energy of a region of size ξ2. If this en-
ergy is comparable to the temperature, one expects the
nematic phase transition to take place [24]. This gives
rise to the criterion[ξ(Tnem)
a0
]2
∆E = kBTnem (21)
We obtain two opposite trends due to external strain: On
the one hand, the correlation length gets smaller which
reduces the transition temperature. On the other hand,
∆E gets larger, which tends to enhance Tnem. For any
system that is near a second-order magnetic phase tran-
sition the correlation length is about to diverge. Even for
weak first-order transitions, the correlation length above
the magnetic ordering temperature is exponentially large,
see Eq. (12). As a result, the strain modification of the
correlation length is always the dominant one. Thus, we
find that within the spin-induced nematic theory, B2g
strain clearly decreases the nematic transition temper-
ature, in agreement with the experimental observation
[22]. This suppression of Tnem is quadratic in εB2g as
suggested by the expressions (12) and (19).
Since the analysis of this section was performed for a
two-dimensional system with exponentially growing mag-
netic correlation length, it is important to analyze the
role of three-dimensional, albeit anisotropic spin correla-
tions, relevant for many iron-based materials. This anal-
ysis will be performed in the next section.
III. STRAIN TUNING FOR SPIN-INDUCED
VESTIGIAL ORDER
In this section, we consider the long-wavelength the-
ory of collective magnetic degrees of freedom along the
lines of Ref. [9]. As mentioned above, this approach may
equally apply to the collective response of localized spins,
or to magnetism of itinerant moments. We consider a
generic spin configuration
s(R) = mx(R)e
iQx·R +my(R)eiQy·R, (22)
where the mx,y(R) vary smoothly in space. In distinc-
tion to Eq. (8) the fields ma are not unit vectors. As
we are analyzing anisotropic three-dimensional systems,
the ordering vectors are now given as Qx= (pi, 0, 0) and
Qy= (0, pi, 0). We perform a continuum’s description for
the coordinates within the planes, but keep the discrete
lattice structure for the third dimension, with layer in-
dex l. Thus, we express the three-dimensional coordi-
nates R = (r, laz) in terms of the two-dimensional vector
r = (x, y) and the discrete layer index l. Following Ref.
[25] we combine the two vectors into m = (mx,my). and
obtain the effective action of the problem
S =
∑
l
∫
drL(m, ∂βm) (23)
where the Lagrangian L=L‖ + L⊥ consists of an intra-
layer term
L‖ = r0
2
mlτ0ml +
u
4
(mlτ0ml)
2 (24)
− g
4
(mlτ3ml)
2 +
v
4
(mlτ1ml)
2 +
1
2
∂βmlτ0∂βml
+
α
2
(∂xmlτ3∂xml − ∂ymlτ3∂yml)
and a coupling between nearest neighboring layers
L⊥ = q20mlτ0ml+1. (25)
The Pauli matrices τα act in the space of two ordering
vectors, e.g. mτ3m=mx ·mx−my ·my. Depending on
the sign and the magnitude of the coupling constants u, g
and v, several magnetic phases and their associated vesti-
gial orders have been discussed [26]: These are the stripe
antiferromagnetic (mτ3m), the charge-spin density-wave
(mτ1m). A third nematic order∝m1×m2 (not consid-
ered here), associated with a spin-vortex crystal has been
identified. Microscopic expressions for the phenomeno-
logical parameters are given elsewhere, see Ref. [9]. Note
that our analysis assumes non-critical responses of these
phenomenological parameters to strain. More specifi-
cally their strain-dependence is neglected in the follow-
ing. Tuning of nematicity is then caused by the modifi-
cation of critical fluctuations at finite strain.
In the presence of strain εαβ the response of collective
spin modes is governed by a modified action
Sε = S −
∑
l
∫
dr
∑
αβ
εαβTαβ . (26)
5with the stress tensor
Tαβ =
∂L
∂(∂αm)
·∂βm− δαβL. (27)
In our subsequent analysis we will work at constant
strain. This is clearly adequate to describe measure-
ments such as the elasto-resistivity [11]. On the other
hand, experiments on unstrained samples should rather
be performed at fixed stress. For the description of Ising
nematic order this requires to include harmonic elastic
terms, characterized by bare elastic constants. As shown
in Ref. [4] this gives rise to an enhancement of the ne-
matic coupling constant, hence enhancing the nematic
transition temperature compared to the value of a purely
electronic system. For the experiments of Ref. [22] one
has to keep in mind that fixed strain εB2g 6= 0 still cor-
responds to fixed stress in the other symmetry channels.
Thus, the above renormalizations of the nematic cou-
pling due to fluctuations of εB1g should nevertheless be
included. We will expand on these issues below, when we
make contact to experiment.
In the following, we focus on in-plane strain; in partic-
ular we introduce the strain combinations
εA1g ≡ (εxx + εyy)/2, (28)
εB1g ≡ (εxx − εyy)/2, (29)
εB2g ≡ (εxy + εyx)/2, (30)
and similar for the stress tensor. In this notation the
strain-stress term in Eq. (26) takes the form
Sε−S = −2
∑
l
∫
dr(εA1gTA1g+εB1gTB1g+εB2gTB2g).
(31)
For the trivially transforming A1g combination follows
TA1g =
1
2
∂αmτ0∂αm+
α
2
(∂xmτ3∂xm
− ∂ymτ3∂ym)− L, (32)
while the stress associated to the two nontrivial irre-
ducible representations B1g and B2g read
TB1g = ∂xmτ0∂xm− ∂ymτ0∂ym (33)
+ α(∂xmτ3∂xm+ ∂ymτ3∂ym),
TB2g = ∂xmτ0∂ym. (34)
The combination (Txy−Tyx)/2 = α∂ymτ3∂xm describes
the response to a rotation about the z axis and will not
be discussed further.
In our treatment of anisotropic three-dimensional sys-
tems, the dispersion in the third direction is characterized
by the coupling between neighboring layers of Eq. (25).
To simplify our notation we use q2 = q2x + q
2
y + q
2
z where
q2z stands in fact for 2q
2
0 [1−cos(qz/q0)]. Here q0 is a mea-
sure of the in-plane versus out-of-plane anisotropy. The
2d case is obtained in the limit q0→0, while for q0→∞
the isotropic 3d case is recovered. By parametrizing the
in-plane momentum vector as (qx, qy) = q(cosϕ, sinϕ)]
(consequently q2 = q2 + q2z), and after introducing an
ulta-violett cut-off q < Λ, the momentum integral of a
function f(q) takes the form
∫
q
f(q) =
piq0∫
−piq0
dqz
2pi
Λ∫
0
dq q
2pi
2pi∫
0
dϕ
2pi
f(q). (35)
A. Analysis without strain
The subsequent analysis extends the approach used in
Ref. [9] to the case of finite strain. For completeness, we
briefly summarize the zero-strain case. After introducing
the Hubbard-Stratonovich fields η and φ that are conju-
gate to mτ0m and mτ3m respectively, we can integrate
out the quadratic action for the fields m and obtain an
effective action for the conjugate fields
S =
N
2
∑
l
∫
d2r
[3u
2
η2+
3g
2
φ2
]
−tr ln(G−11 )−tr ln(G−12 ).
(36)
where the Green’s functions associated with m1,2 read
G−11,2(r, l; r
′, l′) = δ(r−r′)δll′
[
r0 − i3uη ∓ 3gφ (37)
+∇2r′ ∓ α(∂2x′ − ∂2y′)
]
+ δ(r−r′)(δl,l′+1 + δl,l′−1)q20 .
In the large-N limit, the partition function may be eval-
uated at the saddle-point solution. Then
φ = 〈mτzm〉 = 〈m2x −m2y〉 (38)
emerges as the Ising nematic order parameter.
Expressing the saddle-point equations in Fourier space,
we assume here that η and φ are not coordinate-
dependent, we obtain the self-consistency equations
r = r0 + 6u
∫
q
r + q2
(r + q2)2 − [3gφ− α(q2x − q2y)]2
(39)
φ =
∫
q
6gφ− 2α(q2x − q2y)
(r + q2)2 − [3gφ− α(q2x − q2y)]2
, (40)
where we introduced r = r0− i3uη and used the conven-
tion of Eq. 35.
In order to highlight solution of this set of equations,
let us consider the case α = 0 first. The more general case
α 6= 0 will be treated below when we include finite strain.
The renormalization of r0→ r gives rise to a change in
the in-plane magnetic correlation length ξ, via
r − 3gφ = ξ−2 (41)
6In absence of nematic order φ = 0 we use r¯ ≡ r(φ = 0)
which obeys
r¯ = r0 + 6uI1(r¯). (42)
where I1(r¯) belongs to a series of reappearing integrals
In(r¯), for which we introduce a unified notation, see Ap-
pendix A. Treating the onset of nematicity perturbatively
we write r≈ r¯+dφ2 and find d=(3g)26uI3(r¯)/[1+6uI2(r¯)]
from Eq. (39). Similarly, Eq. (40) takes the form
0 = aφ+ bφ3 with
{
a = 1− 6gI2(r¯)
b = 6g[2dI3(r¯)− (3g)2I4(r¯)].
(43)
This is the equation of state for φ that can be interpreted
as being due to an effective φ4-theory,
Fnem =
a
2
φ2 +
b
4
φ4 (44)
for the nematic order parameter: At high temperature,
when the coefficient 1 − 6gI2(r¯) is positive, no nematic
order exists. A vanishing of this coefficient defines the ne-
matic transition temperature Tnem via the temperature
dependence of r¯. Substituting I2(r¯) by its expression
in an anisotropic 3d system, as derived in Appendix A,
the nematic phase sets in when
√
r¯(r¯ + 4q20) = 3gq0/2pi.
The sign of the square bracket in Eq. (43) at the on-
set of nematicity [proportional to 3g(u− 2g)− 16pi2q20 in
the anisotropic 3d system] discriminates between a first
(negative) and second order (positive) phase transition.
One readily sees that an isotropic three dimensional sys-
tem always undergoes a first order nematic transition,
while split second order transitions occur in sufficiently
anisotropic systems, see also Ref. [9].
B. Strain tuning Ising nematic order
1. A1g-strain
When applying an external strain in the A1g-channel,
εxx = εyy = εA1g the inverse Green’s functions (37) are
modified to
G−11,2(r, l; r
′, l′) = δ(r−r′)δll′
[
γr0−i3γuη ∓ 3γgφ− γ∇2r′
+ 2εA1g(∂
2
x′ + ∂
2
y′)∓ α(∂2x′ − ∂2y′)
]
+ δ(r−r′)(δl,l′+1 + δl,l′−1)q20 (45)
with γ = (1 + 2εA1g) renormalizing the bare parame-
ters r0, u, and g as well as the gradient term. From
this renormalization follows immediately, that εA1g af-
fects the transition temperatures to linear order. The
self-consistency equations for r and φ now read
r = r0 +
∫
q
6u[γ(r + q2)− 2εA1gq2]
DA1g(q, εA1g)
(46)
φ =
∫
q
6γgφ− 2α(q2x − q2y)]
DA1g(q, εA1g)
(47)
with the integrand’s denominator
DA1g(q, εA1g) = [γ(r + q2)− 2εA1gq2]2 (48)
− [3γgφ− α(q2x − q2y)]2.
Considering the effects of α and εA1g as perturbations to
the system, motivates the Ansatz
r ≈ r¯ + dφ2 + d′α2 + fA1gεA1g . (49)
Specifically, the above self-consistency equations respond
linearly to an external strain while the combination q2x−
q2y only allows for even powers in α. By expanding the
first equation and equating coefficients we find d as in
the case without strain as well as
d′ =
6uJ2,03 (r¯)
1 + 6uI2(r¯)
, fA1g =
12u[J0,12 (r¯)− I1(r¯)]
1 + 6uI2(r¯)
, (50)
with the functions J`,mn (r¯) defined in Appendix A. No-
tice, if the index n subscript exceeds the sum of the su-
perscripts `+m by more than 1, the integral is convergent
for the anisotropic 3d case. For n=`+m+1 the integral
is logarithmically divergent. Expanding the second self-
consistency-equation (47) in the small parameters ψ, α
and εA1g yields the equation of state 0=aA1g(εA1g)φ+bφ
3,
see Eq. (43), with the linear coefficient
aA1g(εA1g) = a+ 6gα
2[2d′I3(r¯)− 3J2,04 (r¯)] (51)
+ 12gεA1g [fA1gI3(r¯) + I2(r¯)− 2J0,13 (r¯)]
+ 6gε2A1g [3f
2
A1gI4(r¯) + 4fA1gI3(r¯) + 4I2(r¯)
− 12fA1gJ0,14 (r¯)− 16J0,13 (r¯) + 12J0,24 (r¯)].
The coefficient aA1g(εA1g) now determines the ground
state at finite strain and, in particular, the onset of the
nematic order. As anticipated the A1g-strain changes lin-
early the onset of nematic order, as featured by a term
∝εA1g in the linear coefficient a of the effective φ4 theory.
Anticipating a discussion with the results obtained in
other strain channels, the expansion in εA1g has been
carried to quadratic order. In this context it is impor-
tant to note that the coefficient fA1g and the square
bracket determining the quadratic correction ∝ ε2A1g re-
main bounded for strongly anisotropic systems. As we
shall see, this is in contrast to the quadratic terms
in the B1g and B2g channels where the coefficient ∝
ε2B2g logarithmically diverges upon approaching the two-
dimensional limit.
2. B1g-strain
Next, we consider an external strain with the com-
ponents εxx = −εyy = εB1g . Following the derivation
scheme discussed above, the layer-diagonal part of inverse
Green’s functions (37) will be augmented by additional
7terms while the inter-layer terms remain unchanged
G−11,2(r, l; r
′, l) = δ(r−r′)[r0 − i3uη ∓ 3gφ (52)
−∇2r′ ∓ α(∂2x′ − ∂2y′)
+ 2εB1g(∂
2
x′ − ∂2y′)± 2εB1gα(∂2x′ + ∂2y′)
]
The self-consistency equations for r and ψ now read
r = r0 +
∫
q
6u[r + q2 − 2εB1g(q2x − q2y)]
DB1g(q, εB1g)
, (53)
φ =
∫
q
6gφ− 2α(q2x − q2y) + 4αεB1gq2
DB1g(q, εB1g)
, (54)
with
DB1g(q, εB1g) = [r + q2 − 2εB1g(q2x − q2y)]2 (55)
− [3gφ− α(q2x − q2y) + 2αεB1gq2]2.
In the equation for φ, the term ∝αεB1g of the integrand’s
numerator implies that the nematic order exists at any
temperature. In fact, this term generically produces a
finite value for φ. As shall become clear below, the
symmetry-breaking term acts as an Ising field heff lift-
ing the phase transition. An expansion of Eq. (53) using
the Ansatz r ≈ r¯+dφ2+d′α2+fB1gε2B1g yields the known
values for d and d′ as well as fB1g = 4d
′. Expanding the
equation of state (54) for φ provides
heff = aφ+ bφ
3 (56)
with effective source field heff =4αεB1g [J
0,1
2 (r¯)−2J2,03 (r¯)]
induced by strain. Since φ and εB1g transform accord-
ing to the same irreducible representation, it is natural
to expect the nemato-elastic term λn.e.φεB1g in the free
energy expansion. Our analysis shows that the nemato-
elastic coupling constant is
λn.e. = 4α[J
0,1
2 (r¯)− 2J2,03 (r¯)], (57)
and simplifies to λn.e. = αq0/2pi in the 2d limit. Sub-
leading corrections in εB1g or α to the Landau parame-
ters a and b have been omitted here2. The parameters
α and εB1g now appear to linear order on the left-hand
side of the above equation and generically induce a finite
nematic order at any temperature. The nematic order is
φ ≈ λn.e.
a
εB1g = 4α
J0,12 (r¯)− 2J2,03 (r¯)
1− 6gI2(r¯) εB1g . (58)
2 Quadratic corrections in α and εB1g on the left-hand side of Eq.
(56) turn out to be identical to the corrections in Eq. (66). Only
in the accidental case where either εB1g or α identically vanishes,
the nematic transition survives and is merely shifted by a term
proportional to α2 or ε2B1g respectively.
The denominator indicates the softening of φ when ap-
proaching the underlying (for αεB1g= 0) nematic transi-
tion. This trend is also reflected in the susceptibility
χ˜nem =
∂φ
∂εB1g
∣∣∣∣
εB1g→0
= 4α
J0,12 (r¯)− 2J2,03 (r¯)
1− 6gI2(r¯) (59)
which diverges at the transition temperature.
Let us note here that our analysis is performed at fixed
strain. The nematic transition hence corresponds to that
observed in measurements of the elastoresistivity, with
resistivity anisotropy ∆ρ, as well as that obtained from
the Raman response RB1g(ω) in the B1g channel [27–29]
χ˜nem ∝ ∂∆ρ
∂εB1g
∣∣∣∣
εB1g→0
∝ 2
pi
∫ ∞
0
dω
Im[RB1g(ω)]
ω
. (60)
This susceptibility χ˜nem differs from the ’true’ thermo-
dynamic nematic quantity
χnem =
∂φ
∂hnem
∣∣∣∣
TB1g→0
=
6I2(r¯)
1− 6grenI2(r¯) , (61)
where hnem is a field conjugate to the nematic order pa-
rameter and gren= g+λn.e./C
(0)
66 is the nematic coupling
constant renormalized by the coupling to elastic degrees
of freedom [4]. Here C
(0)
66 is the bare (high-temperature)
value of the elastic constant. The renormalized elastic
constant is then C66 =C
(0)
66 /(1+λ
2
n.e.χnem). The true sus-
ceptibility χnem diverges at the nematic transition tem-
perature for constant stress. The fact that g<gren is the
reason why the elastoresistivity or χ˜nem obtained from
Raman measurements remain finite, and displays a tem-
perature dependence χ˜nem∝ (T −ΘC)−1 with the Curie
temperature ΘC below Tnem [28 and 29]. The crucial dis-
tinction between these two susceptibilities was exploited
in Ref. [11] to conclude that the origin of the nematic
transition in the iron-based systems is electronic.
3. B2g-strain
The nematic symmetry is preserved for strain with the
components εxy = εyx = εB2g . Here, the intra-plane in-
verse Green’s functions (37) are simply augmented by
the term 4εB2gδ(r−r′)∂x′∂y′ . Now the self-consistency
equations for r and ψ take the form
r = r0 +
∫
q
6u(r + q2 − 4εB2gqxqy)
DB2g(q, εB2g)
(62)
φ =
∫
q
6gφ− 2α(q2x − q2y)
DB2g(q, εB2g)
, (63)
where
DB2g(q, εB2g) = [r + q2 − 4εB2gqxqy]2 (64)
− [3gφ− α(q2x − q2y)]2
820
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FIG. 4. Main: The quadratic departure of the nematic transi-
tion temperature upon applying strain depends on the strain’s
symmetry channel, and on material parameters. The ratio
DB2g/DA1g—measuring the magnitude of this quadratic de-
parture, see Eqs. (1) and (2)—is shown as a function of the
phenomenological parameters u for different values of g; while
q0 = 1 and Λ = 10
3 remain fixed. Inset: Here the same quan-
tity is shown as a function of the anisotropy parameter q0, for
different valued of u; keeping g = 1 and Λ = 103 fixed. The
values of the green curve are chosen close to the trictitical
point found in the Co-doped BaFe2As2, see Ref. [9]
The systematic appearance of the strain εB2g in combi-
nation with the odd function qxqy in momentum space
implies that all corrections to the unstrained case are (at
least) quadratic in εB2g . An expansion similar to the
earlier ones, with r ≈ r¯+ dφ2 + d′α2 + fB2gε2B2g provides
fB2g = fB1g = 4d
′ =
24uJ2,03 (r¯)
1 + 6uI2(r¯)
, (65)
from Eq. (62). The positive coefficient fB2g implies that
the correlation length ξ∼ (r − 3gφ)−1/2 is shortened by
strain, pointing towards a generic suppression of the ne-
matic transition temperature. The equation of state (62)
takes the form 0 = aB2g(εB2g)φ+ bφ
3, see Eq. (43), with
aB2g(εB2g) = a+ 6gα
2[2d′I3(r¯)−K2,04 (r¯)] (66)
+ 12gε2B2g [fB2gI3(r¯)− 6K2,04 (r¯)].
Note that in the limit of quasi two-dimensional systems,
the coefficient determining the shift of nematic transition
is dominated by the logarithmic term in J2,03 (r¯) (con-
stituent of d′). Its magnitude is also decisive in deter-
mining the sign of the shift giving rise to a suppression
of the nematic transition temperature.
4. Discussion
In the following discussion we focus on the (strongly)
anisotropic limit q0→ 0 relevant for many layered mag-
netic, or electronic systems. The Landau coefficients
(51) and (66) can be expanded in the vicinity of the un-
strained value a, for simplicity we assume α = 0 here.
This expansion requires using the expressions (A7) and
(A9) listed in the Appendix A as well as the solution
r¯ ≈ 3gq0/2pi valid in the limit q0  g. By associating the
Landau coefficient with a nematic transition temperature
via a = (1− Tnem/T ), we identify the phenomenological
parameters
DB2g =
( 2u
u+ g
)
ln
( piΛ2
3gq0
)
−
(5u+ 2g
u+ g
)
, (67)
CA1g = −
( 2u
u+ g
)
, and (68)
DA1g =
( 2u
u+ g
)2
, (69)
as defined in Eqs. (1) and (2), and thereby quantify the
effect of strain on the nematic phase transition.
For A1g strain the quadratic correction is regular, while
that of the B2g channel is logarithmically divergent in
the 2d limit. In light of the experimental finding [22],
that the response of the nematic phase boundary in Co-
doped BaFe2As2 to the symmetric strain
3 B2g as com-
pared to that of the A1g sector is very large, we com-
pute the ratio DB2g/DA1g . Figure 4 shows this ratio
for fixed q0 as a function of the material parameters u
and g, while the anisotropy-dependence for fixed u and
g is shown as an inset. The figure covers a parameter
range −1 . log(u/g) . 1 and q0  1 in agreement with
qualitative estimates for Co-doped BaFe2As2. Though
a derivation of the phenomenological parameters from a
full microscopic treatment exists, e.g. Ref. [9], the eval-
uation of an accurate numerical value remains difficult.
As g emerges from a perturbation theory [9], the ratio
u/g ≈ {4µmxmy/[0m(mx − my)]}2 [with the chemical
potential µ, the offset energy 0, and the hole (m) and
electronic (mx, my) band masses] is expected to be large,
yet of order unity. Disorder effects [30] manifestly in-
crease g, hence decrease the ratio u/g. We estimate the
anisotropy parameter q0 for this pnictide compound from
q20 ∼ Jab/Jc ≈ 30 as reported in Ref. [31].
The representations in Fig. 4 support that the B2g
strongly affects the nematic order; possibly to the point
of reaching beyond linear effects ∝ CA1gεA1g from the
A1g sector. Although derived in the strongly anisotropic
limit, q0→ 0, Eq. (67) points towards a sign change of
DB2g when moving away from the two-dimensional limit;
a possibility that depends on the specific parameters in
the problem.
3 The B2g strain effects are to be mapped to the B1g sector in the
experimental work [22], where the nematic axes point along the
crystallographic diagonals (1,1) and (-1,1).
9IV. CONCLUSION
In conclusion, we have investigated the response of a
nematic order to strain belonging to different symme-
try classes (εA1g , εB1g , εB2g). Hereby special attention
was given to the symmetry channel B2g, for which recent
experimental work [22] has found a surprisingly strong
suppression of the nematic transition temperature Tnem.
Our analysis of long- and short-length fluctuations in a
J1-J
±
2 spin model—the latter implements a B2g-strain on
a lattice—provides us with clear indications that the ne-
matic transition temperature decreases with strain. This
is due to the strain-induced shortening of the magnetic
correlation length ξ.
These findings, combined with more general symme-
try considerations lead to several observations. The
degeneracy-lifting B1g strain is expected to act as an ef-
fective source field heff , thus replacing the nematic transi-
tion by a smooth cross-over. In contrast, the symmetry-
conserving strains of the A1g and B2g type preserve the
transition and merely yield a shift ∆Tnem = Tnem(ε) −
T 0nem in the transition temperature. In the A1g channel,
we find ∆Tnem = CA1gεA1g −DA1gε2A1g , with a dominant
linear contribution. In the B2g sector, the deviation is
quadratic, i.e. ∆Tnem = −DB2gε2B2g .
Approaching the problem from a field-theoretical ap-
proach we provide a quantitative tool to evaluate the
parameters heff , CA1g , DA1g and DB2g from the un-
derlying Lagrangian formalism. In this approach, the
strong response of nematic order to symmetric B2g, i.e.
DB2g  DA1g , is found to be a generic feature of strongly
anisotropic, quasi-2d systems, see Fig. 2; as represented
by Co-doped BaFe2As2.
A related issue is that other emergent vestigial phases
are known to appear in the spin-based scenario of iron-
based materials [25 and 26]. Furthermore, charge density
wave order is expected to feature similar responses in a
situation of C4-symmetric collinear double-Q spin order;
as observed in a number of systems [32–39]. Finally, chi-
ral order is related to C4-symmetric non-collinear double-
Q spin order that forms spin vortex crystals observed in
Ref. [40]. This embeds our work in a broader quest for
understanding how strain affects vestigial phases of mat-
ter.
ACKNOWLEDGMENTS
We are grateful to I. R. Fisher, M. Ikeda, J. C. Palm-
strom, and P. Walmsley, for stimulating discussions. J.
S. was funded by the Gordon and Betty Moore Founda-
tion’s EPiQS Initiative through Grant GBMF4302 while
visiting the Geballe Laboratory for Advanced Materials
at Stanford University.
[1] C. Fang, H. Yao, W.-F. Tsai, J. Hu, and S. A. Kivelson,
Theory of electron nematic order in LaFeAsO, Phys. Rev.
B 77, 224509 (2008).
[2] C. Xu, M. Mu¨ller, and S. Sachdev, Ising and spin or-
ders in the iron-based superconductors, Phys. Rev. B 78,
020501 (2008).
[3] Q. Si and E. Abrahams, Strong Correlations and Mag-
netic Frustration in the High Tc Iron Pnictides, Phys.
Rev. Lett. 101, 076401 (2008).
[4] R. M. Fernandes, L. H. VanBebber, S. Bhattacharya,
P. Chandra, V. Keppens, D. Mandrus, M. A. McGuire,
B. C. Sales, A. S. Sefat, and J. Schmalian, Effects of
Nematic Fluctuations on the Elastic Properties of Iron
Arsenide Superconductors, Phys. Rev. Lett. 105, 157003
(2010).
[5] A. Cano, M. Civelli, I. Eremin, and I. Paul, Interplay of
magnetic and structural transitions in iron-based pnictide
superconductors, Phys. Rev. B 82, 020408 (2010).
[6] T.-M. Chuang, M. P. Allan, J. Lee, Y. Xie, N. Ni, S. L.
Bud’ko, G. S. Boebinger, P. C. Canfield, and J. C. Davis,
Nematic Electronic Structure in the “Parent” State of the
Iron-Based Superconductor Ca(Fe1−xCox)2As2, Science
327, 181 (2010).
[7] J.-H. Chu, J. G. Analytis, K. De Greve, P. L. McMa-
hon, Z. Islam, Y. Yamamoto, and I. R. Fisher, In-Plane
Resistivity Anisotropy in an Underdoped Iron Arsenide
Superconductor, Science 329, 824 (2010).
[8] W. Lv and P. Phillips, Orbitally and magnetically induced
anisotropy in iron-based superconductors, Phys. Rev. B
84, 174512 (2011).
[9] R. M. Fernandes, A. V. Chubukov, J. Knolle, I. Eremin,
and J. Schmalian, Preemptive nematic order, pseudogap,
and orbital order in the iron pnictides, Phys. Rev. B 85,
024534 (2012).
[10] R. M. Fernandes and J. Schmalian, Manifestations of ne-
matic degrees of freedom in the magnetic, elastic, and
superconducting properties of the iron pnictides, Super-
conductor Science and Technology 25, 084005 (2012).
[11] J.-H. Chu, H.-H. Kuo, J. G. Analytis, and I. R. Fisher,
Divergent Nematic Susceptibility in an Iron Arsenide Su-
perconductor, Science 337, 710 (2012).
[12] S. Liang, A. Moreo, and E. Dagotto, Nematic State of
Pnictides Stabilized by Interplay between Spin, Orbital,
and Lattice Degrees of Freedom, Phys. Rev. Lett. 111,
047004 (2013).
[13] V. Stanev and P. B. Littlewood, Nematicity driven by
hybridization in iron-based superconductors, Phys. Rev.
B 87, 161122 (2013).
[14] Fernandes R. M., Chubukov A. V., and Schmalian J.,
What drives nematic order in iron-based superconduc-
tors?, Nature Physics 10, 97 (2014).
[15] A. E. Bo¨hmer, P. Burger, F. Hardy, T. Wolf, P. Schweiss,
R. Fromknecht, M. Reinecker, W. Schranz, and C. Mein-
gast, Nematic Susceptibility of Hole-Doped and Electron-
Doped BaFe2As2 Iron-Based Superconductors from Shear
Modulus Measurements, Phys. Rev. Lett. 112, 047001
(2014).
[16] H. Yamase and R. Zeyher, Superconductivity from or-
10
bital nematic fluctuations, Physical Review B 88, 180502
(2013).
[17] S. Onari and H. Kontani, Self-consistent Vertex Cor-
rection Analysis for Iron-based Superconductors: Mech-
anism of Coulomb Interaction-Driven Orbital Fluctua-
tions, Physical Review Letters 109, 137001 (2012).
[18] L. Zhao, D. H. Torchinsky, H. Chu, V. Ivanov, R. Lifshitz,
R. Flint, T. Qi, G. Cao, and D. Hsieh, Evidence of an
odd-parity hidden order in a spin–orbit coupled correlated
iridate, Nature Physics 12, 32 (2015).
[19] M. Fechner, M. J. A. Fierz, F. Tho¨le, U. Staub, and
N. A. Spaldin, Quasistatic magnetoelectric multipoles as
order parameter for pseudogap phase in cuprate super-
conductors, Physical Review B 93, 174419 (2016).
[20] E. Fradkin, S. A. Kivelson, M. J. Lawler, J. P. Eisen-
stein, and A. P. Mackenzie, Nematic Fermi Fluids in
Condensed Matter Physics, Annual Review of Condensed
Matter Physics 1, 153 (2010).
[21] P. P. Orth, B. Jeevanesan, R. M. Fernandes, and
J. Schmalian, Enhanced nematic fluctuations near an an-
tiferromagnetic Mott insulator and possible application to
high-Tc cuprates, npj Quantum Materials 4, 4 (2019).
[22] M. S. Ikeda, T. Worasaran, J. C. Palmstrom, J. A. W.
Straquadine, P. Walmsley, and I. R. Fisher, Symmet-
ric and antisymmetric strain as continuous tuning pa-
rameters for electronic nematic order, Phys. Rev. B 98,
245133 (2018).
[23] A. V. Maharaj, E. W. Rosenberg, A. T. Hristov, E. Berg,
R. M. Fernandes, I. R. Fisher, and S. A. Kivelson, Trans-
verse fields to tune an Ising-nematic quantum phase tran-
sition, Proceedings of the National Academy of Sciences
114, 13430 (2017).
[24] P. Chandra, P. Coleman, and A. I. Larkin, Ising tran-
sition in frustrated Heisenberg models, Phys. Rev. Lett.
64, 88 (1990).
[25] R. M. Fernandes, P. P. Orth, and J. Schmalian, Inter-
twined vestigial order in quantum materials: nematicity
and beyond, arXiv: [1804.00818] (2018).
[26] R. M. Fernandes, S. A. Kivelson, and E. Berg, Ves-
tigial chiral and charge orders from bidirectional spin-
density waves: Application to the iron-based supercon-
ductors, Phys. Rev. B 93, 014511 (2016).
[27] Y. Gallais, R. M. Fernandes, I. Paul, L. Chauvie`re, Y.-X.
Yang, M.-A. Me´asson, M. Cazayous, A. Sacuto, D. Col-
son, and A. Forget, Observation of Incipient Charge Ne-
maticity in Ba(Fe1−XCoX)2As2, Phys. Rev. Lett. 111,
267001 (2013).
[28] Y. Gallais and I. Paul, Charge nematicity and elec-
tronic Raman scattering in iron-based superconductors,
Comptes Rendus Physique 17, 113 (2016), Iron-based su-
perconductors / Supraconducteurs a` base de fer.
[29] U. Karahasanovic, F. Kretzschmar, T. Bo¨hm, R. Hackl,
I. Paul, Y. Gallais, and J. Schmalian, Manifestation of
nematic degrees of freedom in the Raman response func-
tion of iron pnictides, Phys. Rev. B 92, 075134 (2015).
[30] M. Hoyer, R. M. Fernandes, A. Levchenko, and
J. Schmalian, Disorder-promoted C4-symmetric magnetic
order in iron-based superconductors, Physical Review B
93, 144414 (2016).
[31] P. Dai, Antiferromagnetic order and spin dynamics in
iron-based superconductors, Review of Modern Physics
87, 855 (2015).
[32] M. G. Kim, A. Kreyssig, A. Thaler, D. K. Pratt, W. Tian,
J. L. Zarestky, M. A. Green, S. L. Bud’ko, P. C. Canfield,
R. J. McQueeney, and A. I. Goldman, Antiferromag-
netic ordering in the absence of structural distortion in
Ba(Fe1−xMnx)2As2, Phys. Rev. B 82, 220503 (2010).
[33] E. Hassinger, G. Gredat, F. Valade, S. R. de Cotret,
A. Juneau-Fecteau, J.-P. Reid, H. Kim, M. A.
Tanatar, R. Prozorov, B. Shen, H.-H. Wen, N. Doiron-
Leyraud, and L. Taillefer, Pressure-induced Fermi-
surface reconstruction in the iron-arsenide superconduc-
tor Ba1−xKxFe2As2: Evidence of a phase transition
inside the antiferromagnetic phase, Phys. Rev. B 86,
140502 (2012).
[34] Avci S., Chmaissem O., Allred J.M., Rosenkranz S.,
Eremin I., Chubukov A.V., Bugaris D.E., Chung D.Y.,
Kanatzidis M.G., Castellan J.-P, Schlueter J.A., Claus
H., Khalyavin D.D., Manuel P., Daoud-Aladine A., and
Osborn R., Magnetically driven suppression of nematic
order in an iron-based superconductor, Nature Commu-
nications 5, 3845 (2014).
[35] L. Wang, F. Hardy, A. E. Bo¨hmer, T. Wolf,
P. Schweiss, and C. Meingast, Complex phase diagram
of Ba1−xNaxFe2As2: A multitude of phases striving for
the electronic entropy, Phys. Rev. B 93, 014514 (2016).
[36] Bo¨hmer A. E., Hardy F., Wang L., Wolf T., Schweiss P.,
and Meingast C., Superconductivity-induced re-entrance
of the orthorhombic distortion in Ba1−xKxFe2As2, Na-
ture Communications 6, 7911 (2015).
[37] J. M. Allred, S. Avci, D. Y. Chung, H. Claus, D. D.
Khalyavin, P. Manuel, K. M. Taddei, M. G. Kanatzidis,
S. Rosenkranz, R. Osborn, and O. Chmaissem, Tetrag-
onal magnetic phase in Ba1−xKxFe2As2 from x-ray and
neutron diffraction, Phys. Rev. B 92, 094515 (2015).
[38] E. Hassinger, G. Gredat, F. Valade, S. R. de Cotret,
O. Cyr-Choinie`re, A. Juneau-Fecteau, J.-P. Reid,
H. Kim, M. A. Tanatar, R. Prozorov, B. Shen, H.-H.
Wen, N. Doiron-Leyraud, and L. Taillefer, Expansion of
the tetragonal magnetic phase with pressure in the iron
arsenide superconductor Ba1−xKxFe2As2, Phys. Rev. B
93, 144401 (2016).
[39] Allred J. M., Taddei K. M., Bugaris D. E., Krogstad M.
J., Lapidus S. H., Chung D. Y., Claus H., Kanatzidis M.
G., Brown D. E., Kang J., Fernandes R. M., Eremin I.,
Rosenkranz S., Chmaissem O., and Osborn R., Double-Q
spin-density wave in iron arsenide superconductors, Na-
ture Physics 12, 493 (2016).
[40] W. R. Meier, Q.-P. Ding, A. Kreyssig, S. L. Bud’ko,
A. Sapkota, K. Kothapalli, V. Borisov, R. Valent´ı, C. D.
Batista, P. P. Orth, R. M. Fernandes, A. I. Gold-
man, Y. Furukawa, A. E. Bo¨hmer, and P. C. Canfield,
Hedgehog spin-vortex crystal stabilized in a hole-doped
iron-based superconductor, npj Quantum Materials 3, 5
(2018).
11
Appendix
Appendix A: Momentum Integrals
The derivation of the results in the main text involve
to compute several integrals of the form
∫
q
f(r¯, q), which
we define in the following as
In(r) ≡
∫
q
1
(r + q2)n
(A1)
J`,mn (r) ≡
∫
q
(q2x − q2y)`(q2x + q2y)m
(r + q2)n
(A2)
K`,mn (r) ≡
∫
q
(q2x − q2y)`(qxqy)m
(r + q2)n
. (A3)
Angular integration in the xy plane provides the relations
J`,mn (r) =
B(`)`!
(`!!)2
J0,`+mn (r), (A4)
K`,mn (r) =
B(`)B(m)`!m!
2m(`!!)(m!!)((`+m)!!)
J0,`+mn (r), (A5)
with z! ≡ Γ(z + 1) and (2z)!! = 2zz! defined through
the Gamma function Γ(ζ) ≡ ∫∞
0
dt tζ−1e−t and B(z) =
[1 + (−1)z]/2 the Boolean parity function. Furthermore,
we have J0,0n (r) = K
0,0
n (r) = In(r). The remaining task
is to deterine the integrals In(r).
Integrals in the Anisotropic 3d limit
Next we evaluate the integrals In(r) in the anisotropic
3d case. We substitute qx→ q cos(ϕ), qy→ q sin(ϕ), and
q2z→2q20 [1−cos(qz/q0)] with q0 a measure of the uniaxial
anisotropy; now the momentum-space integration along
z is restricted to |qz| < pi/q0. With an ultraviolet cut-off
Λ for the in-plane momentum q = (q2x + q
2
y)
1/2, q < Λ,
the momentum-integral are mapped to
∫
q
f(r, q)→
piq0∫
−piq0
dqz
2pi
Λ∫
0
qdq
2pi
2pi∫
0
dϕ
2pi
f(r, q). (A6)
Within this mapping, the integrals defined in Eq. (A1)
evaluate to
I1(r) =
q0
4pi
[
ln
(Λ2
q20
)
− ln
(r + 2q20 +√r(r + 4q20)
2q20
)]
,
I2(r) =
1
4pi
q0
[r(r + 4q20)]
1/2
,
I3(r) =
1
8pi
q0(r + 2q
2
0)
[r(r + 4q20)]
3/2
,
I4(r) =
1
12pi
q0(r
2 + 4rq20 + 6q
4
0)
[r(r + 4q20)]
5/2
,
In(r) = 2F1
[
1/2, n− 1, 1, 4q
2
0
4q20 + r
]
q0, (A7)
with 2F1 the hypergeometric function. The limit Λ→
∞ is taken for all convergent integrals, while only the
dominant terms in Λ are considered otherwise.
Below, we evaluate some integrals of the form (A2) and
express them in terms of the series of In functions.
J2,03 (r) =
J0,23 (r)
2
=
I1(r)
2
− 3q0
16pi
,
J2,04 (r) =
J0,24 (r)
2
=
I2(r)
6
,
J0,12 (r) = I1(r)−
q0
4pi
,
J0,13 (r) =
I2(r)
2
,
J0,14 (r) =
I3(r)
3
. (A8)
More generically we find
J0,mn (r) =
In−m(r)
C(n− 1,m) , for n−m ≥ 2
J0,n−1n (r) = I1(r)−
cnq0
4pi
. (A9)
with C(n−1,m) = (n−1)!/[(n−m−1)!m!] the binomial
coefficients, cn =
∑n−1
k=1(1/k) = Γ
′(n)/Γ(n) + γE positive
constants related to the Polygamma function, and γE ≈
0.577 Euler’s constant.
