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Abstract
Correct and precise measurements of room acoustic parameters are of fundamental
importance for subjective room impression characterization and for the physical
description of the sound ﬁeld. This thesis investigates external inﬂuences on
acoustic measurements and errors of the resulting room acoustic parameters.
Theoretical models have been developed to predict these errors and indicate the
tolerable limits of the described inﬂuences. To validate these models, specially
designed room acoustic measurements that separate the individual inﬂuence
factors have been conducted.
Noise is one of the main inﬂuence factors and occurs during every measurement. In
this thesis the performance of ﬁve commonly used stationary noise compensation
methods are systematically analyzed depending on the peak signal-to-noise
ratio. A theoretical model has been developed that demonstrates that these
ﬁve techniques show clear diﬀerences regarding the size of the error. Long-term
measurements that clearly validate the model have been conducted. Impulsive
noise that could also occur during the measurement is investigated separately, as
the previously introduced compensation techniques are unsuited to handle the
inﬂuence. It is shown that even for impulsive noise events that are below the
level of the excitation signal, the error in the evaluated room acoustic parameter
is large. To avoid this additional error source, this thesis describes an automatic
algorithm to detect the occurrence of impulsive noise in a measured impulse
response.
The second part of this thesis analyzes the inﬂuence of time variances during
measurements: temperature changes, air movement, and scattering objects. In-
vestigations of temperature changes during one measurement show a signiﬁcant
inﬂuence on the parameters. The sensitivity of the evaluated reverberation
time is clearly higher than the theoretical prediction. The tolerable diﬀerences
in temperature for diﬀerent measurements have also been investigated in fur-
ther measurements. The results demonstrate that the theoretical assumptions
underestimate the error and that theory can therefore not be used to predict
or compensate this eﬀect. The determined deviations for inter- and intra-
measurement changes are documented to allow error estimation. The studies of
human-sized scattering objects show only an inﬂuence on the clarity index nearby
the object. Air movements caused by an activated ventilation system have been
found to increase the random error of room acoustic parameters signiﬁcantly.
V
However, the magnitude of the error is low and can be neglected for conventional
measurements.
This thesis shows that especially noise and temperature changes during the
measurements can introduce signiﬁcant errors in the room acoustic parameters
and therefore have to be given particular consideration.
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1
Introduction
The requirements for the acoustic conditions of a room are strongly dependent
on the intended type of usage. Concert halls or opera houses, for example,
are supposed to have long reverberation to support the music performed. For
conference halls or rooms for spoken performances, on the other hand, a long
reverberation cause smearing of subsequent syllables and is therefore undesirable.
Besides the reverberation, there are further details of the sound ﬁeld (for example
early reﬂections or angle of incidence) that have an inﬂuence on the human
perception.
Several room acoustic parameters have been developed to quantitatively deter-
mine several perceptual aspects. Therefore, room acoustic measurements are
conducted to obtain the room impulse response (RIR) and the parameters can
be derived therefrom.
All acoustics properties of a room for a given source and receiver position are
characterized by the RIR, which represents the answer of the room to a very short
and loud impulse, such as a handclap, or a pistol shot. The impulse propagates in
numerous ways throughout the room and, depending on the length of the sound
path and the reﬂections on the walls, a characteristic RIR is formed. Generally,
the density of the reﬂections increases for the later parts of the impulse response
and the amplitudes decrease.
Figure 1.1 shows an example of a room impulse response. At the beginning, the
direct sound and early reﬂections can be distinguished. Because of the large
time diﬀerence between the early reﬂections, they can be seen as discrete single
events. In the later part of the RIR, the density of the reﬂections increases, and
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they can only be described as statistical reverberance.
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Figure 1.1.: The measured room impulse response describes the acoustic condi-
tions completely. Several room acoustic parameters can be derived
directly from the room impulse response.
The reverberation time is the oldest and one of the most important room
acoustic parameters. It is determined from the later part of the impulse response
and describes the average decay of the sound power. The early reﬂections
cannot be perceived individually by humans and contribute in this way to the
sensed loudness of the direct sound [1, 2]. Reﬂections that arrive later can be
perceived as echoes and can therefore interfere with the direct sound. Room
acoustic parameters, such as the clarity index, model these perceptual eﬀects
by determining the energetic ratio of early and late reﬂections. The precision of
these measured parameters is important to compare diﬀerent auditoria, verify
reconstruction measures, or contractually deﬁned requirements.
The measured reverberation time is also of fundamental importance in describing
the physical sound ﬁeld. It is further essential for numerous acoustic measurement
procedures, such as for example, sound insulation, sound power, absorption, and
the scattering coeﬃcient. The precision of these derived parameters directly
depends on the accuracy of the reverberation time.
The measurements of room acoustic parameters have been standardized in ISO
2
3382-1 [3] "Acoustics - Measurement of room acoustic parameters" to improve
the quality and comparability of these parameters. The largest error sources
are avoided by deﬁning calculation algorithms, measurement equipment, and
conditions. Nevertheless, there are undeﬁned details in the complex measurement
process, and some rules are rather lenient to ensure a backwards compatibility
of old measurement equipment.
ISO 3382 also summarizes the current state of research concerning the just
noticeable diﬀerences (JND) for the deﬁned parameters. The JNDs (also known
as diﬀerence limens) have been determined in elaborate listening tests and deﬁne
the change in a room acoustic parameter that can be perceived by humans. The
diﬀerence limens are important in the discussion of error sizes, since they deﬁne
the maximum tolerable deviation for measurements.
Due to the importance of this parameter, several measurements were performed
and discussed in literature. In 1992, Pelorson, Vian, and Polack [4] tested the
inﬂuence of diﬀerent elements of the measuring system and found large impacts
on room acoustic parameters. Lundeby et al. [5] conducted a measurement round
robin and compared the variances of the results. Seven diﬀerent teams, each
equipped with own measurement hardware and evaluation software, measured
the same room according to ISO 3382. The standard deviations of several
investigated parameters were in the range or a little higher than the JNDs.
Bradley [6] organized another round robin where a digital reverberator device was
shipped to diﬀerent measurement groups in the world. Due to the use of the digital
device, a number of parts of the measurement chain were not contained in the
analysis. Errors that usually occur due to loudspeaker, microphone, and the real
room are excluded. This concerns, for example, directivity, frequency responses,
and nonlinearities of loudspeakers and microphones. External inﬂuences such
as time-variances that occur in the room and the major noise source (ambient
noise) were also excluded in this investigation. A number of 23 diﬀerent room
acoustic measurement systems were compared. Since the correct room acoustic
parameters of the digital device were unknown, the mean value is considered as
best estimate and the standard deviation of all results have been interpreted.
The observed deviations were small compared to the human diﬀerence limens,
implying robustness of the investigated parts of the measurement process.
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Katz [7] excluded the complete measurement hardware from his round robin
and provided a digital impulse response to 37 diﬀerent organizations. This way,
the study was independent of the unequal hardware of the participants and
focused on the signal-processing algorithms. In contrast to Bradley et al., the
impulse response used was a real measurement and therefore contained noise.
Because the measurement has been conducted using a bursting balloon, the noise
level was relatively high, leading to clear diﬀerences in the results. Katz found
variations larger than the JND for the lower frequencies that could be lead back
to the stationary noise ﬂoor detection and noise compensation techniques.
1.1. Objective
The objective of this thesis is to study single external eﬀects that inﬂuence
acoustic measurements and investigate their impact on room acoustic parameters
in detail. Therefore, the underlying physical eﬀects are used to develop models
that are able to predict the error impact on the parameters. These models can
be used to clearly identify the existing relationships and allow a prediction of the
expected error, based on the circumstances of a measurement. It is also possible
to determine the tolerable magnitude of the disturbing inﬂuence so as to stay
below a deﬁned error of the parameter.
It is of fundamental importance to validate the developed models, because the
theoretical assumptions are often strong simpliﬁcations of reality. It has to be
ensured that the neglected details have an insigniﬁcant impact on the parameters
and no ignored eﬀects are present. Therefore, special measurement setups are
designed that modify only the investigated inﬂuence and keep the remaining
conditions as constant as possible. For inﬂuences that cannot be modeled, the
measurements provide empirical data of the error, which can be used to assess
the size of the error.
4
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1.2. Outline
Theoretical fundamentals such as measurement theory, room acoustic theory, and
parameters are summarized in Chapter 2. The eﬀects of stationary noise and
the performance of the compensation techniques are investigated in Chapter 3.
Impulsive noise is an exception of the stationary assumption. The eﬀects are
discussed in detail in Chapter 4, and an automatic noise compensation algorithm
is presented to overcome this problem.
Chapter 5 summarizes the analysis of time variances that occur during mea-
surements. The inﬂuences of air movement, temperature changes, and human
scattering objects are investigated separately. The determination of the impact
of temperature changes is distinguished between changes that occur between two
single measurements and within one measurement.
5

2
Fundamentals
This chapter gives a brief introduction into the fundamentals that are used in
this thesis. Basic concepts such as measurement theory, room acoustic theory,
and room acoustic parameter analysis are covered.
2.1. Measurement Theory
The commonly used system theory approach assumes a linear and time-invariant
(LTI) system. This allows describing every system by its complex valued and
frequency dependent transfer function 𝐻(𝑓).
In this context, linearity means that the output of the system, which is here
determined as 𝑦(𝑡), only contains the same frequencies that are also present in
the input signal 𝑥(𝑡). The amplitude of every single frequency 𝑓 is scaled by the
factor |𝐻(𝑓)| and the frequency is shifted by the phase of the transfer function
arg (𝐻(𝑓)). Time-invariance means that the behavior is constant over time. If
the system response to the input signal 𝑥(𝑡) is 𝑦(𝑡), an arbitrary time shift of
the input signal 𝑥(𝑡− 𝑇 ) will result in a time shift of the output signal 𝑦(𝑡− 𝑇 ).
Further information concerning LTI systems can be found in Oppenheim, Schafer,
and Buck [8] and Ohm and Lüke [9].
The transfer function of an LTI system can be calculated by dividing the output
7
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by the input for every single frequency:1
𝐻(𝑓) = 𝑌 (𝑓)
𝑋(𝑓) . (2.1)
Equivalently to this frequency domain representation, the system can be described
in the time domain by the impulse response (IR) ℎ(𝑡). The impulse response is
the answer at the output of the system to an inﬁnitely high and inﬁnitely short
Dirac impulse 𝛿(𝑡) at the input. Both representations of the system (impulse
response and transfer function) can be converted into each other using the Fourier
transform:
𝐻(𝑓) =
∞∫︁
−∞
ℎ(𝑡) · exp (−𝑗2𝜋𝑓𝑡) d𝑡 (2.2)
ℎ(𝑡) =
∞∫︁
−∞
𝐻(𝑓) · exp (𝑗2𝜋𝑓𝑡) d𝑓 . (2.3)
Because of this mathematical relation, the impulse response and the transfer
function are of equal importance and the terms are often used conterminously in
this thesis.
Nowadays, the complete signal processing is digital and therefore the signals are
presented in a sampled and quantized form. This introduces a few minor changes
in the presented theory. These changes are not discussed into further detail at
this point, but are take up if relevant.
2.1.1. Room Acoustic Measurements
The ﬁrst room acoustic measurements were performed by W.C. Sabine in 1922.
He used organ pipes to excite a stationary sound ﬁeld in a room and measured
the time needed for the sound ﬁeld to decay. In this ﬁrst approach he used his
1Initially it is assumed that 𝑋(𝑓) ̸= 0
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ears to detect the level decay and deﬁned the reverberation time. Over time,
technical progress, with availability of electro-acoustic transducers, electronic
recording devices, and the personal computer changed the measurement proce-
dure and increased the quality of the measurements. Nevertheless, the basic
principle of Sabine is still a valid measurement method according to the room
acoustic measurement standard ISO 3382-1 [3], if a loudspeaker for excitation, a
microphone, and a level recorder are used.
However, the commonly used method to carry out room acoustic measurements
is the impulse response method. The impulse response completely describes the
acoustic properties of the room from the point of the sound source to the receiver
position. Based on this room impulse response (RIR) a variety of room acoustic
parameters (including the aforementioned reverberation time, see Chapter 2.3.1)
can be calculated. Furthermore, the RIR can be used to simulate the received
signal for any given input signal played back at the source position (also known
as auralization [10]).
The simplest way to determine the RIR is to excite the room with a pistol,
bursting balloon, or hand clapper. The impulse response can directly be recorded
with a microphone at the receiver position. The implementation is very easy, the
procedure is fast and the needed equipment is minimal. However, the disadvan-
tages of this method are poor reproducibility, a deviation of the often-required
omnidirectional directivity pattern, and the low ratio between signal and ambient
noise.
Because of these disadvantages, typically an electro-acoustic excitation is pre-
ferred. In combination with a personal computer, diﬀerent excitation signals can
be used that signiﬁcantly increase the measurement in many aspects. Therefore,
in this thesis only the impulse response method with loudspeakers is considered.
In Subsection 2.1.2, the measurement chain is described and in Subsection 2.1.3,
diﬀerent excitation signals are discussed.
2.1.2. Measurement Chain
This chapter gives a brief overview of all devices involved in a typical room
acoustic measurement. The central device is a personal computer (PC) with
9
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adequate software to execute the measurement and perform the necessary post-
processing. In this thesis a normal desktop PC with Matlab and the ITA-Toolbox
[11] is used.
A schematic overview of the measurement chain can be seen in Figure 2.1. The
PC generates (or stores) the digital excitation signal. The digital-to-analog (DA)
converter transforms the digitally sampled and quantized signal into an analog
continuous electrical signal. As indicated by the name, the ampliﬁer ampliﬁes the
low power DA output signal to drive a transducer. The loudspeaker transforms
the electrical signal into an acoustic signal. According to the commonly used
standard for room acoustic measurements the "sound source shall be as close to
omnidirectional as possible" [3]. However, ISO 3382 is not very strict, since the
limit values have to be measured only at one elevation angle and is averaged
over 30 degrees in azimuth. The standard also requires a suﬃciently high sound
pressure level to obtain the required decay range (see Section 2.3). The measured
device under test is the room itself and the loudspeaker is usually placed on a
position where the sound source (orchestra, musician or speaker) is typically
located.
 Digital Analog
Converter
 RoomPersonal 
Computer
 Loudspeaker Amplifier
 Analog Digital
Converter Microphone
Microphone
Amplifier
Figure 2.1.: Block diagram of the elements typically used in measurement chain
for room acoustic measurements.
Consequently, the microphones are located at typical audience positions. Mi-
crophones transform the acoustic signal back into an electrical signal. The
directivity depends on the purpose of the measurement or on the parameter to
be evaluated. Most parameters are based on measurements with omnidirectional
10
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receivers. Some parameters that describe the spatial impression need special
microphones with ﬁgure-of-eight characteristic to separate the lateral components
of the received signal. Other spatial parameters need a detailed approximation of
the directivity of a human. Therefore, models of human heads (often including
torso) that are equipped with two microphones in their ears are used. These
binaural measurements can be used for auralization to enable a realistic spatial
hearing for the listener. The electric output signal of the microphone is ampliﬁed
by the microphone ampliﬁer and the analog digital (AD) converter samples
and quantizes the signal and provides the digital recorded signal. AD and DA
converters usually belong to the same sound card to ensure a synchronized
sampling.
The described measurement chain can be implemented with multiple channels
for input and output. Several input channels that enable measuring more than
one microphone position simultaneously are often used to reduce the total time
of the measurement session. For the output chain often two or three channels
are used to drive multi-way speakers. Further requirements for every part of the
measurement chain are linearity, time-invariance, spectral ﬂatness, and low noise
level.
As mentioned before, the used measurement theory is based on LTI systems.
While high-quality ampliﬁers and sound cards can be described in a good
approximation by LTI systems, the loudspeaker can show nonlinear components.
Since the nonlinear components increase with higher sound pressure levels, it is
a major advantage to use excitation signals that indicate the magnitude of these
distortions (i.e. exponential sweeps, see Section 2.1.3).
Every part of the measurement chain introduces noise into the measurement.
However, the magnitudes of the noise contributions diﬀer strongly. Typically,
the greatest contribution is the inevitable ambient noise in the room that is
recorded by the microphone. It is caused by various sources inside and outside
the room and has a typical frequency dependent power density spectrum that
decreases with frequency by a factor of 1/𝑓 (also known as pink spectrum). Since
it is also recorded by the microphone, the ambient noise is also reinforced by
the microphone ampliﬁer. One smaller contribution is the electronic noise that
is introduced by every electric device and has various causing eﬀects, such as
11
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semiconductor noise or thermal noise.
Utilized Measurement Equipment
This subsection describes the equipment used for the measurements in this thesis.
The sound card is a Digiface by RME in combination with three RME Octamic II
front ends. The Octamic II contains eight input channels, each equipped with a
24 bit AD converter and a high-class microphone pre-ampliﬁer. The loudspeaker
ampliﬁer is an HK Audio VC 2400, a two-channel ampliﬁer with a total power
of 2400 W. Two types of microphones are used for the measurements: A Brüel
& Kjær 12 -inch free ﬁeld microphone model Type 4190. In addition, a Nexus
Charge Ampliﬁer of Type 2690 is used to provide the supply voltage for the
B&K microphone. Up to 24 Sennheiser KE-4 microphones with custom-made
impedance transformers are utilized to allow simultaneous measurements of
various positions.
The dodecahedron loudspeaker used for the measurements was designed and
constructed by the Institute of Technical Acoustics in Aachen, Germany. It was
developed to obtain an omnidirectional directivity and a ﬂat frequency response
over a wide frequency range to measure impulse responses suitable for auralization
purposes. Since it is not possible to achieve an omnidirectional radiation over the
full audible frequency range with one single cabinet, the loudspeaker is realized
using a three band design (see Figure 2.2).
The core of the subwoofer is a 12-inch driver. The cabinet has a radiation opening
of only 10 cm to ensure an omnidirectional radiation up to 300 Hz. The tuning
of the housing results in a ﬂat frequency response from 40 Hz to 300 Hz (-6 dB).
The medium frequency range is covered by a spherical cabinet with a diameter
of 30 cm. It consists of 12 loudspeakers, each 12 cm in diameter, and is placed
25 cm above the opening of the woofer. The usable frequency range is up to 6.3
kHz and the ﬁrst deviation of directivity above 3 dB occurs at 2000 Hz. However,
the deviation limits according to ISO 3382 are deﬁned on a smoothed version
of the directivity. The maximum deviation of the dodecahedron after averaging
is 1.3 dB in the 4 kHz octave band and 3.5 dB for 8 kHz. ISO 3382 speciﬁes the
12
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Figure 2.2.: Three way omnidirectional dodecahedron loudspeaker used for the
measurements.
maximum acceptable deviation in the 4 kHz octave band as ±6 dB and gives
no limits for 8 kHz. Figure 2.3 shows the averaged directivity of the mid-range
speaker. It can be seen that the speaker is always far below the limits, even for
high frequencies.
The high frequency unit is sphere made of aluminum with a diameter of 9.5 cm.
It is equipped with twelve tweeters of 0.8 inch diameter. The directivity can be
considered as omnidirectional for a frequency up to 5 kHz, considering a ± 3 dB
limit of the directivity without smoothing.
2.1.3. Excitation Signal
The major beneﬁt of using loudspeakers is the ﬂexibility concerning the excitation
signal. The properties of the signal have crucial inﬂuence on the quality of the
result. In the following section, a selection of the most important and commonly
used signals is described.
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Figure 2.3.: Directivity of the mid-range speaker averaged according to ISO
3382 (top). The maximum deviation of the directivity from the
average is compared with the limits deﬁned in ISO 3382 in the
lower part of the ﬁgure. The mid-range speaker remain below the
limits even for frequencies far above its frequency range.
Impulse
The most obvious excitation signal is a Dirac impulse, since this corresponds to
the deﬁnition of an impulse response. The advantage is that no post-processing
is necessary, since the recorded signal is already the wanted impulse response.
A Dirac impulse is deﬁned as an impulse with inﬁnitely high amplitude and a
duration approaching zero:
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𝛿(𝑡) =
{︃
∞ for 𝑡 = 0
0 else
. (2.4)
The equivalent time-discrete signal, the Kronecker delta, already shows the
physical limitations with duration of one sample (after DA conversion) and
amplitude of one (maximum in digital domain):
𝛿𝑘(𝑛) =
{︃
1 for 𝑛 = 0
0 else
. (2.5)
Despite the ampliﬁcation in the output measurement chain, for normal room
acoustic measurements the emitted energy of the signal will be not much higher
than the noise energy. Additionally to the resulting low signal-to-noise ratio
(SNR), a further disadvantage is the high excitation on nonlinearities. Due to the
short high amplitude, the loudspeaker is in a critical operating point, typically
causing nonlinear behavior.
Maximum Length Sequences
Maximum length sequences (MLS) are pseudorandom binary sequences that
can be utilized as excitation signals. The main advantage of using a
longer signal is that more signal energy is available, resulting in a sig-
niﬁcantly better SNR. A feedback shift register of length m can be used
to generate MLS of length 𝑙 = 2𝑚 − 1. The spectrum of the MLS sig-
nal is white and the autocorrelation function is approximately a Dirac
impulse. This fact allows calculating the impulse response as the cross-
correlation of the recorded maximum length sequence and the excitation sig-
nal.
An advantage of the MLS technique and the main reason for its popularity is
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the possibility to use the fast Hadamard transform to calculate the correlation
function [12, 13]. Compared to other techniques, the computational requirements
are signiﬁcantly smaller, which was an important factor in the 80s and 90s.
Since nowadays the computational power has increased drastically, the former
advantage has become insigniﬁcant.
A disadvantage of the maximum length sequences is the sensitivity to nonlinear
distortions. For MLS measurements the distortions cause spikes spread over the
entire impulse response. It is not possible to remove the nonlinear components.
The spikes ﬁrst appear in the noise part of the impulse response, because of
the lower amplitudes, but with increasing nonlinearities also the signal part is
aﬀected, making the complete measurement useless [14].
Another advantage is the robustness of MLS against impulsive noise during the
measurement. The impulsive noise is transformed into a stationary noise and
thus distributed over the entire impulse response. Due to this time spreading,
the noise amplitude is considerably reduced. The random temporal structure and
the low amplitudes allow considering impulsive noise as an additional stationary
noise term in the impulse response as well. All noise detection and compensation
techniques are thus taken into account in a similar way.
Sweeps
A sweep (also known as chirp or swept sine) is a signal with constantly increasing
frequency. The analytic formulation of sweeps has the advantage of freely
selectable bandwidth and length of the excitation signal. Usually, a so-called
stop margin is ﬂowed by the actual signal. In this silent part, no signal is played
back while the recording is continued. This ensures that all frequencies have
enough time to decay before the recording stops.
Sweeps oﬀer several advantages compared to other excitation signals such as MLS
or random noise [15, 16]. Compared to MLS measurements, sweeps are more
robust to time variances. Since for sweeps every frequency is excited during a
relatively short moment, time variances in the system (for example, air movement
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in the room or temperature changes of an ampliﬁer, transducer, or the room)
result only in small errors. For MLS and noise measurements, all frequencies
are excited (pseudo)randomly in the entire measurement time, and the resulting
transfer function is an average of these conditions. Therefore, the resulting
impulse response might include inaccuracies caused by superposition eﬀects of
those variances [17].
Deconvolution Compared to the aforementioned signals, the post-processing
diﬀers: The recorded sweep at the microphone position has to be divided by
the excitation signal in the frequency domain to obtain the impulse response.
Compared to the MLS technique, the computational eﬀort is larger due to
multiple Fourier transforms. However, this diﬀerence is hardly noticeable with
modern computers.
For sweeps that do not cover the full bandwidth, the parts of the spectrum
outside this bandwidth contain little energy. Due to the deconvolution, the
recorded noise in these frequency parts are ampliﬁed very strongly, caused by
the division of small values, and this signiﬁcantly compromises the result. This
inversion problem can be solved by using the regularization technique proposed
by Kirkeby [18]. A frequency-dependent regularization parameter is adjusted to
the relevant frequency range to limit the lowest values of the spectrum before
inversion.
One main disadvantage of sweeps is a result of the deconvolution process: the high
sensitivity to impulsive noise during the measurement. The detailed problematic
and possible solutions are described in Chapter 4.
The discrete Fourier transform (DFT) assumes periodic time signals. This way a
so-called cyclic (de-)convolution is used if both spectra are divided. All signal
parts that normally would appear at times 𝑡 < 0 appear at the end of the
impulse response. This behavior can be avoided by using linear (de-)convolution.
However, linear convolution requires a two to three time longer recording time or
- for the case of zero padding is used - results in non stationary noise conditions.
For that reason the cyclic convolution is preferred and used in this thesis. The
length of the sweep is chosen to be at least twice as long as the visible decay of
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the room to ensure that eﬀects caused by the cyclic convolution do not overlap
with the room impulse response.
There is a variety of types of sweeps. The most important ones are discussed
below.
Linear Sweep A sweep with constant envelope and a linear increasing frequency
is called linear sweep:
𝑠𝑙𝑖𝑛(𝑡) = sin
(︁
2𝜋
(︁
𝑓1 +
𝑓2 − 𝑓1
𝑡IR
𝑡
)︁)︁
. (2.6)
This sweep covers a frequency range from 𝑓1 to 𝑓2 in a total duration of the
signal 𝑡IR. Since every frequency is excited by the same amount of time, the
spectral power density of a linear sweep is constant over frequency (also called
white following the spectrum of light).
Exponential Sweep The most common type is the exponential sweep (sometimes
also referred to as logarithmic sweep) [14]:
𝑠(𝑡) = sin
(︁
2𝜋𝑓1
(︁
exp
(︁
𝑡
𝐿
)︁
− 1
)︁)︁
. (2.7)
Here 𝐿 deﬁnes the exponentially increasing frequency as 𝐿 = 𝑡IR/ log( 𝑓2𝑓1 ) with
time of signal 𝑡IR and bandwidth deﬁned by 𝑓1 and 𝑓2. The exponentially
increasing frequency results in a decreasing power density spectrum with 3 dB
per octave (called pink spectrum). Since most noise sources in acoustics also
show a power spectrum density inversely proportional to frequency, this is an
advantage because the signal to noise ratio becomes approximately frequency
independent.
Another beneﬁt of exponential sweeps is the behavior of systems with nonlinear
components [19]. Due to the exponential dependence of instantaneous frequency
on time, every harmonic component appears as a time-shifted version of the
fundamental sweep. The time shift increases with the order of the harmonic and
depends on the parameters of the sweep. The division of the excitation signal
causes all components of a certain harmonic component to be transformed to one
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point of time in the resulting impulse response. The "harmonic impulse responses"
appear before the fundamental impulse response, with the same time shift as
harmonic sweeps in the recorded signal. In case of cyclic division, all components
of the impulse response appearing at time 𝑡 < 0 are cyclically wrapped to the
end of the signal. In Figure 2.4 the nonlinear components can be seen at the end
of the RIR.
The clear appearance of nonlinearities allows a fast and objective estimation of the
nonlinear components of the system compared to the fundamental components.
This allows controlling nonlinear components precisely, for example, by regulating
the output ampliﬁcation. Other excitation signals do not provide this advantage:
For linear sweeps the time in the RIR for one harmonic component is dependent
on the frequency. This results in a smearing of the harmonic impulse response
and it complicates the estimation of the magnitude of the nonlinearities.
Another advantage of the distinct appearance of the nonlinear components for
exponential sweeps is the possibility to remove these components in the post-
processing by simple truncation of the RIR. However, Ćirić et al. have shown
that the nonlinearities also introduce an error to the fundamental part of the
impulse response [20].
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Figure 2.4.: Room impulse response measured with exponential sweep and
calculated using cyclic convolution. The nonlinear components
appear at the end of the impulse response.
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Signal to Noise Ratio
One important aspect that describes the quality of a measurement is the ratio of
signal and noise energy. In measurement theory, typically the logarithmic ratio,
the so-called signal-to-noise ratio (SNR) is used:
SNR = 10 · log10
⎛⎜⎜⎜⎝
𝑡IR∫︀
0
𝑠2(𝑡) 𝑑𝑡
𝑡IR∫︀
0
𝑛2(𝑡) 𝑑𝑡
⎞⎟⎟⎟⎠dB . (2.8)
The signal energy 𝑠2(𝑡) and the noise energy 𝑛2(𝑡) are integrated over the
complete length of the impulse response 𝑡IR. For practical applications the
calculation of the SNR is not trivial, since it is not possible to record the signal
without any noise components. For that reason in room acoustics often the peak
signal-to-noise ratio PSNR is used:
PSNR = 20 · log10
(︂
ℎ^
𝑁0
)︂
dB . (2.9)
It is the logarithmic ratio between the maximum signal amplitude ℎ^ in the
impulse response ℎ(𝑡) and the root mean square of the stationary noise ﬂoor 𝑁0.
The PSNR can directly be read oﬀ the impulse response as the level diﬀerence
between maximum and noise tail. Assuming a diﬀuse sound ﬁeld in the room
with exponential decay, PSNR can be converted to SNR and vice versa:
SNR = 10 · log10
⎛⎝ ℎ^2 𝑇6 log𝑒(10)
(︁
1− 10− 6𝑡IR𝑇
)︁
𝑁20 · 𝑡IR
⎞⎠ dB (2.10)
= PSNR + 10 · log10
(︃
1− 10− 6𝑡IR𝑇
𝑡IR
𝑇
6 · log𝑒(10)
)︃
dB . (2.11)
The reverberation time 𝑇 describes the decay of the room (see Section 2.2 for
deﬁnition). For the same reverberation time 𝑇 and a constant length of the
impulse response 𝑡IR, both measures diﬀer only by a constant oﬀset. As a rule
of thumb, a ratio of impulse response length to reverberation time of 1.5, the
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oﬀset can be estimated to:
SNR = PSNR − 13 dB for 𝑡IR
𝑇
≈ 1.5 . (2.12)
2.2. Acoustic Theory
Acoustic waves propagate with the speed of sound 𝑐. The relevant medium for
room acoustics is air and under normal conditions the speed is approximately
𝑐 ≈ 344m/s. The speed of sound is dependent on the temperature Θ of the gas
[21]:
𝑐 =
√︂
𝜅𝑅𝑓,𝑚𝑜𝑙Θ
𝑀𝑟
. (2.13)
The adiabatic or isentropic constant for air is 𝜅 = 1.4 and the molar mass of
dry air 𝑀𝑟 = 0.0289644 kg/mol. The molar gas constant for air 𝑅𝑓,𝑚𝑜𝑙 is also
dependent on temperature Θ, relative humidity 𝜙, and static pressure 𝑝:
𝑅𝑓,𝑚𝑜𝑙 =
𝑅𝑚𝑜𝑙
1− ℎ100
(︁
1− 𝑅𝑚𝑜𝑙
𝑀𝑟𝑅𝑑
)︁ (2.14)
with the molar gas constant for air 𝑅𝑚𝑜𝑙 = 8.31Nm/(mol K) and the gas constant
of water vapor 𝑅𝑑 = 461 J/(kg K). The molar concentration of water vapor ℎ in
percent is:
ℎ = 100 · 𝜙 · 𝑝𝑟
𝑝
·10
(︁
−6.8346
(︀
Θ0
Θ
)︀1.261
+ 4.6151
)︁
(2.15)
with the reference static pressure 𝑝𝑟 = 101325Pa.
The acoustic conditions in a room are mainly inﬂuenced by the positions and
the acoustic properties of its surrounding walls. Using a geometrical acoustic
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approach, the sound ﬁeld in a closed space can be described as a large number
of particles emitted from the source position in all directions. These particles (or
rays) travel along straight lines and are reﬂected by the walls until they reach
the receiver. In an ideal diﬀuse sound ﬁeld, the statistical mean free path length
between two reﬂections is deﬁned by the geometry of the room (volume 𝑉 and
surface 𝑆) and can be estimated to:
?¯? = 4𝑉
𝑆
. (2.16)
With each reﬂection the particle loses a part of its energy, depending on the
absorption coeﬃcient of the wall 𝛼. This absorption causes the energy of the
sound ﬁeld to decay exponentially as soon as the sound source is switched oﬀ.
The time that is needed for the sound ﬁeld to decay to one millionth of its original
value is called reverberation time. It is the most important parameter to describe
the perceived acoustics of a room (c.f. Section 2.3.1) and an important measure
to calculate the physical energy density of a room. Combining the mean free
path length and the average absorption coeﬃcient of the walls ?¯?, the theoretical
reverberation time can be estimated to
𝑇 = −24 · log𝑒(10)
𝑐
𝑉
𝑆 · ln(1− ?¯?) . (2.17)
The so-called Eyring formula is often linearized for small absorption values to
the Sabine formula:
𝑇 = 24 · log𝑒(10)
𝑐
𝑉
𝑆 · ?¯? . (2.18)
With the knowledge of the reverberation time 𝑇 , the ideal room impulse response
can be described as an exponential decay with maximum amplitude ℎ^:
ℎ(𝑡) = ℎ^ · 10(−3 𝑡𝑇 ) (2.19)
In this model approach the so far only considered propagation loss is the absorp-
tion of the walls. Formula Eq. (2.17) can be extended to cover the eﬀect of air
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absorption:
𝑇 = −24 · log𝑒(10)
𝑐
𝑉
𝑆 · ln(1− ?¯?)− 4𝑚𝑉 (2.20)
where 𝑚 is the damping constant of air. While this eﬀect might be negligible
for low frequencies, it becomes dominant for high frequencies. Bass et al. [22]
developed formulas to calculate the damping constant for air as a function of the
ambient atmospheric temperature Θ, the pressure 𝑝𝑎 and the molar concentration
of water vapor ℎ in percent:
𝑚 = 2 · 𝑓2
[︃(︃
184 · 10−13 𝑝𝑟
𝑝𝑎
√︂
Θ
Θ0
)︃
+
(︁ Θ
Θ0
)︁−5/2
· (2.21)(︃
1275 · 10−5 · e
(−2239.1Θ )
𝑓𝑟𝑂 + 𝑓
2
𝑓𝑟𝑂
+ 0.1068 · e
(−3352Θ )
𝑓𝑟𝑁 + 𝑓
2
𝑓𝑟𝑁
)︃]︃
with the reference ambient atmospheric pressure 𝑝𝑟 = 101.325 kPa and the
reference temperature in kelvin Θ0 = 293.15K. The two relaxing frequencies of
oxygen and nitrogen are deﬁned as:
𝑓𝑟𝑂 =
𝑝𝑎
𝑝𝑟
(︁
24 + 4.04 ·104 · ℎ 0.02 + ℎ0.391 + ℎ
)︁
(2.22)
𝑓𝑟𝑁 =
𝑝𝑎
𝑝𝑟
(︁ Θ
Θ0
)︁−1/2
·
⎛⎝9 + 280 · ℎ · 𝑒−4.17[︁(︀ ΘΘ0 )︀−1/3−1]︁
⎞⎠ (2.23)
These calculation instructions are regulated in the international standard ISO
9613-1 [23]. The diﬀerence between Eq. (2.21) and the ISO equation is a factor of
2
8.686 , which results from a conversion between decadic and Naperian logarithm,
and the consideration of energies instead of amplitudes.
2.3. Room Acoustic Parameters
The aim of room acoustic parameters is - as the name suggests - to describe the
acoustic conditions in a room. The characterization is on one hand motivated
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Figure 2.5.: Speed of sound in dependence of the temperature (left) and air
attenuation constant 𝑚 as function of frequency and for several
values of relative humidity (right).
by the attempt of quantiﬁcation of the subjective human perception and on the
other hand the description of the physical sound ﬁeld. Over the decades scientists
have studied the main factors of room acoustic perception and have developed
parameters to describe these inﬂuences quantitatively by using room acoustic
measurement procedures. First objects of interest were especially auditoria
where the acoustic condition is the key factor, such as concert halls, opera houses,
theaters, and churches. Nowadays, the importance of acoustic conditions has
been recognized even for smaller rooms such as conference rooms, classrooms, or
sport halls. Therefore, standards were deﬁned with appropriate ranges for room
acoustic parameters (c.f. ISO 18041 [24]).
The reverberation time is used to describe the physical energy conditions in a
room. Subsection, 2.3.1 gives an overview of technical measurement procedures
that are based on reverberation time measurements.
Besides the measurement equipment and procedures (as described in Section
2.1), ISO 3382-1 [3] also describes deﬁnitions for a number of room acoustic
parameters. These commonly accepted parameters are investigated in this thesis
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and are described in detail in the following section.
2.3.1. Reverberation Time
The reverberation time 𝑇 has a special position among all room acoustic param-
eters, since it is the ﬁrst known and the most important acoustic parameter. It
is deﬁned as the time that is needed for a stationary sound ﬁeld to decay to one
millionth of its initial energy corresponding to a level decay of 60 dB.
The old measurement principle of Sabine is still applicable according to ISO 3382
(called interrupted noise method), but it is rarely used. The random nature of
the excitation noise introduces a random error to the evaluated reverberation
time and is the reason for the necessity of averaging several measurements.
Schroeder [25] proposed a new method for measuring the reverberation time,
where the decay curve 𝐸(𝑡) (short EDC, also known as backward integrated
impulse response or Schroeder curve) is calculated from a measured room impulse
response ℎ(𝑡) (Figure 2.6 top left). The impulse response is squared to obtain
the echogram (Figure 2.6 top right). The EDC is calculated by the backwards
integration:
𝐸(𝑡) =
∞∫︁
𝑡
ℎ2(𝜏) d𝜏 =
𝑡∫︁
∞
ℎ2(𝜏) d(−𝜏) . (2.24)
Figure 2.6 shows the result with the exponential decay of the sound energy
(bottom left) or the linear decay of the level (bottom right).
𝐸(𝑡) is often normalized to max (𝐸(𝑡)) = 𝐸(0) != 1 to obtain as EDC that starts
at 0 dB in logarithmic representation and has linear decay.
Schroeder showed that the average of an inﬁnite number of interrupted random
noise measurements gives the same result as one measurement of the integrated
impulse response method. Based on the calculated decay curve, the decay rate
is determined using linear regression.
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Figure 2.6.: The single processing steps to calculate the energy decay curve.
The impulse response (top left) is squared (top right) and the
backward integration is performed (bottom left). In the logarithmic
scale (bottom right), the linear level decay can be seen.
The initial decay of the EDC is strongly inﬂuenced by the direct sound and not
by the relevant reverberance. Therefore, the initial 5 dB drop in level is excluded
and the linear regression is applied to the decay curve from -5 dB to -65 dB below
the maximum value. The evaluated reverberation time is labeled 𝑇60 to indicate
the evaluation range of 60 dB.
The usable decay range is limited by the level diﬀerence between signal and noise
and in practice it often does not allow a determination of 𝑇60. In these cases it is
possible and common practice to evaluate a smaller level range, like for example
20 dB (from -5 dB to -25 dB). The decay time of 20 dB is extrapolated to 60 dB
decay and the parameter is called 𝑇20. Using the same method (always starting
at -5 dB and evaluating the range that is speciﬁed in the index and extrapolating
to 60 dB), other decay ranges (such as 𝑇10, 𝑇15, 𝑇30, 𝑇40 or 𝑇50) can be evaluated
to choose the largest dynamic range for the given signal-to-noise ratios.
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Despite the adjustment of the evaluation range, the noise contained in the
measurement can have a signiﬁcant inﬂuence on the calculated reverberation
time. Therefore, ISO 3382 suggests a level diﬀerence of at least 10 dB between
lower evaluation range and background noise level. This standard also deﬁnes two
methods to compensate noise eﬀects. These techniques and their performance
are discussed in detail in Chapter 3.
Jordan [26] proposes the early decay time (EDT) with a slightly diﬀerent deﬁnition
of the reverberation time that also contains the direct sound. The evaluation
range is from 0dB to -10 dB and the decay time is also extrapolated to a 60 dB
decay. It is shown that EDT correlates better with the subjective perception of
reverberance than the reverberation time T.
According to ISO 3382 the analyzed frequency range should cover at least 250Hz
to 2 kHz, if no speciﬁc frequency bands are required. The extended frequency
range for engineering and precision methods should include all bands from 125Hz
to 4 kHz.
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Technical Application of Reverberation Time
In technical applications the measured reverberation time is used to derive a
measure of the diﬀuse sound ﬁeld. Therefore, the Eyring or Sabine formula
is used to estimate the sound ﬁeld energy (see Section 2.2). In the following
sections, the most common measurement procedures are described.
Diﬀuse Sound Absorption The diﬀuse sound absorption properties of a material
are determined in a reverberation chamber. This is a special measurement room
equipped with sound diﬀusors and low absorptive walls to provide a sound
ﬁeld as diﬀuse as possible. For the determination of the absorption coeﬃcients,
the reverberation time of the empty chamber is compared to the reverberation
time when the investigated sample is placed in the room. The change in the
reverberation time can be lead back to the additionally inserted equivalent
absorption area of the sample. The details of this measurement procedure are
described in ISO 354 [27].
Sound Scattering The scattering coeﬃcient describes the directional reﬂection
properties of materials and surfaces. Therefore, the reverberation times in the
reverberation chamber at four diﬀerent conditions has to be measured. This
method is standardized in ISO 17497-1 [28].
Sound Power The sound power describes the total sound energy radiated by a
device. One method to determine the sound power is deﬁned in ISO 3741 [29].
The sound pressure level caused by the device is measured in a reverberation
chamber and the inﬂuence of the room is compensated by taking the reverberation
time of the chamber into consideration.
Sound Insulation The determination of the insulation index of walls in buildings
or building elements is described in ISO 140 [30]. Therefore, in the sending room
a loud sound ﬁeld is generated and the sound pressure levels in the sending and
receiving rooms are measured. The room acoustic properties of the receiving
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room have an inﬂuence on the measured sound pressure level, but they are not
related to the sound insulation. Therefore, the recorded sound pressure level has
to be corrected using the measured reverberation time in the receiver room.
2.3.2. Sound Strength
Sound strength is a room acoustic parameter that characterizes the perceived
loudness. It describes the stationary sound pressure level (SPL) in an auditorium
with reference to the SPL of the same omnidirectional source in free ﬁeld
conditions and at a distance of 10m. The sound strength 𝐺 in dB can be
calculated from the impulse response:
𝐺 = 10 · log10
⎛⎜⎜⎝
∞∫︀
0
ℎ2(𝑡) d𝑡
∞∫︀
0
ℎ210(𝑡) d𝑡
⎞⎟⎟⎠ (2.25)
Here ℎ10(𝑡) is the measured impulse response of the sound source at a distance of
10m under free ﬁeld conditions. In order to average the inevitable directivity of
the source, it is necessary to repeat the measurements every 12.5 ∘ and calculate
the energetic average. According to ISO 3382-1 [3], it is also possible to measure
at smaller distances (≥ 3m) and compensate the amplitude assuming a point
source or measure the source level in a reverberation chamber. The sound
strength can also be calculated directly from the energy decay curve 𝐸(𝑡):
𝐺 = 10 · log10 (𝐸(𝑡 = 0))− 𝐿𝐹 (2.26)
where 𝐿𝐹 = 10 · log10
(︂∞∫︀
0
ℎ210(𝑡) d𝑡
)︂
is the level of total energy in the free ﬁeld
reference measurement.
2.3.3. Energy Ratios
The temporal occurrence of reﬂections and their amplitudes have a major inﬂuence
on the room acoustic perception. Early reﬂections that appear directly after the
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direct sound are not discernible as single reﬂections, but enhance the perceived
loudness of the direct sound. The human ear integrates these ﬁrst reﬂections
and thus they help to understand speech or music and the subjective clarity is
increased. Whereas, later reﬂections that can be distinguished as separate echoes
decrease the intelligibility. The echoes and the reverberation smear the time
structure and syllables become blurred, decreasing the speech comprehensibility.
Various psychoacoustic studies performed listening tests and determined the
limit between useful and disturbing reﬂections to be in the range from 50ms to
100ms [2, 31].
Deﬁnition 𝐷50
In 1953, Thiele [32] deﬁned the ﬁrst energy ratio called deﬁnition ("Deutlichkeit").
He set the limit to divide the reﬂections up to 50ms and deﬁned the deﬁnition
𝐷50 to be the percentage energy of the ﬁrst part compared to the total energy:
𝐷50 =
50ms∫︀
0
ℎ2(𝑡) d𝑡
∞∫︀
50ms
ℎ2(𝑡) d𝑡
(2.27)
The deﬁnition is primarily used for speech presentations and is standardized in
ISO 3382-1 [3]. The deﬁnition can also be directly calculated from the energy
decay curve 𝐸(𝑡):
𝐷50 = 1− 𝐸(𝑡 = 50ms)
𝐸(𝑡 = 0ms) (2.28)
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Clarity Index 𝐶80
For musical content the temporal limit for useful reﬂections is higher, since
the reﬂections are less detectible than for speech signals. Reichardt, Alim, and
Schmidt [33] proposed the clarity index 𝐶80 with the time limit of 80ms and on
a logarithmic scale:
𝐶80 = 10 · log10
⎛⎜⎜⎝
80ms∫︀
0
ℎ2(𝑡) d𝑡
∞∫︀
80ms
ℎ2(𝑡) d𝑡
⎞⎟⎟⎠ (2.29)
The clarity index is also deﬁned in ISO 3382-1 [3] and is used for musical
presentations. The clarity index can be calculated using the energy decay curve
using the formula
𝐶80 = 10 · log10
(︂
𝐸(𝑡 = 0ms)
𝐸(𝑡 = 80ms) − 1
)︂
(2.30)
A rough assessment of the clarity index can be made by assuming an ideal
exponential sound ﬁeld, which is only described by the reverberation time (c.f.
Eq. (2.19)) and therefore the clarity index can be calculated as:
𝐶80 = 10 · log10
(︁
10
6·80ms
𝑇 − 1
)︁
(2.31)
Estimations of other energy parameters like 𝐷50 can be derived in a similar way.
However, this estimation only provides a rough estimate of the whole room, since
for this theory the reverberation time is the same as in the room. The direct
sound and the early reﬂections that are the motivation for deﬁning the room
acoustic energy parameters are not included in the ideal diﬀuse ﬁeld theory.
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2.4. Assessment of Error Size
The assessment of the tolerable error size for room acoustic parameters depends
strongly on the application. The decisive measure for room acoustic parameters
to describe the subjective perception is the just noticeable diﬀerence (JND) of the
corresponding parameter. The JND describes the amount of change in the room
acoustic parameter that is necessary to notice a perceptive diﬀerence. JNDs (also
known as diﬀerence limens) are determined by listening tests and are deﬁned as
the diﬀerence where half of the test persons recognize the diversity correctly.
Seraphim [34] investigated the diﬀerence limens of reverberation time in 1958. He
found JNDs of around 5% in the typical range of reverberation times from 0.5 s
to 2 s. Since for listening tests synthetic stimuli with exponential decays are used,
all reverberation times (EDT, 𝑇10, 𝑇20, etc.) are equal and the derived results
apply to all reverberation times. Cox, Davies, and Lam [35] analyzed the JND of
the clarity index and found thresholds of about 1 dB and only a small dependence
on the motif. Further studies (for example, by Bradley, Reich, and Norcross [36]
or Ahearn et al. [37]) conﬁrmed the ﬁndings. These just noticeable diﬀerences
are also reported in ISO 3382 and are generally accepted. For the assessment
of errors in room acoustic measurements, these form the basis to deﬁne the
maximum tolerable error. For measured room acoustic parameters that deviate
in the order of JNDs from the correct value, even the rather insensitive human
perception is able to sense a diﬀerence and these measurements are unusable.
To allow a description of the perceived room acoustic or to compare several
measurements on a perceptual basis, it is necessary that the error is at least less
than half the JND. For single interfering inﬂuences that fall below one tenth of
the JND, it can be assumed that the inﬂuence is negligible.
The reverberation time is also used in numerous technical applications (c.f.
Subsection 2.3.1) and a measurement error in the reverberation time propagates
directly to the calculated parameter. Thereby the sensitivity of the result on
the input error depends on the corresponding calculation. Depending on the
determined parameter and on the intended purpose of the results, the tolerable
error of the reverberation time can be signiﬁcantly lower than for the formerly
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mentioned perceptual purpose.
The most sensitive applications for errors are methods where the detailed time
structure of the impulse response is analyzed directly without preprocessing
steps such as the backward integration or linear regression over a wider range.2
Techniques that superposition several single measurements to calculate the ﬁnal
result are very sensitive to small changes. An example is the technique that uses
a large number of measurements with diﬀerent source directivity to maintain
a spherical harmonics representation of the source [38]. With the spherical
harmonics coeﬃcient any source directivity can be synthesized afterwards.3 Even
extremely small changes of the acoustic system invalidate the time-invariance
assumption that is crucial for the superpositioning approach. Changes of room
acoustic parameters can be considered as indicators for time variant systems and
point out critical measurement sessions.
2 Of course, the same applies to methods that operate in frequency domain.
3The possible directivities depend on the order of the available spherical harmonics domain.
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Noise Compensation
This chapter analyzes the eﬀects of stationary noise as external inﬂuence on
the evaluation of room acoustic parameters. Stationary noise is inevitable in
every measurement and has a variety of sources (see Section 2.1.2). There are
numerous methods to compensate the eﬀects of stationary noise. This study
investigates ﬁve established and commonly used noise compensation methods
and compares their performances. Three of these techniques are also deﬁned in
ISO 3382-1 [3]. The ﬁndings of this chapter have been partly published in Guski
et al. [39].
In 2004, Katz carried out a round robin for room acoustic analysis software [7].
All participants (19 institutions with 25 diﬀerent software packages) used the
same measured room impulse response and reported the evaluated parameters.
The diﬀerences between the software packages remained within the range or
exceeded the subjective diﬀerence limen of the corresponding parameter. Katz
pointed out that the variations occur mostly due to the noise in the impulse
response. Another major noise-related problem was the lack of indication of
noise eﬀects that are too high. Reverberation time results can be obtained with
most software packages, even if the signal-to-noise ratio is insuﬃcient.
The eﬀects of noise and techniques to suppress it were subject to several studies
[5, 40, 41, 42]. Hak, Wenmaekers, and Luxemburg [43] performed the ﬁrst
systematic analysis of one noise compensation technique depending on the noise
level. Random white noise with diﬀerent levels was added to a real measured
impulse response to simulate diﬀerent signal-to-noise ratios.
It is also possible to calculate the reverberation time with nonlinear regres-
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sion methods [44, 45, 46], but these methods are rarely used and therefore not
investigated in this thesis.
3.1. Noise Compensation Methods
All ﬁve investigated noise compensation methods use the impulse response as
input, apply the compensation, and provide the noise compensated energy decay
curve 𝐸(𝑡) (EDC). The reverberation time is determined by performing a linear
regression of 𝐸(𝑡) (see Section 2.3.1). Other room acoustic parameters (such as
the deﬁnition 𝐷50, clarity index 𝐶80 or the sound strength 𝐺) can be calculated
directly from the noise compensated decay curve (see Section 2.3), so that the
calculation of all parameters beneﬁts from the same noise compensated EDC.
In the following subsections, the investigated methods will be described and
illustrated using a sample impulse response. The impulse response represents a
reverberation time of 2 s and a peak signal-to-noise ratio of 40 dB. The model
impulse response represents any measurement in the statistical region of the
room transfer function where neither modal eﬀects of the room nor eﬀects of
too narrow ﬁlter bands are present. The corresponding EDC is also shown to
illustrate the error that occurs due to the noise.
Some methods require additional parameters of the impulse response (such as
noise level, intersection time, and late reverberation time). These are estimated
using the iterative algorithm proposed by Lundeby et al. [5]. This algorithm has
been proven to provide reliable results for real measured room impulse responses.
The complete evaluation is fully automated and realized in Matlab. All described
noise compensation methods are part of the ITA-Toolbox, an open source toolbox
for Matlab [11]. Method A is the default method described in ISO 3382-1 [3].
Methods B and C are optional extensions also deﬁned in the standard. Methods
D and E use a noise suppression technique that is not described in ISO 3382-1.
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3.1.1. Method A: Full Impulse Response
The full impulse response ℎ(𝑡) is considered and the integration limits are
determined by the length of the recorded impulse response 𝑡IR:
𝐸(𝑡) =
𝑡IR∫︁
𝑡
ℎ2(𝜏) d𝜏 . (3.1)
Technically speaking, this is not a noise compensation method as no noise
compensation technique is used. The noise contained in the impulse response
causes a large overestimation of the EDC (Figure 3.1). The error size increases
with the length of the impulse response 𝑡IR.
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Figure 3.1.: Example of an impulse response and corresponding energy decay
curve when using the full impulse response for the backward in-
tegration (Method A). The last part of the energy decay curve is
overestimated.
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3.1.2. Method B: Truncation at Intersection Time
A commonly used noise compensation method is the truncation of the impulse
response at the intersection time 𝑡𝑖 [3, 5, 41]:
𝐸(𝑡) =
𝑡i∫︁
𝑡
ℎ2(𝜏) d𝜏 . (3.2)
The intersection time is the time where the exponential decay of the impulse
response intersects with the constant noise ﬂoor. The noise error in EDC is
reduced drastically (Fig. 3.2), but the truncation introduces a further error. The
energy decay curve is approaching minus inﬁnity because of the missing signal
energy from the truncation time to inﬁnity. The unlimited dynamic range of the
resulting EDC always allows an evaluation of the EDC, even if the signal-to-noise
ratio is insuﬃcient for a certain reverberation time.
3.1.3. Method C: Truncation and Correction
Lundeby et al. [5] proposed a correction term to prevent the truncation error.
The missing signal energy from truncation time to inﬁnity (triangle in Figure 3.3)
𝐶comp is estimated and added to the truncated integral:
𝐸(𝑡) =
𝑡i∫︁
𝑡
ℎ2(𝜏) d𝜏 + 𝐶comp . (3.3)
ISO 3382 recommends calculating 𝐶comp by assuming an exponential decay. The
decay rate should be the same as given by the squared impulse response between
𝑡1 and the intersection time. The time denoted by 𝑡1 corresponds to a level,
which is 10 dB above the level at the intersection time. This part of the impulse
response, however, is already inﬂuenced by noise. At the intersection, time signal
and noise energy are equal by deﬁnition. Hence, Lundeby et al. suggested to
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Figure 3.2.: Example of an impulse response and corresponding EDC with trun-
cation at the intersection time (Method B). The inﬂuence of noise
is reduced signiﬁcantly. The energy decay curve is underestimated.
leave a safety margin of 5 - 10 dB above the level corresponding to the intersection
time to reduce the inﬂuence of noise. In this study a safety margin of 10 dB is
used, if not further speciﬁed.
The resulting EDC shows no truncation error any more (see Figure 3.3). The
dynamic range of the EDC is limited according to the signal to noise ratio.
The error caused by the noise is reduced signiﬁcantly, even though a slight
overestimation due to noise before truncation time is still present.
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Figure 3.3.: Example of an impulse response and corresponding EDC for trun-
cation and correction term for the truncation (Method C). The
inﬂuence of noise is reduced; just a small overestimation can be
observed. The truncation error is eliminated and the EDC is
limited to a reasonable range.
3.1.4. Method D: Subtraction of Noise
Chu [42] proposed the "subtraction of noise"-method. The noise level 𝑁est is
estimated and subtracted from the impulse response before backward integration:
𝐸(𝑡) =
𝑡IR∫︁
𝑡
(︀
ℎ2(𝜏)−𝑁2est
)︀
d𝜏 . (3.4)
The noise component of the original measured impulse response is squared and
therefore always positive. The error sums up, due to the integration and the
EDC is therefore overestimated with this method. By subtracting the estimated
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noise level, the distribution of the new noise component can be considered as
zero mean. The noise error is reduced due to temporal averaging during the
integration. This technique works well for the ﬁrst part of the impulse response
where the signal energy is dominant. For the later part, after the intersection
time, this technique fails because the EDC is approaching minus inﬁnity and is
not monotonically decreasing any more (see Figure 3.4). Similar to Method B,
the problem of an unlimited dynamic range of EDC occurs.
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Figure 3.4.: Example of an impulse response and corresponding EDC with
subtraction of estimated noise level (Method D). The inﬂuence of
noise on the EDC is minimized, but the dynamic range of EDC is
unlimited.
3.1.5. Method E: Truncation, Correction, and Subtraction
The ﬁfth method is a combination of all techniques mentioned above: The esti-
mated noise level is subtracted before backward integration, the impulse response
is truncated at the intersection time, and the correction for the truncation is
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applied:
𝐸(𝑡) =
𝑡i∫︁
𝑡
(︀
ℎ2(𝜏)−𝑁2est
)︀
d𝜏 + 𝐶comp . (3.5)
The noise inﬂuence is minimized by subtracting the noise level. The truncation
of the impulse response suppresses errors in the later part of the room impulse
response resulting from noise subtraction and a correction for the truncation
ensures a reasonable dynamic range (Figure 3.5).
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Figure 3.5.: Example of an impulse response and corresponding EDC with
truncation at intersection time, correction for truncation, and
subtraction of noise level (Method E). The inﬂuence of noise is
minimized and the dynamic range of EDC is limited.
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3.2. Evaluation Approaches
The analysis of the diﬀerent noise compensation techniques is carried out using
two evaluation approaches that are described in the following two sections.
3.2.1. Model Approach
The model approach is a parametric description of an ideal room impulse response
with added noise. Only the envelope of the impulse response is modeled without
any temporal ﬁne structure. The signal decay is assumed exponential and is
described by the reverberation time 𝑇 . The noise is stationary and its level is
deﬁned using the peak signal-to-noise ratio (PSNR). The maximum of the signal
part is compared with the mean level of the noise. The third parameter is the
length of the measured impulse response (𝑡𝐼𝑅), since it has an impact on the
results obtained using one of the methods. The model room impulse response of
Eq. (2.19) can be extended to:
ℎ(𝑡) = 10
−3𝑡
𝑇 + 10
−PSNR
20 . (3.6)
The linear regression is performed numerically using a suﬃciently high sampling
rate to exclude inﬂuences that occur due to sampling [47]. The diﬀerence
between the envelope and the mean value of the background noise is assumed
approximately 11 dB, supposing a Gaussian distribution.
3.2.2. Measurement Approach
Most measurement approaches described in the relevant literature only inves-
tigate a few examples of diﬀerent noise levels. This study tries to present a
systematic approach, as in the study published by Hak, Wenmaekers, and Lux-
emburg [43], rather than some exemplative results that only show that there is a
diﬀerence. In contrast to Hak’s study where additive white noise is used, the
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diﬀerent signal-to-noise ratios are obtained by performing real measurements
and using real background noise. This procedure also allows a reliable statistical
analysis of the variances for real measurements.
These long-term measurements have been conducted in the General Assembly
Hall of RWTH Aachen University (for detailed information see Appendix A).
The receiver measurement chain side consisted of one 12 -inch condenser micro-
phone (B&K Type 4190) and 15 Sennheiser KE4 microphones. The remaining
hardware has been equivalent to the description in Section 2.1.2. The complete
input and output measurement chain has been calibrated to make it possible
to measure absolute levels. For the excitation, an exponential sine sweep with
a frequency range from 20 Hz to 14 kHz and a length of six seconds has been
used. In the post-processing the impulse responses have been truncated at four
seconds to guarantee a robust noise detection and allow neglecting the inﬂuences
of nonlinear components at the end. These measurements have been performed
using the measurement application of the ITA-Toolbox [11].
For each measurement the ampliﬁcation of the excitation signal has been changed
to obtain diﬀerent peak signal-to-noise ratios. A set of seven diﬀerent ampliﬁ-
cations was repeated 72 times to allow a statistical statement of the resulting
parameters.
The PSNR is calculated separately for each measured impulse response to account
for changing noise levels during the measurement session and the measurements
have been clustered into groups according to their PSNR values. For each group
the mean value and the standard deviation of the evaluated room acoustic pa-
rameter are calculated. The maximum diﬀerence in PSNR in one group is 1 dB.
Due to this small range in one group, a high resolution of the PSNR dependency
is obtained and smearing eﬀects are avoided. In the available measurement time,
504 broadband impulse responses have been obtained. They have the same signal
content, while the noise part changes for every measurement under realistic
conditions (temporal distribution and frequency spectrum). The 16 microphones
have been spread over the listener area and have been used simultaneously.
The most important prerequisite for the success of this approach is the acoustic
stability of the room. If the room changes while the measurement is carried out,
it is not possible to distinguish these changes from the eﬀects of noise. To ensure
this stability, those measurements have been performed automatically without
any people present. In addition, the ﬁrst 90 minutes after the last person had
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left the room have been discarded to make sure that the room conditions had
settled. Temperature and humidity have been monitored during the measurement
and can be considered constant within a maximum diﬀerence of 0.6 ∘C and 6%
relative humidity. The diﬀerent output levels appear fragmented and spread over
the complete measurement time on purpose. This way, long-term changes such
as the temperature drift have no systematic eﬀect on certain PSNR conditions
but appear randomly spread over all measurements.
3.3. Comparison of Noise Compensation Methods
The mean value and the standard deviation of the evaluated reverberation time
𝑇20 for the described measurement approach are plotted in Figure 3.6 as a
function of the peak signal-to-noise ratio. Most compensation methods show a
clear dependence of the evaluated reverberation time on the PSNR. For very high
PSNRs, however, 𝑇20 converges towards a constant value. This implies that the
noise does not aﬀect the evaluation for suﬃciently high PSNRs. These results are
in accordance with the conclusions of [43]. Furthermore, all noise compensation
methods show the same results for high PSNR values. This also demonstrates
that the compensation method has no inﬂuence on the evaluation for suﬃcient
high PSNRs. The fact that the results are not aﬀected by the output level for
high PSNRs also shows that nonlinearities of the loudspeaker (that increase with
output level) have no inﬂuence on the parameter. The resulting parameters for
the highest PSNR are considered as the true value and are used as a reference
(separately for each noise compensation method) to show the relative error of
the room acoustic parameters in the following analysis. Other room acoustic
parameters show the same dependencies and are therefore referred to their best
estimate.
3.3.1. Reverberation Time
First, the reverberation time 𝑇40 is investigated. Although 𝑇40 is not very
often used in practice, it is very useful to compare the results of the model and
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Figure 3.6.: Evaluated reverberation time 𝑇20 in dependence of the peak signal-
to-noise ratio for all ﬁve analyzed methods. The error bars indicate
the standard deviation.
measurement evaluation approaches. This parameter covers a wide range of
PSNR values from insuﬃcient to very good signal-to-noise ratios and thus allows
observing all occurring eﬀects. ISO 3382 recommends a decay range of 55 dB for
the parameter 𝑇40, which is equal to a PSNR of 55 dB in diﬀuse sound ﬁelds [3].
Figure 3.7 shows the relative error of 𝑇40 for all ﬁve methods. Using no noise
compensation (Method A) results in a huge overestimation of the reverberation
time. This is in accordance with the eﬀect seen in the EDC (see Section 3.1).
The truncation of the impulse response at the intersection time (Method B)
reduces the noise eﬀect considerably for high and medium PSNRs. For low
PSNRs the reverberation time is strongly underestimated. This eﬀect is caused
by the underestimation in the energy decay curve. Applying the correction
for the truncation (Method C) prevents this eﬀect. Method C automatically
yields no results for an insuﬃcient dynamic range of the EDC. The slightly
bigger errors for medium PSNRs compared to Method B are caused by the
absence of one of the two opposing eﬀects (overestimation caused by noise and
now missing underestimation caused by truncation). The subtraction of noise
technique (Method D) gives perfect results for the model approach. However,
this is caused by the simplicity of the model and the results cannot be interpreted.
The measurement approach shows that there is nearly no systematic error for
medium and low PSNRs. For low PSNRs the unlimited range of EDC results
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in an underestimation, similar to Method C. Method E (truncation, correction,
and subtraction of noise) yields the best results of the measurement approach.
There is nearly no systematic error for mid and high PSNRs and for insuﬃcient
PSNRs the algorithm automatically provides no results. The results of the model
approach can again only partly be interpreted due to the simplicity of the model.
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Figure 3.7.: Relative error of reverberation time 𝑇40 for model (top) and mea-
surement approach (bottom). The measurement approach shows
the 250 Hz octave band.
The results that are obtained using the model and measurement approaches are
consistent with each other and thus the measurements conﬁrm the validity of
the model. An exception is Method D, where the simple constant noise approach
of the model results in perfect output parameters.
In the next step, the reverberation time 𝑇20 is examined, since it is of greater
relevance in practice. In Figure 3.8 it can be seen that the measurement approach
only provides data for high to medium PSNR range. The model results have
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to be investigated to analyze the lower and therefore more interesting PSNR
range. Compared to 𝑇40 the results are shifted on the PSNR axis, which is a
result of the diﬀerent dynamic range of 𝑇20. The smaller evaluation range and
the resulting bigger percentage of the noise-inﬂuenced part is the reason for the
greater relative errors.
A relative error of 5% is used to determine the required minimal PSNRs for each
method, since 5% is also the commonly accepted just noticeable diﬀerence for the
reverberation time. The systematic error for Method A (no noise compensation)
exceeds the 5% limit at 55 dB. This is 20 dB higher than the PSNR of 35 dB
recommended in ISO 3382. Since the error is dependent on the total length of the
impulse response, these limits are only valid for this example, where the impulse
response length 𝑡𝐼𝑅 = 4 s and the reverberation time 𝑇 = 2 s. For the truncation
technique (Method B), the limit is in accordance with the ISO recommendation.
When using truncation and correction (Method C), the 5% limit is at about 45 dB.
However, the systematic error of this method will never exceed 8%, whereas for
the previous methods the error can increase signiﬁcantly. No systematic error is
predicted for Method E (truncation, correction, and subtraction of noise) by the
model approach. The measurement approach conﬁrms these results for PSNRs
where measurements are available. The systematic error will be clearly below
5% and the results will be discarded for insuﬃcient PSNRs, similarly to the 𝑇40
results.
The mean errors in the reverberation time are systematic while the errors
described by Hak in his study are random and have a zero mean. These diﬀerences
may be caused by the artiﬁcial character of the additive noise or by the diﬀerences
in the implementation of the calculation algorithms. Another reason might be
that in the investigation of Hak many impulse responses from diﬀerent room and
reverberation times were used.
3.3.2. Clarity Index
Deviations due to noise appear at the end of the EDC and move to the early parts
for increasing noise levels. Because the clarity index 𝐶80 is based on only one
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Figure 3.8.: Relative error of reverberation time 𝑇20 for model (top) and mea-
surement approach (bottom). The measurement results show only
high PSNRs due to the chosen output amplitudes during the
measurements. (The ranges of the x-axis are not equal to better
illustrate the desired eﬀects.)
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value of the very early normalized EDC, it is assumed that 𝐶80 is less sensitive
to noise.
Figure 3.9 shows the evaluation of the results. Method A (no noise treatment)
again shows the greatest sensitivity to noise. 𝐶80 is underestimated and the
results fall below the limit of just noticeable diﬀerence of 1 dB at a peak signal-
to-noise ratio of approximately 32 dB. The minimal required PSNRs decrease by
approximately 10 dB to 22 dB for Method B (truncation) and to 20 dB for Method
C (truncation and correction). The advantage of the automatic limitation of
the results for insuﬃcient peak signal-to-noise ratios for Methods C and E do
not work for 𝐶80. This means that for the clarity index (and analog for the
deﬁnition 𝐷50) the PSNR has always to be evaluated to estimate the noise error.
For inadequate PSNRs, the 𝐶80 results have to be discarded. Methods B, C, D
and E perform similarly and do not diﬀer signiﬁcantly. Again, the model and
measurement evaluation approaches are very similar.
3.3.3. Sound Strength
The sound strength 𝐺 represents basically the total energy contained in the
measured room impulse response. The correct value is the pure signal energy,
but since every real measurement also contains noise, the evaluated energy is
the sum of signal and noise energy. Since in typical room impulse responses the
signal energy is signiﬁcantly higher than the noise energy, the error in G is small.
Figure 3.10 shows that Method A (no noise compensation) results in the largest
error. The JND for 𝐺 of 1 dB is exceeded at around PSNR = 17dB. The other
methods are very robust and the error stays below 0.1 dB for PSNR values above
12 dB.
The data from the measurement approach covers only high PSNR values and
does therefore not provide any new information.
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Figure 3.9.: Error of clarity index 𝐶80 for model (top) and measurement ap-
proach (bottom). Using no noise compensation (Method A) causes
the largest systematic errors. All noise compensation methods
(Methods B - E) reduce the noise inﬂuence and do not diﬀer
signiﬁcantly.
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Figure 3.10.: Error of sound strength 𝐺 for model. Using no noise compensa-
tion (Method A) causes the largest systematic errors. All noise
compensation methods (Methods B - E) reduce the noise inﬂuence
signiﬁcantly.
3.4. Summary of Noise Compensation Methods
In the previous chapters single measurement results were compared to the model
approach to conﬁrm the validity. In this chapter the acquired ﬁndings are
summarized to allow a general statement of the error size and the inﬂuence
factors. Therefore, the systematic and the random errors caused by stationary
noise are analyzed separately.
Systematic Errors
The magnitude of systematic errors caused by the inﬂuence of stationary noise
is larger compared to the random error in the majority of cases. Therefore, it
is necessary to document the functional relationship between error and PSNR
values to allow straightforward error estimation. To describe the quantitative
magnitude of the systematic error, the results of the model approach are utilized.
The advantage is that the model can be evaluated for arbitrary PSNR values,
whereas the measurement results are only available for discrete PSNR values
that occurred during the measurements.
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As alternative to the rather complex evaluation of the model approach, the
following illustrative model evaluations are presented in tables to allow an easy
error estimation. Table 3.1 summarizes the systematic relative error of the
reverberation time 𝑇20 for the given example of a reverberation time of 𝑇 = 2 s
and the ﬁve analyzed noise compensation methods as function of the peak signal-
to-noise ratio. For situations where the PSNR values are too low and the methods
provide no results, the systematic errors are marked as NaN (not a number). In
a similar way, Table 3.2 provides the errors for the clarity index 𝐶80. Further
parameters are described in Appendix B.1.
PSNR Method A Method B Method C Method D Method E
dB % % % % %
20 300.809 -66.363 NaN -0.000 NaN
25 494.417 -40.909 NaN -0.000 NaN
30 795.750 -19.620 NaN -0.000 NaN
35 793.036 -5.315 NaN -0.000 NaN
40 728.759 1.925 7.652 -0.000 0.004
45 482.815 2.920 5.201 -0.000 0.000
50 29.536 1.720 2.432 -0.000 0.000
55 5.344 0.784 0.999 -0.000 0.000
60 1.518 0.322 0.388 -0.000 0.000
65 0.466 0.125 0.146 -0.000 0.000
Table 3.1.: Systematic error of reverberation time 𝑇20 in percent as function of
the peak signal-to-noise ratio (PSNR) and for the ﬁve investigated
noise compensation methods.
3.4.1. Random Errors
The measurement approach is used to evaluate the random ﬂuctuations of the
room acoustic parameters, since the model approach only supplies information
about systematic errors. Therefore, all relevant data of six octave band frequencies
and several microphone positions is combined and analyzed together. Figure 3.11
shows the empirically determined relative standard deviations of the reverberation
time 𝑇20 in dependence of the peak signal-to-noise ratio for the compensation
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PSNR Method A Method B Method C Method D Method E
dB dB dB dB dB dB
15 -11.14 4.30 0.83 0.00 0.00
20 -7.74 0.19 -0.59 0.00 0.00
25 -4.36 -0.26 -0.52 0.00 0.00
30 -1.95 -0.19 -0.28 0.00 0.00
35 -0.72 -0.10 -0.12 0.00 0.00
40 -0.24 -0.04 -0.05 0.00 0.00
45 -0.08 -0.02 -0.02 0.00 0.00
50 -0.03 -0.01 -0.01 0.00 0.00
55 -0.01 0.00 0.00 0.00 0.00
60 0.00 0.00 0.00 0.00 0.00
Table 3.2.: Systematic error of clarity index 𝐶80 in dB as function of the peak
signal-to-noise ratio (PSNR) and for the ﬁve investigated noise
compensation methods.
method with truncation and correction (Method C). All results show a similar
behavior, although the temporal time structure and the reverberation time of the
single results diﬀer quite strongly because of the various microphone positions
and frequency bands. The 95th percentile is shown as black line to indicate the
upper limit of the relative standard deviation that is only exceeded by 5% of the
measured data. Table 3.3 summarizes the in the same way evaluated estimations
of the random error for all ﬁve noise compensation methods. With exception
of Method A, all other methods show nearly similar behavior for the random
ﬂuctuations.
It can be seen that standard deviations decrease with increasing PSNR level
up to PSNR ≈ 70 dB. Above that point, the standard deviation approaches a
constant value of around 0.6%. The relative variances fall below the limit of 5%
for PSNR values ≥ 45 dB.
To obtain an analytical relationship between PSNR values and the relative
standard deviation, a function has been designed to ﬁt the empirically evaluated
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Figure 3.11.: Evaluated empirical standard deviation of 𝑇20 as function of
PSNR values. This ﬁgure shows noise compensation Method C
for several microphone positions and frequency bands. The black
line marks the 95th percentile and the red line the analytic error
estimation.
data from the measurements:
𝜎(𝑇20)
𝑇20
=
(︂
3 · 105
PSNR
)︂0.7
+ 0.6 , (3.7)
where the PSNR is inserted as an energetic ratio. This analytic function describes
the upper limit of the estimated standard deviation as can be seen in Figure 3.11.
The empirically evaluated random variances of further room acoustic parameters
can be found in Appendix B.2
3.5. Further Inﬂuences
In the following section, further details of the measurement or the implementation
are investigated. The inﬂuences are determined based on the developed model
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PSNR Method A Method B Method C Method D Method E
dB % % % % %
30 10.655 61.261 29.226 87.650 29.496
35 8.850 12.630 15.844 14.002 12.962
40 8.853 7.150 7.353 7.275 7.076
45 46.469 5.271 4.875 7.915 5.142
50 20.987 1.906 2.011 2.271 1.898
55 13.707 1.287 1.276 1.354 1.313
60 1.567 0.928 0.933 0.947 0.905
65 0.625 0.623 0.622 0.625 0.625
70 0.531 0.530 0.530 0.530 0.530
75 0.542 0.542 0.542 0.541 0.541
80 0.547 0.547 0.547 0.548 0.548
85 0.495 0.494 0.494 0.494 0.494
Table 3.3.: Relative random error of the reverberation time 𝑇20 as function
of the PSNR value for the ﬁve investigated noise compensation
methods. Values are deﬁned empirically by determining the 95th
percentile of measurement data.
and the measurements.
3.5.1. Implementation of Correction for Truncation
In Section 3.1, two diﬀerent implementations to calculate the truncation correction
(used for Method C and E) are discussed. The late reverberation time used
to determine the correction term can be calculated without (ISO 3382-1 [3]
correction) or with a safety margin of 10 dB above noise level (Lundeby et al.
[5] correction). For the estimation of the other parameters required for the
correction term (noise level and intersection time), the safety margin is always
taken into account, as proposed by Lundeby, because without the safety margin
the iteration algorithm does not work properly. Both evaluation approaches
are used to highlight the diﬀerence in performance for both corrections. The
model approach shows that the systematic error is larger if the ISO correction is
used (Figure 3.12): maximum error ≈ 7% for ISO correction and ≈ 5% for the
Lundeby correction. The same diﬀerences between the two corrections can be
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observed if the measurement approach is applied. The standard deviation for
the ISO correction is slightly bigger than for the Lundeby correction, which is
caused by the bigger inﬂuence of the noise as no safety margin is applied. The
deviation between model and measurement approaches is small and does not
exceed the standard deviation of the measurements.
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Figure 3.12.: Relative error of reverberation time 𝑇30 for two diﬀerent imple-
mentations of the truncation correction term.
3.5.2. Excitation Signal
In this section, the eﬀect of the utilized excitation signal on the noise sensibility
is analyzed. The two most commonly used excitation signals are discussed: sine
sweeps and maximum length sequences.
Figure 3.13 shows the absolute errors for the reverberation time 𝑇40 for MLS and
sweep measurements. The frequency band and the position of the microphone are
equal for both excitation signals. The deviation in PSNR values between both
signals is caused by diﬀerences in the frequency spectra of the signals. Analog to
the sweep measurements, the amplitude of the MLS was increased in steps of
5 dB. For lower PSNRs this leads to an increase of PSNR by the same amount.
In case of higher PSNRs, however, the increase is less than 5 dB. The noise
detection algorithm identiﬁes the nonlinear spikes as noise ﬂoor, leading to an
increasing noise ﬂoor for higher output amplitudes. The evaluated reverberation
time does not change for higher output levels. This indicates that the nonlinear
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Figure 3.13.: Comparison of evaluated reverberation time 𝑇40 for MLS (top)
and sweep (bottom) excitation. For both results the microphone
position is equal and the 1 kHz octave band is shown.
components in the impulse response are still small compared to the linear signal
part.
The systematic errors depending on the PSNR are similar for sweeps and MLS.
The random deviations between both excitation signals hardly ever exceed 1-2%.
One reason for the similarity of the results is the control of the measurement
conditions. The lack of impulsive noise in the measurement and only small
nonlinear components (due to the high-quality loudspeaker) ensure that situations
where the excitations display a diﬀerent behavior do not occur.
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3.6. Conclusion
The performances of the ﬁve noise compensation methods diﬀer signiﬁcantly. It
is shown that most methods lead to systematic errors. However, these errors
can be predicted. Nevertheless, it must be mentioned that the performance
of the three methods allowed by ISO 3382 also deviate signiﬁcantly. Using
no noise compensation (Method A) results in a large overestimation of the
reverberation time, depending on the total length of the impulse response.
Using a noise compensation method reduces the error signiﬁcantly. The ISO
compliant method to truncate the impulse response at the intersection time
and correct for the truncation (Method C) has the advantage that results for
reverberation times are discarded automatically if the peak signal to noise ratio is
insuﬃcient. The systematic error for 𝑇20 is always < 8%. Method E (subtraction
of noise, truncation, and correction) showed the smallest sensitivity to noise. The
systematic error is negligible and for insuﬃcient PSNRs the results are discarded
automatically. However, due to the subtraction technique this method is not
compliant with the ISO standard. Table 3.4 provides an overview of all methods.
Method Treatment Noise ISO Limitation
sensitivity compliance of results
Method A none high yes no
Method B truncation medium yes no
Method C truncation and
compensation
medium yes yes
Method D subtraction low no no
Method E truncation, compensa-
tion, and subtraction
low no yes
Table 3.4.: Overview of the investigated noise compensation methods and their
properties.
In general, the clarity index 𝐶80 is less sensitive to noise. Again, Method A
(no noise treatment) shows the greatest noise sensitivity. The diﬀerent noise
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compensation techniques (Methods B to E) are quite similar. Deﬁnition 𝐷50
and sound strength 𝐺 are even less aﬀected by noise.
Theoretically, the knowledge of the systematic errors allows a manipulation of
the measured reverberation time by choosing a suitable noise compensation
method and adjusting the measurement parameters (impulse response length
or output ampliﬁcation). To avoid unclear or ambiguous manipulations and to
allow an estimation of the noise-induced error, the following speciﬁcations should
be included or modiﬁed in the ISO 3382 standard:
∙ The application of a noise compensation technique should be mandatory
or recommended. In the latest version of the standard, noise compensation
is optional.
∙ The noise subtraction technique proposed by Chu should be included as a
possible noise compensation technique.
∙ The peak signal-to-noise ratio and the applied noise compensation method
should be included in the measurement report, so that an estimation of
the systematic error is possible afterwards.
∙ The proposal on how to calculate the correction of truncation should include
the safety margin above noise ﬂoor as proposed by Lundeby et al. to reduce
the error.
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Impulsive Noise Detection
The investigations in the previous chapter assume stationary ambient noise.
However, this assumption is not always fulﬁlled for real measurements. Therefore,
this chapter investigates the eﬀects and the detection of impulsive noise during
a measurement. The content of this chapter is based on the publication of the
author [48].
Impulsive noise during a measurement is often caused by sources such as creaking
wooden ﬂoors or beams, footsteps of people in the room, or coughing. In MLS
or random noise measurements, impulsive noise is transformed into a relatively
low-level random noise component in the measured response, and it has thus
only small inﬂuences on further processing steps. Nevertheless, this noise is
spread over all frequencies and the full period of the RIR. In contrast, for sweep
signals the transient (impulsive) disruption results in a deterministic artifact in
the measured impulse responses that distorts evaluation and auralization [15,
49]. Up to now, there exists no reliable method for identiﬁcation and evaluation
of impulsive noise in sweep measurements.
In this chapter, the automatic detection of impulsive noise in sweep measurements
is described. Farina [50] showed that it is possible to properly reduce the eﬀects
of impulsive noise only by individual treatment of every measurement while
automatic methods give insuﬃcient results. A robust automatic compensation
of the disruption, however, could not be found yet and will be subject to further
research. The presented detection technique can be used for any excitation signal,
but, due to the high sensitivity of sweeps to impulsive noise, it is especially
important for sweep measurements. This technique can be used to analyze the
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measured response automatically, immediately after the aﬀected measurement
and to repeat the measurement period, if necessary.
All simulations, measurements, room acoustic evaluation, and data processing
are done with the ITA-Toolbox [11]. The ITA-Toolbox also includes a script
(ita_tutorial_impulsive_noise.m) to reproduce all results of the following
chapter.
4.1. Theory
For illustration purposes in this section, a simulated impulse response is used. A
rectangular room with a reverberation time of 1.5 seconds is simulated with a
modal superposition approach for a speciﬁed source and receiver position [51,
52]. Figure 4.1 (top) shows the RIR using a logarithmic scale (also known as
energy room-impulse response or echogram).
There are two noise components in the model: Stationary noise is unavoidable
for every measurement and therefore always included in the simulation, while the
impulsive noise only occurs occasionally and has to be detected (see Figure 4.1
bottom).
The impulsive noise is modeled as a Dirac pulse and the inﬂuence of the room is
considered by simulating the impulse response from a diﬀerent source position,
far away from the actual loudspeaker position. Ambient and electro-acoustic
equipment noise is modeled as Gaussian white noise. This approach allows
controlling the conditions and observing the eﬀects in every processing step for
every signal component (excitation signal and impulsive noise) separately. The
excitation signal is an exponential sweep with a constant envelope described in
Eq. (2.7). The recorded signal 𝑟𝑚(𝑡) at a microphone position in a room is a
combination of the occurring noise 𝑛(𝑡) and the excitation signal modiﬁed by
room ℎ(𝑡):
𝑟𝑚(𝑡) = 𝑠(𝑡) * ℎ(𝑡) + 𝑛(𝑡) . (4.1)
To obtain the desired impulse response of the system, the recorded signal has
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Figure 4.1.: Top: Simulated energy RIR without any noise component. Bottom:
Two noise components. The stationary noise is unavoidable (blue)
and the impulsive noise component (green) has to be discovered.
to be convolved with a deconvolution signal 𝑐(𝑡) (also known as compensation
signal). The deconvolution signal is the one with the inverted complex spectrum
of the excitation signal. For the commonly used exponential sweep with constant
envelope (Eq. (2.7)), the deconvolution signal is a time-reversed exponential
sweep with an exponentially decreasing envelope [53], called inverse sweep (see
Figure 4.2).
The measured impulse response ℎ𝑚(𝑡) can be derived from
ℎ𝑚(𝑡) = 𝑠(𝑡) * 𝑐(𝑡)⏟  ⏞  
𝛿(𝑡)
*ℎ(𝑡) + 𝑛(𝑡) * 𝑐(𝑡) . (4.2)
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Figure 4.2.: The inverse sweep is the deconvolution signal for the exponential
sweep with constant envelope. The envelope is not constant but
exponentially decreasing.
The convolution of the excitation signal 𝑠(𝑡) and deconvolution signal 𝑐(𝑡) ideally
results in a Dirac pulse, and thus the impulse response ℎ(𝑡) of the system is
obtained. The additive noise term is composed by the recorded background noise
convolved with the inverse sweep.
The upper left part of Figure 4.3 shows a spectrogram (frequency on the vertical
axis and time on the horizontal axis) of the impulse response without impulsive
noise. The impulse on the left (red part) decays into the Gaussian background
noise (blue part).
The upper right side of Figure 4.3 shows the contribution of the impulsive noise,
which is expressed by the second summand in Eq. (4.2). Impulsive components
in the recorded noise signal 𝑛(𝑡) will result in delayed representations of the
deconvolution signal (the inverse sweep) in the measured impulse response.
A measurement disturbed by impulsive noise is now simulated by superpositioning
both components (as shown in the upper part of Figure 4.3). This simulation is
demonstrated in the lower part of Figure 4.3.
The deterministic structure of the interference in the impulse response is more
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Figure 4.3.: Top: Spectrogram of impulse response without impulsive compo-
nent on the left and inverse sweep caused by impulsive noise on
the right side. Bottom: Impulse response including the inverse
sweep caused by the impulsive noise.
problematic than the typical statistic random (stationary and broadband) noise
contained in the blue part of the spectrogram. Figure 4.5 shows the reverberation
time 𝑇20 evaluated for the undisturbed (blue) and the disturbed impulse response
(green). For the room acoustic parameter, a noise compensation is applied, which
includes a truncation of the RIR at the point where the signal decays into the
constant noise ﬂoor (c.f. Chapter 3). This technique is able to remove the impact
of the impulsive noise for low frequencies (in this example for < 400 Hz), due
to suﬃcient time and level distance from the decaying impulse response. This
can be further interpreted by looking along the horizontal (constant frequency)
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impulse response parts (red) decaying into the noise part (blue) without signal
and noise overlap. The usage of a robust noise compensation technique for the
room acoustic parameter calculation that includes a truncation of the impulse
response limits the evaluation errors on the directly aﬀected frequencies, where
signal and disruption overlap. For no or other noise compensation techniques,
the lower frequencies will also be aﬀected.
Figure 4.4 illustrates two third octave bands of the energy room impulse response.
For the 100 Hz band, the part of the inverse sweep occurs clearly separated from
the signal part (Figure 4.4 top) and is eliminated automatically by the noise
compensation method.
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Figure 4.4.: The 100 Hz third octave band (top) and the 500 Hz third octave
band (bottom) of the impulse response. The parts of the inverse
sweeps appear at diﬀerent positions in the impulse response and
therefore have diﬀerent impacts on the evaluated reverberation
time and other room acoustic parameters.
For higher frequencies, however, both components overlap and cannot be sep-
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arated. Around 500 Hz, the inverse sweep seems to extend the decay of the
room (Figure 4.4 bottom), which results in an overestimated reverberation time
(Figure 4.5). The error characteristic has various inﬂuence factors: The occur-
rence of the impulse during the measurement determines the occurrence of the
inverse sweep in the RIR and therefore the frequency at which both components
overlap. The amplitude of the inverse sweep and the related size of the error
are proportional to the amplitude of the impulsive noise. Since the envelope of
the inverse sweep is not constant (see Figure 4.2), an overlap at high frequencies
results in larger errors.
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Figure 4.5.: Evaluated reverberation time 𝑇20 from the simulated impulse
response without (green) and with (blue) impulsive noise. This
comparison helps to show the eﬀects and is not available in real
measurements.
4.2. Detection of Impulsive Noise
The automatic and reliable detection of the occurrence of an impulsive noise
event during a measurement is not trivial. The visibility of the distortion in the
ﬁnal impulse response depends on the level of the impulsive noise, compared to
the level of the excitation signal, and on the time when the noise occurs.
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In Figure 4.6, the broadband impulse response of the simulated example is shown,
which is evaluated by using Eq. (4.2). The distortion is visible only in direct
comparison to the version without impulsive noise. An automatic detection is
not possible in this representation, even though the impact on room acoustic
parameters is obvious (c.f. Figure 4.5) for the simulation approach where the
noiseless version is known. For real measurements, the eﬀect would be similar,
but it is not possible to identify it as an error.
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Figure 4.6.: Energy room impulse response with and without an impulsive
noise event during the measurement.
A direct detection of the impulsive noise using the sound pressure level of the
recorded microphone signal (before deconvolution) is also very diﬃcult. Despite
the constant envelope of the excitation signal, the frequency-dependent transfer
functions, which are mainly caused by the room (and the loudspeaker), lead to
strong ﬂuctuations in the envelope of the recorded signal. These temporal ﬂuctu-
ations make it almost impossible to detect impulsive noise reliably. Figure 4.7
(top) shows the small diﬀerences between the time signals caused by the impulsive
noise. The impulsive noise is also plotted in yellow for illustration purposes. In
the spectrogram of the recorded signal (Figure 4.7 bottom), the impulsive noise
can be visually detected more easily. In this representation, image processing
algorithms applied to the spectrogram might be able to detect the impulsive noise
as a vertical edge. However, the required signal processing is diﬀerent from the
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acoustic one and it is diﬃcult to acoustically justify and interpret the thresholds,
parameters, and results. The detection method proposed in the following chapter,
on the contrary, is based only on ordinary acoustic signal processing and provides
physically easy interpretable results (i.e. the estimated background noise).
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Figure 4.7.: Time signal (top) and spectrogram (bottom) of the recorded signal
in the room with an impulsive noise event during the measurement
at t = 4.5 s.
4.2.1. Proposed Detection Algorithm
The dominance of the excitation signal in the recorded microphone signal impedes
the detection of impulsive sounds in the recorded signal. Since the excitation
signal and at least an estimation of the measured system are known, it is however
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possible to subtract the signal part from the recorded sequence to obtain an
estimation of the background noise.
The best available estimation of the true impulse response ℎ(𝑡) is ℎ𝑒(𝑡), the
early part of the measured impulse response ℎ𝑚(𝑡) where the signal protrudes
above the noise ﬂoor. The estimated impulse response ℎ𝑒(𝑡) can be obtained by
applying a time window 𝑤(𝑡) to the measured impulse response:
ℎ𝑒(𝑡) = ℎ𝑚(𝑡) · 𝑤(𝑡) . (4.3)
Here and in the following the index, "m" refers to a measured signal (including
noise components) and "e" refers to estimated signals or systems. The optimal
window 𝑤(𝑡) fades in at the delay of the system when the impulse response
ﬁrst raises above the noise level, and fades out at the intersection time where
the decay of the system intersects with the background noise (see Figure 4.8).
Lundeby et al. [5] developed an iterative algorithm to detect the intersection
time automatically. As this algorithm has proven to give reliable results even for
non-stationary noise, it is therefore used in this study.
0 0.5 1 1.5 2 2.5
Time in seconds
Am
pl
itu
de
 in
 d
B
Original impulse response 
Windowed impulse response
Figure 4.8.: Measured room impulse response before and after windowing (c.f.
Eq. (4.3)).
The presented approach starts with the recorded signal at the microphone
position, which is the response of the room to the excitation signal. The
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estimated excitation signal recorded at the microphone position, 𝑟𝑒(𝑡) is
𝑟𝑒(𝑡) = ℎ𝑒(𝑡) * 𝑠(𝑡) . (4.4)
Since the actual recorded signal 𝑟𝑚(𝑡) is the summation of the room response to
the excitation signal and the background noise (Equation (4.1)), it is possible to
estimate the background noise 𝑛𝑒(𝑡) by subtraction:
𝑛𝑒(𝑡) = 𝑟𝑚(𝑡)− 𝑟𝑒(𝑡) . (4.5)
To simplify this calculation, the noise can be estimated by muting the signal part
of the measured impulse response and convolving the result with the excitation
signal:
𝑛𝑒(𝑡) = [ℎ𝑚(𝑡) · (1− 𝑤(𝑡))] * 𝑠(𝑡) . (4.6)
The eﬀect of this subtraction technique can be illustrated as follows: The group
delay of the sweep increases monotonically from zero, for the start frequency 𝑓1,
to the length of the sweep, for the stop frequency 𝑓2. A convolution with the
sweep applies a frequency-dependent time shift according to this group delay.
In this case, the muting time window of Equation (4.6) is shifted in time in
dependence of the frequency (see Figure 4.9). This way the excitation signal
including the room decay is removed from the recorded signal.
The success of this procedure depends on a reliable estimation of the system
response ℎ𝑒(𝑡). Estimation errors limit the performance. The true impulse
response ℎ(𝑡) continues after the truncation point. This results in remaining
signal parts in the estimated background noise. The second error is noise that
is included in the nominally clean response, despite windowing. This part of
the noise cannot be separated from the measured impulse response and will
be missing in the estimated background noise. Due to these limitations, a
subtraction of the estimated noise from the recorded signal does not provide an
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Figure 4.9.: Spectrogram of the estimated background noise. The muting time
window of Eq. (4.6) is shifted in time according the frequency
dependent group delay of the sweep.
advantage. (The subtraction will result in the measured impulse response with a
fade-out at the intersection time.) For this reason, perfect noise compensation
cannot be achieved with this technique.
Nevertheless, this background noise estimation technique is suitable to detect
impulsive noise. It is possible to listen to the background noise estimation and
to use a human decision when an impulsive event is present. This procedure
is appropriate for single measurements, or for the identiﬁcation of the noise’s
sources. For a larger number of measurements, an automatic assessment is
needed.
A deﬁnite decision, whether impulsive noise is present or not, is diﬃcult. The
transition from stationary noise with many impulses of similar amplitude to an
impulsive event that clearly stands out is smooth. The essential question is up
to which level one impulsive event has to protrude over the others to have a
signiﬁcant eﬀect for further usage. Figure 4.10 shows the estimated background
noise for the example RIR. In the estimated noise 𝑛𝑒(𝑡), the impulsive sounds
protrude clearly above the stationary background noise and can easily be detected.
One simple measure to characterize the impulsive noise in the measurement is
𝐿max,rms, the logarithmic ratio of the maximum amplitude of the background
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noise and the root mean square (also known as crest factor):
𝐿max,rms = 20 · log10
max |𝑛𝑒(𝑡)|√︃
1
𝑡IR
𝑇∫︀
0
|𝑛𝑒(𝑡)|2 d𝑡
. (4.7)
For ideal Gaussian distributed stationary noise free of impulses 𝐿max,rms =
𝐿stat ≈ 12...14 dB, depending on the number of measured samples. Additional
impulsive components in the estimated background noise will cause a greater
maximum value, while the root mean square only increases slightly. If the
maximum pressure is twice the theoretical value (+6 dB), the ratio 𝐿max,rms
exceeds 20 dB and a signiﬁcant eﬀect of the disruption on the measurement can
be assumed. For calculated values of 𝐿max,rms around or slightly above 𝐿stat,
the background noise shows stationary behavior.
Figure 4.10 shows both estimated background noise signals (with and without an
impulsive component) calculated with Equation (4.6). The calculated 𝐿max,rms
values are also marked in the ﬁgure. With an impulsive component, the ratio
𝐿max,rms = 24 dB is signiﬁcantly higher than the theoretical value 𝐿stat for
stationary noise. Without an impulsive component, the ratio 𝐿max,rms = 13 dB
is in the range of stationary noise. Comparing the calculated 𝐿max,rms to the
theoretical 𝐿stat for stationary noise is a suitable indicator for the presence of
impulsive noise components within the background noise.
In the next section, two examples of real measured rooms are shown to demon-
strate the procedure and the results under realistic conditions.
4.3. Experimental Validation
The excitation signal and the impulsive noise are recorded separately using the
same equipment and the same room. The noise is inserted into the measurement,
subsequently allowing a detailed comparison of all processing steps, comparing the
signals with and without impulsive noise components. The complete measurement
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Figure 4.10.: Estimated background noise with (blue) and without (green)
impulsive noise according to Eq. (4.6). The Max-RMS ratio is
13 dB without and 24 dB with the impulsive distortion.
and room acoustic evaluation is compliant with the ISO 3382 standard [3] and
has been performed with the ITA-Toolbox [11].
4.3.1. General Assembly Hall
The ﬁrst example is the general assembly hall of RWTH Aachen University
(for detailed information see Appendix A). The dodecahedron loudspeaker was
positioned at the stage, and the microphones were located in the audience area.
The impulsive noise was produced by a coughing person at a diﬀerent part of
the audience area.
Figure 4.11 shows a comparison of the recorded signal at the microphone position
with (blue) and without (green) impulsive noise. The diﬀerence is hardly visible
in the envelope. To clarify the position and the amplitude of the disruption, the
impulsive noise is plotted separately.
For this scenario, the inﬂuence of the impulsive disruptor can be identiﬁed clearly
at the end of the room impulse response, only in comparison to the clean version
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Figure 4.11.: Recorded signal at the microphone position with (blue) and
without (green) impulsive noise. The diﬀerence of both signals
is hardly visible. The impulsive noise is plotted separately for
illustration purpose.
that includes only stationary noise (see Figure 4.12). A part of the inverse sweep
clearly protrudes above the noise ﬂoor.
Figure 4.13 shows the spectrogram of the impulse response. The low frequency
part of the inverse sweep (50 - 400 Hz) overlaps with the impulse response from
𝑡 = 0 s to 𝑡 ≈ 2 s (the time of the occurrence of the impulse in the measurement).
This part causes large errors in the room acoustic analysis, as seen in Figure 4.14,
although this part of the disruption can hardly be detected in the spectrogram.
The second part of the inverse sweep (above 400 Hz) appears before 𝑡 = 0 and is
usually cut away by the deconvolution process.
Figure 4.15 shows the estimated background noise for the measurement with
and without the impulsive noise component. Now the impulse is clearly visible
and the 𝐿max,rms value of about 26 dB indicates a signiﬁcant disruption. For the
case without impulsive noise, the Max-RMS ratio is only 12 dB, which is in the
range for stationary noise.
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Figure 4.12.: Energy room impulse response of the assembly hall with (blue)
and without (green) impulsive noise. The diﬀerence can hardly be
observed in the middle where the inverse sweep slightly protrudes
over the background noise.
Figure 4.13.: Spectrogram of disturbed impulse response of assembly hall.
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Figure 4.14.: Evaluated reverberation time for the assembly hall measurement.
The error occurs only below 400 Hz where signal and noise overlap.
This comparison helps to show the eﬀects and is not available in
real measurements.
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Figure 4.15.: Estimated background noise of measurement with (blue) and
without (green) impulsive noise according to Eq. (4.6). The
Max-RMS ratio increases from 12 dB to 26 dB with the impulsive
noise component.
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4.3.2. Ordinary Room
The second example is a measurement of an ordinary room. The dimensions of
the room are 7 x 4 x 2.8 𝑚3. Source and receiver were positioned in diﬀerent
parts of the room. The impulsive noise was produced by dropping a pen from a
height of 1.2 m in the middle between the loudspeaker and microphone position.
In this example, the impulsive noise occurs at the end of the stop margin (see
Figure 4.16). The stop margin is the silent part of the excitation signal after
the sweep, when the recording is still continued. This part ensures that the last
excited frequency components can decay into quiet before the recording period
stops.
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Figure 4.16.: Logarithmic level of the signal recorded at the microphone po-
sition. The impulsive noise occurs in the stop margin after the
excitation signal at around 5.6 s.
Impulsive noise often occurs during the stop margin, due to noise produced by
humans. They often assume that the measurement is already ﬁnished and disturb
the measurement for example by footsteps. For the case that the impulsive noise
occurs during the stop margin, the inverse sweep in the RIR will never overlap
with the direct sound of the impulse response (see Figure 4.17). Nevertheless, the
overlap of the decaying part of the room impulse response with the inverse sweep
can signiﬁcantly aﬀect the room acoustic parameter evaluation. Figure 4.18
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shows that the error of the reverberation time 𝑇30 above 2 kHz rises up to more
than 100%.
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Figure 4.17.: Time signal (top) and spectrogram (bottom) of the disrupted
energy room impulse response. The inﬂuence of the impulsive
noise in the time signal is very small. The inverse sweep can be
seen as a diagonal line in the spectrogram from 5 kHz at 0.5 s to
100 Hz at 5 s.
In the estimated background noise, shown in Figure 4.19, the impulsive noise
can easily be identiﬁed. The calculated Max-RMS ratio of 𝐿max,rms = 23 dB
clearly identiﬁes an impulsive component. In comparison, the noiseless version
show a value of 𝐿max,rms = 13 dB.
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Figure 4.18.: Evaluated reverberation time for the ordinary room without
(green) and with (blue) impulsive noise. This comparison helps
to show the eﬀects and is not available in real measurements.
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Figure 4.19.: Estimated background noise of the ordinary room measurement
according to Eq. (4.6). The 𝐿max,rms ratio increases from 13 dB
without impulsive noise to 23 dB if impulsive noise is present.
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4.4. Summary and Conclusion of Impulsive Noise
A method to identify impulsive noise in measurements is proposed. The motiva-
tion of this work is to overcome a major disadvantage of sweep measurements,
which is the sensitivity to impulsive noise. Nevertheless, the detection algorithms
can be applied to any other excitation signal.
This algorithm estimates and removes the excitation signal component from
the recorded signal and supplies the estimated background noise. Based on the
estimation, simple quantitative impulsive noise detection is possible. The ratio
of the maximum level of the background noise and the mean level is compared
to the theoretical value of stationary noise. This technique allows a robust
detection of impulsive noise, even if the disruption is not detectable in the room
impulse response or the recorded signal. It is important to detect impulsive noise,
because it still has an inﬂuence on the room acoustic parameter evaluation. The
algorithm is fully automated and does not need any manual adjustment. This
allows an automatic analysis directly after the measurement and a repetition
of the measurement, if necessary. Furthermore, it is possible to listen to the
estimated background noise to allow an individual analysis.
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Time Variances
Room acoustic measurements are based on the assumption that the measured
system is time-invariant (c.f. Section 2.1). However, in reality this hypothesis
is only correct up to a certain point. In this chapter three major eﬀects that
cause time variances in room acoustic measurements are studied closely: air
movement, temperature and humidity changes, and disturbing scattering objects
in the room. For the temperature and relative humidity investigations, it is
distinguished between changes within one measurement and changes between
measurements.
For this purpose, special measurement sessions in real auditoria have been con-
ducted that allow a detailed analysis of the diﬀerent inﬂuence factors. Therefore,
this chapter focuses on room acoustic parameters as target quantities. In the
discussion of each section, the practical relevance of the investigated eﬀects is
discussed.
5.1. Air Movement
In practice, many sources of air movement are possible, such as moving persons
or objects in the room, air draughts due to open windows or doors, or an active
ventilation system. This section only investigates the eﬀect of the air ventilation
system on the measurement uncertainty, since it is assumed that other possible
sources introduce less air movement to a smaller part of the room. In addition,
the usage of the ventilation system has the advantage of reproducible results
and easy realization of the measurements, due to the possibility to program the
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system.
An air draft might also include the eﬀects of temperature and humidity change.
This inﬂuence is discussed separately in Section 5.2. The most possible air
movement is produced from a ventilation system and it is therefore the worst
case scenario. Other sources, such as the movement of persons, are assumed to
have smaller impact. The results presented in this section are partly based on
results published in Guski and Vorländer [54].
5.1.1. Measurement Setup
Measurements have been conducted in the General Assembly Hall of RWTH
Aachen University (for detailed information see Appendix A). The loudspeaker
has been positioned on the stage and the microphones have been placed in the
audience area in three parallel rows. The source has been set to a high output
level to be able to keep the length of the excitation signal short (5 seconds).
This ensures that within one measurement the conditions can be considered as
constant. At the same time, the output level of the loudspeaker has been kept
suﬃciently low to ensure that nonlinearities have no inﬂuence.
The ventilation slots are arranged around the audience area (see Figure 5.1).
The microphones have been positioned in diﬀerent ranges to the ventilation slots
to study if the eﬀects are a function of the distance to the ventilation system.
The air conditioning system has been programmed to switch status between
on and oﬀ. It was not possible to control the temperature regulation. This
means that while the ventilation was active, heating or cooling was active, too.
Therefore, the analysis method in this section is designed to account for the eﬀects
of temperature changes, whose inﬂuences are analyzed separately in Section 5.2.
The single phases while the status of the air conditioning has been constant are
four hours long to allow the system to reach a stationary condition. The phases
have been alternatingly repeated (see Figure 5.2) to facilitate the identiﬁcation of
a correlation between the room acoustic parameter and the state of the ventilation
system. Other long-term eﬀects (such as heating-up of the equipment or changes
84
5.1. Air Movement
Figure 5.1.: Site plan of General Assembly Hall of RWTH Aachen University
"Aula 1" with microphone and ventilation outlet positions.
of background noise level) will follow a diﬀerent pattern and can therefore be
separated. During the measurement period of about 24 hours, no persons have
been present in the auditorium. The ﬁrst hours after the last persons have
left the room are excluded from the measurements, allowing the room to settle.
Every 45 seconds a transfer function measurement has been started and stored
automatically, leading to more than 1900 measurements in total.
Figure 5.2.: Schedule of the air conditioning system. After a settling time of a
few hours, the status of the ventilation system is switched on and
oﬀ every four hours.
Eight temperature and three humidity sensors have been distributed over the
audience area. The temperature and the relative humidity have been measured
immediately after each acoustic measurement to allow a detailed analysis after-
wards. The measurements and the equipment conform to the requirements of
ISO 3382 (see Chapter 2.1.2 for more details).
85
CHAPTER 5. Time Variances
5.1.2. Analysis of Measurements
A detailed analysis of the time structure of the room impulse responses does not
show any diﬀerences between the phases of the ventilation system. An analysis of
the room acoustic parameters, however, reveals a correlation. Figure 5.3 shows
the evaluated reverberation time 𝑇20 as a function of time. The red highlighted
areas mark the phases when the ventilation system is active. It can be seen
that there is no constant oﬀset in the evaluated parameter for the switch of the
ventilation status. The slow variations of the reverberation time that occur over
periods of hours are neglected in this section. They are discussed in detail in
Section 5.2. Focusing on the fast ﬂuctuations that occur over minutes (or from
one measurement to the next), it can be seen that the variance is signiﬁcantly
higher for the phases with active ventilation system.
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Figure 5.3.: Reverberation time 𝑇20 as a function of time. The phases with
activated ventilation system are highlighted in red. The ﬁgure
shows the 2 kHz octave band for microphone position 1.
To enable a clearer view on the short time ﬂuctuations, a moving standard
deviation window is applied to the data. This window analyzes the standard
deviation using eight consecutive measurements that correspond to a measurement
time of six minutes. This short window ensures that long-term changes are ignored
in this analysis. One long-term eﬀect is a temperature drift over time, since it is
not possible to keep the temperature constant in a big auditorium for 24 hours
while the ventilation system is switched on and oﬀ.
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The result of the moving standard deviation analysis is shown in Figure 5.4.
It can be seen that the relative standard deviation of the phases with active
ventilation system is higher by a factor of approximately four.
The higher values of the standard deviation at the transitions where the status
of the ventilation is switched are caused by the fact that the moving window
contains measurements from both states. Therefore, these values should be
excluded from the interpretation.
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Figure 5.4.: Relative standard deviation of a moving window of reverberation
time 𝑇20. Window width: 6 minutes (8 measurements). The ﬁgure
shows the 2 kHz octave band for microphone position 1.
Ventilation System as Noise Source
The most obvious source of the observed eﬀect is an additional noise component
for the active ventilation system. The increased background noise level reduces
the peak signal-to-noise ratio (PSNR) and the random ﬂuctuation of the evaluated
parameter therefore increases if the PSNR decreases (c.f. Chapter 3). To disprove
this theory, Figure 5.5 shows the measured PSNR for the exemplatively discussed
microphone position and frequency band. The PSNR exceeds values of 80 dB and
is (with few exceptions) constant over the complete measurement time. It can
be stated that it is deﬁnitely not inﬂuenced by the status of the air conditioning
system. The very high values ensure that a small change of the PSNR will not
have any inﬂuence on the evaluated parameters. Hence, noise does not have to
be considered as a possible source of increased variances. It is therefore most
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probable that the air movement in the auditorium causes the acoustic system to
become instationary.
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Figure 5.5.: Peak signal-to-noise ratio in dB as a function of time. No inﬂuence
of the ventilation system on the PSNR is present. The ﬁgure shows
the 2 kHz octave band for microphone position 1.
Evaluation Range
The dynamic range used for the evaluation of the reverberation time inﬂuences
the behavior of the variances only slightly. Figure 5.6 shows a section of the
measurement session for diﬀerent reverberation times representing diﬀerent
evaluation ranges from 10 dB to 40 dB. A tendency of decreasing variances for
increasing evaluation range can be observed. Larger evaluation ranges involve
more averaging and small ﬂuctuations have therefore a smaller impact. Despite
the averaging, a signiﬁcant diﬀerence between the phases remains visible.
Position of Microphones
The observed eﬀects occur for every microphone position and the magnitude of
the standard deviation is independent of the position. Therefore, this eﬀect is
not a function of the distance between microphone and ventilation slots. This
result meets the expectations, since every reﬂection in the impulse response is
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Figure 5.6.: Comparison of relative standard deviations of moving window
analysis for diﬀerent evaluation ranges for the reverberation times
of the 2 kHz octave band.
inﬂuenced by the entire course that the corresponding sound particle travels
across the room. Thus, local eﬀects should not be visible in the room acoustic
parameter.
Frequency Band
Figure 5.7 shows the moving window standard deviation analysis for four octave
bands from 500Hz to 4 kHz. It can be seen that the ﬂuctuations increase with
increasing frequencies.
Moving air in the auditorium causes small local changes of acoustic propagation
characteristics. Variations in temperature, humidity, and speed of the medium
cause deviations from the speed of sound 𝑐 and thus changes in the time of arrival
occur. Since these eﬀects are local and diﬀerent for every path of a reﬂection,
this will cause ampliﬁcation or attenuation of parts of the impulse response,
depending if the interaction of diﬀerent reﬂections are constructive or destructive.
The time diﬀerences have to be referred to the period duration of the frequency
to obtain the phase errors, resulting in larger errors for higher frequencies.
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Figure 5.7.: Comparison of relative standard deviations of moving window anal-
ysis of reverberation time 𝑇20 for diﬀerent octave band frequencies.
Energy Parameters
The energy parameters show a similar behavior. No systematic oﬀset between
an activated and a deactivated ventilation system can be observed. However,
the random variances show a clear dependence on the air movement. Figure 5.8
shows the moving standard deviation analysis of the clarity index 𝐶80 for diﬀerent
octave band frequencies. The standard deviation increases by a factor of two
to ﬁve when the ventilation system is active. Similar to the reverberation time,
higher frequencies are more sensitive to air movement. For a smaller separation
time 𝑡𝑒 = 50ms (used for the parameters 𝐷50 and 𝐶50), the standard deviations
are slightly higher.
5.1.3. Statistical Summary
In the previous subsection, the qualitative inﬂuence of air movement on the
parameters has been shown. In this subsection, the measurement results are
summarized to give a more general quantitative statement on the found empirical
eﬀects. As mentioned before, the position of the microphone has no inﬂuence on
the observed eﬀects and all channels show similar results regarding the relative
standard deviation. Therefore, all measured channels are considered together.
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Figure 5.8.: Comparison of standard deviations of the clarity index 𝐶80 in dB
for diﬀerent octave band frequencies.
However, the frequency band and the type of room acoustic parameter are
analyzed separately, since they have shown strong inﬂuence on the size of the
error.
According to the Guide to the expression of uncertainty in measurement (GUM),
the variances of 𝑁 diﬀerent uncorrelated uncertainty sources 𝑢2𝑖 can be combined
by [55, Eq. (11a)]:
𝑢2𝑐 =
𝑁∑︁
𝑖=1
𝑢2𝑖 (5.1)
The single variances 𝑢2𝑖 can be estimated from the squared standard deviations
𝑠2 from a series of repeated observations (Type A evaluations). To separate the
contribution of the air movement from other sources of random variations, it is
distinguished between the two components air movements 𝑠air and the remaining
inﬂuences 𝑠r. Both components can be considered as uncorrelated, since it has
been shown that the additional background noise has no inﬂuence and all other
conditions are kept constant. Further assuming that the sensitivity of both
components is similar and equal to one (𝑐𝑖 = 1), Eq. (5.1) can be simpliﬁed to
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𝑠2𝑐 = 𝑠2air + 𝑠2r (5.2)
For phases with an active ventilation system, the observable random variances
are a combination of both components (as described in Eq. (5.2)). For phases
with disabled ventilations system, the air movement term vanishes and the
variances of the observations are equal to the remaining variances 𝑠2r . To isolate
the contribution of the air movement, the variance of the measurement with
deactivated ventilation 𝑠2oﬀ has to be subtracted from the measurement with
active airing system 𝑠2on:
𝑠2air = 𝑠2on − 𝑠2oﬀ . (5.3)
To apply this formula to the measurement data, each parameter, frequency band,
and microphone position is handled separately. In these measurement subsets, all
measurements with present scattering objects are combined into one group and
the measurements with absent scatter in another. For these groups the empirical
standard deviations are determined and the contribution of the air movement is
calculated.
Figure 5.9 shows the results of the evaluation for the reverberation time 𝑇20 as
a function of the frequency band for all microphone positions. It can be seen,
that the results are very similar for all microphone positions, with exception of
the lowest frequency band. For low frequencies the variance of the air movement
decreases while the remaining variances increase, mainly caused by worse signal-
to-noise ratios. The dominance of the remaining variances makes a prediction of
the relatively small air movement variance impossible.
Table 5.1 summarizes the empirical results for several room acoustic parameters.
Therefore, the maximum deviation of all microphone positions is used as a
worst-case estimation.
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Figure 5.9.: Determined standard deviation of air movement of the reverbera-
tion time 𝑇20 in dependence of frequency. The diﬀerent measure-
ment positions show similar results.
5.1.4. Discussion
The investigation of the inﬂuence of the ventilation system on the room acoustic
parameters reveals that the random error is signiﬁcantly larger when the ventila-
tion system is active. This eﬀect is more pronounced for higher frequencies and
smaller evaluation ranges of the reverberation time. The moving window stan-
dard deviation analysis shows that the standard deviation of the reverberation
time is ≤ 1% in the usual frequency range. Regarded under perceptual criteria,
theses variances are small compared to the JND of 5%. The same applies to the
energy parameters. The standard deviation of the clarity index 𝐶80 of ≤ 0.1 dB
is small compared to the JND of 1 dB. For measurement applications where the
detailed phase information of several impulse responses or transfer functions
is important (i.e. superpositioning approaches), the growth in the temporal
ﬂuctuations might have a larger inﬂuence. The concrete inﬂuence on the results
is dependent on the speciﬁc procedures and has to be evaluated separately.
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Frequency EDT T10 T20 T30 T40 D50 C80
Hz % % % % % % dB
63 1.864 2.786 0.684 1.408 3.433 0.150 0.018
125 0.286 0.149 0.275 1.228 0.613 0.113 0.007
250 0.190 0.184 0.098 0.084 0.063 0.248 0.011
500 0.182 0.188 0.120 0.074 0.073 0.373 0.016
1000 0.312 0.319 0.168 0.119 0.127 0.495 0.025
2000 0.379 0.424 0.253 0.187 0.150 0.854 0.046
4000 0.501 0.588 0.326 0.230 0.204 1.239 0.071
8000 1.020 1.156 0.640 0.449 0.359 1.521 0.119
Table 5.1.: Evaluated standard deviations caused by the air ventilation system
in dependence of the frequency.
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5.2. Inter-Measurement Temperature Changes
Room acoustic measurements are often made between two regular uses of the
auditorium. In this time the air conditioning system is usually not activated.
Hence, the temperatures during the measurements can vary strongly, depending
on the weather conditions outside. Temperature ranges from 15 ∘C to 30 ∘C can
be reached easily. The meteorological conditions of air have a large inﬂuence on
the acoustic conditions, such as the sound velocity and the air attenuation (c.f.
Section 2.2). These parameters, in turn, cause a change in the measured impulse
responses and the evaluated room acoustic parameters.
In this section so-called inter-measurement changes of the acoustic conditions
are discussed that occur only between and not during a measurement. Therefore,
each single measurement for its own is correct and represents the system for
the current acoustic conditions. It is investigated how large the inﬂuence of
temperature and humidity changes on the room acoustic parameters is and if
this eﬀect can be predicted and corrected by the given theoretical relations.
The question to be answered is, for example, if measurements made for 17 ∘C and
25 ∘C can be compared directly or if the temperature eﬀect has to be compensated.
A further question is how reliable this compensation is.
Section 2.2 describes the inﬂuence of temperature Θ and relative humidity 𝜙
on the speed of sound 𝑐 and the air attenuation 𝑚. Inserted into the Eyring
equation (Eq. (2.17)) the change of the reverberation time can be predicted:
𝑇 = 24 · log𝑒(10)
𝑐(Θ,𝜙)
𝑉
𝐴− 4𝑉 ·𝑚(Θ,𝜙) . (5.4)
where the equivalent absorption area is 𝐴 = −𝑆 · log𝑒(1 − ?¯?). The change in
temperature can be interpreted as the stretching or compression of the time axis
of the room impulse response.
In this chapter long-term measurements have been continuously performed on
the temperature and the relative humidity changes. After each measurement,
the temperature and the relative humidity in the room have been recorded. The
eight temperature sensors were spread over the audience area analogous to the
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microphones.
The equivalent absorption area 𝐴 is determined for every frequency band by
an average of all measurements in the room. The calculation of the equivalent
absorption area also uses the relation of Eq. (5.4) and thus it seems questionable
to use the same relation in the calculation that should be investigated. However,
since the same 𝐴 is used for all measurements, an error in 𝐴 is mainly just able
to introduce an oﬀset to the predicted results. The same applies to an error in
the correct determination the volume of the room.
The results presented in this section are partly based on results published in
Guski and Vorländer [54].
5.2.1. Eurogress Measurements
The Eurogress Aachen is a multipurpose hall and is used for concerts, congresses,
and conferences. It has a volume of 14300m3 and a capacity of up to 1700 people,
depending on the seating plan. The measurement session was approximately
13 hours long. During this period the temperature changed by up to 2 ∘C and
the relative humidity by about 4%. According to Eq. (5.4), these variations lead
to a variation of 1% in reverberation time for the 1 kHz frequency band. With
this prediction, and based on the assumption of an ideal sound ﬁeld with inﬁnite
reﬂections (c.f. Eq. (2.31)), the change of clarity index 𝐶80 can be estimated to
be 0.05 dB. For high frequencies of the 4 kHz band these changes increase to 5%
in reverberation time and 0.3 dB in clarity. However, this can only be considered
as a rough estimation, since Eq. (2.31) is based on assumptions that are often
not fulﬁlled in reality.
If a strong reﬂection is located near the time limit of 80ms and a temperature
change causes a time stretch of the impulse response, this might result in
reﬂections appearing on the other side of the limit, resulting in variations of 𝐶80
that are signiﬁcantly larger than predicted by the ideal sound ﬁeld theory. The
sensitivity of the clarity index to temperature changes depends signiﬁcantly on
the positions of the reﬂections in the impulse response and is therefore dependent
on the room and the exact positions of sender and receiver. A general prediction
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of the resulting changes in 𝐶80 is not possible.
The temperature and humidity proﬁle can be seen in Figure 5.10. The air
conditioning was deactivated at the beginning and was switched on automatically
in the later part of the measurement session, at around 7 o’clock. The ﬁrst hour
after the last person has left, the room has been excluded from the measurements
to allow for the room to settle from the inﬂuence introduced by the measurement
crew.
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Figure 5.10.: Temperature (top) and relative humidity (bottom) proﬁle for the
measurement session in Eurogress hall.
Reverberation Time
In Figure 5.11 three examples of measured and predicted reverberation time
𝑇30 are shown. All examples represent reverberation times for the octave band
of 1 kHz. These microphone positions have been selected to show the existing
diversity of the results. For channel 6 (Figure 5.11 top), the prediction and the
measurement agree with each other. The calculated correlation coeﬃcient of
both curves is 𝜌 = 0.92. For channel 8 (Figure 5.11 center), the reverberation
time variation diﬀers strongly. The theory predicts a small increase of the
reverberation time, whereas the measured 𝑇30 values initially increase strongly
for the ﬁrst 3 hours and then decrease for 19 hours. This uncorrelated behavior
is reﬂected in the correlation coeﬃcient of 𝜌 = −0.19. The third example is
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microphone position 12 (Figure 5.11 bottom). The measured reverberation time
decreases while the theoretical increases. The complete inverse behavior leads to
a correlation coeﬃcient of 𝜌 = −0.94.
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Figure 5.11.: Comparison of measured and predicted reverberation time 𝑇30
in the 1 kHz octave band. Three microphone positions show the
diversity of the results: good agreement (top), no correlation
(center), and inverse relation (bottom).
To analyze these diﬀerent behaviors in detail, the correlation coeﬃcients for all
microphone positions and frequency bands are shown in Figure 5.12. For high
frequencies including the 2 kHz octave band, the correlation between measurement
and prediction is very high (the mean value is ≥ 0.95). This eﬀect can be
traced back to the high inﬂuence of the air attenuation constant for these
frequencies. The mid frequencies from 250Hz to 1 kHz show very diverse results,
covering everything between very good correlations such as 𝜌 = 0.96 and negative
correlations up to 𝜌 = −0.99. For the lower frequency bands of 63Hz and 125Hz,
the correlation coeﬃcients approach zero. The lower signal-to-noise ratio for
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lower frequencies introduces a random ﬂuctuation of the evaluated reverberation
time that is dominant towards the small inﬂuence of the temperature change.
No single channel can be identiﬁed that shows neither very good nor very poor
correlations throughout the medium frequency range.
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Figure 5.12.: Correlation coeﬃcient between measured and predicted reverber-
ation time 𝑇30 depending on microphone position and frequency
band for Eurogress Aachen measurements.
Clarity Index
A comparison between theory and measurement of the clarity index 𝐶80 is
shown by three diﬀerent examples in Figure 5.13. The theoretical changes of
𝐶80 are determined by theoretical changes in the reverberation time 𝑇 and the
assumption of a diﬀuse sound ﬁeld (c.f. Eq. (2.31)). This rough estimation
gives the same behavior for the complete room, whereas the real clarity index
is dependent on the position in the room. This is why there is a constant
oﬀset for every position and frequency band. To simplify the comparison of
theory and measurement, the mean values of both curves are subtracted in
the plots. Figure 5.13 (top) shows relatively large changes in 𝐶80 for the 4 kHz
octave band. Theory and measurement agree well, however only a small number
of frequency-microphone combinations show similar behavior. For the second
example (Figure 5.13 center) of the 1 kHz octave band, the changes in the
measurements are clearly larger but the tendency is equal. While the theory
predicts a drop of around 0.03 dB, the measurements vary in a range of more
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than 0.2 dB. In the third example (Figure 5.13 bottom), measurement and theory
show completely diﬀerent behavior. Similar to the results of the reverberation
time, there is no correlation between the goodness of the prediction and the
position of the microphone or the frequency band.
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Figure 5.13.: Comparison of measured and predicted clarity index 𝐶80 in the
4 kHz and 1 kHz octave bands. Three microphone positions show
the diversity of the results: good agreement (top), underestimated
eﬀect by theory (center), and inverse relation (bottom).
5.2.2. Assembly Hall Measurements
A second measurement session in another auditorium and with a diﬀerent tem-
perature proﬁle has been conducted. The measurements have been performed in
the General Assembly Hall of the RWTH and the status of the air conditioning
system has been switched between on and oﬀ every four hours (c.f. Section 5.1).
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Figure 5.14 shows the relative humidity and the temperature proﬁle of the mea-
surements with red highlighted areas for active air conditioning. The temperature
decreased with active conditioning system because the measurements have been
conducted during a warm summer day and the system has been in cooling mode.
The temperature has changed within a range of 3.2 ∘C and the relative humidity
within a range of 7%. According to Eq. (5.4), these variations lead to variation
of the reverberation time of 1.3% at 1 kHz. The theoretical change of the clarity
according to Eq. (2.31) is 0.08 dB. Again, the real occurring changes are depen-
dent on reﬂections around 80ms and are expected to diﬀer strongly from the
prediction.
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Figure 5.14.: Temperature (top) and relative humidity (bottom) during the
measurement session in the General Assembly Hall. The red
highlighted areas indicate the activity of the air conditioning
system.
Reverberation Time
The results conﬁrm the ﬁndings from the Eurogress Aachen measurements.
Figure 5.15 shows three demonstrative comparisons between measurement and
theory to show the diversity. The results belong to the same 1 kHz octave band
and represent only diﬀerent microphone positions. The examples cover a range
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of good agreement (Figure 5.15 top), over no correlation (Figure 5.15 center) up
to inverse behavior (Figure 5.15 bottom).
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Figure 5.15.: Comparison of measured and predicted reverberation time 𝑇30
in the 1 kHz octave band. Three microphone positions show the
diversity of the results: good agreement (top), no correlation
(center), and inverse relation (bottom).
An overview of the frequency and microphone position inﬂuence on all correlation
coeﬃcients is given in Figure 5.16. Again, there are no microphone positions that
stand out with overly good or bad correlation. A tendency for the dependence
on the frequency can be recognized, where both results correspond better for
higher frequencies. However, this eﬀect is less pronounced than for the Eurogress
measurements (c.f. Figure 5.12). This might be due to the smaller volume of the
assembly hall (5500m3) compared to the Eurogress (14300m3) and the therewith
related smaller inﬂuence of the air attenuation.
Furthermore, the temperature proﬁle of Eurogress measurements is rather trivial.
The temperature mainly increases over the complete measurement period. Other
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long-term eﬀects that are constant over a long time easily result in an incorrect
high positive or negative correlation. The rather complex temperature proﬁle
of the General Assembly Hall makes that kind of false identiﬁcation of other
inﬂuences very unlikely.
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Figure 5.16.: Correlation coeﬃcient between measured and predicted reverber-
ation time 𝑇30 as function of microphone position and frequency
band for the measurements in General Assembly Hall.
Clarity Index
The variations of 𝐶80 for the General Assembly Hall are clearly larger than the
predicted values. Figure 5.17 (top) shows the typical example: The tendencies of
measurement and simulation agree, but the magnitude of the measurement results
is signiﬁcantly larger. Whereas, the prediction varies in a range of 0.05 dB, the
measurement values are spread over a range of 0.45 dB. Figure 5.17 (center) shows
an inverse behavior. When the theory predicts a decreasing clarity index, the
measured 𝐶80 values increase. The magnitude of the change is again signiﬁcantly
higher in the measurements (range of 0.09 dB for the theory versus 0.48 dB for
the measurements). Figure 5.17 bottom shows one of the few examples where
the magnitudes of variation ﬁt quite well.
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Figure 5.17.: Comparison of measured and predicted clarity index 𝐶80 in the
500Hz and 1 kHz octave bands. Three microphone positions show
the diversity of the results: same tendencies but higher magni-
tudes of the measured values (top), inverse behavior (center), and
relative good agreement (bottom).
5.2.3. Detailed Analysis of Clarity Index
To investigate the sources of the large and heterogeneous results the of clarity
index, three impulse responses of the measurement session are selected and
analyzed in detail. Figure 5.18 shows a section of the impulse responses around
the 80ms time limit for the same octave band and microphone position for three
diﬀerent temperatures: 26.6 ∘C, 26.4 ∘C and 25.5 ∘C.
First, it can be seen that there is a reﬂection at the 80ms limit. The appearance
of the reﬂection changes from before the 80ms (for the ﬁrst measurement) to
after the limit (for the last measurement). However, these circumstances always
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Figure 5.18.: Time structure of an impulse response measured for three diﬀerent
temperatures. The position of one reﬂection changes due to the
time stretching from before the time limit of 80ms to after it.
Furthermore, interference eﬀects cause increasing (i.e. at 51ms)
and decreasing amplitudes (i.e. at 92ms) can be observed.
result in the same relation between temperature and clarity index: Decreasing
temperatures lead to deceasing 𝐶80. The impact results in the same kind of error
as the time stretching theory (c.f. Eq. (2.31)) and can therefore only enhance
this eﬀect but cannot explain the occurring inverse character between prediction
and measurement.
Furthermore, the amplitude of the reﬂection seems rather small. To analyze the
possible eﬀect of a movement of one reﬂection, the second impulse response is
investigated more closely. The temperature range of 3.2 ∘C in the measurements
causes the speed of sound to change by 2.1m/s. And this, in turn, leads to a
maximum time stretch or compression of around ±6ms. Instead of scaling the
time axis, the eﬀect of the temperature change can also be analyzed by shifting
the 80ms time limit by ±6ms. Figure 5.19 shows the diﬀerence in the calculated
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clarity index regarding the value for 80ms. Since the change is not symmetrical
for positive and negative temperature changes, the plot shows both scenarios.
For a temperature decrease of 3.2 ∘C, the clarity index 𝐶80 would decrease by
about -0.25 dB. This eﬀect alone is not able to explain the complete variations in
the measurements of 0.45 dB, but it shows that this eﬀect is signiﬁcantly larger
than the predicted change of the diﬀuse ﬁeld theory (0.05 dB). For a positive
deviation of 3.2 ∘C, the diﬀerence in 𝐶80 would be even larger and reach 0.66 dB.
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Figure 5.19.: Sensitivity of clarity index 𝐶80 of a real impulse response to time
limit changes. The change of the limit of ±6ms has the same
eﬀect as time stretching of the impulse response temperature
caused by a change of ± 3.2 ∘C.
In addition to the time diﬀerences between the three impulse responses of
Figure 5.18, amplitude changes can also be observed. Some peaks of the impulse
response increase over the time (for example around 51ms and 79ms), while
others decrease (61ms or 92ms). The sources of the observations are changes in
the phases of diﬀerent propagation paths across the room. Dependent on the
phase relation between two or more reﬂections, the resulting amplitudes can be
ampliﬁed by constructive interference or be attenuated in case of destructive
interference. These changes are not systematic for increasing or decreasing
temperatures, but are strongly inﬂuenced by the geometry of the room, position
of sender and receiver, and temperature distribution in the room. This eﬀect is
not covered by the time stretching theory and explains the signiﬁcant diﬀerences
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in the measured values for diﬀerent positions.
5.2.4. Summary
The evaluated measurement results for both sessions are summarized and com-
pared to the theoretical predictions. Therefore, both measurement sessions are
used. For the 𝑇20 measurements, Figure 5.20 and Figure 5.21 show an overview
to illustrate the diﬀerences. Each subplot illustrates the relative change in 𝑇20
as a function of temperature diﬀerence. The diﬀerent colors represent the mi-
crophone channels. Each row demonstrates one octave band of 250Hz or 1 kHz.
The left column shows the theoretically calculated results and the right column
the evaluated measurements.
The relative humidity has also changed during the measurements. The eﬀect on
the parameters is included in the evaluated parameters and is considered in the
theoretical calculations. However, all humidity values are combined for illustra-
tion purpose. An exact unique functional relation between temperature change
and parameter change is only possible for one constant relative humidity value.
Therefore, a part of the diversiﬁcation of the measurements can be explained by
the non-observance of relative humidity. However, the good congruence of the
theoretical predictions shows that this part should be negligible.
In contrast to the theoretical data, the diﬀerent channels of the measurement
data show partly complete diverse behavior. For decreasing temperatures, for
some channels positive and for others negative behavior can be observed. The
number of channels showing positive and negative behavior is approximately
similar for lower frequencies, but for increasing frequencies a tendency to positive
deviations is obvious.
Comparing the magnitudes between theory and measurement, the previous
observations for single channels are conﬁrmed. Several channels show signiﬁcantly
larger deviations than predicted. The theoretical diﬀerences scale with the
regarded frequency band, whereas for the measurement no clear tendency can be
observed. The theoretical eﬀect can be observed for some channels, but another
larger impact often is dominant. To allow an estimation of the error sizes of both
results (theory and measurement), the 95th percentile of the absolute (relative)
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deviation is determined from the given data. The values of the measured change
in the reverberation time 𝑇20 are listed in Table 5.2 and the theoretical results
in Table 5.3. The results for further parameters are given in Appendix C.
ΔΘ 125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz
∘C % % % % % %
-0.1 2.032 1.533 1.300 1.597 1.252 2.364
-0.3 1.793 1.434 1.395 1.446 1.536 2.239
-0.5 1.454 1.887 2.133 2.398 2.119 3.828
-0.7 2.038 2.508 2.682 2.322 2.510 3.283
-0.9 2.879 3.078 2.844 2.242 2.564 3.484
-1.1 3.104 3.144 2.646 2.238 3.031 3.314
-1.3 2.885 2.612 3.212 3.181 3.842 4.644
-1.5 3.251 3.307 2.894 3.644 4.965 6.119
-1.7 3.390 3.407 3.209 4.394 5.943 7.505
-1.9 3.703 3.601 3.371 5.456 7.655 9.795
-2.1 4.058 3.889 3.483 5.794 9.269 11.468
Table 5.2.: Calculated variance in measurement of 𝑇20 based on the meteo-
rological conditions of both measurements. Deviations are listed
depending on the temperature diﬀerence.
5.2.5. Conclusion
The theoretically calculated changes in the room acoustic parameters can also be
observed in the measurements. The presented formulas can be used to predict
this eﬀect. Therefore, it is also possible to compensate these eﬀects to allow a
comparison of two measurements that were made under diﬀerent conditions. For
temperature diﬀerences smaller than 3 ∘C, the change in reverberation time is
below 2% and can be neglected for conventional room acoustic measurements.
Nevertheless, the measurements also showed a further eﬀect that is clearly
larger in magnitude. The error size also increases with temperature diﬀerence,
but the sign of the change varies randomly with the observed frequency band
and the microphone position. It is assumed that this behavior results from
several constructive and destructive overlappings of reﬂections in the RIR. These
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Figure 5.20.: Scattering plots showing the relation between temperature diﬀer-
ence and change in reverberation time for the theoretical model
(left) and Eurogress measurements (right). The colors represent
the diﬀerent channels.
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Figure 5.21.: Scattering plots showing the relation between temperature diﬀer-
ence and change in reverberation time for the theoretical model
(left) and Assembly Hall measurements (right).
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ΔΘ 125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz
∘C % % % % % %
-0.1 0.016 0.020 0.037 0.089 0.201 0.240
-0.3 0.064 0.074 0.118 0.119 0.165 0.990
-0.5 0.112 0.128 0.289 0.280 0.345 2.159
-0.7 0.162 0.185 0.416 0.396 0.499 3.081
-0.9 0.208 0.241 0.513 0.492 0.899 3.349
-1.1 0.255 0.298 0.616 0.642 1.268 3.797
-1.3 0.300 0.353 0.709 0.884 1.814 4.137
-1.5 0.347 0.410 0.798 1.182 2.509 4.280
-1.7 0.390 0.463 0.872 1.414 3.065 4.348
-1.9 0.435 0.525 0.958 2.021 4.577 5.645
-2.1 0.478 0.579 1.024 2.429 5.587 6.950
Table 5.3.: Calculated theoretical change of 𝑇20 based on the meteorological
conditions of both measurements. Deviations are listed depending
on the temperature diﬀerence.
inﬂuences depend on the detailed geometry of the setup and the temperature
distribution in the room, and are therefore too complex to predict.
From the empirical data, it can be seen that even for the highest frequencies the
error of the reverberation time usually stays below 4% for temperature diﬀerences
of < 2 ∘C. This means that this eﬀect is smaller than the perceivable diﬀerence
of about 5% and is not relevant for the description of subjective parameters.
For technical the error of the reverberation time propagates to the evaluated
parameter and the tolerable error depends strongly on the individual purpose.
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5.3. Intra-Measurement Temperature Changes
In this section, intra-measurement time variances are analyzed. Whereas, in the
previous section, where each measurement by itself is a correct representation
of the immediate conditions, changes of the acoustic system conditions during
a measurement itself will be the basis of incorrect measurements. As already
discussed in Section 2.1.3, the sweep measurements preferred nowadays are more
robust concerning time variances compared to MLS, since every frequency is
only excited for a very short time. Nevertheless, there are various scenarios
where intra-measurement time variances become a problem: For large halls
or rooms with high ambient noise levels, often very long excitation signals or
averaging is used to guarantee a suﬃcient signal-to-noise ratio. For cathedrals,
for example, excitation signal lengths of > 90 s are not uncommon. Another
example are special measurement sessions where several impulse responses are
set into relation to the correct phase to provide the resulting "one" measurement.
The measurement time can easily last several hours. For the superposition
approach to synthesize arbitrary source characteristics of spherical harmonics
order 33, for example, a total number of 2688 single measurements with a rotating
source are needed. The minimal length of one single measurement is chosen to
capture a suﬃcient amount of the room decay. Even with advanced measurement
techniques such as the multiple exponential sweeps method [56], the complete
measurement time lasts at least two hours.
Chu [57] made ﬁrst test measurements with changing temperatures and investi-
gated the inﬂuence on the steady-state sound pressure levels and reverberation
time. For a temperature change of 0.2 ∘C, large variations of high-frequency
reverberation times were found. During the temperature drift in a model room,
a number of 160 continuous averages were made. Due to bad signal-to-noise con-
ditions, Chu had to average 10 sequences of MLS signals for a "quasi-steady-state
impulse response" [57]. It is not further investigated how good the steady-state
assumption is, that is used as reference for the comparison. As will be shown
later, the dependence of the error on the temperature diﬀerence is not monotonic.
Therefore, an error-free reference measurement is of fundamental importance.
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Vorländer and Kob [58] described this problem theoretically. The global tem-
perature change in the room induces a change in the speed of sound. This, in
turn, causes a stretching or compression of the room impulse response. For
simpliﬁcation, it is assumed that during the measurement the acoustic system
has two diﬀerent states caused by two temperatures Θ1 and Θ2. The second
impulse response 𝑝2(𝑡) is then a scaled version of the ﬁrst impulse response 𝑝1(𝑡)
if the remaining conditions stay constant:
𝑝2(𝑡) = 𝑝1(𝐾 · 𝑡) = 𝑝1
(︂
𝑐(Θ2)
𝑐(Θ1)
𝑡
)︂
. (5.5)
The time diﬀerence between both impulse responses increases with the time in the
impulse response. For narrow band signals with the frequency 𝑓 , both impulse
responses add up constructively for multiple time delays of the cycle duration
𝑇 = 1/𝑓 . For uneven-numbered multiples of the half cycle period, both impulse
responses erase each other due to destructive addition in the resulting averaged
response 𝑝𝑎(𝑡). This periodic behavior can be expressed as a modulation of the
original impulse response 𝑝(𝑡) with a cosine:
𝑝𝑎(𝑡) = 𝑝(𝑡) · cos
(︂
𝜋𝑓𝑡
Δ𝑐
𝑐
)︂
. (5.6)
This model of measuring two (or more) impulse responses at diﬀerent temper-
atures that are correct on their own and the temperature eﬀect rises then by
averaging them out afterwards is a valid assumption for equating sweep mea-
surements. For short sweeps, each frequency is excited only for a short period
so that each frequency band can be considered as correct. However, the time
to the next average sequence is signiﬁcantly longer and thus the temperature
change is larger. For MLS measurements all frequencies are excited during the
complete measurement period, the averaging occurs therefore continuously over
the whole measurement time. However, Vorländer and Kob [58] showed that an
average over 𝑁 impulse responses can also be approximated by an overlap of two
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modulation functions:
𝑝𝑎(𝑡) = 𝑝(𝑡)
1
𝑁
𝑁∑︁
𝑛=1
cos
(︂
2𝜋𝑓𝑡
(︂
1 + 𝑛Δ𝑐
𝑐
)︂)︂
(5.7)
≈ 𝑝(𝑡) 𝑐2𝜋𝑓𝑡𝑁Δ𝑐
[︂
sin
(︂
2𝜋𝑓𝑡
(︂
1 +𝑁Δ𝑐
𝑐
)︂)︂
− sin (2𝜋𝑓𝑡)
]︂
. (5.8)
Vorländer and Kob [58] suggested that the time at which the ﬁrst destructive
overlay occurs is at least as high as twice the reverberation time. Based on this
the maximum temperature deviation can be derived as:
ΔΘ ≤ 300
∘𝐶
𝑓𝑇
. (5.9)
In contrast to Chu [57] and Vorländer and Kob [58], this study focuses on the
nowadays more commonly used sweeps as excitations signals. In comparison to
Vorländer and Kob [58], who used simulations, or Chu [57], who used a model
room, in this study a real size auditorium is used. This allows a realistic study
of all relevant eﬀects, such as for example, frequency dependent air attenuation.
In addition, local temperature inhomogeneity in large rooms is expected to cause
eﬀects on separate reﬂections in the RIR. The changes of the parameters will
have a random character. The realistic experiments will show how large these
random components are.
5.3.1. Measurement Setup
The measurements have been conducted in the General Assembly Hall of RWTH
University Aachen (for detailed information see Appendix A). As usual, the
sound source has been placed on the stage and the microphones have been
spread over the audience area. The high quality dodecahedron loudspeaker
is able to provide high sound pressure levels with acceptable magnitudes of
the nonlinearities. For further details on the measurement equipment, see
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Section 2.1.2. Due to high output levels, short sweeps with the length of only six
seconds can be used, while preserving a suﬃcient high signal to noise ratio. This
way it can be assumed that every single measurement is free from time variance
eﬀects and can be used as reference value. A correct reference value is of major
importance, since it is the only basis to evaluate the investigated eﬀects. If the
reference value is distorted by the same eﬀect, the diﬀerence between both will
be smaller or, in case of not monotonic eﬀects, even larger than they actually
are.
The air conditioning system has been programmed to switch on and oﬀ in periods
of ﬁve to seven hours. Figure 5.22 (top) shows the measured temperature proﬁle.
The ﬁrst hours after the last persons have left the room are ignored for the
measurement. In the ﬁrst phase, the air conditioning system was deactivated.
The air temperature outside was around 27 ∘C, which results in a relatively,
high temperature of 22 ∘C in the hall. The measurements started in the late
afternoon as the outside temperature was slowly decreasing which, explains the
slow temperature drift in the ﬁrst phase. Around 14 hours after the measurement
session started, the second phase began and the air conditioning system was
activated. The air conditioning system has been in cooling mode since the target
temperature was set to 20 ∘C. After seven hours the air conditioning system was
switched oﬀ and the temperature increased again.
Figure 5.22 (bottom) shows the change of the temperature during the mea-
surement session in ∘C per hour. To eliminate the quantizing noise of the
temperature sensors, a moving average window is applied on the temperature
data. In Figure 5.22 (top), the original and the smoothed temperature proﬁles
are shown together. It can be seen that the measurement noise of the tem-
perature sensors is eliminated while the temperature proﬁle is preserved. The
temperature change for the active ventilation system is up to 0.8 ∘C / h and after
the deactivation even more than 1.2 ∘C / h.1 The temperature proﬁle after a
change of the air conditioning status shows a behavior of an exponential function
with negative argument. The temperature gradient is greatest directly after the
change of the condition and decreases from this point.
1For the unprocessed temperature values, the temperature change between a few measure-
ments can even reach up to 2 ∘C / h.
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Figure 5.22.: Temperature proﬁle of measurement session (top) and tempera-
ture change (bottom) in ∘C per hour. To eliminate quantizing
noise from the temperature sensors, a moving average window
is applied. The upper part of the ﬁgure shows that the basic
temperature proﬁle is preserved.
However, this scenario is realistic, since room acoustic measurements are often
conducted directly after or before an event in the auditorium. It is very likely that
the air conditioning system is switched oﬀ or turned on during the measurement
session.
5.3.2. Analysis
The averaging of the impulse responses with diﬀerent temperatures is done in
the post-processing. This procedure has the advantage that the original correct
measurements are known, so as to compare the results and give the ability to
specify the temperature diﬀerence of both measurements freely from the available
measurements.
For the following examples, a reference impulse response is chosen that has been
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measured some time after the air conditioning system has been switched oﬀ again
(21.5 h). This impulse response is averaged with a subsequent one. Depending
on the time diﬀerence between the measurement times of both room impulse
responses (RIR) and the temperature proﬁle, diﬀerent temperature changes can
be simulated and the eﬀects can be analyzed in detail. The reference impulse
responses has a reverberation time of 𝑇20 = 1.8 s in the 1 kHz octave band.
According to Eq. (5.9) the maximal temperature change should not exceed
ΔΘ ≤ 300
∘𝐶
𝑓𝑇
= 300
∘𝐶
1 kHz · 1.8 s = 0.167
∘𝐶 . (5.10)
For the ﬁrst example shown in Figure 5.23, the temperature diﬀerence is 0.08 ∘C
and therefore smaller than the calculated limit by a factor of 2. The averaged
impulse response is shown in red. The reference impulse response is plotted
in blue to illustrate the diﬀerences. It can be seen that the diﬀerence in the
amplitudes of both RIRs increases clearly with time in the impulse response.
The energy decay curve (EDC) of the averaged impulse response is plotted in
green. The dynamic range that is used to evaluate 𝑇20 is highlighted in dark
and bold to visualize the relevant part. The evaluated reverberation time of the
averaged RIR is 0.2 s shorter than 𝑇20 of the reference RIR. This error with a
deviation of 10.3 % is very large even considered under perceptual aspects, where
the just noticeable diﬀerence is 5%. For more sensitive applications such as
superpositioning approaches, this error is even less acceptable. The time elapsed
between both averaged measurements is only 4.3minutes. The same temperature
diﬀerences can also be found in the measurement session for RIR that are taken
with a time diﬀerence of only 2.2minutes. This represents the upper range of
what is possible in real measurements for high noise levels and large halls.
For the second example, two measurements are used that are acquired with a time
separation of 17.8 minutes. The temperature diﬀerence is 0.32 ∘C. The amplitude
diﬀerences between reference and averaged version exceed 10 dB around 0.8 s.
The EDCs of reference and averaged RIR diﬀer signiﬁcantly. The evaluated
reverberation time of 1.2 s disagrees strongly with the reference 𝑇20 of 1.8 s. The
large diﬀerence of more than 31.7% makes this result unusable.
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For the third example, the total destructive interference occurs in the middle of
the evaluation range of 𝑇20. This leads to a sagging EDC in the early part of
the evaluation range and a more ﬂat EDC behind that point. In contrast to the
previous examples with underestimated reverberation times, the parameter of
this example is overestimated (by 32.6 % regarding the reference RIR). The tem-
perature diﬀerence is 0.59 ∘C and the time diﬀerence between the measurements
is 39.1minutes.
The fourth example shows a quite large temperature diﬀerence of 1.12 ∘C, acquired
during time interval of nearly 120minutes. It can be seen that the ﬁrst completely
destructive interference occurs at the beginning of the evaluation range and the
second one, located in the evaluation range, is less pronounced. The diﬀerence
in the evaluated reverberation time is relatively small (0.03 s or 1.4 %) compared
to the errors with a smaller temperature diﬀerence.
The examples show that the error in the evaluated reverberation time of the
averaged impulse response depends on the temperature diﬀerence in a complex
way. To investigate this relationship more closely, a series of RIRs are averaged in
subsequent processing and the reverberation time 𝑇20 is evaluated. Similar to the
four examples shown before, one reference RIR is selected and averaged with a
following RIR. For this analysis, the subsequent 500 RIRs are used, leading to 500
pairs of temperature change and reverberation error. This analysis is repeated
for 20 reference impulse responses, resulting in a set of around 10,000 pairs of
values. Figure 5.24 shows the relative error of 𝑇20 (regarding the reference RIRs)
as function of the temperature diﬀerence for the 1 kHz octave band.
It can be seen that the averaged reverberation time is underestimated for temper-
ature diﬀerences from 0 ∘C to 0.4 ∘C. The maximum error occurs between 0.25 ∘C
and 0.35 ∘C and reaches up to −35%. Above 0.4 ∘C the resulting reverberation
time is overestimated for up to more than +30% at around 0.6 ∘C. From this
point the error decreases again for increasing temperatures. The data set only
covers a temperature diﬀerence of up to 1.5 ∘C; the behavior beyond that point
is therefore unknown.
For this example the errors exceed 5% for temperature diﬀerences of 0.048 ∘C
and 10% for 0.067 ∘C.
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Figure 5.23.: Comparison of the reference room impulse response (blue) with
the averaged version (red) for four examples (same microphone
position and 1 kHz octave band). For illustration the resulting
energy decay curve (EDC) of the averaged version is plotted above
the impulse response. The evaluated range of 𝑇20 is highlighted
as bold line.
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Figure 5.24.: Relative error in 𝑇20 of averaged impulse response as function of
temperature diﬀerence during both measurements. The error is
referred to the average of the separately evaluated reverberation
times.
Frequency Dependence
The time stretching or compressing of the impulse response due to temperature
aﬀects the frequency bands in a diﬀerent way. It is assumed that the basic
shape of the function is the same, while the dependence on the temperature
change is scaled with frequency. Figure 5.25 shows the relative error of the
reverberation time 𝑇20 for four octave band frequencies from 250Hz to 2 kHz
and the same microphone position. The scaling of the temperature dependence
is clearly visible. For the selected examples, the temperature diﬀerences where
the ﬁrst error exceeds 5% is scaled nearly exactly with the inverse frequency:
Frequency band 250 Hz 500 Hz 1 kHz 2 kHz
Limit for 5% error 0.236 ∘C 0.1 ∘C 0.048 ∘C 0.019 ∘C
The temperatures for the maximum positive and negative deviations scale in a
similar manner. The relative magnitude of the error is also independent of the
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considered frequency band and reaches up to 40%. The error does not exceed a
maximum value. This results in the worst case scenario: If the lower limit of
the evaluation range is congruent with the ﬁrst zero crossing of the modulation
cosine term, the resulting decay is the steepest.
For the 2 kHz octave band it is also visible that for temperature diﬀerences ≥
0.6 ∘C the error does not exceed 5%. The larger the temperature diﬀerence, the
more periods of the modulation cosine term of Eq. (5.6) fall into the evaluation
range. Due to an average over several periods, the cosine introduced gradient
vanishes and the original decay of the room is revealed. Additionally, less distinct
notches occur and the interferences smear, as seen in Figure 5.23 bottom. This
fact causes the evaluated reverberation time to ﬂuctuate randomly without a
bias into one direction.
Evaluation Range
The inﬂuence of the dynamic range on the error behavior is described in
Figure 5.26. The 1 kHz octave band is analyzed for one selected microphone
position and the evaluated reverberation times 𝑇10, 𝑇20, 𝑇30 and 𝑇40 are plotted
as functions of the temperature diﬀerence. For the smallest dynamic range of
10 dB for 𝑇10, the magnitude of the error is the largest and reaches up to 80%.
This can be explained by the fact that the evaluation range covers only a small
part of the impulse response. If this evaluation range and the zero crossing of the
modulation cosine term are congruent, the resulting decay deviates signiﬁcantly
from the original decay. Similar to the already observed behavior, the more peri-
ods of the modulation cosine term of Eq. (5.6) appear in the evaluation range the
smaller the error. Therefore, the maximum error decreases for larger evaluation
ranges. A second eﬀect that can be observed is a scaling of the function on the
temperature axis. The higher the dynamic range, the more compressed the curve.
For higher dynamic ranges later parts of the room impulse response are analyzed
and these are aﬀected even for smaller temperature changes.
A general statement about which dynamic range should be used if temperature
changes are expected is not possible. For larger dynamic ranges the magnitude
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Figure 5.25.: Relative error in reverberation time 𝑇20 as function of temperature
diﬀerence for four diﬀerent octave bands from 250Hz to 2 kHz.
The shape of the function is scaled by the inverse frequency.
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of the error is smaller, but the errors occur already for smaller temperature
diﬀerences. Whereas, for smaller dynamic ranges the errors occur for higher
temperature diﬀerences, but the magnitudes are signiﬁcantly larger.
By deﬁning a certain error limit (i.e. 5%), it can be seen that smaller evaluation
ranges exceed this limit for lower temperature diﬀerences. Therefore, smaller
evaluation ranges should be preferred if temperature changes are expected.
Additionally, it has to be taken into account that larger dynamic ranges require
lower PSNR values. These can be realized with shorter measurement signals
or lower averages, and shorter measurement time implies smaller temperature
changes.
Clarity Index
As shown in Eq. (2.30), the clarity index 𝐶80 can be calculated by using two
points of the energy decay curve at 𝑡 = 0ms and 𝑡 = 80ms. Similar to the
ﬁndings of the dynamic range dependence, it is assumed that the occurrence of
the errors starts at relatively high temperature diﬀerences, because the evaluated
parts of EDC are early in the RIR. Furthermore, it is assumed that the error is
larger, since only two single points of EDC are evaluated and no averaging eﬀect
over a larger EDC range occurs. Figure 5.27 shows the evaluated clarity index
𝐶80 for the octave bands of 500Hz (top) and 2 kHz (bottom). It can be seen that
for the 500Hz octave band the error is positive for the considered temperature
diﬀerences. The error increases slowly with temperature and exceeds 1 dB (which
corresponds to the JND of 𝐶80) around 0.6 ∘C. For the 2 kHz octave band, the
error function is a compressed version. Except for the sign of the error the
shape is similar to the reverberation time behavior. The error increases with
temperature diﬀerence until it reaches the maximum deviation of 4 dB at around
0.5 ∘C. For further increasing temperature diﬀerences, the error decreases again
and becomes negative. The scaling of the error functions agrees well with the
ratio of the observed frequencies: The center frequency is higher by the factor
of 4 and the mean temperature where the error exceeds 1 dB is around 0.15 ∘C,
which corresponds to a quarter of the 500Hz value.
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Figure 5.26.: Relative error in reverberation time in the 1 kHz octave band as
function of temperature diﬀerence for four diﬀerent evaluation
ranges from 𝑇10 to 𝑇40. For higher dynamic ranges, the magnitude
of the errors gets smaller but the errors occur already for smaller
temperature diﬀerences.
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Figure 5.27.: Relative error of clarity index 𝐶80 in dB as function of tempera-
ture diﬀerence of both averaged impulse responses. The shape of
the error function scales with the inverse center frequency of the
regarded band.
5.3.3. Summary
The previous analysis showed that the error dependence of the temperature
changes scales inversely with the center frequency of the observed octave band.
To allow a more general description of the empirical error, the number of
inﬂuencing variables is decreased. The error is described as a function of the
product of temperature diﬀerence and center frequency ΔΘ · 𝑓 .
Figure 5.28 shows more than 560.000 temperature diﬀerences (averaged in post-
processing) and the resulting error in the reverberation time 𝑇20 as a scatter plot.
The results include 15 microphone positions and four octave band frequencies.
The mean value of the error is plotted as red solid line and the dotted lines mark
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the range including 90% of all data points. It can be seen that the general shape
of the error functions (shown in Figure 5.25) remains the same and conﬁrms
the combination of ΔΘ · 𝑓 to one inﬂuence factor. The empirical results of the
measurements are summarized in Table 5.4 for several room acoustic parameters.
For diﬀerent magnitudes of the factor ΔΘ · 𝑓 the value is listed that marks the
limit where 95 % of the data points fall below that error. For the reverberation
times this value corresponds to the 5th percentile, since the error in reverberation
time is negative for small temperature diﬀerences. The clarity index 𝐶80 shows
an opposite behavior, therefore the 95th percentile is taken.
Figure 5.28.: Scatter plot of 𝑇20 error of of more than 560 000 temperature
diﬀerences for several microphone positions and frequency bands.
The solid line marks the median and the dotted lines the 5th and
95th percentile.
The observed eﬀects of single frequency bands and microphone positions in the
previous subsections are conﬁrmed by this wide range summary: The higher
the dynamic range of the evaluated reverberation time the more sensitive the
parameter is to temperature changes. Regarding the maximum factor ΔΘ · 𝑓
that ensures an error below the JND of 5 %, the factor decreases with increasing
dynamic range: starting with 72 for EDT, decreasing over 42 for 𝑇20 and 30 for
𝑇40. The clarity index 𝐶80 is less sensitive: The error exceeds the JND of 1 dB
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for factors ΔΘ · 𝑓 > 252.
Although all measurements originate from one room, the reverberation times
cover a range from 1.6 s up to 2.1 s due to the variety of frequency bands
and microphone positions. For the given range of reverberation times, Table 5.4
provides a good estimation of the error magnitude. However, for clearly deviating
reverberation times the results will be diﬀerent, since a dependence of the error
function on the reverberation time is expected.
5.3.4. Conclusion
The temperature change within one impulse response measurement is simulated by
averaging two real impulse responses with diﬀerent temperatures. The observed
eﬀects scale exactly with the frequency to which the empirical data of several
frequency bands can be combined. Reverberation times with higher evaluation
ranges are more sensitive to temperature changes. For 𝑇20 the product ΔΘ · 𝑓
has to be smaller than 42 to ensure an error ≤ 5%. This leads to a maximum
tolerable temperature change of 0.08 ∘C for 500Hz and even 0.021 ∘C for 2 kHz.
The clarity index 𝐶80 is more robust to temperature changes. The error in 𝐶80
exceeds 1 dB for ΔΘ · 𝑓 ≥ 252. A temperature stability in this range can easily
be fulﬁlled during conventional measurements.
The investigation with real measurements showed that the critical limits for
temperature changes are larger than the theoretical predictions from Vorländer
and Kob [58]. However, this eﬀect is assumed to be dependent on the reverbera-
tion time itself and the empirical results are based only on a limited range of
reverberation times (1.6 s to 2.1 s). Therefore, the empirical data can only be
used to estimate the error in this speciﬁc range. The test measurements can be
repeated in diﬀerent rooms to cover a wider range of reverberation times and to
show that the eﬀect is independent of the room.
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𝑓 ·ΔΘ EDT T10 T20 T30 T40 C80
∘C · Hz % % % % % dB
10 -0.265 -0.457 -0.675 -1.566 -2.104 0.011
20 -0.710 -1.184 -1.534 -2.603 -3.134 0.030
30 -1.456 -2.367 -2.839 -4.019 -4.207 0.057
40 -2.300 -3.500 -4.381 -5.834 -6.789 0.084
50 -2.931 -4.424 -5.457 -7.460 -7.978 0.108
60 -3.790 -6.153 -7.341 -9.417 -10.389 0.146
70 -4.560 -6.676 -8.573 -10.729 -11.904 0.176
80 -5.524 -8.907 -10.300 -13.283 -14.647 0.220
90 -7.202 -11.426 -14.031 -17.387 -18.716 0.310
100 -7.516 -10.979 -14.387 -17.862 -19.009 0.323
110 -7.540 -11.376 -14.009 -17.208 -18.516 0.306
120 -8.678 -13.322 -15.272 -18.525 -20.041 0.330
130 -9.971 -14.502 -17.697 -21.242 -22.957 0.400
140 -10.925 -15.021 -19.438 -21.913 -24.153 0.421
150 -12.109 -17.422 -22.040 -24.673 -26.436 0.487
160 -12.314 -17.267 -22.034 -25.144 -26.805 0.497
170 -14.361 -20.073 -25.529 -28.740 -29.454 0.624
180 -15.087 -20.939 -26.487 -28.914 -29.608 0.633
190 -15.592 -22.446 -27.207 -29.572 -30.516 0.657
200 -16.891 -24.231 -29.112 -30.784 -30.439 0.724
210 -17.910 -25.365 -30.189 -31.259 -30.672 0.777
220 -19.131 -26.924 -31.291 -31.851 -30.634 0.851
230 -19.722 -27.777 -32.236 -32.095 -30.923 0.877
240 -20.297 -28.639 -33.291 -32.432 -30.595 0.915
250 -21.501 -30.920 -34.496 -32.365 -29.655 0.986
260 -22.503 -32.368 -35.415 -32.091 -28.006 1.074
270 -23.704 -33.612 -36.157 -31.556 -25.137 1.141
280 -25.157 -34.997 -36.918 -30.475 -22.374 1.228
290 -26.413 -35.863 -37.207 -27.274 -16.503 1.328
300 -26.952 -36.652 -37.516 -24.400 -11.993 1.332
Table 5.4.: Empirically evaluated error for several room acoustic parameters
depending on the product of frequency and temperature diﬀerence
𝑓 ·ΔΘ. Values represent the error size that dropped below 95% of
all measurement data.
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5.4. Person Scatter
To characterize the room acoustic properties of an auditorium, several positions
have to be measured and averaged. ISO 3382-1 suggests a number from 12 to 30
source-receiver combinations, dependent on the size of the room. It is common
practice that one person of the measurement staﬀ moves the microphones and
loudspeakers while another person starts the measurements. It is unknown how
far away the persons has to move away from the microphone to have no inﬂuence
on the measurement result. In this study, the person is regarded as a static
object that introduces shadowing, reﬂection and scattering eﬀects to the sound
ﬁeld. A special measurement procedure has been designed to indicate the change
in the sound ﬁeld introduced by humans as scattering objects. Diﬀerent distances
and positions of the scattering object are investigated to recognize possible
dependencies. Based on this knowledge, recommendations can be derived that
prescribe a minimal distance between persons and microphones during room
acoustic measurements.
The question of the impact of present objects is not exclusively interesting for
room acoustic measurement. In room acoustic simulations, an important question
is up to which level of detail rooms have to be modeled to achieve a suﬃciently
precise result. The analysis how humans inﬂuence the measurements can be
transferred to parts of the room or contents in the room of similar size, such as
pillars or furniture.
The results presented in this section are partly based on results published in
Guski and Vorländer [59].
5.4.1. Measurement Setup
The measurements have been conducted in the General Assembly Hall of RWTH
Aachen University (for detailed information see Appendix A). The dodecahedron
loudspeaker has been placed on the stage at the position of the soloist. A life-sized
dummy of an adult person has been used as scattering object. The dummy has
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been clothed to keep the measurement as realistic as possible (see Figure 5.29
left).
The additional absorption that is introduced by the dummy is ≤ 2m2 [51]. This
is only a small contribution compared to the equivalent absorption area between
4600m2 and 5800m2 (depending on the frequency band). The theoretical change
in the reverberation time caused by the additional absorption area is less than
1ms.
The scattering dummy has been placed in the middle of the audience area and
three line arrays of microphones have been installed around it (see Figure 5.29
right). Array A has been positioned behind the scattering object in line with
object and loudspeaker, modeling a shadowing eﬀect. This construction simulates
the situation that the measurement operator stands in line of sight between
source and receiver during the measurement. Six microphones with distances
from 0.6 m to 3.4 m from the dummy allow an analysis regarding diﬀerent
microphone-scatterer distances. The second array (Array B) has been installed
perpendicular to the source-scatterer axis in line with the scattering object. This
scenario represents the situation that the measurement operator stands next
to the microphone. In this conﬁguration the scattering object might shadow
reﬂections from the side wall or cause new reﬂections or scattering. The third
array (Array C) has been placed between scattering object and source, simulating
the measurement operator standing behind the measurement microphone. In
this situation the dummy might change the sound ﬁeld due to new reﬂections
and shadowing of reﬂections from the back. All three line arrays are used
simultaneously.
The measurements have been performed with and without the scattering object
in the middle to analyze the diﬀerences in detail. The measurement session
consists of seven parts, where between every part the condition if the scattering
object is present or not is changed (see Figure 5.30). The ﬁrst four parts last one
hour each and the last three parts half the time. The two diﬀerent conditions are
fragmented on purpose, to decorrelate long term variances of the room or the
measurement system (i.e. temperature changes in room or equipment) equally on
both conditions. This way long term changes do not have a systematic inﬂuence
on the analysis.
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Figure 5.29.: Picture of the person dummy at the center of the microphone ar-
rays (left) and the site of the setup for the scattering measurement
session (right).
Figure 5.30.: Measurement schedule with the presence of the scattering object.
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During the measurements no persons have been present in the auditorium. The
measurements with a person inside the auditorium to move the scattering object
have been excluded from the analysis. A measurement script started with the
acoustic measurement, measured temperature and relative humidity using eight
sensors distributed in the room, and saved the results. After a short break
of a few seconds, the procedure started all over again, providing around 150
measurements per hour. The large number of repetitions in each measurement
part allows a statistical analysis that distinguishes between the scattering object
and other factors of random measurement uncertainty. The total number of
measurements is around 850.
5.4.2. Analysis
For every single measurement, the room acoustic parameters have been analyzed
to study the eﬀect of the scattering object. Figure 5.31 shows examples of
the evaluated reverberation time 𝑇20 of the 500Hz octave band for diﬀerent
microphone positions. These three examples are selected to present the range
of results. Figure 5.31 (top) shows a measurement position where the inﬂuence
of the scattering object is directly visible. Furthermore, the diﬀerence that is
introduced by the scattering object is reproducible for each single phase. The
presence of the scattering object always causes a decrease of the evaluated
reverberation time. For the second example (Figure 5.31 middle), the eﬀect is
less clear. Although changes between the phases are visible, the diﬀerences are
smaller. Figure 5.31 bottom shows an example where no clear eﬀect can be
seen. On some changes of the conditions (i.e. after 1 h or after 4 h), no eﬀect on
the evaluated parameter is visible, whereas other condition-changes show clear
eﬀects.
For the reverberation time this eﬀect is not correlated with the position of
the array, the distance to the scattering object, or the frequency band. The
magnitude of the relative change in 𝑇20 is rather small compered to the JND.
The reverberation time is evaluated after a decay of -5 dB below the maximum,
because its purpose is to estimate the decay of the diﬀuse sound ﬁeld and to be
independent of direct sound and early reﬂections. However, a scattering object
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near the microphone is rather suspected to have an inﬂuence on the early part
of the impulse response. This explains the small changes of the reverberation
time evaluation.
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Figure 5.31.: Evaluated reverberation time 𝑇20 for the 500Hz octave band for
three diﬀerent microphone positions. These examples show the
bandwidth of the results: clear reproducible diﬀerences (top),
less clear diﬀerences (center), and random diﬀerences (bottom).
The perceivable diﬀerence is about 5%.
Clarity Index
The clarity index 𝐶80 relates early reﬂections to late reﬂections and is therefore
more sensitive to the scattering object. Figure 5.32 shows the evaluated clarity
for microphone Array A and diﬀerent distances between microphone and person
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dummy.
For a distance of 0.6m (Figure 5.32 top), a clear diﬀerence between the two
scenarios can be seen. Caused by the short distance and the positioning in the
line of sight, the diﬀerences of 𝐶80 are quite high (1 dB to 1.5 dB). For a larger
distance of 1.4m, the diﬀerences range from 0.6 dB to 1.25 dB, which is slightly
smaller but still larger than the JND. For increasing distances the magnitude
of the eﬀect decreases up to a distance of 3.1m, where the diﬀerence between
the phases is clearly visible and larger than the random variation in the phases,
but the diﬀerences of around 0.2 dB can be neglected for conventional room
acoustic parameters. In the examples of Figure 5.32, it can be observed that
the 𝐶80 values of the scenario without the scattering object stay constant over
the complete measurement session. This indicates that no other inﬂuences have
distorted the measurements.
However, the clear relation between distance and magnitude of error is an
exception. Other frequency bands or arrays show results that are more diﬃcult
to interpret.
5.4.3. ANOVA
Especially for the reverberation time, no conclusive statement could be made
on the inﬂuence of the scattering object. To allow an objective and reliable
statement about the inﬂuence, a statistical analysis is applied. The analysis of
variances (ANOVA) compares the mean values and the variances of two groups
of data and states if these two groups are independent or if they are random
samples from the same population. In this investigation the diﬀerent microphone
positions and the frequency bands are analyzed independent of each other, using
a one-way ANOVA. Therefore, all measurement results made in presence of the
scattering object are summarized in one group and those with absent object in
the second group. Due to the fragmentation of the states of the scattering object
over time, the decorrelation between the presence of the scattering object and a
long term change in the auditorium or equipment is ensured. The signiﬁcance
level of 𝑝 < 0.05 is deﬁned as the threshold to determine the signiﬁcance of the
scattering object.
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Figure 5.32.: Measured clarity index 𝐶80 of 1 kHz octave band as function of
time for Array A. The diﬀerences between measurements with
and without scattering object increase for decreasing distances
to the scattering object. The values are normalized to the mean
of each microphone position. The perceivable diﬀerence is about
1 dB.
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Reverberation Time
Figure 5.33 shows a summary of 128 one-way ANOVAs (8 frequency bands on x-
axis and 16 microphone positions) for the reverberation time 𝑇20. For signiﬁcant
diﬀerences between both groups (𝑝 < 0.05), the ﬁelds are marked in blue and if
no signiﬁcant relation can be found the results are marked in orange.
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Figure 5.33.: One-way ANOVA analysis for the reverberation time 𝑇20 of
each combination of microphone positions and frequency bands.
Signiﬁcant diﬀerences between presence and absence of scattering
object are marked in blue (dark) and insigniﬁcant results in
orange (light). A signiﬁcance level of 𝑝 < 0.05 is used.
The majority of the analyzed channel-frequency combinations (109 of 128) show
a signiﬁcant inﬂuence of the scattering object on 𝑇20. Notably the insigniﬁcant
combinations concentrate at the lowest octave band frequency of 63Hz. Detailed
analysis has shown that this can be explained by increased random ﬂuctuations
of the parameter, caused by low signal-to-noise ratios. In the following, the lowest
frequency band is therefore not further considered. The remaining insigniﬁcant
combinations occur rather unsystematically. With exception of the already-
discussed lowest band, no correlation with the frequency band can be observed.
This behavior is unexpected, since it had been anticipated that the scattering has
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no impact on the sound ﬁeld for wavelengths that are larger than the scattering
object. For the used person dummy the height corresponds to a frequency
of 190Hz and the width to 700Hz. Below these frequencies the eﬀect on the
measurements should be negligible, but the 125Hz band almost exclusively shows
signiﬁcant results.
It is assumed that the inﬂuence of the scattering object decreases with the
distance to the microphone. Considering the results of Figure 5.33, such a
relation is not observable. Since the results do not give any rudimentary hint to
depend on the microphone position or the frequency band, it is assumed that the
few insigniﬁcant position-frequency combinations originate from another random
source. One possible scenario might be that the scattering object had not been
placed at the exact same position. This could cause diﬀerent deviation of the
parameters for two phases with a present scattering object. Since all phases
with an object are combined in one group, two phases that are signiﬁcant for
themselves become insigniﬁcant if they are combined. However, since only a
few combinations might be aﬀected by this circumstance, it is recommended to
discontinue this investigation.
Clarity Index
Figure 5.34 shows the ANOVA analysis for the clarity index 𝐶80. The majority of
the position-frequency combinations show a signiﬁcant inﬂuence of the scattering
object. There are even fewer outliers than for the reverberation time analysis.
This is in line with the observed larger deviations of 𝐶80 in the previous section.
The insigniﬁcant results concentrate at lower frequency bands. The large ﬂuctu-
ations of 𝐶80 at the 62.5 Hz octave band suggest that a low signal-to-noise ratio
is responsible for this eﬀect.
Summary ANOVA
The ANOVA analysis allows for the conclusion that a human sized scattering
object in the range of six meters around the microphone in most cases has a
signiﬁcant inﬂuence on the room acoustic parameters. However, this reveals
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Figure 5.34.: One-way ANOVA analysis of clarity index 𝐶80. Signiﬁcant dif-
ferences between presence and absence of scattering object are
marked in blue (dark) and insigniﬁcant results in orange (light).
A signiﬁcance level of 𝑝 < 0.05 is used.
nothing about the magnitude of the error. The remaining unclear behavior
occurs in the 62.5 Hz octave band and is therefore located below the normal
frequency range (250Hz - 2 kHz) and even below the extended frequency range
(125Hz - 4 kHz) deﬁned by ISO 3382-1 [3].
5.4.4. Summary
The large amount of data and numerous dependencies complicate the general
interpretation of the data. Therefore, in this chapter the data is summarized as
well as possible to get an impression of the error sizes and the inﬂuence factors.
Up to 150 single measurements of each phase are combined and represented by
their median value. Further, only the (relative) changes between the phases
are observed, separately for each parameter, frequency band, and microphone
position.
Figure 5.35 gives an overview of the results. The plots in the left column show
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the relative change in the reverberation time 𝑇20 and in the right column the
deviation of the clarity index 𝐶80. The rows represent the ﬁve octave band
frequencies from 125Hz to 2 kHz. Each plot is divided into three blocks of data,
showing the three microphone arrays. Inside a block the microphone positions are
arranged with increasing distance from left to right. The x-symbols indicate the
absence and the circles the presence of the scattering object (c.f. Figure 5.35).
The changes of the reverberation time between the diﬀerent phases are always
smaller than 4%. The majority of phase changes show diﬀerences that are
even below 2%. No dependence of the frequency band on the magnitude of the
error can be observed. Looking at the diﬀerent microphone arrays, two cases
are noticeable: Array A at 1 kHz and 2 kHz. The deviations tend to decrease
with increasing distances from the scattering object. However, this cannot
be interpreted as a general behavior, since the remaining 13 array-frequency
combinations do not show a clear dependence. The comparison of the three
microphone arrays, does not reveal diﬀerences in the magnitude of the error.
In the right column the absolute diﬀerences of the clarity index 𝐶80 are shown.
The inﬂuence of the dummy on the parameter increases clearly with frequency.
For octave bands > 1 kHz the changes are in the order of the JND of clarity. For
lower frequencies the deviations between the phases rarely exceed 0.3 dB.
Array A (representing the scattering object in line of sight between loudspeaker
and microphone) shows the largest detected diﬀerences in the 1 kHz and 2 kHz
band, almost reaching 2 dB for individual cases. For the remaining cases the
three microphone arrays have the same behavior.
5.4.5. Conclusion
The investigation of the human-sized scattering object on the measurements
showed that a signiﬁcant inﬂuence can be observed. The evaluated room acoustic
parameters show a clear change larger than the remaining random variations
if the human dummy is present or absent in the audience area. An ANOVA
analysis reveals that the majority of the investigated microphone positions and
frequency bands show a signiﬁcant inﬂuence on the scattering object. This holds
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for all investigated positions in the range of 6m.
The magnitude of the change diﬀers for the considered parameters. For the
reverberation time, the changes are below 2% in most cases and are there-
fore not relevant for standard room acoustic measurements. Furthermore, the
reverberation time shows no dependence on the microphone-scatterer distance.
The clarity index 𝐶80 is more sensitive to the scattering object, since the direct
sound and the early reﬂections, which might be inﬂuenced by the object, have a
signiﬁcant impact on the parameter. For frequencies > 500Hz the error is in the
order of JND and therefore becomes critical even for conventional room acoustic
measurements.
The same guidelines apply for human-sized objects in room acoustic simulations.
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Figure 5.35.: Detailed overview of changes between phases of reverberation
time 𝑇20 (left column) and clarity index 𝐶80 (right). The three
blocks in a plot represent the three microphone arrays. The
x-symbols indicate the absence and the circles the presence of
the scattering object.
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Conclusion and Outlook
Interfering external inﬂuences on room acoustic measurements and the errors
in the determined parameters were investigated in this study. Therefore, six
frequently occurring inﬂuences were analyzed in detail:
∙ stationary noise,
∙ impulsive noise,
∙ air movement in the auditorium,
∙ temperature changes between measurements,
∙ temperature changes within one measurement, and
∙ human sized scatter objects.
Special measurement setups were designed that control one inﬂuence factor while
other inﬂuence factors were kept as constant as possible. The relationship between
the size of the inﬂuence factor and the evaluated room acoustic parameters were
investigated. The resulting dependencies of the measurements were compared
with theoretical models of the interfering eﬀect. The determined empirical
results have been documented to allow an easy estimation of the error size and a
comparison of diﬀerent error sources.
Noise inevitably occurs during room acoustic measurements and is one of the
largest error sources. Stationary noise and impulsive noise aﬀect measurements
in a diﬀerent way and were therefore handled separately.
For stationary noise, various noise compensation techniques can be applied before
evaluating the room acoustic parameters. A theoretical approach that models
the envelope of a simple measured room impulse response has been developed to
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perform simulations for an analysis of diﬀerent noise compensation techniques.
The resulting room acoustic parameters were analyzed numerically subject to the
modeled peak signal-to-noise ratio (PSNR). In this study ﬁve noise compensation
methods were investigated and it was determined that these approaches diﬀer
signiﬁcantly regarding the systematic error. Some methods result in large errors,
even for suﬃciently high PSNR values, and other methods provide results for
obviously insuﬃcient PSNRs. Very large errors have been detected if no post-
processing is applied. This thesis demonstrates that it is important to use noise
compensation techniques.
To verify the model results, a large number of acoustic measurements have been
conducted with changing output levels. In this way, numerous real impulse
responses from the same system have been provided that only diﬀer in the
contained noise. These measurements clearly validate the developed model
approach.
The measurement results were also used to determine the empirical random
variations of the parameters depending on the PSNR values. The results are
similar for almost all noise compensation techniques. A function has been
speciﬁed to estimate the maximum error that occurs for the reverberation time
𝑇20.
The previously investigated noise compensation methods assume stationary noise
conditions, but in reality occasionally impulsive noise appears. Especially for
the commonly used sweep measurement technique, the occurrence of impulsive
noise during the measurements results in large errors of the impulse response.
Since the discussed noise compensation methods are not able to handle these
kinds of distortions, large errors of the evaluated room acoustic parameters are
the consequence.
In this thesis, a new technique for automatic detection of impulsive noise has
been presented. It was shown that impulsive noise events can cause signiﬁcant
errors in the evaluated room acoustic parameters even if the sound pressure level
is below the excitation signal. The proposed technique is able to detect these
disruptions, whereas a visual inspection is often impossible. This method can be
applied to the impulse response directly after the measurement to allow for an
immediate repetition of the measurement if necessary.
In further studies the proposed impulsive noise detection can be used to develop
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an impulsive noise compensation algorithm. A band pass ﬁlter can be applied
at the time of the occurrence of the impulsive noise to reduce the impact and
just let pass the instantaneous frequency of the sweep including a safety band
below for the decaying frequencies. A spectral subtraction based on interpolated
levels of excitation and impulsive noise can be used to enhance the correction.
Nonetheless, this is a serious manipulation of the measurement and it has to be
very reliable to apply.
The second part of this thesis investigated the violation of the time-invariant
systems assumption. Air movements in auditoria cause changes in the room
acoustic conditions. In this study a measurement session has been designed to
investigate the impact on the evaluated room acoustic parameters. It has been
demonstrated that the ventilation system increases the random variances of the
parameters signiﬁcantly. The size of the eﬀect increases for higher frequencies.
Variations of temperature and relative humidity were analyzed separately for
changes during and between measurements. The meteorological conditions
in an auditorium have a direct inﬂuence on the room acoustic properties. It
has been investigated how large a diﬀerence in temperature and humidity is
acceptable to ensure that two measurements made under diﬀerent conditions
can be compared. The diﬀuse ﬁeld theory is suitable to predict and correct
the temperature inﬂuence. However, for some measurements a second eﬀect
occurred that was signiﬁcantly larger in magnitude. The size of this error also
scales with the temperature diﬀerence, but the sign of this error was random
for diﬀerent microphone positions or frequency bands. Therefore, a prediction
or compensation is not possible. The size of the eﬀect has been documented to
enable an estimation of the inﬂuence. The permitted temperature changes to
ensure a maximum error size have been reported to ensure the comparability of
two measurements.
Further measurements should be applied to investigate the second eﬀect in detail
and determine possible inﬂuence factors to enable a prediction or at least a more
general estimation of the error size. These measurements should also capture
the vertical temperature proﬁle to discover possible relations.
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Temperature changes during a measurement, on the other hand, lead to destruc-
tive interferences and therefore large errors in one measurement. This thesis
demonstrated with real measurements that the error is related to the temperature
diﬀerence in a complex way and scales clearly with frequency. It has been shown
that the sensitivity of the reverberation time is clearly higher than the theoretical
predictions.
Persons as scattering objects in the auditorium were also analyzed as inﬂuence
factor. Due to additional reﬂections, scattering, or shadowing of reﬂections from
the object, the temporal structure of the impulse response and the evaluated
parameters might change. A measurement setup was designed with a life-sized
human dummy in the middle of a microphone array. The statistical analysis
of variances showed that there is a signiﬁcant diﬀerence between measurements
with and without the scattering object in the area of 6m around the object.
Despite the statistical signiﬁcance, the magnitudes of change in reverberation
time are rather small and can therefore be neglected for standard room acoustic
measurements. The clarity index is characterized by the temporal structure of
the RIR and is therefore more sensitive to scattering objects. A minimal distance
of 10m between person and microphone should be kept to guarantee precise
measurements.
These ﬁndings can also be applied to room acoustic simulations: For reverberation
time simulations, human-sized objects (such as pillars or furniture) can be
neglected without large inﬂuence on the simulated parameter. However, for the
clarity index these objects should be included in the measurements of the nearby
environment of source and receiver.
In conclusion, the results of the study show that noise is one of the largest error
sources. It is recommended to use advanced stationary noise compensation tech-
niques to guarantee a robust result. Although, these noise compensation methods
also reduce the inﬂuence of impulsive noise, it is not possible to compensate this
eﬀect completely. Therefore, it is of major importance to apply the proposed
impulsive noise detection algorithm and repeat the measurements if impulsive
noise was present.
These investigations showed a large inﬂuence of inter- and intra-measurement
temperature changes. Particularly the reverberation time measurements are
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sensitive to even minor changes and require a careful monitoring of the conditions.
Although the inﬂuence of air movement on room acoustic parameters is clear,
the magnitudes are small and can be neglected for conventional measurements.
The same also applies to the inﬂuence of human-sized scatter objects on the
reverberation time. The clarity index, however, is more sensitive and requires a
minimum distance of 10m.
The comparison of the error sizes shows that the air conditioning system in
the auditoria should be activated, since the room acoustic parameters are less
sensitive to the air movements, whereas temperature changes have more of an
impact.
The ﬁnal conclusion is that the measurement standards in room acoustics could
be improved in future revisions. Apart from the well-known problem intro-
duced by inaccurate omnidirectionality of the sources used, several steps in the
measurement procedure and the post-processing are likely to be included in
more narrow speciﬁcations. This applies in particular to the usage of stationary
noise compensation techniques and the awareness of the sensitivity of sweeps to
impulsive noise. Furthermore the standard should include guidelines the minimal
distance between persons and microphones and temperature changes during
single measurements.
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A
General Assembly Hall
The General Assembly Hall of RWTH Aachen University (also called "Aula 1")
has a rectangular shape and a volume of approximately 5500 𝑚3. Figure A.1
shows a photograph of the hall from the front row of a balcony. Aula 1 is
primarily used for lectures and classical concerts. It has a capacity of 600 seats,
whereof about 500 are located in the main audience area on the ﬂoor and the
remaining seats are placed on balconies around this area.
Figure A.1.: Picture of General Assembly Hall of RWTH Aachen University.
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B
Noise Compensation Methods
B.1. Systematic Error
PSNR Method A Method B Method C Method D Method E
dB % % % % %
30 738.312 -26.419 NaN -0.000 NaN
35 702.578 -14.275 NaN -0.000 NaN
40 623.668 -6.324 NaN -0.000 NaN
45 532.290 -0.925 NaN -0.000 NaN
50 421.936 1.847 5.112 -0.000 0.001
55 227.259 1.874 3.149 -0.000 0.001
60 13.136 1.027 1.419 -0.000 0.000
65 2.612 0.455 0.573 -0.000 0.000
70 0.749 0.184 0.220 -0.000 0.000
75 0.230 0.071 0.082 -0.000 0.000
Table B.1.: Systematic error of reverberation time 𝑇30 in percent as function of
the peak signal-to-noise ratio (PSNR) and for the ﬁve investigated
noise compensation methods.
B.2. Random Error
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PSNR Method A Method B Method C Method D Method E
dB % % % % %
40 596.042 -9.971 NaN -0.000 NaN
45 496.384 -5.683 NaN -0.000 NaN
50 404.017 -2.488 NaN -0.000 NaN
55 322.543 0.041 NaN -0.000 NaN
60 238.459 1.389 3.462 -0.000 0.000
65 111.244 1.248 2.051 -0.000 0.000
70 6.595 0.664 0.908 -0.000 0.000
75 1.422 0.290 0.363 -0.000 0.000
80 0.412 0.117 0.139 -0.000 0.000
85 0.127 0.045 0.052 -0.000 0.000
Table B.2.: Systematic error of reverberation time 𝑇40 in percent as function of
the peak signal-to-noise ratio (PSNR) and for the ﬁve investigated
noise compensation methods.
PSNR Method A Method B Method C Method D Method E
dB % % % % %
20 1191.488 -23.063 -5.347 -0.000 NaN
25 1208.661 -1.548 9.594 -0.000 0.008
30 1019.955 4.138 8.798 -0.000 0.001
35 75.052 3.039 4.551 -0.000 0.000
40 13.281 1.493 1.961 -0.000 0.000
45 3.776 0.637 0.782 -0.000 0.000
50 1.159 0.253 0.299 -0.000 0.000
55 0.363 0.097 0.111 -0.000 0.000
60 0.114 0.036 0.040 -0.000 0.000
65 0.036 0.013 0.014 -0.000 0.000
Table B.3.: Systematic error of early decay time 𝐸𝐷𝑇 in percent as function of
the peak signal-to-noise ratio (PSNR) and for the ﬁve investigated
noise compensation methods.
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B.2. Random Error
PSNR Method A Method B Method C Method D Method E
dB dB dB dB dB dB
11 4.00 -0.15 0.00 0.00 0.00
13 2.52 -0.05 0.04 0.00 0.00
15 1.59 -0.01 0.05 0.00 0.00
17 1.01 0.01 0.05 0.00 0.00
19 0.63 0.02 0.04 0.00 0.00
21 0.40 0.02 0.03 0.00 0.00
23 0.25 0.02 0.03 0.00 0.00
25 0.16 0.01 0.02 0.00 0.00
27 0.10 0.01 0.01 0.00 0.00
29 0.06 0.01 0.01 0.00 0.00
Table B.4.: Systematic error of sound strength 𝐺 in dB as function of the peak
signal-to-noise ratio (PSNR) and for the ﬁve investigated noise
compensation methods.
PSNR Method A Method B Method C Method D Method E
dB % % % % %
30 11.721 57.479 NaN 364.853 NaN
35 8.550 16.636 NaN 107.365 NaN
40 7.632 9.890 9.314 48.003 9.938
45 10.654 6.540 6.821 18.946 6.565
50 10.930 5.265 5.595 6.545 5.149
55 32.393 3.431 3.639 3.108 3.406
60 16.761 2.387 2.491 2.059 2.153
65 7.832 0.814 0.826 0.824 0.809
70 0.784 0.472 0.478 0.471 0.468
75 0.476 0.445 0.446 0.446 0.444
80 0.429 0.427 0.427 0.428 0.427
85 0.393 0.394 0.394 0.395 0.395
Table B.5.: Relative random error of the reverberation time 𝑇30 as function
of the PSNR value for the ﬁve investigated noise compensation
methods. Values are deﬁned empirically by determining the 95th
percentile of measurement data.
159
CHAPTER B. Noise Compensation Methods
PSNR Method A Method B Method C Method D Method E
dB % % % % %
30 12.014 56.354 NaN 496.266 NaN
35 8.495 16.237 NaN 267.574 NaN
40 8.269 10.561 NaN 236.399 NaN
45 11.746 7.254 NaN 177.297 NaN
50 7.060 6.358 8.702 87.162 8.324
55 10.662 4.317 4.544 40.905 4.602
60 10.881 4.352 4.442 4.216 3.942
65 19.171 2.337 2.495 1.828 2.241
70 13.277 1.047 1.046 1.053 0.997
75 7.840 0.572 0.583 0.568 0.542
80 0.618 0.466 0.471 0.455 0.463
85 0.424 0.409 0.409 0.410 0.408
Table B.6.: Relative random error of the reverberation time 𝑇40 as function
of the PSNR value for the ﬁve investigated noise compensation
methods. Values are deﬁned empirically by determining the 95th
percentile of measurement data.
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C
Inter-Measurement Temperature
Change
ΔΘ 125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz
∘C % % % % % %
-0.1 2.689 1.540 1.839 1.703 2.661 3.344
-0.3 2.283 1.338 1.370 1.461 2.119 3.356
-0.5 2.527 1.352 1.744 2.248 2.807 5.229
-0.7 2.875 1.894 2.335 3.564 3.914 8.225
-0.9 3.016 2.305 2.392 3.754 3.382 8.505
-1.1 3.244 2.719 2.401 3.926 3.720 8.163
-1.3 3.631 2.870 2.999 4.551 5.079 10.061
-1.5 3.946 3.266 3.092 5.253 6.181 8.354
-1.7 4.252 3.493 3.357 6.314 6.566 10.224
-1.9 4.964 3.713 3.616 7.722 8.254 10.407
-2.1 5.607 2.802 3.950 8.446 9.368 10.140
Table C.1.: Calculated variance in measurement of EDT based on the meteo-
rological conditions of both measurements. Deviations are listed
depending on the temperature diﬀerence.
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CHAPTER C. Inter-Measurement Temperature Change
ΔΘ 125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz
∘C % % % % % %
-0.1 1.601 3.951 2.244 2.061 2.673 1.339
-0.3 1.532 3.669 1.245 1.789 1.886 1.658
-0.5 1.385 2.517 1.449 1.798 1.845 1.966
-0.7 1.758 3.517 1.972 2.443 2.356 2.474
-0.9 2.273 6.410 2.162 2.555 2.647 3.060
-1.1 2.885 6.385 2.047 3.048 3.269 2.850
-1.3 2.887 5.405 2.338 3.045 3.468 3.710
-1.5 3.227 6.018 2.319 3.348 4.941 4.455
-1.7 3.191 6.377 2.997 3.643 6.051 5.505
-1.9 3.330 6.832 3.566 4.753 7.505 7.672
-2.1 3.355 7.399 3.796 5.659 8.671 8.843
Table C.2.: Calculated variance in measurement of 𝑇30 based on the meteo-
rological conditions of both measurements. Deviations are listed
depending on the temperature diﬀerence.
ΔΘ 125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz
∘C % % % % % %
-0.1 2.219 2.313 3.489 4.270 5.261 2.906
-0.3 1.801 2.466 3.092 4.125 4.360 2.136
-0.5 1.826 1.882 2.487 3.918 4.521 2.306
-0.7 1.997 2.495 2.861 4.280 4.397 2.599
-0.9 2.490 2.879 3.252 4.747 5.301 3.060
-1.1 3.119 3.338 3.376 5.213 5.633 3.360
-1.3 3.235 3.004 3.039 4.915 5.600 4.247
-1.5 3.354 3.345 3.588 6.138 6.605 5.982
-1.7 3.377 3.180 3.780 6.275 7.543 6.885
-1.9 3.422 3.244 4.035 6.863 9.047 8.828
-2.1 3.312 3.042 4.273 8.023 10.050 10.072
Table C.3.: Calculated variance in measurement of 𝑇40 based on the meteo-
rological conditions of both measurements. Deviations are listed
depending on the temperature diﬀerence.
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ΔΘ 125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz
∘C dB dB dB dB dB dB
-0.1 0.01 0.00 0.00 0.01 0.03 0.09
-0.3 0.00 0.01 0.00 0.03 0.02 0.20
-0.5 0.01 0.02 0.01 0.07 0.03 0.47
-0.7 0.01 0.03 0.01 0.09 0.04 0.64
-0.9 0.01 0.02 0.01 0.11 0.10 0.67
-1.1 0.01 0.03 0.02 0.13 0.15 0.76
-1.3 0.01 0.04 0.03 0.18 0.22 0.97
-1.5 0.02 0.04 0.03 0.19 0.30 1.25
-1.7 0.02 0.04 0.03 0.22 0.38 1.52
-1.9 0.02 0.05 0.04 0.25 0.60 2.40
-2.1 0.02 0.03 0.03 0.17 0.79 3.15
Table C.4.: Calculated theoretical change of 𝐶80 based on the meteorological
conditions of both measurements. Deviations are listed depending
on the temperature diﬀerence.
ΔΘ 125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz
∘C dB dB dB dB dB dB
-0.1 0.23 0.54 0.40 1.20 0.42 0.57
-0.3 0.22 0.23 0.15 0.33 0.28 0.36
-0.5 0.14 0.19 0.17 0.29 0.30 0.49
-0.7 0.23 0.25 0.24 0.48 0.42 0.74
-0.9 0.23 0.44 0.27 1.02 0.43 0.70
-1.1 0.24 0.44 0.32 1.03 0.41 0.72
-1.3 0.22 0.31 0.36 0.61 0.45 0.76
-1.5 0.25 0.42 0.37 0.97 0.46 0.75
-1.7 0.26 0.41 0.40 0.94 0.49 0.76
-1.9 0.27 0.42 0.40 0.91 0.56 0.93
-2.1 0.26 0.39 0.43 0.88 0.64 1.09
Table C.5.: Calculated variance in measurement of 𝐶80 based on the meteo-
rological conditions of both measurements. Deviations are listed
depending on the temperature diﬀerence.
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Correct and precise measurements of room acoustic parameters are of fun-
damental importance for subjective room impression characterization and
for the physical description of the sound ﬁeld. This thesis investigates exter-
nal inﬂuences on acoustic measurements and errors of the resulting room
acoustic parameters. Theoretical models have been developed to predict
these errors and indicate the tolerable limits of the described inﬂuences. To
validate these models, specially designed room acoustic measurements that
separate the individual inﬂuence factors have been conducted.
Noise has been identiﬁed as one of the main inﬂuence factors and occurs
during every measurement. In this thesis the performance of ﬁve commonly
used stationary noise compensation methods are systematically analyzed
depending on the peak signal-to-noise ratio. Impulsive noise that could also
occur during the measurement is investigated separately, as the previously
introduced compensation techniques are unsuited to handle the inﬂuence.
The second part of this thesis analyzes the inﬂuence of time variances du-
ring measurements. Inter- and intra-measurement temperature changes, air
movement, and human-sized scattering objects have been investigated.
