Abstract| In this paper we propose a two-step-algorithm for the blind separation of convolutive mixtures. We show that its application to automatic speech recognition in a noisy environment yields good results. Keywords| Blind separation of convolutive mixtures, speech recognition in noisy environment.
I. Introduction
Blind source separation is an emerging eld of signal processing. Many recent publications focus on the topic of blind separation of convolutive mixtures. In the following we will apply a new algorithm 1] to separate acoustic signals which have been recorded with microphones in a room whose furniture and walls produce echoes by re ection. Since we have to deal with echoes we have to solve the source separation problem for a convolutive mixture described by: i 1 (t) = a 1 (t) + (h 12 a 2 )(t) i 2 (t) = a 2 (t) + (h 21 a 1 )(t):
(1) Here a 1 (t) and a 2 (t) are the source signals, i 1 (t) and i 2 (t) are the measured signals and h 12 and h 21 are the mixing impulse response functions. Algorithms that separate this kind of mixtures have been published in 2-17]. Our algorithm 1] uses only second order statistics instead of higher order statistics [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] ]. Since we have in addition to the two speaker sources also background noise we proceed in two steps. First we take advantage of the rigorous reduction of the source separation problem to an Eigenvalue problem 1]. We assume that there are only two speakers without noise and determine the mixing coe cients in a rst order approximation by solving (after appropiate Fourier transformation, see below) the Eigenvalue problem 1]. In a second step we take care of the noise. We set up a cost function whose minima in coe cient space correspond to decorrelated outputs and determine these minima by a Monte-Carlo procedure. Since we use as a starting point the coe cients of our rst step we are already close to the correct minima. In the next sections we introduce an approach, which was developed to achieve best recognition rates with the SpeechMaster speech recognition system by the company 'aspect' (Norderstedt, Germany) in a test situation described below. The SpeechMaster system provides continuous speech recognition for control and data gathering applications with a freely de nable vocabulary of several hundreds words per application 18].
II. Algorithm
To achieve separation of mixtures of acoustic signals the algorithm must be able to calculate the transfer functions. Our approach is an extension of the formalism published by Molgedey 
we derive in analogy to 1] the Eigenvalue equation 
Note that (0) ?1 ( )] is a diagonal matrix. The solution of (6) for each frequency index ! gives the transfer functions H 12 (!) and H 21 (!). Because of the experimental setup described below only transfer functions of strict causal FIR lters are allowed, therefore we avoid the degeneracy problem (generally the solution of the separation problem of N sources is only known up to N! permutations) encountered by Jutten et al. 8].
B.
Step II: Calculating the Impulse Responses
The second step minimizes the cost function
The variables u i (t) are the output signals (9) and an analog expression for u 2 (t). We remark that the post ltering step 3]
has no signi cant e ect on the recognition rates. In order to minimize the potential V we used a Monte-Carlo algorithm starting from the coe cients found in our rst step h initial = IFFT(H StepI ), where 'IFFT' denotes the inverse fast Fourier transformation. We choose a MonteCarlo algorithm (instead of a gradient algorithm or LMS (RLS) proposed in 2-17]) because optimization procedures of this kind are shown to be practicable if many variables being involved 23]. In the application we choose strict causal FIR lters with 80 coe cients for separation. The algorithm (inclusive step I and step II) works with the assumption of uncorrelated source signals, which is shown to be su cient for our task of separating FIR ltered mixtures 2-6]. Our goal was not only to produce one good example of separation, but to have good recognition rates in many situations and to show that our algorithm is able to work with an amount of about 30000 samples. Moreover, its implementation on a Pentium PC (133MHz) needs at most 4 second for this amount of data.
III. Description of our Application
The recognition system was trained and tested with strings of german spoken digits inclusive 'zwo' in a 20m 2 room lled with chairs, desks and computers which produce an unknown background noise. The speech signals were recorded by a desk-mounted microphone at a distance of about 1m from the speaker with a sampling rate of 8kHz in 8-bit-Alaw format. The SpeechMaster system is suitable for the use in this quiet environment because of an implemented signal noise reduction for constant background noise. We followed the 2-stage training algorithm provided by the SpeechMaster system: 1. Creation of speaker-independent initial patterns from isolated words. 2. Speaker-dependent training of whole word patterns from continuously spoken application sentences, each of them includes 5 or 6 spoken digits. The trained system performed recognition of continuously spoken strings of digits with an error rate of about 6%. Next a noisy environment was built up in the same room using a radio, which was placed into several distances and angels relatively to the microphone. As disturbing signals we choose any kind of music or speech (like news). Data containing about 50 minutes of these mixtures of spoken digits and disturbing signals was recorded. The whole amount of data is separated in 20 data les, each of them contains 30 sentences, which on their part consist of 5 or 6 spoken digits. Only for the duration of one sentence the position of the radio is constant, so that the separation algorithm must be able to work with a low amount of about 30000 samples to perform the separation. The error rate increases depending on the power of the background signals and on the kind of signals: If speech was presented in the background many insertion errors occurred, while background signals with almost constant frequency characteristics caused less errors. In a recorded test le of sentences the error rate was 52% (see below). The one-channel speech recognition is not possible in this situation. Therefore we inserted in this test environment a second microphone which was placed into a distance of about 20cm to the left of the rst microphone. The signal recorded by this second microphone was sampled in the same way as the rst one, that means synchronous stereo data was recorded and each channel was a convolutive mixture of the two sources: radio and speaker. The described setup is comparable to the problem of separating audio signals in room acoustics considered by Yellin and Weinstein 11] . But due to the following reasons the situation in which we have applied our algorithm is more realistic: (i) Other sources (like the computers) produce a ground level of (acoustic) noise in the room.
(ii) The human speaker is moving while speaking, this changes the transfer functions.
IV. Results
After the second step the initial error rate of 52% decreases to 12%. The human listener hears an artifact of the background signal which may be caused by the echoes that are not suppressed by the algorithm if they are delayed more than 80 time steps. On the other hand it is not known whether the convergence of the minimization algorithm is ending at the best possible values, and the errors mentioned above certainly play a not negligible rule. In a last step the artifact of the background signal can be eliminated in the pauses of the human speech signals. After this step the error rate further decreases to about 8%. Tables I and II demonstrate how the separation algorithm decreases the error rate of the automatic speech recognition system. Figures 1-4 show the time signals of the detected mixtures and the output of the source separation system together with the cross correlation functions. One could see in these gures that the output signals of the separation algorithm are decorrelated.
V. Conclusion
We have demonstrated an approach to speech recognition in noisy environment which is able to achieve recognition rates higher than 90% in a real environment with very low a priori information about the background signals using only a small amount of low sampled data.
TABLE I
The errors of the automatic speech recognition system of a data set, in which the sentences consist of 5 or 6 spoken digits, without (002) and with (002N) separation. Column S,I contain the numbers of substitution and insertion errors respectively, while column D shows the numbers of deleted words. 
