1. Introduction. One of the classical developments in the field ot projective differential geometry is a necessary and sufficient condition that a proper analytic curve be immersed in a linear space of given dimensionality.
This condition is customarily expressed in • terms of an ordinary linear homogeneous differential equation, but may be expressed alternatively in terms of the rank of a certain matrix. The purpose of this paper is to extend the classical theory to obtain an analogous necessary and sufficient condition for the space of immersion of a proper analytic variety of arbitrary dimensionality. The criterion so obtained is expressed most concisely in terms of the rank of a certain matrix, but may be expressed in terms of a completely integrable system of linear homogeneous partial differential equations.
Definitions and hypotheses.
In an re-dimensional projective space, Sn, let us consider a proper analytic variety, Vm, oí m dimensions (m^n). Let the variety be represented by the parametric vector equation x =x(ui, • • • , um), where x is the column vector whose «+1 components are the homogeneous projective coordinates of an ordinary point Px on the variety Vm. In order that the variety be analytic, we demand that these components be single-valued analytic functions of the m independent parameters in a domain D of the parameter space, such that a one-to-one continuous correspondence exist between points lying on the variety and sets of values of the parameters in D. The variety is proper if the coordinates of a variable point on it satisfy no linear partial differential equation of the first order. By the partial derivative of x with respect to a parameter w,-we shall mean the column vector each of whose components is obtained from the corresponding component of x by differentiation with respect to re,-.
While the variety Vm lies in the space 5", it may be entirely contained in a linear subspace of fewer than » dimensions. 
715
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use 3. The set of matrices M%\ In this section we define a set of matrices associated with a given variety, and study some of the algebraic properties of these matrices which will enable us in §5 to establish the desired geometric criterion.
Relative to a given variety Vm at an ordinary point Px, let us define a set of matrices M% (h = 0) recursively : let M^1 be the column matrix (x); for h>0, let M" be formed from Mm_1) by adjoining as columns all the partial derivatives of x oí order h. Since the variety is taken to be analytic, partial derivatives of x of all orders exist. Thus the matrix M^ is defined for every non-negative integer h, and is unique except for the ordering of its columns.
From the definition it follows immediately that, for any h, the matrix M^1 is a submatrix of any M%+>) (s = 0) ; in fact, each column of M$ is a complete column of M%+s\ since both matrices have the same number of rows, re + 1. The number of columns of the matrix Mm is clearly the same as the number of partial derivatives of x of orders less than or equal to h (including in this number the quantity x considered as the zero-th partial derivative of itself); thus Mm contains Cm+h.m columns. The ranks of two particular matrices deserve especial attention: the matrix M" has rank 1, since not all the homogeneous coordinates of a point can be zero; the matrix M" has rank j» + 1, since this condition is equivalent to the condition that the variety Vm be proper.
Another property of the set of matrices, fundamental for our purposes, is embodied in the following theorem.
Theorem
1. // the matrices Mm>) and M%+1) have the same rank, r, then every matrix M^+s) (s ^ 0) has rank r.
Proof. The theorem is trivial for s = 0 and s = 1. The general case follows by a simple induction from the particular case 5 = 2. We prove the theorem for 5 = 2 by consideration of the differential equations which express linear dependence among the columns of the three matrices involved.
Since the matrix M" has rank r, it has r linearly independent columns, say .¡4i, • • • , Ar, such that any other column, say £,-, can be expressed as a linear combination of the Ai. That is, if are still linearly independent, the columns Bj still related to them by equations (2) . Since by hypothesis the rank of Mmh+1) is r, no column Cp can be independent of the .¡4,-; consequently we have the equations
with the cPi analytic scalar functions of the parameters. Let us now consider the matrix M^+2). It contains all the columns Ai, Bj, Cp, and equations (2) Equations (2), (3), and (4) assure us that only r of the columns of the matrix Af"+2) are linearly independent, and thus the rank of M%+2) is r. Corollary 1.1. // two matrices Mm cind M"+s) have the same rank, r, then any matrix M"+l) (0¿t^s) has rank r. Corollary 1.2. // the rank of Mm+1) exceeds the rank of M", then the rank of M" exceeds the rank of Mm~u.
The next two theorems and their corollaries, although they seem artificial in form, are of value in establishing the criterion toward which we are working. Theii purpose is to determine certain conditions under which a matrix and a submatrix may have the same rank.
[October Theorem 2. If the matrix Mm has rank h+1 then Mm m+1' has rank h+1.
Proof. The theorem is trivial for m = l. For m>l, the theorem is proved by an indirect argument. For m>l, Mm~m+1) is a submatrix of Mm-Consequently, if we assume that Mm~m+1) has rank different from A+l, we must assume that it has rank at most h. Then by Corollary 1.2, M^~m) has rank at most h -1. Proceeding by induction, we find that the matrix Mm has rank at most m. But this contradicts the fact, noted above, that M" has rank m + 1. Thus our result is established. has rank h+1.
This theorem can be proved by an indirect argument similar to that of Theorem 2. The details of the proof will be omitted. 4. The classical theorem. We turn now to a consideration of the geometric theorems which are the concern of this paper. In our proofs we shall employ the theorems and corollaries concerning matrices which were established in the preceding section.
The well known criterion for determining the space of immersion of a proper analytic curve may be phrased in terms of the rank of a matrix as follows: Theorem 4. A necessary and sufficient condition that a proper analytic curve Vi'. x=x(u) lying in a space Sn be immersed in a subspace St is that the re+1 by k+2 matrix be of rank k + 1. is of rank k + 1 also.
We shall defer proving the sufficiency of the condition, since it is easily obtained as a special case of the more general theorem to be studied in the next section.
5. The principal theorem. The criterion stated above for the space of immersion of a curve involves a matrix whose columns are x and derivatives of x, defined at an ordinary point Px oí the curve Vx. If we consider analogously a matrix with columns x and partial derivatives of x, defined at an ordinary point Px of a variety Vm, and if we observe certain refinements which are justified by the theory of §3, we find that the generalization of Mf+i) is ikf*~m+2), and we are led to the following theorem. and Corollary 3.1 every M" for h^k -m + 1 is of rank k + 1. Thus every partial derivative of x, of any order whatsoever, can be expressed as a linear combination of k+1 linearly independent partial derivatives of orders at most k -m + 1. Now if Px is any point on the variety Vm sufficiently close to Px, the coordinates X may be expressed in a Taylor's expansion in terms of the coordinates x and partial derivatives of x. But since all the partial derivatives of x can be expressed linearly in terms of k+1 independent derivatives, we see that the point Px is linearly dependent upon k+1 points, and thus the variety Vm is immersed in a space 5*. The theorem specializes easily for varieties of dimensionality from 1 to k -1. It is interesting to note that for m = k the theorem indicates familiar conditions for linearity of a variety.
When we apply the foregoing theory to specific cases, we see that for many particular varieties the rank k+1 is achieved by some matrix M^ for h<k -m + 1. For example, consider the well known surface of Veronese, immersed in space Ss, which has parametric equations: Xi = l, x2 = u,x3 = v, Xt = u2, x6 = uv, xt = v2. Straightforward computation shows that for this surface M22) achieves the maximum rank, 6. In fact, a practical procedure for determining the space of immersion Sk of a particular variety Vm is to compute the ranks of successive matrices M^, M^, • • • . When two successive matrices have equal ranks, then by Theorem 1 every subsequent matrix has the same rank, and this rank must be k+1. It is possible to show by counter examples, however, that there is no value g less than k -m+1 such that M^ achieves rank fe+1 for all varieties. One such counter example is the tangent developable to the rational normal curve in space 56. Parametric equations for this surface are: *i = l, x2 = u+v, Xs = u2+2uv, xi = u3+3u2v, x6 = ui+iu3v, xo = ui + 5uh>. For this surface we find that M^\ which is M^~m+1), has rank 6, but M2>) for A<4 has rank less than 6.
The original criterion for the space of immersion of a curve has usually been expressed in terms of an ordinary linear homogeneous differential equation. The question naturally arises as to whether it is possible to express analogously our generalization of this theory. The affirmative answer to this question has already been implied, and a technique suggested, in the proofs of Theorems 1 and 5. We recall that Mm~m+2) contains Ck+t.m columns, of which only k+1 are linearly independent. Expressing the dependence of columns of this matrix in terms of differential equations, we have the following theorem. It should be borne in mind that while these partial differential equations form a completely integrable system, and while they are linearly independent, at the same time they are not necessarily analytically independent, in the sense that many of the equations of the system can be obtained from other equations of the system by differentiation and linear combination. The determination of the smallest possible number of these differential equations which are analytically independent as well as linearly independent is a problem which the author expects to consider in a future paper.
