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1. INTRODUCTION
We study the existence of radial ground states of the n-Laplace equation
div( |{u|n&2 {u)+ f (u)=0 in Rn, n>1, (1.1)
and the existence of positive radial solutions of the homogeneous Dirichlet
Neumann free boundary problem
div( |{u|n&2 {u)+ f (u)=0 in BR , n>1,
u>0 in BR , u=un=0 on BR ,
(1.2)
where BR is an open ball in Rn with radius R>0. Here, a ground state is
a non-negative, non-trivial continuously differentiable distribution solution
u=u(x) of (1.1) which tends to zero as |x| approaches infinity. The interest
in these problems lies in the fact that the order of the Laplacian is the same
as the dimension n of the underlying space. The classical case of this problem,
that is, when n=2 and (1.1) reduces to
2u+ f (u)=0 in R2,
has been treated by Atkinson and Peletier [AP] and by Berestycki et al.
[BGK], and our work may thus be considered an extension of theirs.
The inherent difficulty with the ground state problem for (1.1) lies in
the fact that the SobolevKondratchov compact embedding theorem fails
for the space W1, n(Rn) for any n>1. The difficulty may also be seen in a
different way. Consider the p-Laplace equation
div( |{u| p&2 {u)+ f (u)=0 in Rn, n>1
When 1<p<n, Pohozaev-type restrictions on the nonlinearity are needed
to prove existence of ground states (see [NS1]), while when p>n no
growth conditions of any sort are required [GST]. Consequently, one may
view the ground state problem for (1.1) as a transition or borderline case
between two different kinds of behavior, and in turn special methods are
needed for its treatment.
Throughout we shall assume that f: (0, ) [ R satisfies
(H1) f is Lipschitz continuous on (0, ), with 0 | f (s)| ds<.
We do not assume the continuity of f at zero. When f cannot be extended
as a continuous function to [0, ), we leave the value of f at 0 undefined;
thus we allow f to be different from zero, or even singular, at 0. Under
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(H1), we can define F(u)=u0 f (s) ds, which is continuous on [0, ) with
F(0)=0. We shall assume further that
(H2) There exists ;>0 such that F(s)<0 on (0, ;), F(;)=0, and
f (s)>0 for s;;
(H3) For some b; we have f # C1[b, ) and f $(s)0 for s>b.
Ni and Serrin [NS2, Theorem 2.0] proved that (1.1) admits no radial
ground state if f (u)>0 for small u>0. On the other hand, it is well known
that if F(u)<0 for all u>0, then (1.1) again admits no ground states. Thus
the existence of ; in hypothesis (H2) is nearly necessary for the results of
the paper. Condition (H3), on the other hand, is somewhat stronger than
necessary, but will be maintained in the interest of simplicity.
The distinction between the existence of ground states, on the one hand,
and the existence of a solution of the DirichletNeumann boundary value
problem, on the other, is decided by the important conditions
|
0
|F(s)| &1n ds< (1.3)
and
|F(s)|8(s) for 0<s’, |
0
|8(s)| &1n ds=, (1.4)
where ’>0 and 8: (0, ’) [ (0, ) is a non-decreasing function with
8(0)=0. In the natural case when f (s)0 on some interval 0<s’ (so
that F(s) is decreasing there), condition (1.4) is satisfied (with 8=|F | ) if
and only if 0 |F(s)|
&1n ds=.
With the definition
g(s)=log( f (s)), s;,
our first existence result can now be stated.
Theorem 1. Let f satisfy hypotheses (H1)(H3). If
lim
s  
g$(s)=0 (1.5)
then either (1.1) has a radial ground state or the free boundary value problem
(1.2) has a radial solution for some R>0. More precisely, we have
(i) When f (s) can be extended continuously to s=0 and lims a 0 f (s)
=0, there exists a radial ground state u for Eq. (1.1). If (1.4) is satisfied,
then u is positive and the free boundary problem (1.2) has no radial solution;
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if (1.3) is satisfied, then u has compact support and accordingly is also a
radial solution of (1.2) for some R>0.
(ii) When lim sups a 0 f (s)<0, there are no ground states of (1.1), but
(1.2) has a radial solution for some R>0.
(iii) When f cannot be extended continuously to s=0, but lim sups a 0 f (s)
0, then either (1.1) has a positive radial ground state or (1.2) has a radial
solution for some R>0. If (1.4) is satisfied, then the first case occurs; if (1.3)
is satisfied, the second case occurs.
Finally, if r=|x|, the function u=u(r) obeys u$(r)<0 for all r>0 such
that u(r)>0.
The principal purpose of the paper is to study the existence of ground
states when exponential growth of f (u) as u   is allowed. To illustrate
the type of results which we shall be concerned with, consider the special
nonlinearity
f (s)=P(s) exp(*sq), (1.6)
when P(s) is a polynomial such that P(s)>0 for s>b, and * and q are
positive constants. Then (1.5) is fulfilled when q<1, a case already covered
in previous work of [GST]. In the present paper we shall show, among
other things, that the result of Theorem 1 continue to be true for (1.6) when
1q<n(n&1) and also, with some further restrictions to be given later,
even for qn(n&1); see particularly Theorems 6 and 7 in Section 2.
It is apparent from this example that the exponential behavior exp(*sn(n&1))
is in some sense critical for the ground state problem (1.1). Nevertheless,
this criticality does not exhibit itself in nearly so sharp a fashion as one
might expect from the MoserTrudinger embedding theorem or from the
corresponding Sobolev criticality for the p-Laplace operator when n>p,
this being reflected in the fairly delicate nature of the conclusions below.
For simplicity in notation, we will denote the Ho lder conjugate of n by m;
that is,
m=
n
n&1
.
As noted above, m describes the critical exponential behavior of the nonlinearity
f (u) for (1.1).
To state our next results, we define
F =& min
s # [0, )
F(s), (1.7)
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which is a positive and finite constant depending only on the behavior of
f on the interval (0, ;). We also introduce the ‘‘sunrise’’ function
1(s)= sup
t # [b, s]
g$(t), sb; (1.8)
by (H3), 1(s) is a non-negative non-decreasing function on [b, ). For the
rest of the Introduction we shall assume that
lim
s  
1(s)>0, (1.9)
for otherwise Theorem 1 applies. Thus 1(s) is necessarily positive for all s
sufficiently large. This allows us to state
Theorem 2. Let hypotheses (H1)(H3) hold. If there exists :>b such
that 1(:)>0 and
(A1) g(:)&
:
m
1(:)&log 1(:)&K(b, :)>1+log(F +F(b)),
where
K(b, :)=
n2
:&b _b+
1
1(:)& ,
then either (1.1) has a radial ground state u(r) or the free boundary value
problem (1.2) has a radial solution for some R>0, and the results (i), (ii),
(iii) of Theorem 1 are valid. Moreover, the solution u(r) has the uniform
bound : for all r0.
Theorem 2 is more complicated than one might wish though this seems
necessary because of the generality of the results which we obtain. On the
other hand, because K(b, :)  0 as :  , we have the following immediate
and simply stated corollary of Theorem 2.
Let hypotheses (H1)(H3) hold. If
(A1$) lim sup
:   \g(:)&
:
m
1(:)&log(1(:))+>1+log(F +F(b)),
or if, more simply,
(A1") lim sup
a   \g(:)&
:
m
1(:)&log(1(:))+=,
then the conclusion of Theorem 1 is valid.
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When f is bounded from below, i.e., there exists a finite positive number
f such that
f (s) & f , for all s # (0, ;), (1.10)
the log terms on the left side of (A1)(A1") can be eliminated and the
following result holds (in Theorem 3 we add the explicit hypothesis n2,
to allow for later consideration of n as an arbitrary real parameter greater
than 1, see Section 3).
Theorem 3. Let hypotheses (H1)(H3) and (1.10) hold, and let n2. If
there exists :>b such that 1(:)>0 and
(A2) g(:)&
:
m
1(:)&K(b, :)>1+log f ,
then the conclusions of Theorem 2 are valid.
As in the case of Theorem 2, Theorem 3 also has a simple corollary:
Let hypotheses (H1)(H3) and (1.10) hold, and let n2. If
(A2$) lim sup
:   \g(:)&
:
m
1(:)+>1+log f ,
or if, even more simply,
(A2") lim sup
:   \g(:)&
:
m
1(:)+=,
then the conclusion of Theorem 1 holds.
The limit relations (A2$) and (A2") are the simplest sufficient conditions
we have for existence. Along with (A1$) and (A1") they show clearly the
importance of the critical exponent m, though at the same time and precisely
because of their simplicity, they miss the full subtlety of the existence problem
and give no way of dealing with supercritical exponential behavior.
If g is a convex function over (b, ), then g$ is non-decreasing and
1(s)= g$(s), sb.
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Thus we can replace 1(:) with g$(:) in (A1)(A1"), (A2)(A2"), leading to
somewhat simpler versions of these relations. For example, Theorem 3 then
takes the form
Theorem 3$. Suppose (H1), (H2), and (1.10) hold, and let n2. Assume
also that g(s) is convex on (b, ). Then the result of Theorem 2 are valid if
there exists :>b such that g$(:)>0 and
g(:)&
:
m
g$(:)&
n2
:&b _b+
1
g$(:)&>1+log f .
For the classical case n=2, this result was obtained by Atkinson and
Peletier [AP], with the third term on the left side in a somewhat different
form.
Our method also gives the existence of radial solutions to the Dirichlet
boundary value problem
div( |{u|n&2 {u)+ f (u)=0, u>0 in B, u=0 on B, (1.11)
where B is any finite ball centered at the origin.
Theorem 4. Let (H1)(H3) hold. Assume furthermore that (1.4) is satisfied.
Then the Dirichlet problem (1.11) has a radial solution on any finite ball B
provided either (A1") holds or n2 and f is bounded from below and (A2")
holds.
We shall give a number of examples and further results in the next section.
In particular, the model case (1.6) is studied in detail: for the subcritical case
q<m we prove existence of ground states for all functions P(s) which have
a slower growth rate than exp(uq); while for the critical case q=m existence
is obtained for all polynomials P(s). More surprisingly, taking advantage
of the conditions (A1) and (A2), we show the existence of ground states for
functions f (u) having arbitrarily rapid growth as u becomes large, provided
only that f is bounded below by &= with a suitably small =>0.
In Section 3 we give a sharp estimate on the gradient of radial solutions
of (1.1), which provides the key ingredient for our results. Proofs of Theorems
14 are given in Section 4.
In some aspects our approach is motivated by the work of Atkinson and
Peletier [AP], though we do not use the EmdenFowler inversion technique
nor assume that g is convex. Moreover, unlike the previous work of Berestycki
et al. [BGK], which relies on variational theory (and concerns only the
subcritical case), our proofs use only standard techniques from the theory
of ordinary differential equations.
183GROUND STATES
2. EXAMPLES AND FURTHER RESULTS
We begin with the following observation, giving two important cases
where the hypotheses of Theorems 13 are valid. We recall that m=
n(n&1) is the critical exponent for the nonlinearity g(s).
Theorem 5. Let (H1)(H3) hold. Suppose that
(i) lim infs   s1(s)g(s)<m, or
(ii) f (s)F(s) is non-increasing on (a, ) for some ab.
Then either (1.5) is satisfied or the statements (A1") and (A2") hold.
Proof. (i) Assume that (1.5) fails. Then g$(s) is not identically zero
over [b, ) and we can choose cb such that g$(c)>0. It follows that
there is a sequence :j approaching  such that
:j g$(c)
g(:j)

:j1(: j)
g(:j)
q<m. (2.1)
Since log(1(:j))1(:j)&1, we obtain
log(1(:j))q
g(:j)
:j
&1,
and so
g(:j)&
1
m
:j 1(:j)&log(1(:j))g(:j) \1& qm&
q
:j++1.
By (2.1) it is clear that qg(:j)g$(c) : j and so
lim
j  
t(:j)=.
Thus we obtain (A1"); consequently (A2") is also true.
(ii) Assume that lims   f (s)F(s)=*0. Since fF is non-increasing
on (a, ), we obtain
\ fF+
$
(s)=
f
F
(s) \g$(s)& fF (s)+0, s>a (2.2)
and so by (H2)
0g$(s)
f
F
(s), s>a. (2.3)
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If *=0, we see from (2.3) that g$(s)  0 as s   and so (1.5) holds. On
the other hand, if *>0, then from (2.2) we deduce that
\log \ fF++
$
(s)= g$(s)&
f
F
(s), (2.4)
and integrating (2.4) from a to s we get
g(s)=log \ fF (s)++|
s
a
f
F
(t) dt+Const.
By L’Ho^pital’s rule we find
lim
s  
g(s)
s
= lim
s  
1
s |
s
a
f
F
(t) dt=*. (2.5)
If it were known that
1(s)<m*, for sb, (2.6)
then by (2.5),
lim
s  
s1(s)
g(s)
<m
and the result follows from (i). In fact, (2.6) need not hold; nevertheless, if
we choose a new value for b, suitably large, then (H3) continues to be valid,
and (2.3) can be replaced by
0g$(t)<*m, tb,
since m>1. But then (with this new b) we now have (2.6), and the proof
is complete. K
We can now turn to the example (1.6), namely
f (s)=P(s) exp(*sq), *, q>0, (2.7)
but now with P(s) subject only to the restriction that it is positive and of
class C1 for sb.
Theorem 6. Suppose f satisfies (H1) and (H2) and obeys (2.7) for sb.
(i) If q<1 and P$(s)P(s)  0 as s  , then (1.5) holds.
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(ii) If 1q<m and
lim
s  
P$(s)
sq&1P(s)
=0. (2.8)
then (A1") and (A2") hold.
(iii) If q=m, sP$(s)P(s) is bounded above on the interval (b, ), and
lim
s  
P(s)
sm&1
=,
then (A1") is valid.
(iv) If q=m, sP$(s)P(s) is bounded above on the interval (b, ), and
lims   P(s)=, then (A2") is valid.
Proof. (i) Since g(s)=*sq+log P(s) for sb, we find that
g$(s)=*qsq&1+
P$(s)
P(s)
,
which immediately leads to (1.5) when q<1 and P$(s)P(s)  0 as s  .
(ii) Using (2.8) and L’Ho^pital’s rule we obtain
lim
s  
log P(s)
sq
=0. (2.9)
Also by (2.8) we may find a suitably large number b such that
sup
bs<
P$(s)
sq&1P(s)
*= 0<=<m&q.
With this new b and use of (2.9), there results
lim inf
s  
s1(s)
g(s)
 lim
s  
(*q+*= sq)
*sq+log P(s)
=q+=<m.
Thus the result follows from Theorem 5(i).
(iii) Let c>0 be such that sP$(s)P(s)c over (b, ). With the help
of the previous formulae for g, g$, we then find that
1(s)*msm&1+
c
s
, s>b
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and
g(s)&
1
m
s1(s)&log 1(s)log P(s)&
c
m
&log \*msm&1+cs+ ,
from which (A1") readily follows since P(s)sm&1   as s  .
(iv) The proof is similar to that of (iii) and is omitted. K
By Theorems 13 it is clear that if one of (i), (ii), and (iii) (or (iv) with
n2) in Theorem 6 holds, then the conclusion of Theorem 1 is valid and
thus we obtain the existence of ground states or radial solutions of the free
boundary value problem (1.2). Note that in case (i), g(s) needs not be a
convex function, so the results of Atkinson and Peletier [AP] may not be
applicable. In the subcritical case (ii), condition (2.8) (or equally (2.9)) is
fairly weak: essentially only that P(s) has a slower growth than exp(sq),
q<m, as s  . We note, however, that an even weaker condition than
(2.9) was given for the semilinear case n=m=2 by Berestycki et al.
[BGK]. For the critical case q=m, which is studied in [AP] but not in
[BGK], our assumptions for P(s) in (iii) and (iv) are relatively more
restrictive than when q<m; at the same time, (iv) covers all polynomials
which are ultimately positive, and (iii) all polynomials which grow faster
than sm&1.
One can also obtain the existence of solutions of the Dirichlet problem
(1.11) using Theorem 4 and (ii)(iv) of Theorem 6. For the critical case
q=m, and for solutions of the Dirichlet problem on bounded domains,
some existence results for (1.11) were obtained earlier by the Figueiredo
and Ruf [dFR] for the radial case and by Marcos de O [M] for the non-
radial case; they treated positive functions f (s) of the type (1.6), including
in particular the case P(s)t1s as s   which is not covered by Theorem
6 above. Whether such behavior can be allowed for the ground state
problem is not known.
To investigate the exponentially supercritical case, we now consider a
further example of the type (1.6),
f (s)=(&*1s p1+s p2) exp(*sq), *, *1>0, p2>p1> &1. (2.10)
Theorem 7. Let f (u) be given by (2.10) and assume one of the following
is true:
(i) 0<q<m;
(ii) q=m, p2>1(n&1);
(iii) q=m, p10, n2;
(iv) q>m, p10, n2, and *1<*0 for some constant *0>0.
187GROUND STATES
Then the conclusion of Theorem 1 is valid; more precisely, we have
(a) If p1n&1, then (1.1) has radial ground states, necessarily positive
over Rn, and (1.2) has no radial solution.
(b) If 0<p1<n&1, then (1.1) has radial ground states with compact
support, which are also radial solutions of (1.2).
(c) If &1<p10, then (1.1) has no ground state, and (1.2) has radial
solutions.
Moreover, if p1n&1 and either 1<q<m or one of (ii) and (iii) holds,
then the Dirichlet problem (1.11) has a radial solution.
Proof. The hypotheses (H1)(H3) can be verified easily; (1.4) is valid if
p1n&1, and (1.3) is satisfied if p1<n&1. Thus the conclusion follows
from Theorems 14 and 6 in the cases (i), (ii), and (iii). (In case (iii) the
condition p10 is required in order that f should be bounded below and
Theorem 3 can be applied.)
For case (iv) it suffices to find a number *0>0, suitably small, such that
(A2) holds. Indeed, note that f (s) has a unique positive zero at
a=*1( p2& p1)1 .
Clearly a  0 when *1  0, and also
f =&inf [ f (s), 0sa]*1a p1 exp(*aq)  0.
Thus we have lim*1  0(1+log f )=&. On the other hand, the number ;,
given by F(;)=0, is uniformly bounded for all 0<*11, say ;;1 .
Taking b=;1+1 and :=b+1, we see that the left-hand side of (A2) is
uniformly bounded from below for all 0<*11. Therefore (A2) is satisfied
if *1 is sufficiently small, and the proof is complete. K
The discussion for case (iv) uses a significant feature of Theorems 2 ans
3: namely, the left hand sides of (A1) and (A2) involve only the behavior
of f at relatively large :>b, while the right hand sides depend solely on the
behavior of f on (0, b). Thus even for functions f (u) which have supercritical
growth for large u, one can prove the existence of ground states provided that
f behaves ‘‘nicely’’ near 0, in the sense that the right-hand sides of (A1) or
(A2) are suitably small. In particular, we have the following theorem, the
proof of which is left to the reader.
Theorem 8. Assume n2. Let f (s) be given by
f (s)=&*s+,(s), (2.11)
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where ,(s) is Lipschitz continuous and positive on (0, ), with ,(s)=o(s)
as s a 0, and ,(s) exp(&sm)   as s  . Suppose (H2) and (H3) are
satisfied for all * # (0, 1). Then (1.1) has a ground state provided that * is
sufficiently small.
An important example of (2.11) is
f (s)=&*s+sl exp(sq), l>1, q>m. (2.12)
With a slightly more delicate treatment, the restriction n2 in Theorem 8
can be weakened to n>1 using condition (A1) rather than (A2).
By an obvious modification of this result (replace &*s in (2.10) by
&*s }(s), where } is a cut-off function), we obtain the existence of ground
states without imposing any growth restrictions on f for large u.
It is interesting to notice that by Ni and Serrin’s theorem [NS2; see
also ET] if f obeys either (2.11) or (2.12) and *0, then (1.1) admits no
ground states at all. Thus a negative perturbation term &*s dramatically
changes the structure of radial solutions of (1.1). This phenomenon can
also be seen for the p-Laplace equation
div( |{u| p&2 {u)+ f (u)=0 in Rn, n>1, p>1. (2.13)
The change is, however, in an opposite direction when n>p. In particular,
let f be given by (2.11) and suppose ,(s) has supercritical growth, for
example,
f (s)=&*s+sq, q>(np&n+ p)(n& p), n>p;
then (2.13) possess a one-parameter family of ground states when *=0 and
no ground states when *>0.
It remains an open question whether the existence of ground states is
ensured for all *>0 if f is given by (2.12).
The uniqueness of the solutions obtained in Theorem 7 is left open. This
problem has recently been studied by Pucci and Serrin [PuS]. Using
Theorem 5(ii), and with the help of their uniqueness theorem, we obtain
the next result.
Theorem 9. Let f be a C1 function satisfying (H1)(H3). Suppose there
exists a number a # (0, ;) such that
f (s)<0 for 0<s<a; f (s)>0 for s>a.
If F(s) f (s) is non-decreasing on (0, a) and (a, ), then either (1.1) or (1.2)
has a unique radial solution.
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This theorem asserts the existence and uniqueness of ground states for
functions such as
f (s)=sq&1[&lsq+(exp(sq)&1&ss)], l>0, 12<q1, n2.
We conjecture that ground states of (1.1) for the full range 1<qm,
whose existence is assured by Theorem 3, are also unique.
3. SOME PRELIMINARY LEMMAS
We maintain the hypotheses (H1)(H3) without further comment. Observe
that a non-negative, non-trivial radial solution u=u(r) of (1.1) is in fact a
solution of the ordinary differential initial value problem
(IVP) {(r
n&1 |u$(r)|n&2 u$(r))$+rn&1f (u(r))=0,
u(0)=:>0, u$(0)=0
for some initial value :; note that for our purposes the dimension n may
be considered any real number greater than 1.
For definiteness in what follows, we understand that a (classical) solu-
tion of (IVP) is a function u which, together with |u$|n&2 u$, is of class C 1
on its domain of definition and satisfies (IVP) there.
Let :>;. It is well known that (IVP) has a unique (classical) solution
u=u(r, :) in a neighborhood of the origin, which satisfies u$(r)<0 for
small r>0; see for example [NS2] and Propositions A1, A4 of [FLS]. As
shown in [GST], the solution u can be continued to a unique maximal
open interval J=(0, R), R=R(:), under the restriction that
u(r)>0, &<u$(r)<0, in J.
Since u is positive and decreasing in J, it is clear that limr A R u(r) exists; we
denote this limit by l=l: , which is obviously non-negative. In fact (see
[GST, Lemma 2.3]),
l: # [0, ;).
Therefore, if :>b, there exists a unique rb # J such that
u(rb)=b.
The following technical lemma, which gives a sharp estimate on |u$| over
(0, rb), plays a crucial rule in the study of the existence problem.
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Lemma 3.1. Let u be the solution of (IVP) with :>b, and 1=1(:)>0.
Then for 0rrb ,
f (:)
n(1+Mrm)n&1
r|u$(r)| n&1
f (:)
n
r, (3.1)
or equivalently,
L
rm
v(r)
1
nm \1+
1
Mrm+ , (3.2)
where
v(r)=
1
|ru$(r)|
(3.3)
and
L=L(:)=\ nf (:)+
1(n&1)
, M=M(:)=
1
nmL
. (3.4)
Proof. The left and right inequalities in (3.1) are respectively equivalent
to the right and left inequalities of (3.2). Therefore it is enough to prove
just the right inequalities. Let
w(r)=(r |u$(r)| )n&1; (3.5)
then the equation in (IVP) can be rewritten as
w$(r)=rn&1f (u). (3.6)
Thus by (H3), for any r # (0, rb),
w(r)=|
r
0
sn&1f (u(s)) ds f (:) |
r
0
sn&1 ds=
f (:)
n
rn
and the right-hand inequality of (3.1) easily follows.
The proof for the right-hand side of (3.2) is less trivial. By (3.6)
w"=(n&1) rn&2f (u)+rn&1f $(u) u$;
in turn, for r # (0, rb],
&rw"(r)+(n&1) w$(r)=rnf $(u) |u$|= g$(u)(r |u$| )(rn&1) f (u)
=g$(u) w1(n&1)w$,
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and so
&rw"+(n&1) w$1w1(n&1)w$. (3.7)
Integrating (3.7) over (0, r) and noticing that w(0)=w$(0)=0, we find that
&rw$(r)+nw(r)
1
m
wm(r).
With the help of (3.3) this can be rewritten as rv$(r)+mv(r)1n; that is,
(rmv(r))$(1n) r1(n&1), r # [0, rb].
Now observe from (3.3) and (3.5) that
lim
r  0
rmv(r)=\ limr  0
rn
w(r)+
1(n&1)
=\ nf (:)+
1(n&1)
by L’Ho^pital’s rule and (3.6). Hence, from another integration,
rmv(r)\ nf (:)+
1(n&1)
+
1
nm
rm, r # [0, rb]. (3.8)
Using (3.4) this yields the right-hand inequality of (3.2). K
Lemma 3.2. If u is the solution of (IVP) with :>b and 1=1(:)>0,
then
mL(:&b)rmb 
1
M
exp \(:&b) 1n + . (3.9)
Proof. By (3.1) and (3.4),
rm&1
L(1+Mrm)
|u$(r)|
rm&1
L
, 0rrb .
Integrating this over (0, rb) and using the relation
d
dr
log(1+Mrm)=mM
rm&1
1+Mrm
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yields (see (3.4))
n
1
log(1+Mrmb ):&b
1
mL
rmb .
The conclusion (3.9) now readily follows. K
Define
+=+(:)=Mrmb . (3.10)
Lemma 3.3. If 1(:)>0 for some :>b, then
(:&b)
1
n
+ (3.11)
and thus +   as :  .
Proof. This is a direct consequence of (3.4), (3.10), and the left inequality
of (3.9). K
To any solution u defined on the maximal interval J=(0, R), we associate
the energy
E(r)=
1
m
|u$(r)|n+F(u(r)). (3.12)
It is standard that
d
dr
E(r)=&
n&1
r
|u$(r)|n,
and so
d
dr
[rnE(r)]=nrn&1F(u(r)).
An integration now gives, for 0<r<R,
rnE(r)=n |
r
0
sn&1F(u(s)) ds. (3.13)
Now observe that F(b)F(;)=0. Then from (3.12), (3.13) we immediately
obtain
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Lemma 3.4. For any r # (rb , R),
rnE(r)rnbE(rb)&F r
n
1
m
(v(rb))&n&F rn, (3.14)
where F is defined in (1.7).
4. PROOFS OF THEOREMS 14
Recall that by u or u(r, :) we mean the unique solution of (IVP) with
maximal domain J=(0, R), R=R(:), for a given :>;. If l=limr A R u(r),
then l # [0, ;). Define the pair of sets,
I&=[:; : R<, l=0, u$(R)<0], I+=[:; : l>0].
Clearly I + and I & are disjoint. As shown in [GST, Sect. 2], the following
three statements are valid:
1. ; # I +,
2. I + is open in [;, ),
3. I & is open.
The existence parts in Theorems 13 now follow if we can prove further
that
4. I & is non-empty.
Indeed, assuming that 4 holds, and using statements 13, it is evident
that there must be some :*>; which is neither in I+ nor in I &. We
denote the corresponding solution by u*, with domain J*=(0, R*). Then
l*=0 (notation obvious) since :* is not in I +. Moreover, since :* is also
not in I &, either R*= or R* is finite and u*$(R*)=0; see Lemma 2.3 of
[GST]. In the first case u* is a positive ground state of (1.1), in the second
case is a solution of (1.2) with R=R*. This yields the existence results of
Theorems 13; the remaining parts (i), (ii), (iii) are obtained exactly as in
Section 3 of [GST].
Next we show that the set I& is not empty under the respective assump-
tions of Theorems 1, 2, and 3, so consequently these theorems will be proved.
Lemma 4.1. Let f satisfy the assumptions in Theorem 1. Then I& is
non-empty.
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Proof. For a fixed k # (0, 1) and for : such that k:>b, we let rk: be the
unique number in J at which u(rk:)=k:. Put (see (1.8))
1=1(:)= sup
t # [k:, :]
g$(t).
Then by (1.5) we get 1  0 as :  . Replacing b with k: in (3.8), which
is obviously allowable, we find from (3.4) that
v(rk:)Lr&mk: +1+nm.
Also from (3.9),
Lr&mk: 
1
m(1&k) :
.
Thus lim:   v(rk:)=0, which yields with the help of (3.3) and (3.5),
lim
:  
w(rk:)=.
Clearly rk:<rb . Now f (u)0 for u;, so by (3.6) w is an increasing
function on (0, rb). Hence w(rb)w(rk:), and in turn
lim
:  
w(rb)=. (4.1)
Suppose for contradiction that I& is an empty set. Then by Lemma 3.1
of [GST],
rb<Cb #(n&1) m1m
b
F(b)
(F +F(b))1m.
Recall that J=(0, R), and let
R =min[R, Cb+1].
Clearly, rb<R . Using the energy estimate (3.14) we obtain, for any r # (rb , R ),
E(r)
1
mrn
(w(rb))m&F 
1
mR n
(w(rb))m&F .
Applying (4.1) gives lim:   E(r)= and thus
lim
:  
|u$(r)|= uniformly for all r # (rb , R ) (4.2)
since (u(r))b and F(u(r))F(b) for any r # (rb , R ).
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If R =Cb+1 (thus RCb+1), then u>0 over (rb , Cb+1) and by the
mean value theorem there holds for some r # (rb , R )
|u$(r)|=
u(rb)&u(R )
R &rb

b
Cb+1&rb
<
b
Cb+1&Cb
=b,
contradicting (4.2).
On the other hand, if R =R<Cb+1, then R is finite and u>0 on [0, R]
since I& is empty. Hence u$ must vanish at R by the definition of R, again
contradicting (4.2). K
Consider, for example, the function
f (u)=(&u+u3) exp(uq);
(1.5) is satisfies and thus (4.1) is valid when q<1. In case q1, it is not
hard to check that
F(u) f (u), u>b,
for some sufficiently large b>0, from which follows
rnbE(rb)=n |
rb
0
rn&1F(u(r)) drn |
rb
0
rn&1f (u(r)) dr=nw(rb).
Since
rnbE(rb)=
1
m
(w(rb))m+rnbF(b)
1
m
(w(rb))m,
we obtain
w(rb)(nm)n&1
which is strikingly different from (4.1). This case is studied next, using a
more delicate argument.
Lemma 4.2. Let f satisfy the assumptions in Theorem 2. Then I& is
non-empty.
Proof. Let :>b be such that (A1) is valid. From (3.9), (3.2), (3.4),
and (3.10)
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rnb(v(rb))
n\nmL1 +
n&1
exp \ 1m (:&b) 1+ } \
1
nm+
n
\1+1++
n
=
1
mf (:) \1+
1
++
n
exp \ 1m (:&b) 1+
=
1
m \1+
1
++
n
exp \ 1m (:&b) 1+log 1& g(:)+ , (4.3)
since f (:)=exp g(:). Define
r =rb exp \1n+bv(rb)+ . (4.4)
Then using (3.2) again we obtain
r n(v(rb))nrnb(v(rb))
n exp \1+ bm \1+
1
++ 1+ (4.5)

e
m \1+
1
++
n
exp \ :m 1+log 1& g(:)+
b1
m++ , (4.6)
by (4.3). Furthermore, by (3.11)
K(b, :)=
n2
:&b _b+
1
1&>
b1
m+
+n log \1+1++ ,
which together with (A1) yields
:
m
1+log 1& g(:)+
b1
mu
<&1&log(F +F(b))&n log \1+1++ .
Thus from (4.5) we have the estimate
r n(v(rb))n<
1
m(F +F(b))
. (4.7)
We claim that whenever (4.7) holds, u vanishes at some R # (rb , r ] with
u$(R)<0; thus any number : satisfying (A1) (so that in turn (4.7) holds)
is in I&, showing that I& is non-empty. As a by-product, the assertion of
Theorem 2 on the a priori estimate of ground states also follows.
Indeed, if rb<rmin[r , R], then by (3.12), (3.14), and (4.7), together
with the fact that F(u(r))F(b),
|u$(r)|nr&n(v(rb))&n&m(F +F(b))>0 (4.8)
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and so u$(r)<0. There are two cases: either R<r , in which case by (4.8)
u$(R)<0 and therefore u(R)=0, implying that : # I &, or Rr so that
u>0 over (rb , r ). We show hat the second case is impossible.
Write (4.8) as
|u$(r)|nr&n(v(rb))&n(1&m[F +F(b)](v(rb))n rn). (4.9)
By the elementary fact that (1&x)1n1&x for 0x1, n1, we have
|u$(r)|
1
v(rb) \
1
r
&m[F +F(b)](v(rb))r rn&1+ r # (rb , r ].
Integrating this over (rb , r ) and applying (4.4) and (4.7), we obtain
b&u(r )
1
v(rb) \log \
r
rb +&
(F +F(b))
n&1
(v(rb))n (r n&rnb)+

1
v(rb) \log \
r
rb +&
1
n+=b,
which is absurd. The proof is complete. K
Lemma 4.3. Let f satisfy the assumptions in Theorem 3. Then I& is
non-empty.
Proof. As in the proof of (4.3), we find that
rnb(v(rb))
n&1n(1+1+)n&1 exp \ 1m (:&b) 1& g(:)+ ,
and so by (4.4)
r n(v(rb))n&1ne(1+1+)n&1 exp \ 1m :1& g(:)+
b1
m++ .
Using this estimate, together with the inequality
K(b, :)>
b1
m+
+(n&1) log \1+1++
and (A2), leads to the following analogue of (4.7)
r n(v(rb))n&1nf . (4.10)
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For rb<rmin[r , R] we then have by (IVP) and (3.3), (3.5)
rn&1 |u$(r)|n&1=|
rb
0
sn&1f (u(s)) ds+|
r
rb
sn&1f (u(s)) ds
w(rb)&
f
n
rn=w(rb) \1& f
 rn
n
(v(rb))n&1+>0,
and so u$<0 as before. To complete the proof of the lemma it suffices to
show that R<r . Indeed, if Rr , then u>0 over (rb , r ) and
|u$(r)|n&1w(rb) r1&n \1& f

n
rn
w(rb)+ .
By the elementary fact that (1&x)1(n&1)1&x for 0x1, n2, we
have
|u$(r)|(w(rb))1(n&1) \1r&
f
w(rb)
rn&1
n + . (4.11)
Integrating this over (rb , r ) and applying (4.4) and (4.10), we find that
b&u(u )
1
v(rb) \log \
r
rb +&
f
n2
(v(rb))n&1 (r n&rnb)+
>
1
v(rb) \log \
r
rb+&
1
n+=b,
which is absurd as before. The proof is complete. K
Proof of Theorem 4. In what follows we shall only consider the case
when (A1") is valid, since the other case can be similarly handled.
Because (1.9) is here taken for granted, we have 1(:)>0 for all ::0 ,
:0b. Also let [:j] be a sequence approaching  with :j:0 and
lim
j   \g(:j)&
1
m
:j1(:j)&log 1(:j)+=. (4.12)
Write 10=1(:0) and set
c0=n(nm)n&1 exp \& 1m b10&n log 10+ .
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By (3.4) and (3.9) and since 1j=1(:j)10 , we find (in an obvious
notation) that
[rb(:j)]n=
1
Mm&1
exp \ 1m (:j&b) 1j+
n } (nm)n&1 exp \ 1m (:j&b) 1j& g(: j)&(n&1) log 1j +
c0 } exp \ 1m :j1j& g(:j)+log 1j + .
Therefore by (4.12) there results
lim
j  
rb(: j)=0. (4.13)
Moreover, since (A1$) is obviously valid, we have the estimate (4.7); that
is, writing rb=rb(:j) and r =r (:j),
r v(rb)\ 1m(F +F(b))+
1n
#c1 ,
and so v(rb)c1 r . Together with (4.4) this gives
r rb exp \1n+
bc1
r + , that is, r exp(&bc1 r )e1nrb .
Applying (4.13) now yields
lim
j  
r (: j)=0. (4.14)
As seen in the proof of Lemma 4.2, :j belongs to I & for large j, and R<r ,
where R=R(:j) is the zero of u(:j); thus
lim
j  
R(:j)=0. (4.15)
Let d be the radius of B. By (4.15), there exists :l such that :l # I & and
R(:l)<d. By the openness of I &, we can define
:*=inf [:: (:, :l]/I&].
We have :*>; since ; # I+. Also :* is neither in I& nor in I +. Thus u(r, :*)
is either a ground state or a solution of (1.2). Indeed, it is necessarily a ground
state of (1.1) by (1.4). Hence by the continuous dependence of u(r, :) on
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: on any finite interval 0<r<r0 , see Proposition A3 in [FLS], we find
that R(:) is a continuous function of :. In turn, clearly
lim
:  :*
R(:)=,
and there exists : # (:*, :l) such that R(:)=d. The proof is completed. K
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