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Abstract 
The meta-KHXULVWLFPHWKRGVDUHYHU\HI¿FLHQWIRUWKHVHDUFKRIJOREDOVROXtion for complex problems better than deterministic 
methods. In this work, we applied a novel meta-heuristic with Harmony search algorithm, this technique is used on a power 
network, in which renewable energy was injected. To validate the robustness of the proposed approach, the proposed algorithm is 
tested on the norm IEEE 30-bus, with three cases, minimization of fuel cost, emission of gaz and integration of renewable energy 
into the electrical network. Comparison of the results with recent global optimization methods show the superiority of the 
proposed approach and FRQ¿UP LWV SRWHQWLDO IRU VROYLQJ SUDFWLFDO RSWLPDO SRZHU ÀRZ LQ WHUPV RI VROXWLRQ TXDOLW\ DQG
convergence characteristics. 
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1. Introduction 
 The success of any stochastic search method heavily depends on striking an optimal balance between exploration 
and exploitation. These two issues are conflicting but very crucial for all the metaheuristic algorithms. Exploitation 
is to effectively use the good solutions found in the past search whereas exploration is expanding the search to the 
unexplored areas of the search space for promising solutions. The reinforcement of the pheromone trail by the 
artificial ants exploits the good solution found in the past. However, excessive reinforcement may lead to premature 
convergence. Many metaheuristic or optimization algorithms need some parameters to be set in order to obtain good 
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solutions. Usually, those values are ‘calculated’ in an empirical (or heuristical) way. But this method is time 
consuming and it is not falling on the good values of the parameters. 
  Our work contributes to this problem by applying another metaheuristic method. The Harmony search algorithm 
(HSA) to find suitable values of parameters to validate our work we use to solve the problem of multi-objective 
optimization; the problem consists in combining the economic control system and the gas emission with the 
production of electrical energy. 
  The problem which has received much attention. It is of current interest of many utilities and it has been marked as 
one of the most operational needs. In traditional economic dispatch, the operating cost is reduced by the suitable 
attribution of the quantity of power to be produced by different generating units. However the optimal production 
cost can not be the best in terms of the environmental criteria. Recently many countries throughout the world have 
concentrated on the reduction of the quantity of pollutants from fossil fuel to the production of electrical energy of 
each unit. The gaseous pollutants emitted by the power stations cause harmful effects with the human beings and the 
environment like the sulphur dioxide (SO2), nitrogen oxide (NOx) and the carbon dioxide (CO2), etc. Thus, the 
optimization of production cost should not be the only objective but the reduction of emission must also be taken 
into account. Considering the difference in homogeneity of the two equations, the equation of the cost of fuel given 
in $/hr, and the equation of emission of gases to the production of electrical energy given in Kg/hr.  
  This method was tested 6-unit systems. The algorithm was developed MATLAB environment programming. 
  The proposed approach results have been compared to those that reported in the literature recently. The results are 
promising and show the effectiveness and robustness of the proposed approach. 
2.Economic Power Dispatch formulatione 
 2.1.Minimization of fuel cost 
The goal of conventional EPD problem is to solve an optimal allocation of generating powers in a power                        
system [1]. 
The power balance constraint and the generating power constraints for all units should be satisfied. In other 
words [2], the EPD problem is to find the optimal combination of power generations which minimize the total fuel 
cost while satisfying the power balance equality constraint and several inequality constraints on the system [3].The 
total fuel cost function is formulated as follows [4]: 
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Where )( GPf ,is the total production cost ($/h). 
)( Gii Pf  is the fuel cost function of unit i in $/h;  
GiP  is the real power output of unit i in MW; iii cba ,,   the cost coefficients of the i th generator. 
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2.2.. Minimization of  emission 
     The most important emissions considered in the power generation industry due to their effects on the 
environment are sulfur dioxide (SO2) and nitrogen oxides (NOx) [5]. These emissions can be modeled through 
functions that associate emissions with power production for each unit. One approach to represent SO2 and NOx  
emissions is to use a combination of polynomial and exponential terms [6]: 
     giiiigiigii PPPPgEC OHJED exp2  ¦  
0 LP                                                                                                                                (3)                   
where  
iĮ  , iȕ , iȖ , iİ  and iȜ   are coefficients of the ith generator emission characteristics. 
The bi-objective combined economic emission dispatch problem is converted into single optimization problem by 
introducing price penalty factor h  as follows. 
 Minimise F=FC+h*EC 
Subjected to the power flow constraints of equations. The price penalty factor h blends the emission with fuel 
cost and F is the total operating cost in $/h.The price penalty factor hi  is the ratio between the maximum fuel cost 
and maximum emssion of corresponding generator [7]. 
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The following steps are used to find the price penalty factor for a particular load demand 
1. Find the ratio between maximum fuel cost and maximum emission of each generator. 
2. Arrange the values of price penalty factor in ascending order. 
     3. Add the maximum capacity of each unit maxgiP   one at a time, starting from the Smallest hi unit until 
dgi PP  max  
4. At this stage, hi associated with the last unit in the process is the price penalty factor h for the given load.  
The above procedure gives the approximate value of price penalty factor computation for the corresponding load    
demand. Hence a modified price penalty factor (hm) is introduced in this work to give the exact value for the 
particular load demand. The first two steps of h computation remain the same for the calculation of modified price 
penalty factor. Then it is calculated by interpolating the values of hi corresponding to their load demand values. 
 
2.3. Problem constraints 
2.3.1) Active Power Balance equation 
 
For power balance an equality constraint should be satisfied. The generated power should be the same as total load 
demand added to the total line losses. It is represented as follows: 
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GiP  is the total system production; 
LP   is the total transmission loss of the system in MW; 
NG   is the number of generator units in the system; 
ND  is number of loads. 
2.3.2) Active Power Generation limits 
Generation power of each generator should be laid between maximum and minimum limits. There are following 
inequality constraints for each generator 
maxmin
GiGiGi PPP dd      
min
GiP ,
max
GiP  are the minimum and maximum generation limits of the real power of unit i. 
 
2.4. Problem formulation and optimization with the solar energy and wind energy 
2.4.1) Solar Energy 
The maximum power provided by a solar panel is given by the following characteristic [10]: 
                       ].1.[. 21 jrefjcs TTPEPP                                                           (6) 
Ec  is  solar  radiation, Tjref  is  the  reference  temperature of  the panels at 25°C, Tj  is  the cells junction 
temperature (°C), P1 represents the  characteristic  dispersion  of  the  panels and the value for one panel is included 
enters 0.095 to 0.105 and the parameter P2=0.47%/°C;  is the drift in panels temperature [8].  
The addition of one parameter P3 to the characteristic, gives more satisfactory results: 
 
                     
   cjrefjs EPTTPPP  321 ]..1.[                                               (7) 
This simplified model makes it possible to determine the maximum power provided by a  group of panels  for  
solar  radiation  and  panel  temperature  given, with  only  three  constant parameters P1, P2 and P3 and simple 
equation to apply.  
A  thermal  solar power  station  consists of  a production of  solar  system of  heat which  feeds from the turbines 
in a thermal cycle of electricity production. 
 
2.4.2)  Wind Energy 
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The power contained in the form of kinetic energy,  
P (W), the wind is expressed by: 
                   
3...
2
1 vAP U                                                                                          (8)    
 With: 
A is the area traversed by the wind (m2); ȡ is the density of air (= 1.225kg/m3) and v is the wind  speed  (m/s). 
 The wind generator can recover some of this wind power and represents the power produced by wind generator: 
                  
33 10....
2
1  vACP eel U                                                                            (9) 
Ce is the efficiency factor, which depends on the wind speed and the system architecture [9]. 
 
3.Harmony Search Algorithm (HSA): 
 
Harmony search algorithm is a novel meta-heuristic algorithm, which has been conceptualized using the musical 
process of searching for a perfect state of harmony. This meta-heuristic is based on the analogy with music 
improvisation process where music players improvise the pitches of their instruments to obtain a better harmony. In 
the optimization context, each musician is replaced with a decision variable, and the possible notes in the musical 
instruments correspond to the possible values for the decision variables. 
The harmony in music is analogous to the optimization solution vector, and the musician’s improvisations are 
analogous to local and global search schemes in optimization techniques. 
Musical performances seek to find pleasing harmony (a perfect state) as determined by an aesthetic standard, just 
as the optimization process seeks to find a global solution (a perfect state) as determined by an objective function 
[10]. 
The parameters of HS method are: the harmony memory size (HMS), the harmony memory considering rate 
(HMCR), the pitch adjusting rate (PAR), and the number of improvisations (NI). The harmony memory is a memory 
location where a set of solution vectors for decision variables is stored. The parameters HMCR and PAR are used to 
improve the solution vector and to increase the diversity of the search process. In HS, a new harmony (i.e., a new 
solution vector) is generated using three rules: 1) memory consideration, 2) pitch adjustment, and 3) random 
selection. It is convenient to note that the creation of a new harmony is called “improvisation”. If the new solution 
vector (i.e., new harmony) is better than the worst one stored in HM, this new solution updates the HM. This 
iterative process is repeated until the given termination criterion is satisfied. Usually, the iterative steps are 
performed until satisfying the following criterions: either the maximum number of successive improvisations 
without improvement in the best function value, or until the maximum number of improvisations is satisfied [11]. 
3.1.Initialize the problem and algorithm parameters  
 
The optimization problem is defined as follows: 
Minimize f(x) subject to xi  ȯ;i , i=1,……., N. where f(x)  is the objective function, x is the set of each decision 
variable (xi ;i is the set of the possible range of values for each design variable, that is  ;iL ;i ;iU . 
Where ;iL and ;iU  are the lower and upper bounds for each decision variables. 
 The HSA parameters are also specified in this step. They are the harmony memory size (HMS) [12], or the 
number of solution vectors in the harmony memory; harmony memory considering rate (HMCR); bandwidth (BW); 
pitch adjusting rate (PAR); number of improvisations (NI) or stopping criterion and number of decision variables 
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(N). 
3.2. Initialize the harmony memory (HM) 
 
The harmony memory is a memory location where all the solution vectors (sets of decision variables) are stored. 
HM matrix is filled with as many randomly generated solution vectors as the HMS. 
HM=
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3.3.Improvise a new harmony  
 
A new harmony vector, ),....,,( ''2
'
1
'
Nxxxx  , is generated based on the three rules: (1) memory consideration, (2) 
pitch adjustment and (3) random selection.  
Generating a new harmony is called (improvisation).  
The value of the first decision variable '1x for the new vector can be chosen from any value in the specified HM 
range )( 1
'
1
HMSxx  .  
Values of the other design variables ),....,( ''2 Nxx   are chosen in the same manner. 
HMCR, which varies between 0 and 1, is the rate of choosing one value from the historical values stored in the HM, 
while (1- HMCR) is the rate of randomly selecting one value from the possible range of values.
  
^ `
 °¯
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For instance, a HMCR of 0.95 indicates that the HSA will choose the decision variable value from historically [16] 
stored values in the HM with the 95% probability or from the entire possible range with the 100-95% probability. 
Every component of the New Harmony vector,  
),....,,( ''2
'
1
'
Nxxxx  , is examined to determine whether it should be pitch-adjusted. This operation uses the PAR 
parameter, which is the rate of pitch adjustment as follows: 
¯
®
­
m
) PAR -1 (y probabilit withNo
PARy probabilit withYes
  
ix' for decision
adjusting Pitch
 
   
       (12)
 
The value of (1- PAR) sets the rate of doing nothing. If the pitch adjustment decision for x' is Yes, x' is replaced as 
follows: 
BWrandxx ii rm
''
                                                 (13)
 Where BW is an arbitrary distance bandwidth for the continuous design variable and rand is a random number 
between 0 and 1. In step 3, HM consideration, pitch adjustment or random selection is applied to each variable of 
the New Harmony vector in turn. 
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3.4.Update harmony memory  
 
If the new harmony vector, ),....,,(
''
2
'
1
'
Nxxxx  , is better than the worst harmony in the HM, from the point of 
view of objective function value, the new harmony [11] is included in the HM and the existing worst harmony is 
excluded from HM. 
3.5.Check the stopping criterion   
 
If the stopping criterion (i.e.) maximum number of improvisations is satisfied, computation is terminated. 
Otherwise, Step 3 and 4 are repeated. 
4.simulation results 
To assess the efficiency of the approach HSA, the following two case studies  are carried out. The program was 
developed using MATLAB and run on a 3.0 GHz, Pentium-IV machine with 256 MB RAM. a 6 generator test 
system [13] whose data are given below.  
The system demand is 1200 MW;  is considered as test system, the fuel and the emission  coefficients including 
the limits of generation for the generators are presented in tables 1 and 2  [13].The results obtained by the approach ( 
HSA)  are compared to those reported in the literature like QOTLBO, TLBO and DE [14]. From the comparison, it 
is noticed that the proposed approach (HSA) gives reduction in fuel cost and emission (Table 3). 
7KHFRQYHUJHQFHSUR¿OHVRIWKHEHVWVROXWLRQIRUWKHIXHOFRVWDQGWKHSROOXWLRQHPLVVLRQDUHVKRZQLQ)LJ1 and 
2UHVSHFWLYHO\,WLVQRWLFHGDOVRIURPWKHVH¿JXUHVWKDWWKHFRQYHUJHQFHRIWKHSURSRVHGDSSURDFKHSA is better; we 
got the results after only 30 iterations. These results clearly show the effectiveness and performance of the HSA 
over other methods. 
 
Table.1. Power Generation Limits, Cost  Coef¿cient Data Of Generating 
Units Of 6-Unit System. 
 
Bus 
No 
 
Real Power  
Output limit 
(MW) 
Cost Coefficients 
 
 
iGiiGiiGii cPbPaPf ++=)(
2  
 minGiP  
max
GiP  ia  ib  ic  
1 10 125 0.15247 38.5390 756.7988 
2 10 150 0.10587 46.1591 451.3251 
3 35 210 0.03546 38.3055 1243.5311 
4 35 225 0.02803 40.3965 1049.9977 
5 125 325 0.01799 38.2704 1356.6592 
6 130 325 0.02111 36.3278 1658.5696 
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Table.2 . Power Generation Limits, Emission Co-Ef¿cient Data 
Of Generating Units Of 6-Unit System 
.Bus 
No 
 
Cost Coefficients 
)()( 
ND
1
2
 
 
j
igiigii PPPgEC JED
 
 iD  iE  iJ  
1 0.00419 0.32767 13.8593  
2 0.00419 0.32767 13.8593  
3 0.00683 -0.54551 40.2669  
4 0.00683 -0.54551 40.2669  
5 0.00461 -0.51116 42.8955  
6 0.00461 -0.51116 42.8955  
 
Table.3.   Comparison Of Test Results Of 6-Unit System Using 
Different Methods For Bi-Objective. 
 QOTLBO 
[14] 
TLBO  
[14] 
DE [14] HSA 
PG1 107.3101 107.8651 108.6284 123.151188 
PG2 121.4970 121.5676 115.9456 142.179593 
PG5 206.5010 206.1771 206.7969 187.070320 
PG8 206.5826 205.1879 210.0000 168.631233 
PG11 304.9838 306.5555 301.8884 319.977087 
PG13 304.6036 304.1423 308.4127 297.412602 
cost ($/hr) 64912 64922 64843 64136.543135 
Emission 
(Ib/h) 1281 1281 1286 
1280.107267 
 
PL(MW) 51.4781 51.4955 51.700 38.4000 
T (s) 1.91 2.18 3.09 0.20313 
 
 
 
Fig. 1. Convergence of cost obtained  for 6-unit test system. 
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Fig. 2. Convergence of emission for 6-unit test system. 
 
Table 4 represents the influence of the integration of renewable energy in the optimization of the function cost 
and emission: By injecting renewable energy PR (the sum off the solar and wind energy) in the network IEEE-30, by 
raising each time its value passing of 10,20,35 and 50, we note that the value of the cost decreases  
63142.5220,62653.3592,61554.4566 and 60929.7719 ($/hr) respectively and it is thus also for the value of the 
emission decreasing of 1339.3986,1309.2365,1302.7972 and finally to1243.1292(Ib/h) 
 
 
TABLE.4 . influence of integration of renevable energy in optimization 
the Cost of Function And The Gas Emission at the same time 
PR 10 20 35 50 
PG1 123.9578 123.0513 109.8507 117.1442 
PG2 34.3170 38.8758 29.9576 39.3769 
PG5 247.5116 249.3500 245.2919 237.9243 
PG8 197.2032 197.4975 200.7725 183.2699 
PG11 323.8866 309.6584 324.5253 297.5159 
PG13 301.3916 299.8855 293.0326 312.9613 
cost 
($/hr) 63142.5220 62653.3592 61554.4566 60929.7719 
Emission 
(Ib/h) 1339.3986 1309.2365 1302.7972 1243.1292 
PL(MW) 51.4781 51.4955 51.700 38.4000 
PR: is the sum of the solar and wind energy into the network IEEE-30 bus. 
5.Conclusion 
 
In this article we have applied a new approach based in Harmony search Algorithm (HSA). Proposed 
approach was tested on  6-unit system with renewable energy.The obtained results were compared to those of 
other researchers. The results show clearly the robustness and efficiency of the proposed approach in term of 
precision and convergence time. 
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