The turbidity of the liquid-liquid mixture methanol-cyclohexane has been measured very near its critical point and used to test competing theoretical predictions and to determine the critical correlation-correction exponent . By measuring the ratio of the transmitted to incident light intensities over five decades in reduced temperature, we are able to determine that Ferrell's theoretical prediction for the turbidity explains the data with the correlation length amplitude 0 ϭ0.330Ϯ0.003 nm and critical exponents ϭ0.041Ϯ0.005 and ϭ0.632Ϯ0.002. These values are consistent with the values measured before for 0 in this system and with the exponents predicted by theory. The data allow five different theoretical expressions to be tested and to select two as being equivalent when very close to the critical point.
I. INTRODUCTION
The turbidity measures the amount of light that can be transmitted through a fluid, but in the process also determines much about the concentration fluctuations that dominate a system's behavior near its critical point. Large density or concentration fluctuations involve many length scales that effectively mask the identity of the system and produce universal phenomena. Many physical quantities behave as a simple power law when a system is near its critical point and is explored along various thermodynamic paths. For example, the correlation length diverges close to the critical point as a power law ϭ 0 t Ϫ , where tϵ(TϪT c )/T c is the reduced temperature, 0 is a system-dependent amplitude, and is the critical exponent. The critical exponents describing these relationships are universal and should depend only on a universality class determined by the order parameter and spatial dimensionality of the system. Liquid-gas, liquid-liquid mixtures, uniaxial ferromagnetism, polymersolvent, and ionic solutions are all thought to belong to the same universality class: the three-dimensional Ising model. 1 The development in 1971 of renormalization group theory from earlier concepts of scaling and universality provided a theoretical framework for distinguishing systems, predicting critical exponent relations, approximating values for critical exponents, and obtaining amplitude relations. Several universal exponents have been predicted using various numerical techniques, 2 which now provide consistent prediction [3] [4] [5] ͑see Table I͒ , most of which have been confirmed by experiments. Turbidity is often used to determine exponents and amplitudes in simple liquid-gas or liquidliquid systems as well as in complex systems such as a plastic crystal in water, 6 a polymer in a weak solvent, 7, 8 or ionic systems. 9 A particularly powerful observation is that only two critical exponents are linearly independent with others determined by scaling relations ͓i.e., ␥ϭ͑2Ϫ͔͒, and that the leading amplitudes are interrelated using only two scale factors. Thus, in principle the universality of the exponents could be used with two experiments to determine all the leading critical behavior of a given system.
A liquid-liquid mixture exhibiting an upper consolute point will be one phase, homogeneous, and essentially clear when the mixture is well above its critical consolute temperature T c . As the temperature of the fluids approaches T c , concentration fluctuations cause the transmitted light intensity I to be reduced from the incident intensity I 0 . The total incremental intensity of light scattered per unit length is defined as the turbidity
where L is the optical path length. Previous experiments had yet to convincingly verify the theoretical prediction for the critical correlation-correction ͑or Green-Fisher͒ exponent , which would be an important confirmation 10 of the fundamental physics that underpins the theoretical framework for critical-point phenomena. Three principal techniques have been used to look for , and they all involve scattering phenomena using either x rays, neutrons, or light. To determine , the experiment must reach large values of k, where k is the scattering vector, which varies as the reciprocal of the wavelength , and is the correlation length. X rays and neutrons can achieve large values of k, but those experiments have difficulty getting close to the critical point ͑large ͒. Moreover, the wavelength of the incident radiation must be long compared to the range of the interatomic forces, which is difficult to do in present x-ray and neutron scattering experiments. Light scattering, on the other hand, has relatively long wavelengths ͑smaller k values͒ and must resort to a very close approach to the critical point ͑large ͒. If light intensity is measured as a function of angle, then a close approach to the critical point is precisely where the problem of multiple scattering is most proa͒ Author to whom correspondence should be addressed. Electronic mail: djacobs@wooster.edu nounced. However, multiple scattering has little effect on turbidity measurements, which makes them attractive to determine the exponent .
In an earlier paper, 11 we reported preliminary turbidity data and how that can determine the exponent from a theoretical prediction by Ferrell, and we also summarized the experimental determinations for the exponent in Ising systems. There are two additional neutron scattering experiments: one in a liquid-gas system 12 where ϭ0.042Ϯ0.006
and another in an ionic mixture 13 where ϭ0.030Ϯ0.002.
One additional light scattering investigation has been reported for a liquid-liquid mixture 14 where ϭ0.045Ϯ0.011, but with no multiple scattering correction. 15 The thesis of Shanks 16 reports ϭ0.033Ϯ0.023 from light scattering measurements on isobutyric acid and water when using multiple scattering corrections to second order. The recent experimental values for vary from 0.038 to 0.045 with errors from 10% to 25%. We previously determined consistency with Ferrell's prediction for the turbidity from preliminary data 11 on a near-critical, density-matched, liquid-liquid mixture methanol-cyclohexane when within microKelvins of the critical point. This paper presents the final data taken on that system, but closer to the critical composition and with better precision and reproducibility.
II. THEORY
Green and Fisher 17 first proposed the critical correlationcorrection exponent to describe how the correlation function behaves asymptotically close to T c . This exponent is fundamental to the theory of second-order phase transitions. Recent field theoretic analysis and partial differential approximates give the theoretical values for ␥, , and shown in Table I , where the scaling relation ␥ϭ͑2Ϫ͒ is used. Ferrell and Bhattacharjee 18 argued that can be determined by a sum rule with a value of Ϸ0.04.
In 1991, Ferrell 19 developed the theory that would allow turbidity measurements to be used to determine , a parameter which appears explicitly in his formulation. The turbidity is related to critical phenomena by assuming OrnsteinZernike ͑ϭ0͒ scattering 20 when in the vicinity of, but not too close to, the critical point and a modified 19 Fisher-Burford 21 form ͑ 0͒ when very close to critical.
Having 0 is expected to result in lower turbidity values at small reduced temperatures ͑close to the critical point͒, but identical turbidity values as O-Z when at large reduced temperatures. With few exceptions, 11, 22 previous turbidity experiments 6 -9,11,23,24 have neglected because data could not be taken sufficiently close to the critical point to warrant inclusion. The principal advantage of measuring the turbidity is that multiple scattering has little effect on the measured transmitted beam because once the light is scattered out of the beam, it has a negligible probability of entering the detector.
Ornstein-Zernike scattering holds when in the vicinity of the critical point (tϾ10 Ϫ5 ) and assumes that the critical exponent is zero and thus that ␥ϭ2. The turbidity can be developed by integrating the light scattered out of the incident beam to give
where aϭ2k 0 2 2 , k 0 ϭ2n/ 0 , n is the refractive index of the mixture, 0 is the vacuum wavelength of the light, and 0 is a quantity dependent on the system. The 0 dependence enters in a complicated fashion through a. Even though Eq. ͑2a͒ is derived using ϭ0, it has been successfully used by experimentalists to describe turbidity data using the values of ␥ and from Table I when 0. Because of this, Ferrell 25 points out that it is more appropriate to use Eq. ͑2b͒ where the exponent ␥ does not appear since t Ϫ␥ cancels t Ϫ2 within one of the a terms in the denominator. There is no distinction between Eqs. ͑2a͒ and ͑2b͒ if ␥ is 1.26, but a significant difference if ␥ is 1.237 in Eq. ͑2b͒. Equation ͑2a͒ will be referred to as the Puglielli-Ford ͑P-F͒ equation 20 where ␥ϭ1.237, while ͑2b͒ as Ornstein-Zernike ͑O-Z͒ where implicitly ␥ϭ2ϭ1.26. When very close to the critical temperature (tϽ10 Ϫ5 or aϾ80), then O-Z has a ln͑t͒ dependence while P-F has an additional t . Thus, the turbidity predicted by O-Z is much larger than that from P-F. This is a region in temperature where O-Z is known to be inadequate, and Ferrell 19 has developed an expression for the turbidity that includes the critical exponent . As we will see, Ferrell's prediction, as well as the experimental data, fall between the predictions of O-Z and P-F. When very close to the critical point, Ferrell 19 uses a modified Fisher-Burford 21 form of the critical point's spatial correlation function to obtain ͓his Eq. ͑25͔͒
where Lϭln(2a). It is important to note that the ''normalization'' prefactor to the bracketed expression in Eq. ͑3͒ is corrected from the one used in our earlier publication. 11 In his publication, Ferrell leaves the prefactor out and states that the turbidity is normalized to ''the scattering intensity at its value in the backward scattering direction.'' 19 Until informed by Ferrell, 25 we had not appreciated the distinction between P-F and O-Z represented by Eq. ͑2͒ and that Ferrell's prediction extends O-Z when the system is very close to critical. Martin-Mayor, Pelissetto, and Vicari 26 did a Monte Carlo simulation of the 3D Ising model on a simple cubic lattice of length 128 and 256 and also developed an analytical expression for the turbidity when close to the critical point ͑their Eq. ͑34͒͒
where a is the same as in Eq. ͑2͒ or ͑3͒, C 1 ϩ ϭ0.918, and K ϭ0.145Ϯ0.016 is determined in the simulation when the exponents , ␥, and are those in the first row of Table I . They found the turbidity to be larger than P-F, but consistent with Ferrell's prediction. When K is at the lower end of its range, we also find Eq. ͑4͒ to give equivalent values of the turbidity to those calculated from Eq. ͑3͒. The equivalence of the two expressions is shown in the Appendix. We make the distinction between P-F and O-Z in part to make it clear 27 that our prior experimental results are consistent with both Ferrell's theory 19 and Martin-Mayor's equation: 26 the turbidity is larger than P-F but smaller than O-Z.
Finally, Calmettes et al. 22 
where bϭ2a/(2Ϫ). This expression gives a larger turbidity than Ferrell's equation 19 or the Martin-Mayor equation, 26 but a smaller turbidity than O-Z. We can compare the five expressions we have for the turbidity in Fig. 1 . The difference is due to the t Ϫ␥ /a in Eq. ͑4͒ that forces a different value for 0 ͑see the Appendix͒. Figure 1 shows the turbidity as a function of reduced temperature t for the different functions and illustrates how O-Z and P-F, when extended close to the critical point, bracket the other three predictions. In comparing the functions in this plot, we require the value of the turbidity to match at tϭ10 Ϫ5 in Eqs. ͑2a͒ and ͑2b͒, with the result that 0 in Eq. ͑2a͒ is larger by a factor t Ϸ1.3. The other parameter values are from fit 4 in our last table with ␥ϭ1.237. For Eq. ͑4͒, 0 is the same as in Eq. ͑2b͒, C 1 ϩ ϭ0.918 and Kϭ0.129. Figure 2 compares the ratio of the different turbidity expressions to the prediction from P-F. The same parameter values are used as in Fig. 1 , but the ratio illustrates the differences among the predictions in comparison to our experimental data. It is important to note that the ratio is quite sensitive to the choice of exponent values and normalizing constants. Still, it provides a useful way to visualize the intercomparison among the theories and our data.
III. EXPERIMENT
In this experiment, we measure the turbidity in a liquidliquid mixture when very near the critical point. The system FIG. 1. The three runs of turbidity data as a function of reduced temperature t are shown with the theoretical predictions using the parameter values from fit 4 in Table III ͑see the text for details͒ and the exponents from the first row of Table I . O-Z is Eq. ͑2b͒, P-F is Eq. ͑2a͒, Ferrell is Eq. ͑3͒, Martin-Mayor is Eq. ͑4͒, and Calmettes is Eq. ͑5͒. The inset shows the region closest to the critical point.
FIG. 2.
The ratio of the turbidity from each of the theoretical expressions divided by the turbidity predicted by P-F. The parameter values are the same as in Fig. 1 . The three runs of turbidity data are combined and also divided by the turbidity calculated by P-F.
we investigate is the nearly density-matched mixture of methanol and cyclohexane at its critical composition. We are able to measure the turbidity over a wide range of reduced temperatures that allows us to explore both the range of most turbidity experiments (10 Ϫ5 ϽtϽ10 Ϫ2 ) as well as the region very close to the critical point (10 Ϫ7 ϽtϽ10 Ϫ5 ). No attempt is made to look for crossover 4 behavior when further from the critical point (tϾ10 Ϫ2 ) due to the small amount of light scattering in this system when far from critical.
This system has been extensively studied, which is one of the reasons for choosing it. The coexistence curve has been measured 28 along with the effects of impurities 29 on the location of the critical point. The turbidity has been measured over a region of reduced temperature (tϾ10 Ϫ7 ) by several groups. 23, 24, 30 The effect of multiple scattering is known, 31 along with the heat capacity. 32 The critical point depends on the purity of the system. The methanol and cyclohexane system is very sensitive to water impurities, 29 but any impurity will cause the critical temperature and critical composition to change systematically. 33 By measuring the critical temperature, the critical composition can be determined: for critical temperatures around 319.3 K, the critical concentration is 30.0% by mass methanol. 29 The fluids we used were HPLC grade methanol ͑Aldrich 99.93% pure͒ and cyclohexane ͑Fluka 99.8% pure͒ used without further purification. The total water present is stated to be less than 0.02%. A glove box with a dry nitrogen atmosphere was used when filling the cell with the fluids at a concentration of 29.9%Ϯ0.7% by mass methanol. The densities of the pure components are matched to 1.6% and thus experience negligible gravitational stratification. We observed a ͑flat͒ meniscus to form in the center of the cell when just below ͑Ͻ1 mK͒ the critical temperature. A meniscus that divides the two phases into equal volumes at the critical point indicates that the fluids are at the critical concentration.
An optical cell of our own design seals the fluids between two optical glass flats within a copper cylinder using Kalrez o-rings. The distance between the windows, or the path length of the fluids, was measured using a traveling microscope to be 1.100Ϯ0.002 cm. The thermostat which surrounds the cell is made of three nested copper cylinders, each held in place by nylon spacers. The thermostat and temperature-controlling electronics are described in a previous publication. 11 The temperatures of the stages and the light intensities are recorded every program cycle ͑4 min͒. We can control the temperature of the cell to within 10 K for several hours at temperatures near the system's critical temperature of 319.3 K.
The optical layout for this experiment was also described previously. 11 We now use an intensity stabilized ͑Melles Griot 05 STP 901͒ HeNe laser ͑wavelength 632.8 nm͒ and use a Stanford Research System SR830 lock-in amplifier tuned to an optical chopper to monitor the transmitted intensity through the fluids. A separate lock-in monitors the portion of the laser beam directed around the fluids by a beam splitter. The intensity of the beam passing through the fluids is small since the beam first passes through a beam expander/ spatial filter and then a 1 mm aperture. As a result, the laser beam does not cause any measurable local heating of the fluids. The transmitted light intensity was detected by a photodiode with an acceptance angle of 0.3°.
An average of the ratio of light intensity through the fluids ''I'' to that around the fluids ''I 0 '' is used to calculate the raw turbidity from Eq. ͑1͒. Since the beam splitter does not divide the light evenly, and since the windows on the stages of the thermostat reflect some of the incident light, the raw turbidity will be offset by a background turbidity, an additive constant that represents the beam splitter and reflection effects. The background turbidity is determined experimentally for each data run with an error of 0.005 cm Ϫ1 by measuring the raw turbidity when the fluids are several degrees above the critical temperature, where the fluids are clear and the actual turbidity is effectively zero. The absolute turbidity presented below has the appropriate background turbidity subtracted from the raw turbidity.
The location of the critical temperature is determined within 30 K (tϭ9ϫ10 Ϫ8 ) by a sharp drop in the transmitted light intensity. We collected turbidity data for three runs that approached the critical temperature closely; in all, 136 data points with 66 points within 3 mK of the critical temperature. Each data run took many days and started several degrees above the critical temperature and then lowered in steps down to the critical point. All the data were consistent with each other and with the preliminary data we reported earlier. As with our earlier data, the critical temperature drifted upward approximately linearly in time at 0.45 mK/h. This was attributed to water contamination 29 leaching from the cell walls or glass window surfaces, even though we baked the cell parts in a vacuum oven before assembly. We used the critical temperature drift to slowly bring the cell to the critical point by fixing the temperature after the last step ͑about 10 mK above critical͒ and then continuously collecting data while the system went through the critical point. Once the transmitted intensity dropped sharply, we could observe a meniscus form in the center of the cell indicating the phase transition at the critical composition.
The three sets of absolute turbidity data are tabulated in Table II and shown in Fig. 1 , which illustrates the good reproducibility. The reduced temperature tϭ(TϪT c )/T c takes into account the drift in the critical temperature using the time when each data point was taken. The error bars are omitted for clarity, but on this plot would show only for the points close to critical ͑small reduced temperature t͒ where we assigned an error of 1.2ϫ10
Ϫ7 plus an error in the critical temperature drift of 20 K/h. The error in the measured turbidity values was 0.005 cm Ϫ1 and due principally to the uncertainty in the background turbidity. Before doing a weighted fit to the theoretical expressions, the errors in reduced temperature were propagated into the turbidity error.
IV. ANALYSIS
In comparing our data to the five distinct theoretical expressions, we use the range of temperatures over which the expressions are valid. In this experiment, the wavelength of the laser light is 632.8 nm and the refractive index of the mixture 28 at the critical point is 1.380, which gives the wave number k 0 ϭ0.013 70 nm Ϫ1 . As described above, we use ex- perimental measurements to determine the critical temperature and the background turbidity, which are not varied in the fits to the theories. We use a weighted least-squares fit 34 performed by a commercial package ͑IGOR PRO 4.07͒ with the parameter errors given as 1 standard deviation. The parameters and their errors are given in Table III for the different expressions.
The P-F and O-Z functions given in Eq. ͑2͒ are valid in a region where the critical exponent does not contribute to the turbidity. This corresponds to reduced temperatures t Ͼ10
Ϫ5 . O-Z requires ϭ0 by forcing ␥ϭ2ϭ1.26, while P-F uses ϭ0.63 and ␥ϭ1.237. When we fit these functions to our data, we get parameter values of 0 from 0.29 to 0.32 nm and 0 from 6.55 to 5.8ϫ10 Ϫ6 cm Ϫ1 that are shown as fits 1-3 in Table III . The value of 0 is larger for P-F than O-Z by the factor t ; approximately 1.1 over this region of reduced temperatures ͑see fits 1 and 3 in Table III͒ . When the critical exponents are allowed to vary using P-F, then the exponent values ␥ and are consistent with an Ising model, but not very well determined ͑see fit 2 in Table III͒ . This is typical of turbidity data fit by P-F over this range of reduced temperatures. When Ferrell's extension ͓Eq. ͑3͔͒ of O-Z is used when the reduced temperature t is smaller than 10 Ϫ5 and O-Z ͓Eq. ͑2b͔͒ is used when tϾ10 Ϫ5 , then the data are well described.
If the critical exponents and are fixed at their theoretical values ͑fit 4 in Table III͒ then the values of 0 and 0 are larger than when O-Z is used alone ͑fit 3͒. However, in fit 6 when 0 is fixed at the value determined by O-Z alone ͑fit 3͒, then the data are better fit ͑as reflected in the smaller reduced chi square 34 ͒, the exponents are quite consistent with the theoretical values, and 0 is consistent with fit 3 and with values published earlier. Since Eq. ͑4͒ gives equivalent values for the turbidity as Eq. ͑3͒ when the same parameters are used, we did not fit the data by the expression proposed by Martin-Mayor. 26 Finally, we attempted to fit the data using the turbidity expression Eq. ͑5͒ proposed by Calmettes et al. 22 and corrected by Martin-Mayor. 26 Even though the exponents were fixed at the theoretical values, this function did not fit the data nearly as well ͑see fit 7 in Table III͒ as the combination of Ferrell's and O-Z.
Our data are compared to the theoretical expressions in Figs. 1 and 2 . The theory lines use the parameters from fit 4 in Table III as described above. Figure 1 shows that the data are quite consistent with the predictions by Ferrell or MartinMayor and lie below O-Z but above P-F. Figure 2 highlights the differences by dividing the different predicted turbidities by the value predicted by P-F. 26 The data points in Fig. 2 are divided by the value calculated by the P-F expression at each reduced temperature. We omit the error bars in Fig. 1 for clarity, but include them in Fig. 2 . At larger reduced temperatures, the error in the turbidity ratio for the data points in Fig. 2 becomes quite large because the turbidity values are so small.
V. CONCLUSION AND DISCUSSION
Our group and others have previously measured the turbidity of methanol and cyclohexane near its critical point. Our present turbidity data are consistent with those prior published data, but we are able to better determine the correlation length amplitude because of the larger number of data very near the critical temperature. Houessou et al. 24 noted that ''close to T c it is the amplitude 0 which can be measured;'' however, they obtained only six data points within tϽ10 Ϫ4 which resulted in relatively large errors in their determination of 0 ϭ0.324Ϯ0.023 nm using P-F. About the same time we 23 had also measured the turbidity and used P-F with the critical exponents fixed ͑but ␥ϭ1.241͒ to analyze data over the region 10 Ϫ5 ϽtϽ10
Ϫ2
and found 0 ϭ0.324Ϯ0.006 nm. Prior to either of those 30 measured the turbidity in a very thin ͑0.02 cm͒ sample and collected data as close to the critical temperature as we report here. However, they could measure an effect only close to T c (tϽ10 Ϫ4 ) and with large random errors in the turbidity ͑0.1 cm
Ϫ1
͒ that, when analyzed using P-F, resulted in a large uncertainty in the correlation length 0 ϭ0.39Ϯ0.10 nm. Their data scatters around our present results and confirms that multiple scattering does not affect our data. Our result for 0 ϭ0.330Ϯ0.003 nm is within the error of all of these determinations and is better determined because of the large number of data close to T c ͑over 90 points within tϽ10 Ϫ4 ). The turbidity of the liquid-liquid mixture methanol and cyclohexane has been measured very near its upper critical consolute point over several decades in reduced temperature. Our experimental turbidity data in the region very close to the critical point are smaller than predicted by O-Z but larger than P-F. The data are consistent with both Ferrell's expression and with the one by Martin-Mayor et al. The limit in our data is not the temperature control or the resolution in measuring light intensity, but the drift in the critical temperature. Even though this drift was uniform, the uncertainty introduced by it limited our knowledge of the critical exponents and amplitudes. Nevertheless, we could determine the values of those exponents and amplitudes by fitting the data over the entire range of five decades in reduced temperature.
The O-Z and P-F expressions could equally well describe the data over the region where they apply (t Ͼ10 Ϫ5 ), which indicates that these turbidity data could not distinguish between ␥ϭ1.237 and 1.26, which is typical for turbidity data. 26 that the expression by Calamettes, even when corrected, gives turbidity values that are too large, and we find this to also be the case when trying to fit our data.
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APPENDIX: CONSISTENCY OF FERRELL AND MARTIN-MAYER ET AL
The expression for the turbidity asymptotically close to the critical point developed by Ferrell ͓Eq. ͑3͔͒ looks quite different from a corresponding expression developed by Martin-Mayor et al. ͓Eq. ͑4͔͒. Although they develop a similar expression to Ferrell's in their paper ͓their Eq. ͑38͔͒, they pick a ''normalizing constant,'' g(2Q 0 ), that has a temperature dependence in part because of the confusion alluded to earlier in this paper about the prefactor to Ferrell's expression. In this Appendix we show that the Martin-Mayor et al. result ͓Eq. ͑4͔͒ can be rewritten to correspond to Ferrell's result ͓Eq. ͑3͔͒ in the appropriate limit of small and small reduced temperature t.
We can approximate
where Lϵln(2a) to take Eq. ͑4͒ to 
which is the same as Eq. ͑3͒ except for the constant factor CϵC 1 ϩ (1ϩ(/2)ln(4k 0 2 0 2 ))Ϸ0.76 for our system and the different constant multiplying in the last term. The factor C is why the value of 0 needs to be larger by 1/Cϭ1.3 when comparing to our experimental data. The last term is less than 1 percent of L and is at the limit of our experimental resolution for the turbidity. Thus, the equation given by Martin-Mayor et al. ͓Eq. ͑4͔͒ is the same as that given by Ferrell ͓Eq. ͑3͔͒ within our experimental resolution.
