) that K = K 0 (i), where K o is a maximal ordered subfield of K and -i 2 is the unit element of K. If z = a + ibeK (with α, 6 in JSΓ 0 ), we define z = α -iδ, Re (z) = (s + 2)/2 and 131 = (α 2 + δ 2 ) 1/2 . If AQK, we call A to be K^convex if Σi-iΛ ^e A for every α^ e A and /^ 6 JΓ 0+ (the set of all nonnegative elements of K o ) such that Σ?=i i"y = l Adjoin to K an element ω (called infinity) and furnish K U {(o) = K ω with the following structure: (1) the subset K of K ω preserves its initial field structure; and (2) a + ω = ω + a = ω for every aeK, a ω = ω-a = ω for every aeK -{0}, and or 1 = 0, 0" 1 = α>. A subset A of ϋΓ ω is called [16, pp. 353, 373] , [14, p. 116] , [13, pp. 25-26] a generalized circular region (g-c-r ) of K ω if A is either one of the sets 0, K, K ω , or A satisfies the following two conditions: (1) φ ζ (A) is Zo-convex for every ζeK -A, where φ ζ (z) = (z -ζ)" 1 for every zeK ω , (2) ω6A if A is not i£ 0 -convex. The empty set 0, K, K ω , and single-point sets (and their compliments in K ω ) are examples of trivial g.c.r.'s. We shall denote by D(K ω ) the class of all g.c.r.'s of K ω . Zervos' characterization [16, of this class, when K is the field C of complex numbers, leads to the following result [16, p. 352] , [14, p. 116 
REMARK.
Through we have defined the g.c.r.'s for an algebraically closed field of characteristic zero, but the definition remains the same for any maximal ordered field K o (see [16, pp, 353-373] , [13, p. 26] for the definition of the class D(K ω ) when K is an arbitrary field).
We now give some concepts which were introduced earlier by the author [13, pp. 36-40] , [14, p. 117-119] , [15] to define circular cones in E and discuss some of their important properties which are found useful in later sections. Define an equivalence relation "~" among elements of E 2 by "(a?, y) -(x', y') if and only if £f [x, y] = f [x\ y'] " where Jϊf [x, y] denotes the subspace of E generated by the elements x, y eE. The equivalence class [(x, y) ], containing the element (x, y) e E 2 , is called nontrivial if x and y are linearly independent (it is called trivial, otherwise). The axiom of choice allows us to choose a unique element from each nontrivial equivalence class. The set N(Q E 2 ) ef elements thus chosen would be referred to as a nucleus of E We define [13, p. 42] , [14, p. 117] , [15] hermitian cones to be subsets E x of E of the form E 1 = {x e E\x Φ 0; H(x, x) ^ 0} (and the ones got by replacing in this expression the inequality "^" by ">", "<;" or "<"), where H(x, y) is a hermitian symmetric form [8, p. 270 ] from E 2 to K. For the first time, Hormander [5] used hermitian cones in his attempt to generalize to vector spaces a theorem due to Laguerre [6] , [7, Theorem (13, 2) ] on polar derivatives and, later, Marden [8] , [9] exploited these cones in generalizing to vector spaces certain classical results due to Bδcher [1] , Grace [3] , and to Szegδ [10] .
Recently, the author [13] , [14] , [15] succeeded in replacing the said role of hermitian cones by circular cones. The relationship between the class of hermitian cones and the class of circular cones is exhibited in the following propositions due to the author [14, pp. 117-119] . In the rest of our work, we assume that dim E ^ 2. PROPOSITION 2* A generalization of Bόcher's theorem* Before taking up our main result of this section, we shall give some definitions and useful properties. First, we establish the following proposition which expresses essentially the fact that any two circular cones can always be expressed relative to a common nucleus. 
Proof. From the definition of nucleus, we can define a mapping Ύ]:N r ->N by assigning to every element (x f , y') e N' a unique element (x, y)eN such that (x, y) ~ (x\ y f ). Then η is a 1 -1 and onto mapping. Consequently, every element (x\ y f ) e N' determines uniquely an element (a?, y)eN, a set of scalars a, /S, 7, δ e K, and a homographic transformation [16, p. 353] , [13, pp. 24-25 
2) a?' = ax + /%, #' = Ύx + δy, ad -β7 = 4(say) ^ 0 , and [16, p. 353] , [13, p. 28 ]), we immediately infer that G'(x\ y')eD (K ω ) and, hence, G f is indeed a circular mapping from N f into D(K ω ). First, we claim that
If z 6 2? 0 (N, G), then there exists an element (a?, y)sN and scalars s, teK such that 2 = s# + ίy and s/£ -/0(say) 6G(a?, y). Since 57 is 1 -1 and onto, the above element {x, y) of N determines a unique element (x\ y') e N' and the corresponding homographic transformation U satisfying the relations (2.1)- (2.3) . This implies that x -Δ~\δx r -βy r ), y = Δ~\ay' -7x'), and hence that z = J-HXδs -7ty + (-/S8 + at)!/'] = Δ-\s'x' + *Y), say .
Since p = s/te G(x, y) 9 the relations (2.1)- (2.3) and the definition of
. That is, ^ e 2V(s', »') £ £Ό(iV', GO and (2.4) holds.
Next, we claim that Obviously, then <o' = J7(| θ) 6 U(G(x, y) ) and, hence, p 6 (?(#, 2/). That is, z' e T^a, y) and (2.5) holds. The containments (2.4) and (2.5) finally establish the desired result. In view of the above proposition, we shall assume (without loss of generality) that all the circular cones, whenever they appear in a particular theorem, have a common nucleus.
Conventionally speaking, the word "composite (a.h.) polynomial" has been used [7, pp. 65-106] , [9] , [15] 
and define
We shall call Φ(x lf x) as a generalized polar of the product Q(x). If n = n x + n 2 + + n q , let us note that Q e P n , Q k e P n -n]e and P k (x ί9 x) is an a.h.p. of degree n k -1 in x and of degree 1 in 
, g. If we let r 0 -0, r* = ^ + n 2 + + n k (with r g = n) and define (2.12 
we easily notice that ψ determines a 1 -1 correspondence between the set {1, 2, , n) and the set {(j, k)\l^j^n k ;l^k<^q}. We may then write
where μ % = δ jk and v x = 7 ife if and only if Z = α/r(j, jfc). Next, (2.10) and (2.11) (x» x)= -ΣJ Π 8 Λ Consequently, (2.14) and (2.15) imply that
Finally, if m fc = w* for all k, we obtain Φfo, a?) = -Σ Γ Σ (ft " * ft-i »r ft+i Λ)l
due to the corresponding formula (2.11) for the polynomial Q. Now we prove the following main result [13, Theorem (18.1) ] of this section which generalizes a theorem due to Marden [8, Theorem (3.1) ], concerning the generalized polar Φ(x ί9 x) of the product Q(x) as defined by (2.6) . The complex plane version leads to certain improvements in Bδcher's theorem [1] , [13, Corollary (19.3) ] and in Walsh's theorem [7, Theorem (20.1) ]. We prove THEOREM 2.5. Let E^ = E 0 (N 9 G t ) 9 i = 1, 2, be two disjoint circular cones in E and let P k e P %k {k = 1, 2,
, q) such that 
NEYAMAT ZAHEER
Proof. Let P k {sx + te x ) be as given by the Equation (2.8) in the proof of Proposition 2.3. Let x, x x be linearly independent elements of 
for all i, fc, where Ϊ7 is the homographic transformation given by
where U(Gi(x oy y 0 )) e jD(ίΓ β ) for i = 1, 2, because G^x^ y Q ) e D(K ω ) and U preserves the class D(K ω ) (cf. [16, p. 353] , [13, p. 28] fc=ii=i n k
Since P fc (a?) ^ 0 for all k, we obtain (cf. (2.10) and (2.11)) 
Since E [ 1] and E {2) are disjoint circular cones, all the hypotheses of Theorem 2.5 are satisfied and we conclude that Φ(x lf x) Φ 0 for all linearly independent elements x,
, we see that Φ(x l9 x) Φ 0 for all linearly independent elements x lf x such that x e E t Π JSi This completes the proof.
Our second application of Theorem 2.5 gives the following corollary, which is an improved version of a theorem due to Bδcher [1] , [7, Theorem (20.2) ], [13, Corollary (19. 3)] on the vanishing of the Jacobian of two binary forms in complex variables. The improvement is in the sense that we use g.c.r/s, whereas Bδcher used the (classical) c.r.'s in his theorem. Our result runs as follows: 1 are linearly independent and x £ C* U Ct, i.e., given any nonzero element x = (s, t) ί C* ί7C 2 *, we can always choose an element BJ. = (s u tj e C 2 which is linearly independent to x (so that sj -s^ ^ 0) and for which Φ(x 19 x)ψQ. The equality (2.23) then says that J(s, t)Φθ. Therefore, all the nontrivial zeros of the Jacobian J(s, t) lie in C?UCt, as was be to proved.
If Corollary 2.7 is restated in terms of ordinary polynomials (from C to C), it reduces essentially to an improved version of the second part of the two-circle theorem due to walsh [12] , [7, Theorem (20, 1) ] on the derivative of the quotient of two polynomials. The improvement is in the sense in which Corollary 2.7 improves upon Bδcher's theorem. Proof. Let us take the sets C* in the manner of Corollary 2.7 and, writing f t (z) = Σ*=o a>uZ h for i = 1, 2, let us define (2. The following example shows that Theorem 2.5 cannot be generalized for vector spaces over nonalgebraically closed fields of characteristic zero. EXAMPLE 2.9. Let K Q be a maximal ordered field (so that K o is a nonalgebraically closed field of characteristic zero [11, pp. 233, 250] ) and let C x = { -1} and C 2 == {1} be two generalized circular Now, $(#!, a?), the polynomials P i9 and the circular cones E[ ί] satisfy the hypotheses of Theorem 2.5, whereas it can be easily verified that Φ(x lf x) -0 for the linearly independent elements x x = (1, 1) and x == (1 + τ/69, 2) in J57, violating the conclusion in Theorem 2.5.
Next, we ask ourselves a natural question as to whether or not the g.c.r.'s G t (x, y) or C t (employed in the hypotheses of Theorem 2.5 and Corollaries 2.7 and 2.8) can be replaced, in general, by g.c.r.'s adjoined with arbitrary subsets of their boundary, without effecting the conclusion therein. The answer is in the negative in view of the following for all a? = (s, t) 6 C 2 . Then P x , P 2 e P 2 such that Z Pi (x Q , y 0 ) Q S t for i = 1,2. Now, the generalized polar Φ^, a?) of Pi and P 2 , with q = 2, p = 1, m L = -m 2 = +1, is given by (cf. (2.23))
for all elements x = (s, έ) and ^ = (β w t x ) of E. But, we see that Φ(x 19 x) -0 for the linearly independent elements x = (τ/2", 1) and a?! = (1,1) due to the fact that P k (x) Φ 0 for all k. Now, we prove the theorem for the case when x, x t are linearly independent. Let
, q .
= 1
Since P k {x) = d lk d 2k d njck Φ 0 and P k ( Xι ) = (-l) * 7 14 7 rt Ί %kk Φ 0 for all k, we see that δ jkf Ύ jk Φ 0 for all j and k. Consequently, the elements Ύ 3 k /δj k -p jk (say) Φ 0 for 1 <^ j ^ n k and 1 ^ k ^ q. Now, proceeding exactly as in the proof of Theorem 2.5, we easily conclude (cf. (2.18)) that ρ jk e U(G(x 0 , y Q )) for all j and k, where (x 0 , y Q ) e N such that x = ax 0 + βy 0 , x x = Ύx 0 + δy 0 , and where U(p) = (δp -7)/(-pβ + a) for all ρeK ω .
As before, U(G(x 0 , y 0 )) e D{K ω ). Since x, x ι $ T G (x Q , y 0 ), we notice that a/β, 7/δ £ G(x 0 , y 0 ) and (hence) that 0, ω <£ U (G(x 0 , y 0 ) ). That is, U (G(x 0 , y 0 ) ) is a iΓ 0 -convex g.c.r. of K ω which does not contain the origin. Hence, (2.19 ) and the succeeding arguments in the proof of Theorem 2.5 imply that μ/n e U (G(x 0 , y 0 ) ), where n = ^ + n 2 + • + n Q and where (G(x 0 , y 0 ) )) .
Since P k (x) Φ 0 for all k, we obtain (cf. (2.22))
Φ(x u x) = -μ ίlP k (x)ΦQ
k=l and the proof is complete.
The above theorem deduces as corollary the following result due to Marden and may thus be regarded (cf. Remark following Corollary 2.8) as a strengthened generalization of his theorem. Proof. The proof is exactly similar to that of Corollary 2.6.
The following corollary is an immediate consequence of Theorem 3.1. If # = 1, this corollary reduces essentially to the author's generalization [14, Theorem 3.1] of Laguerre's theorem, and if, in addition, E Q is taken as a hermitian cone, it is essentially (due to Remark 2.4) a result due to Hδrmander [5, Lemma 2] .. COROLLARY (i -1, 2) were assumed to be disjoint and the con-stants m k were taken as nonzero elements of K o such that Σ*=i w^ = 0, whereas Theorem 3.1 uses only positive elements m k eK 0 (so that Σ*=i m k Φ 0) and utilizes only one circular cone. In this section, we study the same problem for the case When the constants m k are nonzero elements of K Q such that ΣLi m k Φ 0 and the two cones EQ 1) and E^] are not necessarily disjoint. In fact we establish two main results in this section. The first one, which is somewhat like a theorem due to Marden [8, Theorem (4.2) ], deduces as corollary the first part of Walsh's two-circle theorem [12] , [7, Theorem (20.1) ] on the critical points of rational functions. (The second part of Walsh theorem has already been considered as a corollary of Theorem 2.5.) Our second result is essentially a generalization of Walsh's two-circle theorem [7, Theorem (19, 1) ] on the critical points of the product of two polynomials. Before we take up these results, we give the following definition and some relevant explanations. DEFINITION 4.1. Given distinct elements p lf p 2 , p 3 e K, we define the cross-ratio mapping (with respect to p lf p 2 , p 3 ) to be the homographic transformation [16, p. 353] , [13, pp. 24-25] 
3.3; Let E o = E 0 (N, G) be a circular cone in E and
We call (p, p 19 p 2 , p s ) as the cross-ratio of p with p ί9 ρ 2 , p z . In the case when any one of the p/s is taken as ω, we define the corresponding cross-ratio to be the expression got by deleting in (4.1) the factors which thereby involve ω. E.g., (p, ω, p 2 
It is trivial to verify that the homographic transformation in (4.1) maps p lf p 2 , p 3 to 1, 0, ω, respectively, and that there is no other homographic transformation with this property. Consequently, identity mapping is the only homographic transformation which can map 1, 0, ω to 1, 0, ω, respectively. Furthermore, cross-ratios are invariant under every homographic transformation T, i.e., (p, p lf p 2 , p 3 ) = {Tp, Tp 19 Tρ 2 , Tp 3 ). This follows from the fact that T~ι is also a homographic transformation and that hT~ι is a homographic transformation which maps Tp u Tp 2y Tρ 3 to 1, 0, ω, respectively. Now we prove 2) S(x 0 , y 0 ) = {p e K ω \ (ft Ύ/δ, p lf ft) = -^-\ ft e G t (a? 0 , y 0 ), i = 1, 2} . (0/ course, Φ(x it x) Φ 0 for any two nonzero and linearly dependent elements x, x, such that xeE
Proof. The statement within parenthesis is self-evident in view of (3.1) . In order to prove the other case, we first observe that every linearly independent pair (x, xj of elements x, x^eE determines a unique element (x 0 , y o )eNn £f [x, x t ], a unique set of scalars a, β, Ύ, δ (with aδ -βΎ Φ 0) such that x = ax 0 + βy 0 and x 1 = Ύx 0 + δy oy and, thereby, a unique set S(x 09 y 0 ) defined by (4.2) . Let us take two linearly independent elements x, x 1 of E such that x t eE-E^ΓϊE^ and . Next, we observe that μ x + μ 2 Φ 0 whenever μ 1 = 0φμ 2 or μ γ Φ 0 = μ 2 . In case, however, μ lf μ 2 Φ 0, we again show that fii+fJ^ΦO as follows: Since μJAt belongs to U(Gi(x 0 , y 0 )) for i = 1, 2, there exist elements ft 6 (^(#0, y 0 The above theorem leads to the following corollary, which is the first part of the (so-called) two-circle theorem due to Walsh on the critical points of rational functions. In the following result we shall write D(c, r) = {zeC\]z -c\ <>r} and call it a disc with center c and radius r.
COROLLARY 43 (Walsh [7, Theorem (20, 1) ]). If f (resp./ 2 ) is a polynomial from C to C of degree n 1 (resp. n 2 ) such that all the zeros of fι (resp. f 2 -n x ) | ft e A, ft 6 A} , r 8 ) (due to (4.3) ).
From (4.5) it follows that /'(«/£) Φ 0 for all s,teC such that £ =£ 0 and sjt <£ A U A U J5(c 8 , r 3 ) and, hence, the corollary follows.
In the above theorem, the constants m k e K o have been assumed to have a nonvanishing sum, with at least one m k > 0 and at least one m k < 0. Next, we deal with a case when all the m k 's in Theorem 4.2 are taken as positive elements of K Q and obtain the following corresponding result. An application of this theorem furnishes the following result on the zeros of the formal derivative of the product of two polynomials (from K to K). For K = C, this result reduces essentially to the two-circle theorem due to Walsh [7, Theorem (19, 1) ], By the formal derivative [16, p. 360], [14, p. 121 ] /' of a polynomial f(z) -Σ*=o a k z k (from K to K), we mean the polynomial f'(z) = Σ*=i ka k z h~ι . If, however, P(s, £) is a polynomial (from K 2 to iΓ) in s and t, we define the formal partial derivative dP/ds of P with respect to s (say) as the formal derivative of P when P is regarded as a polynomial in s(t being held fixed). In the following corollary, we shall write D(c, r) = {zeK\\z -c\ ^ r) and call it a δαZΪ with center c (c being in K) and radius r (r being in K o+ ). The balls are usually called discs when K = C. 
we notice that Φ(x lf x) satisfies the hypotheses of Theorem 4.4 with m t = A 1 -n lf m 2 = A 2 -n 2 . Following the computation used for obtaining (4.5), we can easily verify that (for all nonzero elements x = (s,t)eK>)
where In what follows, we show that this hypothesis is necessary in order for the conclusion in Theorem 2.5 to hold. To this effect, we reconsider Example 2.9 with necessary modifications: In fact, we replace the maximal ordered field K o by an algebraically closed field K of characteristic zero and take the same polynomials P x (x)> P 2 (x) 9 φ(χ lf x) and the same g.c.r. Q = G^Xo, y Q ) as in Example 2.9, but this time we define (since (1 + τ/69)/2 ί C 2 ). This is contrary to the conclusion in Theorem 2.5.
