The 0-1 Principle of Knuth and its many variants are well-known in the context of comparator networks. However, the comparator model is not the strongest model of computation obeying such principles. This paper studies another natural model of computation, the Min-Max model, that obeys all known 0-1 Principles. More important, it is the strongest model obeying certain variants of the 0-1 Principle.
Fig. 1 A Min-Max network
The second class of networks addressed by this paper are the well-known comparator networks. A comparator is a combinational device that receives two keys and sorts them. It has two outgoing edges; on one of them, called the MIN-edge, it sends the minimal key and on the other outgoing edge, called the MAX-edge, it sends the maximal key. A comparator network is an acyclic network of comparators. See Fig. 2 . In this figure, a solid arrowhead denotes a MAX-edge and a hollow arrowhead denotes a Min-edge. The fan-out of an input port in a comparator network is exactly one. Hence, such a network has the same number of input ports and output ports. Naturally, a comparator network computes a mapping g : K n → K n where n is the number of input ports.
Every comparator network can be translated into a Min-Max network by replacing every comparator with two gates-a MIN-gate and a MAX-gate. The opposite translation from a Min-Max network to a comparator network does not work. A gate can be replaced by a comparator. However, one of the values produced by this comparator is discarded while the other may be transmitted to several destinations. The resulting network is not a valid comparator network. (However, a relaxed version of the comparator model, without the fan-out restrictions, is equivalent to the Min-Max model.)
A well-known tool for design and analysis of key processing networks is the 0-1 Principle and its many known variants. All these variants are of the same fla-vor and each is related to a certain arrangement task-e.g., sorting, merging, Bitonic sorting and halving. For each of these tasks, the relevant variant of the 0-1 Principle states that any comparator network that works properly under binary keys-works properly under arbitrary keys. The classic 0-1 Principle of Knuth [4] relates to the task of sorting and similar variants for other tasks are common knowledge-see [2, Theorem 6] , [9] and [10, Fact 2.1.2]. It is not surprising that all known variants hold also in the Min-Max model.
As said, this paper presents four new variants of the 0-1: Principle that hold in both models. (In contrast to the known variants, our variants do not relate to arrangement tasks.) This paper shows that each of our variants characterizes the Min-Max model in the following way: the Min-Max model is the strongest model of computation obeying it.
As discussed in Sect. 5, the comparator model is strictly weaker than the Min-Max model. Namely, there are mappings that are computable only under the latter and not under the former. This implies that the comparator model is not the strongest model of computation that obeys these variants of the 0-1 Principle. Apparently, there is no elegant principle, of a similar nature, that characterizes the comparator model. Hence, we find the Min-Max model to be more natural than the comparator model. Due to these characterizations of the Min-Max model, we suggest to define an oblivious key processing algorithm as an algorithm that can be implemented by a Min-Max network.
The style of the Min-Max model is somewhat unusual; this model is hardware oriented and does not explicitly specifies when each elementary operation is executed. An equivalent model of computation, which computes exactly the same mappings, is presented in Sect. 3. This model is software oriented and has a familiar style.
Each of our four variants of the 0-1 Principle, presented shortly, holds in the MinMax model and in the comparator model. This is the easy and non-interesting part of our work. The harder and more interesting part is the fact that, for each of these principles, the Min-Max model is the strongest model of computation that obeys it.
For an integer n > 0, an n-function is a function f : K n → K. All our new principles do not refer to the internal of the model in question; rather, they refer to the set of n-functions computable under this model. By the common convention, a comparator network does not compute an n-function but a mapping g : K n → K n . Such a mapping naturally induces n n-functions and we consider each of them to be computable under the comparator model.
We assume that |K| ≥ 2, that K has two distinguished keys called '0' and '1' and that 0 < 1. We use the following terminology. An Order-Preserving Mapping (OPM) is a (weakly) monotonic mapping τ : K → K. (OPMs are usually not computable under our models.) A binary OPM (a.k.a. 0-1 OPM) is an OPM τ such that τ (k) ∈ {0, 1}, for every k ∈ K. For example, assume K = Z and let τ, ρ : Z → Z be defined by:
Then, τ is an OPM and ρ is a binary OPM.
An n-function is Bouricius if it commutes 1 with every OPM. An n-function is 0-1 Bouricius if it commutes with every 0-1 OPM. As observed by Bouricius [4, pp. 223] , every n-function computable by a comparator network (and also by a Min-Max network) is Bouricius due to the following argument. The 2-functions min(x, y) and max(x, y) are Bouricius and the Bouricius property is preserved under composition.
We now present our 4 variants of the 0-1 Principle. Each of them is a property of a model of computation. The first two variants explicitly refer to the keys '0' and '1' and the last two are 0-1 Principles only by their spirit.
1. 7 . The core of this principle is the following property. For every two n-functions e and f , computable under the model in question, and for every v ∈ K n , one can tell the truth value of the predicant 'e(v) ≤ f (v)' without knowing e, f or v. This truth value is determined by the following details: the set U = {u| u is a 0-1 image of v} and the truth value of the predicants 'e(u) ≤ f (u)' for all u ∈ U .
The next two principles are in the spirit of the 0-1 Principle but they do not explicitly refer to '0' and '1'.
3. The General Bouricius Principle: Any n-function computable under the model in question is Bouricius.
The Robustness Principle:
The value of an n-function computable under the model in question is invariant under 'minor modifications' of the arguments. A precise definition of 'minor modifications' is given in Sect. 8.
As said, the atomic unit of information processed under our models is a keya member of some ordered set K. The case of |K| = 1 is singular, trivial and not interesting. In fact, most of the results of this paper are meaningless or wrong in this case. We assume that |K| ≥ 2 and that K has two distinguished keys called '0' and '1' and that 0 < 1. It is well-known that most results about comparator networks are indifferent to the cardinality of K, as long as |K| ≥ 2. This holds also for MinMax networks. Our paper demonstrates, however, that certain results are sensitive to the distinction between |K| = 2 and |K| ≥ 3. Consider our main results that each of our four principles characterize the Min-Max model as above. For the 0-1 Bouricius Principle and the General Bouricius Principle these results hold only when |K| ≥ 3; for the 0-1 Comparing Principle and the Robustness Principle these results hold for any |K| ≥ 2. On the other hand, the fact that our models obey the above principles is insensitive to |K|. These subtleties are addressed in the paper next to the theorems in question.
Related Work
Knuth [4] observed a 4-function (presented in Sect. 5) that is computable by a MinMax network 2 but not by a comparator network. Other related works concern the time it takes to perform certain tasks under the Min-Max model and under the comparator model. We measure the computation time of a network by its depth-the maximal number of gates or comparators on a directed path in the network in question. Such a measure is fair w.r.t. the two models since every computational element in both models processes two keys.
Clearly, a computation performed by a comparator network can be emulated by a Min-Max network of the same depth; so, Min-Max networks are at least as fast as comparator networks. Moreover, some tasks can be performed faster by Min-Max networks as follows.
Consider the task of inserting a single key into a sorted sequence of n − 1 keys. By a straightforward reachability argument, the depth of a comparator network that performs this task is at least log(n) . As observed by Knuth [4] , there is such a Min-Max network of depth two.
Other related works concern Bitonic sorting. A Bitonic 3 sequence is a rotation of a concatenation of two sequences-an ascending sequence followed by a descending one. A Bitonic sorter of width n is an acyclic network that sort any Bitonic sequence of length n. In fact, Figs. 1 and 2 depict two Bitonic sorters of width six. The first is under the Min-Max model and its depth is three. The second is under the comparator model and its depth is four. The fact that these networks are Bitonic sorters can be verified using the following well-known variant of the 0-1 Principle.
The 0-1 Principle for Bitonic sorting: A (Min-Max or comparator) network is a Bitonic sorter if and only if it sorts all binary Bitonic sequences of the appropriate width.
A verification, according to this principle, requires to test all 30 binary sequences of width six that are Bitonic and non-constant. However, there is a better way to accomplish the same goal. By [2] , it suffices to verify that the network in question sorts the following six sequences. Namely, by [2] , every (Min-Max or comparator) network that sorts all these sequences is a Bitonic sorter. Such a set of sequences is called a conclusive set for the functionality in question (Bitonic sorting in this case).
By a straightforward reachability argument, the Min-Max Bitonic sorters of Fig. 1 is of minimal depth. As shown in [6] , the Bitonic sorter of Fig. 2 is also of minimal depth. Namely, [6] shows that the depth of a Bitonic sorter of width n in the comparator model is at least log(n) + 1, for every n ∈ N that is not a power of two. Hence, the task of Bitonic sorting 6 keys can be performed faster by a Min-Max network than by a comparator network. Moreover, as shown in [8] , there are infinitely many n such that the task of Bitonic sorting n keys can be performed faster by a Min-Max network than by a comparator network.
The Min-Max Programming Model
The Min-Max model is hardware oriented. This section presents an equivalent model of computation which is software oriented. The Min-Max Programming Model has only one data type-a key. These keys are stored in variables and there are only two elementary instructions: "z ⇐ min(x, y)" and "z ⇐ max(x, y)", where x, y and z stand for arbitrary (not-necessarily distinct) variables. This model does not allow for any control operations (such as branching or looping) and especially no conditional instructions of the form "if (x < y) then . . ."; therefore, a (non-parallel) program in this model is a straight-line code of the above instructions. These instructions are executed in a serial manner one after the other.
Some of the variables are input variables while others are output variables; these variables play the role of the input and output ports of a Min-Max network. A MinMax program must obey the 'read-after-write' restriction. Namely, a variable must be written before it is read. In this context, input variables are considered to be written at the start of the program's execution and output variables are considered to be read at the end of the program's execution.
There is no parallelism in a serial program as above while the main goal of this model is parallel processing of keys. To this end, a parallel program is a sequence of macro-instructions that are executed one after the other. Each macro-instruction is a set of elementary instructions as above. All the elementary instructions of a macroinstruction are executed simultaneously. Due to this, a parallel Program must obey, in addition to the 'read-after-write' restriction, the following restriction. Two instructions of the same macro-instruction do not write to the same variable. In our model a macro-instruction is executed in one time unit. Hence, the total run-time of a parallel program is the number of its macro-instructions. We refer to this number as the depth of the program.
A Min-Max (parallel) program has a natural translation into a Min-Max network that performs the same computation. Namely, the resulting Min-Max network is the Data Dependency Graph of the program. The resulting Min-Max network performs exactly the same elementary operations as the original Min-Max program. However, the depth is not necessarily preserved. The depth of the Min-Max network may be smaller (but never greater) than the depth of the program.
Every Min-Max network can be translated into a Min-Max program that performs exactly the same elementary operations while preserving the depth of the Min-Max network. Usually, a Min-Max network can be translated into several (substantially different) Min-Max programs as above. Every gate of the Min-Max network corresponds to an elementary instruction of the parallel program. However, the location of this elementary instruction is not necessarily unique.
Consider translating the Min-Max network of Fig. 1 into a parallel 1.
To summarize, the Min-Max model and the Min-Max Programming Model are equivalent in the following sense. Both models compute the same set of mappings. Moreover, each mapping computable under one model in a certain depth is computable under the other model in the same depth. As said, many variants of Theorem 1 are known. All these variants are of the form of Theorem 1 in which the sorting functionality is replaced by another functionality, for example merging [5] , Bitonic sorting [9] and halving [2] . This phenomena, that many functionalities enjoy such a natural extension of the 0-1 Principle was investigated in [7] . That work address the question "Which functionalities enjoy such an extension and which do not ?".
Recall that the General Bouricius Principle states that any n-function computable under the model in question is Bouricius. The proof of Theorem 1 is based on the following lemma of Bouricius [4, pp. 196, 224] .
Lemma 2 The comparator model satisfies the General Bouricius Principle.
The General Bouricius Principle is easily extended to the context of Min-Max networks. Namely,
Lemma 3 The Min-Max model satisfies the General Bouricius Principle.
As said, the proof of Theorem 1 is based on Lemma 2. This proof can be easily extended to the context of Min-Max networks except of the following minor problem. With respect to sorting, a Min-Max network has an additional mode of failure over those of a comparator network. Namely, the former network may lose or duplicate keys. In this regard, a mapping g :
is a permutation of v. That is, every key appears in v and in g(v) with the same multiplicity. Clearly, a sorting network should compute an isomeric mapping. To tackle this mode of failure we use the following lemma which easily follows from Lemma 3. For a mapping g, this lemma use the notation g 0-1 to denote the restriction of g to the set {0, 1}.
Lemma 4 Let g : K n → K n be a mapping computable by a Min-Max network. Then g is isomeric if and only if g 0-1 is isomeric.
Lemma 4 and standard arguments establish that the classical 0-1 Principle holds also for Min-Max networks. Namely:
Theorem 5 A Min-Max network is a sorting network if and only if it sorts all
0-1 sequences.
The Min-Max Model Is Stronger than the Comparator Model
This section demonstrates that the Min-Max model is strictly stronger than the comparator model. That is, some mappings are computable only in the Min-Max model and not in the comparator model. Knuth observed that:
Lemma 6 ([4]) There is a 4-function that is computable by a Min-Max network and is not computable by a comparator network.
Proof Every n-function f computable by a comparator network is either a projection or it has two distinct arguments x i and x j s.t. f is invariant under a transposition of the values of x i and x j . The Min-Max model allows to compute n-functions that violate this property. An example is the following 4-function ([4, p. 241]).
This proof demonstrates a major difference between the Min-Max model and the comparator model. Namely, let f 1 , f 2 , . . . , f k be n-functions such that all of them are computable under the model in question. In the Min-Max model there is a single network that computes all these n-functions simultaneously. This is not the case in the comparator model, as demonstrated by the proof of Lemma 6. That is, each of the three 4-functions min(x 1 , x 2 ), min(x 2 , x 3 ) and min(x 3 , x 4 ) is computable by a comparator network but no single comparator network computes all these 4-functions simultaneously.
By the common convention, a comparator network computes a mapping g : K n → K n rather than an n-function. Even under this convention, the Min-Max model is stronger than the comparator model. A trivial example is due to the fact that a mapping computable by a comparator network is isomeric (defined in Sect. 4) and this is not the case for Min-Max networks. So the interesting question concerns isomeric An example of such a g is given in Fig. 3 . Lemma 7 follows from Lemma 6 combined with the following lemma.
Lemma 8 For every n-function f , computable by a Min-Max network, there is an isomeric mapping
For example, let f be the 4-function defined in the proof of Lemma 6. A mapping g : K 4 → K 4 , as per Lemma 8, is given in Fig. 3 .
The proof of Lemma 8 is deferred to the Appendix since it relies on results which are proved ahead. However, there are no circular arguments since Lemmas 7 and 8 are not used in the rest of the paper.
The Bouricius Principles
The General Bouricius Principle (the 0-1 Bouricius Principle) states that every nfunction, computable under the model in question, commutes with any OPM (0-1 OPM). To study these properties we use the following terminology. An n-function is a choice function if f (v) is always a member of v. Clearly, Min-Max networks and comparator networks compute only choice functions. This property is critical to our work and is due to the fact that we disallow gates that produce constant values. Recall that '≤' denotes the order relation over K. We define a partial order over K n , as follows. For every two sequences u, v ∈ K n : 'u v' denotes that u i ≤ v i for every i.
Clearly, all n-functions computable by comparator networks and Min-Max networks are monotone. For any two n-functions e and f , let e f denote that e(v) ≤ f (v), for every v ∈ K n . For a sequence v ∈ K n and an OPM τ , we define τ (v) τ (v 1 ), . . . , τ (v n ) . The main result of this section is the following theorem. Before proving Theorem 9 let us consider the requirement |K| ≥ 3. Statement (a) holds even when |K| = 2. On the other hand, Statement (b) holds only for |K| ≥ 3. This is established as follows. When |K| = 2, there are only three OPMs: the identity, the constant '0', and the constant '1'. It is easy to verify that each of them commutes with any choice function. That is, every choice function is Bouricius. However, there are choice functions that are not monotone and therefore, are not computable by a Min-Max network. Such a function is, for example, the parity 3-function
The hard part in the proof of Theorem 9 is the derivation of Condition (1) from Condition (3). We prove it using the following lemmas which state that every 0-1 Bouricius n-function f satisfies:
1. f is a choice function (Lemma 10). 2. f 0−1 is monotone (Lemma 11). 3. f is determined by f 0−1 (Lemma 12).
We start with the following lemma.
Lemma 10 Every 0-1 Bouricius n-function is a choice function.
Proof Assume otherwise; let f be a 0-1 Bouricius n-function and let v ∈ K n such that f (v) is not a member of v. Clearly, there are two 0-1 OPMs τ and τ such that
)). This contradicts the fact that τ (f (v)) = τ (f (v)).
Lemma 11 Let |K| ≥ 3 and let f be 0-1 Bouricius n-function. Then f 0−1 is a monotone choice function.
Proof By Lemma 10, f is a choice function. Let x, y ∈ {0, 1} n be two binary sequences such that x y. We need to show that f (x) ≤ f (y). Since |K| ≥ 3 there are three keys
The parity 3-function demonstrates that the requirement |K| ≥ 3 is mandatory in Lemma 11. The next lemma states that a 0-1 Bouricius n-function is determined by its binary restriction.
Lemma 12 Let f and g be 0-1 Bouricius n-functions and let
Proof Assume otherwise and let v ∈ K n be a sequence such that (v) ). This contradicts the assumption that f 0−1 = g 0−1 .
As said, the Min-Max model is a natural generalization of the Monotone Boolean Circuits model. It is well-known that every monotone choice function over binary values is computable by a Monotone Boolean Circuit. In the context of binary values, a MIN-gate and an AND-gate are the very same gate. The same holds for OR-gates and MAX-gates. This implies the following observation.
Theorem 13 Let |K| = 2. Then an n-function f is computable by a Min-Max network if and only if f is a monotone choice function.
The condition |K| = 2 in Theorem 13 is mandatory as follows. Let K = {0, 1, 2} and let f be the 2-function f (x, y) max(x, y) · min(x, y, 1). Clearly, f is a monotone choice function; however, f does not commute with the OPM τ (k) k/2 . Since f is not Bouricius, by Theorem 9, f is not computable by a Min-Max network.
Proof of Theorem 9 By Lemma 3, Condition (1) implies Condition (2). By definition, Condition (2) implies Condition (3). It remains to show that Condition (3) implies Condition (1).
Let f be a 0-1 Bouricius n-function. By Lemma 11, f 0-1 is a monotone choice function. By Lemma 13, f 0-1 is computable by a Min-Max network N . By Lemma 3, N computes a Bouricius n-function which, by Lemma 12, is f . Lemma 12 implies that the number of n-functions computable by Min-Max networks and the number of monotone Boolean functions of n arguments differ by exactly two. The problem of finding the latter number, for any n, has been extensively studied and is known as the Dedekind Problem [3] . Proof Let us consider only the harder case of |K| ≥ 3. Let M be a model of computation that obeys the 0-1 Comparing Principle. We show that any n-function computable under M is 0-1 Bouricius. By Theorem 9 such an n-function is computable by a Min-Max network.
Let e and f be two n-functions computable under M and let v ∈ K n . Condition (3) of Definition 15 implies that the truth value of the predicant 'e(v) = f (v)' is determined by the pair of signatures S(e, v), S(f, v) . Hence, there is an abstract Black-Box that receives only S(e, v) and S(f, v) and declares the truth value of the predicant 'e(v) = f (v)'. In fact, our proof relies on this property rather than on Condition (3) of Definition 15.
Assume this Black-Box receives a pair of signatures S(e, v), S(f, v) such that S(e, v) = S(f, v). In this case, the Black-Box must declare that e(v) = f (v); otherwise, it fails when e = f . This implies that, for any two n-functions e and f computable under M and for any
Let f be computable under M and let v ∈ K n . Clearly, v is a chain under the relation ' '; namely, for any two v , v ∈ v, either v v or v v . The fact that f 0-1 is a monotonic choice function and that v is a chain implies that there is some i such that S(f, v) = S(π n i , v). This is the only place that Condition (1) is used in the proof; hence, this condition can be replaced by the following weaker requirement-"For any n-function f , computable under the model in question, f 0-1 is a monotonic choice function".
We now show that f is 0-1 Bouricius. Let τ be a 0-1 OPM. Recall that S(f, v) = S(π n i , v). By the above Black-Box argument, f (v) = π n i (v) and therefore,
Every projection commutes with any function α : K → K; hence:
Combining these equalities yields that:
This holds for every 0-1 OPM τ and every v ∈ K n , implying that f is 0-1 Bouricius.
The Robustness Principle
In a nutshell, the Robustness Principle states that the value of an n-function, computable under the model in question, is invariant under "minor variations" of its arguments. To formalize this concept, let v, v ∈ K n and f be an n-function. We say that v is a near variant of v (under f ) if the two following conditions hold for every i:
An n-function f is robust if every near variant v of every v ∈ K n satisfies f (v ) = f (v).
Definition 18
The Robustness Principle is the following property of a model of computation: Any n-function computable under the model is robust and is a choice function.
The easy part of this section is summarized in the following lemma. For the case of |K| ≥ 3 we use the following fact. Letτ be an OPM of some finite ordered setK. Thenτ is a composition of OPMs μ t • μ t−1 • · · · • μ 1 ofK such that every μ i relocates exactly one member ofK.
We now show that f is Bouricius; that is, f commutes with every OPM τ of K (which is not necessarily finite). Let v ∈ K n . Due to the above fact, we may assume without loss of generality, that among the keys that appear in v, τ relocates exactly one of them, lets call it k. 
