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In this paper, we prove the existence of solutions in the self-dual Maxwell gauged O (3)
sigma model by the super and subsolution method. The supersolutions are explicitly
constructed and the subsolutions are given in different ways according to the parameter β
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critical number, we ﬁnd the subsolutions via induction and shooting arguments.
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1. Introduction
Let P and Q be sets of points in R2 deﬁned by
P = {p1, p2, . . . , pd1 }, Q = {q1,q2, . . . ,qd2}.
The points in each set are distinct and P ∩ Q = ∅. In this paper, we are interested in the following equation in R2:
u = 4e
u
1+ eu − 4π
d1∑
j=1
n jδp j + 4π
d2∑
k=1
mkδqk ,
u → −∞ as |x| → ∞. (1.1)
Here, δp denotes the Dirac measure at the point p and n j , mk are positive integers representing the multiplicities of the
singular points. We set
N = n1 + · · · + nd1 , M =m1 + · · · +md2 .
Eq. (1.1) comes from the self-dual equations for the Maxwell gauged O (3) sigma model proposed in [6] to break the scale
invariance of the classical O (3) sigma model.
Let us brieﬂy review of the origin of Eq. (1.1). The classical O (3) sigma model originates from the description of the
planar ferromagnet. In the work of Belavin and Polyakov [1], it was shown that the static O (3) sigma model has a self-dual
structure. This means that the static energy has a lower bound of Bogomol’nyi type which is saturated by the solutions of
the self-dual equations. All minimal energy solutions can be obtained by solving these self-dual equations and they turn out
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invariance, the size of these solitons can change arbitrarily during the time evolution without costing any energy, making
them unsuitable as models for particles. One of possible methods of breaking the scale invariance of the O (3) sigma model
is to introduce a U (1) gauge ﬁeld as well as a potential term. This was initiated by Schroers in [6], where the dynamics is
governed by a Maxwell term. Minimal energy solutions can be obtained by solving the self-dual system of this model and
this system is eventually changed into the elliptic equation (1.1). One may refer to [6,7] for the derivation of (1.1) from the
self-dual system of the Maxwell O (3) sigma model.
The main concern of this paper regarding (1.1) is the existence of solutions. In particular, we are interested in the
solutions u of (1.1) satisfying∫
R2
4eu
1+ eu dx< ∞, (1.2)
which is relevant to the solutions of the original gauge ﬁeld model having ﬁnite energy. In the following, a ﬁnite-energy
solution of (1.1) means a solution of (1.1) satisfying (1.2). To classify the ﬁnite-energy solutions u of (1.1), it is important to
know the decay rates of u at inﬁnity. To see this, let v = u − u0, where
u0(x) = −
d1∑
j=1
n j ln |x− p j|2 +
d2∑
k=1
mk ln |x− qk|2. (1.3)
Then, we have
v = 4e
u0+v
1+ eu0+v ≡ F .
Since F ∈ L∞(R2)∩ L1(R2), from a standard argument (see e.g. [4]) it follows that
lim|x|→∞
v(x)
ln |x| =
1
2π
∫
R2
F (x)dx ≡ α > 0.
As a consequence, u enjoys the following decays:
u(x) = −β ln |x| + o(ln |x|) as |x| → ∞, (1.4)
where β = 2N −2M −α < 2(N −M). By the condition (1.2), we also see that β  2. As a consequence, if u is a ﬁnite-energy
solution of (1.1), then u must satisfy (1.4) with
β ∈ [2,2N − 2M) and N − M  2. (1.5)
In this point of view, the main question about the existence of ﬁnite-energy solutions is to verify whether the condition (1.5)
is also suﬃcient. Concerning this problem, it was proved in [7] that if N − M  2, then for each β ∈ (2,4) there exists a
unique ﬁnite-energy solution u of (1.1) satisfying that
u(x) = −β ln |x| + O (1) as |x| → ∞. (1.6)
We note that if N − M > 2, then 2(N − M) > 4 and this result gives us no information about the existence of ﬁnite-energy
solutions for β ∈ [4,2N − 2M). In this paper, we show that the condition (1.5) is almost suﬃcient for the existence of
ﬁnite-energy solutions. Our ﬁrst main result is the following.
Theorem 1.1. Suppose that N − M  2.
(a) If u is a ﬁnite-energy solution of (1.1) satisfying (1.4) for some β ∈ (2,2N − 2M), then u satisﬁes (1.6).
(b) Conversely, for any β ∈ (2,2N − 2M), there exists a unique ﬁnite-energy solution u of (1.1) satisfying (1.6). Moreover, we have∫
R2
4eu
1+ eu dx= 2π(2N − 2M − β). (1.7)
Let us discuss the consequence of Theorem 1.1 and the idea of the proof. We recall that if u is a ﬁnite-energy solution,
then u satisﬁes (1.4). Thus, the statement (a) implies that u enjoys a stronger condition (1.6) for β ∈ (2,2N − 2M). Mean-
while, the statement (b) classiﬁes all ﬁnite-energy solutions for β ∈ (2,2N − 2M). For the proof of (b), we employ the super
and subsolution method. After introducing some reference functions (see Section 2), if N − M  2 and β ∈ (2,2N − 2M),
one can ﬁnd a subsolution of (1.1) with the property (1.6) in a weighted Sobolev space. Thus, the key step of the proof is
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constraint optimization problem. In this paper, using a different argument, we construct an explicit supersolution for any
β ∈ [2,2N − 2M). In fact, after regularization of (1.1) (see Section 2), the right-hand side of the equation becomes a sum of
positive term and a function of order |x|−4 at inﬁnity. So as a candidate of a supersolution, one may consider a function
whose Laplacian decays at the rate |x|−4 at inﬁnity. To show that it also becomes a supersolution on a bounded region, we
employ a scale argument. This approach is a new method in ﬁnding a supersolution.
On the other hand, we saw that (1.5) is a necessary condition for the existence of ﬁnite solutions of (1.1). So, it is still an
open question whether there is a solution for β = 2. Although we can ﬁnd a supersolution as in the proof of Theorem 1.1,
we cannot anymore expect a subsolution in a weighted Sobolev space as for the case β > 2. Thus, when β = 2, the main
problem is to ﬁnd a subsolution. This will be possible at least for simple cases, i.e., if M = 0. If all p j ’s are equal to a
point p, we will ﬁnd solutions which are radially symmetric about p. Then, using these radial solutions, we construct
subsolutions for the general cases inductively. In addition, the asymptotic behavior of solutions for the case β = 2 turns out
to be different from (1.6). The second result of this paper is the following.
Theorem 1.2. Let N  2 be an integer and M = 0. Then, for β = 2, (1.1) possesses a unique ﬁnite-energy solution u satisfying (1.7).
The solution u satisﬁes (1.6) and the following asymptotic behavior
u(x) = −2 ln |x| − 2 ln ln |x| + O (1) as |x| → ∞. (1.8)
This paper is organized as follows. In Section 2, we prove Theorem 1.1 by super and subsolution method. We obtain a
subsolution by solving a Lapace equation on a weighted Sobolev space and ﬁnd an explicit supersolution by examining the
structure of (1.1). In Section 3, we prove Theorem 1.2. First we construct the radially symmetric solutions of the equation
having only one singular point, and then we ﬁnd a solution having multiple singular points by induction.
We close this section with a remark. One may consider the Cauchy problem of the full Euler–Lagrange equations for the
Maxwell gauged O (3) sigma model from [6]. The equations are given in the (2+1) Minkowski space and unknowns are the
gauge ﬁelds and the complex scalar ﬁeld consisting of the model. Concerning this problem, it was shown in [2] that there
exists a global weak solution.
2. Proof of Theorem 1.1
In this section, we prove Theorem 1.1. For the existence of solutions, we will use super and subsolution method. It is
not diﬃcult to get a subsolution in a weighted Sobolev space as we shall see. So, the main point of the proof is to ﬁnd a
suitable supersolution. We ﬁrst introduce a reference function to remove the singular terms in the right-hand side of (1.1).
The right-hand side of the regularized equation is decomposed into a positive term and a function of order |x|−4 at inﬁnity.
Considering only the part decaying as |x|−4 at inﬁnity, one may choose a function whose Laplacian decays at the rate |x|−4
at inﬁnity. Then, this function can be a supersolution for large |x|. Moreover, we introduce a scaling parameter and show
that this function also becomes a supersolution of rescale equation on a bounded region.
In this section, we assume that N − M  2 and β ∈ (2,2N − 2M). Let 0 < ε < 1 and vε(x) = u(x/ε). We note that u(x)
behaves like 2n j ln |x− p j | near each point p j and −2mk ln |x− qk| near each point qk . If we set v(x) = u(x) − u0(x) where
u0 is deﬁned by (1.3), then we see that v = 4eu/(1+ eu) and
vε(x) = v
(
x
ε
)
−
d1∑
j=1
2n j
(
ln |x− εp j| − lnε
)+
d2∑
k=1
2mk
(
ln |x− εqk| − lnε
)
.
Hence, (1.1) becomes
vε = 4e
vε
ε2(1+ evε ) − 4π
d1∑
j=1
n jδpεj + 4π
d2∑
k=1
mkδqεk , (2.1)
where pεj = εp j and qεk = εqk . To remove singular terms, we introduce a reference function fε = −v1,ε + v2,ε , where
v1,ε(x) = −
d1∑
j=1
n j ln
(
1+ ∣∣x− pεj ∣∣−2), v2,ε(x) = −
d2∑
k=1
mk ln
(
1+ ∣∣x− qεk ∣∣−2).
Setting Vε = vε − fε , we have
Vε = 4e
fε+Vε
ε2(1+ e fε+Vε ) − g1,ε + g2,ε, (2.2)
where
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d1∑
j=1
4n j
(1+ |x− pεj |2)2
, g2,ε(x) =
d2∑
k=1
4mk
(1+ |x− qεk |2)2
.
Finally, we put Vε = βv3 + w and K = eβv3 , where v3 is a smooth function such that v3(x) = − ln |x| for |x| 1 and v3 = 0
for |x| 1/2. Then, we have
w = 4Ke
fε+w
ε2(1+ Ke fε+w) − gε, (2.3)
where gε = g1,ε − g2,ε + βv3. We note that∫
R2
gε = 2π(2N − 2M − β) > 0. (2.4)
Let ζ be a smooth function in R2 such that ζ = 2 for |x| 1 and ζ = −2 for |x| 2. Deﬁne ϕε = ζψε , where
ψε =
d1∑
j=1
n j
1+ |x− pεj |2
.
Lemma 2.1. There exists ε0 ∈ (0,1) such that for any ε ∈ (0, ε0), ϕε becomes a supersolution of (2.3).
Proof. We note that Ke fε+w = 0 if and only if x= qεk for some k = 1, . . . ,d2. We may assume that sup{|pεj |2, |qεk |2} < 1/36.
We divide the whole plane into three parts and prove that ϕε is a supersolution on each set. First, suppose that |x|2  1/12.
Then, ϕε = 2ψε and v3 = 0 such that
ϕε + gε = (ψε + g1,ε)− g2,ε < ψε + g1,ε = 4
d1∑
j=1
n j(3|x− pεj |2 − 1)
(1+ |x− pεj |2)3
< 0,
where the last inequality comes from the fact that 3|x− pεj |2  3(2|x|2 + 2|pεj |2) 2/3. Hence,
ϕε + gε < 0 4Ke
fε+ϕε
ε2(1+ Ke fε+ϕε ) .
Next, suppose that |x|2  12. Then, ϕε = −2ψε and v3 = 0. Since |x− pεj |2  |x|2/2− |pεj |2  6− 1= 5, we have
ϕε + gε = (ψε + g1,ε)− g2,ε < 4
d1∑
j=1
n j(3− |x− pεj |2)
(1+ |x− pεj |2)3
< 0
<
4Ke fε+ϕε
ε2(1+ Ke fε+ϕε ) .
Finally, suppose that 1/12 |x|2  12. Then, for p = pεj or qεk
|x− p|2  2(|x|2 + |p|2) 2(12+ 1) = 26,
|x− p|2  1
2
|x|2 − |p|2  1
24
− 1
36
= 1
72
.
Thus, K , ϕε , fε and gε are uniformly bounded with respect to ε for 1/12 |x|2  12, since they are functions of |x− p|2
with p = pεj or qεk . Similarly,
ϕε + gε = ζ
d1∑
j=1
n j
1+ |x− pεj |2
−
d1∑
j=1
4n j∇ζ · (x− pεj )
(1+ |x− pεj |2)2
+
d1∑
j=1
4n jζ(|x− pεj |2 − 1)
(1+ |x− pεj |2)3
+ gε
is uniformly bounded for 1/12 |x|2  12 with respect to ε. Now, let
τ1 = inf
{
4Ke fε+ϕε
1+ Ke fε+ϕε :
1
12
 |x|2  12
}
> 0,
τ2 = sup
{
ϕε + gε: 1  |x|2  12
}
.12
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ϕε + gε  τ2 < τ1
ε2
 4Ke
fε+ϕε
ε2(1+ Ke fε+ϕε ) .
Hence, ϕε is a supersolution of (2.3). 
For an appropriate subsolution, we need some deﬁnitions and properties of the weighted Sobolev spaces which we refer
to [3] for the details. For 1 < p < ∞, k ∈ N, and δ ∈ R the weighted Sobolev space W pk,δ(Rn) is deﬁned as the closure of
C∞c (Rn) in the norm
‖u‖W pk,δ =
∑
|α|k
∥∥(1+ |x|)δ+|α|∂αx u∥∥Lp .
Since our problem is two dimensional, we focus on the case n = 2. We have the continuous embedding W pk,δ(R2) ⊂ C0(R2)
for k > 2/p. In particular, W p2,δ(R
2) ⊂ C0(R2) for any p > 1. If −2/p < δ < −2/p + 1, then the Laplacian operator
 :W p2,δ(R
2) → W p0,δ+2(R2) is an injection with the closed range equal to{
h ∈ W p0,δ+2
(
R
2) ∣∣∣
∫
R2
hdx= 0
}
.
Lemma 2.2. There exists a bounded solution w of (2.3) for some ε.
Proof. Let us ﬁx ε > 0 such that w+ := ϕε becomes a supersolution of (2.3). For a constant c ∈R, we deﬁne
hc = Ke
fε+c
1+ Ke fε+c − gε.
We note that hc is a smooth function and hc = O (|x|−l) where l = min{β,4} = 2 + η with η > 0. Let us choose p > 1 and
δ ∈R such that −2/p < δ <min{−2/p + 1, η − 2}. Then, it is easy to check that hc ∈ W p0,δ+2(R2).
Since
∫
gε > 0 and t/(1 + t) is strictly increasing for t  0, there exists a unique c1 such that
∫
hc1 dx = 0. Thus, we
obtain a unique bounded solution w1 ∈ W p2,δ of the equation w = hc1 . Since w1 ∈ C0(R2) by the embedding property,
we can choose a constant c2 such that w1 + c2 < 0 and w− := w1 + c1 + c2 < w+ on R2. Then, from the monotonicity of
the function t/(1+ t), we derive that
w− = Ke
fε+c1
1+ Ke fε+c1 − gε >
Ke fε+w1+c1+c2
1+ Ke fε+w1+c1+c2 − gε =
Ke fε+w−
1+ Ke fε+w− − gε.
Thus, w− is a bounded subsolution of (2.3) satisfying w− < w+ . Now, using the standard argument of super and subsolution
method (e.g., see Theorem 2.10 of [5]), we ﬁnd a bounded solution w of (2.3) satisfying that w−  w  w+ . 
Corollary 2.3. There exists a solution u of (1.1) satisfying (1.6).
Proof. By Lemma 2.2, there exists a bounded solution w of (2.3) for some ε > 0. Thus, we have a solution of vε of (2.1)
such that
vε(x) = −v1,ε(x)+ v2,ε(x)+ βv3(x)+ w(x) = −β ln |x| + O (1)
as |x| → ∞. Since ε is ﬁxed, u(x) = vε(εx) is a solution of (1.1) satisfying that u(x) = −β ln |x| + O (1) at inﬁnity. 
Lemma 2.4. If u is a solution of (1.1) satisfying (1.2) and (1.4) for β ∈ (2,2N − 2M), then u satisﬁes (1.6).
Proof. For a solution u of (1.1), let us write u = f + V = f + βv3 + w , where f = fε=1. Then, we can rewrite (1.1) as
V = 4e
f+V
1+ e f+V − g1 + g2 ≡ F − g1 + g2, (2.5)
where g = g1 − g2 + βv3 with gi = gi,ε=1. Since f → 0 as |x| → ∞, it suﬃces to show that V (x) = −β ln |x| + O (1) as
|x| → ∞. We know from (1.4) that V (x)/ ln |x| → −β as |x| → ∞. Let us denote by 2πα the number given by the integration
in (1.2) such that α = 2(N − M)− β . Deﬁne
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2π
∫
R2
ln
( |x− y|
|y|
)
[F − g1 + g2](y)dy.
To estimate W (x) we divide R2 into three parts:
Ω0 =
{
y ∈R2: |y| 2},
Ω1,x =
{
y ∈R2: |y| > 2, |x− y| |x|/2},
Ω2,x =
{
y ∈R2: |y| > 2, |x− y| > |x|/2}.
First, as |x| → ∞, we have∫
Ω0
ln
( |x− y|
|y|
)
F (y)dy  ln |x|
∫
Ω0
F (y)dy +
∫
Ω0
[
ln
(
1+ |y||x|
)
− ln |y|
]
F (y)dy
= ln |x|
∫
Ω0
F (y)dy + O (1),
and ∫
Ω0
ln
( |x− y|
|y|
)
F (y)dy  ln |x|
∫
Ω0
F (y)dy +
∫
Ω0
[
ln
∣∣∣∣1− |y||x|
∣∣∣∣− ln |y|
]
F (y)dy
= ln |x|
∫
Ω0
F (y)dy + O (1),
which implies that∫
Ω0
ln
( |x− y|
|y|
)
F (y)dy = ln |x|
∫
Ω0
F (y)dy + O (1). (2.6)
Next, we move on to the integration on Ω1,x ∪Ω2,x . If |x| is large enough, then for y ∈ Ω1,x ∪Ω2,x it holds that |x− y|
|x| + |y| |x| · |y|. Hence,∫
Ω1,x∪Ω2,x
ln
( |x− y|
|y|
)
F (y)dy  ln |x|
∫
Ω1,x∪Ω2,x
F (y)dy.
Since β > 2 and F (y) ∼ |y|−β at inﬁnity, we have∫
Ω1,x∪Ω2,x
ln |y|F (y)dy = O (1),
as |x| → ∞. From the fact that |x|/2 |y| for y ∈ Ω1,x , we derive that∫
Ω1,x
ln
( |x− y|
|y|
)
F (y)dy = ln |x|
∫
Ω1,x
F (y)dy +
∫
Ω1,x
ln
(|x− y|)F (y)dy −
∫
Ω1,x
ln
(|x| · |y|)F (y)dy
 ln |x|
∫
Ω1,x
F (y)dy + sup
y∈Ω1,x
F (y) ·
∫
{y: |x−y|1}
ln |x− y|dy −
∫
Ω1,x
ln
(
2|y|2)F (y)dy
= ln |x|
∫
Ω1,x
F (y)dy + O (1).
Moreover,∫
Ω2,x
ln
( |x− y|
|y|
)
F (y)dy  ln |x|
∫
Ω2,x
F (y)dy −
∫
Ω2,x
ln
(
2|y|)F (y)dy
 ln |x|
∫
Ω
F (y)dy + O (1).
2,x
J. Han, H. Huh / J. Math. Anal. Appl. 386 (2012) 61–74 67As a consequence,∫
Ω1,x∪Ω2,x
ln
( |x− y|
|y|
)
F (y)dy = ln |x|
∫
Ω1,x∪Ω2,x
F (y)dy + O (1). (2.7)
Now, we deduce from (2.6) and (2.7) that∫
R2
ln
( |x− y|
|y|
)
F (y)dy = ln |x|
∫
R2
F (y)dy + O (1) = 2πα ln |x| + O (1).
A similar argument shows that∫
R2
ln
( |x− y|
|y|
)
g1(y)dy = ln |x|
∫
R2
g1(y)dy + O (1) = 4πN + O (1),
∫
R2
ln
( |x− y|
|y|
)
g2(y)dy = ln |x|
∫
R2
g2(y)dy + O (1) = 4πM + O (1).
In the sequel,
W (x) = (α − 2N + 2M) ln |x| + O (1) = −β ln |x| + O (1). (2.8)
If we set H = V − W , then H = 0. Since V (x)/ ln |x| → −β as |x| → ∞, it comes from (2.8) that |H|  C(ln |x| + 1) at
inﬁnity. Thus H is constant by the Liouville theorem and
V (x) = W (x)+ O (1) = −β ln |x| + O (1),
as |x| → ∞. 
Proof of Theorem 1.1. By Lemma 2.4, if u is a solution of (1.1) satisfying (1.2) and (1.4) for β ∈ (2,2N − 2M), then u satis-
ﬁes (1.6). Conversely, we see from Corollary 2.3 that there exists a solution u of (1.1) satisfying (1.6). To see further properties
of solutions, we adopt the notations in the proof of Lemma 2.4 and obtain Eq. (2.5). Then, it comes from Lemma 2.4 that
−β = lim|x|→∞
V (x)
ln |x| = limr→∞ rVr, (2.9)
where rVr = x · ∇V (x) with r = |x|. Hence, integrating (2.5) we are led to∫
R2
4e f+V
1+ e f+V dx− 4π(N − M) = limr→∞
∫
|x|=r
∂V
∂ν
dσ = −2πβ,
which implies the formula (1.7).
It remains to prove the uniqueness of solutions of (1.1) satisfying (1.6). Given β ∈ (2,2N − 2M), let V1 and V2 be two
solutions of (2.5). We note that V1 − V2 remains bounded at inﬁnity. Multiplying V = V1 − V2 on both sides of
V = 4Ke
f+ξ V
(1+ Ke f+V1)(1+ Ke f+V2) ,
where ξ lies between V1 and V2, we deduce from (2.9) that∫
R2
|∇V |2 + Ke
f+ξ V 2
(1+ 4Ke f+V1)(1+ 4Ke f+V2) = limr→∞
∫
|x|=r
V
∂V
∂ν
dσ = 0.
Thus, V1 = V2. This completes the proof. 
3. Proof of Theorem 1.2
This section is devoted to the proof of Theorem 1.2. Let Q = ∅ and rewrite (1.1) as
u = 4e
u
1+ eu − 4π
d1∑
j=1
n jδp j ,
u → −∞ as |x| → ∞. (3.1)
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solutions are similarly constructed as in the previous section. However, subsolutions cannot be found by the method given
in Section 2 because we cannot use the weighted Sobolev spaces for the case β = 2. So, the key step in the proof is to
ﬁnd a suitable subsolution. The proof of this part relies on the induction on d1. For d1 = 1, we will ﬁnd a radially symmet-
ric solution via a shooting argument which satisﬁes the asymptotic behavior (1.8). Then, by using the radial solutions, we
inductively construct a suitable subsolution for (3.1) which enjoys the decay (1.8).
Now, as the ﬁrst step of the proof, we consider the simplest case of (3.1). Given n 2 an integer, let us consider
u = 4e
u
1+ eu − 4πnδ0,
u → −∞ as |x| → ∞. (3.2)
We are interested in the radially symmetric solutions of (3.2). To this end, let u(x) = u(r) with r = |x| and rewrite (3.2)
without the boundary condition at inﬁnity:
urr + 1
r
ur = 4e
u
1+ eu , r > 0,
lim
r↘0
u(r)
ln r
= −2n.
By letting t = ln r and v(t) = u(r), we can transform this equation into
v ′′ = 4e
2t+v
1+ ev , t ∈R,
lim
t→−∞ v
′(t) = −2n, (3.3)
where ′ = d/dt . In the following we will classify the solutions of (3.3).
Lemma 3.1. For any a ∈R, there exists a solution of (3.3) satisfying
v(t) = −2nt + a+ o(1) (3.4)
as t → −∞. Conversely, if v is a solution of (3.3), then v satisﬁes (3.4) for some a ∈R and we have
v(t) = −2nt + a+
t∫
−∞
4(t − s)e2s+v(s)
1+ ev(s) ds. (3.5)
Proof. Suppose that v is a solution of (3.3). Then, a direct integration yields that
v ′(t)+ 2n =
t∫
−∞
4e2s+v(s)
1+ ev(s) ds.
Integrating this on (0, t), we obtain
v(t) = −2nt + v(0)+
t∫
0
s∫
−∞
4e2τ+v(τ )
1+ ev(τ ) dτ ds
= −2nt + a+
t∫
−∞
4(t − s)e2s+v(s)
1+ ev(s) ds,
where
a = v(0)+
0∫
−∞
4se2s+v(s)
1+ ev(s) ds.
Conversely, let a ∈ R be given. In order to ﬁnd a solution in the interval (−∞, T ], we construct a Picard iterative sequence
v j(t) with the initial data v0(t) = −2nt + a:
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t∫
−∞
(t − s)e2sG(v j(s))ds,
G(v) = 4e
v
1+ ev .
If T is chosen such that
∥∥G ′∥∥∞
T∫
−∞
(T − s)e2s ds 1
2
,
then for t < T
∣∣v j+1(t)− v j(t)∣∣=
∣∣∣∣
t∫
−∞
(t − s)e2sG ′(ξ j)
(
v j(s) − v j−1(s)
)
ds
∣∣∣∣
 sup
(−∞,T ]
|v j − v j−1| ·
∥∥G ′∥∥∞
T∫
−∞
(T − s)e2s ds
 1
2
sup
(−∞,T ]
|v j − v j−1|,
where ξ j lies between v j and v j−1. Hence,
sup
(−∞,T ]
|v j+1 − v j| 12 sup(−∞,T ] |v j − v j−1|,
and we obtain local solution on (−∞, T ]. Since G and G ′ are bounded, this local solution is extended on R. Uniqueness
comes from the same argument as above. We omit the details. 
Let us denote by v(t,a) the solution of (3.3) satisfying (3.5). Hereafter the expression ‘t  −1’ means that t is a negative
number and its absolute value is very large. Similarly, ‘t  1’ implies that t is a very big positive number. By the boundary
condition at −∞, it follows that for any a ∈R, v ′(t,a) < 0 if t  −1. Thus, we can classify a ∈R into two parts as follows:
A+ = {a ∈R: v ′(t0,a) = 0 for some t0 ∈R},
A− = {a ∈R: v ′(t,a) < 0 for all t ∈R}.
Since v ′′(t,a) > 0, if a ∈ A+ , then v ′(·,a) has a unique zero. Let us denote by z(a) the unique number such that
v ′(z(a),a) = 0.
Lemma 3.2.
(a) If a1 = a2 , then the graphs of v(t,a1) and v(t,a2) never meet each other. In particular, v(t,a) is increasing in a.
(b) If a ∈ A− , then limt→∞ v(t,a) = −∞.
(c) If a ∈ A+ , then limt→∞ v(t,a) = ∞.
(d) A+ is open and A− is closed.
Proof. (a) Suppose that a1 < a2. By (3.4), we see that v(t,a1) < v(t,a2) for t  −1. Let T be the ﬁrst point such that
v(T ,a1) = v(T ,a2). Then, we deduce from (3.5) that
0< a2 − a1 =
T∫
−∞
4(T − s)e2s
(
ev(s,a1)
1+ ev(s,a1) −
ev(s,a2)
1+ ev(s,a2)
)
ds
=
T∫
−∞
4(T − s)e2s
(1+ ev(s,a1))(1+ ev(s,a2))
(
ev(s,a1) − ev(s,a2))ds < 0,
a contradiction. Hence, v(t,a1) < v(t,a2) for all t ∈R if a1 < a2.
(b) Since v ′(t,a) < 0 for all t ∈ R, as t → ∞ either v(t,a) ↘ λ for some λ ∈ R or v(t,a) ↘ −∞. In the ﬁrst case,
v ′′(t,a) → ∞ as t → ∞ and thus v ′(t,a) > 0 for all large t . Thus, we are led to the second case.
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assertion.
(d) For a ∈ A+ , we have v ′(z(a),a) = 0 and v ′′(z(a),a) > 0. Hence, the Implicit Function Theorem tells us that A+ is
open and z(a) is a smooth function. Moreover, A− =R\A+ is closed. 
Lemma 3.3. There exists a number a∗ ∈R such that A+ = (a∗,∞) and A− = (−∞,a∗].
Proof. First, we show that if a  1, then a ∈ A+ . Assume that there are inﬁnitely many a ∈ A− with a → ∞ such that
limt→∞ v(t,a) = −∞. Hence, there exists a unique T1(a) such that v(T1,a) = 0. Since
0= −2nT1 + a+
T1∫
−∞
4(T1 − s)e2s+v(s,a)
1+ ev(s,a) ds > −2nT1 + a,
we see that T1 → ∞ as a → ∞. Integrating (3.3), we see that
2n > v ′(T1,a)+ 2n =
T1∫
−∞
4e2s+v(s,a)
1+ ev(s,a) ds
> inf
v∈[0,∞)
(
4ev
1+ ev
)
·
T1∫
−∞
e2sds
= e2T1 → ∞
as a → ∞, a contradiction.
Next, we claim that if a  −1, then a ∈ A− . Suppose that there are inﬁnitely many a ∈ A+ with a → −∞. Since
v(0,a) = a−
0∫
−∞
4se2s+v
1+ ev ds < a+ C,
we deduce that v(0,a) → −∞ as a → −∞. Let T2(a) < 0 be the ﬁrst point such that v(T2,a) = v(0,a)/2. Since v ′(t,a) >
−2n for t < 0, we have
1
2
v(0,a) = v(0,a)− v(T2,a) > −2n(0− T2) = 2nT2.
This implies that T2(a) → −∞ as a → −∞ and hence
v ′(0,a)+ 2n =
0∫
−∞
4e2s+v
1+ ev ds
T2∫
−∞
4e2s ds + ev(0,a)/2
0∫
T2
4e2s ds → 0.
So, v ′(0,a) = −2n+ o(1) as a → −∞. Since n 2, we can choose a number T3(a) ∈ (0, z(a)) such that v ′(T3,a) = −(n+ 1).
Note that v ′(t,a) < −(n+ 1) for t ∈ (0, T3) and thus v(t,a) < v(0,a)− (n+ 1)t . As a consequence, we are led to
1+ o(1) n− 1+ o(1) = v ′(T3,a)− v ′(0,a) =
T3∫
0
4e2s+v
1+ ev ds
 4ev(0,a)
T3∫
0
e−(n−1)s ds = o(1)
as a → −∞, a contradiction.
On the other hand, both A+ and A− are intervals. To see this, it suﬃces to show that if a1 ∈ A+ and a1 < a2, then
a2 ∈ A+ . Since v(t,a1) < v(t,a2) for t  −1 by (3.4), if a2 ∈ A− , then the graphs of v(t,a1) and v(t,a2) intersect at
some point, which violates Lemma 3.2(a). Since A+ is open, we conclude that A+ = (a∗,∞) and A− = (−∞,a∗] for some
a∗ ∈R. 
J. Han, H. Huh / J. Math. Anal. Appl. 386 (2012) 61–74 71Lemma 3.4. Let a ∈ A− .
(a) The limit β(a) = − limt→∞ v ′(t,a) exists in [2,2n).
(b) β(a) is continuous and decreasing on (−∞,a∗].
(c) β(a∗) = 2.
(d) lima→−∞ β(a) = 2n.
Proof. (a) Since v ′(t,a) < 0 and v ′′(t,a) > 0 for all t ∈R, the limit
−β(a) = lim
t→∞ v
′(t,a) = −2n+
∞∫
−∞
4e2s+v(s,a)
1+ ev(s,a) ds (3.6)
exists. Since e2t+v is integrable, we see that 2 β < 2n.
(b) Since v(t,a) is increasing with respect to a by Lemma 3.2(a) and the function ev/(1+ ev) is an increasing function
of v , we infer from (3.6) that β(a) is a decreasing function of a. To see the continuity of β(a), let ε > 0 be given. Let a0  a∗ .
There exists a constant T0 such that
∞∫
T0
e2s+v(s,a∗) ds < ε.
By the continuous dependence of solutions on the parameter a, we can choose δ > 0 such that if |a − a0| < δ and a ∈ A− ,
then supt∈(−∞,T0] |ev(t,a) − ev(t,a0)| < ε and v(t,a) < v(t,a∗) for all t ∈R. Now we have
∣∣β(a)− β(a0)∣∣
∞∫
−∞
4e2s|ev(s,a) − ev(s,a0)|
(1+ ev(s,a0))(1+ ev(s,a)) ds =
T0∫
−∞
+
∞∫
T0
 4 sup
t∈(−∞,T0]
∣∣ev(t,a) − ev(t,a0)∣∣
T0∫
−∞
e2s ds + 8
∞∫
T0
e2s+v(s,a∗) ds
 Cε.
Hence, β is a continuous function of a.
(c) We know that β(a∗)  2. Suppose that β(a∗) > 2 and let σ = (β(a∗) − 2)/3 > 0. Let tk ↗ ∞ be a sequence of
numbers such that v ′(tk,a∗) ↘ −β(a∗) = −(2 + 3σ). By the continuous dependence of solutions on the parameter a, we
may assume that there exists a sequence ak ∈ A+ satisfying that ak ↘ a∗ and v ′(tk,ak) < −(2 + 2σ). Let sk and rk be
the unique numbers in (tk, z(ak)) such that v ′(sk,ak) = −(2 + 2σ) and v ′(rk,ak) = −(2 + σ). For t ∈ (0, sk), it holds that
v(t,ak) < −(2 + 2σ)t + v(0,ak). Since v(0,ak) → v(0,a∗) by the continuous dependence of solutions, we have v(0,ak) =
O (1) as k → ∞. In particular,
sk∫
0
(sk − s)e2s+v(s,ak)
1+ ev(s,ak) ds < e
v(0,ak)
sk∫
0
(sk − s)e−2σ s ds = O (1)
as k → ∞. This implies that
v(sk,ak) = −2nsk + ak +
sk∫
−∞
4(sk − s)e2s+v(s,ak)
1+ ev(s,ak) ds = −2nsk + O (1).
On the other hand, for t ∈ (sk, rk), we obtain that v(t,ak) < −(2+σ)(t − sk)+ v(sk,ak). Now, since 2n > β(a∗) = 2+ 3σ , we
have
σ = v ′(rk,ak)− v ′(sk,ak) =
rk∫
sk
4e2s+v(s,ak)
1+ ev(s,ak) ds
 4e(2+σ )sk+v(sk,ak)
rk∫
e−σ s dssk
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rk∫
sk
e−σ s ds → 0
as k → ∞, a contradiction.
(d) Since β(a) is a continuous decreasing function and β(a∗) = 2, there exists a number δ > 0 such that β(a) > 2+ δ for
all a  −1. Since v(0,a) = a + O (1) by the formula (3.5), v(0,a) → −∞ as a → −∞. Let t0(a) < 0 be such that v(t0,a) =
a/2. Again, from the formula (3.5), we derive that t0 = a/(4n)+ O (1) → −∞ as a → −∞. Since v ′(t,a) < −β(a) < −(2+ δ)
for all t ∈R, we see that v(t,a) < v(0,a)− (2+ δ)t for t  0. Now, integrating (3.3), we deduce that
0< −β(a)+ 2n =
∞∫
−∞
4e2s+v
1+ ev ds =
t0∫
−∞
+
0∫
t0
+
∞∫
0
 4
t0∫
−∞
e2s ds+ 4ev(t0,a)
0∫
t0
e2s ds+ 4ev(0,a)
∞∫
0
e−δs ds
→ 0
as a → −∞. 
Lemma 3.5. It holds that v(t,a∗) = −2t − 2 ln t + O (1) as |x| → ∞.
Proof. Let η(t) = 2t + v(t,a∗) be such that limt→∞ η′(t) = 0 and η′ < 0 for all t ∈R. We note that limt→∞ η(t) = −∞. Oth-
erwise, η(t) converges to a constant such that v ′′(t,a) C > 0 at inﬁnity, which implies that v ′(t,a∗) → ∞, a contradiction.
By (3.3), we can choose a constant t0 such that for all t > t0,
2eη  η′′  4eη.
Multiplying this inequality by η′ , we obtain that for s > t > t0
2
{
eη(s) − eη(t)} 1
2
{
η′(s)2 − η′(t)2} 4{eη(s) − eη(t)}.
Letting s → ∞, we see that 4eη(t)  η′(t)2  8eη(t) , or equivalently −2eη(t)/2  η′(t)  −2√2eη(t)/2. Hence, 1  (e−η/2)′ √
2. Integrating this inequality, we obtain
t − t0  e−η(t)/2 − e−η(t0)/2 
√
2(t − t0), ∀t > t0,
namely,
−2 ln{√2(t − t0)+ e−η(t0)/2} η(t)−2 ln{(t − t0)+ e−η(t0)/2}, ∀t > t0.
This completes the proof. 
Now, we summarize the above results in the following proposition.
Proposition 3.6. Let n 2 be an integer. Then, for any β ∈ [2,2n), there exists a unique radially symmetric solution u of (3.2) which
satisﬁes (1.6) for β ∈ (2,2n) and (1.8) for β = 2.
Proof. The existence and uniqueness are consequences of Lemma 3.3 and Lemma 3.4. The decay estimate for β ∈ (2,2n)
comes from Lemma 2.4 and the case for β = 2 follows from Lemma 3.5. 
Proof of Theorem 1.2. We will use induction on d1. If d1 = 1, we are done by Proposition 3.6. Suppose that d1  2 and
N = n1 + · · · + nd1  2. We note that 2n1 + · · · + 2nd1−1 = 2(N − nd1 ) 2. By induction, we may assume that there exists a
solution u1(x) of
u1 = 4e
u1
1+ eu1 − 4π
d1−1∑
j=1
2n jδp j ,
u1 → −∞ as |x| → ∞,
which satisﬁes (1.8). Let u2 be a solution of
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u2
1+ eu2 − 8πnd1δpd1 ,
u2 → −∞ as |x| → ∞,
which satisﬁes (1.8). The existence of u2 is justiﬁed by Proposition 3.6.
As in Section 3, we transform (3.1) into a regularized form by letting w(x) = u(x/ε)+ v1,ε(x)− v4(x) such that we obtain
w = 4K0e
fε+w
ε2(1+ K0e fε+w) − gε, (3.7)
where K0 = ev4 , fε = −v1,ε , gε = g1,ε +v4, and v4 is a smooth function on R2 with v4(x) = −2 ln |x|−2 ln ln |x| for |x| 2
and v4 = 0 for |x| 1. Arguing as in Lemma 2.1, one can ﬁx ε ∈ (0,1) for which (3.7) allows a bounded supersolution w+ .
With this ﬁxed ε, we change the equations of u1 and u2 into the regularized forms by letting
W1(x) = u1(x/ε)+ f1,ε(x)− v4(x), W2(x) = u2(x/ε)+ f2,ε(x)− v4(x),
f1,ε(x) = −
d1−1∑
j=1
2n j ln
(
1+ ∣∣x− pεj ∣∣−2), f2,ε(x) = −2nd1 ln(1+ ∣∣x− pεd1
∣∣−2).
Then, we have
W1 = 4K0e
− f1,ε+W1
ε2(1+ K0e− f1,ε+W1)
− h1,ε,
W2 = 4K0e
− f2,ε+W2
ε2(1+ K0e− f2,ε+W2)
− h2,ε,
where
h1,ε = v4 +
d1−1∑
j=1
8n j
(1+ |x− pεj |2)2
, h2,ε = v4 + 8nd1
(1+ |x− pεd1 |2)2
.
We observe that fε = −( f1,ε + f2,ε)/2 and gε = (h1,ε + h2,ε)/2. By induction assumption, W1 and W2 are bounded. So, we
can choose two constants c1, c2 < 0 such that K0e− f j,ε+W j+c j < 1 on R2. By letting w j = W j + c j , we obtain
w1 >
4K0e− f1,ε+w1
ε2(1+ K0e− f1,ε+w1)
− h1,ε,
w2 >
4K0e− f2,ε+w2
ε2(1+ K0e− f2,ε+w2)
− h2,ε.
If we set w0 = (w1 + w2)/2, then K0e fε+w0 < 1 such that
1
2
{
K0e− f1,ε+w1
1+ K0e− f1,ε+w1
+ K0e
− f2,ε+w2
1+ K0e− f2,ε+w2
}
− K0e
fε+w0
1+ K0e fε+w0
= K0{1− K0e
fε+w0} · {e(− f1,ε+w1)/2 − e(− f2,ε+w2)/2}2
2(1+ K0e− f1,ε+w1)(1+ K0e− f2,ε+w2)(1+ K0e fε+w0)
 0.
Consequently, we are led to
w0 
4K0e fε+w0
ε2(1+ K0e fε+w0) − gε.
Since w0 is bounded above, we can choose a constant c0 < 0 such that w− = w0 + c0 < w+ on R2. Then, we get
w−  4K0e
fε+w−
ε2(1+ K0e fε+w−) − gε,
which implies that w− is a subsolution of (3.7) with w− < w+ . Now applying the method of super and subsolutions, we
obtain a bounded solution w of (3.7). Then,
u(x) = w(εx)− v1,ε(εx)+ v4(εx) (3.8)
becomes a solution of (3.1) satisfying (1.8).
Finally, we show (1.7) with M = 0. This part together with the uniqueness of solutions can be proved by a similar
argument as in the proof of Theorem 1.1. We omit the details. 
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