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ABSTRACT 
 
Time series and causal models have been longstanding health forecasting technique applied to both clinical 
and non-clinical decision making. To date the most common approaches of time series forecasting includes 
exponential smoothing, ARIMA, SARIMA, Time Series Regression etc. However, like most forecasting 
models that predates the times series and causal approaches, the methods have evolved hence the 
preponderance of many different types of times series and causal models used to aid forecasting. This review, 
explores the use of time series models in contemporary clinical and non-clinical decision making. It explores 
the growing interests, challenges and strengths of the ensemble of techniques developed to augmented and 
consolidate effective medical forecasting in a constantly changing healthcare environment. 
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INTRODUCTION 
 
A major health forecasting technique is the use of 
time series methods and these have been applied to 
both clinical and non-clinical care. According to 
Groothuis et al (2014) times series forecasting 
models forecast into the future by looking at trends in 
historical data. Currently, there are uncertainties 
about when time series forecasting tools first 
emerged and the founding fathers. However the 
approach gained much prominence in the 19
th
 
century with the advent of the industrial revolution. 
Typical of most forecasting models that predates the 
times series approach, with time, the method has 
evolved hence the preponderance of many different 
types of times series data can be used to aid 
forecasting (Millard et al, 2012). To date the most 
common approaches of time series forecasting 
includes exponential smoothing, ARIMA, SARIMA, 
Time Series Regression, Time Series Neural 
Networks etc. The earlier version of times series 
model for forecasting were largely based on 
simplified moving average (also known as the rolling 
average or the running average). In this model series 
of averages of the different subset of the entire data 
set was created and calculated to determine the 
moving mean (MM) which is then use as the finite 
impulse response filter (Schwartz, 2008).  
Overtime different version of the moving averages 
(simple, cumulative, weighted) was explored to 
enhance effectiveness of the forecasting process. 
Given a series of the numbers and fixed subset size, 
the moving average is obtained by taking the average 
of the initial fixed subset of the number series. The 
subset is then modified by shifting forward or 
excluding the first number in the series but including 
the next number that follows the original subset to 
create a new subset of numbers whose mean is then 
determined (Bender et al, 2012).  The same process 
is repeated over the entire data series and the moving 
average becomes the set of numbers, each of which is 
the average of the corresponding subset of a larger 
set of datum points.  Due to the complexity of society, 
the weighted moving average method evolves as an 
augmented concept of the simple moving average 
method. In this model the averages are multiplied by 
factors to give different position in the sample 
window (Taylor and Buizza, 2012). In this case, the 
weight declines in arithmetic progression such that a 
higher value is placed on selected events instead of 
treating all events as equal. The application of time 
series prediction models in the field of the healthcare 
is documented in both clinical and non clinical 
research due to its robustness of outcome. 
 
TIME SERIES EXPONENTIAL SMOOTHING 
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Exponential smoothing is a time series model used 
extensively in medical forecasting such as demand, 
supply chain etc. Exponential smoothing is 
commonly applied to smoothing data, as 
many window functions are in signal processing, 
acting as low-pass filters to remove high 
frequency noise (Kane et al, 2014). This method 
parrots Poisson's use of recursive exponential 
window functions in convolutions from the 19th 
century, as well as Kolmogorov and Zurbenko's use 
of recursive moving averages from their studies of 
turbulence in the 1940s (Box et al, 2014). Thus the 
exponential smoothing technique is intended to 
approximately calculate or recall some value, or 
make some determination based on prior assumptions 
by the user, such as seasonality. Like any application 
of repeated low-pass filtering, the observed 
phenomenon may be an essentially random process, 
or it may be an orderly, but noisy, process (Altman, 
2012). These models have become popular because 
they can be learnt easily. 
Typical of most forecasting models, exponential 
smoothing techniques have also grown in diversity, 
evolving in response of the challenges associated 
with the use of simplified versions and the 
complexity of the event to which they are applied to 
forecast (Hastie et al, 2010).  With the simple 
moving average form of exponential smoothing, the 
historical occurrences are weighted equally and 
exponential functions are assigned to them to 
decrease weights over time. The next is the 
exponential moving average method.  
The exponential moving average (EMA) is one of the 
different types of weighted moving average that is 
used for forecasting. Although it looks similar to the 
simple moving average, it differs to the extent that 
except that when events are being forecasted, the 
historical events are weighted exponentially. 
Generally exponential moving average are more of 
lagging indicators that are used draw emphasis on the 
specific direction where quantities are moving or the 
direction of a trend and so as to smooth out the 
volume fluctuations ("noise") that can confuse 
interpretation.  
There are a number of benefits in using exponential 
smoothing. For example, it has an advantage of being 
able to pick up trend in a faster way than the simple 
average method which has been popular for some 
times (Vapnik, 2010). Exponential moving averages 
can be compared to the actual occurrence. The above 
notwithstanding there are also some limitation of this 
approach. For example it is the view of critique s this 
approach that indeed sometimes it generates a lot of 
false signals due to its weighted average tendency 
(Schölkopf et al, 2014). The assignment to the weight 
to period is arbitrary and without any scientific basis 
hence there i.e. the tendency to have more distortions 
at point in time when there are major shocks as 
occurred in the global economic crisis. The 
exponential smoothing method is one of the most 
frequently used techniques in healthcare both for 
clinical and non-clinical forecasting.  For example 
Tandberg and Qualls(2004) have used it to forecast 
hospital demand while Milner (2008)has used 
exponential forecasting for predicting hospital 
supplies. Moreover exponential smoothing as a 
medical forecasting technique is a predominant tool 
used in forecasting visitor accession trends, growth 
rate of diseases such as Nosocomial infection and 
many other areas of medical decision making.  The 
key strengths of exponential smoothing as preferred 
by Milner (2007) are that it is a fully automated and 
less complicated hence requiring only a low level of 
expertise to use. Secondly, it is possible to modeled 
seasonal variations trend and autoregressive and 
moving average processes in a data and hence 
numerous statistical software available. The greatest 
weakness of the exponential smoothing model 
includes the fact that it is not based on a formal 
statistical model or theory. The fact that the modeling 
process is less informative than other models makes 
it provides less accurate results. Secondly because it 
is based on the historical data without consideration 
to other forms of data it suffers from objectivity 
effect. 
 
AUTOREGRESSIVE MOVING AVERAGE (ARMA) 
Another form of time series forecasting model is the 
autoregressive moving averages. According to 
Kalache and Gatti (2013) in statistical analysis of 
time series, autoregressive-moving averages models 
provide a parsimonious description of a (weakly) 
stationary stochastic process in terms of two 
polynomials, one for the auto regression and the 
second for the moving average.  Compared to the 
other previous forecasting model, the earliest form of 
the autoregressive moving average came as late as 
1971 by George Box and Gwilym Jenkins even 
through Peter Whittle had preempted the concept as 
early as 1951. In the specific application Mackay and 
Lee (2015) explain that given a time series of data Xt , 
the ARMA model is able to predict future values in 
the series  by regressing the variable on its own 
lagged or past values as well as modeling the error 
term as a linear combination of errors terms 
occurring  contemporaneously and at various times in 
the past (Alijani et al, 2013). 
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A tool for understanding and, perhaps, predicting 
future values in this series.  The first process is 
therefore known as the autoregression parts whereas 
the second part is also known as the moving average 
part. This model is usually referred to as the ARMA 
(p,q) model where p defines the order of the 
autoregressive part and q is the order of the moving 
average part. Faced with multiple challenges in the 
application of the ARMA models  for different 
industrial and social situations where similar 
forecasting is needed a new variant of the model 
evolved through successive investigations  into what 
is now known as the autoregressive integrated 
moving averaged model (ARIMA) (Wong et al, 
2010).  The ARIMA Model differs from the 
traditional ARMA model in the sense that ARIMA is 
a generalization of the ARMA model and differs in 
the sense that they are applied in cases where the data 
shows evidence of non stationarity or where and 
initial differencing step (corresponding to the 
integrated part of the model) can be applied to reduce 
the non stationarity of the data.  
According to Connolly et al (2010) the 
autoregression part of ARIMA shows that the 
evolving variable of interest is regression on its own 
prior or historical values whereas the MA part 
indicates that the regression error is actually a linear 
combination of the error terms whose values 
occurred contemporaneously and at various times in 
the past. The “I” (for "integrated") indicate that the 
data values have been replaced with the difference 
between their values and the previous values (and 
this differencing process may have been performed 
more than once) (Connolly et al, 2009).  
The purpose of each of these features is to make the 
model fit the data as well as possible. Non-seasonal 
ARIMA models are generally denoted ARIMA(p,d,q) 
where parameters p, d, and q are non-negative 
integers, p is the order (number of time lags) of the 
autoregressive model, d is the degree of differencing 
(the number of times the data have had past values 
subtracted), and q is the order of the moving-average 
model (Harper and Shahani 2010). Seasonal ARIMA 
models are usually denoted ARIMA(p,d,q)(P,D,Q)m, 
where m refers to the number of periods in each 
season, and the uppercase P,D,Q refer to the 
autoregressive, differencing, and moving average 
terms for the seasonal part of the ARIMA model. 
When two out of the three terms are zeros, the model 
may be referred to base on the non-zero parameter, 
dropping "AR", "I" or "MA" from the acronym 
describing the model. For example, ARIMA (1,0,0) 
is AR(1), ARIMA(0,1,0) is I(1), and ARIMA(0,0,1) 
is MA(1) (Wong, et al, 2009). The principal 
advantage of ARIMA is its optimality (under certain 
conditions) and the completeness of a family of 
models.  
There are more disadvantages than advantages, but 
the benefit may still outweigh disadvantages. On an 
aggregate basis, smoothing exceeds ARIMA (about 
54% to 46%). ARIMA identification is difficult and 
time consuming. Many models have no structural 
interpretation (Jenkins & Watts, 1968). ARIMA can 
be difficult to explain to others for further 
identification and evaluation can be greatly distorted 
by the effect of emissions (van and Bell, 2012). The 
models that perform similarly to the historical data 
can give very different predictions. In general, the 
adoption of ARIMA forecasting corporations 
depends on the automatic identification of strategies 
that are superior expertise and superior to 
exponential smoothing. Similar to other time series 
models, the available data supports the 
preponderance studies which have applied the use of 
the different form of the autoregressive moving 
averages for medical forecasting both in the clinical 
and non clinical conditions (Daniels et al, 2015) 
The principal advantage of ARIMA is its optimality 
(under certain conditions) and the completeness of a 
family of models. There are more disadvantages than 
advantages, but the benefit may still outweigh 
disadvantages. On an aggregate basis, smoothing 
exceeds ARIMA (about 54% to 46%). ARIMA 
identification is difficult and time consuming. Many 
models have no structural interpretation (Luo et al, 
2013). ARIMA can be difficult to explain to others 
for further identification and evaluation can be 
greatly distorted by the effect of emissions. The 
models that perform similarly to the historical data 
can give very different predictions. In general, the 
adoption of ARIMA forecasting corporations 
depends on the automatic identification of strategies 
that are superior expertise and superior to 
exponential smoothing (Côté  and Tucker, 2010). 
Similar to the exponential smoothing, its use in non 
clinical decision making such as patient flow, bed 
allocation, transport scheduling, staff scheduling, 
supply chain management, menu services etc. 
However, there are many areas of clinical forecasting 
where the seasonal autoregressive moving averages 
have equally been applied.  
The most common clinical use of SARIMA in 
clinical prediction include the development and use 
of hybrid SARIMA model for tuberculosis incidence 
in China whiles   Rotstein et al (2007) has used the 
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SARIMA model to forecast influenza outbreak in 
China. Moreover, the SARIMA model has been used 
to forecast malaria mortality in different countries 
while the acuity or severity of emergency department 
patients have equally benefited from the use of 
SARIMA models. The most significant strength of 
the SARIMA model is that fits the theoretical 
application for most time series and is capable of 
modeling seasonable variations and trends.  In the 
same regard the SARIMA model does not struggle 
when dealing with autoregressive and moving 
average processes whiles univariate method-no 
external data necessary. Similarly there is a number 
of statistical software available that allows SARIMA 
analysis to be done without much difficulty. The 
major weakness of the model as observed by Sterk 
and Shryock (2007) is that it involves series of 
complex methodology and that may need a higher 
level of expertise and experience than simple linear 
regression. In the same regard, the process of 
modeling is less informative than other models hence 
has greater susceptibility to provide less accurate 
forecasts. Most significantly the inability to capture 
experiential knowledge and code them for prediction 
purposes deprives it of a greater degree of accuracy 
 
CAUSAL/REGRESSION MODELS  
The second group of forecasting tools that have been 
applied in the field of healthcare includes the various 
forms of casual models and they embody different 
analytical techniques such as regression and the 
Autoregressive moving average with exogenous 
inputs (ARMAX). Regression is by far the most 
frequently used of the casual models to establish the 
relationship between dependent variables and an 
independent variables or a set of them. It seeks to 
establish the extent to which the one or more 
variables can adequately predict or affect changes in 
the other variable or variables (McClean  and 
Millard, 2015). Thus a regression can either be a 
simple form where only one variable predicts a 
dependent variable or multiple regressions where 
many variables predict many dependent variables, 
Multivariate regression is the case where many 
independent variables are used to predict one single 
dependent variables. 
In the opinion of McClean and Millard (2008) 
regression is critical as it helps to better understand 
value of dependent variable is likely to change in 
response to unit changes in the independent variables 
when the other independent variables are held 
constant or fixed. As observed by el-Darzi et al 
(2008) the concept of regression has also evolved 
like most other form of prediction or forecasting tool 
beginning with  much simple form of regression and 
growing to more complex form such as the quantile 
regression., binary logistic regression  etc.   The 
difference in quantile regression models of regression 
is rather to look out for location parameters of the 
conditional distribution of the dependent variable 
given the independent variables (Mills, 2014). In 
tracing the historical development of regressions, 
Costa et al (2014) explain that the earliest form of 
regression used   was the least square regression 
models which were first published by Legendre in 
1805 and also by Gauss in 1809. Both authors 
applied the method of regression to the problem of 
determining from astronomical observation the orbit 
of bodies about the Sun (el-Darzi et al, 2008). Later 
Gauss published a further development of the theory 
of least squares in 1821, including a version of 
the Gauss–Markov theorem.  
However it was not until Francis Galton published 
his seminal work in the mid nineteen century that the 
term regression becomes very common. In his case 
Galton used the term to describe biological 
phenomenon especially in determining the extent to 
which the height of descendent of tall ancestors 
related down towards normal average (a phenomenon 
also known as regression toward the mean) (Hoot et 
al, 2008). While Galton focused his attention on the 
biological application of the regression, Udny Yule 
and Karl Pearson extended to a more general 
statistical context.  Specifically Yule and Pearson 
assumed that the joint distribution of the response 
and explanatory variables are Gaussian or normally 
distributed but this has been critiqued by Fisher 
(1992) who rather assumes a conditional distribution 
of the response variable is rather Gaussian distributed 
(Mackay, 2011). In the 1950s and 1960s, economists 
used electromechanical desk calculators to calculate 
regressions. Before 1970, it sometimes took up to 24 
hours to receive the result from one regression. As 
observed by Gorunescu et al (2012) the since the 
ground breaking works on regression, the method 
continues to be an area of active research with new 
dimensions being developed to ensure more robust 
regression (Peck et al, 2012).  
For example regressions that involve correlated 
responses such as time series and growth curves have 
been applied to more complex data to generate trend, 
graphs and others (Barnes, et al, 2016). Other non 
parametric regression models as well as the Bayesian 
regression models have been  designed to help 
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predict variables in a way that reduce the errors of 
prediction significantly but generating optimal causal 
inferences. In both clinical and non clinical situations, 
the use of time series regression models to support 
decision making in medical care dates back to several 
centuries ago. According to Jones  and Joy (2012), 
clinically, time series regression have been used to 
facilitates preventive medicine and health care 
intervention strategies by playing important 
forecasting role in many forecasting approaches for 
the analysis of epidemiological data. Apart from 
forecasting patient volumes and trend of disease 
growth, the time series regression allows decision 
making bodies to understand the contribution of 
different factors or variables to the trend. This helps 
to identify and develop specific solutions to counter 
the effect of each of these variables if they are 
unfavorable. Cell growth over time, blood pressure 
over a period and effects of drugs over a period are 
also some of critical areas of healthcare where time 
series regression has been applied. According to 
Abdel-Aal and Mangoud (2013) the main advantages 
of time series regression lies in the fact that it is 
capable of modeling seasonal variations, trend and 
autoregressive and moving averages and the results 
there from can easily be interpreted.  
By far this is one of the most exhaustive information 
modeling processes with a wide variety of statistical 
software available for its use. This makes the time 
series regression model produce more accurate 
forecasting models than other existing models hence 
its frequent use. However, there are significant 
weaknesses with the time series regression model 
which includes the complexity of the methodology. 
This will require the use involving high level 
expertise and experience than simple processes. 
Moreover because it involved multiple variables, 
there is the need to collect different kinds of data and 
parameter estimation of data which are not 
necessarily quantitative in its original sense. 
Moreover since not many have incorporated 
experiential knowledge in time series forecasting it 
deprives it of the propensity to use expert wisdom 
accumulated over a long period of time. Moreover, 
according to Holleman et al (2016) the principles of 
cox hazard proportion regression are to link the 
survival time of an individual to covariates. 
Eventhough there are many other survivability 
models used in medical care, the Cox hazard models  
have gained pre-eminence  for their simplicity and  
ability to determine the contribution of each 
covariate  to survivability. This helps in determining 
the type and order of treatment that must be given to 
the individual to support survivability.  
As a regression model, the Cox Hazards can easily be 
interpreted. Apart from that, this is a highly 
informative modeling process with a wide range of 
statistical software available for use. A lot of 
research studies that have used the cox model relative 
to alternative survivability models argue that it has a 
more accurate forecast than its contemporaries before 
the advent of swarm intelligence techniques. 
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