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เป็นโรคเบาหวาน โดยใช้ตัวแบบการจําแนกประเภทข้อมูล 2 วิธี คือ โครงข่ายประสาทเทียมแบบป้อนย้อนกลับ (Back 
Propagation Neural Networks: BPNN) กับ โครงข่ายประสาทเทียมร่วมกับการหาค่าเหมาะสมที่สุดแบบกลุ่มอนุภาค 
(Back Propagation Neural Networks with Particle Swarm Optimization: BPNN-PSO) ชุดข้อมูลที่นํามาทดลอง
เป็นตัวอย่างผู้ป่วยที่มีภาวะเส่ียงต่อการเป็นโรคเบาหวานอายุตั้งแต่ 35 ปีขึ้นไป ในพื้นที่เขตรับผิดชอบของสํานักงาน
สาธารณสุขจังหวัดนครพนม ปี พ.ศ. 2561 จํานวน 7,000 ระเบียน วิเคราะห์ข้อมูลบนพื้นฐานวิธี 10-Fold Cross 
Validation ซ่ึงปัจจัยที่ส่งผลต่อการมีภาวะเส่ียงต่อการเป็นโรคเบาหวาน จํานวน 10 ตัวแปร ได้แก่ อายุ เพศ ประวัติการ
สูบบุหรี่ ประวัติการดื่มเครื่องดื่มแอลกอฮอล์ ประวัติเบาหวานในญาติสายตรง ประวัติความดันโลหิตสูงในญาติสายตรง 
ดัชนีมวลกาย เส้นรอบเอว ความดันโลหิตช่วงหัวใจบีบตัว และความดันโลหิตช่วงหัวใจคลายตัว ผลการวิจัยปรากฏว่า  
ค่าความถูกต้องของตัวแบบจําแนกผู้ป่วยมีภาวะเส่ียงต่อการเป็นโรคเบาหวานด้วยวิธี BPNN-PSO ให้ค่าความถูกต้องสูง
กว่าวิธี BPNN ที่ค่าความถูกต้อง 90.57% และให้ค่าความคลาดเคล่ือนกําลังสองเฉล่ีย (Mean Square Error: MSE)  
ต่ํากว่าวิธี BPNN ที่ค่า MSE เท่ากับ 0.09 
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The Comparison of Classification Efficiency of Patients Who are Risk Diabetes 
 
Akanit  Thongjit1*  Poonpong  Suksawang2 and Jatupat  Mekparyup3 
 
Abstract 
This research aimed to compare efficiency model for classify patients who are risk diabetes. 
There are two data classification method used, Back Propagation Neural Networks (BPNN) and Back 
Propagation Neural Networks with Particle Swarm Optimization (BPNN-PSO). The data sets were 
provided by subjects who are risk to develop diabetes and are more than 35 years old, living in the 
area under the responsibility of Nakhon Phanom Provincial Health Office in year 2018. The total number 
of records was 7,000 cases. The data was analyzed by using technique on 10-Fold Cross Validation. 
Factors that affect the risk of diabetes included 10 variables: age, sex, smoke, alcohol, diabetes medical 
in family (DMFAMILY), hypertension in family (HTFAMILY), body mass index (BMI), waist, systolic blood 
pressure (SBP) and diastolic blood pressure (DBP). The results have shown that the BPNN-PSO model 
provided the accuracy in classification the diabetes higher than that of the BPNN model at 90.57% and 
the Mean Square Error lower than the BPNN models at MSE=0.09. 
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2.1.1 ชั้นนําเข้า (Input Layer) ทําหนา้ที่
นําเขา้ขอ้มูลเข้าสู่โครงข่ายประสาทเทยีม โดยขอ้มูลนี้จะ
นําไปประมวลผลในแต่ละโหนด (Node) ของช้ันถัดไป 





2.1.3 ชั้นส่งออก (Output Layer) ทําหน้าที่
ส่งออกข้อมูลโดยผ่านการประมวลผลจากฟังก์ชันผลรวม 
(Summation Function: S) เป็นผลรวมของข้อมูล
ป้อนเข้าที่ถ่วงด้วยค่าน้ําหนัก (W) กับค่าความเอนเอียง 
(b) และฟังก์ชันการแปลง (Transfer Function) จนได้






S = W X + b     (1) 
 
 ฟังก์ชันกระตุ้น (Activation Function) เป็นส่วนที่
ทําหน้าที่แปลงผลรวมของข้อมูลป้อนเข้าให้เป็นผลลัพธ์
ในช้ันส่งออก ซึ่งสามารถแบ่งได้ 2 ประเภท คือ ฟังก์ชัน
กระตุ้นแบบเชิงเส้น และฟังก์ชันกระตุ้นแบบไม่ใช่เชิงเส้น 
 ลักษณะทั่วไปของโครงข่ายประสาทเทียม คือ โหนด
จําลองมาจากรอยประสานประสาท (Synapse) ระหว่าง 
ใยประสาทนําเข้า (Dendrite) ของเซลล์ประสาทตัวหน่ึง
และแกนประสาทนําออก (Axon) ของเซลล์ประสาท 
อีกตัวหนึ่ง โดยมีฟังก์ชันการแปลงเป็นตัวกําหนดสัญญาณ
ส่งออก โครงข่ายประสาทเทียมสามารถแบ่งได้ 3 แบบ 
ได้แก่  
 1) โครงข่ายประสาทแบบป้อนไปข้างหน้าชั้นเดียว  
(Single-Layer Feed Forward Neural Networks) 
ประกอบด้วยช้ันสัญญาณประสาทขาเข้าและชั้นสัญญาณ
ประสาทขาออกเท่าน้ัน  
 2) โครงข่ายประสาทแบบป้อนไปข้างหน้าหลายช้ัน 




 3) โครงข่ายประสาทแบบป้อนย้อนกลับ (Back 
Propagation Neural Networks: BPNN) มีลักษณะ
เช่นเดียวกับโครงข่ายประสาทแบบป้อนไปข้างหน้า ซึ่งมี
ชั้นซ่อนอย่างน้อย 1 ชั้น และมีการวนซํ้าแบบป้อน
ย้อนกลับอย่างน้อยหนึ่งครั้ง 
 หากแบ่งโครงข่ายประสาทเทียมตามประเภทการ
เรียนรู้สามารถแบ่งได้ 2 ประเภท ได้แก่ การเรียนรู้แบบมี
ผู้สอน (Supervised Learning) และการเรียนรู้แบบไม่มี









 1) กําหนดจํานวนโหนดช้ันนําเข้า ชั้นซ่อนและชั้น
ส่งออก อัตราการเรียนรู้ จํานวนรอบ ค่าความคลาด
เคล่ือนที่ยอมรบัได้และสุ่มค่าน้ําหนักให้โครงข่ายประสาท 
 2) คํานวณค่าผลลัพธ์ของโครงข่าย และปรับค่า
น้ําหนักในกรณีที่เพอร์เซ็ปตรอนจําแนกข้อมูลผิดพลาด 
 3) ทําซ้ําชุดข้อมูลการเรียนรู้ (Learning Data Set) 
จนกระทั่งเพอร์เซ็ปตรอนจําแนกข้อมูลได้ผลลัพธ์ตามค่า
เป้าหมายที่กําหนดไว้ 
เนื่องจาก BPNN ใช้เทคนิคการหาค่าเหมาะสมด้วยวิธี 
Gradient Descent เพื่อปรับค่าน้ําหนักของโครงข่าย
จากความคลาดเคลื่อน (Error) ที่ได้จากการเรียนรู้ แต่
การเรียนรู้ดังกล่าวทําให้ขั้นตอนการย้อนกลับมักประสบ





เคล่ือนไหวของสัตว์สังคม เช่น ฝูงนก ฝูงปลา เป็นต้น ซึ่ง
สัตว์สังคมเหล่านี้มีการส่งสัญญาณส่ือสารกันเพื่อให้ฝูง
ทราบตําแหน่งของอาหาร และสามารถเคล่ือนที่ไปยัง
แหล่งอาหาร (Sharing Information) นั้นได้อย่างถูกต้อง 
โดยจะเรียกสัตว์แต่ละตัวที่อยู่ในฝูงว่า อนุภาค (Particle) 
การเคลื่อนที่ประกอบด้วยตําแหน่ง (Position) และ
ความเร็วในการเคล่ือนที่ (Velocity) ซึ่ง Jaroenrat [5] 
ได้กําหนดขั้นตอนการหาค่าเหมาะสมที่สุดแบบกลุ่ม
อนุภาคประกอบด้วย 7 ขั้นตอน ดังนี้ 
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 ขั้นตอนที่ 1 กําหนดอนุภาคเริ่มต้นและค่าความเร็ว
ในการเคล่ือนที่ของแต่ละอนุภาคโดยการสุ่ม 
 ขั้นตอนที่ 2 คํานวณค่าความเหมาะสม (Fitness 
Value) ของแต่ละอนุภาคด้วยสมการฟังก์ชันเป้าหมาย 
(Fitness Function) 
 ขั้นตอนที่ 3 เก็บค่าความเหมาะสมท่ีดีสุดซึ่งเป็นค่า
ความเหมาะสมที่ดีสุดในรอบการทํางานปัจจุบัน (Pbest)




 ขั้นตอนที่ 5 ปรับค่าความเร็วในการเคล่ือนที่ของ 
แต่ละอนุภาค ดังสมการที่ (2) 
       D D 1 1 D D'V = w × V + n ×random () Pbest X
   2 2 D Dn random () [Gbest X  ]               (2) 
 เมื่อ D'V   แทน ค่าความเร็วที่คํานวณได้จาก 
      อนุภาครุ่นปัจจุบัน 
    DV   แทน ค่าความเร็วที่คํานวณได้จาก 
      อนุภาครุ่นก่อน 
    W  แทน ค่าการถ่วงนํ้าหนัก 
   21n , n   แทน ค่าคงท่ีอัตราการเร่งในการค้นหา 
 ขั้นตอนที่ 6 ปรับค่าน้ําหนักของแต่ละอนุภาคโดยใช้
ผลลัพธ์จากการคํานวณในสมการ (2) เพื่อปรับปรุง
ความเร็วที่คํานวณได้จากอนุภาครุ่นปัจจุบัน โดยการ
เพิ่มข้อมูล ดังสมการที่ (3) 
D D D
' 'X V X                       (3) 
 เมื่อ  D'X  แทน ตําแหน่งที่คํานวณได้จากอนุภาค 
      รุ่นปัจจุบัน 
    DX  แทน ตําแหน่งที่คํานวณได้จากอนุภาค 
      รุ่นก่อน 
 ขั้นตอนที่ 7 ตรวจสอบเงื่อนไข 2 ลักษณะ ได้แก่ 
เงื่อนไขที่ 1 ผลลัพธ์ที่ได้มีค่าที่สูงหรือดีกว่าคําตอบที่
ต้องการ และเงื่อนไขที่ 2 จํานวนรอบการทํางานถึงค่าที่
กําหนดไว้หากพบว่าการทํางานมีทั้ง 2 เงื่อนไขให้หยุด
การทํางาน แต่ถ้าไม่ครบทั้ง 2 เงื่อนไขให้กลับไปทําซ้ํา
ตั้งแต่ขั้นตอนที่ 2 








(BPNN-PSO) ดังรูปที่ 2 
 
 
 รูปที่ 2 ขั้นตอนวิธีโครงข่ายประสาทเทยีมร่วมกบัวิธกีาร
   หาค่าเหมาะสมที่สุดแบบกลุ่มอนุภาค [6] 
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เ ส่ียงต่ อการเ ป็นโรคเบาหวานโดยเปรี ยบเที ยบ
ประสิทธิภาพการจําแนกผู้ป่วยที่มีภาวะเส่ียงต่อการเป็น
โรคเบาหวานโดยใช้วิธี BPNN และวิธี BPNN-PSO 
3.1 การเตรียมขอ้มลู 
ข้อมูลที่ใช้ในการวิจัยได้จากฐานข้อมูลของสํานักงาน
สาธารณสุขจังหวัดนครพนม ปี พ.ศ. 2561 ซึ่งเป็นข้อมูล
ผู้ป่วยที่มาคัดกรองกลุ่มเส่ียงการเป็นโรคเบาหวานที่มี
อายุตั้งแต่ 35 ปี ขึ้นไป ในเขตพื้นที่รับผิดชอบของ
สํานักงานสาธารณสุขจังหวัดนครพนม โดยเลือกกลุ่ม
ตัวอย่างแบบเจาะจงช่วงเดือนสิงหาคมถึงตุลาคม 2561 
จํานวนทั้งหมด 7,000 ระเบียน คัดเลือกจากระเบียน 
ข้อมูลด้วยปัจจัยที่ส่งผลต่อการเป็นโรคเบาหวาน จํานวน 
10 ตัวแปร ได้แก่ อายุ (AGE) เพศ (GENDER) ประวัติ
การสูบบุหรี่ (SMOKE) ประวัติการดื่มเครื่องดื่มแอลกอฮอล์ 
(ALCOHOL)  ประวั ติ เ บ าหว าน ในญา ติ ส ายต ร ง 
(DMFAMILY) ประวัติความดันโลหิตสูงในญาติสายตรง 
(HTFAMILY) ดัชนีมวลกาย (BMI) เส้นรอบเอว (WAIST) 
ความดันโลหิตช่วงหัวใจบีบตัว (SBP) และความดันโลหิต
ช่วงหัวใจคลายตัว (DBP) [7], [8], [9] รายละเอียดข้อมูล
สําหรับใช้ในการสร้างตัวแบบ ดังตารางที่ 1 
ตารางที่ 1 รายละเอียดข้อมูล 
ตัวแปร รายละเอียด รหัสขอ้มูลปอ้นเข้า 
1. AGE อายุผู้ป่วย ตัวเลขอายุ 
2. SEX เพศของผู้ป่วย 1=ชาย  
2= หญิง 
3. SMOKE ประวัติการสูบบุหร่ี 1 = ไม่สูบ  
2 = สูบนานๆคร้ัง  
3 = สูบเป็นคร้ังคราว  
4 = สูบเป็นประจํา  




1 = ไม่ด่ืม   
2 = ด่ืมนาน ๆ คร้ัง   
3 = ด่ืมเป็นคร้ังคราว 
4 = ด่ืมเป็นประจํา  
9 = ไม่ทราบ 
5. DMFAMILY ประวัติเบาหวาน 
ในญาติสายตรง 
1 = มี  
2 = ไม่ม ี 




1 = มี 
2 = ไม่ม ี 
9 = ไม่ทราบ 
ตารางที่ 1 คุณลักษณะเบื้องต้นของปัจจัยที่ส่งผลต่อกลุ่ม 
              มีภาวะเส่ียงต่อการเป็นโรคเบาหวาน (ต่อ) 
ตัวแปร รายละเอียด รหัสขอ้มูลปอ้นเข้า 
7. BMI ดัชนีมวลกาย ตัวเลขดัชนีมวลกาย 













โรคเบาหวาน มีทั้งหมด 2 ตัวแบบ ได้แก่ ตัวแบบ BPNN-
PSO และ ตัวแบบ BPNN โดยใช้ฟังก์ชันกระตุ้นไฮเพอร์ 
โบลิกแทนเจนต์ (Hyperbolic Tangent Function) และ 
Purelin ในการหาค่าผลลัพธ์ของแต่ละโหนด ใช้ฟังก์ชัน
ค่าคลาดเคล่ือนกําลังสองเฉล่ีย (Mean Square Error 
Function) เป็นฟังก์ชันคอส (Cost Function) สําหรับ
กระบวนการมินิไมเซชัน (Minimization) กําหนดค่า MSE 
เท่ากับ 1210 จํานวนรอบสูงสุดในการปรับค่านํ้าหนัก
เท่ากับ 500 รอบ อัตราการเรียนรู้เท่ากับ 0.95 โมเมนตัม 
(Momentum) เท่ากับ 0.05 และเลือกใช้การหาค่า
เหมาะสมที่สุดแบบกลุ่มอนุภาคเป็นฟังก์ชันในการปรับค่า
น้ําหนักและค่าความเอนเอียง แทนการวนโดยกําหนด
ค่าพารามิเตอร์สําหรับการเรียนรู้ PSO ดังนี้ ค่าคงที่อัตรา
การเร่งในการค้นหา n1 และ n2  เท่ากับ 2 ค่าน้ําหนักเริ่มต้น (W) เท่ากับ 1 และ จํานวนอนุภาคเท่ากับ 10 
3.3 การตรวจสอบประสิทธิภาพการจําแนก 
ในงานวิจัยนี้ ใช้การแบ่งข้อมูลเพื่อนําตรวจสอบ
ประสิทธิภาพของตัวแบบด้วยวิธี K-Fold Cross 
Validation โดยแบ่ งข้ อมู ล เป็ นชุ ดการฝึ ก เรี ยนรู้ 
(Learning Data Set) และชุดตรวจสอบ (Validation 
Data Set) 10 ส่วนเท่า ๆ กัน โดยใช้ 8 ส่วนเป็นชุดการ
เรียนรู้และอีก 2 ส่วนเป็นชุดการตรวจสอบ ซึ่งจะทํา
สลับกันจนครบทั้งหมด 10 รอบ โดยจะตรวจสอบ
ประสิทธิภาพการจําแนกประเภทข้อมูลด้วยค่าความ
ถูกต้องและค่าคลาดเคล่ือนกําลังสองเฉล่ีย ดังสมการที่ 
(4) และ (5)  
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a  คือ  จาํนว
   ได้รบั
b  คือ  จําน
   ได้รับ
c  คือ  จํานว
  ได้รับ
d  คือ  จํานว
    ได้รับ
MSE 
Y  คือ  ค่าที
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ส่วนที่ 3 ชั้นส่งออก มีจํานวนโหนดทั้งหมด 2 โหนด 
ซึ่งแสดงค่าผลลัพธ์ของเป้าหมายคือ ผลการวินิจฉัยผู้ป่วย
มีผลลัพธ์จํานวนสองค่า ได้แก่ 
Y1 แทน เป็นโรคเบาหวาน  















0.09 แสดงดังตารางที่ 2  
ตารางที่ 2 ประสิทธิภาพของตัวแบบ BPNN-PSO และ 
    ตัวแบบ BPNN ในการจําแนกผู้ป่วยที่มีภาวะ
    เส่ียงต่อการเป็นโรคเบาหวาน 
ฟังก์ชันกระตุ้น Accuracy MSE 







Purelin 90.57 88.50 0.09 0.10 
Purelin Hyperbolic  
Tangent 




มีภาวะเส่ียงต่อการเป็นโรคเบาหวาน ดังตารางที่ 2 แสดง
ให้เห็นว่า ตัวแบบการจําแนกประเภทข้อมูลโดยใช้วิธี 
BPNN-PSO ด้วยฟังก์ชันกระตุ้น Hyperbolic Tangent 
ในช้ันซ่อน และ Purelin ในชั้นส่งออก มีค่าความถูกต้อง
สูงสุด เท่ากับ 90.57%  และมีค่าความคลาดเคล่ือนกําลัง
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