Rate of approximation
Introduction
In [1, 4] linear and nonlinear integral operators in the space of functions with bounded variation in multidimensional setting (BV(R N ), N 1) have been considered in order to obtain convergence results and rate of approximation. An extension of the above theory in the setting of ϕ-variation in the one-dimensional case (BV ϕ (R)) has been obtained in [7] . For references concerning ϕ-variation, see [5, 6, 11, 15, [21] [22] [23] 26, 27, 29, 30, 33, 38] .
In this paper, a crucial assumption in order to achieve convergence results requires that where ω ϕ ( f , δ) is the ϕ-modulus of smoothness of the function f (see [5, 24] ).
This condition represents the natural generalization of the classical one (lim δ→0 ω( f , δ) = 0, here ω is the classical modulus of continuity of f ) to the setting of ϕ-variation. In this case, even if the integral representation does not hold for the ϕ-absolutely continuous functions, say AC ϕ (R) (see [5, 26] ), as happens in the case of ϕ(u) = u, it is possible to prove that if ϕ(u) u → 0 as u → 0 + (ϕ is a convex ϕ-function), then (I) is equivalent to the class AC ϕ (R) (see [7] ). In this paper we introduce a new concept of multidimensional ϕ-variation (BV ϕ (R N ) , N 1) following the idea of Tonelli for functions of two variables [34] extended by C. Vinti in multidimensional frame for the classical variation (BV(R N ); see [35] ).
A concept of multidimensional ϕ-variation in the sense of Vitali has been introduced by B. Lenze (see [18, 19] ) but it seems not suitable for our theory. By means of our definition of ϕ-variation, in this paper, under classical singularity assumptions on the family of kernels {K w } w>0 , we establish estimates, convergence results and rate of approximation for the following family of linear integral operators:
It is an open problem to find a characterization of functions satisfying (I) in multidimensional setting as that one obtained in the one-dimensional case. For this reason we construct an example of a function of two variables for which (I) is satisfied.
Furthermore we also furnish higher order of approximation results for Fejér-type kernels, in the case of r-times (r ∈ N) differentiable functions (Section 6). In this setting, we work with the concept of p-variation (ϕ(u) = u p , u ∈ R + 0 , p 1; see [20, [36] [37] [38] ) and we obtain results also in the case of ϕ-variation under the classical Δ -condition (see [5, 28] ). Finally, in Section 7, we present a further generalization of the above theory introducing a concept of ϕ-variation (F ϕ -variation) filtered by a non-negative continuous sublinear functional F : R N → R + 0 satisfying some natural properties which extend the norm-functional. The F ϕ -variation is suitable in order to study problems of Calculus of Variation (see [3, 8, 10, [12] [13] [14] 17, 31] ). In this new setting we show that all the previous theory still holds.
Notations and assumptions
Let ϕ be a convex ϕ-function, namely ϕ :
0 is a convex function on R + 0 with ϕ(0) = 0 and ϕ(u) > 0 for u > 0. We now introduce a concept of multidimensional ϕ-variation, inspired by the Tonelli and C. Vinti approach (see [34, 35] ); in order to do this we introduce some notations.
Given a vector x = (x 1 , . . . , x N ) ∈ R N , N ∈ N, if we are interested in its jth coordinate we will write
deleting the jth coordinate from I , i.e.,
We define the multidimensional ϕ-variation of f on an interval I ⊂ R N as
where the supremum is taken over all the finite families of N-dimensional intervals { J 1 , . . . , J m } which form partitions of I .
Finally, the ϕ-variation of f over the whole R N is defined as
where the supremum is taken over all the intervals I ⊂ R N .
We will denote by BV ϕ (R N ) the space of functions of bounded ϕ-variation over R N , defined as
Now we shall introduce a concept of multidimensional ϕ-absolute continuity.
We say that a function f : 
We will now denote by AC ϕ (R N ) the space of all the functions
We will use the following property of the one-dimensional ϕ-variation (see [26] ): We now introduce a family of kernel functions.
Let {K w } w>0 be a family of functions K w :
i.e., {K w } w>0 is an approximate identity (see e.g. [9] ).
In the following we will say that {K w } w>0 ⊂ K w if (K w .1) and (K w .2) are satisfied.
We are now going to study results about convergence and rate of approximation for the following family of linear integral operators
Estimates and a convergence result
We first prove that the above family of operators (+) satisfies a kind of "variation diminishing property." Indeed the following estimate holds:
where ζ > 0 is the constant for which
Now, by Jensen's inequality and assumption (K w .1),
Then, for every j = 1, . . . , N, by the Fubini-Tonelli theorem,
Now, applying a Minkowski-type inequality, for every k = 1, . . . ,m there holds:
Summing over k = 1, . . . ,m and passing to the supremum over all the possible partitions { J 1 , . . . , J m } of the interval I, we conclude that
and hence, by the arbitrariness of
and so, since V ϕ [ζ f ] is finite, the thesis follows by taking 0
, the previous inequality gives, for non-negative kernels {K w } w>0 , the "variation diminishing property" for the operators T w f (see [4] ); indeed in this case in (1) we may take λ = ζ = 1, since
where (τ t f )(s) := f (s − t) for every s ∈ R N is the translation operator (see [5, 25] ).
The following estimate of T w f − f will be crucial in the proof of the main convergence result.
is satisfied, then for every λ, δ > 0 and for every w > 0,
Proof. Using the same notations of Proposition 3.1 we can write, for every λ > 0,
Since ϕ is convex, by Jensen's inequality and (K w .1),
for every δ > 0.
About I 2 , using property ( ) of ϕ-variation,
Then, by the Fubini-Tonelli theorem,
Again as in Proposition 3.1, applying a Minkowski-type inequality, for every k = 1, . . . ,m there holds:
Now, summing over k = 1, . . . ,m and passing to the supremum over all the possible partitions { J 1 , . . . , J m } of the interval I, we obtain that
and hence, by the arbitrariness of I ⊂ R N , the thesis follows. 2
We are now ready to establish the main result of this section:
then there exists μ > 0 such that
Proof. By Proposition 3.2, we have that
for sufficiently large w > 0 and for every δ > 0.
and so the thesis follows, by the arbitrariness of ε > 0. 2
Remark 2.
Here we give an example of a function f for which (2) is satisfied; other examples can be easily constructed.
Before to do it we point out that, in the case N = 1, condition (2) is characterized by the functions f ∈ AC ϕ (R) under the [7, 26] ).
In the case N > 1, it seems that does not exist a characterization of the above condition. We also notice that the convergence result does not hold, in general, with the mere assumption that f ∈ BV ϕ (R N ): we refer to [2, Example 2] for an example in the one-dimensional case.
Example. Let us consider the function f :
and let us denote D := {(x, y):
We shall now prove that V
Let now (x, y) be fixed. If x, y ∈ R + there holds, for sufficiently small |t| > 0,
A similar situation holds in the case x, y ∈ R − , when
In the other cases, one of the above expression holds. In conclusion we have
if x 2 + y 2 < 1, and so both the functions Fig. 1 ).
Hence, using property 1.03 of [26] there holds, for sufficiently small |t| > 0,
since ϕ is convex and ϕ(0) = 0; therefore
In a similar way it can be proved that
and hence
Now, summing over k = 1, . . . ,m and passing to the supremum over all the possible partitions of R, we finally obtain that:
In the cases t 1 t 2 < 0 or
can be computed in an analogous way, taking into account that, by (3), the functions (τ t f − f )(·, y) and (τ t f − f )(x, ·) are monotone in their respective intervals: for example, if t 1 > 0 and
In conclusion, in all the cases it is possible to obtain the following estimate:
and therefore V
Further results
In [1] it is proved that, in a nonlinear setting, the absolute continuity of f (in the Tonelli sense) or of the kernel functions {K w } w>0 implies the absolute continuity of T w f . Here we prove that the same holds in the case of ϕ-absolute continuity. 
and so, if λ < λ A , we conclude that
, and hence the assertion follows since 
This proves that T w f ∈ AC
It is well known that, in the one-dimensional case, the absolutely continuous functions form a closed subspace of the space of functions with bounded variation; in [2] a similar result is proved in case of ϕ-absolutely continuous and BV ϕ -functions. Here we show that the same holds in the multidimensional frame. 
for every w w. First of all let us prove that (4) implies that, for every j = 1, . . . , N and for every interval [a j ,
for w w and for almost every s j ∈ [a j , b j ].
Indeed, let us assume, by contradiction, that there exist j ∈ {1, . . . , 
Order of approximation
We shall now study the problem of the order of approximation for the family (+) of linear integral operators with respect to the convergence in ϕ-variation.
Here we give some notations and definitions that we shall use in the following.
For a fixed α > 0, K w is said to be an α-singular kernel if
As it is usual in order to study this kind of problems, we introduce a Lipschitz class V ϕ Lip R N (α) defined as
We now state the main result about the order of approximation for (T w f − f ), which is the generalization of Theorem 4
of [2] in the multidimensional frame. 
for sufficiently large w > 0.
Proof. As in Proposition 3.2 it can be proved that, for every λ, δ > 0 and for every w > 0:
by (7), if we choose 0 < δ < min{δ,δ},
Then there holds, if 2λ A <μ,
for sufficiently large w > 0, since K w is α-singular. Hence the theorem is proved taking 0 < λ < min{ 
and we replace (7) with
for someδ > 0, following the proof of Theorem 5.1 one can prove that (8) holds.
The above result can be further generalized replacing w −α with ζ(w −1 ), where ζ :
Remark 5. In case of Fejér type kernels, namely
in order to achieve Theorem 5.1 it is sufficient to assume, instead of α-singularity and (7), that the absolute moment of order α of the function K , defined as m(K , α) := R N |K (t)||t| α dt, is finite. Indeed in this case, by Proposition 7.5(b) of [4] ,
, for every δ > 0 and for sufficiently large w > 0. Moreover there holds
and hence, following the same reasoning of Theorem 5.1, we obtain the assertion.
Higher order of approximation for Fejér type kernels
We shall now turn to the problem of finding higher orders of approximation for T w f − f in the particular case of Fejér type kernels, namely
As in the previous sections, we shall now write {K w } w>0 ∈ K w if the kernels (++) satisfy assumption (K w .2), since (K w .1) is always satisfied with A = K 1 .
We now recall some multi-index notation that we shall use in this section.
If f : R N → R, r ∈ N and |n| = r, the rth-order partial derivative of f is defined as
We shall denote by C r (R N ) the class of all functions f : R N → R such that D n f is continuous and bounded, for every |n| r. We recall that, if f ∈ C r (R N ), x, h ∈ R N , the following Taylor formula holds:
with the remainder in its integral form
(see [16] ).
Similarly to [4] we introduce the class of L 
In [4] there are examples of kernels which belong to the above class M r .
We shall now focus our attention on p-variation, namely we will set ϕ(u) := u p , u ∈ R + 0 , p 1 (see [20, 37, 38] ). The p-variation and the space of functions with bounded p-variation will be simply denoted as
tively; the other notations will be adapted in a similar fashion. In the final part of the section, we will also treat some generalization of the following results to the general case of ϕ-variation.
As it is usual in this kind of problems, we will consider functions which belong to the following Lipschitz class, which take into account the p-variational functional:
We now establish two estimates that will be used in order to obtain the main result about the higher orders of approximation.
We recall that in [4, Lemma 7.7] it is proved that, if K ∈ M r , then for every f ∈ C r (R N ):
and, applying Jensen's inequality and by (K w .1),
By the Fubini-Tonelli theorem, there holds 
for every u ∈ R N , where γ := {n ∈ R N : |n| = r}.
as w → +∞.
Proof. By (9), applying Proposition 6.1 and then Proposition 6.2, there holds:
, it is easy to deduce that there exists M > 0 such that
and so
where B is the Beta Euler function.
If we put wu = z, so that du = dz w N , then
Taking into account that ( z w ) n = z n w |n| and that, as it is proved in Proposition 7.5 of [4] , |z n | |z| |n| , then
Since, by hypothesis,
We shall now turn back to the general case of ϕ-variation, where ϕ is a ϕ-function which satisfies the following global Δ -condition (see [7, 28] ):
for every u, v ∈ R + 0 .
For a discussion and examples about assumption (10), see [7] .
Assuming that ϕ fulfills (10), it is possible to generalize Theorem 6.3 in the case of ϕ-variation. As before, the proof of the main theorem is based on two estimates that we now state: first of all, as in Proposition 6.1, it is easy to show that
Moreover using, without loss of generality, assumption (10) with a = 1 and following the proof of Proposition 6.2, one can prove, by convexity of ϕ, that
for every u ∈ R N .
If we define, for r ∈ N, α > 0,
then the following result holds:
Proof. Let λ > 0 be such that λAγ < μ, where μ is the constant of the Lipschitz class V ϕ Lip R N (r, α) and γ is the number defined in Proposition 6.2. Then, applying (9), (11) and (12), there holds:
, it is not difficult to deduce that there exists M > 0 such that
Now, putting wu = z, by the convexity of ϕ,
since, for sufficiently large w > 0, w −r < 1.
Hence we obtain that, for sufficiently large w > 0,
and so the theorem is proved. 2
A further generalization of the multidimensional ϕ-variation
Here we introduce a generalization of the concept of multidimensional ϕ-variation introduced in Section 2. Namely let
0 be a non-negative sublinear continuous functional, i.e., F satisfies the following assumptions:
Now, using the notations of Section 2, we denote by I) ) and therefore by (iv) we may write
We define the multidimensional F ϕ -variation of f on an interval
where the supremum is taken over all the finite families of N-dimensional intervals { J 1 , J 2 , . . . , J m } which form a partition of I and the F ϕ -variation of f over the whole R N is defined as
Remark 6. In case of F (p) = p , p ∈ R N , we obtain the previous concept of multidimensional ϕ-variation. Therefore the above concept of F ϕ -variation extends the previous one to the more general case in which, instead of the norm Φ ϕ , one has F (Φ ϕ ).
Here we establish an estimate with respect to F ϕ -variation which proves that T w maps BV ϕ F (R N ) into itself, where 
where C is the constant of the Lipschitz condition of F and the supremum is taken over all the finite families of Ndimensional intervals { J 1 , . . . , J m } which form a partition of I . Therefore we may conclude, passing to the supremum over all the intervals I ⊂ R N , that
Now, applying Proposition 3.1, by inequality (13) we may deduce that:
for 0 < λ A −1 ζ , where A is the constant of property (K w .1) of Section 2. Therefore the proposition is proved, for
By the above property (13) we deduce that convergence in BV ϕ (R N ) is equivalent to the convergence in BV
which means that the previous theory concerning convergence and order of approximation can be extended to the setting of F ϕ -variation.
Remark 7.
In case of ϕ(u) = |u|, we obtain the concept of F -variation which is connected with problems of Calculus of
Variation (see [3, 8, 14, 31] 
