Scattering is an important phenomenon which is observed in systems ranging from the micro-to macroscale. In the context of nuclear reaction theory the Heidelberg approach was proposed and later demonstrated to be applicable to many chaotic scattering systems. To model the universal properties, stochasticity is introduced to the scattering matrix on the level of the Hamiltonian by using random matrices. A long-standing problem was the computation of the distribution of the off-diagonal scattering-matrix elements. We report here an exact solution to this problem and present analytical results for systems with preserved and with violated time-reversal invariance. Our derivation is based on a new variant of the supersymmetry method. We also validate our results with scattering data obtained from experiments with microwave billiards.
knowledge yields information about all their moments and is highly desirable also from an experimental viewpoint [4] . The distributions and higher moments have been known hitherto only in the limit of a large number M of open channels and a vanishing average S matrix, i.e., in the Ericson regime [4, 11] or in a high-loss environment [29, 30] . There the real and the imaginary parts of the S-matrix elements are Gaussian distributed. Otherwise the deviations from this behavior are significant due to the unitarity of the S matrix [4, 10, 38, 39] . The complexity involved in the calculations of the correlation functions [9, 10, 40] indicates that those of the distributions of the S-matrix elements constitute a challenging task. However, this was partially accomplished in [17] where the distribution of the diagonal S-matrix elements was derived. Moreover, in [18] the statistics of transmitted power, viz. |G nm (E)| 2 , n = m, was calculated. These results have been verified in microwave experiments [19] [20] [21] [22] [23] [24] [25] [26] . In the present Letter, we provide analytical results for the distributions of the off-diagonal S-matrix elements which could not be computed with the well-established methods [9, 10, 17] . The novelty of our approach lies in that a nonlinear sigma model is constructed based on the characteristic function associated with the distributions which is the generating function for the moments. In contrast, the standard supersymmetry approach starts from the generating function for the S-matrix correlations.
We introduce the notation ℘ s (S ab ), with s = 1, 2 to refer to the real and imaginary parts of S ab , respectively. Thus Eq. (1) yields for the off-diagonal (a = b) elements
Determining distributions for ℘ s (S ab ), which we denote by P s (x s ), involves the nontrivial task of performing an ensemble average,
We instead first compute the corresponding characteristic function,
and then obtain P s (x s ) as the Fourier transform of R s (k),
Defining the 2N -component vector W and the 2N × 2N matrix A s as
we rewrite R s (k) as
In this form, the ensemble average can not be performed, because A s contains the inverse of H. To carry it out, we map the statistical model to superspace. We introduce the 2N -vectors
] consisting of complex commuting and anticommuting (Grassmann) variables, respectively. The supervector is constructed in the usual manner [41] 
. Using these vectors, and multivariate Gaussian-integral results, we recast the characteristic function as
Here A 
Here, we have used the fact that the complex quantities z (ζ) and z † (ζ † ) are independent of each other. The Jacobian of the transformation is (−1) N 2 2(β−2)N . After the application of Eq. (10) we have to distinguish between the two cases.
For β = 2 we obtain
with the 4N -vector
as above. For β = 1 we decompose the 2N -vector z into its real and imaginary parts x and y (not to be confused with x 1 and x 2 ) to construct a 4N -vector. In addition, we symmetrize the vector ζ using ζ * a , ζ * b along with ζ a , ζ b , thereby doubling its size as well. The associated Jacobian equals 2 2N and thus cancels that of the transformation Eq. (10). The 8N -supervector is given as
In this case
Since the matrix A −1 is block diagonal in both Eqs. (11), (12) the ensemble averaging is now straightforward.
Next we use the Hubbard-Stratonovitch identity [37, 41] to map the integral over the 8N/β-supervector Ψ to a matrix integral in superspace involving an 8/β-dimensional supermatrix σ of appropriate symmetry. This yields
with str denoting the supertrace. Here r = (4βπ
The supersymmetric representation, Eq. (13), constitutes one of our key results.
The orthogonality of W c leads to
with (14) the first term is of order N while the rest is of order 1. Thus, in order to perform the limit N → ∞, we may apply the saddle point approximation. This leads to a separation of σ into Goldstone modes σ G and massive modes [41] . The integrals over the latter, being Gaussian ones, can be readily done and yield unity. We are therefore left with an expression involving only the Goldstone modes, and consequently our sigma model reads
with sdet denoting the superdeterminant and σ replaced by σ G in all the ingredients of Eq. (13) . In order to perform the remaining integrals we proceed as in [9, 41] and express σ G in terms of an 8/β-dimensional supermatrix Q as
with ∆/(2πv 2 ) identified as the celebrated Wigner semicircle. We use the parametrization of Q as in [9, 16, 42] . For β = 2, it involves pseudo eigenvalues λ 1 ∈ (1, ∞), λ 2 ∈ (−1, 1), angles φ 1 , φ 2 ∈ (0, 2π) and four Grassmann variables. For β = 1 we have three pseudo eigenvalues λ 0 ∈ (−1, 1), λ 1 , λ 2 ∈ (1, ∞), two O(2) angles φ 1 , φ 2 ∈ (0, 2π), three SU(2) variables m, r, s ∈ (−∞, ∞), and eight Grassmann variables. The product over the superdeterminants in Eq. (15) involves the pseudo eigenvalues only, viz.,
Here g
. The exponential part in Eq. (15) also involves other variables and is quite complicated for β = 1.
For β = 2 the integrals over the Grassmann variables and the angles can be performed and we obtain the same distribution for the real and imaginary parts,
where J n (z) represents the nth order Bessel function of the first kind, and t (16) is an Efetov-Wegner contribution [37] which is essential for the correct normalization, R s (0) = 1. The distribution function is obtained using Eq. (6) as
Here, Θ(u) is the Heaviside function. The distributions being identical for s = 1, 2 in this case, the phases have a uniform distribution and the joint density of the real and the imaginary parts depends on x 2 1 + x 2 2 only. This facilitates the calculation of the distribution of their moduli [43] and those of the cross sections which are given by the squared-moduli [4] . This is of particular relevance for the experiments where only these are accessible.
For β = 1, the calculation involved is rather cumbersome. Nevertheless, we managed to perform all but four integrals. We have
where
and of the complex conjugate of q 
with the entries κ ij given in the Appendix. R 2 (k) is obtained by multiplying −i to the right-hand side of the expressions for q ± c in Eq. (19) , and changing r ± c accordingly. The distribution is obtained as
Here the angular brackets represent the following:
Different results for the real and imaginary parts explain their unequal deviations from a Gaussian behavior which was observed in [38, 39] . Details of the supersymmetry calculations and further results are given elsewhere [43] . We evaluated Eqs. (16) and (17) numerically using mathematica [44] . The corresponding mathematica codes are included in the supplemental material [45] . In Fig. 1 we compare for β = 2 the analytical results for characteristic functions and distributions with simulations obtained with an ensemble of 50000 random matrices H of dimensions 200 × 200 from the GUE [5, 35] . The agreement is excellent. Unfortunately, there were no experimental data available for this case because a complete T invariance violation could not be achieved. For β = 1 we found that R s (k) is best evaluated using the Efetov variables θ 0 , θ 1 , θ 2 (0 < θ 0 < π, 0 < θ 1,2 < ∞) [37] . These are related to the λ's as λ 0 = cos θ 0 and λ 1,2 = cosh(θ 1 ± θ 2 ). The numerical evaluation of the fourth derivative needed for the computation of P s (x s ) is not feasible. We therefore instead determined them with the help of Eq. (6), considering a cut-off for k. This approach works well for a sufficiently flat distribution, whereas, if it is highly localized, it is advantageous to consider the corresponding characteristic function instead. We found that the analytical results converge to the expected Gaussian distributions in the Ericson regime for both β values [43] .
We tested our analytical results for β = 1 with experimental data. To realize a chaotic scattering system, a microwave billiard with the shape of a classically chaotic tilted-stadium [24] [25] [26] 46] billiard was chosen and the resonator modes were coupled to the exterior via two antennas attached to it. An ensemble of several chaotic systems was obtained by introducing a small scatterer into the microwave billiard and moving it to six different positions [47] . For the determination of the S-matrix elements a vector network analyzer coupled microwave power into and out of the resonator via the antennas. The frequency range was chosen such that only the vertical component of the electric field strength was excited. Then the Helmholtz equation is mathematically equivalent to the Schrödinger equation of the quantum tilted stadium billiard. The S-matrix elements were measured in steps of 100 kHz in a range from 1-25 GHz and the fluctuation properties of the S-matrix elements were evaluated in frequency windows of 1 GHz in order to guarantee a negligible secular variation of the coupling vectors W c . More details concerning the experimental setup and the measurements are provided in [24, 25] . In Figs. 2 and 3 , we test the analytical results with experimental data for the frequency ranges 10-11 GHz and 24-25 GHz, corresponding to a ratio of the average resonance width Γ and average resonance spacing d, Γ/d = 0.234 and, respectively, Γ/d = 1.21. The agreement is very good. To conclude, we solved the long-standing problem of deriving the full distribution of the off-diagonal S-matrix elements valid in all regimes. We accomplished this task by introducing a novel route to the sigma model based on the characteristic function. We verified our analytical results with numerical simulations and with experimental data and found excellent agreements, and thus presented a new confirmation of the random matrix universality conjecture.
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APPENDIX: EXPLICIT EXPRESSIONS FOR THE κij
κ 11 = −(9/8){p + a m 1/2 } + , κ 21 = −(1/4)(128p 0 a p 0 b + 14p + a p + b + 32p − a p − b ) + {3e i2ψ (p − a q + b − p − b r + a )} − + {e −4iψ q − a r − b } + , κ 22 = −(1/4){(p + a p + a − 4q − a r − a )m} + , κ 31 = 2 (p + a p + a + q − a r − a )m 1/2 + 2(8p 0 a p 0 b + p + a p + b + p − a p − b )l 1/2 (e i2ψ q − b + e −i2ψ r − b ) − + 2 (p + a p − b + 4p − a p + b )m 1/2 + p + b p − b l 1/2 (e −i2ψ q + a + e i2ψ r + a ) − + 16p 0 a (2p 0 a p + b − 3p 0 b p + a ) −6p + a (q + a q + b + r + a r + b ) + 2p + b (4q + a r + a − q − a r − a ) − 4p − a (p + a p − b − 2p − a p + b ) + 3p + a (q − a q − b + r − a r − b − p + a p + b ) +(e −i4ψ /2)q − a (4p + a r − b − 3p + b q − a ) + (e i4ψ /2)r − a (4p + a q − b − 3p + b r − a ) m 1/2 + + (e −i4ψ /2)q − a (2e −i2ψ q − a r − b − 8e i2ψ r + a r + b ) + (e i4ψ /2)r − a (2e i2ψ q − b r − a − 8e −i2ψ q + a q + b ) m 1/2 − , κ 32 = p + a (p + a p + a + 2q − a r − a ) + (3/2)(e −i4ψ q − a q − a + e i4ψ r − a r − a ) m 3/2 + + (2p + a p + a + q − a r − a )(e −i2ψ q − a + e i2ψ r − a )m 3/2 − , κ 41 = 32 2p 0 a p 0 a (p − b − e i2ψ q + b )(p − b − e −i2ψ r + b ) + 2p
