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Abstract
In this paper, we propose an $\mathrm{i}\mathrm{n}\mathrm{f}\mathrm{e}\mathrm{a}\mathrm{s}\mathrm{i}\mathrm{b}\mathrm{l}\mathrm{e}-\mathrm{i}\mathrm{n}\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{i}_{0}\mathrm{r}_{-}\mathrm{p}\mathrm{o}\mathrm{i}\mathrm{n}\mathrm{t}$algorithm for solving a primal-dual linear program-
ming problem. The algorithnl uses inexact computations for solving a linear system of equatiolls at each
iteration. Under a very mild assumption on the inexactness we show that the algorithm finds an approxi-
mate solution of the linear program or detects infeasibility of the program. The assumption on the inexact
computation is satisfied if the $\mathrm{a}\mathrm{p}\mathrm{p}_{\mathrm{l}\mathrm{o}}\mathrm{x}\mathrm{i}\mathrm{m}\mathrm{a}\mathrm{t}\mathrm{i}_{0}\mathrm{n}$ to the solution of the linear system is just a little bit “better’
than the tlivial approximation $0$ . We also give a sufficient $\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{d}\mathrm{i}\mathrm{t}\mathrm{i}_{011}$ to achieve polynomial-time convergence
of the algorithm.
Key Words: Linear Programming Problem, Interior-Point Method, Primal-Dual, Convergence, lnexact
Computation
1 Introduction
Since the announcement of the projective scaling algorithm by Karmarkar [2], interior-point algorithms
have developed tremendously. Most work per iteration of an $\mathrm{i}_{\mathrm{h}\iota_{\mathrm{e}1}}\mathrm{i}_{0}\mathrm{r}$-point algorithm is devoted to the
computation of a search direction, which is a solution of a linear system of equations. When $\mathrm{t}1_{1}\mathrm{e}$ linear
system is very large, the evaluatioll of the solution by a direct method typically requires a lot of computer
time. In such a case, one may wish to compute only an approximate solution by using an iterative method.
Even if one uses a direct method, the solution may not satisfy the linear equations exactly, because of
computational errors. In spite of the inexactness of the solution in practical computations, most analyses
of interior-point algorithms have been done under the assumption that we do compute the exact solution of
the linear system.
In this paper, we only assume that we compute an approximate solution of the lineal system. Our
assumption on the approximate solution is so general that it is satisfied if the approximation is just a little
bit ($‘ \mathrm{b}\mathrm{e}\mathrm{t}\mathrm{t}\mathrm{e}\mathrm{r}$” than the trivial approximation $0$ . Under this assumption, we propose a primal-dual interior-
point algorithm which can start from an infeasible interior point, and we prove its global linear $\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{V}\mathrm{e}\mathrm{l}\mathrm{g}\mathrm{e}\mathrm{n}\mathrm{c}\mathrm{e}$ .
This type of algorithm is called an $\mathrm{i}\mathrm{n}\mathrm{f}\mathrm{e}\mathrm{a}\mathrm{s}\mathrm{i}\mathrm{b}\mathrm{l}\mathrm{e}-\mathrm{i}\mathrm{n}\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{i}_{0}1$’-point algorithm. It was proposed by Lustig et al. [4]
and Tanabe [7], and its convergence was proved by $\mathrm{I}\check{\backslash }\mathrm{o}\mathrm{j}\mathrm{i}\mathrm{m}\mathrm{a}$ et al. [3] when exact computations are used.
We also give a sufficient condition for the inexact computation, under which the number of iterations of
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our algorithm is bounded by a $\mathrm{p}\mathrm{o}1_{\}^{\gamma}1}\mathrm{t}\mathrm{o}\mathrm{m}\mathrm{i}\mathrm{a}1$ function. The complexity is compatible with the bound of the
$\mathrm{i}\mathrm{n}\mathrm{f}\mathrm{e}\mathrm{a}\mathrm{s}\mathrm{i}\mathrm{b}\mathrm{l}\mathrm{e}- \mathrm{i}\mathrm{n}\mathrm{t}\mathrm{e}\Gamma \mathrm{i}\mathrm{o}\mathrm{r}-\mathrm{P}^{\mathrm{o}}\mathrm{i}\mathrm{n}\mathrm{t}$ algorithms proposed by Zhang [8] and Mizuno [5].
This work was stimulated by a related paper [1] in which also inexact search directions are investigated.
The analyses in both papers, however, are completely different. The algorithm in [1] is based on a numerical
$\mathrm{i}\mathrm{m}\mathrm{p}\mathrm{l}\mathrm{e}\mathrm{m}\mathrm{e}\mathrm{n}\dot{\mathrm{t}}$ation. The algorithm of this paper is of more theoretical nature and therefore allows to prove a
somewhat stronger convergence result under a slightly weaker assumption on the inexact computations.
In Section 2, we introduce the linear system to be solved at each iteration of an interior-point algorithm,
and we make our assumption on the inexact computations. In Section 3, we present our algorithm using
inexact computations and state our main result. In Section 4, we discuss the main result and int,roducc some
new notation. In Section 5, we prove global convergence of our algorithm. In Section 6, we give a $\mathrm{s}\mathrm{u}\mathrm{f}\mathrm{f}\mathrm{i}\mathrm{C}\mathrm{i}\mathrm{e}\mathrm{n}_{\mathrm{b}}t$
condition to achieve polynomial time convergence.
2 Inexact Computations
We consider a linear programming problem
minlmlze $c^{T}x$
subject to $Ax=b$ , $x\geq 0$ ,
where $A$ is an $m\cross’$? matrix, $b\in R^{m},$ $c\in R^{n_{!}}$ and $x\in R^{n}$ We assume that the rank of $A$ is $m$ . $\mathrm{T}1_{1}\mathrm{i}\mathrm{s}$
problem is called primal. The dual of the primal problem is defined by
maximize $b^{T}y$
subject to $A^{T}y+s=c$ , $s\geq 0$ ,
where $y\in R^{m}$ and $s\in R^{71}$ are variables. We define the primal-dual linear programming problem, wllich is
to find a solution of the system
$=$ , $\alpha\cdot\geq 0,$ $s\geq 0$ ,
where $X=\mathrm{d}\mathrm{i}\mathrm{a}\mathrm{g}(x)$ is the diagonal matrix whose diagonal elements are equal to t,he elements of $x$ . It is
well-known that $(x, y, s)$ is a solut${ }$ion of the primal-dual linear programming problem if and onlv if $x$ and
$(y, s)$ are optimal solutions of the primal and dual linear programming problem respectively. We call $(x, y, s)$
a feasible solution if $Ax=b,$ $A^{T}y+s=c$ , and $(x.s)\geq 0$ .
We will lneasure the “size” of the right hand sides $b$ and $c$ relative to $A$ by
$||(b, c)||A=||||_{A}$ $:= \min_{x,y,\epsilon}\{||||$ : $A^{T}y+SA_{X}$ $==$ $cb\}$ .
Thus, $||(b, c)||_{A}$ is the Euclidean norm of the $‘(\mathrm{s}\mathrm{m}\mathrm{a}\mathrm{l}\mathrm{l}\mathrm{e}\mathrm{s}\mathrm{t}$” vector pair $(x, s)$ that satisfies t,he primal-dual
equality constraints while ignoring the llonnegativity constraints. Likewise, we will also measure $\{_{}\mathrm{h}\mathrm{e}$ norm
of certain perturbations $\tilde{b}$ and $\tilde{c}$ . The above definition implies that $||$ . $||_{A}$ is a selni-norm (satisfies all norm-
properties except that $||z||_{A}=0$ does not imply $z=0$), and $||(\check{b},\tilde{c})||_{A}=||(\tilde{b}, A^{T}y+\tilde{c})||_{A}$ for any three
vectors $\tilde{b},\check{c}$ and $y$ . .
A primal-dual interior-point algorithm generates a sequence of points $(x^{k}, y^{kk}, S)\in R^{n+m+n}$ for $k=$
$0,1,$ $\cdots$ . At the k-th iteration of the algorithm, we solve a system of linear equations
$=)$ $\acute{\mathrm{t}}^{1_{)}^{\backslash }}$
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where $X_{k}=\mathrm{d}\mathrm{i}\mathrm{a}\mathrm{g}(x)k$ and $S_{k}=\mathrm{d}\mathrm{i}\mathrm{a}\mathrm{g}(Sk)$ for the current iterate $(x^{k}, y^{k}, s^{k})$ , and $(p, q, r)$ is a $\mathrm{v}\mathrm{e}\mathrm{c}\mathrm{f}‘ \mathrm{o}\mathrm{r}\mathrm{i}\mathrm{l}\mathrm{I}$
$R^{n+m+n}$ .
Suppose t,hat we have an approximate solution $(\triangle x^{\prime/}, \triangle y^{;}\triangle’,s’’)$ of $\mathrm{s}_{\mathrm{y}_{\mathrm{S}\mathrm{t}_{}\mathrm{e}}}\mathrm{m}(1)$. Then we can get another
approximate solution $(\triangle x’, \triangle y’, \Delta s’)$ , which exactly satisfies the third equality $S_{k}\Delta_{X’}+X_{k}\triangle s’=r$ as
follows:
$\triangle x_{i}’$ $=$ $\{\triangle x_{i1^{+(|’}}\triangle x_{i}’,r_{i}-Si\Delta kx-X_{i}^{k}\triangle g’’;)/sik$ $\mathrm{o}\mathrm{t}\mathrm{h}\mathrm{e}\mathrm{r}\mathrm{W}\mathrm{i}\mathrm{s}\mathrm{e}\mathrm{i}\mathrm{f}$
,
$s_{t}^{k}\geq x_{i}^{k}$ ,
$\triangle y’$ $=$ $\triangle y’’$ , (2)
$\triangle s_{i}’$ $=$ $\{$
$\Delta s_{i}’’$ if $s_{i}^{k}\geq x_{i}^{k}$ ,
$\triangle s_{t}’’+\langle r_{i}-s_{\mathfrak{i}}^{k}\triangle x_{i}-l;k\triangle X\dot{\mathrm{t}}s_{i’}’$) $/x_{i}^{k}$ otherwise.
If we set $(\triangle x^{\prime/\prime}, \Delta y\triangle/,/\prime s)=(0,0,0)$ in this procedure, we see that
$||||||||_{A}+||U_{k}^{-1}r||$ ,
where [ $T_{k}=\mathrm{d}\mathrm{i}\mathrm{a}\mathrm{g}(u^{k})$ and $u^{k}$ is defined by
$u_{i}^{k}= \max\{x^{kk}. , s_{i}\}$ for each $i$ .
We will show in Lemma 9 below that. $||U_{k}^{-1}||$ is bounded throughout our algorithm if the primal-dual linear
programming problem is feasible. Usually one can compute a much better approximate solution than $(0,0, \mathrm{o})$ ,
but we only use the following weak assumption in this paper.
Assumption 1 We can compute an approximate solution $(\triangle x\triangle’,y’, \triangle s’)$ of System (1) such that
$||(A\triangle x’-p, \triangle s’-q)||_{A}\leq\sigma_{1}||(p, q)||A+\sigma_{2}||r||$ ,
and
$S_{k}\triangle x’’+^{x_{k}}\Delta_{S}=r$ ,
where $\sigma_{1}\in[0,1)$ and $\sigma_{2}\geq 0$ are constants independent of $(x^{k}, y^{k}, s^{k})$ .
If $\sigma_{1}=0$ and $\sigma_{2}=0$ , this assumption implies that we can compute the exact $\mathrm{s}\mathrm{o}\mathrm{l}\dot{\mathrm{l}}\mathrm{l}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}$ of the system (1).
We do not assume that $\sigma_{1}$ or $\sigma_{2}$ are small except, for Section 6.
Assumption 1 on the inaccuracy of the $\mathrm{s}\mathrm{e}\mathrm{a}’1\mathrm{c}\mathrm{h}$ direction is $\mathrm{s}\mathrm{u}\mathrm{b}_{\mathrm{S}\mathrm{t}\mathrm{t}\mathrm{t}}\mathrm{a}1\mathrm{i}\mathrm{a}\mathrm{l}\mathrm{l}\mathrm{y}$ more general than the inaccuracy
which is introduced for example by the rank-l-update proposed in Karmarkar’s original paper [2]. In
particular, Assumption 1 does not preserve the feasibility of the iterates even if the initial point happens to
be strictly primal and dual feasible.
3 A Conceptual Algorithm
In this section we define an interior-point algorithm. We call this algorithm a conceptual algorithm sincc we
do not specify exactly how to compute some of the quantities $\mathrm{t}_{}\mathrm{h}\mathrm{a}\mathrm{t}$ are needed in the algorithm. This issue
is addressed in part in the next section.
Let $(x^{0}, y^{0}, S^{0})$ be an initial point, such that
$\rho 0e\leq x^{0}$ and $\rho 0e\leq s^{0}$ ,
where $\rho_{0}>0$ is a constant. We call $(x^{000}, y, s)$ an (infeasible) interior point for the primal-dual problenl
since it strictly satisfies the inequality constraints $x\geq 0$ and $s\geq 0$ . We define
$\mu^{0}$ $=$ $(x^{0})^{T}s^{0}/n$ ,
$\overline{b}$
$=$ $Ax^{0}-b$ ,
$\overline{c}$ $=$ $A^{T0}y+s^{0}-c$ .
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For each $\theta>0$ , we consider a system of equations and inequalities
$=$, $x>0,$ $s>0$ . (3)
If the primal-dual linear programming problem is $\mathrm{f}\mathrm{e}\mathrm{a}\mathrm{s}\mathrm{i}\mathrm{b}\mathrm{l}\mathrm{e}\rangle$ then the system (3) has a unique $\mathrm{s}\mathrm{o}\mathrm{l}\mathrm{u}\mathrm{t}|\mathrm{i}\mathrm{o}\mathrm{n}$ for
each $\theta\in(0,1]$ , otherwise $\theta_{\ell}\in(0,1)$ exists such that the system has a unique solution for each $\theta\in(\theta_{l}, 1]$
and does not have a solution for each $\theta\leq\theta_{\ell}$ , see Mizuno et al. [6] for example. We call $\mathrm{t}_{\phi}\mathrm{h}\mathrm{e}$ solution of the
system (3) a center, and define the $\mathrm{s}\mathrm{e}\mathrm{t}_{e}$ of centers in the space combining { $x,$ $y,$ $s)$ and $\theta$ :
$\prime p$ $=$ { $(x, y.s, \theta)$ : $x>0$ . $s>0,$ $\theta>0$ ,
$Ax=b+\theta\overline{b},$ $A^{T}y+s=c+\theta\overline{c}$ , $Xs=\theta\mu^{0}e\}$ .
It is well-known that the set $\mathcal{P}$ forms a path, which is called a path of (infeasible) centers, and that $(\mathrm{J}^{\cdot}, y, s)$
converges to a solution of the primal-dual linear programming problem if $(x, y, s, \theta)\in \mathcal{P}$ and $\thetaarrow 0$ .
Let $\gamma_{0},$ $\gamma_{1},$ $\gamma_{2},$ $\gamma_{3}$ , and $\gamma_{4}$ be positive constants such $\mathrm{t}\mathrm{l}\iota \mathrm{a}\mathrm{t}$
$\gamma 0<1<\gamma 1,$ $\gamma_{3}<1,$ $\gamma_{4<}1,$ $\sigma_{1}\gamma_{3}+\sigma_{2}\gamma_{2}<\gamma 3$ ,
$\gamma_{0}\mu^{0_{e}}\leq\lambda_{0}’s^{0}\leq\gamma_{1}\mu^{0}e$ and $||x_{0-}S^{00}\mu e||\leq\gamma_{2}\rho_{0}$ .
If $||\wedge \mathrm{x}_{0^{S}}^{\prime 0}-\mu^{0}e||$ is small enough, then we can choose these constants $\mathrm{b}\mathrm{e}\mathrm{c}\mathrm{a}\iota \mathrm{l}\mathrm{S}\mathrm{e}\sigma 1<1$. We define a neighbor-
hood of the path of centers:
$\Lambda^{r}$
$=$ { $(x, y, s, \theta)$ : $x>0,$ $s>0,$ $\theta>0$ ,
$Ax=b+\theta\langle\overline{b}+\tilde{b}\mathrm{I}$ , $A^{T}y+s=C+\theta(\overline{c}+\tilde{C})$ , $||(\tilde{b},\tilde{c})||_{A}\leq\gamma_{3}\rho_{0}$ ,
$||Xs-\theta\mu 0_{e}||\leq\gamma_{2}\theta\rho_{0}$ , $\gamma_{0}\theta\mu e\leq x_{s}00\leq\gamma_{1}\theta\mu e\}$ .
We define $\theta^{0}=1$ . It is easy to see that $(x^{0}, y^{0}, s^{0}, \theta^{0})\in)\backslash /’$ and $\prime p\subset\vee\vee$ .
NVe briefly explain the various quantities in the above definition. The quantity $\gamma_{2}$ is a tolerance for the
violation of the third equation in (3). By choosing $x^{0}=s^{0}=\sqrt{\mu^{0}}e$ as starting point we could choose $\gamma_{2}^{}>0$
arbitraril.v small resulting in a rather narrow neighborhood $N$. If $\sigma_{1},$ $\sigma_{2}$ are small, $\gamma_{2}$ may be chosen large,
and then two additional numbers $\gamma_{0}$ and $\gamma_{1}$ are needed to control the $\infty$-norm of the violation of $\{_{\mathrm{x}}\mathrm{h}\mathrm{e}$ third
equation in (3). Note that for $\gamma_{2}\rho_{0}<\mu^{0}$ we can remove the condition $\gamma_{0}.\theta\mu^{0}e\leq Xs\leq\gamma_{1}\theta\ell_{l^{0}}e$ from the
definition of $N$ . The number $\gamma_{3}$ controls the violation of $\mathrm{t},\mathrm{h}\mathrm{e}$ linear constraints, and $\gamma_{4}$ colltrols the ratio
of ‘taffine scaling direction” and “centering direction” in our algorithm below; the smaller $\gamma_{4}$ , the larger the
component of the affine scaling direction $(\theta’=0)$ nlay be.
Our algorithm generates a sequence $\{(x^{k}, y^{kk}, g, \theta^{k})\}$ in the neighborhood $\Lambda’$ starting from the initial
point $(x^{0}, y^{0}, s^{0}, \theta^{0})$ . Suppose that we have $\{_{[]}\mathrm{h}\mathrm{e}$ k-th itela.te $(x^{k}, y^{k}, s^{kk}, \theta)\in N$. We shall show how to
compute the next iterate ( $x^{k+1},$ $y^{k+},$ $S^{k+},$$\theta k+1\mathrm{I}11\in J\mathrm{V}$ . $\mathrm{A}\mathrm{t}_{}$ the point $(x^{k}, y^{k}, s^{k})$ , we would like to $\mathrm{o}\mathrm{b}\mathrm{f}$,ain a
center which is a solution of (3) for a $\theta\in[0, \theta^{k}]$ . So we $\mathrm{t}_{1}\mathrm{r}\mathrm{y}$ to compute the Newton direction $(\triangle r.\triangle y, \triangle s)$
for the system (3), that is, the solution of$=-$ (4)In order to compute a good approximation to $(x, y, s, \theta)\in P$ , we require to choose a value of the parameter
$\theta$ such that the size of the right hand side of (4) is not t.oo big. So we set
$\theta’=\min\{\theta\in[\gamma_{4}\theta^{k}, \theta^{k}]$ : $\sigma_{1}||||_{A^{+\sigma_{2}}}||X_{k^{S}}k-\theta\mu^{0}e||\leq\gamma_{3}\theta\rho_{0}\}$ . (5)
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From Assumption 1, we can compute an approximate solution $(\triangle x\triangle/,/, \triangle ys’)$ of (4) for $\theta=\theta’$ such that
$||||||_{A}+\sigma_{2}||xkS^{k}-\theta’\mu^{0}e||$
and
$S^{k}\triangle x’+X^{k}\triangle s’=-(x_{k}s^{k}-\theta/\mu^{0}e)$ . (6)
Using the definition of $\theta’$ , the above inequality implies
$||||_{A}\leq\gamma_{3}\theta’\rho_{0}$ . $(\overline{(})$
We choose a step size
$\alpha^{k}=\max$ { $\alpha^{l}\in[0,1]$ : $(x^{k},$ $y^{k},$ $s,$$\theta kk)+\alpha \mathrm{t}\triangle x’,$ $\Delta y^{\prime/},$$\triangle S,$ $\theta’-\theta^{k})\in N$ for each $\alpha\in[0,$ $\alpha’]$ }.
Then set
$(x, y, S, \theta+1)k+1k+1k+1k=(x^{k}, y^{k}, s^{k}, \theta)k+\alpha \mathrm{t}\triangle X’,$ $\triangle y,$$\D lta s\ heta-k//,’\theta^{k})$ .
Our algorithm is summarized as follows.
Algorithm Let $(x^{0}, y^{0}, S^{0})$ be the initial point. Set $k=0,$ $\mu^{0}=(x^{0})^{\tau_{S}0}/n$ , and $\theta^{0}=1$ .
Step 1: Compute $\theta’$ by (5). Compute an approximate solution $(\triangle x’, \triangle y\triangle s)/,’$ which satisfies (6) and (7).
Step 2: Compute a step size $\alpha^{k}$ and the next iterate $(x^{k+1}, y^{k}, s, \theta+1k+1k+1)$ as shown above.
Step 3: Increase $k$ by 1 and go to Step 1.
We point out that we need to specify the quantities $\gamma_{0\backslash },$ $\cdots\gamma_{4}$ and $\sigma_{1},$ $\sigma_{2}$ before the first iteration of $\mathrm{t}_{}\mathrm{h}\mathrm{e}$
algorithm. In particular, we need an advance bound on $\sigma_{2}$ .
The next theorem summa,rizes our main result, namely global linear convergence of our algorit. $\mathrm{h}_{\mathrm{l}}\mathrm{n}$ .
Theorem 1 Let $\{(x^{k}, y^{k}, S^{k}, \theta k)\}$ be a sequence generated by our algorithm. The sequence is bounded if
and only if the primal-dual linear programming problem is feasible. If the sequence is bounded. then $\theta^{k}arrow 0$
linearly as $karrow\infty$ and any accumulation point of $\{(x^{k}, y^{k}, S)k\}$ is a solution of the problem.
In this theorem, we do not assume how small the constants $\sigma_{1}$ and $\sigma_{2}$ introduced in Assumption 1 are.
So we can solve the primal-dual linear programming problem under very rough $\mathrm{i}\mathrm{n}\mathrm{e}\mathrm{x}\mathrm{a}\mathrm{c}\mathrm{t}$ computation of the
approximate solution $(\triangle x’, \triangle y\Delta’,S’)$ , which satisfies Assumption 1 for $\sigma_{1}=.99$ and $\sigma_{2}=100$ for example.
We will also show that the norms $||l^{f}k-1||$ defined in Section 2 are uniformly bounded, so that the subst.itution
(2) is “compatible” wit,h Assumption 1.
4 Discussion of the Main Result
The conceptual algoritllm of the previous section and the main result do not address two important issues.
1. The main result depends on Assumption 1 which seems to be a very mild assumption $\mathrm{a}\mathrm{t}$ the first glance:
In a certain norm associated with the linear system to be solved, $\mathrm{t}_{\mathrm{I}}\mathrm{h}\mathrm{i}\mathrm{s}$ assumption requires a $\mathrm{r}\mathrm{e}\mathrm{d}\mathrm{u}\mathrm{c}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}$
of the residual by merely 1 % for example (when $\sigma_{1}=0.99$ ). Nevertheless we would like to know how
difficult is it to satisfy this assumption.
2. The algorithm makes use of certain values $\theta$ ’ in (5) and $\alpha^{k}$ How can we $\mathrm{c}\mathrm{o}\mathrm{m}\mathrm{p}\mathrm{u}\mathrm{t}\mathrm{e}$ these values?
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We will give a partial answer to both questions. A complete answer certainly depends on the type of
computations (complete factorization versus iterative !inear systems solver) that is used in the overall interior-
point method.
For our discussion and our further analysis we factor the matrix $A$ in (1). Let $A^{T}=Q_{1}R$ , where $Q_{1}$ is
an $n\cross m$ submatrix of an orthonormal $n\cross n$ matrix $Q=(Q_{1}, Q_{2})$ and $R$ is a nonsingular $m\cross m$ matrix.




$||Q_{1}||\leq 1$ , $||Q_{2}||\leq 1$ ,
We will use these relations throughout this paper without citation. System (1) is equivalent to
$=(R^{-T}pQ_{2q}^{T}r)$ (8)
with $\triangle y=R^{-1T}Q_{1}(q-\Delta_{S})$ .
With these definitions, one readily verifies that
$||(\tilde{b},\tilde{c})||_{A}=||(R^{-T}\tilde{b}, Q_{2}^{T}\tilde{c})||$ for any $(\tilde{b},\tilde{c})$
and thus, the inequality in Assumption 1 is equivalent to
$||(Q_{1}\triangle x^{J}-R^{-}pT\tau, Q_{2}^{\tau}\triangle s’-Q2qT)||\leq\sigma_{1}||(R^{-\tau}p, Q_{2}^{T}q)||+\sigma_{2}||r||$ .
This formulation of Assumption 1 will be used in the analysis in Section 5.
To further relate Assumption 1 to standard error measures based on the norm of the residual, we sub-
stitute (2) into the above relation. To this end let the vectors $x$ and $s$ be partitioned as $x=(x,$$x(1)(2))$ and
$s=(s^{(1)}, s^{(2}))$ such that $x^{(1)}>s^{(1)}$ componentwise and $x^{(2)}\leq s^{(2)}$ componentwise. Likewise we partition
the rows of the matrices $Q_{1}$ and $Q_{2}$ . Define the $n\cross n$ diag-onal matrices
$D_{1}=$ and $D_{2}=$
Assumption 1 is then equivalent to
$||-(_{Q_{2}^{\tau}q-(}R^{-^{\tau_{p}(2}}-(Q1Q^{(}2)1)\tau()2)\tau(X(1))-1rS^{(}))-1r^{(}(12)))||\leq\sigma_{1}||||+\sigma_{2}||r||$ .
We show in Lemma 9 below that $(X(1))-1$ and $(S^{(2)})^{-1}$ are uniformly bounded for all $k$ . Since $Q=(Q_{1}, Q_{2})$
is orthonormal, it follows for $\sigma_{2}\geq\sup\{||(X^{(1)})^{-1}||+||(S^{(2)})^{-1}||\}\sigma_{1}$ , that t,he above condition is slightly
weaker than requiring
$||Bz-d||\leq\sigma_{1}||d||$ where $B=$ and $z=(_{(s}^{(\triangle x}\triangle$ )$(l)^{(1)}2)).$ , (9)
(Straightforward). This condition is stated in a standard form used for the error analysis for systlems of
linear $\mathrm{e}\mathrm{q}\mathrm{u}\mathrm{a}\mathrm{t}_{\uparrow \mathrm{i}\mathrm{S}}\mathrm{o}\mathrm{n}$. In particular, it is well-known $\mathrm{t}\uparrow \mathrm{h}\mathrm{a}\mathrm{t}$ Gaussian elimination with partial pivot,ing is backward
stable. Hence, if, for example, the linear system $Bz=d$ was solved by Gaussian elimination with partial
pivoting, one could guarantee (9), and thus also Assumption 1 with $\sigma_{1}$ in the order of the machine precision,
and a rather large value for $\sigma_{2}$ . On the other hand, if the linear systems defining the search direction are
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solved by some iterative method, the condition number of $B$ has a strong effect on the rate of convergence.
Unfortunately, the condition number of the matrix $B$ may be unbounded if the linear program is degenerate.
Thus, in the final stage of our interior-point method when applied to solve a degenerate linear program,
iterative linear systems solvers may use a high number of iterations in order to satisfy Assumption 1.
Nevertheless, our analysis allows an interesting observation regarding the stability of interior-point methods:
1. The feature that one can solve a given linear program to a very high accuracy even when solving the
linear systems at each step only to a very low accuracy (in the above residual norm (9)), $\mathrm{t}\mathrm{l}\mathrm{l}\mathrm{i}_{\mathrm{S}}$ feature
is not shared $\mathrm{b}\mathrm{y}\backslash$ the simplex method.
2. There are many discussions about ill-conditioning in interior-point methods. The above considerations
show that this version of an interior-point $\mathrm{m}\mathrm{e}\mathrm{t}\mathrm{h}\mathrm{o}\mathrm{d}$ is quite insensitive to ill-conditioning: When the
linear systems are ill-conditioned (in the final stage of the algorit. $\mathrm{h}\mathrm{m}$ ) the error, i.e. the difference of
the approximate solution and the true solution of the linear systent may be large, even if the residual
happened to be small. Here, we make no assumption about the error, we do not even require that,
the residual is small (a reduction by just 1% is sufficient for our analysis), but nevertheless we can
guarantee overall convergence.
In this paper, we do not specify how to compute the approximate solution $(\triangle x’, \triangle y’, \triangle s’)$ which satisfies
Assumption 1. We point out, however, that the matrix $A$ is usually sparse, but the matrix $Q$ may not $1$) $\mathrm{e}$ .
Thus, while the matrix $Q$ is a very suitable tool for our analysis below, we should $\mathrm{n}\mathrm{o}\mathrm{t}$ use it when we solve
the system (1).
The above addresses the first issue about how difficult it may typically be to satisfy Assumption 1.
The second issue concerns how to determine $\theta^{J}$ and $\alpha^{k}$ If we are able to evaluate $||(p, q)||_{A}$ for a given
pair of vectors, $p$ and $q$ , then both quantities can be approximated, for example, by some Armijo-type search.
Also, the verification, $\{_{0}\mathrm{h}\mathrm{a}\mathrm{t}$ a given approximate solution $\Delta x’,$ $\triangle sJ$ satisfies Assumption 1 can be reduced to
the evaluation of $||(p, q)||_{A}$ for certain $p$ and $q$ .
If the interior-pint method is based on $\mathrm{d}\mathrm{i}\mathrm{r}\mathrm{e}\mathrm{c}\mathrm{t}$ solvers for the $1\mathrm{i}_{\mathrm{l}1}\mathrm{e}\mathrm{a}\mathrm{r}$ equations, the evaluation of $||(p, q)||_{A}$
is fairlv straightforward. The matrix $R$ for example can also be obtained from a Cholesky decomposition of
$AA^{T}$ and is available in some implementations of interior-point methods. Given $R$ , one backsolve returns
$R^{-T}p$ , and two further backsolves for $R^{T}Ry=Aq$ yield the minimizing vector $y$ in the definition of $||$ . $||_{A}$ ,
so that $||(p, q)||_{A}$ is available with at most three backsolves.
If the interior-point method is based on iterative linear systems solvers, upper bounds for $||Q_{2}^{T}(\triangle s-\prime q)||$
can be obtained from conjugate gradient methods for solving $AA^{T}y=Aq$ , while $\mathrm{c}\mathrm{g}$-methods for the (singular
semidefinite) system $A^{T}Az=A^{T}p$ yield lower bounds for $||R^{-\tau_{()}}A\triangle x-\prime p||$ . We point out that both linear
systems above have a constant condition number independent of the iteration index $k$ . By preprocessing $\mathrm{t}\mathrm{l}$) $\mathrm{e}$
matrix $A$ prior to solving the linear program one may further control the singular values of A. (An extrelne
form of preprocessing would consist of premultiplying the linear equation $Ax=b$ by $R^{-T}$ , resulting in the
equivalent relation $Q_{1}^{T}x=R^{-T}b$ with all singular values of $Q_{1}^{T}\mathrm{e}\mathrm{q}\iota\iota \mathrm{a}\mathrm{l}$ to 1. As mentioned before this $\mathrm{f}\mathrm{o}\mathrm{r}\ln$ of
preprocessing is not practical when $A$ is $\mathrm{s}.\mathrm{p}$arse.) We do not discuss these details any furtller but continue
with proving convergence of $\mathrm{t}_{\mathfrak{l}}\mathrm{h}\mathrm{e}$ algorithm.
5 Global Convergence
In this section, as our main result, we prove global linear convergeltce of our algorithm. In the final $\mathrm{p}\mathrm{a}\mathrm{r}$ {‘ of
this section we also show that the norms $||U_{k}^{-1}||$ defined in Section 2 are uniformly bounded.
We prove Theorem 1 by $\mathrm{t}1_{1}\mathrm{e}$ following five steps:
(i) If the problem is feasible, the sequence $\{(x^{kkkk}, y, s, \theta)\}$ is bounded.
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(ii) If there exist constants $\tau\in(0,1)$ and $\hat{\alpha}\in(0,1)$ independent of $k$ such that $\theta’\leq\tau\theta^{k}$ and $\alpha^{k}\geq\hat{\alpha}$ for
each $k$ , then $\theta^{k}arrow 0$ linearly as $karrow\infty,$ $\mathrm{a}\mathrm{n}\mathrm{d}\vee$ any accumulation point of the sequence $\{(r_{J}^{k}, y^{k}, S^{k})\}$ is a
solution of the problem.
(iii) There exists a constant $\tau\in(0,1)$ such that $\theta’\leq\tau\theta^{k}$ .
(iv) If the sequence $\{||\triangle X^{J/}\triangle s||/\theta^{k}\}$ is bounded, there exists a constant $\hat{\alpha}\in(0,1)$ such that $\alpha^{k}\geq\hat{\alpha}$ .
(v) If $\{(x^{k}, y^{k}, S)k\}$ is bounded, then $\{||\triangle x^{J}\triangle s’||/\theta^{k}\}$ is also bounded.
Since $\mathrm{t}^{l}\mathrm{h}\mathrm{e}$ primal-dual linear programming has a $\mathrm{s}\mathrm{o}\mathrm{l}\mathrm{u}\mathrm{t}_{1\mathrm{i}_{\mathrm{o}\mathrm{n}}}$ if it is feasible, (i) follows from the next two
lemmas.
Lemma 1 For any $\tilde{b}\in R^{\mathit{7}n}$ and $\hat{c}\in R^{n}$ such that $||(\tilde{b}\tilde{c}))||_{A}\leq\gamma_{3}\rho 0$ , there exists $(\tilde{x},\tilde{y},\tilde{s})$ which $satisfie,S$
$A\tilde{x}=b+\overline{b}+\tilde{b}$ ,
$A^{T}\tilde{y}+\tilde{s}=C+\overline{c}+\tilde{c}$ ,
$(1 -\gamma_{3})\rho 0e\leq\tilde{x}\leq(1+\gamma_{3})_{X^{0}}$ ,
$(1 -\gamma_{3})\rho 0e\leq\tilde{s}\leq(1+\gamma_{3})S^{0}$
Proof: This lemma easily follows fornl the definition of $||\cdot||_{A}$ . In fact, all the conditions hold true for
$(\hat{x},\tilde{y},\hat{s})=\mathrm{t}x+Q_{1}R\check{b},$$y+0-T0p\tau R^{-}Q_{1}\tilde{C},$ $s0T+Q2Q_{2}\tilde{c})$ .
Q.E.D.
Lemma 2 If the primal-dual linear programming problenYhas a solution $(x^{*}, y^{*\mathrm{s}}, s)$ then
$||(x, g)||1 \leq\frac{1}{(1-\wedge/3)\rho 0}((1+\gamma_{3})((_{S}0)X^{*}+(\tau X)0T*)s+\theta(1+\gamma 3)2n\mu+\gamma_{1}00n\mu)$





Since $(x, y, s, \theta)\in N$ , we have that $||\{\tilde{b},\tilde{c}$ ) $||_{A}\leq\gamma_{3}\rho 0$ . So there exists $(\tilde{x},\tilde{y},\tilde{s})$ which satisfies the conditions








Using $(x^{*})^{T}s^{*}=0,$ { $1-\gamma_{3})_{\beta}\mathrm{o}e\leq\grave{x}\leq(1+\gamma_{3})x^{0},$ $(1-\gamma_{3})\rho_{0}e\leq\tilde{s}\leq(1+\gamma_{3})S^{0}$ , and $Xs\leq\gamma_{1}\theta\mu^{0}e$ , we have
that
$\theta(1-\gamma_{3})\rho 0(e^{\tau}S+e^{T}x)$ $\leq$ $((1-\theta)_{X^{*}}+\theta\tilde{x})^{\tau_{S}}+((1-\theta)s^{*}+\theta\tilde{s})^{T}x$
$=$ $(11-\theta)X+\theta_{\tilde{X})}\prime T)S*\langle \mathrm{t}1-\theta+\theta_{\tilde{S})+x^{\tau}s}$
$\leq$
$\theta\{1-\theta)(1+\gamma 3)\mathrm{t}(_{S^{0}})\tau_{I^{*}}\mathrm{t}+x0\tau t)+\theta 2)s(1+\gamma 3)^{2}(T^{0})^{\tau}s^{0}+\gamma^{\text{ }}1\theta n\mu^{0}$
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The inequality in the lemma follows from this inequality and $\theta\in(0,1].$ Q.E.D, $\cdot$ .
Suppose that there exist constants $\tau\in\langle 0,1$ ) and $\hat{\alpha}\in(0,1)$ independent of $\mathrm{k}$ ,such that $\theta’\leq r\theta^{k}$ and




$\leq$ $(1-\hat{\alpha}\{1-\tau))\theta k$ (11)
Since 1 $-\hat{\alpha}(1-\tau)<1$ , we have that $\theta^{k}arrow 0$ linearly as $karrow\infty$ . Then $||\lambda_{k}^{\prime k}s||arrow 0,$ $||Ax^{k}-b||arrow 0$ ,
$||A^{\tau_{y}k}+s^{k}-c||arrow 0$ as $karrow\infty$ because $(x^{kkkk}, y, s, \theta)\in\vee \mathrm{V}$. Hence we have shown (ii).




$\tau_{1}=\frac{(\sigma_{1}\gamma_{3}+\sigma_{2}\gamma_{2})\rho 0+\lambda}{\gamma 3\beta 0+\lambda}$ .
Then $\tau_{1}<1$ , and $\theta’\leq\max\{\gamma_{4}, \tau_{1}\}\theta^{k}$ at each iteration of the algorithm.





$\leq$ $\theta\sigma_{1}\gamma_{3}\rho 0+\theta\sigma_{2}kk\gamma 2\rho_{0}+(\theta k-\theta)\lambda-\gamma 3\theta\rho 0$
$\leq$ $0$ .
Hence $\theta’\leq\max\{\gamma_{4_{)}1}T\}\theta^{k}$ by the definition. Q.E.D.
The statement (iv) follows from the next two lemmas and $\theta’\geq\gamma_{4}\theta^{k}$
Lemma 4 For each $\alpha\in[0,1]$ , we define






Proof: Using $(x^{k}, y^{k}, s, \theta kk)\in N$ and (7), we see that
$((1-\alpha)\theta^{k}+\alpha\theta’)||(\tilde{b}(\alpha),\tilde{c}(\alpha))||_{A}$
$=||(A(X^{k}+\alpha\triangle X)/-b-((1-\alpha)\theta^{k}+\alpha\theta’)\overline{b}, s^{k}+\alpha\triangle S’-C’-((1-\alpha)\theta^{k}+\alpha\theta’)\overline{C})||_{\vee}4$
$\leq(1-\alpha)||(Ax^{k}-b-\theta^{k}\overline{b}, s^{k}-c-\theta^{k}\overline{c})||A$
$+\alpha||(A(Xk+\triangle x’)-b-\theta’\overline{b}, s^{k}+\triangle s’-c-\theta’\overline{C})||A$
$\leq(1-\alpha)\gamma 3\theta^{k}\rho 0+\alpha\gamma 3\theta’\rho 0$





Lemma 5 At the k-th iteration of the algorithm, we define
$\hat{\alpha}^{k}=\min\{\frac{\theta’\gamma 2\rho 0}{||\triangle X\triangle s|J|},,$ $\frac{\theta’(1-\gamma 0)\mu^{0}}{||\triangle X’\prime\triangle s||_{\infty}},,$ $\frac{\theta’(\gamma_{1}-1)\mu^{0}}{||\triangle X\triangle s||_{\infty}},,\}$ .
Then $\alpha^{k}\geq\hat{\alpha}^{k}$
Proof: Suppose that $\alpha\in[0,\hat{\alpha}^{k}]$ . Using (6), we see that
$||(X_{k}+\alpha\triangle x’)(.9+\alpha\triangle s^{\prime k}k()-\theta+\alpha(\theta’-\theta^{k}))\mu e|0|$
$=$ $||x_{kS^{k}+(\mu}\alpha\theta J0e-X_{k}s^{k})+\alpha\triangle x’\triangle 2/-s(\theta+\alpha k(\theta’-\theta k))\mu|0_{e}|$
$\leq$ $(1-\alpha)||xks-k\theta^{k}\mu^{0}e||+\alpha|2|\triangle X’\triangle S’||$
$\leq$ $(1-\alpha)\gamma_{2}\theta\rho 0+\alpha\theta^{J}\gamma_{2\rho 0}k$
$=$ $\gamma_{2}(\theta^{k}+\alpha(\theta’-\theta^{k})$ I $\rho 0$ ,
$(X_{k}+\alpha\triangle x’)1s^{k\prime}+\alpha\Delta s)-(\theta+\alpha(k\theta’-\theta k))\gamma_{0}\mu^{0}e$
$=$ $x_{k^{g^{k}}}+\alpha(\theta’\mu^{0_{e}k}-x_{k^{S}})+\alpha^{2}\triangle x’\triangle S’-(\theta^{k}+\alpha(\theta-’\theta^{k}))\gamma 0\mu 0_{e}$
$=$ $(1-\alpha)(x_{k}S^{k}-\theta^{k}\gamma_{0}\mu^{0_{e)(}0}+\alpha\theta J1-\gamma_{0})\mu e+\alpha^{2}\triangle x’\triangle s$
’
$\geq$ $0$ ,
$(\lambda_{k}’+\alpha\triangle X’)(_{S^{k}+}\alpha\triangle S)’-(\theta+\alpha(\theta/-k\theta k))\gamma_{1}\mu^{0}e$
$=$ $(1-\alpha)(x_{k}S^{k}-\theta^{k}\gamma_{1}\mu^{0\prime}e)-\alpha\theta(\gamma 1-1)\mu^{0_{6}2}+\alpha\triangle x\prime S\triangle$
’
$\leq$ $0$ .
The second relation also implies $\mathrm{t}1_{1}\mathrm{a}\mathrm{t}(x^{k}+\alpha\Delta \mathrm{J}’" s^{k}+\alpha\triangle s’)>0$ from the continuity with respect to $\alpha$ .
Combining these results and Lemma 4, we have that $(x^{k}, y^{k}, s, \theta kk)+\alpha(\triangle x^{J\prime}, \Delta y, \triangle s’, \theta’-\theta^{k})\in N$for each
$\alpha\in[0,\hat{\alpha}^{k}]$ . Hence $\alpha^{k}\geq\hat{\alpha}^{k}$ by the definition. Q.E.D.
The statement (v) follows from the next three lemmas.
Lenlma 6 The solution of (1) is expressed as
$D^{-1}\triangle x$
$=$ $PD^{-1}Q_{1}R-\tau p-(I-P)DQ2Q_{2}^{\tau}q+(I-P)(xksk)^{-}5r$ ,
$\triangle y$ $=$ $R^{-1}Q_{1}\tau_{q}+(ADA2T.-)AD(1D^{-}Q_{1}1-RpT+DQ_{2}Q_{2q}^{T}-(X_{k}s_{k})^{-}5r)$,
$D\triangle s$ $=$ $-PD^{-1-}Q_{1}RpT+(I-P)DQ_{2}Q_{2}^{\tau_{q}}+P(\wedge \mathrm{Y}_{k}Js_{k})^{-5}r$ ,
where $D=x_{k}^{\mathrm{s}}S_{k}-5$ and $P=DA^{\tau}(AD2 AT)-1AD$ .
Proof: Suppose that $(\triangle x, \triangle y, \triangle s)$ is expressed as above. Since $ADP=AD,$ $AD(I-P)=0$ , and $A=$
$R^{T}Q_{1}^{T}$ , we see that
$A\triangle x$ $=$ $AD(D^{-1}\triangle x)$
$=$ $ADD^{-1}Q_{1}R^{-^{\tau_{p}}}$
$=$ $p$ ,
















$\hat{c}$ $=$ $(A^{T}(y^{k}+\triangle y’)+(_{S}kJ)+\triangle s-C)/\theta’-\overline{C}$ .
Then $||(\tilde{b}^{k},\tilde{c}^{k})||_{A}\leq\gamma_{3}\rho_{0}$ and $||(\hat{b},\hat{c})||_{A}\leq\gamma_{3}\rho 0$ , and $(\triangle x’, \triangle y’, \triangle s’)$ is the solution of $Syste’ n(\mathit{1})$ for
$p$ $=$ $(\theta’-\theta k)\overline{b}+\theta’\hat{b}-\theta\tilde{b}^{k}k$ ,
$q$ $=$ $(\theta’-\theta^{k})\overline{C,}+\theta’\hat{C}-\theta^{k}\tilde{c}k$ ,
$r$ $=$ $-(X_{k^{S^{k}}}-\theta’\mu^{0}e)$ .
Proof: It is straightforward using Lemma 4. $\mathrm{Q}.\mathrm{E}$ .D.
Lemma 8 If $\{(x^{k}, y^{k}, s^{k})\}$ is bounded, then $\{||\triangle X/\triangle s’||/\theta^{k}\}$ is also bounded.
Proof: Suppose that $\{(x^{kk}, y, s^{k})\}$ is bounded. Then a constant $\eta_{1}>0$ exists such that
$x_{i}^{k}\leq\eta_{1}$ and $s_{?}^{k}\leq\eta_{1}$ for each $i$ and $k$ . $(1‘ 2)$
Since $\angle \mathrm{Y}_{k^{S^{k}}}\geq\gamma 0\theta^{k}\mu^{0}e$, we have that
$\xi_{1}\theta^{k}\leq x_{t}^{k}$ and $\xi_{1}\theta^{k}\leq s_{i}^{k}$ for each $i$ and $k$ ,




$||D||\leq\eta_{2}/\sqrt{\theta^{k}}$ and $||D^{-1}||\leq\eta_{2}/\sqrt{\theta^{k}}$ .
We define $(p, q, r)$ as in Lemma 7. Then a constant $\eta_{3}>0$ exists such that
$||(R^{-^{\tau}}p, Q_{2}^{T}q)||=||(p, q)||A\leq\eta_{3}\theta^{k},$ $||r||\leq\eta_{3}\theta^{k}$
Since $(\triangle x’, \Delta y\triangle’,s’)$ is the solution of (1) for the $(p, q\}r)$ , from Lemma 6 we see that




for $\eta_{4}=(2\eta 2\eta_{3}+\eta_{3}/\sqrt{\gamma_{0}\mu^{0}})$ , where we have used the relations $||P||\leq 1,$ $||I-P||\leq 1,$ $||Q_{1}||\leq 1$ , and
$||Q_{2}||\leq 1$ . Similarly we have the same bound of $||D\triangle s’||$ . Hence
$||\triangle X’\triangle S|/|\leq||D^{-1}\triangle x|’|||D\triangle s’||\leq\eta_{4}^{2}\theta^{k}$
Q.E.D.
To close this section, we prove that $||U_{k}^{-1}||$ defined in Section 2 is bounded. It follows from the next
lemnla.
Lenlma 9 If the primal-dual l\’inear programming problem is feasible, $\zeta>0$ exists such that
$\max\{xi\cdot s_{i}\}\geq\zeta$
for any $\theta\in(0,1],$ $(x, y, s.\theta)\in.\mathrm{V}$ and $i,$ .
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Proof: It is well-known that if the primal-dual linear programming problem is feasible then a strictly
complementarity solution $(x^{\mathrm{r}\mathrm{s}}, y, s^{*})$ of the problem exists, i.e., $\zeta_{1}>0$ exists such that $\max\{x^{*};’ si\}\mathrm{s}\geq(_{1}$ for
each $i$ . Define $(_{2}= \min\{\zeta_{1,\rho 0}(1-\gamma_{3})\}$ and let $(\tilde{x},\tilde{y},\tilde{s})$ be defined as in the proof of Lemma 2. From (10)
and Lemma 1, we see that
$\zeta_{2}\min$ { $xi,$ si} $\leq$ $((1-\theta)x^{*}+\theta\tilde{x})^{\tau}s+((1-\theta)s^{*}+\theta\tilde{s})^{\tau_{X}}$
$=$ $((1-\theta)x^{\mathrm{e}}+\theta\tilde{X})T((1-\theta)S\wedge+\theta\tilde{S})+x^{T}s$
$\leq$ $\theta(1-\theta)(_{\tilde{S}}\tau_{X}*+\tilde{X}\tau S^{*})+\theta\tilde{x}^{\tau_{\tilde{s}}0}+\gamma_{1}\theta 2n\mu$
$\leq$ $\theta\eta$
for a constant $\eta>0$ independent of the point $(x, y, s, \theta)$ . Since $Xs\geq\gamma_{0}\theta\mu^{0}e$ , we obtain that
$\max\{xi, s_{i}\}\geq\gamma 0\zeta_{2}\mu^{0}/\eta$ .
Q.E.D.
6 Polynomial-Time Convergence
In this section, we prove the following convergence theorem. We use the notations $g_{1}=O(f(n\rangle),$ $g_{2}=$
$\Omega(f(n))$ , and $g_{3}=(f(n))$ for a function $f$ of $n$ , which imply that positive constants $\omega_{0}$ and $\omega_{1}$ exist such
that
$g_{1}\leq\omega_{1}f(n),$ $g_{2}\geq\omega \mathrm{o}f(n),$ $\omega 0f(n)\leq g_{3}\leq\omega_{1}f(n)$ .
Theorem 2 Let $f(n)$ be a function of $n$ , and let $\epsilon>0$ be a small constant. Let some linear program with
$n$ unknowns be given. Suppose that we use an initial point ( $x^{0},$ $y^{0},$ s) and $\gamma_{2}>0$ such that
$\gamma_{2}=\Omega(\rho 0)$ and $||(x, S^{0})0||_{\infty}=(\rho 0)$ , (13)
and that the constants $\gamma_{0},$ $\gamma_{1},$ $\gamma_{3}$ , and $\gamma_{4}$ are independent of the data. If $\delta\in(0, \gamma_{3})$ is independent of the
data and $\sigma_{1}\in[0,1)$ and $\sigma_{2}\geq 0$ are small enough such that
$\sigma_{1}\gamma_{3}+\sigma_{2}\gamma_{2}+\delta\leq\gamma \mathrm{a}$ and $\lambda=\sigma_{1}||(\overline{b},\overline{c})||_{A}+\sigma_{2}\sqrt{n}\mu^{0}\leq f[n)\rho_{0}$ ,
and if there exists a solution $(x^{\mathrm{r}}, y^{5}, S^{*})$ of the primal-dual linear programming problem such that
$||\langle x^{*},$ $S^{*}$ ) $||_{\infty}=O(\rho_{0})$ , (14)
then $\theta^{k}\leq\epsilon$ for $k=O(n^{2}(1+f(n))\ln(1/\epsilon))$ .
From this theorem, if we can compute the exact solution of the linear system of equations, i.e., $\sigma_{1}=0$
and $\sigma_{2}=0$ , then the number of iterations of our algorithm is $O(n^{2}\ln(1/\epsilon))$ to get an $\epsilon$-approximate solutioll.
This bound of our algorithm is equal to the one of the $\mathrm{i}\mathrm{n}\mathrm{f}\mathrm{e}\mathrm{a}\mathrm{s}\mathrm{i}\mathrm{b}\mathrm{l}\mathrm{e}- \mathrm{i}\mathrm{n}\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{i}\mathrm{o}\mathrm{r}_{\mathrm{P}^{\mathrm{o}}}- \mathrm{i}\mathrm{n}\mathrm{t}$ algorithms proposed by Zhang
[8] and Mizuno [5]. This theorem extends the result, $\mathrm{s}$ in $[8, 5]$ since it gives a sufficient condition to achieve the
bound of $O(n^{2}\ln(1/\epsilon))$ it,erations under inexact computations. If we can comput, $\mathrm{e}$ an approximate solution,
which satisfies the conditions in this theorem for $f(n)=conStant,$ $.\mathrm{a}\mathrm{t}$ each iteration, then the number of
iterations is bounded by $O(n^{2}\ln(1/\epsilon))$ .
Proof: From (13) and (14), we have that
$\mu^{0}=1\rho_{0}^{2})$ and $(s^{0})^{T}x^{*},+(x^{0_{)}\tau_{S}*}=O(n\rho^{2}0)$ .
From this relation and Lemma 2, we have t,hat
$||(x^{k}, S)k||_{1}$ $\leq$ $\frac{1}{(1-\gamma_{3})\rho 0}((1+\gamma 3)(\mathrm{t}S^{0_{)}}(x)\tau_{S}*)+\theta^{k}(1+\gamma 3)2\gamma n\mu^{0_{+}}1n\mu^{0}\mathrm{I}\tau_{X+}*0$
$=$ $\mathit{0}_{\mathrm{t}n.\rho 0})$ .
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So we see (12) for $\eta_{1}=O(n,\rho 0)$ . By using the same discussion in the proof of Lemma 8, we have that,
$||D||\leq\eta_{2}/\sqrt{\theta^{k}}$ and $||D^{-1}||\leq\eta_{2}/\sqrt{\theta^{k}}$,










Similarl.$\mathrm{v}$ we can show that
$||(I-P)DQ_{2}Q^{\tau_{q1}}2|$ $=$ $o(n\rho^{0}\sqrt{\theta^{k}})$ .
We also have that
$||(X_{k}S_{k})-.5r||$ $=$ $O(\sqrt{n}\rho_{0}\sqrt{\theta^{k}})$
So we see that
$||D^{-1}\triangle X|/|=O(n\rho 0\sqrt{\theta^{k}})$.
Similarly we can obtain the same bound of $||D\triangle S’||$ . Hence
$||\Delta x^{J}\Delta_{S’}||=O(n^{2}\rho 0\theta)2k$ ,
which implies $1/\hat{\alpha}=O(n^{2})$ from Lemma 5. From Lenrma 3, we see that
$1-\tau_{1}$ $=$ $\frac{(\gamma_{3}-\sigma_{1}\gamma_{3}-\sigma 2\gamma_{2})}{\gamma_{3}+\lambda/\rho 0}$ ,
which implies $1/(1-\tau_{1})=O(1+f(n))$ . Since
$\theta^{k}$
$\leq$ $(1-\hat{\alpha}(1-T))^{k}$
for $\tau=\max\{\gamma_{4,1}\tau\}$ from Lemma 3 and (11), we have that $\theta^{k}\leq\epsilon$ for $k=(\hat{\alpha}(1-\mathcal{T}))-1\ln(1/\epsilon)=O(n^{2}\mathrm{t}1+$
$f(n))\ln(1/\epsilon))$ . Q.E.D.
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