Abstract. Oseledets regularity functions quantify the deviation between the growth associated with a dynamical system along its Lyapunov bundles and the corresponding uniform exponential growth. Precise degree of regularity of these functions is unknown. We show that for every invariant Lyapunov bundle of a volume preserving Anosov flow on a closed smooth Riemannian manifold, the corresponding Oseledets regularity functions are in L p (m), for some p > 0, where m is the probability measure defined by the volume form. We prove an analogous result for essentially bounded cocycles over volume preserving Anosov flows.
Introduction
This paper is concerned with the so called Oseledets regularity functions, which naturally arise from the Oseledets Multiplicative Ergodic Theorem and the Birkhoff Ergodic Theorem. We restrict our attention to flows; a similar analysis could be done for diffeomorphisms.
For a smooth flow Φ = {f t } on a closed Riemannian manifold M and a nonzero vector v ∈ T x M , the Lyapunov exponent of v is defined by
if the limit exists. Vectors v with the same Lyapunov exponent χ (plus the zero vector) form a linear subspace E χ (x) of T x M , called the Lyapunov space of χ. By construction, these spaces form an invariant bundle in the sense that T x f t (E χ (x)) = E χ (f t x), for all t ∈ R. The fundamental properties of Lyapunov spaces are described by the following seminal result.
Oseledets Multiplicative Ergodic Theorem ([Ose68, Rue79, BP01] ). Let Φ = {f t } be a C 1 flow on a closed Riemannian manifold M . There exists a Φ-invariant set R ⊂ M of full measure with respect to any Φ-invariant Borel probability measure µ, such that for every x ∈ R there exists a splitting (called the Oseledets splitting)
and numbers χ 1 (x) < · · · < χ ℓ(x) (x) with the following properties:
(a) The bundles E i are Φ-invariant, T x f t (E i (x)) = E i (f t x), and depend Borel measurably on x.
(b) For all v ∈ E i (x) \ {0},
The convergence is uniform on the unit sphere in E i (x). (c) For for any I, J ⊂ {1, . . . , ℓ(x)} with I ∩ J = ∅, the angle function is tempered, i.e., lim |t|→∞ 1 t log ∢(T x f t (E I (x)), T x f t (E J (x))) = 0,
(e) If Φ is ergodic with respect to µ, then the functions ℓ and χ i are µ-almost everywhere constant.
Points x ∈ R are called regular. Assume Φ is ergodic with respect to some measure µ, fix i ∈ {1, . . . , ℓ}, and set χ = χ i and E = E i . Denote the restriction of T f t to E by T E f t . Since χ = lim t→∞ 1 t log T E x f t , for each x ∈ R, it follows that for every ε > 0, lim t→∞ T E x f t e (χ+ε)t = 0. Therefore, there exists a constant C > 0, depending on x and ε such that T E x f t ≤ Ce (χ+ε)t , for all t ≥ 0. It is natural to consider the best such C and thus define the following function. Definition 1.1. For a fixed Lyapunov bundle E of Φ and every ε > 0, the (E, ε)-Oseledets regularity function R ε : R → R is defined by R ε (x) = sup t≥0 T E x f t e (χ+ε)t .
The family R ε is the main focus of this paper. It is not hard to see that each R ε is Borel measurable (see [BP01] for the case of diffeomorphisms) and that R ε ≥ 1. What more can be said about the R ε ? For instance:
is the best value of p?
A related question can be posed for cocycles. Let u : M → R be a Borel measurable function and consider a 1-cocycle over a smooth flow Φ = {f t } on M :
(1.1)
When u is essentially bounded with respect to some measure, we will call such a cocycle essentially bounded. Assume µ is an invariant Borel probability measure, u ∈ L ∞ (µ), and set χ = M u dµ. If µ is ergodic, then by the Birkhoff Ergodic Theorem,
for µ-a.e. x. Denote the set of these Birkhoff regular points by R as well. Then for every x ∈ R and ε > 0, ∆(x, t)/ exp{(χ + ε)t} → 0, as t → ∞, so there exists a constant B > 0 (depending on x and ε) such that ∆(x, t) ≤ B exp{(χ + ε)t}, for all t ≥ 0. It makes sense to consider the best such B and define the following function.
When u is clear from the context, we will write D ε . It is clear that each D ε is Borel measurable and D ε ≥ 1. It is also easy to see that if ε ≥ u ∞ − χ, then D ε = 1, µ-a.e. We are therefore interested only in the values of ε less than u ∞ − χ.
What more can be said about the D ε ? It is natural to ask:
What is the best value of p?
A word of caution is in place here. Even for "best" (interesting) dynamical systems, namely globally uniformly hyperbolic ones, neither the Oseledets nor the Birkhoff theorem guarantee any particularly good properties of the set R of regular points and as a consequence of the regularity functions. Although R has full measure with respect to any invariant probability measure, its complement is not only non-empty, but can be topologically very large. This follows from the work of Barriera and Schmeling [BS00b] who showed that for an Anosov diffeomorphism of the 2-torus, the complement of the set of regular points can have the full Hausdorff dimension (i.e., two). In the continuous time case, using multifractal analysis, Barreira and Saussol [BS00a] showed that for hyperbolic flows the set of non-regular points is similarly topologically large, namely, dense and of full Hausdorff dimension, for a generic function u. Similar results were obtained by Pesin and Sadovskaya [PS01] .
We will soon see that Questions 1 and 2 are closely related at least in the case of Anosov flows, to which we now restrict ourselves. Namely, given a volume preserving Anosov flow Φ and a Lyapunov bundle E of Φ, it turns out that each regularity function R ε of E can be related to a regularity function D u η , for some η > 0 and some essentially bounded function u dependent only on E. See Theorem B.
We now state our main results. Throughout, m will denote the Borel probability measure defined by the Riemannian metric (and volume form) on M .
Theorem A. Let Φ = {f t } be a C 2 volume preserving Anosov flow on a closed Riemannian manifold M and let ∆ :
If u is Hölder continuous, let H be the entropy function of u (as defined in
Here is a sketch of the proof of Theorem A. If u is Hölder, then for all x ∈ R, t → ∆(x, t) is continuous, so we define T ε : R → R (0 < ε < u ∞ − χ) to be the smallest t ≥ 0 at which the supremum in (1.2) is attained. Then T ε is Borel measurable and D ε ≤ exp{( u ∞ − χ − ε)T ε }, so we study the question of integrability of exp T ε . Using a large deviations result of Waddington [Wad96] (see § 2.1 for details), we show that if p < H(χ + ε), then exp T ε ∈ L p (m), where H is the entropy function of u. Next, we show that if η < ε, then D η ≤ D ε exp{(ε − η)T η } m-a.e., which for any natural number N by induction extends to
Using the generalized Hölder inequality and the fact that
Passing to the limit as N → ∞ in the last sum, we obtain (1.3). If u is only essentially bounded, we show that it is possible to suitably approximate u by a larger smooth function (Lemma 3.3). Namely, for every δ > 0 there exists a C ∞ functioñ u : M → R such that u ≤ũ and M (ũ − u) dm < δ. It then easily follows that for any 0 < δ < ε < u ∞ − χ, D u ε ≤ Dũ ε−δ , m-a.e., which implies that D u ε lies in some L p space. A bridge between the two different types of regularity functions is given by the following result.
Theorem B. Let Φ = {f t } be a C 2 volume preserving Anosov flow on a closed C ∞ Riemannian manifold M and let E be a Lyapunov bundle for Φ associated with a Lyapunov exponent χ. For every δ > 0 there exists a constant C δ > 0 such that
for every x ∈ R and t ≥ 0, where u ∈ L ∞ (m) is independent of δ and
The proof of Theorem B goes as follows. First, we trivialize E by using a measurable orthonormal frame. This transforms the second variational equation for the restriction of the flow to E into a family of non-
, we use a lemma of Perron to construct a family U x (t) of orthogonal matrices such that if v(t) is a solution tov = A x (t)v, then z(t) = U x (t)v(t) is a solution toż = B x (t)z, where B x (t) are upper triangular matrices, whose non-diagonal entries are bounded in x and t. We show that for every δ > 0 there exists a norm · δ on R k such that B x (t) δ < r(B x (t)) + δ, where r denotes the spectral radius. Furthermore, r(B x (s + t)) = r(B fsx (t)), for all t and a.e. x. We then show that if X(t) is the unique solution to the matrix differential equationẊ = A x (t)X satisfying X(0) = I, then
for some constant K δ > 0. We therefore define u : M → R by u(x) = r(B x (0)). It is not hard to prove that u is essentially bounded. The desired inequality for T E x f t is now obtained by pulling the norms · δ back to E and observing that the each new Finsler structure is globally uniformly equivalent to the original one.
The last result is a straightforward corollary of Theorem B.
Theorem C. Let Φ = {f t } be a C 2 volume preserving Anosov flow on a closed C ∞ Riemannian manifold M . Let E be a Lyapunov bundle in the Oseledets splitting for Φ. Then for every ε > 0, the corresponding (E, ε)-regularity function R ε belongs to the space L p (m), for some p > 0.
To prove Theorem C, denote the Lyapunov exponent corresponding to E by χ and let ε > 0 and 0 < δ < ε be arbitrary. Then by Theorem B,
for m-a.e. x ∈ R and t ≥ 0. This implies that R ε ≤ C δ D ε−δ , which yields Theorem C.
Remark. The question of the best p = p(ε) such that D ε ∈ L p (m) (and the analogous question for R ε ) remains open. It is likely that the answer can be found by a more careful analysis of the set
This set possesses a number of interesting properties such as:
The paper is organized as follows. In Section 2 we recall some basics facts about Anosov flows, present the large deviation result of Waddington [Wad96] , and review some PesinLyapunov theory used later in the paper. Theorem A is proved in Section 3 and Theorem B in Section 4.
Preliminaries

Large deviations for Anosov flows.
A non-singular C 1 flow Φ = {f t } on a closed Riemannian manifold M is called an Anosov flow if there exists a T f t -invariant continuous splitting of the tangent bundle,
and constants C, λ > 0 such that for all t ≥ 0,
where the center bundle E c is one dimensional and generated by the infinitesimal generator of the flow. The bundles E uu , E ss are called the strong unstable and strong stable bundle of the flow. If the flow is of class C 2 , E ss , E uu are known to be Hölder continuous (cf., [Has94, Has97, HPS77] ). If an Anosov flow preserves a volume form, it is automatically ergodic with respect to the Lebesgue measure defined by the volume (see [Ano67] ). Recall that a flow is called (topologically) transitive if it has a dense orbit. An equilibrium state of a function ϕ : M → R is an invariant Borel probability measure µ at which the quantity
attains its supremum, where h(µ) denotes the measure theoretic entropy of ϕ with respect to µ. This supremum P (ϕ) is called the pressure of ϕ. If ϕ is Hölder continuous, there exists a unique equilibrium state of ϕ, denoted by µ ϕ .
Given a transitive Anosov flow Φ = {f t }, one defines a function ϕ u : M → R by
If Φ is C 2 , this function is known to be Hölder continuous. The unique equilibrium state of −ϕ u is called the Sinai-Ruelle-Bowen (SRB) measure µ SRB of ϕ. By the Bowen-Ruelle theorem [BR75] , for every continuous ϕ : M → R,
for m-a.e. x ∈ M , where m is the Lebesgue measure defined by the volume form and Φ is C 2 . Thus µ SRB is an ergodic measure for Φ. If the flow admits a smooth invariant Borel probability measure µ (i.e., a measure that is absolutely continuous with respect to the volume measure m), then by the Birkhoff ergodic theorem, µ = µ SRB . In particular, if Φ is volume preserving, then µ SRB = m.
For an arbitrary flow f t : M → M and function ψ : M → R, we can define a skew product flow S
where 
as T → ∞, where C(a) is a constant depending on a.
Here, a(t) ∼ b(t) as t → ∞, means a(t)/b(t) → 1. The function β : R → R is defined by β(t) = P (ψ + tϕ) − P (ψ), for a Hölder continuous ψ. For our purposes, we will take ψ = 0. Note that if ψ = 0, then µ ψ = µ 0 is the measure of maximal entropy for Φ, and if the flow is volume preserving, then µ 0 = m.
Some properties of β (see [Wad96] for details), with ψ = 0, are:
where for a measure µ with M ϕ dµ = χ, the variance of ϕ is defined by
Furthermore, σ 2 µ (ϕ) = 0 if and only if ϕ is cohomologous to a constant. If ϕ is not cohomologous to a constant, the map t → β ′ (t) is strictly increasing. Denote its range by Γ ϕ ; it follows from (2.1) that Γ ϕ ⊂ (min ϕ, max ϕ). On Γ ϕ , set ρ = (β ′ ) −1 . Then ρ : Γ ϕ → R is strictly increasing, surjective, and real analytic, with ρ(χ) = 0. Finally, γ : Γ ϕ → R is defined as minus one times the Legendre transform of β, i.e.,
It can be shown that γ is a strictly concave, non-positive function with a unique maximum at χ = M ϕdm (where we still take ψ = 0). Furthermore, γ ′′ (s) = −1/β ′′ (ρ(s)), so in particular, γ ′′ (χ) = −1/σ 2 m (ϕ) (cf., [Wad96] ). In the large deviations literature the function H = −γ is called the entropy function of ϕ. It is easily seen that H has the following properties (see [Wad96] ): it is strictly convex on Γ ϕ ,
, and H(a) = ∞ for a ∈ Γ ϕ ,
The following lemma will be needed later in the paper. is not topologically transitive. The skew product is clearly not ergodic with respect to the measure m 1 × m, where m 1 is the Haar-Lebesgue measure on S 1 . Since the volume measure is an equilibrium state of Φ, Proposition 4.2 in [Wal99] implies the existence of a nonzero integer ℓ and a Hölder function w : M → R such that
for all x ∈ M . If b = 0, then a = 0 and w(f t x) − w(x) = aℓt everywhere, which is impossible. Therefore, b = 0. Differentiating the above identity, we obtain
which means that ϕ is cohomologous to −a/b.
2.2. Pesin-Lyapunov theory. In this section we follow Barreira-Pesin [BP01] and briefly review some elements of Pesin-Lyapunov theory for linear differential equationṡ
where A(t) is a k × k bounded matrix function, i.e., sup t∈R A(t) < ∞.
We concentrate on real matrices A(t) ([BP01] deals with complex matrices). The Lyapunov exponent of v ∈ R k is the number
where v(t) is the unique solution to (2.2) satisfying the initial condition v(0) = v. The function χ : R k → R ∪ {−∞} attains only finitely many values χ 1 < . . . < χ ℓ , where ℓ ≤ k. For each
This defines a linear filtration of R k : 
2) intoż = B(t)z, where the matrix B(t) is upper triangular. We seek a differentiable family of orthogonal matrices U (t). Set z(t) = U (t) −1 v(t), where v(t) is a solution to (2.2); thenv (t) =U (t)z(t) + U (t)ż(t) = A(t)U (t)z(t), which impliesż(t) = B(t)z(t), where
The following lemma of Perron guarantees the existence of U (t) so that B(t) is upper triangular, for all t.
Lemma 2.4 (Lemma 1.3.3, [BP01]). There exists a differentiable matrix function t → U (t)
such that for each t ≥ 0:
Here is how families U (t) and B(t) are constructed. Denote by
the Gram-Schmidt orthogonalization operator that sends a basis v = (v 1 , . . . , v k ) of R k to an orthonormal basis u = (u 1 , . . . , u k ). We can think of v and u as matrices with columns v 1 , . . . , v k and u 1 , . . . , u k , respectively. Then v ∈ Gl(k, R) and u ∈ O(k). Observe that
is a linear operator defined by
and N [w 1 , . . . , w k ] = [u 1 , . . . , u k ] is the normalization operator
Since L is linear, differentiating G at v yields
In the proof of Perron's Lemma 1.3.1 in [BP01] , for an arbitrary but fixed basis
where v i (t) is the unique solution to the equationv = A(t)v satisfying the initial condition
The family B(t) is defined as in (2.4). Thus both t → U (t) and t → B(t) depend on the choice of a basis v = (v 1 , . . . , v k ) of R k . When it is important to emphasize this, we will write U v (t) and B v (t).
It is clear that the eigenvalues of B(t) are its diagonal entries b ii (t). Denote the spectral radius of a matrix M by r(M ). Proof. Let v = (v 1 , . . . , v k ) and w = (w 1 , . . . , w k ) be two bases of R k and let B v (t) and B w (t) be the corresponding matrices constructed as above. Denote the solutions to (2.2) with initial values (v 1 , . . . , v k ), (w 1 , . . . , w k ) by (v 1 (t), . . . , v k (t)) and (w 1 (t), . . . , w k (t)), respectively. Both k-tuples are bases of R k . Therefore, there exists a family of invertible matrices P (t) such that
for all 1 ≤ i ≤ k, and thus
, for all t ≥ 0. Lemma 2.4(d) implies that the corresponding diagonal entries of B v (t) and B w (t) are the same, which yields the conclusion of the lemma.
We define a function ρ B : R → R by ρ B (t) = r(B(t)).
Lemma 2.7. There exists a universal constant K > 0, depending only on k, such that
Proof. Let v = e be the standard basis (e 1 , . . . , e k ) of R k and let U (t) = U e (t) be the corresponding orthogonal matrix function defined as above. Then:
Denote the solution to (2.2) with initial value e i by e i (t). Then:
where I is the k × k identity matrix. Let K = 1 + T I G , where T I G is regarded as a map between Lie algebras gl k and o k . It follows that
completing the proof of the lemma.
Proof of Theorem A
We split the proof of Theorem A into two cases: in the first case, we deal with Hölder continuous functions u. The general case of essentially bounded u is reduced to the first case in a suitable way.
Case 1: u is Hölder continuous.
First of all, we may assume that u and Φ are flow independent. Otherwise, by Lemma 2.3, u is cohomologous to a constant, which is necessarily equal to χ = M udm, that is, u = Xw+χ, for some Hölder function w. This implies that
so the corresponding regularity functions D ε are all constant (in fact, D ε = 1 m-a.e., for all ε > 0). Recall that we are only interested in the values 0 < ε < u ∞ − χ, since
Denote the set of Birkhoff regular points by R. For each x ∈ R and 0 < ε < u ∞ − χ, define T ε (x) to be the smallest T ≥ 0 at which the supremum defining D ε = D u ε in (1.2) is attained. That is, let
By the Birkhoff Ergodic Theorem, T ε : R → [0, ∞) is well-defined. It is clear that T ε is Borel measurable.
As in § 2.1, let H = −γ be the entropy function of u.
Proof. Fix an ε ∈ (0, u ∞ − χ) and let ζ > 1 be arbitrary. Define
Suppose x ∈ B n . Then
By Theorem 2.2 there exists a constant L depending on ε and ζ such that
It follows that
which is finite for
Since ζ > 1 was arbitrary, letting ζ → 1+ yields the claim.
Lemma 3.2. If 0 < η < ε and x ∈ R, then
Proof. Set u ε = u − χ − ε. Then for each x ∈ R:
which proves the claim. Now let 0 < ε < u ∞ − χ be arbitrary and fix a natural number N ≥ 1. Let
Applying Lemma 3.2 repeatedly and using D u ∞ −χ = 1 a.e., we obtain
Since e δTε i ∈ L p i (m), for all p i < H(χ + ε i )/δ (Lemma 3.1), the generalized Hölder inequality yields D ε ∈ L p (m), where
as N → ∞. This proves the second conclusion of Theorem A.
Remark. It is possible to show that, in fact,
Case 2: u ∈ L ∞ (m).
We need to show that for every ε > 0 there exists p > 0 such that D ε ∈ L p (m). The following lemma says that we may as well work with a smooth u. On A, w ≥ kh = k > u. On the complement of A, g = u, so w = u + kh ≥ u. Observe that w = u on the complement of U and that g + kh ≤ 3 u ∞ on U . Therefore,
Let w a = w + a, where a > 0 is a small constant, so that w a − u ≥ a. Finally, letũ be a C ∞ regularization of w a with ũ − w a ∞ sufficiently small so thatũ ≥ u. It is easy to see that the integrals ofũ and w a are the same. Since
by choosing η and a sufficiently small, we obtain a desired functionũ.
Fix an ε ∈ (0, u ∞ − χ) and 0 < δ < ε. Letũ be a C ∞ function on M supplied by Lemma 3.3 such that u ≤ũ andχ − χ < δ, whereχ = ũ dm. Denote byD η the (ũ, η)-regularity function. Then:
which lies in L p (m), for some p > 0, by Case 1. Therefore D ε ∈ L p (m), completing the proof of Theorem A.
Proof of Theorem B
Let Φ = {f t } be a C 2 volume preserving Anosov flow. Fix a Lyapunov bundle E corresponding to a Lyapunov exponent χ and denote the set of Lyapunov regular points by R.
Let x ∈ R and consider the Second Variational Equation for the flow Φ on E:
where X is the Anosov vector field. Choose a measurable orthonormal frame F = {F 1 , . . . , F k } for E and define a vector bundle map
where e i is the i th element of the standard basis of R k ; extend T linearly over each fiber. Then T trivializes E, transforming (4.1) into a family of differential equations parametrized by x ∈ R:
where A x (t) is the matrix of T E ftx X relative to the frame F. As in § 2.2, for each x ∈ R we obtain an orthogonal matrix U x (t) and an upper triangular matrix B x (t) whose properties are described by Lemma 2.4. Observe that since
Furthermore, by Corollary 2.5,
It is well-known that for every matrix M and δ > 0 there exists a norm such that M < r(M ) + δ. The following lemma is a slight generalization of this result. Then for every δ > 0 there exists a norm · δ on R k such that for all B ∈ B, the induced operator matrix norm of B satisfies
Proof. The proof is an adaptation of one of the standard proofs (see, e.g., [Kre98] , Theorem 3.32). Define
We define a norm on R k by
where (w 1 , . . . , w k ) ∞ = max |w i |. It follows that for all B ∈ B,
By Lemma 2.4 and (4.2),
for all x ∈ R and t ∈ R. Thus we can apply Lemma 4.1 to the family of matrices B = {B x (t) : x ∈ R, t ∈ R}. For each δ > 0, this gives us a norm · δ on R k , which induces an operator matrix norm also denoted by · δ . This yields
for all t ∈ R and x ∈ R. Now consider the unique solution X(t) toẊ = A x (t)X satisfying the initial condition X(0) = I and the corresponding solution Z(t) = U x (t) −1 X(t) toŻ = B x (t)Z. Since F is orthonormal, U x (0) = I, so Z(0) = I. Therefore,
so by Grönwall's inequality and Lemma 4.1,
Since U x (t) is orthogonal, its operator norm with respect to the original norm on R k equals one. The old norm and the new norm on R k are uniformly equivalent, so there exists a uniform constant K δ > 0 such that U x (t) δ ≤ K δ U x (t) = K δ . Therefore,
Define a function u : R → R by u(x) = r(B x (0)).
Note that in the notation of § 2.2, u(x) = ρ Bx (0) so by Lemma 2.7,
for m-a.e. x. Thus u ∈ L ∞ (m).
We now want to show that the matrices B x (t) are well-behaved along the flow Φ.
Lemma 4.2. It is possible to define t → B(t) so that
for all x ∈ R and t ∈ R.
Proof. Fix x ∈ R. Recall that B x (t) is constructed in the following way: first, one chooses a basis v = (v 1 , . . . , v k ) of {x} × R k , and applies the Gram-Schmidt procedure to the matrix [v 1 (t), . . . , v k (t)] (wherev i (t) = A x (t)v i (t) and v i (0) = v i ), which yields a family of orthogonal matrices U x (t); then one defines B x (t) = U x (t) −1 A x (t)U x (t) − U x (t) −1U x (t) (cf., 2.4). Recall also that by Lemma 2.6, r(B x (t)) does not depend on the choice of v.
Fix s ∈ R. We define B x (t) and B fsx (t) by choosing suitable bases v = (v 1 , . . . , v k ) of T (E(x)) = {x} × R k and w = (w 1 , . . . , w k ) of T (E(f s x)) = {f s x} × R k , respectively. This is done as follows.
Define v by (x, v i ) = T (F i (x)) (1 ≤ i ≤ k). This gives rise to a family of orthogonal matrices U x (t) = U v x (t) and the corresponding family B x (t) = B v x (t). Define w by (f s x, w i ) = T (T x f s (F i (x))) (1 ≤ i ≤ k). This gives rise to the matrices U fsx (t) = U w fsx (t) and the corresponding family B fsx (t) = B w fsx (t). Let v i (t) and w i (t) be the solutions of the differential equationsv = A x (t)v andẇ = A fsx (t)w with initial conditions v i and w i , respectively. Then:
This implies that U x (s + t) = U fsx (t).
Furthermore, since A x (t) is the matrix of T E ftx X in the frame F, A x (t) = [T E ftx X] F , it follows that A x (s + t) = [T E f s+t x X] F = [T E ft(fsx) X] F = A fsx (t). Therefore, B fsx (t) = U fsx (t) −1 A fsx (t)U fsx (t) − U fsx (t)U fsx (t)
= U x (s + t) −1 A x (s + t)U x (s + t) − U x (s + t)
−1U
x (s + t) = B x (s + t).
This completes the proof of the lemma.
Note that the function u is unaffected by the choice of basis used to define B(t). So for t → B(t) defined as in the previous lemma, we have u(f t x) = r(B ftx (0)) = r(B x (t)).
(4.5)
Combining (4.3), (4.4), and (4.5), we obtain X(t) δ ≤ K δ e δt exp t 0 u(f s x) ds .
For each δ > 0, we abuse the notation and denote the pullback of the norms · δ to E via T by the same symbol. That is, for each v ∈ E(x) (x ∈ R), we set
