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In this paper circuit chains of superior order are defined as multiple Markov 
chains for which transition probabilities are expressed in terms of the weights of a 
finite class of circuits in a linite set, in connection with kinetic properties along the 
circuits. Conversely, it is proved that if we join any finite doubly infinite strictly 
stationary Markov chain of order r for which transitions hold cyclically with a 
second chain with the same transitions for the inverse time-sense, then they may be 
represented as circuit chains of order r. b 1988 Academic Press, Inc. 
Contents. 1. Introduction. 2. Sequences passed by circuits. 3. Markov chains 
defined by circuits. 4. Definition of circuit chains. 5. Circuits in the set of sequences. 
6. The representation theorem. 
1. IN~~DuCTI~N 
1.1. Observe the passages of a particle through the points of a 
finite set S = {a, b, c, d, e,f, g} at moments one unit of time one after 
another, always moving along one of the overlapping directed closed cir- 
cuits {cl, c2, c3} as in Fig. 1. Each circuit ci has a weight w,., and elements 
of S as vertices. Suppose a comera which registers the passages of the 
particle along one directed arc chosen at random. If we project the states 
through which the particle was passing until the nth moment, we shall get 
a stochastic sequence . . . . I$ _ 1, 5, with values in S. 
Following the ideas of MacQueen [7] we may define transition 
probabilities of such a stochastic sequence starting from a past history, 
with a given length, in terms of circuit weights. To make clear the presen- 
tation let us consider histories of three steps. For instance, if such a history 
is k = (g, a, b), i.e., 5, _ z = g, t,- 1 = a, r, = b, we are interested in defining 
Received December 1986. 
AMS 1980 subject classifications: Primary 60510; Secondary 6OG10, 62892. 
Key words and phrases: balance properties, circuit chains, multiple Markov chains, 
stationarity. 
241 
0047-259X/88 53.00 
Copyright 0 1988 by Academic Press. Inc. 
All nghts 01 reproduction in any form reserved. 
242 SOFIA KALPAZIDOU 
FIGURE 1 
the transition probabilities from k to 5, + , =x, x E S. Thus, to calculate 
these transition probabilities we follow the steps below: 
(i) We look for the set g(k) of all circuits which are passed by k, 
i.e., the circuits which have the states g, a, and b as consecutive vertices. In 
case W(k) is not empty, then the passages to another states are allowed and 
we may go on with the following steps. 
(ii) We consider the set W(k, x) of all circuits which are passed by 
(k, x). In case %T(k, x) is empty then no passage to x will take place. 
(iii) The transition probabilities from k to x are expressed in terms of 
weights of the circuits of V(k) and %(k, x) by the relations 
P(L+ I 
P(L+ I 
=(-I ~,=~,<n-l=a,~,-z=g)= 
fYt,+ 1 =X)rn=b,5,-,=a,rn--2=g)=0, XES- (c, d}. 
Thus the above probability law leads us to a doubly infinite sequence of 
random observations ( <,Jn E z which is a stationary Markov chain of order 
three that will be called a circuit chain. 
1.2. Let us now change the time-sense, seeing the retroversion of 
the film of observations along the reversed circuits until the nth moment, 
namely . . . . xn + , , xn. Noting that the circuits which are entering a vertex are 
the same as those which are leaving it in the corresponding reversed cir- 
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cuits, we find that transition probabilities from kp = (b, a, g) to another 
vertex x satisfy the relations 
P(5”=xl5”-,=b, L2=4 5”-3=g) 
= vX”=xI Xn+I=b,Xn+*=u,Xn+~=g). (co 
The latter equations reveal that instead of a reversible random sequence of 
observations we have a dichotomy into two sequences (..., t, _, , 5,) and 
(...> Xn + I 3 x,) which keep not only the nature of transition law, but also 
transition law is kept numerically. In this light we have to study the 
behavior of the pair ((c,),, N, (I,,),, N) as a whole. 
Parenthetically, we recall that the study of the chains of multiple order 
do not reduce to that of the corresponding simple chains if the conditions 
of degeneration do not hold (see Iosifescu [4] and Henze, Masse, and 
Theodorescu [2]). Therefore, superior order processes defined by weihgts 
have to be treated in connection with the deeper theoretical problem of 
defining a Markov process of order greater than one (see Iosifescu [46]). 
Turning to the pair of observations, we note that the “balance” of the 
“past” and the “future” towards the “present” needs a formal expression by 
two functions, w,( .) and w,( .), having left sequences (past histories) k and 
right sequences (future histories) k- as variables, respectively, and being 
connected by the following relations 
(PI): w,(k) = C w,(k, i) = 1 w,(6 k), 
icS ieS 
w,(k-)= 1 w,(i,k_)= c w,(k-,i), 
icS ieS 
(PA: w,(k) = w,(k- 1. 
It is the union of (fl, ) and (&) that we shall call a balance property for the 
pair of functions w,( -) and w,( .). 
After these remarks, the approach to Markov chains defined by circuits 
in [7] needs some amending. Thus, unlike MacQueen’s treatment where 
the properties (pi) and (/?J are actually confused, we shall show that these 
are qualitatively different, the first being connected mainly with existence of 
invariant measures while the second with relations as (c(). On the other 
hand, as is well known, the Markov property is reversible (see Mihoc [S]); 
this means in our terms that we already have a “balance,” namely the 
balance concerning the nature of transition law. If, additionally, the chain 
is ergodic, then as we shall show (see Section 6), the balance property (/Ii) 
is naturally valid. Therefore, it is the balance property (&) that will confine 
the class of the pairs of finite ergodic Markov chains that can be represen- 
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ted by weighted circuits in the class of Markov chains satisfying relations 
as (a). 
1.3. Let us now trace the trajectory of the particle moving along 
the circuits. If, for instance, the trajectory is an infinite left sequence 
then, for a given natural number r, we shall consider only the ending 
subsequence of length r for which we define what it is meant to be passed 
by a circuit. 
It is this kind of sequences that we study by using a given finite class of 
weighted circuits in Section 2. Dynamics in the set of vertices, i.e., the 
motion from a vertex to another one, is mainly described by a pair of 
functions J, and JCm (see Definition 3) which satisfy the balance property. 
Section 3 deals with the properties of certain Markov chains (cn)ncZ and 
(VJ”EZ having left and right sequences of length r as states, respectively, 
and transition probabilities of the form 
P(i,(rl, + I) = u,(k i)(U,(b 0) I in - L(Vn) = k(o)) 
where the functions wl( .) and w,( -) are defined by using the weights of the 
given circuits (see (5) below) and satisfy the balance properties (pi) and 
(fiz), while u, and U, are certain functions introduced by (6) and (7). 
The restrictions of the above Markov chains to a recurrent class is 
mainly used in Section 4 to define a circuit chain. In fact we prove that 
starting from a natural number r, a finite set S, and a finite set of weighted 
circuits in S we may define two doubly infinite strictly stationary Markov 
chains (SnLcN and kJneN of order r called circuit chains. Moreover, we 
show that the use of the inverse chains of ({n)ntZ and (v,,)~~ z leads us to 
the inverse chains of (t,),, N and (x,),, N, respectively. 
In Section 5 we define and study circuits in the set of left (right) sequen- 
ces of length r which are called rolling-circuits. By using suitable 
isomorphisms r and t_ between the set of rolling-circuits with left and 
right sequences as vertices, respectively, and the set of r-elementary circuits 
in S (i.e., circuits with different elements between first and last vertices), we 
transfer the study of dynamics from the set of sequences to the set of 
vertices in S. Thus, we describe the passages of arcs with two sequences as 
vertices through a rolling-circuit y and the corresponding inverse rolling- 
circuit y - by a pair of functions J,* and JF.- which in turn are defined by 
using Jry and J,_,- introduced in Section 1. 
Finally, in Section 6, we solve the inverse problem; namely, we show that 
any two doubly infinite strictly stationary Markov chains of order r with 
finite state space for which transitions hold cyclically and satisfy relations 
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as (a), may be represented by a finite class of weighted r-elementary 
circuits. 
Notation. N*={1,2,3 ,... }; N={O,l,Z ,... f; Z=the set of integers; 
(P, Y”‘) = the infinite-fold product measurable space of (S, 9’). 
2. SEQUENCES PASSED BY CIRCUITS 
Throughout this paper, starting with a finite set S, we use the following 
definitions 
DEFINITION 1. Any periodic function c: 2 + S is called a circuit in S. 
DEFINITION 2. The smallest positive integer p B 1 such that 
c(n +p) = c(n) for all n E Z is called the period of c. 
Thus a circuit c with period p =p(c) is completely determined by any 
sequence 
(c(n), 4n - P + 11, . . . . c(n - 11, c(n)), (1) 
where n is any integer. Intuitively, c may be represented by a closed, direc- 
ted, continuous curve with continuous directional derivatives, which passes 
through each of the vertices by taking a distinct direction. Let cj, Jo Z, be 
the circuit defined by cj( t) = c( t +j), t E Z. Obviously, cj is found by mov- 
ing the vertices of c over j vertices. Thus c’ has the same period as c. 
Let us now introduce the relation 
c N c” iff there exists j E Z such that F = c.! 
It is easily seen that N is an equivalence relation in the class of all circuits 
in S, which allows us to define a circuit as the set (c, c’, . . . . cp- ’ >, where 
p =p(c) is the period of c. 
On the other hand, the subsequent definitions and results will not be 
affected by the choice of the element that represents a (class-) circuit; 
therefore we use only the trajectory of (1) (the linked arcs), regardless of 
the starting vertex. 
Let r E N* be arbitrarily fixed and suppose that each circuit comprises at 
least r nodes. Next we define a left sequence of length r in S to be any 
sequence 
k=(k(n-r+l),...,k(n-l),k(n)) 
with n E Z, k(n - i) E S, i = 0, . . . . r - 1. 
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Analogously a right sequence of length r in S will be any sequence 
u = (u(n), u(n + l), . . . . o(n + r - 1)) 
with n E 2, u(n - i) E S, i = 0, . . . . r - 1. 
Let k = (k(n - r + 1 ), . . . . k(n - l), k(n)) be a left sequence and c a circuit 
in S with period p = p(c). 
DEFINITION 3. Define J,.(k) to be the number of distinct integers j, 
0 <j <p - 1, such that 
c’(m) = k(m), m = n - r + 1, . . . . n - 1, n. 
Then the equality 
J,.,(k) = J,(k), (2) 
for any i E 2, allows us to introduce the following definition. 
DEFINITION 4. We say k passes through c iff J,(k) # 0. 
Let 0 = (u(n), u(n + 1 ), . . . . u(n + r - 1)) be a right sequence in S and c _ 
the circuit with the same vertices as c given by (1) but being passed inver- 
sely, i.e., 
c- =(c(n), c(n- l), . . . . c(n-p+ l),c(n)). 
Associate each left sequence k = (k(n - r + l), . . . . k(n - l), k(n)) with the 
right sequence right sequence k- = (k-(n), k-(n + l), . . . . k-(n + r - 1)) by 
k-(n)=k(n), k-(n+ l)=k(n- l), . . . . k-(n+r- l)=k(n-r+ 1). (3) 
Defining J,_(u) analogously, we have 
J,(k) = Jc-(k- 1, (4) 
where k and k _ are connected by (3). 
Further, if i E S, put 
(k, i) = (k(n - r + l), . . . . k(n - l), k(n), i) 
(i, k)=(i, k(n--r+ 1) ,..., k(n-1), k(n)) 
(i, k-) = (i, k(n), k(n - i), . . . . k(n - r + l)), 
(kk, i)=(k(n), k(n- l), . . . . k(n-r+ l), i). 
We first prove 
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LEMMA 1. The functions J, and J,_ satisfy the balance property, i.e., 
(8,): (if J,(k) = 1 JAk i) = 2 JA4 k) 
ies /ES 
(ii) JC-(u)= c JC_(i, IJ)= 1 J,.-(u, I) 
ic.S ISS 
(Bd: J,.(k) = J<- (k - 1, 
for any k = (k(n - r + l), . . . . k(n)) and u = (v(n), v(n + I), . . . . u(n + r - 1)) 
nEZ. 
Proof: By virtue of (4), k and k- do or do not simultaneously pass 
through c and c- , respectively. If k does not pass through c, then (k, i) 
does not pass through c as well, for any iE S. Therefore 
J,.(k)= 1 J,(k, i)= 1 J,.-(i, kk)=JCm(kk)=O. 
ieS icS 
We now show that if k passes through c, then J,(k), Cj J,(k, i), 
XI J,(1, k), xi J,-(i, k- ), and XI J,-(k- , I) are increased simultaneously 
with a unit by each j referred to in Definition 3. Indeed, if j is such that 
c’(n-r+l)=k(n-r+l),...,&(n-l)=k(n-l), c’(n) = k(n), 
then there is exactly one state i given by i = cj(n + 1) and we have 
c’ +j(n) = cj(n + 1) = i, 
c’ ‘j(n - 1) = c’(n) = k(n), 
cl+j(n-r)=c’(n-r+ l)=k(n-r+ 1). 
Therefore c1 is passed by (k, i) and on account of (2) we get 
iFs JAk 0 = J,(k). 
Similarly, for the same j above there exists only one state 1, namely 
I= cj(n - r) such that 
c’(n) = k(n), 
&(n-r+ l)=k(n-r+ 1) 
d(n - r) = 1. 
683/25/2-T 
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Hence (I, k) passes through C. Thus in view of (2) we get 
Since 
J,.(k) = 1 J,.(k, i) = 1 JJf, k). 
1.5s /ES 
c’(n- l)=c’(n+ l)=i, 
ci(n)=c’(n)=k(n)=k-(n), 
cJ(n+ l)=cJ(n-l)=k(n-l)=k(n+ I), 
. . . 
ci(n+r-l)=c’(n-r+l)=k(n-v+l)=k_(n+r-l), 
it follows that (i, k- ) passes through c_ for the same j referred to. In a 
similar manner, it results that (k_ , I) passes through cP only for 
f=ci(n+r). 
Finally, on account of (4) the proof is compiete. i 
Throughout the paper for a finite class V of circuits in S associate a 
positive number w,. with each CEW. Suppose the elements of the set 
W,.EW satisfy the following consistency conditions 
w,., = w,., irzZ, 
w,.- = w,.. 
Then we define 
(i) w,(k) = Cc, w  w,J,(k), 
(ii) w,(u) = CcE Lp w,.- J,-(u), 
for any left and right sequences k and o in S, respectively. 
From Lemma 1 we have 
(5) 
LEMMA 2. The functions w,( . ) and w,( . ) satisfy the balance property, i.e., 
(PI): 0) w,(k) = c w,(k j) = c w,(A k) rts jeS 
(ii) W,(D)= C w,(i, u)= 1 w,(u,j) 
res ‘ES 
(A): w,(k) = w,(k - )T 
for any left and right sequences k and v in S, respectively. 
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3. MARKOV CHAINS DEFINED BY CIRCUITS 
Let TEN* be arbitrarily fixed. Then any left or right sequence is an 
element of S-’ = jk = (k(n - r + 1 ), . . . . k(n)): k(n - i) E S, i = 0, 1,2, . . . . 
r-l} or S={u=(u(n),u(n+l) ,,.., o(n+r-1)): u(n+i)ES, i=O, l,..., 
r - 1 }, respectively. 
Denote byp-r+l..... -l and pl, ,,,, r~, the projections of S’ and s’ on the 
sets S-‘+ ’ and S’- I, respectively; i.e., 
p-r+1 . . . . . p,(k)=p-r., ,._., ~,(k(n-r+l),k(n-r+2),...,k(n-l),k(n)) 
= (k(n - r + 2), . . . . k(n - l), k(n)), 
P1.....r-,(~)=P,,...,.-,(~f~),~(~+~1,...~~f~+~-2),~(~+~-~)) 
= (u(n), o(n + l), . . . . o(n + r - 2)). 
Define the function u,: S’ x S + S-’ by 
udk i)=(p-,+l,...,-l(kL 4 
= (P-r+ I. . . . . ~ ,(k(n -r + l), k(n - r + 2), . . . . k(n)), i) 
= (k(n - r + 2), . . . . k(n), i) (6) 
and the function u,: s’ x S + S’ by 
~,(U~ i) = tip Pl, ___, r- l(O)) 
= tk PI, . . . . r- I(@)> ...’ u(n + r - 2), u(n + r - 1))) 
Further put 
and 
= (i, u(n), . . . . u(n + r - 2)). 
W,= {kc-‘: w,(k)>O}, 
w,= (t&Y: w,(u)>O}. 
(7) 
Now consider two arbitrarily chosen points W,E W, and w, E W,. Then by 
Daniell-Kolmogorov’s theorem there exist a W,-valued Markov chain 
(LJ”EZ and a W,-valued Markov chain (v”),,~= on suitable probability 
spaces (a, X, P,“,) and (52, X, P,,), where 52 = S”, X = Yz, Y = the class 
of subsets of S, with transition probabilities given by 
Pw,(L+ 1 = u,(k 4 I in = k) 
wdk, 4 
w,(k)’ 
if there is c E V such that J,(k) = J,(u,(k, i)) = 1 
= (8) 
I 0, otherwise; 
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w,(i, 0) 
w,(D)’ 
if there is CEW such that J,._(V) =JCm(u,(u, i)) = 1 
= (9) 
0, otherwise 
for any kE W,, VE W,, and iES. 
Remark. Equation (8) shows that (one-step) transitions from state 
k = (k(n - r + l), k(n - r + 2), .,., k(n)) E W, to states u,(k, i) = 
(k(n - r + 2), . . . . k(n), i), iE S, are allowed only if there exists a circuit in S 
which is passed simultaneously by k and u,(k, i), or equivalently by (k, i). 
On the other hand, it follows from the proof of Lemma 1 that (k, i) passes 
through c E V iff (i, k- ) passes through c _ . Therefore, when w, = (w,) _ 
(see Eqs. (3)), Eqs. (8) and (9) and the balance property (j?J imply that 
P,, = P,, = PO and that the transition probability from k to u,(k, i) is equal 
to the transition probability from k- to u,(k- , i). fl 
Let us now consider a recurrent class E of the chain ({n)neZ. Then, from 
the remark above the set, 
Ep=(kpEW,:kEE} (10) 
is a recurrent class for the chain (qn)neZ. 
Moreover, from definition (8) of transition probabilities it results that if 
kE E and J,(k)= 1, i.e., k= (c(n-r + l), . . . . c(n)) (we may equivalently 
consider cj, j~2, instead of c), then k’= (c(n-r+m + l), . . . . c(n), 
c(n + 1 ), . . . . c(n + m)), m = 1, . . . . r - 1, are states of E, too. 
Further, we can prove 
PROPOSITION 3. (i) The restrictions of the Markou chains ([n)ncZ and 
(VnLz to the recurrent classes E and E-, respectively, have unique 
stationary distributions pE and pEm, respectively, defined by 
i 
w,(k) 
p,(k) = 
c kc E w,(k)’ 
0, 
w,(v) 
PE-(v) = 
I 
C”, E- w,(v)’ 
0, 
(ii) p,(k)=p,_(k-),for all ke E. 
(11) 
if VEE-, 
if v$Ep. 
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Proof (i) We give the proof for the chain (c,J,,pZ, since that concern- 
ing the chain (q,JnEZ is completely similar. 
Thus, we shall show that the distribution pE is the unique solution of the 
equation 
PE(U) = c PEP) WY UL UEE, (12) 
k6E 
where 
u = (u(n - r + 1 ), . . . . u(n)), 
w,(k u(n)) 
P(k, u) = w,(k) ’ 
0, 
When u #u,(k, u(n)) for all 
Otherwise, 
ifkEE,u=u,(k,u(n))andthereiscE% 
such that J,.(k) = J,(u,(k, u(n)) = 1, 
otherwise. 
k, both members of Eq. (12) are zero. 
k;EP&) P(k u) = zks;w (k) c I koE w,(k) w’;(;;)) I 
u/(k.u(n)) = u 
1 
=c keEW@) 
c w/K u(n)). 
keE 
dkdn)) = u 
Let us now calculate the sum ~k.E,U,(k,u(n))=u w,(k, u(n)). If 
k = (k(n - r + l), . . . . k(n)) then from u,(k, u(n)) = u it follows that 
k=(k(n-r+ l), u(n-r+ l), . . . . u(n - 1)). Therefore in view of the balance 
property (a,)(i), we have 
c w,(k u(n)) 
keE 
u/(k.u(n)) = u 
= c w,(k(n-r+ l), u(n-r+ l), . . . . u(n- l), u(n)) 
k(n--r+l) 
= w,(u(n - r + I), . . . . u(n - l), u(n)) 
= w,(u,(k u(n))) 
= W[(U). 
Thus PE = (Pdu)),,~ is a solution of Eq. (12). The uniqueness of pE 
is an immediate consequence of ergodicity of the Markov chain (cn)noz 
restricted to the recurrent class E. 
Finally, (ii) follows from the balance property (fiZ). 1 
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Remark. Proposition 3 shows that the balance property (/II) is 
necessary for existence of stationary distributions on symetrical sets 
connected by (10) while the balance property (/Iz) is necessary for their 
numerical equality. 
Let us now introduce the functions h,: S x S-’ + S’ and h,: S x S’ + S’ 
defined by 
W, k) = tj, P-,, . p,(k)) 
=tj,p- r, . . . . -ztktn - r + 11, . . . . & - 11, k(n)) 
= (j, k(n - r + 1 ), . . . . k(n - 1)) 
(13) 
and 
Uj3 4 = (P*, ._.. h4j) 
= (p2. ._., (4n), u(n + I), . . . . utn + r - 1 )),j) 
=(u(n+l) ,..., u(n+r-l),j). 
(14) 
Then, starting from the same points above W,E W, and w,= (We)) E W,, 
there exist a W,-valued Markov chain ([k)nGz and a W,-valued Markov 
chain (vL),,~ defined on (Q, K, PO) with transition probabilities 
w,(k)’ 
if there is c E %? such that J,.(k) = J,(h,( j, k)) = 1 
= (15) 
0, otherwise; 
i 
wh k) 
Pdvli+ I = k(L 0) I tlk = 0) 
WA%A 
w,(v)’ 
ifthereiscE%suchthatJ,.-(u)=J,_(h,(j,u))=l 
= (16) 0, otherwise 
for any ke W,, UE W,, and iES. 
Thus we may notice from Eq. (15) that transitions from state k = 
(k(n - r + I), . . . . k(n - l), k(n)) E W, to states h,(j, k) = (j, k(n - r + l), . . . . 
k(n - 1 )), i E S, are allowed only if there exists a circuit in S which is passed 
simultaneously by k and h,( j, k). Connections between ([n)nez and 
(ib)ncz~ and (QLZ and (~J,,.z, respectively, are revealed in the 
following result. 
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PROPOSITION 4. The restrictions of the Markov chains (i&ez and 
(r7h)nsZ to the recurrent classes E and E-, respectively, are the inverse 
chains of (l;n)ncz and (v~)“~=, respectively. 
Proof. The transition probabilities of ([h)n.z are 
wdj, k) if there are j E S, c E V such that h = h,( j, k) and 
P(k, h) = w,(k)’ J,.(k) = J,.(h,( j, k)) = 1 
0, otherwise, 
for any k E E. 
On the other hand, the transition probabilities of the inverse chain of 
(LJ”EN are given by the known formula (see Iosifescu [3]) 
p&l - P(h, k), 
p,(k) 
where pE is the stationary distribution of (i,),, ,,, defined by (11). The 
previous expression is further equal to 
p&(j, k)) 
p,(k) PM.L k)> k) 
= pE(My (kb - r + 11, ..-, 0 - I), k(n))) 
p,(k(n - r + l), . . . . k(n)) 
x P(W, (4n - r + 11, . . . . ktn - 11, k(n))), 
(k(n -r + l), . . . . k(n - l), k(n))) 
wI( j, k(n - r + 1 ), . . . . k(n - 1)) = 
w,(k(n - r + l), . . . . k(n)) 
x P((j, k(n-r+ l), . . . . k(n- l)), 
u,((j, k(n - r + 11, .-, &n - 1 I), k(n))) 
w,(j, k(n - r + l), . . . . k(n - 1)) = 
w,(k(n - r + l), . . . . k(n)) 
’ 
wI( j, k(n - r + l), . . . . k(n - l), k(n)) 
w,(j, k(n-r+ l), . . . . k(n- 1)) 
= !@$= P(k, h). 
I 
Analogously, by using (14) and (16) it results that (qk),, z is the inverse 
chain of hJnsZ. I 
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A straightforward consequence of Proposition 4 is that the Markov 
chains (UnsZ and MLZ restricted to E and E- , respectively, are ergodic 
and their stationary distributions are pE and pE- given by (11). Further we 
shall denote p,(p,) the initial distribution on E(E- ) and the corresponding 
probability will be denoted by P. 
4. DEFINITION OF CIRCUIT CHAINS 
For the sake of simplicity we shall consider that the recurrent classes 
mentioned in the previous section are the entire spaces W, and W,, respec- 
tively. We first prove 
THEOREM 5. Assume we are given a natural number r 2 1, a finite class V 
of circuits in a finite set S with periods larger than r - 1, and a set of positive 
weights (w,.},~~. Then there exists a pair of finite strictly stationary doubly 
infinite Markov chains ((g,), E z, (x,)” E J of order r on a suitable probability 
space (Q, X, P) such that 
P(t,=il LI~...,L~)= 
w,((Lr, . . . . Ll), 9 
w,(5np,,...,t _ ) y 
n 1 
P(xn=iIxn+l,...,xn+,)= 
w,(i, (L+~~ . . . . x,+~)) 
wrk+l~ . . .T x,+r) ’ 
(17) 
(18) 
P(5n=iIl,p,=i ,,..., [,-,=il)=P(xn=iIXn+l=i ,,..., Xn+r=il), (19) 
P-almost surely, for any n E 2, ie S, (iI, . . . . i,) E W,. 
Proof: In the foregoing section we have proved the existence of two 
strictly stationary Markov chains ([n)ncz and (q,),,= on a suitable 
probability space (Q, X, P) (see remark before Proposition 3), with 
[,: Q + W, and vn: Sz -+ W, ( W, being connected with W, by (lo)), with 
transition probabilities given by 
P(c,, = u,(k, i) 1 [, _ 1 = k) = 3, 
I 
WA& 0) 
Wvn=u,(v, i) I c~+~=v)=---, 
w,(v) 
for any k = (k(n - r + l), . . . . k(n - l), k(n)) E W, and 
v(n+r-1))E W,, nEZ, iGS. 
Moreover, 
u = (v(n), v(n + l), . . . . 
P(C, = u,(k, i) I l,- 1 = k) = P(rj, = u,(kp , i) I? n+l =k-1 
for any kE W, and iES. 
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The stationary distributions p, =pW, and pI = p W, of the chains above are 
given by Proposition 3. Define 
and 
for any nEZ. 
On account of the balance property (/I,), for any n E Z we get 
P(L = din-, , 5,)) = c WC” = din- 19 i)) 
ieS 
= i& ,f;, Vi, = u,(k i) I in - I= k) p,(k) 
= C p,(k) iFs$f= 1. 
ke WI 
Similarly, 
Therefore 
P(L=(Lr+*,..., r,))=P(i,=u,(r,_,,t;,),n-r+16s~n)=l, 
and analogously 
Then 
W,((l”-r, ee.9 Ll), i) 
= Wl(L-r, . . . . L-1) 
Also 
WA4 (Xn+l, **.9 xn,,)) = 
Further, making use of the balance property (PI) and Proposition 3(i), for 
any m E Z, i, E S, we obtain 
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P(t, = il) = P(i, = dim- 1y iI)) = 1 WC, = 4k 4) I L- 1 = k) P,(k) 
k 
Further, for any i, E S, 
wl(G, i,), 4) wdk 4) 
= F w,(u,(k, il)) ‘w,Opr(k)’ 
Let us now define recursively the functions uj’): W, x S’ --+ W,, t E N*, by 
uir + l )(k, j(‘+ I)) = u,(k, i) if 
u,(uj”(k, i”‘), i, + 1) if 
where i(l)= (il, . . . . i,)E S’. Then, by induction, we 
probability 
t=O 
tEN*, (20) 
deduce that the 
does not depend upon m E N*, for any t E N*, i,, . . . . i, E S. 
In a similar manner we get 
Ph = 4) = P(r, = dv,+, , i, 1) 
= 1 p(q,=u,(k-,i,) I tl,n+~=k-)Pr(~-) 
km E W, 
(21) 
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and 
= c P(Xm=&,Xm+l=il I rlm+*=k-)PK) 
k-SW, 
= 1 P(Xm=Q Xm+l=il,qm+z=k~) 
k- E W, 
.P(xm+,=iI I n,+2=k-)p,(k-) 
= 1 P(q, = u,(u,(k-, i*), i2) I Vm+ 1= d- 7 il)) 
k- E W, 
x P(?,+,=u,(k-,i,)l1,+2=k-)P,(k-) 
Generally, 
P(Xm=it,Xm+,=i,-l ,... ,Xm+r-r==il) 
= ,-Ew, 
wr(il, up- ‘)(k- , i”- “)) 
w  (u!‘-ll(k_, j(‘-1’)) . .‘. I- 
w,(iz, u,(k-, ill) wr(ilr k-1 
w,(u,(k, 4)) ’ wrk) 
PSk - L 
where up) is defined similarly to uj’). 
Then, from the balance property (j?J and Proposition 3(ii) it follows 
that (tnLz and WnsZ satisfy Eqs. (17), (18), and (19). Also, Eqs. (21) 
show that the weights completely determine the finite dimensional 
distributions of (r,),,, z and (x,),, E z. Then, taking into account the 
uniqueness of p, and p,, the proof is complete. 1 
Remark. Reasoning as in the proof of Theorem 5 starting from the 
inverse chains of (T,Jnsz and (v,),,~ and using the functions h, and h, 
instead of uI and u,, on account of Proposition 4, we are led to the inverse 
chains of ({n)nEZ and (x,JneZ. Therefore we can state 
THEOREM 6. Assume we are given a natural number r, a finite class of 
circuits in a finite set S with periods larger than r - 1 and a set of positive 
weights {w,},=~. 
(i) Then there exists a pair of finite strictly stationary doubly infinite 
Markov chains ((c!J,,~~, (x&t =) of order r on a suitable probability space 
(52, X, P) such that 
258 SOFIA KALPAZIDOU 
P-almost surely for any n E Z, i E S, (iI, . . . . i,) E W,. 
(ii) The chains (<l)ncZ and (x;),,~ are Doob versions of the inverse 
chains of the chains given by Theorem 5. 
DEFINITION 5. The doubly infinite Markov chains (t,Jncz and (x”)“~~ 
of order r occuring in Theorem 5 and their inverse chains occuring in 
Theorem 6 are called circuit chains of order r (for short circuit chains) 
associated with the number r, the finite class % of circuits in S and the 
positive weights w,., c E %. 
5. CIRCUITS IN THE SET OF SEQUENCES 
We first introduce the following delinitons 
DEFINITION 6. (i) A circuit in W, is a periodic function y: Z -+ W, 
with the property that for each t E Z there exists i = i(t) E S such that 
y(t + 1) = dy(t), i), 
where u[ is defined by (6). 
(ii) A circuit in W, is a periodic function 6: Z + W, with the property 
that for each t E Z there exists i = i(t) E S such that 
6( t + 1) = u,(6( t), i), 
where U, is defined by (7). 
If d(t)=(y(t))- for all teZ we shall write 6=r-. Define the period ofy 
(or 6) as the smallest positive integer p=p(y) (p(6)) such that 
y(t+p)=y(t) (d(t+p)=d(t)) for all tEZ. Obviouslyp(y)=p(y-). 
In the following we shall refer to definitions and properties concerning 
circuits in W,, since those regarding circuits in W, are completely 
analogous. Define for jo Z the function y j by the relation 
r’(t) = r(t +A, tEZ; 
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i.e., if y(t) = (k(t - r + l), . . . . k(t)) and i < r then in view of Definition 6(i), 
y(t+j)=(k(t-r+j+ I), . . . . k(t), i,, i,, . . . . ii) 
where i,, . . . . ii E S. 
If for y(t) = (k( t - r + 1 ), . . . . k(t - r + i), . . . . k(t)) we set 
y(t)(i) = the ith projection counting from the left 
= k( t - r + i), 
then 
y(t)(i) = rjtt)ti-3, 1 Qj<i<r. 
In particular, 
y(t)(i) = yip ‘(t)(l), l<i<r. 
Let us consider the set UT of all circuits y in W, which are defined by 
y(t)= (c(t-r+ l), . . . . c(t- l), c(t)) 
for all t E Z, where c E %’ and %? is a given finite set of circuits in S. 
Noting that the relation N defined by y N y’, ijjf there exists j E Z such 
that y’ = yj, is an equivalence relation in V ,?. We shall actually consider the 
classes instead of the elements. 
Since intuitively the elements c(i) of y(t) are obtained “by rolling” the 
circuit c, we call y E %[ * a rolling-circuit. Analogously, U,* will denote the 
set of all rolling-circuits in W,. Plainly, if y E %?,? then y - E %,*. 
Let y be a circuit in W,. Then, there is exactly one circuit c in S such that 
y(t)=(c(t), c(t+ 11, . . . . c(t+r- 1)) tEZ. (22) 
Indeed, if we define c(t)=y(t)(l)=k(t-r+ l), for y(t)= (k(t-r+ l), ,,,, 
k(t)), then by virtue of Definition 6(i) we get (22). Moreover, the period of 
c is exactly that of y as we shall show in a moment. 
First, we prove that p(y)<p(c), i.e., 
p(c) E fk: y(t + k)(i) =y(t)(i), i= 1, ,,,, r]. (23) 
We have c(t +p(c)) = c(t), for all t E Z, or 
c(t+p(c)+i- l)=c(t+i- l), tEZ, i=l,..., r. (24) 
On the other hand, 
y(t)(i)=y’-‘(t)(l)=y(t+i-l)(l)=k(t-r+i)=c(t+i-1) 
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and 
y(t +p(c))(i) = yiel(t +p(c))(l) = y(t +p(c) + i - l)( 1) 
=k(t+p(c)+i-r)=c(t+p(c)+i-1). 
In view of (24), (23) holds. 
Second, the inequality p(c) <p(y) follows from the relations 
c(t)=r(t)(l)=r(t+P(Y))(l)=c(t+p(Y)), tez. 
Recalling that a circuit c in S is actually the class {c, cl, . . . . cp- I}, where 
p=p(c), we have also proved by (22) that the set of all circuits in W, is 
equal to %YF. 
We further define an elementary circuit in W, to be a rolling-circuit y for 
which the p(y) elements y(t), y(t + 1), . . . . y(t +p(y)- l), for some t (and 
therefore for all t), are all different from one another. Also, an r-elementary 
circuit c in S is that for which the smallest integer k > 1 such that 
c( t + k + i) = c(t + i) for some t and all i = 1, . . . . r is exactly the period 
p=p(c). For instance, the circuit defined by (22) is an r-elementary one 
whether y is elementary. 
To conclude, denoting the set of all elementary (r-elementary), circuits in 
W, (S) by 55’: ($9) can define a bijection t: 9?,?’ + V by 
Z(Y) = c iff c(t)=y(t)(l), tEZ 
and 
z-‘(c)=y iff y(t)(i)=c(t+i-l), tEZ, i=l,..., r, 
which keeps the period invariant. The latter property is valid for r - ’ only 
for r-elementary circuits in S. 
Analogously, we define a bijection from the set %‘T of all elementary 
circuits in W, into the set GK of all r-elementary circuits in S denoted by 
z -> where 5% = {CC, CE%?}. Then (ry)) =c~y-. 
Let us further consider an elementary rolling-circuit y, y(t) = (c(t), . . . . 
c(t+r-1)), tEZ, in W,. 
For k E W,, k = (k( t - r + 1 ), . . . . k(t)), and i E S define 
J,*(k,u,(k, i))=JS((k(t-r-t l), . . . . k(t)), (k(t-r+2), . . . . k(t), i)) 
1 if = J,,(k) = J,,(u((k, i)) = 1, 
0 otherwise, (25) 
where u, is defined by (6). 
Taking into account the equalities z(y’) = (ry)‘, Jo Z, and relation (2), it 
follows that the definition of J,* does not depend upon the choice of the 
element that represents the class y. 
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If J,*(k, u,(k, i)) = 1, we say y is passed by the arc in W, with vertices k 
and u,(k, i). Thus the rolling-circuit y = 7 ~ ‘c is passed by the arc (k, u,(k, i)) 
exactly when c is passed simultaneously by k and u,(k, i); namely k passes 
through c and u,(k, i) through cl (see Definition 3). 
We define in an analogous manner J,*- (u,(k_ , i), k- ) = J,*- ((i, k(t), . . . . 
k(t - r + 2)), (k(t), . . . . k(t - r + 1))) for k E W, and in S. Turning back to 
Definition 6 we notice that it is equivalent to 
DEFINITION 6’. (i) A circuit in W, is a periodic function y: Z + W, 
with the property that for each t E Z there exists i= i(t) E S such that 
y(t) = ML Y(t + l)), 
where h, is defined by (13). 
(ii) A circuit in W, is a periodic function 6: Z+ W, with the 
property that for each t E Z there exists j =j(t) E S such that 
d(t) = ML y(t + 1 ))t 
where h, is defined by (14). 
Then, by using the latter variant for the definition of a circuit in W, we 
may define 
J,*(hLL k), k) = J:(hAj, (k(t - r + I), . . . . (k(t))), (k(t - r + l), . . . . k(t))) 
= J,*( (j, k( t - r + 1 ), . . . . k(t - l)), (k(t - r + l), . . . . k(t))) 
1 if = 
i 
J,,(k) = J,,Mi k)) = 1, 
0 otherwise, 
for any k E W,. 
Analogously, using the function h, we may define 
J,*-Cv, W, v)), for VE W, and jeS. 
Now we prove 
LEMMA 6. For an elementary rolling-circuit y in W, we have 
(i) J,*(k uhk i)) = J&k 9, 
J,*-Mv, 9, 0) = Jr&C 0); 
(ii) J,*(Mi, k), k) = Jr&i, k), 
JF-(o, h,(i, 0)) = Jr&u, 9, 
for any kE W,, DE W,, and iE S. 
(26) 
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Proof Let r(t) = (r-‘c)(t) = (c(t), . . . . c(t + r - l)), t E Z. Suppose 
i=c(t+r). If for kE W,, k = (k(t), . . . . k(t+r-1)), we have 
J,*(k, u,(k, i))= 1, then from the definition of J,* above, it follows 
equivalently that 
J,,(k) = J,,(k(t + l), . . . . k(t + r - l), i) = 1 
or 
J,,(k, i) = 1. 
If i # c(t + r), then both members of (26) are equal to 0. Hence (26) holds. 
The other relations of Lemma 6 follow in a similar manner. 1 
Lemma 6 has the following immediate consequences. 
PROPOSITION 7. Let y E%?. Then the functions JT and J,*- satisfy the 
balance properties 
@:I: 0) 1 J,*(k u,(k, 4)= 1 J,*Mj, k), k), 
icS jsS 
(ii) ,Fs J~-(u,(u, 9, u)= 1 J,*-(v, W, 0)); 
JES 
WI: 0) J,*(k udk, 4) = J,*-(u,(kp, 9, k ), 
(ii) J,*(h,(j, k), k) = J,*-(k-, h,(j, k-)). 
PROPOSITION 8. Associate with each y E 9ZF and y- E %?s,* a strictly 
positive number w: = wt. 
Let 
(i) w:W, u,(k, i)) = 1 w: J:(k u,(k, 91, 
YEI; 
w;(u,(o, i), u) = c w;- Jy*-(u,(Y, i), u); 
y- evr* 
((ii) w,W,(i, k), k) = 1 w: J,*(Mi, kh k), 
YE*; 
w,*(u, h,(k ~1) = c $!- J,*-(0, hAi, u)), 
y- E’B;L 
for any k E W,, u E W,, and i E S. Then letting 
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we have respectively 
(i) w,?(k, u,(k, i)) = w,(k, i), where 
w,W, 4 = 1 w,J,(k 4, 
ceV 
w,*(u,(v, i), v) = w,(i, v), where 
w,(i, 0) = 1 WC-J,-(i, 0); 
ccw 
(ii) w:(h,(i, k), k) = w,(i, k), where 
w,(i, k) = 1 w,J,(i, k), 
csw 
w,*(v, h,(i, v)) = w,(v, i), where 
w,(v, 9 = 1 w,- Jc-(v, 9, 
cc%- 
for any k E W,, v E W,, and i E S. Also 
(iii) The functions w: and w,* satisfy the balance 
UT). 
6. THE REPRESENTATION THEOREM 
properties (p:) and 
Let us consider two strictly stationary doubly infinite Markov chains 
(5”)“E.z and (x~),,~~ of order r, defined on a probability space (Q, X, P), 
with finite state space S and common stationary distributions such that for 
i, ik E S, k = 1, . . . . r, the passage from (i, , . . . . i,) to i for (r,),, z and from 
(4, . . . . 4) to i for kL.Z are allowed iff condition (P) below is satisfied 
(PI 4, . . . . i,, i are consecutive nodes in a directed closed chain with at 
least r nodes without repetitions and this property is not necessarily satisfied 
by converting the ordering. 
and 
P(<,=il &-,=ir ,..., <n-I=iI)=P(x,=iI x”+~=& ,..., ~“+~=i~). (27) 
Equivalently, if we consider the inverse chains of (<,Jnez and (x,), E z, 
the passage from (i, , . . . . i,) to i and from (i,, . . . . i,) to i is allowed respec- 
tively iff 
(P’) i, i,, . . . . i, are consecutive nodes in a directed closed chain with at 
least r nodes without repetitions and this property is not necessarily satisfied 
by converting the ordering. 
683/25/2-S 
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If r > 1, we have sure passage from a history k = (i,, . . . . i,) with all states 
different from one another to in S- {i,, . . . . ir> (if any) or generally, when 
we have repeated states in k, the passages are allowed only if condition (P) 
is satisfied. 
Assume that condition (P) holds. Then the sequences (tn)nPz and 
(XnLez are equivalent to two strictly stationary Markov chains (cJnEZ 
and k~),,~~ with [,:Q-+E and q,,:f2+E-, where EC,!-‘, EcS’are 
connected by (lo), with transition probabilities given by 
Pj(k, u,(k, 9) = P(C, = u/(k, i) I i,- I= k = (i,, . . . . i,)) 
= 
/ 
P(t,=i( 4,-,=ir,...,5n-r=il), if kEE, iES:(k,i) 
satisfies condition (P) 
0, otherwise; (28) 
P,(u, %(U, 9) = P(?, = u,(u, i) I vn+, = u = (L *.., iI)) 
= 
I 
P(x, = i I Xn + I = 4, . . . . Xn + I = i, 1, if UEE-, iES: (u-, i) 
satisfies condition (P) 
0, otherwise; 
where u, and U, are defined by (6) and (7), respectively. 
If pE and pE- denote the stationary distributions of (Cn)ncz and (qJnEZ, 
respectively, then p,(k) =pE- (k- ), for any k E E, where k _ is given by (3). 
Then, in view of (27), we have 
Win = u,(k, 9 I L- I= k) = WV, = u,(k-, 4 I v,, + I= k ) (29) 
for any k E E, in S such that (k, i) satisfies condition (P). 
If we now change condition (P) into (P’), then the inverse chains of 
(LAlcz and (xnLcZ are equivalent to the inverse chains of (c,,),, z and 
hLz. Namely, 
P;(k, Ml, k)) = WC, = h,(i, k) I i,,, , = k = (i,, . . . . 4)) 
I 
P(L = i I L + I = i,, . . . . t,, r = &I, if keE, icS:(i,k) 
= satisfies condition (P’) 
0, otherwise; (30) 
P:(u, h,(i, u)) = P(q, = h,(i, u) I tj- 1 = u = (i,, . . . . iI)) 
P(x, = i 1 Xn - , = i, , . ..) Xn ~ V = i,), if UEE-, iES: (i, K) 
= satisfies condition (P’) 
0, otherwise; 
where h, and h, are defined by (13) and (14), respectively. 
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Further we shall need the following result 
LEMMA 9. Consider two nonnegative functions w,? : E x E -+ R+ and w: : 
E_ x E- -+ R+ which verifv the balance equations 
1 w?(k udk, i)) = c wjYh,(i, k), k), 
iES icS 
k E E, 
c w)l(u,(u, i), v) = c w:(u, h,(i, v)), 
icS ,ES 
u E E- , 
w,Yk, u,(k, i)) = w,*(u,(k - , 9, k - 1, (31) 
for any k E E and i E S such that (k, i) satisfies condition (P), and 
c w%k u&k i)) > 0, k E E. (32) 
iE.7 
(k,i)satisfies(P) 
Then there exists a finite class %‘* of elementary rolling-circuits in E and a 
set of positive numbers {w,?}~~,* such that 
w?(k, u,(k, i)) = c w:J,*(k, u,(k, i)), 
ycv* 
for any k E E and i E: S for which (k, i) satisfies condition (P), and 
w,*(u,(u, i), v) = 1 w,*J,*-(do, 9, u) 
ysw 
for any u E E- and ie S for which (v- , i) satisfies condition (P). 
Proof: On account of (32), starting from an arbitrary fixed sequence 
k E E, there exists at least an element i E S such that (k, i) satisfies condition 
(P) and 
0 < wT(k, ul(k, i)) = w,*(u,(k-, i), k-). (33) 
Let k = (k( t - r + I), . . . . k(t)), t EZ. Then there exists a finite number of 
r-elementary circuits cl, . . . . c, constructed below which are passed 
simultaneously by k and u,(k, i). Let us see the construction of cl, . . . . c,. 
If (k, i) comprises elements different from one another, since condition 
(P) is satisfied, then the vertex i will be an element of 
S- {k(t-r+2), . . . . k(t)} (when the cardinal of S is greater than r). Hence, 
there are finitely many circuits c with periods >r such that (k, i) passes 
through c. 
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If (k, i) comprises repeated elements, then in virtue of condition (P) the 
vertex i will be k(t - r + 1). Thus we may define only one circuit c with 
period r, namely 
c(t-r+l)=k(t-r+l),c(t-r++)=k(t-r+2) ,..., c(t)=k(t), 
c(t+ l)=k(t-r+ I), 
such that (k, i) passes through c. 
Further, let yj = r - ‘cj, j = 1, 2, . . . . FL Then 
J,:W, u,(k i)) = 1, j = 1, 2, . ..) n. 
And because of the balance equations we may consider the elementary 
circuits yj, j= 1, 2, . . . . n, satisfying relations (33) for all the arcs 
(rj(t), yj(t + 1)). By setting 
WY: = w%*(t,), Yl(t, + 1) 
= $F w?(Yj(t)3 Yjt t  + l )I 
= W:‘(Y,F (t + 11, 7,: (t)) 
=w;-, 
define 
wT(u, u,(u, s)) = w:(% u,(u, s)) - w,:J,:k %(% s)) 
= w,*(u,(u-,s), up)-wwy:-J;-(u,(u-,s), u-) 
=w i+-(u,(u-, s), u-1, 
for any u E E, s E S, such that (u, s) satisfies condition (P). Then because of 
(34) at least y*(t), . . . . ?Jf), t E 2, and ri( t), t # t, , make w: strictly positive. 
Therefore, repeating the same reasoning by taking 
wy*2 = I;nfit wf(Yj(t), YjCt + l)) = wy*; ) 
i 
after finite steps, say m, we arrive at wX + 1 (u, uI( U, s)) = 0 for all u = yj( t), 
tEZ,j= 1, . ..) n. Then after a new symbolization we have 
w.?(u, u,(u, s)) = f w,:qp, %(4 3)) 
j= I 
=w *-(u,(u-,s), U-J. I (35) 
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If there exists E which makes wz+ , strictly positive for a certain f then we 
may repeat the process above starting from (H, Q) instead of (k, i) and, since 
the set S is finite, we shall arrive at a formula as (35). Thus we can take 
v* = {yl, . ..) y,} and the proof is complete. 1 
Remarks. (i) From the proof of Lemma 9 it follows that the family V* 
is not uniquely determined since its construction depends upon the starting 
sequence in E. 
(ii) In the course of the proof above we have actually constructed 
two finite classes of circuits, namely V* and +Y = {y -, y E %}. The latter is 
completely determined by g* according to the definition of y - and the 
balance property (3 1). 
We can also prove 
LEMMA 10. Consider two nonnegative functions WY: E x E + R+ and 
w,*:E-xEp-,R+ satisfying the relations 
c w,W,udk 9) = c w.W,(i, k), k), 
ieS ieS 
iFs w,+(u,(v, 0, u) = 1 w,*(v, hAi, u)), 
isS 
kEE, 
VE E- , (31’) 
w,%(i, k), k) = %+Yk , hAi, k-l), 
for any k E E and i E S for which condition (P’) holds, and 
c w,W,(i, k)k) > 0, k E E. 
ieS 
(i,k)satisties(P’) 
Then 
kiwi, k), k) = c w:J,*(h,(i, k), k), 
yew 
for any k E E and ic S such that (i, k) satisfies condition (P’), and 
w,*(v, hAi, v)) = 1 w,*J,*-(v, hAi, u)), 
ye%?* 
for any v E E- and i E S such that (i, v _ ) satisfies condition (P’), where V* 
and { wJ’ } are given by Lemma 9. 
Proof: The proof is similar to for Lemma 9. It remains only to show 
that the class of the elementary rolling-circuits and the corresponding 
weights are identical to those constructed in the proof of Lemma 9. Indeed, 
in view of Lemma 1 every circuit c that enters a vertex leaves it and thus by 
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applying Lemma 6 we arrive at the same rolling-circuit y = r-rc regardless 
of the use of u, or h,. Finally, noticing that 
w:(h,(i, k), k) = w:(h,(i, k), u,(h,(i, k), i,)), 
for any k = (i, , . . . . i,), we get the same weight for y as that obtained in 
Lemma 9, and the proof is complete. 1 
Now we can state and prove the representation theorem for the pair 
(LheZ and (xnLZ referred to at the beginning of this section. 
THEOREM 11. There exists a finite class V of r-elementary circuits in S 
and positive circuit weights w,. > 0, c = %?, such that 
P(x,= i 
for any i,, . . . . i,, 
k= (iI, . . . . i,), km 
1 x 
??+I= 
i,, . . . . xnfr= jl)= wk’i,ir’ “‘;i;)c wi’i;kk_)), 
, r> . . . . 1 I 
iE S such that (i,, . . . . i,, i) satisfies condition (P), where 
(L..., = i,), and 
w,(k, i) = c w,J,(k, 4, 
CE4 
w,(&k-I= 1 w,._J,_(i,k-1, 
CEV 
w,(k)= 1 w,J,.Wh 
(.EQ 
w,(k-)= 1 w,.mJ,._(k-1, 
cc%? 
with w,.~ = w,.. 
Proof Associating with the strictly stationary Markov chains (r,),, z 
and (xJnsZ of order r, the two ergodic Markov chains (c,), E z and (q,)“, z 
defined by (28) with stationary distributions pE and P,_, respectively, 
define w:(k, k’) for k E E and k’ = u,(k, i), with (k, i) satisfying condition 
(P), by 
NV, 46 4) = GE(k) P,(k u,(k, Oh (36) 
and for k E E and k’ = h,(i, k), with (i, k) satisfying condition (P’), by 
wl*(h,(i, k), k) = 1 -p,(k) P;(k, Mi, k)), 
where P; is given by (30) and 1 is a strictly positive constant. 
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Similarly, for u E E_ and u’ = u,(u, i), i E S, define ~,*(a’, u) by 
w,*(%(u9 i)Y u) = GZPEm(U) P,(u, u,(u, 91, 
and for u’ = h,(i, u) define w,*(u, u’) by 
wP(u, h,(i, u)) = II .PE_(U) PXU, h,(i, u)). 
Then, letting 
w:(k) = 1 wW, u,(k, i)X 
IES 
w?(u) = C w,*(u,(u, i), ~1, 
icS 
we have 
Therefore, 
Pkk M, i)) = wF(k udk, 9) 
w:(k) ’ 
P,(u, u,(u, 0) = 
w,*(u,(u, i), 0) 
w,*(u) ’ 
for any k E E, u E E- , i E S. Also, since u,(k, i) = (u,(k- , i)) 
p,(k)=p,_(k-) because of (29), we get 
wT(k, u,(k, i)) = w,?(u,(k-, i), kp) 
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(38) 
(39) 
and 
(4) 
for any k E E, ic S, and hence 
w:(k) = w,*(k_). 
Since from (38) we have w:(k) > 0 for all k E E, then, according to (40), we 
may apply Lemma 9 to the functions wF( ., .) and w,*( ., .) defined by (36) 
and (37). Thus, there exists a finite class V* of elementary rolling-circuits in 
E and positive weights w:, y* E V*, such that 
wT(k, u,(k, 9) = 1 w:J,*(k u,(k, i)), 
ye%?* 
w,*(u,(u, 0, 0) = C w;- J,*-(fdu, 0, ~1, 
yew* 
for any keE, UEE-, and iES, where wt=wF. 
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Then, because of Proposition 8(i), by letting 
%? = z%T*, 
we have 
where 
and 
w,*(u,(u, 9, u) = w,(i, u), 
where 
w,(i, 0) = 1 w,.- Jcm(i, 0). 
CEY 
Thus w:(k) = w,(k), k E E, and w,*(u) = w,(u), u E EP. Then relations (39) 
become 
wdk, 4 J’,(k, u,(k, 0) = - 
w,(k) ’ 
WAC u) PAu, u,(u, 9) =- 
w,(u) ’ 
for any k E E, u E E _, and i E S, as was to be proved. m 
Remark. (i) If we consider the inverse chains of ([Jnez and (xJneZ, 
then in view of Lemma 10 and by using the inverse chains of ([,Jnaz and 
(QJnoZ we may analogously prove the following representation theorem. 
THEOREM 12. There exists a finite class $2 of r-elementary circuits in S 
and positive circuits weights w, > 0, c E 59, such that 
i,) w,(i, k) 
P(<,=il rn+l=il,..., 5~+~=i~),=w~(t;f”‘..~) 
I 9 “‘3 , =w,o’ 
P(x,=il XnPl=il ,..., x,-r=il)= 
w,(i,, . . . . i,, i) w,(k- > 4 
WAG, . . . . 4) = w,(k-) ’ 
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, , . . . . i,, i E S, such that (i, i,, . . . . i,) satisfies condition (P’), where 
iI, . . . . i,.), k- =(i,, . . . . il), and 
wit k) = c w,.J,(i, k), (.E% 
w,(k)= c w,.J,(k)> 
CSQ 
w,(k)= 1 w,-Jc-(k-1. 
CEV 
with w,._ = w,. 
Remurk. (ii) On account of Lemma 10, the class of r-elementary 
circuits and the corresponding weights whose existence is stated in 
Theorem 12 are the same as those given in Theorem 11. Moreover, the 
functions w, and w, constructed in Theorems 11 and 12 satisfy the balance 
properties (/3,) and (fi*). 
To conclude, starting from a number r E N* and a finite class of weighted 
circuits in a finite set S we may deline two doubly infinite strictly stationary 
Markov chains of order r or their inverse chains. Conversely, any two 
doubly infinite strictly stationary Markov chains of order r which satisfy 
relation (27) and condition (P) lead us to a finite class of weighted 
r-elementary circuits in S. The latter is also obtained if we change the time- 
sense in the initial chains and consider condition (P’) instead of (P). 
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