A computational method is presented which efficiently segments digital grayscale images by directly applying the Q-state Ising (or Potts) model. Since the Potts model was first proposed in 1952, physicists have studied lattice models to gain deep insights into magnetism and other disordered systems. For some time, researchers have realized that digital images may be modeled in much the same way as these physical systems (i.e., as a square lattice of numerical values). A major drawback in using Potts model methods for image segmentation is that, with conventional methods, it processes in exponential time. Advances have been made via certain approximations to reduce the segmentation process to power-law time. However, in many applications (such as for sonar imagery), real-time processing requires much greater efficiency. This article contains a description of an energy minimization technique that applies four Potts (Q-Ising) models directly to the image and processes in linear time. The result is analogous to partitioning the system into regions of four classes of magnetism. This direct Potts segmentation technique is demonstrated on photographic, medical, and acoustic images.
I. INTRODUCTION
Segmenting digital images into regions of distinct types has applications in a great many fields, e.g. medical imaging [1] [2] [3] [4] , surveillance by synthetic aperture radar [6] and satellite, and underwater acoustic imaging (.e.g. see Ref. 7) , to name a few. In general, image segmentation is performed by classifying image regions by color, intensity, and texture. Of course, only the latter two are considered in grayscale segmentation, which is the subject we consider in this article. While classification by intensity is a straightforward assessment of the brightness/darkness of an image pixel or group of pixels (as with histogram segmentation methods [1] ), texture classification is much more complex [1, 8] . Although it is difficult to define image texture precisely, we can say that it is the spatial relationship of the intensities (i.e. "graininess") of an image region. Clearly, there are indeed a large number of possible texture types in digital images.
A grayscale digital image may be represented as a matrix of numerical values, as in Fig. 1 , which indicate the intensity or brightness (gray level) of the corresponding image pixel. Techniques for image segmentation (such as thresholding and histogram methods) that focus solely on intensity are the most computationally efficient since they generally require just one or two passes through the intensity matrix. Identifying regions of different texture, however, tend to be relatively expensive in terms of computation time [8] . Here I describe four types of magnetism using the Ising model [9] and show how its gener- * Electronic address: frank.bentrem@nrlssc.navy.mil † Present address alization, the Q-Ising (or Potts) model [10] , can be used analogously to segment grayscale images into four categories [11] . The common approach (e.g. see [3, 6, 12, 13] ) to segmentation using the Potts model applies the Potts model to the categorizing labels, i.e., the segmented image. (A similar approach is also used for more general data clustering [14, 15] .) The optimal segmentation is often found using a Monte Carlo approach, which processes in exponential time (time for computer processing increases exponentially with the number of pixels contained in the digital image [12] ). Use of the Bethe approximation [12, 16] allows an optimal segmentation to be obtained in power-law time. However, the direct Potts segmentation method presented in this article, which utilizes both intensity and texture, processes in linear time-among the fastest methods currently used. (Other unrelated linear-time or nearly linear-time segmentation methods are described in [17] [18] [19] , though, these contain undesirable feature for many applications. For example, graph partitioning methods [18, 19] cannot relate disjoint sets with equivalent textures and require training sets.) This computational speedup arises from applying the Potts model directly to the original image itself rather than to the segmented representation. The speedup is important for high-data-volume/high-resolution applications where time is constrained.
II. ISING MODEL
In 1925, Ernst Ising proposed the model [9, 20, 21] , which now bears his name, as a means to study phase transitions in magnetism. Ising solved the original Ising model (only two states-namely 1, or spin up, and -1, or spin down) in one dimension. However, the one- dimensional Ising model did not exhibit a phase transition, and the two-dimensional Ising model was not solved until 1944. At that time Onsager [22] demonstrated that the two-dimensional Ising model did, in fact, exhibit an order/disorder phase transition. The Ising model and related models have been widely used to study magnetism and other order/disorder phenomena in physical systems. The two-dimensional model is described here, and it will be used to define four classes of magnetism. The image texture analogs will be presented in a subsequent section.
In the Ising model, given a two-dimensional lattice of magnetic spins oriented either up or down as in Fig. 2 (numerically represented as a matrix of 1's and −1's), the total energy E associated with the lattice is
where i represents a magnetic element, s i is the value of the magnetic spin of i (1 or −1), µ is the magnetic moment of the element, H is the external magnetic field, and J is the interaction coupling constant. The sum over all nearest-neighbors pairs i,j is represented by ij, nn . Nearest neighbors are considered to be the elements directly above, below, left, and right of a given element. If no coupling interaction is present (J = 0) then µ > 0 creates an energetically favorable condition for the spins to align in the direction of the external field H, whereas µ < 0 leads to spins aligned in the direction opposite of H. (See Fig. 3 .)
III. FOUR CLASSES OF MAGNETISM
In common language, magnetism usually refers to the behavior of magnets that attract iron (known as ferromagnets). Other materials, however, reveal different magnetic behavior. These behaviors may be classified into the following four groups:
1. Ferromagnetism is exhibited by materials for which, even in the absence of an external magnetic field, a net magnetization is present with north and south poles. A ferromagnet will both attract and repel another ferromagnet depending on the alignment of their poles.
2. Antiferromagnetism is displayed by materials which do not form magnetic poles even with a modest external magnetic field present. An antiferromagnet will neither attract nor repel another antiferromagnet. Likewise an antiferromagnet will have no magnetic interaction with a ferromagnet.
3. Paramagnetism shows no spin ordering in the absence of an external field, although the paramagnet's spins align in the same direction of an external field when present. A paramagnet will neither attract nor repel another paramagnet, but will be attracted to a ferromagnet repel another diamagnet and will be repelled by a ferromagnet.
IV. Q-ISING MODEL
This section describes the Q-Ising model, also known as the Potts model, which will be used to analyze grayscale images where the pixel intensities are considered in place of the magnetic "spin" values. The Potts model generalizes the (2-state) Ising model into a Q-state model by replacing the 1's and -1's with the numbers 0, 1, 2, 3, . . . , Q − 1 (the pixel intensities in a grayscale image). According to this model, the total energy associated with the system is
where s t is the spin threshold (separating light from dark with 0 < s t < Q − 1) and the kronecker delta function δ (1 if the elements are equal, 0 otherwise) replaces the summand for the second summation in Eq. 1. Now lets suppose that a magnetic spin matrix represents the intensities in a grayscale image and that a uniform external magnetic field, H = 1, is applied to the system. We wish to find a set of pairs (µ α , J α ) for Eq. 2 which characterizes the regions α in the spin matrix. Then each spin in the matrix will be associated with a particular parameter pair. The "optimal characterization" is taken to be the partitioning of the spin matrix in such a way that the total energy of the matrix is minimized. Minimizing Eq. 2 requires the set of four parameter pairs (µ > 0, J > 0), (µ > 0, J < 0), (µ < 0, J > 0), and (µ < 0, J < 0). For convenience, and without loss of generality, we simply use
, and (µ 4 = −1,
for what we will call regions α = 1, 2, 3, 4 respectively. The energies for the regions can be written as
where Aα is the set of all spins i labeled with category α. The j's in the interaction terms are nearest-neighbor spins that may or may not belong to Aα. Then the total energy E is simply the sum over all regions,
where α = 1, 2, 3, 4 are the region segments assigned to categories 1, 2, 3, and 4, respectively. These energies correspond to regions which are 1) paramagnetic and ferromagnetic, 2) paramagnetic and antiferromagnetic, 3) diamagnetic and ferromagnetic, and 4) diamagnetic and antiferromagnetic. Minimizing the total energy (Eq. 7) effectively partitions the spin matrix into regions corresponding to these four classes of magnetism. Reverting back to the grayscale image, these categories correspond to image regions which are 1) bright and smooth, 2) bright and "grainy", 3) dark and smooth, and 4) dark and "grainy". The direct Potts segmentation process requires the matrix to be separated into regions of these four types in such a way as to minimize the total energy. An example image with four distinct intensity and texture regions is depicted in Fig. 4a and the result from the direct Potts segmentation is shown in Fig. 4b . The parameters used in this example are Q = 16 and s t = 7.5, and the segmented image is shown with four shades of gray representing the four texture categories. The segmented image is filtered using the ImageMagick [28] despeckle algorithm and is shown in Fig. 4c . For comparison, a segmented image using a simple four-level histogram method is shown in Fig. 4d . The four-level histogram method performs poorly in distinguishing the image texture regions.
V. ALGORITHM
To segment a digital grayscale image, we first transform the image into a matrix of intensity values s i,j as illustrated in Fig. 1 . Since it is common for 8-bit digital grayscale images to contain 256 gray levels (0 ≤ s i,j ≤ 255), reducing the gray levels to 16 ≤ Q ≤ 64 usually helps in identifying visual textures. Next we must specify an intensity threshold s t , which separates bright pixels from dark pixels. For each of the examples in this article, the threshold is simply s t = (Q − 1)/2, or halfway between maximum and minimum intensity. (If texture identification at a certain scale is desired, one may rescale the image.) Then to perform the energy minimization described above, we follow these two steps for each of the image pixels (i, j): 1. If s i,j > s t then (i, j) is assigned either texture category 1 or category 2. Otherwise, (i, j) is assigned texture category 3 or 4.
2. Check the nearest-neighbor values (i.e., the pixels directly above, below, left, and right) of pixel (i, j).
If one or more nearest-neighbor values are equal to s i,j , then pixel (i, j) is assigned texture category 1 or 3. Otherwise, (i, j) is assigned either texture category 2 or category 4).
This algorithm guarentees that the total energy defined by Eq. 7 is minimized and processes in linear time since each pixel requires only a fixed number of computations. Only a single comparison and assignment required in
Step 1, and a maximum of four comparisons (nearest neighbors) and assignment required in Step 2. Note that since the energy associated with each pixel is independent of the labeling of its neighbors, choosing an energy minimum for every pixel guarantees a total energy minimum (Eq. 7) for the entire image. Finally, the segmented image is smoothed by applying the ImageMagick despeckle algorithm. This serves to eliminate much of the statistical noise in the image.
VI. RESULTS
Three examples using the direct Potts segmentation will now be discussed using a photographic image, a medical image, and an acoustic seafloor image. Each segmentation result is compared to a histogram segmentation technique in which the image is partitioned into four uniformly distributed intensity ranges. The four-level histogram method is a very efficient, linear-time process but does not distinguish grainy regions from smooth regions. The photographic image in Fig. 5a [29] contains depictions of water, sky, vegetation, and rocks. Using step 1 of the direct Potts segmentation method as described in the previous section (with Q = 16 and s t = 7.5), sky and rock are distinguished from water and vegetation according to pixel intensities. The sky and rock are represented as lighter shades, while water and vegetation are depicted as darker shades of gray in Figs. 5b and 5c. To further separate the shades of gray, step 2 in the previous section effectively identifies regions of different texture (smooth or grainy). The full (steps one and two) direct Potts segmentation result is shown in Fig. 5b . After filtering by using the despeckle algorithm, we see in Fig. 5c that the sky (white, bright/smooth texture) is distinguished from the rock regions (light gray, bright/grainy), and water (dark gray, dark/smooth) is distinguished from the vegetation (black, dark/grainy). Segmenting the image by intensity using the four-level histogram produces the image in Fig. 5d . The histogram approach does not distinguish sky from rock (both are light gray) and does comparatively less well in distinguishing vegetation (lower left of image) from the background. A comparison of Figs. 5c and 5d underscores the importance of considering both intensity and texture in image segmentation.
Figure 6a [30] shows an MRI image of a brain with a tumor in the upper left quadrant. The segmented image using the direct Potts segmentation method with Q = 64 and s t = 31.5 is shown in Fig. 6b . After filtering, we obtain the the image in Fig. 6c . Here, the white regions may be interpreted as possible tumorous tissue, light gray corresponds to matter at the periphery of the tumor, dark gray represents cerebrum, and black is other brain matter. Automated screening for tumors may be performed by finding white regions of significant size. Although, the four-level histogram method (Fig. 6d) also identifies a similar tumor region, the cerebrum is not distinguished from other brain matter. The affect of the chosen value for Q is demonstrated in Fig. 7 . Larger values of Q result in more of the image being categorized as textured (represented as light and dark gray). Finally, acoustic seafloor images may be analyzed in real-time with the direct Potts segmentation method as demonstrated in Fig. 8 . Here sand ripples are identified (in green) as a grainy texture and is separated from the remainder of the image. Rapid seafloor characterization enables effec- tive mine hunting/avoidance operations [7, 24, 25] , by indicating where seafloor mines are likely to be buried (mud), partially buried (sand), or unburied (rock).
VII. CONCLUSIONS
We have examined the direct application of the Potts model to grayscale image segmentation. The Potts model is applied to the grayscale image itself rather than its more common application to the segmented image. The result is a segmentation method which processes in lin- ear time instead of the exponential or power-law time required with conventional Potts segmentation methods. This increase in computational efficiency is vital for realtime, high data volume, and high resolution applications. The method is analogous to minimizing the total energy in a two-dimensional magnetic spin glass where the energy is calculated according to four Potts models. Each of the four Potts models corresponds to a distinct type of magnetism, so the direct Potts segmentation method effectively distinguishes regions in the spin glass that most closely adhere to the properties of four classes of magnetism, namely ferromagnetism, antiferromagnetism, paramagnetism, and diamagnetism. In digi- tal image segmentation, pixel intensities are substituted for the magnetic spins in the spin glass. The astute reader will note that no mention has been made of the physical basis for the coupling constants J α for the regions in the segmented image. The origins of the image pixels' couplings may, in fact, be complicated or unknown. Branching of plants give a textured appearance in Fig. 5a , while the distribution of blood vessels and other brain material likely gives the textured appearance to Fig. 6a . Underwater sand ripples may arise from the fluid dynamics and saltation [26, 27] at the seafloor. The direct Potts segmentation has the advantages of being unsupervised (no training sets needed), very efficient (linear-time, only a few operation per pixel), and effective for texture identification. For many image segmentation applications in which texture is important, this direct Potts method may be expected to produce better results than other lineartime methods.
