Abstract-This paper proposes an adaptive frequency hopping (AFH) approach that allows Industrial Wireless Sensor Networks (IWSNs) to cognitively switch working channels for high transmission reliability. Assuming the communication spectrum state follows a Markov Process (MP), we build a theoretical AFH framework based on the theory of Markov Decision Process (MDP). With this decision-theoretic framework, we can achieve an AFH strategy that maximizes the expected cumulative transmission reliability over a finite horizon. Judging the high computational complexity of the proposed MDP model, we further propose a myopic AFH with reduced complexity by assuming that each channel evolves independently. Without additional computation burdens or control messages exchange between sensors, the proposed AFH strategies are centrally computed by the network manager. Simulations finally demonstrate the efficiency of the proposed AFH strategies.
I. INTRODUCTION
Improvements in the technology and cost of wireless communication have allowed multi-hop wireless sensor networks to be used as a means of monitoring of large-scale industrial plants in process automation. With industrial wireless technologies, sensor measurements of plant variables can be transmitted to data centers without the need for excessive wiring, and thereby yielding gains in efficiency and flexibility for the operator [1] [2] . However, at the same time industrial wireless technologies suffer from the harsh RF environment. Wireless channels in the 2.4GHz ISM bands are extremely prone to severe damage due to the multipath fading and the cross technology interference, such as WLANs and Bluetooth. Therefore, guaranteeing the strict and deterministic QoS of industrial wireless networks (IWSNs) in spite of the unfriendly wireless channel turns out to be a challenging problem, for which IWSNs have aroused a great deal of interest from academia [3] - [6] , industry [7] [8] and standardized organizations [9] - [11] .
As the 2.4GHz ISM bands are more heavily used by consumer electronics, the coexistence of IWSNs with other collocated networks is becoming increasingly important. As one critical coexistence technology, frequency hopping is currently considered as a rather promising solution to improve the transmission reliability of IWSNs. That is why all existing IWSNs standards support frequency hopping functions [12] [13] . Frequency hopping in IWSNs can be roughly classified into two categories: blind frequency hopping (BFH) and adaptive frequency hopping (AFH), where the former is favored by WirelessHART [9] and ISA 100.11a [10] and the latter by WIA-PA [11] . With BFH each node uniformly hops over all 16 channels of the 2.4GHz ISM bands every time slot. The disadvantage of BFH is the 'blindness', i.e., each node simply switches its working channel according to a Pseudorandom hopping sequence, regardless of channel variations. In contrast, AFH allows nodes to cognitively choose working channels by considering the statistics of channel variations. Obviously, an effective AFH will reduce the probability of inefficient frequency hopping, e.g., hopping from good channels to bad ones.
Although extensive efforts have been devoted to the research on AFH methods, such as the utility-based AFH in Bluetooth systems [14] , the entropy maximization-based AFH in wireless medical telemetry systems [15] , and the channel evaluation (or measurement)-based AFH for IWSNs [16] [17], the common drawback of existing AFH methods [14] - [17] when applied to IWSNs is the ignorance of the typical bursty nature [18] [19] of the impulsive noise usually present in harsh industrial environments. To the best of our knowledge, there are currently no efficient algorithms coping with the bursty nature of industrial wireless channels.
To this end, this paper for the first time develops a decisiontheoretic framework (aiming for the long-term transmission reliability of IWSNs) for the AFH design in IWSNs. Motivated by recent contributions on channel modeling for IWSNs [19] [20], we show that the AFH design can be modeled by a finite-horizon MDP and each frequency hopping strategy corresponds to one policy of the MDP. The aim of the proposed MDP is to maximize the expected cumulative transmission reliability over the finite horizon. Existing techniques and results for MDP, e.g., value functions and dynamic programming, are then adopted to find an optimal AFH strategy. In order to avoid the highly complex solving process of MDP, with an assumption that all channels evolve independently, we further propose a myopic frequency hopping (MFH) strategy with reduced complexity, which is simple but verified effective by simulations.
The rest of this paper is organized as follows. Section II presents the network model of IWSNs. Section III formulates the AFH problem as a finite-horizon MDP and designs a corresponding solution method. Section IV proposes an MFH strategy with reduced complexity. Section V demonstrates the efficiency of the proposed AFH strategies via simulations. Section VI finally concludes this paper and points out future directions.
II. NETWORK MODEL
Consider a spectrum set consisting of N channels, A = {1, 2, . . . , N}, each of which is with equal bandwidth. We focus on one single-hop IWSN in which sensor nodes communicate with the network manager according to a synchronous time slot structure. In addition, one common control channel is assumed to facilitate the messages exchange within the IWSN (see Fig. 1 ). Following the MP model for industrial wireless channels in [19] , we assume that the whole spectrum A is governed by a discrete-time MP with 2 N states. Specifically, the spectrum state in slot t is given by
The state diagram of the MP evolution for N = 2 is shown in Fig. 2 . Let S denote the set of all spectrum states and P i j the transition probability from state i to state j (i, j ∈ S). We assume that the state transition only happens at the boundary of two consecutive time slots and the spectrum statistics of A remains unchanged during every fixed finite horizon whose length is T time slots. For the fast computation of an optimal AFH strategy, we recommend the use of small T in practice. Without loss of generality, perfect TDMA-MAC is exploited by the IWSN, and consequently harsh RF environment becomes the only cause for transmission failures.
The basic structure of each time slot defines four phases, as shown in Fig. 3 . At the beginning of each time slot, data transmission between a sensor and the network manager happens on one agreed channel. Then the receiver acknowledges a successful data transmission via an ACK in the second phase. If the second phase succeeds, the network manager and the sensor keep silent for the rest of the time slot; otherwise, the network manager performs the decision making operation (the third phase) to determine H (H ≤ N) channels to be accessed in the coming time slot, and the sensor switches to the control channel for the channel switching notice from the network manager. At the end of the time slot, the network manager notifies the sensor the frequency hopping decision via the control channel and together with the sensor, switches to the newly selected channel prior to the next time slot.
Notice that we ask the network manager to carry out the decision making process, which is compatible with existing IWSNs standards [9] - [11] . Additional computation burdens and messages exchange between sensors are thus avoided by the centralized solution.
III. AN MDP-BASED DECISION-THEORETIC FRAMEWORK
MDP provides a mathematical framework for modeling decision making in situations where outcomes are partly random and partly under the control of a decision maker. According to the illustration in Section II, we know that the spectrum state follows an MP model and the frequency hopping strategy is computed by the network manager. Therefore, MDP naturally becomes the modeling tool for designing AFH strategies of IWSNs. This section will formulate the MDP-based AFH problem and correspondingly derive an optimal frequency hopping strategy.
A. Problem formulation
In order to keep consistency with the definition of MDP, we formulate the AFH in IWSNs as a 4-tuple (S, A,
• S is a finite set of spectrum states,
• A is a finite set of channels to be accessed (action set),
• P a (i, j) = Pr(s t+1 = j|s t = i, a t = a) is the probability that accessing channel a in state i at time t will lead to state j at time t + 1, ∀i, j ∈ S, a ∈ A,
• R a (i, j) is the immediate reward (or expected immediate reward) by accessing channel a, received after transition from state i to state j.
Note that the theory of MDP does not require that S and A are static, but they are in fact time-invariant in this paper.
The core problem of the aforementioned MDP is to find a policy π : S → A, which specifies the channel set π(s t ) that the network manager will choose to access when in the spectrum state s t . Obviously, the cardinality of π(s t ) should be upper bounded by H, i.e., |π(s t )| ≤ H.
The goal of the policy design is to maximize the cumulative function of random rewards over T consecutive time slots. The reward function of the MDP in slot t, R t (s t , π(s t )), is defined as the expected transmission reliability of IWSNs
where '= * ' follows the fact that the channel state evolves independently with the channel access action, i.e., P π(s t ) (s t , j) = P s t j . From (1), R t (s t , π(s t )) is completely determined by the action π(s t ) and the spectrum sate s t .
With the above preparation in hand, we come to the MDPbased AFH model
where E π represents the mathematical expectation with respect to s t , given the policy π.
B. Mathematical model
Problem (2) is easy to understand but difficult to handle for optimal strategy. To this end, we introduce a set of Boolean variables x = {x j,t } and let x t denote the tth column of x. The channel access indicator x j,t = 1 if channel j is selected in state s t , and x j,t = 0 otherwise. It is straightforward to show that the reward function (1) and problem (2) can be equivalently reformulated as follows:
and
For ease of exposition, let Ξ represent the feasible domain defined by constraints (4b) and (4c). The resulting optimal strategy x * is then denoted by
In the rest of this paper, we will devote ourself to the computing of x * . For ease of presentation, we assume in the rest of this paper that H = 1. The results in this section can be readily extended to general cases (i.e., 1 < H ≤ N).
C. Solution method
MDPs can be solved by linear programming and dynamic programming [21] . In what follows we exploit the dynamic programming approach to compute an optimal AFH strategy x * to problem (4) . Suppose that the state transition matrix P = {P i j } is available.
We first define the value function, V x (s t ) : x × S → R, the expected remaining reward that can be accrued via strategy x starting from time slot t. Then Bellman equation for V x (s t ) is given by
Bellman equation (6) describing the recursion of value functions V x (s t ) plays a key role in solving the MDP (4). The solving process consists of two interacting steps, i.e.,
Step (7) first gives an optimal channel access strategy x * t that maximizes the value function V x (s t ) according to the obtained V * (s t+1 ), and then step (8) computes the maximum of V x (s t ) (i.e., V * (s t )) by plugging x * t into (6). In each iteration, steps (7) and (8) are performed alternatively and the backward induction process continues until t = 1. The whole solving process is briefly summarized as shown in Algorithm 1. 
Algorithm 1 Backward induction algorithm for finite-horizon
for all s t ∈ S do 5: Compute the set of optimal strategies, Ξ * (s t ), according to (7) and randomly select x * t ∈ Ξ * (s t ).
6:
Compute V * (s t ) according to (8).
7:
end for 8: until t = 1.
Finally, we emphasize that in Algorithm 1 we only need to output the channel option determined by the first step x * 1 of the optimal strategy x * . As shown in Fig. 3 , the current channel state together with x * 1 implies the best 1 channel option for the coming time slot. This is quite similar to the receding horizon control (RHC) method, in which only the first action of the optimal strategy is applied to the plant (which corresponds to the spectrum in this paper). However, different from the RHC method, Algorithm 1 does not necessarily run every time slot, while instead it is triggered only when transmission failure is detected.
IV. MYOPIC STRATEGY
The size of S grows exponentially as the number of channels N increases. At the same time, acquiring the state transition matrix P will also become difficult. Therefore, finding an optimal strategy x * for an MDP with large |S| can be computationally prohibitive. On the other hand, the decision making process has to be accomplished within one time slot. For this, it is crucial to make some reasonable assumptions on the problem structure and to design an efficient myopic frequency hopping (MFH) strategy with reduced complexity.
In this section, each channel is assumed to evolve independently, and based on this assumption, we propose a myopic decision-theoretic approach that maximizes the perslot transmission reliability rather than the cumulative expected transmission reliability. As shown in Fig. 4, channel j ( j ∈ A) transits from state 0 to state 1 with probability α j and stays in state 1 with probability β j . Given that the channel state s t−1 is available by the end of slot t − 1, the expected reward to be gained in slot t if channel j is selected is given bŷ
where I(⋅) represents the indicator function.
Then the proposed myopic approach aims to choose a channel in time slot t − 1 to maximize the immediate reward in time slot t. The math formulation of the myopic approach is given byx * t ∈ arg max
Obviously, for the MFH strategyx * t , we only need to compare the immediate reward of N channels and select the channel with the highest reward. Therefore, the computational complexity of problem (10) is noticeably reduced in comparison to problem (4) . In Section V, the efficiency of the MFH strategŷ x * t will be verified via simulations. 
V. SIMULATION
In this section, we perform extensive simulations to evaluate the performance of the proposed AFH strategies. To this end, we assume an IWSN with a set of four operating channels. We randomly generate a group of transition probability matrices for the AFH design and according to each transition probability matrix P compute a corresponding group of transition probability pairs (α, β ) for the MFH design. Notice that for convincible comparisons, the scale of two matrices group is set 1000 and the simulation time is set 1000 slots. The comparison results are averaged over 1000 × 1000 observations. The simulations are programmed by Matlab. Fig. 5 shows the reliability performance comparison between AFH, MFH and BFH under different horizon T s ranging from 1 to 5. In this simulation, the reliability performance is measured with the packet delivery ratio that is defined as the ratio of the number of successful transmissions and the number of all simulated transmissions. As conventional observation or measurement-based AFH methods [14] - [17] need a rather long observation and learning process, we observe that the reliability performance of existing AFH methods is basically the same as that of BFH in the limited simulation duration. For clarity, we use "BFH" to represent both blind frequency hopping methods [9] [10] and existing AFH methods [14] - [17] . We observe the proposed AFH and MFH obviously outperform BFH and because of the assumption on channel states in Section IV AFH outperforms MFH as well. In addition, we notice that the benefit of large T (i.e.,T > 3 in this simulation) is non-obvious. In this case, T = 3 yields the high packet delivery ratio and moderate computation complexity. Therefore, we set T = 3 for the rest of simulations. Fig. 6 compares the packet delivery ratio of AFH, MFH and BFH under different sensing error probabilities ranging from 0 to 10%. It is clearly shown that both AFH and MFH are sensitive to sensing errors. As the sensing error probability increases, both AFH and MFH degrade dramatically and are finally dominated by BFH.
Remark 1:
This paper assumes that the accurate spectrum state is available for the decision making at the network manager. This assumption does not generally hold in practice. The reasons are two fold: 1. The length of one time slot may not be long enough for massive sampling examples on the multi-band sensing. 2. The harsh industrial environment (i.e., fast fading and multi-path) leads the single-point spectrum sensing unreliable. Fig. 6 tells that the performance loss by imperfect spectrum sensing should be addressed in the AFH design. This paper leaves the robust AFH design in IWSNs in spite of sensing errors as a future work.
VI. CONCLUSION AND FUTURE WORK
We proposed an MDP-based AFH strategy that allowed IWSNs to cognitively switch working channels for high transmission reliability. For the first time, based on MDP theory we built a theoretical AFH framework and achieved an AFH strategy maximizing the expected cumulative transmission reliability over a finite horizon. Considering the high computational complexity of the MDP, we further proposed a myopic frequency hopping strategy with reduced complexity. Simulation results showed that the proposed AFH strategies yielded higher transmission reliability in comparison to existing frequency hopping strategies.
Apart from the future work introduced in Remark 1, we will also implement the proposed AFH method on real IWSN platforms in the near future.
