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1 Introduction
Mobile robots are increasingly used for various missions in hazardous and complex environments not only to
avoid or mitigate risks to human life and health but also due to their lightweights, inexpensive components,
and low power consumptions. These robots are often subjected to limitations on communication and so should
be equipped with navigation and control systems that enable them to autonomously operate either constantly
or for extended periods of time and distance. Recently, such problems have gained much interest in control
community. Tracking of environmental level sets is among them: The robot should reach and then track and
so display the isoline where an unknown scalar field assumes a certain value. By doing so, the robot localizes
the area inside this isoline where the field assumes greater values and which is typically of major interest. For
example, this is a critically contaminated area if the field gives the radiation level or a pollutant concentration.
Such tasks are also of interest for tracking of oil and chemical spills [14], detection and monitoring of harmful
algae blooms [38], tracking forest fires [11] or contaminant clouds [44], exploration of sea temperature, etc.
Another mission of essential interest is extremum seeking, where a mobile robot should be autonomously
navigated to the maximizer of an environmental field. In many typical scenarios, the field profile is unknown a
priori and should be explored on-line based on point-wise measurements of the field. This holds in a variety of
missions, such as environmental studies, tracking a moving target based on a single signal decaying away from
the target, seeking sources of radiation emission or pollutant leakage, etc. The discussed problem also falls into
the general framework of extremum seeking control, which should ensure that a dynamic plant is directed to
and subsequently tracks an optimal operating point based on on-line evaluation of the current performance,
whose profile is unknown a priori [17, 40].
Access to the field gradient is assumed by many works on robotic tracking of environmental boundaries
(see e.g., [22,26,27,39,47] and literature therein) and environmental extremum seeking (see e.g., [4,6,24,41,46]
and the literature therein). However, spatial derivatives often are not measurable, unlike the field value at the
robot’s location. Their estimation needs simultaneous access to this value at several nearby locations distributed
over two dimensions. This may require complicated and costly hardware, e.g., several communicating robots
and their ineffective (tight-flocking) formation, or many distant sensors on a single robot. Meanwhile, data
exchange degradation due to e.g., communication constraints may require each robot to operate autonomously
over considerable time and space even in multi-robot scenario, whereas equipment of a single robot with many
distant sensors may constitute a separate problem, e.g., for small-size robots. Anyhow, gradient estimators
suffer from noise amplification, and their sensor-based implementation is still an intricate problem in practical
setting [1,13,42]. This carries a threat of performance degradation, puts extra burden on controller tuning, and
may greatly increase the overall computational load [1].
Motivated by the foregoing, a substantial research activity was devoted to gradient-free approaches and sce-
narios where a single mobile sensor has a pointwise access to the field value only when tracking an environmental
boundary (see e.g., [2, 7, 8, 11, 12, 21, 30, 34, 35, 48] and literature therein) or when looking for the maximizer of
an environmental field (see e.g., [5, 9, 10, 15, 16, 18, 20, 25, 28, 28, 31, 32, 36, 36, 45] and literature therein). These
works mostly offer reactive controllers which directly convert current observation into current control input via
a simple, reflex-like rule (for recent extensive surveys of reactive algorithms for navigation of mobile robots, we
refer the reader to [33, 37]).
A common feature of the previous theoretical developments concerned with gradient-free tracking of envi-
ronmental boundaries and extremum seeking navigation is that they deal mainly with steady fields. However in
the real world, environmental fields are almost never steady and often cannot be well approximated by steady
fields. The problem of extremum seeking in dynamic fields is also concerned with localization and circum-
navigation of an unknowingly maneuvering target based on a single measurement that decays as the sensor
goes away from the target, like the strength of the infrared, acoustic, or electromagnetic signal, or minus the
distance to the target. Such navigation is of interest in many areas [3, 19, 29]; it carries a potential to reduce
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the hardware complexity and cost and improve target pursuit reliability. A solution for such problem in the
very special case of the unsteady field — minus the distance to an unknownly moving Dubins-car-like target
— was proposed and justified in [29]. However the results of [29] are not applicable to more general dynamic
fields. To the best of the knowledge of the authors, rigorously justified navigation laws for gradient-free tracking
of environmental boundaries of generic unsteady fields and for gradient-free extremum seeking in such fields
are presented in [30] and [32], respectively. However, [30] follows the sliding mode paradigm, which gives rise
to concerns about chattering and excessive control activity, and also employs the time-derivative of the field
reading, whereas derivative estimators are prone to noise amplification. On the other hand, [32] does not take
into account possible nonholonomy of the robot and other kinematic or dynamic constraints that may apply.
Thus in research concerned with unsteady environmental fields, many issues remain open. Their elaboration
inevitably demands for evaluation of the proposed navigation solutions versus the field properties. In turn, this
calls for systematic employment of relevant characteristics of unsteady fields and their isolines that properly
inform about their geometry, kinematics, deformations, etc., and also enjoy the benefit of being physically
meaningful. General geometric and kinematic relations also belong to expectedly needed armamentarium.
Meanwhile among the survey of the relevant literature, the authors failed to come across a systematic and
comprehensive exposition of these issues.
This paper is aimed at filling this gap. It presents some field characteristics and their properties that are
relevant to research on environmental extremum seeking and boundary tracking, according to the experience
of the authors. The proofs are mostly via rather boring, though straightforward calculus computations. This
partly discloses the idea behind this text: To unload research papers on the above main topics from the need
to perform these technical developments. A first example is the paper submitted by the authors to the IFAC
journal Automatica, which refers to the technical facts from this text.
This paper is organized as follows. Section 2 gives a quick idea about the ultimate target of the paper,
as is viewed by the authors: It sets up the problems of tracking environmental boundaries and environmental
extremum seeking. Section 3 introduces and discusses some characteristics of dynamic scalar fields; Sect. 4
studies time derivatives of the field reading of a moving robot. The last Section 5 offers a useful technical
estimation of deviation of a perpetually rotating robot from the initial state.
The following notations are used throughout the paper:
• the symbol := means “is defined to be”;
• ‖ · ‖ is the Euclidian norm;
• 〈·; ·〉 is the standard inner product in the plane;
• ⊤ stands for transposition;
•
“A”
= means that the equation = is true by virtue of “A”, similar convention is adopted for other binary
relations;
• Rα is the counter clockwise rotation through angle α.
2 The Problems of Gradient-Free Isoline Tracking and Extremum
Seeking by a Mobile Robot
We consider a point-wise robot traveling in a Cartesian plane with the absolute coordinates x and y. For the
sake of definiteness and simplicity, we assume the simple integrator model of the robot’s kinematics: The robot is
controlled by the time-varying linear velocity ~v whose magnitude does not exceed a given constant v. The plane
hosts an unknown scalar time-varying field D(t, r) ∈ R, where t is time and r := (x, y)⊤. The on-board control
system has access only to the field value d(t) := D[t, r(t)] at the robot’s current location r(t) = [x(t), y(t)]⊤. No
data about the derivatives of D are available; in particular, the robot is not aware of the field’s spatial gradient.
The kinematic model of the robot is as follows:
r˙ = ~v, r(0) = rin ‖~v‖ ≤ v, (2.1)
where ~v is the control input. By introducing the speed v := ‖~v‖ and velocity orientation angle θ, this can be
shaped into
r˙ = v~e(θ), 0 ≤ v ≤ v, where ~e(θ) := (cos θ, sin θ)⊤ (2.2)
and v, θ are control inputs.
Isoline tracking problem. The robot should be steered to the level curve D(t, r) = d0 where the field
assumes a pre-specified value d0 and to subsequently circulate along this curve; see Fig. 1(a).
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(a) (b)
Figure 1: (a) Tracking of d0-isoline of a dynamic scalar field D; (b) Extremum seeking by using a mobile robot.
Extremum seeking problem. The objective is to drive the robot to the moving point r0(t) where
D(t, r) attains its maximum over r ∈ R2 and then to keep the robot in a vicinity of r0(t), thus displaying the
approximate location of r0(t); see Fig. 1(b).
3 Some Characteristics of a Dynamic Scalar Field
Figure 2: Two close isolines.
We start with introducing notations and examined characteristics of dynamic fields.
• ∇ =
(
∂
∂x ,
∂
∂y
)⊤
— the spatial gradient;
• D′′ — the spatial Hessian, i.e., the matrix of the second derivatives with respect to x and y;
• I(t, d0) := {r : D(t, r) = d0} — the spatial level curve (isoline) of D(t, ·) with the field level d0, see
Fig. 1(a);
• [T,N ] = [T (t, r), N(t, r)] — the (right) Frenet frame of the spatial isoline I[t, γ] with γ := D(t, r) at the
point r, i.e., the isoline that passes through this point at time t; in other words,
N =
∇D(t, r)
‖∇D(t, r)‖
(3.1)
and T are the unit normal and tangent vectors, respectively;
• κ(t, r) — the signed curvature of this spatial isoline at the point r (κ ≥ 0 on the convexities of the domain
where the field assumes greater values {r′ : D(t, r′) ≥ γ});
• r+(∆t|t, r) — the nearest (to r) point where the N -axis of the above Frenet frame intersects the isoline
with the same field level γ observed at time t = t+∆t; see Fig. 2;
• p(∆t|t, r) — the ordinate of r+(∆t|t, r), i.e., the signed normal displacement of the isoline from t to t+∆t;
• λ(t, r) — the front velocity of the spatial isoline: λ(t, r) := lim∆t→0
p(∆t|t,r)
∆t ;
• α(t, r) — the front acceleration of the spatial isoline:
α(t, r) := lim
∆t→0
λ[t+∆t, r+(∆t|t, r)]− λ[t, r]
∆t
; (3.2)
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• ∆ϕ(∆t|t, r) — the angular displacement of T [t+∆t, r+(∆t|t, r)] with respect to T [t, r], ; see Fig. 2;
• ω(t, r) — the angular velocity of rotation of the spatial isoline: ω(t, r) := lim
∆t→0
∆ϕ(∆t|t, r)
∆t
;
• ρ(t, r) — the density of isolines: ρ(t, r) := lim
∆γ→0
∆γ
q(∆γ|t, r)
, where q(∆γ|t, r) is the ordinate of the nearest
to r point where the N -axis of the Frenet frame intersects the isoline I(t|t, γ + ∆γ), γ := D(t, r) with a
close field value γ +∆γ; 1
• vρ(t, r) — the (proportional) growth rate of the density ρ over time:
vρ(t, r) :=
1
ρ(t, r)
lim
∆t→0
ρ[t+∆t, r+(∆t|t, r)]− ρ[t, r]
∆t
; (3.3)
• τρ(t, r) — the (proportional) growth rate of the density under a tangential displacement at time t:
τρ(t, r) :=
1
ρ(t, r)
lim
∆s→0
ρ(t, r + T∆s)− ρ(t, r)
∆s
; (3.4)
• nρ(t, r) — the (proportional) growth rate of the density under a normal displacement at time t:
nρ(t, r) :=
1
ρ(t, r)
lim
∆s→0
ρ(t, r +N∆s)− ρ(t, r)
∆s
; (3.5)
• ω∇(t, r) — the angular velocity of the gradient ∇D rotation at time t at point r.
The following lemma explicitly links the above quantities with the field distribution D(·).
Lemma 3.1. Whenever the field D(·) is twice continuously differentiable in a vicinity of (t, r) and ∇D(t, r) 6= 0,
the afore-introduced quantities are well-defined and the following relations hold at (t, r):
λ = −
D′t
‖∇D‖
, ρ = ‖∇D‖, r+(dt|t, r) = r + λNdt+ O(dt), (3.6)
vρ =
〈∇D′t + λD
′′N ;N〉
‖∇D‖
, ω = −
〈∇D′t + λD
′′N ;T 〉
‖∇D‖
, α = −
D′′tt + λ 〈∇D
′
t;N〉
‖∇D‖
− λvρ, (3.7)
κ = −
〈D′′T ;T 〉
‖∇D‖
, ω∇ = −
〈∇D′t;T 〉
‖∇D‖
, τρ =
〈D′′N ;T 〉
‖∇D‖
, nρ =
〈D′′N ;N〉
‖∇D‖
. (3.8)
Proof: We put N := N(t, r), γ := D(t, r), f(∆t, p) := D(t + ∆t, r + pN) − γ, where ∆t, p ∈ R. Then the
partial derivatives f ′p(0, 0) = 〈∇D(t, r);N〉 = ‖∇D(t, r)‖ 6= 0 and f
′
∆t(0, 0) = D
′
t(t, r). By the implicit function
theorem [23], the equation f(∆t, p) = 0 has a unique solution p = p(∆t) in a sufficiently small vicinity of 0 for
any sufficiently small ∆t; furthermore, this solution smoothly depends on ∆t and dpd(∆t)(0) = −
f ′∆t(0,0)
f ′p(0,0)
. This
implies that p(∆|t, r) = p(∆t) for ∆t ≈ 0, the speed λ is well defined, and the first relation from (3.6) does
hold. Similarly, the equation ϕ(∆γ, q) := D(t, r + qN) − γ − ∆γ = 0 has a unique solution q = q(∆γ) in a
sufficiently small vicinity of 0 for any sufficiently small ∆γ; furthermore, this solution smoothly depends on ∆γ
and dpd(∆γ)(0) = −
ϕ′∆γ(0,0)
ϕ′p(0,0)
= 1‖∇D(t,r)‖ . It follows that ρ is well defined and the second relation from (3.6) holds.
The third relation is immediate from the definitions of r+(∆t|t, r), p(∆t|t, r), and λ.
To proceed, we put r+(∆t) := r+(∆t|t, r). Due to (3.6),
∇D [t+ dt, r+(dt)] = ∇D[t+ dt, r + λNdt+ O(dt)] = ∇D + [∇D
′
t + λD
′′N ]dt+ O(dt),
ρ[t+∆t, r+(dt)] = ‖∇D [t+ dt, r+(dt)]‖ = ‖∇D + [∇D
′
t + λD
′′N ]dt+ O(dt)‖
= ‖∇D‖+
〈∇D;∇D′t + λD
′′N〉
‖∇D‖
dt+ O(dt)
= ρ+ 〈N ;∇D′t + λD
′′N〉 dt+ O(dt) |⇒ the first formula in (3.7), (3.9)
N [t+ dt, r+(dt)] =
∇D [t+ dt, r+(dt)]
‖∇D [t+ dt, r+(dt)]‖
= N +
[
∇D′t + λD
′′N
‖∇D‖
−
∇D
‖∇D‖
3 〈∇D;∇D
′
t + λD
′′N〉
]
dt+ O(dt)
1This density characterizes the “number” of isolines within the unit distance from the basic one I(t, γ), where the “number” is
evaluated by the discrepancy in the values of D(·) observed on these isolines at the given time t.
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= N +
1
‖∇D‖
[∇D′t + λD
′′N −N 〈N ;∇D′t + λD
′′N〉] dt+ O(dt)
(a)
= N +
〈T ;∇D′t + λD
′′N〉
‖∇D‖
Tdt+ O(dt),
where (a) holds since W = 〈W,T 〉T + 〈W,N〉N ∀W ∈ R2. In the Frenet frame (T,N), we have
N [t+ dt, r+(dt)] =
(
− sin∆ϕ(dt|t, r)
cos∆ϕ(dt|t, r)
)
= N +
(
− cos 0
− sin 0
)
ωdt+ O(dt) = N − ωTdt+ O(dt).
By equating the coefficient prefacing Tdt in the last two expressions, we arrive at the second formula in (3.7).
Furthermore,
λ(t + dt, r+(dt))
(3.6)
= −
D′t[t+ dt, r+(dt)]
‖∇D(t+ dt, r+(dt))‖
(3.9)
= λ−
D′′ttdt+ 〈∇D
′
t; r+(dt)− r〉
‖∇D‖
+D′t
〈N ;∇D′t + λD
′′N〉
‖∇D‖2
dt+ O(dt)
(3.6)
= λ−
D′′tt + λ 〈∇D
′
t;N〉
‖∇D‖
dt− λ
〈N ;∇D′t + λD
′′N〉
‖∇D‖
dt+ O(dt)
(b)
= λ−
D′′tt + λ 〈∇D
′
t;N〉
‖∇D‖
dt− λvρdt+ O(dt),
where (b) follows from the first formula in (3.7). The definition of α completes the proof of (3.7). The first two
equations in (3.8) are well known, the third one follows from the transformation
ρ(t, r + Tds) = ‖∇D[t, r + Tds]‖ = ρ(t, r) +
〈D′′T ;∇D〉
‖∇D‖
ds+ O(ds) = ρ(t, r) + 〈D′′T ;N〉ds+ O(ds),
the fourth equation in (3.8) is established likewise. 
It follows from Lemma 3.1 that ω = ω∇ − λτρ, vρ = −ω∇ + λnρ.
The next lemma shows how some of the introduced characteristics change under infinitesimally small shifts
in time and space.
Lemma 3.2. Suppose that the field D(·) is twice continuously differentiable in a vicinity of (t, r) and ∇D(t, r) 6=
0. Then the following relations hold:
λ(t, r + Tds) = λ+ ωds+ O(ds), λ(t, r +Nds) = λ− vρds+ O(ds); (3.10)
N [t, r + Tds] = N − κTds+ O(ds), T [t, r + Tds] = T + κNds+ O(ds); (3.11)
N(t, r +Nds) = N + τρTds+ O(ds), T (t, r +Nds) = T − τρNds+ O(ds), (3.12)
N [t+ dt, r+(dt)] = N − ωTdt+ O(dt), T [t+ dt, r+(dt)] = T + ωNdt+ O(dt), (3.13)
where r+(∆t) := r+(∆t|t, r).
Proof: Formulas (3.10) are justified by the following observations:
λ(t, r+Tds)
(3.6)
= −
D′t(t, r + Tds)
‖∇D(t, r + Tds)‖
= λ(t, r)−
〈∇D′t;T 〉
‖∇D‖
ds+D′t
〈D′′N ;T 〉
‖∇D‖2
ds+O(ds)
(3.6)
= λ(t, r)−
〈∇D′t;T 〉
‖∇D‖
ds
− λ
〈D′′N ;T 〉
‖∇D‖
ds+ O(ds) = λ(t, r) −
〈∇D′t + λD
′′N ;T 〉
‖∇D‖
ds+ O(ds)
(3.7)
= λ+ ωds+ O(ds);
λ(t, r +Nds) = λ(t, r) −
〈∇D′t + λD
′′N ;N〉
‖∇D‖
ds+ O(ds)
(3.7)
= λ− vρds+ O(ds).
Formulas (3.11) are the classic Frenet-Serrat equations. Furthermore
N(t, r +Nds) =
∇D(t, r +Nds)
‖∇D(t, r +Nds)‖
= N +
D′′N
‖∇D‖
ds−∇D
〈D′′N ;∇D〉
‖∇D‖3
ds+ O(ds)
= N +
D′′N −N 〈D′′N ;N〉
‖∇D‖
ds+ O(ds) = N +
〈D′′N ;T 〉
‖∇D‖
Tds+ O(ds)
(3.8)
= N + τρTds+ O(ds),
which yields the first formula in (3.12). This also implies the second formula since N = Rpi
2
T, T = −Rpi
2
N .
Formulas (3.13) follow from the definition of ω. 
Let us consider a simply connected domain D in a vicinity of which the field D(·) is twice continuously
differentiable and ∇D(t, r) 6= 0. Then the angle β of rotation of the vector-field ∇D along any curve lying in
D is uniquely determined by the ordered pair of the ends of this curve. Let β∇(D) be the maximum of |β| over
all pairs in D.
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Lemma 3.3. Suppose that the field D(·) is twice continuously differentiable and ∇D(t, r) 6= 0 in a vicinity of
D := ∆× C, where T is an interval and C ⊂ R2 is a convex set. Then
β∇(D) ≤ sup
p∈D
|ω∇(p)| × |T |+ sup
p∈D
√
κ2 + τ2ρ × diamC,
where |T | is the length of the interval, diam is the diameter of the set, i.e., the supremum of distances between
two its elements, and ω∇,κ, and τρ are the field parameters introduced at the beginning of this section.
Proof: Let pi = (ti, ri) ∈ D := ∆ × C, i = 0, 1 and t0 ≤ t1 for the definiteness. In D, we introduce two
parametric curves ζ(s) := [s, r0], s ∈ [t0, t1] and ξ(s) := [t1, (1 − s)r0 + sr1], s ∈ [0, 1], connecting the point
[t0, r0] with [t0, r1] and [t0, r1] with [t1, r1], respectively. The concatenation of these curves connects p1 with p2
and lies in D. So the angle of the gradient rotation when going from p1 to p2 inside D is the angle of rotation
∢βζ when going along ζ(·) plus the angle of rotation ∢βξ when going along ξ(·). Let ϕ[t, r] stands for the
orientation angle of ∇D[t, r] in the absolute coordinate frame. Then
d
ds
ϕ[ζ(s)] = −
〈∇D′t[ζ(s)];T [ζ(s)]〉
‖∇D[ζ(s)]‖
(3.8)
== ω∇[ζ(s)] Z⇒ |∢βζ | =
∣∣∣∣
∫ t1
t0
ω∇[ζ(s)] ds
∣∣∣∣ ≤ sup
p∈D
|ω∇(p)|(t1 − t0);
d
ds
ϕ[ξ(s)] = −
〈D′′[ζ(s)][r1 − r0];T [ζ(s)]〉
‖∇D[ζ(s)]‖
= −
〈D′′[ζ(s)]T [ζ(s)];T [ζ(s)]〉
‖∇D[ζ(s)]‖
〈r1 − r0;T [ζ(s)]〉
−
〈D′′[ζ(s)]T [ζ(s)];N [ζ(s)]〉
‖∇D[ζ(s)]‖
〈r1 − r0;N [ζ(s)]〉
(3.8)
== +κ 〈r1 − r0;T [ζ(s)]〉 − τρ 〈r1 − r0;N [ζ(s)]〉 Z⇒∣∣∣∣ ddsϕ[ξ(s)]
∣∣∣∣ ≤ ‖r1 − r0‖√κ2 + τ2ρ Z⇒ |∢βξ| ≤
∫ 1
0
∣∣∣∣ ddsϕ[ξ(s)]
∣∣∣∣ ds ≤ ‖r1 − r0‖ sup
p∈D
√
κ2 + τ2ρ .
To complete the proof, it remains to take the supremum over p0, p1 ∈ D. 
4 Time Derivatives of the Robot’s Field Readings
Theorem 4.1. Let the robot (2.2) move at the speed v ≡ v in a domain where the field D(·) is twice continuously
differentiable and ∇D(t, r) 6= 0. Then the following relations hold for the field reading d(t) := D[t, r(t)]:
d˙ = ρ [v 〈N ;~e〉 − λ] , (4.1)
d¨(t) = ρ
[
(θ˙ − 2ω − κvT + 2v∆τρ)vT + 2vρv∆ − α+ v
2
∆nρ
]
. (4.2)
Here ρ, λ, vρ, nρ, τρ, α, ω,κ are the field parameters introduced at the beginning of Section 3, whereas
v∆ :=
d˙
ρ
(4.1)
== v 〈N ;~e〉 − λ = 〈N ;~v〉 − λ, vT := 〈~v;T 〉 = sgnσ
√
v2 − [λ+ v∆]
2, where σ := 〈~e;T 〉 (4.3)
and the Frenet frame [T,N ] is built at the robot’s current location.
Proof: Formula (4.1) is true since
d˙
(2.2)
== v 〈∇D;~e〉+D′t = ‖∇D‖
[
v
〈
∇D
‖∇D‖
;~e
〉
+
D′t
|∇D‖
]
(a)
= ρ [v 〈N ;~e〉 − λ] ,
where (a) holds thanks to (3.1) and the first two formulas in (3.6).
To establish (4.2), we first note that due to (4.3), 〈N ;~v〉 = v∆ + λ and
~v = 〈T ;~v〉 T + 〈N ;~v〉N = vTT + (v∆ + λ)N, ~e =
~v
v
=
vT
v
T +
v∆ + λ
v
N. (4.4)
This justifies (a) in the following stream of transformations:
r(t + dt)
(2.1)
== r(t) + ~vdt+ O(dt)
(a)
= r(t) + λN dt︸ ︷︷ ︸
=r+(dt)+O(dt)by (3.6)
+[v∆N + vTT ]dt+ O(dt)
= r+(dt) + [v∆N + vTT ]dt+ O(dt). (4.5)
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We proceed by using (4.1) and dropping the argument [t, r(t)] everywhere:
d˙(t+ dt)− d˙(t) = ρ[t+ dt, r(t+ dt)]
(
− λ[t+ dt, r(t+ dt)] + v 〈N [t+ dt, r(t+ dt)], ~e(t+ dt)〉
)
− ρ (−λ+ v 〈N,~e〉)
=
{
ρ[t+ dt, r(t+ dt)]− ρ
}
(−λ[t+ dt, r(t+ dt)] + v 〈N [t+ dt, r(t+ dt)], ~e(t+ dt)〉)︸ ︷︷ ︸
=−λ+v〈N,~e〉+η(dt), where η(z)→0 as z→0
− ρ {λ[t+ dt, r(t+ dt)]− λ}
+ vρ
〈
N [t+ dt, r(t+ dt)]−N,~e
〉
+ vρ
〈
N,~e(t+ dt)− ~e
〉
=
{
ρ[t+ dt, r(t+ dt)]− ρ
}︸ ︷︷ ︸
=:a
(−λ+ v 〈N,~e〉)︸ ︷︷ ︸
=v∆ by (4.3)
−ρ {λ[t+ dt, r(t+ dt)]− λ}︸ ︷︷ ︸
=:b
+ vρ
〈
N [t+ dt, r(t+ dt)]−N︸ ︷︷ ︸
=:~c1
, ~e
〉
+ vρ
〈
N,~e(t+ dt)− ~e︸ ︷︷ ︸
=:~c2
〉
+ O(dt). (4.6)
Now we analyze a, b,~c1, and ~c2 separately:
a
(4.5)
== ρ[t+ dt, r+(dt) + v∆Ndt+ vTTdt+ O(dt)]− ρ
=
{
ρ[t+ dt, r+(dt) + v∆Ndt+ O(dt) +vTTdt]− ρ[t+ dt, r+(dt) + v∆Ndt+ O(dt)]
}
+ ρ[t+ dt, r+(dt) + v∆Ndt+ O(dt)]− ρ
(3.4)
== {ρvT τρdt+ O(dt)} + ρ[t+ dt, r+(dt) + v∆Ndt+ O(dt)]− ρ
= ρvT τρdt+
{
ρ[t+ dt, r+(dt) + O(dt) +v∆Ndt]− ρ[t+ dt, r+(dt) + O(dt)]
}
+ ρ[t+ dt, r+(dt) + O(dt)]− ρ+ O(dt)
(3.5)
== ρvT τρdt+ {ρv∆nρdt+ O(dt)}+ ρ[t+ dt, r+(dt) + O(dt)]− ρ+ O(dt)
= ρ[vT τρ + v∆nρ]dt+ ρ[t+ dt, r+(dt)]− ρ+ O(dt)
(3.3)
== ρ · [vρ + v∆nρ + vT τρ]dt+ O(dt).
Similarly,
b = λ[t+ dt, r(t+ dt)]− λ
(4.5)
== λ [t+ dt, r+(dt) + v∆Ndt+ vTTdt+ O(dt)] − λ
=
{
λ[t+ dt, r+(dt) + v∆Ndt+ O(dt) +vTTdt]− λ[t+ dt, r+(dt) + v∆Ndt+ O(dt)]
}
+ λ[t+ dt, r+(dt) + v∆Ndt+ O(dt)]− λ
(3.10)
== {vTωdt+ O(dt)}+ λ[t+ dt, r+(dt) + v∆Ndt+ O(dt)]− λ
= vTωdt+
{
λ[t+ dt, r+(dt) + O(dt)+v∆Ndt]− λ[t+ dt, r+(dt) + O(dt)]
}
+ λ[t+ dt, r+(dt) + O(dt)]− λ+ O(dt)
(3.10)
== vTωdt+ {−v∆vρdt+ O(dt)} + λ[t+ dt, r+(dt) + O(dt)]− λ+ O(dt)
= [vTω − v∆vρ]dt+ λ[t+ dt, r+(dt)] − λ+ O(dt)
(3.2)
== [α+ ωvT − vρv∆]dt+ O(dt);
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~c1 = N [t+ dt, r(t+ dt)]−N
(4.5)
== N [t+ dt, r+(dt) + v∆Ndt+ vTTdt+ O(dt)]−N
=
{
N [t+ dt, r+(dt) + v∆Ndt+ O(dt) +vTTdt]−N [t+ dt, r+(dt) + v∆Ndt+ O(dt)]
}
+N [t+ dt, r+(dt) + v∆Ndt+ O(dt)]−N
(3.11)
== {−vTκTdt+ O(dt)}+N [t+ dt, r+(dt) + v∆Ndt+ O(dt)] −N
= −vTκTdt+
{
N [t+ dt, r+(dt) + O(dt) +v∆Ndt]−N [t+ dt, r+(dt) + O(dt)]
}
+N [t+ dt, r+(dt) + O(dt)]−N + O(dt)
(3.12)
== −vTκdt+ {v∆τρTdt+ O(dt)}+N [t+ dt, r+(dt) + O(dt)]−N + O(dt)
= [v∆τρ − vTκ]Tdt+N [t+ dt, r+(dt)] −N + O(dt)
(3.13)
== [−ω + τρv∆ − κvT ]Tdt+ O(dt).
Finally,
~c2 = ~e(t+ dt)− ~e
(2.2)
== θ˙Rpi
2
~edt+ O(dt) =
θ˙
v
Rpi
2
~vdt+ O(dt)
(4.4)
==
θ˙
v
Rpi
2
[vTT + (v∆ + λ)N ] dt+ O(dt)
=
θ˙
v
[
vTRpi
2
T + (v∆ + λ)Rpi
2
N
]
dt+ O(dt) =
θ˙
v
[− (λ+ v∆) T + vTN ] dt+ O(dt).
Now we put the obtained expressions for a, b,~c1,~c2 into (4.6) and note that the left hand side of (4.6) equals
d˙(t+ dt)− d˙(t) = d¨(t)dt+ O(dt). As a result, we see that
d¨(t) = ρ · [vρ + v∆nρ + vT τρ]︸ ︷︷ ︸
∼a
v∆ − ρ [α+ ωvT − vρv∆]︸ ︷︷ ︸
∼b
+ vρ
〈
[−ω + τρv∆ − κvT ]T︸ ︷︷ ︸
∼~c1
, ~e
〉
+ vρ
〈
N,
θ˙
v
[− (λ+ v∆)T + vTN ]︸ ︷︷ ︸
∼~c2
〉
(4.4)
== ρ [(vρ + v∆nρ + vT τρ)v∆ − (α+ ωvT − vρv∆)]
+ vρ
〈
[−ω + τρv∆ − κvT ]T ;
vT
v
T +
v∆ + λ
v
N
〉
+ ρθ˙
〈
N ;− (λ+ v∆)T + vTN
〉
= ρ [(vρ + v∆nρ + vT τρ)v∆ − (α + ωvT − vρv∆)] + vTρ(−ω + τρv∆ − κvT ) + vTρθ˙
= ρ
[
(vρ + v∆nρ + vT τρ)v∆ − (α+ ωvT − vρv∆) + vT (−ω + τρv∆ − κvT ) + vT θ˙
]
= ρ
[
(θ˙ − 2ω − κvT + 2v∆τρ)vT + 2vρv∆ − α+ v
2
∆nρ
]
,
which completes the proof of (4.2). 
5 Deviation of a Perpetually Rotating Robot from the Initial State
Lemma 5.1. Let the robot move at the maximal speed v ≡ v and so that the vector ~e(θ) rotates in a constant
direction with the angular speed |θ˙| ≥ ωθ. Then its deviation from the initial location obeys the inequality
‖r(t)− r(0)‖ ≤ q(ϕ) :=
2v
ωθ
⌊ ϕ
2π
⌋
+
v
ωθ
[1− cosmin{HϕI;π}] ≤
2v
ωθ
⌈ ϕ
2π
⌉
, (5.1)
where ϕ := |θ(t) − θ(0)|, HϕI := ϕ − 2π
⌊
ϕ
2π
⌋
, whereas ⌊z⌋ and ⌈z⌉ are the integer floor and ceiling of a real
number z, respectively.
Proof: Without any loss of generality, it can be assumed that r(0) = 0, θ(0) = 0. We focus on the case,
where ~e rotates clockwise, the case of counter clockwise rotation is considered likewise. Then θ˙ ≤ −ωθ < 0 and
so s := −θ can be taken as a new independent variable:
dr
ds
= u~e(−s), u := −
v
θ˙
∈
[
0,
v
ωθ
]
.
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The squared deviation does not exceed the maximal value of I in the following optimization problem:
I := ‖r(ϕ)‖2 → max subject to
dr
ds
= u~e(−s) s ∈ [0, ϕ], r(0) = 0, u(s) ∈ [0, v/ωθ] .
Its solution r0(·), u0(·) exists and obeys the Pontryagin’s maximum principle [43]: There exists a smooth function
ψ(s) ∈ R2 of variable s ∈ [0, ϕ] such that
u0(s) = argmaxu∈[0,v/ωθ]uψ
⊤~e(−s) =


v/ωθ if ψ
⊤~e(−s) > 0
0 if ψ⊤~e(−s) < 0
unclear if ψ⊤~e(−s) = 0
,
where
dψ
ds
= −
∂
∂r
u0ψ⊤~e(−s) = 0⇒ ψ = const, ψ = ψ(ϕ) = 2r0(ϕ).
If r0(ϕ) = 0, (5.1) is evident. Let r0(ϕ) 6= 0. Then ψ 6= 0 and so as s progresses, u0(s) interchanges the values
0 and v/ωθ, each taken on an interval of length π possibly except for extreme intervals whose lengths do not
exceed π. Inequality (5.1) results from computation of ‖r(ϕ)‖ for such controls u(·), along with picking the
maximum among these results. 
References
[1] K. Ahnert and M. Abel. Numerical differentiation of experimental data: Local versus global methods.
Computer Physics Communications, 177:764–774, 2007.
[2] S.B. Andersson. Curve tracking for rapid imaging in AFM. IEEE Trans. on Nanobioscience, 6:354 – 361,
2007.
[3] A. Arora, P. Dutta, S. Bapat, et al. A line in the sand: A wireless sensor network for target detection,
classification, and tracking. Computer Networks, 45(6):605–634, 2004.
[4] N. Atanasov, Jerome J. Le Ny, N. Michael, and G.J. Pappas. Stochastic source seeking in complex envi-
ronments. In Proc. of the IEEE Conference on Robotics and Automation, pages 3013–3018, Saint Paul,
MN, May 2012.
[5] R. Bachmayer and N.E. Leonard. Vehicle networks for gradient descent in a sampled environment. In
Proceedings of the 41st IEEE Conf. on Decision and Control, pages 113–117, Las Vegas, NV, December
2002.
[6] R.N. Banavar, D.F. Chichka, and J.L. Speyer. Convergence and synthesis issues in extremum seeking
control. In Proc. of the American Control Conference, volume 1, pages 438–443, Chicago, June 2000.
[7] C. Barat and M.J. Rendas. Benthic boundary tracking using a profiler sonar. In Proc. of the IEEE/RSJ
International Conference on Intelligent Robots and Systems, pages 830 – 835, October 2003.
[8] D. Baronov and J. Baillieul. Reactve exploration through following isolines in a potential field. In in
Proceedings of the American Control Conference, pages 2141–2146, NY, December 2007.
[9] D. Baronov and J. Baillieul. Autonomous vehicle control for ascending/descending along a potential field
with two applications. In Proc. of the American Control Conference, pages 678–683, Seattle, WA, June
2008.
[10] E. Burian, D. Yoeger, A. Bradley, and H. Singh. Gradient search with autonomous underwater vehicle
using scalar measurements. In Proc. of the IEEE Symposium on Underwater Vehicle Technology, pages
86–98, Monterey, CA, June 1996.
[11] D.W. Casbeer, D.B. Kingston, R.W. Beard, T. W. McLain, S.M. Li, and R. Mehra. Cooperative forest
fire surveillance using a team of small unmanned air vehicles. International Journal of System Sciences,
36(6):351–360, 2006.
[12] D.W. Casbeer, S.M. Li, R.W. Beard, T.W. McLain, and R.K. Mehra. Forest fire monitoring using multiple
small UAVs. Proc. of the 2005 American Control Conference, 5:3530–3535, June 2005.
[13] R. Chartrand. Numerical differentiation of noisy nonsmooth data. ISRN Appl. Math., 2011. doi:
10.5402/2011/164564.
9
[14] J. Clark and R. Fierro. Mobile robotic sensors for perimeter detection and tracking. International Society
of Automation Trans., 46:3 – 13, 2007.
[15] J. Cochran and M. Krstic. Nonholonomic source seeking with tuning of angular velocity. IEEE Trans.
Autom. Control, 54:717–731, 2009.
[16] J. Cochran, A. Siranosian, N. Ghods, and M. Krstic. 3D source seeking for underactuated vehicles without
position measurement. IEEE Transactions on Robotics, 25(1):117–129, 2009.
[17] D. Dochain, M. Perrier, and M. Guay. Extremum seeking control and its application to process and reaction
systems: A survey. Mathematics and Computers in Simulation, 82(3):369–380, 2011.
[18] Y. Elor and A. M. Bruckstein. Two-robot source seeking with point measurements. Theoretical Computer
Sciences, 457:76–85, 2012.
[19] A. Gadre and D. J. Stilwell. Toward underwater navigation based on range measurements from a single
location. In Proc. of IEEE Int. Conf. on Robotics and Automation, pages 4472–4477, New Orleans, LA,
April 2004.
[20] M. Guay and T. Zhang. Adaptive extremum seeking control of nonlinear dynamic systems with parametric
uncertainties. Automatica, 39(7):1283–1293, 2003.
[21] A. Joshi, T. Ashley, Y.R. Huang, and A.L. Bertozzi. Experimental validation of cooperative environmental
boundary tracking with on-board sensors. In Proc. of the American Control Conference, pages 2630 – 2635,
June 2009.
[22] A.L. Bertozzi M. Kemp and D. Marthaler. Determining environmental boundaries: Asynchronous commu-
nication and physical scales. In V. Kumar, N.E. Leonard, and A.S. Morse, editors, Cooperative Control,
pages 25 – 42. Springer Verlag, Berlin, 2004.
[23] S. G. Krantz and H. R. Parks. The Implicit Function Theorem: History, Theory, and Applications.
Birkha¨uzer, Boston, 2002.
[24] A. Lilienthal and T. Duckett. Experimental analysis of smelling Braitenberg vehicles. Advanced Robotics,
8(8):817–834, 2004.
[25] S. Liu and M. Krstic. Stochastic source seeking for nonholonomic unicycle. Automatica, 48(9):1443–1453,
2010.
[26] M.A. Hsieh S. Loizou and V. Kumar. Stabilization of multiple robots on stable orbits via local sensing. In
Proc. of the IEEE Conference on Robotics and Automation, pages 2312 – 2317, April 2007.
[27] D. Marthaler and A. L. Bertozzi. Tracking environmental level sets with autonomous vehicles. In
S. Butenko, R. Murphey, and P.M. Pardalos, editors, Recent Developments in Cooperative Control and
Optimization, volume 3. Kluwer Academic Publishers, Boston, 2003.
[28] A. S. Matveev, H. Teimoori, and A. V. Savkin. Navigation of a unicycle-like mobile robot for environmental
extremum seeking. Automatica, 47(1):85–91, 2011.
[29] A. S. Matveev, H. Teimoori, and A. V. Savkin. Range-only measurements based target following for wheeled
mobile robots. Automatica, 47(6):177–184, 2011.
[30] A.S. Matveev, M.C. Hoy, K. Ovchinnikov, A. Anisimov, and A.V. Savkin. Robot navigation for monitoring
unsteady environmental boundaries without field gradient estimation. Automatica, 62:227–235, 2015.
[31] A.S. Matveev, M.C. Hoy, and A.V. Savkin. 3D environmental extremum seeking navigation of a nonholo-
nomic mobile robot. Automatica, 50(7):1802–1815, 2014.
[32] A.S. Matveev, M.C. Hoy, and A.V. Savkin. Extremum seeking navigation without derivative estimation
of a mobile robot in a dynamic environmental field. IEEE Transactions on Control Systems Technology,
24(3):1084–1091, 2016.
[33] A.S. Matveev, A.V. Savkin, M. Hoy, and C. Wang. Safe Robot Navigation Among Moving and Steady
Obstacles. Elsevier, Oxford, UK, 2016.
[34] A.S. Matveev, H. Teimoori, and A.V. Savkin. Method for tracking of environmental level sets by a unicycle-
like vehicle. Automatica, 48(9):2252–2261, 2012.
10
[35] A.S. Matveev, C. Wang, and A.V Savkin. Real-time navigation of mobile robots in problems of border
patrolling and avoiding collisions with moving and deforming obstacles. Robotics and Autonomous Systems,
60(6):769–788, 2012.
[36] C. G. Mayhew, R. G. Sanfelice, and A. R. Teel. Robust hybrid source-seeking algorithms based on di-
rectional derivatives and their approximations. In Proceedings of the 47th IEEE Conf. on Decision and
Control, pages 1735–1740, Cancun, Mexico, December 2008.
[37] M.Hoy, A.S. Matveev, and A.V. Savkin. Algorithms for collision free navigation of mobile robots in complex
cluttered environments: A survey. Robotica, 33(3):463–497, 2015.
[38] L.M. Pettersson, D. Durand, O.M. Johannessen, and D. Pozdnyakov. Monitoring of Harmful Algal Blooms.
Praxis Publishing, UK, 2012.
[39] S. Srinivasan, K. Ramamritham, and P. Kulkarni. ACE in the hole: Adaptive contour estimation using
collaborating mobile sensors. In Proc. of the Int. Conference on Information Processing in Sensor Networks,
pages 147 – 158, April 2008.
[40] Y. Tan, W.H. Moase, C. Manzie, D. Nesic, and I.M.Y. Mareels. Extremum seeking from 1922 to 2010. In
Proc. of the 29th Chinese Control Conference, pages 14–26, July 2010.
[41] A.R. Teel and D. Popovic´. Solving smooth and nonsmooth multivariable extremum seeking problems by
the methods of nonlinear programming. In Proc. of the American Control Conference, volume 3, pages
2394–2399, San Francisco, CA, June 2001.
[42] L. K. Vasiljevic and H. K. Khalil. Error bounds in differentiation of noisy signals by high-gain observers.
Systems & Control Letters, 57:856–862, 2008.
[43] R. B. Vinter. Optimal Control. Birkha¨uzer, Boston, 2000.
[44] B. A. White, A. Tsourdos, I. Ashokoraj, S. Subchan, and R. Zbikowski. Contaminant cloud boundary
monitoring using UAV sensor swarms. In Proceedings of the AIAA Guidance, Navigation, and Control
Conference, San Francisco, CA, August 2005.
[45] C. Zhang, D. Arnold, N. Ghods, A. Siranosian, and M. Krstic. Source seeking with non-holonomic unicycle
without position measurement and with tuning of forward velocity. Systems & Control Letters, 56:245–252,
2007.
[46] Ch. Zhang and R. Ordo´nez. Extremum-seeking control and applications: A numerical optimization-based
approach. In Advances in Industrial Control. Springer-Verlag, 2012.
[47] F. Zhang and N. E. Leonard. Cooperative control and filtering for cooperative exploration. IEEE Trans-
actions on Automatic Control, 55(3):650–663, 2010.
[48] J. Zhipu and A.L. Bertozzi. Environmental boundary tracking and estimation using multiple autonomous
vehicles. In Proceedings of the 46th IEEE Conference on Decision and Control, pages 4918–4923, New
Orleans, Lu, December 2007.
11
