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Abstract
This paper presents a lower and upper solution technique for singular second-order boundary value problems on the half-line and
discusses sufﬁcient and necessary conditions for the existence of positive solutions. Also multiplicity is discussed using the ﬁxed
point index.
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1. Introduction
In this paper, we consider the following equation:
y′′ + (t)f (t, y, y′) = 0, t ∈ R+0 ,
ay(0) − by′(0) = y00, lim
t→+∞ y
′(t) = k > 0, (1.1)
where f ∈ C(R+ × R+0 × R+,R+),  ∈ C(R+0 ,R+0 ), a > 0, b> 0; here R+ = [0,+∞), and R+0 = (0,+∞).
In [7], with b = 0, Chen and Zhang discussed the lower and upper solution technique for Eq. (1.1) and presented
sufﬁcient and necessary conditions for the existence of positive solutions to Eq. (1.1) with a sublinearity condition. In
[3], using diagonal methods, the authors considered the existence of bounded solutions with the boundary condition
limt→+∞ y′(t) = 0. In [18], using a generalization of the Kneser’s property (continuum) of the cross-sections of
the solutions funnel, Palamides and Galanis studied the equation (1/p)(px′)′ + (t)f (t, x, x′) = 0 and proved the
existence of a global, monotone, positive and unbounded solution with the boundary condition limt→+∞ p(t)x′(t)=b.
We refer the reader also to [1,2,4–6,9,11–17]. Obviously, with the boundary condition in (1.1), if the solution exist, it
is unbounded. In this paper, we consider the existence of unbounded positive solutions to Eq. (1.1).
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This paper has two main sections. In Section 3, we establish a lower and upper solution theory for (1.1) and we
present sufﬁcient and necessary conditions for the existence of positive solutions to Eq. (1.1). In contrast to [7] we do
not need a sublinearity condition. In Section 4, using a special cone and the ﬁxed point index we discuss the existence
of multiple positive solutions to (1.1).
2. Preliminaries
Let v0(t) = t + ba and Cl = {y : R+ → R | y is continuous on R+ and limt→+∞ y(t) exists}. For y ∈ Cl , deﬁne
‖y‖l = sup
t∈R+
|y(t)|.
Then Cl is a Banach space (see [3]).
Let C1∞ ={y : R+ → R| y and y′ are continuous on R+, and limt→+∞ |y(t)|1+v0(t) , limt→+∞ y′(t) exist}. For y ∈ C1∞,
deﬁne
‖y‖∞ = max
{
sup
t∈R+
|y′(t)|, sup
t∈R+
∣∣∣∣ y(t)1 + v0(t)
∣∣∣∣
}
. (2.1)
Lemma 2.1. C1∞ is a Banach space.
Proof. It is easy to see that C1∞ is a normed linear space. If {xm} ⊆ C1∞ is a Cauchy sequence, then{
ym|ym(t) = xm(t)1 + v0(t)
}
⊆ Cl and {zm|zm(t) = x′m(t)} ⊆ Cl
are Cauchy sequences, too. Thus there exists a y0 ∈ Cl and z0 ∈ Cl such that limm→+∞ ‖ym − y0‖l = 0 and
limm→+∞ ‖zm − z0‖l = 0. Let x0(t) = (1 + v0(t))y0(t), t ∈ R+. Obviously, for any T > 0, {xm} converges to x0
uniformly on [0, T ] and {x′m} converges to z0 uniformly on [0, T ]. Then x0 is differentiable on [0, T ] and x′0(t)= z0(t).
Since T is arbitrary, we know that x0 is differentiable on R+ and x′0(t) = z0(t). Moreover, limm→+∞ ‖xm − x0‖∞ =
limm→+∞ max{‖ym − y0‖l , ‖zm − z0‖l} = 0. Thus C1∞ is a Banach Space. 
Theorem 2.2 (see Corduneanu [8] or Meehan and O’Regan [14]). Let M ⊆ Cl(R+, R). Then M is relatively compact
in Cl(R+, R) if the following conditions hold:
(a) M is bounded in Cl ;
(b) the functions belonging to M are locally equi-continuous on R+;
(c) the functions from M are equiconvergent, that is, given ε > 0, there corresponds T (ε)> 0 such that |x(t) −
x(+∞)|<ε for any tT (ε) and x ∈ M .
Theorem 2.3. Let M ⊆ C1∞(R+, R). Then M is relatively compact in C1∞(R+, R) if the following conditions hold:
(a) M is bounded in C1∞;
(b) the functions belonging to{
y|y(t) = x(t)
1 + v0(t) , x ∈ M
}
and {z|z(t) = x′(t), x ∈ M}
are locally equi-continuous on [a,+∞);
(c) the functions from{
y|y(t) = x(t)
1 + v0(t) , x ∈ M
}
and {z|z(t) = x′(t), x ∈ M}
are equiconvergent at +∞.
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Proof. It is easy to see that
M ′ =
{
y|y(t) = x(t)
1 + v0(t) , x ∈ M
}
⊆ Cl
satisﬁes the conditions of Theorem 2.2. Thus there exists a sequence {yn} ⊆ M ′ and a y0 ∈ Cl such that limn→+∞ ‖yn−
y0‖l = 0. Let xn(t) = (1 + v0(t))yn(t), n ∈ {1, 2, . . .} and x0(t) = (1 + v0(t))y0(t), t ∈ R+. Obviously {xn} ⊆ M ,
x0 ∈ C∞. Now consider {zn|zn(t)=x′n(t), t ∈ R+}. FromTheorem 2.2, there is a subsequence {znj } ⊆ {zn} and z0 such
that limj→+∞ ‖znj − z0‖l = 0. Let xnj (t)= (1+ v0(t))ynj (t) and x0(t)= (1+ v0(t))y0(t). Obviously, for any T > 0,
{xnj } converges to x0 uniformly on [0, T ] and {x′nj } converges to z0 uniformly on [0, T ]. Then x0 is differentiable on
[0, T ] and x′0(t) = z0(t). Since T is arbitrary, we know that x0 is differentiable on R+ and x′0(t) = z0(t). Moreover,
limj→+∞ ‖xnj − x0‖∞ = limm→+∞ max{‖ynj − y0‖l , ‖znj − z0‖l} = 0. Hence, {xnj } ⊆ M is convergent. 
Let
G(t, s) =
{
u0(t)v0(s), as t < + ∞,
v0(t)u0(s), 0 ts < + ∞, (2.2)
where u0(t) = 1 for all t ∈ R+.
Suppose that x = (1 + v0(t))y, t ∈ R+ and F(t, y, z) = f (t, (1 + v0(t))y, z) = f (t, x, z).
Assume that
(t) =
⎧⎨⎩ t +
b
a
, t ∈ [0, 1];
1 + b
a
, t ∈ (1,+∞)
and ˜(t) = (t)
1 + v0(t) , t ∈ R
+
. (2.3)
Let
P =
{
x ∈ C1∞|x(t)(t) sup
s∈R+
|x(s)|
1 + v0(s) ,∀t ∈ R
+ and x(0)
1 + v0(0)
b
a + b sup
s∈R+
|x′(s)|
}
.
It is easy to prove that P is a cone.
The following lemmas are needed in Sections 3 and 4.
Lemma 2.4 (see Guo and Lakshmikantham [10]). Let  be a bounded open set in real Banach space E, P be a cone
of E,  ∈  and A :  ∩ P → P be continuous and completely continuous. Suppose
Ax 
= x, ∀x ∈  ∩ P,  ∈ (0, 1].
Then
i(A, ∩ P,P ) = 1.
Lemma 2.5 (see Guo and Lakshmikantham [10]). Let  be a bounded open set in real Banach space E, P be a cone
of E,  ∈  and A :  ∩ P → P be continuous and completely continuous. Suppose
Axx, ∀x ∈  ∩ P .
Then
i(A, ∩ P,P ) = 0.
Lemma 2.6. Assume that x ∈ P . Then for t ∈ R+ we have
x(t)
1 + v0(t) ˜(t)
b
a + b‖x‖∞. (2.4)
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Proof. Since x ∈ P , we have
sup
t∈R+
x(t)
1 + v0(t)
x(0)
1 + v0(0)
b
a + b sup
t∈R+
|x′(t)|
and so
‖x‖∞ = max
{
sup
t∈R+
x(t)
1 + v0(t) , supt∈R+
|x′(t)|
}
 max
{
sup
t∈R+
x(t)
1 + v0(t) ,
a + b
b
sup
t∈R+
x(t)
1 + v0(t)
}
= a + b
b
sup
t∈R+
x(t)
1 + v0(t) ,
which implies
sup
t∈R+
x(t)
1 + v0(t)
b
a + b‖x‖∞.
Consequently for t ∈ R+,
x(t)
1 + v0(t) ˜(t) supt∈R+
x(t)
1 + v0(t) ˜(t)
b
a + b ‖x‖∞. 
Lemma 2.7. Assume  ∈ C(R+,R+) with ∫∞0 (t) dt <∞ and let F(t) = ∫∞0 G(t, s)(s) ds. Then
F(t)(t) sup
s∈R+
F(s)
1 + v0(s) , ∀t ∈ R
+
and
F(0)
1 + v0(0)
b
a + b sup
t∈R+
|F ′(t)|. (2.5)
Proof. For t ∈ R+,  ∈ R+, we have
G(t, s)
G(, s)
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
t + b
a
s + b
a

t + b
a
+ b
a
, ts;
s + b
a
+ b
a
1, s t;
t + b
a
+ b
a
, t, s;
s + b
a
s + b
a
= 1, t, s.
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Then
G(t, s)
G(, s)
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
t + b
a
s + b
a

t + b
a
+ b
a

t + b
a
1 + + b
a
, ts;
s + b
a
+ b
a
1
t + b
a
1 + + b
a
, s t;
t + b
a
+ b
a

t + b
a
1 + + b
a
, t, s;
s + b
a
s + b
a
= 1 t +
b
a
1 + + b
a
, t, s
if t ∈ [0, 1], and
G(t, s)
G(, s)
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
t + b
a
s + b
a

t + b
a
+ b
a

1 + b
a
1 + + b
a
, ts;
s + b
a
+ b
a
1
1 + b
a
1 + + b
a
, s t;
t + b
a
+ b
a

1 + b
a
1 + + b
a
, t, s;
s + b
a
s + b
a
= 1 1 +
b
a
1 + + b
a
, t, s
if t ∈ (1,+∞).
Consequently,
G(t, s)
G(, s)
(t) 1
1 + v0() , ∀t ∈ R
+,  ∈ R+.
Then
F(t) =
∫ ∞
0
G(t, s)
G(, s)
G(, s)(s) ds(t)
∫∞
0 G(, s)(s) ds
1 + v0()
= (t) F ()
1 + v0() , ∀(t, ) ∈ R
+ × R+
and so
F(t)(t) sup
∈R+
F()
1 + v() .
Also since
F ′(t) =
∫ ∞
t
(s) ds, t ∈ R+,
one has
sup
t∈[0,∞)
|F ′(t)| =
∫ ∞
0
(s) ds.
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On the other hand, we have
F(0)
1 + v0(0) =
b
a
∫∞
0 (s) ds
1 + v0(0) 
b
a
1 + b
a
∫ ∞
0
(s) ds,
which implies that
F(0)
1 + v0(0)
b
a + b sup
t∈R+
|F ′(t)|. 
Now we will list some conditions that will be needed in Sections 3 and 4:
(H1) there exists a k ∈ C(R+,R+0 ), ag ∈ C(R+0 ×R+0 ,R+0 ) and adecreasing continuous functionh ∈ C(R+0 ×R+0 ,R+0 )
such that
|F(t, y, z)|k(t)g(y, z), ∀(y, z) ∈ R+0 × R+0 , t ∈ R+,
where g(y,z)
h(y,z)
is increasing in y and z, respectively, g
h
: R+0 ×R+0 → R+0 is continuous and
∫∞
0 (s)k(s) ds <+∞;
(H2)
sup
c∈R+0
c∫∞
0 (s)k(s)h
(
c
b
a + b ˜(s) + (s), k
)
ds
g(R + k, R + k)
h(R + k, R + k)
> 1,
where
(t) = kt +
b
a
k + y0
a
1 + v0(t) and k = supt∈R+
(t)
(also for notational purposes we let k = inf t∈R+(t));
(H3) there exist k1 ∈ C(R+,R+0 ) and g1 ∈ C(R+0 ,R+0 ) with F(t, y, z)k1(t)g1(y), ∀(t, y, z) ∈ R+ × R+0 × R+0
such that
lim
y→+∞
g1(y)
y
= +∞,
where
∫∞
0 (s)k1(s) ds < + ∞.
3. Lower and upper solution technique and its applications
Assume that  ∈ C1(R+,R+) ∩ C2(R+0 , R) with (t)> 0 for t ∈ R+0 satisﬁes
−′′(t)(t)f (t, (t), ′(t)), t ∈ R+,
a(0) − b′(0)y0, lim
t→+∞ 
′(t)< k. (3.1)
Then  is called a lower solution of (1.1). Similarly we can deﬁne an upper solution 	 ∈ C1(R+,R+)∩C2(R+, R) of
(3.1) by reversing the above inequalities. If (t)	(t), we deﬁne
DN,	 = {(t, x, z) ∈ R2 | (t)x	(t), 0zN, t ∈ R+}
and
HN(t) = sup
(t,x,z)∈DN,	
(|f (t, x, z)| + 1).
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Theorem 3.1. Assume that , 	 are the lower and upper solutions of (1.1) with (t)	(t), ∀t ∈ R+ and suppose the
following conditions are satisﬁed
(1) there is a constant c0k, a nondecreasing 
 ∈ C(R+,R+) and a h ∈ C(R+,R+) such that
|f (t, y, z)| l(t)
(z), ∀(t, y, z) ∈ R+0 × [(t), 	(t)] × [c0,+∞)
and ∫ ∞
c0
s

(s)
ds > r0(M − m) + M
∫ ∞
0
(s)l(s) ds,
where
r0 = sup
t∈R+
(t)(1 + v0(t))l(t), M = sup
t∈R+
	(t)
1 + v0(t) and m = inft∈R+
(t)
1 + v0(t) ;
(2) ∫∞0 (s)HN(s) ds < + ∞ for all N > 0.
Then (1.1) has at least one solution x∗ with (t)x∗(t)	(t), t ∈ R+.
Proof. We can choose an
N >max
⎧⎨⎩ sup
t∈R+0
|′(t)|, sup
t∈R+0
|	′(t)|, k
⎫⎬⎭ with
∫ N
c0
s

(s)
ds > r0(M − m) + M
∫ ∞
0
(s)l(s) ds.
Let
(u) =
{
u, |u|1,
u
|u| , |u|> 1
and
f ∗(t, x, z) =
{
f (t, 	(t), z∗) − (u − 	(t)), u> 	(t),
f (t, x, z∗), (t)u	(t),
f (t, (t), z∗) − (u − (t)), u< (t),
where
z∗ =
{
N, z>N,
z, −NzN,
−N, z< − N.
Now we consider the auxiliary equation
x′′ + (t)f ∗(t, x, x′) = 0, t ∈ R+
ax(0) − bx′(0) = y0, limt→+∞ x′(t) = k > 0. (3.2)
First we show (3.2) has at least one solution x∗. Now for x ∈ C1∞, deﬁne two operators by
(A1x)(t) =
∫ ∞
0
G(t, s)(s)f ∗(s, x(s), x′(t)) ds, t ∈ R+
and
(Ax)(t) = kt + b
a
k + y0
a
+ (A1x)(t), t ∈ R+.
(1) A : C1∞ → C1∞ is continuous.
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For x ∈ C1∞, from condition (2), one has
|(Ax)(t)|
∣∣∣∣kt + ba k + y0a
∣∣∣∣+ |(A1x)(t)|
kt + b
a
k + y0
a
+
∫ ∞
0
G(t, s)(s)|f ∗(s, x(s), x′(s))| ds
kt + b
a
k + y0
a
+ F(t), t ∈ R+,
where F(t) is given by
F(t) =
∫ ∞
0
G(t, s)(s)HN(s) ds, t ∈ R+.
Now since
F ′(t) =
∫ ∞
t
(s)HN(s) ds0, t ∈ R+,
then F is nondecreasing on R+, so
lim
t→+∞
F(t)
1 + v0(t) = 0 if limt→+∞ F(t)< + ∞
and
lim
t→+∞
F(t)
1 + v0(t) = limt→+∞ F
′(t) = 0 if lim
t→+∞F(t) = +∞.
Therefore,
lim
t→+∞
(A1x)(t)
1 + v0(t) = 0
and
lim
t→+∞
(Ax)(t)
1 + v0(t) = limt→+∞
kt + b
a
k + y0
a
1 + v0(t) + limt→+∞
(A1x)(t)
1 + v0(t) = k.
In addition, we see
(Ax)′(t) = k +
∫ ∞
t
(s)f ∗(s, x(s), x′(s)) ds → k as t → ∞.
Consequently, AC1∞ ⊆ C1∞.
Next assume that {xn}n1 ⊆ C1∞(R+, R) and x0 ∈ C1∞(R+, R) with limn→+∞ xn = x0. Then
xn(t) → x0(t), n → +∞, t ∈ R+
and
x′n(t) → x′0(t), n → +∞, t ∈ R+.
Now the continuity of f ∗ implies that
|f ∗(t, xn(t), x′n(t)) − f ∗(t, x0(t), x′0(t))| → 0, n → +∞, ∀t ∈ R+0 .
Moreover, since
|f ∗(t, xn(t), x′n(t)) − f ∗(t, x0(t), x′0(t))|2HN(t), ∀t ∈ R+,
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we have from the Lebesgue dominated convergence theorem that
sup
t∈R+
|(Axn)(t) − (Ax0)(t)|
1 + v0(t)
= sup
t∈R+
∣∣∣∣∣
∫∞
0 G(t, s)(s)f
∗(s, xn(s), x′n(s)) ds
1 + v0(t) −
∫∞
0 G(t, s)(s)f
∗(s, x0(s), x′0(s)) ds
1 + v0(t)
∣∣∣∣∣

∫ ∞
0
(s)|f ∗(s, xn(s), x′n(s)) − f ∗(s, x0(s), x′0(s))| ds
→ 0, n → +∞
and
sup
t∈R+
|(Axn)′(t) − (Ax0)′(t)|
= sup
t∈R+
∣∣∣∣∫ ∞
t
(s)f ∗(s, xn(s), x′n(s)) ds −
∫ ∞
t
(s)f ∗(s, x0(s), x′0(s)) ds
∣∣∣∣

∫ ∞
0
(s)|f ∗(s, xn(s), x′n(s)) − f ∗(s, x0(s), x′0(s))| ds
→ 0, n → +∞.
As a result
‖Axn − Ax0‖∞ → 0, n → +∞,
so A : C1∞ → C1∞ is continuous.
(2) We will next show that AC1∞ is relatively compact.
(a) For x ∈ C1∞, one has
sup
t∈R+
|(Ax)(t)|
1 + v0(t) supt∈R+
[
kt + b
a
k + y0
a
1 + v0(t) +
∫ ∞
0
G(t, s)
1 + v0(t)(s)|f
∗(s, x(s), x′(s))| ds
]
 sup
t∈R+
kt + b
a
k + y0
a
1 + v0(t) + supt∈R+
∫ ∞
0
G(t, s)
1 + v0(t)(s)HN(s) ds
and
sup
t∈R+
|(Ax)′(t)| sup
t∈R+
(
|k| +
∣∣∣∣∫ ∞
t
(s)f ∗(s, x(s), x′(s)) ds
∣∣∣∣)
 |k| +
∫ ∞
0
(s)HN(s) ds,
so AC1∞ is bounded.
(b) For any T > 0, if t, t ′ ∈ [0, T ], and x ∈ C1∞, we have∣∣∣∣ (Ax)(t)1 + v0(t) − (Ax)(t
′)
1 + v0(t ′)
∣∣∣∣

∣∣∣∣∣kt + ba k +
y0
a
1 + v0(t) −
kt ′ + b
a
k + y0
a
1 + v0(t ′)
∣∣∣∣∣
+
∫ ∞
0
∣∣∣∣ G(t, s)1 + v0(t) − G(t
′, s)
1 + v0(t ′)
∣∣∣∣(s)|f ∗(s, x(s), x′(s))| ds
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
∣∣∣∣∣kt + ba k +
y0
a
1 + v0(t) −
kt ′ + b
a
k + y0
a
1 + v0(t ′)
∣∣∣∣∣
+
∫ ∞
0
∣∣∣∣ G(t, s)1 + v0(t) − G(t
′, s)
1 + v0(t ′)
∣∣∣∣(s)HN(s) ds,
and
|(Ax)′(t) − (Ax)′(t ′)|
=
∣∣∣∣∫ ∞
t
(s)f ∗(s, x(s), x′(s)) ds −
∫ ∞
t ′
(s)f ∗(s, x(s), x′(s)) ds
∣∣∣∣

∣∣∣∣∫ t
t ′
(s)HN(s) ds
∣∣∣∣ .
Then, for any ε > 0, there exists a > 0 such that∣∣∣∣ (Ax)(t)1 + v0(t) − (Ax)(t
′)
1 + v0(t ′)
∣∣∣∣<ε, ∀x ∈ C1∞
and
|(Ax)′(t) − (Ax)′(t ′)|<ε
if |t − t ′|< , t, t ′ ∈ [0, T ].
Since T is arbitrary, we know the functions belonging to {AC1∞1+v0 } and the functions belonging to {(AC1∞)′} are locally
equi-continuous on R+.
(c) Now for x ∈ C1∞, from the proof of (a), one has
lim
t→+∞ sup
x∈C1∞
∣∣∣∣ (Ax)(t)1 + v0(t) − k
∣∣∣∣  limt→+∞
[ | y0
a
| + k
1 + v0(t) +
F(t)
1 + v0(t)
]
= 0
and
lim
t→+∞ sup
x∈C1∞
|(Ax)′(t) − k| lim
t→+∞
∫ ∞
t
(s)HN(s) ds = 0,
which yield that the functions from {AC1∞1+v0 } and the functions from {(AC1∞)′} are equi-convergent at +∞.
Consequently, the conditions of Theorem 2.3 hold and so AC1∞ is relatively compact.
Schauder’s ﬁxed point theorem guarantees that A has at least one ﬁxed point x∗ ∈ C1∞. Thus x∗ is a solution of (3.2).
Next, we show that x∗ satisﬁes (t)x∗(t)	(t), |x∗′(t)|<N , ∀t ∈ R+, which implies that x∗ is a solution of
(1.1). First, we show that x∗(t)	(t) for all t ∈ R+.
If this is not true then there exists a t0 ∈ R+ such that x∗(t0)> 	(t0). Now since limt→+∞(x∗′(t) − 	′(t))< 0,
there exists a T > 0 such that x∗(t) − 	(t)< 0 for all tT . Let t2 = sup{t |t > t0 and x∗(s)> 	(s), s ∈ [t0, t]}.
Then t2 < + ∞, x∗(t) − 	(t)> 0 for all t ∈ [t0, t2] and x∗(t2) − 	(t2) = 0. Let t1 = inf{t |t < t0 and x∗(s)> 	(s),
s ∈ [t, t0]}. If t1 > 0, it is easy to see that x∗(t1) − 	(t1) = 0 and x∗(t) − 	(t)> 0 for all t ∈ (t1, t0]. In this case,
x∗(t) − 	(t) must attain a maximum at some point t ′ ∈ (t1, t2) with x∗′(t ′) − 	′(t ′) = 0. If t1 = 0, there are two
cases to consider. (a) x∗(t1) − 	(t1) = 0. Then x∗(t) − 	(t) must attain a maximum at some point t ′ ∈ (t1, t2) with
x∗′(t ′)−	′(t ′)=0. (b) x∗(t1)−	(t1)> 0. Now from a	(0)−b	′(0)y0, ax∗(0)−bx∗′(0)=y0, we have 	′(0)< x∗′(0).
Then, x∗(t) − 	(t) must attain a maximum at some point t ′ ∈ (t1, t2) with x∗′(t ′) − 	′(t ′) = 0 (if x∗(t) − 	(t) does
not attain a maximum at some point t ′ ∈ (t1, t2), then x∗(0)− 	(0)> 0 and x∗(t2)− 	(t2)= 0 imply that x∗(t)− 	(t)
is decreasing on (t1, t2), which contradicts x∗′(0) − 	′(0)> 0). Consequently in all cases x∗(t) − 	(t) must attain a
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maximum at some point t ′ ∈ (t1, t2) with x∗′(t ′) − 	′(t ′) = 0. Since x∗(t ′)> 	(t ′) and N > supt∈R+|	′(t)| we have
f ∗(t ′, x∗(t ′), x∗′(t ′)) = f (t ′, 	(t ′), 	′(t ′)) − (x∗(t ′) − 	(t ′)). Thus
0(x∗ − 	)′′(t ′)
 − (t ′)[f ∗(t ′, x∗(t ′), x∗′(t ′)) − f (t ′, 	(t ′), 	′(t ′))]
=(t ′)(x∗(t ′) − 	(t ′))> 0,
a contradiction.
Consequently, x∗(t)	(t) for all t ∈ R+. Similarly we obtain (t)x∗(t) for all t ∈ R+, so as a result
(t)x∗(t)	(t), t ∈ R+.
Next we show that |x∗′(t)|<N for all t ∈ R+. Since x∗′′(t)0 and limt→+∞ x∗′(t)=k > 0, we know that x∗′(t)> 0
for all t ∈ R+. Suppose there is a t0 ∈ R+ with x∗′(t0)N . Since limt→+∞ p(t)x∗′(t) = k <N , there exists a T > 0
such that
x∗′(t)<N, ∀tT .
Let t ′ = inf{tT |x∗′(s)<N, ∀s ∈ [t,+∞)}. Then x∗′(t ′)=N , and x∗′(t)<N for all t > t ′, so for all t t ′, we have
from (1) that
x∗′′(t) = − (t)f (t, x∗(t), x∗′(t))
 − (t)l(t)
(x∗′(t)).
Thus, for all t t ′ we have
x∗′(t)x∗′′(t)

(x∗′(t))
 − (t)l(t)x∗′(t)
= − (t)l(t)
(
x∗(t)
1 + v0(t)
)′
(1 + v0(t)) − (t)l(t) x
∗(t)
1 + v0(t)
 − r0
(
x∗(t)
1 + v0(t)
)′
− M(t)l(t).
Integrating from t ′ to +∞, yields∫ N
c0
s

(s)
ds <
∫ N
k2
s

(s)
ds
= −
∫ ∞
t ′
x∗′(t)x∗′′(t)

(x∗′(t))
dt
r0
∫ ∞
t ′
(
x∗(s)
1 + v(s)
)′
ds + M
∫ ∞
t ′
(t)l(t) dt
r0(M − m) + M
∫ ∞
0
(t)l(t) dt ,
a contradiction. Hence, |x∗′(t)|<N for all t ∈ R+.
Consequently, the solution x∗ of (3.2) satisﬁes (t)x∗(t)	(t) and |x∗′(t)|<N , t ∈ R+, i.e., x∗ is a solution
of (1.1). 
Using Theorem 3.1, we will obtain the following result.
Assume that there are constants , , 1, 1, M,N , < 0< < 1, 1 < 0< 1, 0<N1M , 0< + 1 < 1 such
that for x, y ∈ R+0 ,
cf (t, x, y)f (t, cx, y)cf (t, x, y) if 0<cN , (3.3)
cf (t, x, y)f (t, cx, y)cf (t, x, y) if cM , (3.4)
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c1f (t, xy)f (t, x, cy)c1f (t, x, y) if 0<cN , (3.5)
c1f (t, x, y)f (t, x, cy)c1f (t, x, y) if cM . (3.6)
A typical equation satisfying (3.3)–(3.6) is
x′′ +
n∑
k=1
gk(t)x
k x′k = 0,
where gk ∈ C(R+0 ,R+), k < 1, k = 1, 2, . . . , n, and k < 1, k = 1, 2, . . . , n.
It should be noted here that any nonnegative and nontrivial solution x(t) of (1.1) on R+0 must be positive.
Theorem 3.2. Assume that
r0 = sup
t∈R+
(t)(1 + v0(t))f (t, t + 1, 1)
(t + 1) < + ∞.
The boundary-value problem (1.1) has a positive solution x ∈ C1[R+,R+] ∩ C2[R+0 ,R+] if and only if∫ ∞
0
(t)f (t, t + 1, 1) dt <∞. (3.7)
Furthermore, if f (t, ·, ·) is nonincreasing in x and y for t ∈ R+, Eq. (1.1) has a unique positive solution.
Proof (Necessity). Let x ∈ C1[R+,R+] ∩ C2[R+0 ,R+] be a positive solution of (1.1). One easily sees that x′(t)> 0
for t0, x′(t) is nonincreasing and 0<x(t)< x(∞) = limt→+∞ x(t) = +∞ for t > 0 with limt→+∞ x′(t) = k > 0
and limt→0+ x′(t)> 0, which implies ax(0) = bx′(0) + y0 > 0.
For a given t > 0, we get
lim
t→+∞
x(t)
t + 1 = limt→+∞ x
′(t) = k > 0 and x(t) = x(0) +
∫ t
0
x′(s) dsx(0) + tx′(t).
Then
x(t)
t + 1
x(0)
t + 1 +
t
t + 1x
′(t)
= bx
′(0) + y0
a(t + 1) +
t
t + 1x
′(t)
 bx
′(0)
a(t + 1) +
t
t + 1x
′(t), ∀t ∈ R+. (3.8)
Now since
lim
t→0+
[
bx′(0)
a(t + 1) +
t
t + 1x
′(t)
]
= bx
′(0)
a
and lim
t→0+
b
2a(t + 1)x
′(t) = bx
′(0)
2a
,
there is a > 0 such that
x(t)
t + 1
bx′(0)
a(t + 1) +
t
t + 1x
′(t) b
2a(t + 1)x
′(t), ∀t ∈ [0, ].
For t ∈ [,+∞), (3.8) guarantees that
x(t)
t + 1 >
t
t + 1x
′(t) 
+ 1x
′(t).
Let
′ = min
{

+ 1 ,
b
2a(+ 1)
}
.
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Then
x(t)
t + 1
′x′(t), ∀t ∈ R+.
Now we choose cM big enough such that
x′(t)
c
N, x(t)
c(t + 1)N for all t ∈ R
+
.
From (3.3)–(3.6), we have
−x′′(t) = (t)f (t, x(t), x′(t))
=(t)f
(
t, c(t + 1) x(t)
c(t + 1) , c
x′(t)
c
)
(t)cc1f
(
t, (t + 1) x(t)
c(t + 1) ,
x′(t)
c
)
(t)c+1
(
x(t)
c(t + 1)
)
cx′(t)1f (t, t + 1, 1)
=(t)c−+1−1
(
x(t)
t + 1
)
x′(t)1f (t, t + 1, 1)
(t)′c−+1−1x′(t)x′1(t)f (t, t + 1, 1)
=(t)′c−+1−1x′+1(t)f (t, t + 1, 1), ∀t > 0. (3.9)
It follows that∫ ∞
0
(t)f (t, t + 1, 1) dt′−c+1−−1 1
1 − − 1
[x′(0+)1−−1 − k1−−1 ]
if + 1 
= 1 and∫ ∞
0
(t)f (t, t + 1, 1) dt′−c+1−−1 [ln x′(0) − ln k]
if + 1 = 1. Consequently,∫ ∞
0
(t)f (t, t + 1, 1) dt < + ∞.
(Sufﬁciency). Let
(t) = b
2a
k + y0
a
+ 1
2
kt, t ∈ R+.
Then
−′′(t) = 0(t)f (t, (t), ′(t)), t > 0,
a(0) − b′(0) = y0, lim
t→+∞ 
′(t) = 12k < k,
which implies that  is a lower solution of (1.1).
Deﬁne
q(t) =
∫ t
0
(s)sf (s, s + 1, 1) ds + t
∫ ∞
t
(s)f (s, s + 1, 1) ds, t ∈ R+.
The condition
∫∞
0 (t)f (t, t + 1, 1) dt < + ∞ guarantees that q(t) is well deﬁned and q(0+) = 0, and q(t)/t → 0
as t → ∞. Let
s0 =
∫ ∞
0
(s)f (s, s + 1, 1) ds and 	(t) = c0
(
2b(1 + s0)
a
k + y0
a
+ q(t) + 2kt
)
, t ∈ R+, (3.10)
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where c01 will be deﬁned later. From (3.10), we have
lim
t→+∞
t + 1
2b(1 + s0)
a
k + y0
a
+ q(t) + 2kt
= 1
2k
, (3.11)
lim
t→0+
t + 1
2b(1 + s0)
a
k + y0
a
+ q(t) + 2kt
= 12b(1 + s0)
a
k + y0
a
(3.12)
and
2c0k	′(t) = c0a(q ′(t) + 2k)c0
(
2k +
∫ ∞
0
f (s, s + 1, 1) ds
)
, t > 0. (3.13)
From (3.11) and (3.12) we can choose cM big enough such that
t + 1
c
(
2b(1 + s0)
a
k + y0
a
+ q(t) + 2kt
)N for all t ∈ R+ and 1
c2k
N .
Then
−	′′(t) = c0(t)f (t, t + 1, 1)
= c0(t)f
(
t,
t + 1
c	(t)
c	(t), c	′(t) 1
c	′(t)
)
c0
(
t + 1
c	(t)
)
c
(
1
c	′(t)
)1
c1(t)f (t, 	(t), 	′(t))
= c1−−10
⎛⎜⎜⎝ t + 1(2b(1 + s0)
a
+ y0
a
+ q(t) + 2kt
)
⎞⎟⎟⎠

c−+1−1
(
1
(q ′(t) + 2k)
)1
f (t, 	, 	′)
c1−−10
⎛⎜⎝ inf
t∈R+0
t + 1
2b(1 + s0)
a
+ y0
a
+ q(t) + 2kt
⎞⎟⎠

× c−+1−1
(
inf
t∈R+0
1
q ′(t) + 2k
)1
f (t, 	, 	′)
(t)f (t, 	(t), 	′(t))
and
a	(0) − b	′(0)> y0 with lim
t→+∞ 	
′(t)> k
if we choose
c0 >max
⎧⎪⎪⎨⎪⎪⎩1,
⎡⎢⎣c−+1−1
⎛⎜⎝ inf
t∈R+
t + 1
2b(1 + s0)
a
+ y0
a
+ q(t) + 2kt
⎞⎟⎠
(
inf
t∈R+0
1
q ′(t) + 2k
)1⎤⎥⎦
1
+1−1
⎫⎪⎪⎬⎪⎪⎭ .
Thus 	 is an upper solution of (3.1) and (t)	(t) for t > 0.
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Now we consider condition (1) and (2) of Theorem 3.1.
For (t, x, z) ∈ R+0 × [(t), 	(t)] × [k,+∞), choose cN small enough such that
x
c(t + 1)M,
z
c
M, ∀t ∈ R+, x ∈ [(t), 	(t)], z ∈ [k,+∞).
Then, from (3.3)–(3.6), we have
f (t, x, z) = f
(
t, c(t + 1) x
c(t + 1) , c
z
c
)
f (t, t + 1, 1)c
(
x
c(t + 1)
)
c1
(z
c
)1
= c+1−−1 f (t, t + 1, 1)
(t + 1) z
1 , ∀(t, x, z) ∈ R+ × [(t), 	(t)] × [k,+∞). (3.14)
It is easy to see that

(z) = z1 and
∫ ∞
k
s

(s)
ds = +∞, l(t) = c+1−−1 f (t, t + 1, 1)
(t + 1) .
From our assumption, we have r0 = supt∈R+0 (t)(1+ v0(t))l(t)<+∞ and
∫∞
0 (s)l(s) ds <+∞. Hence condition
(1) of Theorem 3.1 holds.
From (3.14), we have
HN(t) = sup
(t,x,z)∈DN,	
[|f (t, x, z)| + 1]c+1−−1 f (t, t + 1, 1)
(t + 1) N
1
and clearly∫ ∞
0
(s)HN(s) ds < + ∞.
Consequently condition (2) of Theorem 3.1 holds.
HenceTheorem3.1 guarantees that (1.1) has a positive solutionx ∈ C1[R+,R+]∩C2(R+0 , R)with(t)x(t)	(t),
t ∈ R+.
Next we assume that f (t, ·, ·) is nonincreasing in x and y for t ∈ R+. Suppose there are two positive solu-
tions y1 and y2 of (1.1) with y1 /≡ y2. Without loss of generality, assume that y1(t0)> y2(t0) for t0 > 0. Let t1 =
inf{0< t < t0 | y1(s)> y2(s) for all s ∈ [t, t0]} and t2 = sup{t > t0 | y1(s)> y2(s) for all s ∈ [t0, t]}.
Clearly t10. There are two cases to consider. (a) y1(t1)= y2(t1) and y1(t)> y2(t) for all t ∈ (t1, t0]. (b) t1 = 0 and
y1(0)> y2(0).
Now we consider Case (a). For t2, there are two cases also, namely t2 <∞ and t2 = ∞.
(1) t2 < + ∞: Then y1(t2) = y2(t2) and y1(t)> y2(t) for all t ∈ [t0, t2). Let z(t) = y1(t) − y2(t), t ∈ [t1, t2].
Then z(t1) = z(t2) = 0, z(t)> 0 for t ∈ (t1, t2). Suppose t3 ∈ (t1, t2) and z(t3) = maxt∈[t1,t3] z(t) with z′′(t3)0. Then
z(t3)> 0 and z′(t3)=0, i.e., y1(t3)> y2(t3) and y′1(t3)=y′2(t3). On the other hand, the monotonicity of f (t, ·, ·) implies
z′′(t3) = y′′1 (t3) − y′′2 (t3)
=(t3)f (t3, y2(t3), y′2(t3)) − (t3)f (t3, y1(t3), y′1(t3))
=(t3)f (t3, y2(t3), y′1(t3)) − (t3)f (t3, y1(t3), y′1(t3))
> 0,
a contradiction.
(2) t2 = +∞: Then y1(t)> y2(t) for all t ∈ [t0,+∞) and limt→+∞(y′1(t) − y′2(t)) = 0. Notice there is at least one
point t ′0 ∈ (t1,+∞)with y′1(t ′0)> y′2(t ′0) (otherwise, y′1(t)y′2(t) for all t ∈ [t1,+∞), andwith y1(t1)=y2(t1), we have
that y1(t)y2(t), t ∈ [t1,+∞), a contradiction). Let t ′1 = inf{t ∈ [t1, t ′0] | y′1(s)y′2(s) for all s ∈ [t, t ′0]}. Obviously,
t ′1 t1 and y′1(t)y′2(t) for all t ∈ [t ′1, t ′0]. Similarly, let t ′2 = sup{t ∈ [t ′0,+∞) | y′1(s)y′2(s) for all s ∈ [t ′0,+∞)}.
There are two cases to consider here also.
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(2.1) t ′2 < + ∞: Then y′1(t ′2) = y′2(t ′2), y′1(t)y′2(t) for all t ∈ [t ′0, t ′2]. Then the monotonicity of f (t, ·, ·) implies
y′′1 (t) − y′′2 (t) = (t)f (t, y2(t), y′2(t)) − (t)f (t, y1(t), y′1(t))
=(t)f (t, y2(t), y′1(t)) − (t)f (t, y1(t), y′1(t))
> 0, ∀t ∈ [t ′1, t ′2],
which means y′1(t) − y′2(t) is increasing on [t ′1, t ′2] and y′1(t ′2)> y′2(t ′2), a contradiction.
(2.2) t ′2 = +∞: Then y′1(+∞) = y′2(+∞) = k > 0, y′1(t)y′2(t) for all t ∈ [t ′0,+∞). Then the monotonicity of
f (t, ·, ·) implies
y′′1 (t) − y′′2 (t) = (t)f (t, y2(t), y′2(t)) − (t)f (t, y1(t), y′1(t))
=(t)f (t, y2(t), y′1(t)) − (t)f (t, y1(t), y′1(t))
> 0, ∀t ∈ [t ′1,+∞),
which means y′1(t) − y′2(t) is increasing on [t1,+∞) and y′1(+∞)> y′2(+∞), a contradiction.
Next we consider Case (b). From y1(0)> y2(0) and ay1(0) − by′1(0) = y0, ay2(0) − by′2(0) = y0, we obtain
y′1(0)> y′2(0).
We consider two cases for t2, namely t2 <∞ and t2 = ∞.
(1) t2 < + ∞: Then y1(t2) = y2(t2) and y1(t)> y2(t) for all t ∈ [t0, t2). Let z(t) = y1(t) − y2(t), t ∈ [t1, t2]. Then
there exists t3 ∈ (t1, t2) and a > 0 such that z(t3)=maxt∈[t3−,t3+] z(t) with z′′(t3)0 (otherwise, z(t) is decreasing
and z′(t)0, a contradiction). Then z(t3)> 0 and z′(t3)=0, i.e., y1(t3)> y2(t3) and y′1(t3)=y′2(t3). On the other hand,
the monotonicity of f (t, ·, ·) implies
0z′′(t3) = y′′1 (t3) − y′′2 (t3)
=(t3)f (t3, y2(t3), y′2(t3)) − (t3)f (t3, y1(t3), y′1(t3))
=(t3)f (t3, y2(t3), y′1(t3)) − (t3)f (t3, y1(t3), y′1(t3))
> 0,
a contradiction.
(2) t2 = +∞: Then y1(t)> y2(t) for all t ∈ [t0,+∞) and limt→+∞ (y′1(t) − y′2(t)) = 0. Let t ′2 = sup{t ∈[0,+∞) | y′1(s)y′2(s) for all s ∈ [0, t]}. There are two cases to consider here also.
(2.1) t ′2 < + ∞: Then y′1(t ′2) = y′2(t ′2), y′1(t)y′2(t) for all t ∈ [0, t ′2]. Then the monotonicity of f (t, ·, ·) implies
y′′1 (t) − y′′2 (t) = (t)f (t, y2(t), y′2(t)) − (t)f (t, y1(t), y′1(t))
=(t)f (t, y2(t), y′1(t)) − (t)f (t, y1(t), y′1(t))
> 0, ∀t ∈ [t ′1, t ′2],
which means y′1(t) − y′2(t) is increasing on [0, t ′2] and y′1(t ′2)> y′2(t ′2), a contradiction.
(2.2) t ′2 = +∞: Then y′1(+∞) = y′2(+∞) = k > 0, y′1(t)y′2(t) for all t ∈ [t ′0,+∞). Then the monotonicity of
f (t, ·, ·) implies
y′′1 (t) − y′′2 (t) = (t)f (t, y2(t), y′2(t)) − (t)f (t, y1(t), y′1(t))
=(t)f (t, y2(t), y′1(t)) − (t)f (t, y1(t), y′1(t))
> 0, ∀t ∈ [t ′1,+∞),
which means y′1(t) − y′2(t) is increasing on [0,+∞) and y′1(+∞)> y′2(+∞), a contradiction.
Consequently, y1 ≡ y2, i.e. (1.1) has a unique positive solution. 
4. The existence of multiple positive solutions to (1.1)
Now (1.1) is equivalent to
y(t) = kt + b
a
k + y0
a
+
∫ ∞
0
G(t, s)(s)f (s, y(s), y′(s)) ds, t ∈ R+. (4.1)
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Let x(t) = y(t) − (kt + b
a
k + y0
a
), t ∈ R+, so (4.1) becomes
x(t) =
∫ ∞
0
G(t, s)(s)f
(
s, x(s) + kt + b
a
k + y0
a
, x′(s) + k
)
ds, t ∈ R+. (4.2)
For x ∈ C1∞, deﬁne
(Ax)(t) =
∫ ∞
0
G(t, s)(s)f
(
s, x(s) + kt + b
a
k + y0
a
, x′(s) + k
)
ds, t ∈ R+.
We have the following lemma.
Lemma 4.1. Assume that (H1) holds. Then A : P → P is continuous and completely continuous.
Proof. (1) We ﬁrst show A is well deﬁned and Ax ∈ P , ∀x ∈ P .
For x ∈ P , from condition (H1), we have (note x0, x′′0 and x′0)
(Ax)(t) =
∫ ∞
0
G(t, s)(s)f
(
s, x(s) + ks + b
a
k + y0
a
, x′(s) + k
)
ds
=
∫ ∞
0
G(t, s)(s)f
(
s, (1 + v0(s))
x(s) + ks + b
a
k + y0
a
1 + v0(s) , x
′(s) + k
)
ds

∫ ∞
0
G(t, s)(s)k(s)g
(
x(s) + ks + b
a
k + y0
a
1 + v0(s) , x
′(s) + k
)
ds
=
∫ ∞
0
G(t, s)k(s)h
(
x(s) + ks + b
a
k + y0
a
1 + v0(s) , x
′(s) + k
)
×
g
(
x(s) + ks + b
a
k + y0
a
1 + v0(s) , x
′(s) + k
)
h
(
x(s) + ks + b
a
k + y0
a
1 + v0(s) , x
′(s) + k
) ds

∫ ∞
0
G(t, s)(s)k(s) ds h(k, k)
g(‖x‖∞ + k, ‖x‖∞ + k)
h(‖x‖∞ + k, ‖x‖∞ + k)
(4.3)
and
sup
t∈R+0
|(Ax)(t)|
1 + v0(t)
∫ ∞
0
(s)k(s) ds h(k, k)
g(‖x‖∞ + k, ‖x‖∞ + k)
h(‖x‖∞ + k, ‖x‖∞ + k)
. (4.4)
Similarly, we have
(Ax)′(t) =
∫ ∞
t
(s)f
(
s, x(s) + b
a
+ y0
a
, x′(s) + k
)
ds

∫ ∞
t
(s)k(s) ds h(k, k)
g(‖x‖∞ + k, ‖x‖∞ + k)
h(‖x‖∞ + k, ‖x‖∞ + k)
, ∀t ∈ R+ (4.5)
and so
sup
t∈R+0
|(Ax)′(t)|
∫ ∞
t
(s)k(s) ds h(k, k)
g(‖x‖∞ + k, ‖x‖∞ + k)
h(‖x‖∞ + k, ‖x‖∞ + k)
. (4.6)
As a result, the operator A is well deﬁned. Obviously (Ax)(t)0, t ∈ R+.
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From Lemma 2.7, we have
(Ax)(t)(t) (A)()
1 + v0() , ∀t ∈ R
+,  ∈ R+
and
A(0)
1 + v0(0)
b
a + b sup
t∈R+
(Ax)′(t).
Thus AP ⊆ P .
(2) We will show that A : P → P is continuous.
Suppose {xm} ⊆ P , x0 ∈ P , and limm→+∞ xm = x0. Then there exists an M > 0 such that
‖xm‖∞M, m ∈ {0, 1, 2, . . .}
and also note
xm(t) + kt + ba k + y0a
1 + v0(t) 
kt + b
a
k + y0
a
1 + v0(t) k, t ∈ R
+, m ∈ {0, 1, 2, . . .}.
Then ∣∣∣∣ (Axm)(t)1 + v0(t)
∣∣∣∣  ∫ ∞
0
(s)k(s) ds h(k, k)
g(M + k,M + k)
h(M + k,M + k) , ∀t ∈ R
+
and
|(Axm)′(t)|
∫ ∞
0
(s)k(s) ds h(k, k)
g(M + k,M + k)
h(M + k,M + k) , ∀t ∈ R
+
.
Now the Lebesgue dominated convergence theorem guarantees that
‖Axm − Ax0‖∞ = max
{
sup
t∈R+
∣∣∣∣ (Axm)(t) − (Ax0)(t)1 + v0(t)
∣∣∣∣ , sup
t∈R+
|(Axm)′(t) − (Ax0)′(t)|
}

∫ ∞
0
(s)
∣∣∣∣f (s, xm(s) + ks + ba k + y0a , x′m(t) + k)
−f (s, x0(s) + ks + b
a
k + y0
a
, x′0(t) + k)
∣∣∣∣ ds
→ 0 as m → +∞.
Thus, A : P → P is continuous.
(3) Next we prove that A : P → P is completely continuous.
For a given bounded D ⊆ P , choose an M > 0 such that ‖x‖∞M for all x ∈ D. As in (4.4) and (4.6), if x ∈ D,
one has∣∣∣∣ (Ax)(t)1 + v0(t)
∣∣∣∣  ∫ ∞
0
(s)k(s) ds h(k, k)
g(M + k,M + k)
h(M + k,M + k) , ∀t ∈ R
+ (4.7)
and
|(Ax)′(t)|
∫ ∞
0
(s)k(s) ds h(k, k)
g(M + k,M + k)
h(M + k,M + k) , ∀t ∈ R
+
, (4.8)
which means that
‖Ax‖∞
∫ ∞
0
(s)k(s) ds h(k, k)
g(M + k,M + k)
h(M + k,M + k) , ∀x ∈ D (4.9)
and so AD is bounded.
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For any T > 0, if t, t ′ ∈ [0, T ], and x ∈ D, then∣∣∣∣ (Ax)(t)1 + v0(t) − (Ax)(t
′)
1 + v0(t ′)
∣∣∣∣

∫ ∞
0
∣∣∣∣ G(t, s)1 + v0(t) − G(t
′, s)
1 + v0(t ′)
∣∣∣∣(s) ∣∣∣∣f (s, x(s) + ks + ba k + y0a , x′(s) + k)
∣∣∣∣ ds

∫ ∞
0
∣∣∣∣ G(t, s)1 + v0(t) − G(t
′, s)
1 + v0(t ′)
∣∣∣∣(s)k(s) ds h(k, k)g(M + k,M + k)
h(M + k,M + k) , ∀x ∈ D,
and
|(Ax)′(t) − (Ax)′(t ′)|

∫ t
t ′
(s)
∣∣∣∣f (s, x(s) + ks + ba k + y0a , x′(s) + k
)∣∣∣∣ ds

∫ t
t ′
(s)k(s) ds h(k, k)
g(M + k,M + k)
h(M + k,M + k) , ∀x ∈ D.
Thus for any ε > 0, there exists a > 0 such that if |t − t ′|< , t, t ′ ∈ [0, T ], then∣∣∣∣ (Ax)(t)1 + v0(t) − (Ax)(t
′)
1 + v0(t ′)
∣∣∣∣<ε, ∀x ∈ D
and
|(Ax)′(t) − (Ax)(t ′)|<ε, ∀x ∈ D.
Since T is arbitrary, then { AD1+v0 } and {(AD)′} are locally equi-continuous on R+.
Also for x ∈ D, since∣∣∣∣ (Ax)(t)1 + v0(t)
∣∣∣∣  ∫ ∞
0
G(t, s)
1 + v0(t)(s)k(s) ds h(k, k)
g(M + k,M + k)
h(M + k,M + k) , ∀x ∈ D,
|(Ax)′(t)|
∫ ∞
t
(s)k(s) ds h(k, k)
g(M + k,M + k)
h(M + k,M + k) , ∀x ∈ D
and ∫ ∞
0
G(t, s)
1 + v0(t)(s)k(s) ds h(k, k) → 0 as t → +∞,∫ ∞
t
(s)k(s) ds h(k, k) → 0 as t → +∞,
we see that { AD1+v0 } and {(AD)′} are equi-convergent at ∞.
Hence, the conditions of Theorem 2.3 hold, so AD is relatively compact.
In view of (1)–(3), A : P → P is a continuous and completely continuous operator. 
Theorem 4.2. Assume that (H1), (H2) hold. Then (1.1) has at least one positive solution.
Proof. From Lemma 4.1, A : P → P is a continuous and completely continuous operator. Now from the condition
(H2), choose an R > 0 such that
R∫∞
0 (s)k(s)h
(
R
b
a + b ˜(s) + (s), k
)
ds
g(R + k, R + k)
h(R + k, R + k)
> 1. (4.10)
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Next we deﬁne
1 = {x ∈ C1∞ | ‖x‖∞ <R}.
We now show that x 
= Ax for any x ∈ 1 ∩ P ,  ∈ (0, 1].
Suppose not, i.e. suppose that there exists an x0 ∈ 1 ∩ P , and 0 ∈ (0, 1] such that x0 = 0Ax0. Then since
x0 ∈ P , Lemma 2.6 guarantees that
x0(t)
1 + v0(t) ˜(t)
b
a + bR, t ∈ R
+
.
Therefore, from the monotonicity of g(y,z)
h(y,z)
, we get
sup
t∈R+
|x0(t)|
1 + v0(t)
 sup
t∈R+
∫ ∞
0
G(t, s)
1 + v0(t)(s)f
(
s, x(s) + ks + b
a
k + y0
a
, x′(s) + k
)
ds

∫ ∞
0
(s)k(s)g
(
x(s) + ks + b
a
k + y0
a
1 + v0(s) , x
′(s) + k
)
ds
=
∫ ∞
0
(s)k(s)h
(
x(s) + ks + b
a
k + y0
a
1 + v0(s) , x
′(s) + k
) g(x(s) + ks + ba k + y0a
1 + v0(s) , x
′(s) + k
)
h
(
x(s) + ks + b
a
k + y0
a
1 + v0(s) , x
′(s) + k
) ds

∫ ∞
0
(s)k(s)h
(
R
b
a + b ˜(s) + (s), k
)
ds
g(R + k, R + k)
h(R + k, R + k) ,
and
sup
t∈R+
|x′0(t)|
 sup
t∈R+
∫ ∞
t
(s)f
(
s, x(s) + ks + b
a
k + y0
a
, x′(s) + k
)
ds

∫ ∞
0
(s)k(s)g
(
x(s) + ks + b
a
k + y0
a
1 + v0(s) , x
′(s) + k
)
ds
=
∫ ∞
0
(s)k(s)h
(
x(s) + ks + b
a
k + y0
a
1 + v0(s) , x
′(s) + k
) g(x(s) + ks + ba k + y0a
1 + v0(s) , x
′(t) + k
)
h
(
x(s) + ks + b
a
k + y0
a
1 + v0(s) , x
′(s) + k
) ds

∫ ∞
0
(s)k(s)h
(
R
b
a + b ˜(s) + (s), k
)
ds
g(R + k, R + k)
h(R + k, R + k) ,
which implies
R∫∞
0 (s)k(s)h
(
R
b
a + b ˜(s) + (s), k
)
ds
g(R + k, R + k)
h(R + k, R + k)
1.
This contradicts (4.10).
B. Yan et al. / Journal of Computational and Applied Mathematics 197 (2006) 365–386 385
Then Lemma 2.4 yields
i(A,1 ∩ P,P ) = 1, (4.11)
which implies that there exists an x1 ∈ 1 ∩ P such that Ax1 = x1. Let y1(t) = x1(t) + kt + ba k + y0a , t ∈ R+. Then
y1 is a positive, unbounded solution of (1.1). 
Theorem 4.3. Assume that (H1)–(H3) hold. Then (1.1) has at least two positive solutions.
Proof. Choosing the same R as in the proof in Theorem 4.2 we get
i(A, ∩ P,P ) = 1. (4.12)
Let
a∗ <b∗ < + ∞, a∗ > 1 and 0<c∗ < min
t∈[a∗,b∗]
1
1 + v0(t) .
Now let
N∗ = a + b
b
(
min
t∈[a∗,b∗]
∫ b∗
a∗
G(t, s)
1 + v0(t)(s)k1(s) ds c
∗
)−1
+ 1.
From condition (H3), there exists an R′ >R such that
g1(y)>N
∗y, ∀yR′.
Now let
2 =
{
x ∈ C1∞
∣∣∣∣ ‖x‖∞ < a + bb R′c∗
}
.
Without loss of generality assume that a+b
b
R′
c∗ >R. We now show Axx for all x ∈ 2 ∩ P .
Suppose not i.e. suppose there exists x0 ∈ 2 ∩P with Ax0x0. Since x0 ∈ 2 ∩P , Lemma 2.6 guarantees that
(note a∗ > 1 so ˜(t) = (t)1+v0(t) 11+v0(t) )
min
t∈[a∗,b∗]
x0(t)
1 + v0(t) mint∈[a∗,b∗]
1
1 + v0(t)
b
a + b‖x0‖∞ = mint∈[a∗,b∗]
1
1 + v0(t)
b
a + b
a + b
b
R′
c∗
>R′.
Then for t ∈ [a∗, b∗],
x0(t)
1 + v0(t)
(Ax0)(t)
1 + v0(t)
=
∫ ∞
0
G(t, s)
1 + v0(t)(s)f
(
s, x0(s) + ks + b
a
k + y0
a
, x′0(s)
)
ds

∫ b∗
a∗
G(t, s)
1 + v0(t)(s)f
(
s, x0(s) + ks + b
a
k + y0
a
, x′0(s)
)
ds

∫ b∗
a∗
G(t, s)
1 + v0(t)(s)k1(s)g1
(
x0(s) + ks + ba k + y0a
1 + v0(s)
)
ds
>
∫ b∗
a∗
G(t, s)
1 + v0(t)(s)k1(s)N
∗ x0(s)
1 + v0(s) ds
>
∫ b∗
a∗
G(t, s)
1 + v0(t)(s)k1(s) ds N
∗c∗ R
′
c∗
>
a + b
b
R′
c∗
.
This is a contradiction.
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Consequently, Lemma 2.5 yields that
i(A,2 ∩ P,P ) = 0. (4.13)
Now from (4.12) and (4.13) we obtain
i(A, (2 − 1) ∩ P,P ) = −1, (4.14)
and so A has a ﬁxed point x2 ∈ (2 − 1) ∩ P . Let
y2(t) = x2(t) + kt + b
a
k + y0
a
, t ∈ R+.
Then, x1 and x2 are two different positive solutions of (1.1). 
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