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BATCH CODES FROM HAMMING AND REED-MU¨LLER CODES
TRAVIS BAUMBAUGH, YARIANA DIAZ, SOPHIA FRIESENHAHN, FELICE MANGANIELLO,
AND ALEXANDER VETTER
Abstract. Batch codes, introduced by Ishai et al. encode a string x ∈ Σk into an m-tuple of
strings, called buckets. In this paper we consider multiset batch codes wherein a set of t-users wish
to access one bit of information each from the original string. We introduce a concept of optimal
batch codes. We first show that binary Hamming codes are optimal batch codes. The main body
of this work provides batch properties of Reed-Mu¨ller codes. We look at locality and availability
properties of first order Reed-Mu¨ller codes over any finite field. We then show that binary first
order Reed-Mu¨ller codes are optimal batch codes when the number of users is 4 and generalize our
study to the family of binary Reed-Mu¨ller codes which have order less than half their length.
1. Introduction
Consider the situation where a certain amount of data, such as information to be downloaded,
is distributed over a number of devices. We could have multiple users who wish to download this
data. In order to reduce wait time, we look at locally repairable codes with availability as noted
in [4]. A locally repairable code, with locality r and availability δ, provides us the opportunity to
reconstruct a particular bit of data using δ disjoint sets of size at most r [11]. When we want to
reconstruct a certain bit of information, this is the same as a Private Information Retrieval (PIR)
code. However, we wish to examine a scenario where we reconstruct not necessarily distinct bits of
information.
A possible answer to the more complex scenario seems to be a family of codes called batch codes,
introduced by Ishai et al. in [6]. Batch codes were originally studied as a schematic for distributing
data across multiple devices and minimizing the load on each device and total amount of storage.
We study (n, k, t,m, τ) batch codes, where n is the code length, k is the dimension of the code, t is
the number of bits we wish to retrieve, m is the number of buckets, and τ is the maximum number
of bits used from each bucket for any reconstruction of t bits. In this paper we seek to minimize
the number of devices in the system and the load on each device while maximizing the amount of
reconstructed data. In other words, we want to minimize mτ while maximizing t.
In Section 2, we formally introduce batch codes and summarize results from previous work on
batch codes. We then introduce the concepts of locality and availability of a code. We conclude
the section by introducing a concept of optimal batch codes.
After the background, we study the batch properties of binary Hamming codes and Reed-Mu¨ller
codes. Section 3 focuses on batch properties of binary Hamming codes. We show that Hamming
codes are optimal (2s−1, 2s − 1− s, 2,m, τ) batch codes for m, τ ∈ N such that mτ = 2s−1.
Section 4 is the main body of this work and provides batch properties of Reed-Mu¨ller codes. We
first study the induced batch properties of a code C given that C⊥ is of a (u | u+v)-code construction
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with determined batch properties. In Section 4.1 we study the locality and availability properties of
first order Reed-Mu¨ller codes over any finite field. We find that the locality of RMq(1, µ) is 2 when
q 6= 2 and 3 when the q = 2. Furthermore, we also show that its availability is
⌊
qµ−1
2
⌋
when q 6= 2,
whereas when q = 2, the availability is 2
µ−1
3 if µ is even and at least
2µ−4
4 otherwise. In Section
4.2 we show that binary first order Reed-Mu¨ller codes are optimal batch codes for t = 4. We first
look at the specific RM(1, 4) case and achieve parameters (16, 5, 4,m, τ) such that mτ = 10. We
then prove a general result that any Reed-Mu¨ller code with ρ = 1 and µ ≥ 4 has batch properties
(2µ, µ + 1, 4,m, τ) for any m, τ ∈ N such that mτ = 10.
Finally, in Section 4.3 we generalize our study of Reed-Mu¨ller codes and look at properties of
RM(ρ, µ) for all values of ρ and conclude our study by presenting batch properties (2µ, k, 4,m, τ)
such that mτ = 10 · 22ρ−2 for RM(ρ′, µ) where µ ∈ {2ρ+ 2, 2ρ+ 3} and ρ′ ≤ ρ.
2. Background
In 2004, Ishai et al. [6] introduced the following definition of batch codes:
Definition 2.1. An (n, k, t,m, τ) batch code over an alphabet Σ encodes a string x ∈ Σk into an
m-tuple of strings, called buckets, of total length n such that for each t-tuple of distinct indices,
i1, . . . , it ∈ [k], the entries xi1 , . . . , xit can be decoded by reading at most τ symbols from each
bucket.
We can view the buckets as servers and the symbols used from each bucket as the maximal load
on each server. In the above scenario, a single user is trying to reconstruct t bits of information.
This definition naturally leads to the concept of multiset batch codes which have nearly the same
definition as above, but the indices i1, . . . , ik ∈ [k] are not necessarily distinct. This means we have
t users who each wish to reconstruct a single element. This definition in turn relates to private
information retrieval (PIR) codes which are similar to batch codes but instead look to reconstruct
the same bit of information t times. Another notable type of batch code defined in [6] is a primitive
multiset batch code where the number of buckets is m = n.
The following are useful lemmas proven in [6]:
Lemma 2.2. An (n, k, t,m, τ) batch code for any τ implies an (nτ, k, t,mτ, 1) batch code.
Lemma 2.3. An (n, k, t,m, 1) batch code implies an (n, k, t, ⌈m
τ
⌉, τ) batch code.
Much of the related research involves primitive multiset batch codes with a systematic generator
matrix. In [6], the authors give results for some multiset batch codes using subcube codes and Reed-
Mu¨ller codes. They use a systematic generator matrix, which often allows for better parameters.
Their goal was to maximize the efficiency of the code for a fixed number of queries t. The focus
of research on batch codes then shifted to combinatorial batch codes. These were first introduced
by [9]. They are replication based codes using various combinatorial objects that allow for efficient
decoding procedures. We do not consider combinatorial batch codes but some relevant results can
be found in [9], [2], [3], and [10].
Next, the focus of research turned to linear batch codes, which use classical error-correcting
codes. The following useful results are proven in [7]:
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Theorem 2.4. Let C be an [n, k, t, n, 1] linear batch code over F2 with generator G. Then, G is a
generator matrix of the classical error-correcting [n, k, d]2 linear code where d ≥ t.
Theorem 2.5. Let C1 be an [n1, k, t1, n, 1]q linear batch code and C2 be an [n2, k, t2, n2, 1]q linear
batch code. Then, there exists an [n1 + n2, k, t1 + t2, n1 + n2, 1]q linear batch code.
Theorem 2.6. Let C1 be an [n1, k1, t1, n1, 1]q linear batch code and C2 be an [n2, k2, t2, n2, 1]q linear
batch code. Then, there exists an [n1 + n2, k1 + k2,min(t1, t2), n1 + n2, 1]q linear batch code.
Because of the vast amount of information on classical error-correcting codes, we use these as
our central focus in this paper. As is often the case, studying the properties of the dual codes helps
us find efficient batch codes.
Next, [12] considers restricting the size of reconstruction sets. These are similar to codes with
locality and availability:
Definition 2.7. A code C has locality r ≥ 1 if for any c ∈ C, any entry in c can be recovered by
using at most r other entries of c.
Definition 2.8. A code C with locality r ≥ 1 has availability δ ≥ 1 if for any c ∈ C, any entry of c
can be recovered by using one of δ disjoint sets of at most r other entries of y
In [12], linear multiset batch codes with restricted reconstruction sets were presented. The
restriction on the size of reconstruction sets can be viewed as trying to minimize total data dis-
tribution. We restrict the size of our reconstruction sets to the locality of the code. By using
this restriction, we find multiset batch codes with optimal data distribution. For cyclic codes, the
locality can be derived from the following in [5]:
Lemma 2.9. Let C be an [n, k, d] cyclic code, and let d′ be the minimum distance of its dual code
C⊥. Then, the code C has all symbol locality d′ − 1.
This relies on each entry being in the support of a minimal weight dual code word. We generalize
this lemma to the following one.
Lemma 2.10. Let C ⊆ Fnq be a linear code and let d
′ be the minimum distance of C⊥. If C⊥ is
generated by its minimum weight codewords and
(1)
⋃
λ∈C⊥
supp(λ) = [n],
then C has all symbol locality d′ − 1.
Proof. Condition (1) implies that no coordinate of C is independent on the others. If the minimum
weight codewords generate C⊥, then each coordinate of C is in the support of at least one minimum
weight codeword of C⊥. This implies the all symbol locality d′ − 1 of C. 
Condition (1) is a reasonable condition for a code. Without it the code C would have non
recoverable coordinates.
We give here a bound that relates the locality property of a linear code with its batch properties.
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Lemma 2.11. Let C be an [n, k, t,m, τ ] linear batch code with minimal locality r. Then it holds
that
(2) mτ ≥ (t− 1)r + 1.
Proof. We consider such a code C. If each entry has at least one reconstruction set with fewer
than r elements, then by the definition of locality, C has locality less than r, a contradiction to r
being the minimal locality. Therefore, there exists at least one entry for which all recovery sets
are of size at least r. If we wish to recover this entry t times, then we may read the entry itself
and then make use of t − 1 disjoint recovery sets, each of size r. This implies reading at least
(t−1)r+1 entries, and since we may read only τ entries from each of the m buckets, we must have
that mτ ≥ (t− 1)r + 1. 
From the perspective of individual devices storing bits of data, mτ represents the total amount
of data read to provide t pieces of the original data. To minimize bandwidth usage in the case
where the entries of a codeword represent nodes on a network, we must minimize mτ .
Definition 2.12. A [n, k, t,m, τ ] linear batch code C with minimal locality r is optimal if it satisfies
Condition (2) with equality.
We show now that Hamming codes are optimal linear batch codes.
3. Hamming Codes
Hamming codes were first introduced in 1950 by Richard Hamming. In what follows, we consider
binary Hamming odes over F2. The parameters of binary Hamming codes are shown in [8].
Definition 3.1. For some s ≥ 2, let H ∈ F2
s−1×s
2 be a matrix whose columns are all of the nonzero
vectors of Fs2. Let n = 2
s−1. We use H as our parity check matrix and define the binary Hamming
Code:
Hs := {c ∈ F
n
2 | cH
T = 0}
It is well-known that Hs is a [2
s− 1, 2s − 1− s, 3] cyclic code. Its dual code, the simplex code, is
a [2s−1, s, 2s−1] cyclic code. Thus, by Lemmma 2.9, the locality of Hs is 2
s−1−1. We now present
the batch properties of binary Hamming Codes.
Hamming codes are optimal linear batch codes.
Theorem 3.2. A binary [n = 2s − 1, k = 2s − 1− s] Hamming code is an optimal batch code with
properties [2s − 1, 2s − 1− s, 2,m, τ ], for any m, τ ∈ N such that mτ = 2s−1.
Proof. First, note that mτ ≥ (2 − 1)(2s−1 − 1) + 1 = 2s−1. The buckets for m = 2s−1, τ = 1
are constructed as follows. Let H be the parity check matrix of a binary Hamming code, H, with
columns hj ∈ F
s
2 for 1 ≤ j ≤ n. If ha+hb = 1 (the all ones column), then we place a and b into the
same bucket. Note that because hℓ = 1 in H, ℓ is placed into its own bucket. Let rd ∈ F
n
2 be the
rows in H such that 1 ≤ d ≤ (n − k) = s. For any c ∈ H, rd · c
T = 0, and thus
∑
i∈supp(rd)
ci = 0.
As a result of this construction, if a, b ∈ supp(rd), then entry d of ha + hb is 0, so a and b cannot
be in the same bucket. Therefore,
∑
i∈supp(rd)
ci = 0 only involves bits in separate buckets. Hence,
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any bit in a codeword can be written as a linear combination of bits in separate buckets. Now, we
show how to reconstruct any two bits of information.
• Case 1: If a and b are in separate buckets, then use ca and cb.
• Case 2: Suppose a and b are in the same bucket. We can take ca itself. To construct cb, we
choose an rd such that b ∈ supp(rd). Then, we can write cb =
∑
i∈supp(rd)\{b}
ci, which we
know only contains bits in disjoint buckets.
Every bucket has cardinality 2 aside from the bucket corresponding to the all ones column in H,
so this construction gives us exactly 2s−1 buckets. Thus, we have shown that the batch properties
hold for m = 2s−1 and τ = 1. Further, Lemma 2.3 implies that this is true for any m, τ such that
mτ = 2s−1.
Note that the locality of H is 2s−1 − 1, and therefore, t = 2 is also maximal. Suppose instead
that we could have t ≥ 3. Then in particular, each entry must be reconstructible at least 3 times.
We may take the entry itself, but then there must be at least 2 other reconstruction sets used which
are disjoint and of size 2s−1 − 1. These would correspond to two codewords in the dual code of
weight 2s−1 with the intersection of their support being only the given entry. The sum of these
codewords will thus have weight 2s−1+2s−1−2 = 2s−2. However, the all ones vector is also in the
dual code. Adding this vector to the sum will produce a codeword of weight one, a contradiction.
Thus, t = 2 is maximal. 
Example 3.3. We now give an example for s = 3. This Hamming Code is a [7, 4]-linear code, and
the dual code is a [7, 3]-linear code.
The parity check matrix H is as follows:
H =

1 0 1 0 1 0 10 1 1 0 0 1 1
0 0 0 1 1 1 1


Thus, the buckets are:
{1, 6}, {2, 5}, {3, 4}, {7}
We note that for general batch codes we are only interested in reconstructing information bits.
However, we are able to obtain any pair of bits in the codeword. Additionally, we note that
although mτ is optimized, we wish to find batch codes where t > 2. We desire a larger value as
we are concerned with practical applications, and the goal is to quickly distribute data. Thus we
move on to Reed-Mu¨ller codes, where we are able to obtain larger t values.
4. Reed-Mu¨ller Codes
Reed-Mu¨ller codes are well known linear codes. We give some basic properties of these codes
but an interested reader can find more information in [1].
Definition 4.1. Let Fq[X1, . . . ,Xµ] be the ring of polynomials in µ variables with coefficients in
Fq and let F
µ
q = {P1, . . . , Pn} (so n = q
µ). The q-ary Reed-Mu¨ller code, RMq(ρ, µ) is defined as:
RMq(ρ, µ) := {(f(P1), . . . , f(Pn)) | f ∈ Fq[X1, . . . ,Xµ]
ρ},
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where Fq[X1, . . . ,Xµ]
ρ is the set of all multivariate polynomials over Fq of total degree at most ρ.
It is known that if ρ < µ(q−1) then the dual of a Reed-Mu¨ller codeRMq(ρ, µ) is the Reed-Mu¨ller
code RMq(µ(q − 1)− 1− ρ, µ) [1].
In the binary case, Reed-Mu¨ller codes can be equivalently defined using the (u | u + v)-code
construction. For completeness, we first give a description of the (u | u+ v)-code construction and
the related generator matrix, which can be found in [8].
Definition 4.2. Given two linear codes C1, C2 with identical alphabets and block lengths, we
construct a new code C as follows:
C := {(u | u+ v) | u ∈ C1, v ∈ C2}.
Let G, G1, and G2 be the generator matrices for the codes C, C1, and C2, respectively, where C
is obtained from C1 and C2 via the (u | u+ v)-construction. Then we have
G :=
(
G1 G1
0 G2
)
From this, we have the following proposition.
Proposition 4.3. Let C1 be an [n, k1, d1]-linear code, C2 an [n, k2, d2]-linear code, and C the code
obtained from C1, C2 via the (u | u+v)-construction. Then, C is an [2n, k, d]-code where k = k1+k2
and d = min{2d1, d2}.
Later, our focus will be on q = 2, so when referring to RM2(ρ, µ) we omit the 2 for convenience.
We obtain the following equivalent definition of a binary Reed-Mu¨ller code.
Definition 4.4. Let ρ < µ. A binary Reed-Mu¨ller code RM(ρ, µ) is defined as follows:
RM(ρ, µ) := {(u | u+ v) | u ∈ RM(ρ, µ − 1), v ∈ RM(ρ− 1, µ − 1)}
where RM(0, µ) := 1 of length 2µ, and RM(µ, µ) := I2µ .
As a consequence if Gρ,µ is the generator matrix of the code RM(ρ, µ), then
Gρ,µ :=
(
Gρ,µ−1 Gρ,µ−1
0 Gρ−1,µ−1
)
We now examine the batch properties of the (u | v + u)-code construction. The first notable
result comes from codes that are contained in other codes:
Theorem 4.5. Let C1, C2 be codes of length n and dimension k1 and k2, respectively such that
C2 ⊆ C1. If C1 is a (n, k1, t,m, τ) batch code, then C2 is a (n, k2, t,m, τ) batch code.
Proof. Note that C⊥2 ⊆ C
⊥
1 because C1 ⊆ C2. Therefore the same parity check equations for C2 apply
to C1. Thus, to recover information in C1, we may use the same parity check equations we would
in C2, which implies C1 is at least a (n, k1, t,m, τ) batch code. 
We now introduce results for a (u | u+ v)-code construction.
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Theorem 4.6. Let n, k1, k2 ∈ N such that n ≥ k1 ≥ k2, and let C be a [n, k1 + k2] linear code.
Then let C⊥ be a (u | u+ v)-code construction of C⊥1 and C
⊥
2 , where
• C1
⊥ is an [n, n− k1] linear code and C2
⊥ is an [n, n− k2] linear code, and
• C⊥2 ⊆ C
⊥
1 .
If C2 is a (n, k, t,mτ) batch code, then C is a (2n, k1 + k2, t,m, τ) batch code.
Proof. The first two parameters of C follow from the definition of a (u | u+ v) construction. Let C
be constructed as described, and let C2 be an (n, k, t,m, τ) batch code. Then consider any t-tuple
of indices i1, . . . , it ∈ [2n] and let i
′
j = ij if ij ∈ [n] and i
′
j = ij − n otherwise. Then we know
that i′1, . . . , i
′
t ∈ [n], and so by the batch properties of C2 there exist t disjoint recovery sets for the
entries in these indices, the union of which consists of at most τ entries in each of the m buckets.
If for all i ∈ {n+1, . . . , 2n}, we place i in the same bucket as i−n, then this results in m buckets
for C. If we consider the recovery sets from above, if Ri′j is the recovery set for i
′
j , and ij ∈ [n], then
we claim that R′
i′j
= Ri′j is a recovery set for ij in C. This is because the recovery set comes from
a vector v ∈ C⊥2 , and by construction, since C
⊥
2 ⊆ C
⊥
1 , we have that (v|0), (0|v) ∈ C
⊥. Likewise, if
ij /∈ [n], then by using (0|v), we find that R
′
i′
j
= {i+ n|i ∈ Ri′j} is a recovery set for ij.
Since the original Ri′j are all disjoint, so are the R
′
i′j
, and so we have t disjoint recovery sets,
the union of which consists of at most τ elements from each of m buckets, and so C is a (2n, k1 +
k2, t,m, τ) batch code. 
Because binary Reed-Mu¨ller codes have parity check matrices that satisfy the above properties,
we turn to that family of codes.
4.1. Locality and availability properties of RMq(1, µ). Reed-Mu¨ller codes for which ρ = 1 are
known as first order Reed-Mu¨ller codes. We look at the properties using the polynomial evaluation
definition of Reed-Mu¨ller codes. We begin with a result in the q-ary case.
Theorem 4.7. Let F
µ
q = {Pi | 1 ≤ i ≤ 2
µ = n} be the set of evaluation points for RMq(1, µ).
Then (λ1, . . . , λn) ∈ RMq(1, µ)
⊥ if and only if
(3)
n∑
i=1
λiPi = 0 and
n∑
i=1
λi = 0.
Proof. First, if (λ1, . . . , λn) is in the dual code, then by definition,
(4)
n∑
i=1
λif(Pi) = 0
for every polynomial f ∈ Fq[x1, . . . , xµ]
1. In particular, note that for any 1 ≤ k ≤ µ, from
fk(x1, . . . , xµ) = xk, we have
n∑
i=1
λifk(Pi) =
n∑
i=1
λipi,k = 0,
where pi,k is the kth entry of point Pi. We may gather these equations together for 1 ≤ k ≤ µ to
write the linear combination
n∑
i=1
λiPi = 0.
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We then consider f0 = 1, and Equation (4) becomes
∑n
i=1 λi = 0, and so we have this direction.
For the other direction, assume that
n∑
i=1
λiPi = 0 and
n∑
i=1
λi = 0.
Then in particular, for any 1 ≤ k ≤ µ, we have
∑n
i=1 λipi,k = 0, and so for any f ∈ Fq[x1, . . . , xµ]
1,
by linearity we have that
n∑
i=1
λif(Pi) =
n∑
i=1
λi
[
f0 +
µ∑
k=1
fkpi,k
]
= f0
n∑
i=1
λi +
µ∑
k=1
fk
n∑
i=1
λipi,k = 0,
and thus (λ1, . . . , λµ) ∈ RM(1, µ)
⊥. 
From Theorem 4.7 we obtain the following corollaries:
Corollary 4.8. The minimum distance of RMq(1, µ)
⊥ is 4 if q = 2 and 3 otherwise.
Proof. Let q = 2 and suppose by way of contradiction that the minimum weight is 2. Then there
exist two distinct points that sum to zero. This is not possible, and thus the minimum weight must
be greater than 2. Note that the only choice of λi is 1, and thus the sum is 0 if and only if there
are an even number of points. Therefore, the weight of the codewords is a multiple of 2, and thus
the minimum weight is not 3. The following points are in P (for µ ≥ 2):
P0 = (0, 0, 0, . . . , 0)
T , P1 = (1, 0, 0, . . . , 0)
T , P2 = (0, 1, 0, . . . , 0)
T , and P3 = P1 + P2.
These points satisfy the conditions, and thus the minimum distance for characteristic 2 is 4.
If instead q 6= 2, let P1 = (0, 0, 0, 0, . . . , 0)
T , P2 = (1, 0, 0, 0, . . . , 0)
T , P3 = (−a, 0, 0, 0, . . . , 0)
T ∈
F
µ
q and the entries of λ be −(a + 1), a, and 1 corresponding to the positions of P1, P2, and P3,
respectively, and 0 otherwise. Then, If a 6= −1, 0, λ satisfies Equations (3).
Suppose there exists a λ ∈ RMq(1, µ)
⊥ with weight 2. Then we have two distinct points
Pi, Pj ∈ F
µ
q and λi, λj ∈ Fq such that λj = −λi and λk = 0 for all k 6= i, j. Our two conditions
imply:
λiPi − λiPj = 0 =⇒ Pi = Pj ,
A contradiction to the two points being distinct.

Corollary 4.9. When q = 2, every codeword in RM(ρ, µ) satisfies Theorem 4.7 for ρ ≤ µ− 2.
Proof. The dual code of RM(1, µ) is RM(µ−2, µ) and RM(ρ1, µ) ⊂ RM(ρ2, µ) if ρ1 < ρ2. Thus,
any codeword in RM(ρ, µ) is also in RM(µ−2, µ). Therefore, Theorem 4.7 implies our claim. 
Theorem 4.10. Let q 6= 2. Then RMq(1, µ) has locality 2 and availability δ =
⌊
qµ−1
2
⌋
.
Proof. Let Pa ∈ F
µ
q be an evaluation point. Then consider any α ∈ Fq such that α 6= 0,−1. We
have that 1 + α+ (−α− 1) = 0, and will find corresponding points to use in the reconstruction of
Pa. For any choice of Pb ∈ F
µ
q , Pb 6= Pa, take
Pc = (α+ 1)
−1(Pa + αPb).
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Upon rearrangement, we have that Pa+αPb+(−α−1)Pc = 0. Furthermore, we find that Pc 6= Pa, Pb.
If Pc = Pa, then our equation becomes Pa+αPb+(−α−1)Pa = 0, which simplifies to αPb−αPa = 0,
which would contradict Pb 6= Pa. Likewise, Pc = Pb would imply Pa+αPb+(−α− 1)Pb = 0, which
becomes Pa − Pb = 0, another contradiction. A simple counting argument tells us that there are⌊
qµ−1
2
⌋
choices of pairs Pb, Pc for Pa, and each of these corresponds to a unique λ ∈ RMq(1, µ)
⊥
of weight 3 that can be used to recover ca, the supports of which intersect only in {a}. Thus, the
locality is 2 and the availability is
⌊
qµ−1
2
⌋
. 
As proven in [1] the minimum-weight codewords are generators of a Reed-Mu¨ller codeRMps(µ, ρ)
where p is a prime number and 0 ≤ ρ ≤ µ(ps − 1) if and only if either m = 1 or µ = 1 or ρ < p or
ρ > (µ− 1)(ps − 1) + ps−1 − 2. Together with Lemma 2.10 it follows that these Reed-Mu¨ller codes
have all symbol availability. Thus, in the following theorems, we only consider the availability of
P1 as this implies all symbol availability.
Theorem 4.11. RM(1, µ) has availability δ = 2
µ−1
3 when µ is even.
Proof. An inductive argument on µ satisfies this claim. We look at the sum of evaluation points to
prove our claim. We are looking for 2
µ−1
3 disjoint sets of three points of F
µ
q that sum to (0, . . . , 0)T ∈
F
µ
q .
It is easy to verify the claim for µ = 2 since there is only one equation for which this is true
(0, 1)T + (1, 0)T + (1, 1)T = (0, 0)T .
Now assume the claim is true for µ = 2k, we show that it is true also for µ = 2k+2. We have 2
2k−1
3
disjoint sets of three points that all sum to P¯1 = (0, . . . , 0)
T ∈ F2kq . Let P1 = (0, . . . , 0)
T ∈ F2k+2q .
For any choice of set of points {S1, S2, S3} ⊂ F
2k
q that sum to P¯1 in F
2k
q it holds that
(ST1 |0, 0)
T + (ST2 |0, 0)
T + (ST3 |0, 0)
T = P1
(ST1 |1, 0)
T + (ST2 |0, 1)
T + (ST3 |1, 1)
T = P1
(ST1 |0, 1)
T + (ST2 |1, 1)
T + (ST3 |1, 0)
T = P1
(ST1 |1, 1)
T + (ST2 |1, 0)
T + (ST3 |0, 1)
T = P1.
(5)
Additionally it also holds that
(P¯ T1 |1, 1)
T + (P¯ T1 |1, 0)
T + (P¯ T1 |0, 1)
T = P T1 .(6)
The four equations in (5) all use distinct sets of points because S1, S2, and S3 are distinct. Now,
there are 2
2k−1
3 sets of distinct points like S1, S2, and S3. Thus, we have a total of
4 ·
22k − 1
3
+ 1 =
22k+2 − 1
3
.
Note that the extra one comes from Equation (6). Also note that our total is an integer as
22k+2 ≡ 4k+1 ≡ 1k+1 ≡ 1 (mod 3).
Because of this, every single coordinate is used, and thus we have maximal availability. 
Theorem 4.12. RM(1, µ) has availability δ at least 2
µ−4
4 when µ is odd.
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Proof. We prove this by induction on µ. For µ = 3, let S1 = (1, 0, 0)
T , S2 = (0, 1, 0)
T and
S3 = S1 + S2, then
S1 + S2 + S3 = P¯1 = (0, 0, 0)
T .
No combination of the four remaining points of F32 sum to P¯1. Here we have availability 1 =
23−4
4 ,
and so we have our base case.
Now assume that, for µ = 2k + 1, where k ≥ 1, we have that the availability of RM(1, µ) is at
least 2
µ−4
4 , and there are at least 3 points that are not used in any recovery set for P1. Let S1, S2,
and S3 be any three points in a recovery set of P1 ∈ F
µ
2 . Then for µ+ 2, the disjoint sets of three
points that sum to P˜1 = (0, . . . , 0) ∈ F
µ+5
2 can be defined by the equations:
(ST1 |0, 0)
T + (ST2 |0, 0)
T + (ST3 |0, 0)
T = P˜1
(ST1 |1, 0)
T + (ST2 |0, 1)
T + (ST3 |1, 1)
T = P˜1
(ST1 |0, 1)
T + (ST2 |1, 1)
T + (ST3 |1, 0)
T = P˜1
(ST1 |1, 1)
T + (ST2 |1, 0)
T + (ST3 |0, 1)
T = P˜1
This results in at least 4
(
2µ−4
4
)
= 2µ − 4 possible recovery sets. However, we also have points
T1, T2, and T3 that are not used in F
µ
2 , and so we may also define the following equations:
(P¯ T1 |1, 0)
T + (T T1 |0, 1)
T + (T T1 |1, 1)
T = P˜1
(P¯ T1 |0, 1)
T + (T T2 |1, 1)
T + (T T2 |1, 0)
T = P˜1
(P¯ T1 |1, 1)
T + (T T3 |1, 0)
T + (T T3 |0, 1)
T = P˜1
Adding these, we have availability of at least 2µ − 4 + 3 = 2µ − 1 = 2
µ+2−4
4 , and so our property
holds for µ+ 2 as well. We also note that 3(2µ − 1) + 3 = 3 · 2µ < 4 · 2µ = 2µ+2, and so there are
at least 3 unused points. Thus, by induction, we have that for every k ≥ 1, when µ = 2k + 1, the
availability of RM(1, µ) is at least 2
µ−4
4
Thus we have achieved a lower bound on δ. Note, however, that we have not shown that this is
necessarily an optimal construction. 
We now study the batch properties of Reed-Mu¨ller codes.
4.2. Batch Properties of RM(1, µ).
Theorem 4.13. The linear code RM(1, 4) is a (16, 5, 4,m, τ) batch code for any m, τ ∈ N such
that mτ = 10.
Proof. First, note that the dual code of RM(1, 4) is RM(2, 4), which informs us how to reconstruct
elements of the codewords. The generator matrix for RM(1, 4) can be recursively constructed as
follows:
G1,4 =
(
G1,3 G1,3
0 G0,3
)
It can be verified that any query of 4 coordinates of a codeword in RM(1, 4) is possible with
the following partition into buckets:
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{1}, {2}, {3}, {4}, {5, 6}, {7, 8}, {9, 11}, {10, 12}, {13, 16}, {14, 15}.
In the above case, m = 10 and τ = 1. By Lemma 2.3, this holds for any m, τ ∈ N such that
mτ = 10. 
We now show how to extend this construction to RM(1, µ) for any µ ≥ 4.
Theorem 4.14. Any first order Reed-Mu¨ller code, RM(1, µ), with µ ≥ 4, has batch properties
(n, k, 4,m, τ) for any m, τ ∈ N such that mτ = 10.
Proof. We will proceed by induction. First, we have just shown this for the base case where µ = 4.
Now, assume that for some µ−1 ≥ 4, we have that RM(1, µ−1) has batch properties (n, k, 4,m, τ).
Recall that the dual code of C = RM(1, µ) is C⊥ = RM(µ − 2, µ). Then as Reed-Mu¨ller codes
follow the (u | u+v)-construction, C⊥ is the (u | u+v)-code construction of C⊥1 = RM(µ−2, µ−1)
and C⊥2 = RM(µ− 3, µ− 1). Since RM(µ− 3, µ− 1) ⊆ RM(µ− 2, µ− 1), we have C
⊥
2 ⊆ C
⊥
1 . This
means we may apply Theorem 4.6. Since C2 = RM(1, µ−1), we know that C is also a (n, k, 4,m, τ)
batch code. By induction, this is now true for any µ ≥ 4. 
Since the locality of these codes is r = 3, for t = 4, we have mτ = 10 = (4−1)·3+1 = (t−1)r+1,
and thus we have optimal batch properties. We now extend this even further for most RM(ρ, µ).
4.3. Batch Properties of RM(ρ, µ). We begin with a preliminary result that uses the recursive
construction of Reed-Mu¨ller binary codes.
Lemma 4.15. Let a ∈ RM(ρ− 1, µ − 2). Then
(a|a|0|0), (a|0|a|0), (a|0|0|a), (0|a|a|0), (0|a|0|a), (0|0|a|a) ∈ RM(ρ, µ),
where 0 ∈ Fµ2 .
Proof. Let
G =
(
Gρ,µ−1 Gρ,µ−1
0 Gρ−1,µ−1
)
be the generator of RM(ρ, µ). Recursively, we obtain that
(7) G =


Gρ,µ−2 Gρ,µ−2 Gρ,µ−2 Gρ,µ−2
0 Gρ−1,µ−2 0 Gρ−1,µ−2
0 0 Gρ−1,µ−2 Gρ−1,µ−2
0 0 0 Gρ−2,µ−2


From the second and third block rows in matrix (7), we see that for any a ∈ RM(ρ − 1, µ − 2),
the second row implies (0|a|0|a) ∈ RM(ρ, µ), and the third row implies (0|0|a|a) ∈ RM(ρ, µ).
Note that our code is linear, and thus (0|a|0|a) + (0|0|a|a) = (0|a|a|0) ∈ RM(ρ, µ). Finally, note
that since RM(ρ − 1, µ − 2) ⊆ RM(ρ, µ − 2), the first row implies (a|a|a|a) ∈ RM(ρ, µ), and so
combining this with the previous vectors, we find that (a|a|0|0), (a|0|a|0), (a|0|0|a) ∈ RM(ρ, µ). 
We now show the batch properties of RM(ρ, µ) for ρ ≥ 1 and µ ≥ 2ρ+ 2.
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Theorem 4.16. Let ρ ≥ 1 and µ ∈ {2ρ+2, 2ρ+3}. Then, for ρ′ ≤ ρ, RM(ρ′, µ) is a (n, k, 4,m, τ)
linear batch code for any m, τ ∈ N such that mτ = 10 · 22ρ−2.
Proof. We focus on the case where µ = 2ρ+ 2 as the case µ = 2ρ+ 3 proceeds with similar steps.
If RM(ρ, 2ρ+2) is a (n, k, 4,m, τ) linear batch code for any m, τ ∈ N such that mτ = 10 ·22ρ−2 ,
then it follows from Theorem 4.5 that for any ρ′ ≤ ρ, the code RM(ρ′, 2ρ + 2) is a (n, k, 4,m, τ)
batch code for any m, τ ∈ N such that mτ = 10 ·22ρ−2. Thus, we need only prove that this property
holds for RM(ρ, 2ρ + 2).
We proceed by induction on ρ. Note that in Section 4.2, the claim is true for ρ = 1, the base cases
with µ = 4, 5. Assume that ρ ≥ 1. We show that the properties hold for RM(ρ+1, 2(ρ+1)+2) =
RM(ρ + 1, 2ρ + 4), assuming that RM(ρ, 2ρ + 2) is a (n, k, 4,m, τ) linear batch code for any
m, τ ∈ N such that mτ = 10 · 22ρ−2. In particular, we may choose τ = 1 and have m = 10 · 22ρ−2
buckets.
We now examine RM(ρ+1, 2ρ+4). The dual code of RM(ρ+1, 2ρ+4) is RM(ρ+2, 2ρ+4).
By Lemma 4.15, for any a ∈ RM(ρ+ 1, 2ρ + 2) = RM(ρ, 2ρ+ 2)⊥, we have
(a|a|0|0), (a|0|a|0), (a|0|0|a), (0|a|a|0), (0|a|0|a), (0|0|a|a) ∈ RM(ρ+ 2, 2ρ + 4).
This provides a way to produce parity check equations for RM(ρ + 1, 2ρ + 4) from those for
RM(ρ, 2ρ + 1), which in turn provides a way to make recovery sets for the former from those for
the latter, as each vector corresponds to a recovery set for every index in its support.
Each bucket B = {i1, . . . , iℓ} for RM(ρ, 2ρ+2) can be made into 4 buckets for RM(ρ+1, 2ρ+4):
B1 = B, B2 = B + n = {i1 + n, . . . , iℓ + n}, B3 = B + 2n, and B4 = B + 3n. This results in
4 · 10 · 22ρ−2 = 10 · 22ρ = 10 · 22(ρ+1)−2 buckets, and we must show that any set of 4 indices may be
recovered by drawing at most 1 entry from each bucket.
Consider any tuple of 4 indices i1, i2, i3, i4 ∈ [4n] =
⋃3
s=0([n]+sn) and let sk =
⌊
ik−1
n
⌋
for k ∈ [4].
Then let i′k = ik − skn, so that i
′
1, i
′
2, i
′
3, i
′
4 ∈ [n]. By the induction hypothesis, we have recovery
sets R′1, R
′
2, R
′
3, R
′
4 ⊆ [n] for these indices in RM(ρ, 2ρ+2). These recovery sets are sets such that
i′k ∈ R
′
k for all k ∈ [4] and
(1) (R′k \ {i
′
k}) ∩ (Rj \ {i
′
j}) = ∅ for k, j ∈ [4] with k 6= j
(2)
⋃4
k=1(R
′
k \ {i
′
k}) consists of at most 1 index in each bucket
Each R′k is either {i
′
k} or the support of some vector a ∈ RM(ρ+ 1, 2ρ + 2). If |R
′
k| = 1, then let
Rk = R
′
k + skn. Otherwise, let Rk = (R
′
k + skn) ∪ (R
′
k + s
′
kn). By Lemma 4.15, we know that if
s′k 6= sk, Rk is the support of some vector in RM(ρ+2, 2ρ+4), and so this is a valid recovery set.
We must now show that these recovery sets have the desired properties given the correct choice of
s′k values.
We now note that since indices are being recreated from d = |{s1, s2, s3, s4}| different quarters
of [4n], we can take at least d of the recovery sets to be singletons. Further, assume that we take
as many recovery sets to be singletons as possible. In particular, this means that no recovery set
will contain more than one index in each bucket. This is because the only way Rk could contain
two indices in a bucket would be if R′k did. Since R
′
k is a proper recovery set, it could only contain
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two indices in one bucket if one of those indices was i′k. Then that bucket is not used in any other
recovery set, and so we could instead take R′k = {i
′
k}, as per our assumption.
This leaves at most 4 − d recovery sets which are not singletons and require a subset in a
second quarter. Assume without loss of generality that these are R1, . . . , Rd−4. Then we may
let s′1, . . . , s
′
d−4 be the elements of {0, 1, 2, 3} \ {s1, s2, s3, s4}. Since these are distinct, the only
way some Rk \ {ik} and Rj \ {ij} could have a nonempty intersection would be if condition 1 was
violated. Thus, condition 1 also holds for the Rk. We have already covered the fact that none of
the R′k + s
′
kn will not contain more than one index in each bucket, and since these are in separate
quarters, the only way
⋃4
k=1(Rk \ {ik}) would contain more than one index in a bucket would be if
some elements being recovered in the same quarter had (R′k \ {i
′
k})∪ (R
′
j \ {ij}) consisting of more
than 1 index in some bucket. This would violate condition 2, and so we know that the Rks also
satisfy 2.
Thus, this code is a (4n, k′, 4, 10 · 22(ρ+1)−2, 1) batch code, and by Lemma 2.3, we know that
RM(ρ+1, 2(ρ+1)+2) is a (4n, k′, 4,m, τ) batch code for anym, τ ∈ N such thatmτ = 10·22(ρ+1)−2.
This completes the induction step, and so for any ρ ≥ 1, RM(ρ, 2ρ + 2) is a (4n, k′, 4,m, τ) batch
code for any m, τ ∈ N such that mτ = 10 · 22ρ−2. 
5. Conclusion
This work focuses on batch properties of binary Hamming and Reed-Mu¨ller code.
The high locality of binary Hamming codes implies their availability to be at most 1. Binary
Hamming codes can be viewed as linear batch codes retrieving queries of at most 2 indices, the
trivial case. Nonetheless, we prove that for t = 2, binary Hamming codes are actually optimal
(2s−1, 2s − 1− s, 2,m, τ) batch codes for m, τ ∈ N such that mτ = 2s−1.
We turn to binary Reed-Mu¨ller codes for optimal batch codes that allow larger queries, meaning
t-tuples with t larger than 2. This research direction is motivated by the large availability of first
order Reed-Mu¨ller codes as showed in the paper. We prove the optimality of first order Reed-Mu¨ller
codes for t = 4. Finally we generalize our study to Reed-Mu¨ller codes RM(ρ, µ) which have order
less than half their length by proving that they have batch properties (2µ, k, 4,m, τ) such that
mτ = 10 · 22ρ−2 for RM(ρ′, µ) where µ ∈ {2ρ+ 2, 2ρ+ 3} and ρ′ ≤ ρ.
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