Stochastic simulation and forecasting of hydroclimatic processes, such as precipitation and streamflow, are vital tools for risk-based management of water resources systems. Stochastic hydrology has a long and rich history in this area. The traditional approaches have been based on mathematical models with assumed or derived structure representing the underlying mechanisms and processes involved. The model generally includes several variables and a parameter set. Such "parametric models" have been quite useful in practice for analyzing and synthesizing hydrologic time series at various timescales. A lot of experience has been gained using such "traditional techniques" with
Stochastic simulation and forecasting of hydroclimatic processes, such as precipitation and streamflow, are vital tools for risk-based management of water resources systems. Stochastic hydrology has a long and rich history in this area. The traditional approaches have been based on mathematical models with assumed or derived structure representing the underlying mechanisms and processes involved. The model generally includes several variables and a parameter set. Such "parametric models" have been quite useful in practice for analyzing and synthesizing hydrologic time series at various timescales. A lot of experience has been gained using such "traditional techniques" with large complex systems, such as the Colorado River, the Great Lakes, the Ottawa River, and the Nile River. Further, over the last two decades, the field of stochastic hydrology has been enriched by the emergence of nonparametric data-driven methods. Nonparametric methods are gaining wide prominence and are being applied to a variety of hydrologic and climatologic applications. In fact, in many cases, the proper combination of both parametric and nonparametric techniques has been quite useful and beneficial. Also, the availability of software and computational power has paved the way for more efficient applicability of both techniques. In this chapter, we attempt to provide an overview of both parametric and nonparametric techniques for modeling hydrologic time series, particularly precipitation and streamflow.
Introduction
Risk-based planning and management of water resources systems generally require knowledge of the variability of hydroclimatic processes, such as precipitation, temperature, and streamflow. Stochastic simulation of these processes provides input scenarios that may be used to drive process models, such as crop models, hydrologic models, and water resources management models, which provide distributions of various decision variables of interest and aid in devising effective planning and management strategies. Due to only sparse temporal and spatial data available, which is often encountered in practice, it is difficult to obtain a robust understanding of the underlying variability from limited data. Consequently, the risks may not be accurately reflected, thus leading to sub-optimal planning and management decisions. To this end, it is important to be able to apply proper techniques that can reflect the underlying physical and stochastic mechanisms of the variables involved.
Synthetically generated sequences of daily hydroclimatic variables, especially precipitation and streamflow, are often used for efficient shortterm and long-term operation and management of water resources systems. Clearly, stochastic models that generate the sequences should be able to faithfully capture the distributional and dependence properties of the historical data. Furthermore, they should be able to generate sequences conditionally (e.g. conditional on seasonal climate forecast), so as to provide realistic scenarios for use in seasonal to interannual planning.
In this chapter, we attempt to provide an overview of selected stochastic techniques as simulation and forecasting tools. The chapter is organized as follows. Traditional parametric methods for precipitation modeling and simulation are presented first, followed by nonparametric approaches. Use of these methods in the context of weather generators is then described. We follow this by descriptions of parametric and nonparametric tools for stochastic streamflow simulation. We conclude the presentation with a brief summary of extensions for forecasting and for other applications.
Stochastic Simulation of Precipitation

Continuous Precipitation Models
The theory of point processes has been one of the earliest tools for modeling precipitation as a continuous process. 1 In this, the number of storms N(t) in a time interval (0, t) arriving at a location is assumed to be Poisson-distributed with parameter λt (λ = storm arrival rate). If n storms arrived in the interval (0, t) at times t 1 ,...,t n , then the number of storms in any time interval T is also Poisson-distributed with parameter λT. It is further assumed that the rainfall amount R associated with a storm arrival is white noise (e.g. R may be gamma-distributed) and that N(t) and R are independent. Thus, rainfall amounts r 1 ,...,r n correspond to storms occurring at times t 1 ,...,t n . Such a rainfall generating process has been called Poisson white noise (PWN) .
Under this formulation, the cumulative rainfall in the interval (0, t),
is a compound Poisson process. In addition, the cumulative rainfall over successive non-overlapping time intervals T is given by ... , 2 , 1 , ) ( )
. The basic statistical properties of Y i , assuming that Z(t) is generated by a PWN model, has been widely studied. Nevertheless, the PWN model has been useful for predicting annual precipitation 4 and extreme precipitation events. 5 Modifications to the PWN model consider rainfall as an occurrence with a random duration D and intensity I, called the Poisson rectangular pulse (PRP) model. 6 Commonly, D and I are assumed to be independent and exponentially distributed. In this formulation, n storms may occur at times t 1 ,...,t n with associated intensities and durations (i 1 , d 1 ),...,(i n , d n ), and the storms may overlap so that the aggregated process Y i becomes autocorrelated. Although the PRP model is better conceptualized than the PWN, it is still limited when applied to actual rainfall data. 6 Neyman and Scott 7 originally suggested the concept of clusters in modeling the spatial distribution of galaxies. This concept of space clustering has been applied to model continuous time rainfall. [8] [9] [10] [11] [12] The cluster process can be described as a two-level mechanism for generating rainfall: first, the storm arrival is assumed to be Poisson-distributed with a given parameter, and then each storm is associated with a number of precipitation bursts, which are distributed as Poisson or Geometric. In general, m j precipitation bursts are associated with the storm that arrived at time t j . In addition, the time of occurrence of bursts τ relative to the storm origin t j may be assumed to be exponentially distributed. Then, if the precipitation burst is described by an instantaneous random precipitation depth R, the resulting precipitation process is known as Neyman-Scott white noise (NSWN), while if the precipitation burst is a rectangular pulse the precipitation process is known as Neyman-Scott rectangular pulse (NSRP).
Parameter estimation of Neyman-Scott models has been extensively studied 8, 9, [13] [14] [15] [16] [17] using the method of moments and other approaches. A major estimation problem is that parameters estimated based on data for one level of aggregation, say hourly, may be significantly different from those estimated from data for another level of aggregation, say daily. 2, 6, 9, 16 Weighted moments estimates of various timescales in a least squares fashion is an alternative. 5, 14 Constraints may be set on the parameters based on the physical understanding of the process that can improve parameter estimation, 18 as shown in a space-time cluster model, 19, 20 but the difficulty in estimating the parameters even when using physical considerations persists.
Besides the Poisson and Neyman-Scott cluster processes, other types of temporal precipitation models have also been suggested, such as those based on Cox processes, 21 renewal processes, 22, 23 and Barlett-Lewis processes. 11, 24 Likewise, alternative space-time multi-dimensional precipitation models have also been developed. 25 All these precipitation models based on point and cluster processes that have been developed thus far are severely limited for modeling convective rainfall, where daily periodicity is observed. 16, 26 Nonlinear dynamics and chaotic behavior of rainfall process 27 further highlights the limitations of the point and cluster process-based models. Discussions on rainfall analysis, modeling, and predictability have been made in various reviews [28] [29] [30] [31] [32] and special issues of journals in the Applied Meteorology discipline. 
Models of Cumulative Precipitation over Non-overlapping Time Intervals
While point process and cluster models provide a general framework for modeling rainfall as a continuous process, models may also be formulated directly for aggregate rainfall at the desired timescale (e.g. hourly, daily, weekly, monthly). Examples of such models are presented next.
Markov Chain Models
While Markov chain models have been widely suggested in the literature for simulating precipitation (mainly at daily timescale), 22, 26, [35] [36] [37] [38] [39] they have also been used for many other hydrologic processes, such as streamflow, soil moisture, temperature, solar radiation, and water storage in reservoirs. Markov chain models are used for modeling the precipitation occurrence (i.e. wet or dry), and a probability density function (PDF) is used for generation of the rainfall amount on a wet day, as described below.
Let X(t) be a discrete-valued process that starts at time 0 and develops through time.
Then,
is the probability that the process X(t) = x t , given its entire history. If this probability simplifies to
, the process is a first-order Markov chain or a simple Markov chain. Because X(t) is discrete-valued, we use here the notation X(t) = j, j = 0, 1,..., r instead of X(t) = x t , where j represents a state and r + 1 is the number of states; for example, in modeling daily rainfall, one may consider two states, j = 0 for a dry day (no rain) and j = 1 for a wet day. A simple Markov chain is defined by its transition probability matrix P(t), a square matrix with elements p ij (t) = P[X(t) = j|X(t -1) = i] for all i, j pairs. Furthermore, q j (t) = P[X(t) = j], j = 0, 1,..., r, is the marginal probability distribution of the chain being at any state j at time t and q j (0) is the distribution of the initial states. Moreover, the Markov chain is a homogeneous or stationary chain if P(t) does not depend on time, and, in this case, the notations P and p ij are used. The probabilities that are useful for simulation and forecasting of precipitation events are: the n-step transition probabilityp i jn ( ) (n ij p , the marginal distribution q j (t) given the distribution q j (0), and the steadystate probability vector q*. These probabilities can be determined from well-known relations available in the literature. 38, 39 Estimation of probabilities for a simple Markov chain amounts to estimating the transition probability matrix, which is usually obtained by the method of moments and the maximum likelihood method. 40 Other methods, such as the Akaike Information Criteria (AIC), have also been proposed to test the adequacy of the Markov chain and to help in the selection of the order of the Markov chain. [40] [41] [42] Simple Markov chains may be adequate for representing many processes, although sometimes more complex models may be necessary. For instance, in modeling daily rainfall processes throughout the year, the parameters of the Markov chain must vary with time to capture the seasonality. Thus, for a twostate Markov chain, the transition probabilities p ij vary along the year and the estimates can be fitted with Fourier series to smooth-out sample variations. 37, 43 Also, higher-order Markov chains that vary seasonally may be necessary; for instance, analyzing daily precipitation records across the continental United States, it was concluded that generally second-and third-order models were preferred for the winter months while first-order model for the summer months. 40 Generic higher-order formulation that allows incorporation of dependence on aggregate continuous variables has also been proposed 41 as well as Markov chain models for daily precipitation conditioned on the total monthly precipitation. 44 Multistate Markov chain models that also consider the dependence between transition probabilities and rainfall amounts may be necessary to capture better the extreme rainfall. [45] [46] [47] [48] Also, models with periodic Markov chains for hourly rainfall that account for the effect of daily periodicity have been suggested. 26 Further, a hierarchical Markov chain model to describe the daily precipitation process, given the heterogeneous generating mechanisms, has been proposed. 49 Generally, Markov chain models do not reproduce long-term persistence and eventclustering. 29, 33 Despite some well-known limitations, Markov chain models are attractive because of their simple structure, ease of application and interpretability, and well-developed literature.
Alternating Renewal Models
The term 'renewal' stems from the implied independence between the wet and dry period lengths, while the term 'alternating' refers to the fact that wet and dry states alternate; no transition to the same state is possible. An advantage of this representation is that it allows direct consideration of a composite precipitation event. A geometric or a negative binomial distribution may be used as a model for spell length, where a daily time step is of interest. 37 A probability distribution for precipitation amount also needs to be developed. The primary difficulties with the wet/dry spell approach for daily rainfall modeling are: (i) the need for disaggregating the wet spell precipitation into daily or event precipitation (this is not an issue if independence in daily precipitation amounts is assumed, since that is typically assumed in Markov chain models); (ii) the justification of the independence between the wet and dry spell lengths at short timescales; and (iii) the effective reduction in the sample size by considering spells, rather than days.
Models for Precipitation Amount
Markov chain and renewal models, described above, simulate the precipitation occurrence (wet or dry) and the wet and dry spells. The rainfall amount on wet days must be determined, which involves fitting a PDF for each month or season from the observed data and using them to simulate the amounts. Typically, a parsimonious member of the exponential family (Gamma, Lognormal, Weibull) that best fits the data is used and the goodness of fit of the PDF is determined using traditional tests, such as the Kolmogrov-Smirnov test and the Chi-square test. 50 This approach may be extended for modeling precipitation at longer timescales, such as monthly, seasonal, and annual. In such cases, modeling precipitation at a given site amounts to finding the probability distribution for each time interval (e.g. monthly). Generally, different distributions are needed for each month. Precipitation data in semi-arid and arid regions may include zero values for some months; hence, precipitation is a mixed random variable. Consider that X v,τ is the precipitation for year v and season τ, and define
is the conditional distribution of monthly precipitation. Thus, prediction of monthly precipitation requires estimating P τ (0) and
. Several distributions, such as the Gamma, Lognormal, and Log-Pearson, have been used for fitting the empirical distribution of monthly precipitation. Modeling annual precipitation is similar to modeling seasonal precipitation; that is, determining either the marginal distribution F X (x) or the conditional distribution F X|X>0 (x) depending on the particular case at hand.
Modeling precipitation at several sites is not trivial. Inter-site crosscorrelations and the marginal distribution (at each site) must be considered in a multivariate framework. The data is transformed into a Normal distribution using power transforms and then a lag-zero multivariate model is applied for modeling the transformed precipitation (an approach similar to modeling streamflow, described below). Likewise, modeling annual precipitation at several sites is generally based on transforming the data into Normal and using a multivariate normal model. In all cases where Normal transformation is utilized, after generating data in the Normal domain they must be inverted back into the original precipitation domain. Likewise, where modeling the occurrence of precipitation (zero's and non-zero's), an appropriate multivariate Markov chain model must be applied.
Nonparametric Models for Simulating Precipitation
Fitting a best PDF model to the precipitation data is often difficult because real data may exhibit a variety of features, such as bimodality, unusual skew, and long tail, that cannot be easily captured by a limited set of traditional probability density functions. Furthermore, the parameters of the traditional PDF models can be unduly influenced by outliers, leading to high variance in the selection of the best parametric model, which, in turn, impacts the ability to properly estimate the behavior of the underlying probability distribution in the tails and in the body of the distribution. Consequently, simulations from such models may not faithfully represent the observed data. Nonparametric methods offer an attractive alternative in this regard. Nonparametric models for simulating precipitation differ from the traditional methods, described above, in the manner in which the precipitation amount is modeled. The tail behavior of the data does not unduly influence the probability distribution in the main body of the data, and serial dependence is preserved in a more general sense. As a result, the representation of individual extreme events may not be any better than that achieved through the traditional parametric models. However, the properties of sequences, including the statistics of a run of extreme events, may be better represented. Given that much of the vulnerability of water systems to climate derives from exposure to persistent extremes, nonparametric methods may provide an effective tool. Kernel density estimators, described next, are one of the methods used in this regard.
Kernel Density Estimators
Nonparametric estimation of probability and regression functions now has a nearly 20-year history in stochastic hydrology, and in computationally intensive statistics. 51 A function approximation method is considered nonparametric if: (i) it is capable of approximating a large number of target functions; (ii) it is "local" in that estimates of the target function at a point use only observations located within some small neighborhood of the point; and (iii) no prior assumptions are made as to the overall functional form of the target function. A histogram is a familiar example of such a method. Note that such methods do have parameters (e.g. the bin width of the histogram) that influence the estimate at a point. However, they are different from "parametric" methods, where the entire function is indexed by a finite set of parameters (e.g. mean, standard deviation) and a prescribed functional form. Kernel density estimation is a nonparametric method of estimating a PDF from data that is related to the histogram. Expository monographs, which develop these ideas in detail and provide an interesting and robust presentation, are available in the literature.
52-54
Given a set of observations x 1 , x 2 , …, x n (in general, x may be a scalar or a vector), the kernel density estimate (KDE) is defined as
where K( ) is a weight or kernel function and h is a bandwidth. This can be explained using a histogram. Consider the definition of probability as a relative frequency of event occurrence. Now, an estimate of the probability density at a point x may be obtained if we consider a box or window of width 2h centered at x and count the number of observations x i that fall in such a box. The estimate
) ( x f is then the number of observations x i that lie within [x i -h, x i + h)]/(2hN).
In this example, a histogram, we have used a rectangular kernel K(t) = 1/2 for |t| < 1 and 0 otherwise; and t = (x -x i )/h) for the estimate in the locale of x. As the sample size n grows, one could shrink the bandwidth h such that asymptotically the underlying PDF is well approximated. Note that for a finite sample this is much like describing a histogram, except that the "bins" are centered at each observation or at each point of estimate, as desired.
From the point of view of simulation, one can treat each observation x i as being equally likely to occur in the window x i ± h and resample it uniformly in that interval (for this example). Clearly, one is not restricted to rectangular kernels. The "parameters" of this method are the kernel function or "local density" and the bandwidth h. A valid PDF estimate is obtained for any K( ) that is itself a valid PDF. Symmetry of K( ) is assumed for unbounded data to ensure pointwise unbiasedness of the estimate. 
comparable to that using a rectangular kernel with a smaller bandwidth. Thus, given a kernel function, the focus shifts to appropriate specification or estimation of the bandwidth. It is important to note that specifying a kernel function does not have the same implications as that of choosing a parametric model for the whole density because the focus remains on a good pointwise or local approximation of the density rather than on fitting the whole curve directly. Different choices of K( ) still yield a local approximation of the underlying curve point by point. One can understand this by thinking of a weighted Taylor series approximation to f(x) at a point x. The interplay between h and K( ) can be thought of in terms of the interval of approximation and a weight sequence used to localize the approximation. The length of the interval (or bandwidth in this case) is more important in terms of approximation error. However, the tail behavior of K( ) is important in a simulation context, since it relates to the likely degree of extrapolation of the process. Some typically used kernels are standard Normal, Quadratic (or Epanechnikov), and Bisquare. 53 The consensus in the statistics literature 52, 53 is that the choice of kernel is secondary in estimating f(x), and research has focused on choosing an appropriate bandwidth optimally (in a likelihood or MSE sense) from the data. Reference bandwidth that minimizes the MSE, assuming a Normal kernel and an underlying Normal PDF of the data, provides an optimal reference bandwidth and consequently a smoothed PDF. 53 As mentioned above, this optimal reference bandwidth does not result in a Normal PDF of the data, because the estimation of f(x) is performed locally using the KDE --this local estimation is an important aspect of this approach. This provides a quick and easy estimate to the bandwidth, and is widely used in software implementations. 54, 55 Datadriven band width selection methods, which use recursive method to minimize the average mean integrated square error (MISE) 54 of ) ( x f or other objective criteria (e.g. cross validation), have also been suggested. [52] [53] [54] The bandwidth may vary by location (i.e. value of x), being larger where the data are sparser. Typically, this is achieved by perturbing the global bandwidth h obtained from one of the foregoing methods. 52, 53 The KDE approach extends to discrete variables and also to multiple variables. In the case of discrete variables, the probability mass function estimator is
where L is the discrete value of interest for the probability mass function, j p is the sample relative frequency (n j /n), and Lmax is the maximum discrete value in the observed data. The kernel function used in the case of continuous variables can be also used here, but they need to be normalized such that their weights are concentrated at discrete points. Discrete quadratic kernels, which have been developed and extensively tested, obviate the need for such scaling, 56 besides being consistent with a discrete random variable.
One of the annoying aspects of KDE is the increased bias within the bandwidth of the boundary (e.g. for precipitation and streamflow, the boundary is at 0) of the sample space. The bias is a consequence of the increasingly asymmetric distribution of the random variable as one approaches the boundary; hence, modifications to kernel density estimate are needed within this region. The problem is aggravated if a kernel with infinite support (i.e. Normal) is used. Several methods are available to deal with this problem, but the boundary kernels are more effective at alleviating this. 57 In this, a set of equivalent boundary kernels for a given kernel, used in Eq. (2.1), is developed when evaluating within one bandwidth from the boundary. These boundary kernels pose their own set of problems: (i) boundary kernel estimates can lead to negative values for the PDF, which is unrealistic; (ii) boundary kernels are mathematically difficult to obtain for all kernels; and (iii) the bandwidth obtained for the regular kernel may not be valid for the boundary kernel. For most applications, this is not an issue and so neglected, but the problem is acute for data with heavy concentration near the boundary, such as the case of precipitation where most of the data are close to 0. A logarithmic transform of the precipitation data prior to density estimation is often considered, and the KDE in Eq. (2.1) is now modified as
where h is the bandwidth of the logarithm of the data. This approach works extremely well and detailed investigation of this and the boundary kernels bear this out. 58 Comparisons of kernels, bandwidth selection schemes, and boundary treatments in the context of rainfall simulation have already been performed. 59 Simulation from the KDE simply proceeds by randomly selecting an observation x j and generating a random value from the selected kernel (note that the kernels themselves are valid PDFs, as mentioned before). The simulated value is x j + e j × h, and this approach is also known as smoothed bootstrap. 53 Slight modifications to this are proposed to reproduce the variance. 53 The simulated values will have the same PDF as that estimated by the KDE.
The rainfall simulation involves generating rainfall occurrences (wet or dry) from an appropriate Markov chain model (described in Sec. 2.2.2.1) and generating rainfall amount on wet days from the KDE, as discussed above. Nonparametric alternate renewal models have been proposed, 60 wherein wet and dry spells are alternatively simulated from the discrete kernel probability mass estimates, and the KDE is used to simulate the rainfall amounts on wet days.
Extension of the KDE to multivariate and conditional PDF estimation is straightforward in that the scalars are replaced by vectors in the equations above. 52, 53 The conditional PDFs have been constructed with a similar smooth bootstrap approach to simulate daily rainfall. 59, 61 This enables the ability to capture long-term persistence (i.e. persistence at seasonal and interannual timescales).
K-NN Bootstrap Models
The kernel density estimation, described above, suffers from boundary problems that get worse in the multivariable case and, thus, the density estimates and simulations tend to be biased. The problem is even more acute for variables with heavy concentration of data close to the boundary, such as the case with precipitation. The K-nearest neighbor (K-NN) approach offers a flexible and robust alternative. It is simple, intuitive, and robust, and can be applied to a variety of time series modeling problems. A brief description is presented here, and specific applications to time series modeling in the context of streamflow simulation are discussed in the following sections. A basic K-NN density estimator is given as
where k is the number of nearest neighbors to x, d is the dimension of the space, C d is the volume of a unit sphere in the d dimension, and r k is the Euclidean distance to the k th -nearest neighbor. The density estimator in Eq. (2.1) can also be modified as
The bandwidth is distance to the k th -nearest neighbor; that is, the number of nearest neighbors, k, is the 'smoothing' parameter. The kernel has the role of a weight function (x i closer to the point of estimate x are weighted more), and can be chosen to be any valid probability density function. Under optimal MSE arguments, k should be chosen proportional to n 4/(d+4) for any probability density that is twice differentiable. The sensitivity to the choice of k is somewhat lower as a kernel that is monotonically decreasing with r k (x) is used. This automatically achieves the effect of bandwidth changing with x, thus providing the ability to adapt to the data variability. Equations (2.4) and (2.5) can be used to readily construct multivariate and conditional PDFs, and the simulation uses the same smooth bootstrapped approach described earlier, or one of the nearest neighbors can be resampled using the kernel function. This is a modification to the straight bootstrap. 62, 63 Theoretical basis for using the K-NN density estimators for time series forecasting has been well developed. [64] [65] [66] [67] [68] This approach has been used for simulating rainfall and other weather variables in the context of stochastic weather generators. 69 Details on the application of this for time series modeling and simulation are discussed later in this chapter.
Precipitation Disaggregation Models
Often, precipitation generated at certain timescales (e.g. daily, multidays) needs to be disaggregated to smaller timescales (e.g. hourly or daily within a wet spell). This disaggregation is generally done empirically. 70 For instance, using proportions, one can disaggregate 24-hr (daily) precipitation into 6-hr precipitation. Also, disaggregation of daily rainfall has been suggested by modeling the number of rain showers, and the magnitudes, duration, and arrival time within a day. 71, 72 In addition, disaggregation schemes of short-term rainfall based on a specified model structure for continuous rainfall has been developed 2 as well as using neural networks, 73 but they can be computationally intensive. Although the foregoing models are innovative, they are complex and require many transformations of the original data to obtain reasonable results. Other shortcomings include the lack of flexibility in the number of intervals considered and the incompatibility of parameter estimates at different aggregation levels. Alternatively, nonparametric methods for disaggregation have been developed, 60 in which a wet spell length is first simulated and the total rainfall magnitude is obtained from a nonparametric density estimator. Subsequently, a vector of proportions to distribute the rainfall to the individual days of the wet spell is simulated and applied to the spell rainfall. In addition, disaggregation methods for spatial and temporal streamflow simulation, described in the following section, also provide alternatives that can be modified and applied for rainfall simulation.
Stochastic Simulation of Streamflow
Continuous Time to Hourly Simulation
Streamflow simulation on a continuous timeframe requires the formulation of a model structure that is capable of reproducing the streamflow fluctuations on a wide dynamic range. The application of stochastic approaches to continuous time and short timescale streamflows has been limited, because of the complex nonlinear relations that characterize the precipitation-streamflow processes at those temporal scales. The early attempts to model hourly and daily streamflows were based on autoregressive (AR) models after standardization and transformation. However, such models, essentially based on process persistence, do not properly account for the rising limb and recession characteristics that are typical of hourly and daily flow hydrographs. Also, shot noise or Markov processes and transfer function models have been proposed for daily flow simulation, with some limited success in reproducing the rising limb and recessions. 74 Nevertheless, interesting work has been done with some success using conceptual-stochastic models. Conceptual representation of a watershed, considering the effects of direct runoff and surface and groundwater storages, has been applied. [75] [76] [77] [78] Direct runoff is modeled by a periodic AR order one (PAR(1)) model (see below) with an indicator function to produce intermittence, and the other components are modeled using linear reservoirs. The conceptual stochastic model produced reasonable results in the generation of daily flows for the Powell River, Tennessee. Other conceptual-stochastic models for short time runoff have been proposed. For example, assuming an independent Poisson process for rainfall, a three-level conceptual runoff model represents surface runoff to estimate the daily response of a watershed, and the base flow modeled by three linear reservoirs that represent the contribution of deep aquifers with over-year response, aquifers with annual renewal, and subsurface runoff, the foregoing scheme leads to a multiple shot noise streamflow process. The model is effective in reproducing streamflow variability. In addition, intermittent daily streamflow process has been modeled by combining conceptual approach with product models 79, 80 and gamma AR models, 81 and by using a three-state Markov chain describing the onset of streamflow and an exponential decay of streamflow recession. 82 
Weekly, Monthly, and Seasonal Streamflow Simulation at a Single Site
Stationary stochastic models may be applied for modeling weekly, monthly, and seasonal streamflows after seasonal standardization. This approach may be useful where the temporal correlations do not vary throughout the year. In general, however, models with periodic correlation structure, such as periodic autoregressive (PAR) 83 and periodic ARMA (PARMA) are more applicable. 84, 85 An example is the PARMA(1,1) model (ω is the number of seasons), µ τ , φ 1,τ , θ 1,τ , and σ τ (ε) are the parameters. When the θ's are zeros, this becomes the PARMA(1,0) or PAR(1) model. Low-order models, such as PARMA(1,0) and PARMA(1,1), have been widely used for simulating monthly and weekly flows. [85] [86] [87] [88] [89] [90] [91] The method of moments is typically used for estimation of the model parameters. The model in Eq. (2.6) is based on the traditional linear regression in that the past values are linearly related to the current values and the residuals (ε) are Normally distributed with mean 0 and standard deviation σ τ (ε). Consequently, the data must be Normally distributed; otherwise, they have to be transformed to Normality before fitting the model. In some cases, this may pose additional problems (see below).
Periodic ARMA models can be derived from physical/conceptual principles. Considering all hydrologic processes and parameters in the watershed varying along the year, it has been shown that seasonal streamflow falls within the family of PARMA models. 76 Alternatively, a constant parameter ARMA(2,2) model with periodic independent residuals was suggested. 77, 78 A desirable property of stochastic models of seasonal streamflows is the preservation of seasonal and annual statistics. 92 However, such dual preservation of statistics has been difficult to get with simple models, such as the PAR(1) and PAR (2) . For this reason, in the 1970s, hydrologists turned to the so-called disaggregation models (see below). Periodic ARMA models, having more flexible correlation structure than PAR models, offer the possibility of preserving seasonal and annual statistics. Some hydrologists have argued that PARMA models have too many parameters. However, it may also be possible to reduce the number of parameters by keeping some of them constant. An alternative for reproducing both seasonal and annual statistics is the family of multiplicative models.
Multiplicative models were first suggested by Box and Jenkins. 93 These models have the characteristic of linking the variable y v,τ with y v,τ-1 and y v-1,τ . Multiplicative models, after differencing the logarithms of the original series, have been applied for simulating and forecasting monthly streamflows. 94 However, they were not able to reproduce the seasonality in the covariance structure. This problem occurred because the referred multiplicative model did not include periodic parameters. A model (with periodic parameters) that can overcome these limitations is the multiplicative PARMA model. 92 For instance, the multiplicative PARMA(1,1) x (1,1) ω model is written as
in which z v,τ = y v,τ -µ τ and Φ 1,τ , Θ 1,τ , φ 1,τ , θ 1,τ , and σ τ (ε) are the model parameters. This model has been applied successfully for simulating the Nile River flows. 92 A particular limitation of the foregoing PARMA and multiplicative PARMA models for modeling streamflow time series is the requirement that the underlying series be transformed into Normal. An alternative that circumvents this problem is the PGAR(1) model for modeling seasonal flows with periodic correlation structure and periodic gamma marginal distribution. 95 Consider that y , τ ν is a periodic correlated variable with gamma marginal distribution with location λ τ , scale α τ , and shape β τ parameters varying with τ , and ω τ , where φ τ is the periodic autoregressive coefficient, δ τ is the periodic autoregressive exponent, and w ,τ ν is the noise process. This model has a periodic correlation structure equivalent to that of the PAR(1) process. It has been applied to weekly streamflows for several rivers in the United States. 95 Results obtained indicate that such PGAR model compares favorably with respect to the Normal-based models (e.g. the PAR model after logarithmic transformation) in reproducing the basic statistics usually considered for streamflow simulation.
Periodic ARMA and PGAR models are less useful for modeling flows in ephemeral streams because the flows are intermittent, a characteristic that is not represented by these models. Instead, periodic product models, such as 
Annual Streamflow Simulation at a Single Site
Generally, stationary stochastic models have been proposed and utilized for simulating annual streamflow processes. 83, 85, 91 Various alternative models have been suggested and applied, depending on the particular case at hand, such as the ARMA models, 85, 91, 97 gamma AR models, 83 fractional Gaussian noise, 98 broken line, 99 and shifting mean. 100 Among these, the ARMA models have found wider applicability. For example, the ARMA(1,1) model may be expressed as in Eq. (2.6), except that all the parameters are constant values. Also, ARMA models arise from conceptual considerations of the precipitation-runoff process of a watershed. 101, 102 Significant amount of work and experience has been gained applying ARMA models for simulation and forecasting of hydroclimatic processes in general, and streamflows in particular. 84, 85, 91, 97, 103, 104 
Multisite Streamflow Simulation
Some of the foregoing models can be extended to multiple sites. Typically, at the annual timeframe, simple models, such as multivariate AR (1) and ARMA(1,1), are usually adequate. We illustrate here multisite models using a periodic model. The model equations now contain vectors, as opposed to scalars, and the model parameters are matrices, as opposed to scalars. 84, 85, 103 For example, the multivariate PARMA(1,1) model is
− ; µ τ is a column parameter vector with elements µ τ (1) ,..., µ τ (n) the seasonal mean vector, Φτ and Θ τ are n × n periodic parameter matrices, the noise term ε τ ν , is a column vector Normally distributed with:
) ( for k ≠ 0. This modeling scheme is a contemporaneous PARMA(1,1) or CPARMA(1,1) model. Useful references on this type of models are available in the literature. 84, 85, 89, 103 Furthermore, contemporaneous multiplicative models are also available, and have been applied for simulating the Nile River system. 105 
Temporal and Spatial Disaggregation Models
Disaggregation models, i.e. downscaling models in time and/or space, have been an important part of stochastic hydrology, not only because of the scientific interest in understanding and describing the temporal and spatial variability of hydrologic processes but also because of practical engineering applications. For example, many hydrologic design and operational problems require hourly precipitation data. Because hourly precipitation data are not as commonly available as daily data, a typical problem has been to downscale or disaggregate daily data into hourly data. Similarly, for simplifying the modeling of large-scale systems involving a large number of precipitation and streamflow stations, temporal and spatial disaggregation procedures are needed. A brief overview of several empirical and mathematical models and procedures for temporal and spatial disaggregation of precipitation and streamflow is presented below. The multiscale statistical disaggregation model by Valencia and Schaake 106 is the starting point for any disaggregation effort given by
where Y is a vector of disaggregated values (e.g. monthly streamflows), X is a vector or scalar of aggregate flows (e.g. annual streamflows), A and B are parameter matrices, and ε is a vector of independent standard Normal deviates. Parameter estimation, based on the method of moments, leads to the preservation of the first-and second-order moments at all levels of aggregation.
The shortcoming of low-order PAR models when applied for simulation of seasonal flows in reproducing the annual flow statistics led to the development of disaggregation models. In this model, the simulation of seasonal flows is accomplished in two or more steps. First, the annual flows (or aggregate flows) are modeled so as to reproduce the desired annual statistics (e.g. based on the ARMA(1,1) model). Then, synthetic annual flows are generated, which, in turn, are disaggregated into the seasonal flows by means of the model presented in Eq. (2.9). While the variance-covariance properties of the seasonal flow data are preserved and the generated seasonal flows also add up to the annual flows, it does not preserve the covariances of the first season of a year and any preceding season. To circumvent this shortcoming, this model has been modified as
, where C is an additional parameter matrix and Z is a vector of seasonal values from the previous year (usually only the last season of the previous year) for each site. 107 Further refinements and corrections, assuming an annual model that reproduces S XX and S XZ , have been suggested 108, 109 as well as a scheme that does not depend on the annual model's structure yet reproduces the moments S YY , S YX , and S XX . 110 The parameter estimation and appropriate adjustments, so that the seasonal values add exactly to the annual values at each site, can be found in the literature. 85, 109, 111 The foregoing disaggregation models have too many parameters, a problem that may be significant, especially when the number of sites is large and the available historical sample size is small. The estimation problem can be simplified if the disaggregation is done in steps (stages or cascades), so that the size of the matrices and, consequently, the number of parameters involved decrease. For instance, annual flows can be disaggregated into monthly flows directly in one step (this is the usual approach), or they can be disaggregated in two or more steps (e.g. into quarterly flows in a first step, then each quarterly flow is further disaggregated into monthly flows in a second step). However, even in the latter approach, considerable size of the matrices will result when the number of seasons and the number of sites are large. A stepwise disaggregation scheme has been proposed 112 in such a way that, at each step, the disaggregation is always made into two parts or two seasons. This scheme leads to a maximum parameter matrix size of 2 × 2 for single site disaggregation and 2n × 2n for multisite. Condensed disaggregation models that reproduce seasonal statistics and the covariance of seasonal flows with annual flows assuming lognormal seasonal and annual flows have also been suggested. 113, 114 Disaggregation models are useful for modeling complex systems. For example, an 'index' time series can be created by adding all the individual time series and the disaggregation approach is applied to model and simulate the time series collectively, thereby capturing the statistical properties of the individual time series and also their dependence.
Nonparametric Streamflow Simulation Models
Nonparametric methods, as discussed earlier, offer an attractive alternative. In the nonparametric framework, the time series modeling is considered as simulation from 'conditional PDF,' e.g.
In the parametric linear modeling framework, since the data is assumed to be Normal (as discussed above), these conditional PDFs are also Normal and the relationship captured is also linear (as the correlation coefficient --which is a measure of linear association --is a variable that is part of the joint, marginal, and conditional Normal PDF). In the nonparametric framework, the "local" estimation provides the capability to capture local nonlinear and non-Normal features that might be present in the data.
Single Site
A kernel density-based seasonal periodic model for streamflow simulation at a single site has been proposed. 115 In this, a KDE for conditional PDF of f(X t | X t-1) is constructed using a Normal kernel in two dimensions, where t and t -1 are successive months (or successive seasons). Consequently, the smooth bootstrap is modified in that the conditional PDF provides a weight to each data point that is used to bootstrap from. A good description of this approach 103 also demonstrates the capability to capture bimodality and nonlinearity in comparison to traditional linear models.
The KDE can be used to perform data transformation in that, first the PDF of the data is estimated using KDE and, consequently, the cumulative distribution function (CDF). The CDF values of the data points are mapped on to a Normal distribution F(x i ) = c i computed by integrating the KDE, and this is inverted using a Normal distribution, F -1 N (c i ) = y i to obtain the transformed value in the Normal space. The time series model is fitted to the transformed data and the simulations are back-transformed to the original space. Since the transformation is done from the PDF estimated by the KDE, the final simulations are likely to capture the non-Normal and other features that might be present in the data.
As noted before, a lag-1 seasonal model (parametric or nonparametric) does not capture the annual and interannual statistics well. The interannual properties are important for simulating long wet and dry periods that are critical for drought management and planning. The lag-1 model was modified to include the sum of the streamflow from the past 18 months as an additional conditional variable, 117 so that the model is a conditional PDF simulation of f(X t | X t-1 ,Z t ), where Z t is the sum of flows of the 18 months prior to time t. This modification was shown to be effective at capturing the interannual statistics in the simulation of rainfall 61, 117 and streamflow. 118 Also, another modification has been proposed by using a pilot variable to lead the generation of the seasonal flows. 119 This offers the possibility of using either a parametric or a nonparametric model to generate the pilot variable (flows) to assure that long-term variability and low frequency are reproduced.
The KDE-based methods suffer from boundary bias (described before), which gets exaggerated in higher dimensions. While reference bandwidths are typically used, as they are easy, it is not trivial to estimate optimal bandwidths in higher dimensions. To address this, K-NN time series bootstrap was developed. 120 In this, the simulation is performed as follows: (i) a conditioning 'feature vector' D t is developed --if it is a lag-1 model, then it is a scalar value; (ii) K nearest neighbors of D t are identified from the data using Euclidean distance metric; (iii) each neighbor is assigned a weight, with largest weight to the nearest and least to the farthest, using a weight function ∑
(iv) one of the neighbors is resampled using this weight metric, say j; and (v) the successor value x j+1 is the simulated value for the current time. The procedure is repeated. This approach is simple and robust that it can easily simulate from conditional PDF of any dimension. It has been shown that the simulations are insensitive to the choice of the weight function, as long as the selected weight function weighs the nearest neighbor the most relative to the farthest. 107 The only parameter is K, the number of nearest neighbors, and, based on asymptotic heuristic arguments, 120, 121 it is shown that the choice N K = is quite robust. This approach was applied to seasonal streamflow simulation 120 and found to perform better than the kernel density-based model at much less computation cost and in a simple and parsimonious manner. 115 One shortcoming of this approach is that the variance may be underestimated, especially where the historical data are correlated. However, this can be fixed by using a gamma perturbation. 115 and (iii) a vector U is generated by smooth bootstrap and it is back-transformed to obtain the disaggregated vector of monthly flows X. 115 As mentioned before, kernel methods have serious limitations when applied to higher dimensions; therefore, the use of KDE was replaced by K-NN time series resampling, 123 which provides the ability to easily apply this to space and time disaggregation together and also for a number of spatial locations simultaneously. This was demonstrated to be simple, robust, and efficient, like the single site simulation. 119, 120 
Extensions of K-NN Resampling Approach
The K-NN resampling approach for multivariate streamflow simulation, described above, has been applied to a variety of other problems, most notably for multisite daily weather simulation. A lag-1 multivariate resampling model was implemented to simulate daily rainfall and other weather variables at a single site. 69 This was subsequently extended to simulate daily rainfall and weather variables at multiple locations simultaneously. 124 A semiparametric approach to rainfall and weather generation was proposed, in which a Markov chain model was fitted for each month separately to simulate the precipitation occurrence, and then K-NN lag-1 resampling approach was used to generate the vector of weather variables conditionally on the transitional state of the precipitation occurrence; for example, if the simulated current day's occurrence was wet and the following day dry, then the neighbors are obtained from the historical data that have the same transition. 125 The semiparametric approach has also been demonstrated for simulating daily weather conditional on seasonal forecast, which are very useful for driving process models, such as crop and water resources for planning and management.
The K-NN resampling method is an extremely versatile method. Once K nearest neighbors of a feature vector are identified, a number of possibilities are available. If the feature vector is a set of predictors of streamflow, then the identified neighbors can be used to provide an ensemble streamflow forecast or a weighted average mean forecast. This was applied skillfully for the multisite seasonal ensemble streamflow forecast in a watershed in Brazil. 126 This approach, with its simplicity and robustness, is gaining prominence, and is being used for a variety of forecasting applications. Using a feature vector consisting of spatial information (e.g. latitude, longitude), the resampling approach can be used to generate ensembles of variables at locations with no observations; i.e. as a means of spatial filling. This approach is being successfully introduced in the simulation of water quality variables of desired locations with limited or no data, based on data from other locations. 127 A similar approach has been used for reconstructing ensembles of streamflows based on tree ring information. 128 The K nearest neighbors identified can also be used to fit 'local polynomials. 129, 130 This allows the ability to extrapolate values beyond the range of the observations and also provides smoothness in recovering the underlying functional relationship. There have been a number of successful applications of this approach for hydroclimatic simulation 131 and forecast. [132] [133] [134] [135] [136] [137] [138] Applications of the resampling approach have also been extended to groundwater and other hydrologic problems with good success. 51 The K-NN-based methods are being adapted for downscaling of climate projections (seasonal, decadal, and climate change) to regional-and point-scale hydrologic scenarios for use in various process models, such as crop and water resources, for efficient planning and management of resources.
Summary and Future Directions
Stochastic models have been utilized in actual practice over several decades for planning and management studies of water resources systems. For example, stochastic models may be applied for simulating possible hydroclimatic scenarios that may occur in the future, which, in turn, are used for sizing hydraulic structures, such as dams, for reevaluating the capacity of existing reservoirs under uncertain streamflow scenarios, or for investigating the possible occurrence and frequency of extreme events, such as droughts. Also, stochastic models may be useful for forecasting hydroclimatic events that may occur in short or long timeframes. A variety of stationary and nonstationary models for single and multiple sites has been developed in the past 50 years, and much experience and successful applications have been gained. Parametric and nonparametric modeling schemes, as well as combined approaches, have been developed. The traditional modeling tools have been those that are defined in the form of mathematical models with a parameter set (parametric models) that must be estimated from historical data. As in any other modeling framework, they are not free from shortcomings. For example, most of the parametric time series models are linear in their form, in that they can only capture linear relationships between the variables. Also, since the residuals are assumed to be Normally distributed and identical and independently distributed (i.i.d.), the underlying variables in the model are also Normally distributed. Thus, historical data must be transformed to Normality before the model is fitted, and the model fitted in the transformed space does not guarantee the reproduction of statistical properties in the original space. In addition, simulations can only reproduce Normal distribution, and features, such as bimodality, cannot be captured; and in the disaggregation models, the transformation can destroy the summability of the disaggregations to the aggregate values.
However, some, if not most, of these shortcomings can be circumvented. For example, there are a variety of mathematical functions that can be quite useful for transforming data to Normal. Thus, building the models in the transformed Normal domain also has advantages in that well-known modeling and testing procedures can be applied. Also, if models built in the Normal domain do not reproduce historical statistics in the real (original) domain, appropriate estimation procedures are also available for many of the models to circumvent this concern. Furthermore, there are some models available where the marginal distribution of the underlying variable is not necessarily Normal. It has been argued that, in some cases, one or more months of the historical data shows some evidence of bimodality and that the parametric models may not faithfully reproduce such bimodality. However, the effect of reproducing such particularity may not be important.
Nonparametric methods, while being data-driven, have higher variance of estimation for the underlying probability distribution, and near the edges of the data are biased. Especially, the resampling methods tend to be biased when the sample size is small, which also limits the variety of sequences that can be generated. Obviously, the resampling methods cannot generate values outside the range of the historical data. While this is not an issue in some cases, in many applications a variety of values outside the observations are highly desirable. The sample size also impacts the ability of the nonparametric methods in general to simulate the tails of the distribution well. This can be alleviated by fitting local functions, but the sample size issue is persistent. A semiparametric approach that combines the advantages of the parametric approach with those of the nonparametric framework is an attractive alternative. Such combined approaches have been developed for weather generator, 125 for streamflow forecasting, 126 and for conditional flood frequency estimation. 139 Generalized linear modeling (GLM)-based approaches seem to offer attractive alternatives to traditional parametric methods. In this approach, variables with different characteristics (i.e. continuous, binary, discrete, skewed) and distributions can be easily combined, providing the flexibility and the ability to capture a range of features. This approach has recently been applied to develop a stochastic daily weather generator 140 and, coupled with an extreme value distribution, 141 it can also generate extreme value precipitation characteristics, which the traditional and nonparametric generators, described earlier, have difficulty with. The GLM can also be implemented in a nonparametric (local polynomial) framework, whereby the functional estimation is performed 'locally' --thus, combining the advantages of both the approaches. Recent application of this modification to water quality forecasting shows promising results. 142 Bayesian extension of the GLM approach is readily possible providing robust estimates of uncertainty. 143 Overall, the field of stochastic hydrology has been well-developed, offering a wide variety of parametric and nonparametric models and techniques. Often, modeling of complex systems may gain from the appropriate combination of both techniques, especially because simulation and forecasting of complex systems involving several sites, more often than not, involve the application of several models. Also, the field has been developed to a point where many of the stochastic models that we have discussed in this chapter can be found in well-known statistical packages, and particularly in specialized softwares, such as SPIGOT 114 and SAMS. 144 However, despite the significant advances made in the field, as pointed out above, there are many challenges ahead. First of all, we would like to alert that, in many cases, the models built particularly for stochastic simulation require that the data be naturalized to remove the effect of upstream derivations, lake regulations, etc; often, errors in such data base could be significant. Also, applying many of the techniques above require some reasonable sample size (data length). The easy availability of softwares often leads to applying stochastic techniques with very short data lengths, disregarding the effect of the uncertainty in estimating the parameters involved. As a matter of fact, techniques are available to account for such uncertainties. 145 Perhaps an area where most challenges appear is how to account for changes in land use and climate change. This is especially important, since both parametric and nonparametric models/techniques generally utilize historical data that have been gathered during many years in the past. This is an issue that does not have general answers, since it depends very much on the system at hand. Several hydrologic systems exhibit low-frequency variations arising from fluctuations of large-scale climate forcings, such as El Niño Southern Oscillation (ENSO), Pacific Decadal Oscillation (PDO), and Atlantic Multidecadal Oscillation (AMO). Traditional stochastic methods need to be modified to capture the lowfrequency variability. Steps in this direction are the shifting mean models 100 and hidden Markov models. [146] [147] [148] However, this generally requires long records of the variables involved to identify whether such changing episodes of the mean occurs, as mentioned above. At the same time, in places where there may be some important effects of climatic signals, as highlighted above, short records may suggest either upward or downward trends, misleading the real cause of such significant changes and the way how such episodes may be accounted in developing possible, say streamflow, scenarios that may occur in the future. Wavelet-and Bayesian-estimation methods are being developed to simulate hydrologic scenarios that reproduce realistic low-frequency variability. 143, 149, 150 These methods have the ability to capture nonstationarity and also provide realistic estimates of uncertainty. Another case where judgment and experience are needed is how to take into account the effect of the two major El Niños of the 1982-83 and 1997-98 (15 years apart) if one uses stochastic simulation for predicting streamflows, say for the next 50 years, in places such as the north of Peru, where many of the streams showed annual streamflows during those years that were several orders of magnitude greater than the average flows based on the other records. Incorporating such megaNiños in the stochastic simulation of streamflow might require information from other sources of data (e.g. paleo-proxy data, such as tree rings and ice cores), in which information from the proxy and observational data have to be combined. Nonhomogeneous Markov chain-based methods are being developed, wherein the proxy data is used to generate the state of the system and the observational data for the magnitude (e.g. streamflow). 151 These methods are proving to be effective at generating realistic low-frequency variability that can be of immense use in long-term water resources planning. These methods can also be used for stochastic simulation of regional hydroclimatology based on future projections of climate. We hope that this review article provides the readers with a comprehensive overview of the variety of stochastic simulation techniques for hydrologic applications and their potential modifications for a suite of applications.
