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Abstract
In our paper, by employing Krasnoselskii fixed point theorem, we investigate the existence of multiple
positive periodic solutions for functional differential equations
x˙(t) = A(t, x(t))x(t)+ λf (t, xt ),
where λ > 0 is a parameter. Some easily verifiable sufficient criteria are established.
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1. Introduction
Let R = (−∞,+∞), R+ = [0,+∞), R− = (−∞,0] and Rn+ = {(x1, . . . , xn)T : xi  0, 1
i  n}, respectively. For each x = (x1, x2, . . . , xn)T ∈ Rn, the norm of x is defined as |x| =∑n
i=1 |xi |. Let BC denote the Banach space of bounded continuous functions φ : R → Rn with
the norm ‖φ‖ = supθ∈R
∑n
i=1 |φi(θ)|, where φ = (φ1, φ2, . . . , φn)T .
As it is well known, the existence of positive periodic solutions for functional equations was
extensively studied, see [1,2,4–10] and references therein. One of effective approaches to fulfill
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solutions are obtained.
For example, Wang [9] studied the following functional equation:
x′(t) = a(t)g(x(t))x(t)− λb(t)f (x(t − τ(t))). (1.1)
In [10], Ye, Fan and Wang discussed in detail a class of more general functional equations
x˙(t) = −a(t)x(t)+ f (t, u(t)),
x˙(t) = a(t)x(t)− f (t, u(t)), (1.2)
where u(t) = (x(g1(t)), . . . , x(gn−1)(t),
∫ t
−∞ k(t − θ)x(θ) dθ) and
∫ +∞
0 k(r) dr = 1.
In paper [5], Jiang et al. investigated the existence, multiplicity and nonexistence of positive
periodic solutions to a system of infinite delay equations
x˙(t) = A(t)x(t)+ λf (t, xt ). (1.3)
In the present paper, by utilizing the fixed point theorem due to Krasnoselskii, we aim to
study the existence of multiple positive periodic solutions for the following functional differential
equations
x˙(t) = A(t, x(t))x(t)+ λf (t, xt ) (1.4)
in which λ > 0 is a parameter, A(t, x(t)) = diag[a1(t, x(t)), a2(t, x(t)), . . . , an(t, x(t))], ai ∈
C(R × R,R) is ω-periodic, f = (f1, f2, . . . , fn)T , f (t, xt ) is a functional defined on R × BC
and f (t, xt ) is ω-periodic whenever x is ω-periodic. If x ∈ BC, then xt ∈ BC for any t ∈ R,
where xt is defined by xt (θ) = x(t + θ) for θ ∈ R.
In our paper, we will discuss the existence of positive periodic solutions in more cases than
the above mentioned papers and obtain some easily verifiable sufficient criteria.
Throughout the paper, we make the assumptions:
(H1) There exist continuous ω-periodic functions bi(t), ci(t), such that bi(t)  ai(t, x(t)) 
ci(t), for 1 i  n.
(H2) fi(t, φt )
∫ ω
0 ai(s, x(s)) ds  0 for all (t, φ) ∈ R × BC(R,Rn+), 1 i  n.(H3) f (t, xt ) is a continuous function of t for each x ∈ BC(R,Rn+).
(H4) For any L > 0 and ε > 0, there exists δ > 0 such that [φ,ψ ∈ BC,‖φ‖  L,‖ψ‖  L,
‖φ − ϕ‖ < δ,0 s  ω] imply |f (s,φs)− f (s,ψs)| < ε.
In addition, the parameters in this paper are assumed to be not identically equal to zero.
To conclude this section, we summarize in the following a few concepts and results that will
be needed in our arguments.
Definition 1.1. Let X be Banach space and E be a closed, nonempty subset of X, E is said to be
a cone if
(i) αu+ βv ∈ E for all u,v ∈ E and all α,β > 0;
(ii) u,−u ∈ E imply u = 0.
Lemma 1.2 (Krasnoselskii fixed point theorem). [3] Let X be a Banach space, and let E be a cone
in X. Suppose Ω1 and Ω2 are open subsets of X such that 0 ∈ Ω1 ⊂ Ω¯1 ⊂ Ω2. Suppose that
T :E ∩ (Ω¯2 \Ω1) → E
is a completely continuous operator and satisfies either
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(ii) ‖T x‖ ‖x‖ for any x ∈ E ∩ ∂Ω1 and ‖T x‖ ‖x‖ for any x ∈ E ∩ ∂Ω2.
Then T has a fixed point in E ∩ (Ω¯2 \Ω1).
2. Some lemmas
In this section, we make some preparations for the following sections.
Let
Bi = max
{|bi |, |ci |}, 1 i  n.
For (t, s) ∈ R2, 1 i  n, we define
σ = min
{
exp
{
−2
ω∫
0
Bi(τ ) dτ
}
|exp{− ∫ ω0 ci(τ ) dτ } − 1|
|exp{− ∫ ω0 bi(τ ) dτ } − 1| , 1 i  n
}
(2.1)
and
Gi(t, s) = exp{−
∫ s
t
ai(τ, x(τ )) dτ }
exp{− ∫ ω0 ai(τ, x(τ ) dτ } − 1 . (2.2)
We also define
G(t, s) = diag[G1(t, s),G2(t, s), . . . ,Gn(t, s)].
It is clear that G(t, s) = G(t +ω, s +ω) for all (t, s) ∈ R2 and by (H2),
Gi(t, s)fi(u,φu) 0
for (t, s) ∈ R2 and (u,φ) ∈ R × BC(R,Rn+).
A direct calculation shows that
mi := exp{−
∫ ω
0 Bi(τ ) dτ }
| exp{− ∫ ω0 bi(τ ) dτ } − 1| 
∣∣Gi(t, s)∣∣ exp{
∫ ω
0 Bi(τ ) dτ }
| exp{− ∫ ω0 ci(τ ) dτ } − 1| =: Mi. (2.3)
Let
X = {x ∈ C(R,Rn): x(t +ω) = x(t), t ∈ R}
and define
E = {x ∈ X: xi(t) σ‖xi‖, t ∈ [0,ω], x = (x1, x2, . . . , xn)T }. (2.4)
One may readily verify that E is a cone.
We also assume
(H5) inf‖φ‖=r
∫ ω
0 |f (s,φs)|ds > 0 for φ ∈ E and r > 0.
Moreover, define, for r a positive number, Ωr by
Ωr =
{
x ∈ E: ‖x‖ < r}.
Note that ∂Ωr = {x ∈ E: ‖x‖ = r}.
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(Tλx)(t) = λ
t+ω∫
t
G(t, s)f (s, xs) ds
for x ∈ E, t ∈ R, and let
(Tλx) =
(
T 1λ x,T
2
λ x, . . . , T
n
λ x
)T
.
To prove the existence of positive solutions to Eq. (1.4), we first give the following lemmas.
Lemma 2.1. Assume (H1)–(H4) hold, then Tλ :E → E is well defined and Tλ is compact and
continuous.
Proof. By (H3), for x ∈ E, we have (Tλx) is continuous in t and
(Tλx)(t +ω) = λ
t+2ω∫
t+ω
G(t +ω, s)f (s, xs) ds
= λ
t+ω∫
t
G(t +ω,v +ω)f (v +ω,xv+ω)dv
= λ
t+ω∫
t
G(t, v)f (v, xv) dv = (Tλx)(t).
Thus, (Tλx) ∈ X. In view of (2.3), for x ∈ E, we have
∥∥T iλx∥∥ λMi
ω∫
0
∣∣fi(s, xs)∣∣ds,
and
(
T iλx
)
(t) λmi
ω∫
0
∣∣fi(s, xs)∣∣ds  mi
Mi
∥∥T iλx∥∥ σ∥∥T iλx∥∥.
Therefore, (Tλx) ∈ E and by (H4) it is easy to show that Tλ is compact. 
Lemma 2.2. Assume (H1)–(H4) hold. Equation (1.4) is equivalent to the fixed point problem of
Tλ in E.
Proof. If x ∈ E and Tλx = x, then
x˙(t) = d
dt
(
λ
t+ω∫
t
G(t, s)f (s, xs) ds
)
= λG(t, t +ω)f (t +ω,xt+ω)− λG(t, t)f (t, xt )+A
(
t, x(t)
)
Tλx(t)
= λ[G(t, t +ω)−G(t, t)]f (t, xt )+A(t, x(t))Tλx(t)
= A(t, x(t))x(t)+ λf (t, xt ).
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function, then λf (t, xt ) = x˙(t)−A(t, x(t))x(t) and
(Tλx)(t) = λ
t+ω∫
t
G(t, s)f (s, xs) ds
=
t+ω∫
t
G(t, s)
[
x˙(s)−A(s, x(s))x(s)]ds
= G(t, s)x(s)|t+ωt +
t+ω∫
t
G(t, s)A
(
s, x(s)
)
x(s) ds −
t+ω∫
t
G(t, s)A
(
s, x(s)
)
x(s) ds
= x(t).
Therefore, together with the proof of Lemma 2.1, we complete the proof. 
Lemma 2.3. Assume (H1)–(H4) hold and there exists η > 0 such that
ω∫
0
∣∣f (s,φs)∣∣ds  η‖φ‖, for φ ∈ E.
Then
‖Tλx‖ λmη‖x‖, for x ∈ E,
where m = min1in mi .
Proof. If x ∈ E, then
(
T iλx
)
(t) λmi
t+ω∫
t
∣∣fi(s, xs)∣∣ds = λmi
ω∫
0
∣∣fi(s, xs)∣∣ds.
Thus, we have
‖Tλx‖ = sup
t∈R
n∑
i=1
∣∣(T iλx)(t)∣∣
n∑
i=1
λmi
ω∫
0
∣∣fi(s, xs)∣∣ds
 λm
ω∫
0
∣∣f (s, xs)∣∣ds  λmη‖x‖. 
Lemma 2.4. Assume (H1)–(H4) hold and let r > 0. If there exists a sufficiently small ε > 0 such
that
ω∫ ∣∣f (s,φs)∣∣ds  εr, for φ ∈ E ∩ ∂Ωr,
0
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‖Tλx‖ λMε‖x‖, for x ∈ E ∩ ∂Ωr,
where M = max1inMi .
Proof. For any x ∈ E ∩ ∂Ωr , we obtain
‖Tλx‖ = sup
t∈R
n∑
i=1
∣∣(T iλx)(t)∣∣
 sup
t∈R
n∑
i=1
λ
t+ω∫
t
∣∣Gi(t, s)∣∣∣∣fi(s, xs)∣∣ds

n∑
i=1
λMi
ω∫
0
∣∣fi(s, xs)∣∣ds  λM
ω∫
0
∣∣f (s, xs)∣∣ds  λMεr = λMε‖x‖.
3. Main results
In order to state our main results, we assume the following limits exist and let
supf0 = lim‖φ‖↓0 supφ∈E
∫ ω
0 |f (s,φs)|ds
‖φ‖ , inff0 = lim‖φ‖↓0 infφ∈E
∫ ω
0 |f (s,φs)|ds
‖φ‖ ,
supf∞ = lim‖φ‖↑+∞ supφ∈E
∫ ω
0 |f (s,φs)|ds
‖φ‖ , inff∞ = lim‖φ‖↑+∞ infφ∈E
∫ ω
0 |f (s,φs)|ds
‖φ‖ .
Moreover, we list several assumptions
(P1) inff0 = ∞, (P2) inff∞ = ∞,
(P3) supf∞ = 0, (P4) supf0 = 0,
(P5) supf0 = α1 ∈
[
0,
1
λM
)
, (P6) inff∞ = β1 ∈
(
1
λmσ
,∞
)
,
(P7) inff0 = α2 ∈
(
1
λmσ
,∞
)
, (P8) supf∞ = β2 ∈
[
0,
1
λM
)
,
where σ is defined in (2.1) and m,M are defined in Lemmas 2.3 and 2.4.
Theorem 3.1. If (P1) and (P3) hold, then (1.4) has at least one positive ω-periodic solution.
Proof. By (P1), one can find r0 > 0 such that
ω∫
o
∣∣f (s,φs)∣∣ds  η‖φ‖, for φ ∈ E, 0 < ‖φ‖ r0,
where the constant η > 0 satisfies λmη > 1. Then by Lemma 2.3, we have
‖Tλx‖ λmη‖x‖ > ‖x‖, for x ∈ E ∩ ∂Ωr0 .
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ω∫
o
∣∣f (s,φs)∣∣ds  ε‖φ‖, for φ ∈ E, ‖φ‖N1.
Choose
r1 >N1 + 1 + 2λM sup
‖φ‖<N1
φ∈E
ω∫
0
∣∣f (s,φs)∣∣ds.
If x ∈ E ∩ ∂Ωr1 , then
‖Tλx‖ λM
ω∫
0
∣∣f (s, xs)∣∣ds
= λM
(∫
I1
∣∣f (s, xs)∣∣ds +
∫
I2
∣∣f (s, xs)∣∣ds
)
 r1
2
+ ‖x‖
2
= ‖x‖,
where I1 = {x ∈ E: ‖x‖ <N1}, I2 = {x ∈ E: ‖x‖N1}. This implies that ‖Tλx‖ ‖x‖ for any
x ∈ E ∩ ∂Ωr1 .
In conclusion, under the assumptions (P1) and (P3), Tλ satisfies all the requirements in
Lemma 1.2, then Tλ has a fixed point in E ∩ (Ω¯r1 \ Ωr0). By Lemma 2.2, we complete the
proof. 
Theorem 3.2. If (P2) and (P4) hold, then (1.4) has at least one positive ω-periodic solution.
Proof. By (P4), for any 0 < ε  1/(λM), there exists r2 > 0 such that
ω∫
o
∣∣f (s,φs)∣∣ds  ε‖φ‖ εr2, for φ ∈ E, 0 < ‖φ‖ r2.
Then by Lemma 2.4, we have
‖Tλx‖ λMε‖x‖ ‖x‖, for x ∈ E ∩ ∂Ωr2 .
Next, by (P2), there exists r3 > r2 > 0 such that
ω∫
o
∣∣f (s,φs)∣∣ds  η‖φ‖, for φ ∈ E, ‖φ‖ r3,
where η > 0 is chosen so that λmη > 1. It follows from Lemma 2.3 that
‖Tλx‖ λmη‖x‖ > ‖x‖, for x ∈ E ∩ ∂Ωr3 .
It follows from Lemma 1.2 that (1.4) has a positive ω-periodic solution satisfying r2  ‖x‖ r3.
In the following, we will introduce two extra assumptions to assure some basic theorems:
Z. Zeng et al. / J. Math. Anal. Appl. 325 (2007) 1378–1389 1385(P9) There exists d1 > 0 such that
∫ ω
o
|f (s,φs)|ds > d1/(λm), for σd1  ‖φ‖ d1.
(P10) There exists d2 > 0 such that
∫ ω
o
|f (s,φs)|ds < d2/(λM), for ‖φ‖ d2.
Theorem 3.3. If (P3), (P4) and (P9) hold, then (1.4) has at least two positive ω-periodic solu-
tions x1 and x2 satisfying
0 <
∥∥x1∥∥< d1 < ∥∥x2∥∥.
Proof. By the assumption (P4), for any 0 < ε  1/(λM), there exists r4 < d1 such that
ω∫
o
∣∣f (s,φs)∣∣ds  ε‖φ‖, for φ ∈ E, 0 < ‖φ‖ r4,
then by Lemma 2.4, we obtain
‖Tλx‖ λMε‖x‖ ‖x‖, for x ∈ E ∩ ∂Ωr4 .
Likewise, from (P3), for any 0 < ε  1/(2λM), there exists N2 > d1 such that
ω∫
o
∣∣f (s,φs)∣∣ds  ε‖φ‖, for ‖φ‖N2.
Choose
r5 >N2 + 1 + 2λM max‖φ‖<N2
φ∈E
ω∫
0
∣∣f (s,φs)∣∣ds.
If x ∈ E ∩ ∂Ωr5 , then
‖Tλx‖ λM
ω∫
0
∣∣f (s, xs)∣∣ds
= λM
(∫
I1
∣∣f (s, xs)∣∣ds +
∫
I2
∣∣f (s, xs)∣∣ds
)
 r5
2
+ ‖x‖
2
= ‖x‖,
where I1 = {x ∈ E: ‖x‖ <N2}, I2 = {x ∈ E: ‖x‖N2}, which shows that ‖Tλx‖ ‖x‖ for all
x ∈ E ∩ ∂Ωr5 .
Set Ωd1 = {x ∈ X: ‖x‖ < d1}. Then, by (P9), for any x ∈ E ∩ ∂Ωd1 , we have
‖Tλx‖ λm
ω∫
0
∣∣f (s, xs)∣∣ds > λm d1
λm
= d1 = ‖x‖,
which yields ‖Tλx‖ > ‖x‖ for all x ∈ E ∩ ∂Ωd1 . By Lemma 1.2, there exist two positive
ω-periodic solutions x1 and x2 satisfying 0 < ‖x1‖ < d1 < ‖x2‖. This completes the proof. 
From the arguments in the above proof, we have the following consequence immediately.
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and x2 satisfying
0 <
∥∥x1∥∥< d2 < ∥∥x2∥∥.
To obtain better results in this section, we give a more general criterion in the following, which
plays an important role in the consequence.
Theorem 3.5. Suppose that (P9) and (P10) hold, then (1.4) has at least one positive ω-periodic
solution x with ‖x‖ lying between d2 and d1, where d1 and d2 are defined in (P9) and (P10),
respectively.
Proof. Without loss of generality, we may assume that d2 < d1. If x ∈ E ∩ ∂Ωd2 , then by (P10),
one can get
‖Tλx‖ λM
ω∫
0
∣∣f (s, xs)∣∣ds < λM d2
λM
= d2 = ‖x‖.
In particular, ‖Tλx‖ < ‖x‖ for all x ∈ E ∩ ∂Ωd2 .
On the other hand, by (P9), one has
‖Tλx‖ λm
ω∫
0
∣∣f (s, xs)∣∣ds > λm d1
λm
= d1 = ‖x‖,
which produces ‖Tλx‖ > ‖x‖ for all x ∈ E ∩ ∂Ωd1 . Therefore, by Lemma 1.2, we can obtain the
conclusion and this completes the proof. 
Theorem 3.6. If (P5) and (P6) hold, then (1.4) has at least one positive ω-periodic solution.
Proof. By assumption (P5), for any ε = 1λM − α1 > 0, there exists a sufficiently small d2 > 0
such that
sup
x∈E
∫ ω
0 |f (s, xs)|ds
‖x‖ < α1 + ε =
1
λM
, for ‖x‖ d2,
that is
ω∫
0
∣∣f (s, xs)∣∣ds < 1
λM
‖x‖ d2
λM
, for ‖x‖ d2,
so, (P10) is satisfied.
By assumption (P6), for ε = β1 − 1λmσ > 0, there exists a sufficiently large d1 > 0 such that
inf
∫ ω
0 |f (s, xs)|ds > β1 − ε = 1 , for ‖x‖ σd1,
x∈E ‖x‖ λmσ
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ω∫
0
∣∣f (s, xs)∣∣ds > 1
λmσ
‖x‖ 1
λmσ
σd1 = d1
λm
.
Therefore, (P9) holds. By Theorem 3.5 we complete the proof. 
Theorem 3.7. If (P7) and (P8) hold, then (1.4) has at least one positive ω-periodic solution.
Proof. By assumption (P7), for any ε = α2 − 1λmσ > 0, there exists a sufficiently small d1 > 0
such that
inf
x∈E
∫ ω
0 |f (s, xs)|ds
‖x‖ > α2 − ε =
1
λmσ
, for 0 < ‖x‖ d1.
Therefore, we have
ω∫
0
∣∣f (s, xs)∣∣ds > 1
λmσ
σd1 = d1
λm
, for σd1  ‖x‖ d1.
That is, (P9) holds.
By consumption (P8), for ε = 1λM − β2 > 0, there exists a sufficiently large d such that
sup
x∈E
∫ ω
0 |f (s, xs)|ds
‖x‖ < β2 + ε =
1
λM
, for ‖x‖ > d.
In the following, we consider two cases to prove (P10) to be satisfied: supx∈E
∫ ω
0 |f (s, xs)|ds
bounded and unbounded. The bounded case is clear. If supx∈E
∫ ω
0 |f (s, xs)|ds is unbounded,
then there exists y ∈ Rn+, ‖y‖ = d2 > d , such that
ω∫
0
∣∣f (s, xs)∣∣ds 
ω∫
0
∣∣f (s, ys)∣∣ds, for 0 < ‖x‖ ‖y‖ = d2.
Since ‖y‖ = d2 > d , then we have
ω∫
0
∣∣f (s, xs)∣∣ds 
ω∫
0
∣∣f (s, ys)∣∣ds < 1
λM
‖y‖ = d2
λM
, for 0 < ‖x‖ d2,
which implies the condition (P10) holds. Therefore, by Theorem 3.5 we complete the proof. 
Theorem 3.8. Suppose that (P6), (P7) and (P10) hold, then (1.4) has at least two positive ω-
periodic solutions x1 and x2 satisfying 0 < ‖x1‖ < d2 < ‖x2‖, where d2 is defined in (P10).
Proof. From (P6) and the proof of Theorem 3.6, we know that there exists a sufficiently large
d1 > d2, such that
ω∫ ∣∣f (s, xs)∣∣ds > d1
λm
, for σd1  ‖x‖ d1.
0
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that
ω∫
0
∣∣f (s, xs)∣∣ds > d∗1
λm
, for σd∗1  ‖x‖ d∗1 .
Therefore, from the proof of Theorem 3.5, there exist two positive solutions x1 and x2 satisfying
d∗1 < ‖x1‖ < d2 < ‖x2‖ < d1. 
From the arguments in the above proof, we have the following consequence, too.
Corollary 3.9. Suppose that (P5), (P8) and (P9) hold, then (1.4) has at least two positive
ω-periodic solutions x1 and x2 satisfying 0 < ‖x1‖ < d2 < ‖x2‖, where d1 is defined in (P9).
Theorem 3.10. If (P1) and (P8) hold, then (1.4) has at least one positive ω-periodic solution.
Proof. From the assumption (P1) and the proof of Theorem 3.1, we know that ‖Tλx‖ ‖x‖ for
all x ∈ E ∩ ∂Ωr0 .
From (P8) and Theorem 3.7, as ‖x‖ r1, we know that
∫ ω
0 |f (s, xs)|ds < r1λM and
‖Tλx‖ λM
ω∫
0
∣∣f (s, xs)∣∣ds < λM r1
λM
= r1 = ‖x‖,
which implies ‖Tλx‖ < ‖x‖ for all x ∈ E ∩ ∂Ωr1 . This completes the proof. 
Similar to Theorem 3.10, one immediately has the following consequences.
Theorem 3.11. If (P2) and (P5) hold, then (1.4) has at least one positive ω-periodic solution.
Theorem 3.12. If (P3) and (P7) hold, then (1.4) has at least one positive ω-periodic solution.
Theorem 3.13. If (P4) and (P6) hold, then (1.4) has at least one positive ω-periodic solution.
Theorem 3.14. If (P1), (P6) and (P10) hold, then (1.4) has at least two positive ω-periodic
solutions x1 and x2 satisfying
0 <
∥∥x1∥∥< d2 < ∥∥x2∥∥,
where d2 is defined in (P10).
Proof. Let Ωr∗ = {x ∈ X: ‖x‖ < r∗}, where r∗ < d2. By assumption (P1) and the proof of
Theorem 3.1, we know ‖Tλx‖ ‖x‖ for all x ∈ E ∩ ∂Ωr∗ .
Let Ωd1 = {x ∈ X: ‖x‖ < d1}. By the assumption (P6) and the proof of Theorem 3.6, we
can see that
∫ ω
0 |f (s, xs)|ds > d1λm for σd1  ‖x‖  d1. Incorporating (P10) and the proof of
Theorem 3.5, we know that there exist two positive ω-periodic solutions x1 and x2 satisfying
0 < ‖x1‖ < d2 < ‖x2‖. 
Z. Zeng et al. / J. Math. Anal. Appl. 325 (2007) 1378–1389 1389Theorem 3.15. If (P2), (P7) and (P10) hold, then (1.4) has at least two positive ω-periodic
solutions x1 and x2 satisfying
0 <
∥∥x1∥∥< d2 < ∥∥x2∥∥,
where d2 is defined in (P10).
Theorem 3.16. If (P3), (P5) and (P9) hold, then (1.4) has at least two positive ω-periodic solu-
tions x1 and x2 satisfying
0 <
∥∥x1∥∥< d1 < ∥∥x2∥∥,
where d1 is defined in (P9).
Theorem 3.17. If (P4), (P8) and (P9) hold, then (1.4) has at least two positive ω-periodic solu-
tions x1 and x2 satisfying
0 <
∥∥x1∥∥< d1 < ∥∥x2∥∥,
where d1 is defined in (P9).
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