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ABSTRACT 
It is well known that if A is an n by n normal matrix, then the numerical range of 
A is the convex hull of its spectrum. The converse is valid for n < 4 but not for larger 
n. In this spirit a characterization of normal matrices is given only in terms of the 
numerical range. Also, a characterization is given of matrices for which the numerical 
range coincides with the convex hull of the spectrum. A key observation is that the 
eigenvectors corresponding to any eigenvalue occurring on the boundary of the 
numerical range must be orthogonal to eigenvectors corresponding to all other 
eigenvalues. 
We shall assume throughout that A E M,,(C), the n by n complex 
matrices. We denote by a(A) the spectrum, or set of eigenvalues, of A, and 
bY 
the numerical range of A. It is well known that W(A) is a closed, bounded 
convex subset of the complex plane, and we shall denote its boundary by 
a W (A). For any subset S of the complex plane, we let Co (S) be the closed 
convex hull of S. 
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Visiting Staff Member with the T-7 Group at the Los Alamos Scientific Laboratories, Los 
Alamos, New Mexico, under ERDA Contract W-7405-ENG-36. 
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It is well known that if A is normal, then W(A) = Co (a(A)). It is noted 
in [5] that the converse is valid for n < 4. The value 4 is critical, since for 
n > 4, counterexamples to the converse may be obtained via the direct sum 
of B, and B,, where B, E 7&(C) is normal with three noncollinear eigenval- 
ues and B, E Mk (C), k > 2, is not normal and satisfies W (B,) c W (B,). Then 
W(B,$B,)= W(B,)=Co (u(B,$B,)), but B,@B, is not normal. It follows 
from the observations of this note that, except for unitary equivalence, all 
counterexamples are of this type. We also give a precise characterization of 
normal matrices in terms only of the numerical range. The primary observa- 
tion, contained in Theorem 1, is that eigenvectors belonging to any eigen- 
value lying on a W (A) are orthogonal to eigenvectors of all other eigenvalues. 
We assume the reader is familiar with most elementary facts concerning 
the numerical range (e.g. see [2, 4, 61) and we shall make frequent use of 
them. In addition, the following sequence of more special lemmas will be of 
assistance. 
LEMMA 1 [1,3]. Zf A EM,(C), then W(A) is a ( possibly degenerate) 
ellipse whose foci are the eigenvalues of A. Furthermore, W(A) is a line 
segment if and only if A is norm&. 
LEMMA 2. Zf A E M,(C) satisfies 
aw(A)nu(A)++, 
then A is normal. 
Proof. Since W(A) is an ellipse at least one of whose foci occurs on the 
boundary [by virtue of the assumption a W (A) n a(A) #$I], it follows that 
W(A) is a line segment (or, perhaps, a point) and that A is normal. n 
is norm& and cu~u(A), then x= y=O. 
Proof. Since (Y E u(A) and Tr (A)= a + j3, it follows that u(A) = { cr,j3}. 
*Therefore, detA = cup, so that xy = 0, i.e., x = 0 or y = 0, and A is triangular. 
Then the normality of A and a standard computation show that A is diagonal 
andx= y=O. n 
LEMMA 4 [3]. For any A E M,(C), u(A) C W(A). Furthermore, if A,, is a 
principal s&matrix of A, then W(A,) C W(A). 
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We may now give our first main result which concerns eigenvalues lying 
on aW(A). 
THEOREM 1. Suppose a E aW(A)n a(A) and Ax= ax, x*x= 1. We then 
have: (i) if a has algebraic multiplicity m in a(A), then the dimension of the 
eigenspace for cr is m; (ii) for any (Y#XEU(A), Ay=Xy, y*y= 1, it follows 
that x* y = 0; and (iii) A is unitarily equivalent to al 69 B where (Y 9 a(B). 
Proof, By a unitary equivalence, we may assume without loss of general- 
ity that 
1 
0 
x= . I: 0 and a a1 A= H-l a2 Al * 
From Ax = (YX, it follows that a2 = 0. Suppose now that 
is a 2 by 2 principal submatrix of A determined by the indices 1 and i, 
2 < i < n. Clearly (Y E u(A,), and, by Lemma 4, (Y E aW(A,) also. From 
Lemmas 2 and 3 it then follows that z = 0. We thus conclude that a, = 0 and 
a 0 
A= 0 A,’ H-1 
To demonstrate (i) and (iii), suppose that now the multiplicity of (Y is 
m > 2. Then (Y E o(A,), and, because of Lemma 4, a E aW(A,). Arguing on 
A, as we argued on A before, it follows that A is unitarily equivalent to 
a O 0 I-i-1 oa . 0 4 
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Repeating this argument as often as necessary, we conclude that A is 
unitarily equivalent to 
al, 0 
H-l 0 &,,+I ’ 
from which it follows that the eigenspade for (Y has dimension m. 
To demonstrate (ii) suppose h#a is any other element of a(A) with 
associated eigenvector y. Clearly A E a(A,), and, since X# (Y, the first com- 
ponent of y is 0. Thus x* y = 0 (x and y are orthogonal). 
Conclusion (iii) of the above theorem may also 
Theorem 1 of [5], and a similar fact is employed in [7]. 
n 
be deduced from 
DEFINITION. For A EM,,(C), we know that a(A)c W(A). We shall say 
that A satisfies the boundary property if a(A) c a W(A) also. 
COROLLARY 1. If A satisfies the boundary property, then A is normal.’ 
Proof. By Theorem 1, A has a complete set of orthogonal eigenvectors 
and is, therefore, normal. n 
We may now characterize normal matrices in terms of the numerical 
range. 
THEOREM 2. A is normal if and only if A is unitarily equivalent to 
A,@ e.. $ A,, where Ai satisfies the boundary property, i = 1,. . . , k. 
Proof, If A is normal, then A is unitarily equivalent to a diagonal matrix 
and therefore satisfies the stated condition. On the other hand, since 
normality is preserved by unitary equivalence and direct summation, the 
converse follows from Corollary 1. n 
We may next characterize elements of M,,(C) for which W(A) and 
Co (u(A)) coincide. It will be seen that the conditions of Theorems 2 and 3 
coincide for n < 4 only. 
THEOREM 3. We have W(A)=Co (u(A)) if and only if A is normal or 
A is unitarily equivalent to 
4 0 
I 1 0 A,’ 
NORMALITY AND THE NUMERICAL RANGE 
where A, is normal and W(A,) C_ W(A,). 
Proof. If A is unitarily equivalent to AreA,, then 
W(A)=Co (W(A,)u W(A,))=Co (W(A,))=Co (W(A,)ua(A,)) 
=Co @(A&J e(A,))=Co(a(A)). 
On the other hand, if W(A) = Co (a(A)), let {hi,. . . ,hk} be that subset of 
a(A) which determines a W (A). If A is not normal, we must have by virtue 
of Theorem 1 that 3< k<n-1. If we let A,=diag {Xi,...,&}, it also 
follows from Theorem 1 that A is unitarily equivalent to A,@A,. Since 
W(A,)=Co (u(A,))= W(A)=Co (W(A,)u W(A,)), it follows that W(A,) 
c W (A,). Since A, is diagonal, it is normal, and the proof is complete. n 
It is an immediate corollary of Theorem 3 that 
COROLLARY 2. Zf A E M,,(C), n < 4, then A is normal if and only if 
W(A)=Co (u(A)). 
We also note that two other well known facts follow from the observa- 
tions of this note. If W(A) is a subset of the real line, then A is Hermitian 
(from Theorem 1). If A EM,, (C) and aW(A) is not smooth at as many as 
n - 1 points, then W(A) is polygonal and A is normal. 
We close with some observations regarding the vectors which give rise to 
elements of W(A) lying on line segments joining elements of u(A) whose 
eigenvectors are orthogonal. For example, the numerical ranges of Hermitian 
matrices or, more generally, linear portions of a W (A) which join vertices of 
a W (A) are such line segments. We suppose 
Ax = (YX, x*x= 1, 
AY = By> y*y=1, 
and 
x*y=o. 
We then know that the line segment 
e,+(l-e)p, 0<8<1, 
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is contained in W(A). Suppose that y lies on this line segment. How may we 
give a solution 2 to 
x*Az = y, x*z= l? 
If Y = 8,+ + (1 - 0,) p, then 
satisfies z*z = 1 and x*Az = @*Ax + (1 - 0,) y*Ay + Si/‘(l- B,,)l/z[r*Ay + 
HOAX] = 8a(r + (i- 0,) pi- e,““(l- e,#/‘[ Px* y f oy *x] = y-t e;/2(i - 6oj1/2 
[0] = y. Thus z is such a solution. 
The general problem of solving for z, .z*z= 1, in 
z*Ax=ea+(l-B)b, o<eq 
where we only assume a,P E W(A), is as far as the author knows unsolved 
and deserves further study. 
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