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اﻟﻌﻧوان

ﺟﺎﻣﻌﺔ اﻻﻣﺎرات اﻟﻌرﺑﯾﺔ اﻟﻣﺗﺣدة
ﻛﻠﯾﺔ اﻟﻘﺎﻧون
ﻗﺳم اﻟﻘﺎﻧون اﻟﺧﺎص

أﺣﻛﺎم اﻟﻣﺳؤوﻟﯾﺔ اﻟﻘﺎﻧوﻧﯾﺔ ﻟﻠروﺑوت اﻟطﺑﻲ

زﯾﻧب ﻣﺳﻌود ﻋﻠﻲ

أطروﺣﺔ ﻣﻘدﻣﺔ ﻻﺳﺗﻛﻣﺎل ﻣﺗطﻠﺑﺎت اﻟﺣﺻول ﻋﻠﻰ درﺟﺔ اﻟﻣﺎﺟﺳﺗﯾر ﻓﻲ اﻟﻘﺎﻧون اﻟﺧﺎص

إﺷراف أ.د .أﺳﺎﻣﺔ ﺑدر

ﻣﺎﯾو 2021
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إﻗرار أﺻﺎﻟﺔ اﻷطروﺣﺔ
أﻧﺎ زﯾﻧب ﻣﺳﻌود ﻋﻠﻲ ،اﻟﻣوﻗﻌﺔ أدﻧﺎه ،طﺎﻟﺑﺔ دراﺳﺎت ﻋﻠﯾﺎ ﻓﻲ ﺟﺎﻣﻌﺔ اﻹﻣﺎرات اﻟﻌرﺑﯾﺔ اﻟﻣﺗﺣدة
وﻣﻘدﻣﺔ اﻷطروﺣﺔ اﻟﺟﺎﻣﻌﯾﺔ ﺑﻌﻧوان " أﺣﻛﺎم اﻟﻣﺳؤوﻟﯾﺔ اﻟﻘﺎﻧوﻧﯾﺔ ﻟﻠروﺑوت اﻟطﺑﻲ" ،أﻗر رﺳﻣﯾﺎ
ﺑﺄن ھذه اﻷطروﺣﺔ ھﻲ اﻟﻌﻣل اﻟﺑﺣﺛﻲ اﻷﺻﻠﻲ اﻟذي ﻗﻣت ﺑﺈﻋداده ﺗﺣت إﺷراف اﻷﺳﺗﺎذ اﻟدﻛﺗور
أﺳﺎﻣﺔ ﺑدر ،اﻷﺳﺗﺎذ اﻟدﻛﺗور ﻓﻲ ﻛﻠﯾﺔ اﻟﻘﺎﻧون .وأﻗر أﯾﺿﺎ ﺑﺄن ھذه اﻷطروﺣﺔ ﻟم ﺗﻘدم ﻣن ﻗﺑل ﻟﻧﯾل
درﺟﺔ ﻋﻠﻣﯾﺔ ﻣﻣﺎﺛﻠﺔ ﻣن أي ﺟﺎﻣﻌﺔ أﺧرى ،ﻋﻠﻣﺎ ﺑﺄن ﻛل اﻟﻣﺻﺎدر اﻟﻌﻠﻣﯾﺔ اﻟﺗﻲ اﺳﺗﻌﻧت ﺑﮭﺎ ﻓﻲ ھذا
اﻟﺑﺣث ﻗد ﺗم ﺗوﺛﯾﻘﮭﺎ واﻻﺳﺗﺷﮭﺎد ﺑﮭﺎ ﺑﺎﻟطرﯾﻘﺔ اﻟﻣﺗﻔﻖ ﻋﻠﯾﮭﺎ .وأﻗر أﯾﺿﺎ ﺑﻌدم وﺟود أي ﺗﻌﺎرض
ﻣﺣﺗﻣل ﻣﻊ ﻣﺻﺎﻟﺢ اﻟﻣؤﺳﺳﺔ اﻟﺗﻲ أﻋﻣل ﻓﯾﮭﺎ ﺑﻣﺎ ﯾﺗﻌﻠﻖ ﺑﺈﺟراء اﻟﺑﺣث وﺟﻣﻊ اﻟﺑﯾﺎﻧﺎت واﻟﺗﺄﻟﯾف
وﻋرض ﻧﺗﺎﺋﺞ و /أو ﻧﺷر ھذه اﻷطروﺣﺔ.

ﺗوﻗﯾﻊ اﻟطﺎﻟب:

اﻟﺗﺎرﯾﺦ:

15-8-2021

اﻟم
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ﺣﻘوق اﻟﻣﻠﻛﯾﺔ واﻟﻧﺷر

ﺣﻘوق اﻟﻧﺷر ©  2021زﯾﻧب ﻣﺳﻌود ﻋﻠﻲ
ﺣﻘوق اﻟﻧﺷر ﻣﺣﻔوظﺔ

iv

إﺟﺎزة أطروﺣﺔ اﻟﻣﺎﺟﺳﺗﯾر
أﺟﯾزت أطروﺣﺔ اﻟﻣﺎﺟﺳﺗﯾر ﻣن ﻗﺑل أﻋﺿﺎء ﻟﺟﻧﺔ اﻟﻣﻧﺎﻗﺷﺔ اﻟﻣﺷﺎر إﻟﯾﮭم أدﻧﺎه:
 .1اﻟﻣﺷرف )رﺋﯾس اﻟﻠﺟﻧﺔ( :أﺳﺎﻣﺔ ﺑدر
اﻟدرﺟﺔ :أﺳﺗﺎذ دﻛﺗور
ﻗﺳم اﻟﻘﺎﻧون اﻟﺧﺎص
ﻛﻠﯾﺔ اﻟﻘﺎﻧون
اﻟﺗوﻗﯾﻊ:

اﻟﺗﺎرﯾﺦ9/6/2021 :

 .2ﻋﺿو داﺧﻠﻲ :ﺣﺑﯾﺑﺔ اﻟﺷﺎﻣﺳﻲ
اﻟدرﺟﺔ :أﺳﺗﺎذ ﻣﺷﺎرك
ﻗﺳم اﻟﻘﺎﻧون اﻟﺧﺎص
ﻛﻠﯾﺔ اﻟﻘﺎﻧون
اﻟﺗوﻗﯾﻊ:

اﻟﺗﺎرﯾﺦ9/6/2021 :

 .3ﻋﺿو ﺧﺎرﺟﻲ :ﻣﺣﻣد ﯾوﻧس ﻣﺣﻣد ﻋﻠﻲ
اﻟدرﺟﺔ :أﺳﺗﺎذ دﻛﺗور
أﻛﺎدﯾﻣﯾﺔ ﺷرطﺔ دﺑﻲ
اﻟﺗوﻗﯾﻊ:

اﻟﺗﺎرﯾﺦ9/6/2021 :
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اﻋﺗﻣدت اﻷطروﺣﺔ ﻣن ﻗِﺑل:

ﻋﻣﯾد ﻛﻠﯾﺔ اﻟﻘﺎﻧون :اﻷﺳﺗﺎذ اﻟدﻛﺗور ﻣﺣﻣد ﺣﺳن ﻋﻠﻲ ﻣﺣﻣد

اﻟﺗوﻗﯾﻊ:

اﻟﺗﺎرﯾﺦ:

30/8/2021

ﻋﻣﯾد ﻛﻠﯾﺔ اﻟدراﺳﺎت اﻟﻌﻠﯾﺎ :اﻷﺳﺗﺎذ اﻟدﻛﺗور ﻋﻠﻲ اﻟﻣرزوﻗﻲ

اﻟﺗوﻗﯾﻊ:

اﻟﺗﺎرﯾﺦ:

اﻟﻧﺳﺧﺔ رﻗم ــــــ ﻣن ــــــــ

30/08/2021
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اﻟﻣﻠﺧص
ﺗﻌﺗﺑر اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ ﻣن أﺣدث ﺗﻘﻧﯾﺎت اﻟذﻛﺎء اﻻﺻطﻧﺎﻋﻲ ،واﻟﺗﻲ ﯾﺗم اﺳﺗﺧداﻣﮭﺎ ﻓﻲ
اﻟﻌدﯾد ﻣن اﻟﻣﺟﺎﻻت اﻟطﺑﯾﺔ ﻛروﺑوﺗﺎت اﻟرﻋﺎﯾﺔ اﻟﺻﺣﯾﺔ اﻟﺗﻲ ﺗﻌﺗﻧﻲ ﺑﻛﺑﺎر اﻟﺳن أو اﻟﻣﻌﺎﻗﯾن،
واﻟروﺑوﺗﺎت اﻟﺟراﺣﯾﺔ اﻟﺗﻲ ﯾﺗم اﺳﺗﺧداﻣﮭﺎ ﻓﻲ اﻟﻌﻣﻠﯾﺎت اﻟﺟراﺣﯾﺔ .وﺗﺛﯾر اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ اﻟﻌدﯾد
ﻣن اﻹﺷﻛﺎﻟﯾﺎت اﻟﻘﺎﻧوﻧﯾﺔ ،ﻣﻧﮭﺎ ﻣﺎ ﯾﺗﻌﻠﻖ ﺑﺎﻟﺟواﻧب اﻷﺧﻼﻗﯾﺔ وﻣﻧﮭﺎ ﻣﺎ ﯾﺗﻌﻠﻖ ﺑﺎﻟﺟواﻧب اﻻﺟﺗﻣﺎﻋﯾﺔ،
واﻟﻣﺳؤوﻟﯾﺔ ﻋن اﻷﺧطﺎء اﻟطﺑﯾﺔ اﻟﺗﻲ ﺗﺳﺑﺑﮭﺎ اﻟروﺑوﺗﺎت.
وﻋﻠﯾﮫ ﯾﺳﻠط ھذا اﻟﺑﺣث اﻟﺿوء ﻋﻠﻰ ﻣوﺿوع اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ ،واﻟﻧظﺎم اﻟﻌﺎم واﻹطﺎر
اﻟﻘﺎﻧوﻧﻲ ﻟﮭذه اﻟروﺑوﺗﺎت واﻟﻣﺳؤوﻟﯾﺔ اﻟﻣﺗرﺗﺑﺔ ﻋﻠﯾﮭﺎ .وﯾﻌرض ھذا اﻟﺑﺣث ﻟﻺطﺎر اﻟﻘﺎﻧوﻧﻲ اﻟﺣﺎﻟﻲ
ﻟروﺑوﺗﺎت اﻟﻌﻧﺎﯾﺔ اﻟﺻﺣﯾﺔ واﻟروﺑوﺗﺎت اﻟﺟراﺣﯾﺔ ،وإﺳﻘﺎطﮭﺎ ﻋﻠﻰ ﻗﺎﻧون اﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾﺔ ﻓﻲ دوﻟﺔ
اﻹﻣﺎرات ،واﻟﺑﺣث ﻓﻲ اﻟطﺑﯾﻌﺔ اﻟﻘﺎﻧوﻧﯾﺔ واﻷﺳﺎس اﻟﻘﺎﻧوﻧﻲ ﻟﮭذه اﻟﻣﺳؤوﻟﯾﺔ.
وﺗوﺻﻠت اﻟﺑﺎﺣﺛﺔ إﻟﻰ أن اﺳﺗﺧدام اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ ﯾﺛﯾر اﻟﻌدﯾد ﻣن اﻹﺷﻛﺎﻟﯾﺎت ﻋﻧد
إﺳﻘﺎطﮭﺎ ﻋﻠﻰ ﻗﺎﻧون اﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾﺔ ،ﺧﺎﺻﺔ ﻓﯾﻣﺎ ﯾﺗﻌﻠﻖ اﻷﺳﺎس اﻟﻘﺎﻧوﻧﻲ ﻟﮭذه اﻟﻣﺳؤوﻟﯾﺔ
وﺑﺣﺎﻻت اﻹﻋﻔﺎء ﻣﻧﮭﺎ ،وﺗوﺻﻲ اﻟﺑﺎﺣﺛﺔ ﺑﺎﻟﻌدﯾد ﻣن اﻟﺗوﺻﯾﺎت ﻓﯾﻣﺎ ﯾﺗﻌﻠﻖ ﺑﻣﺳؤوﻟﯾﺔ اﻟروﺑوﺗﺎت
اﻟطﺑﯾﺔ أھﻣﮭﺎ اﻟﻧص ﻋﻠﻰ أن اﻟﺗزام اﻟطﺑﯾب ﻋﻧد اﺳﺗﺧدام اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ ﯾﺟب أن ﯾﻛون اﻟﺗزام
ﺑﺗﺣﻘﯾﻖ ﻧﺗﯾﺟﺔ وﻟﯾس ﺑﺑذل ﻋﻧﺎﯾﺔ.
ﻛﻠﻣﺎت اﻟﺑﺣث اﻟرﺋﯾﺳﯾﺔ :روﺑوﺗﺎت اﻟﻌﻧﺎﯾﺔ اﻟﺻﺣﯾﺔ ،اﻟروﺑوﺗﺎت اﻟﺟراﺣﯾﺔ ،اﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾﺔ.
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اﻟﻌﻧوان واﻟﻣﻠﺧص ﺑﺎﻟﻠﻐﺔ اﻹﻧﺟﻠﯾزﯾﺔ
Provisions of the Legal Responsibility of the Medical Robot
Abstract
The medical robots are considered as the most modern techniques in the
artificial intelligence. They are used in various medical domains such as robotic
health care which look after the disabled and elderly people. The medical surgery
robots which are used for surgical operations, cause some legal issues, such as social,
ethical and medical mistakes.
This research will highlight the robotic surgery, the general system, the legal
frame for those robots and the entailed responsibility. This research will illustrate the
current legal frame for the medical health care robots and the robots which are used
for surgical operations. The research will also focus on how the UAE low provides
such medical responsibility and what are the basic legislations lied on.
The researcher indicates that using medical robots cause many medical legal
problems, especially when those issues are considered as legal medical cases and
how exemption occur. The researcher recommends various recommendations related
to the medical robot’s responsibilities. It focuses on the doctor’s commitment when
he or she uses the medical robots, they must be reassured in advance that they will
achieve a result, not merely efforts.
Keywords: Healthcare robots, Surgical robots, Medical responsibility.
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ﺷﻛـــــــر وﺗﻘدﯾر
ﺑﻌد إﺗﻣﺎم ھذا اﻟﺑﺣث ،أﺣﻣد ﷲ ﺗﻌﺎﻟﻰ وأﺷﻛره ﻋﻠﻰ ﻓﺿﻠﮫ ،إذ ﻣن ﻋﻠﻲ وﯾﺳر ﻟﻲ أﻣري،
وأﻧﺎر طرﯾﻘﻲ ﻹﺗﻣﺎم ھذا اﻟﺟﮭد اﻟﻣﺗواﺿﻊ.
وﻣن واﺟب اﻟﻌرﻓﺎن ﺑﺎﻟﺟﻣﯾل ،أود أن أﻋﺑر ﻋن أﺳﻣﻰ ﻋﺑﺎرات اﻟﺷﻛر واﻟﻌرﻓﺎن واﻟﺗﻘدﯾر
ﻟﻸﺳﺗﺎذ اﻟﻔﺎﺿل /اﻷﺳﺗﺎذ اﻟدﻛﺗور أﺳﺎﻣﺔ ﺑدر ،ﺑﻘﺑوﻟﮫ اﻹﺷراف ﻋﻠﻰ ھذا اﻟﺑﺣث ﺑﺻدر رﺣب،
وﺣﻣﺎﺳﮫ اﻟﺷدﯾد اﻟذي اﻧﻌﻛس ﻋﻠﻲ ،وﻋﻠﻰ ﻛل ﻣﺎ ﻗدﻣﮫ ﻣن ﻧﺻﺢ وﺗوﺟﯾﮭﺎت ﻋﻠﻣﯾﺔ ﻗﯾﻣﺔ ،اﻟﺗﻲ ﻛﺎن
ﻟﮭﺎ اﻷﺛر اﻟواﺿﺢ ﻓﻲ إﺧراج ھذ اﻟﺑﺣث إﻟﻰ ﻣﺎ ھو ﻋﻠﯾﮫ ﻗﺎﻟﺑﺎ وﻣﺿﻣوﻧﺎ.
ﻛﻣﺎ أود أن أﻋﺑر ﻋن ﺷﻛري وﺗﻘدﯾري ﻟﻸﺳﺎﺗذة اﻟﻛرام ،أﻋﺿﺎء ﻟﺟﻧﺔ اﻟﻣﻧﺎﻗﺷﺔ ،اﻟذﯾن
ﺗﻔﺿﻠوا ﺑﻘﺑول ﻣﻧﺎﻗﺷﺔ ھذا اﻟﺑﺣث ،ﻣﺗﺷرﻓﺎ ﺑﻣﺎ ﯾﻘدﻣوه ﻣن ﻣﻼﺣظﺎت وآراء ﻋﻠﻣﯾﺔ ﻗﯾﻣﺔ ،ﺗزﯾد ﻣن
إﺛراء ھذا اﻟﺑﺣث.
ﻛﻣﺎ ﻻ ﯾﻔوﺗﻧﻲ وأﻧﺎ ﺑﺻدد ﻛﺗﺎﺑﺔ ھذه اﻷﺳطر ،أن أﺗﻘدم ﺑﺟزﯾل اﻟﺷﻛر واﻻﻣﺗﻧﺎن ﻟﻛل ﻣن
أﻣدﻧﻲ ﺑﯾد اﻟﻌون واﻟﻣﺳﺎﻋدة ،وﻛل ﻣن أﻋطﺎﻧﻲ ﻣن وﻗﺗﮫ وﺟﮭده ﻹﻧﺟﺎز ھذا اﻟﻌﻣل.
وﻟﮭم ﻣﻧﻲ ﺟﻣﯾﻌﺎ ﻓﺎﺋﻖ ﻋﺑﺎرات اﻟﺣب واﻻﺣﺗرام واﻟﺗﻘدﯾر.
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اﻹھداء

إﻟﻰ ﻣن أﺣﻣل اﺳﻣﮫ ﺑﻛل ﻓﺧر ،،،أﺑﻲ اﻟﺣﺑﯾب
إﻟﻰ ﻣﻧﺑﻊ اﻟﺣﻧﺎن اﻟﺻﺎﻓﻲ
إﻟﻰ ﻣن ﻻ ﺗﻐﻔﻰ ﺟﻔوﻧﮭﺎ ﺣﺗﻰ ﺗﻐﻔﻰ ﺟﻔوﻧﻲ ،،،أﻣﻲ اﻟﻐﺎﻟﯾﺔ
إﻟﻰ ﻣن ﺷﺎطرﻧﻲ اﻟﺣﯾﺎة وﺗﻌﺎﻗب اﻟﺳﻧﯾن ،،،زوﺟﻲ اﻟﺣﺑﯾب
إﻟﻰ ﻓﻠذة ﻛﺑدي وﻧﺑض ﻗﻠﺑﻲ ،،،أوﻻدي اﻷﺣﺑﺎء
إﻟﻰ دﻋﺎﺋم ﻗوﺗﻲ ورﻛﺎﺋز ﻋزﺗﻲ ،،،أﺧوﺗﻲ وأﺧواﺗﻲ اﻷﻋزاء
إﻟﻰ ﻛل ھؤﻻء ،أھدي ﺣﺑﻲ وﻗﻠﻣﻲ ،وھذا اﻟﺟﮭد اﻟﻌﻠﻣﻲ اﻟﻣﺗواﺿﻊ
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اﻟﻣﻘدﻣﺔ
ﻟم ﯾﻌد اﻟذﻛﺎء اﻻﺻطﻧﺎﻋﻲ ﻣﺟرد ﺣﻠم ﯾراود اﻟﺑﻌض أو ﺿرب ﻣن ﺿروب اﻟﺧﯾﺎل اﻟﻌﻠﻣﻲ،
ﺑل أﺿﺣﻰ ﺣﻘﯾﻘﺔ واﻗﻌﯾﺔ ﺗﺣظﻰ ﺑﺗطﺑﯾﻘﺎت ﻋدة ﺗﺣﺎﻛﻲ اﻟذﻛﺎء اﻟﺑﺷري ﺣﯾﻧﺎ ً و ﺗﺗﻔوق ﻋﻠﯾﮫ أﺣﯾﺎﻧﺎ ً
ﻛﺛﯾرة ،و ﻟﻌل أﺑرز ﻣﺎ ﯾﻣﯾز ﺑراﻣﺞ اﻟذﻛﺎء اﻻﺻطﻧﺎﻋﻲ ﻋن ﻏﯾرھﺎ ﻣن اﻟﺑراﻣﺞ اﻷﺧرى ھو ﻗدرﺗﮭﺎ
اﻟﻔﺎﺋﻘﺔ ﻋﻠﻰ اﻟﺗﻌﻠم و اﻛﺗﺳﺎب اﻟﺧﺑرة و اﺗﺧﺎذ اﻟﻘرار ﺑﺎﺳﺗﻘﻼﻟﯾﺔ دون اﻹﺷراف اﻟﺑﺷري اﻟﻣﺑﺎﺷر،
ﻓﺿﻼً ﻋن ﺗﻣﺗﻌﮭﺎ ﺑﻣﮭﺎرات اﻟﺗﺳﺑﯾب و اﻻﺳﺗﻧﺑﺎط و اﻟﺗﻛﯾف ﻣﻊ اﻟﺑﯾﺋﺔ اﻟﻣﺣﯾطﺔ .و ﻋﻠﻰ اﻟرﻏم ﻣن
اﻟﻣزاﯾﺎ اﻟﻌدﯾدة ﻟﺗﻛﻧوﻟوﺟﯾﺎ اﻟذﻛﺎء اﻻﺻطﻧﺎﻋﻲ ،إﻻ أﻧﮭﺎ ﺗﺛﯾر اﻟﻌدﯾد ﻣن اﻟﺗﺣدﯾﺎت و ﺑﺧﺎﺻﺔ ﻓﯾﻣﺎ
ﯾﺗﻌﻠﻖ ﺑﻣدى ﻣﻼﺋﻣﺔ اﻟﺗﺷرﯾﻌﺎت اﻟﺣﺎﻟﯾﺔ و ﻗدرﺗﮭﺎ ﻋﻠﻰ اﺳﺗﯾﻌﺎب اﻟﺧﺻﺎﺋص اﻟﻔرﯾدة ﻟﮭذه
اﻟﺗﻛﻧوﻟوﺟﯾﺎ ،ﻓﺿﻼً ﻋن ﻣدى ﻣراﻋﺎة ﺗﻠك اﻟﺗﻛﻧوﻟوﺟﯾﺎ ﻟﻠﻣﻌﺎﯾﯾر اﻻﺧﻼﻗﯾﺔ اﻟﺳﺎﺋدة ﻓﻲ اﻟﻣﺟﺗﻣﻊ.
ﺑﻧﺎء ﻋﻠﯾﮫ ،ﻻ ﺑد ﻣن إﯾﺟﺎد ﻣﻧظوﻣﺔ أﺧﻼﻗﯾﺔ و ﻗﺎﻧوﻧﯾﺔ ﻣن ﺷﺄﻧﮭﺎ أن ﺗوﻓر ﻣظﻠﺔ آﻣﻧﺔ
ﻻﺳﺗﺧداﻣﺎت اﻟذﻛﺎء اﻻﺻطﻧﺎﻋﻲ؛ وﻣواﻛﺑﺔ اﻟﻣﺳﺗﺟدات اﻟﺗﻘﻧﯾﺔ ﻻ ﺳﯾﻣﺎ ﻓﻲ ﻣﺟﺎل اﻟذﻛﺎء
اﻻﺻطﻧﺎﻋﻲ ،اﻷﻣر اﻟذي ﻣن ﺷﺄﻧﮫ أن ﯾﺧﻠﻖ ﺑﯾﺋﺔ ﻣﻌرﻓﯾﺔ آﻣﻧﺔ ﻗواﻣﮭﺎ اﻟﻌداﻟﺔ واﻟﺷﻔﺎﻓﯾﺔ واﻟﻣﺳﺎءﻟﺔ
ﻟدى اﻟﺟﮭﺎت اﻟﻣﻌﻧﯾﺔ ﺑﺗطوﯾر ﺗطﺑﯾﻘﺎت اﻟذﻛﺎء اﻻﺻطﻧﺎﻋﻲ .و ﻻ رﯾب أن ذﻟك ﯾﺗطﻠب ﺗطوﯾر
اﻟﻘواﻧﯾن ذات اﻟﺻﻠﺔ ﻋﻠﻰ ﻧﺣو ﯾﺣد ﻣن ﺳﯾطرة اﻵﻟﺔ و ﯾﺗﻌﺎﻣل ﻣﻊ ﻣﺧﺎطرھﺎ و ﯾوﺟﮫ اﺳﺗﺧداﻣﺎﺗﮭﺎ
ﺑﻣﺎ ﯾﻌزز اﻟﺻﺎﻟﺢ اﻟﻌﺎم و ﯾﺗﻔﻖ ﻣﻊ أﺣﻛﺎم اﻟﻘﺎﻧون.
ﻓﺗﺣت اﻟروﺑوﺗﺎت طرﯾﻘﮭﺎ إﻟﻰ ﻣﺟﻣوﻋﺔ ﻣﺗﻧوﻋﺔ ﻣن اﻟﻣﺟﺎﻻت اﻟﺻﻧﺎﻋﯾﺔ واﻟﺗﺟﺎرﯾﺔ ﻣن
اﻟﺳﺑﻌﯾﻧﯾﺎت ﻓﺻﺎﻋدًا ،واﻟﺗﻲ ﺑدأت ﺗﺛﺑت أﻧﮭﺎ ﻣﻔﯾدة ﻣﺎﻟﯾًﺎ ﺧﻼل اﻟﻌﻘود اﻟﻘﻠﯾﻠﺔ اﻟﻣﺎﺿﯾﺔ ﻓﻲ اﻟﻌدﯾد ﻣن
اﻟﻣﺟﺎﻻت ،واﻟﺗﻲ ﺗﺷﻣل أﻣﺛﻠﺔ ﻣﻧﮭﺎ أﺟﮭزة اﻟﺳﯾﺎرات ،واﻟﻣرﻛﺑﺎت اﻟﺑﺣرﯾﺔ واﻟﻣﻛﺎﻧﯾﺔ وﺗطﺑﯾﻘﺎﺗﮭﺎ ﻓﻲ
اﻟطب ﻛﺗطﺑﯾﻘﺎت ﺑﺎرزة ،واﻟﺗﻲ ﯾﻣﻛن أن ﺗﻌزى إﻟﻰ دﻗﺗﮭﺎ اﻟﻌﺎﻟﯾﺔ إﻟﻰ ﺣد ﻛﺑﯾر وﺗﻛرار اﻟﻣﮭﺎم اﻟﺗﻲ
ﺗؤدﯾﮭﺎ.
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ﺗﺳﺑب اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ ﻧﻘﻠﺔ ﻧوﻋﯾﺔ ﻓﻲ اﻟﻌﻼج ،وﺗﻣت اﻟﻣواﻓﻘﺔ ﻋﻠﯾﮫ ﻣن ﻗﺑل إدارة اﻟﻐذاء
واﻟدواء اﻷﻣرﯾﻛﯾﺔ ) (FDAﻻﺳﺗﺧداﻣﮫ ﻓﻲ ﻓﺋﺎت ﻣﺗﻌددة ﻣن اﻟﻌﻣﻠﯾﺎت ،وﺗم اﺳﺗﺧداﻣﮫ ﻓﻲ  ٪80ﻣن
ﻋﻣﻠﯾﺎت اﺳﺗﺋﺻﺎل اﻟﺑروﺳﺗﺎت اﻟﺟذرﯾﺔ ﻓﻲ اﻟوﻻﯾﺎت اﻟﻣﺗﺣدة ﻋﺎم  .2008إن اﻟﻧﻣو اﻟﺳرﯾﻊ ﻓﻲ
اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ ﻣدﻓوع ﺑﻣﺟﻣوﻋﺔ ﻣن اﻟﺗﺣﺳﯾﻧﺎت اﻟﺗﻛﻧوﻟوﺟﯾﺔ ،واﻟﺗﻘدم ﻓﻲ اﻟﺗﺻوﯾر اﻟطﺑﻲ )دﻗﺔ
أﻋﻠﻰ ،واﻟﺗﺻوﯾر ﺑﺎﻟرﻧﯾن اﻟﻣﻐﻧﺎطﯾﺳﻲ ،واﻟﻣوﺟﺎت ﻓوق اﻟﺻوﺗﯾﺔ ﺛﻼﺛﯾﺔ اﻷﺑﻌﺎد( ،وزﯾﺎدة ﻗﺑول
اﻟطﺑﯾب اﻟﺟراح واﻟﻣرﯾض ﻛل ﻣن اﻹﺟراءات اﻟﺗﻧظﯾرﯾﺔ واﻟﻣﺳﺎﻋدات اﻟﻣﻘدﻣﺔ ﻣن اﻟروﺑوت ،ﻛﻣﺎ
ﯾﺗم إﻧﺷﺎء اﺳﺗﺧداﻣﺎت ﺟدﯾدة ﻟﻠروﺑوﺗﺎت اﻟطﺑﯾﺔ ﺑﺎﻧﺗظﺎم ،ﻛﻣﺎ ھو اﻟﺣﺎل ﻓﻲ اﻟﻣراﺣل اﻷوﻟﻰ ﻷي
ﺛورة ﺗﺣرﻛﮭﺎ اﻟﺗﻛﻧوﻟوﺟﯾﺎ.
ﻓﻲ ﻋﺎم  ،1979ﻋرف ﻣﻌﮭد اﻟروﺑوﺗﺎت اﻷﻣرﯾﻛﯾﺔ اﻟروﺑوت ﺑﺄﻧﮫ "ﻣﻧﺎور ﻣﺗﻌدد اﻟوظﺎﺋف
ﻗﺎﺑل ﻹﻋﺎدة اﻟﺑرﻣﺟﺔ وﻣﺻﻣم ﻟﻧﻘل اﻟﻣواد أو اﻷﺟزاء أو اﻷدوات أو ﻏﯾرھﺎ ﻣن اﻷﺟﮭزة
اﻟﻣﺗﺧﺻﺻﺔ ﻣن ﺧﻼل ﺣرﻛﺎت ﻣﺑرﻣﺟﺔ ﻣﺗﻧوﻋﺔ ﻷداء ﻣﺟﻣوﻋﺔ ﻣﺗﻧوﻋﺔ ﻣن اﻟﻣﮭﺎم" ،ﻓﻲ ﺿوء ھذا
اﻟﺗﻌرﯾف ،ﺗﺷﻣل اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ ﻋددًا ﻣن اﻷﺟﮭزة اﻟﻣﺳﺗﺧدﻣﺔ ﻓﻲ اﻟﺟراﺣﺔ واﻟﺗدرﯾب اﻟطﺑﻲ
واﻟﻌﻼج اﻟﺗﺄھﯾﻠﻲ واﻷطراف اﻟﺻﻧﺎﻋﯾﺔ وﻣﺳﺎﻋدة اﻷﺷﺧﺎص ذوي اﻹﻋﺎﻗﺔ ،وﯾﺳﺗﺑﻌد ھذا اﻟﺗﻌرﯾف
اﻷدوات ﺑﻣﮭﻣﺔ واﺣدة ،وأي ﺷﻲء ﻻ ﯾﻣﻛن ﻧﻘﻠﮫ ،واﻵﻟﯾﺎت ﻏﯾر اﻟﻘﺎﺑﻠﺔ ﻟﻠﺑرﻣﺟﺔ .وﻛﺎن اﻟﺗﺄﺛﯾر اﻷﻛﺑر
ﻟﻠروﺑوﺗﺎت اﻟطﺑﯾﺔ ﻓﻲ اﻟﻌﻣﻠﯾﺎت اﻟﺟراﺣﯾﺔ ،ﺳواء اﻟﺟراﺣﺔ اﻹﺷﻌﺎﻋﯾﺔ أو اﻟﺗﻼﻋب ﺑﺎﻷﻧﺳﺟﺔ ﻓﻲ
ﻏرﻓﺔ اﻟﻌﻣﻠﯾﺎت ،واﻟﺗﻲ ﯾﺗم ﺗﺣﺳﯾﻧﮭﺎ ﻋن طرﯾﻖ اﻟﺣرﻛﺎت اﻟدﻗﯾﻘﺔ ﻟﻸدوات اﻟﻼزﻣﺔ .ﻣن ﺧﻼل
ﻣﺳﺎﻋدة اﻟروﺑوت ،ﯾﻣﻛن ﺗﺣﺳﯾن اﻟﻧﺗﺎﺋﺞ اﻟﺟراﺣﯾﺔ وﺗﻘﻠﯾل إﺻﺎﺑﺎت اﻟﻣرﯾض وﺗﻘﻠﯾل ﻓﺗرات اﻹﻗﺎﻣﺔ
ﻓﻲ اﻟﻣﺳﺗﺷﻔﻰ ،ﻋﻠﻰ اﻟرﻏم ﻣن أن ﺗﺄﺛﯾرات ﻣﺳﺎﻋدة اﻟروﺑوت ﻋﻠﻰ اﻟﻧﺗﺎﺋﺞ طوﯾﻠﺔ اﻷﺟل ﻻ ﺗزال ﻗﯾد
اﻟﺗﺣﻘﯾﻖ.
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ﻋﺿوا رﺋﯾﺳﯾًﺎ ﻓﻲ ﻋﺎﺋﻠﺔ اﻟروﺑوﺗﺎت
وﻣﻊ ذﻟك ،ﺑﺎﻟﻧﺳﺑﺔ ﻟﻠروﺑوﺗﺎت اﻟﺟراﺣﯾﺔ ،اﻟﺗﻲ ﺗﺷﻛل
ً
اﻟطﺑﯾﺔ ﺑﺄﻛﻣﻠﮭﺎ ،ﻓﻌﺎدة ﻣﺎ ﺗﻛون اﻟﺑﯾﺋﺔ ﻏﯾر ﻣﻧظﻣﺔ ودﯾﻧﺎﻣﯾﻛﯾﺔ ﻟﻠﻐﺎﯾﺔ ،واﻟﺗﻲ ﻋﻠﻰ اﻟرﻏم ﻣن ﻣزاﯾﺎھﺎ،
ﺗﻌرﺿﮭﺎ ﻟﻠﻌدﯾد ﻣن أوﺟﮫ اﻟﻘﺻور واﻟﻌﯾوب.
اﻟﯾوم ﺗُﺳﺗﺧدم اﻷﺟﮭزة اﻟروﺑوﺗﯾﺔ ﻻﺳﺗﺑدال اﻷطراف اﻟﻣﻔﻘودة ،وإﺟراء اﻟﻌﻣﻠﯾﺎت اﻟﺟراﺣﯾﺔ
اﻟدﻗﯾﻘﺔ ،وﺗﻘدﯾم ﻋﻼج إﻋﺎدة اﻟﺗﺄھﯾل اﻟﻌﺻﺑﻲ ﻟﻣرﺿﻰ اﻟﺳﻛﺗﺔ اﻟدﻣﺎﻏﯾﺔ ،وﺗﻌﻠﯾم اﻷطﻔﺎل اﻟذﯾن ﯾﻌﺎﻧون
ﻣن ﺻﻌوﺑﺎت اﻟﺗﻌﻠم ،وأداء ﻋدد ﻣﺗزاﯾد ﻣن اﻟﻣﮭﺎم اﻷﺧرى اﻟﻣﺗﻌﻠﻘﺔ ﺑﺎﻟﺻﺣﺔ .وﻓﻘًﺎ ﻟﻣﻌﮭد Robot
 ،Institute of Americaﻓﺈن اﻟروﺑوت ھو "ﻣﻧﺎور ﻣﺗﻌدد اﻟوظﺎﺋف ﻗﺎﺑل ﻹﻋﺎدة اﻟﺑرﻣﺟﺔ ﻣﺻﻣم
ﻟﻧﻘل اﻟﻣواد أو اﻷﺟزاء أو اﻷدوات أو اﻷﺟﮭزة اﻟﻣﺗﺧﺻﺻﺔ ﻣن ﺧﻼل ﺣرﻛﺎت ﻣﺑرﻣﺟﺔ ﻣﺗﻧوﻋﺔ
ﻷداء ﻣﺟﻣوﻋﺔ ﻣﺗﻧوﻋﺔ ﻣن اﻟﻣﮭﺎم" ،ﻓﻲ ﺿوء ھذا اﻟﺗﻌرﯾف ،ﺗﺷﻣل اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ ﻋددًا ﻣن
اﻷﺟﮭزة اﻟﻣﺳﺗﺧدﻣﺔ ﻓﻲ اﻟﺟراﺣﺔ واﻟﺗدرﯾب اﻟطﺑﻲ واﻟﻌﻼج اﻟﺗﺄھﯾﻠﻲ واﻷطراف اﻟﺻﻧﺎﻋﯾﺔ وﻣﺳﺎﻋدة
اﻷﺷﺧﺎص ذوي اﻹﻋﺎﻗﺔ.
ﻛﺎن اﻻﺳﺗﺧدام اﻷﻛﺛر ﺷﻣوﻻً ﻟﻠﺗﻛﻧوﻟوﺟﯾﺎ اﻟروﺑوﺗﯾﺔ ﻟﻠﺗطﺑﯾﻘﺎت اﻟطﺑﯾﺔ ﻓﻲ روﺑوﺗﺎت إﻋﺎدة
اﻟﺗﺄھﯾل واﻟرﻋﺎﯾﺔ اﻟﺻﺣﯾﺔ ،واﻟﺗﻲ ﺗﺷﻣل ﺗﻘﻠﯾدﯾًﺎ اﻟروﺑوﺗﺎت اﻟﻣﺳﺎﻋدة ،واﻷطراف اﻟﺻﻧﺎﻋﯾﺔ ،وﺗﻘوﯾم
اﻟﻌظﺎم ،واﻟروﺑوﺗﺎت اﻟﻌﻼﺟﯾﺔ ،وﺗوﻓر اﻟروﺑوﺗﺎت اﻟﻣﺳﺎﻋدة اﺳﺗﻘﻼﻟﯾﺔ أﻛﺑر ﻟﻸﺷﺧﺎص ذوي اﻹﻋﺎﻗﺔ
ﻣن ﺧﻼل ﻣﺳﺎﻋدﺗﮭم ﻋﻠﻰ أداء أﻧﺷطﺔ اﻟﺣﯾﺎة اﻟﯾوﻣﯾﺔ ،ﻋﻠﻰ ﺳﺑﯾل اﻟﻣﺛﺎل ،وﯾﻣﻛن ﻟﻠروﺑوت أن
ﯾﺳﺎﻋدوا اﻷﻓراد اﻟذﯾن ﯾﻌﺎﻧون ﻣن ﺿﻌف ﻓﻲ وظﯾﻔﺔ اﻟذراع أو اﻟﯾد ﻓﻲ اﻟﻣﮭﺎم اﻷﺳﺎﺳﯾﺔ ﻣﺛل اﻷﻛل
ﺿﺎ أدوات اﻟﻣﺳﺎﻋدة ﻋﻠﻰ اﻟﺣرﻛﺔ
واﻟﺷرب ،أو ﻓﻲ اﻟﻣﮭﺎم اﻟﻣﮭﻧﯾﺔ .وﺗﺷﻣل اﻟروﺑوﺗﺎت اﻟﻣﺳﺎﻋدة أﯾ ً
ﻣﺛل اﻟﻛراﺳﻲ اﻟﻣﺗﺣرﻛﺔ واﻟﻣﺷﺎﯾﺎت ﻣﻊ أﻧظﻣﺔ اﻟﻣﻼﺣﺔ واﻟﺗﺣﻛم اﻟذﻛﯾﺔ ،ﻟﻸﻓراد اﻟذﯾن ﯾﻌﺎﻧون ﻣن
ﺿﻌف ﻓﻲ وظﺎﺋف اﻷطراف اﻟﺳﻔﻠﯾﺔ .وﺗم ﺗطوﯾر اﻷطراف اﻟﺻﻧﺎﻋﯾﺔ ﻻﺳﺗﺑدال اﻟذراﻋﯾن واﻟﯾدﯾن
واﻟﺳﺎﻗﯾن اﻟﻣﻔﻘودة وﻟﺗﻘدﯾم اﻟﻣﺳﺎﻋدة ﻟﻸطراف اﻟﺿﻌﯾﻔﺔ ،واﻟروﺑوﺗﺎت اﻟﻌﻼﺟﯾﺔ ھﻲ أدوات ﻗﯾﻣﺔ
ﻟﺗﻘدﯾم إﻋﺎدة اﻟﺗﺄھﯾل اﻟﻌﺻﺑﻲ ﻷطراف اﻷﻓراد ذوي اﻹﻋﺎﻗﺔ ﺑﻌد اﻟﺳﻛﺗﺔ اﻟدﻣﺎﻏﯾﺔ.
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وﻣﺎ ﻧﺣن ﺑﺻدد اﻟﺑﺣث ﻋﻧﮫ ھو اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ وروﺑوﺗﺎت اﻟرﻋﺎﯾﺔ اﻟﺻﺣﯾﺔ ،وﺑﺷﻛل
أﻛﺛر ﺗﺧﺻﯾﺻﺎ اﻟﻧظﺎم اﻟﻘﺎﻧوﻧﻲ ﻻﺳﺗﺧدام اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ وروﺑوﺗﺎت اﻟرﻋﺎﯾﺔ اﻟﺻﺣﯾﺔ ﻓﻲ ظل
اﻟﺗﺷرﯾﻊ اﻹﻣﺎراﺗﻲ ،ﻣن ﺧﻼل دراﺳﺔ اﻟﺟواﻧب اﻟﻘﺎﻧوﻧﯾﺔ واﻟﻣﺳؤوﻟﯾﺔ اﻟﻣﺗرﺗﺑﺔ ﻋﻠﻰ اﺳﺗﺧدام ھذه
اﻟروﺑوﺗﺎت.
أھﻣﯾﺔ اﻟﺑﺣث:
ﺗﻌود اﻷھﻣﯾﺔ اﻟﻧظرﯾﺔ ﻟﻠﺑﺣث ﻣن ﺧﻼل ﺣداﺛﺔ اﻟﻣوﺿوع وﻣﻌﺎﻟﺟﺗﮫ ﻟواﺣد ﻣن أھم اﻟﺗﺣدﯾﺎت
اﻟﻣﻌﺎﺻرة اﻟﺗﻲ ﯾﻌﯾﺷﮭﺎ اﻟﻌﺎﻟم اﻟﯾوم واﻟﺧﺎﺻﺔ ﺑﺗﻘﻧﯾﺎت اﻟذﻛﺎء اﻻﺻطﻧﺎﻋﻲ وﺗطﺑﯾﻘﺎﺗﮫ ،ﻣن ﺧﻼل
ﻣﺣﺎوﻟﺔ إﯾﺟﺎد ﺗﺄطﯾر ﻗﺎﻧوﻧﻲ ﻟﻼﺳﺗﺧدام اﻟطﺑﻲ ﻟﻠروﺑوﺗﺎت ﺑﻣﺎ ﯾﺿﻣن ﺳﻼﻣﺔ وﺻﺣﺔ اﻟﻣرﺿﻰ
واﻟﻣﺳﺗﺧدﻣﯾن وﯾﺳﮭل ﻋﻣﻠﯾﺔ اﻟرﻋﺎﯾﺔ اﻟﺻﺣﯾﺔ ،ﺑﻣﺎ ﯾﻌود ﺑﺎﻟﻧﻔﻊ ﻋﻠﻰ اﻟﻔرد واﻟﻣﺟﺗﻣﻊ ﻋﻠﻰ ﺣد ﺳواء.
وﺗﻧﺑﺛﻖ اﻷھﻣﯾﺔ اﻟﻌﻣﻠﯾﺔ ﻣن ﺧﻼل إﯾﺟﺎد اﻟﺳﺑﯾل اﻟﻘﺎﻧوﻧﻲ اﻟﺳﻠﯾم ﻟﺗﺷرﯾﻊ اﺳﺗﺧدام اﻟروﺑوﺗﺎت
اﻟطﺑﯾﺔ ﻓﻲ دوﻟﺔ اﻹﻣﺎرات اﻟﻌرﺑﯾﺔ اﻟﻣﺗﺣدة ووﺿﻊ اﻷﺳس اﻟﻘﺎﻧوﻧﯾﺔ اﻟﺳﻠﯾﻣﺔ اﻟﻣﺗﻌﻠﻘﺔ ﺑﺎﻟﻣﺳؤوﻟﯾﺔ
اﻟﻣدﻧﯾﺔ اﻟﻣﺗرﺗﺑﺔ ﻋﻠﻰ اﺳﺗﺧدام اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ واﻟرﻗﺎﺑﺔ ﻋﻠﯾﮭﺎ وﺣﻣﺎﯾﺔ اﻟﺧﺻوﺻﯾﺔ اﻟﺧﺎﺻﺔ
ﺑﺎﻟﻣرﺿﻰ واﻟﻣﺳﺗﻔﯾدﯾن ﻣن روﺑوﺗﺎت اﻟرﻋﺎﯾﺔ اﻟﺻﺣﯾﺔ.
أھداف اﻟﺑﺣث:
ﯾﮭدف اﻟﺑﺣث ﺑﺻﻔﺔ رﺋﯾﺳﯾﺔ إﻟﻰ ﺑﯾﺎن اﻟﻧظﺎم اﻟﻘﺎﻧوﻧﻲ اﻟﺗﻲ ﯾﺟب أن ﯾﻛون ﻋﻠﯾﮫ اﻟﺗﺷرﯾﻊ
اﻹﻣﺎراﺗﻲ ﻟﺗﺷرﯾﻊ اﺳﺗﺧدام اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ وروﺑوﺗﺎت اﻟرﻋﺎﯾﺔ اﻟﺻﺣﯾﺔ وإﻟﻘﺎء اﻟﺿوء ﻋﻠﻰ
اﻟﻧظﺎم اﻟﻘﺎﻧوﻧﻲ اﻟﺣﺎﻟﻲ ﻟﻣﻌرﻓﺔ أوﺟﮫ اﻟﻘﺻور اﻟﺗﺷرﯾﻌﻲ اﻟﻣﺗﻌﻠﻖ ﺑﺎﺳﺗﺧدام ﺗﻘﻧﯾﺎت اﻟذﻛﺎء
اﻻﺻطﻧﺎﻋﻲ ﻓﻲ اﻟﻣﺟﺎل اﻟطﺑﻲ ،وﯾﻣﻛن ﺗﻠﺧﯾص أھداف اﻟﺑﺣث ﻓﻲ اﻟﻧﻘﺎط اﻟﺗﺎﻟﯾﺔ:
● ﺑﯾﺎن اﻟﺟواﻧب اﻟﻘﺎﻧوﻧﯾﺔ اﻟﻣرﺗﺑطﺔ ﺑﺎﺳﺗﺧدام اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ واﻹﺷﻛﺎﻟﯾﺎت اﻟﻣﻧﺑﺛﻘﺔ ﻋﻧﮭﺎ.
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● ﺑﯾﺎن اﻟﻧظﺎم اﻟﻘﺎﻧوﻧﻲ اﻟﺣﺎﻟﻲ اﻟﻣﺗﻌﻠﻖ ﺑﺎﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾﺔ وﻣﺣﺎوﻟﺔ ﺗﺳﻠﯾط اﻟﺿوء ﻋﻠﻰ
ﻣواﺿﻊ اﻟﻘﺻور اﻟﺗﺷرﯾﻌﻲ ﻟﺗﻐطﯾﺔ ﻣﺳﺗﺟدات اﻟذﻛﺎء اﻻﺻطﻧﺎﻋﻲ ﻓﻲ اﻟﻣﺟﺎل اﻟطﺑﻲ.
● ﻣﺣﺎوﻟﺔ وﺿﻊ أﺳس ﻟﻧظﺎم ﻗﺎﻧوﻧﻲ ﻣﺗوازن ﯾﻣﻛن ﺗطﺑﯾﻘﮫ ﻋﻠﻰ اﻻﺳﺗﺧدام اﻟطﺑﻲ ﻟﻠروﺑوﺗﺎت
ﯾﺿﻣن اﻟﺣﻣﺎﯾﺔ اﻟﻘﺎﻧوﻧﯾﺔ ﻟﻠﻣرﯾض.
إﺷﻛﺎﻟﯾﺔ اﻟﺑﺣث:
ﺗﺗﻣﺣور إﺷﻛﺎﻟﯾﺔ اﻟﺑﺣث ﺑﺻﻔﺔ رﺋﯾﺳﯾﺔ ﻓﻲ ﻗﺻور اﻟﺗﺷرﯾﻊ اﻹﻣﺎراﺗﻲ ﻋن ﺗﻐطﯾﺔ ﺟﻣﯾﻊ
اﻟﺟواﻧب اﻟﻘﺎﻧوﻧﯾﺔ اﻟﻣﺗﻌﻠﻘﺔ ﺑﺎﺳﺗﺧدام اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ وروﺑوﺗﺎت اﻟرﻋﺎﯾﺔ اﻟﺻﺣﯾﺔ ،وﻏﯾﺎب اﻟﺗﻧظﯾم
اﻟﻘﺎﻧوﻧﻲ ﻟﻠﻣﺳﺗﺟدات اﻟﻘﺎﻧوﻧﯾﺔ اﻟﻣﺗﻌﻠﻘﺔ ﺑﺎﺳﺗﺧدام ﺗطﺑﯾﻘﺎت اﻟذﻛﺎء اﻻﺻطﻧﺎﻋﻲ ﻓﻲ اﻟﻌﻣل اﻟطﺑﻲ
واﻟرﻋﺎﯾﺔ اﻟﺻﺣﯾﺔ ،وﻣن ھذه اﻹﺷﻛﺎﻟﯾﺔ ﺗﺗﻔرع اﻷﺳﺋﻠﺔ اﻟﻔرﻋﯾﺔ اﻟﺗﺎﻟﯾﺔ:
● ﻣﺎ ھﻲ ﺣﻘوق اﻟﻣرﯾض وﺿﻣﺎﻧﺎﺗﮫ ﻓﻲ ﺣﺎل اﺳﺗﺧدام اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ ﻓﻲ ﻣﻌﺎﻟﺟﺗﮫ؟
● ﻣﺎ ھﻲ اﻟﺿﻣﺎﻧﺎت اﻟﻘﺎﻧوﻧﯾﺔ اﻟﺗﻲ ﺗﺣﻔظ ﺧﺻوﺻﯾﺔ اﻟﻣرﯾض وﺳرﯾﺔ ﻣﻌﻠوﻣﺎﺗﮫ اﻟطﺑﯾﺔ
واﻟﺟواﻧب اﻷﺧﻼﻗﯾﺔ ﻋﻧد ﻣراﻗﺑﺗﮫ واﻹﺷراف ﻋﻠﯾﮫ ﻣن ﺧﻼل روﺑوﺗﺎت اﻟرﻋﺎﯾﺔ اﻟﺻﺣﯾﺔ؟
● ﻣﺎ ھو اﻟﻧظﺎم اﻟﻘﺎﻧوﻧﻲ اﻟﺧﺎص ﺑﻣﺳؤوﻟﯾﺔ اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ ﻋﻧد ﺣدوث ﺧطﺄ طﺑﻲ
ﯾﺳﺗوﺟب اﻟﺗﻌوﯾض؟
● ﻣﺎ ھو ﻣوﻗف اﻟﺗﺷرﯾﻊ اﻹﻣﺎراﺗﻲ ﻣن ﺗطﺑﯾﻘﺎت اﻟذﻛﺎء اﻻﺻطﻧﺎﻋﻲ ﻓﻲ اﻟﻣﺟﺎل اﻟطﺑﻲ؟
ﻣﻧﮭﺟﯾﺔ اﻟﺑﺣث:
ﺗﻌﺗﻣد اﻟﺑﺎﺣﺛﺔ اﻟﻣﻧﮭﺞ اﻟوﺻﻔﻲ واﻟﺗﺣﻠﯾﻠﻲ ﺑﺷﻛل رﺋﯾﺳﻲ ،واﻟﻣﻧﮭﺞ اﻟﻣﻘﺎرن ﻓﻲ ﺑﻌض اﻷﺣﯾﺎن
ﻹﻟﻘﺎء ﻧظرة وﺻﻔﯾﺔ وﺗﺣﻠﯾﻠﯾﺔ ﻋﻠﻰ اﻹﺷﻛﺎﻟﯾﺎت اﻟﻘﺎﻧوﻧﻲ اﻟﺗﻲ ﺗﺛﯾرھﺎ اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ وروﺑوﺗﺎت
اﻟرﻋﺎﯾﺔ اﻟﺻﺣﯾﺔ ،واﻟﻧظﺎم اﻟﻘﺎﻧوﻧﻲ اﻟﻣﻌﻣول ﺑﮫ ﻓﻲ اﻟدول اﻟﺗﻲ ﺗﺄﺧذ ﺑﻔﻛرة اﻟذﻛﺎء اﻻﺻطﻧﺎﻋﻲ ﻓﻲ
اﻟﻣﺟﺎل اﻟطﺑﻲ ،وﺻوﻻ ﻟﻠﻧﺗﺎﺋﺞ اﻟﻘﺎﻧوﻧﯾﺔ.
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ﺧطﺔ اﻟﺑﺣث:
ﻓﻲ ﻣﺣﺎوﻟﺔ اﻹﺟﺎﺑﺔ ﻋﻠﻰ أﺳﺋﻠﺔ اﻟﺑﺣث ،ارﺗﺄت اﻟﺑﺎﺣﺛﺔ ﺗﻘﺳﯾم اﻟﺑﺣث ﻋﻠﻰ اﻟﻧﺣو اﻟﺗﺎﻟﻲ:
اﻟﻔﺻل اﻷول :اﻟﻧظﺎم اﻟﻘﺎﻧوﻧﻲ واﻷﺧﻼﻗﻲ ﻟﻠروﺑوﺗﺎت اﻟطﺑﯾﺔ.
اﻟﻔﺻل اﻟﺛﺎﻧﻲ :اﻟﻣﺳؤوﻟﯾﺔ ﻋن اﻷﺿرار اﻟﺗﻲ ﯾﺳﺑﺑﮭﺎ اﻟروﺑوت اﻟطﺑﻲ.
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اﻟﻔﺻل اﻷول :اﻟﻧظﺎم اﻟﻘﺎﻧوﻧﻲ واﻷﺧﻼﻗﻲ ﻟﻠروﺑوﺗﺎت اﻟطﺑﯾﺔ
ﺗﻣﮭﯾد وﺗﻘﺳﯾم
ﺗﮭدف ﻣﻌظم اﻟﺗطورات اﻟﺗﻛﻧوﻟوﺟﯾﺔ إﻟﻰ ﺟﻌل ﺣﯾﺎﺗﻧﺎ أﻓﺿل وأﺳﮭل ،وھذا ﯾﺗﺿﻣن
ﺗﻛﻧوﻟوﺟﯾﺎ اﻟرﻋﺎﯾﺔ اﻟﺻﺣﯾﺔ ،ﺣﯾث أن زﯾﺎدة اﻟطﻠب ﻋﻠﻰ اﻟرﻋﺎﯾﺔ اﻟﺻﺣﯾﺔ وزﯾﺎدة اﻟﻣﺳﺎﻋدة اﻟطﺑﯾﺔ
اﻟﺗﻲ ﻧﺣﺗﺎﺟﮭﺎ ،ﯾؤدي أﯾﺿﺎ إﻟﻰ زﯾﺎدة ﺗﻛﺎﻟﯾف اﻟرﻋﺎﯾﺔ اﻟﺻﺣﯾﺔ.
ﺑﺳﺑب اﻻﻧﺣدار اﻟدﯾﻣﻐراﻓﻲ ﻓﻲ اﻟﺑﻠدان اﻟﻣﺗﻘدﻣﺔ اﻧﺧﻔض ﻋدد اﻷﺷﺧﺎص اﻟذﯾن ﻗد ﯾﻌﺗﻧون
ﺑﻛﺑﺎر اﻟﺳن ﺑﺷﻛل ﻛﺑﯾر ،ﺣﯾث أن ﻟﻛل ﺷﺧص ﻓوق  65ﻋﺎﻣﺎ  4أﺷﺧﺎص ﻓﻘط ﻗﺎدرﯾن ﻋﻠﻰ اﻻﻋﺗﻧﺎء
ﺑﮫ ،ﻟﻛن ﺑﺳﺑب ﺿﯾﻖ اﻟوﻗت وﻗﻠﺔ اﻟﺧﺑرة ﯾؤدﯾﺎن إﻟﻰ إﺣﺎﻟﺔ ﻛﺑﺎر اﻟﺳن إﻟﻰ دور اﻟرﻋﺎﯾﺔ اﻟﺧﺎﺻﺔ
ﺑﺎﻟﻣﺳﻧﯾن ﺑﺎھظﺔ اﻟﺛﻣن.

1

ﯾﻣﻛن ﻟروﺑوﺗﺎت اﻟﻌﻧﺎﯾﺔ اﻟﺷﺧﺻﯾﺔ أن ﺗﺳﺎﻋد اﻟﻣرﺿﻰ وﻛﺑﺎر اﻟﺳن واﻟﻣﻌﺎﻗﯾن ﻓﻲ
اﺣﺗﯾﺎﺟﺎﺗﮭم اﻟﯾوﻣﯾﺔ ،ﺣﯾث ﯾﻣﻛﻧﮭم ﺗﻌزﯾز اﻟﻘدرات اﻟﺟﺳدﯾﺔ ﻟﻠﺷﺧص ﺑﺷﻛل أﻓﺿل ﻣن اﻟﻣﻣرﺿﺎت
واﻟﻘﺎﺋﻣﯾن ﺑﺎﻟﻌﻧﺎﯾﺔ 2،وﻣﻊ ذﻟك ﻻ ﯾزال ھﻧﺎك اﻟﻌدﯾد ﻣن اﻷﺳﺋﻠﺔ اﻟﺗﻲ ﺗﺣﯾط ﺑروﺑوﺗﺎت اﻟرﻋﺎﯾﺔ،
ﻛﺎﻷﻧﺷطﺔ اﻟﺗﻲ ﯾﻣﻛن ﻟﻠروﺑوﺗﺎت اﻟﻘﯾﺎم ﺑﮭﺎ ،وﻣﺳؤوﻟﯾﺗﮭﺎ ﻋن ﺳﻠوﻛﮭﺎ ﺑﺷﻛل ﻣﺳﺗﻘل ،ﺗرﻛز اﻟﺑﺎﺣﺛﺔ ﻓﻲ
ھذا اﻟﻔﺻل ﻋﻠﻰ اﻟﺟواﻧب اﻟﻘﺎﻧوﻧﯾﺔ واﻷﺧﻼﻗﯾﺔ اﻟﻣﺗﻌﻠﻘﺔ ﺑﺎﺳﺗﺧدام اﻟروﺑوﺗﺎت ﻓﻲ ﻣﺟﺎل اﻟرﻋﺎﯾﺔ
اﻟﺻﺣﯾﺔ.
اﻟﻣﺑﺣث اﻷول :اﻹطﺎر اﻟﻌﺎم ﻟﻠروﺑوﺗﺎت اﻟطﺑﯾﺔ.
اﻟﻣﺑﺣث اﻟﺛﺎﻧﻲ :اﻹطﺎر اﻟﻘﺎﻧوﻧﻲ واﻷﺧﻼﻗﻲ ﻟﻠروﺑوﺗﺎت اﻟطﺑﯾﺔ.

TedMed (2009). Will a robot care for my mom?. Retrieved 27/April/2020 from
https://www.tedmed.com/talks/show?id=7193
2
Genworth, F. (2013). Cost of care survey. Home care providers, adult day health
care facilities, assisted living facilities and nursing homes. Sage Publications.
1
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اﻟﻣﺑﺣث اﻷول :اﻹطﺎر اﻟﻌﺎم ﻟﻠروﺑوﺗﺎت اﻟطﺑﯾﺔ
ﯾﻧﺑﻊ اﻟﻛﺛﯾر ﻣن اﻟطﻠب ﻋﻠﻰ اﻟروﺑوﺗﺎت ﻓﻲ ﻣﺟﺎل اﻟرﻋﺎﯾﺔ اﻟﺻﺣﯾﺔ ﺑﺳﺑب ﻗدرﺗﮭﺎ ﻋﻠﻰ أداء
اﻟﻣﮭﺎم اﻟﺗﻲ ﻻ ﯾﺳﺗطﯾﻊ اﻟﺑﺷر أو ﻻ ﯾرﻏﺑون ﻓﻲ اﻟﻘﯾﺎم ﺑﮭﺎ ،أو ﻗد ﻻ ﯾﻘوﻣون ﺑﮭﺎ ﺑﺷﻛل ﺟﯾد أو
ﺑﻛﻔﺎءة ،ﻛﻣﺎ ﻗد ﺗﺳﺎﻋد ﻓﻲ ﺗﻠﺑﯾﺔ اﻟطﻠب ﻋﻠﻰ اﻟﺧدﻣﺎت اﻟﻧﺎﺗﺟﺔ ﻋن اﻟﺗﻛﻠﻔﺔ اﻹﺟﻣﺎﻟﯾﺔ اﻟﻣﺗزاﯾدة ﻟﻠرﻋﺎﯾﺔ
اﻟﺻﺣﯾﺔ ،ﻛﻣﺎ ﺗﺳﺎﻋد ﺑﺷﻛل ﺧﺎص ﻓﻲ رﻋﺎﯾﺔ اﻟﻣرﺿﻰ اﻟذﯾن ﯾﺣﺗﺎﺟون إﻋﺎدة ﺗﺄھﯾل وﻟذوي
اﻻﺣﺗﯾﺎﺟﺎت اﻟﺧﺎﺻﺔ.
وﻣن أﺟل ﺗﺣﻘﯾﻖ ھذه اﻟﻔواﺋد ،ﯾﺟب ﺗﺻﻣﯾم اﻟروﺑوﺗﺎت وﻧﺷرھﺎ ﻓﻲ ﻣﺟﺎل اﻟرﻋﺎﯾﺔ اﻟﺻﺣﯾﺔ
ﺑطرﯾﻘﺔ ﺗزﯾد ﻣن ﺳﻼﻣﺗﮭﺎ وأﻣﻧﮭﺎ وﺣﺳﺎﺳﯾﺗﮭﺎ ﻟﺧﺻوﺻﯾﺔ اﻟﻣﺳﺗﺧدم وﺗﺿﻣن ﻛراﻣﺔ اﻟﻣﺳﺗﺧدم
وﺗﺣﺎﻓظ ﻋﻠﻰ ﺛﻘﺔ اﻟﻣﺳﺗﺧدﻣﯾن ﻓﻲ روﺑوﺗﺎت اﻟﻌﻧﺎﯾﺔ اﻟﺻﺣﯾﺔ ﻟﺿﻣﺎن ﻋدم اﺳﺗﺧدام اﻟروﺑوﺗﺎت
ﺑطرﯾﻘﺔ ﺗﺿر ﺑﺎﻟﻣرﺿﻰ اﻟﻣﺳﺗﺧدﻣﯾن.
وﻓﻲ ھذا اﻟﻣﺑﺣث ﺗﺗﻌرض اﻟﺑﺎﺣﺛﺔ ﻟﻠﻣﻌﺎﯾﯾر اﻟﺧﺎﺻﺔ ﻟﺗﺻﻣﯾم روﺑوﺗﺎت اﻟﻌﻧﺎﯾﺔ اﻟﺻﺣﯾﺔ
وﺗﺗﻌرض اﻟﺑﺎﺣﺛﺔ ﻷھم اﻟﻣﻧﺎﻗﺷﺎت اﻟﺗﻲ ﻗﯾﻠت ﺑﺷﺄن اﻟروﺑوﺗﺎت اﻟﺧﺎﺻﺔ ﺑﺎﻟﻌﻧﺎﯾﺔ اﻟﺻﺣﯾﺔ وﺗطور ھذه
اﻟﻔﻛرة ﺑﯾن ﺧﺑراء اﻟﻘﺎﻧون واﻟﺗﻛﻧوﻟوﺟﯾﺎ ،وﻓﻖ ﻣﺎ ﯾﻠﻲ:
اﻟﻣطﻠب اﻷول :ﻣﻌﺎﯾﯾر ﺗﺻﻣﯾم اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ.
اﻟﻣطﻠب اﻟﺛﺎﻧﻲ :ﺗطور اﻟﻣﻧﺎﻗﺷﺎت اﻟﻘﺎﻧوﻧﯾﺔ ﺣول اﻟروﺑوﺗﺎت.

اﻟﻣطﻠب اﻷول :ﻣﻌﺎﯾﯾر ﺗﺻﻣﯾم اﻟروﺑوت اﻟطﺑﯾﺔ
إن اﻟﻌﺎﻟم أو اﻟﻔﯾزﯾﺎﺋﻲ اﻟذي ﯾﺻﻧﻊ وﯾﺻﻣم اﻟروﺑوت ﻗد ﯾﻛون ﺟﺎھﻼ ﺑﺎﻟﻠواﺋﺢ واﻟﻘواﻧﯾن اﻟﺗﻲ
ﺗﻧطﺑﻖ ﻋﻠﯾﮫ وﺗﻧظم ﻋﻣل اﻟروﺑوﺗﺎت ،وﻣﺎ إذا ﻛﺎن ﺳﻠوك اﻟروﺑوت ﺑﺣﺎﺟﺔ إﻟﻰ ﺗﻧظﯾم ﻣﻌﯾن ﺣﺳب

9

اﻟﺗﺻﻣﯾم أو ﻣﺎ إذا ﻛﺎن اﻟﻣﺻﻣم ھو اﻟﻣﺳؤول ﻋﻧﮫ 3.ﻓﻲ ﺑﻌض اﻷﺣﯾﺎن ﺣﺗﻰ اﻟﻘﺎﻧون ﻗد ﻻ ﯾﻛون
ﻣﺳﺗﻌدا ﻻﺳﺗﯾﻌﺎب أﻧواع وأﻧﻣﺎط ﻣﺗطورة ﻣن اﻟﺗﻘﻧﯾﺎت اﻟﺣدﯾﺛﺔ ﻋﻠﻰ اﻟﻔور ،ﻓﻘﺑل إﻧﺷﺎء ﺗﻘﻧﯾﺔ ﺟدﯾدة أو
اﺳﺗﺧدام ﺗطﺑﯾﻖ ﺟدﯾد ﻟﺗﻛﻧوﻟوﺟﯾﺎ ﻣﻌﯾﻧﺔ ﯾﻧﺑﻐﻲ إﺟراء ﺗﻘﯾﯾم ﻟﺗﺄﺛﯾر ھذه اﻟﺗطورات اﻟﺗﻛﻧوﻟوﺟﯾﺔ ﻟﻠﺗﺄﻛد
ﻣن أن اﺳﺗﺧدام ھذه اﻟﺗﻘﻧﯾﺎت ﻻ ﯾزال ﺿﻣن اﻹطﺎر اﻟﻣﺳﻣوح ﺑﮫ واﻟﻣﺗﻌﺎرف ﻋﻠﯾﮫ ﻋﻣوﻣﺎ.
وإذا ﻟم ﯾواﺟﮫ ﻣﺻﻣم اﻟروﺑوت أي ﻗﯾود ﻗﺎﻧوﻧﯾﺔ أو أﺧﻼﻗﯾﺔ ﻓﺈﻧﮫ ﺳﯾﻣﺿﻲ ﻓﻲ ﻋﻣﻠﮫ دون
رادع ،أﻣﺎ إذا واﺟﮫ ﺑﻌض اﻟﻘﯾود ﻓﺳﯾﻘوم إﻣﺎ ﺑﺗﻌدﯾل اﻟروﺑوت وﻓﻘﺎ ﻟﻠﻘﯾود وﺑﺎﻟﺗﺎﻟﻲ اﻻﻣﺗﺛﺎل ﻟﻺطﺎر
اﻟﺗﻧظﯾﻣﻲ اﻟﺣﺎﻟﻲ ،أو اﻟﺗﻔﺎوض ﻣﻊ اﻟﺟﮭﺔ اﻟﻣﻧظﻣﺔ ﺣول إﻣﻛﺎﻧﯾﺔ ﺗﻌدﯾل اﻹطﺎر اﻟﺗﻧظﯾﻣﻲ ﺑﻣﺎ ﯾﺗواﻓﻖ
واﻟﺗﻘﻧﯾﺎت اﻟﺟدﯾدة اﻟﻣﺻﻣم ﻋﻠﯾﮭﺎ اﻟروﺑوت ،أو أن ﯾﻣﺿﻲ اﻟﻣﺻﻣم ﻓﻲ ﺧطﺗﮫ دون اﻛﺗراث ﺑﺎﻹطﺎر
اﻟﺗﻧظﯾﻣﻲ .وﺟدت ﻣراﻛز اﻟﺑﺣث واﻟﺻﻧﺎﻋﺎت اﻟﻣﺗﻌﻠﻘﺔ ﺑﺗﺻﻣﯾم روﺑوﺗﺎت اﻟﻌﻧﺎﯾﺔ اﻟﺷﺧﺻﯾﺔ أﻧﻔﺳﮭم
ﻓﻲ ھذا اﻟﻣوﻗف ﻣﻧذ زﻣن طوﯾل ،ﺣﯾث أﻧﮫ ﻗﺑل ﻋﺎم  2014ﻛﺎﻧت اﻟﻠواﺋﺢ اﻟﺗﻲ ﺗﺣﻛم اﻟروﺑوﺗﺎت
ﺗرﻛز ﻋﻠﻰ اﻟروﺑوﺗﺎت اﻟﺻﻧﺎﻋﯾﺔ اﻟﺗﻲ ﻛﺎن ﺗﻔﺎﻋﻠﮭﺎ ﻣﻊ اﻟﺑﺷر ﺿﺋﯾﻼ وﻣﺣدودا ﻣن اﻟﻧﺎﺣﯾﺔ اﻟﻌﻣﻠﯾﺔ،
ﻟﻛن ﻓﻲ ﻓﺑراﯾر ﻋﺎم  2014ﺗم ﺗﻘدﯾم إطﺎر ﺗﻛﻧوﻟوﺟﻲ ) (ISO 13482:2014اﻟﺧﺎص ﺑﻣﺗطﻠﺑﺎت
وﻣﻌﺎﯾﯾر اﻟﺳﻼﻣﺔ اﻟﺧﺎﺻﺔ ﺑروﺑوﺗﺎت اﻟﻌﻧﺎﯾﺔ اﻟﺷﺧﺻﯾﺔ ،واﻟذي ﯾرﻛز ﻋﻠﻰ ﻣﺧﺎطر اﻟﺗﻔﺎﻋل اﻟﻣﺎدي
ﺑﯾن اﻹﻧﺳﺎن واﻟروﺑوت ﻣن ﺧﻼل ﺗﺣدﯾد ﻣﺗطﻠﺑﺎت اﻟﺳﻼﻣﺔ ﻋﻠﻰ اﻟﻌدﯾد ﻣن ﻋواﻣل اﻟﺗﺻﻣﯾم ﻣﺛل
ﺷﻛل اﻟروﺑوت وﺣرﻛﺗﮫ وطﺎﻗﺗﮫ.

4

ﺗﺳﺎﻋد اﻟﻣﻌﺎﯾﯾر ﻓﻲ ﺗوﻓﯾر اﻟﻣﺳﺎﻋدة ﻓﻲ إدارة اﻟﻣﺧﺎطر اﻟﺗﻲ ﺗﺣد ﻣن اﻟﻣﺳؤوﻟﯾﺔ وﺗﺳﺎﻋد
اﻟﻣﻧﺗﺟﯾن ﻋﻠﻰ ﺗﻠﺑﯾﺔ ﻣﺗطﻠﺑﺎت اﻟﺳوق 5،ﺣﯾث ﺗوﻓر ﺑداﺋل ﺟﯾدة ﻟﻠﺗﻌﺎﻣل ﻣﻊ اﻟﻌدﯾد ﻣن اﻟﻘﺿﺎﯾﺎ اﻟدوﻟﯾﺔ

Leenes, R., & Lucivero, F. (2014). Laws on robots, laws by robots, laws in robots:
regulating robot behavior by design. Law & Innovation and Technology, 6(2), 193220.
4
Smith, B. W. (2015). Regulation and the Risk of Inaction. In Autonomes Fahren
(pp. 593-609). Springer.
5
Nelson, R. (2015). Robots safety standard update. Retrieved 23/June/2020 from
https://www.robotics.org/userassets/riauploads/file/TH_RIA_Roberta_Nelson_She
a.pdf
3

10

اﻟﺟدﯾدة واﻟﻣﻌﻘدة ،ﻻ ﺳﯾﻣﺎ ﻋﻧدﻣﺎ ﻻ ﺗﺳﺗطﯾﻊ اﻟدول ﺗوﻗﻊ ﻋواﻗب ﻗﺎﻧوﻧﯾﺔ ﻣﻌﯾﻧﺔ 6.ﺗﻌﺗﺑر اﻟﻣﻌﺎﯾﯾر
ﻣرﻧﺔ وﯾﻧظر إﻟﯾﮭﺎ ﻋﻠﻰ أﻧﮭﺎ ﺣل وﺳط وﻓﻲ ﺑﻌض اﻷﺣﯾﺎن ﺗﻣﺛل ﻣرﺟﻌﯾﺔ ﻗﺎﻧوﻧﯾﺔ ﻟﺗﺻﻣﯾم وﺗﺷﻐﯾل
ﺑﻌض اﻟﻣﺎﻛﯾﻧﺎت واﻷﺟﮭزة اﻟطﺑﯾﺔ.

7

ﻓﻲ ﻋﺎﻟم ﻣﺛﺎﻟﻲ ،ﺗﻛون اﻟروﺑوﺗﺎت ﺧﺎﻟﯾﺔ ﻣن اﻟﺗﺄﺛﯾرات ،وﺑﺎﻟﺗﺎﻟﻲ ﯾﻣﻛن اﻻﺳﺗﺟﺎﺑﺔ ﻟﻠﺗﮭدﯾدات
اﻟﻣﺗوﻗﻌﺔ ﻣن ﺧﻼل اﻟوﻗﺎﯾﺔ واﻟﺗوﻗﻊ ،إﻻ أﻧﮫ ﻣن اﻟﻧﺎﺣﯾﺔ اﻟﻌﻣﻠﯾﺔ ﻏﺎﻟﺑﺎ ﻣﺎ ﯾﻛون اﻟﯾﻘﯾن ﺑﺷﺄن ﺗﺄﺛﯾر
اﻟروﺑوﺗﺎت ﻏﯾر واﺿﺢ ،ﺧﺎﺻﺔ ﻋﻧدﻣﺎ ﯾﺗم إدﺧﺎﻟﮭﺎ ﺑﮭدف ﺧدﻣﺔ ﺷﺧص آﺧر ،ﻟذﻟك ﺳﯾﻛون ﻋﻠﻰ
اﻟﮭﯾﺋﺎت اﻟﺗﻧظﯾﻣﯾﺔ ﻣﻌﺎﻟﺟﺔ اﻟﻣﺧﺎطر ﻏﯾر اﻟﻣؤﻛدة وآﺛﺎرھﺎ.

8

إﻻ أن ھذه اﻟﻣﻌﺎﯾﯾر ھﻲ طوﻋﯾﺔ وﻏﯾر ﻣﻠزﻣﺔ ﻷي ﺟﮭﺔ 9،وھﻲ ﺗﻔﺳﯾرات ذاﺗﯾﺔ ﻟواﻗﻊ
اﻟﺻﻧﺎﻋﺔ ،وھو ﻣﺎ ﯾؤدي إﻟﻰ اﻟﺗﺷﻛﯾك ﻓﻲ إﺿﻔﺎء اﻟﺻﻔﺔ اﻟﺷرﻋﯾﺔ ﻋﻠﻰ ھذه اﻟﻣﻌﺎﯾﯾر .ﻋﻠﻰ اﻟﻌﻛس
ﻣن ذﻟك ،ﻓﺈن اﻟﺗﺷرﯾﻊ اﻟﻣﻠزم ﯾوﺿﺢ اﻻﻟﺗزاﻣﺎت اﻟواﺟﺑﺔ ﻗﺎﻧوﻧﺎ واﻟﺗﻲ ﯾﻣﻛن ﺗﺣدﯾدھﺎ ﺑدﻗﺔ ،ﺣﯾث
ﯾﺳﻣﺢ اﻟﻘﺎﻧون ﺑﻔﺣص اﻻدﻋﺎءات واﻟدﻓوع ﻋﻧد اﻛﺗﺷﺎف اﻧﺗﮭﺎك ﻣﺗﻌﻠﻖ ﺑﻌﻣل اﻟروﺑوت وﯾﺣدد
اﻟﻣﺧﺎﻟﻔﺎت اﻟﻣﺗرﺗﺑﺔ ﻋﻠﻰ اﻻﻧﺗﮭﺎﻛﺎت وﯾوﻓر ﺗداﺑﯾر ﻣﺿﺎدة ﺗﻧﺎﺳﺑﯾﺔ ،وﯾﺳﺗﺑﻌد اﻟﺣﺟﺞ اﻟﻘﺎﺋﻣﺔ ﻓﻘط ﻋﻠﻰ
اﻟﻣﺻﺎﻟﺢ اﻟﺷﺧﺻﯾﺔ واﻟﺗﻔﺿﯾﻼت.

10

ﺣﺗﻰ اﻵن ،ﻻ ﯾزال ﻏﯾر واﺿﺢ ﻣﺎ ھو اﻹطﺎر اﻟﻘﺎﻧوﻧﻲ واﻷﺧﻼﻗﻲ ﻟروﺑوﺗﺎت اﻟﻌﻧﺎﯾﺔ
اﻟﺷﺧﺻﯾﺔ اﻟذي ﯾﺟب اﺗﺑﺎﻋﮫ ،وﯾﻌﺗﻘد اﻟﺑﻌض أﻧﮫ ﯾﺟب ﻟﻔت اﻻﻧﺗﺑﺎه إﻟﻰ اﻟﻣواﺛﯾﻖ اﻟﺗﻲ ﺗﮭﺗم ﺑﺣﻘوق

Shelton, D (2003). Commitment and compliance: the role of non- binding norms in
the international legal system. Oxford university press.
7
Krut, R., & Gleckman, H. (2013). ISO 14001: a missed opportunity for sustainable
global industrial development. Routledge.
8
Fosch-Villaronga, E. & Heldeweg, M. A. (2017). Rethinking regulation for
experimenting with emerging robotic technologies. University of Twente
Publication.
9
ISO (2020). Frequently Asked Questions (FAQS). Retrieved 5/Nov/2020 from
https://www.iso.org/frequently-asked-questions-faqs.html
10
Abbott, K. W., & Sindal, D. (2000). Hard and soft law in international governance.
International Organization, 54, 421- 456.
6

11

اﻹﻧﺳﺎن واﻟﺣرﯾﺎت اﻷﺳﺎﺳﯾﺔ،

11

وﺗﺄطﯾر ﻋﻣل روﺑوﺗﺎت اﻟﻌﻧﺎﯾﺔ اﻟﺷﺧﺻﯾﺔ وﻓﻘﺎ ﻟﻣﺑﺎدئ وأﺧﻼﻗﯾﺎت

ﻣﮭﻧﺔ اﻟطب ﻛﺎﻹﺣﺳﺎن وﻋدم اﻹﺳﺎءة واﻻﺳﺗﻘﻼﻟﯾﺔ وﻏﯾرھﺎ ،ﻓﻼ ﯾﺗﺿﻣن اﻹطﺎر اﻟﺗﻧظﯾﻣﻲ اﻟﺣﺎﻟﻲ
ﺗﺷرﯾﻌﺎ ﻣﺣددا ﻟروﺑوﺗﺎت اﻟﻌﻧﺎﯾﺔ اﻟﺷﺧﺻﯾﺔ ،وﻗد ﯾﻌﺗﻘد اﻟﺑﻌض أﻧﮫ ﻻ ﺣﺎﺟﺔ ﻟﻌﻣل ﺷﮭرة ﺣدﯾدة ﻟﮭذا
اﻟﻧوع ﻣن اﻟﺗﻛﻧوﻟوﺟﯾﺎ ،وﻗد ﯾﻌﺗﻘد اﻟﻐﯾر أن ﺗﺣدﯾث ﺑﺳﯾط ﻟﻸﺣﻛﺎم واﻟﻠواﺋﺢ اﻟﺣﺎﻟﯾﺔ ﯾﻣﻛن أن ﯾﻛون
ﻛﺎﻓﯾﺎ ،وﻣﻊ ذﻟك ،ﻓﺈن وﺟود إرﺷﺎدات وﺗﻌﻠﯾﻣﺎت ﺣول اﻟﺟواﻧب اﻟﻘﺎﻧوﻧﯾﺔ اﻟﻣﺗﺿﻣﻧﺔ ﻓﻲ ﺗﻛﻧوﻟوﺟﯾﺎ
روﺑوﺗﺎت اﻟﻌﻧﺎﯾﺔ ﯾﻌد أﻣرا أﺳﺎﺳﯾﺎ.

12

ﻗد ﺗﺗﺧذ روﺑوﺗﺎت اﻟﻌﻧﺎﯾﺔ أﺷﻛﺎﻻ ووظﺎﺋﻔﺎ ﻣﺧﺗﻠﻔﺔ ،وﻗد ﺗؤدي إﻟﻰ ﺗﺄﺛﯾرات وﻣﺧﺎطر ﻟﯾس ﻣن
اﻟﻣﻣﻛن دﺋﻣﺎ ﺗوﻗﻌﮭﺎ أو ﺗﺧﻔﯾف أﺛرھﺎ ﻓﻲ اﻟوﻗت اﻟﻣﻧﺎﺳب ،ﻓروﺑوﺗﺎت اﻟﻌﻧﺎﯾﺔ اﻟﺷﺧﺻﯾﺔ ﯾﺟب أن
ﺗﻛون ﻣﻧظﻣﺔ ﻗﺎﻧوﻧﺎ ﻟﯾس ﺑﺳﺑب ﺿرورة ﺗواﻓﻖ ھذه اﻟﺗﻛﻧوﻟوﺟﯾﺎ ﻣﻊ اﻷﻧظﻣﺔ اﻟﺣﺎﻟﯾﺔ ،وﻟﻛن أﯾﺿﺎ
ﻷن اﻟﻣﺳﺗﺧدﻣﯾن ﻟدﯾﮭم ﺣﻘوق ﻻ ﯾﻣﻛن ﺗﻘوﯾﺿﮭﺎ ﻓﻘط ﺑﺳﺑب اﻟﻣﻧﻔﻌﺔ اﻟﺗﻲ ﺗﻘدﻣﮭﺎ ھذه اﻟروﺑوﺗﺎت،
ﻓﮭذه اﻟﺗﻛﻧوﻟوﺟﯾﺎ ﯾﺟب أن ﺗﻛون ﻣوﺿﻊ اھﺗﻣﺎم ﻣن اﻟﻣﻧظﻣﯾن وواﺿﻌﻲ اﻟﺳﯾﺎﺳﺎت واﻟﻘواﻧﯾن ،وﯾزداد
أھﻣﯾﺔ ذﻟك ﻋﻧدﻣﺎ ﺗﻛون اﻟطﺑﻘﺔ اﻟﺿﻌﯾﻔﺔ ﻣن اﻟﻣﺟﺗﻣﻊ ھﻲ اﻟﻣﺳﺗﺧدم اﻟﻣﺑﺎﺷر ﻟﮭذه اﻟروﺑوﺗﺎت.

13

وﯾﺑدو أن اﻟﺗرﻛﯾز اﻟرﺋﯾﺳﻲ ﻟﻠﺗﻛﻧوﻟوﺟﯾﺎ ھو اﻟطﺎﺋرات ﺑدون طﯾﺎر واﻟﺳﯾﺎرات ذاﺗﯾﺔ اﻟﻘﯾﺎدة،
واﻟروﺑوﺗﺎت اﻟﺻﻧﺎﻋﯾﺔ ،وﺗﺗﻌﻠﻖ اﻟﻣوﺿوﻋﺎت اﻟرﺋﯾﺳﯾﺔ ﺣوﻟﮭﺎ ﺑﺎﻷﻣن وﻣﺳﺗﻘﺑل اﻟﻌﻣل ،أﻣﺎ روﺑوﺗﺎت
اﻟﻌﻧﺎﯾﺔ اﻟﺷﺧﺻﯾﺔ ﻓﻠم ﺗﺣظﻰ ﺑذﻟك اﻻھﺗﻣﺎم ﻣؤﺧرا ،وﻋﻧدﻣﺎ ﯾﺗﻌﻠﻖ اﻷﻣر ﺑوﺻف ﻣﺧﺎوف روﺑوﺗﺎت
اﻟﻌﻧﺎﯾﺔ ﻓﺈن اﻟﺗرﻛﯾز ﯾﻧﺻب ﺑﺷﻛل أﺳﺎﺳﻲ ﻋﻠﻰ اﻟﻌﻼﻗﺔ ﺑﯾن اﻟﻌﺎﻣل اﻟﺑﺷري وروﺑوت اﻟﻌﻧﺎﯾﺔ
اﻟﺷﺧﺻﯾﺔ ،ﺣﯾث أن اﺳﺗﺑدال اﻟﻌﺎﻣل اﻟﺑﺷري ﺑﺎﻟروﺑوﺗﺎت ﯾﻣﻛن أن ﯾﺟرد اﻟرﻋﺎﯾﺔ ﻣن اﻟﺻﻔﺔ
اﻹﻧﺳﺎﻧﯾﺔ.

Salvini, P. (2015). On Ethical, legal and social issues of care robots. Intelligence
assistive robots. Springer.
12
Allen, C., Smit, I., & Wallach, W. (2005). Artificial morality: top- down, bottom-up,
and hybrid approaches. Ethics and Information Technology, 7(3), 149-155.
13
Eduard, V. (2017). Towards a legal and ethical framework for personal care
robots. PhD thesis. Alma master Studiorum-Universita di Bolonga, Italy.
11
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اﻟﻣطﻠب اﻟﺛﺎﻧﻲ :ﺗطور اﻟﻣﻧﺎﻗﺷﺎت اﻟﻘﺎﻧوﻧﯾﺔ ﺣول اﻟروﺑوﺗﺎت
إن اﻟﺿﻐط اﻟﺳﯾﺎﺳﻲ ورأي اﻟﺧﺑراء واﻟرأي اﻟﻌﺎم ﻗد ﯾؤﺛر ﻓﻲ رأي اﻟﺟﮭﺎت اﻟﺗﻧظﯾﻣﯾﺔ
اﻟﺣﻛوﻣﯾﺔ ﻹﻋﺎدة اﻟﻧظر ﻓﻲ ﻻﺋﺣﺔ أو ﻗﺎﻧون ﻣﺎ ،وﻗد ﯾﻛون اﻹﺟراء اﻟﺗﻧظﯾﻣﻲ ﻣطﻠوﺑﺎ ﻟﺗوﻓﯾر ﻗدر
أﻛﺑر ﻣن اﻟوﺿوح واﻟﻔﻌﺎﻟﯾﺔ واﻟﻛﻔﺎءة واﻟﺷرﻋﯾﺔ ،ﺧﺎﺻﺔ ﻋﻧدﻣﺎ ﺗﻛون اﻟﻣﺻﺎﻟﺢ اﻟﻣﻌﻧﯾﺔ أﻛﺛر
ﻋﻣوﻣﯾﺔ.

14

ﻓﻲ ﻋﺎم  2004ﻋﻘدت اﻟﻧدوة اﻟدوﻟﯾﺔ اﻷوﻟﻰ ﺣول أﺧﻼﻗﯾﺎت ﻋﻣل اﻟروﺑوﺗﺎت ﻓﻲ ﺳﺎن

ﻣﺎرﯾﻧو ،وﺗم ﻛﺗﺎﺑﺔ إﻋﻼن ) (Fukuoka World Robotوذﻛر اﻹﻋﻼن اﻟﺗوﻗﻌﺎت ﺑﺷﺄن اﻟﺟﯾل
اﻟﺟدﯾد ﻣن اﻟروﺑوﺗﺎت وإﻧﺷﺎء أﺳواق ﺟدﯾدة ﻟﺗﻛﻧوﻟوﺟﯾﺎ اﻟروﺑوﺗﺎت،
ورﺷﺔ ﺑﺣث ﺣول ﻧﻔس اﻟﻣوﺿوع،

16

15

وﻓﻲ ﻋﺎم  2006ﺗم إﻧﺷﺎء

ﻛﺎن اﻟﮭدف ﻣﻧﮭﺎ ھو ﺗطوﯾر ﻣﻔﮭوم ﺳﯾﻛون ﺑﻌد  10ﺳﻧوات

أﺣد أﻛﺛر اﻟﻣوﺿوﻋﺎت ﺷﯾوﻋﺎ ﻓﻲ ﻋﺎﻟم اﻟﻘﺎﻧون واﻟﺗﻛﻧوﻟوﺟﯾﺎ اﻟﺣدﯾﺛﺔ وھو ﻣﻔﮭوم أﺧﻼﻗﯾﺎت
اﻟروﺑوت ،وﺗم إﺻدار ﺧﺎرطﺔ طرﯾﻖ ﻷﺧﻼﻗﯾﺎت اﻟروﺑوت وﺗم ﺗﺳﻠﯾط اﻟﺿوء ﻋﻠﻰ اﻟﻌدﯾد ﻣن
اﻟﻠواﺋﺢ واﻟﻘواﻋد اﻟﺗﻲ ﻗد ﺗﻛون ذات ﺻﻠﺔ ﺑﻌﻣل اﻟروﺑوﺗﺎت.

17

ﻓﻲ ﻋﺎم  2010ﻋﻘد اﺟﺗﻣﺎع ﻓﻲ ﻣﺟﻠس أﺑﺣﺎث اﻟﮭﻧدﺳﺔ واﻟﻌﻠوم اﻟﻔﯾزﯾﺎﺋﯾﺔ )(EPSRC
ﻟﻠﺣدﯾث ﻋن اﻟروﺑوﺗﺎت ،وﺗطﺑﯾﻘﮭﺎ ﻓﻲ اﻟﻣﺟﺗﻣﻊ وﻛﯾف ﯾﺟب ﺗﺷﻛﯾﻠﮭﺎ ﻹﻓﺎدة اﻟﻣﺟﺗﻣﻊ ،وﺗوﺻل
اﻻﺟﺗﻣﺎع إﻟﻰ ﺧﻣس ﻗواﻋد أﺧﻼﻗﯾﺔ ﻟﻠﻣﺻﻣﻣﯾن وﻣﺳﺗﺧدﻣﻲ اﻟروﺑوﺗﺎت

18

وأطﻠﻘوا ﻋﻠﯾﮭﺎ اﻟﻘواﻋد

اﻟﺟدﯾدة ﻟﻠروﺑوﺗﺎت.

Fosch-Villaronga, E., & Heldeweg, M. A. (2017). Id.
Prnewswire (2005). Fukuoka World Robot. Retrieved 3/Dec/2020 from
https://www.prnewswire.co.uk/news-releases/world-robot-declaration-frominternational-robot-fair-2004-organizing-office-154289895.html
16
The abstract of the application can be found at:
http://www.euron.org/activities/projects/roboethics
17
Roboethics (2006). Euron Roboethics Roadmap. Retrieved 19/Nov/2020 from
http://www.roboethics.org/atelier2006/docs/ROBOETHICS%20ROADMAP%20Re
l2.1.1.pdf
18
EPSRC (2019). Principles of robotics. Retrieved 15/Dec/2020 from
http://www.epsrc.ac.uk/research/ourportfolio/themes/engineering/activities/principl
esofrobotics/
14
15
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وﺗﺗﻣﺛل ھذه اﻟﻘواﻋد ﻓﻲ أن اﻟروﺑوﺗﺎت ھﻲ أدوات ﻣﺗﻌددة اﻻﺳﺗﺧداﻣﺎت ،وﻻ ﯾﻧﺑﻐﻲ ﺗﺻﻣﯾم
اﻟروﺑوت ﻓﻲ اﻟﻣﻘﺎم اﻷول ﻟﻘﺗل أو إﯾذاء اﻟﺑﺷر إﻻ ﺑﻣﺎ ﻓﯾﮫ ﻣﺻﻠﺣﺔ اﻷﻣن اﻟﻘوﻣﻲ ،ﻛﻣﺎ أن اﻟﺑﺷر ھم
وﻛﻼء ﻣﺳؤوﻟون وﻟﯾس اﻟروﺑوﺗﺎت ،وﺑﺎﻟﺗﺎﻟﻲ ﯾﺟب ﺗﺻﻣﯾم اﻟروﺑوﺗﺎت وﺗﺷﻐﯾﻠﮭﺎ إﻟﻰ أﻗﺻﻰ ﺣد
ﻣﻣﻛن ﻋﻣﻠﯾﺎ ﻟﻼﻣﺗﺛﺎل ﻟﻠﻘواﻧﯾن واﻟﺣرﯾﺎت اﻷﺳﺎﺳﯾﺔ ،ﺑﻣﺎ ﻓﻲ ذﻟك اﻟﺧﺻوﺻﯾﺔ .أﯾﺿﺎ اﻟروﺑوﺗﺎت ھﻲ
ﻣﻧﺗﺟﺎت ،وﺑﺎﻟﺗﺎﻟﻲ ﯾﺟب ﺗﺻﻣﯾﻣﮭﺎ ﺑﺷﻛل ﯾﺿﻣن ﺳﻼﻣﺗﮭﺎ وأﻣﻧﮭﺎ ،وﻻ ﯾﻧﺑﻐﻲ ﺗﺻﻧﯾﻌﮭﺎ ﺑطرﯾﻘﺔ ﺧﺎدﻋﺔ
ﻻﺳﺗﻐﻼل اﻟﻣﺳﺗﺧدﻣﯾن وﺗﻌرﯾﺿﮭم ﻟﻠﺧطر ،ﻛﻣﺎ أن اﻟﻣﺳؤول اﻟﻘﺎﻧوﻧﻲ ﻋن اﻟروﺑوت ھو اﻟﺷﺧص
اﻟﻣﺳؤول ﻓﻲ ﺣﺎل ﺣدوث ﺿرر ،وﯾﺟب أن ﯾﻛون ﻣن اﻟﻣﻣﻛن ﻣﻌرﻓﺔ اﻟﺷﺧص اﻟﻣﺳؤول ﻋن
اﻟروﺑوت.
وأﯾد اﻻﺟﺗﻣﺎع ﻓﻛرة أن اﻟﺑﺷر ھم اﻟﻣﺳؤوﻟون ﻋن اﻟروﺑوت ،وﺟﺎدﻟوا ﺑﺷﺄن أن اﻟروﺑوﺗﺎت
ﻧﻔﺳﮭﺎ ﺑﺣﺎﺟﺔ إﻟﻰ اﻻﻣﺗﺛﺎل ﻟﻠﻘواﻧﯾن اﻟﺳﺎﺋدة ،ﻓﺎﻟروﺑوﺗﺎت ھﻲ ﻣﻧﺗﺟﺎت ﯾﺟب أن ﺗﺿﻣن ﻣﻌﺎﯾﯾر
اﻟﺳﻼﻣﺔ واﻷﻣن ،وأوﺻﻰ اﻻﺟﺗﻣﺎع اﻟﻣﺧﺗﺻﯾن ﺑﺎﻟﻌﻣل ﻣﻊ ﺧﺑراء ﻣن ﺗﺧﺻﺻﺎت أﺧرى ﺑﻣﺎ ﻓﻲ
ذﻟك اﻟﻌﻠوم اﻻﺟﺗﻣﺎﻋﯾﺔ واﻟﻔﻠﺳﻔﺔ واﻟﻘﺎﻧون.
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وﻓﻲ ﻋﺎم  2012ﺑدأ ﻣﺷروع ﻣﻣول أوروﺑﯾﺎ ﻣدﺗﮫ  27ﺷﮭرا ﺑﻌﻧوان "ﺗﻧظﯾم ﺗﻘﻧﯾﺎت
اﻟروﺑوﺗﺎت اﻟﻧﺎﺷﺋﺔ ﻓﻲ أوروﺑﺎ :اﻟروﺑوﺗﺎت ﻓﻲ ﻣواﺟﮭﺔ اﻟﻘﺎﻧون واﻷﺧﻼق" .وﻛﺎن اﻟﮭدف ﻣن
اﻟﻣﺷروع ھو ﺗﻘدﯾم ﺗﺣﻠﯾل ﻟﻠﻣﺳﺎﺋل اﻷﺧﻼﻗﯾﺔ واﻟﻘﺎﻧوﻧﯾﺔ اﻟﺗﻲ أﺛﺎرﺗﮭﺎ اﻟروﺑوﺗﺎت وﺗزوﯾد اﻟﻣﻧظﻣﯾن
ﺑﺈرﺷﺎدات ﻟﻠﺗﻌﺎﻣل ﻣﻌﮭم.

20

رﻛز اﻟﻣﺷروع ﻋﻠﻰ اﻟﺗﻌﺎرض ﺑﯾن اﻟﻘﺎﻧون وﺗﻛﻧوﻟوﺟﯾﺎ اﻟروﺑوﺗﺎت وأﻛد ﻋﻠﻰ أن
اﻟﺗﻛﻧوﻟوﺟﯾﺎ ﯾﻣﻛن أن ﺗﺗﺣدى اﻹطﺎر اﻟدﺳﺗوري اﻷورﺑﻲ وﺗﻌرض ﻟﻠﺧطر اﻷﺳس اﻟﻣﺧﺗﻠﻔﺔ ﻟﻠﻧظﺎم

Sharkey, N. (2007). Robot wars are a reality. Retrieved 6/Jan/2021 from
https://www.theguardian.com/commentisfree/2007/aug/18/comment.military
20
RoboLaw (2015). Guidelines on regulating robotics. Robolaw project. Retrieved
23/June/2020 from
http://www.robolaw.eu/RoboLaw_files/documents/robolaw_d6.2_guidelinesregulat
ingrobotics_20140922.pdf
19
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اﻟﻘﺎﻧوﻧﻲ اﻟدﺳﺗوري ،ﻣﺛل اﻟﻛراﻣﺔ وﺳﻼﻣﺔ اﻹﻧﺳﺎن واﻟﻣﺳﺎواة وﺣرﯾﺔ اﻟﻔﻛر واﻟﺗﻧوع اﻟﺛﻘﺎﻓﻲ وﺣﻣﺎﯾﺔ
اﻟﺑﯾﺎﻧﺎت وﻏﯾرھﺎ.

21

ﻓﻲ ﻋﺎم  2017أﺧذ اﻟﺑرﻟﻣﺎن اﻷورﺑﻲ ﻓﻲ اﻻﻋﺗﺑﺎر ﺟﻣﯾﻊ آراء اﻟﺧﺑراء وﺻﻣم ﻗراره
اﻟﻧﮭﺎﺋﻲ ﻣﻊ اﻟﻌدﯾد ﻣن اﻟﺗوﺻﯾﺎت إﻟﻰ اﻟﻣﻔوﺿﯾﺔ اﻷورﺑﯾﺔ ﻣن أﺟل ﻗﺎﻧون ﻣﻧﺷود ﺑﺷﺄن ﻗواﻋد اﻟﻘﺎﻧون
اﻟﻣدﻧﻲ اﻟﻣﺗﻌﻠﻘﺔ ﺑﺎﻟروﺑوﺗﺎت.

22

ﯾﻣﺛل ﻛل ﻣن ﻣﺷروع ) (RoboLawوﻗرار اﻟﺑرﻟﻣﺎن اﻷوروﺑﻲ

ﻧﻘطﺔ اﻻﻧطﻼق ﺣول ﻣوﺿوع اﻟروﺑوﺗﺎت ﺣﯾث أﻧﮭﻣﺎ اﻟﺟﮭﺎت اﻟﻘﺎﻧوﻧﯾﺔ اﻟوﺣﯾدة اﻟﺗﻲ ﻋﺎﻟﺟت ﺑﺷﻛل
ﺧﺎص روﺑوﺗﺎت اﻟﻌﻧﺎﯾﺔ اﻟﺻﺣﯾﺔ.
وﻣن اﻟﻣﺧﺎوف اﻟﺗﻲ ﯾﺛﯾرھﺎ اﺳﺗﺧدام روﺑوﺗﺎت اﻟﻌﻧﺎﯾﺔ اﻟﺷﺧﺻﯾﺔ ﻣﺳﺗﻘﺑﻼ ھﻲ اﻟﺗﺣدﯾﺎت
اﻻﺟﺗﻣﺎﻋﯾﺔ اﻟﺗﻲ ﺗﺳﺑﺑﮭﺎ ھذه اﻟروﺑوﺗﺎت ،ﺣﯾث أن أﺣد اﻟﻌواﺋﻖ ﯾﺗﻣﺛل ﻓﻲ ﻋدم وﺟود ﺗﻘﺑل ﻟﻣﺛل ھذه
اﻟروﺑوﺗﺎت اﻷﻣر اﻟذي ﯾؤدي إﻟﻰ ﻧﻘص اﻟطﻠب ﻋﻠﯾﮭﺎ ،ﺣﯾث أن ھذا اﻟﻣوﻗف ﯾﺗﺄﺛر ﺑﺷدة ﺑﺎﻟﺗﮭدﯾدات
اﻟﻣﺗﺻورة ﻣن روﺑوﺗﺎت اﻟﻌﻧﺎﯾﺔ اﻟﺷﺧﺻﯾﺔ ،ﻓﺑﺷﻛل ﻋﺎم ،ﻛﺎن ﯾﻧظر إﻟﻰ اﻟﻌﻼﻗﺔ ﺑﯾن اﻟطﺎﻗم اﻟطﺑﻲ
واﻟﻣرﺿﻰ أﻧﮭﺎ ﻋﻼﻗﺔ ﺛﻘﺔ ﺗﺗطﻠب ﻣدﺧﻼت ﺑﺷرﯾﺔ ،وأن إدﺧﺎل روﺑوﺗﺎت اﻟﻌﻧﺎﯾﺔ اﻟﺷﺧﺻﯾﺔ ﯾﻣﺛل
اﺧﺗﻼﻓﺎ ﺛﻘﺎﻓﯾﺎ ﻟم ﯾﺗم ﻗﺑوﻟﮫ ﺑﺷﻛل واﺳﻊ ﻣن ﻗﺑل اﻟﻣرﺿﻰ.
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وﺗرى اﻟﺑﺎﺣﺛﺔ أن اﻟﻘﺎﻧون ﻓﻲ ﻣﺟﺎل اﻟذﻛﺎء اﻻﺻطﻧﺎﻋﻲ ﻏﯾر ﻗﺎدر ﻋﻠﻰ ﻣواﻛﺑﺔ اﻟﺳرﻋﺔ
اﻟﮭﺎﺋﻠﺔ اﻟﺗﻲ ﺗﺗطور ﺑﮭﺎ ﺗﻛﻧوﻟوﺟﯾﺎ اﻟذﻛﺎء اﻻﺻطﻧﺎﻋﻲ ،ﻣﻣﺎ ﯾﺗرك ﻓﺟوة ﺑﯾن اﻟﺗﻧظﯾم اﻟﻘﺎﻧوﻧﻲ
واﻟﺗطﺑﯾﻖ اﻟﻌﻣﻠﻲ ﻟﮭذه اﻟﺗﻛﻧوﻟوﺟﯾﺎ ،وھو اﻷﻣر اﻟﻣﻼﺣظ ﺑﺷدة ﻓﻲ اﻟﻣﺟﺎل اﻟطﺑﻲ ،ﺣﯾث أن ﺿﻌف
اﻟﺗﻧظﯾم اﻟﻘﺎﻧوﻧﻲ ﻟﺗﻛﻧوﻟوﺟﯾﺎ اﻟذﻛﺎء اﻻﺻطﻧﺎﻋﻲ وروﺑوﺗﺎت اﻟﻌﻧﺎﯾﺔ اﻟﺷﺧﺻﯾﺔ ،وﻋدم ﺗﻘﺑل اﻷﻓراد
Koops, B. J., Di Carlo, A., Nocco, L., Casamassima, V., & Stradella, E. (2013).
Robotic technologies and fundamental rights: Robotics challenging the European
constitutional framework. International Journal of Technoethics (IJT), 4(2), 15-35.
22
Europarl (2016). Resolution on civil law rules on robotics. Retrieved 15/Dec/2020
from https://www.europarl.europa.eu/doceo/document/JURI-PR582443_EN.pdf?redirect
23
Dolic, Z., Castro, R., & Moarcas, A. (2019). Robots in healthcare: a solution or a
problem?. Policy Department for Economic, Scientific and Quality of Life Policies,
Directorate General for Internal Policies, European Parliament. Sage Publications.
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ﻟﻔﻛرة اﺳﺗﺧدام روﺑوﺗﺎت اﻟﻌﻧﺎﯾﺔ اﻟﺷﺧﺻﯾﺔ ،وﺿﻌف ﺑﻌض اﻟﺟواﻧب اﻟﻣﺗﻌﻠﻘﺔ ﺑﺎﻷﻣﺎن واﻟﺧﺻوﺻﯾﺔ
واﻟﻣﺳؤوﻟﯾﺔ ،وﺗﻌﺎرض اﺳﺗﺧدام ﺗﻛﻧوﻟوﺟﯾﺎ اﻟذﻛﺎء اﻻﺻطﻧﺎﻋﻲ ﻣﻊ اﻟﻣﺻﺎﻟﺢ اﻻﺟﺗﻣﺎﻋﯾﺔ )ﻛﺎﻟﺗوظﯾف
ﻣﺛﻼ(

24

ﺟﻣﯾﻌﮭﺎ ﻣﺳﺎﺋل ﺗﺟﻌل ﻣن اﺳﺗﺧدام روﺑوﺗﺎت اﻟﻌﻧﺎﯾﺔ اﻟﺷﺧﺻﯾﺔ ﻣﺳﺄﻟﺔ ﻣﺣﻔوﻓﺔ ﺑﺎﻟﻣﺧﺎوف.

اﻟﻣﺑﺣث اﻟﺛﺎﻧﻲ :اﻹطﺎر اﻟﻘﺎﻧوﻧﻲ واﻷﺧﻼﻗﻲ ﻟﻠروﺑوﺗﺎت اﻟطﺑﯾﺔ
ﺗﻣﮭﯾد وﺗﻘﺳﯾم
ﺣددت اﻹرﺷﺎدات اﻟﻧﮭﺎﺋﯾﺔ ﻟﻣﺷروع ) (RoboLawﺳﺗﺔ ﻣوﺿوﻋﺎت ﻗﺎﻧوﻧﯾﺔ ﻣﺧﺗﻠﻔﺔ ﻣن
اﻟﻣرﺟﺢ أن ﯾﻛون ﻟﮭﺎ ﺗﺄﺛﯾر ﻋﺎم ﻋﻠﻰ اﻟﻣدى اﻟﺑﻌﯾد ﻟﻣﺟﺎل اﻟروﺑوﺗﺎت ،ھذه اﻹرﺷﺎدات ھﻲ؛ اﻟﺻﺣﺔ
واﻟﺳﻼﻣﺔ واﻟﻧظﺎم اﻟﺑﯾﺋﻲ؛ اﻟﻣﺳؤوﻟﯾﺔ؛ ﺣﻘوق اﻟﻣﻠﻛﯾﺔ اﻟﻔﻛرﯾﺔ؛ اﻟﺧﺻوﺻﯾﺔ وﺣﻣﺎﯾﺔ اﻟﺑﯾﺎﻧﺎت؛ اﻟﻘدرة
ﻋﻠﻰ إﺟراء اﻟﻣﻌﺎﻣﻼت اﻟﻘﺎﻧوﻧﯾﺔ )اﻷھﻠﯾﺔ(؛ ﺣﻣﺎﯾﺔ اﻟﺣﻘوق اﻷﺳﺎﺳﯾﺔ.

25

ﯾﮭدف اﻟﻣﺷروع إﻟﻰ ﺗرﺟﻣﺔ ھذه اﻟﺗﮭدﯾدات اﻟﻌﺎﻣﺔ ﻟﻺطﺎر اﻟﻘﺎﻧوﻧﻲ إﻟﻰ ﺗﺣﻠﯾل أﻛﺛر ﺗﻔﺻﯾﻼ
ﯾﺷﻣل اﻟﺗﻘﻧﯾﺎت اﻟﻣﺧﺗﻠﻔﺔ ﻟﻠروﺑوﺗﺎت ،ﻛﺎﻟﻘﯾﺎدة اﻟذاﺗﯾﺔ واﻟروﺑوﺗﺎت اﻟﺟراﺣﯾﺔ وروﺑوﺗﺎت اﻟرﻋﺎﯾﺔ
اﻟﺷﺧﺻﯾﺔ ،وﻣﺎ ﻧﺣن ﺑﺻدد اﻟﺑﺣث ﻋﺗﮫ ﻓﻲ ھذا اﻟﻣﺑﺣث ھو اﻹطﺎر اﻟﻘﺎﻧوﻧﻲ اﻟﺣﺎﻟﻲ ﻟروﺑوﺗﺎت
اﻟﻌﻧﺎﯾﺔ اﻟﺷﺧﺻﯾﺔ ،وﻣوﻗف اﻟﻣﺷرع اﻹﻣﺎراﺗﻲ ﻣﻧﮭﺎ.
اﻟﻣطﻠب اﻷول :اﻟﻧظﺎم اﻟﻘﺎﻧوﻧﻲ اﻟﺣﺎﻟﻲ ﻟروﺑوﺗﺎت اﻟﻌﻧﺎﯾﺔ اﻟﺷﺧﺻﯾﺔ.
اﻟﻣطﻠب اﻟﺛﺎﻧﻲ :اﻟﻧظﺎم اﻟﻘﺎﻧوﻧﻲ اﻟﺣﺎﻟﻲ ﻟﻠروﺑوﺗﺎت اﻟﺟراﺣﯾﺔ.

Mohammed, Q. S. (2014). The impact of robotics on employment and motivation
of employees in the service sector, with special reference to health care. Safety
and health at work, 5, 198-202.
25
Fosch-Villaronga, E., & Heldeweg, M. A. (2017). Id.
24
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اﻟﻣطﻠب اﻷول :اﻟﻧظﺎم اﻟﻘﺎﻧوﻧﻲ اﻟﺣﺎﻟﻲ ﻟروﺑوﺗﺎت اﻟﻌﻧﺎﯾﺔ اﻟﺷﺧﺻﯾﺔ
ﻓﯾﻣﺎ ﯾﺗﻌﻠﻖ ﺑﻣﺣور روﺑوﺗﺎت اﻟرﻋﺎﯾﺔ اﻟﺷﺧﺻﯾﺔ ،ﻓﻘد ﺗﺿﻣن ﺗﺣﻠﯾﻼ ﻗﺎﻧوﻧﯾﺎ أوﺻوا ﺑﻣوﺟﺑﮫ
ﺑﺄن ﺗﺣﺗر روﺑوﺗﺎت اﻟرﻋﺎﯾﺔ اﻟﺣﻘوق اﻷﺳﺎﺳﯾﺔ واﻻﺳﺗﻘﻼﻟﯾﺔ ﻓﻲ ﺿوء اﻟﻌﯾش اﻟﻣﺳﺗﻘل واﻟﻣﺷﺎرﻛﺔ ﻓﻲ
ﺣﯾﺎة اﻟﻣﺟﺗﻣﻊ واﻟﻣﺳﺎواة واﻟﻣﺳؤوﻟﯾﺔ واﻟﺗﺄﻣﯾن واﻟﺧﺻوﺻﯾﺔ واﻷھﻠﯾﺔ اﻟﻘﺎﻧوﻧﯾﺔ واﻷﻋﻣﺎل اﻟﺗﻲ ﯾﻘوم
ﺑﮭﺎ اﻟروﺑوت واﻟﺟﺎﻧب اﻷﺧﻼﻗﻲ ﺑﻣﺎ ﯾﺗﺿﻣﻧﮫ ﻣن اﻟﺣﻔﺎظ ﻋﻠﻰ اﻟﺧﺻوﺻﯾﺔ واﻟﺗراﺑط اﻻﺟﺗﻣﺎﻋﻲ.
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ﻓﯾﻣﺎ ﯾﺗﻌﻠﻖ ﺑﺎﻟﺳﻼﻣﺔ ،ﻓﯾﻘﺻد ﺑﮭﺎ اﻟﺣﻣﺎﯾﺔ أو اﻻﺑﺗﻌﺎد ﻋن اﻟﺗﺳﺑب ﺑﺎﻟﺧطر أو ﺑﺎﻹﺻﺎﺑﺔ ،وﻗد
ﻋرف ﺑرﻧﺎﻣﺞ  12100:2010 ISOوھو ﺑرﻧﺎﻣﺞ ﺧﺎص وﺿﻊ ﻟﺗﺣدﯾد اﻟﻣﺑﺎدئ اﻟﻌﺎﻣﺔ ﻟﺗﻘﯾﯾم
ﻣﺧﺎطر اﻟﺗﺻﻣﯾم اﻟﻣﺗﻌﻠﻘﺔ ﺑﺎﻟروﺑوﺗﺎت،

27

وﺗﻌرف اﻟﻣﺧﺎطر ﺑﺄﻧﮭﺎ ﻣزﯾﺞ ﻣن اﺣﺗﻣﺎل ﺣدوث اﻟﺿرر

وﺷدة اﻟﺿرر ،واﻹطﺎر اﻷﻛﺛر ﻋﻣوﻣﯾﺔ ﻟﻠﺳﻼﻣﺔ اﻟﻣﺗﻌﻠﻘﺔ ﺑﺎﻟروﺑوﺗﺎت واﻟذي ﺗم اﻻﺳﺗﺷﮭﺎد ﺑﮫ ﻓﻲ
اﻷدﺑﯾﺎت اﻟﻘﺎﻧوﻧﯾﺔ ھو ﻗواﻧﯾن اﻟروﺑوﺗﺎت اﻟﺛﻼﺛﺔ اﻟﺧﺎﺻﺔ ﺑـ )إﯾزاك أﺳﯾﻣوف( وھﻲ؛ ﻻ ﯾﺟوز
ﻟﻠروﺑوت أن ﯾؤذي إﻧﺳﺎﻧﺎ ،أو ﯾﺳﻣﺢ ﻣن ﺧﻼل ﺗﻘﺎﻋﺳﮫ ﺑﺈﯾذاﺋﮫ؛ ﯾﺟب أن ﯾﻣﺗﺛل اﻟروﺑوت ﻟﻸواﻣر
اﻟﺻﺎدرة ﻋن اﻟﺑﺷر ﺑﺎﺳﺗﺛﻧﺎء ﻣﺎ ﯾﺗﻌﺎرض ﻣن ھذه اﻷواﻣر ﻣﻊ اﻟﻘﺎﻧون اﻷول؛ ﯾﺟب أن ﯾﺣﻣﻲ
اﻟروﺑوت وﺟوده طﺎﻟﻣﺎ أن ھذه اﻟﺣﻣﺎﯾﺔ ﻻ ﺗﺗﻌﺎرض ﻣﻊ اﻟﻘﺎﻧون اﻷول واﻟﺛﺎﻧﻲ .وﻓﻲ ﻋﺎم  1986ﺗم
ﺗﻘدﯾم ﻗﺎﻧون راﺑﻊ واﻟذي ﺗم اﻋﺗﺑﺎره اﻟﻘﺎﻧون رﻗم ﺻﻔر وھو أن اﻟروﺑوت ﻻ ﯾﺟب أن ﯾؤذي
اﻹﻧﺳﺎﻧﯾﺔ ،أو ﯾﺳﻣﺢ ﻣن ﺧﻼل ﺗﻘﺎﻋﺳﮫ أن ﺗﺗﺳﺑب اﻹﻧﺳﺎﻧﯾﺔ ﺑﺎﻷذى.

28

ﻋﻠﻰ اﻟرﻏم ﻣن أن ھذا اﻹطﺎر ھو ﺟزء ﻣن اﻟﺧﯾﺎل اﻟﻌﻠﻣﻲ إﻻ أﻧﮫ ﺗم أﺧذه ﻋﻠﻰ ﻣﺣﻣل
اﻟﺟد ،ﻓﻌﻠﻰ ﺳﺑﯾل اﻟﻣﺛﺎل ،ﻓﻲ ﻋﺎم  2016اﻗﺗرح اﻟﺑرﻟﻣﺎن اﻷورﺑﻲ أن ﻗواﻧﯾن اﻟروﺑوﺗﺎت )ﻗواﻧﯾن
أﺳﯾﻣوف( ﯾﺟب اﻋﺗﺑﺎرھﺎ ﻣوﺟﮭﺔ إﻟﻰ ﻣﺻﻣﻣﻲ وﻣﻧﺗﺟﻲ وﻣﻐﻠﻲ اﻟروﺑوﺗﺎت.

Eduard (2017). Id. P. 73.
Leenes, R., & Lucivero, F. (2014). Id.
28
Leenes, R., & Lucivero, F. (2014). Id.
26
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أﺑرز اﻟﺑﺎﺣﺛون ﻓﻲ ﻣﺷروع ) (RoboLawﺣﻘﯾﻘﺔ أن اﻟﺳﻼﻣﺔ اﻟﺟﺳدﯾﺔ ھﻲ ﺣﻖ ﺑﻣوﺟب
اﻟﻣﯾﺛﺎق اﻷورﺑﻲ ﻟﻠﺣﻘوق اﻷﺳﺎﺳﯾﺔ ،وأﻋﻠﻧوا أن اﻻﺗﺻﺎل ﺑﯾن اﻹﻧﺳﺎن واﻟروﺑوت ﻟﯾس واﺿﺣﺎ داﺋﻣﺎ،
وأن ﻣﺗطﻠﺑﺎت اﻟﺳﻼﻣﺔ واﻟﺗداﺑﯾر اﻟوﻗﺎﺋﯾﺔ ھﻲ ﻗﺿﺎﯾﺎ ﻣﻔﺗوﺣﺔ ،ﺣﯾث أن اﻻﺗﺻﺎل اﻟﺟﺳدي ﺑﯾن
اﻹﻧﺳﺎن واﻟروﺑوت ﯾﻣﻛن أن ﯾؤدي إﻟﻰ ﺳﯾﻧﺎرﯾو ﺧطﯾر ،وﺗرﻛز ﺗﻌﻠﯾﻣﺎت ISO 13482:2014
ﻋﻠﻰ ﺗوﺣﯾد اﻟﺳﻠوك اﻟﻣﻛﺎﻧﻲ ﻟﻠروﺑوت اﺳﺗﺟﺎﺑﺔ ﻟﻠوﺟود اﻟﺑﺷري وإﻧﺷﺎء ﺑﻌض اﻷواﻣر اﻟﻌﺎﻣﺔ
واﻷواﻣر ذات اﻷوﻟوﯾﺔ اﻟﻘﺻوى وﺣﺗﻰ اﺧﺗﻼف اﻹﯾﻣﺎءات ﻋﺑر اﻟﻌدﯾد ﻣن اﻟﺛﻘﺎﻓﺎت،

29

وﻋﻠﻰ

اﻟﻣﺳﺗﺧدم ﺗﺟﻧب اﻻﺿطراﺑﺎت اﻟﮭﯾﻛﻠﯾﺔ واﻟﺣرﻛﯾﺔ واﻟﺗﻌب واﻹﺻﺎﺑﺎت ،ﻓﺎﻟﻔﻛرة ھﻲ أن ﯾﻛون ھﻧﺎك
ﺗﻔﺎﻋل آﻣن ﺑﯾن اﻟروﺑوت واﻹﻧﺳﺎن.

30

ﺑﺎﻟﻧﺳﺑﺔ ﻟﻠﻣﺳؤوﻟﯾﺔ ،ﻓﺑﺎﻟﻧﺳﺑﺔ ﻟﻣﺷروع ) (RoboLawﯾﺛﯾر إدﺧﺎل روﺑوت اﻟرﻋﺎﯾﺔ اﻟﺻﺣﯾﺔ
ﻓﻲ اﻟﻣراﻓﻖ اﻟﺻﺣﯾﺔ أﺳﺋﻠﺔ ﺣول اﻟﻣﺳؤوﻟﯾﺔ ﻋن اﻟﺿرر اﻟﻣﺣﺗﻣل ﺣدوﺛﮫ ﻟﻠﻣرﯾض أو اﻟﻣﻣﺎرس
اﻟطﺑﻲ أو اﻟﻣﻌدات ،ﺣﯾث ﯾﺗوﺟب ﺗﺣدﯾد ﻣن ﯾﺗﺣﻛم ﻓﻲ اﻟروﺑوت ﻓﻲ أي وﻗت.
ﻓﻲ اﻟوﻗت اﻟﺣﺎﺿر ﯾﻧﺑﻐﻲ اﻟﻧظر ﻓﻲ اﻟدﻓﺎع ﻋن ﻣﺧﺎطر اﻟﺗﻧﻣﯾﺔ ﻟﻣﺳؤوﻟﯾﺔ اﻟﻣﻧﺗﺞ ﺑﻣوﺟب
اﻟﻣﺎدة اﻟﺳﺎﺑﻌﺔ ﻣن اﻟﺗوﺟﯾﮫ اﻷورﺑﻲ  374/85/CEﺑﺷﺄن ﺗﻘرﯾب اﻟﻘواﻧﯾن واﻟﻠواﺋﺢ واﻷﺣﻛﺎم
اﻹدارﯾﺔ ﻟﻠدول اﻷﻋﺿﺎء ﻓﯾﻣﺎ ﯾﺗﻌﻠﻖ ﺑﺎﻟﻣﺳؤوﻟﯾﺔ ﻋن اﻟﻣﻧﺗﺟﺎت اﻟﻣﻌﯾﺑﺔ ،ووﻓﻘﺎ ﻟﮭذه اﻟﻣﺎدة ﻻ ﯾﺗﺣﻣل
اﻟﻣﻧﺗﺞ اﻟﻣﺳؤوﻟﯾﺔ ﺑﻣوﺟب ھذا اﻟﺗوﺟﯾﮫ إذا ﺛﺑت أن اﻟﺣﺎﻟﺔ اﻟﺗﻘﻧﯾﺔ ﻟﻠﻣﻧﺗﺞ ﻓﻲ اﻟوﻗت اﻟذي طرح ﻓﯾﮫ
ﻟﻠﺗداول ﻟم ﯾﻛن ﻣن ﺷﺄﻧﮭﺎ ﺗﻣﻛﯾن وﺟود اﻟﺧﻠل اﻟﻣراد اﻛﺗﺷﺎﻓﮫ.

31

Robotics (2020). Multi Annual Roadmap. for robotics in Europe. Call 2 ICT 24
Horizon 2020, SPARC. Retrieved 23/Nov/2020 from https://www.eurobotics.net/sparc/upload/about/files/H2020-Robotics-Multi-Annual-Roadmap-ICT2016.pdf. P. 287.
30
ISO (2019). ISO 13482:2014. Robots and robotics devices- safety requirements
for personal care robots. Retrieved 3/Nov/2019 from
https://www.iso.org/obp/ui/#iso:std:iso:13482:ed-1:v1:en
31
Eduard (2017). Id. P. 77.
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ﻓﻲ ﻋﺎم  ،2014ﺟﺎدل اﻟﺑﻌض ﺑﺄن ﻣﻔﮭوم اﻟﻣﺳؤوﻟﯾﺔ ﻓﻲ ﻣﺟﺎل اﻟروﺑوت ﻻ زال ﻏﯾر
واﺿﺢ،

32

ﻓﺎﻟﻣواﻗف اﻟرﺋﯾﺳﯾﺔ ﻓﻲ ھذا اﻟﻣﺟﺎل ،ﻻ ﺗﺗﻌﻣﻖ ﻓﻲ اﻟﻣﻌﻧﻰ اﻟﺣﻘﯾﻘﻲ ﻟﻣﺳؤوﻟﯾﺔ اﻟوﻛﯾل

اﻻﺻطﻧﺎﻋﻲ ،وﻓﻲ اﻟواﻗﻊ ﻓﺈن اﻟﻣﺳؤوﻟﯾﺔ ﻋن اﻟروﺑوت اﻟﻣﺳﺗﻘل ﺑﺄﻓﻌﺎﻟﮫ ﻗد ﺗﺣدى ﺑﺷﻛل ﻛﺑﯾر ﻣﻔﺎھﯾم
اﻟﻣﺳؤوﻟﯾﺔ اﻟﻣﻌروﻓﺔ ،ﺣﯾث ﯾرﺗﺑط ﺑﺷﻛل ﻛﺑﯾر اﻟﺣدﯾث ﻋن اﻟﻣﺳؤوﻟﯾﺔ واﻟروﺑوﺗﺎت ارﺗﺑﺎطﺎ وﺛﯾﻘﺎ
ﺑﺎﻟﺳﻠوك اﻟﻣﺳﺗﻘل ﻟﻠروﺑوﺗﺎت،

33

ﻓﺈذا ﻗﺎم اﻟروﺑوت ﺑﻣﻌﺎﻟﺟﺔ اﻟﺑﯾﺎﻧﺎت وأداء ﻣﮭﻣﺔ ﻟﻠﻣﺳﺗﺧدم ﺑﺷﻛل

ﻣﺳﺗﻘل ،ﻓﯾﺛور اﻟﺳؤال ﻋﻣن ﯾﻛون اﻟﻣﺳؤول ﻓﻲ ﺣﺎل ﺣﺻول أي ﺿرر أو ﻓﻲ ﺣﺎل ﻗﯾﺎم اﻟروﺑوت
ﺑﺎﻟﺗﺻرف ﺑﺷﻛل ﻣﺧﺗﻠف ﻋﻣﺎ ﺗﻣت ﺑرﻣﺟﺗﮫ ﻋﻠﯾﮫ ،ﻓﻘدرة اﻟروﺑوت ﻋﻠﻰ اﻟﺗﺻرف واﻟﺗﻌﻠم اﻟﻣﺳﺗﻘل
واﻟذاﺗﻲ ﻋن طرﯾﻖ اﻟﺗﺟرﺑﺔ ﺗﺗﺣدى إطﺎر اﻟﻣﺳؤوﻟﯾﺔ اﻟﺗﻘﻠﯾدي.
وﯾﻘﺻد ﺑﺎﻟﺗﻌﻠم اﻟﻣﺳﺗﻘل واﻟذاﺗﻲ ﺑﺄﻧﮫ ﻣﺟﺎل اﻟدراﺳﺔ اﻟذي ﯾﻣﻧﺢ أﺟﮭزة اﻟﻛﻣﺑﯾوﺗر اﻟﻘدرة ﻋﻠﻰ
اﻟﺗﻌﻠم دون أن ﺗﺗم ﺑرﻣﺟﺗﮭﺎ ﺑﺷﻛل واﺿﺢ ،ﻓﺎﻟﺗﻌﻠم اﻟذاﺗﻲ ﯾﻛﻣن ﻣن ﺧﻼل ﻓﮭم ﻛﯾﻔﯾﺔ ﺑﻧﺎء أﻧظﻣﺔ
اﻟﻛﻣﺑﯾوﺗر اﻟﺗﻲ ﺗﺗﺣﺳن ﺗﻠﻘﺎﺋﯾﺎ ﻣﻊ اﻟﺧﺑرة واﻟﺗﺟرﺑﺔ وﻣﺎ ھﻲ اﻟﻘواﻧﯾن اﻷﺳﺎﺳﯾﺔ اﻟﺗﻲ ﺗﺣﻛم ﻋﻣﻠﯾﺎت
اﻟﺗﻌﻠم اﻟذاﺗﻲ،

34

وﯾﻌرف اﻟﺑرﻟﻣﺎن اﻷورﺑﻲ اﺳﺗﻘﻼﻟﯾﺔ اﻟروﺑوت ﻋﻠﻰ أﻧﮭﺎ اﻟﻘدرة ﻋﻠﻰ اﺗﺧﺎذ اﻟﻘرارات

وﺗﻧﻔﯾذھﺎ ﺑﺷﻛل ﻣﺳﺗﻘل وﺧﺎرج ﻋن اﻟﺳﯾطرة أو اﻟﺗﺄﺛﯾر اﻟﺧﺎرﺟﯾﯾن.

35

إن اﻟﺳﻠوك اﻟﻣﺳﺗﻘل ﻟﻠروﺑوت ﻗﺎد اﻟﺑﻌض إﻟﻰ اﻻﻋﺗﻘﺎد ﺑوﺟود ﻓﺟوة ﻓﻲ إطﺎر اﻟﻣﺳؤوﻟﯾﺔ
اﻟﺣﺎﻟﻲ،

36

ﺑﻣﺎ ﻓﻲ ذﻟك اﻻﺗﺣﺎد اﻷورﺑﻲ ،ﺣﯾث أﻧﮫ إذا ﺗﻌﻠﻣت اﻟروﺑوﺗﺎت أﺛﻧﺎء ﻋﻣﻠﮭﺎ ﻓﯾﻣﻛن

ﻟﻠروﺑوت أن ﯾﻘوم ﺑﺗﻐﯾﯾر اﻟﻘواﻋد اﻟﺗﻲ ﯾﺗﺻرﻓون ﻋﻠﻰ أﺳﺎﺳﮭﺎ ،اﻷﻣر اﻟذي ﯾﺟﻌل اﻟﺑﺷر ﻻ ﯾﺗﺣﻣﻠون
اﻟﻣﺳؤوﻟﯾﺔ ﻋن اﻟﺳﻠوﻛﯾﺎت اﻟﻣﺳﺗﻘﻠﺔ ﻟﻠروﺑوت ،وﻋﻠﻰ اﻟﻌﻛس ﻣن ذﻟك ،ﻓﺎﻟروﺑوﺗﺎت ھﻲ ﻣن ﯾﺟب أن
ﯾﺗﺣﻣل اﻟﻣﺳؤوﻟﯾﺔ ﻋن ﻗراراﺗﮭﺎ اﻟﻣﺳﺗﻘﻠﺔ .ﻓﻌﻧدﻣﺎ ﯾﻘوم ﺷﺧص ﺑﻘﺗل ﺷﺧص ﻣﺎ ﯾﺗم أﺧذ اﻟﺗﺻرف
Johnson, D. G. (2015). Technology with no human responsibility? Journal of
Business Ethics, 127(4). P. 707.
33
Eduard (2017). Id. P. 77.
34
Mitchell, T. M. (2006). The discipline of machine learning. Carnegie Mellon
University, School of computer science, Pennsylvania.
35
Eduard (2017). Id. P. 78.
36
Matthias, A. (2004). The responsibility gap: ascribing responsibility for the actions
of learning automata. Ethic and Information Technology, 6(3), 175-183.
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واﻟﻧﯾﺔ ﻓﻲ اﻻﻋﺗﺑﺎر ﻋﻧد اﻟﻣطﺎﻟﺑﺔ ﺑﺎﻟﻣﺳؤوﻟﯾﺔ اﻟﺟﻧﺎﺋﯾﺔ ،وﻣﻊ ذﻟك ،ﻟﯾس ﻣن اﻟواﺿﺢ ﻣن ھو اﻟﻣﺳؤول
ﻋﻧدﻣﺎ ﯾﻛون اﻟﺗﺻرف واﻟﻧﯾﺔ آﻟﯾﺎ.

37

ﻋﻼوة ﻋﻠﻰ ذﻟك ،ﯾﺛﯾر ﺗﺣﻣﯾل اﻟﻣﺳؤوﻟﯾﺔ ﻟﻠروﺑوت اﻟﻣﺳﺗﻘل اﻟﺳؤال ﺣول ﻣﻌﻧﻰ اﻟﺷﺧﺻﯾﺔ
اﻟﻘﺎﻧوﻧﯾﺔ ،أي ھل ﻣن اﻟﻣﻣﻛن ﻣﻧﺢ اﻟروﺑوت ﻧوﻋﺎ ﻣن اﻷھﻠﯾﺔ واﻟﺷﺧﺻﯾﺔ اﻟﻘﺎﻧوﻧﯾﺔ ﻧظرا ﻟﺣﻘﯾﻘﺔ أﻧﮭﺎ
ﻗد ﺗﻛون ﻣﺳؤوﻟﺔ ﻋن ﺳﻠوﻛﮭﺎ اﻟﻣﺳﺗﻘل ﻓﻲ اﻟﻣﺳﺗﻘﺑل ،ﻓﯾﺑدو أن اﻻﺳﺗﻘﻼﻟﯾﺔ واﻟﻣﺳؤوﻟﯾﺔ واﻟﺷﺧﺻﯾﺔ
اﻟﻘﺎﻧوﻧﯾﺔ ﻣﺗراﺑطﺔ ﻓﻲ ھذا اﻟﻣﺟﺎل ،ﻋﻠﻰ اﻟرﻏم ﻣن أن اﻟروﺑوﺗﺎت ﺣﺎﻟﯾﺎ ﻻ ﺗﻌﺗﺑر ﻛﯾﺎﻧﺎت ﻗﺎﻧوﻧﯾﺔ
وﺑﺎﻟﺗﺎﻟﻲ ﻻ ﯾﻣﻛن ﺗﺣﻣﯾﻠﮭﺎ اﻟﻣﺳؤوﻟﯾﺔ.
ﺟﺎدل اﻟﺑﻌض ﺑﺄن ﻛﻠﻣﺎ زاد ﻋدد اﻟﻌواﻣل اﻹﻟﻛﺗروﻧﯾﺔ اﻟﻣﺳﺗﻘﻠﺔ ﻛﻠﻣﺎ أﺻﺑﺣت اﻟﺗﻐﯾﯾرات
اﻟطﻔﯾﻔﺔ ﻓﻲ اﻟﻘﺎﻧون ﻏﯾر ﻛﺎﻓﯾﺔ ﻹﯾﺟﺎد اﻟﺣل،

38

وﻓﻲ ھذا اﻟﺻدد ﯾؤﻣن اﻟﺑرﻟﻣﺎن اﻷورﺑﻲ ﺑوﺟود

ﻓﺟوة ﻓﻲ اﻟﻣﺳؤوﻟﯾﺔ ،وﯾذﻛر ﺑوﺿوح أن اﻟﻘدرة ﻋﻠﻰ اﻟﺗﻌﻠم اﻟذاﺗﻲ ﻣن اﻟﺗﺟرﺑﺔ واﺗﺧﺎذ اﻟﻘرارات
ﺟﻌﻠت اﻟروﺑوﺗﺎت أﻛﺛر ﺗﺷﺎﺑﮭﺎ ﻣﻊ اﻟﺑﺷر اﻟذﯾن ﯾﺗﻔﺎﻋﻠون ﻣﻊ ﺑﯾﺋﺗﮭم ،ﻓﺗﺻﺑﺢ اﻟﻣﺳؤوﻟﯾﺔ اﻟﻣدﻧﯾﺔ ﻋن
اﻟﻔﻌل اﻟﺿﺎر ﻟﻠروﺑوت ﻣﺳﺄﻟﺔ ﺣﺳﺎﺳﺔ ،وﯾﻘر اﻟﺑرﻟﻣﺎن اﻷورﺑﻲ أﻧﮫ ﻓﻲ اﻹطﺎر اﻟﺗﺷرﯾﻌﻲ اﻟﺣﺎﻟﻲ
ﺳﯾﻛون ﻣن اﻟﻣﺳﺗﺣﯾل ﺗﺣﻣﯾل اﻟروﺑوﺗﺎت اﻟﻣﺳؤوﻟﯾﺔ.

39

وھﻧﺎك رأي آﺧر ﯾطﺑﻖ ﻧظﺎم اﻟﻣﺳؤوﻟﯾﺔ اﻟﺻﺎرﻣﺔ،

40

أي ﯾﻛون اﻟﺷﺧص ﻣﺳؤوﻻ ﺑﻐض

اﻟﻧظر ﻋن ﻋﻧﺻر اﻹرادة ﻣﻊ وﺟود ﻗواﻋد اﻟﺳﻠوك اﻟﻣﮭﻧﻲ واﻟﻘﯾم واﻟﻣﻌﺎﯾﯾر اﻷﺧﻼﻗﯾﺔ اﻟﺗﻲ ﺗﺣدد
ﻣﺳؤوﻟﯾﺔ ﻣﮭﻧﯾﺔ ﻣن ﺷﺄﻧﮭﺎ ﻣﻧﻊ اﻟﻣﺻﻧﻌﯾن ﻣن إﻧﺗﺎج روﺑوﺗﺎت ﻻ ﯾﻣﻛن اﻟﺳﯾطرة ﻋﻠﯾﮭﺎ،

41
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أﺻﺣﺎب ھذا اﻟرأي اﻟﺿوء ﻋﻠﻰ أن إﻧﺷﺎء ﺗﻘﻧﯾﺎت ﺟدﯾدة ﯾﺷﻣل اﻷﺷﺧﺎص اﻟذﯾن ﯾﻘررون إﻧﺷﺎء ھذه
اﻟﺗﺛﻧﯾﺎت ،واﻷﺷﺧﺎص اﻟذﯾن ﯾﻘﺑﻠون ﺑﮭﺎ.
اﻟﺷﻲء اﻟذي ﯾﺟب أن ﻧﺗﺳﺎءل ﻋﻧﮫ ھو ﻋﻠﻰ ﻣن ﯾﻘﻊ اﻟﻠوم ،ﻓﺎﻟﻧﺎس ﻻ ﯾﺗوﻗﻌون أن ﺑﻌض
اﻟﺳﻠوﻛﯾﺎت ﻟن ﺗﺣدث ﻣرة أﺧرى ،ﻟﻛﻧﮭم ﺑﺎﻟﺗﺄﻛﯾد ﯾطﻠﺑون اﻟﻘﯾﺎم ﺑﺷﻲء ﻣﺎ ﻟﺿﻣﺎن ذﻟك ،وﺑﻌﺑﺎرة
أﺧرى ،ﯾرﯾد اﻟﻧﺎس ﻣﻌرﻓﺔ ﻣن ھو اﻟﻣﺳؤول ،وﻧظرا ﻷن اﻟروﺑوﺗﺎت ﯾﺗم ﺑﻧﺎؤھﺎ واﺳﺗﺧداﻣﮭﺎ ﻣن ﻗﺑل
اﻟﻌدﯾد ﻣن اﻷﺷﺧﺎص واﻟﻛﯾﺎﻧﺎت ﻓﻘد ﯾﻛون ﻣن اﻟﺻﻌب ﻣﻌرﻓﺔ ﻣن ﯾﺟب أن ﯾﻛون ﻣﺳؤوﻻ ﻋﻧﮭﺎ.
وﯾﺟﺎد اﻟﺑﻌض ﺑﺄن اﻟﻣﺳؤوﻟﯾﺔ ﻣرﺗﺑطﺔ ارﺗﺑﺎطﺎ وﺛﯾﻘﺎ ﺑﺎﻟوﻋﻲ اﻟذاﺗﻲ ،وﻓﻲ ﺣﺎل ﻛﺎﻧت
اﻟروﺑوﺗﺎت ﻓﻲ اﻟﻣﺳﺗﻘﺑل ﯾﻣﻛﻧﮭﺎ ﺗطوﯾر ﻣﺛل ھذه اﻟﺧﺎﺻﯾﺔ ﻓﯾﻣﻛن ﻣﻧﺣﮭﺎ اﻟﺷﺧﺻﯾﺔ اﻟﻘﺎﻧوﻧﯾﺔ،

42

وﯾﻌﺗﻘد اﻟﺑﻌض أﻧﮫ ﯾﻣﻛن ﺗﺣﻣﯾل اﻟﻣﺳؤوﻟﯾﺔ ﻟوﻛﯾل أو ﻧﺎﺋب ﻗﺎﻧوﻧﻲ ،وﻣﻊ ذﻟك ﻓﺈن اﻟﻌﻘﯾدة اﻟﻘﺎﻧوﻧﯾﺔ
ﻟﯾﺳت واﺿﺣﺔ ﺑﺷﺄن ﻛﯾﻔﯾﺔ اﻟﺗﻌﺎﻣل ﻣﻊ وﺿﻊ اﻟﻧﺎﺋب اﻟﻣﺳؤول.

43

وذﻛر اﻟﺑﻌض أن ﻗدرة اﻟروﺑوﺗﺎت ﻋﻠﻰ ﻣﻌﺎﻟﺟﺔ اﻟﻣﻌﻠوﻣﺎت اﻟﺣﺳﺎﺳﺔ ﻟﻠﻣﺳﺗﺧدﻣﯾن ﻗد ﺗﻧطوي
ﻋﻠﻰ ﻣﺧﺎطر أﻛﺑر ﻋﻠﻰ اﻟﺧﺻوﺻﯾﺔ ﻣن أﻧظﻣﺔ اﻟﻣراﻗﺑﺔ ﻓﻲ دور رﻋﺎﯾﺔ اﻟﻣﺳﻧﯾن ،وﻛﺎن ھﻧﺎك اﻟﻛﺛﯾر
ﻣن اﻟﻧﻘﺎش ﺣول ﻣﺎ إذا ﻛﺎن اﻟﺣﻖ ﻓﻲ اﻟﺧﺻوﺻﯾﺔ واﻟﺣﻖ ﻓﻲ ﺣﻣﺎﯾﺔ اﻟﺑﯾﺎﻧﺎت ھو ﻧﻔﺳﮫ أم ﻻ ﻓﻲ
أورﺑﺎ،

44

وﯾرى اﻟﺑﻌض أن ﻛﻼ اﻟﺣﻘﯾن وﺟﮭﺎن ﻟﻌﻣﻠﺔ واﺣدة ﻋﻠﻰ اﻟرﻏم ﻣن اﻟﺗﻣﯾﯾز ﺑﯾن اﻟﺣﻘﯾن،

واﻟﺣﻘﯾﻘﺔ ھﻲ أن ﻧطﺎق اﻟﺣﻖ ﻓﻲ اﻟﺧﺻوﺻﯾﺔ ﻛﺑﯾر وﻻ ﯾﺷﻣل اﻟﺣﻖ ﻓﻲ ﺣﻣﺎﯾﺔ اﻟﺑﯾﺎﻧﺎت ﻓﻘط ،وﻟﻛت
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أﯾﺿﺎ ﯾﺷﻣل أﻧواع أﺧرى ﻣن اﻟﺧﺻوﺻﯾﺔ؛ ﺟﺳدﯾﺔ ،ﻣﻛﺎﻧﯾﺔ ،اﺗﺻﺎﻟﯾﺔ ،ﻣﻠﻛﯾﺔ ﻓﻛرﯾﺔ ،ﺳﻠوﻛﯾﺔ
وﻏﯾرھﺎ.

45

ﯾﻘﺗرح ﻣﺷروع ) (RoboLawﺑﻌض اﻟﺣﻘوق اﻟﺗﻲ ﯾﺟب وﺿﻌﮭﺎ ﻋﻧد اﺳﺗﺧدام روﺑوت
اﻟﻌﻧﺎﯾﺔ اﻟﺷﺧﺻﯾﺔ ،ﻛﺎﻟﺣﻖ ﻓﻲ ﻋدم إﻋﺎدة اﺳﺗﺧدام اﻟروﺑوت ،وﺗﻘﯾﯾد ﻣﻌﺎﻟﺟﺔ اﻟﺑﯾﺎﻧﺎت اﻟﺷﺧﺻﯾﺔ
وﺗﺧزﯾﻧﮭﺎ ،وﯾﺟب أن ﺗﺳﺗﻣر اﻟﻣراﻗﺑﺔ ﻓﻘط ﻓﻲ ﺣﺎﻻت ﺿﻌف ﺻﺣﺔ اﻷﺷﺧﺎص اﻟﻣﺳﺗﺧدﻣﯾن ،وﯾﺟب
أﯾﺿﺎ ﺗﺻﻣﯾم اﻟﺧﺻوﺻﯾﺔ اﻓﺗراﺿﯾﺎ ﻋﻠﻰ اﻟﻧﺣو اﻟﻣطﻠوب ﻓﻲ اﻟﻼﺋﺣﺔ اﻷورﺑﯾﺔ ﺑﺷﺄن ﺣﻣﺎﯾﺔ اﻟﺑﯾﺎﻧﺎت
)،GDPR) 2016/679

46

ﺣﯾث أن اﻟﺧﺻوﺻﯾﺔ ﺣﺳب اﻟﺗﺻﻣﯾم ھﻲ ﻓﻛرة ﻣﻔﮭوم ﺗم ﺗطوﯾره ﻓﻲ

اﻟﺗﺳﻌﯾﻧﺎت ووﻟد ﻓﻲ إطﺎر ﻓﻛرة أن ﻣﺟرد اﻻﻣﺗﺛﺎل ﻟﻠواﺋﺢ ﻻ ﯾﻣﻛن أن ﯾﺿﻣن ﺣﻣﺎﯾﺔ اﻟﺧﺻوﺻﯾﺔ،
وﻟﻛن إدراج ھذه اﻟﻔﻠﺳﻔﺔ ﻓﻲ طرﯾﻘﺔ ﻋﻣل اﻟروﺑوت ﯾﻣﻛن أن ﯾﻔﻌل ذﻟك .وﻋﻠﻰ اﻟرﻏم ﻣن ﻋدم وﺟود
ﺗﻧظﯾم ﻣﻠﻣوس ﻟﻣراﻗﺑﺔ اﻟﺑﯾﺎﻧﺎت ،ﻓﺈن ھذا اﻟﻣﺑدأ ﻣﻠزم ﺑﻌد اﻟﻼﺋﺣﺔ اﻟﻌﺎﻣﺔ ﻟﺣﻣﺎﯾﺔ اﻟﺑﯾﺎﻧﺎت
))،GDPR

47

وﺳﯾﻠزم ھذا اﻟﻣﺑدأ اﻟروﺑوت ﻋﻧد اﻟﺗﺧطﯾط ﻟﻣﻌﺎﻟﺟﺔ اﻟﺑﯾﺎﻧﺎت ﻟﺗﻧﻔﯾذ اﻟﺗداﺑﯾر اﻟﻣﻧﺎﺳﺑﺔ

ﻟﺿﻣﺎن أن ﺟﻣﯾﻊ ﻣﺗطﻠﺑﺎت اﻟﻼﺋﺣﺔ ﻗد اﺳﺗوﻓﯾت ،ﻓﯾﺟب أن ﯾﻛون ھذا اﻟﺗﻧﻔﯾذ ﻧﺷطﺎ ﻣﺛل اﻹﻋداد
اﻻﻓﺗراﺿﻲ اﻟﻣﺿﻣن ﻓﻲ اﻟﺗﺻﻣﯾم وﯾوﻓر ﺣﻣﺎﯾﺔ ﻛﺎﻣﻠﺔ وﯾﺗﻣﺣور ﺣول اﻟﻣﺳﺗﺧدم ،دون اﻹﻋﻔﺎء ﻣن
اﻟﻣﺳؤوﻟﯾﺔ.

48

ﻧظرا ﻟﺗطور ودﻣﺞ اﻟﺗﻛﻧوﻟوﺟﯾﺎ ،ﻣن اﻟﻣﻣﻛن أن ﯾﻛون ھﻧﺎك إﻣﻛﺎﻧﯾﺔ اﻟوﺻول إﻟﻰ ﻣﻌﺎﻟﺞ
اﻟﺑﯾﺎﻧﺎت اﻟﺳﺣﺎﺑﯾﺔ ﻣﺛل إﻧﺗرﻧت اﻷﺷﯾﺎء ،ﻓﻲ اﻟﻧﮭﺎﯾﺔ ﺳﯾﻛون ھﻧﺎك اﺳﺗﺷﻌﺎر ﻣﺗﻛﺎﻣل ﻟﻠرﻋﺎﯾﺔ اﻟﺻﺣﯾﺔ
ﺳﯾوﻓر ﺑﯾﺎﻧﺎت ﻗﯾﻣﺔ ﻷﻧظﻣﺔ اﺗﺧﺎذ اﻟﻘرار ،وھو ﻣﺎ ﺳﯾؤدي إﻟﻰ ﺗﺣدي اﻟﺣﻘوق اﻷﺧرى اﻟﺗﻲ ﺗﻧص
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ﻋﻠﯾﮭﺎ اﻟﻼﺋﺣﺔ اﻟﻌﺎﻣﺔ ﻟﺣﻘوق اﻟﺑﯾﺎﻧﺎت ﻣﺛل اﻟﺣﻖ ﻓﻲ اﻟﻧﺳﯾﺎن ،واﻟﺣﻖ اﻟذي ﯾﺳﻣﺢ ﻟﺣذف ﺑﯾﺎﻧﺎت
اﻟﻣوﺿوع ﺑﺎﻟﻛﺎﻣل وﯾﻠزم ﻣراﻗب اﻟﺑﯾﺎﻧﺎت ﺑﺎﻟﻘﯾﺎم ﺑذﻟك ،وﯾﻌﺗﻘد اﻟﺑﻌض أن اﻟﺣﻖ ﻓﻲ اﻟﻧﺳﯾﺎن ﯾﺗﺣدى
ﺧﺎﺻﯾﺔ اﻟﺗﻌﻠم اﻟذاﺗﻲ اﻟﺗﻲ ﺗﺗﻣﺗﻊ ﺑﮭﺎ اﻟروﺑوﺗﺎت اﻟﻣﺳﺗﻘﻠﺔ.

49

وﺟدﯾر ﺑﺎﻟذﻛر أن اﻟﺑرﻟﻣﺎن اﻷورﺑﻲ ذﻛر ﻓﻲ ﻣﺳودﺗﮫ أن اﻟﺛورة اﻟﺗﻛﻧوﻟوﺟﯾﺔ ﻓﻲ اﻟروﺑوﺗﺎت
ﯾﻣﻛن أن ﺗؤﺛر ﻋﻠﻰ ﻛراﻣﺔ اﻹﻧﺳﺎن ،وأﻧﮫ ﻋﻠﻰ اﻟرﻏم ﻣن ﺻﻌوﺑﺔ ﺗﻘدﯾر وﺗﻘﯾﯾم ھذا اﻟﺗﺄﺛﯾر إﻻ أﻧﮫ
ﯾﺟب اﻟﻧظر ﻓﯾﮫ إذا ﻣﺎ ﺣﻠت روﺑوﺗﺎت اﻟﻌﻧﺎﯾﺔ اﻟﺻﺣﯾﺔ ﻣﺣل اﻟﺑﺷر،

50

وذﻟك ﺑﺳﺑب أن روﺑوﺗﺎت

اﻟﻌﻧﺎﯾﺔ اﻟﺻﺣﯾﺔ ﯾﻣﻛن أن ﺗﻘﻠل ﻣن اﻻﺗﺻﺎل اﻟﺑﺷري ،وھذا ﯾؤﺛر ﻟﯾس ﻓﻘط ﻋﻠﻰ اﻟﻣﺳﺗﺧدم )ﻣﺗﻠﻘﻲ
اﻟرﻋﺎﯾﺔ( وﻟﻛن أﯾﺿﺎ ﻋﻠﻰ اﻷﺷﺧﺎص اﻟذﯾن ﯾطﺑﻘون ھذه اﻟﺗﻘﻧﯾﺔ )ﻣﻘدم اﻟرﻋﺎﯾﺔ(.

51

اﻟﻣطﻠب اﻟﺛﺎﻧﻲ :اﻟﻧظﺎم اﻟﻘﺎﻧوﻧﻲ اﻟﺣﺎﻟﻲ ﻟﻠروﺑوﺗﺎت اﻟﺟراﺣﯾﺔ
ﺗﻌد اﻟروﺑوﺗﺎت اﻟﺟراﺣﯾﺔ ﺳوﻗﺎ ﻣﺗﻧﺎﻣﯾﺎ ﯾﺑﻠﻎ ﺣواﻟﻲ  3ﻣﻠﯾﺎرات دوﻻر ﺳﻧوﯾﺎ،

52

وﺗﻣﺛل

ﺷرﻛﺔ ) (Intuitive Surgicalاﻟﻼﻋب اﻟرﺋﯾﺳﻲ ﻓﻲ ھذا اﻟﺳوق ،واﻟﺗﻲ أطﻠﻘت روﺑوت ) da
 (Vinciاﻟذي ﺗم اﺳﺗﺧداﻣﮫ ﻓﻲ أﻛﺛر ﻣن ) (600,000ﻋﻣﻠﯾﺔ ﺟراﺣﯾﺔ ﻓﻲ ﻋﺎم 2014،

53

ﺣﯾث

ﯾﺳﺗﺧدم ھذا اﻟروﺑوت ﻓﻲ اﻟﺟراﺣﺔ طﻔﯾﻔﺔ اﻟﺗوﻏل ،إﻻ أن اﻟدراﺳﺎت أﺛﺑﺗت ﻋﻠﻰ أﻧﮫ ﻣن ﺑﯾن 400

Malle, B., Kieseberg, P., Weippl, E., & Holzinger, A. (2016). The right to be
forgotten: towards machine learning on perturbed knowledge bases. In
International Conference on Availability, Reliability, and Security (pp. 251-266).
Springer.
50
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Clark, R. A., Inglis, S. C., McAlister, F. A., Cleland, J. G., & Stewart, S. (2007).
Telemonitoring or structured telephone support programmes for patients with
chronic heart failure: systematic review and meta-analysis. British Medical
Journal, 334(76), 942-953.
52
Bccresearch (2021). Medical Robotics and Computer-Assisted Surgery: The
Global Market. Retrieved 8/February/2021 from
https://www.bccresearch.com/market-research/healthcare/medical-roboticsmrcas-market.html
53
PHX (2015). Intuitive Surgical, Annual Report 2014. Retrieved 17/Nov/2020 from
http://phx.corporateir.net/External.File?item=UGFyZW50SUQ9Mjc0MjUxfENoaWxkSUQ9LTF8
49
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دراﺳﺔ ﻧﺷرت ﺣول اﻟﻣﻘﺎرﻧﺔ ﺑﯾن اﻟﻌﻣﻠﯾﺎت اﻟﺟراﺣﯾﺔ ﺑﻣﺳﺎﻋدة اﻟروﺑوت واﻟﻌﻣﻠﯾﺎت اﻟﺗﻘﻠﯾدﯾﺔ ،ﻓﺈن
ﻣﺛﺎﻻ واﺣدا ﻓﻘط ﻗﺎل إن روﺑوت داﻓﻧﺷﻲ ﻛﺎن أﻓﺿل ﺑﺷﻛل واﺿﺢ.

54

وﻋﻠﻰ اﻟرﻏم ﻣن ﺗطور اﻟروﺑوﺗﺎت اﻟﺟراﺣﯾﺔ وإﺣداﺛﮭﺎ ﺛورة ﺻﻧﺎﻋﯾﺔ ،ﻓﺈن اﻟروﺑوﺗﺎت
اﻟﻣﺳﺗﻘﻠﺔ ﻟم ﺗﺻل ﺑﻌد إﻟﻰ ﻏرف اﻟﻌﻣﻠﯾﺎت ،ﺣﯾث ﺗﺷﯾر وﻛﺎﻟﺔ اﻟدواء اﻷﻣرﯾﻛﯾﺔ ) (FDAإﻟﻰ أن
اﻷﻧظﻣﺔ اﻟروﺑوﺗﯾﺔ اﻟﺣﺎﻟﯾﺔ )ﻧظﺎم داﻓﻧﺷﻲ( ﻻ ﺗﻌﺗﺑر روﺑوﺗﺎت ﺟراﺣﯾﺔ ،ﻷن اﻟطﺑﯾب اﻟﺟراح اﻟﺑﺷري
ھو ﻣن ﯾوﺟﮫ اﻟروﺑوت وﯾﻧظم ﻋﻣﻠﯾﮫ ،ﺑﺣﯾث ﻻ ﯾﻛون اﻟروﺑوت ﻣﺳﺗﻘﻼ.

55

إﻻ أن ھﻧﺎك اﻟﻌدﯾد ﻣن اﻟﻣﺣﺎوﻻت واﻟﺗﺟﺎرب ﻹﺣﯾﺎء اﻟروﺑوﺗﺎت اﻟﺟراﺣﯾﺔ اﻟﻣﺳﺗﻘﻠﺔ
وإدﺧﺎﻟﮭﺎ إﻟﻰ اﻟﺳوق وإﻟﻰ ﻏرف اﻟﻌﻣﻠﯾﺎت ،وﻛﻣﺛﺎل ﻋﻠﻰ ذﻟك ،ﯾﻌﻣل ﻣﺧﺗﺑر ) (Brain Toolﻋﻠﻰ
ﺗطوﯾر روﺑوت ﻹزاﻟﺔ أورام اﻟدﻣﺎغ ﺑﺷﻛل ﻣﺳﺗﻘل،

56

ﻛﻣﺎ ﺗﻌﺎوﻧت ﺷرﻛﺔ ) & Johnson

 (Johnsonﻣﻊ ﺷرﻛﺔ ) (Googleإﻟﻰ ﺧﻠﻖ ﻣﺎ ﯾﺳﻣﻰ )ﻣﺳﺗﻘﺑل اﻟﺟراﺣﺔ( ﻣن ﺧﻼل اﻟﺟﻣﻊ ﺑﯾن
اﻟﺧﺑرة واﻟذﻛﺎء اﻻﺻطﻧﺎﻋﻲ وﺗﻌﻠم اﻵﻟﺔ اﻟذاﺗﻲ،

57

ﻣن ﺧﻼل إﺟراء ﺗﺟﺎرب ﺟراﺣﯾﺔ ﻋﻠﻰ ﻋﻣﻠﯾﺎت

اﻟﻌظﺎم واﻷذن واﻟﺧﯾﺎطﺔ اﻟﺟراﺣﯾﺔ و ﺧزﻋﺎت اﻟرﺋﺔ ،ﺣﯾث ﺳﺗﻘدم ھذه اﻟﻧﻣﺎذج ﻣﺛﺎﻻ ﺣﻘﯾﻘﯾﺎ ﻋن
اﻟروﺑوت اﻟﺟراﺣﻲ اﻟﻣﺳﺗﻘل.

58

وھﻧﺎك ﺛﻼﺛﺔ أﻧواع ﻣن أﻧظﻣﺔ اﻟﺟراﺣﺔ اﻟروﺑوﺗﯾﺔ وھﻲ؛ أﻧظﻣﺔ اﻟﺟراﺣﺔ اﻟروﺑوﺗﯾﺔ
اﻟﺧﺎﺿﻌﺔ ﻟﻠرﻗﺎﺑﺔ واﻹﺷراف ،وأﻧظﻣﺔ اﻟﺟراﺣﺔ ﻋن ﺑﻌد )داﻓﻧﺷﻲ( ،وأﻧظﻣﺔ اﻟﺟراﺣﺔ اﻟروﺑوﺗﯾﺔ ذات
Barbash, G. I. (2010). New technology and health care costs-the case of robotassisted surgery. The New England Journal of Medicine, 363(8), 701-715.
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FDA (2017). Discussion Paper: Robotically-Assisted Surgical Devices. Retrieved
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ces/UCM454811.pdf
56
David, B. (2016). Automating Surgery: The Law of Autonomous Surgical Robots.
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Majdani, O., Rau, T. S., Baron, S., Eilers, H., Baier, C., Heimann, B., & Leinung,
M. (2009). A robot-guided minimally invasive approach for cochlear implant
surgery: preliminary results of a temporal bone study. International Journal of
Computer Assisted Radiology and Surgery, 4(5), 475-486.
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Leonard, S., Wu, K. L., Kim, Y., Krieger, A., & Kim, P. C. (2014). Smart tissue
anastomosis robot (STAR): A vision-guided robotics system for laparoscopic
suturing. IEEE Transactions on Biomedical Engineering, 61(4), 1305-1317.
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اﻟﺗﺣﻛم اﻟﻣﺷﺗرك .وﺗﻌﺗﺑر أﻧظﻣﺔ اﻟﺟراﺣﺔ اﻟروﺑوﺗﯾﺔ ھﻲ أﻛﺛر أﻧظﻣﺔ اﻟﺟراﺣﺔ آﻟﯾﺔ ﻣن ﺑﯾن اﻷﻧواع
اﻟﺛﻼﺛﺔ ،وﯾﺟب ﻋﻠﻰ اﻟﺟراﺣﯾن اﻟﻘﯾﺎم ﺑﻌﻣل ﺗﺣﺿﯾري ﻣﻛﺛف ﻣﻊ اﻟﻣرﺿﻰ ﻗﺑل أن ﯾﺗﻣﻛن اﻟروﺑوت
ﻣن اﻟﻌﻣل ،ﺣﯾث أن اﻟروﺑوت اﻟﺟراﺣﻲ ھﻧﺎ ﯾﺗﺑﻊ ﻣﺟﻣوﻋﺔ ﻣﺣددة ﻣن اﻟﺗﻌﻠﯾﻣﺎت ﻋﻧد إﺟراء
اﻟﺟراﺣﺔ،

59

ﺣﯾث ﯾﻘوم اﻟﺟراح ﺑﺈدﺧﺎل اﻟﺗﻌﻠﯾﻣﺎت إﻟﻰ اﻟروﺑوت ﺑﺷﻛل ﻻ ﯾﻛون ﻓﯾﮫ ﻣﺟﺎل ﻟﻠﺧطﺄ،

ﻷن ھذه اﻟروﺑوﺗﺎت ﻻ ﯾﻣﻛن إﺟراء ﺗﻌدﯾﻼت ﻋﻠﻰ اﻟﻣﻌﻠوﻣﺎت اﻟﻣدﺧﻠﺔ إﻟﯾﮭﺎ ﻓﻲ اﻟوﻗت اﻟﻼزم إذا ﻣﺎ
ﺣدث ﺷﻲء ﺧطﺄ أﺛﻧﺎء اﻟﺟراﺣﺔ.
اﻟﺟراﺣﺔ اﻟروﺑوﺗﯾﺔ ﺷﯾوﻋﺎ،

61

60

أﻣﺎ ﻧظم اﻟﺟراﺣﺔ ﻋن ﺑﻌد )ﻧظﺎم داﻓﻧﺷﻲ( ھو أﻛﺛر أﻧظﻣﺔ

وﻓﻲ ھذا اﻟﻧظﺎم ﻓﺈن اﻟطﺑﯾب اﻟﺟراح ھو ﻣن ﯾوﺟﮫ ﺣرﻛﺎت اﻟروﺑوت،

ﺣﯾث ﯾوﻓر ھذا اﻟﻧظﺎم ﺗﺳﮭﯾﻼت أﻛﺑر ﻟﻠﺟراح ﻓﻲ إﺟراء اﻟﻌﻣﻠﯾﺎت أﻛﺛر ﻣن اﻟﻌﻣﻠﯾﺎت اﻟﺟراﺣﯾﺔ
اﻟﺗﻘﻠﯾدﯾﺔ دون اﻟﺣﺎﺟﺔ إﻟﻰ إﺟراء ﺷﻘوق ﻛﺑﯾرة ﻓﻲ اﻟﺟﺳم ،وھذا اﻟﻧظﺎم ھو أول ﻧظﺎم آﻟﻲ ﻣﺳﻣوح ﺑﮫ
ﻓﻲ ﻏرف اﻟﻌﻣﻠﯾﺎت ﻓﻲ أﻣرﯾﻛﺎ.

62

أﻧظﻣﺔ اﻟﺟراﺣﺔ اﻟروﺑوﺗﯾﺔ ذات اﻟﺗﺣﻛم اﻟﻣﺷﺗرك ﺗﺳﺎﻋد اﻟﺟﺎرﺣﯾن

أﺛﻧﺎء اﻟﺟراﺣﺔ ،ﻟﻛن اﻟﺟراح ﯾﻘوم ﺑﻣﻌظم اﻟﻌﻣل ﺑﻣﻔرده ،ﺣﯾث ﯾراﻗب ھذا اﻟﻧظﺎم أداء اﻟﺟراح وﯾوﻓر
اﻻﺳﺗﻘرار واﻟدﻋم ﻟﻠﺟراح.

63

ﺗم اﺳﺗﺧدام اﻟروﺑوﺗﺎت اﻟﺟراﺣﯾﺔ ،وﺑﺎﻷﺧص روﺑوت )داﻓﻧﺷﻲ( ﻛوﺳﯾﻠﺔ ﻹﺟراء اﻟﻌدﯾد ﻣن
اﻟﻌﻣﻠﯾﺎت اﻟﺟراﺣﯾﺔ ﻣﻧذ ﻋﺎم  ،2002وﻗد ﺗم ﻣﻼﺣظﺔ اﻟﻌدﯾد ﻣن اﻟﺟواﻧب اﻹﯾﺟﺎﺑﯾﺔ ﻣن ﻗﺑل
اﻟﺟراﺣﯾن واﻟﻌﻠﻣﺎء طوال ھذا اﻟوﻗت ،وﻣن اﻟﻣزاﯾﺎ اﻟواﺿﺣﺔ أن اﺳﺗﺧدام اﻟروﺑوﺗﺎت اﻟﺟراﺣﯾﺔ ﻣن
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ﺷﺄﻧﮫ ﺗﻘﻠﯾل أﻋداد اﻷطﺑﺎء واﻟﻣﻣرﺿﯾن واﻟﻌﺎﻣﻠﯾن ﻓﻲ ﻏرف اﻟﻌﻣﻠﯾﺎت،

64

واﻟﺳﻣﺎح ﻟﻸطﺑﺎء ﺑﺎﻟﻘدرة

ﻋﻠﻰ اﻟﻌﻣل ﻟﺳﺎﻋﺎت أطول ،ﻛﻣﺎ أﻧﮫ ﯾﻘﻠل اﻟﺗﻛﻠﻔﺔ اﻟطﺑﯾﺔ ﻟﻠﻣرﯾض ﻋﻠﻰ اﻟﻣدى اﻟطوﯾل ،ﻛﻣﺎ أن
اﻟﺟراﺣﯾﺔ اﻟروﺑوﺗﯾﺔ ﺗﺗﻣﺗﻊ ﺑﺎﻟﻌدﯾد ﻣن اﻟﻣزاﯾﺎ ﻣﻘﺎرﻧﺔ ﺑﺎﻟﺟراﺣﺔ اﻟﺗﻘﻠﯾدﯾﺔ ،ﻣن ﺣﯾث إﺣداث ﺷﻘوق أﻗل
وأﺻﻐر ﻓﻲ ﺟﺳد اﻟﻣرﯾض ﻛﻣﺎ أﻧﮭﺎ ﻋﺎدة ﻣﺎ ﺗﻛون أﻛﺛر دﻗﺔ.

65

وﯾﺟﺎدل اﻟﺑﻌض ﺑﺄن اﻟﺟراﺣﺔ ﺑﻣﺳﺎﻋدة اﻟروﺑوت ﻗد ﺗﻛون أﻛﺛر ﺗﻛﻠﻔﺔ ﻣن اﻟطرق اﻟﺗﻘﻠﯾدﯾﺔ،
وﻣﻊ ذﻟك ﻓﺈﻧﮭﺎ ﻻ ﺗؤدي ﺑﺎﻟﺿرورة إﻟﻰ ﺗﺣﺳﯾن ﻧﺗﺎﺋﺞ اﻟﻣرﺿﻰ ﻋﻠﻰ اﻟﻣدى اﻟطوﯾل ،ﺣﯾث ﻧﺷرت
دراﺳﺔ ﺑﺄن ﻣﺗوﺳط ﺗﻛﻠﻔﺔ اﻟﻌﻣﻠﯾﺎت ﺑﺎﺳﺗﺧدام اﻟروﺑوت ﻛﺎن ) 8,868دوﻻر( ،ﻣﻘﺎرﻧﺔ ﺑﻣﺑﻠﻎ
) 6,679دوﻻر( ﻓﻲ اﻟﻌﻣﻠﯾﺎت اﻷﺧرى ،وﻋﻠﻰ اﻟرﻏم ﻣن أن اﻟﺟراﺣﺔ ﺑﻣﺳﺎﻋدة اﻟروﺑوت ﺗﺳﺎﻋد
اﻟﻣرﺿﻰ ﻋﻠﻰ ﻣﻐﺎدرة اﻟﻣﺷﻔﻰ ﺧﻼل ﯾوﻣﯾن ﻓﻘط ،إﻻ أﻧﮫ ﻟم ﯾﻛن ھﻧﺎك اﺧﺗﻼف ﻛﺑﯾر ﻓﻲ اﻟﺗداﺑﯾر
اﻷﺧرى ﻣﺛل اﻟﻣﺿﺎﻋﻔﺎت اﻟﻌﻼﺟﯾﺔ وﻣﻌدﻻت ﻧﻘل اﻟدم وﻏﯾرھﺎ.

66

وﻣﻊ ﺗﻘدم اﻟروﺑوﺗﺎت إﻟﻰ ﻣﺳﺗوﯾﺎت أﻋﻠﻰ ﻣن اﻻﺳﺗﻘﻼﻟﯾﺔ ،ﺑدأ ﻋﻠﻣﺎء اﻟﻘﺎﻧون ﯾدرﻛون أن
اﻟروﺑوﺗﺎت ﺗﺷﻛل ﺗﮭدﯾدا ﻣدﻣرا ﻟﻠﻣذاھب واﻷﻧظﻣﺔ اﻟﻘﺎﻧوﻧﯾﺔ اﻟﻘﺎﺋﻣﺔ ،ﻣﻣﺎ دﻓﻊ اﻟﻌدﯾد ﻣن أﺳﺎﺗذة
اﻟﻘﺎﻧون ﻟدراﺳﺔ أﺛر ﺗطور اﻟروﺑوﺗﺎت اﻟﺟراﺣﯾﺔ ﻓﻲ اﻟﻧظﺎم اﻟﻘﺎﻧوﻧﻲ اﻟﺣﺎﻟﻲ واﻟﻣﺳﺗﻘﺑﻠﻲ.
ﯾﻣﻛن وﺻف ﻣﺻطﻠﺢ )اﻟﺗﻧظﯾم( ﺑﺄﻧﮫ ﻣﺣﺎوﻟﺔ ﻣﻘﺻودة ﻟﻠﺗﺄﺛﯾر ﻋﻠﻰ ﺳﻠوك اﻷﺷﺧﺎص أو
اﻟﻛﯾﺎﻧﺎت اﻷﺧرى ذات اﻟﻘدرة اﻟﻘﺎﻧوﻧﯾﺔ ﻋﻠﻰ اﻟﺗﺻرف ،وﯾظﮭر ھذا اﻟﺗﻌرﯾف أﻧﮫ ﻋﻠﻰ اﻟرﻏم ﻣن أﻧﻧﺎ
ﻗد ﻧﻣﯾل إﻟﻰ اﻟﺣدﯾث ﻋن )ﺗﻧظﯾم اﻟروﺑوﺗﺎت( إﻻ أن اﻟروﺑوﺗﺎت ﻧﻔﺳﮭﺎ ﻟﯾﺳت ھﻲ اﻟﮭدف ﻟﻠﺗدﺧل
اﻟﺗﻧظﯾﻣﻲ،
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ﻋﻠﻰ اﻷﻗل ﻟﯾس ﺣﺗﻰ ﺗﻛﺗﺳب اﻟروﺑوﺗﺎت اﻷھﻠﯾﺔ اﻟﻘﺎﻧوﻧﯾﺔ واﻟﺗﻲ ﻗد ﺗﻛﺗﺳﺑﮭﺎ ﻋﻠﻰ اﻟﻣدى

Chang, L., Satava, R. M., Pellegrini, C. A., & Sinanan, M. N. (2003). Robotic
surgery: identifying the learning curve through objective measurement of skill.
Surgical Endoscopy and other Interventional Techniques, 17(11), 1744-1748.
65
Richard, S. (2006). How the Future of Surgery is Changing: Robotics, telesurgery,
surgical simulators and other advanced technologies. Retrieved 5/Jan/2020 from
http://depts.washington.edu/surg/biointel/Future-of-Surgery-0606.pdf
66
Howe, R. D., & Matsuoka, Y. (1999). Robotics for surgery. Annual Review of
Biomedical Engineering, 1(1), 211-240.
67
Leenes, R., & Lucivero, F. (2014). Id.
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اﻟطوﯾل،

68

وﻟﻛن اﻟﻣﻘﺻود ھو اﻷﺷﺧﺎص اﻟذﯾن ﯾﺻﻣﻣون اﻟروﺑوﺗﺎت ،وﯾطرح اﻟﺑﻌض أرﺑﻊ أدوات

ﺗﻧظﯾﻣﯾﺔ ﻟﺗﻧظﯾم اﻟروﺑوﺗﺎت ،وھﻲ اﻟﻘﺎﻧون واﻷﻋراف اﻻﺟﺗﻣﺎﻋﯾﺔ واﻟﺳوق اﻻﻗﺗﺻﺎدﯾﺔ واﻟﮭﻧدﺳﺔ
اﻟﺗﻘﻧﯾﺔ ،وﻛل أداة ﺗﻧظﯾﻣﯾﺔ ﻟﮭﺎ دور ﻓﻲ ﺗﻧظﯾم اﺳﺗﺧدام اﻟروﺑوﺗﺎت ،وﻟﻛن ﻻ ﯾوﺟد طرﯾﻘﺔ ﺗﻧظﯾﻣﯾﺔ
ﻣﻧﺎﺳﺑﺔ ﺑﺷﻛل ﻣﺛﺎﻟﻲ ﻟﻠﺗﻌﺎﻣل ﻣﻊ اﻟﺗﺣدﯾﺎت اﻟﻣﺳﺗﻘﺑﻠﯾﺔ ﻟﻠروﺑوﺗﺎت.

69

وﯾﻣﺛل اﻟﻘﺎﻧون اﻟﺗﺣدي اﻟﺗﻧظﯾﻣﻲ اﻟرﺋﯾﺳﻲ ﻓﻲ ﺗﻧظﯾم اﻟﺗﻛﻧوﻟوﺟﯾﺎ وﻣواﻛﺑﺔ اﻟﺗطورات
اﻟﺗﻛﻧوﻟوﺟﯾﺔ ،ﺣﯾث أن ھﻧﺎك ﺷﻛوى ﺷﺎﺋﻌﺔ ﺗﺗﻣﺛل ﻓﻲ أن اﻟﻘﺎﻧون ﯾﺗﺧﻠف داﺋﻣﺎ ﻋن اﻟﺗطور
اﻟﺗﻛﻧوﻟوﺟﻲ،

70

ﻛﻣﺎ أن ھﻧﺎك ﻣن ﯾﻧﺎدي ﺑﺄﻧﮫ ﻻ ﯾﻧﺑﻐﻲ ﺗﻧظﯾم اﻟﺗﻛﻧوﻟوﺟﯾﺎ ،ﺑل ﯾﺟب ﺗﻧظﯾم اﻵﺛﺎر

اﻟﺿﺎرة ﻟﮭﺎ ،وﻟﺗﺣﻘﯾﻖ ذﻟك ﯾﺟب أن ﺗﻛون اﻟﻘواﻧﯾن ﻣﺣﺎﯾدة ﻣن اﻟﻧﺎﺣﯾﺔ اﻟﺗﻛﻧوﻟوﺟﯾﺔ ،ﻛﻣﺎ أن اﻟﺗﺷرﯾﻊ
اﻟﺳﺎﺑﻖ ﻷواﻧﮫ واﻟﺗطﻔل ﻗد ﯾﻌﯾﻖ اﻟﺗﻘدم اﻟﻌﻠﻣﻲ وﯾﻣﻧﻊ ﺗﺣﻘﯾﻖ اﻟﻣزاﯾﺎ اﻟﺗﻛﻧوﻟوﺟﯾﺔ اﻟﻣﺣﺗﻣﻠﺔ وﯾﺛﻘل
ﻛﺎھل اﻟﺗﻧﺎﻓﺳﯾﺔ.

71

ﻣﻊ ظﮭور ﻛل ﺗﻘﻧﯾﺔ ﺟدﯾدة ،ﯾﻣﻛن ﺳﻣﺎع اﻟﻧداء اﻟذي ﯾﺗﺧﻠف ﻋﻧﮫ اﻟﻘﺎﻧون ﻛرد ﻓﻌل ﻏﯾر
ﻣﺑﺎﺷر ،إﻻ أﻧﮫ ﻏﺎﻟﺑﺎ ﻣﺎ ﯾﺗﺑﯾن أن اﻷطر اﻟﻘﺎﻧوﻧﯾﺔ اﻟﺣﺎﻟﯾﺔ ﻗوﯾﺔ ﻧﺳﺑﯾﺎ ،وﺗﻌﺎﻣﻠت ﻣﻊ اﻟﻌدﯾد ﻣن
اﻟﺗطورات اﻟﺗﻛﻧوﻟوﺟﯾﺔ ﺑﺷﻛل ﻣرض ﺗﻣﺎﻣﺎ.

72

وﯾؤﺛر اﻟﻘﺎﻧون ﻋﻠﻰ ﻣﺎذا وﻛﯾف ﺗﺗطور اﻟﺗﻛﻧوﻟوﺟﯾﺎ،

ﻓﻣﺛﻼ إن ﻣﺑدأ اﻟﻣﺳؤوﻟﯾﺔ ﻋن اﻟﻣﻧﺗﺞ ﻟﮭﺎ أﺛر ﻛﺑﯾر ﻋﻠﻰ ﺗطور اﻟﻣرﻛﺑﺎت ذاﺗﯾﺔ اﻟﻘﯾﺎدة ﻓﯾﻣﺎ ﯾﺗﻌﻠﻖ
ﺑﺗﻧظﯾم اﻷﺿرار اﻟﺗﻲ ﺗﺗﺳﺑب ﺑﮭﺎ ھذه اﻟﻣرﻛﺑﺎت.
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وﻛﻣﺟﺎل ﯾﻣﻛن أن ﻧرى ﻓﯾﮫ ﺑﻌض اﻟﻣﺷﺎﻛل اﻟﺗﻧظﯾﻣﯾﺔ ھو ﻣﺟﺎل اﻟروﺑوﺗﺎت اﻟﺟراﺣﯾﺔ ،اﻟﺗﻲ
ﺗﻌﺗﺑر ﺟدﯾدة ﻧﺳﺑﯾﺎ وﻟﻛﻧﮭﺎ ﻓﻲ ﺗطور ﻣﺳﺗﻣر ،ﻓﻔﻲ اﻻﺗﺣﺎد اﻷورﺑﻲ ﻻ ﯾوﺟد ﺗﻧظﯾم ﻣﺣدد ﻟﮭذه اﻟﻔﺋﺔ
ﻣن اﻟروﺑوﺗﺎت ،وﻣن وﺟﮭﺔ ﻧظر ﻗﺎﻧوﻧﯾﺔ ،ﯾﺗم اﻋﺑﺗﺎر اﻟروﺑوﺗﺎت اﻟﺟراﺣﯾﺔ ﻣﺛل ﻧظﺎم اﻟروﺑوت
)داﻓﻧﺷﻲ( ﻛﺟﮭﺎز طﺑﻲ ﻣن ﻓﺋﺔ ) (IIbﺑﻧﺎء ﻋﻠﻰ اﻟﻣﻠﺣﻖ اﻟﺗﺎﺳﻊ ﻟﺗوﺟﯾﮫ اﻟﻣﺟﻠس EEC/42/93
اﻟﺻﺎدر ﻓﻲ ﯾوﻧﯾو  1993اﻟﺧﺎص ﺑﺎﻷﺟﮭزة اﻟطﺑﯾﺔ،
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وﯾﮭدف ھذا اﻟﺗوﺟﯾﮫ إﻟﻰ ﺗﻧظﯾم ﺳﻼﻣﺔ

اﻻﺟﮭزة اﻟطﺑﯾﺔ وﯾﺣدد ﺑﺷﻛل أﺳﺎﺳﻲ أن اﻷﺟﮭزة اﻟطﺑﯾﺔ ﻣن ھذا اﻟﻧوع ﻣﺳﻣوح ﺑﮭﺎ ﻓﻲ اﻟﺳوق
اﻷورﺑﻲ ﺑﻌد اﻟﺧﺿوع إﻟﻰ إﻋﻼن اﻟﻣطﺎﺑﻘﺔ وﺿﻣﺎن اﻟﺟودة وﻓﺣص اﻟﻧوع ،ﺣﯾث ﯾﺗم اﻟﺗﻌﺎﻣل ﻣﻊ
اﻟروﺑوﺗﺎت اﻟﺟراﺣﯾﺔ ﺑطرﯾﻘﺔ ﻻ ﺗﺧﺗﻠف ﻋن اﻷﺟﮭزة اﻟطﺑﯾﺔ اﻷﺧرى اﻟﻣﺳﺗﺧدﻣﺔ ﻓﻲ اﻟﻌﻣﻠﯾﺎت
اﻟﺟراﺣﯾﺔ ،ﺣﯾث ﯾﻧظم اﻟﺗوﺟﯾﮫ ﻓﻘط وظﺎﺋف اﻷﺟﮭزة اﻟطﺑﯾﺔ وﺗﺻﻣﯾﻣﮭﺎ وﻣﺗطﻠﺑﺎت ﺑﻧﺎﺋﮭﺎ ،وﻟﯾس
اﻟﻣﺧﺎطر اﻟﺗﻲ ﺗﻧطوي ﻋﻠﯾﮭﺎ اﻟروﺑوﺗﺎت اﻟﺟراﺣﯾﺔ ،واﻟﺗﻲ ﯾﺗم ﺗﺣدﯾدھﺎ ﻣن ﺧﻼل ﺗﻔﺎﻋل ﻣﻌﻘد ﺑﯾن
اﻹﻧﺳﺎن واﻵﻟﺔ ،إﻻ أن اﺳﺗﺧدام ﻣﺛل ھذا اﻟﻧظﺎم ﯾﺗطﻠب وﺟود ﻣؤھﻼت ﻣﺣددة ﻟﻠﺟراﺣﯾن اﻟذﯾن
ﯾﺳﺗﺧدﻣوﻧﮫ ،ﺣﯾث ﯾﺗطﻠب اﻟﺗﻌﺎﻣل ﺑﺷﻛل ﺻﺣﯾﺢ ﻣﻊ اﻟﺻور ﺛﻼﺛﯾﺔ اﻷﺑﻌﺎد اﻟﺗﻲ ﯾﻧﺗﺟﮭﺎ اﻟروﺑوت،
وﻟﯾس ﻣن اﻟﻣﺳﺗﻐرب أﻧﮫ ﺗم رﻓﻊ اﻟﻌدﯾد ﻣن اﻟدﻋﺎوى اﻟﻘﺿﺎﺋﯾﺔ ﺿد ﺷرﻛﺔ ) Intuitive
 (Surgicalاﻟﺷرﻛﺔ اﻟﺗﻲ ﺻﻧﻌت روﺑوت )داﻓﻧﺷﻲ( ﻓﻲ اﻟوﻻﯾﺎت اﻟﻣﺗﺣدة اﻷﻣرﯾﻛﯾﺔ ﺑدﻋوى أن
اﻟﺷرﻛﺔ ﻟم ﺗﻘم ﺗدرﯾﺑﺎ ﻛﺎﻓﯾﺎ ﻟﻠﺟراﺣﯾن ﻗﺑل اﺳﺗﺧدام اﻟروﺑوت.
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وﻣﻊ ذﻟك ،ﻓﺈن اﻻﺧﺗﻼف اﻟﻧوﻋﻲ ﺑﯾن اﻟروﺑوﺗﺎت اﻟﺟراﺣﯾﺔ واﻟﻌدﯾد ﻣن اﻷﺟﮭزة اﻟطﺑﯾﺔ
اﻷﺧرى ﻗد ﯾﺑرر اﻟﺳؤال ﻋﻣﺎ إذا ﻛﺎﻧت ھﻧﺎك ﻣﺗطﻠﺑﺎت ﻗﺎﻧوﻧﯾﺔ ﻣﺣددة ﻗد ﺗﻛون ﻣطﻠوﺑﺔ ﻟﻠﻌﺎﻣﻠﯾن ﻓﻲ
اﻟﻣﺟﺎل اﻟطﺑﻲ اﻟذﯾن ﯾﻘوﻣون ﺑﺗﺷﻐﯾل ھذه اﻟروﺑوﺗﺎت ،وﺻﺣﯾﺢ أن اﻟﻣﺟﺎدﻟﺔ ﻓﻲ أن اﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾﺔ
ﻗد ﺗﻛون ﻣﻧﺎﺳﺑﺔ ﻟﺗﻌوﯾض اﻷﺿرار اﻟﺗﻲ ﻗد ﺗﺳﺑب ﻓﻲ وﻓﺎة اﻟﻣرﺿﻰ ،إﻻ أن ﻓرض ﻣﺗطﻠﺑﺎت ﺳﺎﺑﻘﺔ
ﻋﻠﻰ اﻟﺟراﺣﯾن اﻟذﯾن ﯾﺳﺗﺧدﻣون اﻟروﺑوﺗﺎت اﻟﺟراﺣﯾﺔ ﻗد ﯾﻛون أﻛﺛر ﻣﻼﺋﻣﺔ.
Leenes, R., Palmerini, E., Koops, B. J., Bertolini, A., Salvini, P., & Lucivero, F.
(2017). Regulatory challenges of robotics: some guidelines for addressing legal
and ethical issues. Law, Innovation and Technology, 9(1), 1-44.
74
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إن ﺗﺣﻘﯾﻖ اﻟﺗوازن ﺑﯾن ﺗﺣﻔﯾز اﻻﺑﺗﻛﺎر اﻟﺗﻛﻧوﻟوﺟﻲ وﺿﻣﺎن أﻻ ﺗﺷﻛل اﻟﺗﻘﻧﯾﺎت اﻟﺟدﯾدة
ﻣﺧﺎطر ﻏﯾر ﻣﻌﻘوﻟﺔ ﻋﻠﻰ اﻟﺻﺣﺔ واﻟﺳﻼﻣﺔ واﻟﺣﻘوق اﻷﺳﺎﺳﯾﺔ ﺗﺣدﯾﺎ ﻛﺑﯾرا ﻓﻲ ﺗﻧظﯾم اﻟﺗﻘﻧﯾﺎت
اﻟطﺑﯾﺔ اﻟﺣدﯾﺛﺔ ،وﯾﻠﻌب ﻗﺎﻧون اﻟﻣﺳؤوﻟﯾﺔ دورا ﻣﮭﻣﺎ ﻣن ﺧﻼل اﻟﺗﻌﺎﻣل ﻣﻊ اﻵﺛﺎر اﻟﺳﻠﺑﯾﺔ اﻟﻣﺣﺗﻣﻠﺔ
ﻟﻼﺑﺗﻛﺎرات اﻟﺗﻛﻧوﻟوﺟﯾﺔ ،وﻣﻊ ذﻟك ،ﯾﻣﻛن أن ﯾﻛون ﻟﻘﺎﻧون اﻟﻣﺳؤوﻟﯾﺔ ﺗﺄﺛﯾر ﺧﺎﻧﻖ ﻋﻠﻰ اﻻﺑﺗﻛﺎر ﻓﻲ
ﺣﺎل ﻛﺎن ﻣطورو اﻟﺗﻛﻧﻠوﺟﯾﺎ واﻟروﺑوﺗﺎت اﻟﺟراﺣﯾﺔ ﯾﺧﺷون أﻧﮭم ﻗد ﯾﺿطرون إﻟﻰ ﺗﺣﻣل ﺗﻛﺎﻟﯾف
ﻣرھﻘﺔ ﻟﻠﻐﺎﯾﺔ ﻓﻲ ﺗﺄﻣﯾن اﻟﻣﻧﺗﺟﺎت اﻟﺗﻲ ﻻ ﯾﻣﻛن ﺣﺳﺎب ﻣﺧﺎطرھﺎ.
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وﺑﺎﻟﺗﺎﻟﻲ ﻓﺈن إﺣدى اﻟﻘﺿﺎﯾﺎ

اﻟرﺋﯾﺳﯾﺔ ﻓﻲ ﺳﯾﺎق اﻟﺗﺣدي اﻟﺗﻧظﯾﻣﻲ اﻟﻣﺗﻣﺛل ﻓﻲ ﻣوازﻧﺔ اﻻﺑﺗﻛﺎر اﻟﺗﻛﻧوﻟوﺟﻲ واﻟﺣﻣﺎﯾﺔ اﻟﻘﺎﻧوﻧﯾﺔ ھﻲ
ﻣﺎ إذا ﻛﺎن ﻗﺎﻧون اﻟﻣﺳؤوﻟﯾﺔ ﯾﻣﯾل ﻧﺣو ﺗﻌزﯾز اﻻﺑﺗﻛﺎر اﻟﺗﻛﻧوﻟوﺟﻲ ﻓﻲ ﺗﻘﻧﯾﺔ ﻣﻌﯾﻧﺔ أو ﻧﺣو ﺣﻣﺎﯾﺔ
اﻟﻣﺟﺗﻣﻊ ﻣن اﻟﻣﺧﺎطر اﻟﻣﺣﺗﻣﻠﺔ ﻟﻠﺗﻘﻧﯾﺎت اﻟﺟدﯾدة واﻟﻣﻌﻘدة.
وﺑﺣﺳب ﻗﺎﻧون اﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾﺔ ﻓﻲ اﻟوﻻﯾﺎت اﻟﻣﺗﺣدة اﻷﻣرﯾﻛﯾﺔ ،ﻓﺈن ﻛل إﻧﺳﺎن ﺑﺎﻟﻎ ﻋﺎﻗل
ﻟﮫ اﻟﺣﻖ ﻓﻲ ﺗﺣدﯾد ﻣﺎ ﯾﺟب أن ﯾﻔﻌﻠﮫ ﻓﻲ ﺟﺳده ،واﻟﺟراح اﻟذي ﯾﺟري ﻋﻣﻠﯾﺔ ﺑدون ﻣواﻓﻘﺔ اﻟﻣرﯾض
ﯾرﺗﻛب ﺗﻌدﯾﺎ ﯾﻛون ﻣﺳؤوﻻ ﻓﯾﮫ ﻋن اﻷﺿرار،

76

ﺣﯾث أن اﻟﻘﺎﻧون ﯾﮭدف إﻟﻰ ﺗﻌوﯾض اﻟﻣﺻﺎﺑﯾن

ﻣن اﻷﺧطﺎء اﻟطﺑﯾﺔ وردع اﻷطﺑﺎء ﻋن اﻟﺳﻠوك اﻟﻣﮭﻧﻲ اﻟﻣﺗﮭور،

77

وﯾﻌرف ﺳوء اﻟﻣﻣﺎرﺳﺔ اﻟطﺑﯾﺔ

أو اﻟﺧطﺄ اﻟطﺑﻲ ﺑﺄﻧﮫ إﻏﻔﺎل ﻣن ﻗﺑل اﻟطﺑﯾب أﺛﻧﺎء ﻋﻼج ﻣرﯾض ﯾﻧﺣرف ﻓﯾﮫ ﻋن ﻗواﻋد اﻟﻣﻣﺎرﺳﺔ
اﻟﻣﻘﺑوﻟﺔ ﻓﻲ اﻟﻣﺟﺗﻣﻊ اﻟطﺑﻲ وﯾﺳﺑب ﺿرر ﻟﻠﻣرﯾض.
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اﻟﻔﺻل اﻟﺛﺎﻧﻲ :اﻟﻣﺳؤوﻟﯾﺔ ﻋن اﻷﺿرار اﻟﺗﻲ ﯾﺳﺑﺑﮭﺎ اﻟروﺑوت اﻟطﺑﻲ
ﺗﻣﮭﯾد وﺗﻘﺳﯾم
ﺗﻧﻘﺳم اﻟﻣﺳؤوﻟﯾﺔ اﻟﻣدﻧﯾﺔ ﻓﻲ اﻟﻘﺎﻧون اﻹﻣﺎراﺗﻲ إﻟﻰ ﻣﺳؤوﻟﯾﺔ ﻋﻘدﯾﺔ ،وﻣﺳؤوﻟﯾﺔ ﻋن اﻷﻓﻌﺎل
اﻟﺿﺎرة ،ﻓﺎﻟﻣﺳؤوﻟﯾﺔ اﻟﻌﻘدﯾﺔ ﺗﻧﺷﺄ ﻓﻲ ﺣﺎل ﺧﺎﻟف أﺣد اﻷطراف اﻟﺗزاﻣﺎ ﻋﻘدﯾﺎ ،أﻣﺎ اﻟﻣﺳؤوﻟﯾﺔ ﻋن
اﻷﻓﻌﺎل اﻟﺿﺎرة ﻓﺗﻧﺷﺄ ﻧﺗﯾﺟﺔ ﻣﺧﺎﻟﻔﺔ اﻟﺗزام ﻣﺻدره اﻟﻘﺎﻧون.
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وﻟﺗﺣدﯾد اﻟﻣﺳؤوﻟﯾﺔ ﻋن اﻟﺿرر اﻟذي ﯾﺳﺑﺑﮫ اﻟروﺑوت اﻟطﺑﻲ ،ﻻ ﺑد ﻣن اﻟﺑﺣث ﻓﻲ أﺳﺎس
اﻟﻣﺳؤوﻟﯾﺔ ﻋن ﺧطﺄ اﻟطﺑﯾب طﺑﻘﺎ ﻟﻘواﻋد ﻗﺎﻧون اﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾﺔ اﻹﻣﺎراﺗﻲ وﻗﺎﻧون اﻟﻣﻌﺎﻣﻼت
اﻟﻣدﻧﯾﺔ ،ﺣﯾث أﻧﮫ ﻟﻠوﻗوف ﻋﻠﻰ طﺑﯾﻌﺔ اﻟﻣﺳؤوﻟﯾﺔ ﻋن أﺿرار اﻟروﺑوت اﻟطﺑﻲ ﻻ ﺑد ﻣن ﻣﻌرﻓﺔ
اﻟطﺑﯾﻌﺔ اﻟﻘﺎﻧوﻧﯾﺔ ﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾب .وﻧظرا ﻷﻧﮫ ﻟم ﯾﺗم ﺑﻌد ﺗﺣدﯾد أﺳﺎس اﻟﻣﺳؤوﻟﯾﺔ ﻋن اﻷﺿرار
اﻟﺗﻲ ﺗﺳﺑﺑﮭﺎ اﻟروﺑوﺗﺎت واﻟذﻛﺎء اﻻﺻطﻧﺎﻋﻲ ،ﻧظرا ﻟﺣداﺛﺔ اﺳﺗﺧدام اﻟروﺑوﺗﺎت ،ﺑﺣث اﻟﻔﻘﮫ ﻓﻲ ﻋدة
أﺳس ﻗﺎﻧوﻧﯾﺔ ﯾﻣﻛن ﺗﺄﺻﯾل ﻣﺳؤوﻟﯾﺔ اﻟروﺑوﺗﺎت ﺑﻧﺎء ﻋﻠﯾﮭﺎ.
وﻋﻠﯾﮫ ،ﻓﻲ ھذا اﻟﻔﺻل ﻧﺑﺣث ﻓﻲ اﻟطﺑﯾﻌﺔ اﻟﻘﺎﻧوﻧﯾﺔ ﻟﻣﺳؤوﻟﯾﺔ اﻟروﺑوت اﻟطﺑﻲ ،اﺳﺗﻧﺎدا إﻟﻰ
اﻟطﺑﯾﻌﺔ اﻟﻘﺎﻧوﻧﯾﺔ ﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾب ﺑﻣوﺟب ﻗﺎﻧون اﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾﺔ ،وﻣن ﺛم ﻧﺑﺣث ﻓﻲ اﻷﺳﺎس
اﻟﻘﺎﻧوﻧﻲ ﻟﮭذه اﻟﻣﺳؤوﻟﯾﺔ.
اﻟﻣﺑﺣث اﻷول :اﻟطﺑﯾﻌﺔ اﻟﻘﺎﻧوﻧﯾﺔ ﻟﻣﺳؤوﻟﯾﺔ اﻟروﺑوت اﻟطﺑﻲ.
اﻟﻣﺑﺣث اﻟﺛﺎﻧﻲ :اﻷﺳﺎس اﻟﻘﺎﻧوﻧﻲ ﻟﻣﺳؤوﻟﯾﺔ اﻟروﺑوت اﻟطﺑﻲ.

 79زھرة ،ﻣﺣﻣد ﻣرﺳﻲ ) .(2002اﻟﻣﺻﺎدر ﻏﯾر اﻹرادﯾﺔ ﻟﻼﻟﺗزام -اﻟﻔﻌل اﻟﺿﺎر واﻟﻔﻌل اﻟﻧﺎﻓﻊ .ﻣﻛﺗﺑﺔ ﺟﺎﻣﻌﺔ اﻹﻣﺎرات
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اﻟﻣﺑﺣث اﻷول :اﻟطﺑﯾﻌﺔ اﻟﻘﺎﻧوﻧﯾﺔ ﻟﻣﺳؤوﻟﯾﺔ اﻟروﺑوت اﻟطﺑﻲ
ﺗﻣﮭﯾد وﺗﻘﺳﯾم
ﺗﺛور اﻟﻣﺳؤوﻟﯾﺔ اﻟﻣﺗرﺗﺑﺔ ﻋن اﻟﺧطﺄ اﻟطﺑﻲ ﻋﻧدﻣﺎ ﯾﺗﺧﻠف أﺑﻧﺎء اﻟﻣﮭﻧﺔ ﻓﻲ ﺑذل اﻟﻌﻧﺎﯾﺔ اﻟﺗﻲ
ﺗﺗطﻠﺑﮭﺎ ﻋﻠﯾﮭم ﻣﮭﻧﺗﮭم ،واﻟﺗﻲ ﯾﻧﺗظرھﺎ ﻣﻧﮭم اﻟﻣرﺿﻰ ،وذﻟك ﺑﺎﻗﺗراﻓﮭم أﺧطﺎء طﺑﯾﺔ ﻛﺎن ﻣن
اﻟﻣﻔروض ﻋﻠﯾﮭم ﺗﻔﺎدﯾﮭﺎ ،وﻟﻌل اﻟﺗطور اﻟﻌﻠﻣﻲ واﻟﺗﻛﻧوﻟوﺟﻲ ﻟﻣﺧﺗﻠف اﻟﻌﻠوم وظﮭور اﻷﺟﮭزة
واﻟﺗﻘﻧﯾﺎت اﻟﺣدﯾﺛﺔ واﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ ﻣن اﻟﻌواﻣل اﻟﺗﻲ ﻋززت وﻗوع اﻻطﺑﺎء ﻓﻲ ﻣﺛل ھذه اﻷﺧطﺎء
ﻣﻣﺎ رﺗب ﻗﯾﺎم ﻣﺳؤوﻟﯾﺗﮭم ،إﻻ أن ھذه اﻻﻟﺗزاﻣﺎت ﺗﺧﺗﻠف ﺑﺎﺧﺗﻼف ﻧوع اﻻﻟﺗزاﻣﺎت ﺑﯾن اﻟطﺑﯾب
واﻟﻣرﯾض.
وﺗﻧﻘﺳم اﻟﻣﺳؤوﻟﯾﺔ اﻟﻣدﻧﯾﺔ ﺑﺷﻛل ﻋﺎم إﻟﻰ ﻣﺳؤوﻟﯾﺔ ﻋﻘدﯾﺔ ،وﻣﺳؤوﻟﯾﺔ ﻋن اﻟﻔﻌل اﻟﺿﺎر،
وھو ﻣﺎ أﺧذ ﺑﮫ اﻟﻣﺷرع اﻹﻣﺎراﺗﻲ ﻓﻲ ﻗﺎﻧون اﻟﻣﻌﺎﻣﻼت اﻟﻣدﻧﯾﺔ ﻓﻲ ﺣدﯾﺛﮫ ﻋن ﻣﺻﺎدر اﻻﻟﺗزام ،ﻛﻣﺎ
ﺣدد ﻗﺎﻧون اﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾﺔ رﻗم  4ﻟﺳﻧﺔ  2016واﻟﻘرار اﻟوزاري رﻗم  40ﻟﺳﻧﺔ  2019ﺑﺷﺄن
أﺣﻛﺎم اﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾﺔ.
وﻟﺑﯾﺎن اﻟﻣﺳؤوﻟﯾﺔ اﻟﻧﺎﺷﺋﺔ ﻋن اﻷﺿرار اﻟﺗﻲ ﺗﺣدﺛﮭﺎ اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ ،ﯾﺗوﺟب ﻋﻠﯾﻧﺎ
اﻟﺑﺣث ﻓﻲ اﻟطﺑﯾﻌﺔ اﻟﻘﺎﻧوﻧﯾﺔ ﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾب ﻓﻲ ﺿوء ﻗﺎﻧون اﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾﺔ وﻗﺎﻧون اﻟﻣﻌﺎﻣﻼت
اﻟﻣدﻧﯾﺔ ،وﻣن ﺛم إﺳﻘﺎطﮭﺎ ﻋﻠﻰ اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ ﻟﺗﺣدﯾد طﺑﯾﻌﺔ ھذه اﻟﻣﺳؤوﻟﯾﺔ .وﻋﻠﯾﮫ ،ﻧﻧﺎﻗش ﻓﻲ
ھذا اﻟﻣﺑﺣث اﻟطﺑﯾﻌﺔ اﻟﻘﺎﻧوﻧﯾﺔ ﻟﻠﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾﺔ اﻟﻧﺎﺷﺋﺔ ﻋن اﻷﺿرار اﻟﺗﻲ ﺗﺣدﺛﮭﺎ اﻟروﺑوﺗﺎت
اﻟطﺑﯾﺔ ،وذﻟك ﻋﻠﻰ اﻟﻧﺣو اﻟﺗﺎﻟﻲ:
اﻟﻣطﻠب اﻷول :اﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾﺔ اﻟﻌﻘدﯾﺔ ﻟﻠروﺑوﺗﺎت اﻟطﺑﯾﺔ.
اﻟﻣطﻠب اﻟﺛﺎﻧﻲ :اﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾﺔ اﻟﺗﻘﺻﯾرﯾﺔ ﻟﻠروﺑوﺗﺎت اﻟطﺑﯾﺔ.
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اﻟﻣطﻠب اﻷول :اﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾﺔ اﻟﻌﻘدﯾﺔ ﻟﻠروﺑوﺗﺎت اﻟطﺑﯾﺔ
ﻻ ﺷك أن اﻟﻌﻼﻗﺔ ﺑﯾن اﻟﻣرﯾض واﻟطﺑﯾب ھﻲ ﻋﻼﻗﺔ إﻧﺳﺎﻧﯾﺔ أوﻻ ،وﯾرﺗﺑط اﻟطﺑﯾب ﻣﻊ
اﻟﻣرﯾض ﺑﻣوﺟب ﻋﻘد ﻓﻲ اﻟﻠﺣظﺔ اﻟﺗﻲ ﯾﺑدأ ﻓﯾﮭﺎ اﻟطﺑﯾب ﻋﻼج اﻟﻣرﯾض ﻓﻲ اﻟظروف اﻟﻌﺎدﯾﺔ،
وﯾﻛون ذﻟك ﺑﻧﺎء ﻋﻠﻰ اﺗﻔﺎق ﻣﺳﺑﻖ ﺑﯾﻧﮭﻣﺎ ،وﻗد ﻗرر اﻟﻘﺿﺎء اﻟﻔرﻧﺳﻲ ﻋﺎم  1839أن طﺑﯾﻌﺔ اﻟﻌﻼﻗﺔ
اﻟﺗﻲ ﺗرﺑط ﺑﯾن اﻟطﺑﯾب واﻟﻣرﯾض ھﻲ ﻋﻘدﯾﺔ ،واﻟﺗزام اﻟﻣرﯾض ﺑدﻓﻊ اﻷﺟر ﻟﻠطﺑﯾب ھو اﻟﺗزام
ﺗﻌﺎﻗدي.
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ﻛﻣﺎ أﻗرت ﻣﺣﻛﻣﺔ اﻟﻧﻘض اﻟﻔرﻧﺳﯾﺔ ﻓﻲ ﻗرار آﺧر ﻣﺑدأ ﻣﻔﺎده اﻋﺗﺑﺎر اﻟﻌﻼﻗﺔ ﺑﯾن اﻟطﺑﯾب
واﻟﻣرﯾض ﻋﻼﻗﺔ ﻋﻘدﯾﺔ ،وﺑﺎﻟﺗﺎﻟﻲ ﯾﻛون اﻟﺗزام اﻟطﺑﯾب ﺗﺟﺎه اﻟﻣرﯾض اﻟﺗزاﻣﺎ ﻋﻘدﯾﺎ ،وﺑﮭذا ﯾوﺻف
ﺧطؤه ﺑﺄﻧﮫ ﻋﻘدي ﯾﺗﺟﺳد ﻓﻲ ﻋدم ﺗﻧﻔﯾذ اﻟطﺑﯾب ﻻﻟﺗزاﻣﮫ اﻟﻧﺎﺷﺊ ﻋن اﻟﻌﻘد ،وھو ﻣﺎ أﻛدﺗﮫ ﻣن ﺧﻼل
ﻗوﻟﮭﺎ "ﯾﻧﺷﺄ ﺑﯾن اﻟطﺑﯾب وﻋﻣﯾﻠﮫ ﻋﻘد ﺣﻘﯾﻘﻲ ...وأن اﻟﻣﺧﺎﻟﻔﺔ وﻟو ﻛﺎﻧت ﺑطرﯾﻘﺔ ﻏﯾر ﻋﻣدﯾﺔ ﻟﮭذا
اﻻﻟﺗزام اﻟﻌﻘدي ﯾﺗرﺗب ﻋﻠﯾﮭﺎ ﻗﯾﺎم ﻣﺳؤوﻟﯾﺔ ﻣن ﻧﻔس اﻟطﺑﯾﻌﺔ وھو اﻟﻣﺳؤوﻟﯾﺔ اﻟﻌﻘدﯾﺔ".
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وﺑﻣﺿﻣون اﻟﻌﻘد ﺗﺗﺣدد اﻟﺗزاﻣﺎت اﻟطﺑﯾب ﺗﺟﺎه ﻣرﯾﺿﮫ ،وﺑﻣوﺟﺑﮫ ﯾﻠﺗزم اﻟطﺑﯾب ﺑﺑذل اﻟﺟﮭد
واﻟﻌﻧﺎﯾﺔ اﻟﻣطﻠوﺑﺔ ﻟﺗﺣﻘﯾﻖ ﻣﺎ ﺗم اﻻﺗﻔﺎق ﻋﻠﯾﮫ ﻣن اﻟﺗزاﻣﺎت ،ﻣﺎ ﻟم ﯾﻛن اﻟﺗزام اﻟطﺑﯾب ھو اﻟﺗزام
ﺑﺗﺣﻘﯾﻖ ﻧﺗﯾﺟﺔ ،وﺗﺑﻘﻰ اﻟراﺑطﺔ اﻟﻌﻘدﯾﺔ ﺑﯾن اﻟطﺑﯾب واﻟﻣرﯾض ﻣﺎ دام اﻟﻌﻘد اﻟطﺑﻲ ﻗد ﻧﺷﺄ ﺑﺎﻷﺳﺎس
ﺑﻧﺎء ﻋﻠﻰ إﯾﺟﺎب اﻟطﺑﯾب وﻗﺑول اﻟﻣرﯾض.
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وﯾﻌﺗﺑر اﻟﻘﺎﺋﻠﯾن ﺑﺎﻟﻣﺳؤوﻟﯾﺔ اﻟﻌﻘدﯾﺔ ﻟﻠطﺑﯾب أن اﻟﻣﺳؤوﻟﯾﺔ ﺗﺑﻘﻰ ﻋﻘدﯾﺔ ﺣﺗﻰ ﻓﻲ اﻟﺣﺎﻻت
اﻟﻌﺎﺟﻠﺔ اﻟﺗﻲ ﯾﻘوم ﺑﮭﺎ اﻟطﺑﯾب ﺑﻌﻼج اﻟﻣرﯾض ،ﻓﺎﻟطﺑﯾب ﺑوﺟود اﻟﻼﻓﺗﺔ اﻟﻣوﺟودة ﻋﻠﻰ ﻋﯾﺎدﺗﮫ
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82

ﺳﻌد ،أﺣﻣد ﻣﺳﻌود ) .(1983ﻣﺳؤوﻟﯾﺔ اﻟﻣﺳﺗﺷﻔﻰ اﻟﺧﺎص ﻋن أﺧطﺎء اﻟطﺑﯾب ﻣﺳﺎﻋدﯾﮫ .رﺳﺎﻟﺔ دﻛﺗوراه ،داﻣﻌﺔ
اﻟﻘﺎھرة ،ﻣﺻر ،ص .216
ﻧﻘﻼ ﻋن :ﻏﺻن ،ﻋﻠﻲ ﻋﺻﺎم ) .(2010اﻟﺧطﺄ اﻟطﺑﻲ )ص  ،(115اﻟطﺑﻌﺔ اﻟﺛﺎﻧﯾﺔ .ﻣﻧﺷورات اﻟﺣﻠﺑﻲ اﻟﺣﻘوﻗﯾﺔ،
ﺑﯾروت ،ﻟﺑﻧﺎن.
اﻟﺳﻧﮭوري ،ﻋﺑداﻟرزاق ) .(1998اﻟوﺳﯾط ﻓﻲ ﺷرح اﻟﻘﺎﻧون اﻟﻣدﻧﻲ )ص  .(847اﻟﻣﺟﻠد اﻟﺛﺎﻧﻲ ،اﻟطﺑﻌﺔ اﻟﺛﺎﻟﺛﺔ ،اﻟﺟزء
اﻷول .ﻣﻧﺷورات اﻟﺣﻠﺑﻲ اﻟﺣﻘوﻗﯾﺔ ،ﺑﯾروت.

32

واﻟﺑﯾﺎﻧﺎت اﻟﺗﻔﺻﯾﻠﯾﺔ اﻟﻣﺗﻌﻠﻘﺔ ﺑﺎﻟطﺑﯾب ﻣن ﺣﯾث اﺳﻣﮫ وﺗﺧﺻﺻﮫ ﯾﻛون ﻓﻲ ﺣﺎﻟﺔ دﻋوة ﻟﻠﺗﻌﺎﻗد،
وأﯾﺿﺎ ﻓﺈن ﻣواﻓﻘﺔ اﻟطﺑﯾب ﻋﻠﻰ ﻋﻼج اﻟﻣرﯾض ﯾﻌد ﻗﺑوﻻ ﻣﻧﮫ ﻟﻠﻌﻘد.

83

وﺑﺎﻟﺗﺎﻟﻲ ﻓﺈن أي إﺧﻼل ﺑﺎﻟﻌﻘد ﺑﯾن اﻟﻣرﯾض واﻟطﺑﯾب ﯾﺗرﺗب ﻋﻠﯾﮫ ﺿرر ﯾﺻﯾب اﻟﻣرﯾض
ﻣن ﺷﺄﻧﮫ ﻗﯾﺎم اﻟﻣﺳؤوﻟﯾﺔ اﻟﻌﻘدﯾﺔ ﻟﻠطﺑﯾب ،وﻟﻛن ﻋﻧدﻣﺎ ﯾﻛون اﻟروﺑوت اﻟطﺑﻲ ھو ﻣن ﺗﺳﺑب
ﺑﺎﻟﺿرر ،ﻓﯾﺛور اﻟﺳؤال ﻋن ﻛﯾﻔﯾﺔ ﻗﯾﺎم اﻟﻣﺳؤوﻟﯾﺔ اﻟﻌﻘدﯾﺔ ﻓﻲ ھذه اﻟﺣﺎﻟﺔ .ﻓﻔﻲ أورﺑﺎ ﻣﺛﻼ إذا ﻛﺎن
اﻟروﺑوت ﻏﯾر ﻣطﺎﺑﻖ ﻟﻠﺷروط واﻟﺑﻧود اﻟﻣﺗﻔﻖ ﻋﻠﯾﮭﺎ ﻓﻲ اﻟﻌﻘد اﻟطﺑﻲ ﺗﻘوم اﻟﻣﺳؤوﻟﯾﺔ اﻟﻌﻘدﯾﺔ ﻋﻧدﻣﺎ
ﯾﻛون أداء اﻟروﺑوت ﻻ ﯾﻛون ﻛﻣﺎ ھو ﻣﺗﻔﻖ ﻋﻠﯾﮫ ﻓﻲ اﻟﻌﻘد.

84

وﻋﻠﻰ ھذا اﻟﻧﺣو ﺗﻧطﺑﻖ أﺣﻛﺎم اﻟﻣﺳؤوﻟﯾﺔ اﻟﻌﻘدﯾﺔ إذا ﻟم ﯾﻛن أداء اﻟروﺑوت اﻟطﺑﻲ ﻣطﺎﺑﻘﺎ
ﻟﻣﺎ ﺗم اﻻﺗﻔﺎق ﻋﻠﯾﮫ ﺑﯾن اﻟﻣرﯾض واﻟطﺑﯾب،

85

ﻓﻣن اﻟواﺿﺢ أن اﻟروﺑوت ﻣﺟرد أداة ﺑﯾد اﻟطﺑﯾب،

وﻟذﻟك ﯾرى ﺑﻌض اﻟﻔﻘﮫ أن ﺗطﺑﯾﻖ ﻗواﻋد اﻟﻣﺳؤوﻟﯾﺔ اﻟﻌﻘدﯾﺔ ﻻ ﯾﺳﺑب أي ﻣﺷﻛﻠﺔ.

86

وﺗرى اﻟﺑﺎﺣﺛﺔ أن ھذا اﻟرأي ﻣﺣل ﻧظر ﻷن ﺗطﺑﯾﻖ اﻟﻣﺳؤوﻟﯾﺔ اﻟﻌﻘدﯾﺔ ﻋﻠﻰ اﻟروﺑوﺗﺎت
اﻟطﺑﯾﺔ ﻟﯾس ﻛﺎﻓﯾﺎ ﻟﻣواﺟﮭﺔ اﻷﺿرار اﻟﺗﻲ ﯾﺣدﺛﮭﺎ ،ﻓﺿﻼ ﻋن أﻧﮭﺎ ﺗوﺟﮫ ﻟﻠطﺑﯾب وﻟﯾس إﻟﻰ
اﻟروﺑوت ،ﺣﯾث أﻧﮫ ﻻ زال ﻟﯾس أھﻼ ﻟﯾﻛون طرﻓﺎ ﻓﻲ اﻟﻌﻘد ،ﻛﻣﺎ أن اﻟطﺑﯾب ﯾﻣﻛن ﻟﮫ اﻟﺗﻧﺻل ﻣن
اﻟﻣﺳؤوﻟﯾﺔ إذا ﻣﺎ أﺛﺑت أن اﻟﺿرر راﺟﻊ إﻟﻰ ﺳﺑب ﻻ ﯾﻛون ﻣﺳؤوﻻ ﻋﻧﮫ ،ﻛﺄن ﯾﻛون اﻟروﺑوت ﻗد
ﺗﺻرف ﺧﺎرج ﻣﺎ ھو ﻣﺑرﻣﺞ وﻣﺻﻣم ﻋﻠﯾﮫ ،اﻷﻣر اﻟذي ﯾؤدي ﻓﻲ اﻟﻧﮭﺎﯾﺔ إﻟﻰ ﺻﻌوﺑﺔ ﺣﺻول
اﻟﻣرﯾض ﻋﻠﻰ اﻟﺗﻌوﯾض.
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وﺣﯾث أﻧﮫ ﻣن واﺟﺑﺎت اﻟطﺑﯾب اﻻﻟﺗزام ﺑﺗﺑﺻﯾر اﻟﻣرﯾض ،وﯾﻘﻊ ﻋﻠﻰ اﻟطﺑﯾب ﻋﺎﺗﻖ اﻻﻟﺗزام
ﺑﺈﺑﻼغ اﻟﻣرﯾض ﺑطﺑﯾﻌﺔ ﻣرﺿﮫ وﻛﯾﻔﯾﺔ ووﺳﺎﺋل اﻟﻌﻼج واﻟﻣﺧﺎطر اﻟﻣﺣﺗﻣﻠﺔ ﻣن اﻟﻌﻣﻠﯾﺎت اﻟﺟراﺣﯾﺔ،
وإﻻ ﯾﻛون اﻟطﺑﯾب ﻣﺳؤوﻻ ﺣﺗﻰ ﻟو ﻟم ﯾرﺗﻛب ﺧطﺄ أﺛﻧﺎء ﻣزاوﻟﺔ ﻋﻣﻠﮫ،

87

وﯾﻠزم اﻟطﺑﯾب ﺑﺎﻟﻌﻼج

ووﺳﺎﺋﻠﮫ أو اﻟﻌﻣﻠﯾﺎت اﻟﺟراﺣﯾﺔ واﻟﺣﺻول ﻋﻠﻰ ﻣواﻓﻘﺔ اﻟﻣرﯾض ،وﻓﻲ ﺣﺎل ﺗﺧﻠف ذﻟك ﯾﻛون
اﻟطﺑﯾب ﻣﺧطﺋﺎ وﯾﺗﺣﻣل ﺗﺑﻌﺔ اﻟﻣﺧﺎطر اﻟﻧﺎﺷﺋﺔ ﻋن اﻟﻌﺎﻟﺞ.

88

وﺑﺎﻟﺗﺎﻟﻲ ﻓﺈن ﻣواﻓﻘﺔ اﻟﻣرﯾض ﺗﻌد

ﻋﻧﺻرا أﺳﺎﺳﯾﺎ ﻻﺳﺗﺧدام اﻟروﺑوﺗﺎت اﻟﺟراﺣﯾﺔ ،وﻋدم ﺗزوﯾد اﻟﻣرﯾض ﺑﻣﻌﻠوﻣﺎت ﻛﺎﻓﯾﺔ ﺣول ﻋﻣل
وﻣﮭﻣﺔ اﻟروﺑوت اﻟطﺑﻲ ﯾﺷﻛل إﺧﻼﻻ ﻋﻘدﯾﺎ ﺑﮭذا اﻻﻟﺗزام اﻟﻣﻔروض ﻋﻠﻰ اﻟطﺑﯾب ،وﻋﻠﯾﮫ ،إذا ﻟم
ﯾﻌط اﻟﻣرﯾض ﺗﺑﺻﯾرا ﺣول اﻟروﺑوت اﻟطﺑﻲ اﻟذي ﯾﺳﺗﻌﯾن ﺑﮫ ،واﻵﺛﺎر واﻟﻣﺧﺎطر اﻟﻣﺣﺗﻣﻠﺔ اﻟﻣﺗرﺗﺑﺔ
ﻋﻠﻰ اﺳﺗﺧداﻣﮫ ،ﻓﻔﻲ ھذه اﻟﺣﺎﻟﺔ ﺗﻘوم اﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾﺔ ﺣﺗﻰ ﻟو أﺟرﯾت اﻟﻌﻣﻠﯾﺔ ﺑدون ﻋﯾوب،
ﻓﺎﻟﻣرﯾض ﻣن اﻟﻣﻣﻛن أن ﯾرﻓض اﻟﻌﻼج إذا ﻛﺎﻧت اﻟﻣﺧﺎطر اﻟﻧﺎﺷﺋﺔ ﻋن اﺳﺗﺧدام اﻟروﺑوت اﻟطﺑﻲ
ﻣﻌروﻓﺔ وواﺿﺣﺔ ﻟﮫ.

89

وﺗﺛﯾر روﺑوﺗﺎت اﻟﻌﻧﺎﯾﺔ اﻟﺻﺣﯾﺔ اﻟﻣﻼزﻣﺔ ﻟﻛﺑﺎر اﻟﺳن أو اﻷﺷﺧﺎص اﻟﻣﻌوﻗﯾن ﻣﺳﺄﻟﺔ
اﻟﺳرﯾﺔ ،ﺣﯾث أﻧﮫ ﻓﻲ اﻷﺣوال اﻟﻌﺎدﯾﺔ ﯾﻠﺗزم اﻟطﺑﯾب ﺑﺣﻔظ أﺳرار اﻟﻣﮭﻧﺔ ،وﯾﻌد ھذا اﻻﻟﺗزام ﻣن أﻛﺛر
اﻻﻟﺗزاﻣﺎت اﻟﺗﺻﺎﻗﺎ ﺑواﺟﺑﺎت اﻟطﺑﯾب اﻷﺧﻼﻗﯾﺔ واﻹﻧﺳﺎﻧﯾﺔ ،ﻓﺎﻟطﺑﯾب ﻋﻠﯾﮫ اﻻﻟﺗزام ﺑﻣﻌﺎﻟﺟﺔ ورﻋﺎﯾﺔ
اﻟﻣرﯾض ﺑﺎھﺗﻣﺎم وإﻧﺳﺎﻧﯾﺔ وﺳرﯾﺔ ،واﻟﺳر طﺑﻲ ھو "ﻛل ﻣﺎ ﯾﺻل إﻟﻰ ﻋﻠم اﻟطﺑﯾب ﻣن ﻣﻌﻠوﻣﺎت أﯾﺎ
ﻛﺎﻧت طﺑﯾﻌﺗﮭﺎ ﺗﺗﻌﻠﻖ ﺑﺣﺎﻟﺔ اﻟﻣرﯾض وﻋﻼﺟﮫ واﻟظروف اﻟﻣﺣﯾطﺔ ﺳواء ﺣﺻل ﻋﻠﯾﮭﺎ ﻣن اﻟﻣرﯾض
ﻧﻔﺳﮫ أو ﻋﻠم ﺑﮭﺎ أﺛﻧﺎء أو ﺑﻣﻧﺎﺳﺑﺔ أو ﺑﺳﺑب ﻣﻣﺎرﺳﺔ ﻣﮭﻧﺗﮫ".
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ﺗﻧص اﻟﻣﺎدة  4ﻣن ﻗﺎﻧون اﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾﺔ رﻗم  4ﻟﺳﻧﺔ  2016ﻋﻠﻰ أﻧﮫ "دون اﻹﺧﻼل ﺑﺎﻻﻟﺗزاﻣﺎت اﻟﻣﻘررة
ﺑﺎﻟﺗﺷرﯾﻌﺎت اﻟﻧﺎﻓذة ﻓﺈﻧﮫ ﯾﺟب ﻋﻠﻰ اﻟطﺑﯾب ﺑﺻﻔﺔ ﺧﺎﺻﺔ اﻻﻟﺗزام ﺑﻣﺎ ﯾﺄﺗﻲ .5... :ﺗﺑﺻﯾر اﻟﻣرﯾض ﺑﺧﯾﺎرات اﻟﻌﻼج
اﻟﻣﺗﺎﺣﺔ .8...إﻋﻼم اﻟﻣرﯾض أو ذوﯾﮫ ﺑﺎﻟﻣﺿﺎﻋﻔﺎت اﻟﺗﻲ ﻗد ﺗﻧﺟم ﻋن اﻟﺗﺷﺧﯾص أو اﻟﻌﻼج اﻟطﺑﻲ أو اﻟﺗدﺧل اﻟﺟراﺣﻲ
ﻗﺑل ﺑدء ﺗطﺑﯾﻘﮫ ورﺻدھﺎ واﻟﻣﺑﺎدرة إﻟﻰ ﻋﻼﺟﮭﺎ ﻣﺗﻰ أﻣﻛن ذﻟك."...
ﻋﺑداﻟﻐﻧﻲ ،ﺧﻠود ھﺷﺎم ) .(2017اﻟﺧطﺄ اﻟطﺑﻲ :دراﺳﺔ ﻣﻘﺎرﻧﺔ ﻓﻲ ﻗﺎﻧون اﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾﺔ اﻹﻣﺎراﺗﻲ ﻟﺳﻧﺔ .2016
رﺳﺎﻟﺔ ﻣﺎﺟﺳﺗﯾر ،ﺟﺎﻣﻌﺔ اﻹﻣﺎرات اﻟﻌرﺑﯾﺔ اﻟﻣﺗﺣدة ،اﻹﻣﺎرات ،ص .42
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Sulbha, S. (2018). Id. P. 29.
ﻋﺟﺎج ،طﻼل ) .(2003اﻟﻣﺳؤوﻟﯾﺔ اﻟﻣدﻧﯾﺔ ﻟﻠطﺑﯾب  -دراﺳﺔ ﻣﻘﺎرﻧﺔ .اﻟﻣؤﺳﺳﺔ اﻟﺣدﯾﺛﺔ ﻟﻠﻛﺗب ،طراﺑﻠس ،ﻟﺑﻧﺎن ،ص
.105

34

وﻗد أﻛد ﻗﺎﻧون اﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾﺔ اﻹﻣﺎراﺗﻲ ھذا اﻻﻟﺗزام
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ﺑﺎﻟﻧص ﻋﻠﻰ أﻧﮫ "ﯾﺣظر ﻋﻠﻰ اﻟطﺑﯾب

إﻓﺷﺎء أﺳرار اﻟﻣرﯾض اﻟﺗﻲ ﯾطﻠﻊ ﻋﻠﯾﮭﺎ أﺛﻧﺎء ﻣزاوﻟﺔ اﻟﻣﮭﻧﺔ أو ﺑﺳﺑﺑﮭﺎ ﺳواء ﻛﺎن اﻟﻣرﯾض ﻗد ﻋﮭد
إﻟﯾﮫ ﺑﮭذا اﻟﺳر واﺋﺗﻣﻧﮫ ﻋﻠﯾﮫ أو ﻛﺎن اﻟطﺑﯾب ﻗد اطﻠﻊ ﻋﻠﯾﮫ ﺑﻧﻔﺳﮫ.."...
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وﻟﻛن ﻋﻧدﻣﺎ ﯾﺗﻌﻠﻖ اﻷﻣر ﺑروﺑوﺗﺎت اﻟﻌﻧﺎﯾﺔ اﻟﺻﺣﯾﺔ ،ﻓﺈن ھذه اﻟﻣﺳﺄﻟﺔ ﺗﺛﯾر إﺷﻛﺎﻟﯾﺔ ﻣﺗﻌﻠﻘﺔ
ﺑﻛﯾﻔﯾﺔ إﺛﺑﺎت ﻋدم إﻓﺷﺎء اﻟروﺑوت ﻷﺳرار اﻟﻣرﯾض ﺗﺣت ﻋﻧﺎﯾﺗﮫ ،أو ﺑﺎﻷﺣرى ﻛﯾﻔﯾﺔ اﻟﺗﺄﻛد ﻣن أن
آﻟﯾﺎت اﻟﻌﻣل اﻟﺗﻛﻧوﻟوﺟﻲ واﻟرﻗﻣﻲ ﻟﻠروﺑوت اﻟﻣﺗﺻل ﺑﺧوارزﻣﯾﺎت اﻟﺷرﻛﺔ اﻟﻣﺻﻣﻣﺔ ﻟن ﯾﻔﺷﻲ
أﺳرار اﻟﻣرﯾض ،ﻓﻔﻲ ﺣﺎل أن ﻣﻌﻠوﻣﺎت اﻟﻣرﯾض ﺗﺻل إﻟﻰ اﻟﺷرﻛﺔ اﻟﻣﺻﻣﻣﺔ ﻣن ﺧﻼل اﻟروﺑوت،
وﻗﺎﻣت اﻟﺷرﻛﺔ ﺑﺈﻓﺷﺎء أﺳرار اﻟﻣرﯾض ،ﻓﮭﻧﺎ ﻻ ﺑد ﻣن ﻗﯾﺎم اﻟﻣﺳؤوﻟﯾﺔ اﻟﻣدﻧﯾﺔ ﻟﻠﺷرﻛﺔ اﻟﻣﺻﻣﻣﺔ
ﻹﺧﻼﻟﮭﺎ ﺑﮭذا اﻻﻟﺗزام.

اﻟﻣطﻠب اﻟﺛﺎﻧﻲ :اﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾﺔ اﻟﺗﻘﺻﯾرﯾﺔ ﻟﻠروﺑوﺗﺎت اﻟطﺑﯾﺔ
ﺗﻌرف اﻟﻣﺳؤوﻟﯾﺔ اﻟﺗﻘﺻﯾرﯾﺔ ﻟﻠطﺑﯾب ﺑﺄﻧﮭﺎ اﻟﺟزاء اﻟﻣﺗرﺗب ﻋﻠﻰ اﻟطﺑﯾب ﻧﺗﯾﺟﺔ إﺧﻼﻟﮫ
ﺑﺎﻟﺗزام ﻗﺎﻧوﻧﻲ ،وھو اﻟﺗزام ﯾﻔرض ﻋدم اﻹﺿرار ﺑﺎﻵﺧرﯾن ،وﯾﻌﺑر ﻋﻧﮫ ﺑﺎﻟﺧطﺄ ﻏﯾر اﻟﻣﺷروع،
وﻣﻌﯾﺎره اﻧﺣراف اﻟﻣرء ﻓﻲ ﺳﻠوﻛﮫ وﺗﺻرﻓﺎﺗﮫ ﻋن ﺟﺎﻧب اﻟﺣﯾطﺔ واﻟﺣذر واﻟﺗﺑﺻر وﻋن ﺑذل اﻟﻌﻧﺎﯾﺔ
اﻟﻼزﻣﺔ ﻟﻠﻣرﯾض.
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وﻗد اﺳﺗﻘرت اﻟﻣﺣﺎﻛم اﻟﻔرﻧﺳﯾﺔ ﻟﻔﺗرة ﻣن اﻟزﻣن ﻋﻠﻰ أن ﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾب ﺗﻘﺻﯾرﯾﺔ ﻋﻠﻰ
أﺳﺎس أن اﻻﻟﺗزام اﻟﻣﮭﻧﻲ ﻟﯾس ﻟﮫ ﻋﻼﻗﺔ ﺑﺎﻻﺗﻔﺎق ﻣﻊ اﻟﻣرﯾض ﻷﻧﮫ ﯾﺟﮭل اﻻﻟﺗزاﻣﺎت اﻟﺗﻲ وﻗﻌﮭﺎ،
ﻓﻼ ﯾﻔﺗرض أن ھذه اﻻﻟﺗزاﻣﺎت ﺗدﺧل داﺋرة اﻟﺗﻌﺎﻗد وھﻲ ﺗﻘﺗرب ﻣن اﻻﻟﺗزاﻣﺎت اﻟﺗﻲ ﯾﻔرﺿﮭﺎ
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ﻟﻠﻣزﯾد اﻧظر :اﻟﻌﺑﯾدي ،ﻋﻠﻲ ھﺎدي ) .(2017اﻟﺟدﯾد ﻓﻲ ﻗﺎﻧون اﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾﺔ اﻹﻣﺎراﺗﻲ رﻗم  4ﻟﺳﻧﺔ  .2016ﻣﺟﻠﺔ
ﺟﺎﻣﻌﺔ اﻟﻌﯾن ﻟﻠﻘﺎﻧون واﻷﻋﻣﺎل ،اﻟﻌدد  ،2ص .17
اﻟﻔﻘرة  6ﻣن اﻟﻣﺎدة  5ﻣن ﻗﺎﻧون اﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾﺔ اﻹﻣﺎراﺗﻲ رﻗم  4ﻟﺳﻧﺔ .2016
ﺷﻘﻔﺔ ،ﻣﺣﻣد ﻓﮭر ) .(1979اﻟﻣﺳؤوﻟﯾﺔ اﻟﻣدﻧﯾﺔ اﻟﺗﻘﺻﯾرﯾﺔ اﻟﻣﺗرﺗﺑﺔ ﻋﻠﻰ ﻋﻣل اﻟطﺑﯾب .ﻣﺟﻠﺔ اﻟﻣﺣﺎﻣون اﻟﺳورﯾﺔ،
اﻟﻌدد  ،3ص .139
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اﻟﻘﺎﻧون 94 .وﻗد اﺳﺗﻘرت أﺣﻛﺎم اﻟﻣﺣﻛﻣﺔ اﻻﺗﺣﺎدﯾﺔ اﻟﻌﻠﯾﺎ ﻋﻠﻰ أﻧﮫ "ﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾب ﻣﻧﺎطﮭﺎ ﻗﯾﺎﻣﮫ
ﺑﺑذل اﻟﻌﻧﺎﯾﺔ اﻟﻣطﻠوﺑﺔ ﻣﻧﮫ ﺑﺄن ﯾﺑذل ﺟﮭودا ﺻﺎدﻗﺔ وﯾﻘظﺔ ﺗﺗﻔﻖ ﻣﻊ اﻷﺻول اﻟﻣﺳﺗﻘرة ﻓﻲ ﻋﻠم
اﻟطب .ﻣﺳؤوﻟﯾﺗﮫ ﻋن ﻛل ﺗﻘﺻﯾر ﻓﻲ ﻣﺳﻠﻛﮫ ﻻ ﯾﻘﻊ ﻣن طﺑﯾب ﻓﻲ ﻣﺳﺗواه اﻟﻣﮭﻧﻲ وﺟد ﻓﻲ اﻷﺣوال
اﻟﺧﺎرﺟﯾﺔ ﻧﻔﺳﮭﺎ اﻟﺗﻲ أﺣﺎطت ﺑﺎﻟطﺑﯾب اﻟﻣﺳؤول".

95

ﻛﻣﺎ أن اﻟﻣﺣﻛﻣﺔ اﻟﻌﻠﯾﺎ ﻓﻲ دوﻟﺔ اﻹﻣﺎرات اﻟﻌرﺑﯾﺔ اﻟﻣﺗﺣدة ﻗد اﺳﺗﻘرت ﻋﻠﻰ ﻓﻛرة ﻣﺳؤوﻟﯾﺔ
اﻟطﺑﯾب ﻋن ﻛل ﺧطﺄ ﯾرﺗﻛﺑﮫ ﻣﺎدﯾﺎ ً ﻛﺎن أو ﻓﻧﯾﺎً .ھذا وﻗد ﻗررت ﺑﺄن "ﻣن اﻟﻣﻘرر أن اﻟﺗزام اﻟطﺑﯾب-
وﻋﻠﻰ ﻣﺎ ﺟرى ﺑﮫ ﻗﺿﺎء ھذه اﻟﻣﺣﻛﻣﺔ ﻟﯾس اﻟﺗزاﻣﺎ ً ﺑﺗﺣﻘﯾﻖ ﻧﺗﯾﺟﺔ ھﻲ ﺷﻔﺎء اﻟﻣرﯾض ،إﻧﻣﺎ ھو
اﻟﺗزام ﺑﺑذل ﻋﻧﺎﯾﺔ ،إﻻ أن اﻟﻌﻧﺎﯾﺔ اﻟﻣطﻠوﺑﺔ ﻣﻧﮫ ﺗﻘﺗﺿﻲ أن ﯾﺑذل ﻟﻣرﯾﺿﮫ ﺟﮭدا ً ﺻﺎدﻗﺎ ً ﯾﺗﻔﻖ -ﻓﻲ ﻏﯾر
اﻟظروف اﻻﺳﺗﺛﻧﺎﺋﯾﺔ -ﻣﻊ اﻷﺻول اﻟﻣﺳﺗﻘرة ﻓﻲ ﻋﻠم اﻟطب ،ﻓﯾﺳﺄل اﻟطﺑﯾب ﻋن ﻛل ﺗﻘﺻﯾر ﻓﻲ
ﻣﺳﻠﻛﮫ اﻟطﺑﻲ ﻻ ﯾﻘﻊ ﻣن طﺑﯾب ﯾﻘض ﻓﻲ ﻣﺳﺗواه اﻟﻣﮭﻧﻲ وﺟد ﻓﻲ ﻧﻔس اﻟظروف اﻟﺧﺎرﺟﯾﺔ اﻟﺗﻲ
أﺣﺎطت ﺑﺎﻟطﺑﯾب اﻟﻣﺳؤول ،ﻛﻣﺎ وﯾﺳﺄل ﻋن ﺧطﺋﮫ اﻟﻌﺎدي أﯾﺎ ﻛﺎﻧت درﺟﺔ ﺟﺳﺎﻣﺗﮫ".
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وﯾﺷﺗرط ﻟﺣﺻول اﻟﻣﺿرور ﻋﻠﻰ اﻟﺗﻌوﯾض وﻓﻘﺎ ﻟﻧظﺎم اﻟﻣﺳؤوﻟﯾﺔ اﻟﺗﻘﺻﯾرﯾﺔ أن ﯾﺛﺑت
اﻟﺧطﺄ واﻟﺿرر وﻋﻼﻗﺔ اﻟﺳﺑﯾﺑﺔ ،وﯾﻣﻛن ﺗطﺑﯾﻖ ذﻟك ﻋﻠﻰ اﻟﺷﺧص اﻟﻣﺳؤول ﻋن اﻷﺿرار اﻟﻧﺎﺟﻣﺔ
ﻋن اﺳﺗﺧدام اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ ،ﻓﻣﺛﻼ إذا اﻋﺗﻣد اﻟطﺑﯾب ﻋﻠﻰ ﺑرﻧﺎﻣﺞ دﻋم اﻟﻘرار اﻟﺳرﯾري اﻟﻣدﻋوم
ﺑﺎﻟذﻛﺎء اﻻﺻطﻧﺎﻋﻲ ﻟوﺻف اﻟدواء ،إﻻ أن اﻟﺑرﻧﺎﻣﺞ أﺻدر ﺗوﺻﯾﺔ ﺧﺎطﺋﺔ ﻛﺎن ﯾﻣﻛن ﻣﻼﺣظﺗﮭﺎ
وﺗم ﺗﺟﺎھﻠﮭﺎ ﻣن ﻗﺑل طﺑﯾب ﻣﺧﺗص ،ﻋﻧدﺋذ ﻣن اﻟﻣﻣﻛن ﻣﺳﺎءﻟﺔ اﻟطﺑﯾب ﻋن اﻷﺿرار اﻟﻧﺎﺗﺟﺔ
واﻹﺻﺎﺑﺎت اﻟﻣﺗوﻗﻊ ﺣدوﺛﮭﺎ ﺑﺎﻟﻣرﯾض.
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ﻋﺳﺎف ،واﺋل ﺗﯾﺳﯾر ) .(2008اﻟﻣﺳؤوﻟﯾﺔ اﻟﻣدﻧﯾﺔ ﻟﻠطﺑﯾب  -دراﺳﺔ ﻣﻘﺎرﻧﺔ .رﺳﺎﻟﺔ ﻣﺎﺟﺳﺗﯾر .ﺟﺎﻣﻌﺔ اﻟﻧﺟﺎح اﻟوطﻧﯾﺔ،
ﻓﻠﺳطﯾن .ص .17
اﻟطﻌن رﻗم  93ﻟﺳﻧﺔ  15ﻗﺿﺎﺋﯾﺔ ،ﺟﻠﺳﺔ .1994/10/30
اﻟﻣﺣﻛﻣﺔ اﻻﺗﺣﺎدﯾﺔ اﻟﻌﻠﯾﺎ ،اﻟطﻌن رﻗم  431ﻟﺳﻧﺔ  22ﻗﺿﺎﺋﯾﺔ ﻣدﻧﻲ ،ﺟﻠﺳﺔ .2002/9/22
ﻣﺣﻣد ،ﻋﺑداﻟرزاق وھﺑﺔ ) .(2020اﻟﻣﺳؤوﻟﯾﺔ اﻟﻣدﻧﯾﺔ ﻋن أﺿرار اﻟذﻛﺎء اﻻﺻطﻧﺎﻋﻲ .ﻣرﻛز ﺟﯾل اﻟﺑﺣث اﻟﻌﻠﻣﻲ.
ﻣﺟﻠﺔ ﺟﯾل اﻷﺑﺣﺎث اﻟﻘﺎﻧوﻧﯾﺔ اﻟﻣﻌﻣﻘﺔ ،اﻟﻌدد  ،43ص .23-22
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وﻣن اﻟﺟدﯾر ﺑﺎﻟذﻛر أن ﺗطﺑﯾﻖ اﻟﻣﺳؤوﻟﯾﺔ اﻟﺗﻘﺻﯾرﯾﺔ ﻋﻠﻰ اﻟذﻛﺎء اﻻﺻطﻧﺎﻋﻲ واﻟروﺑوﺗﺎت
اﻟطﺑﯾﺔ ﯾواﺟﮫ ﺗﺣدﯾﺎت ﻛﺛﯾرة ﻟﻠﻐﺎﯾﺔ ،ﻷﻧﮫ ﯾﺟب ﻋﻠﻰ اﻟﻣﺣﺎﻛم ﺗﺣدﯾد اﻟﺷﺧص اﻟطﺑﯾﻌﻲ أو اﻻﻋﺗﺑﺎري
اﻟﻣﺳؤول ﻋن اﻟﺿرر اﻟﻧﺎﺟم ﻋن ﺗﻠك اﻷﻓﻌﺎل ،إﻻ أن اﺳﺗﻘﻼﻟﯾﺔ اﻟروﺑوﺗﺎت اﻟﻣﺗزاﯾدة ﺗﺟﻌل ﻣن
اﻟﺻﻌب ﺗﻘﯾﯾم أﺳﺎس اﻟﻣﺳؤوﻟﯾﺔ ،ﻓﻌﻧدﻣﺎ ﯾﺗﺧذ اﻟروﺑوت ﻗرارات ﻣﺳﺗﻘﻠﺔ ،ﻻ ﺗﻛﻔﻲ اﻟﻘواﻋد اﻟﺗﻘﻠﯾدﯾﺔ
ﻹﻗﺎﻣﺔ اﻟﻣﺳؤوﻟﯾﺔ اﻟﻣدﻧﯾﺔ ﻋن اﻟﺿرر اﻟذي أﺣدﺛﮫ اﻟروﺑوت ،ﻷﻧﮭﺎ ﻻ ﺗﺳﺎﻋد ﻋﻠﻰ ﺗﺣدﯾد اﻟطرف
اﻟذي أﺣدث اﻟﺿرر ،ﻷن ﺗﺣدﯾد اﻟﺷﺧص اﻟﻣﺳؤول وأرﻛﺎن اﻟﻣﺳؤوﻟﯾﺔ اﻟﺗﻘﺻﯾرﯾﺔ ﻟﯾس ﺑﺎﻷﻣر
اﻟﯾﺳﯾر ﻋﻧدﻣﺎ ﯾﺗﻌﻠﻖ اﻷﻣر ﺑﺎﻻﺳﺗﻘﻼﻟﯾﺔ اﻟﻣﺗزاﯾدة ﻟﻠذﻛﺎء اﻻﺻطﻧﺎﻋﻲ.
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وﻗﺿت ﻣﺣﻛﻣﺔ ﺗﻣﯾﯾز دﺑﻲ ﺑﺄﻧﮫ "ﻋﻠﻰ اﻟطﺑﯾب أو اﻟﺟراح أن ﯾﻘوم ﺑواﺟﺑﮫ ﺣﯾﺎل ﻣرﯾﺿﮫ
ﺑﻘدر ﻣﻌﻘول وﻣﻧﺳب ﻣن اﻟﻛﻔﺎﯾﺔ واﻟﻣﮭﺎرة وأن ﯾﺑذل درﺟﺔ ﻋﺎﻟﯾﺔ ﻣن اﻟﻌﻧﺎﯾﺔ واﻻھﺗﻣﺎم واﻟﯾﻘظﺔ
واﻟﻣﻌﯾﺎر ﻓﻲ ذﻟك ھو ﻣﺎ ﯾﻘﻠﮫ أھل اﻟﻣﮭﻧﺔ اﻟﻣﮭرة اﻟﯾﻘظﯾن ﻣﻣن ﯾﻔﺗرض أن ﯾﻛون ﻓﻲ ﻣﺳﺗواھم وﺗﻘدﯾر
اﻟﻘﯾﺎم ﺑﺎﻟواﺟب اﻟﻣﻧوط ﺑﮫ ﺑﺎﻟدرﺟﺔ اﻟﻣطﻠوﺑﺔ ﻣﻧﮫ ﻣن ﻋدﻣﮫ وﻓﻘﺎ ﻟﮭذا اﻟﻣﻌﯾﺎر ﺗﺳﺗﻘل ﺑﮫ ﻣﺣﻛﻣﺔ
اﻟﻣوﺿوع دون رﻗﺎﺑﺔ ﻋﻠﯾﮭﺎ ﻣن ﻣﺣﻛﻣﺔ اﻟﺗﻣﯾﯾز".
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وﺑﺣﺳب اﻟﻘواﻋد اﻟﻌﺎﻣﺔ ،ﻓﺈن اﻟﺷﺧص ﻻ ﯾﻛون ﻣﺳؤوﻻ ﻋن أﻓﻌﺎﻟﮫ ﻓﻘط ،وإﻧﻣﺎ ﯾﻛون
ﻣﺳؤوﻻ ﻋن اﻷﺷﯾﺎء ﺗﺣت ﺣراﺳﺗﮫ وﺗﺗطﻠب ﻋﻧﺎﯾﺔ ﺧﺎﺻﺔ ،ﻓﺈذا ﻣﺎ ﺗﺳﺑﺑت ھذه اﻷﺷﯾﺎء ﺑﺿرر،
ﻓﯾﻛون اﻟﺷﺧص اﻟﺣﺎرس ﻟﮭﺎ ھو اﻟﻣﺳؤول ﻋن ﺗﻌوﯾض اﻷﺿرار اﻟﺗﻲ ﺗﺳﺑﺑﮭﺎ،
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وﻗد اﺳﺗﻘرت

ﻣﺣﻛﻣﺔ ﺗﻣﯾﯾز دﺑﻲ ﻋﻠﻰ أن "اﻷﺻل أن ﺗﻛون اﻟﺣراﺳﺔ ﻟﻣﺎﻟك اﻟﺷﻲء إﻻ إذا ﺛﺑت أﻧﮭﺎ ﺧرﺟت ﻣن

Benhamou, Y., & Ferland, J. (2020). Artificial Intelligence & Damages: Assessing
Liability and Calculating the Damages. Leading Legal Disruption: Artificial
Intelligence and a Toolkit for Lawyers and the Law, Forthcoming. Retrieved
11/March/2020 from
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3535387
 99ﻣﺣﻛﻣﺔ ﺗﻣﯾﯾز دﺑﻲ ،اﻟطﻌﻧﯾن رﻗم  88و 113ﻟﺳﻧﺔ  ،1997ﺟﻠﺳﺔ .1997/11/2
 100ﺗﻧص اﻟﻣﺎدة  316ﻣن ﻗﺎﻧون اﻟﻣﻌﺎﻣﻼت اﻟﻣدﻧﯾﺔ رﻗم  5ﻟﺳﻧﺔ  1985ﻋﻠﻰ أﻧﮫ " ﻛل ﻣن ﻛﺎن ﺗﺣت ﺗﺻرﻓﮫ أﺷﯾﺎء
ﺗﺗطﻠب ﻋﻧﺎﯾﺔ ﺧﺎﺻﺔ ﻟﻠوﻗﺎﯾﺔ ﻣن ﺿررھﺎ أو آﻻت ﻣﯾﻛﺎﻧﯾﻛﯾﺔ ﯾﻛون ﺿﺎﻣﻧﺎ ﻟﻣﺎ ﺗﺣدﺛﮫ ھذه اﻷﺷﯾﺎء أو اﻵﻻت ﻣن ﺿرر
إﻻ ﻣﺎ ﻻ ﯾﻣﻛن اﻟﺗﺣرز ﻣﻧﮫ ،وذﻟك ﻣﻊ ﻋدم اﻹﺧﻼل ﺑﻣﺎ ﯾرد ﻓﻲ ھذا اﻟﺷﺄن ﻣن أﺣﻛﺎم ﺧﺎﺻﺔ".

98
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ﺗﺣت ﯾده إﻟﻰ اﻟﻐﯾر ،وﯾﻛون اﻟﻐﯾر وﺣده ﻣﺳؤوﻻ ﻋﻣﺎ ﺗﺣدﺛﮫ اﻷﺷﯾﺎء ﻣن ﺿرر"،

101

إﻻ أﻧﮫ ﻓﻲ

ﺣﺎﻟﺔ اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ ،ﻓﻣن اﻟﺻﻌب أﺣﯾﺎﻧﺎ ﺗﺣدﯾد ﻣن ھو اﻟﺷﺧص اﻟﻣﺳؤول ﻋﻧﮭﺎ ،اﻟطﺑﯾب
اﻟﻣﺷرف أو اﻟﻣﺳﺗﺷﻔﻰ أو اﻟﺷرﻛﺔ اﻟﻣﺻﻧﻌﺔ أو اﻟﻣﺑرﻣﺞ ،وﯾﺟﻣﻊ اﻟﻔﻘﮫ ﻋﻠﻰ أن اﻟﻣﺳؤوﻟﯾﺔ ﺗﻧﺣﺻر
ﻓﻲ اﻟﺷﺧص اﻟذي ﯾﻛون ﻟدﯾﮫ اﻟﺣراﺳﺔ اﻟﻔﻌﻠﯾﺔ ﻋﻠﻰ اﻟﺷﻲء ،وﻟﻛن ھذا ﻻ ﯾﺗﺣﻘﻖ ﻓﻲ ﻣﺟﺎل اﻟروﺑوﺗﺎت
اﻟﻘﺎﺋﻣﺔ ﻋﻠﻰ اﻟذﻛﺎء اﻻﺻطﻧﺎﻋﻲ واﻟﺗﻲ ﺗﺗﻣﺗﻊ ﺑﺎﻻﺳﺗﻘﻼﻟﯾﺔ ،ﻷن ھذه اﻷﺧﯾرة ﺗﺗﻌﺎرض ﻣﻊ ﺳﻠطﺔ
اﻟﺣﺎرس ﻓﻲ اﻟﺳﯾطرة ﻋﻠﯾﮭﺎ.
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ﻓﻣﺛﻼ ،ﻓﻲ ﻗﺿﯾﺔ ﺑﯾن ﻣواطن أﻣرﯾﻛﻲ وﺷرﻛﺔ ) (Intuitive Surgicalاﻟﻣﺻﻧﻌﺔ ﻟروﺑوت
داﻓﻧﺷﻲ اﻟطﺑﻲ ،واﻟﺗﻲ ﺣدﺛت ﻓﻲ واﺷﻧطن ﻋﺎم  ،2012ﻗﺎم اﻟﻣواطن اﻷﻣرﯾﻛﻲ ) (Taylorﺑرﻓﻊ
ﻗﺿﯾﺔ ﺿد اﻟﺷرﻛﺔ ﻟﻛوﻧﮭﺎ ﺗﻌرض اﻟﻣرﺿﻰ ﻟﻠﺧطر ﻣن ﺧﻼل ﺗﺳوﯾﻖ اﻟروﺑوت ﻟﻸطﺑﺎء دون
ﺗدرﯾب ﻛﺎف ﻟﮭم ،اﻷﻣر اﻟذي ﯾﻌرض ﺣﯾﺎة اﻷﻓراد ﻟﻠﺧطر.

103

وﻓﻲ ﻗﺿﯾﺔ أﺧرى ،اﺗﮭم اﻟﻣواطن ) (Mracekﻣﺷﻔﻰ ) (Bryn Mawrﻋﺎم  2009ﺑﺄﻧﮫ
ﺗﺳﺑب ﻓﻲ إﯾذاءه أﺛﻧﺎء ﺗﻌطل اﻟروﺑوت أﺛﻧﺎء اﻟﺟراﺣﺔ وﻋﺎﻧﻰ ﻣن ﻣﺿﺎﻋﻔﺎت ﻛﺑﯾرة ،إﻻ أن اﻟﻣﺣﻛﻣﺔ
ﺣﻛﻣت ﺑﺄن اﻟﻣواطن ﻟم ﯾﻘدم أي دﻟﯾل ﻹﺛﺑﺎت أن اﻟﻌطل ﻛﺎن راﺟﻌﺎ ﻟﺧطﺄ اﻟﻣﺷﻔﻰ وﻟﯾس ﺑﺳﺑب أﺷﯾﺎء
ﺛﺎﻧوﯾﺔ ﺧﺎرﺟﺔ ﻋن إرادة اﻟﻣﺷﻔﻰ ،أو إﺛﺑﺎت أن اﻟﻌطل ﺗﺳﺑب ﻓﻲ إﺻﺎﺑﺗﮫ.

104

ﻓﻲ ﻗﺿﯾﺔ أﺧرى ﻟﻠﻣواطن ) (Thomasﺿد اﻟﺷرﻛﺔ اﻟﻣﺻﻧﻌﺔ ﻟروﺑوت داﻓﻧﺷﻲ ﻋﺎم
 ،2011ﺗﻌرض اﻟﻣدﻋﻲ أﺛﻧﺎء ﻋﻣﻠﯾﺔ ﺟراﺣﯾﺔ ﺑﺎﺳﺗﺧدام اﻟروﺑوت إﻟﻰ ﺿرر ﻓﻲ اﻟﻘوﻟون ،ورﻓﻊ
دﻋوى ﺿد اﻟﺷرﻛﺔ اﻟﻣﺻﻧﻌﺔ ﺑﺣﺟﺔ اﻹھﻣﺎل واﻟﺗﮭور ﻓﻲ اﻟﺗﺻﻣﯾم واﻟﺗﺻﻧﯾﻊ واﻟﺗﺧطﯾط واﻟﺻﯾﺎﻧﺔ
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ﻣﺣﻛﻣﺔ ﺗﻣﯾﯾز دﺑﻲ ،اﻟداﺋرة اﻟﻣدﻧﯾﺔ ،اﻟطﻌن رﻗم  104ﻟﺳﻧﺔ  ،18-2اﻟﺻﺎدر ﻓﻲ ﺟﻠﺳﺔ .2018/5/3
Archambault, L., & Zimermann, L. (2018). Repairing damages caused by
artificial intelligence: french law needs to evolve, gazette du Palals, N. 9.
Retrieved 5/April/2020 from https://www.selene-avocats.fr/wpcontent/uploads/2019/01/Traduction-article-IA.pdf
103
Sulbha, S. (2018). Id. P. 37.
104
Mracek v. Bryn Mawr Hosp., 2010 U.S. App. LEXIS 2015.
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ﻟﻠروﺑوت داﻓﻧﺷﻲ ،إﻻ أن اﻟﻣﺣﻛﻣﺔ رﻓﺿت اﻟدﻋوى ﺑﺳﺑب ﻧﻘص اﻷدﻟﺔ وﻋدم ﺛﺑوت ﺧطﺄ
اﻟﺷرﻛﺔ.

105

وأﯾﺿﺎ ﻓﻲ دﻋوى ﻣن اﻟﻣواطن ) (Obrienﺿد ﻧﻔس اﻟﺷرﻛﺔ ،زﻋم اﻟﻣدﻋﻲ أن اﻟروﺑوت
اﻟﻣﺻﻧﻊ ﻣن اﻟﺷرﻛﺔ ﺗم ﺗﺻﻣﯾﻣﮫ ﺑﺷﻛل ﻣﻌﯾب ،وﺗﻌطل أﺛﻧﺎء اﺳﺗﺋﺻﺎل اﻟﺑﻧﻛرﯾﺎس ﻟﻠﻣدﻋﻲ ،ﻣﻣﺎ ﺳﺑب
ﻟﮫ أﺿرار ﺑﻠﯾﻐﺔ ،إﻻ أن اﻟﻣﺣﻛﻣﺔ رﻓﺿت اﻟدﻋوى ،ﻣوﺿﺣﺔ أن اﻟﻣدﻋﻲ ﯾﺟﺎدل ﺑﺄﻧﮫ ﺗﻌرض إﻟﻰ
إھﻣﺎل طﺑﻲ وﻟم ﺗﺗﻣﻛن اﻟﻣﺣﻛﻣﺔ ﻣن اﻟﻌﺛور ﻋﻠﻰ أي أﺳﺎس ﻟﻠﻣطﺎﻟﺑﺔ وﻋدم وﺟود أدﻟﺔ ﺗدﯾن
اﻟﺷرﻛﺔ.

106

ﻓﻲ دﻋوى ﺑﯾن اﻟﻣدﻋو ) (Silvestriniﺿد ﻧﻔس اﻟﺷرﻛﺔ ،ادﻋﻰ ﺑﺄن اﻟﺷرﻛﺔ ﻣﺳؤوﻟﺔ ﻋن
ﺗدرﯾب ﻣوظﻔﻲ اﻟﻣﺷﻔﻰ ﻋﻠﻰ اﺳﺗﺧدام اﻟروﺑوت اﻟﺟراﺣﻲ ،وأن ھذا اﻟﺗدرﯾب ﻛﺎن ﻧﺎﻗﺻﺎ ﺗﻣﺎﻣﺎ وﻏﯾر
ﻛفء ،وﺗﻌطل اﻟروﺑوت أﺛﻧﺎء اﻟﺟراﺣﺔ ﻣﻣﺎ ﺳﺑب أﺿرار ﺟﺳدﯾﺔ وﻋﻘﻠﯾﺔ ،إﻻ أن اﻟﻣﺣﻛﻣﺔ رﻓﺿت
اﻟدﻋوى ﻟﻌدم ﺛﺑوﺗﮭﺎ.

107

وﻣﻣﺎ ﺳﺑﻖ ،ﺗرى اﻟﺑﺎﺣﺛﺔ أن ﻣﺳﺄﻟﺔ إﺛﺑﺎت ﺧطﺄ اﻟﺷرﻛﺔ اﻟﻣﺻﻧﻌﺔ أو اﻟﻣﺳﺗﺷﻔﻰ اﻟذي ﯾﺳﺗﺧدم
اﻟروﺑوت اﻟطﺑﻲ ،وإﺛﺑﺎت ﺗﺣﻘﻖ اﻟﻌﻼﻗﺔ اﻟﺳﺑﺑﯾﺔ ﺑﯾن اﻟﺧطﺄ واﻟﺿرر اﻟذي ﯾﺻﯾب اﻟﻣرﯾض ﯾﺷﻛل
ﻋﺎﺋﻘﺎ أﺳﺎﺳﯾﺎ ﯾواﺟﮫ اﻟﻣرﺿﻰ ،وﯾزداد اﻷﻣر ﺗﻌﻘﯾدا ﻛﻠﻣﺎ ازدادت اﻻﺳﺗﻘﻼﻟﯾﺔ اﻟﺗﻲ ﯾﺗﻣﺗﻊ ﺑﮭﺎ
اﻟروﺑوت ،وھو اﻷﻣر اﻟذي ﻗد ﯾؤدي ﻓﻲ اﻟﻣﺳﺗﻘﺑل إﻟﻰ ﻋزوف اﻟﻣرﺿﻰ ﻋن ﻗﺑول إﺟراء ﻋﻣﻠﯾﺎت
ﺟراﺣﯾﺔ ﺑﺎﺳﺗﺧدام اﻟروﺑوﺗﺎت ،اﻷﻣر اﻟذي ﯾﻧﻌﻛس ﺳﻠﺑﺎ ﻋﻠﻰ ﺗطوﯾر ھذه اﻟﺻﻧﺎﻋﺔ.

Dulski v. Intuitive Surgical, Inc., 2011 U.S. Dist. LEXIS 12651.
O’Brien v. Intuitive Surgical, Inc, 2011 U.S. Dist. LEXIS 80868.
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Silvestrini v. Intuitive Surgical, Inc, 2012 U.S. Dist. LEXIS 13801.
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اﻟﻣﺑﺣث اﻟﺛﺎﻧﻲ :اﻷﺳﺎس اﻟﻘﺎﻧوﻧﻲ ﻟﻣﺳؤوﻟﯾﺔ اﻟروﺑوت اﻟطﺑﻲ
ﺗﻣﮭﯾد وﺗﻘﺳﯾم
إن اﻟﻣراد ﺑﺄﺳﺎس اﻟﻣﺳؤوﻟﯾﺔ ھو اﻟﺳﺑب أو اﻟﻣﺑرر اﻟذي ﯾدﻓﻊ اﻟﻣﺷرع إﻟﻰ إﻟﻘﺎء ﻋبء
اﻟﺗﻌوﯾض ﻋن اﻟﺿرر ﻋﻠﻰ ﻋﺎﺗﻖ ﺷﺧص ﻣﺎ ،وﻗد ﺑﻧت اﻟﺗﺷرﯾﻌﺎت اﻟﻣﺧﺗﻠﻔﺔ أﺳﺎس اﻟﻣطﺎﻟﺑﺔ
ﺑﺎﻟﺗﻌوﯾض إﻣﺎ ﻋﻠﻰ أﺳﺎس ﻧظرﯾﺔ اﻟﺧطﺄ أو ﻋﻠﻰ أﺳﺎس ﻧظرﯾﺔ اﻟﺿرر ،وﻟم ﯾﺗم ﺑﻌد ﻓﻲ ﻣﺟﺎل
اﻟﻣﺳؤوﻟﯾﺔ ﻋن اﻷﺿرار اﻟﺗﻲ ﺗﺳﺑﺑﮭﺎ اﻟروﺑوﺗﺎت ﺗﺣدﯾد أﺳﺎس ﻣﻌﯾن ﺗﻘوم ﻋﻠﯾﮫ ھذه اﻟﻣﺳؤوﻟﯾﺔ ﻧظرا
ﻟﺣداﺛﺔ اﺳﺗﺧدام اﻟروﺑوﺗﺎت.
وﻓﻲ ﻣﺣﺎوﻟﺔ ﻟﺗﺄﺳﯾس اﻟﻣﺳؤوﻟﯾﺔ ﻋن اﻷﺿرار اﻟﺗﻲ ﺗﺣدﺛﮭﺎ اﻟروﺑوﺗﺎت ،ﻓﻘد ﺑﺣث اﻟﻔﻘﮫ
اﻟﻘﺎﻧوﻧﻲ ﻓﻲ ﻋدة أﺳس ﯾﻣﻛن ﺗطﺑﯾﻘﮭﺎ ﻋﻠﻰ اﻟﻣﺳؤوﻟﯾﺔ اﻟﻣدﻧﯾﺔ ﻋن اﻷﺿرار اﻟﺗﻲ ﯾﺳﺑﺑﮭﺎ اﻟروﺑوت،
ﻣﻧﮭﺎ ﻣﺎ اﺳﺗﻧد إﻟﻰ اﻟﻧظرﯾﺎت اﻟﺗﻘﻠﯾدﯾﺔ ﻟﺗﺄﺳﯾس اﻟﻣﺳؤوﻟﯾﺔ ،ﻛﻔﻛرة اﻟﺣراﺳﺔ واﻟﻣﺳؤوﻟﯾﺔ ﻋن اﻟﻣﻧﺗﺟﺎت
اﻟﻣﻌﯾﺑﺔ ،وﻣﻧﮭﺎ ﻣﺎ اﺳﺗﻧد إﻟﻰ اﻟﻧظرﯾﺎت اﻟﺣدﯾﺛﺔ ﻛﻔﻛرة اﻟﻧﺎﺋب اﻹﻧﺳﺎﻧﻲ.
وﻟﻣﺣﺎوﻟﺔ ﺗﺄﺳﯾس اﻟﻣﺳؤوﻟﯾﺔ ﻋن اﻷﺿرار اﻟﺗﻲ ﺗﺳﺑﺑﮭﺎ اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ ،ﻧﻌﺎﻟﺞ ﻓﻲ ھذا
اﻟﻣﺑﺣث اﻷﺳﺎس اﻟﻘﺎﻧوﻧﻲ ﻟﻣﺳؤوﻟﯾﺔ اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ وﻓﻘﺎ ﻟﻠﻧظرﯾﺎت اﻟﺗﻘﻠﯾدﯾﺔ واﻟﺣدﯾﺛﺔ ﻟﻠﻣﺳؤوﻟﯾﺔ
ﻣﻊ اﻹﺷﺎرة إﻟﻰ ﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾب ﻋن اﻷﺧطﺎء اﻟطﺑﯾﺔ ،وذﻟك ﻋﻠﻰ اﻟﻧﺣو اﻟﺗﺎﻟﻲ:
اﻟﻣطﻠب اﻷول :اﻟﻧظرﯾﺎت اﻟﺗﻘﻠﯾدﯾﺔ ﻟﺗﺄﺳﯾس ﻣﺳؤوﻟﯾﺔ اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ.
اﻟﻣطﻠب اﻟﺛﺎﻧﻲ :اﻟﻧظرﯾﺎت اﻟﺣدﯾﺛﺔ ﻟﺗﺄﺳﯾس ﻣﺳؤوﻟﯾﺔ اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ.

اﻟﻣطﻠب اﻷول :اﻟﻧظرﯾﺎت اﻟﺗﻘﻠﯾدﯾﺔ ﻟﺗﺄﺳﯾس ﻣﺳؤوﻟﯾﺔ اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ
ﯾرى اﻟﺑﻌض ﻣن اﻟﻔﻘﮫ إﻣﻛﺎﻧﯾﺔ ﺗﺄﺳﯾس اﻟﻣﺳؤوﻟﯾﺔ ﻋن اﻷﺿرار اﻟﺗﻲ ﺗﺣدﺛﮭﺎ اﻟروﺑوﺗﺎت إﻟﻰ
ﻧظرﯾﺔ اﻟﻣﺳؤوﻟﯾﺔ ﻋن اﻟﻣﻧﺗﺟﺎت اﻟﻣﻌﯾﺑﺔ ،وﻗد اﺳﺗﺣدث اﻟﻣﺷرع اﻷورﺑﻲ ھذه اﻟﻧظرﯾﺔ ﺑﻣوﺟب
اﻟﺗوﺟﯾﮫ اﻟﺻﺎدر ﻋﻧﮫ رﻗم  85/374ﻓﻲ ﻋﺎم  1985واﻟﺧﺎص ﺑﺎﻟﻣﺳؤوﻟﯾﺔ ﻋن اﻟﻣﻧﺗﺟﺎت اﻟﻣﻌﯾﺑﺔ،
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وﯾﻘﺻد ﺑﮭﺎ ﺗﻠك اﻟﻣﺳؤوﻟﯾﺔ اﻟﺗﻲ ﺗﺗﻘرر ﺑﺣﻛم اﻟﻘﺎﻧون وﺗﻘوم ﻋﻠﻰ أﺳﺎس ﻋدم ﻛﻔﺎﯾﺔ ﻣﻌﺎﯾﯾر اﻷﻣﺎن
واﻟﺳﻼﻣﺔ ﻓﻲ اﻟﻣﻧﺗﺟﺎت،

108

أي أن اﻟﻣﺻﻧﻊ ﯾﻛون ﻣﺳؤوﻻ ﻋن اﻟﺿرر اﻟﻧﺎﺗﺞ ﻋن اﻟﻌﯾب ﻓﻲ

اﻟﻣﻧﺗوج ،وﻣن ﺛم ﻻ ﯾﺧﻠو اﻟﻘﺎﻧون اﻷورﺑﻲ ﻛﻠﯾﺔ ﻣن اﻟﻘواﻧﯾن اﻟﺗﻲ ﺗﺣﻛم اﻟﻣﺳؤوﻟﯾﺔ ﺧﺎرج اﻟﻧطﺎق
اﻟﺗﻌﺎﻗدي ،ﺣﯾث ﯾﻘدم ﻟﻠدول اﻷورﺑﯾﺔ إطﺎر ﺷﺎﻣل ﻟﻠﻣطﺎﻟﺑﺔ ﺑﺎﻟﺗﻌوﯾض ﻋﻠﻰ أﺳﺎس اﻟﺿرر اﻟﻧﺎﺟم ﻋن
اﻟﻣﻧﺗﺟﺎت ،ﺣﯾث ﻻ ﯾﺷﺗرط وﻓﻘﺎ ﻟﻠﺗوﺟﯾﮫ اﻟﻣطﺎﻟﺑﺔ ﺑﺎﻟﺗﻌوﯾض ﻋﻠﻰ أﺳﺎس اﻛﺗﺷﺎف ﺧطﺄ ﻣن ﺟﺎﻧب
ﻗﯾﺎم اﻟﺷرﻛﺔ اﻟﻣﺻﻧﻌﺔ ،وﯾؤﻛد اﻟﺗوﺟﯾﮫ ﻋﻠﻰ أن اﻟﻧظﺎم اﻟﻣطﻠﻖ ھو اﻟﻣﺳؤوﻟﯾﺔ اﻟﻣوﺿوﻋﯾﺔ ،وﻣﻊ ذﻟك
ﻻ ﯾﻛﻔﻲ أن ﯾﺣدث اﻟﻣﻧﺗﺞ ﺿررا ،وإﻧﻣﺎ ﯾﺗطﻠب أن ﯾﻛون اﻟﻣﻧﺗﺞ ﻣﻌﯾﺑﺎ ،وأن اﻟﻌﯾب ھو ﺳﺑب
اﻟﺿرر.

109

وﻗد ﻋرﻓت اﻟﻣﺎدة اﻟﺳﺎدﺳﺔ ﻣن اﻟﺗوﺟﯾﮫ اﻟﻣﻧﺗﺞ اﻟﻣﻌﯾب ﺑﺄﻧﮫ اﻟﻣﻧﺗﺞ اﻟذي ﻻ ﯾﺗواﻓر ﻓﯾﮫ اﻷﻣﺎن
اﻟﻣﺷروع ،ﻓﺎﻟﻌﯾب ﯾﻛون ﻣﺣﻼ ﻟﻠﻣﺳؤوﻟﯾﺔ ﻓﻲ اﻟﻣﻧﺗﺞ اﻟذي ﻻ ﺗﺗوﻓر ﻓﯾﮫ ﻣﻌﺎﯾﯾر اﻷﻣن واﻟﺳﻼﻣﺔ ،وﻻ
ﯾﻠﺗزم اﻟﻣﺿرور ﺳوى ﺑﺈﺛﺑﺎت اﻟﺿرر واﻟﻌﯾب،

110

وﻓﻲ ﺣﺎﻟﺔ وﺟود أﻛﺛر ﻣن ﺷﺧص ﺳﺎھم ﻓﻲ

إﻧﺗﺎج اﻟﺳﻠﻌﺔ ﺣﺗﻰ ﺗﺻل إﻟﻰ اﻟﻣﺳﺗﮭﻠك ،ﻓﮭﻧﺎ ﻧﻛون أﻣﺎم ﺣﺎﻟﺔ ﺗﻌدد اﻟﻣﻧﺗﺟﯾن ﻓﻲ إﻧﺗﺎج اﻟﺳﻠﻌﺔ ،واﻟﻣﺑدأ
اﻟﻣﺳﺗﻘر ھو إﻟزام اﻟﻣﻧﺗﺟﯾن ﺑﺎﻟﺗﺿﺎﻣن ﻓﻲ ﻣواﺟﮭﺔ اﻟﻣﺿرور ،وﻟﻛن اﻟﺑﺣث ﻋن اﻟﻣﺳؤول ﯾﻛون
أﻣرا ﺷﺎﺋﻛﺎ ﻟﻠﻐﺎﯾﺔ ﺣﯾﻧﻣﺎ ﯾﻛون اﻟﻣﻧﺗﺞ ھو روﺑوت طﺑﻲ ﯾﺗﻌدد اﻻطراف اﻟﻣﺳﺎھﻣﺔ ﻓﻲ ﺗﺻﻧﯾﻌﮫ
وﺑرﻣﺟﺗﮫ وﺗﺷﻐﯾﻠﮫ وﺻﯾﺎﻧﺗﮫ واﺳﺗﺧداﻣﮫ.

111

Risso, G. (2019). Product liability and protection of EU consumers: is it time for a
serious reassessment?. Journal of Private International Law, 15, 210-233.
 109ﺟﮭﻠول ،اﻟﻛرار ﺣﺑﯾب ،وﻋودة ،ﺣﺳﺎم ﻋﺑﯾس ) .(2019اﻟﻣﺳؤوﻟﯾﺔ اﻟﻣدﻧﯾﺔ ﻋن اﻷﺿرار اﻟﺗﻲ ﯾﺳﺑﺑﮭﺎ اﻟروﺑوت -
دراﺳﺔ ﺗﺣﻠﯾﻠﯾﺔ ﻣﻘﺎرﻧﺔ .ﻣﺟﻠﺔ اﻟﺗرﺑﯾﺔ واﻟﻌﻠوم اﻻﺟﺗﻣﺎﻋﯾﺔ .اﻟﻌدد  ،6ص .750
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Prospective Et De L’innovation, 23, 38-43.
108

41

اﻟﻣﺳؤوﻟﯾﺔ اﻟﺻﺎرﻣﺔ أو اﻟﻣطﻠﻘﺔ ﺗطﺑﻖ ﻓﯾﻣﺎ ﯾﺗﻌﻠﻖ ﺑﺎﻟﻣﻧﺗﺟﺎت اﻟﺧطرة ﻋﺎدة،

112

ﺗﻔرض ﻗﯾﺎم

اﻟﻣﺳؤوﻟﯾﺔ دون اﻟﺣﺎﺟﺔ ﻹﺛﺑﺎت اﻟﺧطﺄ ،ﻓﯾﺟوز ﻟﻠﻣدﻋﻲ ﺗﺣﻣﯾل اﻟﻣﺳؤوﻟﯾﺔ ﻟﻠﻣدﻋﻰ ﻋﻠﯾﮫ ﻋن اﻟﺣﺎدث
ﺑﻐض اﻟﻧظر ﻋن ﺧطﺄ اﻟﻣدﻋﻰ ﻋﻠﯾﮫ،

113

ﺣﯾث ﻻ ﯾوﺟد ﻣﺳﺗوى ﻣن اﻟرﻋﺎﯾﺔ أو اﻹھﻣﺎل ﻣن ﺟﺎﻧب

اﻟﻣدﻋﻰ ﻋﻠﯾﮫ ﯾﻣﻛﻧﮫ ﻣن ﺗﺟﻧب اﻟﻣﺳؤوﻟﯾﺔ.

114

ھذه اﻟﻣﺳؤوﻟﯾﺔ ﯾﻣﻛن ﺗطﺑﯾﻘﮭﺎ ﻓﻲ ﺣﺎل ﻛﺎﻧت اﻵﻟﺔ

ﻣﻌﯾﺑﺔ ﻓﻲ اﻟﺗﺻﻧﯾﻊ أو اﻟﺗﺻﻣﯾم ،أو ﻛﺎن ﯾﺣﻣل ﻋﻼﻣﺔ ﺗﺣذﯾر ﻏﯾر ﻛﺎﻓﯾﺔ،

115

ﻓﯾﻣﻛن ﻟﻠﻣﺿرور أن

ﯾﺣﻣل ﺷرﻛﺔ اﻟﺗﺻﻧﯾﻊ ﻣﺳؤوﻟﯾﺔ ﺻﺎرﻣﺔ ﻋن اﻷﺿرار ،ﻓﻔﻲ ھذه اﻟﺣﺎﻟﺔ ﯾﻔﺗرض أن ﺗﻛون اﻟﺷرﻛﺔ
وﻛﺄﻧﮭﺎ ﻣوردا ﺗﺟﺎرﯾﺎ ،وأن ﺗﻛون اﻵﻟﺔ ﻣﻌﯾﺑﺔ ﻓﻲ اﻟﺗﺻﻧﯾﻊ.

116

اﻷﻣر اﻟذي ﯾوﻓر ﻟﺷرﻛﺔ اﻟﺗﺻﻧﯾﻊ

ﺣﺎﻓزا أﻛﺑر ﻟﺗﺟﻧب اﻟﻌﯾوب ﻓﻲ ﺗﺻﻧﯾﻊ وﺗﺻﻣﯾم اﻵﻟﺔ ،وﯾوﻓر ﺿﻣﺎﻧﺎ ﻟﻠﻣﺿرور ﻓﻲ اﻟﺣﺻول ﻋﻠﻰ
اﻟﺗﻌوﯾض.

117

وﻟﻛن ﺗطﺑﯾﻖ ﻣﺳؤوﻟﯾﺔ اﻟﻣﻧﺗﺞ ﻋﻠﻰ روﺑوﺗﺎت اﻟذﻛﺎء اﻻﺻطﻧﺎﻋﻲ ﯾواﺟﮫ ﺗﺣدﯾﺎت ﻛﺑﯾرة ،ﻷﻧﮫ
ﻻ ﯾﻣﻛن اﻟﺳﯾطرة ﻋﻠﯾﮫ ﻧظرا ﻟﺧﺻﺎﺋﺻﮫ اﻟﻣﺗطورة ،ﺑﺳﺑب اﻻﺳﺗﻘﻼﻟﯾﺔ وﻧظﺎم اﻟﺗﻌﻠم اﻟذاﺗﻲ،

118

ﻓﺳﯾﻛون ﻣن اﻟﺻﻌب ﻋﻠﻰ اﻟﻣدﻋﻲ إﺛﺑﺎت وﺟود ﻋﯾب ﻓﻲ اﻟروﺑوت ،ﻛﻣﺎ أﻧﮫ ﻟﯾس ﺑﺎﻷﻣر اﻟﯾﺳﯾر
ﺗﺣدﯾد اﻟﺷرﻛﺔ اﻟﻣﺻﻧﻌﺔ ﻧظرا ﻟﺗﻌدد اﻟﺟﮭﺎت اﻟﻣﺷﺎرﻛﺔ ﻓﻲ ﺗطوﯾر اﻟروﺑوﺗﺎت ،وﺑﺎﻟﺗﺎﻟﻲ ﺳﯾظﮭر
ﺣﺎﻻت ﻻ ﯾﻣﻛن ﻓﯾﮭﺎ ﺗﻌوﯾض اﻟﺿرر ﻋﻠﻰ أﺳﺎس اﻟﻣﺳؤوﻟﯾﺔ ﻋن اﻟﻣﻧﺗﺟﺎت اﻟﻣﻌﯾﺑﺔ.

119

Dahiyat, E. (2018). From Science Fiction to Reality: How Will the Law Adapt to
Self-Driving Vehicles?. Journal of Arts & Humanities, 7(9), 34-43.
113
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Kelley, R., Schaerer, E., Gomez, M., & Nicolescu, M. (2010). Liability in robotics:
an international perspective on robots as animals. Advanced Robotics, 24(13),
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Rossum, C. V. (2017). Liability Of Robots: Legal responsibility in cases of errors
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وﺗرى اﻟﺑﺎﺣﺛﺔ أن ﺗطﺑﯾﻖ اﻟﻣﺳؤوﻟﯾﺔ اﻟﻣوﺿوﻋﯾﺔ ﻋﻠﻰ اﻟروﺑوﺗﺎت ﺑوﺿﻌﮭﺎ اﻟﺣﺎﻟﻲ أﻣر
ﺻﻌب ﻟﻠﻐﺎﯾﺔ ،ﻷﻧﮫ ﻻ ﯾﻣﻛن ﺗﺣدﯾد ﻋﯾب اﻟﻣﻧﺗﺞ ﻓﻲ اﻟﻣواﻗف اﻟﺗﻲ ﯾﺣدث ﻓﯾﮭﺎ اﻟﺿرر ﻧﺗﯾﺟﺔ ﺳﻠوك
ﺗﻌﻠﻣﮫ اﻟروﺑوت ،وھذا ﯾﺗطﻠب إﻋﺎدة ﻧظر ﻓﻲ ﻗواﻋد اﻟﻣﺳؤوﻟﯾﺔ ﻋن اﻟﻣﻧﺗﺟﺎت ﻟﻛﻲ ﺗﺗﻧﺎﺳب ﻣﻊ
ﺧﺻوﺻﯾﺔ اﻟذﻛﺎء اﻻﺻطﻧﺎﻋﻲ واﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ ﻋﻠﻰ اﻋﺗﺑﺎر أن اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ ﻣن اﻷﺟﮭزة
اﻟﺧطرة.
اﺗﺟﮫ اﻟﺑﻌض إﻟﻰ ﺗﺄﺳﯾس اﻟﻣﺳؤوﻟﯾﺔ ﻋن أﺿرار اﻟروﺑوﺗﺎت إﻟﻰ أﺳﺎس اﻟﻣﺳؤوﻟﯾﺔ ﻋن
اﻷﺷﯾﺎء ،واﻟﺗﻲ ﺗﻘوم ﻋﻠﻰ أﺳﺎس اﻟﺧطﺄ اﻟﻣﻔﺗرض ﺑﻧص اﻟﻘﺎﻧون ،واﻟﻣﻘﺻود ﺑﮫ اﻟﺧطﺄ اﻟذي ﻻ ﯾﺗﻛﻠف
اﻟﻣﺿرور ﺑﺈﺛﺑﺎﺗﮫ ،وإﻧﻣﺎ ﯾﻔﺗرض اﻟﻣﺷرع وﺟوده اﺳﺗﻧﺎدا إﻟﻰ ﻗرﯾﻧﺔ ﯾﻌﺗﻘد أﻧﮭﺎ ﻛﺎﻓﯾﺔ ﻹﻗﺎﻣﺔ
اﻟﻣﺳؤوﻟﯾﺔ ،وﻟﻘد ﻧظم اﻟﻣﺷرع اﻹﻣﺎراﺗﻲ أﺣﻛﺎم اﻟﻣﺳؤوﻟﯾﺔ ﻋن اﻷﺷﯾﺎء ﻓﻲ ﻗﺎﻧون اﻟﻣﻌﺎﻣﻼت اﻟﻣدﯾﻧﺔ،
ﺣﯾث ﻧص ﻋﻠﻰ أﻧﮫ "ﻛل ﻣن ﻛﺎن ﺗﺣت ﺗﺻرﻓﮫ أﺷﯾﺎء ﺗﺗطﻠب ﻋﻧﺎﯾﺔ ﺧﺎﺻﺔ ﻟﻠوﻗﺎﯾﺔ ﻣن ﺿررھﺎ أو
اﻵﻻت اﻟﻣﯾﻛﺎﻧﯾﻛﯾﺔ ﯾﻛون ﺿﺎﻣﻧﺎ ﻟﻣﺎ ﺗﺣدﺛﮫ ھذه اﻷﺷﯾﺎء أو اﻵﻻت ﻣن ﺿرر إﻻ ﻣﺎ ﻻ ﯾﻣﻛن اﻟﺗﺣرز
ﻣﻧﮫ وذﻟك ﻣﻊ ﻋدم اﻹﺧﻼل ﺑﻣﺎ ﯾرد ﻓﻲ ھذا اﻟﺷﺄن ﻣن أﺣﻛﺎم ﺧﺎﺻﺔ".

120

واﺷﺗرط اﻟﻣﺷرع ﻟﻘﯾﺎم

ھذه اﻟﻣﺳؤوﻟﯾﺔ ﺛﺑوت اﻟﺣراﺳﺔ ،أي أن ﯾﻛون اﻟﺷﺧص اﻟﻣﺳؤول ھو ﺻﺎﺣب اﻟﺳﯾطرة اﻟﻔﻌﻠﯾﺔ ﻋﻠﻰ
اﻟﺷﻲء ﻣﺣل اﻟﺣراﺳﺔ ،وأن ﺗﺗﺳﺑب ھذه اﻷﺷﯾﺎء ﺑﺿرر ﯾﻠﺣﻖ ﺑﺎﻟﻐﯾر ،وأن ﯾﻛون اﻟﺷﻲء ﻣﺣل
اﻟﺣراﺳﺔ ﻣن اﻷﺷﯾﺎء اﻟﺗﻲ ﺗﺗطﻠب ﻋﻧﺎﯾﺔ ﺧﺎﺻﺔ،

121

واﻟﺗﻲ ﯾﻣﻛن وﺻﻔﮭﺎ ﺑﺎﻷﺷﯾﺎء اﻟﺧطرة ،ﺳواء

ﻛﺎﻧت ﺧطرة ﺑطﺑﯾﻌﺗﮭﺎ ،أو ﺑﻧص اﻟﻘﺎﻧون ،ﻛﺎﻵﻻت اﻟﻣﯾﻛﺎﻧﯾﻛﯾﺔ ذات ﻗوة ﺗﺣرك ذاﺗﻲ،

122

وأﻗﺎم

اﻟﻣﺷرع اﻹﻣﺎراﺗﻲ اﻟﻣﺳؤوﻟﯾﺔ ﻋﻠﻰ أﺳﺎس اﻓﺗراض اﻟﺧطﺄ اﻟذي ﻻ ﯾﻘﺑل إﺛﺑﺎت اﻟﻌﻛس ،وﻻ ﯾﺟوز
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اﻟﻣﺎدة  316ﻣن ﻗﺎﻧون اﻟﻣﻌﺎﻣﻼت اﻟﻣدﻧﯾﺔ اﻹﻣﺎراﺗﻲ.
ﺳرﺣﺎن ،ﻋدﻧﺎن ) .(2010اﻟﻣﺻﺎدر ﻏﯾر اﻹرادﯾﺔ ﻟﻼﻟﺗزام ﻓﻲ ﻗﺎﻧون اﻟﻣﻌﺎﻣﻼت اﻟﻣدﻧﯾﺔ اﻹﻣﺎراﺗﻲ )ص .(63-60
ﻣﻛﺗﺑﺔ اﻟﺟﺎﻣﻌﺔ ،اﻟﺷﺎرﻗﺔ ،اﻹﻣﺎرات.
ﺷرﯾف ،ﻣﺣﻣد ) .(1999ﻣﺻﺎدر اﻻﻟﺗزام ﻓﻲ اﻟﻘﺎﻧون اﻟﻣدﻧﻲ -دراﺳﺔ ﻣﻘﺎرﻧﺔ ﺑﺎﻟﻔﻘﮫ اﻹﺳﻼﻣﻲ) .ص  .(251دار
اﻟﺛﻘﺎﻓﺔ ﻟﻠﻧﺷر واﻟﺗوزﯾﻊ ،ﻋﻣﺎن ،اﻷردن.
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ﻟﻠﻣﺳؤول ﻧﻔﻲ ﻣﺳؤوﻟﯾﺗﮫ إﻻ ﻣن ﺧﻼل ﻧﻔﻲ ﻋﻼﻗﺔ اﻟﺳﺑﺑﯾﺔ ﻣن ﺧﻼل إﺛﺑﺎت اﻟﺳﺑب اﻷﺟﻧﺑﻲ ،وھو ﻣﺎ
ﯾدل ﻋﻠﯾﮫ ﻋﺑﺎرة )إﻻ ﻣﺎ ﻻ ﯾﻣﻛن اﻟﺗﺣرز ﻣﻧﮫ(.

123

وﻗد اﺳﺗﻘرت أﺣﻛﺎم اﻟﻣﺣﻛﻣﺔ اﻻﺗﺣﺎدﯾﺔ اﻟﻌﻠﯾﺎ ﻋﻠﻰ أﻧﮫ "ﻻ ﯾﻣﻛن ﻟﻠﻣﺗﺳﺑب ﻓﻲ اﻟﺿرر
)اﻟﺣﺎرس اﻟﻔﻌﻠﻲ( أن ﯾدرأ ﻣﺳؤوﻟﯾﺗﮫ إﻻ ﺑﻧﻔﻲ اﻟراﺑطﺔ اﻟﺳﺑﺑﯾﺔ ﺑﯾن اﻟﺧطﺄ واﻟﺿرر ﺑﺈﺛﺑﺎت اﻟﺳﺑب
اﻷﺟﻧﺑﻲ".

124

واﻟﺣدﯾث ﻋن اﻟﻣﺳؤوﻟﯾﺔ ﻋن ﻷﺷﯾﺎء واﻵﻻت اﻟﺧطرة ﻓﻲ ﻣﺟﺎل اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ ﯾﻘودﻧﺎ
إﻟﻰ اﻟﺣدﯾث ﻋن ﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾب ﻋن اﺳﺗﻌﻣﺎل اﻷدوات واﻻﺟﮭزة اﻟطﺑﯾﺔ ووﺳﺎﺋل اﻟﺣﻣﺎﯾﺔ،
ﺑﺎﻋﺗﺑﺎرھﺎ ﺗطﺑﯾﻖ ﺧﺎص ﻣن ﺗطﺑﯾﻘﺎت اﻟﻣﺳؤوﻟﯾﺔ ﻋن اﻷﺷﯾﺎء ،ﺣﯾث أﻧﮫ ﻧظرا ﻟزﯾﺎدة اﺳﺗﺧدام
اﻷﺟﮭزة اﻟطﺑﯾﺔ أﺧطﺎرھﺎ ،اﺗﺟﮭت اﻟﺗﺷرﯾﻌﺎت واﻟﻘﺿﺎء ﻧﺣو اﻟﺗوﺳﻊ ﻓﻲ ﺗﻔﺳﯾر أﺣﻛﺎم اﻟﻣﺳؤوﻟﯾﺔ،
وھذا ﻣﺎ ﻛﺎن ﻟﮫ أﺛر واﺿﺢ ﻓﻲ ﻧطﺎق اﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾﺔ ﻧﺗﯾﺟﺔ ﺗدﺧل اﻵﻟﺔ ﺑﺷﻛل واﺿﺢ وﻣﻠﻣوس ﻓﻲ
اﻟﻌﻼج اﻟطﺑﻲ ،ﻓﺎﻟﻣرﯾض ﻗد ﯾﺻﺎب ﺑﺄﺿرار ﻧﺗﯾﺟﺔ اﺳﺗﺧدام اﻷﺟﮭزة واﻷدوات اﻟطﺑﯾﺔ ،ﺑﻣﺎ ﻓﯾﮭﺎ
اﻟروﺑوت اﻟطﺑﻲ.
ﺣﯾث ﯾﻠﺗزم اﻟطﺑﯾب ﺑﺎﺳﺗﺧدام اﻷدوات واﻻﺟﮭزة اﻟطﺑﯾﺔ اﻟﻼزﻣﺔ ﻓﻲ ﺗﺷﺧﯾص وﻣﻌﺎﻟﺟﺔ
اﻟﻣرﯾض ﺑﻛل ﯾﻘظﺔ واﻧﺗﺑﺎه ووﻓﻘﺎ ﻟﻸﺻول اﻟطﺑﯾﺔ اﻟﻣﺗﻌﺎرف ﻋﻠﯾﮭﺎ،

125

وﯾﻘر اﻟﻘﺿﺎء اﻟﻐرﺑﻲ ﺑﺎﻟﺗزام

اﻟطﺑﯾب ﺑﻧﺗﯾﺟﺔ ﺳﻼﻣﺔ اﻟﻣرﺿﻰ ﻣن اﻷﺿرار اﻟﺗﻲ ﻗد ﺗﻠﺣﻖ ﻣن اﺳﺗﺧدام ﺗﻠك اﻷدوات
واﻷﺟﮭزة،

126

واﻷﺿرار ھﻲ ﺗﻠك اﻟﺗﻲ ﺗﻧﺷﺄن ﻧﺗﯾﺟﺔ وﺟود ﻋﯾب أو ﻋطل ﺑﺎﻷﺟﮭزة أو اﻷدوات

اﻟطﺑﯾﺔ أو ﻧﺗﯾﺟﺔ ﺳوء اﺳﺗﺧدام اﻟطﺑﯾب ﻟﮭذه اﻷﺟﮭزة.
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زھرة ،ﻣﺣﻣد ﻣرﺳﻲ ) .(2002اﻟﻣﺻﺎدر ﻏﯾر اﻹرادﯾﺔ ﻟﻼﻟﺗزام ﻓﻲ ﻗﺎﻧون اﻟﻣﻌﺎﻣﻼت اﻟﻣدﻧﯾﺔ ﻟدوﻟﺔ اﻹﻣﺎرات اﻟﻌرﺑﯾﺔ
اﻟﻣﺗﺣدة )ص  .(436-433ﻣطﺑوﻋﺎت ﺟﺎﻣﻌﺔ اﻹﻣﺎرات ،اﻹﻣﺎرات.
اﻟﻣﺣﻛﻣﺔ اﻻﺗﺣﺎدﯾﺔ اﻟﻌﻠﯾﺎ ،اﻟطﻌن رﻗم  621ﻟﺳﻧﺔ  23ﻗﺿﺎﺋﯾﺔ ،ﺗﺎرﯾﺦ  ،2004/6/27ﻣﺟﻣوﻋﺔ اﻷﺣﻛﺎم ،ﺳﻧﺔ ،26
اﻟﻌدد  ،3ص .209
ﺗﻧص اﻟﻣﺎدة  4ﻣن ﻗﺎﻧون اﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾﺔ اﻹﻣﺎراﺗﻲ ﻋﻠﻰ أﻧﮫ "دون اﻹﺧﻼل ﺑﺎﻻﻟﺗزاﻣﺎت اﻟﻣﻘررة ﺑﺎﻟﺗﺷرﯾﻌﺎت اﻟﻧﺎﻓذة
ﻓﺈﻧﮫ ﯾﺟب ﻋﻠﻰ اﻟطﺑﯾب ﺑﺻﻔﺔ ﺧﺻﺔ اﻻﻟﺗزام ﺑﻣﺎ ﯾﺄﺗﻲ .4...:اﺳﺗﺧدام اﻷدوات واﻷﺟﮭزة اﻟطﺑﯾﺔ اﻟﻼزﻣﺔ ﻓﻲ ﺗﺷﺧﯾص
وﻣﻌﺎﻟﺟﺔ اﻟﻣرﯾض ﺑﻛل ﯾﻘظﺔ واﻧﺗﺑﺎه ووﻓﻘﺎ ﻟﻸﺻول اﻟﻌﻠﻣﯾﺔ اﻟﻣﺗﻌﺎرف ﻋﻠﯾﮭﺎ".
ﻋﺳﺎف ،واﺋل ﺗﯾﺳﯾر ﻣﺣﻣد .ﻣرﺟﻊ ﺳﺎﺑﻖ ،ص .52
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وﯾﺛور اﻟﺳؤال ﺣول ﻣﺎ ﻏذا ﻛﺎن اﻟﺗزام اﻟطﺑﯾب ﺑﺎﺳﺗﺧدام اﻷدوات واﻷﺟﮭزة اﻟطﺑﯾﺔ ﺑﻣﺎ ﻻ
ﯾﺷﺑب ﺿرر ﻟﻠﻣرﯾض ھو اﻟﺗزام ﺑﺑذل ﻋﻧﺎﯾﺔ ،ﺑﺣﯾث ﻻ ﺗﺗﺣﻘﻖ ﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾب إﻻ إذا أﺛﺑت
اﻟﻣرﯾض أن اﻟطﺑﯾب ﻟم ﯾﺑذل اﻟﻌﻧﺎﯾﺔ اﻟﻣطﻠوﺑﺔ ﻣﻧﮫ ﻓﻲ اﺳﺗﺧدام ھذه اﻷﺟﮭزة ،أي أﻧﮫ ﻟم ﯾﺳﺗﺧدﻣﮭﺎ
ﺑﻛل ﯾﻘظﺔ واﻧﺗﺑﺎه ،أم ﯾﻌد اﻟﺗزاﻣﮫ ھو اﻟﺗزام ﺑﺗﺣﻘﯾﻖ ﻧﺗﯾﺟﺔ ،ﺑﺣﯾث ﺗﺗﺣﻘﻖ ﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾب ﺑﻣﺟرد
ﺗﺣﻘﻖ اﻟﺿرر ﻟﻠﻣرﯾض ﻣن ھذه اﻷﺟﮭزة ﻣﺎ ﻟم ﯾﺗﻣﻛن اﻟطﺑﯾب ﻣن إﺛﺑﺎت اﻟﺳﺑب اﻷﺟﻧﺑﻲ اﻟذي أدى
إﻟﻰ ﺣﺻول اﻟﺿرر .واﻟرأي اﻟراﺟﺢ ھو أن اﻟﺗزام اﻟطﺑﯾب ﺑﺎﺳﺗﺧدام اﻷﺟﮭزة واﻷدوات اﻟطﺑﯾﺔ ﺑﻣﺎ
ﻻ ﯾﺳﺑب ﺿرر ﻟﻠﻣرﯾض ھو اﻟﺗزام ﺑﺗﺣﻘﯾﻖ ﻧﺗﯾﺟﺔ ،وذﻟك اﺳﺗﻧﺎدا ﻟﻸﺻل اﻟﻌﺎم ﻋن اﻟﻣﺳؤوﻟﯾﺔ ﻋن
اﻷﺷﯾﺎء وھﻲ اﻟﻣﺎدة  316ﻣن ﻗﺎﻧون اﻟﻣﻌﺎﻣﻼت اﻟﻣدﻧﯾﺔ اﻟﺗﻲ ﺗﻠزم اﻟﺣﺎرس ﺑﺎﻟﻣﺳؤوﻟﯾﺔ ﻋن اﻟﺿرر
اﻟذي ﺗﺳﺑﺑﮫ ھذه اﻵﻻت إﻻ ﻣﺎ ﻻ ﯾﻣﻛن اﻟﺗﺣرز ﻣﻧﮫ ،واﻟﺿرر اﻟذي ﻻ ﯾﻣﻛن اﻟﺗﺣرز ﻣﻧﮫ ھو اﻟﺿرر
اﻟذي ﯾﻌزى ﻟﺳﺑب أﺟﻧﺑﻲ ،ﺣﯾث أن اﻟطﺑﯾب ﻣﻠزم ﺑﺿﻣﺎن ﺳﻼﻣﺔ اﻷﺟﮭزة واﻷدوات اﻟطﺑﯾﺔ اﻟﺗﻲ
ﯾﺳﺗﺧدﻣﮭﺎ ﻓﻲ ﻣﻌﺎﻟﺟﺔ اﻟﻣرﯾض.
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وﻗﺿت ﻣﺣﻛﻣﺔ ﺗﻣﯾﯾز دﺑﻲ ﺑﺄﻧﮫ "ﻣﺳؤوﻟﯾﺔ اﻷطﺑﺎء ﺗﺧﺿﻊ ﻟﻠﻘﺎﻋدة اﻟﻌﺎﻣﺔ ﻣﻊ وﺟوب ﻣﺳﺎءﻟﺔ
اﻟطﺑﯾب ﻋﻧد ﺛﺑوت اﻟﺧطﺄ اﻟﻣﻧﺳوب إﻟﯾﮫ أﯾﺎ ﻛﺎﻧت درﺟﺗﮫ ﻋﻠﻰ أن ﯾﻛون اﻟﺗزام اﻟطﺑﯾب ﻓﻲ أداء ﻋﻣﻠﮫ
اﻟﺗزام ﺑﺑذل اﻟﻌﻧﺎﯾﺔ اﻟﺗﻲ ﺗﻘﺗﺿﻲ ﻣﻧﮫ ﺑذل ﺟﮭود ﺻﺎدﻗﺔ ﯾﻘظﺔ ﺗﺗﻔﻖ ﻣﻊ اﻷﺻول اﻟﻣﺳﺗﻘرة ﻓﻲ ﻋﺎﻟم
اﻟطب".
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ﻓﺈذا ﺗوﻓرت ﺷروط اﻟﻣﺳؤوﻟﯾﺔ ﻋن اﻷﺷﯾﺎء ،ﻧﮭﺿت اﻟﻣﺳؤوﻟﯾﺔ اﻟﻣدﻧﯾﺔ ﻋن اﻷﺿرار اﻟﺗﻲ
ﯾﺳﺑﺑﮭﺎ اﻟروﺑوت وﯾﺗﺣﻣﻠﮭﺎ اﻟﺷﺧص اﻟذي ﻛﺎن اﻟروﺑوت ﻓﻲ ﺣراﺳﺗﮫ ،ﻓﻠو ﺗﺳﺑب اﻟروﺑوت اﻟطﺑﻲ
ﺑﺿرر ﻟﻠﻣرﯾض أﺛﻧﺎء اﻟﻣﻠﯾﺔ اﻟﺟراﺣﯾﺔ ﻣﺛﻼ ،ﻓﺈن اﻟذي ﯾﺗﺣﻣل اﻟﻣﺳؤوﻟﯾﺔ ،طﺑﻘﺎ ﻟﮭذه اﻟﻧظرﯾﺔ ،ھو
اﻟﺷﺧص اﻟذي ﺗﻛون ﻟﮫ اﻟﺳﯾطرة اﻟﻔﻌﻠﯾﺔ ﻋﻠﻰ اﻟروﺑوت ،وھو اﻟطﺑﯾب اﻟذي ﯾﺳﺗﺧدم اﻟروﺑوت ﻓﻲ
اﻟﻌﻣﻠﯾﺔ أو اﻟﻣﺳﺗﺷﻔﻰ أو اﻟﺷرﻛﺔ اﻟﻣﺻﻧﻌﺔ .إﻻ أﻧﮫ وﻣﻊ ذﻟك ،ﻓﺈن ﻓﻛرة اﻟﻣﺳؤوﻟﯾﺔ ﻋن اﻷﺷﯾﺎء ،ﺑﻣﺎ
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اﻟﻌﺑﯾدي ،ﻋﻠﻲ ھﺎدي .ﻣرﺟﻊ ﺳﺎﺑﻖ ،ص .10
ﻣﺣﻛﻣﺔ ﺗﻣﯾﯾز دﺑﻲ ،اﻟطﻌن رﻗم  160ﻟﺳﻧﺔ  ،2004ﺟﻠﺳﺔ .2004/10/16
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ﻓﯾﮭﺎ اﻟﻣﺳؤوﻟﯾﺔ ﻋن اﺳﺗﺧدام اﻷﺟﮭزة واﻷدوات اﻟطﺑﯾﺔ ،ﺗﻌطﻲ ﻟﻠﺷﺧص اﻟﻣﺳؤول اﻟﺣﻖ ﻓﻲ اﻟﺗﻧﺻل
ﻣن اﻟﻣﺳؤوﻟﯾﺔ ﺑﺈﺛﺑﺎت اﻟﺳﺑب اﻷﺟﻧﺑﻲ ،وھو ﻣﺎ ﯾﺟﻌل اﻟﺣﺎرس اﻟﻣﺳؤول أﻣﺎم ﻓرﺻﺔ ﻛﺑﯾرة ﻟدﻓﻊ
اﻟﻣﺳؤوﻟﯾﺔ ،اﻷﻣر اﻟذي ﯾؤدي إﻟﻰ ﻋدم ﺻﻣود ھذه اﻟﻧظرﯾﺔ أﻣﺎم اﻟﺗﻛﻧوﻟوﺟﯾﺎ اﻟﻣﺗطورة واﻟﻣﻌﻘدة
ﻟﻠروﺑوﺗﺎت اﻟطﺑﯾﺔ اﻟﻣﺑرﻣﺟﺔ وﻓﻘﺎ ﻟﺗﻛﻧوﻟوﺟﯾﺎ اﻟذﻛﺎء اﻻﺻطﻧﺎﻋﻲ واﻟﺗﻲ ﺗﺗﻣﺗﻊ ﺑﻘدر ﻛﺑﯾر ﻣن
اﻻﺳﺗﻘﻼﻟﯾﺔ واﻟﻘدرة ﻋﻠﻰ اﺗﺧﺎذ اﻟﻘرار.
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اﻟﻣطﻠب اﻟﺛﺎﻧﻲ :اﻟﻧظرﯾﺎت اﻟﺣدﯾﺛﺔ ﻟﺗﺄﺳﯾس ﻣﺳؤوﻟﯾﺔ اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ
اﺑﺗﻛر اﻟﻣﺷرع اﻷورﺑﻲ ﻣؤﺧرا ﺑﻣوﺟب اﻟﻘﺎﻧون اﻟﻣدﻧﻲ اﻟﺧﺎص ﺑﺎﻟروﺑوﺗﺎت اﻟﺻﺎدر ﻓﻲ
 16ﻓﺑراﯾر  2017ﻧظرﯾﺔ ﺟدﯾدة ﻷﺳﺎس اﻟﻣﺳؤوﻟﯾﺔ اﻟﻣدﻧﯾﺔ ﻋن اﻷﺿرار اﻟﺗﻲ ﯾﺳﺑﺑﮭﺎ اﻟروﺑوت
ﺗﺗﻔﻖ ﻣﻊ ﺗزاﯾد اﺳﺗﻘﻼﻟﯾﺔ اﻟروﺑوﺗﺎت وﻗدرﺗﮭﺎ ﻋﻠﻰ اﻟﺗﻌﻠم اﻟذاﺗﻲ واﺗﺧﺎذ اﻟﻘرارات واﻟﺗﻔﺎﻋل ﻣﻊ
اﻟﻣﺣﯾط ،وﻟم ﯾﺗﻌﺎﻣل اﻟﻣﺷرع اﻷورﺑﻲ ﻣﻊ اﻟروﺑوت ﻓﻲ ھذه اﻟﻧظرﯾﺔ ﻋﻠﻰ أﺳﺎس أﻧﮫ ﺟﻣﺎد أو ﻛﺎﺋن
ﻻ ﯾﻌﻘل ،ﺑدﻟﯾل وﺻف اﻹﻧﺳﺎن اﻟﻣﺳؤول ﻋن اﻟروﺑوت ﺑﺎﻟﻧﺎﺋب وﻟﯾس اﻟﺣﺎرس.
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وﯾذھب اﻟﻘﺎﻧون اﻷورﺑﻲ إﻟﻰ اﻟﻘول ﺑﺄن اﻟﻣﺳؤوﻟﯾﺔ ﻣن اﻷﺿرار اﻟﺗﻲ ﯾﺳﺑﺑﮭﺎ اﻟروﺑوت ھﻲ
ﻣﺳﺄﻟﺔ ﻣﻌﻘدة ،إذ أﻧﮫ ﻓﻲ ظل اﻹطﺎر اﻟﻘﺎﻧوﻧﻲ اﻟﺣﺎﻟﻲ ﻻ ﯾﻣﻛن ﺗﺣﻣﯾل اﻟروﺑوﺗﺎت ذاﺗﮭﺎ اﻟﻣﺳؤوﻟﯾﺔ ﻋن
اﻷﻓﻌﺎل اﻟﺗﻲ ﺗﺳﺑب ﺿرر ﺑﺎﻵﺧرﯾن ،إﻻ أن اﻟﻘواﻋد اﻟﺣﺎﻟﯾﺔ ﻟﻠﻣﺳؤوﻟﯾﺔ ﺗﻐطﻲ اﻟﺣﺎﻻت اﻟﺗﻲ ﯾﻣﻛن
ﻓﯾﮭﺎ إرﺟﺎع اﻟﻣﺳؤوﻟﯾﺔ ﻋن ﻓﻌل اﻟروﺑوت إﻟﻰ ﺳﺑب أو ﻋﺎﻣل ﻣﺑﺷري ﻣﻌﯾن ،ﻣﺛل اﻟﺷرﻛﺔ اﻟﻣﺻﻧﻌﺔ
أو اﻟﻣﺑرﻣﺞ أو اﻟﻣﺎﻟك أو اﻟﻣﺷﻐل.

131

وﯾﻛون اﻟﻧﺎﺋب اﻹﻧﺳﺎﻧﻲ وﻓﻘﺎ ﻟﻠﻘﺎﻧون اﻷورﺑﻲ ﻋﻠﻰ أرﺑﻊ ﺻور؛

132

أوﻟﮭﺎ ﻗد ﯾﻛون ﺻﺎﺣب

اﻟﻣﺻﻧﻊ ،أي اﻟﺷرﻛﺔ اﻟﻣﻧﺗﺟﺔ ﻟﻠروﺑوت ،وﻓﻲ ھذه اﻟﺣﺎﻟﺔ أﺷﺎر اﻟﻘﺎﻧون اﻷورﺑﻲ إﻟﻰ إﻣﻛﺎﻧﯾﺔ ﺗطﺑﯾﻖ

 129ﺟﮭﻠول ،اﻟﻛرار ﺣﺑﯾب ،وﻋودة ،ﺣﺳﺎم ﻋﺑﯾس .ﻣرﺟﻊ ﺳﺎﺑﻖ ،ص .749
Principle AD of The European Parliament, Civil Law Rules on Robotics of 2017.
131
Principle Z,AD of The European Parliament, Civil Law Rules on Robotics of 2017.
 132اﻟﻣﮭﯾري ،ﻧﯾﻠﺔ ﻋﻠﻲ ﺧﻣﯾس ) .(2020اﻟﻣﺳؤوﻟﯾﺔ اﻟﻣدﻧﯾﺔ ﻋن أﺿرار اﻹﻧﺳﺎن اﻵﻟﻲ  -دراﺳﺔ ﺗﺣﻠﯾﻠﯾﺔ .رﺳﺎﻟﺔ
ﻣﺎﺟﺳﺗﯾر .ﺟﺎﻣﻌﺔ اﻹﻣﺎرات اﻟﻌرﺑﯾﺔ اﻟﻣﺗﺣدة ،ص .38
130

46

أﺣﻛﺎم اﻟﻣﺳؤوﻟﯾﺔ ﻋن اﻟﻣﻧﺗﺟﺎت اﻟﻣﻌﯾﺑﺔ اﻟﻣﻧﺻوص ﻋﻠﯾﮭﺎ ﻓﻲ اﻟﺗوﺟﯾﮫ اﻷورﺑﻲ رﻗم  85/374ﻟﻌﺎم
1985،
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ﻛﻣﺎ ﻟو أدى ﻋﯾب ﻓﻲ ﺗﺻﻧﯾﻊ اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ إﻟﻰ ﺗﺣرﯾك اﻟﻣرﯾض ﺑﺷﻛل ﺧﺎطﺊ أو

ﻓﺗﺢ ﺟﺳد اﻟﻣرﯾض أﺛﻧﺎء اﻟﻌﻣﻠﯾﺔ ﺑﺷﻛل ﺧﺎطﺊ ﻣﻣﺎ ﺗﺳﺑب ﻓﻲ ﺗﻔﺎﻗم اﻟﺣﺎﻟﺔ اﻟﺻﺣﯾﺔ ﻟﻠﻣرﯾض؛ وﺛﺎﻧﯾﮭﺎ
اﻟﻣﺷﻐل ،أي اﻟﺷﺧص اﻟﻣﺣﺗرف اﻟذي ﯾﻘوم ﺑﺎﺳﺗﻐﻼل اﻟروﺑوت ،وﺛﺎﻟﺛﮭﺎ اﻟﻣﺎﻟك ،أي اﻟﺷﺧص اﻟذي
ﯾﺛوم ﺑﺗﺷﻐﯾل اﻟروﺑوت ﺷﺧﺻﯾﺎ ﻟﺧدﻣﺗﮫ أو ﺧدﻣﺔ ﻋﻣﻼﺋﮫ ،ﻛﻣﺎﻟك اﻟﻣﺷﻔﻰ اﻟذي ﯾﺷﻐل اﻟروﺑوت
اﻟطﺑﻲ ﻓﻲ اﻟﻌﻣﯾﺎت اﻟﺟراﺣﯾﺔ ،وراﺑﻌﮭﺎ اﻟﻣﺳﺗﻌﻣل ،أي اﻟﺷﺧص اﻟذي ﯾﻘوم ﺑﺎﺳﺗﻌﻣﺎل اﻟروﺑوت،
ﻛﺎﻟطﺑﯾب اﻟﻣﺳؤول ﻋن اﻟﻌﻣﻠﯾﺔ واﻟذي ﯾدﯾر وﯾﺳﺗﺧدم اﻟروﺑوت أﺛﻧﺎء اﻟﻌﻣﻠﯾﺔ.

134

وﺗﻘوم اﻟﻣﺳؤوﻟﯾﺔ ﻓﻲ ھذه اﻟﺣﺎﻟﺔ ﻋﻠﻰ أﺳﺎس اﻟﺧطﺄ واﺟب اﻹﺛﺑﺎت ﻣن ﻗﺑل اﻟﻣﺗﺿرر ،وﻟﯾس
اﻟﺧطﺄ اﻟﻣﻔﺗرض ﺑﺣﻛم اﻟﻘﺎﻧون ﻛﻣﺎ ﻓﻲ اﻟﻣﺳؤوﻟﯾﺔ ﻋن اﻷﺷﯾﺎء ،إذ ﯾﺟب ﻋﻠﻰ اﻟﻣﺗﺿرر إﺛﺑﺎت ﺧطﺄ
اﻟﺷرﻛﺔ اﻟﻣﺻﻧﻌﺔ أو اﻟﻣﺎﻟك أو اﻟﻣﺷﻐل واﻟﻣﺗﻣﺛل ﻓﻲ إﻣﻛﺎﻧﯾﺔ ﻗﯾﺎم ھؤﻻء اﻷﺷﺧﺎص ﺑﺗﺟﻧب ذﻟك
اﻟﺿرر ﻟو ﺑذﻟوا اﻟﻌﻧﺎﯾﺔ اﻟﻼزﻣﺔ ،وإﺛﺑﺎت وﻗوع اﻟﺿرر وﻋﻼﻗﺔ اﻟﺳﺑﺑﯾﺔ ﺑﯾﻧﮭﻣﺎ.
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ﻟذا ﯾﻣﻛن اﻟﻘول ﺑﺄن اﻟﻘﺎﻧون اﻷورﺑﻲ اﺑﺗﻛر ﺣﺎﻟﺔ ﻗﺎﻧوﻧﯾﺔ ﺟدﯾدة ﻋﻧد ﺗﺑﻧﻲ ﻧظﺎم اﻟﻧﺎﺋب
اﻹﻧﺳﺎﻧﻲ ،أي ﺑﺎﻓﺗراض وﺟود ﻧﯾﺎﺑﺔ ﻗﺎﻧوﻧﯾﺔ ﺑﯾن اﻟروﺑوت واﻹﻧﺳﺎن اﻟﻣﺳؤول ﻋﻧﮫ ﺑﻐرض ﺗﺣﻣﯾل
اﻹﻧﺳﺎن اﻟﻣﺳؤوﻟﯾﺔ ﻋن أﻓﻌﺎل اﻟروﺑوت ،وﻗد ﻋرف اﻟﻘﺎﻧون اﻷورﺑﻲ اﻟﻧﺎﺋب اﻹﻧﺳﺎﻧﻲ ﺑﻘوﻟﮫ "اﻟﻧﺎﺋب
اﻹﻧﺳﺎﻧﻲ ھو ﻣن ﯾﺗﺣﻣل اﻟﻣﺳؤوﻟﯾﺔ ﻋن أﻓﻌﺎل اﻟروﺑوت وﺗﻌوﯾض اﻟﻣﺿرور ﺟراء أﺧطﺎء اﻟﺗﺷﻐﯾل
وﺑﻘوة اﻟﻘﺎﻧون".
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وﻣﺳؤوﻟﯾﺔ اﻟﻧﺎﺋب اﻹﻧﺳﺎﻧﻲ ﻗد ﺗﻛون ﻣﺳؤوﻟﯾﺔ ﻋﻘدﯾﺔ ،ﻛﻣﺎ ﻟو ﻓﺷل اﻟروﺑوت ﻓﻲ أداء اﻟﻣﮭﻣﺔ
اﻟﻣﻠﻘﺎة ﻋﻠﻰ ﻋﺎﺗﻘﮫ ﻟﺻﺎﻟﺢ اﻟﺷﺧص اﻟﻣﺗﻌﺎﻗد ﻣﻊ اﻟﺷرك اﻟﻣﺻﻧﻌﺔ أو ﻣﻊ اﻟﻣﺷﻔﻰ أو اﻟطﺑﯾب اﻟذي

Principle AD of The European Parliament, Civil Law Rules on Robotics of 2017.
 134اﻟﻘوﺻﻲ ،ھﻣﺎم ) .(2018إﺷﻛﺎﻟﯾﺔ اﻟﺷﺧص اﻟﻣﺳؤول ﻋن ﺗﺷﻐﯾل اﻟروﺑوت )ﺗﺄﺛﯾر ﻧظرﯾﺔ اﻟﻧﺎﺋب اﻹﻧﺳﺎﻧﻲ ﻋﻠﻰ
ﺟدوى اﻟﻘﺎﻧون ﻓﻲ اﻟﻣﺳﺗﻘﺑل( .ﻣﺟﻠﺔ ﺟﯾل اﻷﺑﺣﺎث اﻟﻘﺎﻧوﻧﯾﺔ اﻟﻣﻌﻣﻘﺔ .اﻟﻌدد  ،25ص .90-89
 135اﻟﻘوﺻﻲ ،ھﻣﺎم .ﻧﻔس اﻟﻣرﺟﻊ ،ص .91
 136اﻟﻣﮭﯾري ،ﻧﯾﻠﺔ ﻋﻠﻲ ﺧﻣﯾس .ﻣرﺟﻊ ﺳﺎﺑﻖ ،ص .36
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ﯾﺳﺗﻌﻣل اﻟروﺑوت اﻟطﺑﻲ،

137

وأﯾﺿﺎ ﻗد ﺗﻛون ﻣﺳؤوﻟﯾﺔ ﺗﻘﺻﯾرﯾﺔ ،وذﻟك ﻣن ﺧﻼل ﻗﯾﺎم اﻟروﺑوت

ﺑﺎﺗﺧﺎذ ﻗرارات ﻣﺳﺗﻘﻠﺔ ﻣن ﺟﺎﻧﺑﮫ ﻧﺗﯾﺟﺔ ﺧﺻﯾﺔ اﻻﺳﺗﻘﻼﻟﯾﺔ واﻟﺗﻌﻠم اﻟذاﺗﻲ واﺗﺧﺎذ اﻟﻘرار اﻟﺗﻲ ﯾﺗﻣﺗﻊ
ﺑﮭﺎ ،وأﻛد اﻟﻘﺎﻧون اﻷورﺑﻲ أن اﺳﺗﻘﻼﻟﯾﺔ اﻟروﺑوت ﯾﺟﻌل ﻣن ﻗواﻋد اﻟﻣﺳؤوﻟﯾﺔ اﻟﻌﻘدﯾﺔ ﻏﯾر ﻛﺎﻓﯾﺔ
ﻹﻗﺎﻣﺔ اﻟﻣﺳؤوﻟﯾﺔ اﻟﻣدﻧﯾﺔ ﻋن اﻷﺿرار اﻟﺗﻲ ﯾﺳﺑﺑﮭﺎ اﻟروﺑوت،
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ﻓﺎﻻﺳﺗﻘﻼﻟﯾﺔ ﺗﺟﻌل ﻣن ﻏﯾر

اﻟﻣﻣﻛن ﺗﺣدﯾد اﻟﺷﺧص اﻟﻣﺳؤول ﻋن إﺣداث اﻟﺿرر ،ﻟذﻟك ﯾوﺟﮫ اﻻﺗﺣﺎد اﻷورﺑﻲ ﻓﻲ اﻟﻣﺳﺗﻘﺑل إﻟﻰ
إﻋﺎدة اﻟﻧظر ﻓﻲ إﻣﻛﺎﻧﯾﺔ ﺗطﺑﯾﻖ ﻧﮭﺞ اﻟﻣﺳؤوﻟﯾﺔ اﻟﺻﺎرم أو ﻧﮭﺞ إدارة اﻟﻣﺧﺎطر )اﻟﻣﺳؤوﻟﯾﺔ
اﻟﻣوﺿوﻋﯾﺔ( اﻟﺗﻲ ﻻ ﺗﻘﺗﺿﻲ ﺳوى إﺛﺑﺎت اﻟﺿرر واﻟﻌﻼﻗﺔ اﻟﺳﺑﺑﯾﺔ ،وأن ﺗﺣدﯾد اﻷطراف اﻟﺗﻲ
ﺗﺗﺣﻣل اﻟﻣﺳؤوﻟﯾﺔ ﯾﻧﺑﻐﻲ أن ﺗﻛون ﻣﺳؤوﻟﯾﺗﮭﺎ ﻣﺗﻧﺎﺳﺑﺔ ﻣﻊ اﻟﻣﺳﺗوى اﻟﻔﻌﻠﻲ ﻟﻠﺗﻌﻠﯾﻣﺎت اﻟﻣﻌطﺎة
ﻟﻠروﺑوت ودرﺟﺔ اﺳﺗﻘﻼﻟﯾﺗﮫ.

139

وﺑﺎﻟﻧظر إﻟﻰ ﻗﺎﻧون اﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾﺔ ﻓﻲ اﻹﻣﺎرات ،ﻓﯾﻧص اﻟﻘﺎﻧون ﻋﻠﻰ ﺣﺎﻻت اﻹﻋﻔﺎء ﻣن
اﻟﻣﺳؤوﻟﯾﺔ ،ﺣﯾث ﯾﻧص اﻟﻘﺎﻧون ﻋﻠﻰ أﻧﮫ "ﻻ ﺗﻘوم اﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾﺔ ﻓﻲ أي ﻣن اﻟﺣﺎﻻت اﻵﺗﯾﺔ.1 :
إذا ﻟم ﯾﻛن اﻟﺿرر ﻧﺗﯾﺟﺔ أي ﻣن اﻷﺳﺑﺎب اﻟﻣﺣددة ﺑﺎﻟﻣﺎدة رﻗم  6ﻣن ھذا اﻟﻣرﺳوم ﺑﻘﺎﻧون وﻻﺋﺣﺗﮫ
اﻟﺗﻧﻔﯾذﯾﺔ .2 .إذا ﻛﺎن اﻟﺿرر ﻗد وﻗﻊ ﺑﺳب ﻓﻌل اﻟﻣرﯾض ﻧﻔﺳﮫ أو رﻓﺿﮫ ﻟﻠﻌﻼج أو ﻋدم اﺗﺑﺎﻋﮫ
ﻟﻠﺗﻌﻠﯾﻣﺎت اﻟطﺑﯾﺔ اﻟﺻﺎدرة إﻟﯾﮫ ﻣن اﻟﻣﺳؤوﻟﯾن ﻋن ﻋﻼﺟﮫ أو ﻛﺎن ﻧﺗﯾﺟﺔ ﻟﺳﺑب ﺧﺎرﺟﻲ،140."...
وﯾﻧص اﻟﻘﺎﻧون أﯾﺿﺎ ﻋﻠﻰ أﻧﮫ "اﻟﺧطﺄ اﻟطﺑﻲ ھو ﻣﺎ ﯾرﺗﻛﺑﮫ ﻣزاول اﻟﻣﮭﻧﺔ ﻧﺗﯾﺟﺔ أي ﻣن اﻷﺳﺑﺎب
اﻟﺗﺎﻟﯾﺔ .1 :ﺟﮭﻠﮫ ﺑﺎﻷﻣور اﻟﻔﻧﯾﺔ اﻟﻣﻔﺗرض اﻹﻟﻣﺎم ﺑﮭﺎ ﻓﻲ ﻛل ﻣن ﯾﻣﺎرس اﻟﻣﮭﻧﺔ ﻣن ذات درﺟﺗﮫ
وﺗﺧﺻﺻﮫ .2 .ﻋدم اﺗﺑﺎﻋﮫ اﻷﺻول اﻟﻣﮭﻧﯾﺔ واﻟطﺑﯾﺔ اﻟﻣﺗﻌﺎرف ﻋﻠﯾﮭﺎ .3 .ﻋدم ﺑذل اﻟﻌﻧﺎﯾﺔ اﻟﻼزﻣﺔ.
 .4اﻹھﻣﺎل وﻋدم اﺗﺑﺎع اﻟﺣﯾطﺔ واﻟﺣذر،".
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ﻛﻣﺎ ﯾﻧص ﻗﺎﻧون اﻟﻣﻌﺎﻣﻼت اﻟﻣدﻧﯾﺔ ﻋﻠﻰ أﻧﮫ "إذا

أﺛﺑت اﻟﺷﺧص أن اﻟﺿرر ﻗد ﻧﺷﺄ ﻋن ﺳﺑب أﺟﻧﺑﻲ ﻻ ﯾد ﻟﮫ ﻓﯾﮫ ﻛﺂﻓﺔ ﺳﻣﺎوﯾﺔ أو ﺣﺎدث ﻓﺟﺎﺋﻲ أو ﻗوة
Principle AG of The European Parliament, Civil Law Rules on Robotics of 2017.
Principle AA of The European Parliament, Civil Law Rules on Robotics of 2017.
139
Principle 53-56 of The European Parliament, Civil Law Rules on Robotics of
2017.
 140اﻟﻣﺎدة  17ﻣن ﻗﺎﻧون اﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾﺔ اﻹﻣﺎراﺗﻲ رﻗم  4ﻟﺳﻧﺔ .2016
 141اﻟﻣﺎدة  6ﻣن ﻗﺎﻧون اﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾﺔ اﻹﻣﺎراﺗﻲ رﻗم  4ﻟﺳﻧﺔ .2016
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ﻗﺎھرة أو ﻓﻌل اﻟﻐﯾر أو ﻓﻌل اﻟﻣﺗﺿرر ﻛﺎن ﻏﯾر ﻣﻠزم ﺑﺎﻟﺿﻣﺎن ﻣﺎ ﻟم ﯾﻘض اﻟﻘﺎﻧون أو اﻻﺗﻔﺎق ﺑﻐﯾر
ذﻟك".
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وﺗرى اﻟﺑﺎﺣﺛﺔ أن ھذه اﻟﻧﺻوص ﻗد ﺗﺛﯾر إﺷﻛﺎﻟﯾﺔ ﻋﻧدﻣﺎ ﯾﺗﻌﻠﻖ اﻷﻣر ﺑﻣﺳؤوﻟﯾﺔ اﻟروﺑوت
اﻟطﺑﻲ ،ﺣﯾث أﻧﮫ ﻓﻲ ﺣﺎل ﺧرج اﻟروﺑوت اﻟطﺑﻲ ﻋن اﻟﺗﻌﻠﯾﻣﺎت اﻟﻣﻌطﺎة إﻟﯾﮫ وﺗﺻرف ﺑﻧﺎء ﻋﻠﻰ
ﻗدرﺗﮫ ﻋﻠﻰ اﺗﺧﺎذ اﻟﻘرارات ﺑﺷﻛل ﻣﺳﺗﻘل ﺑﻣﺎ ﯾﺧﺎﻟف اﻷﺻول اﻟطﺑﯾﺔ اﻟﻣﺗﻌﺎرف ﻋﻠﯾﮭﺎ ،رﻏم ﻗﯾﺎم
اﻟطﺑﯾب اﻟﻣﺳؤول ﺑﺑذل اﻟﻌﻧﺎﯾﺔ اﻟﻼزﻣﺔ وأﺧذ اﻟﺣﯾطﺔ واﻟﺣذر ،اﻷﻣر اﻟذي ﯾﻛون ﻣﻌﮫ ﻓﻌل اﻟروﺑوت
ﯾﻣﺛل ﻗوة ﻗﺎھرة أو ﺳﺑب أﺟﻧﺑﻲ أو ﺣﺎدث ﻓﺟﺎﺋﻲ ﻻ ﯾﻣﻛن ﻟﻠطﺑﯾب أن ﯾﺳﺄل ﻋﻧﮫ ﺑﺣﺳب اﻟﻧﺻوص
اﻟﺳﺎﺑﻘﺔ ،ﻓﺎﺳﺗﻘﻼﻟﯾﺔ اﻟروﺑوت ﺑﺎﻟﺗﺻرف ﯾﻘﻊ اﻟﻌﻼﻗﺔ اﻟﺳﺑﯾﺑﺔ ﺑﯾن ﺧطﺄ اﻟطﺑﯾب واﻟﺿرر اﻟواﻗﻊ ﻋﻠﻰ
اﻟﻣرﯾض ،ﺧﺎﺻﺔ وأن اﻟطﺑﯾب ﻻ ﯾﻣﻛن أن ﯾﺳﺄل ﻋن اﻷﻣور اﻟﺗﻛﻧوﻟوﺟﯾﺔ اﻟﻣﺗﻌﻠﻘﺔ ﺑﺎﻟروﺑوت ،ﻓﺈذا ﻣﺎ
اﻋﺗﺑرت اﻟﺑﺎﺣﺛﺔ أن ﻓﻌل اﻟروﺑوت اﻟﻣﺳﺗﻘل ﯾﻣﺛل ﺳﺑﺑﺎ أﺟﻧﺑﯾﺎ ،وﺑﺎﻟﺗﺎﻟﻲ ﻋدم ﻗﯾﺎم اﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾﺔ
اﺳﺗﻧﺎدا ﻟﻠﻧﺻوص اﻟﺳﺎﺑﻘﺔ ،ﻓﺳﯾﺑﻘﻰ اﻟﻣرﯾض اﻟﻣﺗﺿرر ﻓﻲ ﺧطر ﻋدم اﻟﺣﺻول ﻋﻠﻰ ﺗﻌوﯾض ﻋن
اﻟﺿرر اﻟذي أﺻﺎﺑﮫ اﺳﺗﻧﺎدا إﻟﻰ ﻗواﻋد اﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾﺔ ،وإن ﻛﺎن ﻣن اﻟﻣﻣﻛن اﻟرﺟوع ﻋﻠﻰ
اﻟﺷرﻛﺔ اﻟﻣﺻﻧﻌﺔ ،إﻻ أن اﻟﻣرﯾض ﯾﻔﻘد ﺣﻘﮫ ﻓﻲ اﻟﺣﺻول ﻋﻠﻰ اﻟﻣزاﯾﺎ واﻟﺗﺳﮭﯾﻼت اﻟﺗﻲ ﯾوﻓرھﺎ
ﻗﺎﻧون اﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾﺔ ﻟﻠﻣرﯾض.
وﺗرى اﻟﺑﺎﺣﺛﺔ أن اﻟﺣل ﻟﮭذه اﻹﺷﻛﺎﻟﯾﺔ ﯾﺗﻣﺛل ﻓﻲ أن ﺗﻛون اﻟﺗزام اﻟطﺑﯾب ﺑﺎﺳﺗﺧدام اﻟروﺑوت
اﻟطﺑﻲ ھو اﻟﺗزام ﺑﺗﺣﻘﯾﻖ ﻧﺗﯾﺟﺔ وﻟﯾس ﺑﺑذل ﻋﻧﺎﯾﺔ ،ﻓﻌﻧدھﺎ ﯾﻠﺗزم اﻟطﺑﯾب ﺑﺿﻣﺎن أي ﺿرر ﯾﺣﺻل
ﻧﺗﯾﺟﺔ ﻓﻌل اﻟروﺑوت اﻟطﺑﻲ وﻟو ﺑذل اﻟطﺑﯾب اﻟﻌﻧﺎﯾﺔ اﻟﻼزﻣﺔ.

142

اﻟﻣﺎدة  287ﻣن ﻗﺎﻧون اﻟﻣﻌﺎﻣﻼت اﻟﻣدﻧﯾﺔ اﻹﻣﺎراﺗﻲ رﻗم  5ﻟﺳﻧﺔ .1985
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اﻟﺧﺎﺗﻣﺔ
ﻓﻲ ﺧﺗﺎم ھذا اﻟﺑﺣث ،ﺗوﺻﻠت اﻟﺑﺎﺣﺛﺔ إﻟﻰ أن اﻟﻧظﺎم اﻟﻘﺎﻧوﻧﻲ اﻹﻣﺎراﺗﻲ ﻣﺎ زال ﻗﺎﺻرا ﻋن
اﻹﺣﺎطﺔ ﺑﺟﻣﯾﻊ اﻟﺟواﻧب اﻟﻘﺎﻧوﻧﯾﺔ اﻟﻣﺗﻌﻠﻘﺔ ﺑﺗطﺑﯾﻘﺎت اﻟذﻛﺎء اﻻﺻطﻧﺎﻋﻲ ،وﻣن ﺿﻣﻧﮭﺎ اﺳﺗﺧدام
اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ ﺑﺄﻧواﻋﮭﺎ اﻟﻣﺧﺗﻠﻔﺔ ،وھو اﻷﻣر اﻟذي ﯾﺗرك ﺣﻘوق اﻟﻣرﯾض ﻋرﺿﺔ ﻟﻠﺗﻌدي ﻓﻲ
ظل زﯾﺎدة اﺳﺗﻘﻼﻟﯾﺔ اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ وﺻﻌوﺑﺔ إﯾﺟﺎد اﻟﺷﺧص اﻟﻣﺳؤول ﻋن أﻓﻌﺎﻟﮭﺎ ،وﻓﯾﻣﺎ ﯾﻠﻲ،
ﻧﻌرض ﻷھم اﻟﻧﺗﺎﺋﺞ اﻟﺗﻲ ﺗم اﻟﺗوﺻل إﻟﯾﮭﺎ ،وﻧﻠﺣﻘﮭﺎ ﺑﺎﻟﺗوﺻﯾﺎت اﻟﻼزﻣﺔ.
أوﻻ :اﻟﻧﺗﺎﺋﺞ
 .1ﺗﻌد اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ ﻣن أﺣدث ﺗطﺑﯾﻘﺎت اﻟذﻛﺎء اﻻﺻطﻧﺎﻋﻲ ﻓﻲ اﻟﻣﺟﺎل اﻟﺻﺣﻲ ،واﻟﺗﻲ
ﺗوﻓر اﻟﻌدﯾد ﻣن اﻟﺗﺳﮭﯾﻼت واﻟﻣزاﯾﺎ ﻟﻠﻣرﺿﻰ واﻷطﺑﺎء ،إﻻ أﻧﮭﺎ أﯾﺿﺎ ﻻ ﺗﺧﻠو ﻣن اﻟﺷواﺋب
واﻟﻌواﺋﻖ اﻟﺗﻲ ﺗﮭدد ﺳﻼﻣﺔ اﻟﻣرﺿﻰ.
 .2إن اﻟﻧظﺎم اﻟﻘﺎﻧوﻧﻲ واﻷﺧﻼﻗﻲ ﻟﻠروﺑوﺗﺎت اﻟطﺑﯾﺔ ﻻ زال ﻗﯾد اﻟﺗطوﯾر ،ﺣﯾث أن اﻟﻌدﯾد ﻣن
اﻟﺟواﻧب اﻟﻘﺎﻧوﻧﯾﺔ ﻻﺳﺗﺧدام اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ ﻻ زال ﻣﺑﮭﻣﺎ ،ﻛﻣﺎ ھو اﻟﺣﺎل ﻋﻧدﻣﺎ ﯾﺗﻌﻠﻖ اﻷﻣر
ﺑﺧﺻوﺻﯾﺔ اﻟﻣرﯾض واﻟﺗﻌوﯾض ﻋن اﻷﺿرار اﻟﺗﻲ ﺗﺻﯾﺑﮫ ﻣن أﻓﻌﺎل اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ.
 .3ﻻ زال ﻣن اﻟﺻﻌوﺑﺔ ﺑﻣﻛﺎن ﺗﺣدﯾد اﻷﺳﺎس اﻟﻘﺎﻧوﻧﻲ اﻟذي ﺗﻘوم ﻋﻠﯾﮫ ﻣﺳؤوﻟﯾﺔ اﻟروﺑوﺗﺎت
اﻟطﺑﯾﺔ ،ﻓﺟﻣﯾﻊ اﻟﻧظرﯾﺎت اﻟﺗﻘﻠﯾدﯾﺔ واﻟﺣدﯾﺛﺔ ﻟﺗﺄﺳﯾس اﻟﻣﺳؤوﻟﯾﺔ ﺗﺷوﺑﮭﺎ ﺑﻌض اﻟﻌﯾوب ﻋﻧد
ﺗطﺑﯾﻘﮭﺎ ﻋﻠﻰ اﻟروﺑوﺗﺎت ﻧﺗﯾﺟﺔ ﺧواص اﻟﺗطور واﻻﺳﺗﻘﻼﻟﯾﺔ واﻟﻘدرة ﻋﻠﻰ اﺗﺧﺎذ اﻟﻘرارات
ﺑﺷﻛل ﻣﺳﺗﻘل ﻣن ﻗﺑل اﻟروﺑوﺗﺎت.
 .4إن اﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾﺔ ﻋن اﻟروﺑوت اﻟطﺑﻲ ﻗد ﺗﻛون ﻣﺳؤوﻟﯾﺔ ﻋﻘدﯾﺔ أو ﺗﻘﺻﯾرﯾﺔ ،وھو ﺗرﺟﻊ
ﺑذﻟك إﻟﻰ طﺑﯾﻌﺔ ﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾب اﻟذي ﯾﺳﺗﺧدم اﻟروﺑوت اﻟطﺑﻲ.
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 .5إن ﻧظرﯾﺔ اﻟﻧﺎﺋب اﻹﻧﺳﺎﻧﻲ اﻟﺗﻲ اﺑﺗﻛرھﺎ اﻻﺗﺣﺎد اﻷورﺑﻲ ﻻ ﺗزال ﻗﯾد اﻟﺗطوﯾر وﻟم ﯾﺗم اﻋﺗﻣﺎدھﺎ
ﺑﺷﻛل رﺳﻣﻲ وﻗﺎﻧوﻧﻲ ،اﻷﻣر اﻟذي ﯾﺗرك اﻟﻣﺳؤوﻟﯾﺔ ﻋن أﺿرار اﻟروﺑوﺗﺎت ﻓﻲ ﺧطر
اﻟﺿﯾﺎع.
 .6إن اﻋﺗﺑﺎر اﻷﻓﻌﺎل اﻟﺗﻲ ﺗﺻدر ﻣن اﻟروﺑوﺗﺎت ﺑﺷﻛل ﻣﺳﺗﻘل ﺳﺑب أﺟﻧﺑﻲ ﯾؤدي إﻟﻰ اﻹﻋﻔﺎء ﻣن
اﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾﺔ ﯾﮭدد ﺣﻘوق اﻟﻣرﯾض اﻟذي ﺗﺿرر ﻣن أﻓﻌﺎل اﻟروﺑوت ﺑﺣرﻣﺎﻧﮫ ﻣن ﺣﻘﮫ ﻓﻲ
اﻟﻠﺟوء إﻟﻰ ﻗﺎﻧون اﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾﺔ.
ﺛﺎﻧﯾﺎ :اﻟﺗوﺻﯾﺎت
 .1اﻟﻧص ﺻراﺣﺔ ﻋﻠﻰ اﻋﺗﺑﺎر اﻟﺗزام اﻟطﺑﯾب ﺑﺎﺳﺗﺧدام اﻷدوات واﻷﺟﮭزة اﻟطﺑﯾﺔ ﺑﻣﺎ ﻓﯾﮭﺎ
اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ ﺑﻣﺎ ﻻ ﯾﺳﺑب ﺿرر ﻟﻠﻣرﯾض اﻟﺗزام ﺑﺗﺣﻘﯾﻖ ﻧﺗﯾﺟﺔ وﻟﯾس ﺑﺑذل ﻋﻧﺎﯾﺔ.
 .2ﻋﻘد دورات ﺗدرﯾﺑﯾﺔ ﻟﻸطﺑﺎء واﻟﻣﻣرﺿﯾن ﻋﻠﻰ ﻛﯾﻔﯾﺔ اﺳﺗﺧدام اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ وﺗﺄھﯾﻠﮭم
ﻛﺧطوة أوﻟﻰ ﻧﺣو اﺳﺗﺧدام اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ ﻓﻲ دوﻟﺔ اﻹﻣﺎرات اﻟﻌرﺑﯾﺔ اﻟﻣﺗﺣدة.
 .3ﺗﺄﺳﯾس اﻟﻣﺳؤوﻟﯾﺔ ﻋن اﻷﺿرار اﻟﺗﻲ ﺗﺻدر ﻣن اﻟروﺑوﺗﺎت اﻟطﺑﯾﺔ ﻋﻠﻰ أﺳﺎس ﻣﺳؤوﻟﯾﺔ
ﻣوﺿوﻋﯾﺔ ﺗﺗﺣﻘﻖ ﺑﺗﺣﻘﻖ اﻟﺿرر وإﺛﺑﺎت ﻋﻼﻗﺔ اﻟﺳﺑﺑﯾﺔ ﻟﺣﯾن إﯾﺟﺎد ﺗﺄﺻﯾل ﻗﺎﻧوﻧﻲ ﺳﻠﯾم ﯾﻧﺎﺳب
اﻟﺧﺻﺎﺋص اﻟﻣﺗطورة واﺳﺗﻘﻼﻟﯾﺔ اﻟروﺑوﺗﺎت.
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اﻟﻣراﺟﻊ
• اﻟﻣراﺟﻊ اﻟﻌرﺑﯾﺔ
أوﻻ :اﻟﻛﺗب
اﻟﺣﯾﺎري ،أﺣﻣد ) .(2005اﻟﻣﺳؤوﻟﯾﺔ اﻟﻣدﻧﯾﺔ ﻟﻠطﺑﯾب  -دراﺳﺔ ﻣﻘﺎرﻧﺔ .دار اﻟﺛﻘﺎﻓﺔ ﻟﻠﻧﺷر واﻟﺗوزﯾﻊ،
ﻋﻣﺎن ،اﻷردن.
زھرة ،ﻣﺣﻣد ﻣرﺳﻲ ) .(2002اﻟﻣﺻﺎدر ﻏﯾر اﻹرادﯾﺔ ﻟﻼﻟﺗزام  -اﻟﻔﻌل اﻟﺿﺎر واﻟﻔﻌل اﻟﻧﺎﻓﻊ،.
ﻣﻛﺗﺑﺔ ﺟﺎﻣﻌﺔ اﻹﻣﺎرات ﻟﻠﻧﺷر واﻟﺗوزﯾﻊ ،اﻹﻣﺎرات.
ﺳرﺣﺎن ،ﻋدﻧﺎن ) .(2010اﻟﻣﺻﺎدر ﻏﯾر اﻹرادﯾﺔ ﻟﻼﻟﺗزام ﻓﻲ ﻗﺎﻧون اﻟﻣﻌﺎﻣﻼت اﻟﻣدﻧﯾﺔ اﻹﻣﺎراﺗﻲ.
ﻣﻛﺗﺑﺔ اﻟﺟﺎﻣﻌﺔ ،اﻟﺷﺎرﻗﺔ ،اﻹﻣﺎرات.
ﺷرﯾف ،ﻣﺣﻣد ) .(1999ﻣﺻﺎدر اﻻﻟﺗزام ﻓﻲ اﻟﻘﺎﻧون اﻟﻣدﻧﻲ  -دراﺳﺔ ﻣﻘﺎرﻧﺔ ﺑﺎﻟﻔﻘﮫ اﻹﺳﻼﻣﻲ .دار
اﻟﺛﻘﺎﻓﺔ ﻟﻠﻧﺷر واﻟﺗوزﯾﻊ ،ﻋﻣﺎن ،اﻷردن.
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.2004/10/16  ﺟﻠﺳﺔ،2004  ﻟﺳﻧﺔ160  اﻟطﻌن رﻗم،ﻣﺣﻛﻣﺔ ﺗﻣﯾﯾز دﺑﻲ
Mracek v. Bryn Mawr Hosp., 2010 U.S. App. LEXIS 2015.
Dulski v. Intuitive Surgical, Inc., 2011 U.S. Dist. LEXIS 12651.
O’Brien v. Intuitive Surgical, Inc, 2011 U.S. Dist. LEXIS 80868
Silvestrini v. Intuitive Surgical, Inc, 2012 U.S. Dist. LEXIS 13801
Cristiano Almonte vs. Averna vision & robotics, INC. US district
court, W.D. New York. No. 11-c-v- 1088 EAW, 128 F sup. 3d
729 (2015). Signed August 31, 2015.
• اﻟﻘواﻧﯾن واﻟﺗﺷرﯾﻌﺎت
.1985  ﻟﺳﻧﺔ5 ﻗﺎﻧون اﻟﻣﻌﺎﻣﻼت اﻟﻣدﻧﯾﺔ اﻹﻣﺎراﺗﻲ رﻗم
.2016  ﻟﺳﻧﺔ4 ﻗﺎﻧون اﻟﻣﺳؤوﻟﯾﺔ اﻟطﺑﯾﺔ اﻹﻣﺎراﺗﻲ رﻗم
Resolution on civil law rules on robotics 2016.
Principles of the European Parliament, Civil Law Rules on Robotics
of 2017.
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