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Abstract
A graph describes the zero-nonzero pattern of a family of matrices, with the type of graph (undi-
rected or directed, simple or allowing loops) determining what type of matrices (symmetric or not
necessarily symmetric, diagonal entries free or constrained) are described by the graph. The mini-
mum rank problem of the graph is to determine the minimum among the ranks of the matrices in
this family; the determination of maximum nullity is equivalent. This problem has been solved for
simple trees [11, 9], trees allowing loops [5], and directed trees allowing loops [2]. We survey these
results from a unified perspective and solve the minimum rank problem for simple directed trees.
Keywords minimum rank, maximum nullity, symmetric minimum rank, asymmetric minimum rank,
rank, symmetric matrix, matrix, path cover, path cover number, zero forcing set, zero forcing number,
tree, ditree, directed tree, graph.
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1 Introduction
A graph describes the zero-nonzero pattern of a family of matrices, with the type of graph (undirected
or directed, simple or allowing loops) determining what type of matrices (symmetric or not necessarily
symmetric, diagonal entries free or constrained) are described by the graph. The minimum rank problem
of the graph is to determine the minimum among the ranks of the matrices in this family; the determi-
nation of maximum nullity is equivalent. This problem has been studied extensively for various types of
graphs.
Let G be an undirected (respectively, directed) graph. The vertex set of G, denoted by V (G), is a
nonempty set. The edge (arc) set of G, denoted by E(G), is a set of two element multisets (ordered pairs)
of vertices; multiple edges (multiple arcs in the same direction) between one particular pair of vertices
are not permitted. The order of G, denoted |G|, is the number of vertices of G.
We examine four types of graphs. When describing a specific type of graph, we always use one of
the terms simple or loop and one of the terms graph or digraph. Thus a simple digraph is a directed
graph that does not allow loops, and a loop graph is an undirected graph that allows loops. The term
simple (di)graph means a simple graph or simple digraph, and analogously for loop (di)graph. The term
undirected graph (respectively, directed graph) means a simple graph or a loop graph (simple digraph or
loop digraph). We do however, use the unqualified term graph more broadly, as in a graph of any type,
which means one of a simple graph, a loop graph, a simple digraph, or a loop digraph.
All of the matrices we discuss are real and square, although the minimum rank/maximum nullity
problem has been studied over fields other than the real numbers. Each type of graph describes a set of
matrices. For a simple graph G, the qualitative class of G, i.e., the family of matrices described by G, is
∗Department of Mathematics, Iowa State University, Ames, IA 50011, USA (lhogben@iastate.edu) and American Insti-
tute of Mathematics, 360 Portage Ave, Palo Alto, CA 94306 (hogben@aimath.org).
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Q(G) = {A ∈ R|G|×|G| : AT = A and for i "= j, aij "= 0⇔ {i, j} ∈ E(G)}.
For a simple digraph G,
Q(G) = {A ∈ R|G|×|G| : for i "= j, aij "= 0⇔ (i, j) ∈ E(G)}.
For a loop graph G,
Q(G) = {A ∈ R|G|×|G| : AT = A and aij "= 0⇔ {i, j} ∈ E(G)}.
For a loop digraph G, Q(G) = {A ∈ R|G|×|G| : aij "= 0⇔ (i, j) ∈ E(G)}.
Note that in the family of matrices described by a simple (di)graph, the diagonal entries of the matrix
are free, whereas in the family of matrices described by a loop (di)graph, the zero-nonzero pattern of the
diagonal is constrained by the absence or presence of loops. The matrices described by an undirected
graph are symmetric, whereas those described by a directed graph are not required to be symmetric. In
the literature, the family of matrices described by an undirected graph G is usually denoted by S(G)
rather than Q(G), but the latter notation facilitates our unified treatment of graphs of any type.
For a graph G of any type,
mr(G) = min{rank(A) : A ∈ Q(G)} and M(G) = max{null(A) : A ∈ Q(G)}.
Clearly mr(G) + M(G) = |G|.
One source of interest in the problem of determining the minimum rank/maximum nullity of the real
symmetric matrices described by a simple graph is the connection with possible eigenvalues of the same
family of matrices, because maximum nullity is the same as maximum multiplicity of an eigenvalue for
this family of matrices. The problem of determining the minimum rank of a simple graph has received
considerable attention recently (see [6] for a survey with extensive bibliography). The Jordan structure
for the zero eigenvalue of matrices described by a loop digraph was studied earlier in a series of papers
by Hershkowitz and Schneider, summarized in [7].
Trees are an important class of graphs for which the minimum rank/maximum nullity problem has
been solved, and the one that was studied first for simple graphs. To define the various types of tree, we
need some terminology. Let G be an undirected (respectively, directed) graph. A path in G is an ordered
set of distinct vertices (v1, . . . , vk) of G such that for i = 1, . . . , k − 1, the edges {vi, vi+1} (respectively,
arcs (vi, vi+1)) are contained in E(G). The vertex v1 is the initial point of P and vk is the final point of
P . A cycle in G is an ordered set of vertices (v1, . . . , vk) of G such that v1, . . . , vk−1 are distinct, vk = v1,
and for i = 1, . . . , k − 1, the edges {vi, vi+1} (respectively, arcs (vi, vi+1)) are contained in E(G). The
length of a cycle is the number of distinct vertices.
If G is a simple (respectively, loop) digraph, the associated simple (loop) graph Ĝ is the graph having
the same vertex set, and {i, j} ∈ E(Ĝ) exactly when at least one of (i, j), (j, i) ∈ E(G). An undirected
(respectively, directed) graph G is connected if there is path in G (respectively, Ĝ) from any vertex of G
to any other vertex of G. A directed graph G is strongly connected if there is path in G from any vertex
of G to any other vertex of G.
A forest is an undirected (respectively, directed) graph G such that G (respectively, Ĝ) has no cycles of
length greater than two; a tree is a connected forest. The terms simple tree or loop tree refer to undirected
trees whereas simple ditree or loop ditree refer to directed trees; analogous terminology is used for forests.
The minimum rank/maximum nullity problem has been solved for simple trees [11, 9], loop trees [5],
and loop ditrees [2] (of course solving the minimum rank/maximum nullity problem for a particular type
of tree also solves the problem for the same type of forest). In this context, ‘solved’ means showing
that minimum rank or maximum nullity is equal to a graph parameter, thereby reducing the problem of
finding a minimum (or maximum) over an infinite set of matrices to finding the optimum over a finite
set of vertices – see Section 4 for more information on methods of computation.
This paper surveys the results on minimum rank/maximum nullity of all types of trees from a unified
perspective and solves the minimum rank problem for simple ditrees (Section 3). In Section 2 we first
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examine two parameters, zero forcing number and path cover number, which are used to solve the
minimum rank problem for trees, for any type of graph.
Some additional terminology is needed. In an undirected graph G, vertex v is a neighbor of u if
{u, v} ∈ E(G). In an directed graph G, vertex v is an out-neighbor (respectively, in-neighbor) of u if
(u, v) ∈ E(G) ((v, u) ∈ E(G)). Note that if there is a loop (edge {u, u} or arc(u, u)), u is an neighbor or
out- and in-neighbor of itself.
To reverse the arc (u, v) in a directed graph means to replace it by the arc (v, u). A directed graph
G is symmetric if the result of reversing every arc of G leaves G unchanged (this means the same arc set,
not just an arc set that gives an isomorphic graph).
Finally, it should be noted that a symmetric (simple or loop) digraph G and its associated (simple
or loop) graph describe different families of matrices, even though the positions of nonzero entries are
identical, and this difference can produce a difference in minimum rank/maximum nullity, as in the next
(well-known) example.
Example 1.1. Let K3,3,3 be the symmetric simple digraph whose associated simple graph K̂3,3,3 is
shown in Figure 1 (to obtain K3,3,3 from K̂3,3,3, replace each edge {i, j} by the pair of arcs (i, j), (j, i)).
It is known [4] that mr(K̂3,3,3) = 3. For the block matrix A =
0 J −JJ 0 J
J J 0
 where J =
1 1 11 1 1
1 1 1
,
A ∈ Q(K3,3,3) and rank(A) = 2. Thus mr(K3,3,3) < mr(K̂3,3,3) and M(K3,3,3) > M(K̂3,3,3).
Figure 1: The simple graph K̂3,3,3 for Example 1.1.
2 Relationships between zero forcing number, path cover num-
ber, and maximum nullity for graphs
In this section we discuss for graphs of any type the graph parameters zero forcing number, which bounds
maximum nullity, and path cover number. These parameters are most useful for trees (see Section 3).
The zero forcing number was introduced in [1] for simple graphs, and extended to loop digraphs in
[2]. In fact, the definition is identical for graphs of any type except for the color-change rule, which varies
with the type of graph.
Definition 2.1. Let G be a graph of any type, with each vertex colored either white or black.
• The color-change rule depends on the type of graph.
– Let G be a a simple graph. If u is a black vertex and exactly one neighbor v of u is white,
then change the color of v to black.
– Let G be a a simple digraph. If u is a black vertex and exactly one out-neighbor v of u is
white, then change the color of v to black.
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– Let G be a a loop graph. If exactly one neighbor v of u is white, then change the color of v to
black (the possibility that u = v is permitted).
– Let G be a a loop digraph. If exactly one out-neighbor v of u is white, then change the color
of v to black (the possibility that u = v is permitted).
• When the color-change rule is applied to u to change the color of v, we say u forces v, and write
u→ v.
• Given a coloring of G, the derived set is the set of black vertices obtained by applying the color-
change rule until no more changes are possible.
• A zero forcing set for G is a subset of vertices Z such that if initially the vertices in Z are colored
black and the remaining vertices are colored white, then the derived set is all the vertices of G.
• For a given zero forcing set, construct the derived set, listing the forces in the order in which they
were performed. This list is a chronological list of forces.
• The zero forcing number Z(G) is the minimum of |Z| over all zero forcing sets Z ⊆ V (G).
The derived set (of a specific coloring of a graph) is in fact unique, since any vertex that turns black
under one sequence of applications of the color change rule can always be turned black regardless of the
order of color changes. Since for our purposes the uniqueness of the derived set is not necessary, we do
not supply the details.
Example 2.2. Recall that for a simple digraph, in order for u to force v, u must be black and v must
be the unique white out-neighbor of u. For the simple digraph G2 shown in Figure 2, {1, 4, 9} is a zero
forcing set, with a chronological list of forces
9→ 7, 7→ 8, 1→ 3, 4→ 5, 3→ 2, 5→ 6. (1)
There are other chronological lists of forces for this zero forcing set, e.g.,
1→ 3, 4→ 5, 3→ 2, 5→ 6, 6→ 7, 7→ 8. (2)
It is shown in Example 2.17 below that Z(G2) = 3.
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Figure 2: The simple digraph G2 for Example 2.2 with a zero forcing set colored black.
Example 2.3. Recall that for a loop graph, u can force v if v is the unique white neighbor of u (regardless
of whether u is black or white). For the loop graph G3 shown in Figure 3, {3} is a zero forcing set with
a chronological list of forces
1→ 1, 2→ 2, 8→ 7, 4→ 5, 3→ 4, 6→ 9, 5→ 6, 7→ 8. (3)
Another zero forcing set is {5} with chronological lists of forces
4→ 3, 1→ 1, 2→ 2, 3→ 4, 8→ 7, 6→ 9, 9→ 6, 7→ 8. (4)
Since the derived set of the empty set is {7} "= V (G3), Z(G3) = 1.
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Figure 3: The loop graph G3 for Example 2.3.
Zero forcing number is of interest in the study of maximum nullity and minimum rank because zero
forcing number bounds maximum nullity from above, and, in fact, that was the motivation for defining
zero forcing number. The idea is to show that if a vector in the null space has zeros in the coordinates
associated with a zero forcing set, then the vector must be zero. The next result then gives the bound
(by a proof similar to that of [1, Proposition 2.4]).
Proposition 2.4. [1, Prop. 2.2] If A is a matrix and null(A) > k, then there is a nonzero vector
x ∈ ker(A) vanishing at any k specified positions.
Theorem 2.5. If G is any type of graph, then M(G) ≤ Z(G).
Proof. Assume that M(G) > Z(G). Let Z be a zero forcing set such that |Z| = Z(G). Construct the
derived set of Z and the chronological list of forces uj → vj , j = 1, . . . , t. Let A ∈ Q(G) be such that
null(A) = M(G). By Proposition 2.4, there exists a nonzero vector x = [xi] ∈ ker(A) such that xz = 0
for all z ∈ Z.
Proceeding in chronological order of forces, we show that if (in addition to the coordinates associated
with the zero forcing set) xvj = 0 for j = 1, . . . , k − 1, then xvk = 0. Since Z is a zero forcing set, the
derived set is all the vertices of G, so this implies x = 0, contradicting the choice of x. Assume xz = 0
for all z ∈ Z and xvj = 0 for j = 1, . . . , k − 1. Since x ∈ ker(A), (Ax)uk = 0. The color change rule and
the force uk → vk reduce this equation to auk,vkxvk = 0, Since auk,vk "= 0, xvk = 0.
The proof of Theorem 2.5 explains why out-neighbors were used in the definition of zero forcing number
rather than in-neighbors for directed graphs. One could define an in-zero forcing number, and show that
this also bounds maximum nullity, e.g., by reversing all the arcs, which corresponds to transposing the
matrices described by the directed graph. However, this does not add additional information: From a
relationship between zero forcing number and the additional parameter triangle number [2, Theorem
4.13], it follows that reversing all the arcs does not change the zero forcing number.
The idea of a forcing chain was introduced in [2] for loop digraphs to connect the zero forcing number
to the path cover number (defined formally in Definition 2.10 below). We extend the forcing chain idea
to all types of graphs.
Definition 2.6. Let G be any type of graph. For a fixed chronological list of forces of a zero forcing set
Z of G,
• A forcing chain is an ordered set of vertices (v1, v2, . . . , vk) such that k > 1 and vi → vi+1 for all
i = 1, . . . , k − 1 (and no force is repeated), or k = 1 and v1 ∈ Z.
• A maximal forcing chain is a forcing chain that is not a proper subset of another forcing chain.
• The chain set is the set of all maximal forcing chains (of the given chronological list of forces of a
zero forcing set).
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Example 2.7. For the simple digraph G2 in Example 2.2, zero forcing set {1, 4, 9}, and chronological
list of forces (1), the chain set is
(1, 3, 2), (4, 5, 6) (9, 7, 8).
For G2, {1, 4, 9}, and chronological list of forces (2), the chain set is
(1, 3, 2), (4, 5, 6, 7, 8) (9).
For the loop graph G3 in Example 2.3, zero forcing set {3}, and chronological list of forces (3), the
chain set is
(1, 1), (2, 2), (3, 4, 5, 6, 9) (8, 7, 8).
For G3, {5}, and chronological list of forces (4), the chain set is
(1, 1), (2, 2), (3, 4, 3) (5) (6, 9, 6) (8, 7, 8).
There are two types of maximal forcing chains in Example 2.7, paths and cycles, and this is true in
general.
Lemma 2.8. Let G be any type of graph. Every forcing chain of G is a path or a cycle. For a chain
set constructed from a zero forcing set Z, the maximal forcing chains partition the vertices of G, and the
elements of Z are in one-to-one correspondence with the maximal forcing chains that are paths.
Proof. From the definition of forcing, a vertex can force at most one vertex and can be forced by at most
one vertex. Thus a forcing chain does not contain any repeated vertex except possibly the first and the
last, so every forcing chain is a path or a cycle, and two maximal zero forcing chains have disjoint vertices.
If we start with a zero forcing set and produce a chain set, then every vertex is in this chain set, and the
vertices in Z are exactly the vertices that have never been forced by any other vertex (i.e., exactly the
initial vertices of the paths).
In [9], a path cover is defined for a simple tree T as a set of vertex disjoint induced paths that cover
all the vertices of T , and the path cover number P(T ) is the minimum number of paths in a path cover
of T . With these definitions, it is shown that P(T ) = M(T ) for a simple tree T .
What is an appropriate extension of the definition of path cover for other types of trees, or for any
type of graph? The superficially obvious interpretation of this definition applied to a loop (di)graph
(literally the same definition) fails to retain the property P(T ) = M(T ) for loop (di)trees.
Example 2.9. Let T4 be the loop tree shown in Figure 4. Since any matrix A ∈ Q(T4) is of the form
A =
[
0 a
a 0
]
, it is clear that A is nonsingular and thus M(T4) = 0. But any path cover that covers all
vertices contains at least one path.
1 2
Figure 4: The loop tree T4 for Example 2.9.
It is hardly surprising that the literal definition fails to retain P(T ) = M(T ), since some loop (di)trees,
such as T4, have maximum nullity equal to zero. We say a loop (di)graph G requires nonsingularity if
M(G) = 0, i.e., A ∈ Q(G) implies A is nonsingular; otherwise G allows singularity.
The fact that every simple graph allows singularity, which is immediate by considering A− λI where
A ∈ Q(G) and λ is an eigenvalue of A, plays a crucial role in the proof that P(T ) = M(T ) for simple
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trees. In [2, Definition 4.19] the definition of path cover number was generalized to loop digraphs (and
implicitly also to loop graphs) in a manner that retains the property P(T ) = M(T ) for a loop ditree. A
key idea was to ignore components that require nonsingularity (such components cannot exist in a simple
graph). This definition also extends naturally to simple digraphs, and in fact the same definition is valid
for all types.
Definition 2.10. Let G be a graph of any type. A path cover of G is a set of vertex disjoint paths whose
deletion from G leaves a graph that requires nonsingularity (or the empty set). The path cover number
P(G) is the minimum number of paths in a path cover.
There is an important connection between zero forcing sets and path covers.
Definition 2.11. Let G be a graph of any type. A ZFS path cover of G is the set of maximal zero forcing
chains that are paths in a chain set of G.
Example 2.12. The ZFS path covers for G2 produced by the chronological lists of forces (1) and (2) in
Example 2.2 are the chain sets given in Example 2.7, i.e, {(1, 3, 2), (4, 5, 6), (9, 7, 8)} and
{(1, 3, 2), (4, 5, 6, 7, 8), (9)}, respectively.
The ZFS path covers for G3 produced by the chronological lists of forces (3) for zero forcing set {3}
and (4) for {5} in Example 2.3 are {(3, 4, 5, 6, 9)} and {(5)}, respectively.
Note that in each case in Example 2.12, the ZFS path cover was a path cover. This is true in general,
and was established for loop digraphs in [2]. The proof is valid for all types of graphs.
Theorem 2.13. For any type of graph G, every ZFS path cover is a path cover of G. Thus P(G) ≤ Z(G).
Proof. Let Z be a zero forcing set of order Z(G). Construct a chronological list of forces and its chain
set, and let P be its ZFS path cover. Delete the vertices in P from G. Then the rest of the graph, G−P ,
can force itself, i.e., Z(G − P ) = 0. Since M(G − P ) ≤ Z(G − P ), G − P requires nonsingularity. By
Lemma 2.8, the number of paths in P is equal to |Z|, so P(G) ≤ Z(G).
The existence of components (cycles) that are not paths is one of the obvious differences between the
chain sets of graphs G2 and G3 (cf. Example 2.7), but there are others. The paths in the chain sets of
G2 were all induced (see Definition 2.14 below), whereas the path (3, 4, 5, 6, 9) in the chain set for G3 for
zero forcing set {3} is not induced.
This presents a bit of a dilemma in defining a path cover – should a path be required to be induced?
Recall that the original definition in [9] used the term induced path. Of course, this is irrelevant for any
type of tree, where every path is induced, so Definition 2.10 is a valid extension of the definition of path
cover given in [9], and was chosen in [2] to facilitate the connection between path covers and zero forcing
sets. Here we examine further the issue of requiring paths to be induced.
Definition 2.14. Let G be any type of graph. A path (v1, . . . , vk) in G is induced if E(G) does not
contain any edge (arc) of the form {vi, vj} with j > i + 1 ((vi, vj) with j > i + 1 or i > j + 1).
if G is a directed graph, a path (v1, . . . , vk) in G is Hessenberg if E(G) does not contain any arc of the
form (vi, vj) with j > i + 1; in an undirected graph a Hessenberg path is the same as an induced path.
An induced (Hessenberg) path cover is a set of vertex disjoint induced (Hessenberg) paths whose
deletion from G leaves a graph that requires nonsingularity (or the empty set).
An induced path cover for an undirected (directed) graph contains only the edges (arcs) in the path
and possibly some loops (and in a directed graph, possibly some additional arcs that can be obtained by
reversing arcs in the path).
For a forcing chain (v1, . . . , vk), we say that the forces are done in chronological order if for all
i = 1, . . . , k − 2, vi → vi+1 precedes vi+1 → vi+2 in the chronological list of forces. For the paths in the
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chain sets of G2, the forces in each path were done in chronological order (although forces in different
paths were interspersed chronologically); this is not true for the path (3, 4, 5, 6, 9) in the chain set of G3
for zero forcing set {3}, where the force 4→ 5 precedes 3→ 4.
Lemma 2.15. Let G be a graph of any type. Fix a particular chronological list of forces of a zero forcing
set. Let (v1, . . . , vk) be a path in its ZFS path cover. If the forces in (v1, . . . , vk) are done in chronological
order, then (v1, . . . , vk) is a Hessenberg path of G.
Proof. If the forces are done in chronological order, then when vi → vi+1 occurs, for j > i+1, vj has not
yet been forced and is therefore white. Since vi forces vi+1, vj is not an (out) neighbor of vi. Therefore
(v1, . . . , vk) is a Hessenberg path of G.
For simple graphs or simple digraphs, because the color change rule requires that a vertex be black to
force, the forces in a forcing chain must be done in chronological order, which implies that a zero forcing
chain is an Hessenberg path.
Corollary 2.16. For a simple graph (simple digraph) G, every ZFS path cover is an induced (Hessenberg)
path cover of G.
It is easy to verify that, as required by Corollary 2.16, both the ZFS path covers of the simple digraph
G2 produced in Example 2.12 are Hessenberg path covers. In the next example we show these are not
minimum path covers, and in fact G2 does not have a Hessenberg minimum path cover.
Example 2.17. Note that {(1, 3, 2), (4, 5, 6, 9, 7, 8)} is a path cover, but is clearly not Hessenberg. Since
any path cover must have 1 and 4 as initial points of (separate) paths, P(G2) = 2. But any path cover
consisting of two paths is not Hessenberg: Since 1 and 4 must be on separate paths, to cover G2 with
only two paths, 6, 7, 8, 9 must all be in the same path, which is therefore not Hessenberg. Since every
ZFS path cover is a Hessenberg path cover, Z(G2) ≥ 3, and since Example 2.2 exhibited a zero forcing
set of three vertices, Z(G2) = 3.
It is not always the case for a simple digraph that there exists an induced minimal path cover, even
when a ZFS path cover is a minimum path cover (and is necessarily a Hessenberg path cover).
Example 2.18. The set {1} is a zero forcing set for the simple digraph G5 shown in Figure 5, so
P(G5) = M(G5) = Z(G5) = 1. Any induced path cover must have at least two paths, because all vertices
must be covered and G5 is not itself a path. Thus Theorem 2.13 would be false if the definition of path
cover required induced paths. Note that the path (1, 2, 3, 4) in a ZFS path cover produced by {1} is
Hessenberg.
1 2
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Figure 5: The simple digraph G5 for Example 2.18.
The next example shows that for loop digraphs, it is not always the case that the forces can be done
in chronological order and if the paths in a minimal path cover were required to be Hessenberg, then
P(G) ≤ Z(G) would not be true for some graphs.
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Figure 6: The loop digraph G6 for Example 2.19.
Example 2.19. [2, Example 4.17] Let G6 be the loop digraph shown in Figure 6. The set {1} is a zero
forcing set of G6, 3 → 4, 2 → 3, 1 → 2 is a chronological list of forces that produces the ZFS path cover
{(1, 2, 3, 4)}, so P(G6) = M(G6) = Z(G6) = 1. Any Hessenberg path cover must have at least two paths,
because the graph has no cycles, so any subgraph (with nonempty vertex set) allows singularity, and the
graph is not itself a Hessenberg path. Thus Theorem 2.13 would be false if the definition of path cover
required Hessenberg paths.
Recall that for any type of graph G, M(G) ≤ Z(G) and P(G) ≤ Z(G). The relationship between P(G)
and M(G) is less clear. It is known that for simple graphs path cover number and maximum nullity are
incomparable. It is easy to find an example of a graph G having P(G) < M(G), e.g., the complete graph
(of any type, including all loops for a loop (di)graph)) on four vertices has M(K4) = 3 but P(K4) = 1
(or 2 if the paths are required to be induced). It is less trivial to find an example of a simple (di)graph
G such that P(G) > M(G), but the first known example of such a simple graph, the pentasun, retains
this inequality when viewed as a symmetric simple digraph:
Example 2.20. [3, Proposition 3.2] Let G7 denote the pentasun (there called H5), the simple graph
shown in Figure 7. Then P(G7) = 3 > 2 = M(G7).
Let H be the symmetric simple digraph that satisfies Ĥ = G7. Since a path can contain at most two
of the five vertices of degree one, P(H) = 3. The proof given in [3] that M(G7) = 3 relies only on the
positions of the nonzero entries, not on symmetry of the matrices, and so M(H) = 2.
Figure 7: The pentasun G7 for Example 2.20.
When loops are added to the pentasun to reflect the positions of nonzero diagonal entries in a matrix
realizing mr(G7), the path cover number of this loop graph is then two. In fact, when the pentasun is
used to create a loop graph with any choice of loops, either the path cover number goes down or the
minimum rank goes up. In [2] it was asked whether there exists a loop digraph G for which P(G) > M(G),
and the analogous question can also be asked for loop graphs.
3 Equality of parameters for trees
Symmetric (simple or loop) ditrees are the strongly connected components of (simple or loop) ditrees
and play an important role in the analysis of directed trees. We begin our discussion of trees with some
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observations about parameter equality for a symmetric (simple or loop) ditree T and its associated (simple
or loop) tree T̂ .
Observation 3.1. If G is a symmetric (simple or loop) digraph, then the zero forcing sets (and forcing
chains, etc.) are exactly those of the associated (simple or loop) graph Ĝ, and Z(G) = Z(Ĝ).
Note that zero forcing number is a graph parameter that does not involve matrices. For a symmetric
directed graph G, the matrices in Q(G) are not required to be symmetric, whereas the matrices in Q(Ĝ)
are required to be symmetric, so Q(Ĝ) ⊆ Q(G), and strict containment is possible. Thus it is possible to
have M(Ĝ) < M(G), as in Example 1.1. Path cover number is a graph parameter that does not involve
matrices for a simple (di)graph but for loop (di)graphs, nonsingularity of components is an issue, and it
is possible to have P(Ĝ) < P(G).
Example 3.2. Let C3 be a symmetric 3-cycle without loops viewed as a loop digraph. Let A =0 1 −11 0 1
1 1 0
. Then A ∈ Q(C3) and det(A) = 0, so P(C3) = 1, but if B ∈ Q(Ĉ3), then B has the
form B =
0 a ba 0 c
b c 0
, and det(B) = 2abc "= 0. Thus Ĉ3 requires nonsingularity, so P(Ĉ3) = 0.
But for a symmetric (simple or loop) ditree T it is not possible to have M(T̂ ) < M(T ) or P(T̂ ) <
P(T ), because it is well-known that given a (not necessarily symmetric) matrix A ∈ Q(T ), there exist
nonsingular diagonal matrices D1, D2 such that D1AD2 is symmetric, and so D1AD2 ∈ Q(T̂ ).
Observation 3.3. If T is a symmetric (simple or loop) ditree then M(T ) = M(T̂ ).
Observation 3.4. If G is a symmetric simple digraph then the path covers are exactly those of the
associated simple graph Ĝ, and P(G) = P(Ĝ). If T is a symmetric loop ditree then the path covers are
exactly those of the associated loop graph T̂ , and P(T ) = P(T̂ ).
The equality of path cover number and zero forcing number was established for simple trees in [1,
Prop. 4.2]. This proof is easily adapted to simple ditrees.
Theorem 3.5. For a simple ditree T , P(T ) = Z(T ).
Proof. We show by induction on P (T ) that the set Z consisting of the initial points of all the paths of
a minimum path cover is a zero forcing set for T . This is clearly true for P (T ) = 1. Assume true for
all simple ditrees T ′ such that P (T ′) < P (T ). Choose a minimum path cover for T , let Z be the set of
initial points of the paths in the minimum path cover, and choose a path P1 in the minimum path cover
that is joined to the rest of T by only one arc (u, v) (exactly one of u, v is a vertex of P1, and the other
is a vertex of the simple ditree T − P1). Apply the color-change rule repeatedly starting at the (black)
initial point of P1 until all vertices on P1 through whichever of u, v ∈ P1 are colored black. Now the
path P1 is irrelevant to the analysis of T − P1, so by the induction hypothesis, the (black) initial points
of the remaining paths are a zero forcing set for T − P1, and all vertices not in P1, including whichever
of u, v "∈ P1, can be colored black. Hence the remainder of path P1 can also be colored black and Z is a
zero forcing set for T .
Note that in the proof of Theorem 3.5, it is important that all vertices are covered by paths. It is
possible to extend the method of proof in Theorem 3.5 to loop (di)trees, but since it introduces substantial
complications due to the existence of components (requiring nonsingularity) that are not part of the path
cover, and since P(T ) = Z(T ) was established for loop ditrees in [2, Corollary 5.2], we do not provide
such a proof here, and instead apply the loop ditree result to loop trees, by using Observations 3.1 and
3.4.
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Corollary 3.6. For any type of tree T , P(T ) = Z(T ).
We now turn our attention to connecting the results about the equality of zero forcing number and
path cover number to maximum nullity. Results relating maximum nullity to other readily computable
parameters such as path cover number have been established by several authors, including Johnson and
Leal-Duarte; DeAlba, Hardy, Hentzel, Hogben and Wangsness; and Barioli, Fallat, Hall, Hershkowitz,
Hogben, van der Holst, and Shader.
For (simple or loop) trees, an additional parameter is used. For a simple tree T , the parameter ∆(T )
is defined in [9] to be the maximum over p − q where the deletion of a set of q vertices from T leaves p
paths. In [5], this is extended to a loop tree T by defining the parameter C0(T ) to be the maximum over
p− q where the deletion of a set of q vertices from T leaves p components that allow singularity.
Theorem 3.7. [9, Theorem] For a simple tree, M(T ) = P(T ) = ∆(T ).
Corollary 3.8. For a symmetric simple ditree, M(T ) = P(T ).
Theorem 3.9. [5, Theorem 2.1] For a loop tree, M(T ) = C0(T ).
In [2], Algorithm 2.4 and Theorem 2.8 of [5] were used to establish the following result.
Theorem 3.10. [2, Theorem 5.6] For a loop tree or symmetric loop ditree, M(T ) = Z(T ) = P(T ) = C0(T ).
For a directed tree that is not symmetric, a parameter involving deletion of vertices seems to be
less useful, since information about arc direction is lost in the deletion process. However, results about
symmetric directed trees can be used to prove a more general result.
Theorem 3.11. [2, Theorem 5.8] For a loop ditree, M(T ) = Z(T ) = P(T ).
In [2], the crucial step in deducing Theorem 5.8 from Theorem 5.6 was Lemma 5.7. The proof of
Lemma 5.7 uses triangle number, which is closely related to zero forcing number for loop graphs and loop
digraphs. This proof can be adapted to use the zero forcing number to establish the analogous result for
simple ditrees.
Lemma 3.12. Let H1 and H2 be disjoint simple digraphs, let xi ∈ Hi, i = 1, 2, let H be the simple
digraph having the two vertices x1, x2 and the single arc (x2, x1), and let G = H1 ∪H2 ∪H. Let H ′1 be
obtained from H1 by deleting all arcs of the form (v, x1), v ∈ V (H1), and H ′2 be obtained from H2 by
deleting all arcs of the form (x2, u), u ∈ V (H2). If M(Hi) = Z(Hi), i = 1, 2 and M(H ′i) = Z(H ′i), i = 1, 2,
then M(G) = Z(G).
Proof. Observe that
mr(H1) + mr(H2) ≤ mr(G) ≤ mr(H1) + mr(H2) + 1
or equivalently,
M(H1) + M(H2)− 1 ≤ M(G) ≤ M(H1) + M(H2)
If Zi is a zero forcing set for Hi then Z1 ∪Z2 is a zero forcing set for G, so Z(G) ≤ Z(H1) +Z(H2). Thus
if M(G) = M(H1) + M(H2), then M(G) = Z(G).
So we assume
M(G) = M(H1) + M(H2)− 1.
Assume that the vertices of H1 are numbered 1, . . . , k, x1 = k, the vertices of H2 are numbered
k + 1, . . . , n, and x2 = k + 1. For any matrix A ∈ Q(G), without loss of generality we may assume the
nonzero entry associated with the arc (k + 1, k) is 1, so
A =
[
A1 O
E1k A2
]
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where Ai ∈ Q(Hi), i = 1, 2. If null(Ai) = M(Hi), i = 1, 2, then M(G) = null(A1) + null(A2) − 1, so
mr(G) = rank(A1)+ rank(A2)+1. If eTk is in the row space RS(A1) or e1 is in the column space CS(A2),
then we have the contradiction that rank(A) = rank(A1) + rank(A2) < mr(G). Thus eTk /∈ RS(A1) and
e1 /∈ CS(A2). This implies that the last column of A1 is in the span of the remaining columns of A1, and
similarly the first row of A2 is in the span of the remaining rows of A2.
We claim that rank(A1) = mr(H ′1). If not, we can construct a matrix A of rank mr(H1) by starting
with a minimum rank realization of H ′1 and appending a (necessarily) independent column having nonzero
entries exactly at the in-neighbors x1 in H1. Such an A would have rank mr(H1), and yet its last column
would not be in the span of the remaining columns of A1. Similarly, rank(A2) = mr(H ′2).
Thus for i = 1, 2, mr(H ′i) = mr(Hi), so M(H ′i) = M(Hi), and thus Z(H ′i) = Z(Hi). Choose a zero
forcing set Zi for H ′i. By construction of H ′2, Z2 is a zero forcing set in which x2 does not perform a
force. By construction of H ′1, Z1 is a zero forcing set that does include x1. Then Z = Z2 ∪ Z1 \ {x1} is
a zero forcing set for G, because Z2 can force all of the vertices of H2, then (in G) x2 can force x1, and
finally Z1 can force the vertices of H1. Since |Z| = Z(H1) + Z(H2) − 1, Z(G) ≤ Z(H1) + Z(H2) − 1 =
M(H1) + M(H2)− 1 = M(G).
As was done in [2], Lemma 3.12 could be stated for matrices over any field rather than over the real
numbers.
Theorem 3.13. If T is a simple ditree, then
M(T ) = Z(T ) = P(T ).
Proof. We prove M(T ) = Z(T ) for simple diforests. Note first that the theorem is true for any symmetric
simple diforest by Corollary 3.8, and for any simple diforest of order at most 2 by direct examination.
Assume true for every simple diforest of order less than |T |. If T is symmetric we are done; if not T
has a strongly connected component S that is joined to T − S by exactly one arc (x2, x1). Let T1 be
the component containing x1 in T − x2 and let T2 be the component containing x2 in T − x1. Let T ′1
be the simple diforest obtained from T1 by deleting all in-neighbors of x1, and let T ′2 be obtained from
T2 by deleting all out-neighbors of x2. Note that |Ti| < |T |, i = 1, 2, so by the induction hypothesis
M(Ti) = Z(Ti) and M(T ′i ) = Z(T ′i ) for i = 1, 2. Apply Lemma 3.12 to conclude M(T ) = Z(T ).
Corollary 3.14. For a tree of any type, M(T ) = Z(T ) = P(T ).
4 Computation of maximum nullity of trees
The equality M(T ) = Z(T ) for any type of tree changes the problem of computing M(T ) from optimizing
over an infinite set of matrices to optimizing over a finite number of subsets of the vertices of the graph.
The zero forcing number can be computed for trees of all types by brute force computer programs, and
such software is available, e.g., [8]. However, such programs run in reasonable time only for trees of
modest size. For example, the (faster) Cython program for simple trees [8] usually runs almost instantly
for trees of order less than 20 on an ordinary laptop computer, and usually runs in less than fifteen
minutes for trees of order less than 30. Of course, the time required depends the zero forcing number as
well as the order of the tree.
For a simple tree T , the preferred method of computation for maximum nullity is to compute either
P(T ) or ∆(T ). Efficient algorithms are given in [10] and [6]. Such algorithms are very easy for a human
being to implement - for one simple tree T having |T | = 28, Z(T ) = 12, it took the author about
two minutes to compute ∆(T ) using Algorithm 2.5 in [6], whereas it took the Cython program [8] six
minutes. Algorithm 2.3 in [6] for computing ∆(T ), which uses the tree induced by the vertices of degree at
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least three, may be more suitable for computer implementation than Algorithm 2.5, which uses pendent
generalized stars and is highly visual. Given a set Q of vertices computed by Algorithm 2.5 whose deletion
realizes ∆(T ), it is immediate to construct a minimum path covering.
For a loop tree T or symmetric ditree, the preferred method for computation of maximum nullity
is to compute C0(T ). Algorithm 2.4 in [5] computes a set of vertices Q realizing C0(T ) for a loop tree
(Algorithm 5.4 in [2] is essentially the same algorithm stated for symmetric ditrees). This algorithm is
related to Algorithm 2.5 in [6] that computes∆(T ) (working from the outside in), and can be implemented
by human beings, but is considerably more challenging than the algorithm for ∆(T ), as the algorithm
for C0(T ) requires testing each component to determine whether it allows singularity. Given a set Q
of vertices realizing C0(T ), a minimum path covering can be constructed in relatively straightforward
manner.
For a (simple or loop) ditree, one can easily find a path cover from the minimum path covers for
the strong components (which are symmetric ditrees) by joining to the extent possible the paths in the
strong components. This produces an upper bound on P(T ), but not necessarily the exact value, since
whether the paths can be joined to reduce the number depends on which paths are in the path cover,
and unfortunately choices among path covers are involved.
It would be useful to have a more efficient algorithm for computation of path cover number of a (simple
or loop) ditree. One possibility for developing such an algorithm would be to follow the methods of proof
used in several of the proofs given here: Following Theorem 3.13, work from the outside in, picking off one
strong component at a time, obtaining minimum zero forcing sets for the strong components efficiently
by using the method of proof in Theorem 3.5 while giving preference when possible to those that as in
Lemma 3.12 exclude x2 and include x1 (where (x2, x1) is the connecting arc).
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