It has been argued that the human visual system is optimized for identification of broadband objects embedded in stimuli possessing orientation averaged power spectra fall-offs that obey the 1/f b relationship typically observed in natural scene imagery (i.e., b = 2.0 on logarithmic axes). Here, we were interested in whether individual spatial channels leading to recognition are functionally optimized for narrowband targets when masked by noise possessing naturalistic image statistics (b = 2.0). The current study therefore explores the impact of variable b noise masks on the identification of narrowband target stimuli ranging in spatial complexity, while simultaneously controlling for physical or perceived differences between the masks. The results show that b = 2.0 noise masks produce the largest identification thresholds regardless of target complexity, and thus do not seem to yield functionally optimized channel processing. The differential masking effects are discussed in the context of contrast gain control.
Introduction
Decades of research have lead to a popular view of the initial processes in human striate cortex that, in part, involves multiple sub-populations of striate neurons acting like non-linear ''filters'' (or ''channels'' in terms of psychophysical terminology). These filter-channels are argued to each extract a specific narrow band of spatial frequency and orientation content from our visual environment (e.g., Campbell & Robson, 1968; Carandini et al., 2005; De Valois, Albrecht, & Thorell, 1982; De Valois, Yund, & Hepler, 1982; Field & Tolhurst, 1986; Graham & Nachmias, 1971; Maffei & Fiorentini, 1973; Merigan & Maunsell, 1993; Pantle & Sekuler, 1968; Phillips & Wilson, 1984; Ringach, 2002; Shapley & Lennie, 1985; Wilson & Bergen, 1979) . Further, numerous studies have reported large scale interactions between channels tuned to different spatial frequencies and orientations (e.g., Bauman & Bonds, 1991; Bonds, 1989; Bosking et al., 1997; DeAngelis et al., 1992; Fitzpatrick, 2000; Kersten, 1984; Legge & Foley, 1980; Meese & Holmes, 2010; Meier & Carandini, 2002; Morrone, Burr, & Maffei, 1982; Nelson et al., 1994; Olzak, 1985; Olzak & Thomas, 1991; Petrov, Carandini, & McKee, 2005; Ross & Speed, 1991) . Based on such studies, we now know a great deal regarding how any given spatial channel interacts with others under conditions utilizing various spatial configurations of narrowband stimuli. However, we still know very little in terms of how such channels operate when interacting with a very broad range of spatial channels (broad in both spatial frequency and orientation). That is, previous simultaneous masking experiments (using narrowband overlay, lateral, or surround masking configurations) possess limited predictive power regarding how specific channels operate when processing the real-world environment (Olshausen & Field, 2005) . Specifically, the natural environment is known to be broadband in both spatial frequency and orientation (reviewed in Hansen, Haun, and Essock (2008) ), which means that at any given location within a scene, many visual channels are likely to be simultaneously active. Thus, the functional operation of a given channel will be weighted by the interdependent responses from a broad array of differently tuned channels (and not just a small sub-set of channels).
Given the above, if one wishes to understand how spatial channels may operate on a day-to-day basis, it is necessary to utilize simultaneous masking paradigms that employ masks that are broad in terms of both spatial frequency and orientation. Granted, numerous studies have utilized white noise masks in simultaneous masking paradigms designed to elucidate the response characteristics of spatial channels underlying the detection, discrimination, or identification of stimuli ranging from sinusoidal gratings to broadband stimuli such as letters and human faces (e.g., Alexander, Xie, & Derlacki, 1994; Burgess et al., 1981; Gold, Bennett, & Sekuler, 1999; Henning, Hertz, & Hinton, 1981; Legge et al., 1985; Majaj et al., 2002; Oruç & Barton, 2010; Oruç & Landy, 2009; Parish & Sperling, 1991; Pelli et al., 2006; Solomon & Pelli, 1994; Tjan et al., 1995) . However, those studies typically employed white noise masks with the express aim of parsing an observer's performance from their 'intrinsic noise' as a 'pure' measure of observer ability (Pelli & Farell, 1999) . Further, white noise masks possess constant contrast energy across all spatial frequencies and orientations, a property that is far from the typical distribution of contrast across spatial frequency in the natural environment. Particularly, the 2nd order luminance statistics of natural scene imagery have been extensively studied and shown to possess a property where the contrast (or power in the Fourier domain) at different spatial frequencies (averaged across orientation), f, falls with increasing f, following a 1/f b relationship (e.g., Billock, 2000; Field, 1987; Field & Brady, 1997; Hansen & Essock, 2005; Kretzmer, 1952; Oliva & Torralba, 2001; Ruderman & Bialek, 1994; Simoncelli & Olshausen, 2001; Tolhurst, Tadmor, & Tang, 1992; Torralba & Oliva, 2003; van der Schaaf & van Hateren, 1996) , with b typically observed to be near 2.0 on logarithmic axes, or equivalently, an a exponent of 1.0 if assessing the amplitude spectrum -the square-root of the power spectrum (Billock, 2000; Burton & Moorhead, 1987; Field, 1987 Field, , 1993 Field & Brady, 1997; Hansen & Essock, 2005; Ruderman & Bialek, 1994; Thomson & Foster, 1997; Tolhurst, Tadmor, & Tang, 1992; van der Schaaf & van Hateren, 1996) . What this means, relative to white noise (i.e., b = 0.0), is that stimuli with b exponents near 2.0 possess more contrast at lower spatial frequencies and less at higher spatial frequencies. To better understand how spatial channels operate when processing our broadband environments, it therefore seems logical to not only incorporate broadband masks into simultaneous masking paradigms, but also to use broadband masks with power spectra bs near 2.0.
Interestingly, it has been suggested that there exists a correspondence between the prevalence of content at particular spatial scales in natural scenes (i.e., the 1/f b relationship) and the shape and scale of human spatial filters, with those filters being well matched to optimally code the natural world (Brady & Field, 1995; Field, 1987; Simoncelli & Olshausen, 2001) . Several lines of psychophysical research have explored the extent to which spatial channels are optimized to process natural and naturalistic stimuli across a broad array of tasks. Relevant to the current study are the tasks that involved the identification of image content within scenes where the b exponents were varied. Such studies have consistently shown that humans are best at identification when the images possess b exponents near 2.0, and worst at smaller or larger bs (Párraga, Troscianko, & Tolhurst, 2000 Tolhurst & Tadmor, 2000) . That is, our visual systems seem to best process structural changes between objects when the luminance statistics of the scenes within which the objects are embedded closely match those typically observed on a day-to-day basis. However, since the target content in those studies was broadband, it is difficult to identify how any one spatial channel was influenced by the simultaneous activation of other differently tuned channels under naturalistic (b = 2.0) or non-naturalistic (bs much smaller or larger than 2.0) stimulation. Additionally, since the target content was suprathreshold, it remains unclear whether such b = 2.0 tuning for identification would be present when identification is limited by detection.
Motivated by the above, the current study sought to explore the effectiveness of different b noise masks to interfere with the identification of variable contrast narrowband targets in a simultaneous noise masking paradigm. We chose noise masks for two primary reasons. First, the form of the power spectrum can be precisely controlled and second the detection thresholds for bandpass targets embedded in natural scenes have been shown (Bex, Solomon, & Dakin, 2009; Hansen & Essock, 2005) to largely depend on edge density (noise imagery lacks the presence of broadband edges). Given the vast array of possible targets and tasks, we chose those that have been typically employed in simultaneous noise masking paradigms. Specifically, we measured the identification of narrowband targets that varied in terms of spatial complexity, ranging from simple (i.e., Gabor patterns) to complex (i.e., bandpass filtered letters) as a function of target contrast embedded in fixed high contrast noise set to one of three different bs (namely, 0.0, 2.0, or 3.0). The current study therefore asks: are human spatial channels optimized to process various target stimuli to identification when presented against naturalistic backgrounds (i.e., when noise b = 2.0)?
It is important to note that in order to effectively test whether spatial channels are optimized in the presence of one set of 2nd-order luminance statistics compared to others, it is essential to control for any physical or perceived differences between the different noise masks. Accordingly, each experiment in the current study was designed to systematically control for possible lowlevel accounts related to differences in noise spectral density, limitations due to available stimulus information, and though unlikely, differences in perceived contrast. Given the need to eliminate multiple confounds, the current study employed narrowband stimuli fixed to one central spatial frequency. It is also important to note that none of the noise patterns employed in the current study possess the typical orientation biases known to occur in natural scenes, nor do they possess any of the higher-order statistical relationships carried by the phase spectra of natural scenes. Therefore, all implications for real-world perception drawn from the current study should be considered with those caveats in mind.
The design of the current study is as follows: Experiment 1 used Gabor targets and was designed to test whether the corresponding spatial channel showed evidence of optimization for those targets when embedded in variable b noise masks. Experiment 1 also utilized notch filtering in order to control for physical differences in contrast at and near the central spatial frequency of the target stimuli. Additionally, we employed an ideal observer analysis to factor out task constraints due to the different noise masks. Experiment 2 was designed to demonstrate whether perceived contrast varies with the type of noise, and then to control for any differences in perceived contrast to factor it out as a possible explanation for the threshold elevation differences observed in Experiment 1. Experiment 3 sought to repeat Experiments 1 and 2, but with filtered letter stimuli to extend the findings of Experiment 1 and 2 to more spatially complex targets (i.e., letters).
The results from Experiments 1-3 do not support the notion of optimized channel processing for masks possessing bs set at 2.0. In fact they show the complete opposite -noise masks with a b value of 2.0 interfere with target identification (Gabors and letters) much more than b = 0.0 and b = 3.0 noise. Lastly, the higher thresholds for b = 2.0 masks could not be explained by physical or perceived differences between the noise masks.
General method

Apparatus
All stimuli were presented on a 21 00 Viewsonic (G225fB) monitor driven by a dual core Intel Ò Xeon Ò processor (1.60 GHz Â 2) equipped with 4 GB RAM and a 256 MB PCIe Â 16 ATI FireGL V7200 dual DVI/VGA graphics card with 8-bit grayscale resolution. The color management settings for the graphics card (i.e., 3D display settings) were adjusted such that the luminance ''gain'' of the green gun was twice that of the red gun, which was set to twice that of the blue gun. A bit-stealing algorithm (Bex, Mareschal, & Dakin, 2007; Tyler, 1997) was employed to yield 10.8 bits of luminance (i.e., grayscale) resolution (i.e., 1785 unique levels) distributed evenly across a 0-255 scale. Stimuli were displayed using a linearized look-up table, generated by calibrating with a ColorVision Spyder3 Pro sensor. Maximum luminance output of the display monitor was 100 cd/m À2 , the frame rate was set to 85 Hz, and the resolution was set to 1600 Â 1200 pixels. Single pixels subtended .0134°of visual angle (i.e., 0.80 arc min.) as viewed from 1.0 m. Head position was maintained with an Applied Science Laboratories (ASL) chin and forehead rest.
Participants
Unless stated otherwise, six human observers (five naïve to the purpose of the study) participated in all experiments reported here. All had normal (or corrected to normal) vision and were compensated for their participation. Their ages ranged between 20 and 35 years (median = 21). Institutional Review Board-approved informed consent was obtained.
2.3. Stimulus construction 2.3.1. Noise masks All noise masks were constructed in the Fourier domain using MATLAB (version R2008a). Each mask was created by constructing a single 512 Â 512 polar matrix for the amplitude spectrum (i.e., a template spectrum), ISO AMP (f, h), and assigning all coordinates the same arbitrary amplitude coefficient (except at the location of the DC component which was assigned a zero); f and h represent spatial frequency and orientation respectively. The result is a flat isotropic broadband spectrum (i.e., b = 0.0). In this form, the exponent of the template spectrum could be adjusted by multiplying each spatial frequency's amplitude coefficient by f Àa , with a representing the exponent for the amplitude spectrum. For the current study, a was set to either 0.0, 1.0, or 1.5. These values correspond to 0.0, 2.0, and 3.0 respectively for the b exponent of the power spectrum. From this point forward, we will only refer to the exponent of the power spectrum. The phase spectra (i.e., a different phase spectrum was used for each mask) were constructed by assigning random values from Àp to p to the different coordinates of a 512 Â 512 polar matrix, U RAND (f, h), such that the phase spectra were odd-symmetric -i.e., for h angles in the [p, 2p] half of polar
The noise patterns were rendered in the spatial domain by taking the inverse Fourier transform of ISO AMP (f, h) and a given U RAND (f, h), with both shifted to Cartesian coordinates prior to the inverse DFT. The rms contrast of all noise masks was fixed at 0.15, with rms contrast defined as the standard deviation of all pixel luminance values within a given noise pattern, divided by the mean pixel luminance (the mean luminance of all noise patterns was fixed at 127). The spectral density of the noise masks was: 0.15 2 Â 0.134 2 = 4.04 Â 10 À6 deg 2 . Fixed rms contrast in the spatial domain was achieved by scaling the power spectrum in the Fourier domain. Note that the entire power spectrum of the noise patterns was well within the CSF of the observers, as can be verified by examining the parameters given in Section 2.1. Example noise masks are shown in Fig. 1a. 
Gabor target stimuli
Conventional Gabor patterns were generated in the spatial domain according to the following operation:
where x i and y j represent spatial coordinates in Cartesian space (an image with dimensions 512 Â 512), x peak and y peak took on the center value of the image space (i.e., 256), with r x set to 512/27 and r y set to 512/18, giving the Gabor an elongated aspect ratio of 1:1.5 (minimum radius = 44 pixels, maximum radius = 66 pixels). T was set to 24 (period in cycles per picture). Four Gabor patterns were created (vertical, 45°oblique, horizontal, and 135°oblique) , all set to have a bandwidth of 1-octave (full-width at half-height), with a peak spatial frequency of 3.05 cycles per degree (cpd). All Gabors were then scaled to have a zero mean, and then normalized to 1.0. This allowed for the use of a scalar to control the contrast of G(x, y).
Gabor stimuli were embedded in the noise masks by adding G(x, y) to the pixel values of the masks (e.g., Majaj et al., 2002; Solomon & Pelli, 1994) . The contrast of the Gabor targets was varied across 13 levels, controlled by multiplying G(x, y) by different scalars. The contrast energy of the Gabor targets was defined in the spatial domain as the Michelson contrast of scaled G(x, y) multiplied by the area (in degrees visual angle) of the Gabor pattern itself (an ellipse with 1:1.5 aspect ratio), i.e., scaled Michelson contrast multiplied by [p(66 Â .0134)(44 Â .0134)].
Letter target stimuli
Letter stimuli consisted of all letters from the English alphabet in Sloan ''font'', publicly available on Denis Pelli's http:// www.psych.nyu.edu/pelli/software.html. All letters were converted to Tagged Image Format in 72 point, and thus measured 72 Â 72 pixels, and subtended 0.96°of visual angle viewed from 1 m. All letter targets were filtered in the Fourier domain with a bandpass Gaussian function centered on a fixed spatial frequency and extended across all orientations. Formally, the filter was created according to the following formulation (in polar coordinates):
where f i and h represent polar coordinates of spatial frequency and orientation respectively (here, h is without a subscript because the entire operation is applied to all orientations within the spatial frequency bandpass of the filter), G F represents a given bandpass filter, f c is the central spatial frequency of the filter, with r f controlling the bandwidth of the filter (which was set to yield 1-octave, fullwidth at half-height). f c was set to yield letters with a peak spatial frequency of 3.1 cpd (i.e., 3.0 cycles per letter). Each letter was embedded in a given noise mask by adding it to the pixel values of the central portion (i.e., the central 220-292 by 220-292 pixel region) of a given noise pattern. Following from Majaj et al. (2002) , letter contrast was defined by the Weber contrast ratio (i.e., DL/L background ). Letter contrast energy was defined as the product of squared letter contrast and average ink area (Majaj et al., 2002; Talgar, Pelli, & Carrasco, 2004) . Letter contrast was varied across 13 levels.
Experiment 1
The current experiment measured the ability of human participants to accurately identify the orientation of variable contrast Gabor targets (with peak spatial frequency set to 3.05 cpd) simultaneously masked by different types of broadband noise masks. While the global rms contrast of all noise masks is equal and fixed within the visible spatial frequency range, the magnitude of rms contrast at and near 3.05 cpd will not be equivalent across the three different noise masks. To measure and illustrate this difference, we generated a noise mask for each b level used here, and subjected each one to a discrete Fourier transform (DFT). We then averaged the power across orientation for each spatial frequency (see Hansen and Hess (2006) for further details) and plotted them together in Fig. 1b . For those who prefer to think in terms of spectral density, we also measured band-limited spectral density for the same noise patterns at eight different central frequencies. This was done by (1) filtering each noise pattern in the Fourier domain with Gaussian bandpass filters (using Eq. (2) and associated parameters), (2) inverse transforming back to the spatial domain, and (3) calculating spectral density for each bandpass filtered image (results plotted in Fig. 1c ). Considering the power spectra, note that when compared to b = 0.0, there is more power (i.e., rms contrast) within an octave band centered on the central spatial frequency of the Gabor targets for b = 2.0 (M = 1.25 more log units), with b = 3.0 noise being intermediate (M = 0.61 more log units), with similar differences obtained for spectral density. Thus, any observed differences in identification threshold across the three mask types could be explained by differences in physical contrast of the masks at and near the peak spatial frequency of the targets. In order to bypass this potential confound, the current experiment employed a standard notch filtering procedure to systematically remove increasing amounts of noise contrast centered on the peak spatial frequency of Gabor targets.
Another possible confound that will be addressed in the current experiment has to do with limitations imposed by the task itself. Specifically, it may be possible that the different types of noise differ in their ability to obscure effective target information in the spatial domain. That is, when a given target is combined with a given mask in the spatial domain, some masks may sum with the target in such a way that the target is rendered less informative than when embedded in other types of noise. Such a scenario would suggest that Gabor orientation identification may be limited by the physics of the stimuli as opposed to differential responses of spatial frequency channels in the visual system. We therefore subjected the task to an ideal observer analysis and evaluated the behavioral data in that context.
Method
3.1.1. Stimulus construction 3.1.1.1. Noise masks. All mask stimuli were subjected to notch filtering prior to the experiment. The notch filter was ideal, and was applied while the power spectra were still in polar coordinates in the Fourier domain. The ideal notch filtering process was applied using the following operation:
where f i and h j represent polar coordinates of spatial frequency and orientation respectively, F pow is the notch filtered isotropic power spectrum, ISO POW is the isotropic power spectrum generated according to the methodology described in Section 2, with f L and f H representing the cut-off frequencies of the notch filter in cycles per picture (cpp). Within each set of noise masks, 9 different sub-sets of noise masks were created, with each sub-set possessing notches of a different bandwidth. Note that all notches were centered on the peak spatial frequency of the Gabor targets, and that global rms was allowed to fall with increasing notch bandwidth. The nine different full-width notch bandwidths were as follows (expressed in octaves): 0.0 (i.e., no notch), 0.47, 0.70, 1.0, 1.32, 1.68, 2.08, 2.32, and 2.88.
Psychophysical procedure
The design of the current experiment utilized simultaneous masking and consisted of a single-interval four alternative forced-choice method of constant stimuli paradigm. The task was Gabor orientation identification. There were nine different notch conditions for each of the three b noise masks, resulting in a total of 27 conditions, plus one baseline condition that consisted of presenting Gabor stimuli of varying contrast energy against a blank (i.e., mean luminance) background. For any given trial, participants were first presented with a fixation cross, ''+'', at the center of the display screen for 500 ms. Participants were told that the cross served to (1) signal that a Gabor would appear shortly, and (2) that the location of the cross would correspond to the location of the Gabor (center of the display screen) they would be asked to identify in terms of its orientation (vertical, 45°oblique, horizontal, or 135°oblique) . Following the fixation cross, a Gabor (either alone, or embedded in noise) appeared for 250 ms. In order to further reduce uncertainty, all stimulus intervals were signaled to the participant by a short sinusoidal tone. The stimulus interval was then followed by an empty display screen (set to mean luminance) for 500 ms, followed by a response screen that contained four separate, laterally displaced, lines (one at each of the possible target orientations). Using the mouse, observers were asked to click on the line with the same orientation as the previously observed target. The duration of the response interval was un-limited. The orientation of a given Gabor target (1 of 4 possible) was determined randomly (from a uniform distribution), and all participants were informed that each target orientation would be equally likely. The noise masks subtended 6.89°of visual angle, with the embedded Gabor targets subtending 1.18°Â 1.77°degrees of visual angle. All viewing was binocular. The experiment was run using MATLAB (version R2008a) together with the Psychophysics Toolbox (Brainard, 1997). Within each one of the conditions, each contrast level of the Gabor target was repeated 12 times, giving 156 trials per condition (i.e., trials were blocked by notch bandwidth and noise b value) with 4368 trials total for each participant (including baseline). All conditions were randomly interleaved. Participants tended to complete $4 conditions ($1 h) per day, and completed the entire experiment between 5 and 6 h. All participants were allowed practice trials for each condition until they felt comfortable with the task.
Results and discussion
Threshold estimates were derived from all psychometric functions with ''psignifit'' (Wichmann & Hill, 2001a , 2001b , using the weibull fit option. Since performance did not differ significantly across the six participants, only the averaged threshold data are shown (see Fig. 2 ). The averaged threshold for the blank background condition is shown to the far left of Fig. 2 for reference. The threshold data were analyzed with a 3 (noise mask b) Â 9 (notch bandwidth) two-way repeated measures analysis of variance (ANOVA) using a reasonably conservative correction (i.e., Huynh-Feldt epsilon) to adjust the degrees of freedom. The main effect of noise mask b was significant (F (2,10) = 179.21, p < .001), as was the main effect of octave bandwidth (F (8,40) = 63.1, p < .001). The interaction was also found to be statistically significant (F (12,62) = 13.36, p < .001). There was also a significant linear trend for the main effect of octave bandwidth (F (1,5) = 280.26, p < .001). Post hoc two-way ANOVAs revealed that each b condition (collapsed across notch bandwidth) differs significantly from each other (p < .01). While all threshold curves in Fig. 2 show a statistically significant linear decline as notch bandwidth increases, post hoc paired t-tests show that only the b = 2.0 noise mask thresholds are all significantly higher (p < .01) than the blank background condition. For the b = 0.0 noise mask notch conditions, the notch thresholds cease to differ significantly from the blank background condition at notch bandwidths larger than 1.68 octaves (p > 0.5), while the b = 3.0 notch thresholds stop differing significantly from the blank background condition at notch bandwidths larger than 2.08 (p > 0.5). Fig. 2 shows that while all noise masks interfered with target identification for the majority of notch bandwidths, b = 2.0 noise masks interfered the most with Gabor orientation identification at all notch bandwidths examined here. On average, b = 2.0 noise masks required 2.47 times more contrast energy at threshold than b = 0.0 noise masks (ranging from 3.11 no-notch to 1.73 at 2.88 octave notch), and 1.93 times more contrast energy than b = 3.0 noise masks (ranging from 1.95 no-notch to 1.43 at 2.88 octave notch). It therefore appears as though human spatial channels near the peak of the human CSF are not optimized to process simple narrowband stimuli to identification when embedded in naturalistic backgrounds. Interestingly, the threshold trends reported here are most consistent with the perceived contrast work of McDonald and Tadmor (2006) , which shows more suppression of perceived contrast of broadband targets (natural scenes or noise) surrounded by broadband images made to possess b exponents near 2.0. We will return to the issue of perceived contrast in Experiment 2. Further, whilst the aim of the current experiment was not to estimate channel bandwidth as a function of noise b, the results of the current analysis also seem to suggest that different noise masks result in different estimates of channel bandwidth (for a channel centered on 3.05 cpd), with b = 2.0 noise yielding a bandwidth >2.88. Taken to the extreme, this would suggest that the typical 1-1.5 octave bandwidth estimate of channel bandwidth (e.g., Campbell & Robson, 1968; Legge, 1978; Mostafavi & Sakrison, 1976; Sachs, Nachmias, & Robson, 1971; Stromeyer & Julesz, 1972; Wilson, McFarlane, & Phillips, 1983 ) using isolated Gabor/grating stimuli (or estimates derived from white noise masking) is largely dependent on the choice of masking stimulus. That is, since b = 2.0 is the typical power spectrum slope encountered in the real-world, one might expect to find much broader estimates of channel bandwidth when examined in that context. We return to this issue in the Section 6.
We now address the issue of the disproportionate amount of physical contrast in the masks at and near the target central spatial frequency. Introducing notches centered on the peak spatial frequency of the Gabor targets of course resulted in significant reductions in contrast energy threshold compared to the no-notch condition. And, while the significant interaction reported above suggests that the contrast energy thresholds did not decrease proportionally, the general trend of b = 2.0 noise masking most, followed by b = 3.0 noise, was verified statistically via the main effect of noise mask b in the post hoc ANOVAs reported above. However, additional post hoc paired t-tests show that notch bandwidth did eliminate some of the differential masking effects, but only for thresholds between the b = 0.0 and b = 3.0 noise mask conditions at notch bandwidths larger than 1.68 (p > .05). That is, b = 2.0 noise mask thresholds were always significantly higher than the other two b noise masks, regardless of notch bandwidth. Since the largest notch bandwidth was almost three octaves, this rules out the possibility that the highest thresholds observed with b = 2.0 noise masks here can be explained by differences in rms contrast at and near the central spatial frequency of the Gabor targets. Further, when the global spectral density of the differently notched noise masks is measured, the b = 2.0 masks actually decrease the most (with the same being true for the power spectrum of course) as a function of notch bandwidth (refer to Fig. 1d ), yet those are the masks which produce the largest thresholds. Additionally, a more conservative approach would be to only consider the noise contrast in 1-octave bands flanking the notch in the broadest notch condition as those still contain slightly more contrast for b = 2.0 masks. Specifically, when the power in those bands Fig. 2 . Data from Experiment 1. On the ordinate is log averaged threshold contrast energy (error bars are ± 1 SE, between participants), and on the abscissa is notch filter bandwidth (full-width at half-height). The light gray empty square shows averaged threshold contrast energy for Gabor orientation identification on a blank background (error bars are ±1 SE, between participants). is summed, b = 2.0 masks yield 12.82 log units of power; b = 3.0 masks yield 12.62 log units of power, and b = 0.0 masks yield 12.05 log units of power. However, when considering that the difference in threshold elevation in the broadest notch condition between b = 2.0 and b = 0.0 is still quite large (almost a factor of two difference in contrast energy needed to identify Gabor orientation), it seems very unlikely that such a difference was produced by a 0.77 log unit difference in contrast. Furthermore, and crucially, we did not observe a significant difference between threshold contrast energy between the b = 3.0 and b = 0.0 masks in the broadest notch conditions, yet the difference in mask contrast (i.e., power) in the 1-octave bands flanking the broadest notch was almost as large as the difference between b = 2.0 and b = 0.0 masks (i.e., 0.581 log units). Taken together, it seems very unlikely that differences in either global power as a function of notch bandwidth, or differences in local power flanking the broadest notch can explain the larger masking effects produced by b = 2.0 noise masks.
Lastly, we turn to the possibility that the results reported in Fig. 2 may be explained by noise masks that differ in their ability to obscure effective information of the targets in the spatial domain. In order to explore this possibility, we subjected the current experiment to an ideal observer analysis. The design of the ideal observer and subsequent analysis are described in the following section.
Ideal observer analysis
We constructed a Bayesian ideal observer that made task decisions according to the standard formulation [e.g., p(s|I) = p(I|s)p(s)/ p(I)]. Here, the 'evidence', p(I), is assumed constant (which is standard practice). Since the orientation of the Gabor elements was presented randomly according to a uniform distribution (participants were always made aware that each orientation was equally likely), the 'prior', p(s), within the confines of the current experiment, is also assumed to be constant. This leaves the posterior probability being determined by the 'likelihood', p(I|s). Our ideal observer's decision rule is therefore based on Maximum Likelihood Estimates (MLEs). The MLEs were based on the outputs of a multichannel filter model, with its responses analyzed in a manner similar to that described in Solomon and Pelli (1994) . Each filter was created using the operation defined in Eq. (2) and parameters listed in Section 2. Here,f c was varied to create six filters, with a peak-topeak separation of $0.5 octave. The peak spatial frequency of each of the filters (in cpd) was 0.96, 1.41, 2.11, 2.95, 4.36, 5.91, and 8.58 -the entire range of filters therefore covers over 3 octaves worth of spatial content centered on the peak spatial frequency of the Gabor targets (i.e., covers the vast majority of the Gaussian profile of the targets in the Fourier domain). The reason for using a multi-channel system to filter the stimuli (as opposed to a single filter centered on the peak frequency of the Gabor targets) is because the spectral density of the different noise masks varies from lower to higher spatial frequencies on either side of the central spatial frequency of the targets -thus, the most informative channel may not always be the one centered on the target's peak spatial frequency (c.f. Solomon, 2000) . MLEs were determined by the following process. A Gabor target (at one of the four orientations and one of the 13 contrast levels) was embedded in a given noise image. That image was then Fourier transformed and shifted into polar coordinates and the power spectrum was filtered with one of the 6 G F filters (this was repeated for each f c and an original copy of the power spectrum). Each differently filtered power spectrum was then shifted back to Cartesian coordinates and inverse transformed (along with the original phase spectrum) into the spatial domain and represented the image processed by one of 6 spatial frequency channels. Next, the least squared difference (LSD) between each of the four Gabor targets (alone, i.e., not embedded in noise) and each different channel output was taken (e.g., Solomon & Pelli, 1994) . The ideal observer first selected the channel(s) with the smallest LSD, and then selected the smallest LSD across the four possible targets as the target with the highest posterior probability (again, the prior was constant and therefore contributed nothing to the decision). The ideal observer was then run through all notch filter conditions. The results of the ideal observer analysis are shown in Fig. 3a .
The results produced by the ideal observer show a similar trend compared to the human data for the same task in that b = 2.0 noise masks produce the highest thresholds, followed by b = 3.0 noise masks. So, it appears as though some of the differential masking effects in the human data can be explained by task constraints themselves. However, the critical test is to transform the human data into efficiencies. One of the benefits of calculating efficiency from an ideal observer analysis is that it allows the experimenter to ''. . .strip away the intrinsic difficulty of the task to reveal a pure measure of human ability.'' (Pelli & Farell, 1999 , JOSA A, p. 647). We therefore calculated high-noise efficiency as defined by Pelli and Farell (1999) -i.e., E ideal /(E À E 0 ), where E ideal represents the contrast energy thresholds observed with the ideal observer for Gabors in noise, E represents the contrast energy thresholds obtained from humans for Gabors in noise, and E 0 represents the contrast energy thresholds obtained from humans for Gabors alone. The results are plotted in Fig. 3b . With the exception of notch bandwidth 2.08, b = 2.0 noise masks produce the lowest Fig. 3 . (a) Ideal observer analysis results reported in Experiment 1. On the ordinate is log averaged threshold contrast energy for the ideal observer, and on the abscissa is notch filter bandwidth (full-width at half-height). (b) Log high noise efficiency calculated from the data shown in Fig. 2 . See text for further details. efficiencies, followed mostly by b = 3.0 noise masks, which mirrors the trends in the threshold data shown in Fig. 2 . Thus, lowest efficiencies for b = 2.0 noise in the context of the current experiment suggest humans 'struggled' most with b = 2.0 noise compared to the other noise types, and since efficiency factors out the physical constraints of the stimuli, the results reported in Fig. 2 cannot be explained by the physical characteristics of the stimuli.
Experiment 2
Previous studies (e.g., Field & Brady, 1997; Tolhurst & Tadmor, 2000) have noted a subjective difference in contrast between images varying in b. Indeed, Baker and Graf (2009) have shown that humans tend to perceive b = 2.0 noise as having the highest perceived contrast (compared to noise with smaller or larger b values) when adjusted to match a 3 cpd grating. Further, McDonald and Tadmor (2006) have shown that, compared to other bs, b = 2.0 surrounds suppress the perceived contrast of broadband center stimuli most. It may therefore be possible that the results of Experiment 1 can be explained by perceived contrast of the masks. Granted, while there is a strong consensus that perceived contrast plays only a meager role in threshold elevation in simultaneous masking paradigms (e.g., Georgeson & Sullivan, 1975; Hess, 1990; Pelli, 1979) , we thought it may still be worth exploring as a possible confound since 2/3 of the mask stimuli employed in the current study are quite different from traditional masks. In order to test for effects of perceived contrast, the current experiment was designed to have two parts. The first part is devoted to measuring the perceived contrast of spatial noise as b is varied using a suprathreshold matching paradigm. The second part consists of repeating portions of Experiment 1, but with noise masks equated in terms of perceived contrast based on the results of the first part of the current experiment. It is worth noting that while part I of the current experiment was used to inform part II, it also provides a novel data set regarding perceived contrast of different types of noise patterns relative to each other, which is something that is lacking in the literature. Twenty-one observers (all naïve to the purpose of the experiment) participated here. All had normal (or corrected to normal) vision and were compensated for their participation. Their ages ranged between 18 and 21 years. Institutional Review Board-approved informed consent was obtained.
Psychophysical procedure
The noise patterns used here had bs ranging from 0.0 to 4.0 (in steps of 1.0) and were fit with an edge-ramped circular window in the spatial domain (e.g., Hansen & Hess, 2006) . The procedure was method of adjustment and involved presenting participants with a 'standard' noise pattern on either the left or right side of a CRT monitor, and a 'test' noise pattern on the opposite side (the outer edge of both patterns was separated by a 3.87°). The rms contrast of the standard noise patterns was fixed at 0.18, and the initial rms contrast of the test noise patterns was set to a random value selected from a uniform distribution ranging from 0.0 to 0.36. Observers were given a prompt to indicate which side of the monitor the standard pattern would be located. Observers were instructed to adjust (using the up, down, left, and right arrow keys on the number pad of a standard PC keyboard) the global contrast of the test pattern to match that of the standard pattern. All observers were specifically instructed not to match local regions of brightness between the two patterns. Observers were also instructed to ignore the differences between the patterns' texture and to attend specifically to the global contrast (i.e., compare the differences between the brighter and darker regions within the test noise patterns to the differences in the standard noise). The step sizes for adjusting the rms contrast of the test noise patterns were fixed, with the up-down arrow keys making larger rms steps (i.e., ±0.008), and the left-right arrow keys making smaller steps (i.e., ±0.001). Participants were instructed to use the up-down arrow keys to bring the test pattern to a contrast that was close to the standard, and then use the left-right arrow keys to fine-tune their match. The use of up-down and left-right keys was tracked during the experiment, and all participants were found to have made extensive use of both. During the matching experiment, each test noise pattern b was paired with each standard noise pattern b 10 times, resulting in a total of 150 trials per participant (with 15 different standard-totest b pair conditions total). All participants tended to complete the matching experiment within 1 h. For each of the 10 standard-to-test noise b pair repetitions, half of the standard patterns were presented on the left-hand side of the monitor and the other half presented on the right-hand side. The ordering of the different standard-to-test noise b pairs was determined randomly, and the phase spectrum of the standard and test noise patterns on each trial was different, with each phase spectrum changing on a trialby-trial basis.
Results and discussion
Perceived matches were generated by averaging across the 10 matches made for each of the 15 different standard-to-test noise b pairs for each participant, and then averaged across all participants. Before averaging across participants, each participant's data were normalized to the standard noise rms contrast by subtracting 0.18 from all of the data points. Thus, the data are expressed in terms of rms differences from the standard noise patterns' rms contrast. That is, negative values indicate that participants perceived a given test pattern as having more perceived contrast than the standard (i.e., participants had to select rms values that were smaller than the standard in order to make a perceived match), with positive values indicating the opposite. The results of this analysis are plotted in Fig. 4a . For clarity, the data associated with a given standard b have been further normalized to zero when the test pattern b and standard pattern b matched (e.g., Baker & Graf, 2009 ). Fig. 4a shows that noise patterns with b = 2.0 are always perceived to have higher rms contrast when compared to the other noise pattern bs, regardless of the standard noise pattern's b. For example, when the standard noise was made to possess b = 0.0, all other noise patterns were set to a lower rms contrast (i.e., all other noise patterns were perceived to have a higher rms contrast), with b = 2.0 noise decreased the most. The differences vary somewhat depending on the standard, but generally, b = 0.0 noise is perceived to be $0.10 to 0.15 rms units lower than b = 2.0 noise, and b = 3.0 noise is perceived to be $0.05 to 0.10 rms units lower than b = 2.0 noise. Such a trend seems to mirror the differences in the masking effects reported in Experiment 1 -that is, b = 0.0 yielded the weakest relative masking effects, followed by b = 3.0 noise, with b = 2.0 noise producing the strongest masking effects. This brings us to the second portion of the current experiment which sought to equate the noise masks with the biggest differences in perceived contrast (i.e., b = 0.0 and b = 2.0 noise) and repeat that portion of Experiment 1 with the same participants (but without notch filtering for the sake of simplicity).
Experiment 2: Part II (equating mask perceived contrast)
Psychophysical procedure
Four of the six observers in Experiment 1 agreed to participate in the current experiment. The experiment task itself was identical to Experiment 1. Except here, we only repeated the b = 0.0 condition (no notch) with those masks set to 0.30 rms contrast. That is, we selected the largest perceived difference between standard and test ($.15 rms units) and added that to the rms of the b = 0.0 masks.
Results and discussion
The data are plotted in the form of psychometric functions in Fig. 4b . Data from the blank background (no-mask), b = 0.0 (0.15 rms) noise mask, and b = 2.0 (0.15 rms) noise mask conditions (both without a notch) from Experiment 1 are shown in Fig. 4b .0 noise masks were closely equated in terms of perceived contrast, and b = 2.0 noise masks yield thresholds that are almost double those produced by the perceived contrast equated b = 0.0 noise masks, it seems highly unlikely that perceived contrast by itself can explain the differential masking reported in Experiment 1, which largely agrees with previous literature (e.g., Georgeson & Sullivan, 1975; Hess, 1990; Pelli, 1979) . Equating perceived contrast did cut the difference between b = 0.0 and b = 2.0 noise masks thresholds from being 3.11 times higher than b = 0.0 noise masks to 1.74. However, the threshold difference accounted for by perceived contrast explains $44% of the difference in the masking effect between b = 0.0 and b = 2.0 noise masks, leaving $56% of the masking difference unexplained.
Experiment 3
Here, we move onto stimuli that are spatially more complex than Gabors, focusing on letter recognition. We chose letters as stimuli simply because (1) they are spatially more complex than Gabors, (2) there is a large body of literature devoted to understanding the visual mechanisms involved in processing such stimuli, and (3) many have argued that our ability to recognize letters rests on a single narrowband spatial frequency channel, with the spatial frequency bandwidth of that channel ranging from 0.9 to 2.3 (Alexander, Xie, & Derlacki, 1994; Gold et al., 1999; Legge et al., 1985; Majaj et al., 2002; Parish & Sperling, 1991; Solomon & Pelli, 1994) . While others have argued against the single channel hypothesis (e.g., Chung, Legge, & Tjan, 2002; Hess, Williams, & Chaudhry, 2001; Oruç & Landy, 2009) , our aim here is not to provide any sort of resolution regarding that debate, but simply to examine whether the results reported in Experiments 1 and 2 generalize to spatially complex stimuli. We therefore repeated Experiments 1 and 2 (along with the ideal observer analysis) with bandpass filtered letters. We chose to use bandpass filtered letters because the broadband nature of letter stimuli makes ruling out the confounds explored in the previous experiments quite difficult (i.e., observers would be free to choose any one (or many) channel that proves informative).
Method
Psychophysical procedure
The stimuli were virtually identical to those used in Experiment 1, except with narrowband letters as targets. The psychophysical procedure was identical to that reported in Experiment 1 with the following exceptions. The design consisted of a single-interval 26 alternative forced-choice method of constant stimuli paradigm. The response interval consisted of a blank (mean luminance) screen at which time participants were instructed to use the letter keys on a standard PC keyboard to make their response. The letter presented on any given trial was determined randomly (from a uniform distribution), and all participants were informed that the probability of any given letter being displayed was equal.
Results and discussion
Averaged thresholds are plotted in Fig. 5a . The averaged threshold for the blank background condition is shown to the far left for On the ordinate is averaged perceived difference in rms contrast of 'test' noise patterns relative to 'standard' noise patterns (error bars are ±1 SE, between participants). Note that each trace has been normalized to 0 when standard and test noise patterns matched in terms of b. On the abscissa is b of the test noise patterns. (b) Data from Experiment 2, part II (equated perceived contrast masks). On the ordinate is averaged proportion correct (error bars are ±1 SE, between participants), and on the abscissa is log contrast energy of the targets.
reference. The threshold data were analyzed with a 3 (noise mask b) Â 9 (notch bandwidth) two-way repeated measures ANOVA (with Huynh-Feldt epsilon). The main effect of noise mask b was significant (F (2,8) = 253.39, p < .001), as was the main effect of octave bandwidth (F (3,16) = 76.8, p < .001). The interaction was also found to be statistically significant (F (7,34) = 23.2, p < .001). There was also a significant linear trend for the main effect of octave bandwidth (F (1,5) = 194.4, p < .001). Post hoc two-way ANOVAs show that each b condition threshold curve differs significantly from each other curve (p < .01).
As in Experiment 1 with Gabors, Fig. 5a shows that b = 2.0 noise masks interfered most with letter identification performance at all notch bandwidths examined here. On average, b = 2.0 noise masks required 3.0 times more contrast energy at threshold than b = 0.0 noise masks (ranging from 3.86 no-notch to 1.64 at 2.88 octave notch), and 2.03 times more contrast energy than b = 3.0 noise masks (ranging from 2.13 no-notch to 1.92 at 2.88 octave notch). Also, since the largest notch bandwidth was almost three octaves, it again seems very unlikely that the highest thresholds observed with b = 2.0 noise masks can be explained by the difference in rms contrast at and near the central spatial frequency of the targets. Finally, it is worth noting that in a separate pilot experiment (n = 4) using the three types of noise employed here (without notch filtering), we find the same threshold elevation magnitudes with broadband letters (data not shown).
We next look at data from the repeat of Experiment 2, part II, but with bandpass letters as targets. As in Experiment 2, it seems as though the majority of the masking effect observed with narrowband letter targets cannot be explained by differences in perceived contrast of the masks.
Ideal observer analysis
Here, we employed the same ideal observer that was described in Experiment 1, but with narrowband letter stimuli in the notch filtered noise. The only difference in the analysis is that the LSD was taken between the narrowband letter stimuli alone and the differently bandpass filtered stimuli (i.e., the bandpass filtered notched noise masks with embedded narrowband letters). The results of the ideal observer analysis are shown in Fig. 6a . The results produced by the ideal observer show a similar trend compared to the human data for the same task in that b = 2.0 noise masks produce the highest thresholds for most of the notch bandwidths. So, it appears as though some of the differential masking effects in the human data can be explained by task constraints themselves. We next calculated high-noise efficiency as described in Experiment 1, and show the results in Fig. 6b . As in Experiment 1, b = 2.0 noise masks produce the lowest efficiencies, which mostly mirrors the trends in the threshold data shown in Fig. 5 . It therefore appears that the masking trends observed with simple Gabor stimuli can be largely extended to include more spatially complex target stimuli.
General discussion
The results of the current study all show that, regardless of stimulus spatial complexity (e.g., narrowband Gabor and letter targets), b = 2.0 noise produces the highest identification thresholds as a function of target contrast energy. And, this finding could not be explained away by low-level accounts based on differences in noise spectral density (locally or globally), limitations due to available stimulus information, or differences in perceived contrast of the noise masks. Such a finding is interesting because it actually runs counter to a number of studies that show our visual systems are optimally suited to process stimuli to identification when presented within scenes possessing typical 2nd order statistical regularities (e.g., Párraga, Troscianko, & Tolhurst, 2000 Tolhurst & Tadmor, 2000) . However, it is important to note that the stimuli to be identified in those studies were all suprathreshold, whereas here, we investigated the contrast threshold for identification. That is, detection was likely the limiting factor here, not identification per se. In order to verify such a claim, we ran an additional control experiment where one observer engaged in a detection task with Gabor targets embedded in notch filtered noise varying in b and produced virtually identical results (data not shown) as those On the ordinate is log averaged threshold contrast energy (error bars are ±1 SE, between participants), and on the abscissa is notch filter bandwidth (full-width at half-height). The light gray empty square shows averaged threshold contrast energy for letter identification on a blank background (error bars are ±1 SE, between participants). (b) Data from Experiment 3 (perceptually equated noise contrast). On the ordinate is averaged proportion correct (error bars are ±1 SE, between participants), and on the abscissa is log contrast energy of the targets. observed in Experiment 1. Given that the detectability of various targets against the different noise masks used here was likely the limiting factor in identification, it is curious that a similar trend is not clear in previous studies that measured contrast sensitivity in either broadband adaptation or simultaneous masking paradigms. Specifically, Webster and Miyahara (1997) report on an experiment where CSFs were measured for two participants following adaptation to broadband noise with different power spectrum slopes. When b was set to 0.0, sensitivity to 3 cpd gratings was marginally decreased, but was largely and approximately equally reduced when b was either 2.0 or 3.0. A lack of a larger decrease in contrast sensitivity at 3 cpd for b = 2.0 noise in their study (compared to the current study) may reflect differential interference resulting from residually activated channels as opposed to simultaneously activated channels. Conversely, Bex, Solomon, and Dakin (2009) show no difference in detection threshold for 3 cpd bandpass filtered noise targets embedded in natural broadband movie sequences where b was either left in its natural state (presumably with a frame-to-frame average near 2.0, though possibly higher, e.g., Hansen & Essock, 2005) or ''whitened'' (b = 0.0). However, given that their un-altered movie sequences likely varied in b, the minimal-to-no-difference in detection threshold for 3 cpd targets may reflect more dynamic channel interplay than what was measured in the current study. Thus, within the confines of the current experiment, limitations due to detection remain a plausible account for the increased identification thresholds reported here and previous work showing lowest identification thresholds for b = 2.0 stimuli. Further, the current results are in line with previous studies utilizing differently oriented contrast increments in noise or natural scene imagery where b was varied (e.g., Essock et al., 2003; Hansen & Essock, 2005) , and are also apparent in the backward masking data from studies exploring rapid scene categorization (Loschky et al., 2010) . Thus it may be the case that in the real-world environment, performance for identifying variable contrast stimuli (spatially simple or complex) is at a disadvantage (but may well be optimized for some other process).
Another interesting implication from the current study comes from Experiment 1. Specifically, the results of that experiment suggest that different noise masks result in different estimates of channel bandwidth, with b = 2.0 noise yielding a bandwidth >2.88 octaves. Thus, it seems that the more ''naturalistic'' the mask in terms of its 2nd order luminance statistics, the broader the bandwidth of the detecting mechanism. Previous studies using similar naturalistic stimuli have also reported behavioral performance that significantly differs from studies utilizing more traditional laboratory stimuli (e.g., Ellemberg, Johnson, & Hansen, submitted for publication; Essock et al., 2003; Hansen & Essock, 2004; Johnson et al., 2011; McDonald & Tadmor, 2006) . Thus, the results of the current study raise a degree of caution when interpreting estimates of unitary spatial 'channel' bandwidth derived from white noise masking paradigms. Specifically, it has been common practice in vision (e.g., Stromeyer & Julesz, 1972) as it has been in audition (e.g., Glasberg & Moore, 1990; Patterson, 1976; Weber, 1977) to interpret noise masking functions in terms of the tuning properties of unitary neural mechanisms. The present results suggest that such interpretations will depend on the type of noise used. However, given the range of notch bandwidths used in Experiment 1, it seems almost ridiculous to suggest a detecting channel bandwidth close to (and possibly beyond) three octaves when identifying the orientation of Gabor stimuli. Alternatively, tuning curves derived from simultaneous noise paradigms likely reflect not only within-channel masking from neurons tuned to the stimulus spatial frequency and orientation, but also crosschannel masking from neurons tuned to nearby frequencies and orientations. Indeed, overlay masking paradigms suggest broadband inhibitory or suppressive interactions across spatial frequency in cat and human (e.g., Bauman & Bonds, 1991; Petrov, Carandini, & McKee, 2005) . Thus, a more plausible account of the current results would be one seated in the realm of contrast gain control (e.g., Bex, Mareschal, & Dakin, 2007; Carandini & Heeger, 1994; Heeger, 1992a Heeger, , 1992b Schwartz & Simoncelli, 2001; Watson & Solomon, 1997; Wilson & Humanski, 1993) , at the level of striate cortex (e.g., Carandini & Heeger, 1994; Carandini, Heeger, & Movshon, 1997 ). In such a context, it would be the overall amount of 'activity' within a somewhat tuned gain pool that would determine the relative output of individual channels. Such an account has been proposed to explain differences in perceived contrast for complex stimulus patches embedded in naturalistic surrounds (McDonald & Tadmor, 2006) , as well as in a recent equivalent noise masking study (Baker, Meese, Georgeson, & Hess, 2011) . Nevertheless, in order for such an account to be credible, b = 2.0 stimuli must load the inhibitory gain pool much more than stimuli possessing other b exponents. Field (1987) , Brady and Field (1995) and Field and Brady (1997) have proposed a modified multi-channel model of visual cortex that predicts overall larger and equivalent channel responses for b = 2.0 stimuli. In their model, the bandwidth of the filters is held constant in octaves on a log axis, with the peak sensitivity of each filter channel also held constant (Brady & Field, 1995) . With such a configuration, any given image possessing an orientation averaged power spectrum with b near 2.0 will produce equivalently large energy responses across all channels in an inhibitory gain pool, regardless of the peak spatial frequency to which each filter is tuned (refer to Brady and Field (1995) for further detail). Thus, if b = 2.0 noise largely and equally drives all spatial channels, then one could expect that a tuned gain pool in that scenario would be much more active than with other types of noise, thereby limiting most the magnitude of the output signal to decision processes. Unfortunately, the assumption of constant octave channels rests on just one report from Fig. 10 ) where constant bandwidths (viewed on log axes) are apparent for many (more than half) of the narrowly tuned neurons in their sample. This is at odds with several studies that report a decline in bandwidth with increasing peak spatial frequency (Blakemore & Campbell, 1969; Wilson, 1991; Yu et al., 2010) . In fact, a multi-channel model designed to reflect a decreasing channel bandwidth with increasing peak spatial frequency predicts channel outputs that follow the distribution of contrast across spatial frequency for noise masks with variable b (i.e., overall lower yet equivalent channel responses for b = 0.0 noise, with relatively large channel output at lower spatial frequencies for larger b exponents). The predictions made by each model for how an inhibitory gain pool (centered on a 3.05cpd target channel) would respond to different b noise are illustrated in Fig. 7 . When considering the average predicted output across all channels in the gain pools in that figure, both models actually predict b = 2.0 noise masks will produce the largest response (leading to the highest thresholds) -i.e., note that the empty squares in Fig. 7c and d have the highest averaged gain pool output. However, the difference is that the variable channel bandwidth model ( Fig. 7b and d) predicts the majority of the inhibitory gain pool signal arises from channels tuned to lower spatial frequencies, which may serve as the basis for recent evidence suggesting contrast gain control as primarily a low-pass process (e.g., Cass, Stuit, et al., 2009; Meese & Holmes, 2007) . It is also interesting to note that the constant bandwidth model (Fig. 7a and c) predicts b = 3.0 noise will mask slightly more than b = 0.0 (which was observed in the current study), whereas the variable bandwidth model predicts similar masking between b = 2.0 and b = 3.0 masks (which is similar to the adaptation data reported by Webster and Miyahara (1997) , but was not observed here). A more definitive validation for the gain control account will have to wait for further psychophysical experimentation and comprehensive computational modeling.
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