Abstract-The aim of this study is to propose a methodology for developing intelligent systems for cancer diagnosis and evaluate it on bladder cancer. Owing to recent advances in high-throughput experiments, large data repositories are now freely available for use. However, the process of extracting information from these data and transforming it into clinically useful knowledge needs to be improved. Consequently, the research focus is shifting from merely data production towards developing methods to manage and analyze it. In this study, we build classification models that are able to discriminate between normal and cancer samples based on the molecular biomarkers discovered. We focus on transparent and interpretable models for data analysis. We built molecular classifiers using decision tree models in combination with boosting and cross-validation to distinguish between normal and malign samples. The approach is designed to avoid overfitting and overoptimistic results. We perform experimental evaluation on a data set related to the urothelial carcinoma of the bladder. We identify a set of tumor microRNAs biomarkers, which integrated in an ensemble of decision tree classifiers, can discriminate between normal and cancer samples with the best published accuracy.
I. INTRODUCTION
Significant effort has been concentrated in the last years for acquiring high-throughput molecular biology and healthcare data with the goal of understanding the mechanisms behind various biological processes and diseases. As a result, large data repositories like GEO [1] and ArrayExpress [2] are now freely available on the Internet. However, the process of extracting information from these data and transforming it in useful knowledge is still lingering behind and needs further improvement. This is why the research focus is shifting from simply acquiring data towards developing methods to manage and analyze it and extracting meaningful knowledge out of it.
Despite significant efforts, cancer is still a lethal disease with a high mortality rate. Bladder cancer is the fifth most common malignancy accounting for about 5-7% of all new diagnosed malignancies in men, and about 2-2.5% in women [3] . The biology of bladder cancer is incompletely understood, making the management of this disease difficult. Research in cancer and gene expression has increased over the last decade with high-throughput experiments investigating thousands of molecules in parallel. Important goals are early and accurate diagnosis and prognosis and monitoring the therapeutic response in a personalized way. These can be achieved by analyzing alterations in gene sequences, mRNA and microRNA expression levels, protein structure or function. These alterations form cancer biomarkers. In particular, recent evidence suggests a regulatory role for microRNA in cancer [4] - [6] . MicroRNAs are short noncoding RNA molecules that post-transcriptionally modulate protein expression. Alterations in mRNA expression appear to be important for carcinogenesis [7] , [8] . There are several studies, which investigate the role of microRNAs in bladder cancer [9] - [11] ; it was observed that altered microRNA expression contributes to bladder cancer carcinogenesis [12] . Furthermore, microRNA profile may be used to identify key tumorigenic pathways [9] or clinical outcome [13] , [14] .
Several research efforts have been directed towards discovering molecular markers or gene expression signatures for classifying and predicting disease outcome in various cancers [15] - [17] . The results of most of these studies are lists of selected and ranked molecules capable of discriminating between one or more clinical outcomes. Although these lists are useful and interesting, it has become increasingly stringent to go one step forward and use these lists to develop accurate clinical decision support systems for cancer diagnosis, prognosis and treatment. It is important to emphasize the difference between such systems, i.e., between classifiers and lists of genes. Behind any classifier, there is a mathematical or logical relationship between the inputs (genes) and the outputs (diagnosis or prognosis) to be predicted. With the same list of genes, different mathematical relationships could give totally different performances. Unfortunately, developing accurate predictive models is more difficult than identifying differentially expressed genes. Nevertheless, the list of differentially expressed genes is the starting point of biomarkers discovery from data, as a necessary step in developing clinical decision support systems.
Computational intelligence and machine learning techniques are indispensable tools for building efficient and accurate intelligent systems for clinical diagnosis of various diseases, including cancer. Investigating which algorithms and computational methods are best suited has recently become an important research topic and is the subject of the work presented here. For example, a classifier for predicting bladder cancer progression developed and presented in [18] achieved a predictive accuracy of about 75% on the data used to develop it but only 66% on the external validation. However, this accuracy proved to be robust and it is an important progress from the list of genes in progression prediction.
Previously [19] , [20] , we introduced the i-Biomarker concept, representing an intelligent system (indicated by the prefix "i" ), which could function in a similar manner to a biomarker. A biomarker is defined as: "a characteristic that is objectively measured and evaluated as an indicator of normal biologic processes, pathogenic processes, or pharmacologic response to a therapeutic intervention." (NIH official definition, see [21] ). The output of an i-Biomarker indicates the same things as a biomarker, but its sensibility and sensitivity is usually much higher than those of the biomarkers on which it is based. Both biomarkers and their relationships with the diagnosis or prognosis (i-Biomarker output) are discovered from data, using computational intelligence methods. However, well established biomarkers could and should be also integrated.
Because the medical community prefers transparent and interpretable predictive models, favorite computational intelligence methods are decision trees, Bayesian networks, neurofuzzy, or genetic programming. Transparent models can be used for generation of knowledge and hypotheses from data, and they can help in scenario analysis in the context of computer-based decision support. Moreover, one can develop panels of i-Biomarkers, as ensemble of classifiers. These could be even more accurate and robust, being based on a larger list of molecular markers, and more complex relationships between them and the output, nevertheless, the output is still unique and easy to interpret.
In this study, we use microRNA data related to the urothelial carcinoma of the bladder for developing a panel of iBiomarkers that are able to discriminate between normal and cancer samples. We focus on classification models that are transparent and interpretable, such as boosted C5.0 decision trees. The advantage of using such models is that the reasoning process behind the model is clearly evident when browsing the tree, and this allows the extraction of knowledge that can help in understanding the mechanisms behind the disease. To our knowledge, boosted C5.0 decision trees are for the first time used to develop intelligent systems capable to discriminate between normal and cancer samples based on tumor microRNA, and the 100% accuracy of the panel of i-Biomarkers is the best published.
The rest of this paper is organized as follows: next, we discuss the methods used; further, we present the experimental results, we end with discussions and conclusions.
II. METHODS
In this section, we will first discuss data preprocessing, microRNA biomarkers discovery from data, and their integration in intelligent systems, i-Biomarkers implemented as decision trees. Next, the methods of developing panels of i-Biomarkers, as ensemble of decision trees, will be described. The general strategy of building i-Biomarkers will be applied here to C5.0 decision trees and boosting, as ensemble method.
A. Data Preprocessing
Microarray data in general, and data used in this study in particular, is characterized by a larger number of features compared to the number of samples or patients. This characteristic of genomic data has to be taken into account when building classification models that generalize well to new observations and which avoid overfitting. For mRNA data the difference between features and samples is very big, of the order of thousands: data contains thousands of genes and only a few tens of samples. For microRNAs the difference between features and observations is smaller than in the case of mRNA, i.e., of the order of hundreds. Besides the curse of dimensionality, microarray data are noisy and characterized by missing values.
An exploratory data analysis was performed in order to identify missing values, outliers and extreme values, followed by a two-step feature selection.
• The first step was performed in such a way as to avoid using information about the classes -Cancer or Normalof the samples. This is crucial for avoiding overfitting in the later stages of classifiers development. We selected only the microRNAs with a certain percentage of missing values. The missing values percentage was chosen considering that decision trees cope well with moderate missing values percentages. Thus, we did not eliminate potentially relevant genes, with a reasonable percentage of missing values. The choice for decision trees motivated why the outliers and extreme values were not eliminated, as decision trees are robust to both. Then, we used the so called unspecific filters. Only genes satisfying certain criteria, such as a standard deviation and a coefficient of variation (the ratio of the standard deviation to the mean) higher than a chosen threshold were selected.
• A second feature selection is performed by the built-in feature selection capability of the decision tree algorithms that are used (this property will be discussed in the next section).
B. i-Biomarkers as C5.0 Decision Tree
For i-Biomarkers implementation, we use transparent and interpretable models, and in particular, we focus on decision tree models. The advantage of using these so-called white-box models is that they can be used for generation of knowledge and hypotheses from data. Moreover, they are favored by the medical community instead of the so-called black-box models which do not make clear the reasoning process behind the technique.
Decision tree models [13] are classification systems that can predict or classify future observations based on a set of decision rules. Decision tree algorithms perform as follows: they examine all the fields of data to find the one that gives the best classification or prediction by splitting the data into subgroups. The process is applied recursively, splitting subgroups into smaller and smaller units until the tree is finished (as defined by certain stopping criteria). The splitting procedure is performed to maximize the purity of the classification at a given level, and it is different for each decision tree algorithm. The resulting decision tree can be used as a visual and analytical decision support tool. A general method for building decision trees is described below:
1) The process starts with an empty tree and the entire training set. 2) The following steps are iteratively repeated until a stopping criterion is reached: a) At the current node, if the stopping criterion is met then the node becomes terminal (leaf node). Examples of stopping criteria: all training samples belong to the same category -Cancer or Normal; or the minimum number of samples has been reached. b) Otherwise, the attribute (microRNA) which best splits the training samples into the two categories is determined and becomes a decision node. From the decision node, a branch is created and the samples are partitioned accordingly. One of the main advantages of using decision trees is that the reasoning process behind the model is visible when browsing the tree. This is in contrast to black box modeling techniques, in which the internal logic can be difficult to work out. Another advantage of using decision tree models is that the process will automatically include in its rule only the features that really matter in making a decision and features which are not important or relevant will be ignored. This can yield very useful information about the data and can be used to reduce the data to relevant features before training another learning technique, such as a neural network. Summarizing, the main advantages in developing i-Biomarkers for cancer diagnosis using decision trees are: 1) Feature selection capability: only the relevant microRNAs are selected for building the classification model. At every decision node all the inputs are evaluated, but only the feature offering the best split is chosen for further use. 2) Robustness: decision trees are robust to outliers and extreme values and their accuracy is not decreased significantly by missing information. 3) Flexibility: the algorithm implies a limited number of tunable parameters, which makes it very flexible (these tunable parameters will be discussed in the next section for the C5.0 decision tree algorithm). 4) Computational complexity: building and running of decision trees are fast in comparison to other learning methods. 5) Interpretability: the resulting model given as a binary tree graphic is easy to interpret and in particular useful for the medical community. Certain disadvantages appear however when using decision trees. For example, the samples used to train the classifier are reduced after every split, thus, when reaching high dimensions this can lead to overfitting. Also, the greedy search strategy (local optima) implies that small changes in the data (e.g., sampling fluctuations) can result in big changes of the fully developed tree.
We tested different decision tree algorithms such as: CART [22] , CHAID [23] and C5.0 which is the latest version of the C4.5 decision tree [24] . Although all the decision trees performed well, the C5.0 algorithm gave the best results and was further used in this study. The splitting criterion used by C5.0 is based on the maximum information gain (difference in entropy). Furthermore, C5.0 presents several tunable parameters which can be adjusted to obtain the best performance, such as:
• Pruning severity. Trees are pruned in two stages: First, a local pruning stage, which examines subtrees and collapses branches to increase the accuracy of the model. Second, a global pruning stage considers the tree as a whole, and weak subtrees may be collapsed.
• Minimum records per child branch. The size of subgroups can be used to limit the number of splits in any branch of the tree, thus controlling the growth of the tree. A branch of the tree will be split only if two or more of the resulting sub-branches would contain at least a certain number of records from the training set. The default value is 2, an increase of this value helps to prevent overtraining with noisy data.
• Winnow features. C5.0 examines the usefulness of the predictors before starting to build the model. Predictors that are found to be irrelevant are then excluded from the model-building process. This can be helpful for models with many variables and can help to prevent overfitting. The performance of decision trees, and in general of the supervised learning algorithms, can be improved by using ensemble methods. Ensemble is a technique for combining many weak learners with the goal of producing a strong learner which will achieve a better predictive performance than any of the constituent learners. Examples of ensemble methods are: Bayes optimal classifier, bagging, boosting, Bayesian model averaging, etc.
Boosting [25] can be successfully applied to improve the accuracy of learning algorithms, and in particular of C5.0 decision tree. Boosting is an ensemble method which works by repeatedly developing classifiers on various distributions over the training data, and then combining these classifiers into a single composite model. Variety is created by assigning different weights to samples according to whether they were easier or harder to classify correctly (see [26] for details). The following steps describe a general algorithm for boosting applied to the decision tree classifier: 1) Assign equal weights to the samples.
2) Repeat the following steps for a given number n of trials (j = 1, 2, . . . , n): a) Develop an i-Biomarker j (C5.0 decision tree) using the computed weights. b) Give higher weights to the samples more difficult to classify correctly. c) Give lower weights to the samples easier to classify accurately. 3) Combine the n i-Biomarkers obtained by assigning higher weights to the earliest i-Biomarkers, and lower weights to the last i-Biomarkers. Fig. 1 (adapted from [27] ) shows the basic framework for ensemble methods classification. The approach is to compose an ensemble with n i-Biomarkers (decision trees), each iBiomarker trained on a data set derived from the original data set. Each i-Biomarker is used for making predictions on the samples from the test data set. The votes of individual i-Biomarkers are integrated in a final decision output (final diagnosis). Ensemble method classification flow chart. The approach is to compose an ensemble with n i-Biomarkers (decision trees), each i-Biomarker trained on a data set derived from the original data set. Each i-Biomarker is used for making predictions on the samples from the test data set. The votes of individual i-Biomarkers are integrated in a final decision (diagnosis).
Misclassification costs. For cancer diagnosis it is particularly important to take into account the different misclassification costs. Misclassifying observations of one class has more severe consequences than misclassifying observations of another class. Failure to identify a patient with cancer (false negative) has far more severe consequences than misidentifying a normal individual as having cancer (false positive). High costs should be assigned to misidentifying malignant as benign and lower costs to misidentifying benign as malignant.
III. RESULTS AND DISCUSSIONS

A. Data
We used the data set made available on the Internet by Catto et al., and published in [12] . It consists of 78 samples out of which 72 were taken from patients and 6 belong to cell lines; we further considered only the samples obtained from the patients. The patient samples were classified into two groups: normal and cancer. The normal group contains a total of 20 samples and were obtained from 10 subjects with normal urothelium (taken distant to any tumor) and from 10 diseasefree controls. The cancer group contains the rest of 52 samples and were sub-classified into three subgroups: (i) low-grade non-muscle invasive-22 samples, (ii) high-grade non-muscle invasive-12 samples and (iii) muscle invasive-18 samples. Since in this study we focus only on a diagnostic problemCancer vs. Normal-we transformed the initial multi-class classification problem into a binary classification problem; we do not make any distinction between the classifications within the groups, considering only two classes.
For all samples, both normal and malignant, 322 microRNAs have been examined, and expression values for these have been extracted. Enriched small and total RNA were extracted using the mirVana kit (Ambion) according to the manufacturer's protocol. The expression of microRNAs and 3 small nucleolar RNA molecules was determined using preprinted microfluidic cards (Human miR v1.0, Applied Biosystems). Relative microRNA concentrations were calculated with respect to the median of three reference RNA molecules. Median data centering was performed.
B. Data Preprocessing
From the total set of genes a subset was selected according to an unspecific filter containing the following criteria (i) percentage of missing values smaller than 70%, (ii) standard deviation larger than 2 and (iii) coefficient of variation (ratio of standard deviation to mean) larger than 0.1. There is no information leakage from output when performing this filtering which is crucial for avoiding overfitting. The number of remaining features is 278.
The selected subset of data did not have extreme values and contained a few outliers. These outliers were not eliminated because decision trees are robust in this situation (we considered values as extreme when they exceed 5 standard deviations from the mean and outliers the values which exceed 3 standard deviations from the mean).
C. Protocol
We used a V -fold cross-validation procedure which was chosen since the number of samples in the data set is relatively small (n = 72) and partitioning the data into training and testing resulted in overfitting. With various settings tested, a typical result was 100% accuracy on training data and only about 70% accuracy on testing data. The cross-validation procedure is illustrated in Fig. 2 . Each fold contains the same (or nearly the same) k number of samples obtained by dividing the total number of samples n to the number of folds V .
At each fold, the C5.0 algorithm performed a selection of genes and an i-Biomarker j was developed using the temporary training data set consisting of n − k patients. The temporary testing data set containing the remaining k patients was used to evaluated the accuracy of the i-Biomarker. The final result is the fully developed i-Biomarker and the estimated error computed as the mean of each i-Biomarker j's error on the test set. Fig. 2 .
Development of an i-Biomarker with a V -fold cross-validation procedure. The i-Biomarker is for a binary outcome: Cancer vs. Normal. From the initial data set with n samples, k samples are left out for creating a temporary testing set and a training set with n − k samples. A different microRNA selection j is performed on the training set and a different iBiomarker j is developed in each iteration of cross-validation. The i-Biomarker j developed is used to classify the left out samples in the testing set. Final result: the fully developed i-Biomarker and the estimated error computed as the mean of each i-Biomarker j's error on the test set.
We applied the cross-validation procedure using different values for V: V = 2, V = 3, V = 10, V = 30, and V = 72. The last setting of V = 72 is the special case of cross-validation in which the number of folds is equal to the number of samples, also known as leave-one-out crossvalidation. This procedure uses in each iteration a single sample from the original data as the validation set and the remaining samples form the training set. This is repeated such that each observation in the sample is used once as the validation data.
D. Experimental Results
The experimental setup was chosen with the goal of obtaining the i-Biomarkers with the following characteristics:
• Accuracy: high. Accuracy is computed as the percentage of correctly classified samples from the total number of samples in the training set.
• Robustness: high. By robustness we understand obtaining a similar accuracy on external validation (we refer to external validation as a totally different set of patient samples). Usually, smaller trees generalize better, therefore robustness is mainly influenced by the minimum number of records per child branch.
• Model complexity: low. Model complexity is expressed in the number of trees and the number of nodes. The complexity of a single i-Biomarker is simply the number of nodes of its decision tree representation. The complexity of a panel of i-Biomarkers is related to the number of trees in the ensemble and the number of nodes of the trees.
We experimented with several settings of the number of folds in the cross-validation. Our experiments show that the evaluation measures did not vary with number of folds. We further considered cross-validation with the number of folds set to 10 and leave-one-out cross validation. We will show results obtained with 10 folds cross-validation.
We empirically established that for the current data set the minimum number of records per child branch should be equal to 6. This number was chosen to address the size of the data set with only 72 samples. Other settings for the C5.0 decision tree: we used a pruning severity of 75 and we did not use Winnow feature since we noticed that its presence did not affect the performance.
We first tested with a single decision tree (i-Biomarker) for which we obtained an accuracy of 95.83%; the number of false negative samples is 2 and the number of false positive is 1. In the clinical context, one aims at obtaining a false negative rate as low as possible, therefore we set different costs for misclassification for the two classes. We experimented with different settings for the misclassification costs; the most appropriate costs which we use for further experimentation are 1.1 for the false negative class and 1 for the false positive. The accuracy obtained in this case increased to 97.22%, with no false negative and 2 false positives, which is clinically acceptable.
We tested the robustness measured by the accuracy when increasing the minimum number of records per branch. We noticed that when increasing the maximum number of records per branch from 2 to 3 the accuracy decreased from 95.83% to 93.06%. We expect that on a totally different set of patients the external validation will result in a decrease of performance even more.
Ensemble methods are well-known to increase the robustness. The accuracy increases with the number of decision trees in the ensemble. With a lower number of decision trees, for example 2, the accuracy obtained was of 95.83%, while with a higher number of trees, for example 10, the accuracy increased to 100%. For medical community, it is important to mention that the panel of i-Biomarkers (the ensemble of decision trees) can be overlapping with respect to the list of genes contained by each i-Biomarker. The number of trees in the ensemble determines the number of microRNAs selected for building the i-Biomarker panel. This is illustrated in Table I . Number of i-Biomarkers 2 3 5 10 20
Number of microRNAs if the value of hsa-miR-133b for the new sample is higher than the threshold value 2.897, then the sample is classified as cancer (class 1, the red color); otherwise, we compare the value of hsa-miR-383 with the threshold value equal to 7.517: if it is higher, the sample is included in the normal cases; else, hsa-miR-512-3p and the associated threshold of 2.479 is investigated and depending on this the sample is classified in one of the two classes.
Based on our evaluation criteria, the best i-Biomarker panel obtained (not shown due to European patent law) is characterized by the highest accuracy (100%), best robustness (minimum 6 records per child branch), lowest complexity (10 decision trees in the ensemble). For illustrative purposes, we show a summary for the i-Biomarkers (decision trees) forming a panel of i-Biomarkers (the ensemble of classifiers) in Table II . The characteristics of this panel are minimum 2 records per child branch (the robustness in this case is not the optimal one), and 10 decision trees in the ensemble and the accuracy obtained is of 100%. For each i-Biomarker is shown the accuracy, the size (number of nodes), and the list of genes. The individual decision trees in the ensemble have an average depth of 4; this is equivalent with the ensemble providing a short list of genes based on which new samples can be classified. The accuracy of individual trees in the ensemble is between 83.79% and 99.53%. The individual decision trees can be used separately for diagnosis, but the accuracy and robustness obtained in this case are lower than in the case of ensemble. One of the resulting i-Biomarkers is represented by the decision tree shown in Fig. 3 . The samples are classified in the terminal nodes of the tree: Cancer (red rectangles) or Normal (blue rectangles). The decision tree is easy to interpret. For a new sample, we observe the values of the three genes and compare them with the threshold values identified at each node. For example, if the value of hsa-miR133b for the new sample is higher than the threshold value 2.897, then the sample is classified as cancer (class 1, the red color); otherwise, we compare the value of hsa-miR-383 with the threshold value equal to 7.517: if it is higher, the sample is included in the normal cases; else, hsa-miR-512-3p and the associated threshold of 2.479 is investigated and depending on this the sample is classified in one of the two classes.
IV. CONCLUSIONS AND FUTURE WORK
We proposed a methodology for developing transparent, interpretable, and highly accurate intelligent clinical decision support systems for cancer diagnosis, using an ensemble of decision trees in a knowledge discovery from data approach especially designed to avoid overfitting and overoptimistic results. Special attention was paid to increase the systems robustness, to avoid a significant accuracy decrease on different patients data sets (external validation), and to false negative rate (cancer samples misclassified as normal) minimization, which is desired in a clinical context. The study presented in this paper is the first step in developing an integrated system which can be realistic in a clinical setting for bladder cancer diagnosis based on plasma microRNA and bladder cancer prognosis based on tumor microRNA.
In future work, the molecules selected will be placed on pathways and networks to understand the complex molecular interactions involved. The high accuracy of the classifiers also means that a relevant set of genes was discovered and as a consequence the relevant pathways, deregulated in bladder cancer, will be identified. The long-term goal will be to define for each pathway, targets that are amenable to drug discovery efforts, and that can be validated in cell culture models.
