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VARIABILITY REGIONS FOR THE SECOND DERIVATIVE OF
BOUNDED ANALYTIC FUNCTIONS
GANGQIANG CHEN AND HIROSHI YANAGIHARA
Abstract. Let z0 and w0 be given points in the open unit disk D with |w0| <
|z0|. LetH0 be the class of all analytic self-maps f of D normalized by f(0) = 0,
and H0(z0, w0) = {f ∈ H0 : f(z0) = w0}. In this paper, we explicitly
determine the variability region of f ′′(z0) when f ranges over H0(z0, w0). We
also show a geometric view of our main result by Mathematica.
1. Introduction
First we fix some notation. For c ∈ C and r > 0, let D(c, r) = {z ∈ C : |z−c| < r}
and D(c, r) = {z ∈ C : |z−c| ≤ r}. In particular we denote the open and closed unit
disks D(0, 1) and D(0, 1) by D and D, respectively. Let z0 and w0 be given points in
the open unit disk D with |w0| < |z0|. We denote by H0 the set of all analytic self-
maps f of D normalized by f(0) = 0 and set H0(z0, w0) = {f ∈ H0 : f(z0) = w0}.
Schwarz’s Lemma states that {f(z0) : f ∈ H0} = D(0, |z0|) for any z0 ∈ D, and
f(z0) ∈ ∂D(0, |z0|) if and only if f(z) = e
iθz for some θ ∈ R.
In 1934, Rogosinski [10] explicitly described the region of values of f(z0) when
f ranges over H0 satisfying f
′(0) = µ for some prescribed value µ ∈ D (see also [1],
[6], [7]). This refinement of Schwarz’s lemma asserts that for z0 ∈ D\{0},
{f(z0) : f ∈ H0 with f
′(0) = µ} = D
(
z0µ(1 − |z0|
2)
1− |z0|2|µ|2
,
(1− |µ|2)|z0|
2
1− |z0|2|µ|2
)
.
Notice that the variability region is strictly contained in D(0, |z0|).
In 1931, Dieudonne´ [5] determined the variability region of f ′(z0) at a fixed point
z0 ∈ D\{0} when f ranges over H0(z0, w0). We write
(1.1) Ta(z) =
z + a
1 + az
, z, a ∈ D,
and define
∆(z0, w0) = D
(
w0
z0
,
|z0|
2 − |w0|
2
|z0|(1− |z0|2)
)
.
Then he obtained
(1.2) {f ′(z0) : f ∈ H0(z0, w0)} = ∆(z0, w0).
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For f ∈ H0(z0, w0) consider the function f˜ defined implicitly by
(1.3)
z − z0
1− z0z
f˜(z) =
f(z)
z
− w0
z0
1−
(
w0
z0
)
f(z)
z
.
Notice that |f˜(z)| ≤ 1, z ∈ D. Differentiating both sides shows
(1.4)
1− |z0|
2
(1 − z0z)2
f˜(z) +
z − z0
1− z0z
f˜ ′(z) =
1−
∣∣∣w0z0
∣∣∣2(
1−
(
w0
z0
)
f(z)
z
)2 zf ′(z)− f(z)z2 .
By substituting z = z0, we have
(1.5)
f˜(z0)
1− |z0|2
=
z0f
′(z0)− w0
z20
(
1− |w0
z0
|2
) ,
and hence
(1.6) f ′(z0) =
w0
z0
+
|z0|
2 − |w|2
z0(1− |z0|2)
f˜(z0).
Combining this and the estimate |f˜(z0)| ≤ 1 we easily obtain {f
′(z0) : f ∈
H0(z0, w0)} ⊂ ∆(z0, w0). The reverse inclusion relation follows from considering
the function fλ ∈ H0(z0, w0) defined by
fλ(z) = zTw0
z0
(λT−z0(z)) .
Notice that fλ can be obtained by putting fλ = λ in (1.3). The result is nowadays
called Dieudonne´’s lemma.
In 2013, Rivard [9] proved a Dieudonne´’s lemma of the second order (see also
[4]). The original result can be restated as follows.
Theorem A(Rivard [9]). Let λ ∈ D. Then{
f ′′(z0) : f ∈ H0(z0, w0) with f
′(z0) =
w0
z0
+
|z0|
2 − |w|2
z0(1 − |z0|2)
λ
}
(1.7)
=A(z0, w0)D(c(λ), ρ(λ)),
where
A(z0, w0) =
2
(
|z0|
2 − |w0|
2
)
|z0|2(1− |z0|2)2
, c(λ) = λ
(
1−
z0w0
z0
λ
)
, ρ(λ) = |z0|(1 − |λ|
2).
For completeness, in §2, we shall give an elementary proof of Theorem A and
determine all the extremal functions.
Based on this result, the first author [3] gave the sharp estimate for |f ′′(z0)|. In
this paper, we would like to further study the second derivative f ′′(z0) by explicitly
describing the variability region
(1.8) V (z0, w0) = {f
′′(z0) : f ∈ H0(z0, w0)}.
From Theorem A it easily follows that
(1.9) V (z0, w0) = A(z0, w0)
⋃
λ∈D
D(c(λ), ρ(λ)).
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We note some basic properties of the set V (z0, w0). The class H0(z0, w0) is a
compact convex subset of the linear space A of all analytic functions f in D
endowed with the topology of locally uniformly convergence on D. The func-
tional ℓ : A ∋ f 7→ f ′′(z0) ∈ C is continuous and linear. Therefore the image
V (z0, w0) = ℓ(H0(z0, w0)) is also a compact convex subset of C. Furthermore the
origin is an interior point of V (z0, w0), because
A(z0, w0)D(0, |z0|) = A(z0, w0)D(c(0), ρ(0)) ⊂ V (z0, w0).
Recall that a compact convex subset in C with nonempty interior is a Jordan
closed domain (for a proof see [2, §11.2]). Therefore ∂V (z0, w0) is a Jordan curve
and V (z0, w0) is the convex closed domain enclosed by ∂V (z0, w0).
Moreover the relations
(1.10) V (eiθ1z0, e
iθ2w0) = e
i(θ2−2θ1)V (z0, w0), V (z0, w0) = V (z0, w0)
hold for θ1, θ2 ∈ R. These are consequences of the facts that e
iθ2f(e−iθ1z) ∈
H0(e
iθ1z0, e
iθ2w0) and that f(z) ∈ V (z0, w0) for f ∈ H0(z0, w0), respectively. In
view of these properties it is sufficient to determine ∂V (r, s) for 0 ≤ s < r < 1. In
this case we notice that V (r, s) = V (r, s). Define
(1.11) cs(ζ) = ζ(1 − sζ), ρr(ζ) = r(1 − |ζ|
2).
Theorem 1.1. Let 0 ≤ s < r < 1.
(i) If r + s ≤ 12 , then ∂V (r, s) coincides with the Jordan curve given by
(1.12) ∂D ∋ ζ 7→ A(r, s)cs(ζ).
(ii) If r − s ≥ 12 , then ∂V (r, s) coincides with the circle given by
(1.13) ∂D ∋ ζ 7→
1
2r2(1− r2)2
[{
1 + 4(r2 − s2)
}
rζ − s
]
.
(iii) If r + s > 12 and r − s <
1
2 , then ∂V (r, s) consists of the circular arc given
by
(1.14) (−θ0, θ0) ∋ θ 7→
1
2r2(1− r2)2
[{
1 + 4(r2 − s2)
}
reiθ − s
]
and the simple arc given by
(1.15) J ∋ ζ 7→ A(r, s)cs(ζ),
where
(1.16) θ0 = cos
−1 r
2 + s2 − 4(r2 − s2)2
2sr
∈ (0, π)
and J is the closed subarc of ∂D which has end points ζ0 =
reiθ0 − s
2(r2 − s2)
and
ζ0 =
re−iθ0 − s
2(r2 − s2)
and contains −1.
We show these three cases of ∂V (r, s) in Figure 1(a), 1(b) and 2.
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(a) r=3/4,s=1/4 (b) r=1/4, s=4/17
Figure 1. If r = 3/4, s = 1/4, ∂V (r, s) is a circle; if r = 1/4, s =
4/17, ∂V (r, s) is a convex Jordan curve.
A(r, s)) cs(ζ0)
A(r, s)) cs(ζ0)
Figure 2. If r = 2/3, s = 1/3, ∂V (r, s) consists of a circular arc
(solid) and a simple arc (dashed).
In fact, Theorem 1.1 is a direct consequence of the following theorem which gives
the unified parametric representation of ∂V (r, s) and the all extremal functions.
Theorem 1.2. Let 0 ≤ s < r < 1. For θ ∈ R let rθ be the unique solution to the
equation
(1.17) |xeiθ − s| = 2(x2 − s2), x > s,
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if |reiθ − s| ≥ 2(r2 − s2); otherwise let rθ = r. Set
(1.18) ζθ =
rθe
iθ − s
2(r2θ − s
2)
∈ D.
Then a parametric representation (−π, π] ∋ θ 7→ γ(θ) of the Jordan curve ∂V (r, s)
is given by
γ(θ) = A(r, s)
(
cs(ζθ) + ρr(ζθ)e
iθ
)
∈ ∂V (r, s).
Furthermore, the equality
f ′′(r) = A(r, s)
(
cs(ζθ) + ρr(ζθ)e
iθ
)
∈ ∂V (r, s),
holds for some θ ∈ R with ζθ ∈ D if and only if
(1.19) f(z) = zT s
r
(
T−r(z)Tζθ (e
iθT−ζθ(z))
)
, z ∈ D.
Here Ta is defined by (1.1). Similarly the equality
f ′′(r) = A(r, s)cs(ζθ) ∈ ∂V (r, s),
holds for some θ ∈ R with ζθ ∈ ∂D if and only if
(1.20) f(z) = zT s
r
(ζθT−r(z)) , z ∈ D.
2. Envelope of a family of circles
We start this section with the proof of the second order Dieudonne´’s lemma,
which is needed to determine the extremal functions in Theorem 1.2.
Proof of Theorem A. Let f ∈ H0(z0, w0) and define f˜ by (1.3). By differentiating
both sides of (1.4) and substituting z = z0 we have
2z0f˜(z0)
(1− |z0|2)2
+
2f˜ ′(z0)
1− |z0|2
(2.1)
=
2
(
w0
z0
)
(
1−
∣∣∣w0z0
∣∣∣2)2
(
z0f
′(z0)− w0
z20
)2
+
1
1−
∣∣∣w0z0
∣∣∣2
z20f
′′(z0)− 2(z0f
′(z0)− f(z0))
z30
.
Combining this and (1.5), we have
f ′′(z0) =
2
(
1−
∣∣∣w0z0
∣∣∣2)
(1− |z0|2)2
f˜(z0)
(
1− z0
(
w0
z0
)
f˜(z0)
)
+
2
(
1−
∣∣∣w0z0
∣∣∣2)
1− |z0|2
z0f˜
′(z0).
By (1.6), f ′(z0) =
w0
z0
+
|z0|
2 − |w0|
2
z0(1− |z0|2)
λ holds if and only if f˜(z0) = λ. The Schwarz-
Pick inequality |f˜ ′(z0)| ≤
1− |f˜(z0)|
2
1− |z0|2
=
1− |λ|2
1− |z0|2
implies f ′′(z0) ∈ A(z0, w0)D(c(λ), ρ(λ)).
Conversely for λ ∈ D and α ∈ D define analytic functions f˜λ,α and fλ,α in D by
f˜λ,α(z) = Tλ
(
|z0|
z0
αT−z0(z)
)
, fλ,α(z) = zTw0
z0
(
T−z0(z)f˜λ,α(z)
)
.
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Then fλ,α ∈ H0(z0, w0), f˜λ,α(z0) = λ and f
′′
λ,α(z0) = A(z0, w0){c(λ) + ρ(λ)α}.
It follows that A(z0, w0)D(c(λ), ρ(λ)) is contained in the variability region. Fur-
thermore by the uniqueness part of the Schwarz lemma f ′′(z0) = A(z0, w0){c(λ) +
ρ(λ)eiθ} for some f ∈ H0(z0, w0) if and only if f = fλ,eiθ .
Similarly for λ ∈ ∂D define fλ by
fλ(z) = zTw0
z0
(λT−z0(z)) .
Then fλ ∈ H0(z0, w0) and f
′′
λ (z0) = A(z0, w0)c(λ). Again by the uniqueness part
of the Schwarz lemma f ′′(z0) = A(z0, w0)c(λ) for some f ∈ H0(z0, w0) if and only
if f = fλ. Thus the proof is completed. 
Let 0 ≤ s < r < 1 and
(2.2) V˜ (r, s) =
⋃
ζ∈D
D(cs(ζ), ρr(ζ)).
Then by Theorem A, V (r, s) = A(r, s)V˜ (r, s). Thus the set V˜ (r, s) is a compact and
convex subset of C with D(0, r) ⊂ V˜ (r, s). Therefore V˜ (r, s) is a convex closed Jor-
dan domain enclosed by the Jordan curve ∂V˜ (r, s). The determination of ∂V (r, s)
is reduced to that of V˜ (s, r).
Proposition 2.1. For θ ∈ R there exists a unique vθ ∈ V˜ (r, s) satisfying
(2.3) Re{ve−iθ} ≤ Re{vθe
−iθ} for all v ∈ V˜ (r, s).
Furthermore, vθ can be expressed as
(2.4) vθ =
{
cs(ζθ) + ρr(ζθ)e
iθ, |reiθ − s| < 2(r2 − s2),
cs(ζθ), |re
iθ − s| ≥ 2(r2 − s2),
where ζθ is defined in Theorem 1.2.
Before proving Proposition 2.1 we show the following lemma.
Lemma 2.2. For θ ∈ R and s ≥ 0, define a positive and continuous function hθ
by
hθ(x) =
|xeiθ − s|
2(x2 − s2)
, x > s.
Then hθ is strictly decreasing in x > s for each fixed θ and lim
x→∞
hθ(x) = 0.
Proof. The lemma easily follows from
d log hθ
dx
(x) =
2(x− s cos θ)
x2 − 2sx cos θ + s2
−
2x
x2 − s2
=
−x3 + 3sx2 cos θ − 3s2x+ s3 cos θ
(x2 − 2sx cos θ + s2)(x2 − s2)
≤
−(x− s)3
(x2 − 2sx cos θ + s2)(x2 − s2)
< 0.

Proof of Proposition 2.1. Let θ ∈ R. We show the existence and uniqueness of
vθ ∈ ∂V˜ (r, s) satisfying (2.3) and that vθ can be expressed as (2.4).
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Since V˜ (r, s) is compact and the function Re{ve−iθ}, v ∈ C is nonconstant and
harmonic, there exists vθ ∈ ∂V˜ (r, s) such that
Re{ve−iθ} ≤ Re{vθe
−iθ} for all v ∈ V˜ (r, s).
By (2.2) there exists ζ∗θ ∈ D and ε
∗
θ ∈ ∂D such that vθ = cs(ζ
∗
θ ) + ρθ(ζ
∗
θ )ε
∗
θ . By
(2.2) the above inequality is equivalent to
Re{cs(ζ)e
−iθ}+ ρr(ζ)Re{εe
−iθ} ≤ Re{cs(ζ
∗
θ )e
−iθ}+ ρr(ζ
∗
θ )Re{ε
∗
θe
−iθ}, ζ, ε ∈ D.
By substituting ζ = ζ∗θ we have
ρr(ζ
∗
θ )Re{εe
−iθ} ≤ ρr(ζ
∗
θ )Re{ε
∗
θe
−iθ}
for all ε ∈ D.
If ζ∗θ ∈ D, then ρr(ζ
∗
θ ) > 0 and we conclude ε
∗
θ = e
iθ. Even if ζ∗θ ∈ ∂D, since
ρr(ζ
∗
θ ) = 0, we may assume ε
∗
θ = e
iθ and
(2.5) vθ = cs(ζ
∗
θ ) + ρr(ζ
∗
θ )e
iθ.
Define a continuous function kθ on D by
kθ(ζ) = Re{cs(ζ)e
−iθ}+ ρr(ζ).
Then we have
(2.6) kθ(ζ) ≤ kθ(ζ
∗
θ ) for all ζ ∈ D,
i.e., kθ attains a maximum at ζ = ζ
∗
θ .
Assuming |reiθ − s| < 2(r2 − s2) we shall show that ζ∗θ ∈ D and ζ
∗
θ = ζθ, where
ζθ is defined in Theorem 1.2. Suppose, on the contrary, ζ
∗
θ ∈ ∂D. Putting ζ = te
iϕ
we have {
∂kθ
∂ϕ
(ζ∗θ ) = − Im{ζ
∗
θ (1− 2sζ
∗
θ )e
−iθ} = 0,
∂kθ
∂t
(ζ∗θ ) = Re{ζ
∗
θ (1− 2sζ
∗
θ )e
−iθ} − 2r ≥ 0.
(2.7)
Therefore there exists r′ ≥ r such that
(2.8) ζ∗θ (1− 2sζ
∗
θ )e
−iθ = 2r′.
By ζ∗θ ∈ ∂D we have {
(1 − 2sζ∗θ )e
−iθ = 2r′ζ∗θ ,
(1 − 2sζ∗θ )e
iθ = 2r′ζ∗θ ,
(2.9)
which implies
(2.10) ζ∗θ =
r′eiθ − s
2(r′2 − s2)
.
By Lemma 2.2 this implies
1 = |ζ∗θ | =
|r′eiθ − s|
2(r′2 − s2)
≤
|reiθ − s|
2(r2 − s2)
< 1,
which is a contradiction. Thus we conclude ζ∗θ ∈ D.
Since kθ attains a maximum at the interior point ζ
∗
θ ∈ D, we obtain
(2.11)
∂kθ
∂ζ
(ζ∗θ ) =
1
2
(1− 2sζ∗θ )e
−iθ − rζ∗θ = 0,
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and hence
(2.12) ζ∗θ =
reiθ − s
2(r2 − s2)
= ζθ.
Similarly assuming |reiθ−s| ≥ 2(r2−s2) we shall show that ζ∗θ ∈ ∂D and ζ
∗
θ = ζθ.
Suppose, on the contrary, ζ∗θ ∈ D. Then (2.11) holds and hence
ζ∗θ =
reiθ − s
2(r2 − s2)
,
which contradicts |ζ∗θ | < 1. Therefore ζ
∗
θ ∈ ∂D. This implies (2.7) and there exists
r′ ≥ r satisfying (2.8) and (2.10). Again from ζ∗θ ∈ ∂D and Lemma 2.2 it follows
that r′ = rθ and ζ
∗
θ = ζθ.
Now we have shown that ζ∗θ = ζθ. Combining this and (2.5) vθ can be expressed
as (2.4). This also implies the uniqueness of vθ. 
Proposition 2.3. The mapping
(−π, π] ∋ θ 7→ vθ ∈ ∂V˜ (r, s)
is a continuous bijection and gives a parametric representation of ∂V˜ (r, s).
Remark 2.4. For a compact convex setW ⊂ C, a point w0 ∈ ∂W is called a corner
point of W if there exists two closed half planes H1 and H2 such that W ⊂ H1∩H2
and w0 ∈ ∂H1 ∩ ∂H2. For details, see [8, Section 3.4]. In the following proof we
show there is no corner points of V˜ (r, s), which is equivalent to the injectivity of
the mapping θ 7→ vθ.
Proof of Proposition 2.3. Firstly, we show the mapping (−π, π] ∋ θ 7→ vθ is contin-
uous. By (1.18) and r−θ = rθ it suffices to show the mapping (−π, π] ∋ θ 7→ rθ is
continuous at any θ0 ∈ [0, π].
(I). Assume |reiθ0 − s| < 2(r2 − s2). Then |reiθ − s| < 2(r2 − s2) holds on some
neighborhood I of θ0 and hence rθ ≡ r on I. Thus rθ is continuous at θ0.
(II). Assume |reiθ0 − s| > 2(r2 − s2). Then |reiθ − s| > 2(r2 − s2) holds on some
neighborhood I of θ0. Hence rθ is the unique solution to the equation (1.17), which
is equivalent to hθ(x)−1 = 0. In this case the continuity of rθ at θ0 is a consequence
of the inequality
dhθ
dx
(x) < 0 (see Lemma 2.2) and the implicit function theorem.
(III). Assume |reiθ0 − s| = 2(r2 − s2). As in the case (II) there exists a neigh-
borhood I of θ0 the equation hθ(x) − 1 = 0 has the unique solution x(θ) which is
continuous in θ and x(θ0) = r. Since |re
iθ − s| < 2(r2− s2) for θ ∈ I1 := I ∩ [0, θ0),
we have rθ ≡ r on I1. Similarly since |re
iθ − s| > 2(r2− s2) for θ ∈ I2 := I ∩ (θ0, π],
we have rθ ≡ x(θ) on I2. Therefore rθ is continuous at θ = θ0, as required.
Secondly, we show the mapping (−π, π] ∋ θ 7→ vθ is injective. Suppose, on the
contrary, vθ1 = vθ2 = v
∗ for some −π < θ1 < θ2 ≤ π. For j = 1, 2 define a half
plane Hj by
Hj = {w ∈ C : Re(we
−iθj ) ≤ Re(v∗e−iθj )}.
Then v∗ ∈ ∂V˜ (r, s) ⊂ H1 ∩ H2, v
∗ ∈ ∂H1 ∩ ∂H2. And the opening angle α of
H1 ∩ H2 is less than π, which means v
∗ is a corner point of V˜ (r, s). Take ζ∗ ∈ D
and θ∗ ∈ R such that v∗ = cs(ζ
∗) + ρr(ζ
∗)eiθ
∗
.
If ζ∗ ∈ D, then the circle ∂D(cs(ζ
∗), ρr(ζ
∗)) is contained in V˜ (r, s) and passes
through v∗ ∈ ∂V˜ (r, s). This contradicts α < π.
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∂H2
∂H1
V˜ (r, s)
v∗
θ1
θ2
α
Assume ζ∗ ∈ ∂D. Then the curve {cs(ζ) : ζ ∈ ∂D} passes through v
∗ = cs(ζ
∗)
and is contained in V˜ (r, s). If c′s(ζ
∗) 6= 0, then we have a contradiction as before.
Notice that c′s(ζ
∗) = 0 if and only if s = 12 and ζ
∗ = 1. In this case, since r > s = 12 ,
v∗ = c 1
2
(1) = 12 ∈ D(0, r) ⊂ Int V˜ (r, s), which is also a contradiction.
We have shown that the mapping (−π, π] ∋ θ 7→ vθ ∈ ∂V˜ (r, s) is continuous
and injective. Since ∂V˜ (r, s) is a Jordan curve, by making use of the intermediate
value theorem, one can easily conclude the mapping is also surjective. Therefore
the mapping gives a parametric representation of ∂V˜ (r, s). 
Remark 2.5. Notice that Γs = {cs(ζ) : ζ ∈ ∂D} is convex if 0 ≤ s ≤ 1/4, is smooth
and non-convex if 1/4 < s < 1/2, has a cusp if s = 1/2, and has a self-intersection
point if 1/2 < s < 1.
3. Proof of Theorems 1.1 and 1.2
In this section we begin with the proof of Theorem 1.2, which directly leads to
Theorem 1.1.
Proof of Theorem 1.2. Recall that V (r, s) = A(r, s)V˜ (r, s). Then by Proposition
2.3 we conclude that the mapping
γ(θ) = A(r, s)vθ = A(r, s)(cs(ζθ) + ρr(ζθ)e
iθ)
gives the parametric representation of ∂V (r, s).
From the argument of the proof of Theorem A, we can easily get the all extremal
functions as required. 
Proof of Theorem 1.1. Noting
1
2(r + s)
=
r − s
2(r2 − s2)
≤
|reiθ − s|
2(r2 − s2)
≤
r + s
2(r2 − s2)
=
1
2(r − s)
,
we consider the following three cases.
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(i) If s+ r ≤ 12 , then
|reiθ − s|
2(r2 − s2)
≥ 1 always hold for θ ∈ (−π, π]. Thus ζθ ∈ ∂D,
vθ = cs(ζθ) and ∂V (r, s) is given by
A(r, s)cs(ζθ), θ ∈ R.
As a function of θ, ζθ is continuous on (−π, π] and injective since vθ is injective.
Thus, the mapping ∂D ∋ eiθ 7→ ζθ ∈ ∂D is surjective and hence homeomorphic.
Therefore, the map ∂D ∋ ζ 7→ A(r, s)cs(ζ) is an another parametric representation
of ∂V (r, s).
(ii) If r − s ≥ 12 , then
|reiθ − s|
2(r2 − s2)
≤ 1 always hold for θ ∈ (−π, π]. Thus
ζθ =
reiθ − s
2(r2 − s2)
, vθ = cs(ζθ) + ρr(ζθ)e
iθ. And ∂V (r, s) is given by
A(r, s)vθ, θ ∈ (−π, π].
Since
vθ =
reiθ − s
2(r2 − s2)
(
1−
reiθ − s
2(r2 − s2)
s
)
+ r
(
1−
reiθ − s
2(r2 − s2)
re−iθ − s
2(r2 − s2)
)
eiθ
= reiθ +
reiθ − s
2(r2 − s2)
−
(reiθ − s)(s(reiθ − s) + r(r − seiθ))
4(r2 − s2)2
= reiθ +
reiθ − s
2(r2 − s2)
−
(reiθ − s)(r2 − s2)
4(r2 − s2)2
=
{
1 + 4(r2 − s2)
}
reiθ − s
4(r2 − s2)
,
we conclude that ∂V (r, s) coincides with the circle given by (1.13).
(iii) If r − s < 12 and s + r >
1
2 , then |re
iθ − s| = 2(r2 − s2) has the unique
solution θ0 = cos
−1 r
2+s2−4(r2−s2)2
2sr ∈ (0, π). For |θ| < θ0, we have
|reiθ − s|
2(r2 − s2)
< 1.
Thus ζθ =
reiθ − s
2(r2 − s2)
∈ D and vθ = cs(ζθ) + ρr(ζθ)e
iθ. For θ0 ≤ |θ| ≤ π, we have
|reiθ − s|
2(r2 − s2)
≥ 1. Thus ζθ ∈ ∂D and vθ = cs(ζθ). Therefore, ∂V (r, s) consists of the
following two curves:
(a) If |θ| < |θ0|, then
γ(θ) =
2
(
r2 − s2
)
r2(1− r2)2
(
cs(ζθ) + ρr(ζθ)e
iθ
)
=
1
2r2(1 − r2)2
[{
1 + 4(r2 − s2)
}
reiθ − s
]
,
coincides with (1.14).
(b) If |θ| ≥ |θ0|, then γ(θ) =
2
(
r2 − s2
)
r2(1 − r2)2
cs(ζθ), where ζθ is defined as in Theorem
1.1. Notice that the map ζθ is continuous and injective with respect to θ ∈ (−π, π]
and ζpi = −1. Therefore, the set {ζθ : |θ0| ≤ |θ| ≤ π} coincides with the closed
subarc J of ∂D which has end points ζ0 =
reiθ0 − s
2(r2 − s2)
and ζ0 =
re−iθ0 − s
2(r2 − s2)
and
contains −1. 
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