A technique for packing irregular shapes in a rectangle / by Bringhurst, Andrew
Lehigh University
Lehigh Preserve
Theses and Dissertations
1987
A technique for packing irregular shapes in a
rectangle /
Andrew Bringhurst
Lehigh University
Follow this and additional works at: https://preserve.lehigh.edu/etd
Part of the Industrial Engineering Commons
This Thesis is brought to you for free and open access by Lehigh Preserve. It has been accepted for inclusion in Theses and Dissertations by an
authorized administrator of Lehigh Preserve. For more information, please contact preserve@lehigh.edu.
Recommended Citation
Bringhurst, Andrew, "A technique for packing irregular shapes in a rectangle /" (1987). Theses and Dissertations. 4799.
https://preserve.lehigh.edu/etd/4799
A TECHNIQUE FOR PACKING 
SHAPES IN A RECTANGLE 
• 
by 
Andrew Bringhurst 
A Thesis 
Presented to the Graduate Committee 
of Lehigh University 
in Candidacy for the Degree of 
Master of Science 
• 1n 
Industrial Engineering 
(., 
Lehigh University 
1987 
. ' 
-
J 
, 
• 
I 
CERTIFICATE OF APPROVAL 
l 
This thesis is accepted and approved in partial fulfillment 
of the requirements for the degree of Master of Science. 
kt J:,. 'I'll.] 
;, (date) 
) 
ii 
.,. . 
George R. Wilson, Ph.D. 
Professor in Charge 
George E. Kane 
Chairman of Department 
• 
• 
.. 
'l'ABLB 01' co•TBll'1'8 
Title Page •• • • • • • • • • • • • • • • 
Certificate of Approval. • • • • • • • • • 
• • • 
• • • 
• • • 
• • • 
page 
i 
ii 
Table of Contents. 
List of Figures .• 
Abstract ••.•• 
1.0 Introduction. 
• • • • • • • • • • • • • • • . . . iii 
• • • • • • • • • • • • • • • • • • 
• • • • • • • • • • • • • • • • • • 
• • • • • • • • • . . ~ . . . . . . 
2.0 Literature Survey •• • • • • • • • • • • • • • • • 
2.1 Rectangular Parts. 
2.2 Irregular Parts •. 
• • 
• • 
• • • • • • 
• • • • • • 
2.3 Facility Layout and Location. • • 
• • • • • • 
• • • • • • 
• • • • • • 
3.0 "IPPT" Model • • • • • • • • • • • • • • • • • • • 
\ 
3.1 Relative Positioning Phase. • • • • • • • • • 
3.1.1 Drezner's Eigenvector Dispersion 
Technique .... 
3.1.2 Part Definition. 
3.2 Packing Phase •. • • • 
• • • • • • 
• • • • • • 
• • • • • • 
3.2.1 Active Set Strategy •• • • • 
• • • • • • 
• • • • • • 
• • • • • • 
• • • • • • 
3.2.1.1 Intersection Violations. 
3.2.1.2 Boundary Violations .•. 
• • • • 
• • • • 
3.2.1.3 General Form of the Mathematical 
Program ••• • • • • • • • • • • 
3.2.2 "Near" Active Set Strategy. . . . -· . . 
iii 
• 
V 
1 
2 
5 
5 
6 
10 
12 
14 
14 
16 
19 
19 
20 
24 
25 
26 
• 
.. 
4.0 Examples and Discussion. • • • • • • • • • • • • • • 
4.1 Part Boundary Definition • • • • • • • • • • • 
4.2 Relative Positioning • • • • • • • • • • • • • 
4.3 Packing and Resolving Constraint Violations. • 
4.3.1 Linear Transformation Example. • • • • • 
4.3.2 Optimization and Constraint Resolution 
Example. • • • • • • • • • • • • • • • • 
5.0 Areas for Future Research. • • • • • •• • • • • • • 
5.1 Designer/"IPPT" Interaction •• • • • • • • • • 
5.2 Analysis and Updating of Iteration Bounds. • • 
5.3 Updating "Near" Active Constraint Set. • • • • 
5.4 Enhanced Computer Implementation • • • • •• • • 
6.0 References. • • • • • • • • • • • • • • • • • • • 
",t 
7. 0 Vita • . • • • • • • • • • • • • • • • • • • • • • 
' 
iv 
• 
28 
28 
30 
33 
33 
36 
42 
42 
43 
43 
44 
45 
49 
• 
/I 
LIST 01' FIGURES 
page 
Figure 1: Circumscribing a Part With a Polygon • • • • 8 
Figure 2: Covering a Part With Three Simple Polygons • 8 
Figure 3: Packing Cliques of Parts Into Rectangles • • 9 
Figure 4: Adding Part "A" in Order to Minimize 
Additional Included Wasted Space • • • • • • 9 
Figure 5: overall Flow Diagram for IPPT. • • • • • • • 13 
Figure 6: Parametric Part Representation • • • • • • • 17 
• Figure 7: overlapping of Two Parts • • • • • • • • • .. 22 
Figure 8: Part Tangency at XMAX Boundary • • • • • • • 24 
Figure 9: Spline Representation of a Circle. • • • • • 29 
Figure 10: Spline Representation of an Irregular Part • 29 
Figure 11: Dispersion Example Number One. • • • • • • • 31 
Figure 12: Dispersion Example Number Two. • • • • • • • 32 
Figure 13: Transformation Example • • • • • • • • • • • 35 
Figure 14: Packing Example at Iteration Zero. • • • • • 37 
Figure 15: Packing Example at Iteration One • • • • • • 38 
Figure 16: Packing Example at Iteration Two • • ., • • • 39 
. . 
'·\ 
' ' 
V 
" 
·--' 
This thesis investigates the packing of irregular shapes in 
a rectangle. The part boundaries are defined using 
paramaterized Akima piecewise cubic splines. A three tier 
coordinate system consisting of a global axis system, a 
local axis system for each part, and an interval axis 
system for each segment of each part is used to define the 
parts an.d identify violations between parts. A variation 
of the Drezner eigensystem approach for facility location 
is used to obtain an initial dispersion of the parts. A 
-
nonlinear mathematical program which optimally packs the 
parts in a rectangle is solved using a sequential quadratic 
programming approach. Examples illustrating the key modules 
of the proposed technique are included. Areas defining 
research topics extending from this work are discussed. 
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1,0 Introclaction 
The task of packing a sat o~ irregularly shaped planar 
objects in a rectangle would be viewed by most individuals 
as a fairly straightforward, albeit tedious, job. One 
would probably try to fit similarly shaped objects together 
forming 'optimal subsets' of parts which would then be 
packed into the confining rectangle. Given enough time, 
this methodology would provide good solutions as long as 
the number of parts to be packed and the shape complexity 
of the parts remained low. 
However, this type of methodology would fail on three 
counts. First, in a custom operation where solutions are 
needed on a real-time basis, there would not be the 
necessary amount of time for a person to determine a good 
packing arrangement. Second, in a normal industrial 
application of planar packing, such as cutting fabric • in 
the garment industry or cutting sheet metal • in a 
manufacturing setting, parts that have complex shapes are 
commonplace. Finally, the total number of parts needed to 
be cut can be quite large and hence, the mixed bag of parts 
to be packed for a particular cutting can vary greatly. 
This leads to a large number of unique cutting patterns. 
Therefore, it is apparent that the economic impact of an 
improved methodology in the area of packing would be 
J 
2 
t 
aubstantial. This ia a direct result of the intrinsic 
reduction in the amount of wasted material in the proposed 
method. In addition, ·in a large industrial setting, there 
is a cost savings associated with the reduced number of 
machine setups that would be required due to the denser 
packing achieved for each cutting arrangement. It is also 
evident that the efficiency of the machine operator will 
increase and the utilization of the machine or machines 
required to perform the cutting operation will be improved. 
The majority of the existing methodologies concentrate on 
circumscribing a part by a polygon with a fairly low number 
of sides (usually 4-8) and then solve the problem of 
packing the polygons. This type of simplification of the "'( 
problem has one glaring disadvantage. Namely, if the part 
boundary is complicated then the polygon representation 
could possibly include wasted space which can not be 
recovered. In this scenario wasted space is defined as the 
area that is included in a polygon representation of the 
part but is beyond the actual boundary of the part. 
This thesis considers the packing of irregular planar 
shapes by a methodology that is superior to any other known 
algorithmic approach. A basic tool of this thesis is to 
define the edge /of a part through the use of piecewise 
splines. This allows for a definition of the part which is 
3 
/ 
• 
a vary close representation ot the part. Therefore, there 
is leas included wasted space in the part definition then 
in other existing methods. The determination of the packing 
·pattern is found through a two-phase procedure. The 
first-phase finds a good relative positioning of the parts 
. 
in a loosely packed manner. The second phase then attempts 
to improve the solution by reducing the total area required 
to pack the parts while at the same time resolving 
.. 
conflicts between overlapping parts. 
Investigation of existing packing procedures for both 
rectangular and irregular parts will constitute the 
majority of Chapter 2. Also included in this chapter will 
be a review of the literature on the related topic of 
facility layout and location. The proposed Irregular Part 
Packing Technique (IPPT) which is the essence of this 
thesis will be described in detail in Chapter 3. The first 
section of this chapter will address the relative 
positioning phase while the second half of this chapter 
j 
. will be dedicated to the packing phase of the algorithm . 
Chapter 4 will contain exampies illustrating • various 
modules of IPPT. Chapter 5 will sug~est areas for future 
study. 
•. ,,. ' 
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2,0 Literature survey 
• 
The literature that exists on packing items in a 
rectangular plane falls into two categories. They are 
those methods which address only the packing of rectangular 
\ . i i 1 parts and those methods wh ch attempt to pack rregular y 
shaped objects. A closely related topic is the facility 
layout and location problem. existing literature 
• 
in The 
each of these areas will be addressed in the remainder of 
this chapter. 
• 2.1 Rectangular Parts 
One of the earliest packing problems to receive the 
attention of operations research was the cutting stock 
problem. This problem attempts to pack rectangular items 
on the plane in such a manner as to minimize wasted or 
unused area. There are three categories of cutting stock 
problems. They are the guillotine cut problem, the trim 
loss problem~ and the general cutting stock problem. 
However, if one looks carefully at these three categories, 
one realizes that· the general cutting stock problem 
encompasses the other two problems • The guillotine cut 
. 
problem is a two-dimensional packing problem where each cut 
must go from border to border of the current piece of stock 
· (see (16, 27, 41]). This restriction is an additional 
5 
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constraint on the general cutting stock problem. The trim 
. loss problem is concerned with cutting rolls of a product, 
say paper, in order to create rolls of the correct width 
and length. The trim loss problem is a guillotine cut 
problem in one dimension and a general cutting stock 
problem in the second dimension. Therefore, this problem 
is also a specialization of the general cutting stock 
problem (see [15, 16, 24]). 
The seminal papers concerned with the·general cutting stock 
problem were a set of four articles authored by P.C. 
Gilmore and R.E. Gomory which appeared in the 1960's (see 
[19, 20, 21, 22] ). These articles discuss a column 
generation technique to reduce the number of columns in the 
simplex solution. Also, the use of knapsack functions to 
improve the efficiency of the technique is investigated. 
2.2 Irregular Parts 
The packing of irregularly shaped parts is difficult to 
perform algorithmically because piecewise nonlinear part 
boundary definitions are cumbersome to work with and linear 
approximations of the part boundary are either too 
inaccurate or prohibitivly large in the number of variables 
reqUired. The literature that exists in this area 
concentrates on either circumscribing a part with a 
6 • 
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polygon with a small number of sides or packing a set of 
parts into a rectangle. 
The packing of several parts into a rectangle and then 
efficiently packing the rectangles is accomplished in 
various ways. One method partitions the parts into cliques 
that fit together well and then fits a minimum rectangle 
around the cliques {see (1]). Another approach packs the 
parts into rectangles where one dimension is fixed and the 
other dimension is variable. The criteria used to 
determine which part should be packed next is to choose the 
part which • • • m1n1m1zes the amount of included wasted space 
( see [ 4 ] , [ 7 ] ) • 
... 
Figures 1, 2, 3 and 4 on pages 8 and 9 illustrate these 
different approaches. In Figure 1, an irregular part-was 
circumscribed by a polygon. The shaded region represents 
the included wasted space which cannot be recovered. 
Figura 2 shows an irregular part covered by a set of simple 
polygons. 
triangles 
In this example one rectangle 
were used to cover the part. 
and three 
Figure 3 
illustrates the formation of a clique of parts to be packed 
into a rectangle. Figure 4 shows a packing in a small 
rectangle where one wishes to add the part which will add 
the minimal additional area. The bold line indicates the 
solution boundary prior to the addition of part "A". 
7 
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Figure 1: circumscribing a Part With a Polygon 
Figure 2: covering a Part With Three simple Polygons 
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Figure 3: Packing Cliques of Parts Into Rectangles 
A 
• 
,,. 
Figure 4: 
I • • Adding Part "A" in Order to M1n1m1ze 
Additional Included Wasted Space 
9 
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2,3 raoility Layout an4 Location 
I 
, 
, 
Facility layout and location problems are a class of 
problems that are very closely related to two dimensional 
packing problems. The facility layout problem is concerned 
with allocating floorspace in a factory under design to 
various functions of the facility. Examples of these 
functions could include areas for the milling center, 
grinding area, and spare parts inventory. Often these 
areas are assumed to be either rectangular or composed of 
several rectangles. In addition to the desire to minimize 
the required floorspace, there are also constraints 
included to define the relationships between various areas 
of the facility. These constraints could be based on the 
flow of work in process between various locations within 
the facility multiplied by a transportation cost in terms 
of dollars per unit per unit length transferred. In such a 
scenario the functions of the facility are located in order 
to minimize both the total floorspace required and the 
cumulative transfer cost (see [18, 3.5]). 
Facility location problems are concerned with where to 
geographically locate a new facility such that the 
from its suppliers plus the transportation 
transportation 
cos-ts 
costs to its customers is minimized. 
The traditional approach involves the minimization of the 
10. 
• 
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• 
sum of the products of per unit transportation cost 
multiplied by the distance between either a source and the 
facility or the destination and the facility. Recently, 
several articles describing a new approach to the problem 
have been authored by z. Drezner (see [11, 12, 13, 14]). 
Drezner's work has proved to be very helpful in this 
research effort sinpe it provides us with a mechanism to 
obtain an initially dispersed solution. A good initial 
solution is an impoortant aspect of the proposed technique. 
Also, Drezner's method is computationally efficient. A 
discussion of this work can be found in the next chapter . 
• 
11 
3, o 11IPPT11 Model 
·The Irregular Part Packing Technique (IPPT), which is the 
focus of this research, will be described in this chapter. 
The IPPT consists of two phases. The first phase consists 
of determining a dispersed initial solution. The second 
phase is concerned with iterating from the initial solution 
obtained in phase one to a solution that represents an 
attractive local minimum packing. An overall flowchart for 
the IPPT procedure can be found in figure 5 on page 13. 
The process starts out by reading in initial information 
that defines specific locations on each part boundary, 
spline coefficients, and initializes a generates 
relationship matrix between parts. Next, an initial 
solution is found using the Drezner approach. Given an 
identify initial solution, a filtering mechanism to 
potential constraint violations • 1S implemented . The 
genration of the active and "near" active constraints is 
the next step. Following ·this, an evaluations of the 
objective function, constraints and their gradients given 
" 
the current solution are performed. The optimization step 
fallows with an ·implementation of a sequential quadratic 
programming approach. The final steps are checks for 
iteration convergence and overall convergence criteria with 
"no" responses returning ·one to intermediate steps as 
indicated in figure 5. 
12 
START 
, I 
INITIALIZE MATRICES 
, I 
DREZNER'S EIGENSYSTEM DISPERSION FOR INITIAL SOLUTION 
' I 
FILTER CONSTRAINTS -
' . 
GENERATE CONSTRAINTS 
UPDATE "NEAR" ACTIVE CONSTRAINT SET 
, , 
FUNCTION, CONSTRAINT, AND~.~~----, GRADIENT EVALUATIONS 
1 I 
SEQUENTIAL QUADRATIC PROGRAMMING OPTIMIZATION 
, , 
ITERATION CONVERGENCE.,__~~0----~ CRITERION MET? 
• • 
~ES 
, , 
OVERALL CONVERGENCE ~N_o _____________ __ CRITERION MET? 
'IE.5 
STOP 
Figure 5: overall Flow Diagram for IPPT 
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3,1 111ativ1 Poaitioning Phaa, 
' I 
\ 
The major difficulty one has when attempting to pack a set 
of objects into a space of minimal area is that the 
response surface for such a problem possesses many local 
minima. It is very difficult to insure finding the 
globally optimal solution so we must be satisfied with 
, 
finding a good local optimal solution. The quality of the 
local optimal solution we find is very responsive to the 
quality of the initial solution. 
3.1.1 Drezner•s Eigenvector Dispersion Technique 
The IPPT attempts to extend work done by Drezner [11,13] in 
order to obtain an initial solution that is more desirable 
than an initial sol~tion obtained at random. In Drezner 
[11,13], a technique for obtaining an initial solution to 
the facilities location problem was described. This 
technique solved an eigensystem problem associated with a 
cost matrix. The cost matrix consisted of .off-diagonal 
elements (i,j) that were equal to -1 if one wanted facility 
i near facility j and were equal too otherwise. The 
diagonal elements were equal to the negative of the sum of 
the off-diagonal row elements. This meant that every row 
and every column of the cost matrix summed to zero. Due to 
the structure embedded in the cost matrix, the eigenvector 
1-4 
associated with the smallest eigenvalue would always 
consist of all zero elements. 
, 
Drezner's procedure assumed that initially al~ facilities 
were located directly on top of one another. He would then 
solve for the eigenvalues associated with the cost matrix. 
Drezner suggested using the eigenvectors associated with 
the second and third smallest eigenvalues as the vectors of 
x-coordinates and y-coordinates respectively. This proved 
to be a good strategy for obtaining an intially dispersed 
solution. 
• 
In the IPPT the cost matrix takes on a slightly different 
meaning. An off-diagonal element (i,j) is set equal to -1 
if it appears that part i and part j would fit together 
well if they were packed next to one another. In this 
approach, the cost is a measure of how well two parts will 
fit together. Therefore, this approach • 1S highly 
influenced by the quality of the values entered into this 
relationship matrix. Intelligent human input is essential 
if one hopes to obtain a good initial dispersion. 
The set of points defined by the dispersion phase will 
represent the origins of the local coordinate system 
associated with each part. The eigenvectors will define a 
set of points located in a square bounded by the lines x=l, 
15 
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• 
x•-1, y•l, and y•-1. It is theretore necessary to expand 
the solution obtained from. Drezner's method and to shift it 
into the first quadrant for convenience of interpretation 
{ 
and ease of user interface. The constant of expansion used 
in IPPT is based on the number of parts being packed. The 
' 
expanded solution should be a fairly loose packing of the 
,.. 
parts so there is room for the parts to rotate and migrate 
to an attractive local minimum solution. 
3.1.2 Part Definition 
Each part is defined in terms of its own local coordinate 
system. Input into IPPT consists of a set of knots 
defining points distributed along the part boundary as well 
as one point interior to the the part which will be 
referred to as the "center" of the part. The knots divide 
the part boundary into intervals. The center of the part 
does not necessarily have to be located at the centroid of 
the part. However, the filtering mechanism described in 
the next section will be more effective if the part center 
is close to the centroid of the part. 
IPPT uses the knots to determine a pair of parametric cubic 
splines to define the boundary of the part. The parameter 
for the spline was an introduced variable "t" which traced 
the chord path from knot to knot (see figure 6 on page 17). 
/ 
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The parameter t haa the attractive property of being 
continuously increasing as it proceeds around the part and 
I' 
is therefore the independent variable of the spline 
function. One parametric cubic spline is needed to 
describe the x variable and another is needed to describe 
the y variable. The IMSL subroutine CSAKM was used to fit 
the splines. This routine fits the Akima cubic spline to 
the set of knots that were provided as input for each part. 
The Akima spline is a function that will resist wobbling in 
the interpolant. Further discusssion of parametric cubic 
splines can be found in Faux and Pratt (17]. 
It was necessary to use a pair of parametric cubic splines 
to define the part rather then a set of composite cubic 
splines in order to allow for part rotation. When one 
rotates two parts who each have their boundary defined by a 
set of composite cubic splines defined in their own local 
coordinate system it becomes impossible to compare the two 
boundaries. This difficulty • arises from the fact that 
after rotation the x coordinate values for a given cubic 
spline, in terms of the global coordinate system, will no 
longer be in strictly ascending order. However, with 
parametric cubic splines rotation does not affect the 
ordering of the independent variable. 
18 
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,.2 Packing Ph••• 
The second phase of IPPT employs a sequential quadratic 
programming approach to contract the initial dispersed 
solution into a dense locally optimal solution. The 
procedure iteratively solves a series of subproblems whose 
objective function is a quadratic approximation of the 
Lagrangian with linearized constraints. The particular 
software that was implemented was the IMSL subroutine 
NOONF. 
The objective function of the nonlinear program that is 
being minimized is equal to the product of the I maximum X 
spline value, XMAX, and the maximum y spline value, YMAX, 
across all parts, MIN (XMAX * YMAX). The decision 
variables are the global location and amount of rotation of 
the local coordinate system for each part. 
3.2.1 Active sat strategy 
One of the key -features of IPPT is the ability of the 
technique to assess which of the constraints are being 
violated and to make those constraints active at a given 
step in the optimization phase of the solution. The active 
set strategy, as IPPT applies it, has a set of active 
constraints and a set of near active constraints which 
19 
.r 
together dictate the te~sible space at a particular point 
in the optimization process. Furthermore, both the active 
constraints and the near active constraints represent parts 
overlapping (or "nearly" overlapping) one another and a set 
of constraints related to parts overlapping (or "nearly" 
overlapping) the boundary of the encompassing rectangle at 
a particular point in the packing process. 
3.2.1.1 Intersection Violations 
The set of constraints associated with parts overlapping 
one another are determined through a two step procedure. 
The first step is a filter that identifies those parts 
whose associated circumscribing circles overlap. The 
circumscribing circle for a part is centered at the user 
inputted value of the "center" for the particular part. 
The radius of the circle is determined by calculating which 
knot has the largest Euclidean distance to the center 
point. This approach guarantees that the circumscribing 
circle passes through at least one knot of the part. 
Obviously, if one chooses to inpu~-a center value near the 
,, 
true centroid of the part then the cicumscribing circle 1 
will be of minimal area. 
,20 
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The second step of the procedure operates on thosey parts 
whose circles overlap one another, taken in a pairwise 
fashion. For a given pair of parts, say i and 
·-
j ' whose 
circles overlap, each interval of part i compared with each 
interval of part j has the potential of creating an active 
constraint at the current iteration. Suppose the intervals 
of interest are interval m on part i and interval non part 
j (see figure 7 on page 22). The constraint would be of 
the form: 
measured in a common coordinate system, where Yim(ti) 
represents the cubic spline of the variable y for part i 
interval min terms of the parameter ti. 
In addition to the global and local part coordinate 
systems, IPPT creates an interval coordinate system such 
• 
that the x-axis of the interval coordinate system coincides 
with the chord representing t for the given interval. 
Therefore, when comparing two intervals with one another it 
is only necessary to compare the paramaterized cubic 
splines for the variable y. The y-spline for part j 
interval n is transformed from the local coordinate system 
for part j into the interval coordinate system for interval 
m of part i. The transformation process is elaborated on 
21 
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22 
• 
---"4 .• 
' ' 
• 
in section 4.3.1. When two parts have a small area of 
overlap, the evaluation of the corresponding constraint 
could be greater then zero even though it should be less 
then zero. In order to avoid problems associated with two 
intervals that have a very small area of violation, a value 
delta is subtracted from the left-hand side of the 
constraint. The constraint now takes the form: 
Yim(t1 ) - Yjn(t1 ) - delta~ o 
To evaluate this constraint one needs to integrate it with 
respect to ti over those values of ti for which the two 
intervals overlap. In order for this constraint to not be 
violated, the left-hand side merely needs to be grater than 
zero. Although the circumscribing circles might indicate 
that two intervals within the two parts are in violation, a 
logic is necessary to identify those segments that are most 
likely to be in violation. It is required that the 
left-hand side exceed a threshold value, tv(i,j), which is 
greater than zero. The threshold value tv(i,j) can be 
unique for each pair of parts i and j as necessary. If the 
left-hand side does not exceed the threshold then the 
constraint is made active at the current iteration. 
23 
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3.2.1.2 Boundary Violations 
A violation of the bounds of the feasible space occurs when 
the spline representing a part exceeds current solution 
space edges. The spline could be larger then either the 
current XMAX or YMAX which define the upper bounds or lower 
then zero in either the x or y direction. Boundary 
violations with respect to all four boundaries create 
similar constraint forms, so for the sake of discussion we 
will look at a violation of the XMAX bound (see figure 8 
below). 
INTE..R..'IAL 
1)'\ • 
(o,o) XMAX 
Figures: Part· Tangency at XMAX Boundary 
24 .. 
A spline interval m on part i that violated the XMAX bound 
would activate a constraint of the form: 
. XMAX - xim(ti) ~ o 
The intervals that are tangent to the bounds would cause 
this constraint to be an equality. Early in the solution 
procedure there would be very few of these constraints 
active because Of the widely dispersed solution. As the 
optimization progresses there would be more and more of 
these type of constraints included in the optimization 
procedure. The inclusion of such constraints more fully 
defines the part geometry and therefore making the part 
"visible" to the optimization procedure. This class of 
constraint functions is much simpler; therefore, faster to 
evaluate, than the previous class of constraints. 
3.2.1.3 General Form of the Mathematical Program 
The general form of the nonlinear program can then be 
stated as follows: 
) 
• 
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a/t 
ain (XMAX)*(YMAX) 
yim(ti) - Yjn(ti) ... delta~ 
XMAX 
- xko(tk) ~ 0 
-
YMAX 
- ylp(tl) ~ 0 
-
A• { [ ( i, m) , ( j , n) ] } 
BX= {(k,o)} 
BY= {(l,p)} 
0 
Where A is the set of all spline segments m on part i that 
are in violation with spline segments non part j, BX is 
the set of all spline segments o on part k that are in 
violation of the XMAX bound, and BY is the set of all 
spline segments p on part 1 that are in violation with the 
YMAX bound. The varibles XMAX, YMAX, ti' tk' and t 1 are 
all functions of the decision variables. The three 
decision variables for each part are the global x and y 
location of the origin of the local coordinate system of 
the part and the amount the local coordinate axes are 
rotated with respect to the global coordinate system. 
3. 2. 2 ''Near•• Active set Strategy 
The IPPT uses "near" active set strategies to maintain 
constraints in the active set that were in violation at a 
prior iteration· and are satisfied currently. The purpose 
for this is twofold. First, this approach allows the 
optimization procedure to have a controlled way of 
26 
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obtaining a more visible image of the problem as the number 
.. 
ot iterations increase. Second~y, the problem of 
oscillating back and forth among a set ~f similar solutions 
is greatly reduced. This problem of oscillation slows down 
the convergence of the optimization procedure to a local 
minimum (or stops it·, altogether). 
A constraint that is considered for inclusion in the "near" 
active set is any constraint that was active at the 
previous iteration and is not in violation at the current 
iteration. The new "near" active constraints along with all 
current members of "near" active set are evaluated. The 10 
percent of the constraints that oversatisfy the right-hand 
side by the largest amount are made inactive and the other 
90 percent of the "near" active constraints are included in 
the current optimization problem. 
I 
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t,o Bxamples and Discussion 
, 
\ 
This chapter will contain several examples demonstrating 
various modules of the IPPT. The areas to be demonstrated 
include part boundary definition, the relative positioning 
phase, and the packing and resolution of 
conflicts. 
4,1 Part Boundary Definition 
constraint 
' 
The part boundary definition is achieved through the use of 
Akima piecewise cubic splines that are fit through a series 
of user supplied knots. The knots are the points on the 
part boundary through which the spline approximation • 16 
fit. The placement of the knots has a great deal to do 
with the accuracy of the part boundary definition. The 
two examples disc~~sed in this section appear as figures 9 
and 10 on page 29. 
In figure 9, the fitting of a paramaterzied piecewise cubic 
spline to a set of eight knots not equally spaced on a 
circle is demonstrated. As can be seen, the spline 
approximation is a very good representation of the part 
boundary. The second example, figure 10, is a figure where 
seven of the knots are equally spaced around 7/8 of a 
circle and the eighth knot is located at the center point 
28 
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Figure 9: Spline Representation of a Circle 
Figure 10: Spline Representation of . an Irregular Part· 
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of the circle. As one can see, the spline is very flexible 
with respect to ahape definition. The splines allow for 
sharp corners to be defined with minimal error in part 
boundary definition. 
4.2 Relative Positioning 
The positioning of parts relative to one another • 1S 
achieved through the use of Drezner•s eigensystem approach. 
The two examples discussed in this section appear I 1n 
figures 11 and 12 on pages 31 and 32, respectively. 
Figure ll(a) gives a graphical representation of the 
scenario considered in the first example that is to be 
discussed. A node represents the origin of the local 
coordinate system for a part. Two nodes connected by an 
arc should be initially located near one another due to 
user input. As can be seen in the computed solution • 1n 
figure ll(b), appropriate relative positioning was 
achieved. It is interesting to note that although the 
weights between all nodes connected with an arc were equal, 
the euclidian distance between the dispersed points are not 
uniform. 
solution. 
This is due to the dynamics of the eigensystem 
This problem is not • a maJor concern for two 
reasons. First, in most applications all the parts are not 
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the same size so uniform spacing is meaningless. Secondly, 
during the early iterations of the optimization it is 
advantageous to provide "elbow room" for the parts to 
maneuver into position. 
In figure 12 ca·) one can see the nodal representation of the 
relationship matrix for the second example. This example 
has a symmetric structure that one would expect to be 
maintained in the dispersed solution. Looking at figure 
12(b) one sees that this symmetry is maintained in the 
computed solution although once again spacing is not 
uniform. 
4.3 Packing and Resolving Constraint Violations 
This section will contain examples dealing with • moving 
parts around, packing the parts, and resolving constraint 
violations. The first example will illustrate the linear 
transformations necessary to move segments of splines. The 
. 
second example will resolve constraint violations and 
improve the objective function for a proposed scenario. 
4.3.1 Linear Transformation Example 
A linear transformation is necessary to move points from 
one coordinate system to another. In order to define 
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splines in different coordinate systems it is only 
necessary to transform the knots to the new coordinate 
-system and use the same spline coefficients. 
Figure 13 on page 35 shows two parts and several coordinate 
systems. As an example, the potnt (x,y) in the local 
coordinate system of part 2 will be transformed to the 
interval coordinate system of interval m of part 1. The 
first step in this transformation is to define point (x,y) 
in terms of the global axes. This transformation is: 
XG = x * cos(92) - y * sin(92) + X2 
YG = x * sin(e2) + y * cos(92) + Y2 
Next, we need to transform the point (XG,YG) into the local 
coordinate system of part 1. This transformation 
x' = A* cos(91) + B * sin(91) 
Y' =-A* sin(01) + B * cos(01) 
where A= XG - Xl, B = YG - Yl 
• is: 
Finally, we need to transform the point (x',y') into the 
interval coordinate system of interval m. This 
transformation is: 
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x'' • A* cos(~) + B * sin(,) 
Y'' •-A* sin(~)+ B * cos(~) 
where A• x' - XM, B • y' - YM 
The three step process described above transforms the point 
(x,y) in terms of the local coordinate system of part 2 to 
the point (x",Y") in terms of the coordinate system of 
interval m of part 1 . 
4.3.2 Optimization and Constraint Resolution Example 
A sequential quadratic programming approach is used to 
solve the nonlinear program defining the part packing 
problem. Figures 14, 15 and 16 on pages 37, 38 and 39, 
respectively, will be used to descibe the example discussed 
in this section. 
The initial status of the problem under consideration I 1S 
depicted • in figure 14. This plot shows the global axis 
system and portions of splines. These spline segments are 
associated with those part intervals which define the 
active constraints. This example comes from a scenario in 
which one wishes to pack four circles. of radius 4 as 
densely as possible. The segments for parts 1 and 2 are 
. - . 
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· initially in violation since they are directly_ on top of 
one another. Part 3 defines the XMAX bound and part 4 
defines the YMAX bound. The solution ,initial.ly, is XMAX * 
YMAX.= 400. 
All decision variables in the sequential quadratic 
programming package we are using have user supplied upper 
and lower bounds. In our example we bounded the rotation 
variables to the interval [0,30] although in most cases the 
interval would be [0,360]. We also bounded the decision 
variables for movement in the x and y direction to be the 
current value plus or minus 10 percent. This value of 10 
percent was chosen to guarantee that the solution did not 
converge too quickly. We wanted a slower convergence to 
allow time for the parts to rotate and move into a dense 
packing. 
Figure 15 shows the solution after one iteration of the 
optimization procedure. This figure illustrates that the 
violation between parts 1 and 2 has been resolved. In 
addition, the objective function has been reduced by ten 
percent as part 3, which defined the XMAX bound, was moved 
and rotated. 
Figure 16 shows the second and final iteration of this 
optimization problem. Part 1 moved very slightly and part 
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4, which defined the YMAX bound, was moved and rotated to 
reduce the objective function by an additional 10.4 
percent. At this point a solution has been found which 
does not violate any of the active constraints and is the 
optimal solution given the current bounds on the decision 
variables. The next step would be to determine the new set 
of active constraints, define the "near" active constraints 
that will be included in the next iteration, and, if 
necessary, update the bounds on the decision variables. 
The overall termination condition can be activated in two 
ways. First, if two consecutive iterations of the 
optimization procedure produce the same values of all the 
decision variables, then the technique stops. Second, if 
the overall improvement in the objective function over the 
past several iterations is less then a user supplied 
criterion then the technique stops. This second approach 
will stop the technique if it is trapped in a solution 
space where it is jumping back and forth between several 
very similar solutions. 
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___ .r111orur1e1earcd 
During the ·course of this research, several topics seemed 
fertile areas for future investigation. These areas 
include designer/"IPPT" interaction, analysis and updating 
of iteration bounds, updating of the "near" 
constraint set, and real-time implementation. 
active 
Each of 
these areas will be briefly discussed in the remainder of, 
this ch_apter. 
5.1 Designer/ 11 IPPT11 Interaction 
A very interesting extension of this· work would be to allow 
for intermediate human input in order to. improve the 
solution. The approach would still have IPPT develop the 
initial solution and begin the optimization procedure. 
Then, the optimization would provide the designer with an 
intermediate solution which he could change through a 
graphics interface package. This improved solution would be 
returned to the optimization package as a new starting 
point. Iterations back and forth between computational 
• 
solutions and designer interface would continue until an 
appropriate stopping criterion is reached. The advantage 
of this approach is that the designer input should lead the 
optimization procedure towards local minimum - that better 
meets designer layout objectives. 
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5.2 Analysis and Updating ot Iteration Bounds 
At each step in the optimization procedure the user can 
manipulate the upper and lower bounds that define the 
interval over which each of the decision variables can be 
examined. Currently, the IPPT model uses a very 
conservative approach (current value plus or minus 10 
percent) to define these bounds. It appears that a 
tradeoff exists between how restrictive the bounds on the ... 
decision variables are and the time required to obtain a 
solution. An approach that provides a more dynamic 
treatment of these bounds would be an interesting research 
area. At the very least, the proper technique to use in 
updating these bounds is a very subjective problem. 
5, 3 Updating ''Near•• Active constraint set 
The current 10 percent rule used to control the size of the 
"near" active constraint set is a rule that appears to work 
well empirically. An interesting topic to study would be 
If 
to attempt to determine a technique to control the si~ of 
the "near" active constraint set over time. Issues to be 
addressed include whether or not the percentage reduction 
of the "near" active constraint set should be dependent on 
' 
either the percentage improvement in the objective function 
• 
from the most recent to the current solution or on the 
·43 
• • 
• 
• 
• 
number of iterations that have taken place. Also, other 
options for defining·a "near" active constraint should be 
investigated. 
5,4 Enhanced computer Implementation 
Real-time implementation of this procedure is going to 
require the development and application of very efficient 
' 
heuristics to exploit the stucture of IPPT as well as the 
packing problem in general. In addition, ways of 
maintaining good boundary definition with smaller amounts 
of data storage need to be developed. Also, developing a 
matrix equivalencing strategy to reduce storage 
requirements should be implemented. Finally, an efficient 
method for determining the exact points where two parts 
intersect would allow for the immediate determination of 
the exact constraint set. 
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