Most of the theory supporting our understanding of classification images relies on standard signal detection models and the use of normally distributed stimulus noise. Here I show that the most common methods of calculating classification images by averaging stimulus noise samples within stimulusresponse classes of trials are much more general than has previously been demonstrated, and that they give unbiased estimates of an observer's template for a wide range of decision rules and non-Gaussian stimulus noise distributions. These results are similar to findings on reverse correlation and related methods in the neurophysiology literature, but here I formulate them in terms that are tailored to signal detection analyses of visual tasks, in order to make them more accessible and useful to visual psychophysicists. I examine 2AFC and yes-no designs. These findings make it possible to use and interpret classification images in tasks where observers' decision strategies may not conform to classic signal detection models such as the difference rule, and in tasks where the stimulus noise is non-Gaussian.
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Classification images in a very general decision model
Classification images have proven to be a useful tool for investigating visual processing in a wide range of tasks (Ahumada, 1996 (Ahumada, , 2002 Murray, 2011) . In a classification image experiment we introduce many small fluctuations into a stimulus, and measure the influence of these fluctuations on observers' responses. One appealing feature of this approach is that it probes observers' strategies in a very open-ended way. Instead of using, say, proportion correct or reaction time measurements to choose between two or three candidate models, a classification image experiment gives a highly flexible description of how observers make visual judgements, and can reveal features of visual processing that may not have been anticipated by the experimenter (e.g., Ahumada, 1996; Gold, Murray, Bennett, & Sekuler, 2000; Neri & Heeger, 2002) .
However, most of the theory for understanding classification images is based on a few standard models from signal detection theory (e.g., Abbey & Eckstein, 2002; Murray, Bennett, & Sekuler, 2002) . As a result, this highly flexible method actually seems to depend on rigid assumptions about visual processing, such as the assumption that observers make 2AFC decisions by calculating a decision variable from each stimulus interval, and choosing the interval with the higher decision variable. Furthermore, there have long been doubts about whether these assumptions are always correct (e.g., Treisman & Leshowitz, 1969; Yeshurun, Carrasco, & Maloney, 2008) , and this raises the question of what classification images tell us about observers' strategies when these assumptions fail.
In addition, some interesting results have come from studies where standard methods of calculating classification images are applied to new tasks that are not described well by the models that were originally used to justify the standard methods. For example, classification images have been measured in visual search tasks (Rajashekar, Bovik, & Cormack, 2006; Saiki, 2008) , which are not instances of the yes-no or 2AFC tasks that underlie the justifications for standard classification image methods, and for which there is no broad agreement about the correct psychophysical model. Here classification images are used outside the domain where they are well understood theoretically, and so again there is room for questions about exactly what they tell us about observers' strategies.
Similarly, Pritchett and Murray (2015) used classification images to estimate observers' decision variables on individual trials, and then they used these estimates to study observers' decision rules in 2AFC tasks. The previous literature suggests that this approach is problematic, because the classification image methods that Pritchett and Murray used have been justified using a specific model of 2AFC decision making (the difference rule), whereas it is precisely the decision rule in 2AFC tasks that Pritchett and Murray are attempting to investigate.
The most widely used methods of calculating classification images are based on averages of Gaussian stimulus noise within stimulus-response classes of trials (Abbey & Eckstein, 2002;  http://dx.doi.org/10.1016/j.visres.2016.04.003 0042-6989/Ó 2016 Elsevier Ltd. All rights reserved. 
