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We show the existence of small solutions to the nonlinear boundary value 
problem Yy E Ly + qy3 E y” +p(x) y’ + q(x) y + vy3 =f. The boundary conditions 
on y are two linearly independent expressions of the form M(y) = LX, y(a) + 
a2 y(b) + a3 y’(a) + a4 y’(b) =O. Here q = rf: 1 and p, q. and fare all in L’[a, b]. 
We assume a resonance condition. That is, L, when restricted to {YE C’[a, b]: 
y’ is absolutely continuous and y satisfies the boundary conditions}, has a one- 
dimensional null space spanned by rp. The case when (p3 4 R(L) (the range of L) is 
covered by an abstract result due to Laloux and Mawhin (Trans. Amer. Math. Sot. 
217 (1976), 143-162). We show the existence of at least one small solution if 
(PIER, but another appropriate restriction R(L) holds. The solutions are 
called small because they all lie in a small neighborhood of the origin in C’[a, b]. 
In fact, the estimates show that (1 y(lio decreases as ijf’jl, decreases. The main 
technique used is obtaining a priori bounds and applying Leray-Schauder degree 
arguments. c 1990 Academic Press, Inc. 
INTRODUCTION 
In this paper we consider the second order nonlinear differential 
operator 
=!zy = Ly + t/y3. 
Here q = f 1 and L, the linear part of 9, is of the form Ly = y” + 
p(x) y’ + q(x) y, where the functions p(x) and q(x) are integrable on [a, b]. 
The operator 9 is defined on the domain D = ( y E C ’ [a, b]: y’ is 
absolutely continuous on [a, b] } and hence 9: D + L’[a, b]. We will 
study the existence of solutions of 9~ =f, for f E L’[a, b], satisfying 
general linearly independent linear boundary conditions: 
M,(Y) = a1 Y(U) + a2 Y(b) + a3 Y’(U) + a4 Y’(b) = 0 
M,(Y) = PI Y(Q) + B2 Y(b) + 83 Y’(Q) + P4 Y’(b) = 0 
ai and Pi real for i= 1, 2, 3, 4. 
* Current address: Department of Mathematics, University of New Orleans, New Orleans, 
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Define BC = { y E: D: M,(y) = M,(y) = 0} with the sup norm topology. 
We will examine the problem at resonance; that is, we assume the null 
space of L: BC -+ L’[a, b], denoted NS(L), is nontrivial. In particular, we 
suppose, NS(L) is one-dimensional and spanned by cp, where I( cp 11 o. = 1. 
Let the range of the operator L be denoted R(L). As a consequence of [ 14, 
Lemma 3.21, we find that if (p3 $R(L) then 0 is an isolated solution of 
Yy = 0. Furthermore, by the invariance of topological degree under small 
perturbations we can conclude that Yy = f has a unique solution if llfil, 
is sufficiently small. In this article we explore the situation when (p3 E R(L) 
and prove the following 
THEOREM. Let Zy and BC be as above with NS(L) = (cp). Suppose 
further that (p3 E R(L), say Lw = (p3 with w I q, but that Ly = w(p2 has no 
solution in BC. Then 3 positive constants 6, and 6, such that if I( f I( 1< 6, 
then 2’~ = f has at least one solution in BC with I( yl( co < 6,. 
The existence and uniqueness of solutions to boundary value problems 
of the form Ly +g(y) = f has been studied by many authors in many dif- 
ferent contexts. When the function g(y) satisfies 
the nonlinearity is said to be large or superlinear. Specific boundary value 
problems containing such nonlinearities have been analyzed by Cesari [S], 
Morris [lS], FuEik and Lovicar [ll], Struwe [21], and Ward [22]. For 
example, in [22], Ward shows that the ODE 
x”+cx’+g(x)=f(t) (0.2) 
has a periodic solution if c # 0 and g satisfies a certain superlinearity condi- 
tion which is implied by (0.1). In [ 111 it is shown that (0.2) has at least 
one periodic solution when c = 0 and (0.1) holds. The equation (0.2) under 
the assumption (0.1) was first studied by Ehrmann [9]. He showed that if 
c = 0 then (0.2) has infinitely many distinct solutions satisfying separated 
boundary conditions for any f e L’ [a, b]. 
These results deal with superlinear nonlinearities; howevever, they do 
not address the problem at resonance. The boundary value problems 
studied in the references cited above are all in the setting where the linear 
operator L is invertible on the subspace BC. When one considers resonance 
problems, there is usually some growth restriction placed on the non- 
linearity g at infinity; for example, Ahmad [ 11, Kannan and Ortega [ 131, 
Lazer and Leach [16], and Omari and Zanolin [ 191. Since we are dealing 
with a “large” nonlinearity, the usual growth conditions on g at infinity are 
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not satisfied. Instead, we seek small solutions (i.e., solutions inside some 
ball in BC). The main technique lies in establishing a priori bounds and 
applying Leray-Schauder degree theory. 
Several authors have considered the more general resonance problem 
Lu + g(u) = f where L is an elliptic partial differential operator such as du. 
The first results in this direction appeared in Landesman and Lazer [ 151. 
Since then, there has been a great deal of interest in existence and multi- 
plicity of solutions to boundary value problems at resonance. See Amann 
and Hess [23, Ambrosetti and Prodi [3], Brtzis and Nirenberg [4], 
Dancer [8], Hart, Lazer, and McKenna [12], Schmitt [20], and others. 
The author is not aware of the most current survey on the subject of non- 
linear boundary value problems, but a recent overview and an extensive 
list of references can be found in the books [6] and [lo]. It is not clear 
that our results can be extended to higher dimensions, i.e., elliptic partial 
differential operators containing large nonlinearities; however, such an 
investigation would be quite interesting. 
I. PRELIMINARIES AND A PRIORI BOUNDS 
Define a projection PO onto ((p ) by 
Note that P, : BC -+ BC is a continuous linear operator. 
LEMMA 1.1. R(L) is a closed subspace of L’[a, b]. 
Proof: We construct a continuous linear functional on L’[a, b] 
represented by F(f) = st g(t) f(t) dt for some g in L” [a, b], such that 
F(f) = 0 of E R(L). Let y1 and y, be two linearly independent solutions of 
Ly = 0. Without loss of generality we assume y1 = cp and y, 1 cp (i.e., 
PO(y2) = 0). For fixed f E L’[a, b], let y, be the particular solution of 
Ly =f given by variation of parameters. The solution y, can be represented 
as y, = Jz G(x, t) f(t) dt, where G(x, t) and G,(x, t) are bounded functions 
on [a, b]. By linearity, any other solution of Ly = f must be of the form 
Y=Yo-clYl-c2Y2. To satisfy the boundary conditions, we need to 
choose constants cr and c2 such that M,(j) = M2(j) = 0. However, 
y, = (PE BC, hence M,(y,)=M2(y,)=0. Therefore, J satisfies the bound- 
ary. conditions if and only if 
(1.1) 
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We can solve (1.1) for c2 if and only if M,(y,,) M2( y2) - 
M,(y,) M,(y,)=O. Thus for fixed f~L’[a, b], Ly=f has a solution 
jj E BC if and only if F(f) = 0, where 
In computing M,( yO) and M2( yO) one finds that F(f) = ji g(t) f(t) dt, 
where g(t) is a linear combination of the bounded functions G(b, t) and 
Gx(h t). I 
Let (cp)’ denote NS(P,). Define the operator 
W=YO-CIYI-~2~2 
with ci y, = P,, y, and c2 = M,( y,,)/M,( y2). We assume Ml(y2) # 0 since 
TVS(L) is one dimensional, 
PROPOSITION 1.2. G is continuous on R(L), G(R(L)) c (cp) I, and 
Gf=yoLy=f for YE(~)’ andfcR(L). 
This proposition follows directly from the choices of c1 and c2 and the 
definition of G. 
LEMMA 1.3. If IjZy,Il i= o( 1) ynll ‘,) for some sequence (y,) c BC, y, + 0 
uniformly, then 3w E BC, w I q, such that Lw = (p3. Moreover, if we write 
y, = a,cp + w, with w, I qn, then w = lim,, cD - w,/q 1~~1~. 
Proof. Let (y,J be a sequence in BC such that 11 y,l( m + 0 and 
I(S?y,jl i = o( 11 y,,I( ‘,) as n -P 00. Write y,, = a,cp + w, with w, I cp. Note that 
w, E BC since the same is true for y, and cp. Observe that 
Lw, = sy, - qy;. (1.2) 
Hence, for each n, 9y, - qyz is in R(L). Apply the operator G to (1.2) to 
get w, = G(9y, - qyi). Using the continuity of G and the assumption 
I~~Y~II~=~(IIY~~~~) we find 
Ilw,ll,~cwYAl1+ IIYj,IIl)=allY.ll3,). (1.3) 
This estimate and the mean value theorem give 
IY%x)- (a,~)~ (x)1 G 3 Iw,(x)l xs;~b, {IY~~N~ I(ancp)2 @)I 1 
G3C IIYAl3, llY& = O(llYAl5,). (1.4) 
Note that la,cp(x)l S C Ily,lJ m since P, is continuous. Using the estimate 
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in (1.4) we write YY, = L.Y,, + tl(a,~)~ + ~(lly,ll~). Therefore, 
I/ Ly, + qa;f(~~(l i = o( II y,Jj “,). Actually we may rewrite this as 
II~Y,+~~~cp311,=~~l~,13~ (1.5) 
because 11 y,I( oc = 0( la,/) follows directly from (1.3). Also observe from 
(1.3) that, without loss of generality, a, # 0 Vn. Dividing (1.5) by v IanI 
and letting n + co we get lim, j oc IIUYh 143)+cp3111 =Q BY Lemma 1.1, 
R(L) is closed in L’[u, 61, so we conclude that (p3 E R(L). In fact, 
L(-y,/q lu,13)=L(-w,/q Iu,13)--+(p3 in L’[u,b]. Applying G we see that 
-w,,/q Iu,13=GL(-wn/q [~,1~)+G(q’) in BC. Now -w,/q lu,13 1 cp for 
all n, thus w = lim, _ co -w,/q lu,,13~ (cp)’ and Lw=cp3. 1 
The next lemma demonstrates an a priori fifth degree lower bound for 
Yy. We use this bound to define an appropriate ball in BC on which we 
will calculate the degree. 
LEMMA 1.4. Suppose q3 E R(L) and w I cp satisfies Lw = q3. Suppose 
further that there is no solution v E BG of Lv = cp2w. Then 36 > 0, c > 0, such 
that 
WYll 1 2 c IIYII ‘, for all ~EBC with IIyJlm<b. 
Proof We assume the contrary, that is, we assume 3 a sequence (y,) in 
BC approaching 0 uniformly such that ljspV,lI i = o( 11 ynII 2). Write 
yn = a,~ + w, with w, I cp. Note that the estimate in (1.3) is still valid; 
hence 
IlWnll, Gc IIYnll3,. (1.6) 
From this it follows that 1 yn - a, cp I = o( (I y,, II ‘, ). Hence II y, II o. = 0( ) a, ( ) for 
small I/ y,II o. and without loss of generality, a, # 0 for all n. Using (1.6) and 
the inequality [a,[ < c II y,I( oo we expand yi = (u,cp + wJ3 to obtain 
y;l=u~(P3+3u~~2w,+o(lu,16). 
Thus 
WYAI 1 = IVY, + rlvfll I 
Divide by 3 Jan)’ and write rp3 = Lw to get 
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From Lemma 1.3 and the fact that ye* = 1 we note -dew = 
lim n _ ,(v(P*w,)/~u,~~ uniformly. Now let n approach infinity and recall that 
R(L) is closed in L’[a, b], thus IlLu- (p*w(Ii =0 for some UE BC. This 
contradicts the hypothesis that (p’w+!R(L). m 
II. DEGREE CALCULATION AND MAIN RESULT 
We now show that the fifth degree lower bound of Lemma 1.4 can be 
used with a Leray-Schauder topological degree argument to prove that 
Yy = f has at least one small solution in BC for small enough f. First we 
describe the neighborhood of the origin which will act as the domain of our 
compact operator. 
Let f~ L’[a, b] be given. Assume 0 < ((l/(c - E)) llf\l i)i15 < 6 where c 
and 6 are the constants from Lemma 1.4 and 0 < E < c. Thus, f is suf- 
ficiently small but not 0 a.e. Let A be a ball, centered at the origin in BC, 
defined by 
Note that the radius of A depends monotonically on llfll i. Therefore, if we 
need to consider smaller functions y, we need only reduce llfll i. 
Now we construct our compact operator d using the well known 
auxiliary and bifurcation equations of the Lyapunov-Schmitt method. 
Consider the operator 4: A + BC defined as 
~~=P,y+F(tf--~~)cp+GPl(tf-rly~). (2.1) 
Here F is the functional from Lemma 1.1 which defines the range of L and 
P, : L’[a, 61 + R(L) is a continuous projection onto R(L). 
LEMMA 2.1. &,y=y ifand only ij2’y=tf 
Proof. Suppose y is a fixed point of &,. Applying PO to (2.1) we see 
that POy=P,y+F(cf-yy3)cp. Hence, F(tf-qy3)=0, which means 
ff- qy3 E R(L) and P,(tf- qy3) = cf- qy3. Now apply L to (2.1) to obtain 
Ly = LJxI( y = LG( tf - qy3) = tf - qy3, which implies 5?y = ff. Similarly if 
Yy = tf then we can write y = acp + w and observe that Lw = tf - qy3. This 
implies F( tf - qy3) = 0, therefore GP,( zf - qy3) = G( tf - qy3) = w. Hence 
&$y=PP,y+w=acp+w=y. 1 
We have shown that the solutions of the problem P’y = f are precisely 
the fixed points of dl. The next step is to show that d(l- &i, A, 0) # 0 and 
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conclude, using degree theory, that 9y =f has at least one solution in d. 
To calculate d(Z- &‘i , A, 0), we consider a less complicated mapping which 
is homotopic to I- &i. We construct the homotopy in two steps which can 
be patched together in an obvious fashion. First observe that dt is a com- 
pact operator for t E [0, 11. This follows from the Arzela-Ascoli theorem. 
Let K(A) be the set of all compact mappings A: A --) BC with norm 
I/A 11 = SUP,,~ l/Axll. Define h(t) = d, and note that h: [O, 11 --t K(A) is con- 
tinuous. This defines a homotopy of compact transformations. 
LEMMA 2.2. There are no solutions y’ of (I- s$) y = 0 on dA for 
t E [O, 11. 
Proof If y is a solution of (I- &,) y= 0, then Lemma 2.1 tells us 
Yy = g. Further, y E 8A implies 1) y/l m = (( l/(c - E)) 11 f (I 1) “’ < 6. Hence, 
11 tf II i> c 11 yll’, from Lemma 1.4. This yields 
But 
which is a contradiction. 1 
By the homotopy invariance of Leray-Schauder degree, we conclude that 
d(Z- 4, A, 0) is independent of t. In particular d(Z- &i, A, 0) = 
d(Z- do, A, 0). 
For the second step of the homotopy we define 
h(l) y = d’y = PO y - F(qy3)cp - (1 - 1) GP,(qy3) - AP,.GP,(qy3). (2.2) 
Here P, is the projection onto (w). Recall that w E (cp)’ is defined by 
Lw = (p3. The fact that L(1) is a homotopy of compact transformations 
follows immediately. Also note that do= do so the homotopies can be 
combined appropriately. We need only show that &‘y = y has no solutions 
on aA. We show, in fact, that &‘y= y has only the 0 solution for small 
enough A. 
LEMMA 2.3. Assume II9y,(I,=o(l(y,/l~) and let WE(~)’ satisfy 
Lw = ‘p3. Suppose there is no solution v E BC of Lv = (p2w. Then &‘y = y has 
no solutions except y = 0 for il E [0, 1 ] and y sufficiently small. 
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Proof. Suppose &“y = y for some I E [O, 11. Write y = acp + z. Apply- 
ing Z-P, to y = d’y we obtain 
llzllm = ll(l -A) GP,(rl~~)+IP,GP,(vly~)ll,bC lIyll3,. (2.3) 
Note that the constant C can be taken to be independent of A. This implies 
y= O((aJ). As before, we expand (acp + z)‘. Using (2.3) and the fact that 
a = 0( ljyll,) we obtain 
y3 = u3q3 + O( lu15) as ll~l/,-*O (2.4) 
and 
y3 = u3c.p3 + 3&+7*z + O( Ial’) as IIYII, -,a (2.5) 
Apply P, to &‘“y = y to see that 
F(?Y3) = 0, (2.6) 
whence P,qy3 = qy3. Using this fact and (2.4) we get 
GP,(qy3) = G(yy3) = G(a3v](p3 + 0( Ial*)) = u3qw + 0( Ial’). 
With this estimate, (2.2) can be written 
Now apply the operator I- PO to &‘y= y and see that z= -u3r]w + 
0( Ial’) as a + 0. This estimate is uniform for 0 < 1< 1. Using this 
approximation of z in (2.5) yields 
y3 = u3q3 - 3v]u5cp2w + o( lu16). 
We apply the linear functional F to this equation and use (2.6) to see that 
we must have F(u5cp2w) = ~(\a/~). This statement cannot hold for 
arbitrarily small a (except a = 0) since R(L) is closed and we assumed that 
(P2w $ R(L). I 
The final step in our argument is to show that d(Z- d’, A, 0) # 0 for 
small A. Note that d’ is already an operator of finite rank; in fact, 
R(d ‘) c (cp, w ). Hence we must compute d( S, & 0), where d^ = A n 
(cp, w> and 
S= (I- &‘)I <c+.w> = (I- PO) Y + F(vy3)cp + P,GP,(vY~) 
for YE (cp, w). Denoting the element fl~+tZw in (cp, w) as [::I we get 
t2 + tlPwGP,C(f, cp + t2wJ31 
1. 
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Note. s,(tI, tz) should be scalar valued but, strictly speaking, 
P,GP,(qy3) is a multiple of w. In the following calculation, we abuse our 
notation slightly and when refering to PJf) we mean the scalar multiplier 
rather than the actual member of (w). 
Make the change of variables 7(x,, x2) = (tl, t2), where t, =x1 and 
t, = (XT + x~)x~. Thus as (x1, x2) -+ (0, 0), 
Sl(W,, X2))=r~C(xl(p+(x:+x~)x*w)‘] 
= yla-x:cp3 + 3x:(p2(4 +x:,x2 w + o((xi + xl)‘)] 
= 0 + 3Ax;x,(x; + x;, + o((xf + xi)‘) 
s,(T(x,, x2))= (x:+x:)x,+~P~~GP,[(x,(p + (x;+x;)x~w)~] 
=b:+x:)x,+~P,GP,[~;(p~+o((x~+x~)~)] 
= (x; +x3x2 + Bx; + o((x; + xi)‘). 
Here A = qF(q’w) # 0 and B = ~P,GP,((p3) # 0. Again, using homotopy 
invariance, we simplify the operator So T before calculating its degree. 
Define 
i-2,: x1 w [I [ 3&(x: + xi)(t + (1 - t)xS) + (1 - t) o((xf + xi)‘) x2 1 (l-t)~~(x:+x;)+Bx;+(l-tt)o((x;+~:)~) ’ 
A standard argument shows that the homotopy h(t, (x1, x2)) =52,(x1, x2) 
is a continuous function from [IO, l] x R2 to R2. 
LEMMA 2.4. There exists some ball L? such that, for t E [0, 11, 52, y = 0 
has no solutions in a except (0,O). 
Proof: If this were not the case then for arbitrarily small x, and x2 
there would exist t E [0, l] such that 
and 
3AX,(X; + X;)(t + (1 - t)X;) + (1 - t) O((Xf + Xi)‘) = 0 (2.7) 
Bx:+(1-t)x,(x:+x:)/(1-t)o((x;+~;)~)=0. (2.8) 
By passing to a subsequence if necessary, we need only consider only two 
possible cases. Either (x1( d (x21 with (x21 -+O, or Jxz\ d JxlJ with JxlJ -+O. 
Suppose 1x,( < lx21 and Jx2J +O. Writing x1 =zx2 in (2.7) we have 
3AX2((Z2+ l)X;)(t+(l -t)Z2X;)= (1 - t)O((Z2+ 1)3X’;). 
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Note that Iz1 < 1 and )tl d 1, therefore 1 - t and z2 + 1 are bounded and the 
above expression is actually 0(x:). Divide by x&’ + 1) to obtain 
3A 
Since A # 0 and both t/x: and (1 - t)z* are nonnegative, we conclude that 
t = 0(x:) and z = o(l) as x2 -0. Now we write (2.8) with x1 =zx2 and 
simplify to obtain 
xi(Bz3 + 1 + z2 - t - tz2) = 0(x;). (2.9) 
We have shown above that t = 0(x:) and z = o(l) as x2 -+ 0; thus (2.9) 
cannot hold for arbitrarily small lx21 unless x2 = 0. 
Now suppose 1x2\ < lx11 with [x,1 -0. Writing x2 =zxr in (2.7) we have 
As above, we observe that 1 - t and z2 + 1 are bounded. Hence 
3Azx;(t + (1 - t)x;) = 0(x;). 
Since (t + (1 - t)xT) 2 x: for (x1\ < 1 we find 3Azx: = 0(x:), which implies 
z= 0(x1) as x1 +O. Substituting x2=zx1 in (2.8) we get 
Bx;+(l - t)zxl((z2+ 1)x:)=(1 - t) o((z2+ l)‘x;)=o(x;). 
However, z = 0(x,), so (1 - t) zxr((z* + 1)x:) = 0(x:). This would mean 
Bx: = 0(x:), which implies x1 = 0 since B # 0. Hence, if both (2.7) and (2.8) 
hold then x1 =x2 = 0. 1 
Using Lemma 2.4 and homotopy invariance, we conclude that 
d(Q,, 1, 0) = d(O,, d, 0). We now wish to compute the degree at the origin 
of the mapping given by 
3AX,(X; + X;) 1 Bx; ’ 
Observe that this mapping is homotopic to the map 
via the homotopy 
13Ax, + (1 - A) 3Ax,(x; + x;) 
IBx, + (1 -I)Bx; 1 ’ 
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It is easy to see that a”(.~,, x2) = (0,O) if and only if xi =x2 = 0 for 
;I E [0, 11. Hence, we need only observe d(s2’, a, 0) = sgn( - 3AB) = 
&l#O. 
Thus, we have shown that d(So T, 2, 0) # 0 for d^ sufficiently small. To 
return to the original operator S we can use the multiplication theorem for 
degree. Note that the Jacobian 
1 
JT= 
0 
2X,X, 3x; +x: 
3 0. 
Furthermore, it is easily verified that T actually induces a homeomorphism 
from R* to R* which takes (0,O) to (0,O). Hence d(T, D, p) = 1 for any 
open D c (q, w) and any p E T(D). In particular, 
d(T, d^, p)= 1 ‘i’p E T(d). (2.10) 
Let M be a bounded open set containing T(da). Without loss of 
generality, we choose A4 sufficiently small so that Sy = 0 has no solutions 
in A4 except y = 0. This is certainly possible because of Lemma 2.4 and the 
fact that T is a homeomorphism with T(0, 0) = (0,O). The multiplication 
theorem tells us that 
d(So T, d^, 0) = c d(S, Aj, 0) d( T, 2, A,), (2.11) 
where Ai are the components of M\T(dd). Since T is a homeomorphism, 
M\T(da) has only two components. Let A, be the component which does 
not contain the origin and A, the complementary component. Observe that 
Sy = 0 has no solutions in A i ; therefore d(S, A i, 0) = 0. Combining this fact 
with (2.10) and (2.11) gives 
Therefore d(Z- dl, A, 0) # 0. We summarize our result as 
THEOREM 2.1. Suppose w E (VP>” is such that Lw = (p3. Suppose further 
that there is no solution VEX of Lv= cp2w. Then the equation 
Py = Ly + vy3 = f has at least one solution in A for sufficiently small f. 
III. REMARKS AND EXAMPLES 
In the case when L: BC + L’[a, 61 is selfadjoint, hen (p3 +! R(L); hence 
the result of [14] applies. This follows because, for L selfadjoint with 
kernel (q), f E R(L) if and only if 1: fq = 0. See, for example, [7]. 
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It would be interesting to see if Theorem 2.1 follows from a more 
abstract result such as the one in [14]. 
Note that the hypotheses of Theorem 2.1 are satisfied for nontrivial 
equations. For example, if Ly = y” + y’ and the boundary functionals are 
M,(Y)=2Y(0)-2Y(l)+Y’(O)+ y’(l)=0 
M*(Y) = Y(O) - Y(l) + Y’(O) = 0, 
then (p3 E R(L) but there are no solutions u E BC of Lv = &v. In this 
example, cp = 1, and W(X) =x. 
It is conceivable that /Yyn)I1 = o(Ijy,(l&) for some sequence y, in BC 
approaching 0 so that the equations Lw = ‘p3 and Lo= q*w would both 
have nontrivial solutions in BC. Then Theorem 2.1 would not apply. 
However, one can still proceed in a manner similar to Lemma 1.4 and put 
a further restriction on R(L) which would guarantee a seventh degree 
lower bound. To be more precise, suppose IIZy,,jl i = o( I( y,l( ‘,), and w and 
u are solutions of Lw = (p3 and Lv = (p*w, respectively. If we also assume 
that the equation Lz = 3v(p* + w2q has no solutions z E BC then 3 6 > 0 and 
c>O such that \15!‘yIII>c jIy\IL for all ~EBC with llyll,<6. One then 
proceeds to push through the topological degree argument in a manner 
analogous to that used in Section II. 
In closing, we consider a counterexample which shows that small solu- 
tions can fail to exist, even if llfll, is arbitrarily small. Theorem 2.1 fails in 
this example because R(L) is, in some sense, “too big.” That is to say, 
‘p3 E R(L), cp*w E R(L), and in fact, if we calculate further terms such as 
3v(p* + w2q, we find that they are all in R(L) so that we cannot obtain any 
a priori lower bound. 
EXAMPLE. Consider the problem 
y" + y3 = f(x) -1 <x61 such that Y(l)=Y(-1) 
y’( 1) + y’( - 1) = 0. (3.1) 
In this example, Ly = y” and cp = 1. Clearly L( 1) = 0 and 1 satisfies the 
boundary conditions. Furthermore, (p3 = 1 is in R(L) since x2/2 E BC and 
,5(x2/2) = 1. It is easy to show that (x*/2)(1)* is also in R(L) and hence 
Theorem 2.1 does not apply. 
~~OP~SITI~N 3.1. There exist functions f E L’[ - 1, l] with arbitrarily 
small norm, such that any solutions y of (3.1) must have I\ yll o3 2 I/J%. 
Proof Let f be a given integrable function and suppose y is a solution 
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of (3.1). Define U(X) = y(x) - y( -x). This is merely twice the odd part of 
y. We claim that, if llyli m is sufficiently small, then 
II4x)Il, ~2 I ; If(x)-f(-XII dx. (3.2) 
First note that, by the mean value theorem, 
IY3b+Y3(x)l 63 IIYll2, lu(x)l. (3.3) 
Also 
d(x) = y”(X) - y”( -x) = (f(x) - y’(x)) - (f( -x) - y3( -x)) 
= (Y’( -x) - Y”(X)) + (f(x) -f( -xl), 
hence 
b”(X)l d 3 IIYII~ lW)l + IS(x) -f( -x)1. (3.4) 
The boundary conditions of (3.1) guarantee that u( 1) = 0 and u(0) = 0 since 
u is odd. Let G(x, t) be the Green’s function corresponding to the boundary 
value problem y” =f(x), y(O) = y( 1) = 0. That is, define 
G(x, t) = 
i 
t(x- 1) O<t<x 
x(t- 1) x<t<l. 
Thus, U(X) = s; G(x, t) u”(t) dt. Applying the estimate from (3.4) to this 
equation yields 
lO)l 6 s,: IGk t)l b”(t)l dt 
G3 ll~ll2, l14,+j1 If(t)-A-t)l dt. 
0 
(3.5) 
Now if 3 IIyl(~ < 4, then (3.5) implies ~IIull~ <sA If(t)-f( -?)I dt, which 
establishes (3.2). 
We observe the fact that there is a solution of y” =g(x) satisfying 
y(l)=y(-1) andy’(l)+y’(-1)=0 ifand only if 
I 
I 
xg(x) dx = 0. 
--I 
This follows because y= x is a solution to the homogeneous adjoint 
boundary value problem 
y” = 0, Y(-l)+y(l)=O, y’(l)= y’(-1). 
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If we consider the equation y” =f(x) - y3, the above fact implies that 
xy3(x) dx. 
The even part of y3 will integrate to 0 when multiplied by x; hence 
/I I xf(x)dx = j’I I y’(x) dx < I 1 ’ L-4 
lY”(-+Y3F-x)l dx 
2 
(36) . . 
-1 -1 -1 
Finally, combining (3.6), (3.3), and (3.2), we have 
111, xf(x) dxl G j’, I4 Iy3(x)-2y3(-x)’ dx<; llyll2, I’, Ixu(x)l dx 
G; lIyll2, lI4, G3 IIYII’, I' If@)-ff(--X)1 dx (3.7) 
0 
for all IIyl/2,<:. 
Let E > 0 be given and let f (x) = ax. Suppose y is a solution of y” + y3 = f 
and I/ yI( ‘, < a. Using f(x) = EX in (3.7) we calculate 
I’ &x*dx<3 Ily:l:j’ IEX+EXI dx 
-1 0 
=+$(6 llyll2_E)~~ I-4 dx 
This contradiction shows that if f(x) = EX then there are no solutions of 
(3.1) with II ~112, < 4. 1 
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