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Abstract
Least squares estimator of the stability parameter ̺ := |α| + |β| for a spatial
unilateral autoregressive process Xk,ℓ = αXk−1,ℓ + βXk,ℓ−1 + εk,ℓ is investigated.
Asymptotic normality with a scaling factor n5/4 is shown in the unstable case, i.e.,
when ̺ = 1, in contrast to the AR(p) model Xk = α1Xk−1 + · · · + αpXk−p + εk,
where the least squares estimator of the stability parameter ̺ := α1 + · · ·+αp is not
asymptotically normal in the unstable, i.e., in the unit root case.
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1 Introduction
Consider a spatial unilateral autoregressive process {Xk,ℓ : k, ℓ ∈ Z, k + ℓ ≥ 0} defined by
Xk,ℓ =
{
αXk−1,ℓ + βXk,ℓ−1 + εk,ℓ, for k + ℓ ≥ 1,
0, for k + ℓ = 0,
(1.1)
where {εk,ℓ : k, ℓ ∈ Z, k + ℓ ≥ 1} are independent random variables with E(εk,ℓ) = 0 and
Var(εk,ℓ) = 1. This model is stable in case of |α|+ |β| < 1 and unstable if |α| + |β| = 1
(see Whittle (1954); Besag (1972); Basu and Reinsel (1993)), hence ̺ := |α| + |β| can be
considered as a stability parameter .
For a set H ⊂ {(k, ℓ) ∈ Z2 : k+ ℓ ≥ 1}, the least squares estimator (LSE) (α̂H , β̂H) of
the coefficients (α, β) based on the observations {Xk,ℓ : (k, ℓ) ∈ H} can be obtained by
1
minimizing the sum of squares∑
(k,ℓ)∈H
(
Xk,ℓ − αXk−1,ℓ − βXk,ℓ−1
)2
with respect to α and β, and it has the form[
α̂∗H
β̂∗H
]
=(A∗H)
−1b∗H , where A
∗
H :=
∑
(k,ℓ)∈H
[
Xk−1,ℓ
Xk,ℓ−1
][
Xk−1,ℓ
Xk,ℓ−1
]⊤
, b∗H :=
∑
(k,ℓ)∈H
Xk,ℓ
[
Xk−1,ℓ
Xk,ℓ−1
]
.
Model (1.1) has been investigated in details by several authors. Paulauskas (2007) de-
termined the exact asymptotic behaviour of the variances of the process, while Baran et al.
(2007) proved the asymptotic normality of the LSE of the coefficients (α, β) both in stable
and unstable cases.
The limiting behavior of the LSE of the stability parameter ̺ has not been treated yet,
but such a stability parameter is well investigated in case of unstable AR(p) processes, see
the unit root tests, e.g., in Hamilton (1994, Section 17, Table 17.3, Case 1). Namely, for the
simplicity, in case of an AR(1) process Yk = ̺Yk−1+ ζk, k ∈ N, with Y0 := 0 and an i.i.d.
sequence {ζk : k ∈ N} having mean 0 and positive variance, the LSE of the parameter ̺
based on a sample {Y1, . . . , Yn} takes the form
̺̂n = ∑nk=1 Yk−1Yk∑n
k=1 Y
2
k
, n ∈ N,
see, e.g., Hamilton (1994, 17.4.2), and, by Hamilton (1994, 17.4.7), in the unstable case, i.e.,
when ̺ = 1,
n(̺̂n − 1) D−→ ∫ 10 WtdWt∫ 1
0
W2t dt
as n→∞,
where
(Wt)t≥0 is a standard Wiener process. Here n(̺̂n − 1) is called Dickey-Fuller
unit root statistics. It turns out that in case of unstable spatial unilateral autoregressive
processes asymptotic normality holds, see Theorem 1.1.
With the help of the stability parameter ̺ the model can also be written in the form
Xk,ℓ =
{
α
(
Xk−1,ℓ − sign(αβ)Xk,ℓ−1
)
+ ̺ sign(β)Xk,ℓ−1 + εk,ℓ, for k + ℓ ≥ 1,
0, for k + ℓ = 0.
(1.2)
This reparametrization can be called the canonical form of Sims et al. (1990) (see also
Hamilton (1994, 17.7.6)). Observe that (1.2) gives four different models according to the
signs of α and β. Hence, in order to derive estimators of the parameters (α, ̺) one
should have information about these signs.
For a set H ⊂ {(k, ℓ) ∈ Z2 : k+ ℓ ≥ 1}, the least squares estimator (α̂H , ̺̂H) of (α, ̺)
based on the observations {Xk,ℓ : (k, ℓ) ∈ H} can be obtained by minimizing the sum of
squares ∑
(k,ℓ)∈H
[
Xk,ℓ − α
(
Xk−1,ℓ − sign(αβ)Xk,ℓ−1
)− ̺ sign(β)Xk,ℓ−1]2
2
with respect to α and ̺, and it has the form[
α̂Ĥ̺H
]
= A−1H bH ,
where
AH :=
∑
(k,ℓ)∈H
[
Xk−1,ℓ − sign(αβ)Xk,ℓ−1
sign(β)Xk,ℓ−1
][
Xk−1,ℓ − sign(αβ)Xk,ℓ−1
sign(β)Xk,ℓ−1
]⊤
= BA∗HB
⊤,
bH :=
∑
(k,ℓ)∈H
Xk,ℓ
[
Xk−1,ℓ − sign(αβ)Xk,ℓ−1
sign(β)Xk,ℓ−1
]
= Bb∗H , with B :=
[
1 − sign(αβ)
0 sign(β)
]
.
Obviously, this estimator is well defined if αβ 6= 0 and then we have[
α̂Ĥ̺H
]
=
(
B⊤
)−1 [α̂∗H
β̂∗H
]
.
Now, let us define an estimator of β by β̂H :=
(̺̂H−sign(α)α̂H) sign(β). Short calculation
shows that α̂H = α̂
∗
H and β̂H = β̂
∗
H .
For k, ℓ ∈ Z with k + ℓ ≥ 1, consider the triangle
Tk,ℓ := {(i, j) ∈ Z2 : i+ j ≥ 1, i ≤ k and j ≤ ℓ}.
For simplicity, we shall write Tn := Tn,n for n ∈ N.
Theorem 1.1 Let {εk,ℓ : k, ℓ ∈ Z, k + ℓ ≥ 1} be independent random variables with
E(εk,ℓ) = 0, Var(εk,ℓ) = 1 and sup{E(ε4k,ℓ) : k, ℓ ∈ Z, k + ℓ ≥ 1} <∞.
If |α|+ |β| < 1 and αβ 6= 0 then
n(̺̂Tn − 1) D−→ N (0, (1 + κα,β sign(αβ))−1σ−2α,β) (1.3)
and [
n(α̂Tn − α)
n(β̂Tn − β)
]
D−→ N
([
0
0
]
,
1
2σ2α,β(1− κ2α,β)
[
1 −κα,β
−κα,β 1
])
, (1.4)
as n→∞, where
σ2α,β :=
(
(1 + α + β)(1 + α− β)(1− α + β)(1− α− β))−1/2,
κα,β :=
(1− α2 − β2)σ2α,β − 1
2αβσ2α,β
.
If |α|+ |β| = 1 and αβ 6= 0 then
n5/4(̺̂Tn − 1) D−→ N (0, ψα) (1.5)
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and [
n(α̂Tn − α)
n(β̂Tn − β)
]
D−→ N
([
0
0
]
, ϕα
[
1 − sign(αβ)
− sign(αβ) 1
])
, (1.6)
as n→∞, where
ϕα :=
|α|(1− |α|)
2
and ψα :=
15
√
π|α|(1− |α|)
29/2
.
We remark that (1.3) is a direct consequence of (1.4) which is the first statement of
Theorem 1.1 of Baran et al. (2007). Further, (1.6) has already proved in Baran et al. (2007),
too, but with a far more complicated method than here.
Now, observe that to prove the statement of Theorem 1.1 in the unstable case it suffices
to show [
n(α̂Tn − α)
n5/4(̺̂Tn − 1)
]
D−→ N (0,Σα) as n→∞, (1.7)
where
Σα :=
[
ϕα 0
0 ψα
]
.
Limit (1.5) is obvious, but (1.7) also implies n(̺̂Tn − 1) P−→ 0. In this way (1.6) follows
from (1.7) and[
n(α̂Tn − α)
n(β̂Tn − β)
]
=
[
n(α̂Tn − α)
sign(β)
(
n(̺̂Tn − 1)− sign(α)n(α̂Tn − α))
]
= n(α̂Tn − α)
[
1
− sign(αβ)
]
+ n(̺̂Tn − 1)
[
0
sign(β)
]
.
Further, we can write [
α̂Tn − α̺̂Tn − 1
]
= A−1TndTn ,
where
dTn :=
∑
(k,ℓ)∈Tn
εk,ℓ
[
Xk−1,ℓ − sign(αβ)Xk,ℓ−1
sign(β)Xk,ℓ−1
]
,
and by the continuous mapping theorem (1.7) is a consequence of the convergence
(
A˜Tn , d˜Tn
)
:=
([
n−1 0
0 n−5/4
]
ATn
[
n−1 0
0 n−5/4
]
,
[
n−1 0
0 n−5/4
]
dTn
)
D−→ (A˜, d˜ ) (1.8)
4
as n→∞, where
A˜ :=
[
1/ϕα 0
0 1/ψα
]
and d˜
D
= N (0, A˜).
Obviously, (1.8) can be verified by proving the following two propositions.
Proposition 1.2 Under the conditions of Theorem 1.1
A˜Tn
P−→ A˜ as n→∞. (1.9)
Proposition 1.3 Under the conditions of Theorem 1.1
d˜Tn
D−→ N (0, A˜) as n→∞.
The aim of the following discussion is to show that it suffices to prove Propositions 1.2
and 1.3 for α > 0 and β > 0 implying ̺ = α + β. In this case we have
A˜Tn =
∑
(k,ℓ)∈Tn
[
n−2
(
Xk−1,ℓ −Xk,ℓ−1
)2
n−9/4
(
Xk−1,ℓ −Xk,ℓ−1
)
Xk,ℓ−1
n−9/4
(
Xk−1,ℓ −Xk,ℓ−1
)
Xk,ℓ−1 n−5/2X2k,ℓ−1
]
, (1.10)
d˜Tn =
∑
(k,ℓ)∈Tn
[
n−1
(
Xk−1,ℓ −Xk,ℓ−1
)
εk,ℓ
n−5/4Xk,ℓ−1εk,ℓ
]
. (1.11)
Model equation (1.1) implies that random variable Xk,ℓ can be expressed as a linear
combination of the variables {εi,j : (i, j) ∈ Tk,ℓ}, namely,
Xk,ℓ =
∑
(i,j)∈Tk,ℓ
(
k + ℓ− i− j
k − i
)
αk−iβℓ−jεi,j (1.12)
for k, ℓ ∈ Z with k + ℓ ≥ 1. If α + β = 1 we can also write
Xk,ℓ =
∑
(i,j)∈Tk,ℓ
P
(
S
(α)
k+ℓ−i−j = k − i
)
εi,j, (1.13)
where S
(α)
n is a binomial random variable with parameters (n, α).
Let α < 0, β < 0 implying ̺ = −α − β and put ε∗k,ℓ := (−1)k+ℓεk,ℓ for k, ℓ ∈ Z
with k + ℓ ≥ 1. Then {ε∗k,ℓ : k, ℓ ∈ Z, k + ℓ ≥ 1} are independent random variables with
E (ε∗k,ℓ) = 0, and Var (ε
∗
k,ℓ) = 1. Consider the zero start triangular spatial AR process
{X∗k,ℓ : k, ℓ ∈ Z, k + ℓ ≥ 0} defined by
X∗k,ℓ =
{
−αX∗k−1,ℓ − βX∗k,ℓ−1 + ε∗k,ℓ, for k + ℓ ≥ 1,
0, for k + ℓ = 0.
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In this case (1.2) takes the form
X∗k,ℓ =
{
−α(X∗k−1,ℓ −X∗k,ℓ−1)+ ̺X∗k,ℓ−1 + ε∗k,ℓ, for k + ℓ ≥ 1,
0, for k + ℓ = 0.
Then, by representation (1.12),
X∗k,ℓ =
∑
(i,j)∈Tk,ℓ
(
k + ℓ− i− j
k − i
)
(−α)k−i(−β)ℓ−jε∗i,j = (−1)k+ℓXk,ℓ
for k, ℓ ∈ Z with k + ℓ ≥ 0. Hence,
A∗Tn =
∑
(k,ℓ)∈Tn
[
n−2
(
X∗k−1,ℓ −X∗k,ℓ−1
)2 −n−9/4(X∗k−1,ℓ −X∗k,ℓ−1)X∗k,ℓ−1
−n−9/4(X∗k−1,ℓ −X∗k,ℓ−1)X∗k,ℓ−1 n−5/2(X∗k,ℓ−1)2
]
=
[
−1 1
1 −1
]
A˜Tn
[
−1 1
1 −1
]
,
d∗Tn =
∑
(k,ℓ)∈Tn
[
−n−1(X∗k−1,ℓ −X∗k,ℓ−1)ε∗k,ℓ
n−5/4X∗k,ℓ−1ε
∗
k,ℓ
]
=
[
−1 1
1 −1
]
d˜Tn ,
where A˜Tn and d˜Tn have forms (1.10) and (1.11), respectively. Consequently, in order to
prove Propositions 1.2 and 1.3 for α < 0 and β < 0 it suffices to prove them for α > 0
and β > 0.
Next, let α < 0, β > 0 implying ̺ = −α + β and put ε+k,ℓ := (−1)kεk,ℓ for k, ℓ ∈ Z
with k + ℓ ≥ 1. Then {ε+k,ℓ : k, ℓ ∈ Z, k + ℓ ≥ 1} are again independent random variables
with E (ε+k,ℓ) = 0, and Var (ε
+
k,ℓ) = 1. Consider the zero start triangular spatial AR process
{X+k,ℓ : k, ℓ ∈ Z, k + ℓ ≥ 0} defined by
X+k,ℓ =
{
−αX+k−1,ℓ + βX+k,ℓ−1 + ε+k,ℓ, for k + ℓ ≥ 1,
0, for k + ℓ = 0.
Now X+k,ℓ = (−1)kXk,ℓ and (1.2) takes the form
X+k,ℓ =
{
−α(X+k−1,ℓ −X+k,ℓ−1)+ ̺X+k,ℓ−1 + ε+k,ℓ, for k + ℓ ≥ 1,
0, for k + ℓ = 0
and
A+Tn =
∑
(k,ℓ)∈Tn
[
n−2
(
X+k−1,ℓ +X
+
k,ℓ−1
)2 −n−9/4(X+k−1,ℓ +X+k,ℓ−1)X+k,ℓ−1
−n−9/4(X+k−1,ℓ +X+k,ℓ−1)X+k,ℓ−1 n−5/2(X+k,ℓ−1)2
]
=
[
−1 1
1 −1
]
A˜Tn
[
−1 1
1 −1
]
,
d+Tn =
∑
(k,ℓ)∈Tn
[
−n−1(X+k−1,ℓ +X+k,ℓ−1)ε+k,ℓ
n−5/4X+k,ℓ−1ε
+
k,ℓ
]
=
[
−1 1
1 −1
]
d˜Tn ,
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where A˜Tn and d˜Tn have forms (1.10) and (1.11), respectively.
In the same way one can handle the case α > 0, β < 0 implying ̺ = α − β by
considering {X◦k,ℓ : k, ℓ ∈ Z, k + ℓ ≥ 0} defined by
X◦k,ℓ =
{
αX◦k−1,ℓ − βX◦k,ℓ−1 + ε◦k,ℓ, for k + ℓ ≥ 1,
0, for k + ℓ = 0,
with ε◦k,ℓ = (−1)ℓεk,ℓ.
2 Results on the covariance structure
In order to prove Propositions 1.2 and 1.3 one has to know the asymptotic behaviour of the
covariances of the process Xk,ℓ. By representation (1.12) we obtain that for all k1, ℓ1, k2, ℓ2 ∈
Z with k1 + ℓ1 ≥ 0 and k2 + ℓ2 ≥ 0, and for all α, β ∈ R,
Cov
(
Xk1,ℓ1, Xk2,ℓ2
)
=
∑
(i,j)∈Tk1∧k2,ℓ1∧ℓ2
(
k1 + ℓ1−i−j
k1−i
)(
k2+ℓ2−i−j
k2−i
)
αk1+k2−2iβℓ1+ℓ2−2j, (2.1)
where k ∧ ℓ := min{k, ℓ} and an empty sum is defined to be equal to 0. Observe, if
0 < α < 1 and β = 1− α then by representation (1.13) covariance (2.1) can be expressed
in the form
Cov
(
Xk1,ℓ1, Xk2,ℓ2
)
=
k1∧k2+ℓ1∧ℓ2∑
m=1
P
(
S
(α,1−α)
k1+ℓ1−m,k2+ℓ2−m = k1 + ℓ2 −m
)
,
where for ν, µ ∈ (0, 1) real numbers S(µ,ν)k,ℓ := ξ(µ)k +η(ν)ℓ , and ξ(µ)k and η(ν)ℓ are independent
binomial random variables with parameters (k, µ) and (ℓ, ν), respectively. Now, Lemmas
2.4 and 2.6 of Baran and Pap (2011) directly imply that there exists a constant Dµ,ν > 0
such that for all k, ℓ ≥ 0, k + ℓ ≥ 1, 0 ≤ i ≤ k + ℓ and 0 ≤ j ≤ k + ℓ− 1 we have
P
(
S
(µ,ν)
k,ℓ = i
) ≤ Dµ,ν√
k + ℓ
and
∣∣∣P(S(µ,ν)k,ℓ = j + 1)− P(S(µ,ν)k,ℓ = j)∣∣∣ ≤ Dµ,νk + ℓ. (2.2)
Hence, one can determine the magnitudes of the covariances and prove the following
lemma.
Lemma 2.1 (Baran et al., 2007, Lemma 2.1) If |α|+ |β| = 1 and 0 < |α| < 1 then∣∣Cov(Xk1,ℓ1, Xk2,ℓ2)∣∣ ≤ Cα√k1 + ℓ1 + k2 + ℓ2
with some constant Cα > 0.
Now, for n ∈ N, let us introduce piecewise constant random fields
Z
(n)
1,0 (s, t) := n
−1/4X[ns]+1,[nt] and Z
(n)
0,1 (s, t) := n
−1/4X[ns],[nt]+1, s, t ∈ R, s+ t ≥ 0.
Concerning the asymptotic behaviour of their covariances one can verify the following result.
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Proposition 2.2 (Baran et al., 2007, Proposition 2.2) Let s1, t1, s2, t2 ∈ R with s1+ t1 >
0, s2 + t2 > 0. If 0 < α < 1 and β = 1− α then[
Cov(Z
(n)
1,0 (s1, t1), Z
(n)
1,0 (s2, t2)) Cov(Z
(n)
1,0 (s1, t1), Z
(n)
0,1 (s2, t2))
Cov(Z
(n)
1,0 (s2, t2), Z
(n)
0,1 (s1, t1)) Cov(Z
(n)
0,1 (s1, t1), Z
(n)
0,1 (s2, t2))
]
→zα(s1, t1, s2, t2)
[
1 0
0 1
]
as n→∞, where
zα(s1, t1, s2, t2) =

√
s1+s2+t1+t2−
√
|s1−s2|+|t1−t2|√
2πα(1−α) if (1− α)(s1 − s2)=α(t1 − t2),
0, otherwise.
Moreover, if (1 − α)(s1 − s2) 6= α(t1 − t2) then the convergence to 0 has an exponential
rate.
Further, one can also estimate the difference of two neighbouring covariances.
Proposition 2.3 (Baran et al., 2007, Proposition 2.5) If 0 < α < 1 and β = 1−α then
there exists a constant Kα > 0 such that∣∣Cov(Z(n)i,j (s1, t1), Z(n)j,i (s2, t2))− Cov(Z(n)i,j (s1, t1), Z(n)i,j (s2, t2))∣∣ ≤ Kαn−1/2
for all n ∈ N, s1, t1, s2, t2 ∈ R, with s1 + t1 > 0, s2 + t2 > 0 and (i, j) ∈
{
(0, 1), (1, 0)
}
.
Finally, in order to estimate covariances we make use of he following lemma which is a
generalization of Baran et al. (2004, Lemma 11).
Lemma 2.4 (Baran et al., 2007, Lemma 2.8) Let ξ1, . . . , ξN be independent random vari-
ables with E(ξi) = 0, E(ξ
2
i ) = 1 for all i = 1, . . . , N , and M4 := max1≤i≤N E(ξ
4
i ) < ∞.
Let a1, . . . , an1 , b1, . . . , bn2, c1, . . . , cn3, d1, . . . , dn4 ∈ R, n1, n2, n3, n4 ≤ N and
X :=
n1∑
i=1
aiξi, Y :=
n2∑
j=1
bjξj, Z :=
n3∑
i=1
ciξi, W :=
n4∑
j=1
djξj.
Then
Cov(XY,ZW )=
n1∧n2∧n3∧n4∑
i=1
(
E(ξ4i )− 3
)
aibicidi + Cov(X,Z)Cov(Y,W ) + Cov(X,W )Cov(Y, Z).
Moreover, if ai, bi, ci, di ≥ 0 then
0 ≤ Cov(XY,ZW ) ≤M4Cov(X,Z)Cov(Y,W ) +M4Cov(X,W )Cov(Y, Z),
and
0 ≤ E(XY ZW ) ≤M4
(
E(XZ)E(YW ) + E(XW )E(Y Z) + E(XY )E(ZW )
)
.
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3 Proof of Proposition 1.2
Let α, β ∈ (0, 1) with α+ β = 1 and
Sn,1 :=
∑
(k,ℓ)∈Tn
(
Xk−1,ℓ−Xk,ℓ−1
)2
, Sn,2 :=
∑
(k,ℓ)∈Tn
(
Xk−1,ℓ−Xk,ℓ−1
)
Xk,ℓ−1, Sn,3 :=
∑
(k,ℓ)∈Tn
X2k,ℓ−1.
Thus,
A˜Tn =
[
n−2Sn,1 n−9/4Sn,2
n−9/4Sn,2 n−5/2Sn,3
]
and (1.9) follows from
n−2Sn,1
L2−→ 1
ϕα
=
2
α(1− α) , n
−9/4Sn,2
L2−→ 0, n−2Sn,3 L2−→ 1
ψα
=
29/2
15
√
πα(1− α) . (3.1)
The last two statements of (3.1) have already been proved, see Baran et al. (2007, Propo-
sition 1.2 and Section 6, pp. 40-41). In order to verify the remaining statement one has to
show
lim
n→∞
n−2E
(
Sn,1
)
=
1
ϕα
and lim
n→∞
n−4Var
(
Sn,1
)
= 0. (3.2)
It is easy to see that
n−2E
(
Sn,1
)
=
∫∫
T
√
n
(
Var
(
Z
(n)
0,1 (s, t)
)
+Var
(
Z
(n)
1,0 (s, t)
)− 2Cov(Z(n)0,1 (s, t), Z(n)1,0 (s, t))) ds dt,
where T := {(s, t) ∈ R2 : s+ t ≥ 0, s ≤ 1, t ≤ 1}, and using (2.1) one can prove
lim
n→∞
√
n
(
Var
(
Z
(n)
i,j (s, t)
)− Cov(Z(n)i,j (s, t), Z(n)j,i (s, t))) = 12α(1− α) ,
where (i, j) ∈ {(0, 1), (1, 0)}. The details can be found in Baran et al. (2007, Section 5,
pp. 36-37). Hence, Proposition 2.3 and the dominated convergence theorem imply the first
statement of (3.2).
Now, by Lemma 2.4
Var
(
Sn,1
)
=
∑
(k1,ℓ1)∈Tn
∑
(k2,ℓ2)∈Tn
Cov
(
(Xk1−1,ℓ1 −Xk1,ℓ1−1)2, (Xk2−1,ℓ2 −Xk2,ℓ2−1)2
)
≤
∑
(k1,ℓ1)∈Tn
∑
(k2,ℓ2)∈Tn
(
2M4L
(1)
k1,ℓ1,k2,ℓ2
+ (M4 − 3)+L(2)k1,ℓ1,k2,ℓ2
)
+O(n3),
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where
L
(1)
k1,ℓ1,k2,ℓ2
:=Cov
(
Xk1−1,ℓ1 −Xk1,ℓ1−1, Xk2−1,ℓ2 −Xk2,ℓ2−1
)2
,
L
(2)
k1,ℓ1,k2,ℓ2
:=
∑
(i,j)∈Tk1∧k2−1,ℓ1∧ℓ2−1
(
P
(
S
(α)
k1+ℓ1−1−i−j = k1 − i
)− P(S(α)k1+ℓ1−1−i−j = k1 − 1− i))2 (3.3)
×
(
P
(
S
(α)
k2+ℓ2−1−i−j = k2 − i
)− P(S(α)k2+ℓ2−1−i−j = k2 − 1− i))2
≤
∑
(i,j)∈Tk1∧k2−1,ℓ1∧ℓ2−1
(
P
(
S
(α)
k1+ℓ1−1−i−j = k1 − i
)2
+ P
(
S
(α)
k1+ℓ1−1−i−j = k1 − 1− i
)2)
×
(
P
(
S
(1−α)
k2+ℓ2−1−i−j = ℓ2 − 1− j
)2
+ P
(
S
(1−α)
k2+ℓ2−1−i−j = ℓ2 − j
)2)
.
Obviously,
n−4
∑
(k1,ℓ1)∈Tn
∑
(k2,ℓ2)∈Tn
L
(1)
k1,ℓ1,k2,ℓ2
=
∫∫
T
∫∫
T
(√
nCov
(
Z
(n)
0,1 (s1, t1)− Z(n)1,0 (s1, t1), Z(n)0,1 (s2, t2)− Z(n)1,0 (s2, t2)
))2
ds1 dt1 ds2 dt2,
where due to Propositions 2.2, 2.3 and dominated convergence theorem the right hand side
converges to 0 as n→∞.
Further, the second inequality of (2.2) implies
L
(2)
k1,ℓ1,k2,ℓ2
≤
∑
(i,j)∈Tk1∧k2−1,ℓ1∧ℓ2−1
D4α,α
(k1 + ℓ1 − 1− i− j)2(k2 + ℓ2 − 1− i− j)2
≤
k1∧k2+ℓ1∧ℓ2−2∑
m=1
D4α,α(k1 ∧ k2 + ℓ1 ∧ ℓ2 − 1−m)
(k1 + ℓ1 − 1−m)2(k2 + ℓ2 − 1−m)2
≤
k1∧k2+ℓ1∧ℓ2−2∑
m=1
D4α,α
(k1 ∧ k2 + ℓ1 ∧ ℓ2 − 1−m)3 <
k1∧k2+ℓ1∧ℓ2−2∑
m=1
D4α,α
m2
<
π2D4α,α
6
<∞,
so
n−4
∑
(k1,ℓ1)∈Tn
∑
(k2,ℓ2)∈Tn
L
(2)
k1,ℓ1,k2,ℓ2
=
∫∫
T
∫∫
T
L
(2)
[ns1],[nt1],[ns2],[nt2]
ds1 dt1 ds2 dt2 ≤
2π2D4α,α
3
.
Finally, e.g.∑
(i,j)∈T[ns1]∧[ns2]−1,[nt1]∧[nt2]−1
P
(
S
(α)
[ns1]+[nt1]−1−i−j = [ns1]− i
)2
P
(
S
(1−α)
[ns2]+[nt2]−1−i−j = [nt2]− 1− j
)2
≤ √nCov(Z(n)1,0 (s1, t1)− Z(n)1,0 (s2, t2)),
which by Proposition 2.2 converges to 0 as n → ∞ if (1 − α)(s1 − s2) 6= α(t1 − t2).
Similar results can be derived for the remaining three terms of the right hand side of (3.3),
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so by the dominated convergence theorem
lim
n→∞
n−4
∑
(k1,ℓ1)∈Tn
∑
(k2,ℓ2)∈Tn
L
(2)
k1,ℓ1,k2,ℓ2
= 0, (3.4)
which completes the proof. 
4 Proof of Proposition 1.3
Again, let α, β ∈ (0, 1) with α + β = 1 and denote by d(i)n , i = 1, 2, the components
of dTn . First we show that (dTn)n≥1 is a square integrable two dimensional martingale
with respect to filtration (Fn)n≥1, where Fn denotes the σ–algebra generated by random
variables {εk,ℓ : (k, ℓ) ∈ Tn}.
In order to do this we give a useful decomposition of dTn − dTn−1 , where dT0 := (0, 0)⊤.
By representation (1.12),
d(1)n − d(1)n−1 =
∑
(k,ℓ)∈Tn\Tn−1
εk,ℓ
( ∑
(i,j)∈Tk−1,ℓ
P
(
S
(α)
k+ℓ−1−i−j = k − 1− i
)
εi,j
−
∑
(i,j)∈Tk,ℓ−1
P
(
S
(α)
k+ℓ−1−i−j = k − i
)
εi,j
)
,
d(2)n − d(2)n−1 =
∑
(k,ℓ)∈Tn\Tn−1
εk,ℓ
∑
(i,j)∈Tk,ℓ−1
P
(
S
(α)
k+ℓ−1−i−j = k − i
)
εi,j.
Collecting first the terms containing only εi,j with (i, j) ∈ Tn \ Tn−1, and then the rest,
we obtain decomposition
dTn − dTn−1 = dn,1 +
∑
(k,ℓ)∈Tn\Tn−1
εk,ℓ dn,2,k,ℓ, (4.1)
where dn,1 =
(
δ
(1)
n,1 − δ(2)n,1, δ(2)n,1
)⊤
and dn,2,k,ℓ =
(
δn,2,k−1,ℓ − δn,2,k,ℓ−1, δn,2,k,ℓ−1
)⊤
with
δ
(1)
n,1 :=
∑
(k,ℓ)∈Tn\Tn−1
εk,ℓ
∑
(i,j)∈Tk−1,ℓ\Tn−1
P
(
S
(α)
k+ℓ−1−i−j = k−1−i
)
εi,j =
m∑
k=−n+2
k−1∑
i=−n+1
αk−1−iεk,nεi,n,
δ
(2)
n,1 :=
∑
(k,ℓ)∈Tn\Tn−1
εk,ℓ
∑
(i,j)∈Tk,ℓ−1\Tn−1
P
(
S
(α)
k+ℓ−1−i−j = k−i
)
εi,j =
n∑
ℓ=−n+2
ℓ−1∑
j=−n+1
βℓ−1−jεn,ℓεn,j,
δn,2,k,ℓ :=
∑
(i,j)∈Tk,ℓ∩Tn−1
P
(
S
(α)
k+ℓ−i−j = k − i
)
εi,j.
The components of dn,1 are quadratic forms of the variables {εi,j : (i, j) ∈ Tn \ Tn−1},
hence dn,1 is independent of Fn−1. Besides this the terms δn,2,k,ℓ are linear combinations
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of the variables {εi,j : (i, j) ∈ Tn−1}, thus vectors dn,2,k,ℓ are measurable with respect to
Fn−1. Consequently,
E(dTn − dTn−1 | Fn−1) = E(dn,1) +
∑
(k,ℓ)∈Tn\Tn−1
dn,2,k,ℓ E(εk,ℓ | Fn−1) = 0.
Hence (dTn)n≥1 is a square integrable martingale with respect to the filtration (Fn)n≥1
and obviously the same is valid for (d˜Tn)n≥1.
By the Martingale Central Limit Theorem (Jacod and Shiryaev, 1987), in order to prove
the statement of Proposition 1.3, it suffices to show that the conditional variances of the
martingale differences converge in probability and to verify the conditional Lindeberg condi-
tion. To be precise, the statement is a consequence of the following two propositions, where
1H denotes the indicator function of a set H .
Proposition 4.1
n∑
m=1
E
((
d˜Tm − d˜Tm−1
)(
d˜Tm − d˜Tm−1
)⊤ ∣∣∣Fm−1) P−→ A˜ as n→∞.
Proposition 4.2 For all δ > 0,
n∑
m=1
E
(∥∥d˜Tm − d˜Tm−1∥∥21{‖d˜Tm−d˜Tm−1‖≥δ} ∣∣∣Fm−1) P−→ 0 as n→∞.
Proof of Proposition 4.1. Considering separately the entries of
(
d˜Tm − d˜Tm−1
)(
d˜Tm −
d˜Tm−1
)⊤
one can see that the statement of the proposition is a consequence of
n−2
n∑
m=1
E
((
d(1)m − d(1)m−1
)2 ∣∣∣Fm−1) L2−→ 1
ϕα
, (4.2)
n−5/2
n∑
m=1
E
((
d(2)m − d(2)m−1
)2 ∣∣∣Fm−1) L2−→ 1
ψα
, (4.3)
n−9/4
n∑
m=1
E
((
d(1)m − d(1)m−1
)(
d(2)m − d(2)m−1
) ∣∣∣Fm−1) L2−→ 0 (4.4)
as n→∞. Limits (4.2) and (4.3) have already been proved, see Baran et al. (2007, Section
6, pp. 40-41 and Proposition 4.1). A more detailed proof can be found in Baran et al. (2005,
Propositions 6.1 and 4.1).
Now, let Um := E
(
(d
(1)
m − d(1)m−1)(d(2)m − d(2)m−1)
∣∣Fm−1) and we have
d(1)m − d(1)m−1 =
∑
(k,ℓ)∈Tm\Tm−1
(Xk−1,ℓ −Xk,ℓ−1)εk,ℓ, d(2)m − d(2)m−1 =
∑
(k,ℓ)∈Tm\Tm−1
Xk,ℓ−1εk,ℓ.
12
Representation (1.12) and independence of the error terms εi,j imply
E
((
d(1)m − d(1)m−1
)(
d(2)m − d(2)m−1
))
=
∑
(k,ℓ)∈Tm\Tm−1
E
(
(Xk−1,ℓ −Xk,ℓ−1)Xk,ℓ−1
)
E
(
ε2k,ℓ
)
=
∑
(k,ℓ)∈Tm\Tm−1
E
(
(Xk−1,ℓ −Xk,ℓ−1)Xk,ℓ−1
)
= E(Sm,2)− E(Sm−1,2),
so using the second statement of (3.1) we obtain
n−9/4
n∑
m=1
E(Um) = n
−9/4
E(Sn,2)→ 0 as n→∞.
Further, decomposition (4.1), independence of δ
(1)
m,1, δ
(2)
m,1 and
{
εk,ℓ, (k, ℓ) ∈ Tm \Tm−1
}
from Fm−1, and measurability of δm,2,k,ℓ with respect to Fm−1 imply
Um = E
((
δ
(1)
m,1 − δ(2)m,1
)
δ
(2)
m,1
)
+
∑
(k,ℓ)∈Tm\Tm−1
(
δm,2,k−1,ℓ − δm,2,k,ℓ−1
)
δm,2,k,ℓ−1.
In this way, to complete the proof of (4.4) one has to show
n−9/2Var
( n∑
m=1
Um
)
= n−9/2Var
( n∑
m=1
∑
(k,ℓ)∈Tm\Tm−1
(δm,2,k−1,ℓ − δm,2,k,ℓ−1)δm,2,k,ℓ−1
)
→0 (4.5)
as n→∞.
Now, consider
Var
( n∑
m=1
∑
(k,ℓ)∈Tm\Tm−1
(δm,2,k−1,ℓ − δm,2,k,ℓ−1)δm,2,k,ℓ−1
)
=
n∑
m1=1
∑
(k1,ℓ1)∈Tm1\Tm1−1
n∑
m2=1
∑
(k2,ℓ2)∈Tm2\Tm2−1
Gm1,m2,k1,ℓ1,k2,ℓ2 (4.6)
=
n∑
m1=1
n∑
m2=1
( m1∑
k1=−m1+1
m2∑
k2=−m2+1
Gm1,m2,k1,m1,k2,m2 +
m1∑
k1=−m1+1
m2−1∑
ℓ2=−m2+1
Gm1,m2,k1,m1,m2,ℓ2
+
m1−1∑
ℓ1=−m1+1
m2∑
k2=−m2+1
Gm1,m2,m1,ℓ1,k2,m2 +
m1−1∑
ℓ1=−m1+1
m2−1∑
ℓ2=−m2+1
Gm1,m2,m1,ℓ1,m2,ℓ2
)
,
where
Gm1,m2,k1,ℓ1,k2,ℓ2
:= Cov
(
(δm1,2,k1−1,ℓ1 − δm1,2,k1,ℓ1−1)δm1,2,k1,ℓ1−1, (δm2,2,k2−1,ℓ2 − δm2,2,k2,ℓ2−1)δm2,2,k2,ℓ2−1
)
.
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By representation (1.12) of Xk,ℓ and definition of δm,2,k,ℓ we have
δm,2,k−1,m = Xk−1,m −
k−1∑
i=−m+2
αk−1−iεi,m, −m+ 2 ≤ k ≤ m,
δm,2,k,m−1 = Xk,m−1, −m+ 1 ≤ k ≤ m,
δm,2,m,ℓ−1 = Xm,ℓ−1 −
ℓ−1∑
j=−m+2
(1− α)ℓ−1−jεm,j, −m+ 2 ≤ ℓ ≤ m− 1,
δm,2,m−1,ℓ = Xm−1,ℓ, −m+ 1 ≤ ℓ ≤ m− 1.
Hence, e.g.
m1∑
k1=−m1+1
m2∑
k2=−m2+1
Gm1,m2,k1,m1,k2,m2
=
m1∑
k1=−m1+1
m2∑
k2=−m2+1
Cov
((
Xk1−1,m1 −Xk1,m1−1 −
k1−1∑
i1=−m1+2
αk1−1−i1εi1,m1
)
Xk1,m1−1,
(
Xk2−1,m2 −Xk2,m2−1 −
k2−1∑
i2=−m2+2
αk2−1−i2εi2,m2
)
Xk2,m2−1
)
=
m1∑
k1=−m1+1
m2∑
k2=−m2+1
G
(1)
k1,m1,k2,m2
−G(2)k1,m1,k2,m2 −G
(2)
k2,m2,k1,m1
+G
(3)
k1,m1,k2,m2
,
where
G
(1)
k1,m1,k2,m2
:= Cov
(
(Xk1−1,m1 −Xk1,m1−1)Xk1,m1−1, (Xk2−1,m2 −Xk2,m2−1)Xk2,m2−1
)
,
G
(2)
k1,m1,k2,m2
:= Cov
(
(Xk1−1,m1 −Xk1,m1−1)Xk1,m1−1, Xk2,m2−1
k2−1∑
i=−m2+2
αk2−1−iεi,m2
)
,
G
(3)
k1,m1,k2,m2
:= Cov
(
Xk1,m1−1
k1−1∑
i1=−m1+2
αk1−1−i1εi1,m1, Xk2,m2−1
k2−1∑
i2=−m2+2
αk2−1−i2εi2,m2
)
.
Thus, Lemma 2.4, representation (1.12) and independence of the error terms εi,j imply
G
(2)
k1,m1,k2,m2
=Cov
(
Xk1−1,m1 −Xk1,m1−1, Xk2,m2−1
)
Cov
(
Xk1,m1−1,
k2−1∑
i=−m2+2
αk2−1−iεi,m2
)
+ Cov
(
Xk1,m1−1, Xk2,m2−1
)
Cov
(
Xk1−1,m1 −Xk1,m1−1,
k2−1∑
i=−m2+2
αk2−1−iεi,m2
)
,
G
(3)
k1,m1,k2,m2
=Cov
(
Xk1,m1−1, Xk2,m2−1
)
Cov
( k1−1∑
i1=−m1+2
αk1−1−i1εi1,m1 ,
k2−1∑
i2=−m2+2
αk2−1−i2εi2,m2
)
+ Cov
(
Xk1,m1−1,
k2−1∑
i2=−m2+2
αk2−1−i2εi2,m2
)
Cov
(
Xk2,m2−1,
k1−1∑
i1=−m1+2
αk1−1−i1εi1,m1
)
.
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Moreover, using again the independence of the error terms εi,j one can easily see that
G
(2)
k1,m1,k2,m2
= 0 if m2 > m1 and G
(3)
k1,m1,k2,m2
= 0 if m2 6= m1. In this way
n∑
m1=1
n∑
m2=1
m1∑
k1=−m1+1
m2∑
k2=−m2+1
G
(3)
k1,m1,k2,m2
(4.7)
=
n∑
m=1
m∑
k1=−m+1
m∑
k2=−m+1
Cov
(
Xk1,m−1, Xk2,m−1
)
α|k1−k2|
m+k1∧k2−3∑
i=0
α2i
≤ Cα
1− α2
n∑
m=1
2m−1∑
k1=0
2m−1∑
k2=0
(k1 + k2)
1/2 ≤ 3Cα
1− α2 (n+ 1)
7/2,
where the first inequality is a consequence of Lemma 2.1 and the empty sum is defined to
be zero.
Further, let
B
(1)
k1,m1,k2,m2
:=Cov
(
Xk1,m1−1,
k2−1∑
i=−m2+2
αk2−1−iεi,m2
)
,
B
(2)
k1,m1,k2,m2
:=Cov
(
Xk1−1,m1 −Xk1,m1−1,
k2−1∑
i=−m2+2
αk2−1−iεi,m2
)
.
Assuming m2 < m1, with the help of representation (1.13) we obtain
B
(1)
k1,m1,k2,m2
=
k1∧k2−1∑
i=−m2+2
P
(
S
(α)
k1+m1−m2−1−i = k1 − i
)
αk2−1−i + αk2−k1−1(1− α)m1−m2−11{k1≤k2−1},
B
(2)
k1,m1,k2,m2
=
k1∧k2−1∑
i=−m2+2
(
P
(
S
(α)
k1+m1−m2−1−i = k1 − 1− i
)− P(S(α)k1+m1−m2−1−i = k1 − i))αk2−1−i
− αk2−k1−1(1− α)m1−m2−11{k1≤k2−1}
for k1 +m1 ≥ 3, otherwise the above quantities are equal to zero. Hence, using (2.2) one
can easily show that for k1 ≤ k2 − 1
∣∣B(1)k1,m1,k2,m2∣∣ ≤αk2−k1−1(1− α)m1−m2−1 + αk2−k1 k1−1∑
i=−m2+2
Dα,α
(k1 +m1 −m2 − 1− i)1/2
≤Hααk2−k1(k1 +m1)1/2,∣∣B(2)k1,m1,k2,m2∣∣ ≤αk2−k1−1(1− α)m1−m2−1 + αk2−k1 k1−1∑
i=−m2+2
Dα,α
k1 +m1 −m2 − 1− i
≤Hααk2−k1 log(k1 +m1)
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with some constant Hα > 0, while for k1 > k2 − 1 we have
∣∣B(1)k1,m1,k2,m2∣∣ ≤ Dα,α(k1 − k2 +m1 −m2)1/2
k2−1∑
i=−m2+2
αk2−1−i ≤ Hα
(k1 − k2 +m1 −m2)1/2 ,∣∣B(2)k1,m1,k2,m2∣∣ ≤ Dα,αk1 − k2 +m1 −m2
k2−1∑
i=−m2+2
αk2−1−i ≤ Hα
k1 − k2 +m1 −m2 .
Obviously, if m1 = m2 then
B
(1)
k1,m1,k2,m2
= 0 and B
(2)
k1,m1,k2,m2
=
k1∧k2−1∑
i=−m1+2
P
(
S
(α)
k1−1−i = k1 − 1− i
)
αk2−1−i ≤ α
|k1−k2|
1− α2 .
In this way, by Lemma 2.1 and Proposition 2.3,
n∑
m1=1
n∑
m2=1
m1∑
k1=−m1+1
m2∑
k2=−m2+1
∣∣G(2)k1,m1,k2,m2∣∣ ≤ Cα1−α2
n∑
m=1
m∑
k1=−m+3
m∑
k2=−m+3
(k1+k2+2m)
1/2α|k1−k2|
+Hα
n∑
m1=2
m1−1∑
m2=1
m2∑
k2=−m2+1
k2−1∑
k1=−m1+3
αk2−k1(k2+m1)1/2
(
Kα + 2Cα log(k2+m1)
)
(4.8)
+Hα
n∑
m1=2
m1−1∑
m2=1
m1∑
k1=−m1+3
k1∑
k2=−m2+1
(
Kα
(k1−k2+m1−m2)1/2 +
Cα(k1+k2+m1+m2)
1/2
k1−k2+m1−m2
)
≤ 8Cα
(1− α)(1−α2)
n∑
m=1
m3/2 +
Hα
1− α
n∑
m=2
m∑
k=−m+1
m(k +m)1/2
(
Kα + 2Cα log(k +m)
)
+ 2Hα
n∑
m=2
m∑
k=−m+3
m(k +m)1/2
(
Kα + 2Cα log(k +m)
)
≤ Qα(n + 1)7/2 log(n+ 1)
with some constant Qα > 0. Inequalities (4.7) and (4.8) imply
n∑
m1=1
n∑
m2=1
m1∑
k1=−m1+1
m2∑
k2=−m2+1
Gm1,m2,k1,m1,k2,m2
=
n∑
m1=1
n∑
m2=1
m1∑
k1=−m1+1
m2∑
k2=−m2+1
G
(1)
k1,m1,k2,m2
+O(n7/2 log(n)),
and the same can be proved for the remaining three terms of (4.6). Hence
Var
( n∑
m=1
Um
)
=
n∑
m1=1
∑
(k1,ℓ1)∈Tm1\Tm1−1
n∑
m2=1
∑
(k2,ℓ2)∈Tm2\Tm2−1
G
(1)
k1,ℓ1,k2,ℓ2
(4.9)
=
∑
(k1,ℓ1)∈Tn
∑
(k2,ℓ2)∈Tn
G
(1)
k1,ℓ1,k2,ℓ2
+Rn,
and Rn = O
(
n7/2 log(n)
)
. Further, Lemma (2.4) implies
G
(1)
k1,ℓ1,k2,ℓ2
= L(1)k1,ℓ1,k2,ℓ2 + L
(2)
k1,ℓ1,k2,ℓ2
,
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where
L(1)k1,m1,k2,m2 :=Cov
(
Xk1−1,m1 −Xk1,m1−1, Xk2−1,m2 −Xk2,m2−1
)
Cov
(
Xk1,m1−1, Xk2,m2−1
)
+ Cov
(
Xk1−1,m1 −Xk1,m1−1, Xk2,m2−1
)
Cov
(
Xk2−1,m2 −Xk2,m2−1, Xk1,m1−1
)
,
and using the same ideas as in the proof of (3.4) on can show
lim
n→∞
n−9/2
∑
(k1,ℓ1)∈Tn
∑
(k2,ℓ2)∈Tn
L(2)k1,ℓ1,k2,ℓ2 = 0. (4.10)
Finally,
n−9/2
∑
(k1,ℓ1)∈Tn
∑
(k2,ℓ2)∈Tn
L(1)k1,ℓ1,k2,ℓ2
=
∫∫
T
∫∫
T
(√
nCov
(
Z
(n)
0,1 (s1, t1)− Z(n)1,0 (s1, t1), Z(n)0,1 (s2, t2)− Z(n)1,0 (s2, t2)
)
(4.11)
× Cov(Z(n)1,0 (s1, t1), Z(n)1,0 (s2, t2))+ Cov(Z(n)0,1 (s1, t1)− Z(n)1,0 (s1, t1), Z(n)1,0 (s2, t2))
×√nCov(Z(n)0,1 (s2, t2)− Z(n)1,0 (s2, t2), Z(n)1,0 (s1, t1)))ds1 dt1 ds2 dt2.
With the help of Lemma 2.1 and Proposition 2.3 one can easily show that the integrand
on the right hand side of (4.11) can be dominated by Kα
(
Cα
√
s1 + t1 + s2 + t2 + 1 +Kα
)
,
which has a finite integral on T ×T . Hence, by Proposition 2.2 and dominated convergence
theorem
lim
n→∞
n−9/2
∑
(k1,ℓ1)∈Tn
∑
(k2,ℓ2)∈Tn
L(1)k1,ℓ1,k2,ℓ2 = 0,
which together with (4.9) and (4.10) implies (4.5). 
Proof of Proposition 4.2. We have
1{‖d˜Tm−d˜Tm−1‖≥δ} ≤ δ
−2‖d˜Tm − d˜Tm−1‖2,
hence to prove the proposition it suffices to show
n∑
m=1
E
(∥∥d˜Tm − d˜Tm−1∥∥4 ∣∣∣Fm−1) P−→ 0 as n→∞,
which is a direct consequence of
n−4
n∑
m=1
E
(∣∣d(1)m − d(1)m−1∣∣4 ∣∣∣Fm−1) P−→0 and n−5 n∑
m=1
E
(∣∣d(2)m − d(2)m−1∣∣4 ∣∣∣Fm−1) P−→0.
However, these statements have already been proved, see Baran et al. (2005, Section 6, pp.
47-48) and Baran et al. (2005, Section 4, pp. 31-32), respectively. 
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