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Abstract
We construct new families of conformally invariant differential oper-
ators acting on densities. We introduce a simple, direct approach which
shows that all such operators arise via this construction when the degree is
bounded by the dimension. The method relies on a study of well-known
transformation laws and on Weyl’s theory regarding identities holding
“formally” vs. “by substitution”. We also illustrate how this new method
can strengthen existing results in the parabolic invariant theory for con-
formal geometries.
1 Introduction
This paper presents a construction of new families of conformally invariant dif-
ferential operators acting on densities and partially shows that all such invariant
operators arise via this construction. This project thus fits into the program of
identifying invariants of parabolic geometries, a problem on which there is a rich
literature and for which an invariant theory has been developed (see [8], [6],[16],
[17] and references therein). In this paper we restrict attention to conformal
geometry (and not CR or projective geometry).
The broad challenge of constructing local objects (scalars, tensors, differen-
tial operators etc) which exhibit a form of invariance under conformal changes of
the underlying metric has been pursued for some time, partly in connection with
questions in general relativity, see [23], [22], [21]. A number of closely related
techniques for constructing such objects have been developed, e.g. the works of
T.Y. Thomas [24], the Cartan conformal connection (see [20]), the Fefferman-
Graham ambient metric [11], and the tractor calculus [5]. Our construction uses
the ambient metric.
The method we employ for the construction of the new operators is the
standard method with which one obtains conformally invariant scalar quantities
using the ambient metric: Very roughly, the ambient metric provides a way to
embed an entire conformal class (M, [g]) (and also a conformal density defined
over it) into an ambient pseudo-Riemannian manifold, so that any intrinsic
scalar object one constructs in the ambient manifold will automatically be a
conformal invariant of the original conformal class (M, [g]). Now, once one
constructs conformally invariant objects (differential operators in this case), it
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is a natural question to ask whether one has found all such objects which exhibit
the required invariance. This can be thought of as a completeness question.
Our proof that all operators with the required conformal invariance arise
via our construction (theorems 1, 2, 3) is direct and in a sense elementary. It
presupposes no knowledge of representation theory–in particular no prior knowl-
edge of [8], [6] is needed. Essentially, our proof relies on a careful study of the
transformation laws under conformal re-scaling of the objects under considera-
tion and the classical formalism of Weyl [25]. Our method has one limitation: It
can only be applied if the degree d (see Definition 6) is less than or equal to the
dimension n. For completeness, we also illustrate how the invariant theory de-
veloped in [6] can be applied to settle the case where the degree is greater than
the dimension, provided n is odd and the densities satisfy certain additional
restrictions (see theorem 4 below).
It is worth noting that a forthcoming paper by Hirachi (see [18]) develops an
analogous direct argument to construct and prove completeness for CR-invariant
operators, with applications to the asymptotic expansion of the Szego¨ kernel of
strictly pseudo-convex domains. It is also interesting to note that our approach
is in some sense analogous to the “direct method” that was used in Proposition
3.2 in [6] for the case of invariants of densities with degree bounded by the di-
mension. The authors in [6] used this method in the case of invariants involving
only densities, not curvature tensors (the latter case is more subtle due to the
algebraic complexity of the curvature and its covariant derivatives).
Outline of the paper: In section 2 we give a rigorous definition of conformal
invariance for differential operators in curved space, and we recall the earlier
known examples of such operators. In section 4 we recall the Fefferman-Graham
ambient metric construction and explain in detail the sense in which this is a
conformally invariant construction. We then construct the new operators and
discuss some of their features (they arise in families and most of them vanish in
flat space). In section 5 we state the completeness results, which we then prove
in sections 6 and 7. In section 6 we first give a one-page synopsis of the argu-
ment, and then explain how the proof is naturally divided into three steps; we
prove the first two (which are shorter) in the rest of section 6 and the lengthier
one in section 7. Finally, in section 8 we present a straightforward adaptation
of the methods in [6] to prove a completeness result in the case where the de-
gree is higher than the dimension (in which case our new approach does not go
through).
History of the problem and strengthening of existing results: The first pio-
neering construction of conformally invariant scalars (depending only on curva-
ture terms) was carried out in [11], where Fefferman and Graham posed the geo-
metric problem whether all invariants arose via their construction. The natural
notion of conformal invariance for general curved structures is the one discussed
in Definition 4 below. We will be using this notion of invariance throughout our
paper.
The papers [8], [6] sought to address the problem posed in [11]. The paper [6]
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of Bailey, Eastwood and Graham was the first to attack the geometric problem
where (subject to certain restrictions in even dimensions) the authors proved
completeness for conformal invariants which locally depend on the curvature
and its derivatives. In [8] and also in [6] the authors also discuss the problem
of determining all conformal invariants that depend on the derivatives of a
single function (and these are called conformal invariants of densities). This
latter question is studied as an interesting model problem, which does not apply
directly to the geometric problem, see [13].
Now, the problem that we address in this paper is to construct and prove
completeness for invariant differential operators (which locally depend on both
curvature terms and derivatives of a function). Nonetheless, our approach to
this problem succeeds in settling some cases that [8] and [6] left open:
In even dimensions, the authors in [6] solve the completeness problem for
conformally invariant scalars provided the degree is strictly less than n (n being
the dimension). Our method also captures the case where the degree is n.
Regarding conformal invariants of densities, the authors in [8] and [6] con-
sider the problem in the setting of Euclidean space, where they require invariance
of the local objects under the action of the conformal group. This is different
from our setting, where we consider objects defined on all curved structures
and the notion of conformal invariance we require is the one of definition 4.
Nonetheless, in the setting of Riemannian operators which are conformally in-
variant in the sense of definition 4 (which is a stronger requirement than the
invariance under the conformal group imposed in [8]), we can strengthen some
of the results in [8], [6] regarding invariants of densities. See the discussion in
section 5.
Applications: Fefferman and Hirachi [12] have proven that each new operator
Pg governs the transformation law (under conformal re-scalings) of a certain
scalar QPg which depends on both the Weyl and the Ricci curvatures. Thus,
the study of these new scalars can be seen as the study of the interplay between
the Weyl and Ricci curvatures in a conformal class.
2 Formulation of the problem.
Our goal here is to explicitly construct all the intrinsic differential operators
Lg(f), defined on smooth Riemannian manifolds (M, g) of a fixed dimension
n, that remain invariant under conformal re-scalings of the metric g. We first
define intrinsic operators1.
Definition 1 An intrinsic differential operator L(M,g) acting on scalar func-
tions f ∈ C∞(M) is a differential operator associated to each Riemannian
manifold (M, g) with the following properties:
1Our notion of intrinsicness in definition 1 requires the symbol of the operator to remain
invariant under both orientation-preserving and orientation-reversing isometries, Thus, we are
actually restricting attention to even invariants, in the language of [6]
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1. There is a fixed polynomial expression P in the variables
∂agij
∂x
k1
1
...∂x
kn
n
, (detgij)
−1
and ∂
bf
∂x
l1
1
...∂x
ln
n
so that for any Riemannian manifold (M, g) of dimension
n and any f ∈ C∞(M) we have in local coordinates the formula
L(M,g)f = P (
∂agij
∂xk11 . . . ∂x
kn
n
, (detgij)
−1,
∂bf
∂xl11 . . . ∂x
ln
n
)
2. For any two Riemannian manifolds (M, g), (M ′, g′), isometric via the map
φ : M → M ′, and any f ∈ C∞(M), we have that: L(M ′,g′)
(
φ∗f
)
=
φ∗(L(M,g)f).
It is a classical result of Weyl [25] (see also [9]) that any intrinsic (also called
Riemannian) differential operator can be written as a linear combination of
complete contractions involving intrinsic “building blocks”:
Let R stand for the curvature tensor of the metric g (we are suppressing the
lower indices of the curvature tensor). Let ∇ stand for the Levi-Civita connec-
tion of g. Weyl’s theory then ensures that for every intrinsic operator Lg(f),
there exists a fixed linear combination
∑V
x=1 axC
x
g (f) of complete contractions
in the form:
contr(∇(m1)a1...am1Rijkl⊗· · ·⊗∇
(ms)
b1...bms
Ri′j′k′l′ ⊗∇
(p1)
h1...hp1
f ⊗· · ·⊗∇(pq)z1...zpq f) (1)
(the contractions of indices are being taken with respect to the metric g) so that
for every Riemannian manifold (M, g) and every f ∈ C∞(M):
Lg(f) =
V∑
x=1
axC
x
g (f) (2)
In order to define conformally invariant differential operators, we also need a
notion of weight for the operators in the form (2): For any complete contraction
in the form (1), we define its weight K to be the number K = −
∑s
k=1(mk +
2) −
∑q
k=1 pk. Observe that complete contractions Cg(f) with weight K have
the property that for every t ∈ R they must satisfy Ct2g(f) = t
KCg(f).
Definition 2 An intrinsic operator Lg(f) that can be written as a linear com-
bination Lg(f) =
∑V
x=1 axC
x
g (f) of complete contractions in the form (1) with
weight −K will be called an intrinsic operator of weight −K.
Now, recall that two metrics g, g′ defined over a manifoldM are conformally
equivalent if there exists a function φ ∈ C∞(M) so that g = e2φg′. Now given
any metric g defined over a manifold M , the set of metrics g′ that are confor-
mally equivalent to g define an equivalence class, which we denote by [g].
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A natural question is then to determine which Riemannian differential op-
erators Lg(f) exhibit invariance properties under conformal transformations of
the metric g. In the setting of differential operators, the natural generalization
of the function space C∞(M) is the bundle E[w] of conformal densities of a
given weight w ∈ R.
Definition 3 Given any conformal class (M, [g]) we define a w-density fw (of
weight w) to be a function
fw :M × [g] −→ R
so that for any pair g1, g2 ∈ [g] with g2 = e
2φg1 we have that:
fw(x, g2) = e
w·φf(x, g1)
We denote the bundle of densities of weight w by E[w]. (Note that sometimes
E[w] also denotes the space of sections of this bundle).
Definition 4 An intrinsic differential operator Lg(f) will be called conformally
invariant of bi-degree (a, b) if for every Ω > 0, Ω ∈ C∞(Mn) we have:
LΩ2g
(
Ωaf
)
= ΩbLg(f).
In more formal language, we can say that an intrinsic operator Lg of bi-degree
(a, b) maps E[a] into E[b], in the sense that if fw belongs to the bundle E[a]
then Lg(fw) will be an element of the bundle E[b].
Examples of conformally invariant operators on densities have been known
for some time. The most classical example is the conformal Laplacian:
∆cg : E[−
n
2
+ 1]→ E[−
n
2
− 1].
which in dimension n is given by the formula:
∆cg = [∆g +
n− 2
2(n− 1)
Sg]
where ∆g is the Laplace-Beltrami operator and Sg is the scalar curvature.
In 1984 Paneitz showed that for n = 4 one can add lower order terms to
∆2g and make it conformally invariant of bi-degree (0,−4). Branson [7] later
generalized this result to arbitrary dimensions n ≥ 4. He showed that the
following operator is conformally invariant of bi-degree (−n2 + 2,−
n
2 − 2).
Pn4 ψ = ∆
2
gψ − div(anSggdψ + bnRicgdψ) +
n− 4
2
Qngψ (3)
where an =
(n−2)2+4
2(n−1)(n−2) and bn = −
4
n−2 and also Q
n
g = −
1
2(n−1)∆gSg +
n3−4n2+16n−16
8(n−1)2(n−2)2 S
2
g −
2
(n−2)2 |Ricg|
2. Here Ricg is the Ricci curvature.
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Finally, the authors in [14] proved that in odd dimensions, one can add lower
order terms to the kth power of the Laplacian, ∆k, to obtain a conformally in-
variant operator Pn2k of bi-degree (−
n
2 + k,−
n
2 − k). P
n
2 is then ∆
c and Pn4 is
the Paneitz operator. For even dimensions, the same construction goes through
provided k ≤ n2 (see also [17] for a non-existence theorem which shows that this
result is sharp). These operators are now called the GJMS operators.
It is known (see [19]) that in conformally flat space, the powers of the Lapla-
cian are the only nontrivial linear conformally invariant operators. In section 4
we provide a general construction of conformally invariant operators in general
curved spaces, and in sections 6 and 7 we show that under certain restrictions,
all invariant operators arise via our construction.
3 Notational Conventions
Z+ will stand for the set of strictly positive integers. Throughout this paper n
will stand for the (fixed) dimension in which we are considering our operators,
and g will stand for a metric tensor of an n-dimensional manifold M . When we
wish to consider operators for dimensions N 6= n, we will be explicitly writing
out gN . Note: We will be assuming that n ≥ 3 throughout the paper. The
case n = 3 is slightly different from the other cases. We will be adding special
footnotes regarding the case n = 3 whenever necessary.
Throughout this paper, we will be writing out linear combinations of com-
plete contractions; it will be useful to impose certain conventions regarding the
form of the factors in these complete contractions.
First, when we write ∇(m), then m will stand for the number of differen-
tiations. If we write ∇a, then a will be a raised index. Furthermore, we will
usually be writing ∇(m)R for the mth covariant derivative of the curvature ten-
sor without writing out the indices of this tensor (i.e. we will not be writing out
∇
(m)
r1...rmRijkl). However, we impose the restriction that when a factor∇
(m)Rijkl
appears in a complete contraction, then the indices i, j , k, l are not contracting
against each other.
Furthermore, for any linear combination in the form
∑
h∈H ahC
h
g (f) and
any subset H ′ ⊂ H , we will call
∑
h∈H′ ahC
h
g (f) a sublinear combination of∑
h∈H ahC
h
g (f).
Now, an important note regarding the notion of identities “holding”: The
operators Lg(f) that we will be considering will be functions of a metric g
and a function f . They will be written out as linear combinations of complete
contractions. Now, when we write
∑
h∈H ahC
h
g (f) =
∑
p∈P apC
p
g (f), we will
mean that for any manifoldM , any metric g, any f ∈ C∞(M) and any x0 ∈M ,
the two sides of this equation have the same values at x0. Thus, throughout
this paper, when we prove that a sublinear combination
∑
h∈H′ ahC
h
g (f) in
Lg(f) =
∑
h∈H ahC
h
g (f) is equal to some expression
∑
t∈T atC
t
g(f), we will be
free to replace the sublinear combination
∑
h∈H′ ahC
h
g (f) in Lg(f) by the linear
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combination
∑
t∈T atC
t
g(f).
4 The construction of the new operators.
The only piece of background needed for the construction of the operators is
the ambient metric, introduced by Fefferman and Graham in [11]. The ambient
metric is a formal construction that invariantly associates to each conformal
class (M, [g]) an (n+2)-dimensional pseudo-Riemannian manifold (G˜, g˜) (more
precisely, a jet of an (n+ 2)-metric g˜). It was this tool that was used, albeit in
a different manner, in [14] to construct the conformally invariant powers of the
Laplacian.
4.1 The Fefferman-Graham ambient metric.
All the material presented in this subsection comes from [11] and [12]. Let
(M, [g]) be a conformal class and g a representative of this class.
Define G = R+ × M . Any coordinate patch U ⊂ M (with coordinates
x1, . . . xn) defines a coordinate patch R+×U in G (with coordinates t, x1, . . . xn).
Define a symmetric (0, 2)-tensor gn+1 on G via the formula:
n∑
i,j=0
gn+1ij (t, x)dx
idxj = t2
n∑
i,j=1
gij(x)dx
idxj
(hence, the t-direction is null). Now let G˜ = G×(−1, 1), where G˜ has coordinates
{t, x1, . . . , xn, ρ} and also G = {ρ = 0}. Fefferman and Graham have proven
that if the dimension n is odd then there exists a metric g˜ij (any value k, 1 ≤
k ≤ n of the indices i, j corresponds to the vector ∂
∂xk
and the values 0 and
n+ 1 correspond to the vectors ∂
∂t
, ∂
∂ρ
) on G˜ with the following properties:
1. g˜(t, x, 0)|TG = g
n+1(t, x)|TG.
2. For 1 ≤ i, j ≤ n, g˜ij(t, x, ρ) = t
2g˜ij(1, x, ρ).
3. Off of the hypersurface {ρ = 0}, we have Ric(g˜)(t, x, ρ) = 0 +O(ρ∞).
Furthermore, there exists a coordinate system {t, x, ρ} on G˜ for which the
metric g˜ij(t, x, ρ) can be written in a special form: Denoting dx
0 = dt and
dxn+1 = dρ, we have:
n+1∑
i,j=0
g˜ijdx
idxj = t2
n∑
i,j=1
gij(x, ρ)dx
idxj + 2tdtdρ+ 2ρdt2 (4)
For each ambient metric construction, where we start off with (M, g) and
perform the above construction, we will call this coordinate system (t, x, ρ) the
special coordinate system that corresponds to (M, g).
7
Fefferman and Graham have then shown in [11] that for n odd, the Taylor
expansion of the metric g˜ off of the hypersurface {ρ = 0} is uniquely determined
by the above requirements. Thus, for a given metric g ∈ [g], two different ambient
metric constructions differ by terms inO(ρ∞). Moreover, the ambient metric is a
conformally invariant construction, in the following sense: Let g1, g2 ∈ [g], where
g1 = e
2φg2. Let (G˜1, g˜1), (G˜1, g˜2) be ambient metric constructions for g1, g2.
We denote by (t, x1, . . . xn, ρ) the special coordinate system that corresponds to
g˜1 and by (t
′, x1, . . . xn, ρ′) the special coordinate system that corresponds to
g˜1. Then there exists a map Φ : G˜2 → G˜1 so that:
1. Φ(1, x1, . . . , xn, 0) = (eφ(x
1,...,xn), x1, . . . xn, 0) and Φ maps the set {ρ′ = 0}
onto the set {ρ = 0}.
2. Φ respects the homogeneity of G˜1 and G˜2, in the sense that if Φ(t
′, x, ρ′) =
(t, x, ρ) then Φ(λ · t′, x, ρ′) = (λ · t, x, ρ).
3.
(
Φ∗g˜1
)
= g˜2 + O(ρ
∞) (so the ambient metric constructions for g1, g2 are
isometric mod O(ρ∞)).
When n is even the ambient metric construction can only be carried out to
finite order. With the notational conventions introduced above, Fefferman and
Graham have shown that there exists a metric g˜ on G˜ so that:
1. g˜(t, x, 0)|TG = gn+1(t, x)|TG.
2. For 1 ≤ i, j ≤ n, g˜ij(t, x, ρ) = t2g˜ij(1, x, ρ).
3. Off of the hypersurface Gn+1 = {ρ = 0}, we have that: Ric(g˜)(t, x, ρ) =
0 + O(ρ
n−4
2 ), while components of Ric(g˜)(t, x, ρ) that are tangential to
Gn+1 vanish to order n−22 .
Furthermore, there exists a coordinate system {t, x, ρ} on G˜ for which the metric
g˜ij(t, x, ρ) can be written in a special form: Denoting dx
0 = dt and dxn+1 = dρ,
we have:
n+1∑
i,j=0
g˜ijdx
idxj = t2
n∑
i,j=1
gij(x, ρ)dx
idxj + 2tdtdρ+ 2ρdt2 +O(ρ
n
2 ) (5)
Fefferman and Graham have then shown in [11] that for n even, the Taylor
expansion of the metric g˜n+2 off of the hypersurface ρ = 0 is uniquely determined
by the above requirements up to order n2 . Thus, for a given metric g ∈ [g], two
different ambient metric constructions differ by terms in O(ρ
n
2 ).
We also note that if we denote by R˜ijkl the ambient curvature tensor and
by ∇˜ the Levi-Civita connection of the metric g˜, then R˜ijkl is related to the
curvature tensor Rijkl of the underlying manifold (M, g) in a simple way:
Recall the Schouten and Weyl tensors:
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Pij =
1
n− 2
[Ricij −
S
2(n− 1)
gij ] (6)
Wijkl = Rijkl − [Pjkgil + Pilgjk − Pikgjl − Pjlgik] (7)
Fefferman and Graham, [11], have shown that at each point (t, x) ofGn+1, we
have that for the vectors X0, X1 . . . Xn, X∞ that correspond to the coordinates
t, x1, . . . , xn, ρ:
1. R˜ijk0(t, x, 0) = 0, 0 ≤ i, j, k ≤ n+ 1.
2. R˜ijkl(t, x, 0) = t
2Wijkl(x), 1 ≤ i, j, k, l ≤ n.
3. R˜ijk∞(t, x, 0) = t
2Ckij(x), 1 ≤ i, j, k.
4. R˜∞ij∞(t, x, 0) =
t2
n−4Bij(x), 1 ≤ i, j ≤ n, n 6= 4
where Ckij is the Cotton tensor, Ckij = ∇iPjk − ∇jPik and Bij is the Bach
tensor, Bij = Cijk,
k − P klWkijl .
Moreover, it has been shown in [15] and that the Christoffel symbols Γ˜kij(x˜0)
(with respect to the special coordinate system) are related to the underlying
geometry of (M, g) by simple relations: Let the indices a, b, c take values between
1 and n. Then at each point x˜0 = (1, x0, 0) ∈ G˜, x0 ∈M , we have:
Γ˜abc(x˜0) = Γ
a
bc(x0), Γ˜
∞
ab(x˜0) = gab(x0), Γ˜
0
ab(x˜0) = −Pab(x0) (8)
The rest of the Christoffel symbols can be computed using the formula
∂g˜ij
∂ρ
(1, x, 0) =
2Pij(x), see [15], and the form (4) of the ambient metric at (t, x, 0).
4.2 The construction of the New Operators.
In this subsection we will construct the new operators, and explain some of
their features. It should be noted that the method we use is the standard way
one constructs conformally invariant scalar objects using the ambient metric
(initiated in [11]). We will initially construct the new operators in the odd-
dimensional case when (w + n2 ) /∈ Z+. We will then explain how the method
can be carried over to even dimensions and/or (w + n2 ) ∈ Z+.
We start with any conformal equivalence class (M, [g]) and a density fw(x, g)
of weight w defined over [g]. We pick any fixed metric g from the class [g].
Evaluating the density fw at the metric g defines a scalar function f(x) =
fw(x, g), f ∈ C∞(M).
We perform the ambient metric construction (G˜, g˜) for (M, g). In the am-
bient metric setting, the density fw can be naturally viewed as a homogeneous
function uw(t, x) defined on G ⊂ G˜ by setting:
9
uw(t, x) = t
wf(x) (9)
We then seek to invariantly extend this homogeneous function uw(t, x) to a
function u˜w(t, x, ρ) defined on (G˜, g˜). We do this by requiring the extension u˜w
to be homogeneous and harmonic to infinite order off of {ρ = 0}:
1. For the special coordinate system (t, x, ρ), we require that u˜w(t, x, ρ) =
twu˜(1, x, ρ).
2. We require that u˜w(t, x, 0) = uw(t, x).
3. We require that:
∆g˜u˜w(t, x, ρ) = O(ρ
∞) (10)
Here ∆g˜ stands for the Laplace-Beltrami operator with respect to the ambi-
ent metric g˜ (actually if g has Riemannian signature ∆g˜ is the wave operator).
It is then known from [14] that if (w + n2 ) /∈ Z+ then the above equation
has a unique solution u˜w(t, x, ρ), up to functions that vanish to infinite order
off of G. Hence, we have that the covariant derivatives ∇˜(p)u˜w(t, x, 0) at any
point (t, x, 0) ∈ G˜ are all well-defined. We will refer to the function u˜w as the
harmonic extension of uw to G˜.
Now, choose natural numbers r,K ∈ N, and consider any complete contrac-
tion:
contr(∇˜(k1)R˜⊗ . . .⊗ ∇˜(ks)R˜⊗ ∇˜(l1)u˜w ⊗ . . .⊗ ∇˜
(lr)u˜w), (11)
subject to the only restriction that
∑
li +
∑
(ki + 2) = K.
Then, for any finite set of such complete contractions, {C˜1g˜ (u˜w), . . . , C˜
z
g˜ (u˜w)},
we can form linear combinations in the form:
Fg(f) =
z∑
s=1
asC˜
s
g˜(u˜w) (12)
Observe that the right hand side of the above is indeed a function of g and f ,
since for any point x ∈M the jets of g˜ and u˜w at (1, x, 0) ∈ G˜n+2 are uniquely
determined by the jets of g and f at x ∈M . Moreover,
Proposition 1 Let n be odd and (w + n2 ) /∈ Z+. Then for any linear combi-
nation Fg(f) as above, Fg(f) is an intrinsic operator of weight −K, which is
conformally invariant of bi-degree (w, r · w −K).
Proof: We check that Fg(f) is an intrinsic differential operator on (M, g) by
virtue of the form of the ambient curvature tensor and the Christoffel symbols
of the ambient metric (in the special coordinate system that corresponds to g).
The conformal invariance of the operator Fg(f) follows from the conformal
invariance of the ambient metric construction, which we discussed above: We
have to show that if we pick a metric e2φg ∈ [g], (for which the corresponding
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value of the density fw will be f(x) = fw(x, e
2φg) = ewφf), and we perform
the same ambient metric construction as above, then the operator Fe2φg(f) will
satisfy:
Fe2φg(f) = e
(r·w−K)·φFg(f).
In order to see this, we denote by (G˜2, g˜2) the ambient metric construction
that corresponds to the metric e2φg, and by uw the homogeneous and harmonic
extension of f to G˜2 (as in (9)). The discussion from the previous subsection
shows us that there exists an isometry Φ : G˜2 → G˜1 with the properties listed
in the previous subsection. Therefore, if we denote by (∇˜(m)R˜)2(1, x, 0) the
iterated covariant derivative of the curvature tensor of g˜2 at (1, x, 0) ∈ G˜2,
and by (∇˜(m)R˜)1(eφ(x), x, 0)) the iterated covariant derivative of the curvature
tensor of g˜1 at (e
φ(x), x, 0) ∈ G˜1, we will have that:
(∇˜(m)R˜)2(1, x, 0) =
(
Φ∗(∇˜
(m)R˜)2
)
(eφ(x), x, 0) = (∇˜(m)R˜)1(e
φ(x), x, 0) = e2φ(x)(∇˜(m)R˜)1(1, x, 0)
We simlarly observe that (Φ∗uw) must still be a homogeneous harmonic
function in G˜1. Therefore we derive Φ∗uw = u˜w +O(ρ
∞).
Therefore, we have that:
Fe2φg(f)(x) =
z∑
s=1
asC˜
s
g˜1
(u˜w)(e
wφ(x), x, 0)
No, using the fact that g˜ij1 (t, x, 0) = t
−2g˜ij1 (1, x, 0), (∇˜
(m)R˜)1(t, x, 0) = t
2(∇˜(m)R˜)1(1, x, 0),
(∇˜(p)u˜w)1(t, x, 0) = tw(∇˜(p)u˜w)1(1, x, 0), we derive our proposition. ✷
Definition 5 A differential operator in the form (12) will be called a Weyl
operator of weight −K and f -homogeneity r in u˜w.
The case of half-integer weights and/or even dimensions: If n is odd, then
for each weight w = −n2 +k, k ∈ Z+ it is shown in [14] that the equation (10) has
a uniquely defined solution up to the order k− 1. Thus the same proof as above
shows that the operators in (12) are well-defined and conformally invariant,
provided that for each C˜sg˜(u˜w) (in the form (24)) we have that lh ≤ k − 1.
If n is even, then we have seen that the ambient metric is well-defined only
up to order n2 . Hence, the same proof as above shows that for each weight
w, (w+ n2 ) /∈ Z+, the operators in (12) are well-defined provided that, when the
expressions (11) are written out in terms of coordinate derivatives of the ambi-
ent metric, no derivatives ∂
a1 ...∂an∂J g˜n+2
∂x
a1
1
...∂x
an
n ∂ρJ
with J ≥ n2 appear. In the case where
n is even and the weight w = −n2 + k, k ∈ Z+, it follows that the operators
in (12) are well-defined provided the above restriction holds and also provided
that for each C˜sg˜(u˜w) we have lh ≤ k − 1.
In section 5 we will claim that all conformally invariant differential operators
arise via the above construction, subject to some restrictions that we will ex-
plain. For now, we will discuss certain interesting features of the new operators:
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4.3 Features and Examples.
Let us first illustrate how each expression (when it is well-defined):
Fg(f) =
z∑
s=1
asC˜
s
g˜(u˜w)
can be seen as a 1-parameter family of operators, parametrized by the weight w.
We pick a fixed metric g ∈ [g], and for each w, (w + n2 ) /∈ Z+ we construct the
operator Fg(f) above (it will be conformally invariant of bi-degree (w, r ·w−K).
We claim that Fg(f) can be expressed in the form:
z∑
s=1
asC˜
s
g˜(u˜w) =
∑
h∈H
bh(w, n)C
h
g (f) (13)
where each Chg (f) is Riemannian operator of weight −K and f -homogeneity r,
while bh(w, n) is a rational function in the weight w and the dimension n.
Proof: This follows by calculating the Taylor expansion of u˜w off of {ρ = 0}.
As discussed in [14], it follows that the different components ∇˜(m)u˜w have co-
efficients that are rational functions in n,w.
We furthermore notice that each complete contraction in the form (11) with
s > 0 will vanish if g is locally conformally flat, since in that case R˜ijkl = 0 (see
[11]). The only complete contractions of the form (11) that do not vanish in
conformally flat space are the ones for which s = 0, p > 1. The operators that
arise thus are nonlinear and have already appeared in [4].
Moreover, since u˜w is defined to be harmonic and R˜ Ricci-flat, not all the
contractions (11) are non-zero. On the other hand, (for n odd and (w + n2 ) /∈
Z+, for simplicity) we can easily construct a non-zero operator with a leading
order symbol Ch(g˜)∆rgf where C
h(g˜) is one of the conformally invariant scalars
originally constructed in [11]:
Consider any linear combination P (g) =
∑z
s=1 asC˜
s(g˜) where each C˜s(g˜) is
in the form:
contr(∇˜(m1)R˜⊗ . . . ∇˜(ms)R˜)
with a given weight −K. These Riemannian scalars are the original confor-
mal invariants constructed by Fefferman and Graham in [11]. Now, for each
contraction C˜s(g˜), we let C˜sg˜(u˜w) stand for the complete contraction:
contr((∇˜)t1...tr [C˜s(g˜)]⊗ (∇)
(r)
t1...tr
u˜w)
By [14] it follows that ∇˜
(r)
∞...∞u˜w = Cw,n∆
r
gf + (lot), here Cw,n is a non-zero
constant. Also, we have that each other component of ∇˜(r)u˜w has order less
than 2r. Lastly, using the fact that Γ˜K00 = 0 (and this follows from (4)), we see
that ∇˜
(r)
00...0[C˜
s
g˜ ] = (−K)
r · [C˜sg˜ ]. Thus we derive our claim.
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To illustrate, we write out two examples of new conformally invariant dif-
ferential operators arising from the formula (11). For both these examples we
refer the reader to [12] for explicit computations.
Firstly, consider the ambient complete contraction:
L1g(f) = contr(∇˜
m|R˜ijkl |
2 ⊗ ∇˜mu˜0)
Fefferman and Hirachi calculate that L1g(f) is of the form:
L1g(f) = ∇
i(|W |2)∇if +
4
n− 2
|W |2∆f
Our second example will illustrate that not all our new operators have a
leading order term Ch(g˜)∆rgf . We consider the operator L
♯
g(f) that arises by
the complete contraction:
contr(∇˜2stu˜0 ⊗ R˜
s
jkl ⊗ R˜
tjkl)
Fefferman and Hirachi show that L♯g(f) can be written out explicitly in the
form:
L♯g(f) =Wijk
lW ijkm∇
(2)
lmf − 2CkijW
ijkl∇lf +
1
n− 2
|W |2∆f (14)
and hence its leading order term is
Wijk
lW ijkm∇
(2)
lmf +
1
n− 2
|W |2∆f.
5 The completeness Results.
In this section we will present our claims that, under certain restrictions, all
conformally invariant operators can be written as Weyl operators. The main
restriction we need is that the weight (or the degree for theorem 3) be bounded
by the dimension. In the case of even dimensions and/or half-integer weight, we
will also impose additional restrictions. Since these additional restrictions are
quite technical (they depend on the parameters ι, τ, β, γ introduced below), the
reader may wish to skip the discussion of the extra restrictions at first.
All three completeness theorems 1, 2 and 3 are proven by a novel approach
that we introduce in sections 6, 7. Theorem 4 below deals with the case where
the weight is greater than the dimension; it will be proven in section 8 by a
straightforward adaptation of the methods in [6].
In order to make our task easier, we will make an observation: Let us suppose
that Lg(f) =
∑
h∈H ahC
h
g (f) is confromally invariant of bi-degree (a, b). Let
us break the index set H into subsets Hz according to the rule: h ∈ Hz if and
only if Chg (f) has q = z (i.e. is homogeneous of degree z in the function f).
Accordingly, we define:
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Lzg(f) =
∑
h∈Hz
ahC
h
g (f) (15)
Just by applying the definition of conformal invariance we see that:
Lemma 1 In the above notation, if Lg(f) is conformally invariant of bi-degree
(a, b), then each Lzg(f) is conformally invariant of bi-degree (a, b).
The above Lemma allows us to restrict our attention to linear combinations:
Lg(f) =
∑
h∈H
ahC
h
g (f)
where each Chg (f) is in the form (1) and has a fixed homogeneity κ in f . Thus,
from now on we will assume that each Chg (f) has κ factors in the form ∇
(p)f .
Definition 6 For each complete contraction Cg(f) in the form (1) we define
κ♯ to stand for the number of factors ∇(p)f with p ≥ 1. Recall s stands for the
number of factors ∇(m)R. We then define 2s + κ♯ to be the degree of Cg(f),
deg[Cg(f)].
It is important to observe that any complete contraction in the form (1)
with weight −K will satisfy deg[Cg(f)] ≤ K. Notice also that this definition is
slightly different from the one in [6].
For any complete contraction we will be paying special attention to pairs of
indices that belong to the same factor and are contracting against each other.
We call such pairs of indices internal contractions (they are called internal traces
in [6]). Also, for any complete contraction Cg(f) in the form (1) and any factor
F in Cg(f), τ [F ] will stand for the total number of internal contractions in F
and ι[F ] will stand for the total number of indices in F (also counting the pairs
of indices that are involved in internal contractions).
Definition 7 Consider any complete contraction Cg(f) in the form (1) and we
pick out its κ factors F1, . . . , Fκ in the form ∇(p)f . For each Fs, 1 ≤ s ≤ κ we
define β[Fs] = ι[Fs]− τ [Fs]. We then define β[Cg(f)] to stand for the maximum
among the numbers β[F1], . . . , β[Fκ]. Finally, for a linear combination Lg(f) =∑
h∈H ahC
h
g (f) we define β[Lg(f)] to be maxh∈Hβ[C
h
g (f)].
Our Theorem for odd dimensions is then the following:
Theorem 1 Let the dimension n be odd. We pick any numbers K ∈ 2Z+
with K ≤ n, κ ∈ Z+ and any weight w. If (w +
n
2 ) /∈ Z+ then any Riemannian
differential operator Lg(f) of weight −K, f -homogeneity κ which is conformally
invariant of bi-degree (w,w · κ−K) can be written as a Weyl operator.
If w = −n2 + k for some k ∈ Z+ then our conclusion above holds under the
extra assumption that β[Lg(f)] < k.
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Even dimensions: In order to state our theorem in this case, we introduce
one more notational convention.
Definition 8 Given any complete contraction Cg(f) in the form (1), we list all
its factors F1, . . . , Fd. For a factor Fs in the form ∇(m)Rijkl, we define γ[Fs] =
ι[Fs]− τ [Fs]− 2. For a factor Fs in the form ∇
(p)f , we define γ[Fs] = β[Fs].
Then, for each complete contraction Chg (f) we define γ[C
h
g (f)] to stand for
the maximum among the numbers γ[F1], . . . , γ[Fd]. If Lg(f) =
∑
h∈H ahC
h
g (f),
we define γ[Lg(f)] = maxh∈Hγ[C
h
g (f)].
Theorem 2 Let the dimension n be even. We pick any numbers K ∈ 2Z+ with
K ≤ n, κ ∈ Z+ and any weight w. If (w +
n
2 ) /∈ Z+, then any Riemannian
differential operator Lg(f) of weight −K and f -homogeneity κ, with γ[Lg(f)] <
n
2 which is conformally invariant of bi-degree (w, κ ·w−K) can be written as a
Weyl operator.
In the case where w = −n2 + k, k ∈ Z+, we have that the above conclusion
holds under the additional assumption that β[Lg(f)] < k.
Let us observe that an easy consequence of the above is that any linear
conformally invariant operator Lg(f) of bi-degree (−
n
2 + k,−
n
2 − k) with k ≤
n
2
can be written in the form:
Lg(f) = (Const) · P
n
g (f) +
∑
h∈H
ahC˜
h
g˜n+2(u˜−n2 +k)
where Png (f) is the GJMS operator constructed in [14], with leading symbol ∆
k
and
∑
h∈H . . . is a linear Weyl operator of bidegree (−
n
2 + k,−
n
2 − k): We only
have to observe that all complete contractions Cg(f) in the form (1) (linear in
f) with weight −2k(≥ −n) and s ≥ 1 factors ∇(m)W will automatically have
γ[Cg(f)], β[Cg(f)] < k ≤
n
2 .
Both our Theorems above require that K ≤ n, where K is the weight of the
operators and n the dimension. If we wish to overcome this restriction, however,
we can prove a weaker result, which will show that conformally invariant oper-
ators in general can be written as Weyl operators, plus corrections with degree
that is greater than the dimension:
Consider any Riemannian operator Lg(f) =
∑
h∈H ahC
h
g (f), where each
Chg (f) is in the form (1) with weight −K and f -homogeneity κ. To simplify
our claim, we will assume that each factor ∇(p)f has p > 0 (although this
restriction can easily be overcome). For each such Lg(f), we define its min-
imum degree to be minh∈Hdeg[C
h
g (f)] (see definition 7), which we denote by
mindeg[Lg(f)]. Notice that if the minimum number of factors among the con-
tractions {Chg (f)}h∈H is σ, then 2σ + κ = mindeg[Lg(f)] (i.e. the minimum
degree is essentially determined by the minimum number of factors). We can
then show the following:
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Theorem 3 Consider a Riemannian differential operator Lg(f) of weight −K,
K ∈ 2Z+ and f -homogeneity κ. Assume Lg(f) is conformally invariant of
bi-degree (w, κ · w −K), (w + n2 ) /∈ Z+.
Assume that mindeg[Lg(f)] ≤ n. Our conclusion is then that if n is odd,
Lg(f) can be written as a Weyl operator, modulo correction terms with more
factors (and therefore higher degree): We denote by u˜w the harmonic extension
of the density fw. Then we can write:
Lg(f) =
∑
h∈H′
ahC˜
h
g˜n+2(u˜w) +
∑
t∈T
atC
t
g(f) (16)
where each C˜hg˜ (u˜a) is a Weyl operator and each C
t
g has degree> mindeg[Lg(f)].
In the case where n is even and/or where w = −n2 + k for some k ∈ Z+, the
above is still true provided γ[Lg(f)] <
n
2 and/or β[Lg(f)] < k.
We observe that this third theorem applies even when K > n, provided that
mindeg[Lg(f)] ≤ n. Thus, the theorem above can be iteratively applied, until
we reach some linear combination
∑
t∈T ′ atC
t
g(f) on the right hand side of (16)
for which mindeg[
∑
t∈T ′ atC
t
g(f)] > n.
For all three theorems above, we will refer to the restrictions on β[Chg (f)]
and γ[Chg (f)] (whenever we do impose restrictions on these parameters) as the
extra restrictions. Also, we note that in the case n = 3, theorems 1, 2 can only
be applied in the case where Lg(f) = a1C
1
g (f) + a2C
2
g (f),where C
1
g (f) = |∇f |
2
and C2g (f) = ∆f · f (because of the weight restrictions). On the other hand,
still in the case n = 3, theorem 3 only applies when κ ≤ 3 (because of the degree
restriction). In the cases κ = 2, κ = 3, Lg(f) can only be a linear combination
without curvature terms (since mindeg[Lg(f)] ≤ 3). In the case κ = 1, then
theorem 3 only applies for mindeg[Lg(f)] = 3, in which case the terms of min-
imum degree in Lg(f) must be in the form contr(∇(m)R ⊗ ∇(p)f). The cases
n = 3, κ ≥ 2 will follow by the general argument to follow. The subcase κ = 1
is slightly different, and we highlight this in footnotes, whenever needed.
Theorem 3 and [8], [6]: A differential operator L(f) (of f -homogeneity κ
and weight −K), defined only on Euclidean space and assumed to be invariant
under the action of the orthogonal group can be written as a linear combination
of contractions in the form:
contr(∇(p1)f ⊗ · · · ⊗ ∇(pκ)f) (17)
The additional invariance required of L(f) in [8] and [6] is invariance under the
conformal group. For comparison, we will consider a Riemannian differential
operator Lg(f), whose principal symbol agrees with that of L(f). However,
Lg(f) may also contain complete contractions with more than κ factors, and
these will include curvature terms. In our setting, Lg(f) is required to be
conformally invariant in the sense of definition 4.
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We observe that if we apply theorem 3, then in Euclidean space the correction
terms will vanish, since the will involve a factor of the curvature. Thus for gEucl
being the Euclidean metric, whenever theorem 3 can be applied it will show
that LgEucl(f) can be written as a Weyl operator, without corrections terms.
Let us observe how Theorem 3 strengthens the existing results for Euclidean
space (in the more restricted setting of Riemannian operators assumed to be
conformally invariant in the sense of definition 4), provided κ ≤ n: The case
where (w + n2 ) /∈ Z+ and w /∈ Z+ has been settled in [8]. When n is odd
and w = −n2 + k, theorem 3 is the first completeness result, even in Euclidean
space. In the case where n is odd and w ∈ Z+, [6] proves that every invariant
operator is a Weyl operator, but only provided each pi ≥ w for every pi in (17).
Our Theorem 3 shows that every invariant operator is a Weyl operator, i.e. it
imposes no restriction on any pi and it works for any w ∈ Z+.
For n even, if w = −n2 + k, k ∈ Z+ (which now includes the case w ∈ Z+),
[6] proves all invariant operators are Weyl provided they can be expressed as
polynomials in the derivatives ∇˜(pi)u˜w, where u˜w solves (10) and provided each
pi ≥ w. Theorem 3 works without these apriori restrictions, and only requires
β[Lg(f)] < k.
Finally, let us also note that our methods can also strengthen the existing
completeness results in [6] for invariants that depend only on the curvature (i.e.
we have a linear combination of contractions in the from (1) with q = 0). The
authors in [6] show that any such conformal invariant must be Weyl provided
the degree of the contractions is < n (in the notation of definition 6–this corre-
sponds to degree < n2 in the notation of [6]). Theorem 3 also shows this claim
for the case of degree n.
For completeness, we state a last theorem for the case mindeg[Lg(f)] > n,
which will be proven in the last section, by an adaptation of the methods in [6]:
Theorem 4 Consider any Riemannian operator Lg(f) with f -homogeneity κ,
conformally invariant of bi-degree (w, κ · w − K). Suppose that n is odd and
(w + n2 ) /∈ Z+,w /∈ Z+, (2κ · w + n− 2K) /∈ −2Z+, (κ · w + n−K) /∈ −Z+.
Then Lg(f) can be written as a Weyl operator.
6 Proof of theorems 1, 2 and 3: First half.
Outline of the ideas: We prove theorems 1, 2, 3 in steps. The main argument is
inductive: We consider the complete contractions with the smallest number, σ,
of factors in Lg(f) (denote this sublinear combination by L
σ
g (f)) and we show
that we can subtract a Weyl operator from Lg(f) to cancel out L
σ
g (f), modulo
introducing contractions with more than σ factors. Iteratively repeating this
step eventually shows our theorems, since for a given weight −K, we cannot
have more than K factors in our contractions.
In order to determine the Weyl operator referred to above, and also to prove
the cancellation, we re-express the conformally invariant operator Lg(f) as a lin-
ear combination of contractions involving the Weyl and symmetrized Schouten
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tensors (see (24)). It turns out that this decomposition is well-suited for our
purposes, since this naturally decomposes the curvature into a conformally in-
variant and a non-conformally invariant part.
The three steps then proceed as follows: Initially we consider the contrac-
tions in Lσg (f) and among those we pick out the ones with the maximum number
M of (symmetrized) Schouten tensors. IfM > 0, we prove that this linear com-
bination must vanish modulo introducing correction terms with σ + 1 factors.
This is done in Proposition 2. By repeating this argument, we are reduced to
showing our claim when all the contractions in Lσg (f) have no Schouten tensors.
Then the key is to look at the number of internal contractions in the terms in
Lσg (f). We first pick out the complete contractions in L
σ
g (f) without internal
contractions. We show that we can subtract a Weyl operator from that linear
combination, modulo introducing contractions that either have at least σ + 1
factors, or have σ factors, no Schouten tensors, but at least one internal con-
traction in some factor (Proposition 3). The hardest part of the proof is to then
show that if all contractions in Lσg (f) have no Schouten terms, and have at least
one internal contraction, then Lσg (f) must vanish, modulo correction terms with
at least σ + 1 factors (Proposition 4). It is at this stage in the argument that
we need the degree of these contractions to be bounded by the dimension:
The proof of Proposition 4 relies on another induction in the minimum num-
ber, µ, of internal contractions among the terms in Lσg (f). We show that the
sublinear combination in Lσg (f) of the terms with µ internal contractions can
be written as a linear combination of contractions with σ factors (no Schouten
tensors) and at least µ+1 internal contractions (modulo corrections with σ+1
factors). In order to prove this claim, we examine the transformation law of the
operator under conformal rescaling, and pick out a very special linear combina-
tion in that transformation law that exactly corresponds to the terms in Lσg (f)
with µ internal contractions. Using Weyl’s theory we deduce that this linear
combination must vanish separately. Then, using Weyl’s theory again and an
operation called “Weylification”, we deduce that we can make the special linear
combination in Lg(f) vanish, modulo introducing terms with σ factors and µ+1
internal contractions (and also terms with σ+1 factors). Inductively repeating
this argument we prove Proposition 4. (A more detailed synopsis of this last
step is provided in section 7).
6.1 Normalizations, and the three parts of the proof.
Starting with Lg(f) we first re-write Lg(f) as a linear combination of contrac-
tions in a new form.
Let us recall a few formulas. Firstly, the curvature identity:
[∇i∇j −∇j∇i]Xl = RijklX
k (18)
Secondly, we recall the Weyl and Schouten tensors (see (6), (7) above).
The Weyl tensor is conformally invariant and trace-free:
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Wijkl(e
2φ(x)g) = e2φ(x)Wijkl(g) (19)
The Schouten tensor has the following transformation law:
Pij(e
2φg) = Pij(g)−∇
(2)
ij φ+∇iφ∇jφ−
1
2
∇kφ∇kφgij (20)
while the Levi-Civita connection transforms:
(∇kηl)(e
2φg) = (∇kηl)(g)−∇kφηl −∇φlηk +∇
sφηsgkl (21)
and the full curvature tensor Rijkl transforms:
Rijkl(e
2φ(x)g) = e2φ(x)[Rijkl(g) +∇
(2)
il φgjk +∇
(2)
jk φgil −∇
(2)
ik φgjl −∇
(2)
jl φgik
+∇iφ∇kφgjl +∇jφ∇lφgik −∇iφ∇lφlgjk −∇jφ∇kφgil + |∇φ|
2gilgjk − |∇φ|
2gikglj ]
(22)
We also recall the formula (for n > 3)2:
∇aPbc −∇bPac =
1
n− 3
∇dWabcd (23)
Now, consider our Riemannian operator Lg(f) =
∑
h∈H ahC
h
g (f), where
each contraction Chg (f) is in the form (1). Throughout the rest of this paper we
will be assuming that Lg(f) is conformally invariant of bi-degree (w, κ ·w−K).
We will re-write Lg(f) as a linear combination of contractions involving factors
∇(a)f , differentiated Weyl tensors and also tensors of the form S∇
(p)
r1...rpPab
(which stands for the fully symmetrized part of the (p+ 2)-tensor ∇
(p)
r1...rpPab).
Explicitly, our “new” complete contractions will be in the form3
contr(∇(m1)W⊗· · ·⊗∇(ms)W⊗S∇(p1)P⊗· · ·⊗S∇(pr)P⊗∇(a1)f⊗· · ·⊗∇(aκ)f)
(24)
This can be done easily: Starting with any complete contraction Chg (f) in
Lg(f) (in the form (1)), we only have to decompose the curvature tensor as in
(7) and then repeatedly apply the equations (23) and (18), to express Chg (f) as
a linear combination of contractions in the form (24). Thus, we re-write Lg(f):
Lg(f) =
∑
u∈U
auC
u
g (f) (25)
2For n = 3 the Cotton tensor (Cjkl = ∇kPlj −∇lPkj) is conformally invariant and can be
thought of as a substitute for the Weyl tensor.
3For n = 3, we recall the discussion after theorem 3. Thus, if Lg(f) contains complete
contractions with curvature factors we derive that Lσg (f) =
P
b∈B1
S
B2
abC
b
g(f), where the
contractions indexed in B1 are in the form contr(S∇(p)P ⊗ ∇(y)f) and the ones indexed in
B2 must be in the form contr(∇l∇(m)Cjkl ⊗∇
(p)f).
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where each Cug (f), u ∈ U is in the form (24).
In order to state our Propositions below, we need a final piece of notation:
Consider any complete contraction Cg(f) in the form (24), or even more
generally in the form:
contr(∇(m1)W⊗· · ·⊗∇(ms)W⊗S∇(p1)P⊗· · ·⊗S∇(pr)P⊗∇(ν1)R⊗· · ·⊗∇(νt)R⊗∇(a1)f⊗· · ·⊗∇(aκ)f)
(26)
For any factor Fh = ∇(p)f or Fh = ∇νR, we define β[Fh], γ[Fh] as in the
case of complete contractions in the form (1). For any factor Fh in the form
∇(m)Wijkl , we define γ[Fh] = ι[Fh] − τ [Fh] − 2. Also, for any factor Fh of the
form S∇(p)P , we define γ[Fh] = ι[Fh] − τ [Fh] − 1. (Recall that ι[Fh] stands
for the total number of indices in Fh and τ [Fh] stands for the total number of
internal contractions in Fh).
In general, for any complete contraction Cg(f) in the form (24) or (26), we
define β[Cg(f)] to be the maximum among the numbers β[Fh], for factors Fh
in the form ∇(p)f . We also define γ[Cg(f)] to be the maximum of the numbers
γ[Fh], where Fh can be any factor in Cg(f).
A technical tool that will be useful further down is the following:
Observation 1 Consider a Riemannian differential operator Lg(f), expressed
in the form:
Lg(f) =
∑
h∈H
ahC
h
g (f) (27)
where each Chg (f) is in the form (1). Suppose that for each h ∈ H we have
β[Chg (f)] ≤ τ1, γ[C
h
g (f)] ≤ τ2.
Then, as explained above, we write Lg(f) as a linear combination:
Lg(f) =
∑
h∈H′
ahC
h
g (f) (28)
where each Chg (f) is in the form (24). It follows that for each h ∈ H
′ we have
β[Chg (f)] ≤ τ1, γ[C
h
g (f)] ≤ τ2. The converse is also true.
In view of the above, we may consider a Riemannian operator and write it as a
linear combination of contractions in either of the forms (1), (24) and unambigu-
ously say β[Lg(f)] ≤ τ1 and/or γ[Lg(f)] ≤ τ2. Thus, we see that since Lg(f)
fulfils the extra restrictions (when they are applicable) when written as a linear
combination of contractions in the form (1), it still fulfils the extra restrictions
when written as a linear combination of contractions in the form (24).
Now, to prove our Theorems 1, 2, 3 we consider Lg(f) =
∑
u∈U auC
u
g (f),
(each Cug (f) in the form (24)), and we break the index set U into subsets:
Firstly, we pick out the complete contractions Cug (f) (in the form (24)) with
the minimum number of factors, say σ.
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We index the contractions with σ factors in Uσ ⊂ U . We then further
subdivide Uσ into subsets Uσ,a, a = 0, 1, . . . , σ − κ according to the number of
factors S∇(p)P in Cug (f): We say u ∈ Uσ,a if C
u
g (f) (in the form (24)) contains
a factors S∇(p)P .
Our first Proposition is then the following:
Proposition 2 Consider the maximum a for which Uσ,a 6= ∅, and denote it by
aM . Suppose aM > 0. We then claim that we can write:
∑
u∈Uσ,aM
auC
u
g (f) =
∑
j∈J
ajC
j
g(f) (29)
where each Cjg(f) is a complete contraction in the form (1) with at least σ + 1
factors. Furthermore each Cjg(φ) satisfies the extra restrictions β[C
j
g(φ)] < k
and γ[Cjg(φ)] <
n
2 , whenever these restrictions are applicable.
We observe that if we can prove the above we may just replace the sublinear
combination
∑
u∈Uσ,aM
auC
u
g (f) in Lg(f) by the right hand side of (29). Thus,
if we can prove Proposition 2, by iterative repetition we reduce ourselves to
showing our theorems under the additional assumption that each Cug (f), u ∈ Uσ
has no factors S∇(p)P .
Under this assumption, we define U0,∗σ ⊂ U
0
σ to stand for the index set of
complete contractions in the form (24) with length σ, no factors S∇(p)P and
also no internal contractions among any of its factors. We claim:
Proposition 3 Suppose that the maximum a for which Uσ,a 6= ∅ is 0. Consider
the sublinear combination
∑
u∈U∗σ,0
auC
u
g (f); we claim that we can construct a
Weyl operator
∑
u∈U∗σ,0
auC˜
u
g˜ (u˜w), so that:
∑
u∈U0,∗σ
auC
u
g (f)−
∑
u∈U0,∗σ
auC˜
u
g˜ (u˜w) =
∑
u∈U ′
auC
u
g (f) +
∑
j∈J
ajC
j
g(f) (30)
Here each Cug (f), u ∈ U
′, is in the form (24) with σ factors, each in the form
∇(m)W or ∇(p)f and at least one of which has an internal contraction. The con-
tractions Cjg(f) are as in the previous Proposition. Moreover, the contractions
on the RHS satisfy the extra restrictions whenever they are applicable.
Clearly, if we can show the above we will be reduced to showing our Theorems
in the case where each Cug (f) with σ factors in Lg(f) has no factors S∇
(p)P
and also has at least one internal contraction. Under that assumption, we then
break up the index set Uσ into subsets U
δ
σ , according to the rule that u ∈ U
δ
σ
if and only if Cug (f) has δ internal contractions. We then have our last and
hardest claim:
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Proposition 4 Suppose that all the contractions with σ factors in Lg(f) =∑
u∈U auC
u
g (f) are in the form (24) with no factors S∇
(p)P . Suppose also that
the minimum δ for which U δσ 6= ∅ is µ > 0. We claim that we can write:
∑
u∈Uµσ
auC
u
g (f) =
∑
u∈U ′
auC
u
g (f) +
∑
j∈J
ajC
j
g(f) (31)
Here each Cug (f), u ∈ U
′, is in the form (24) with σ factors, each in the form
∇(m)W or ∇(p)f and with at least µ+1 internal contractions. The contractions
on the RHS satisfy the extra restrictions whenever they are applicable. The
linear combination indexed in J is as in Proposition 2.
Clearly, there is an obvious upper bound on the number of internal contrac-
tions for any complete contraction of weight −K (for example K). Therefore, if
we can show the above Lemma then by iterative repetition we will be reduced
to the case where each complete contraction in Lg(f) has at least σ+1 factors.
Now, also observe that there is an obvious upper bound on the total number
of factors for any complete contraction of weight −K and f -homogeneity κ (say
K + κ). Therefore, if we can prove the above three Propositions, by iterative
repetition we derive our Theorems 1, 2, 34.
6.2 Proof of the Propositions 2, 3.
General discussion: Our proof of Proposition 2 will rely on a simple study of
the transformation laws of the complete contractions involved, under conformal
changes of the underlying metric.
Definition 9 Given any pair of numbers (a, b), any Riemannian operator Lg(f)
and any φ ∈ C∞(M) we define Im
Z|(a,b)
φ [Lg(f)] as follows:
Im
Z|(a,b)
φ [Lg(f)] =
∂Z
∂λZ
|λ=0{e
−bλφCe2λφg(e
aλφf)} (32)
We straightforwardly observe that Im
Z|(a,b)
φ [Lg(f)] is just the linear combi-
nation of summands in e−bλφCe2λφg(e
aλφf) that are homogenous of degree Z in
the function φ.
We make an important observation that will be used often below: Consider
any operator Lg(f) =
∑
u∈U auC
u
g (f) which is conformally invariant of bi-degree
(a, b). Then, for any Z ≥ 1 and any function φ ∈ C∞(M), we must have:
(Im
Z|(a,b)
φ [Lg(f)] =)Im
Z|(a,b)
φ [
∑
u∈U
auC
u
g (f)] = 0 (33)
4For the case n = 3 with κ = 1, in the notation of the footnote 3 on page 19, the argument
of Proposition 4 will show that
P
b∈B2
abC
b
g(f) = 0 modulo contractions with three factors.
In conjunction with Proposition 2 (which holds as stated for n = 3 and will show thatP
b∈B1
abC
b
g(f) = 0 modulo complete contractions with 3 factors), that will prove theorem 3
in this case.
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This essentially just follows from the definition of conformal invariance.
Proof of Proposition 2:
We clarify what we will prove: Consider any manifold (M, g) and any f ∈
C∞(M) and chose any point x0 ∈M . Then at x0 the equation (29) will hold.
In the notation of Proposition 2, we set Z = aM . For each u ∈ UaM (see the
statement of Proposition 2) we denote by Cug (f, φ
aM ) the complete contraction
which arises from Cug (f) by replacing each of the aM factors S∇
(p)
r1...rpPrp+1rp+2
by S∇p+2r1...rp+2φ.
Then, by virtue of the transformation law (20) and the conformal invariance
of the Weyl tensor we derive that:
(0 =)Im
aM |(w,w·κ−K)
φ [
∑
u∈U
auC
u
g (f)] = (−1)
aM
∑
u∈UaM
auC
u
g (f, φ
aM )+
∑
j∈J
ajC
j
g(f, φ)
(34)
here each of the contractions Cjg(f, φ) is in the general form:
contr(∇(m1)R⊗ · · · ⊗∇msR⊗∇(p1)f ⊗ · · · ⊗∇(pκ)f ⊗∇(y1)φ⊗ · · · ⊗∇(yaM )φ)
and has at least σ+1 factors. Note that this equation holds for any φ ∈ C∞(M).
Then, we just pick a function φ ∈ C∞(M) so that at our chosen x0 ∈M we
have that for every p > 1:
S∇(p)r1...rpφ(x0) = −S∇
p−2
r1...rp−2
Prp−1rp(g)(x0)
while if p ≤ 1 we have S∇(p)φ(x0) = 0.
For this value of the function φ it follows that (34) implies Proposition 2
when the extra restrictions are not applicable. When the extra restrictions are
applicable, we must also observe that the correction terms (with more factors)
that we are introducing in (34) also satisfy the extra restrictions-this follows by
the same arguments as in the proof of Lemma 2 (see the appendix). ✷
Proof of Proposition 3:
We start by recalling that under the hypothesis of Proposition 3, all the
complete contractions Cug (f) with σ factors that appear in the expression for
Lg(f) must have σ−κ factors ∇(m)W . In other words, they will be in the form:
contr(∇(m1)r1...rm1Wijkl ⊗ · · · ⊗ ∇
(mσ−κ)
u1...umσ−κ
Wi′j′k′l′ ⊗∇
(p1)
y1...yp1
f ⊗ · · · ⊗ ∇
(pκ)
t1...tpκ
f)
(35)
For each complete contraction Clg(f) in the above form with no internal
contractions we will construct a complete contraction in the ambient metric,
23
Clg˜n+2(u˜w):
contr(∇˜(m1)r1...rm1 R˜i1j1k1l1⊗· · ·⊗∇˜
(mσ−κ)
v1...vmσ−κ
R˜isjsksls⊗∇˜
(p1)
y1...yp1
u˜w⊗· · ·⊗∇˜
(pκ)
t1...tpκ
u˜w)
(36)
which is obtained from Clg(f) by just replacing each factor ∇
(m)W by a factor
∇˜(m)R˜ and each factor ∇(p)f by ∇˜(p)u˜w and then performing the same contrac-
tions (only with respect to the metric g˜). We now show that this Weyl operator∑
u∈U0,∗σ
auC˜
u
g˜ (u˜) satisfies the conclusion of Proposition 3.
Proof: In order to see this claim, let us recall some notation from subsec-
tion 4.1. We start with (M, g) and f ∈ C∞(M) and we perform the ambient
metric construction picking some x0 ∈ M and mapping it to x˜0 = (1, x0, 0)
in G˜. Recall that if the coordinates of (M, g) are {x1, . . . , xn}, then there is
a special coordinate system for the ambient manifold (G˜n+2, g˜) of the form:
{t = x0, x1, . . . , xn, ρ = xn+1}.
Now, let us furthermore recall the form of the ambient metric on Gn+1 ⊂ G˜.
In the coordinate system {x0, . . . , xn+1} the ambient metric at x˜0 is of the form:
g˜n+2ab dx
adxb = 2dx0dxn+1 +
n∑
i,j=1
gijdx
idxj (37)
where 0 ≤ a, b ≤ n+1 and 1 ≤ i, j ≤ n. We denote by X0, X1, . . . , Xn, X∞ the
vector fields that correspond to the coordinates {x0, x1, . . . , xn, xn+1}. In view
of the form (37) of the ambient metric in this coordinate system, we observe
that for each pair of indices a, b in any C˜
u
g˜ (u˜w) that are contracting against each
other, if we assign the value ∞ or 0 to one of the indices, then we must assign
the value 0 or ∞ to the other.
Now, in order to express a complete contraction in the form (36) as a linear
combination of complete contractions in the form (24), we will have to express
the components of each tensor ∇˜
(m)
r1...rmR˜ijkl(g˜) and each tensor ∇˜
(p)
r1...rp u˜w(g˜) in
terms of the tensors ∇(m)W (g), ∇(p)P (g) and ∇(y)f(g).
Using the Christoffel symbols of g˜ with respect to the special coordinate sys-
tem we can see the following: Consider any component Tr1...rm+4 = ∇˜
(m)
r1...rmR˜rm+1...rm+4(g˜)
with δ of the indices r1 , . . . , rm+4 being ∞’s, ǫ being 0’s and the rest having val-
ues between 1 and n. Let us suppose that the indices that have values between
1 and n are precisely ra1 , . . . raq . It then follows from standard computations
on the ambient metric that:
Tr1...rm+4 =
m+4−δ
2∑
h=0
Fhra1 ...raq +
∑
j∈J
ajF
j
ra1 ...raq
(38)
where each Fhr1...rm+4 stands for a linear combination of tensor products in the
form ∇(m+h)W ⊗ g ⊗ · · · ⊗ g, where the factor ∇(m+h)W has δ + h internal
contractions (thus, we observe that γ[Fh] ≤ γ[Cug (f)]). If δ = ǫ = 0 then
F 0r1...rm+4 = ∇
(m)
r1...rmWrm+1...rm+4 .
24
The tensors F jr1...rm+4 stand for linear combinations of tensor products of
the form ∇(m1)R⊗· · ·⊗∇(mu)R⊗g⊗· · ·⊗g (u ≥ 2), where each factor ∇(my)R
satisfies γ[∇(my)R] ≤ γ[Cug (f)].
By complete analogy, consider any component Tr1...rp = ∇˜
(p)
r1...rp u˜w(g˜) with
δ of the indices r1 , . . . , rm+4 being ∞’s, ǫ being 0’s and the rest having values
between 1 and n. Let us suppose that the indices that have values between 1
and n are precisely ra1 , . . . , raq . It then follows (from standard computations on
the ambient metric) that:
Tr1...rp =
p−δ
2∑
h=0
Fhra1 ...raq +
∑
j∈J
ajF
j
ra1 ...raq
(39)
where each Fhr1...rp stands for a linear combination of tensor products in the form
∇(p+h)f ⊗ g⊗ · · · ⊗ g, where the factor ∇(p+h)f has δ+ h internal contractions
(thus, we observe that γ[Fh] ≤ γ[Cug (f)] and β[F
h] ≤ β[Cug (f)]). If δ = ǫ = 0
then F 0r1...rp = ∇
(p)
r1...rpf .
The tensors F jr1...rm+4 stand for linear combinations of tensor products of
the form ∇(p
′)f ⊗∇(m1)R⊗ · · · ⊗∇(mu)R⊗ g ⊗ · · · ⊗ g (u ≥ 1), where we have
γ[∇(p
′)f ] < γ[Cug (f)], β[∇
(p′)f ] < β[Cug (f)], γ[∇
(my)R] < γ[Cug (f)]. Therefore,
replacing the factors of C˜ug˜ (u˜w) by the right hand sides of (38), (39) we derive
our claim. ✷
7 Proof of Proposition 4.
Outline: This (somewhat technical) section is divided in three parts: In 7.1
we recall some facts about identities holding “formally” which will be needed
in the proof. In 7.2 we introduce some notation to claim Proposition 7: Very
roughly, we consider the sublinear combination
∑
u∈Uµσ
auC
u
g (f) in the state-
ment of Proposition 4, and for each u ∈ Uµσ we formally construct new com-
plete contractions C
u,ι|i1...iµ
g (f)∇i1υ . . .∇iµυ by formally replacing each factor
∇
(m)
r1...rmWijkl by∇
(m)
r1...rmRijkl (times a constant) and also replacing each internal
contraction (∇a, a) by an expression (∇aυ, a). Proposition 7 then claims that at
the linearized level
∑
u∈Uµσ
auC
u,ι|i1...iµ∇i1υ . . .∇iµυ = 0. We then show that
Proposition 7 implies Proposition 4 (via another formal operationWeylify[. . . ]
which formally reverses the previous construction).
In subsection 7.3 we prove Proposition 7: Briefly, the idea is to consider the
sublinear combination in the equation e(w·κ−K)φLe2φg(e
w·φ) − Lg(f) = 0 that
is linear in φ, thus obtaining a new equation, Im
1|(w,w·κ−K)
φ [Lg(f)] = 0. We
then derive (after a careful study of transformation laws under conformal re-
scaling) that the sublinear combination Im
1||(w,w·κ−K)|∗
φ [Lg(f)] of terms with
σ + 1 factors, µ − 1 internal contractions and a factor ∇φ arises only from∑
u∈Uµσ
auC
u
g (f) by replacing an internal contraction (∇
a, a) by (∇aφ, a) times
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a constant. We then observe that Im
1|(w,w·κ−K)|∗
φ [Lg(f)] = 0, thus deriving
equation (70). Lemma 4 then essentially completes the proof of Proposition 7,
modulo checking that the constant referred to above is non-zero.
7.1 Identities holding formally vs. by substitution.
We here very briefly explain the theorem B.3 in [6] and its straightforward
generalization that appears in [2]. Theorem B.3 in [6] is itself an extension of
the work of Weyl in [25].
This theorem deals with complete contractions involving tensors with certain
symmetries and anti-symmetries. In the case at hand, we form complete contrac-
tions of tensor products involving symmetric tensors {Tα}α∈A (that belong to a
familyA) and linearized curvature tensors, {R} = {Rijkl, Rijkl,r1 , . . . , Rijkl,r1 ...rm , . . . }.
The latter model (at the linearized level) the symmetries and anti-symmetries
of the curvature and its covariant derivatives (see [2] for more details).
We can form complete contractions in the above objects:
C(T,R) = contr(Rijkl,r1 ...rm ⊗ . . . Ri′j′k′l′,t1...tu ⊗ T
α1
y1...yb
⊗ Tατz1...zc) (40)
(say with ρ factors in the form Rijkl,r1 ...rm and τ factors T
α
y1...yb
, b ≥ 1, α ∈ A;
the contractions are taken with respect to δij) and consider linear combinations
thereof.
There are then two notions of an identity holding between linear combina-
tions of such complete contractions: Following [6], we say an identity holds by
substitution if it holds for all possible assignments of values to the tensors in
{Tα}α∈A and {R}, which satisfy the symmetry and anti-symmetry restrictions
we have imposed. We say an identity holds formally if we can just prove it by
virtue of applying the symmetries and anti-symmetries and also the distributive
rule (see [2] for a precise discussion). Clearly, if an identity holds formally, it
will then also hold by substitution. Theorem 2 in [2] says that the converse is
also true, subject to one restriction:
Proposition 5 Suppose that Cl(T,R), l ∈ L are complete contractions in the
form (40), and the identity:
∑
l∈L
alC
l(T,R) = 0 (41)
holds by substitution. Moreover suppose that each Cl(T,R) satisfies τ + 2ρ ≤ n
(see the notation after (40)). It then follows that (41) also holds formally.
Alternatively, suppose that for each Cl(T,R) above we have τ + 2ρ = n+ 1,
but also that each Cl(T,R) has one factor Tαax with rank 1, this factor only
appearing once in each contraction. Then (41) again holds formally
Finally, let us recall the notion of linearization for complete contractions in
the form (1): For any such complete contraction Clg(f) we define lin{C
l
g(f)} to
stand for the complete contraction in the form (40) that is constructed out of
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Clg(f) by substituting each “genuine” curvature term ∇
(m)
r1...rmRijkl by a term
Rijkl,r1...rm and each “genuine” covariant derivative of f , ∇
(p)
r1...rpf by a sym-
metric tensor Tr1...rp . We recall the following fact from [2]:
Proposition 6 Consider a linear combination
∑
l∈L alC
l
g(f) of complete con-
tractions in the form (1), each with σ factors. Suppose that for any g, f we have
an identity:
∑
l∈L
alC
l
g(f) =
∑
h∈H
ahC
h
g (f) (42)
where the RHS stands for some linear combination of complete contractions in
the form (1) with at least σ + 1 factors. Suppose that for each l ∈ L we have
that lin{Clg(f)} satisfies τ + 2ρ ≤ n.
Then we also have an identity:
∑
l∈L
allin{C
l
g(f)} = 0 (43)
which holds formally.
Alternatively, if we assume (42) where each of the contractions Clg(f) is in
the form (1) but also has an additional factor ∇φ (thus Clg(f) has σ+1 factors
in total) and also each Chg (f) also has a factor ∇
(y)φ (thus Chg (f) has σ + 2
factors in total) and furthermore τ + 2ρ ≤ n + 1; then the linearized equation
(43) will hold formally.
7.2 Decomposing ∇(m)W and reducing Proposition 4 to
Proposition 7.
Convention: For each tensor T = ∇
(m)
r1...rmWijkl, we will call the indices i, j, k, l
the internal indices of T .
We will now put down some well-known identities that will be useful for
our discussion. We will be considering complete contractions that involve the
Weyl tensor and write each such complete contraction as a linear combination
of contractions involving only the curvature tensor. We do this via the formula
(7). It will be useful further down to be more precise about this decomposition,
when we consider ∇(m)Wijkl (i.e. an iterated covariant derivative of the Weyl
tensor).
Consider any tensor T = ∇ra1 ...rax∇
(m)
r1...rmWijkl where each index
ras is
contracting against the (derivative) index ras , and all the other indices are free
(so we have an (m+ 4− x)-tensor). By (7) it follows that:
∇ra1 ...rax∇(m)r1...rmWijkl = ∇
ra1 ...rax∇(m)r1...rmRijkl+
∑
z∈Zδ=x+1
azT
z(g)+
∑
z∈Zδ=x+2
azT
z(g)
(44)
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where
∑
z∈Zδ=x+1 azT
x(g) stands for a linear combination of tensor products of
the form ∇ra1 ...rax∇
(m)
r1...rmRicsq⊗gvb in the same free indices as T , with the fea-
ture that there are a total of x+1 internal contractions in the tensor ∇(m)Ricsq
(including the one in the tensor Ricsq = R
a
saq itself).
∑
z∈Zδ=x+2 azT
x(g)
stands for a linear combination of tensor products of the form∇ra1 ...rax∇
(m)
r1...rmS⊗
gvb ⊗ ghj (S is the scalar curvature) in the same free indices as T , with the fea-
ture that there are a total of x + 2 internal contractions in the tensor ∇(m)S
(including the two in the factor S = Rabab itself).
Now, we consider a factor T in the form T = ∇ra1 ...rax∇
(m)
r1...rmWrm+1rm+2rm+3rm+4
where again each upper index rav is contracting against the lower index rav , and
moreover at least one of the indices rav is contracting against one of the internal
indices rm+1 , . . . , rm+4 . By applying (7) it can be seen that:
T = ∇ra1 ...rax∇(m)r1...rmWrm+1rm+2rm+3rm+4 =
n− 3
n− 2
∇ra1 ...rax∇(m)r1...rmRrm+1rm+2rm+3rm+4
+
∑
z∈Zδ=x
azT
z(g) +
∑
z∈Zδ=x+1
azT
z(g)
(45)
where
∑
z∈Zδ=x+1 azT
x(g) stands for the same linear combination as before.
Now
∑
z∈Zδ=x azT
x(g) only appears in the case where there are two indices
rab , rac contracting against two internal indices ra , rb inWijkl (and moreover the
indices rab , rac do not belong to the same block [ij], [kl]). It stands for a linear
combination of tensors ∇ra1 ...rax∇(m)Ricab with x internal contractions, and
with the extra feature that one of the indices ra1 , . . . , rax is contracting against
one of the indices a, b in Ricab. In fact, to facilitate our discussion further
down, we repeatedly apply the Ricci identity and the contracted second Bianchi
identity 2∇aRicab = ∇bS to re-write the linear combination
∑
z∈Zδ=x azT
z(g)
above in the form:
∑
z∈Zδ=x
azT
z(g) =
∑
z∈Z′δ=x
azT
z(g) +
∑
q∈Q
aqT
q(g) (46)
where each T z(g), z ∈ Z ′δ=x is a factor of the form ∇m+xS (S is the scalar
curvature), with a total of x internal contractions (including the two internal
contractions in S = Rij ij). Also, T
q are quadratic correction terms, partial con-
tractions of the form pcontr(∇(b)R⊗∇(c)R), moreover we have γ[∇(b)R] ≤ γ[T ]
and β[∇(b)R] ≤ β[T ] and similarly for ∇(c)R (T is the left hand side of (45)).
Now, we will prove our proposition 4 by virtue of the next proposition, for
which we will need a little more notation.
For each contraction Cug (f) in the form (35), we define C
u,ι
g (f) to stand for
the complete contraction (times a constant), in the form:
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contr(∇y1...yb∇(m1)r1...rmRijkl⊗· · ·⊗∇
w1...wz∇
(mx)
t1...tmx
Ri′j′k′l′⊗∇
(p1)
v1...vp1
f⊗· · ·⊗∇(pb)v1...vpq f)
(47)
which arises from Cug (f) (in the form (35)) by replacing each factor∇
u1...ux∇
(m)
r1...rmWijkl
with no internal contractions involving internal indices by a factor∇u1...ux∇
(m)
r1...rmRijkl
and each factor ∇u1...ux∇
(m)
r1...rmWijkl with at least one internal contraction in-
volving an internal index by a factor n−3
n−2∇
u1...ux∇
(m)
r1...rmRijkl .
Definition 10 For each u ∈ Uµσ we consider C
u,ι
g (f) in the form (47) and we
construct a pair of lists (L1, L2): L1 stands for the list (δ1, . . . , δx), where δi is
the number of internal contractions in the factor Ti(= ∇(mi)R) in Cu,ιg (f). L2
stands for the list (δx+1, . . . , δx+b) where δi is against the number of internal
contractions in the factor Ti(= ∇(p)f) in Cu,ιg (f). We then define RL1, RL2
to stand for the decreasing rearrangements of the lists L1, L2 after we erase the
0-entries. We call (RL1, RL2) the character of C
u
g (f) and denote it by
~λ(u).
We will also denote by Λ the set of all pairs of lists Λ = {~λ(u)}u∈Uµσ .
Accordingly, we subdivide Uµσ into subsets U
µ,~α
σ , ~α ∈ Λ according to the rule
that u ∈ Uµ,~ασ if and only if C
u
g (f) has
~λ(u) = ~α.
Then, for every u ∈ Uµσ , we define C
u,ι|i1...iµ
g (f) to stand for the tensor field
that arises from Cu,ιg (f) by replacing each internal contraction (∇
a, a) by a free
index a (in other words we erase ∇
a and make the index a free). We then
construct the complete contractions:
Cu,ι|i1...iµg (f)∇i1υ . . .∇iµυ
which arise from each C
u,ι|i1...iµ
g (f) by just contracting each of the free indices
against a factor∇υ (υ is some arbitrary scalar function). The notion of character
naturally extends to tensor fields, or to complete contractions in the above form,
where instead of internal contractions we count free indices or the numbers of
indices that contract against factors ∇υ, respectively.
We then consider the linearizations of the complete contractions above,
which we denote by:
lin{Cu,ι|i1...iµg (f)∇i1υ . . .∇iµυ} (48)
(we will denote by Rijkl,r1...rm the linearized curvature factor that replaces
∇
(m)
r1...rmRijkl , by Φr1...rp the symmetric tensor that replaces ∇
(p)
r1...rpf , and by
υs the vector that replaces ∇sυ).
We claim a new Proposition, which will imply our Proposition 4:
Proposition 7 In the above equation, we claim that for each ~α ∈ Λ:
∑
u∈Uµ,~ασ
aulin{C
u,ι|i1...iµ
g (f)∇i1υ . . .∇iµυ} = 0 (49)
and moreover the above holds formally.
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Proof that Proposition 7 implies Proposition 4:
Clearly, in order to prove Proposition 4 it would suffice to prove that for
every ~α ∈ Λ:
∑
u∈Uµ,~ασ
auC
u
g (f) =
∑
u∈U ′
auC
u
g (f) +
∑
j∈J
ajC
j
g(f) (50)
where the right hand side is as in the statement of Proposition 4. We will show
this below. We start by putting down a few identities.
We recall that the Weyl tensor Wijkl is antisymmetric in the indices i, j and
also Wijkl = Wklij . It also satisfies the first Bianchi identity. Nevertheless, it
does not satisfy the second Bianchi identity. We now present certain substitutes
for the second Bianchi identity:
Firstly, if the indices r, i, j, k, l are all free we have that:
∇rWijkl +∇jWrikl +∇iWjrkl =
∑
(∇sWsrty ⊗ g) (51)
where the symbol
∑
(∇sWsrty ⊗ g) stands for a linear combination of tensor
products of the three-tensor ∇sWsrty (i.e., essentially the Cotton tensor) with
an un-contracted metric tensor. The exact form of
∑
(∇sWsrty ⊗ g) is not
important so we do not write it down.
On the other hand, if the indices i, j, k, l are free we then have:
∇ssWijkl +
n− 2
n− 3
∇sjWsikl +
n− 2
n− 3
∇siWjskl =
∑
(∇stWsvtr ⊗ g) +Q(R) (52)
where the symbol
∑
(∇stWsvtr ⊗ g) stands for a linear combination of ten-
sor products: ∇stWsvtr ⊗ gab (gab is an un-contracted metric tensor-note that
there are two internal contractions in the factor ∇ikWijkl). Q(R) stands for
a quadratic expression in the curvature tensor (without covariant derivatives).
Again the exact form of these expressions is not important so we do not write
them down.
Whereas, if the indices r, i, j, l are free we will then have that:
∇k∇rWijkl +∇
k∇jWrikl +∇
k∇iWjrkl = Q(R) (53)
Finally:
∇ri∇rWijkl +∇
ri∇jWrikl +∇
ri∇iWjrkl = Q(R) (54)
Of course, if we take covariant derivatives of these equations, they continue
to hold. We will collectively call these identities the “fake” second Bianchi
identities.
A lemma that will be useful in the more technical parts of this proof is the
following:
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Lemma 2 Consider any complete contraction Cg(f) in either of the forms (1),
(24). Suppose we apply either the identity (18), or any of the fake second
Bianchi identities, and thus write: Cg(f) =
∑
k∈K akC
k
g (f).
We then claim that if Cg(f) satisfies the extra restrictions then so does each
Ckg (f).
We will prove this lemma in the appendix. Let us now make a few easy
observations.
Any complete contraction Cug (f) in the form (35) that has two antisymmet-
ric indices i, j or k, l in a given factor T = ∇
(m)
r1...rmWijkl contracting against
two derivatives in the same factor can be written: Cug (f) =
∑
r∈R arC
r
g (f) each
Crg (f) with σ+1 factors. This is straightforward from the antisymmetry of the
indices i, j and k, l and the Ricci identity. Moreover we have that each Crg (f)
will satisfy the extra restrictions when they are applicable (by Lemma 2). Thus
we may prove our Proposition under the extra assumption that all complete
contractions Cug (f) have no factor T = ∇
(m)
r1...rmWijkl with two antisymmetric
indices i, j or k, l contracting against two derivative indices in T . Moreover,
since the Weyl tensor is trace-free we may assume that each Cug (f), u ∈ Uσ has
no factor ∇(m)W with two internal indices contracting between themselves.
Now we will show that Proposition 7 implies Proposition 4:
Definition 11 We define an operation Weylify that acts on linearized com-
plete contractions in the form (48) as follows: We identify the indices in each
linearized factor Rijkl,r1 ...rm and Φw1...wa that are contracting against factors
υs. Then, we pick out each factor Φw1...wa where the indices wh1 , . . . , whb are
contracting against factors υs and replace it by a factor ∇
wh1 ...whb∇aw1...waf
(and we also erase the factors υs), thus obtaining a factor with hb internal
contractions.
Moreover, we pick out each factor Rrm+1rm+2rm+3rm+4,r1...rm and we identify
the indices rh1 , . . . , rhb that are contracting against factors υs. We then inquire
whether any of the internal indices rm+1, . . . , rm+4 are contracting against a fac-
tor υs. If not, and we replace the factor Rijkl,r1 ...rm by a factor ∇
rh1 ...rhb∇
(m)
r1...rmWijkl.
If there are internal indices contracting against factors υs we then replace Rrm+1rm+2rm+3rm+4,r1...rm
by a factor n−2
n−3∇
rh1 ...rhb∇
(m)
r1...rmWijkl. This operation Weylify[. . . ] extends to
linear combinations.
By definition, we observe that:
Weylify{
∑
u∈Uµ,~ασ
aulin{C
u,ι|i1...iµ
g (f)∇i1υ . . .∇iµυ}} =
∑
u∈Uµ,~ασ
auC
u
g (f) (55)
By virtue of the above and also of equations (51), (52), (53), (54), we observe
that if we repeat the sequence of permutations by which we make the left hand
side of (49) formally zero, we can make
∑
u∈Uµ,~ασ
auC
u
g (f) formally zero, modulo
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introducing correction terms by virtue of the right hand sides of the equations
(51), (52), (53), (54) and also by virtue of the Ricci identity when we interchange
adjacent derivative indices.
But by inspection of the formulas (51), (52), (53), (54) and also by using
Lemma 2, it follows that the correction terms that arise thus are in the form:
∑
u∈U ′
auC
u
g (f) +
∑
j∈J
ajC
j
g(f)
(in the notation of Proposition 4)). ✷
7.3 Proof of Proposition 7.
Our point of departure in this proof is the equation:
Im
1|(w,w·κ−K)
φ [Lg(f)] = 0.
In order to apply our arguments, we will be writing out Im
1|(w,w·κ−K)
φ [Lg(f)]
as a linear combination of complete contractions in the form:
contr(∇(m1)R ⊗ · · · ⊗ ∇(mt)R⊗∇(p)φ) (56)
We straightforwardly observe that under the hypotheses of Proposition 4:
(0 =)Im
1|(w,w·κ−K)
φ [Lg(f)] =
∑
h∈Hσ+1
ahC
h
g (f, φ) +
∑
h∈H≥σ+2
ahC
h
g (f, φ) (57)
Here the complete contractions indexed in Hσ+1 have σ + 1 factors while the
ones indexed in H≥σ+2 have at least σ + 2 factors. All contractions on the
RHS are understood to be in the form (56); this can be done by decomposing
the Weyl tensor. We observe that by virtue of the transformation laws (19),
(21) and (20) and by virtue of the fact that the complete contractions in Lg(f)
have weight −K, all complete contractions in (57) will have a factor ∇(p)φ
with p ≥ 1. Now, we denote by H∗σ+1 ⊂ Hσ+1 the index set of complete
contractions with a factor ∇φ (with only one derivative). We observe, by virtue
of the transformation laws (19), (21) and (20), that this sublinear combination
can only arise from the complete contractions of length σ in Lg(f) by applying
the transformation law (21) or by bringing out a factor ∇φ by virtue of the
transformations Wijkl → e2φWijkl and f → ewφf (when w 6= 0).
More is true: Consider Im
1|(w,w·κ−K)
φ [C
u
g (f)], where u ∈ U
µ
σ . We pick out
the sublinear combination of complete contractions (in the form (56)) with a
factor ∇φ and with µ − 1 internal contractions in total. For each u ∈ Uµσ we
denote this sublinear combination by Im
1|(w,w·κ−K)|∗
φ [C
u
g (f)].
It is straightforward to observe that for each u ∈ Uµσ , any complete con-
traction in Im
1|(w,w·κ−K)
φ [C
u
g (f)] (which is written as a linear combination of
complete contractions in the form (56)) that does not belong to the sublinear
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combination Im
1|(w,w·κ−K)|∗
φ [C
u
g (f)] must either have a factor ∇
(p)φ with p > 1
or must have at least µ internal contractions.
Furthermore, it is equally straightforward that for any complete contraction
Cug (f), u ∈ Uσ \ U
µ
σ , (C
u
g (f) by hypothesis is in the form (35) with σ factors
and at least µ+ 1 internal contractions), Im
1|(w,w·κ−K)
φ [C
u
g (f)] must consist of
complete contractions in the form (56) with either a factor ∇(p)φ, p > 1, or with
at least µ internal contractions.
Therefore, by the above discussion, we can re-express (57) to obtain:
∑
u∈Uµσ
auIm
1|(w,w·κ−K)|∗
φ [C
u
g (f)] +
∑
v∈V1
avC
v
g (f, φ) +
∑
v∈V2
avC
v
g (f, φ) = 0 (58)
where the complete contractions indexed in V1 are in the form (56) and have
σ + 1 factors and a factor ∇(p)φ, and moreover either have p > 1 or have p = 1
and at least µ internal contractions (we accordingly divide V1 into V
α
1 , V
β
1 ). The
complete contractions indexed in V2 are generic in the form (56) and have at
least σ + 2 factors. Now, since the above holds at any point x0 ∈ M and for
any values we assign to the jet of φ at x0, we derive that:
∑
u∈Uµσ
auIm
1|(w,w·κ−K)|∗
φ [C
u
g (f)] +
∑
v∈V β
1
avC
v
g (f, φ) +
∑
v∈V ′
2
avC
v
g (f, φ) = 0 (59)
(where the contractions indexed in V ′2 have at least σ + 2 factors).
By Proposition 6, the above must hold formally for the linearizations of the
complete contractions with σ + 1 factors (the degree of the complete contrac-
tions will be at most n + 1–see the note after definition 6). In the notation of
Proposition 6, we will have:
∑
u∈Uµσ
aulin{Im
1|(w,w·κ−K)|∗
φ [C
u
g (f)]}+
∑
v∈V β
1
avlin{C
v
g (f, φ)} = 0 (60)
Now, we only have to observe that the total number of internal contractions
in each of the linearized complete contractions above remain invariant under
the permutations by which we make the above formally zero. Therefore, (60)
implies:
∑
u∈Uµσ
aulin{Im
1|(w,w·κ−K)|∗
φ [C
u
g (f)]} = 0 (61)
and moreover the above still holds formally.
We will use the above equation to prove our Proposition 7, but in order to do
this we must better understand how the sublinear combination Im
1|(w,w·κ−K)|∗
φ [C
u
g (f)]
arises from Cug (f), u ∈ U
µ
σ .
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In order to understand Im
1|(w,w·κ−K)|∗
φ [C
u
g (f)], for any u ∈ U
µ
σ , we will first
seek to separately understand the transformation of each factor T in Cug (f)
under the operation Im
1|(w,w·κ−K)
φ [. . . ]. If T = ∇
(m)W , we define Im1φ[T ] to
stand for the terms of homogeneity one in φ in∇(m)W (e2φg), which have exactly
one derivative on φ; the terms in Im1φ[T ] will be in the form ∇
(m−1)W ⊗ ∇φ
or ∇(m−1)W ⊗ ∇φ ⊗ g, i.e. we are not decomposing the Weyl tensor. If Ty =
∇(p)f , we define Im1φ[Ty] to stand for the terms of homogeneity one in φ in
[∇(p)(ew·φf)](e2φg), which have exactly one derivative on φ.
It follows that the sublinear combination of terms in Im
1|(w,w·κ−K)
φ [C
u
g (f)]
with a factor ∇φ arises by picking out each factor T in Cug (f), replacing it
by Im1φ[T ] and then summing over all these possible replacements. Now, con-
sider any factor Ty in C
u
g (f) which has δ > 0 internal contraction in C
u
g (f);
define R[Ty] to stand for the sublinear combination of terms in Im
1
φ[Ty] in
the form ∇(m−1)W or ∇(p−1)f with exactly δ− 1 internal contractions. Define
Im
1|(w,w·κ−K)|♯
φ [C
u
g (f)] to stand for the sublinear combination in Im
1|(w,w·κ−K)
φ [C
u
g (f)]
which arises by picking out each factor Ty in C
u
g (f), replacing it by R[Ty] and
then summing over all these substitutions; then observe that Im
1|(w,w·κ−K)|∗
φ [C
u
g (f)]
will be a sublinear combination of Im
1|(w,w·κ−K)|♯
φ [C
u
g (f)]. In view of this, we
set out to understand the form of R[Ty] for each factor Ty in C
u
g (f).
We will introduce some notation to do this. Consider any Cug (f), u ∈ U
µ
σ in
the form (35). We pick out the factors Ty that contain an internal contraction,
and assume they are indexed in the set {T1, . . . , Txu, Txu+1, . . . , Txu+bu}. We
make the convention that the factors {T1, . . . , Txu} are in the form ∇
(m)W ,
while the factors Txu+1, . . . Txu+bu are in the form ∇
(p)f .
For convenience, we will repeatedly apply the Ricci identity to write each
complete contraction Cug (f), u ∈ Uσ in the form:
contr(∇y1...yw∇(m1)r1...rmWijkl ⊗ · · · ⊗ ∇
h1...hb∇(mσ−κ)c1...cmσ−κWi
′j′k′l′⊗
∇f1...fz∇(p1)q1...qp1 f ⊗ · · · ⊗ ∇
d1...dx∇
(pκ)
i1...ipκ
f)
(62)
where we are making the convention that the raised indices are contracting
against one of the lower indices in the same factor, and all the lower indices
that are not contracting against a raised index in the same factor are contracting
against some lower index in another factor. By Lemma 2, we observe that the
correction terms we obtain will satisfy the extra restrictions when they are
relevant.
We first consider any factor Ty, y ∈ {xu + 1, . . . xu + bu} that has, say, δ
internal contractions. Recall Ty in the form Ty = ∇u1...uδ∇
(p)
r1...rpf with the
conventions that each of the indices u1 , . . . , uδ is contracting against one of the
indices r1 , . . . , rp . Moreover each of the indices r1 , . . . , rp that is not contracting
against an index u1 , . . . , uδ is a free index. It follows that (modulo terms with
three factors) R[Ty] will be:
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R[Ty] = [δ · (n− 2)− 4
(
δ
2
)
+ 2δw](∇)u1φ∇u2...uδ∇(p)r1...rpf (63)
Now, we pick out any factor Ty, y ∈ {1, . . . xu}, in the form∇u1...uδ∇
(m)
r1...rmWijkl.
In order to understand R[Ty] in this setting we must distinguish three cases:
In the first case we have that all the internal contractions in Ty are between
derivative indices. In the second case we have that there is precisely one inter-
nal contraction involving an internal index (and with no loss of generality we
will assume that u1 is contracting against the index i in Wijkl). In the third
case we have there are precisely two internal contractions involving internal in-
dices, (and with no loss of generality we will assume that the indices u1 , u2 are
contracting against the indices i, k respectively).
In the case where all the internal contractions in Ty are between derivative
indices we see that (modulo terms with 3 factors) R[Ty] will be:
R[Ty] = [δ · (n− 2)− 4
(
δ
2
)
]∇u2...uδ∇(m)r1...rmWijkl(∇)
u1φ (64)
In the case where there is precisely one internal contraction in Ty (between
the indices u1 , i), we also assume for convenience that if δ > 1 then
u2 is con-
tracting against the index r1 . Then, (modulo terms with 3 factors) R[Ty] will
be the sum:
(n− 3)∇u2...uδ∇(m)r1...rmWijkl(∇)
iφ+ [(δ − 1)(n− 2)− 4
(
δ
2
)
]∇u1u3...uδ∇(m)r1...rmWijkl(∇)
u2φ+
(δ − 1)∇u1u3...uδ∇
(m)
jr2...rm
Wir1kl(∇)
r1φ
(65)
Now, we consider the case where a factor Ti is in the form∇u1...uδ∇
(m)
r1...rmWijkl
where two of the internal indices (i and k) are involved in an internal contrac-
tion. We then assume for convenience that if δ > 2 then u3 is contracting against
r1 . Thus, modulo terms with 3 factors, R[Ti] will be:
(n− 4)∇u2...uδ∇(m)r1...rmWijkl(∇)
iφ+ (n− 4)∇u1u3...uδ∇(m)r1...rmWijkl(∇)
kφ+
(δ − 2)(n− 2)∇u1u2u4...ux∇(m)r1...rmWijkl(∇)
r1φ
− 4[
(
δ − 2
2
)
+ 2(δ − 2)]∇u1u2u4...ux∇(m)r1...rmWijkl(∇)
r1φ+
(δ − 2)∇u1u2u4...uδ∇
(m)
jr2...rm
Wir1kl(∇)
r1φ+ (δ − 2)∇u1u2u4...uδ∇
(m)
lr2...rm
Wijkr1 (∇)
r1φ
(66)
Now, for each y ∈ {1, . . . xu + bu} we define Cu,yg (f, φ) to be the complete
contraction (or linear combination of complete contractions), in the form (56),
that arises from Cug (f) by replacing the factor Ty by R[Ty] and then replacing
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each factor ∇
(m)
r1...rmWijkl by a factor ∇
(m)
r1...rmRijkl or
n−3
n−2∇
(m)
r1...rmRijkl depend-
ing on whether there is no internal contraction involving an internal index or
not.
Then, for each u ∈ Uµσ we define C
u,+
g (f, φ) to stand for the linear combina-
tion of complete contractions:
Cu,+g (f, φ) =
xu+bu∑
y=1
Cu,yg (f, φ) (67)
Now, by the definitions of R[Ty] and Im
1|(w,w·κ−K)|∗
φ [C
u
g (f)], by the formulas
above and by the decomposition formulas for ∇(m)W , we derive that if Cug (f),
u ∈ Uµσ , has no factor ∇
(m)W with two internal contractions involving internal
indices then:
Im
1|(w,w·κ−K)|∗
φ [C
u
g (f)] = C
u,+
g (f, φ) (68)
On the other hand, if Cug (f) does contain factors ∇
(m)W with two internal
contractions involving internal indices then:
Im
1|(w,w·κ−K)|∗
φ [C
u
g (f)] = C
u,+
g (f, φ) +
∑
d∈D
adC
d
g (f, φ) (69)
where
∑
d∈D adC
d
g (f) stands for a generic linear combination of complete con-
tractions in the form (56) with the extra feature that they contain a > 0 factors
∇zr1...rzS, where S is the scalar curvature. The contractions C
d
g (f, φ) arise by
virtue of the factors T z, z ∈ Zδ=x in (45).
Thus, equation (61) implies:
∑
u∈Uµσ
aulin{C
u,+
g (f, φ)} +
∑
d∈D
adlin{C
d
g (f, φ)} = 0 (70)
We then have two claims.
Lemma 3 Given (70) we claim that:∑
d∈D
adlin{C
d
g (f, φ)} = 0 (71)
Observe that if we can show the above, we will then have:
∑
u∈Uµσ
aulin{C
u,+
g (f, φ)} = 0 (72)
We present our next claim with a little more notation: We denote by lin{C
u,+,i1...iµ−1
g (f, φ)}
the (linearized) tensor field that arises from lin{Cu,+g (f, φ)} by replacing each
of the internal contractions by a free index (meaning that in each complete
contraction (∇a, a) we erase ∇a and make the index a free). We then form a
(linearized) complete contraction lin{C
u,+,i1...iµ−1
g (f, φ)∇i1υ . . .∇iµ−1υ}. Our
second claim is that:
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Lemma 4 Assuming (72) and employing the notation above we have that:∑
u∈Uµσ
aulin{C
u,+,i1...iµ−1
g (f, φ)∇i1υ . . .∇iµ−1υ} = 0 (73)
and moreover the above holds formally.
We will show these two Lemmas below. For now, let us check how these
Lemmas will imply Proposition 7 (and hence Proposition 4). We arbitrarily
pick out an element ~α ∈ Λ (see definition 10) and we will show Proposition 7
for the index set Uµ,~ασ . We must distinguish two cases: Either for the character
~α = (RL1|RL2) we have RL1 = ∅ (in which case we must also necessarily have
RL2 6= ∅, since µ > 0), or we have RL1 6= ∅. For future reference, we will write
out ~α explicitly:
~α = (RL1|RL2) = (ζ1, . . . , ζa|ξ1, . . . , ξb) (74)
Now, we first consider the case RL1 = ∅ for our chosen ~α ∈ Λ. As we
observed, this implies that RL2 6= ∅, i.e. for each u ∈ Uµ,~ασ we have ξ1 > 0.
We then consider the sublinear combination in (73) which contains complete
contractions with the (linearized) factor ∇φ contracting against a (linearized)
factor T = lin{∇(p)f}, and moreover the factor T is also contracting against
precisely ξ1−1 factors ∇υ. If we denote the linear combination of such complete
contractions by lin{Sg(f, φ, υ)} then since (73) holds formally, we derive that:
lin{Sg(f, φ, υ)} = 0 (75)
and moreover the above holds formally. Now, we set φ = υ in the above. By
applying equations (61) and (67) we observe that:
(0 =)lin{Sg(f, υ, υ)} = Const(~α)
∑
u∈Uµ,~ασ
aulin{C
u|i1...iµ
g (f)∇i1υ . . .∇iµυ}
+
∑
s∈S
aslin{C
s,i1...iµ
g ∇i1υ . . .∇iµυ}
(76)
(C
u|i1...iµ
g stands for the tensor field that arises from Cug (f) by making all com-
plete contractions into free indices). Here each lin{C
s,i1...iµ
g ∇i1υ . . .∇iµυ} has
a character that is different from our chosen ~α. Therefore, since the above holds
formally and since the character of the complete contractions remains unaltered
under the permutations that make (76) formally zero, we derive:
Const(~α)
∑
u∈Uµ,~ασ
aulin{C
u|i1...iµ
g (f)∇i1υ . . .∇iµυ} = 0 (77)
The constant Const(~α) only depends on our chosen character ~α. To be precise,
if we denote bym the number of times that ξ1 appears in ~α (m ≥ 1), by applying
(63) and the definitions, it follows that:
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Const(~α) = m · [ξ1 · (n− 2)− 4
(
ξ1
2
)
+ 2ξ1 · w] = m · ξ1 · [n− 2ξ1 + 2w]
and we observe that Const′(~α) 6= 0 if (w+ n2 ) /∈ Z+. Furthermore, if w = −
n
2 +k
for some k ∈ Z+, we will still have Const(~α) 6= 0 by our extra restriction on
β[Lg(f)], which ensures that ξ1 < k.
Now, we proceed with the second case, where RL1 6= ∅. Thus, for every
u ∈ Uµ,~ασ there is an internal contraction in some factor ∇
(m)W . Now, similarly
to the case above, we will consider the sublinear combination of contractions in
(73) for which ∇φ is contracting against a linearized curvature factor, say T ,
and also T is contracting against precisely (ζ1 − 1) factors ∇υ.
If we denote the linear combination of such complete contractions by lin{S′g(f, φ, υ)}
then since (73) holds formally, we derive that:
lin{S′g(f, φ, υ)} = 0 (78)
and moreover the above holds formally. Now, we set φ = υ and derive a new
equation which we denote: lin{S′g(f, υ, υ)} = 0 (and the above still holds for-
mally). By the same argument as for the previous case, we derive that:
(0 =)lin{S′g(f, φ, υ)} = Const
′(~α)
∑
u∈Uµ,~ασ
aulin{C
u|i1...iµ
g (f)∇i1υ . . .∇iµυ}
+
∑
s∈S
aslin{C
s,i1...iµ
g ∇i1υ . . .∇iµυ}
(79)
(here C
u|i1...iµ
g stands for the tensor field that arises from Cug (f) by mak-
ing all internal contractions into free indices). Here again the contractions
lin{C
s,i1...iµ
g ∇i1υ . . .∇iµυ} have a different character from our chosen ~α. There-
fore, since the above holds formally, we derive:
Const′(~α)
∑
u∈Uµ,~ασ
aulin{C
u|i1...iµ
g (f)∇i1υ . . .∇iµυ} = 0 (80)
The constant Const′(~α) only depends on our chosen character ~α. In particular,
if we denote by f the number of times that the number ζ1 appears in (74), then
it follows that:
Const′(~α) = f · [ζ1 · (n− 2)− 4
(
ζ1
2
)
] = f · ζ1 · (n− 2ζ1) (81)
(81) follows from (63), (64), (65), (66), (67). Now, in the case where n is odd, we
clearly see that Const′(~α) 6= 0. In n is even, we have only have to recall that ζ1
corresponds to the number of internal contractions in some factor T = ∇(m)W
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in some complete contraction in Lσg (f). But then our restriction γ[Lg(f)] <
n
2
guarantees that ζ1 <
n
2 (observe that γ[T ] ≥ ζ1). Thus we derive Const
′(~α) 6= 0
in this case also.
In view of the above we also derive our claim in the case where RL1 6= ∅ for
our chosen ~α ∈ Λ. ✷
In view of the above, it suffices to show our Lemmas 3 and 4 to derive
Proposition 7 (and hence theorems 1, 2, 3). We will start by proving Lemma 4,
because Lemma 3 is slightly more complicated.
Proof of Lemma 4:
In order to see this claim it will be more useful to consider complete con-
tractions in the curvature and its covariant derivatives, i.e. in the form (56),
rather than contractions in linearized tensors.
Our point of departure is equation (72). We “memorize” the sequence of
permutations that make the left hand side of (72) formally zero. Now, we
consider the complete contractions Cu,+g (f, φ) in any higher dimension N , so
we obtain complete contractions Cu,+
gN
(f, φ), u ∈ Uµσ . Now, we repeat the se-
quence of permutation that made (57) formally zero to the linear combination∑
u∈Uµσ
auC
u,+
gN
(f, φ) and we derive a new equation:
∑
u∈Uµσ
auC
u,+
gN
(f, φ) =
∑
p∈P
apC
p
gN
(f, φ) (82)
for any N ≥ n. Here the complete contractions Cp
gN
(f, φ) are in the form (56)
and have at least σ + 2 factors. The contractions Cp
gN
(f, φ) arise as correction
terms in (82) due to the right hand side of (18). Therefore, we derive that each
Cpg (f, φ) will not contain a factor S (of the scalar curvature), because such factor
cannot arise in correction terms appearing by virtue of the curvature identity.
One more piece of notation. For any complete contraction CgN (f) (in any
dimension N) of weight −K we define the lth conformal variation V arlυ (l ∈ Z+
and υ is an arbitrary scalar function):
V arlυ [CgN (f, φ)] =
∂l
∂λl
|λ=0[Ce2λυgN (f, φ)]
We now consider V arµ−1υ of (82). Clearly, we have that:
V arµ−1υ {
∑
u∈Uµσ
auC
u,+
gN
(f, φ)} = V arµ−1υ {
∑
p∈P
apC
p
gN
(f, φ)} (83)
Now, by a careful study of the transformation laws (21) and (19) we observe
that we can write:
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V arµ−1υ {
∑
u∈Uµσ
auC
u,+
gN
(f, φ)} = Nµ−1
∑
u∈Uµσ
auC
u,+,i1...iµ−1
gN
(f, φ)∇i1υ . . .∇iµ−1υ+
Nµ−1
∑
t∈T
atC
t
gN (f, φ, υ) +
µ−2∑
y=0
Ny
∑
h∈Hy
ahC
h
gN (f, φ, υ)
(84)
All the complete contractions above are in the form:
contr(∇(m1)R ⊗ · · · ⊗ ∇(mt)R⊗
∇(ν1)f ⊗ · · · ⊗ ∇(νκ)f ⊗∇(p1)υ ⊗ · · · ⊗ ∇(pµ−1)υ)
(85)
here the complete contractions Ctg(f, φ, υ) have σ+µ factors, and they are in the
form (85) and moreover have the property that at least one pi, i = 1, . . . , µ−1 is
≥ 2.
∑
h∈Hy . . . stands for a generic linear combination of complete contractions
in the above form (what is important is that it is multiplied by Nβ with β <
µ− 1). Furthermore, in the notation above, we also have:
V arµ−1υ {
∑
p∈P
apC
p
gN
(f, φ)} =
Nµ−1
∑
t∈T ′
atC
t
gN (f, φ, υ) +
µ−2∑
y=0
Ny
∑
h∈Hy
ahC
h
gN (f, φ, υ)
(86)
where the complete contractions indexed in T ′ are in the form (85) but with at
least σ + µ+ 1 factors.
Therefore, by virtue of (83) (which holds formally, for N large enough) and
the analysis above, we obtain:
Nµ−1
∑
u∈Uµσ
auC
u,+,i1...iµ−1
gN
(f, φ)∇i1υ . . .∇iµ−1υ+
Nµ−1
∑
t∈T
S
T ′
atC
t
gN (f, φ, υ) +
µ−2∑
y=0
Ny
∑
h∈Hy
ahC
h
gN (f, φ, υ) = 0
(87)
and furthermore this equation holds formally for N ≥ n+µ. Therefore, by just
picking MN =Mn+µ × S1 × · · · × S1 we obtain:
Nµ−1
∑
u∈Uµσ
auC
u,+,i1...iµ−1
gn+µ
(f, φ)∇i1υ . . .∇iµ−1υ+
Nµ−1
∑
t∈T
S
T ′
atC
t
gn+µ(f, φ, υ) +
µ−2∑
y=0
Ny
∑
h∈Hy
ahC
h
gn+µ(f, φ, υ) = 0
(88)
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and the above still holds formally. Here N can be any integer with N ≥ n+ µ.
Thus, if we treat the above as a polynomial in N , we derive that:
∑
u∈Uµσ
auC
u,+,i1...iµ−1
gn+µ
(f, φ)∇i1υ . . .∇iµ−1υ +
∑
t∈T
S
T ′
atC
t
gn+µ(f, φ, υ) = 0 (89)
and the above holds formally. Therefore, it must also hold formally at the
linearized level, so we derive:
∑
u∈Uµσ
aulin{C
u,+,i1...iµ−1
g (f, φ)∇i1υ . . .∇iµ−1υ} = 0 (90)
This is precisely our desired conclusion. ✷
Proof of Lemma 3: We divide the index set D into subsets Da, a = 1, . . . , σ−
κ, according to the number of factors ∇(a)S that the contractions Cdg (f), d ∈ D
contains. It would clearly suffice to show that for each c = 1, . . . , σ−κ we must
have:
∑
d∈Dc
adlin{C
d
g (f, φ)} = 0 (91)
We show (91) by a downward induction on c: We assume that for some
number M ≤ σ − κ we have that for every c > M
∑
d∈Dc adlin{C
d
g (f)} = 0.
We will then show that this must be true for c =M .
In order to see this claim it will again be more useful to consider the non-
linearized version of (70); in any dimension N ≥ n:
EgN (f) =
∑
u∈Uµσ
auC
u,+
gN
(f, φ) +
∑
d∈D
adC
d
gN (f, φ)−
∑
p∈P
apC
p
gN
(f, φ) = 0 (92)
where the complete contractions Cp
gN
(f, φ) are in the form (56) and have at
least σ + 2 factors.
Now, we take the V arMY [EgN (f, φ)] in the above equation, so we will have:
ImMY [EgN (f, φ)] = 0 (93)
We want to describe the left hand side of the above. For each d ∈ DM let us
denote by Cd
gN
(f, φ, Y ) the tensor field that arises from Cd
gN
(f, φ) by replacing
each of the M factors ∇
(p)
r1...rpS by a factor −2∇
(p)
r1...rp∆Y . By virtue of the
transformation laws (22) and (21), and by applying the same argument as for
the previous case we derive that:
∑
d∈DM
adC
d
gN (f, φ, Y ) = 0 (94)
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modulo complete contractions of greater length, and moreover the above holds
formally.
We then denote by C
d,i1...iµ−M−1
gN
(f, φ, Y ) the tensor field that arises by mak-
ing each of the internal contractions in Cdg (f, φ, Y ) into a free index.
By the same argument as for the previous Lemma, we derive an equation:∑
d∈DM
adlin{C
d,i1...iµ−1−M
gN
(f, φ, Y )∇i1υ . . .∇iµ−M−1υ} = 0 (95)
and the above holds formally. Now, we observe that in each factor ∇(A)Y
(A ≥ 1), the last index is contracting against a factor ∇υ. Thus, it is not
difficult to derive that we can make the above linear combination formally zero
without permuting the last index in each of the M factors ∇(p)Y . Now, we
define an operation Op{. . . } that acts on the complete contractions above by
replacing each expression ∇
(p)
r1...rpY (∇)
rpυ (i.e. we pick out a factor ∇
(p)
r1...rpY
and also the factor∇υ that is contracting against its last index) by an expression
1
2∇
(p−1)
r1...rp−1S. Furthermore, we replace each remaining factor ∇υ by an internal
contraction–i.e. we erase each factor∇rυ that is contracting against some factor
T (T = ∇(p)f or T = ∇(m)R or T = ∇(y)S) and then we replace T by ∇rT .
Then, since (95) holds formally and without permuting the last index rP in each
factor ∇
(p)
r1...rpY , just by repeating these permutations we derive that:
∑
d∈Dm
adOp[lin{C
d,i1...iµ−1−M
g (f, Y )∇i1υ . . .∇iµ−1−M υ}] = 0 (96)
This is precisely our desired conclusion. ✷
8 Sketch of the proof of Theorem 4.
As mentioned, this proof closely follows the methods developed in [6]. All facts
that we claim without proof come from [6]. We briefly present the argument
that appears in [3].
The first step is to express the Riemannian operator Lg(f) as a polynomial
in the components of the ambient curvature R˜ and its covariant derivatives
∇˜(m)R˜, and in the harmonic extension u˜w and its covariant derivatives ∇˜(p)u˜w.
This can be done by using Graham’s conformal normal scale: We have that for
any x0 ∈ M we can pick a metric g1 ∈ [g] so that ∇
(p)
(r1...rp
Ricrp+1rp+2)(x0) = 0
for p ≤ N , where we are free to pick N as large as we like.
Now, since Lg(f) is assumed to be conformally invariant, it would suffice
to show that Lg1(f) can be written as a Weyl operator (the conformal in-
variance will then imply that Lg(f) can also be written as a Weyl operator).
Therefore we consider Lg1(f) and perform the ambient metric construction for
(M, g1), as explained in subsection 4.1: We locally embed the manifold (M, g1)
into the ambient pseudo-Riemannian (G˜1, g˜1), mapping the point x0 ∈ M to
x∗ = (1, x0, 0) ∈ G˜, and we consider the extension of the density fw to a w-
homogeneous harmonic function u˜w on (G˜1, g˜1). Recall that since (w+
n
2 ) /∈ Z+,
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this extension is well-defined to any order. Therefore, we obtain that there ex-
ists a fixed polynomial Π({∇˜(m)R˜}, {∇˜(p)u˜w}) in the components of the tensors
∇˜(m)R˜ and ∇˜(p)u˜w so that:
Lg1(f) = Π({∇˜
(m)R˜}, {∇˜(p)u˜w}) (97)
Now, consider any conformal transformation ψ : (M, g1) → (M, g2) with
ψ(x0) = x0, ∇ψ(x0) = m
i
j ∈ O(g(x0)), for which ψ
∗g2 = e
2φg1. Now, perform
the ambient metric construction (G˜2, g˜2) for g2, mapping x0 to the point x∗ =
(1, x0, 0) ∈ G˜2. As discussed in subsection 4.1, there then exists an isometry
(mod O(ρ∞)), Φ : G˜2 → G˜1, for which Φ(1, x0, 0) = (e
x0 , x0, 0) and moreover
∇Φ(1, x0, 0) is given by the matrix:

 λ ωi t0 mij si
0 0 λ−1

 (98)
where we set λ(x) = eφ(x) and then λ = λ(x0), ωi = ∇iλ(x0), mij ∈ O(g(x0)),
t = − 12λωjω
j (note that t is not the coordinate function from above-we are
just following the notations from [6]), si = − 1
λ
mijωj. Denote this matrix by
A. Thus, under a conformal re-scaling above, we have that the components of
the tensors ∇˜
(m)
a1...amR˜am+1...am+4 and ∇˜
(p)
b1...bp
u˜w for g˜2 at (1, x0, 0) arise from the
components of those tensors of g˜1 at (e
φ(x0), x0, 0) by multiplying the vectors
Xi by the matrix A. Denote the polynomial that is thus obtained by Π({A ·
∇˜(m)R˜}, {A · ∇˜(p)u˜w}).
On the other hand, the conformal invariance of Lg1(f) guarantees that:
Π({A · ∇˜(m)R˜}, {A · ∇˜(p)u˜w})(e
φ(x0), x0, 0) = [Lg2(e
wφ(x)f)](x0) =
[e(κ·w−K)φ(x)Lg1(f)](x0) = e
(κ·w−K)φ(x)Π({∇˜(m)R˜}, {∇˜(p)u˜w})
(99)
Thus, the conformal invariance of Lg(f) translates into an invariance of the
polynomial Π (up to multiplying by a power of λ) under the action of the group
P of matrices in the form (98). We will call this property P -invariance.
Now, it is more convenient to work at the linearized level of modules.
We consider the vector space W = Rn+2 and we denote by
XI = (X0, X1, . . . , Xn, X∞) any point in W . We recall the metric g˜(x∗) from
the subsection 4.1, which now defines a quadratic form g˜ onW :
∑
1≤I,J≤n gIJX
IXJ+
2X0X∞. We denote by Q the light cone in W , with respect to this quadratic
form. We consider the null vector e0 = (1, 0, . . . , 0)
t ∈ W . Now, if we denote
by G the identity-connected component of O(g˜) then the group of matrices P
in the form (98) above stands for the parabolic subgroup of G:
P = {p ∈ G : pe0 = λe0, λ > 0}.
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We will now be considering jets (to infinite order), at e0, of homogeneous
functions and tensor fields. Homogeneity here refers to the usual dilations of
the space W = Rn+2. We denote by E(a) the space of jets of functions ua,
homogeneous of degree a and by EIJ...M (a) (there are m indices I, J, . . . , L)
the space of jets of functions of homogeneity a that take values in the space
W ⊗· · ·⊗W (we are tensoring m times). For example EIJK is just a convenient
way of recording that the jets take values in W ⊗W ⊗W . Moreover, EI
JK is
the space of jets of functions that take values in W ∗ ⊗W ⊗W . We denote by
H(a) the space of jets at e0 of homogeneous harmonic functions ua. Harmonic
here means with respect to the operator ∆ = g˜IJ∂2IJ .
We define the space K of jets of linearized ambient curvature tensors around
a point e0 ∈ Rn+2 to be the set of jets to infinite order of 4-tensor fields ρIJKL,
with homogeneity −2, that satisfy the identities:
ρ[IJ]KL = 0, X
LρIJKL = 0, ∂[HρIJ]KL = 0, ρ[IJK]L = 0, ρIJ[KL] = 0
and moreover each tensor ∂
(m)
A...CρIJKL is trace-free with respect to the quadratic
form g˜. Here [. . . ] stands for summation over all cyclic permutations of the
indices inside the brackets.
We then define the function Eval, that evaluates each such jet at e0. Note
that X = (XI) is an element of EI(1). We then denote eI = Eval(XI). We
recall that coordinate differentiation defines a P -invariant map:
∂I : E
JK...M (s) −→ EJK...MI (s− 1)
Now, let us define linΠ(H(a),K) to be the polynomial in H(a) ⊕ K that
arises from Π(u˜a, R˜) by replacing each factor ∇˜
(m)
AB...DR˜IJKL by a factor ∂
(m)
AB...DρIJKL
and each factor ∇˜rAB...Du˜a by a factor ∂
r
AB...Dua, ua ∈ H(a). For each p ∈ P ,
we define plinΠ(H(a),K) to stand for the complete contraction that arises from
linΠ(H(a),K) in the following way: Let p = (qij) be in the form (98) and λ be
the top-left component of the matrix p. Denote the index∞ by n+1 for conve-
nience. Then plinΠ(H(a),K) arises from linΠ(H(a),K) by substituting each
factor ∂
(m)
AB...DρIJKL by a factor λ
2
∑n+1
A′,B′,...,D′,I′,J′,K′,L′=0 ∂
(m)
A′B′...D′ρI′J′K′L′q
A′
A . . . q
L′
L .
We also replace each factor ∂rAB...Dua by a factor λ
a
∑n+1
A′,B′,...,D′=0 ∂
r
A′B′...D′uaq
A′
A . . . q
D′
D
and each factor g˜IJ by λ−2
∑n+1
I′,J′=0 g˜
I′J′qII′q
J
J′ .
We recall the following fundamental fact, that follows from [10]:
Proposition 8 In the notation above, let us suppose that we can show that
if linΠ(H(a),K) is P -invariant, linΠ(H(a),K) : H(a) ⊕ K −→ E(b), then
linΠ(H(a),K) can be written as:
linΠ(H(a),K) =
∑
h∈H
ahC
h(H(a),K)
where each Ch(H(a),K) is a complete contraction (in g˜), in the form:
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contrg˜(∂
(m1)
AB...DρIJKL ⊗ · · · ⊗ ∂
(ms)
A′B′...D′ρI′J′K′L′⊗
∂
(p1)
FG...Hua ⊗ · · · ⊗ ∂
(po)
F ′G′...H′ua)
(100)
with
∑s
i=1(mi + 2) +
∑o
i=1 pi = K and o = q.
It then follows that Π(R˜, u˜a) can be written in the form:
Π(R˜, u˜a) =
∑
h∈H′
ahC˜
h
g˜ (u˜a)
where each C˜hg˜ (u˜a) is in the form (11) with
∑s
i=1(mi + 2) +
∑o
i=1 pi = K and
o = q.
In view of the above, the rest of this section will focus on proving the hypoth-
esis of the above Proposition. It will prove useful to establish two isomorphisms
between the space of jets at e0 of homogeneous harmonic functions and lin-
earized ambient curvatures, and the space of two lists of tensors, which we will
denote by Hlist(a),Klist. We use Propositions 1.2 and 4.1 from [6] to establish
these two isomorphisms.
Proposition 1.2 in [6] implies that if a /∈ Z+ (which is the case here, since
we are assuming a = w /∈ Z+) the space H(a) of jets at e0 of a-homogeneous
harmonic functions, is isomorphic to the P -module of lists:
Hlist(a) = {T
0, T 1, T 2, . . . }, T l ∈ ⊙l0W
∗ ⊗ σa−l (101)
where eI(T l+1)IJ...M = (a − l)(T l)J...M . Here σq is the 1-dimensional repre-
sentation of P where the element of P in (98) is mapped to λ−q. Also, ⊙l
stands for the symmetrized l-tensor product and ⊙l0 stands for the trace-free
part of the symmetrized l-tensor product. These conditions reflect the fact that
we are dealing with densities of weight a, the trace-free restriction reflects the
harmonicity of ua and the restriction on the contraction against e
I reflects the
Euler homogeneity relations.
We also recall the Proposition 4.1 in [6] which shows that that K is isomor-
phic to a certain P -module of lists of tensors, denote it byKlist, with symmetries
and anti-symmetries that model the usual properties of the curvature and its
covariant derivatives. We refer the reader to that paper. To avoid confusion,
we will denote the tensors T (l) in Proposition 4.1 in [6] by Ql.
Now, we will revert from thinking of the vector space of jets to thinking of
P -modules of lists of tensors. We thus study a polynomial Π(Hlist(a),Klist) in
elements of the lists Hlist(a),Klist.
Now, by Weyl’s classical invariant theory and using the fact that O(g(x0)) ⊂
P , we have that Π(Hlist(a),Klist) can be written as:
Π(Hlist(a),Klist) = Πeven(Hlist(a),Klist)
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where Πeven(Hlist(a),Klist) is a linear combination of complete contractions in
the form:
contrg(T
k1 ⊗ · · · ⊗ T ks ⊗Ql1 ⊗ · · · ⊗Qlr) (102)
the contractions are with respect to the metric g.
This reflects the fact that a conformally invariant differential operator is still
a Riemannian operator.
Now, recall from [6] the notion of a weak Weyl invariant: Assume that C,
C : Hlist(a)⊕Klist −→ ⊙
(m)
0 W ⊗ σb+m
is a linear combination of partial contractions (with respect to the metric g˜) of
the tensors Ql, T k, eI (which we denote by e, for short). If C is of the form:
C = e⊗ · · · ⊗ e⊗ I
where the factor e is tensored m times and I is a polynomial,
I : Hlist(a)⊕Klist −→ σb
then we observe that I must be P -invariant. (This follows because Pe = λe).
We will then call I a weak Weyl invariant.
So the m-tensor CAB...D has C0...0 = I and all the other components vanish.
Equivalently, the tensor CAB... has C∞...∞ = I and all the other components
vanish. We then claim:
Proposition 9 Our polynomial Πeven(Hlist(a),Klist) can be written as a weak
Weyl invariant.
Proof: Using the quadratic form g˜:
g˜IJX
IXJ = gijX
iXj + 2X0X∞,
we see that Πeven(Hlist(a),Klist) can be written as linear combination of com-
plete contractions (in g˜) of the tensors T lAB...D∞...∞, Q
r
IJKL,AB...D∞...∞, Q
r
IJK∞,AB...D∞...∞
and QrI∞K∞,AB...D∞...∞ (where the indices A,B, . . . , D, I, J,K, L take the val-
ues 0, 1, . . . , n,∞).
By juxtaposing eI = (0, . . . , 0, 1) if necessary, we may assume that the num-
ber of ∞ indices is equal to m in all the terms in that linear combination.
Then, we make all the∞’s into free indices X,Y, . . . , Z and so we have anm-
tensor FXY ...Z . We then take the symmetric and trace-free part of FXY ...Z , say
CXY ...Z . Because g˜∞∞ = 0, we still have that C∞...∞ = Πeven(Hlist(a),Klist).
Equivalently, raising indices we have that C0...0 = Πeven(Hlist(a),Klist).
We then consider DXY ...Z = CXY ...Z − e ⊗ · · · ⊗ e ⊗ Πeven(Hlist(a),Klist).
All we need to show is that DXY ...Z vanishes. In other words, this is a linear
algebra problem: Given the quadratic form g˜ and an m-form CXY ...Z that is
P -invariant and symmetric and totally trace-free so that C0...0 = 0, then show
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that CXY ...Z = 0. But this is shown in Proposition 2.1 in [6] (we only need the
even case here). ✷
What remains to be done is to show that the term I in Πeven(Hlist(a),Klist) =
e⊗· · ·⊗ e⊗ I is a Weyl invariant. But this part of the argument exactly follows
the ideas in [6]:
We now revert to thinking of the modulesH(a) andK as jets of homogeneous
harmonic functions and linearized curvature tensors around e0, rather than just
lists of tensors.
Let FAB...G(q+m) denote the space of jets at e0 of restrictions of m-tensors
(with homogeneity q +m) to the light cone Q.
We now use the differential operator DI from [6] that acts on elements
of FAB...E(s) and maps them into FAB...EI (s − 1). We pick any f
AB...E ∈
FAB...E(s) and arbitrarily extend it off of Q to an element of EAB...E(s). We
then define:
DIf
AB...E = (∂I −
XI∆f
AB...E
(n+ 2s− 2)
)|Q (103)
It follows that this operation is independent of the extension off of Q (see
[6]). Moreover, we observe that for any f ∈ F (s), n+ 2s 6= 0, we have:
DI(X
If) =
(n+ 2s+ 2)(n+ s)
(n+ 2s)
f (104)
Repeatedly applying this operator as in [6], we then conclude that any weak
Weyl invariant with b = (κ · w − K) + m,m ∈ Z+, with w subject to the
restrictions of Theorem 4, will be aWeyl invariant. We have proven our Theorem
4. (Note: The restriction (w+ n2 ) /∈ Z ensures that the operation is well-defined;
The last two restrictions ensure that the constant on the right hand side of (104)
is not zero). ✷
9 Appendix: Proof of Lemma 2.
We first prove our claim for complete contractions in the form (1). Let us denote
by ω the number of factors of Cg(f). It is straightforward to observe that if
Cg(f) satisfies the extra restrictions then all contractions C
k
g (f) with ω factors
(in the notation of Lemma 2) will also satisfy the extra restrictions. Thus, we
may restrict attention to the contractions Ckg (f) with ω + 1 factors.
By definition, such contractions can arise in this setting only by applying
the curvature identity. But then our claim follows because whenever we ap-
ply the curvature identity to a factor Fh = ∇(p)f with β[Fh] = χ, or a factor
Fh = ∇(m)R with γ[Fh] = χ, we will obtain a linear combination of partial
contractions in the forms ∇(m
′)R ⊗ ∇(p
′)f or ∇(m
′)R ⊗ ∇(m
′′)R, respectively.
Denote these factors by F ′h, F
′′
h . It follows that we will then have β[F
′′
h ] ≤ χ− 2
and γ[F ′h] ≤ χ. Thus, since we stated off with a complete contraction that
satisfied the extra restrictions, we obtain a complete contraction that satisfies
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the extra restrictions.
Now we prove our claim for complete contractions in the form (24). In
that setting, our claim is obvious if Chg (f) arises from Cg(f) by switching two
derivative indices, or by applying (23) to a factor ∇(p)P or by applying a fake
second Bianchi identity provided we do not increase the number of factors and
also do not increase the number of internal contractions. The remaining cases
in which a contraction Ckg (f) may arise from Cg(f) are as follows:
Firstly, Ckg (f) may arise by applying the Ricci identity to two derivative
indices in the same factor. Secondly by replacing a factor ∇(m)W by one of the
summands
∑
(∇sWsjkl ⊗ g),
∑
(∇ikWijkl ⊗ g) in the right hand sides of (51),
(52). Thirdly, by the expressions Q(R) in the right hand sides of (52), (53).
Now, in the first case our claim follows by the same argument as for Cg(f)
being in the form (1). For the second case we observe that whenever we apply
(51) or (52) to a factor Fh and we introduce a correction term of the form
F ′h = (∇
sWsrty ⊗ g) or of the form F ′h = (∇
stWsrty ⊗ g) respectively, we obtain
a complete contraction with at least µ+ 1 internal contractions, and where the
number of derivatives on each factor remains unaltered. Thus, we only have to
check that the extra restrictions continue to hold whenever they are applicable.
To see this, we observe by definition that if we had γ[Fh] = χ before we applied
(51) or (52), we then have γ[F ′h] = χ− 1. Furthermore, if we create an internal
contraction in some other factor T by virtue of the un-contracted metric tensor,
we again decrease the quantities γ[T ], β[T ]. All the other factors T ′ will still
have the same numbers β[T ′], γ[T ′], so we derive our claim.
The third case is when Chg (f) arises from Cg(f) when we apply one of the
equations (52), (53) to a factor Fh = ∇(m)W and bring out the correction
terms in Q(R). Suppose that Ckg (f) arises by applying (52) or (53) to a factor
Fh = ∇(m)W . We only have to check that Fh is then being replaced by a
partial contraction ∇(m
′)R⊗∇(m
′′)R for which γ[∇(m
′)R] < n2 , γ[∇
(m′)R] < n2 ,
whenever this extra restriction is applicable. Now, for this we see that Q(R)
is a sum of partial contractions in the form R ⊗ R. But each such curvature
expression has γ[R] ≤ 2, whereas the expression Fh in the left hand sides of
(52), (53) have γ[Fh] = 3. Furthermore, we observe that m
′ + m′′ = m − 2
and that each derivative index r in Fh that does not belong to an internal
contraction in Fh will belong to only one of the factors ∇(m
′)R,∇(m
′′)R, while
each internal contraction in Fh will either give rise to an internal contraction
in one of the factors ∇(m
′)R,∇(m
′′)R, or it will give rise to two indices a, b in
∇(m
′)R,∇(m
′′)R respectively that will contract against each other. Thus, since
Fh satisfied γ[Fh] <
n
2 , we obtain that γ[∇
(m′)R] < n2 , γ[∇
(m′)R] < n2 . ✷
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