Abstract. Many security problems only become apparent after software is deployed, and in many cases a failure has occurred prior to the awareness of the problem. Although many would argue that the simpler solution to the problem would be to test the software before deploying it. Although we support this argument, we understand that it is not necessarily applicable in a modern development environment. Software testing is labor intensive and is very expensive from a time and cost perspective. While much research has been undertake to automate software testing, very little has been directed at security testing. Additionally, the majority of these efforts have targeted low-level security (safety) instead of high-level security. In this paper, we present elements of a solution towards automation of testing security properties and for the generation of test data suites for detecting security vulnerabilities in software.
Introduction
When Von Neumann published his famous architecture in June of 1945, as part of the first draft of EDVAC, he might have anticipated, the potential power of that architecture. The evolution from a strictly single-function piece of hardware to a system that can behave in dramatically different ways through the use of software is is a significant technological advancement that has been exploited by virtually every major industry. However, it is unfortunate that the exponential growth of software in the past few decades has not met with an equivalent, or even relative, growth of concern with respect to software security. Although the problem is much more visible today than few years ago, security problems are still present even in most trusted software, such as operating systems. Many security problems only become apparent after software is deployed, and in many cases a failure has occurred prior to the awareness of the problem. Software testing is the most prominent way to eliminate many of these problems. While considerable research energies have been expended to automate software testing, very little has been directed at security testing. In order to find a security vulnerability in a program, four questions need to be answered:
1. What security property need to be tested? 2. How can security analyst state the property in concern? 3. How vulnerabilities can be located? 4. How test data can be generated to prove that a vulnerability not only exists, but will indeed take effect?
This list emphasizes that the range and nature of possible security vulnerabilities in software is very broad and detecting one of these vulnerabilities or another may require totally different approaches. Many vulnerabilities can be detected through static analysis of the source code. For instance, the password aging vulnerability, which occurs when a system does not enforce the policy that passwords need to be changed over time, has the potential to diminish password integrity. Yet, static analysis is sufficient for detecting vulnerabilities such as these. This can be achieved by checking for the existence of routines that validate the timestamp on passwords and then ensuring that the system utilizes these routines. While static analysis can be very useful in detecting many types of vulnerabilities, others will remain hidden. In such cases, dynamic analysis is needed. The focus of our research is on the detection of security vulnerabilities where dynamic-analysis needs to be conducted.
The answer to the first question falls within the domain of the security analyst. In answering the second and third questions, we have previously introduced extensions to GCC for code instrumentation, as well as Team Edit Automata (TEA) [14] . Used together, these promise to be a powerful tool for the analyst to state security properties, both formally and efficiently for the detection of a wide range of safety and security vulnerabilities.
In this paper, we provide elements of an answer to the fourth question, which concerns the generation of test data for testing security vulnerabilities. Previously published research has focussed on the following approaches: random test data generation [1] , directed random test data generation [9] , genetic and evolutionary algorithms [5, 6] , path-oriented test data generation [2, 4, 7] , goal-oriented [10] , and the chaining approach [8] . These approaches use different types of information to achieve their goals: Some of them rely on the control flow of the program, while others rely on data dependency to guide their search process. While we highly regard each of these approaches, we need to point that the classification of these approaches as whether or not they are viable depends on the desired outcome. Path-oriented approaches, which rely on control flow analysis, can be viewed as very useful if full path coverage is needed. If the desired goal is to achieve a specific program target, then a path-oriented approach may be very inefficient since a lot of search effort may be wasted exploring parts of the program that have no relation to the target. Goal-oriented approaches, which attempt to lead program execution towards a specific target may also fail for the same reason because they too depend on control flow analysis. Frequently, finding approaches that are both efficient and exacting, require executing parts of the program that are seemingly, from control flow graph perspective, unrelated to the solution [11] . The chaining approach uses both control flow and data dependency analyses that generate test data to reach designated targets in the code.
While none of these approaches targets security testing specifically, we view the chaining approach as as the most likely to facilitate efficient security testing. The nature of many security vulnerabilities is such that they tend to occur at identifiable locations in the code which we will designate security targets.
In the next section, we briefly present the chaining approach and its limitations in terms of testing for security properties. Section 3 provides a brief description of some of the most significant low-level and high-level security vulnerabilities. In Section 4, we present the security chaining approach. Section 5 provides an overview of our system and finally, Section 6 provides a conclusion of the work presented in this paper.
The Chaining Approach
The main goal of the chaining approach [8] is to find a data set with which a program execution can reach a specific node, referred to as the target node. The target is a node in the Control Flow Graph (CFG), which represents the objective of the test analysis. A simple definition of the approach is as follows: Given node Y in a program, the goal is to find a program input x on which node Y will be executed. The approach is an extension to the goal-oriented approach [12] . The goal-oriented approach classifies the different branches of a program as: critical, semi-critical, non-essential, and required. A branch is critical if and only if the execution of this branch would permanently drive the execution away from the target node. A semi-critical branch would also drive the execution away from the target node, but not permanently; i.e. through the execution of the back branch of a loop, the program execution may return back to a previous node where alternative branches leading to the target can be taken. A branch is a non-essential if the execution, or non-execution, of this branch does not affect reaching the target. A required branch is a branch that must be executed for the program to reach the target. To illustrate the approach, consider the C++ code fragment given in Figure 1 , and its corresponding control flow graph shown in Figure 2 .
Since goal-oriented approach relies merely on control flow analysis, both branches to nodes 6 and 8 are considered to be non-essential. That is the case since the execution of either branch will eventually lead back to node 4, and assuming that the loop at that node is not infinite, the execution will either way move towards the target, node 12. The goal-oriented approach will fail since the execution of node 9, which is treated as a part of a non-essential branch, is actually vital to reaching the target. The chaining approach overcomes this shortcomings by extending the goaloriented approach to consider data analysis as well. The approach views the problem as the set of one goal and multiple subgoals. Assume that data generation is required for some variable in order to reach the target. The approach starts in an identical fashion to the goal-oriented; it randomly selects a input value x 0 and executes the program with this value, then monitors the execution to detect if a critical path is reached. If the execution leads to the target then the goal has been reached and x 0 is the solution to the test data generation problem. However, if a violation occurs along the execution path; that is, a critical path is executed, the approach terminates the execution and considers the node where execution led to a critical branch to be a problem node. The focus of the approach at that point shifts from the goal to the subgoal, which is passing through the problem node towards the target. To solve the subgoal, the chaining approach uses a function minimization technique to find an alternative value that will execute the program at the problem node. If a value is found then the execution continues, with the possibility of hitting another problem node whereupon the process recursively repeats itself. If, however, function minimization fails to find an alternative value, then the approach switches to a data dependency analysis.
To illustrate the idea, we must recall some of the basic concepts considered by the approach as given in [8] .
where N is a set of nodes, A is a binary relation on N (a subset of N × N ), referred to as a set of edges, and s and e are, respectively, unique entry and unique exit nodes, s, e ∈ N .
-A node in N corresponds to the smallest single-entry, single-exit executable part of a statement in Q that cannot be further decomposed. -An edge (n i , n j ) ∈ A corresponds to a possible transfer of control from instruction n i to instruction n j . (1) v is defined at n k 1 , (2) used at n k q , and (3) it was not modified along the path between n k 1 and n k q ; more formally Now, let us revisit Figure 1 . The chaining approach starts executing the program with an initial random value x 0 . If this input value leads to the target then a solution is found. Assume however, that the execution successfully reaches node 18 but then the critical branch is taken at that node. The approach then attempts to solve that first subgoal, which is to find a value that will still preserve the execution to go all the way to node 18 (this is a constraint), but then changes the execution at that problem node p. Consequently, this is a minimization problem with constraints. If the attempt is successful, then a solution is found; otherwise, the approach attempts to alter the execution at node p by identifying the nodes that have to be executed prior to reaching this node. Effectively, the approach finds a set LD(p) of last definitions of all variables used at problem node p then requires that these nodes be executed prior to the execution of p. By enforcing such a requirement, the chances of altering the execution flow at a problem node may be increased, and hence the desired branch is taken. Such a sequence of nodes to be executed is referred to as an event sequence (or chain).
An event sequence E is a sequence e 1 , e 2 , .., e k of events, where each event is a tuple e i = (n i , S i ) where n i is a node and S i a set of variables referred to as a constraint set. For every two adjacent events, e i = (n i , S i ) and e i+1 = (n i+1 , S i+1 ) there exists a definition-clear path with respect to S i from n i to n i+1 .
Generally, event sequences are generated as follows. Initially, for a given target node g, the following event sequence is created: (d 1 , d 2 , ..., d N 
Consequently, the following event sequences are generated:
:
The approach then selects one of the chains and attempts to find a solution. If another problem node occurred in that chain, a similar list is made as above with this new problem node and its previous LD node included in the chain. For instance, assume E 1 is selected, and that another problem node p 1 is encountered in the execution of E 1 . Assume LD(p 1 ) = (f 1 , f 2 , . . . , f M ), then the following event sequences are created:
The process repeats which effectively results in a search tree being created, where E 0 is the root and any other generated event sequence is a child. The chaining approach traverses that search tree in a depth-first fashion, attempting to find an event sequence E for which a program input that executes that selected event sequence is found. A general search tree generated by the approach is partially shown in Figure 3 .
Low-Level and High-Level Security
The range and nature of security vulnerabilities in software is quite broad. However, at higher abstractions, security vulnerabilities can be classified as either low-level (safety), or high-level (security). For the sake of brevity, we will only indicate some of the most significant. Fig. 3 . A Partial Search Tree Generated by the Chaining Approach
Low-Level Vulnerabilities -Safety

High-Level Vulnerabilities -Security
Examples of high-level security vulnerabilities include: Authentication, Privilege Escalation, Inappropriate Authorization, Access Control, Integrity, Confidentiality, Non-Repudiation, Availability, and Cryptographic Vulnerabilities.
The Security Chaining Approach
Since the range of security vulnerabilities is quite varied, we must emphasis that a single solution capable of handling all types of vulnerabilities is not feasible. Different solutions for handling specific vulnerabilities, or a group of vulnerabilities, remains within the realm of possibility. In previous work [14] , we presented Team Edit Automata (TEA) as a powerful model for stating and enforcing safety and security properties. TEA is partially based on Security Automata [13] which is proven capable of enforcing all safety properties as well as a limited set of security properties. Building on this research, we will now extend it to facilitate the automatic testing of security vulnerabilities through the security chaining approach. While we regard the chaining approach well suited for test-data generation, the approach may fail, as it is not intended for security testing. There are many cases where the reachability of a target is insufficient for the detection of security vulnerabilities. To illustrate the idea, let us look at the simple example in Figure  4 ; the control flow graph corresponding to that code is shown in Figure 5 . The program verifies user's role, solicits a PIN from the user, encrypts that PIN, and then sends the encrypted PIN over a network if certain conditions are met. The security analyst is interested in testing the software against a specific security property: All PINs sent over the network must be encrypted.
Clearly, node 35, where the encrypted PIN is sent, is "a" target here. It is also clear that there are multiple paths from start to this node. From the chaining approach point of view, there is only one goal, which is to generate test data to reach this node. However, from security testing point of view, there are multiple goals that must be achieved in parallel to detect any vulnerability. One goal is still to reach node 35. If this node is not reachable, then this code suffers from the availability security vulnerability. Another goal that must be considered is the path taken to reach this target. When the chaining approach attempts to generate test data, it may go through the usual process of hitting problem nodes, attempting to alter executions, generating search trees and traversing it in depth-first fashion. A successful analysis may generate the following: x1 = 15, x2 = 1, x3 = 5, x4 = 20, x5 = 10, x6 = 75, which allows the program to traverse to the target node through the following path:
However, such an execution does not suffer any security problems since the PIN would be encrypted at node 13 before being sent at node 35. One possible solution to the problem is to use the chaining approach to generate test data to reach the target, while concurrently executing a finite state machine (FSM) to monitor the status of the encrypted PIN, eP ass, so that it can only be sent if it is in an encrypted state (that is being assigned a returned value from the encrypt function); otherwise the FSM enters an error state. However, this solution will fail for the same reason. If the data generated by the chaining approach is as above then the FSM will not detect any vulnerabilities. Another approach to test the security property in concern, is to use static analysis. While this may work, there is the potential of reporting false negatives. Since static analysis does not require program execution, it has no knowledge of the reachability of a specific point. Consequently, static analysis would report all potential problems, including false positives, which is not scalable to a real-life application. The security chaining approach eliminates these problems altogether.
In addition to the primary goal, which is the reachability of the target, the security chaining approach considers other goals. Specifically, this approach considers another type of event sequence (chains), referred to as the security chain, which is directly related to the security property itself. The following basic concepts are introduced by our approach:
-Security Target: A security target t is a node that must be: (1) Security Definition is a statment/node n such that if execution goes through that node, no security vulnerability would occur at the security target, s. Consequently, a set of undesired last security definitions ULSD(s) is defined as the set of all undesired last definitions of all security related variables used in s. -A path in a CFG is classified as either critical or required. A path is critical if and only if: (1) the execution of such a path would permeably drive execution away from the target node, "OR" (2) the path includes a node n that belongs to ULSD(s), where s is the target node. A required path is a branch that: (ι) must be taken in order to reach a target, and (ιι) is a part of a path to the target that does not include critical branches. -Predomination: A node n predominates a node k if and only if: (1) There is a path from n to k, and (2) There is no possible way for node k to be reached unless node n is reached.
To illustrate the idea, let us revisit Figure 4 and its CFG shown in Figure 5 . The first goal of the approach is to reach node 35, where the security target, the variable ePIN, is present. However, reaching that target must be forced through a very specific path for the approach to report a security vulnerability at the given code. The approach starts in an identical fashion to the chaining approach, flagging all critical paths that would permanently lead execution away from the target. The approach then, through code instrumentation and static analysis, detects all the LSD( ) of the target node (that is LSD(statement at node 35) in our example). The approach then flags all undesired last definitions. In our example, there are five LSD( ) located at nodes 9, 13, 16, 24 and 28. However, nodes 9, 13, 24 and 28 are all flagged as undesired last definitions, since the execution of these nodes would immediately lead to the security property being preserved. At that moment, the approach has one final goal, which is to generate test data to reach node 35 through node 16.
The approach definition of critical paths is significantly different than the one defined by the chaining approach. After the security chaining approach finds an undesired last definition, the approach finds the immediate test node that predominates this node and flags the branch from this test node towards the undesired last definition node as critical. Effectively, all undesired execution paths are eliminated. The approach then attempts to generate test data, in a similar fashion to the one used by the chaining approach. If the generation is successful, then a solution is found; which means a security vulnerability is detected. If all attempts fail to generate the test data, then the path is treated as impossible and no vulnerability is detected by the approach. It should be noted that false negatives are eliminated here since either the approach would report the problem with a set of test data that proves its existence, or nothing is reported if a path is thought of to be impossible after the approach has exhausted all attempts. It should also be noted that the order of flagging paths as critical is important, since it significantly reduces the search overhead. For instance, node 21 in Figure 4 is a chaining approach last definition of variable x6 at node 32. However, attempts to alter execution at node 32, should it become a problem Effectively, the security chaining approach would result in the generation of only those event sequences that are needed to be executed for security vulnerabilities to be detected. Each one of those event sequences would construct a search tree. In contrast to chaining approach which terminates the search upon one success, the security chaining approach would attempt each one of those trees, since each one represents a potential vulnerability. If the approach cannot Figure 4 find a solution to traverse a tree, then this tree is considered impossible, and hence no vulnerability is detected or reported, eliminating all false positives.
For instance, considering the code in figure 4 , the approach would initially create a single event sequence, shown in figure 6, which would evolve to a search tree should problem nodes are encountered.
Framework Architecture
A high-level view of our system architecture is shown in Figure 7 . The System contains 7 main components: A team edit automaton connects its component automata through action signatures -definitions that designate the source and destination of actions. 3. GCC Extension for XML-Dump: GCC Extension for GIMPLE XML dumping [3] . The purpose of the tools is to dump the GIMPLE tree into XML format, which is used in the next stage. 4. XML Parser: Parses the XML representation of the GIMPLE tree and generates the CFG for control and data flow analysis. 5. Security Chaining Data Flow Analyzer: This component will perform the data flow analysis, and annotate the CFG by classifying the branch as Critical or Required. 6. Security Chaining Execution Manager: This is the engine of the security chaining approach. It will use the annotated CFG as the guide to run the instrumented executable and to monitor the execution to generate the test data. 7. Report Analyzer: Collects the data generated by the Security Chaining Execution Manager and generates final test reports indicating the presence of any vulnerabilities, their locations and conditions under which these vulnerabilities would be realized.
To sum up, our work is not directly performed on source code, rather on an intermediate representation of it; specifically, a language independent GCC GIMPLE tree. We also utilize some extensions of GCC. First, the GCC extension for XML-Dump is used to generate the XML representation of the GIMPLE tree, then feeds it to the XML Parser to generate the CFG. Given the CFG, the security chaining Data Flow Analyzer is used to perform data flow analysis and to classify the branches of the CFG as critical, or required. Then, GCC Extension for Code Instrumentation we inject the monitoring code and produce Fig. 7 . A High-level View of the System Architecture the exactable files. Utilizing the annotated GFC, the execution manager runs the produced executable(s) and monitors their execution to generate test data, which is sent to the Report Generator, which produces final reports detailing all the detected vulnerabilities.
Conclusion
In this paper, we presented elements of a solution towards automation of software security testing and the generation of test data for the purpose of detecting security vulnerabilities in software. The proposed solution enables the detection of a range of vulnerabilities, both high-level and low-level. The solution utilizes both control flow and data dependency to achieve the needed goals.
While we understand that constructing a single approach that is capable of detecting all possible software security vulnerabilities is not possible, we do believe that multiple components of a single tool may be able to move us forward toward this target. Previously, we introduced TEA [14] , which is capable of handling a wide range of safety and security properties. We have incorporated the the Security Chaining Approach into the Security Testing component of our Trusted Free & Open-Source Software suite. This addition not only allows our tool to handle a larger set of security vulnerabilities but to also detect specific set of vulnerabilities that are not, and in most cases could not, be handled by even the best currently available commercial tools for software security testing.
