The evaluation of the uncertainties in model predictions is key for advancing urban drainage modelling practice. This paper investigates, for the first time in Mexico, the effect of parameter sensitivity and predictive uncertainty in an application of a well-known urban stormwater model. Two of the most common methods used for assessing hydrological model parameter uncertainties are used: the Generalised Likelihood Uncertainty Estimation (GLUE) and a multialgorithm, genetically adaptive multi-objective method (AMALGAM). The uncertainty is estimated from eight selected hydrologic parameters used in the setup of the rainfall-runoff model. To ensure the reliability of the model, four rainfall events varying from 20 mm to 120 mm from minor to major count classes were selected. The results show that, for the selected storms, both techniques generate results with similar effectiveness, as measured using well-known error metrics; GLUE was found to have a slightly better performance compared to AMALGAM. In particular, it was demonstrated that it is possible to obtain reliable models with an index of agreement (IAd) greater than 60 and average Absolute Percentage Error (EAP) less than 30 percent derived from the uncertainty analysis. Thus, the quantification of uncertainty enables the generation of more reliable flow predictions. Moreover, these methods show the impact of aggregation of errors arising from different sources, minimising the amount of subjectivity associated with the model's predictions.
Introduction
Recently, hydrological modelling has become more relevant, based on the technological advances that provide better spatial and temporal resolution. However, the ability to incorporate spatially distributed digital data is in turn hindered by the scarcity of datasets at the same scale. Alternatively, remote sensing techniques make it possible to rapidly obtain information for large areas by means of sensors operating in several spectral bands, mounted on aircraft or in satellites [1, 2] . The above-described situation has opened the door to the use of big data [3] , applying it to hydrological models to make them more robust. Nevertheless, modelling spatially distributed hydrological processes can be challenging, particularly in strongly heterogeneous (soil use variation, slope, coverage) urbanised areas. Multiple interactions occur in urban areas between structures and the drainage system (for waste water and storm water) at various temporal and spatial scales, which in turn increase the data requirements and complexity [4] . These complexities, in addition to the aforementioned data scarcity at the required level, make it difficult to define a universal methodology to reproduce urban these methodologies for performing the uncertainty analysis of model parameters. For example, in the case of [30] , the wetland design parameters for flooding control relating the hydrological and hydraulical parameters were analysed for a better model performance. Another example is the work of Fraga et al. [31] , in which the model parameter uncertainty and its propagation from a hydrological model 1D-2D was evaluated. Similarly, the work of Sun et al. [32] focused on the hydrological parameters uncertainty behaviour regarding the model scale (surface study detail), and the work of Zhao et al. [33] involved an uncertainty analysis for evaluating the capability of different likelihood measures in model parameter distribution.
Because data are scarce in much of the world (especially in developing countries), the focus of research should be on the reduction of the predictive uncertainty by achieving a better understanding of processes and the quantification of uncertainty itself [34, 35] . This can be achieved through a comparison of the different approaches in data-scarce regions.
This investigation presents a comparison of two of the most common methods used for assessing hydrological model parameter uncertainties in an urban catchment in Mexico. The methods compared are (a) the Generalised Likelihood Uncertainty Estimation (GLUE) developed by [11] ; and (b) a multialgorithm, genetically adaptive multi-objective method (AMALGAM) developed by Vrugt and Robinson [36] . The comparison aims to show the performance of both methods in implementing a well-known open-source model (Storm Water Management Model, SWMM) in a small urban catchment, using the index of agreements as the likelihood measure. In this case, the quantification of the uncertainty is estimated from the hydrologic parameters used in the setup of the rainfall-runoff model. This application will show the advantages of implementing such an analysis in applications with limited data.
The paper is organised as follows: Section 2 illustrates the performance methodology implemented for the comparison; Section 3 presents the case study along with the available data and the methods implemented; and Section 4 summarises the results and discussions. Finally, Section 5 introduces the main conclusions derived from this work.
Methodology
A flow chart of the methodology (shown in Figure 1 ) illustrates the uncertainty analysis process, which involves the characterisation of the basin, followed by the hydrologic modelling and model-data comparison at the selected gauging station. Modelling errors for each run are evaluated and selected or discarded in relation to the defined confidence envelope. The uncertainty analysis techniques of GLUE and AMALGAM were used to quantify the uncertainties derived from the selected parameter sets. Following the work presented by Dotto et al. [37] , the results are evaluated through a measure of the model run performance through the index of agreement (IAd) and the Average Relative Interval Length (ARIL) [38] (see Equation (1)), complemented with the evaluation of the Absolute Percentage Error (APE) (see Equation (2)). The set of "best" parameters is estimated based on the results that are within the range of 95% confidence. The ARIL coefficient is specified as follows:
where N is the number of results within the confidence band, Limit upper,i is the upper limit of the confidence band, Limit lower,i , is the lower limit of the confidence band, and X obs,i , is the observed value at the instant i within the confidence band.
where D i is the model result, and O i , is the observed value at the same instant i. This comparison procedure between the two implemented uncertainty techniques was determined following the criteria proposed in previous investigations [39, 40] , where the performance of the model is assessed by the IAd proposed by Willmot [41] and used by Krause et al. [42] as a measure for the likelihood (Equation (3)), and the model prediction uncertainty is defined through the ARIL 95% probability bands (as proposed by Jin et al. [38] ).
where D i is the modelling result in the instant i, O i , is the observed value in the instant i and O is the observed average. measure for the likelihood (Equation (3)), and the model prediction uncertainty is defined through the ARIL 95% probability bands (as proposed by Jin et al. [38] ).
where is the modelling result in the instant i, , is the observed value in the instant i and is the observed average. 
Study Area, Hydrological Model and Uncertainty Methods

Study Area
The city of Tuxtla Gutierrez, located in the Mexican state of Chiapas, Mexico, was selected as the case of study. The population is approximately 553,374. The average elevation of Tuxtla Gutierrez is 600 m above the mean sea level, and the average annual temperature is 25.4 °C. The climate is influenced by an intense wet season in combination with the incidence of hurricanes and cold fronts. The relative humidity fluctuates between 80% and 86%, and the annual rainfall is 956 mm, mainly between May and October. The city is located within the catchment of the Sabinal River (see panel a Figure 2 ); its main channel crosses the city along 21 km from West to East. The catchment area of 407 km 2 was instrumented with seven automatic weather stations, each of which measured climatic parameters with a temporal resolution of 10 min.
Four storm events from 2011 were selected because they induced flooding, which is the principal problem in the study basin. Figure 2b -e illustrates the hyetographs for each event registered at the seven weather stations, where differences in the registered rainfall at these points are shown for some cases. In addition, these events have the same temporal resolution as the hydrometrical stations, 10 min, thereby enabling calibration of the rain runoff model in the basin; thus, events one and two are used in the uncertainty analysis and events three and four are used in its validation. The gauging station closer to the catchment exit point (triangle No. 5 in Figure 2 ) is used to compare the rainfallrunoff model results. The measured discharge at this point is depicted in Figure 2f , showing records 
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Study Area
The city of Tuxtla Gutierrez, located in the Mexican state of Chiapas, Mexico, was selected as the case of study. The population is approximately 553,374. The average elevation of Tuxtla Gutierrez is 600 m above the mean sea level, and the average annual temperature is 25.4 • C. The climate is influenced by an intense wet season in combination with the incidence of hurricanes and cold fronts. The relative humidity fluctuates between 80% and 86%, and the annual rainfall is 956 mm, mainly between May and October. The city is located within the catchment of the Sabinal River (see panel a Figure 2) ; its main channel crosses the city along 21 km from West to East. The catchment area of 407 km 2 was instrumented with seven automatic weather stations, each of which measured climatic parameters with a temporal resolution of 10 min.
Four storm events from 2011 were selected because they induced flooding, which is the principal problem in the study basin. Figure 2b -e illustrates the hyetographs for each event registered at the seven weather stations, where differences in the registered rainfall at these points are shown for some cases. In addition, these events have the same temporal resolution as the hydrometrical stations, 10 min, thereby enabling calibration of the rain runoff model in the basin; thus, events one and two are used in the uncertainty analysis and events three and four are used in its validation. The gauging station closer to the catchment exit point (triangle No. 5 in Figure 2 ) is used to compare the rainfall-runoff model results. The measured discharge at this point is depicted in Figure 2f , showing records from 1 July 2011 to 31 October 2011. The selection of station five and the register period was due to the lack of reliable information in the other measurement points; as a result, they were not possible to use in the uncertainty analysis. 
Hydrological Model
The computational model used in this study was the Storm Water Management Model (SWMM) produced by the Environment Protection Agency of the United States [43] . SWMM is a dynamic hydrology-hydraulic water quality simulation model that can be used for single event or long-term (continuous) simulation of runoff quantity and quality from primarily urban areas. The runoff component operates on a collection of sub-catchment areas that receive precipitation and generate runoff. The version used in this study was SWMM 5.0.022. 
The computational model used in this study was the Storm Water Management Model (SWMM) produced by the Environment Protection Agency of the United States [43] . SWMM is a dynamic hydrology-hydraulic water quality simulation model that can be used for single event or long-term (continuous) simulation of runoff quantity and quality from primarily urban areas. The runoff component operates on a collection of sub-catchment areas that receive precipitation and generate runoff. The version used in this study was SWMM 5.0.022. SWMM estimates the runoff by considering each one of the sub-basins as a nonlinear reservoir, where the contribution of flow to the deposits comes from precipitation, snow, or releases from upstream stores. SWMM also simulates route flows from the system, infiltration, evaporation and surface runoff. The surface runoff of a given area is determined when the water depth within a catchment exceeds the maximum storage value, and the outflow is determined by Manning (5) or Hazen-Williams Equation (6) , which integrates the continuity Equation (4) considering friction through the incorporation of Manning coefficient (n). The major loss considered in the rainfall and runoff modelling is infiltration loss, which is calculated through either Horton (7), Green Ampt (8) or (9) and Soil Conservation Service (SCS) curve number. The infiltration losses are considered only from the pervious areas of a sub-catchment. The Horton model was selected for this study. Implemented variables in the SWMM model are presented below, and Table 1 introduces the parameters used in this study with the different uncertainty analysis techniques. These are shown along with the application ranges that are defined using Kalimod v3.0 [44] .
where A is the basin area, y, the water depth, t, the time, i, the rainfall intensity and Q the flow.
where Q M is the flow by Manning, n, the Manning coefficient, L, the width sub-basin, y, the water depth, y , the lowering of height storage and S the slope.
where Q H−W is the flow by Hazen-Williams, C, the Hazen-Williams roughness, A, the area, R, the hydraulic radius and S the slope.
where f p is the soil infiltration capacity, f ∞ , the minimum or end value of f p (in t = ∞), f o , the maximum or initial value of f p (in t = 0), t w , the start time of the storm and ∝ d , decay coefficient.
where F s is the cumulative infiltration volume required to cause surface saturation, F, the cumulative infiltration volume, f p , the soil infiltration capacity, f , the infiltration rate, K s , the hydraulic conductivity of soil saturation, i, the rainfall intensity, S u , is the average capillary suction in the wetting front and I MD, is the initial moisture deficit of the event. 
Sensitivity Analysis
A sensitivity analysis was conducted through the range of values that are valid for each of the parameters in the model conducted during the application of the selected uncertainty analysis techniques. A Monte Carlo sampling method was implemented, for this purpose, which considered 1000 random samples of possible values for each model parameter and a uniform probability distribution (similar to [11] ). For each model parameter, the sensitivity coefficient is calculated according to the following [45] , Equation (10):
where y i represents the n model output variables, θ j represents the m independent model parameters, ∆θ j represents the j-th parameter variability range and ys i , is the reference value (or scaling) for the variable y i used to preserve the non-dimensional nature of the sensitivity function.
Uncertainty Analysis Techniques
Following the local sensitivity analysis, the uncertainty analysis techniques are applied by considering only the simultaneous variation of sensitive parameters and keeping the others constant with their calibration values. The model parameters used for the uncertainty analysis are presented in Table 1 .
GLUE Methodology
GLUE methodology considers a range of parameter sets that provide reliable simulation results when compared with a single observation, thus transforming the problem to a search for sets of parameter values that are valid (e.g., equifinality). The advantage of this technique is that there is no requirement for detailed distribution functions of the observable variables/errors when the number of parameters is high or the data are limited [46] .
However, when data availability is not a problem, such a methodology may use subjective hypotheses in the selection of the threshold acceptance of the parameters sets that can adjust the model (e.g., [47] ). The GLUE technique [11] relies solely on the measure of performance of different sets of parameters that are derived from the application of indices that measure their skill to represent the best adjustment of a model's results (e.g., the likelihood and probability of the model result based on the parameter set) and does not involve the minimisation or maximisation of an objective function. In this study, IAd is implemented as a performance measure.
AMALGAM Method
The Adaptive Multi Algorithm Genetically Multi-objective method (AMALGAM) was developed to solve problems in the meteorological predictions field. The method combines two concepts, the search with simultaneous methods and the auto-evolutionary descendent creation, which guarantee fast, reliable and computationally efficient solutions in the multi-objective optimisation algorithms setting.
The multi-evolutionary optimisation method implements an elitist search procedure based on the population, which has characteristics of the set of distributed parameters with Pareto solutions, in a single optimisation procedure [36, 48] . AMALGAM uses for optimisation the algorithms listed below:
• Non-dominated sorted genetic algorithm-I I (NSGAII) [49] .
• Particle swarm optimisation (PSO) [50] .
• Adaptive Metropolis search (AMS) [51] .
• Differential Evolution (DE) [52] .
In this study, the implementation of this algorithm is conducted through the utilisation of the KALIMOD software tool [44] , which was developed as an interface between simulation models and optimisation algorithms. The general procedure involves the selection of relevant rainfall-runoff events to perform multi-event calibration with AMALGAM.
Results and Discussion
Model-Data Comparison
The first step in the methodology involved the model data comparison (at gauging station No. 5) for the selected catchment. In this case, once the hydraulic model has been established through the characterisation of the catchment, the two selected storm events are reproduced using optimal values for the free parameters in the model. This model-data comparison is illustrated in Figure 3 for the two selected events in this study. Panel a shows that, in the case of the first event, the hydraulic model overestimates the measured level in the river. The average absolute percentage error for the entire hydrograph was estimated as 28.40%, with a maximum value of 114.25% close to the peak discharge. Panel b introduces the same result for the second storm, also overestimating the river level. In this case, the average absolute percentage error was estimated as 44.01% for the entire record, with maximum errors of 323.13% in the peak discharge. In this study, the implementation of this algorithm is conducted through the utilisation of the KALIMOD software tool [44] , which was developed as an interface between simulation models and optimisation algorithms. The general procedure involves the selection of relevant rainfall-runoff events to perform multi-event calibration with AMALGAM.
Results and Discussion
Model-Data Comparison
The first step in the methodology involved the model data comparison (at gauging station No. 5) for the selected catchment. In this case, once the hydraulic model has been established through the characterisation of the catchment, the two selected storm events are reproduced using optimal values for the free parameters in the model. This model-data comparison is illustrated in Figure 3 for the two selected events in this study. Panel a shows that, in the case of the first event, the hydraulic model overestimates the measured level in the river. The average absolute percentage error for the entire hydrograph was estimated as 28.40%, with a maximum value of 114.25% close to the peak discharge. Panel b introduces the same result for the second storm, also overestimating the river level. In this case, the average absolute percentage error was estimated as 44.01% for the entire record, with maximum errors of 323.13% in the peak discharge. From these results, it is again clear that errors behave differently for each storm event, highlighting the great need in such cases to incorporate a sensitivity analysis of the hydrologic parameters involved. Therefore, following this result, the implementation of two different uncertainty techniques was conducted.
Sensitivity Analysis
The sensitivity analysis is performed for selected parameters in the hydrological model; these parameters are reported in Table 1 , along with the maximum and minimum values established for the analysis.
Because of the influence in the runoff hydrographs generation (extension, size and shape) nine parameters of the sensibility analysis were selected. Furthermore, the relationship between the From these results, it is again clear that errors behave differently for each storm event, highlighting the great need in such cases to incorporate a sensitivity analysis of the hydrologic parameters involved. Therefore, following this result, the implementation of two different uncertainty techniques was conducted.
Because of the influence in the runoff hydrographs generation (extension, size and shape) nine parameters of the sensibility analysis were selected. Furthermore, the relationship between the parameters (according to the type of surface and the storage) and the infiltration rate generating the urban basin runoff is determined. The results illustrated in Figure 4 indicate that the Manning coefficient, n, of the impervious surface (Nimperv) is the most sensitive to changes, followed by the maximum infiltration rate (MaxRate_fa). Figure 4a illustrates the maximum sensitivity computed for each parameter, and Figure 4b illustrates an average of the sensitivity values computed for all simulations. Once the sensitivity of the parameters has been established, the methodology was applied to two well-known uncertainty techniques for eight studied parameters because the sensibility index of manning coefficient in ducts was zero. The selection of the eight parameters is due to the maximum and average sensibilities being in the ranges of 19.34%-81.64% and 5.98%-30.27%, respectively, whereby it is considered that these variations, even when they are at a minimum, affect the model results and can be evaluated together through an uncertainty analysis and obtain reliable modelling and improved adjustment for the observed series. Furthermore, this selection comprises parameters that are used to model uncertain values and are difficult to estimate because of their complexity and variability of surface coverage in an urban context [32, 53, 54] .
Uncertainty Analysis Techniques of Model Parameters
This section presents the results of the application of the uncertainty analysis techniques GLUE and AMALGAM. For both methods and the two selected storm events, 2000 sets of random parameters with eight parameters were generated. The parameter distribution was estimated for each event. As an example of this process, Figure 5 illustrates the behaviour of these parameters and the resulting distribution from the GLUE technique, considering that every single member has an equal probability of occurrence (i.e., uniform distribution). In addition, Figure 6 shows the results of this distribution derived from the application of the AMALGAM method. In both cases, the storm event number 1 is considered.
For the two events, the Index of Agreement for the 2000 series of eight hydrologic parameters is estimated using the flow depth data from the gauging station No. 5. In the first storm, an IAd between 29% and 85% is calculated. Moreover, in the case of the second storm, the IAd envelopes are defined in the range of 30%-73% for the hydrologic parameters. The behaviour of these IAd values could be attributed to the average and variance sensibility of the depth sets analysed (observed versus modelled), as well as the maximum flow sensibility, with IAd values ranging between 0 and 1, without severe correlation and perfect adjustment.
One feature that can be observed in the distributions derived from both methods (GLUE, Figure   Figure 4 . Sensitivity of the model parameters of urban drainage: (a) maximum sensitivity and (b) average sensitivity.
Once the sensitivity of the parameters has been established, the methodology was applied to two well-known uncertainty techniques for eight studied parameters because the sensibility index of manning coefficient in ducts was zero. The selection of the eight parameters is due to the maximum and average sensibilities being in the ranges of 19.34%-81.64% and 5.98%-30.27%, respectively, whereby it is considered that these variations, even when they are at a minimum, affect the model results and can be evaluated together through an uncertainty analysis and obtain reliable modelling and improved adjustment for the observed series. Furthermore, this selection comprises parameters that are used to model uncertain values and are difficult to estimate because of their complexity and variability of surface coverage in an urban context [32, 53, 54] .
This section presents the results of the application of the uncertainty analysis techniques GLUE and AMALGAM. For both methods and the two selected storm events, 2000 sets of random parameters with eight parameters were generated. The parameter distribution was estimated for each event.
As an example of this process, Figure 5 illustrates the behaviour of these parameters and the resulting distribution from the GLUE technique, considering that every single member has an equal probability of occurrence (i.e., uniform distribution). In addition, Figure 6 shows the results of this distribution derived from the application of the AMALGAM method. In both cases, the storm event number 1 is considered. Figures 7 and 8 illustrate, for each of these techniques, the flow depth series reproduced by all realisations derived from the uncertainty analysis of model parameters that satisfy these conditions. According to the figures, the model is capable of predicting a series of depth inside the confidence Figures 7 and 8 illustrate, for each of these techniques, the flow depth series reproduced by all realisations derived from the uncertainty analysis of model parameters that satisfy these conditions. According to the figures, the model is capable of predicting a series of depth inside the confidence For the two events, the Index of Agreement for the 2000 series of eight hydrologic parameters is estimated using the flow depth data from the gauging station No. 5. In the first storm, an IAd between 29% and 85% is calculated. Moreover, in the case of the second storm, the IAd envelopes are defined in the range of 30%-73% for the hydrologic parameters. The behaviour of these IAd values could be attributed to the average and variance sensibility of the depth sets analysed (observed versus modelled), as well as the maximum flow sensibility, with IAd values ranging between 0 and 1, without severe correlation and perfect adjustment.
One feature that can be observed in the distributions derived from both methods (GLUE, Figure 5 and AMALGAM, Figure 6 ) is that the parameter identified in the previous section with greater sensitivity has a curved cloud shape data (Nimperv), identifying a range of values for which these parameters provide a better estimate (IAd value closer to one). However, in the case of the remaining seven parameters, a uniform rectangular distribution is reported, indicating that there are no better estimates in all the 2000 parameter sets. This result is a clear indication that more than one set of parameters is able to reproduce the recorded flow-depth. Figures 7 and 8 illustrate, for each of these techniques, the flow depth series reproduced by all realisations derived from the uncertainty analysis of model parameters that satisfy these conditions. According to the figures, the model is capable of predicting a series of depth inside the confidence band of 95% and discarding those depth series that exceed the superior and inferior band limits because of the low parameter adjustment or a low parameter performance. The figures also show that, for both methods of uncertainty analysis, similar bands were produced, covering 80% of the observed data. band of 95% and discarding those depth series that exceed the superior and inferior band limits because of the low parameter adjustment or a low parameter performance. The figures also show that, for both methods of uncertainty analysis, similar bands were produced, covering 80% of the observed data.
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ARIL Calculation
The ARIL was also evaluated for all the model runs and events. The values of both IAd and ARIL are reported in Table 2 for the case of the parameter set with the best performance in both uncertainty analysis techniques. band of 95% and discarding those depth series that exceed the superior and inferior band limits because of the low parameter adjustment or a low parameter performance. The figures also show that, for both methods of uncertainty analysis, similar bands were produced, covering 80% of the observed data.
The ARIL was also evaluated for all the model runs and events. The values of both IAd and ARIL are reported in Table 2 for the case of the parameter set with the best performance in both uncertainty analysis techniques. 
The ARIL was also evaluated for all the model runs and events. The values of both IAd and ARIL are reported in Table 2 for the case of the parameter set with the best performance in both uncertainty analysis techniques. In accordance with [38] , the combination of a low value of ARIL and a large number of observations within the range of 95% confidence may indicate the best performance between the model and the uncertainty analysis method. Tables 3 and 4 introduce the optimal values for all eight parameters estimated with each of the two uncertainty analysis techniques implemented (GLUE and AMALGAM). 
Modelling of Storm Events with Optimal Parameters
Once the optimal parameters for each storm event have been identified with each uncertainty analysis technique, each storm event was modelled with the selected parameters to complete the analysis and evaluate the performance of the results through APE values. The result for the performance model during the two selected storms using the selected sets from GLUE are shown in Figure 9 , and Figure 10 shows the obtained results with AMALGAM. In the case of the first storm, in panel a of both figures, the modelling results derived from the GLUE method show an average APE of 19.03%, with a maximum value of 79.15%, and the AMALGAM technique reports an average APE of 22.95%, with a maximum of 63.34%. However, for the second selected storm, a clear increment in these two metrics is reported. For the optimal parameters of the GLUE method, an average absolute percentage error of 33.03% is identified, along with a maximum error of 478.5%. Similarly, the simulation conducted with the AMALGAM derived parameters has an average absolute percentage error of 35.29%, with a maximum value of 482.1%. panel a of both figures, the modelling results derived from the GLUE method show an average APE of 19.03%, with a maximum value of 79.15%, and the AMALGAM technique reports an average APE of 22.95%, with a maximum of 63.34%. However, for the second selected storm, a clear increment in these two metrics is reported. For the optimal parameters of the GLUE method, an average absolute percentage error of 33.03% is identified, along with a maximum error of 478.5%. Similarly, the simulation conducted with the AMALGAM derived parameters has an average absolute percentage error of 35.29%, with a maximum value of 482.1%.
(a) (b) Table 5 shows the APE before and after the uncertainty analysis for both utilised methods, indicating that is possible to find a lower average APE. It is important to mention that the APE between maximum peaks of the observed series and the modelling for the event one is 87.84% and for the event two 104.52% and 51.92%, which indicates an overestimation of the depth peaks.
Results from all events show that the level of error identified by the absolute percentage error coefficient are mainly ascribed to errors of phase and volume when comparing the modelled and observed flow depth time series, as is also reported by [55] . Clearly, the maximum values of the APE are identified at the instants where the peak flows occur; this error is somehow compensated with the better accuracy in representing low flows in the time series (minor average APE). Note that inside the parameter distribution, of the parameters found by GLUE and AMALGAM, there are parameter series with lower IAd than the selected ones but are superior to 60% with minor maximum APE, providing a better series of depths with respect to peak flows but increasing the volume error compared with the observed series. The above result can also be attributed to the adjustment of parameters, such as the impermeable Surface n, the maximum velocity and the minimum infiltration, that directly impact the urban basin runoff. 
Model Validation
The next aspect to review regarding the uncertainty analysis is the model validation with the precipitation events and with the best parameter set for calibration selected using the GLUE and AMALGAM methods. The parameter set selected was C365, which generates an IAd value of 83% for event 1 and 65% for event 2, as well as the equilibrium between the average and maximum APE; in other words, the low APE in volume and the maximum valid APE that represent the peaks in the depth sets. According to this analysis, the IAd values were recalculated for the events 3 and 4 to verify the performance of the parameters series for the mentioned events, see Table 6 , resulting in a better performance than the selected parameter set, with an IAd greater than 85%, and average APE lower than 25%, which ensure reliable models for different rainfall events and fulfils the purpose of uncertainty analysis. Similarly, the depth series adjustment for each event is shown in Figure 11 . Besides, Table 6 shows the APE between maximum peaks of the series, which represent the overestimation percentage of the depth peaks series. 
The next aspect to review regarding the uncertainty analysis is the model validation with the precipitation events and with the best parameter set for calibration selected using the GLUE and AMALGAM methods. The parameter set selected was C365, which generates an IAd value of 83% for event 1 and 65% for event 2, as well as the equilibrium between the average and maximum APE; in other words, the low APE in volume and the maximum valid APE that represent the peaks in the depth sets. According to this analysis, the IAd values were recalculated for the events 3 and 4 to verify the performance of the parameters series for the mentioned events, see Table 6 , resulting in a better performance than the selected parameter set, with an IAd greater than 85%, and average APE lower than 25%, which ensure reliable models for different rainfall events and fulfils the purpose of uncertainty analysis. Similarly, the depth series adjustment for each event is shown in Figure 11 . Besides, Table 6 shows the APE between maximum peaks of the series, which represent the overestimation percentage of the depth peaks series.
(a) (b) Figure 11 . Validation of the depth levels of the Sabinal River using the optimal parameter set, C365, obtained by the method AMALGAM for (a) Event 3 and (b) Event 4. Figure 11 . Validation of the depth levels of the Sabinal River using the optimal parameter set, C365, obtained by the method AMALGAM for (a) Event 3 and (b) Event 4. According to the observed results of maximum APE and APE between maximum depth peaks, these are high particularly for events one and two. It is worth mentioning that the maximum APE can be attributed to the gap between the modeling depth peaks and the observed depth series, which lead to the comparison of low values versus high values which generate high maximum APE. On the other hand, the APE between maximum peaks represent the under or over estimation of maximum peaks, which are used regularly in the analysis and design of the hydraulic infrastructure. Therefore, for this study, besides the validation with the optimal uniform distribute parameters set, it was proposed that the validation take into account a non-uniform distribution of the Nimperv parameter and preserve the remaining seven parameters of the optimal parameters set (C365) fixed, this in order to reduce the overestimated peaks in modeling. For the Urban zone of Tuxtla Gutierrez and the studied river, it was considered that the C365 and for the periphery zones there preserved seven parameters of C365 and the value of Nimperv was either 0.48 or 0.32 in natural zones according to James [56] . Table 7 shows the results of the four modeling scenarios where it can be appreciated that, for events one and two (Figure 12 ), the maximum APE and the APE between peaks decrease and the average APE has a small increment. Event 3 (Figure 13a ) has a small decrement of the maximum APE and average APE and an increase of the APE between depth peaks in comparison with the first validation. Finally, event four ( Figure 13b ) presents a small increment in the maximum and average APE; meanwhile, the APE between peaks in the first validation decreases and in the second one it increases. Therefore, it can be said that both validations are reliable, but the second one has better APE results, this due to the use of a non-uniform Nimperv generating less runoff in the natural zones reflected in the decreasing peaks. to reduce the overestimated peaks in modeling. For the Urban zone of Tuxtla Gutierrez and the studied river, it was considered that the C365 and for the periphery zones there preserved seven parameters of C365 and the value of Nimperv was either 0.48 or 0.32 in natural zones according to James [56] . Table 7 shows the results of the four modeling scenarios where it can be appreciated that, for events one and two (Figure 12 ), the maximum APE and the APE between peaks decrease and the average APE has a small increment. Event 3 (Figure 13a ) has a small decrement of the maximum APE and average APE and an increase of the APE between depth peaks in comparison with the first validation. Finally, event four ( Figure 13b ) presents a small increment in the maximum and average APE; meanwhile, the APE between peaks in the first validation decreases and in the second one it increases. Therefore, it can be said that both validations are reliable, but the second one has better APE results, this due to the use of a non-uniform Nimperv generating less runoff in the natural zones reflected in the decreasing peaks. 
Conclusions
The present study represents the first effort in Mexico to highlight the significance of applying uncertainty analysis techniques to the hydrological prediction of flows in a small urban catchment by means of a well-known tool (SWMM).
The model was first implemented in the study area followed by a sensitivity analysis of eight selected parameters. To identify the sets of parameters that allowed for a good representation of the rainfall-runoff response, four rainfall events varying from 20.0 mm to 120.2 mm were selected to ensure the applicability and reliability of the model for varying conditions from minor to major events.
Additionally, with the purpose of quantifying the uncertainty ascribed to the definition of parameters in the hydrological model, two different uncertainty analysis techniques were also implemented, GLUE and AMALGAM. For the four selected storms, both techniques were found to 
Additionally, with the purpose of quantifying the uncertainty ascribed to the definition of parameters in the hydrological model, two different uncertainty analysis techniques were also implemented, GLUE and AMALGAM. For the four selected storms, both techniques were found to generate results with similar skill (ARIL), both generating parameter sets with IAd greater than 60%, i.e., good model performance.
In all cases, the results show that hydrological predictions are more reliable when model deficiencies (e.g., parameter uncertainty) are considered. In addition to the use of the IAd, to complement the analysis, the APE values were used to select the optimal parameter sets for the calibration/validation of the study case.
Notably, an average EAP lower than 30% was observed in some of the depth sets, considering the parameter sets obtained from the uncertainty analysis. Therefore, the quantification of different error contributions enables the generation of more reliable flow predictions.
This investigation clearly shows the advantages of implementing a sensitivity analysis and uncertainty approach when modelling the rainfall-runoff response in data scarce countries. The selected approach seems to be promising with regards to the identification of the posterior parameter distributions and also elucidates the aggregation of errors within a modelling framework, suggesting the importance of parameter interaction.
Note that, in cases where data scarcity is high, the implementation of methods that enable the quantification of uncertainty in model predictions enables more transparent results that show the effects of aggregation of errors arising from different sources within a prediction. Both implemented techniques showed that there are several parameter sets that provide a good representation of the system. The ability to have an uncertainty band associated with the model predictions minimises the subjectivity associated with the predictions. Further work should be performed to investigate the impact of the initial parameter distribution on the posterior distribution generated with a Monte-Carlo procedure, particularly in cases where highly correlated parameters are present.
