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Abstract 
Elzoheiry, H., L. Iskandar and M.Sh. El-Deen Mohamedein, Iterative implicit schemes for the two- and 
three-dimensional Sine-Gordon equation, Journal of Computational and Applied Mathematics 34 (1991) 
161-170. 
In this paper, ring wave solutions to the Sine-Gordon equation II,, + {(m - 1)/r) u, - u,, = sin U, in two and 
three dimensions are investigated by numerical computations. The combined approach of linearization and 
finite differences is used to get iterative implicit schemes for solving the Sine-Gordon equation. The accuracy 
and efficiency of the schemes are discussed. The numerical results show that each expanding wave exhibits a 
return effect. Collision experiments for expanding and shrinking concentric ring waves are carried out. The 
results show that the solutions possess quasi soliton properties. 
Keywords: Sine-Gordon equation, linearization, finite differences, iterative schemes, ring waves, solitons. 
1. Introduction 
The Sine-Gordon equation (SGE) is given by 
u +-l r?- -ur - u,, = sin u. r 
Here m is the number of dimensions. For m = 1, equation (1) gives the one-dimensional SGE, 
while for m = 2 (m = 3) it gives the two-dimensional (three-dimensional) SGE in radial symme- 
try. The one-dimensional SGE has been used to model various physical wave phenomena (e.g., 
propagation of a crystal dislocation [4], block wall motion of magnetic crystals [l], propagation 
of fluxons on Josephson lines [ 111). The two-dimensional case could have relevance for a large 
rectangular Josephson junction [2]. The SGE in spherical symmetry has been considered as a 
model for nonlinear field theories [7]. 
The SGE (1) with m = 2 and 3 was investigated numerically in [3]. Approximate analytical 
solutions for (1) can be found in [lo]. A good review for the work done in (1) is presented in [S]. 
The present paper contains a numerical investigation for (1) with m = 2 and 3 by means of a 
combined approach of the linearization technique and the finite-difference method [5,6]. 
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2. Finite-difference scheme for r > 0 
Application of the Picard method [9] to (1) gives 
Jn+l) + 
TT 
!EILrJn+l) _ Uj,n+l) = 
r r 
sin u(“), n=O, 1,2 ,..., (2) 
where utn) denotes the value of u at the nth iteration and u(O) is the initial guess. 
The functions in the sequence { u(“)} satisfy the boundary conditions specified for u and the 
convergence of this sequence to the solution of (1) is linear. Development of finite-difference 
schemes for problem (2) necessitates the introduction of a net whose grid points are denoted by 
r,=ih, i=O, 1,2 ,..., and tj=jk, j=O, 1, 2 ,..., 
where h = Ar and k = At. 
The exact value of u at the grid point ( r, t) = (ih, jk) is denoted by ui, j and the numerical 
value is designated by qsj. We take 
uttIi,j=L(ui j+l 
k2 ’ 
- 2u;,j + ui,j_1) + O( k2), 
urr I i, J = &( ‘i+l,j+l - 2uI,j+l + ‘i-l,j+l + ‘i+l,j-1 - 2ui,j-l + ‘i-l,j-1) 
+ 0( h2 + k2), 
‘, 1 i,J = &(“i+l,j+l - ‘i-l,j+l + ui+l,j-l - ui-l,j-l) + 0Ch2)7 
sin u 1 i,j = t(sin u;,~+~ + sin u;,~_~). 
Substituting (3)-(6) into (2) and neglecting the truncation error, we obtain 
(4) 
(5) 
(6) 
+ b - 1) 
4ih2 
Uln+l) 
r+l,j+l 
i=l,2 ,***, N-l, j=l,2 ,..., n=0,1,2 ,... . (7) 
The superscript nj denotes the final number of iterations required to obtain a certain accuracy at 
the time level j: 
max 1 @in+‘) - Ui’J!) 1 < 10p5, 0 < i < N. (8) 
i 
A similar definition is valid for the superscript nj_ 1. 
On simplifying (7) a &diagonal system of equations will be obtained with a matrix of 
coefficients to be evaluated at i = 1, 2,. . . , N - 1. Scheme (7) is modified such that the resulting 
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system contains a constant matrix of coefficients as follows: 
where 
1 
A=- 
1 
2h2 ’ 
B=- m-l 
2k2 ’ 
C=- 
4ih2 . 
(9) 
00) 
In order to examine the stability of scheme (9) we apply the von Neumann method [9]. We drop 
the iteration index and linearize (8) by replacing sin Ui, j+, and sin Ui j_, by U, j+l and U, J_1, 
respectively. Substituting q,i = qJeicalh) (i = J-1) in the linearized form of (9), ‘we get ’ 
q2 - 2/.ll/J + 1 = 0, (11) 
where 
1 
; = 1 + +k2 + 2 2 sin’(i,h) - iq sin(ah). 02) 
If we are to avoid an increasing exponential solution as j -+ 00, it is necessary that I$[ G 1 for 
all values of (Y. From (12) it is clear that 1 p 1 < 1 for all values of (Y and for arbitrary k/h. This 
means that both the roots of (11) have modulus unity. Hence, at each value of i = 1, 2,. . . , N - 1, 
the linearized form of the difference scheme (9) is unconditionally stable. The local truncation 
error of scheme (9) is of 0(k2 + h2). 
3. Approximation at the boundary r = 0 
Clearly scheme (9) is not applicable at i = 0, due to the existence of a singularity at r = 0. 
From the radial symmetry we have u, ] r=O = 0, thus 
limUT=u,,. 
r+O r (13) 
Using (13), the differential equation (1) for r -+ 0 becomes 
mu,, - u,, = sin u. 
Picard approximation for (14) takes the form 
(14) 
mu(“+r) _ uI:+‘) = sin UC”). 
TT (15) 
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Substituting equations (3), (4) and (6) into (15), we obtain 
ALI;(“::: 1 - 2( A+ B) Uy;;;’ + Zu$+;~ 1 
+ + sin Ujy+r + sin UF::‘j j, 
( 
i=oi j=l, 2,..., n=o, 1,2 >..*r 
where A= mA. 
Now, the local solution at r = 0 obtained from (16) is 
A(/(“r+;~r - 2( A+ B) u;,,“J;;) + Zu;,“,::’ 
(16) 
= 2( A+ B)Uo,(J~-;) - 4BU,~~~’ - Z( Ul,‘y~-;) + IY’?~;?~) + f(sin U$J’+l + sin l.&$~~;‘), 
j=l,2 )...) n=0,1,2 )... . (17) 
The order of accuracy at i = 0 is k2 + h2, which is the same order obtained for r > 0. The 
combined schemes (17) and (9) give a system of N simultaneous equations specifying implicitly 
the N net values at i = 0, 1, 2,. . . , N - 1. 
4. Numerical method 
Consider the initial conditions 
u I r.O =f(ih), u, I r,O = s(ihL 
and the boundary condition 
u, JO./ = 0. 
The second condition of (18) and the boundary condition (19) can be approximated by 
(18) 
(19) 
u 
u, I r.0 = ‘*I - u,-1 2k ’ + O(k*), 
ur IO,/ = 
‘I,, - u-l,j 
2h + O(h*), 
(20) 
(21) 
where the values of u, _ 1 and z._ 1 , 
’ 
, are on false boundaries at t = -k and r = -h, respectively. 
For simplicity let 
q = q;;‘, x= z$& , y E q’J”d, y = q’,“‘-1”. (22) 
Using (21) and (22) scheme (17) is rewritten in the form 
-(A+B)Uo+~UI=(A+B)Wo-AW,--2B&++(sinY,+sinW,). (23a) 
Substituting (22) into scheme (9), we get 
AU,_, -2(A+B)U.+AU+, 
=2(A+B)U/:-A@$+,+ IJV_,)-~BV,+C(~~~+ FV_,- q+,- w,,) 
+f(sinY,+sinU/;), i=l,2 ,..., N-l. (23b) 
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Using (20) replace v by (/ - 2kg, in the linear terms of (23) and by Y - 2kg, in the nonlinear 
terms of (23) to obtain 
-(A+B)U,+AD; 
= -k( A+ B)g, + k&i - 2BT/, + a(sin Y, + sin( Y, - 2kg,)), (24a) 
AU,_, - 2(A +B)q.+AU,+, 
= -2k(A + B)g, + kA(g,+, + g,_,) + $(sin Y$ + sin( Y - 2kg,)) + C( Y-i - Y,,) 
-2B~+C(Y,_i-Y,+i)+kC(g,_i-g,+i), i=l,2 ‘...) N-l. (24b) 
For the first time level (j = l), the values of the function q, i = 0, 1, 2,. . . , N - 1, are 
obtained by solving the tridiagonal system of linear equations (24) subject to the known values 
U,,O for all i and the known boundary values UN,,. 
For the time levels j 2 2, we solve the three-level iterative scheme (23) subject to the known 
initial values U,,, and U,,,_, for all i and the known boundary values UN., for all j. 
To find the solution of schemes (24) and (23) we apply the Thomas algorithm [9]. It may be 
noted that schemes (23) and (24) are tridiagonal systems of linear equations and the matrix of 
coefficients is time independent, which saves computational time and minimizes machine 
storage. 
5. Numerical examples 
In this section four examples are introduced in order to study the return effect of the 
expanding wave, the collision of two concentric ring waves, and the effect of the interaction on 
the return time and the maximum radius of the expanding wave. 
Example 1. Consider the two-dimensional SGE in radial symmetry (equation (1) with m = 2) 
imposing the initial conditions 
u(r, 0) 
r - 
= 4 tan-’ t r. exp 6 i , 
0 
u,(r, 0) = 6 
-2u sech r--r0 
__ 
0 80 ’ 
(25) 
(26) 
and the boundary condition 
u,(O, t> = 0, 
where 6, = 6?. 
(27) 
After some numerical trials we have chosen k = 0.03, h = 0.05 and 0 < r d 30. The results for 
rO = 10 and u = 0.8 obtained by the proposed schemes (for m = 2) are shown in Fig. 1 in terms of 
the radial derivative U, at different time levels. The radial velocity of the expanding ring wave 
decreases such that a maximum radius for the ring r,,, = 16.6 is reached, then the ring starts 
shrinking towards its center in the manner described in [3]. The return effect occurs at t,,, = 15.8. 
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Figure 2 shows the relation between r,,, and r0 for u = 0.8, and Fig. 3 displays the relation 
between r,,, and u for r, = 10. Figures 2 and 3 demonstrate the dependence of r,,, on the initial 
radius r. and the initial velocity u. 
The number of iterations required to satisfy condition (8) at each time level was three. 
Example 2. In this example, the collision between two concentric ring waves is investigated. 
Consider equation (1) (with m = 2) subject to the initial conditions 
u(r, 0) = 4 tan-’ (exp 2) +4 tan-‘(exp 2), 
-25 
u,(r, 0) = 6 sech 
Ai 2% 
6 1 
+ sech A, 
1 6 2 6, 2 
(28) 
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I i 
where 6, = {l - v:, 8, = \il - vi, A, = r - rl and A, = r - r, with the boundary condition given 
by (27). 
Equation (28) describes two concentric ring waves, the inner ring has the radius rl and the 
outward velocity v, and the outer ring has the radius r2 > r, and the inward velocity v2. 
The calculations are carried out with rl = 10, v1 = 0.8, r2 = 17 and v2 = 0.6. The values of h, k 
and the domain of solution are the same as used in Example 1. The numerical results in terms of 
U, are shown in Fig. 4 for different time levels. 
Initially at t = 0.0, we have two crests positioned at rl = 10 (expanding wave) and at rz = 17 
(shrinking wave). As t increases the inner ring expands and the outer ring shrinks, then at t = 5.2 
the two waves collide and then pass through each other. It is seen that the two waves retain their 
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identity after the collision. The inward ring wave continues to shrink and the outward ring wave 
continues to expand until it experiences the return effect and passes into the shrinking phase. 
Both shrinking waves then develop as single shrinking waves. In the present case three to four 
iterations were required to converge at each level. Figure 5 shows the trajectories for the 
maximum values of U, in the &plane for the expanding ring wave (ri = 10, ui = 0.8). Curve (I) 
refers to the single initially expanding wave and curve (II) refers to the interacting wave. 
The numerical results indicate that the values of r,, and fret for the expanding wave are 
decreased due to the collision with the shrinking wave ( rmax = 15.95, tret = 12.9). Figure 6 shows 
the trajectories for the maximum values of U, for the shrinking ring wave (r, = 17, u2 = 0.6). 
It should be noted that the position of the maximum value of U, for each wave at each 
specified time level is evaluated by using numerical differentiation [12]. 
Example 3. Consider the SGE in spherical symmetry (equation (1) with m = 3) imposing the 
initial and boundary conditions (25)-(27). 
30 40 
Fig. 7. 
50 
r mox 
40 - 
I 0 10 20 30 40 50 
Fig. 8. 
r mox 
El rO =30 
:_.-----/i 
V 
20 I I 
0 0.2 0.4 0.6 08 1.0 
Fig. 9. 
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For computational work, we have chosen k = 0.03, h = 0.05 and 0 G r G 50. In Fig. 7 we show 
our results for r,, = 30 and u = 0.8 in terms of U,. The return effect occurs at tret = 18.3 and the 
expanding ring attains its maximum radius, rmax = 38.6. The relation between r,,, and r. for 
u = 0.8 is shown in Fig. 8, and the relation between r,,,, and u for r. = 30 is plotted in Fig. 9. At 
each time level three iterations were needed to satisfy condition (8). 
Example 4. In this example, a numerical investigation of the quasi soliton-soliton collision in 
three dimensions is presented. 
We consider equation (1) subject to the initial and boundary conditions given by (28), (29) and 
(27). The numerical solution for the radial derivative U, with rr = 30, u1 = 0.8, r, = 40 and 
u, = 0.5 is shown in Fig. 10 at different time levels. 
L 
I 
4 
2 
c 
4 
2 
0 
1 
0 
20 
‘, 
A 
&iGy 
A 
30 40 
Fig. 10. 
50 
50 
t 
LO - 
30 - 
20 - 
IO- 
0 I 
r 
2” 30 40 50 
Fig. 11. 
0 
0 10 20 30 40 50 
Fig. 12. 
170 H. Elzoheity et al. / Solution of the Sine-Gordon equation 
The expanding wave attains its maximum radius, rmax = 37.8 for c,,, = 17.1. The trajectories 
for the maximum values of Ur for the expanding and shrinking waves are plotted in Fig. 11 and 
Fig. 12, respectively. Due to the interaction, phase jumps in the propagation directions are 
observed for the interacting ring waves. In this case three to four iterations were required to 
satisfy condition (8) at each time level. 
6. Conclusions 
In this paper we have examined ring wave solutions to the radially symmetric Sine-Gordon 
equation in two and three dimensions by means of numerical computations. In Examples 1 and 
3, our study shows that the expanding ring waves exhibit a return effect. The maximum radius 
and the return time are dependent on the initial radius and the initial velocity of the ring wave. 
Numerical collision experiments for two concentric ring waves are performed in Examples 2 
and 4. The results explain the decrease of the maximum radius and the return time for the 
expanding quasi soliton after collision with a shrinking quasi soliton. The proposed schemes give 
results which agree very well with the available results. 
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