Conceptual or explanatory models are a key element in the process of complex system modelling. They not only provide an intuitive way for modellers to comprehend and scope the complex phenomena under investigation through an abstract representation but also pave the way for the later development of detailed and higher-resolution simulation models. An evolutionary echo state network-based method for supporting the development of such models, which can help to expedite the generation of alternative models for explaining the underlying phenomena and potentially reduce the manual effort required, is proposed. It relies on a customised echo state neural network for learning sparse conceptual model representations from the observed data. In this paper, three evolutionary algorithms, a genetic algorithm, differential evolution and particle swarm optimisation are applied to optimize the network design in order to improve model learning. The proposed methodology is tested on four examples of problems that represent complex system models in the economic, ecological and physical domains. The empirical analysis shows that the proposed technique can learn models which are both sparse and effective for generating the output that matches the observed behaviour.
Introduction
Many approaches for modelling a complex system involve developing high-level conceptual models, also referred to as mental or explanatory, as an initial step in the modelling process in order to map the interdependencies among the system's components. Such models often work as intermediate representations which lead to the development of final detailed models that, in turn, can be used to develop simulations that mimic the system's behaviour; for instance, in system dynamics (SD) modelling [1] , the conceptual modelling step is represented using causal loop diagrams (CLDs) which are later converted into stock and flow diagrams (SFDs) to build a SD simulation. Similarly, in agent-based modelling (ABM), a unified modelling language (UML) is commonly used as an initial step toward implementing the behaviours of the agents [2] .
There are several representations for developing conceptual models, including CLDs [1] , influence diagrams [3] , the business process modelling notation (BPMN) [4] , event graphs [5] , process flow diagrams [6] , simulation activity diagrams [7] and UML, to name a few. Choosing an appropriate one depends mainly on the modelling approach used. In particular, CLDs are considered powerful tools for developing such models due to their capability to represent visual hypotheses about the dynamics of a systems using feedback loops and time delays.
However, as the process for building these conceptual models is generally very manual, it involves intensive amount of time, effort and human resources. Although there is no easy alternative to process, recent advances in computational intelligence and machine learning techniques provide promising means of ameliorating some of the tedious tasks, including data analysis, knowledge extraction, model generation, and the testing of a large number of models in a short time [8] [9] [10] . In addition to saving on resources, integrating such approaches for modelling support can help to complement human cognitive abilities that have proven to have limitations when dealing with large amounts of data and exploring large model spaces [11] .
In a recent work, the authors investigated using of echo state networks (ESNs) [12] to learn CLDlike models [13] by training the network on observational data. Our basic motivation for exploring the use of ESNs for this purpose emanated from observing a number of similarities between the architectures of an ESN reservoir (see Section 2.2 for details) and a CLD, such as the use of nodes, directed connections with polarities and feedback loops. Extensive experimentation using a number of variants of ESNs for several case studies showed that an ESN can be adopted to learn matching CLDlike structures from the given data representing a system's output behaviour. In a sense, this enables simulations of learned causal models and the generation of system behaviour. This additional feature is quite useful as it allows the accuracy of a learned conceptual model to be tested at an early stage without the need to convert it into a full-scale simulation. To achieve the above, several modifications to the standard ESN architecture, including removing a number of links between different layers that only contribute to network complexity rather than improve the learning performance, restricting the number of ESN reservoir neurons used according to the number of system variables and reducing the output nodes to the number of output variables, have been proposed.
The work presented in this paper builds on the above studies and explores the use of different evolutionary algorithms (EAs) to further optimize the design of an ESN in order to improve its learning performance in terms of matching both the structure and output of the target model. Three different evolutionary optimisation methods, a genetic algorithm (GA) [14] , differential evolution (DE) [15] and particle swarm optimisation (PSO) [16] , are applied to optimize the design of an ESN's parameters and weights. A fitness function that takes into account both the model's complexity and its output error as well as a varying penalty term for handling infeasible solutions are designed (see Section 3.2.2 for details). The evolutionary ESN methodology for learning sparse and interpretable models is tested on four problems that represent examples of complex system models selected from different business, ecological and physical domains. They have varying degrees of structural and output complexity to demonstrate the domain-independence of the applied approach.
A thorough analysis of the experimental results highlights the trade-off between the output and structural errors of the learned models as well as convergence properties of the evolutionary process. This empirical analysis demonstrates that the evolved ESNs perform better than conventional non-evolutionary ones in terms of matching both the target model's structure and observed behaviour.
Overall, this work relates to the broader field of model learning and identification for complex systems. It includes a large body of research focusing mainly on representing complex system dynamics as mathematical relationships, such as ordinary differential equations [17] , partial differential equations [18] and difference equations [19] . These approaches are most commonly applied in the engineering and physical science domains [20] . Generally, mathematical modelling approaches rely on making a number of assumptions and simplifications that can significantly affect a model's fidelity and adopting complex functional forms that limit their capbility to provide a logical explanation of a system's behaviour. Computational or machine learning-based approaches, such as artificial neural networks [21] , evolutionary computation [22] and fuzzy systems [23] , rely on direct model learning from system observations. Generally, they are quite powerful in terms of their capability to model complex and non-linear behaviours. However, their learned models are often black box and have low interpretability. Other more process-based or systematic approaches, such as SD and ABM, involve several modelling steps and rely on subject matter experts being heavily involved in studying the underlying system, collecting relevant data, identifying the system variables and so on. Such approaches often produce highly interpretable and logical models but can be quite resource intensive in terms of both time and effort. They are also more prone to subjective bias and judgmental error due to their nature. Our proposed approach is essentially computational but could be positioned to complement both human input into the development process for models and black box models.
The rest of this paper is organised as follows: Section 2 provides the necessary background information on conceptual models and ESNs. Section 3 describes the proposed methodology applied to learn conceptual models. Section 4 discusses the experimental settings and examples of the complex system models used to evaluate the proposed methodology. Section 5 presents and analyses the empirical results, and Section 6 concludes the paper.
Background

Conceptual Models
Conceptual models are defined as high-level abstract representations of a real-world system or phenomenon developed by domain experts that capture system components and their interrelationships [24] . A typical one consists of two main components: system variables; and links between those that represent a certain type of relationship. Conceptual models can be represented in different ways (e.g., CLDs, UMLs, influence diagrams). Specifically, a CLD [25] is a formal method for representing conceptual models and is commonly used in SD modelling approach. It describes the relationships among system variables as directed links with negative or positive polarities that indicate direct or relative causal changes between two variables, respectively. A feedback loop in a CLD refers to a closed chain of causal relationships and delays. In general, conceptual models and, in particular, CLDs, cannot be simulated directly but need to be converted to a formal model to run a simulation and generate system behaviour.
An example of a conceptual model represented as a CLD is shown in Figure 1 , where skills level and earned income are examples of systems variables, the connection between transportation network and drivers of economy a causal link and the connection between educational level and skills level a feedback loop. This model describes a regional development system in the Atlantic region in Canada where the education level and diversification of economy are the main driving forces affecting its system [26] . It shows that the relationship between diversification of economy and economic prosperity, indicating that the system should reject a mono-industrial economy and encourage other sectors, such as education, and innovations in technology. On the other hand, the relationship between educational level and population retention shows that an increase in the former decreases the later as young workers tend to immigrate to main cities. 
Echo State Networks (ESNs)
An ESN is a special type of recurrent neural network (RNN) with cycles and feedback loops in the connections among its different network layers in contrast to the feedforward neural network that has direct connections from each layer to the next without any cycle or feedback. These cycles enable RNNs to more naturally model temporal data and non-linear dynamical systems [27] .
A typical ESN consists of three layers: input; hidden (dynamic reservoir); and output. An example of an ESN standard architecture with input layer of size K, dynamic reservoir of size N and output layer of size L is shown in Figure 2 . The input layer is connected to the dynamic reservoir, and could be connected to the output layer, through the input weight matrix W in ∈ R N×K . The dynamic reservoir's neurons are connected with each other through the reservoir weight matrix W ∈ R N×N and also to the output layer through the output weight matrix W out ∈ R L×(N+K) . Finally, the output layer could be connected to the reservoir layer through the feedback weight matrix W back ∈ R N×L [12] .
The main difference between ESNs and RNNs resides in their design and training procedures. In a typical RNN, although all the weights are adjusted during training, due to its feedback loops and cycles, the training suffers from problems such as poor convergence and computationally expensive parameters updates [28] .
The power of an ESN lies in its straightforward design and training procedure for network weights all of which, except W out , are fixed with only W out trained using a relatively simple procedure. Both W in and W back are initialised randomly with a scale value of δ and W designed using a few steps to ensure that the network maintains an echo state property. This property ensures that, if the network runs for a very long time, its state will be uniquely identified by its historical input/output signals and, if a new input signal is presented to it, it will be capable of generating a suitable corresponding output one [29] . Mathematically, the echo state property is connected to the algebraic properties of W , the spectral radius of which should not exceed unity [30] , and can be defined as follows: Definition 2.1. Echo State Property. An ESN network N : X×U −→ X has an echo state property with respect to the input signals set U if, for any left infinite input sequence u −∞ ∈ U −∞ and any two state vector sequences belonging to network state's set X x −∞ , y −∞ ∈ X −∞ and compatible with u −∞ , it holds that x 0 = y 0 .
In order to design W to have this property, a weight matrix W 0 is generated randomly ∈ [−1, 1] with a given connectivity probability parameter ρ. Then, the maximum eigenvalue of W 0 is calculated and W 0 divided by this value to build a weight matrix W 1 which, finally, is multiplied by a chosen value called spectral radius α ∈ [0, 1[. After initialising all network weights, except the output ones, the network reservoir states are updated according to the following equation
where x(t + 1) and x(t) refer to the activation values of the reservoir's neurons at times t + 1 and t, respectively, where all initial values of the reservoir's neurons are set to zero, u(t + 1) the external input signal at time t + 1, y(t) the network output at time t, f (.) the activation function which could be sigmoid or tanh and γ the leaking rate parameter which controls the speed of the reservoir's dynamics [31] . This equation is applied for the number of steps equal to the size of the training data set and the reservoir's neuron states are collected in a matrix M, before which their first initial states are ignored. The number of these discarded steps is called the washout size.
After collecting the reservoir states in matrix M, the output weights are trained by a straightforward step as
where Y target is the desired output from the training data set and M −1 the morse-pseudo inverse for states matrix M.
After determining the output weights, the network's output is calculated as
where y(t) is the output at time t and f () the activation function that could be sigmoid, tanh or linear. 
Learning Conceptual Models Using Evolutionary Echo State Networks
The proposed methodology for learning conceptual models from observable outputs involves three main steps: customising an ESN so that its reservoir can be used to represent conceptual models; optimising as ESN's design parameters using the given EAs; and evaluating the learned models. Figure 3 depicts the overall process for model learning. The data collection step involves identifying the key system variables from the system of interest and is the only, and critical, input required to encode the ESN. A customised ESN is set up using the given number of system variables with an EA employed to search for the design parameters of this ESN that learn by minimising the error with the target outputs collected from system observations. Finally, the structural error of the best model learned is computed by comparing it with a known or expert-driven one. Note that a known model structure is not used to train the network but only to evaluate the goodness of the model learned by the ESN. The process of customising the ESN and evolving its design using EAs is further elaborated below. Figure 3 . Overview of conceptual model learning process using evolutionary ESNs
ESN Modifications
Several ESN variants based on different network architectures were recently investigated [13] and their performances in terms of learning target causal models and outputs were compared with those of the standard ESN. In summary, the extensive empirical analysis conducted in the above work showed that, under given assumptions (as discussed below), an ESN encoded with the same number of reservoir nodes as the number of system variables and same number of I/O nodes as the number of observable output system variables is not only able to produce the target output's behaviour but also learn sparse causal models closely match the target models structurally. The dynamic reservoir neurons are also labelled implicitly with the names of the system variables using an adjacency matrix convention. While ESN learning does not take into account any semantic information between variables, using such labelling allows us to impose this association indirectly and also use it to evaluate the closeness of the resultant models to the target CLD structure. This relates to our main assumption in adopting ESNs to represent causal structures, that is, the inclusiveness of system variables provided by the modeller are the only, and complete, set of variables that define the observed behaviour. This assumption is important for preserving the implicit mapping imposed in our setup between system variables and network nodes, as explained above. It could be seen as forcing the network to overfit the data using the given number of variables. However, it should note that our goal is to learn the most plausible structures and not predict future values. Nonetheless, we use the standard cross-validation process to train the network which shows that the generalisation is maintained and the error is minimised over the test data.
Other modifications include the removal of direct links between the input and output neurons, output neurons to reservoir and self connections of the reservoir neurons. Most of these extra connections are considered optional and only marginally improve the network's performance, if at all. On the other hand, they considerably complicate the architecture and hinder the learning of a sparse model. Figure 4 shows the standard ESN and a customised one that represents the conceptual model example shown in Figure 4 (b).
We build on these modifications and employ EAs to further tune the design of our customised ESN in order to improve its performance. 
Optimising ESN Design Parameters and Weights
ESNs have two sets of parameters that need to be identified, a weights set S w and design parameters set S d as
where W in is input weights matrix, W the reservoir weights matrix, W back the feedback weights matrix, α the spectral radius of W , ρ the connectivity probability of W , δ the scale of weights for both W in and W back , γ the leaking rate used in the update equation for the network states and N the size of the dynamic reservoir neurons.
Since the training of network W out is straightforward and fast, its design parameters can be found by trying different parameter combinations in S d and training the network for each given large N value that can range from hundreds to thousands of neurons [31] . The method for doing this could be challenging and requires experience in tuning despite the guidance provided by researchers [28, 31] . Identifying ESN design parameters could be formulated as a search problem whereby an ESN model that minimises the error between the outputs from the target system and model is sought. Intelligent search methods, such as EAs can be used for this task.
EAs are population-based algorithms developed according to the concepts of natural selection and fitness-based survival. They are commonly used for difficult optimisation problems whereby a set, or population, of solutions is evolved iteratively by applying selection and recombination operators and generating new solutions in each step.
In recent years, several works in the literature proposed optimising an ESN design using EAs. They focused on optimising different features of an ESN architecture, including its weights [32] , topology [33] , design parameters [34] or combinations of them [35] . Applying EAs to optimize ESN designs have shown to produce better network performances than those with recommended settings [36] .
In this work, three well-known EAs, a GA, DE and PSO are employed to optimize an ESN's design parameters (as discussed above), input weights W in and reservoir weights W . The following Sections provide details for the encoding scheme and fitness evaluation mechanism used in our implementation of these three algorithms to tune an ESN.
Encoding
Consider a customised ESN with N reservoir neurons, K neurons for the input layer, and L neurons for the output layer where N is equal to the number of system variables and K and L to the system's observable output variables ( Figure 4 ). The numbers of input weights in W in matrix, reservoir weights in W matrix and design parameters are N×K, N×K and 4, respectively. A solution is described by an M real-coded values vector (flat) representation, where M = 4 + N×K + N×N. The first four genes represents the design parameters α, δ, γ and ρ, respectively which are initialised uniformly randomly from [0, 1]. The next N×K and N×N genes represent the input and reservoir weights, respectively which are initialised uniformly randomly from [−1, 1]; for example, for a network with 2 input neurons and 10 reservoir ones, the total length M is 124 (sum of 4, 20 and 100 real-coded values for the design parameters, input weights and reservoir weights, respectively).
Fitness Evaluation
The objective function is designed to minimise two terms: the error (ε) between the observed system output and trained ESN output measured as the normalised root mean square error (NRMSE) [29] ; and the density of the learned model determined in this work by the ESN's reservoir connectivity probability (ρ). ρ is used as a surrogate measure of structural similarity of the learned and target models as the structure of the later is considered unknown in the learning process. The motivation for using ρ comes from the observation that most expert-developed conceptual models are quite sparse. On the other hand, final trained ESNs tend to be very dense. Introducing the minimisation of ρ in the fitness function enables the selection pressure to be increased to learn sparse yet accurate models. A simple mean weighted sum method is used to combine these two terms into the objective function as
where w 1 and w 2 ∈ [0, 1] refer to the weights assigned to each of the two error terms, respectively. Later, in the experimental Section, we conduct a sensitivity analysis to determine the best combination of weights. The output error (ε), measured as the NRMSE, is computed as
where y s (n) refers to the target system's output, y e (n) the output generated from the learned model, T the length of the target's output test sequence and σ 2 y s the variance of the target's output.
As previously mentioned, all the ESN design parameters are generated randomly from a uniform distribution in the [0, 1] range. Therefore, ρ is already bounded while the ε value is unbounded [0, ∞]. In order to bound the ε value to be within [0, 1] and avoid any bias in the fitness caused by this unbounded value, we apply the following rule
otherwise.
Handling of Infeasible Solutions
Since the reservoir connections are randomly initialised based on a given ρ value, there is a possibility that some of the solutions in the population result in disconnected networks. A solution is considered feasible if the learned structure is at least weakly connected.
In order to define the connectivity of the learned model, we use the definition of connectivity for directed graphs form graph theory [37] since the learned models could be considered directed graphs. An undirected graph G = (V, E) consists of two sets, vertices or nodes V and edges E. G is considered directed if all its edges are directed and is called G d (Figure 5(a) ). A directed edge is an edge with one of its endpoints designed as a head and the other as a tail. G d could be disconnected ( Figure  5(b) ), strongly connected ( Figure 5(c) ) or weakly connected ( Figure 5(d) ). It is strongly connected if there is a path between every pair of vertices in V . On the other hand, it is weakly connected if the underlying undirected graph (G) is connected, that is, if it can be traversed using a search algorithm, such as the depth first search [38] , every vertex in it is visited. Since we search for models with small connectivity parameter ρ values, weak connectivity will be sufficient to ensure they are connected. Several approaches for handling infeasible solutions generated during an evolutionary search are proposed [39] . We adopt the method of adding a varying penalty term to the fitness function. As this method does not discard every infeasible solution in earlier generations of the evolution, it allows potentially useful genetic material into better solutions. However, the penalty term increases as the search progresses (as the number of generations increase) to prevent infeasible solutions taking over the space for feasible solutions in the population [40] .
The varying penalty term for each solution is calculated as
where P v refers to the varying penalty function, g the current generation, G the maximum number of generations, A the severity factor, B the penalty threshold factor, d the level or severity of a violation and v a binary value that indicates if the solution is infeasible or not and is calculated for a solution with structure S and output error ε(S) as
The number of violations (d) for each solution with structure S and output error ε(S) is calculated as
2 if S is disconnected and ε(S) > 1, 1 if S is disconnected or ε(S) > 1, 0 otherwise. (10) By combining terms in both equations 5 and 8, the fitness function is calculated as
Measuring Model Similarity
A model similarity metric is used to measure the structure resemblance between the learned and target models. It is not used in the learning process since the target system's conceptual model is considered unknown and the goal is to learn it using only the system's observable output. There are several approaches proposed in the literature for comparing conceptual conceptual models based on some features, such as number of variables, causal links and feedback loops. In this paper, we adopt a measure called the distance ratio (DR) [41] which measures the distance between two conceptual models. It uses the information of the number of nodes and causal links, and their directions represented in an associated adjacency matrix. Since both target and learned models share the same information, we can apply it to measure model similarity. The structure error (ψ), measured using DR, is calculated as
where a i j and b i j are the cell indices in the adjacency matrices representing the target and learned models, respectively. Both a i j and b i j can have a value of one or zero which indicates if there is a link, or not, between nodes i and j, respectively, in their corresponding adjacency matrices. The total number of system variables, (p), is the same for both models. Simply, ψ ∈ [0, 1] provides the average number of differences between the two structures normalised over all possible links and indicates their closeness, with lower values indicating greater similarity.
Experimental Setup
The effectiveness of our methodology was evaluated using four examples of complex systems taken from different domains, one from each of economics and ecology and two from physical systems. These examples are considered because they all have well-developed conceptual models related to their different system variables and how they behave. The target outputs for all four examples are generated through simulating their SD simulation models [1] . For all examples, we implement our own simulation that involved solving model equations using the Euler method. Each of these systems and their conceptual model structures are explained in the Sections below. All the methods adopted, including ESNs, EAs and measures for computing the structural similarity between models, are implemented using Matlab 8.5. The experiments are run on an Intel core i7 CPU 3.4 GHz, with 16 GB of RAM and Windows 7 (64 bit) machine. 
Weights combination identifier
Weights' values
In the experiments, a cross-validation method is used to train our ESN models. The training data is collected using the outputs generated through the simulation models for each system, as described above. Each data set is normalised to have a zero mean and unit variance, and is split into two sets, training and test, using 80%/20% splits. For each example, GA, DE and PSO, are used to evolve the customised ESN parameters, as explained in Section 3.2. During an experiment, the EA is initialised by generating random solutions (an initial population) following the encoding schema (Section 3.2.1). A network model is created from each solution and the fitness value calculated using Equation (11) . This initial population is evolved over a number of generations until the maximum number of generations is reached, a process repeated for 20 independent runs with different seeds.
Each of the above experiments is repeated with 9 different weight settings (Table 1) to test the sensitivity of the objective weights given in Equation (5). This provides a total of 27 experiments (9 weight combinations × 3 EAs) for each example.
For the EAs, a real coded GA [42] is used with a tournament selection mechanism of size 3, an arithmetic crossover with a range factor of 0.4 and a random uniform mutation with a rate of 0.1. A generational scheme is used during the evolution whereby a new population of solutions is generated in every iteration with a crossover pecentage of 0.7 and mutation percentage of 0.3. For DE, we use random uniform mutation, bin schema crossover and greedy selection mechanism proposed in [15] . The lower and upper bounds of the scaling factor are 0.2 and 0.8, respectively, and the crossover probability 0.2. For PSO, a static topology [43] and inertia weight method to update particles' positions and velocities [44] are used. The inertia weight is 1, inertia weight damping ration 0.99, personal learning coefficient 1.5 and global learning coefficient 2.0. For all algorithms, the population size is 100, maximum number of generations 100, number of runs 20, severity factor (A) 1000 and penalty threshold factor (B) zero.
In order to compare the effectiveness of the evolutionary search, an additional experiment is also repeated for a customised ESN without applying evolutionary tuning to its design (ESN base ).
For each example, the results (Section 5) show the best learned models based on the output error (lowest ε) and structural error (lowest ψ). These models and their outputs and compared with the target outputs and structures, and the best models learned by the ESN base . We also present an analysis of the trade-offs between the learned models' output and structural errors as well as convergence analysis. All these results are averaged over 20 independent runs, with the best solution selected based on the minimum fitness value obtained from each run over all generations.
Complex Systems Examples
Workforce Inventory (WI) System
This model shows the interactions between the inventory management sector and employment and labour sectors in a supply chain management system [1] . The conceptual model consists of 13 variables, 17 links and 3 feedback loops, as shown in Figure 6 (a). Each node (Ci) in the model represents one of the system variables as: C1 (production); C2 (inventory); C3 (productivity); C4 (sales); C5 (inventory coverage); C6 (target production); C7 (target inventory); C8 (inventory correction); C9 (workforce); C10 (net hire rate); C11 (time to adjust workforce); C12 (target workforce); and C13 (time to correct inventory). In Figure 6 (e), the simulated behaviour at the two system output variables C2 and C9 show their growths reaching a steady state.
Lotka-Volterra (LV) System
This is an ecological model that shows natural interactions between two populations (e.g., preys and predators) which mutually affect each each other [45] . The conceptual model shown in Figure 6 (b) has 10 variables, 17 links and 8 feedback loops. Each node (Ci) representing one system variables as: C1 (prey births); C2 (prey population); C3 (prey deaths); C4 (predator births); C5 (predator population); C6 (predator deaths); C7 (capacity); C8 (prey crowds); C9 (predator consumption); and C10 (food availability for predators). The simulated output from this model at variables C2 and C5 shown in Figure 6 (f) indicate oscillatory behaviour.
Van der Pol Oscillator (VdPO) System
This model describes the non-linear dynamics in a physical system consisting of vacuum tube circuits designed as part of the development process for electronics technologies [46] . The conceptual model shown in Figure 6 (c) has 8 variables, 10 links and 3 feedback loops. Each node (Ci) representing one of the system variables as:
and C8 (k). Its behaviours generated at the output variables C1 and C3 are chaotic and oscillatory, as shown in Figure 6 (g).
Lorenz Equations (LE) System
This model is developed for atmospheric convections as part of a weather forecasting simulation [47] . Its structure, as shown in Figure 6 
Results and Analysis
Learning Performance
To analyse the effectiveness of the proposed evolutionary ESN for learning target model structures, we observe the best learned ones based on both their output errors (ε) and structural errors (ψ).
Best Models Learned Based on Output Error (ε)
The outputs from the best learned models for each of the four examples are provided in Figures  8(a) to 8(d) , respectively. These models are selected based on their minimum output errors (ε) across all 27 setups (9 weight combinations × 3 EAs) as follows. Firstly, for every independent run in each experiment carried out with a specific weight combination (WC x ) and specific EA, the best learned model is selected based on its minimum ε over all 100 generations, a process repeated for all 20 independent runs. Next, the Friedman test [48] of significance is applied to rank solutions from all 27 setups, with the setup with the highest-ranked solution selected as the best. Finally, the best model is selected based on its minimum ε obtained from 20 runs of the best setup. Figures 7(b) ,7(e), 7(h) and 7(k) show the model structures that generated these outputs. Also, outputs generated by ESN base (Figures 8(a) -8(d) ) and the corresponding model structures (7(c), 7(f), 7(i) and 7(l)) used to generate them are shown for comparing against the models learned by the optimised ESN models. Figure 6 . Target conceptual models and simulated outputs of complex systems examples paring those in the learned structure with those in the target one for each example. For a directed link from variable x i to variable x j in the target structure, if it is also in the learned structure, it is called a correct link, otherwise a missing link and, if it is not in the target structure but in the learned one, it is called an additional link.
For the WI, LV and VdPO examples, the outputs generated from the best learned structures overlap with the target outputs (Figures 8(a), 8(b)  and 8(c) ). However, in LE example, the generated outputs do not exactly match but the error is not large (Figure 8(d) ). The learned structures ( Figures  7(b) , 7(e) and 7(h)) that generate those outputs are quite similar to the target structures in the WI, LV and VdPO examples (Figures 7(a), 7(d) and 7(g) ).
In WI, the learned structure has 2 correct links out of 17 links, 15 missing and 14 additional (Table  5. 1.1) while, in both LV and VdPO, they have more correct links, 4 out of 17 and 4 out of 10, respectively (Table 5. 1.1). In the LV example, the numbers of missing and additional links are 13 and 9, respectively. In the VdPO example, there are fewer missing and additional links than in both the WI and LV examples, 6 and 5, respectively. The LE example has 7 correct links out of 14, the highest of all the examples. However, its learned structure (Figure 7(k) ) is much more dense than the target ( Figure  7(j) ) and other ones, as supported by its large number of additional links 33 (Table 5.1.1).
The outputs from the best structures learned by the ESN base overlap with the target outputs for the first three cases (Figures 8(a), 8(b) and 8(c) ). However, in the LE example, the optimised ESN performs better in terms of matching the target output's behaviour (Figure 8(d) ). In the WI example, the structure learned by the ESN base (Figure 7(c) ) is more similar to the target structure (Figure 7(a) ) than the learned by the optimised ESN (Figure 7(b) ) in terms of more correct links (4 links) and fewer missing and additional ones (13 and 11, respectively). In the other examples, LV, VdPO and LE, the structures learned by the ESN base are very dense (Figures 7(f) , 7(i) and 7(l)) in terms of their large number of additional links (57 for LV, 42 for VdPO and 21 for LE) ( In addition to showing the errors and structures of the best (or to be accurate, the best of the best) learned models over all 27 setups, Table 3 shows the mean and standard deviation values of their averaged output errors (ε). The best models for different weight combinations for each EA and different EAs for each weight combination are identified using two types of statistical tests. The one-way c) VdPO target outputs (C1, C3), outputs generated by best learned model (C1', C3') and ESN base (Ĉ1,Ĉ3) (d) LE target outputs (C1, C5, C7), outputs generated by best learned model and ESN base Figure 8 . Outputs generated from best structures learned by optimised ESN and ESN base compared with target outputs based on output error (ε) and structure error (ψ). Due to the exact matching with the generated outputs from best structures learned based on ψ, the outputs based on ε are only shown to avoid repetition 10 4 21 There are significant differences among the results obtained from the EAs for different weight settings in all examples except LV. In the WI one, the best results using the GA and DE are obtained with WC 4 , and using PSO, with WC 6 . In the VdPO example, the best results obtained using the GA are with WC 2 and, using PSO and DE, with WC 1 . Finally, in the LE example, the best results obtained using the GA are with WC 2 and, using DE and PSO, with WC 1 . There are significant differences among the results obtained from the EAs for almost all weight settings, with the best for all examples, from GA. Also, there are significant differences among the results obtained for all setups in all examples. For the WI example, the best results are obtained using the GA with WC 4 , for both LV and VdPO ones, using the GA with WC 2 and, for the LE one, using PSO with WC 1 .
In summary, in all examples except WI, the fitness function weight settings make a difference in terms of generating similar behaviours, with WI exhibiting the simplest. The GA outperforms the other EAs for the weight settings and overall setups, except that, for the LE example, PSO learns the best model. Most of the best models learned in all examples are found at earlier weight settings (WC 1 to WC 4 ) which is reasonable as we rely on the minimum output error to find the best models learned. 2.31e-3(±1.21e-3) WC 3 * 1.9e-3(±1.43e-3)
6.06e-3(±4.02e-3) 3.78e-3(±2.85e-3) WC 4 * 1.36e-3(±7e-4)
1.12e-2(±6.08e-3) 3.51e-3(±2.85e-3) 
Best Models Learned Based on the Structural Error (ψ)
In this Section, we show the best models learned based on the structural error ψ by applying the process discussed in Section 5.1.1. The main aim is to demonstrate how these structures are similar to target ones and how the outputs generated from these models are similar to the target ones. The structures of the best models learned for each of the four examples are provided in Figures 9(b) , 9(e), 9(h) and 9(k). The outputs generated from these models are almost match the outputs generated from the models based on output error (ε) as shown in Figure 8 . Also, the ESN base models (Figures 9(c), 9(f), 9(i) and 9(l)) and their generated outputs (Figure 8 ) are compared with the models learned by the optimised ESN. Table 4 shows the correctly predicted, missing and additional links present in the models learned by both optimised ESN and ESN base in order to demonstrate how close these models are to the target ones. 10 4 21 In the WI example, the learned structure (Figure 9(b) ) has 4 correct links out of 17, 13 missing and 15 additional (Table 4) while, in the remaining examples, there are fewer correct links in the learned structures (Figures 9(e) , 9(h) and 9(k)) (3 in the LV and 2 in both the VdPO and LE examples) and also fewer missing and additional ones ( Table   4 ). The outputs generated from the best structures learned for the WI, LV and VdPO examples overlap with those of the target (Figures 8(a), 8 (b) and 8(c)). However, for the LE example, while the generated outputs do not exactly match, the error is not large until time step 500, after which the outputs are fixed at constant values for the rest of the time horizon (Figure 8(d) ). For all examples, the structures learned by the ESN base (Figures 9(c) , 9(f), 9(i) and 9(l)) are much denser than those learned by the optimised ESN, as supported by the large number of additional links exist in these structures (Table 4) . Table 5 shows the mean and standard deviation values of the structural errors (ψ) averaged over all 27 setups. The best models obtained for different weight combinations using each EA and different EAs for each weight combination are identified using the two types of statistical tests discussed in Section 5.1.1. Different symbols ( †, * and •) are used to identify the significantly better models in the different setups, as explained in the captions of using DE. In LE example, both the best learned structures selected based on the output error (ε) and structural error (ψ) are found by PSO at the two extremes of weight settings, WC 1 for that based on (ε) and WC 9 for that based on (ψ). This shows that, for more complex examples, PSO is the best and the weight settings depend on the measure used to select the best model.
ε and ψ Trade-off Analysis
In this Section, we analyse the trade-off between the output error and structural error measures, ε and ψ, respectively, for the best models learned over all 27 setups and the ESN base one. The aim of this type of analysis is to allow us to investigate the non-dominated experiemtnal setup for the two objectives, ε and ψ. To perform it, we first sort all the 28 best models using non-dominated sorting algorithm [50] according to these two objectives. The Pareto fronts resulting from this sorting for each example are shown in Figures 10(a) to 10(d), respectively, by highlighting the first Pareto with bold. The best model learned is selected based on the minimum fitness value over the 100 generations, a process repeated for runs as explained in Section 5.1.1.
In the WI example, the Pareto (Figure 10(a) ) contains four models learned by both the GA and DE algorithm with weight settings of WC 1 , WC 3 , WC 8 and WC 9 that dominate all other learned models. In the LV example, the Pareto (Figure 10(b) ) contains only one model learned by the GA with WC 5 that dominates all the other models in all setups. In the VdPO example, the Pareto ( Figure  10(c) ) contains two models, one learned by the GA with WC 2 and the other by PSO with WC 8 . These two models dominate the others over all the setups. In the LE example, the Pareto (Figure 10(d) ) contains five models, four learned by the GA with weight settings of WC 1 , WC 2 , WC 5 , and WC 7 , and one by the ESN base . In summary, the GA is able to learn models that have both minimum output and structural errors for both the LV and LE examples while the best models learned for the WI examples are found by the DE and PSO, respectively. 
Evolutionary Algorithms Convergence Analysis
In this Section, the convergence speeds of the EAs for each example are compared. As most weight settings have no statistical significance, as discussed in Section 5.1, WC 5 is chosen for each EA. The aim of this analysis is to investigate the differences among the EAs for each examples and whether an example's complexity affects the convergence speed. For each example (Figures 11(a) to  11(d) ), we illustrate the convergence plots that show how the fitness values of the best solutions change over generations which are averaged over the 20 independent runs.
In the WI example, there is no difference among the EAs as most converge at the same rate (Figure 11(a) ). In the LV (Figure 11(b) ) and VdPO ( Figure 11(c) ), PSO converges faster than the other EAs followed by the GA and DE. In the LE ( Figure  11(d) ), the GA converges faster than the other EAs followed by PSO and then DE. Based on these observations, we can say that these examples affect in the algorithms' convergence speeds. Also, in most cases, PSO converges faster than the other EAs.
Conclusions
Conceptual models play a crucial role in modelling a complex dynamical system by providing a modeller with high-level abstract view of the system and how its components influence each other. They consist of a system's variables and the directional connections that describe how these variables interact. Developing such models requires a great deal of effort from modellers to obtain an acceptable representation for a particular system. In this paper, a computational intelligencebased methodology for learning these conceptual models from observations of a system's output is proposed. Echo state networks, which are types of recurrent neural networks, are adopted to represent and simulate conceptual models. Three evolutionary algorithms, a genetic algorithm, differential evolution and particle swarm optimization are applied to optimize these ESNs. Several modifications to standard ESNs based on a few similarities between the structures of the conceptual models and an ESN's dynamic reservoir are proposed. The design of the fitness function combines two objectives to be minimised, the output error and connectivity probability of the ESN's dynamic reservoir. Also, a varying penalty term is added to the fitness function in order to handle the appearance of any infeasible solution. Four examples of complex dynamical systems from different domains are selected to provide diversity in the complexity of both the models' structures and different behavioural patterns to validate the performance of the proposed methodology.
Different types of analysis are applied using statistical tests for significance and selecting the best models. The experimental results show the capability of the proposed methodology to learn sparse models similar to target structures and generate similar behaviours. with the optimised ESNs outperforming the base one. The GA and PSO demonstrate the best results for all the different setups for finding the best learned structures based on their output and structural errors, respectively. Considering both these types of errors, the GA produces the best results over all setups for all examples. The proposed methodology is considered a promising approach that could be applied to modelling different complex systems when relying on building conceptual models as the first step in building a whole model.
Using other types of EAs and different penalty mechanisms to handle more challenging complex dynamical systems examples to learn structures that exactly match the target structures could be an extension of this work.
