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INTEGRAL CONCENTRATION OF IDEMPOTENT
TRIGONOMETRIC POLYNOMIALS WITH GAPS
ALINE BONAMI & SZILA´RD GY. RE´VE´SZ
Abstract. We prove that for all p > 1/2 there exists a con-
stant γp > 0 such that, for any symmetric measurable set of pos-
itive measure E ⊂ T and for any γ < γp, there is an idempotent
trigonometrical polynomial f satisfying
∫
E
|f |p > γ ∫
T
|f |p. This
disproves a conjecture of Anderson, Ash, Jones, Rider and Saffari,
who proved the existence of γp > 0 for p > 1 and conjectured that
it does not exists for p = 1.
Furthermore, we prove that one can take γp = 1 when p > 1 is
not an even integer, and that polynomials f can be chosen with
arbitrarily large gaps when p 6= 2. This shows striking differences
with the case p = 2, for which the best constant is strictly smaller
than 1/2, as it has been known for twenty years, and for which
having arbitrarily large gaps with such concentration of the integral
is not possible, according to a classical theorem of Wiener.
We find sharper results for 0 < p ≤ 1 when we restrict to open
sets, or when we enlarge the class of idempotent trigonometric
polynomials to all positive definite ones.
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1. Introduction
In this work T := R/Z is the circle, and e(t) := e2πit is the usual ex-
ponential function adjusted to interval length 1. We will denote eh the
function e(hx). For obvious reasons of being convolution idempotents,
the set
(1) P :=
{∑
h∈H
eh : H ⊂ N, #H <∞
}
is called the set of (convolution-)idempotent exponential (or trigono-
metric) polynomials, or just idempotents for short.
Remark that we assume all frequencies of idempotents under consid-
eration to be non-negative. We can do without loss of generality since
we will only be interested in the modulus of idempotents, which is not
modified by multiplication by some exponential eN . We will denote as
well
(2) T :=
{∑
h∈H
aheh : H ⊂ N, #H <∞ ; ah ∈ C, h ∈ H
}
the space of all trigonometric polynomials.
The starting point of our work was a conjecture in [3] regarding the
impossibility of the concentration of the integral norm of idempotents.
Before recording the main result of the paper [3], let us give some
notations and definitions. We first start by the notion of concentration
on symmetric open sets, for which results are more complete, and proofs
are more elementary.
A set E is symmetric if x ∈ E implies −x ∈ E.
Definition 1. Let p > 0 and a ∈ T. We say that there is p-concentration
at a if there exists a constant c > 0 so that for any symmetric open set
E that contains a, one can find an idempotent f ∈ P with
(3)
∫
E
|f |p ≥ c
∫
T
|f |p.
Moreover, the supremum of all such constants c will be denoted as cp(a):
it is called the level of the p-concentration at a. Such an idempotent f
will be called a p-concentrating polynomial.
Definition 2. Let p > 0. We say that there is p-concentration if there
exists a constant c > 0 so that for any symmetric non empty open set
E one can find an idempotent f ∈ P with
(4)
∫
E
|f |p ≥ c
∫
T
|f |p.
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Moreover, cp will denote the supremum of all such constants c. Corre-
spondingly, cp is called the level of p-concentration. If cp = 1, we say
that there is full p-concentration.
Clearly, as remarked in [13], the local constant cp(a) is an upper
semi-continuous function on T, and cp = infa∈T cp(a).
Remark 3. We have taken symmetric open sets because the function
|f | is even for f ∈ P. Without the assumption of symmetry, the con-
stant cp(a) would be at most 1/2 for a different from 0 and 1/2. With
this definition, as we will see, cp(a) and even cp can achieve the max-
imal value 1. Nevertheless, using the alternative definition with arbi-
trary open sets (or just intervals) would only mean taking half of our
constants cp(a) for a 6= 0, 1/2 and of cp.
The question of p-concentration, and the computation or at least
estimation of the best constant cp, originated from the work of Cowling
[12], and of Ash [4] on comparison of restricted type and strong type
for convolution operators. This is described recently in the survey
[5]. It has since then been the object of considerable interest, with
improving lower bounds obtained by Pichorides, Montgomery, Kahane
and Ash, Jones and Saffari, see [1, 2, 3] for details. In 1983 De´champs-
Gondim, Piquard-Lust and Queffe´lec [13, 14] answered a question from
[1], proving the precise value
(5) c2 = sup
0≤x
2 sin2 x
πx
= 0.46 · · · .
Moreover, they obtained cp ≥ 21− p2 cp/22 for all p > 2.
As in [13, 14, 2, 3], we will consider the same notion of p-concentration
of (convolution-)idempotents for measurable sets, too.
Definition 4. Let p > 0 and a ∈ T. We say that there is p-concentration
for measurable sets at a, if there exists a constant γ > 0 so that for any
symmetric measurable set E, with a being a density point of E, there
exists some idempotent f ∈ P with
(6)
∫
E
|f |p ≥ γ
∫
T
|f |p.
The supremum of all such constants γ will be denoted as γp(a). Fur-
thermore, we say that there is p-concentration for measurable sets if
such an inequality holds for any symmetric measurable set E of positive
measure. The supremum of all such constants is denoted by γp.
It is clear that p-concentration for measurable sets implies p-concentra-
tion. On the other hand it is not clear, if γp(a) is upper semicontinuous,
too. If we knew this, by our methods that would easily imply the same
strength of the results for measurable sets, as we will obtain for open
sets.
INTEGRAL CONCENTRATION OF IDEMPOTENTS 4
The main theorem of [3] can be stated as:
Theorem 5 (Anderson, Ash, Jones, Rider, Saffari). There is
p-concentration for measurable sets for all p > 1.
We also refer to them for the fact that γ2 = c2 is given by (5). The
proof of [2, 3] is based on the properties of the function
(7) Dn(x)Dn(qx),
where Dn stands for the Dirichlet kernel. We will use the same notation
as in [3] and define the Dirichlet kernel as
(8) Dn(x) :=
n−1∑
ν=0
e(νx) = eπi(n−1)x
sin(πnx)
sin(πx)
.
The idea is that the first Dirichlet kernel in (7) will have sufficiently
peaky behavior (regarding | · |p), while the second one simulates a Dirac
delta, so that the p-th integral outside very close neighborhoods of
the points k/q is small. They use the multiplicative group structure
of Z/qZ, when q is prime, to prove that concentration at k/q and
concentration at 1/q may be compared.
Their proof yields p-concentration only with cp → 0 when p → 1.
Based on these and some other heuristical arguments and calculations
the authors conjectured that for p-concentration the value 1 should
be a natural limit. We will disprove this conjecture, even for measur-
able sets and we will even prove more: all concentrating idempotents
can be taken with arbitrary large gaps. Recall that the trigonometric
polynomial
(9) f(x) :=
K∑
k=1
ake(nkx),
has gaps larger than N if it satisfies the gap condition nk+1 − nk > N
(k = 1, . . . , K − 1). Before describing our results more precisely, we
need other definitions.
Definition 6. We say that there is p-concentration with gap (resp. p-
concentration with gap for measurable sets) at a if for all N > 0 the
p-concentrating polynomial in (3) (resp. in (6)) can be chosen with
gap larger than N . If this holds for every a, we say that there is p-
concentration with gap (resp. p-concentration with gap for measurable
sets). If, moreover, the constant c can be taken arbitrarily close to 1,
we say that there is full p-concentration with gap (resp. p-concentration
with gap for measurable sets).
With these definitions, we can give our main theorems.
Theorem 7. For all 0 < p < ∞ we have p-concentration. Moreover,
if p is not an even integer, then we have full concentration, i.e. cp = 1.
INTEGRAL CONCENTRATION OF IDEMPOTENTS 5
When considering even integers, we have c2 given by (5), then 0.495 <
c4 ≤ 1/2, then for all other even integers 0.483 < c2k ≤ 1/2. Moreover,
unless p = 2, we have concentration with gap at the same level of
concentration. On the other hand for p = 2 requiring arbitrarily large
gaps would decrease the level of concentration to 0.
For measurable sets, our results are just as good for p > 1. Arriving
at the limits of our current methods, we leave it as an open problem
what happens for p ≤ 1/2, and whether there is full concentration for
1/2 < p ≤ 1.
Theorem 8. For all 1/2 < p < ∞ we have p-concentration for mea-
surable sets. If p is not an even integer, then we have full concentration
for measurable sets when p > 1. If p = 2, the level of the concentration
is given by (5), and for p = 4 we have 0.495 < γ4 ≤ 1/2. For other
even integers we have uniformly 0.483 < γ2k ≤ 1/2. Moreover, unless
p = 2, the same level of concentration can be achieved with arbitrarily
large gaps.
This improves considerably the constants given in [2, 3], which tend
to zero when p→∞ or when p→ 1+ (however, to compare constants,
be aware of the notational difference between us and [3, 2]).
We postpone to the last part of the paper what concerns measurable
sets. The proofs will follow from an adaptation of the methods that
we develop for open sets, and also from the use of diophantine approx-
imation. As in [3], we do not know whether constants γp and cp differ
when p 6= 2, except when we know that both of them are 1, which is
the case of all p > 1 not an even integer.
Let us hint some of the key ideas in our proofs, which may be of in-
dependent interest. The first one is an explicit construction of concen-
trating idempotents for the points 0 and 1/2 at a level of concentration
arbitrarily close to 1 and with arbitrarily large gaps. To emphasize
their role in our construction, we will term such concentrating idempo-
tents as ‘ ‘peaking idempotents”, or, when referring to the large gaps
required, as “gap-peaking idempotents” – for a more precise meaning
see the beginning of §3.
Proposition 9. For all p > 0, except for p = 2, one has full p-
concentration with gap at 0. For p = 2, positive concentration with
arbitrarily large gaps is possible at neither points a ∈ T.
Note that, using the Dirichlet kernel that peaks at 0, we find full p-
concentration at 0 for p > 1. For p ≤ 1, the Dirichlet kernel cannot be
used. For a given concentration, our examples will be obtained using
idempotents of much higher degree. So as for the behavior at point
0 and p > 1 different from 2, the novelty is the fact that the peaking
polynomial may have arbitrarily large gaps.
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This is what cannot occur in L2, in view of Ingham’s inequalities
[19, 34]. The somewhat surprising new fact here is that it does occur
for all other values of p.
Zygmund [34, Chapter V §9, page 380] pointed out concerning In-
gham’s results on essentially uniform distribution of square integrals
(norms) for Fourier series with large gaps: ”Nothing seems to be known
about possible extensions to classes Lp, p 6= 2”. To the best of our
knowledge the problem has not been addressed thus far. But now we
find that an Ingham type inequality is characteristic to the Hilbertian
case, and for no p 6= 2 one can have similar inequalities, not even when
restricting to idempotent polynomials.
The next proposition is even more surprising. It is the key to full
concentration at other points than 0.
Proposition 10. Full p-concentration with gap at 1/2 holds whenever
p > 0 is not an even integer. On the other hand, for p = 2k ∈ 2N,
c2k(1/2) = 1/2.
The assertion for p an even integer will follow directly from the work
of De´champs-Gondim, Lust-Piquard and Queffe´lec [13, 14].
For 0 < p < 2 we base our argument on the properties of the bivariate
idempotent 1 + e(y) + e(x+ 2y).
For p > 2, we will rely on a construction of Mockenhaupt and Schlag,
see [23], given in their work on the Hardy-Littlewood majorant prob-
lem, which we describe now in its original formulation. Following Hardy
and Litlewood, f is said to be a majorant to g if |ĝ| ≤ f̂ . Obviously,
then f is necessarily a positive definite function. The (upper) ma-
jorization property (with constant 1) is the statement that whenever
f ∈ Lp(T) is a majorant of g ∈ Lp(T), then ‖g‖p ≤ ‖f‖p. Hardy
and Littlewood proved this for all p ∈ 2N. On the other hand already
Hardy and Littlewood observed that this fails for p = 3: they took
f = 1 + e1 + e3 and g = 1 − e1 + e3 (where ek(x) := e(kx)) and
calculated that ‖f‖3 < ‖g‖3.
The failure of the majorization property for p /∈ 2N was shown by
Boas [8] (see also [7] for arbitrarily large constants, and also [16, 22]
for further comments and similar results in other groups.) Montgomery
conjectured that it fails also if we restrict to majorants belonging to P,
see [24, p. 144]. This has been recently proved by Mockenhaupt and
Schlag in [23].
Theorem 11 (Mockenhaupt & Schlag). Let p > 2 and p /∈ 2N,
and let k > p/2 be arbitrary. Then for the trigonometric polynomials
g := (1+ek)(1−ek+1) and f := (1+ek)(1+ek+1) we have ‖g‖p > ‖f‖p.
Our proof of Proposition 10 for p > 2 and p /∈ 2N, will be based on
the construction of Mockenhaupt and Schlag.
Once we have our peaking polynomials at 1/2, we conclude in proving
the following assertion.
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Proposition 12. Let p > 0 and assume that we have full p-concentration
with gap at 1/2 for this value of p. Then we also have p-concentration.
Moreover, cp = 1 and we have full p-concentration with gap.
The proof of Proposition 12 consists of considering products like
(10) Dr(s1x) · · ·Dr(snx)T (qx),
where the similarity to (7) may be misleading in regard of the role of
the Dirichlet kernels here: the role of the “approximate Dirac delta” is
fully placed on T , which is a peaking function at 1/2 with large gaps
that insure that the product is still an idempotent. The first factors
will be chosen in such a way that they coincide with a power of a
Dirichlet kernel on some grid 1
2q
+ Z/qZ. For measurable sets, the use
of diophantine approximation forces us to take at most two factors,
resulting in the restriction p > 1/2.
When there is not full p-concentration at 1/2, i.e. for p = 2k, we
could not determine c2k precisely. Still, we can use a peaking function
at 0, provided by Proposition 9, thus obtaining reasonable uniform
bounds.
Our last results derive from the consideration of the class of positive
definite trigonometric polynomials
(11) P+ :=
{∑
h∈H
aheh : H ⊂ N, #H <∞ ; ah > 0 for h ∈ H
}
,
for which full p-concentration for measurable sets can be proved for
p > 0 not an even integer. We then use a randomization process to
transfer this result to the class P for p > 2, and then using that even
to p > 1.
Let us record here two remarks on further developments of the results
given in the present paper.
Remark 13. The above results are well adapted to give counter-examples
for the Wiener property, which is concerned with the possibility of in-
ferring f ∈ Lp(T) for positive definite functions f having large gaps in
case we know f ∈ Lp(I) on some small interval (or even measurable
set). For developments in this direction see [9]. For previous counter-
examples to the Wiener property for p > 2, see the references cited
in [9], and also the constructions given by Erdo˝s and Re´nyi [15] with
an existential proof, and, for p > 6, by Tura´n [32] with a concrete
construction.
Remark 14. As seen above, the conjecture of Ash, Anderson, Jones,
Rider and Saffari on nonexistence of L1-concentration, described after
Theorem 5, fails. But in a sense this is due to a ”cheating” in the extent
that we can simulate powers of Dirichlet kernels by products of their
scaled versions. In a forthcoming note [10] we show, however, that on
the finite groups Z/qZ uniform in q L1 concentration does really fail.
INTEGRAL CONCENTRATION OF IDEMPOTENTS 8
Let us finally fix some notations that will be used all over. We denote
(12) Tq :=
{
q−1∑
h=0
aheh ; ah ∈ C for h = 0, · · · , q − 1
}
the space of trigonometric polynomials of degree smaller than q and
(13) Pq :=
{∑
h∈H
eh : H ⊂ {0, 1, · · · q − 1}
}
the set of idempotents of degree smaller than q.
Aknowledgement. The authors thank Terence Tao, who suggested
the construction of peaking functions through bivariate idempotents
and Riesz products [29]. Although Riesz products form a well-known
technique, see e.g. [7, 17, 22], and bivariate idempotents have already
been occurred in the subject, too, see [2, 3], combining these for the
particular construction did not occur to us, so the present paper could
not have been written without this contribution.
The authors thank also Gerd Mockenhaupt and Wilhem Schlag for
giving them their recent manuscript on the Hardy and Littlewood ma-
jorant problem [23]. One of their construction plays a crucial role in
this paper.
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Part I: Limitations of full concentration.
2. Negative results regarding concentration when p ∈ 2N
Let us first start with proving that in case p = 2, requiring arbitrarily
large gaps decreases the level of concentration to 0, as said in Theorem
7 and Proposition 9 (and, consequently, in Theorem 8, too).
For this there is a well known argument. We take an interval E
centered at 0 and a triangular function ∆ supported by 2E and equal
to 1 at zero. Let N be an integer and f an idempotent with gap N .
Then ∫
E
|f |2dt ≤ 2
∫
∆|f |2dt = 2
∑
m
∑
n
∆̂(m)f̂(n)f̂(n +m).
If we write separately the term with m = 0 and insert ∆̂(0) = |E|,
then the right hand side becomes
2|E|
∑
n
|f̂(n)|2 + 2
∑
|m|>N
∆̂(m)
∑
n
f̂(n)f̂(n+m).
Finally, by an application of the Cauchy-Schwarz inequality,∫
E
|f |2dt ≤ 2|E|
∑
n
|f̂(n)|2 + 2
∑
|m|>N
|∆̂(m)|
∑
n
|f̂(n)|2.
According to Parseval’s identity
∫
T
|f |2dt =∑n |fˆ(n)|2, hence∫
E
|f |2dt∫
T
|f |2dt ≤ 2|E|+ 2
∑
|m|>N
|∆̂(m)|.
The last estimate can be taken arbitrarily small by taking the interval
E small enough, and then the gap N large enough, using the fact that
the Fourier series of ∆ is absolutely convergent. This contradicts the
peaking property with gap.
Remark 15. The same proof, using for ∆ a triangular function sup-
ported by E, gives the reverse inequality∫
E
|f |2dt∫
T
|f |2dt ≥
|E|
2 + ǫ
,
valid for functions with sufficiently large gaps, depending on E and ǫ >
0. These type of estimates are known as Ingham type inequalities, and
various generalizations have many applications e.g. in control theory,
see [21], [30], [31]. The fact that one can have full p-concentration
with gap at 0 may be interpreted as the impossibility of an Ingham type
inequality for p 6= 2. This settles to the negative a problem posed by
Zygmund, see Notes to Chapter V §9, page 380 in [34].
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Next, we explain how to obtain the necessary condition c2k ≤ 1/2.
In fact one knows more, since this is also valid for the problem of con-
centration on the class P+ of positive definite exponential polynomials
(see (11)). Let us denote by c+p and cp(a)
+, as well as γ+p and γ
+
p (a), the
corresponding concentration constants, with the class P of idempotents
replaced by the class P+. One has the inequalities
cp(a) ≤ c+p (a), cp ≤ c+p , γp(a) ≤ γ+p (a) γp ≤ γ+p .
It was proved in [13, 14] that c+2 (1/2) = 1/2. From this we obtain
that for p = 2k an even integer, c2k(1/2) ≤ c+2k(1/2) ≤ 1/2. Indeed, if
f ∈ P+, so is fk, and using the already known value c+2 (1/2) = 1/2 we
infer c2k(1/2) ≤ c+2 (1/2) = 1/2. In fact we have equality,
c2k(1/2) = c
+
2k(1/2) = 1/2,
taking the Dirichlet kernel DN (2x) as concentrating polynomial.
While [13, 14] gives also c+2 = 1/2, we do not know the exact values
of c2k and c
+
2k for k > 1.
We do not have any other negative result than the ones in this §.
Part II: Concentration on open sets.
3. Full concentration with gap and peaking functions
In this section, we will prove Proposition 9 and Proposition 10. For
a = 0 or 1/2, we are interested in the construction of gap-peaking
idempotents, that is, for all ε, δ and N > 0, idempotent exponential
polynomials
(14) T (x) :=
K∑
k=1
e(nkx),
with gap condition nk+1 − nk > N (k = 1, . . . , K), so that
(15)
a+δ∫
a−δ
|T |p > (1− ε)
∫
T
|T |p.
The first step is to prove the following.
Proposition 16. Let f be an idempotent exponential polynomial in
two variables and of the form
(16) f(x, y) =
K∑
k=1
e(nkx+mky),
where K ∈ N and nk, mk ∈ N are two sequences of nonnegative integers,
with mk strictly increasing. Assume that f has the property that its
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“marginal p-integral”, given by
(17) F (x) :=
1∫
0
|f(x, y)|pdy,
has a strict maximum at a, for a = 0 or a = 1/2. Then one has full
p-concentration with gap at the point a.
Proof. ChooseM with 0 ≤ mk, nk < M for all k and consider the Riesz
product
(18) g(x) := gR,J(x) :=
J∏
j=1
f(x,Rjx)
where R is a very large integer, f is given by (16) satisfying the as-
sumption, and J will be chosen later on. If we take R > M(J+1), then
g ∈ P; moreover, g will obey a gap condition of size N if R is large
enough depending on J , M and N . Recall that the marginal p–integral
(17) has a strict maximum at a. For any fixed interval I, the integral
of |g|p on I will approach the integral of F J on I as R→∞. Indeed,∫
I
|g|p =
∫
I
J∏
j=1
|f(x,Rjx)|pdx ,
and as the function |f |p ∈ C(T2), we can apply Lemma 17 below.
Lemma 17. Assume that ϕ ∈ C(T × TJ). Denote the marginal in-
tegrals by Φ(x) :=
∫
TJ
ϕ(x,y)dy. Then, for E a measurable set of
positive measure, we have
(19)
lim
n1,n2,...,nJ→∞
∫
E
ϕ (x, n1x, n1n2x, . . . , n1n2 · · ·nJx) dx =
∫
E
Φ(x)dx.
Here by n1, . . . , nJ → ∞ we naturally mean min(n1, . . . , nJ) → ∞.
For the sake of remaining self-contained, we give a proof below, even if
this one is standard, mentioned also e.g. in [22, 24, 7] (for J = 1).
Proof. By density, it is sufficient to prove this for ϕ an exponential
polynomial on T×TJ . By linearity, it is sufficient to consider a mono-
mial. When it does not depend on the second variable there is nothing
to prove. Assume that ϕ(x,y) = e(kx+ l1y1+ · · ·+ lJyJ), with at least
one of the lj’s being nonzero. We want to prove that∫
E
ϕ (x, n1x, n1n2x, . . . , n1n2 · · ·nJx) dx −→ 0 (n1, . . . , nJ →∞).
This integral is the Fourier coefficient of the characteristic function of
E at the frequency k+n1l1+n1n2l2+ · · ·+n1n2 · · ·nJ lJ , which tends to
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infinity for n1, . . . , nJ →∞. We conclude using the Riemann-Lebesgue
Lemma. 
Let us go back to our Riesz product g in (18). Let us first choose
J large enough: Then F J will be arbitrarily concentrated on I :=
[a − δ, a + δ] in integral because F has a strict global maximum at a.
More precisely, we fix J large enough so that∫
I
F J > (1− ε)
∫
T
F J .
Once J is fixed, we use Lemma 17 for the function
ϕ(x,y) :=
J∏
j=1
|f(x, yj)|p.
We know that
lim
R→∞
∫
I
|gR,J |p =
∫
I
F J ,
and the same for the integral over the whole torus. The proposition is
proved. 
This concludes the proof of Proposition 9, assuming that the condi-
tion of Proposition 16 holds. Next we will focus on this point.
Remark 18. The function |f | is even in the sense that |f(−x,−y)| =
|f(x, y)|, since the quantities inside the absolute value sign are just
complex conjugates. Therefore, F is even. Moreover it can have a
unique maximum in T if only this maximum is either at 0 or at 1/2.
Proposition 19. Let f(x, y) := 1 + e(y) + e(x + 2y). Then the mar-
ginal integral function Fp(x) :=
∫ 1
0
|f(x, y)|pdy is a continuous func-
tion, which has a unique, strict maximum at 0 for p > 2, while it has
a strict maximum at 1/2 for p < 2.
Proof. Since Fp is even, it suffices to prove that it is monotonic on [0,
1
2
],
with the required monotonicity. Note that
|f(x, y)| = |2e(x/2) cos (π(x+ 2y)) + 1| .
So
Fp(x) =
1/2∫
−1/2
|2e(x/2) cos(2πy) + 1|p dy
=
1/4∫
−1/4
(|2e(x/2) cos(2πy) + 1|p + |2e(x/2) cos(2πy)− 1|p) dy.
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It is sufficient to show that for fixed y ∈ (−1
4
, 1
4
) the quantity
Φ(x, y) := |2e(x/2) cos(2πy) + 1|p + |2e(x/2) cos(2πy)− 1|p
is monotonic in x for 0 < x < 1
2
. Considering its derivative
∂Φ
∂x
(x, y) =− 2pπ sin(πx) cos(2πy)
×
{
|2e(x
2
) cos(2πy) + 1|p−2 − |2e(x
2
) cos(2πy)− 1|p−2
}
we find that its signum is the opposite of the signum of the difference in
the second line. It follows that Φ, hence Fp has a strict global maximum
at zero when p > 2 and a strict global maximum at 1/2 when p < 2. 
This concludes for the existence of a peaking function at 0 for p > 2,
and for a peaking function at 1/2 for p < 2.
We will need the following lemma later on.
Lemma 20. The function Fp is a C2 function for p > 2 and its second
derivative at 0 is strictly negative. For all values of p it is a C∞ function
outside 0. Its second derivative at 1/2 is strictly negative for p < 2.
Proof. For p > 2 the smoothness of the composite function follows from
smoothness of | · |p. We already know from monotonicity of Φ(x, y) for
fixed y that Φ
′′
xx(0, y) is non positive. Since it is clearly not identically
0, it is somewhere strictly negative, hence F
′′
p (0) < 0. To prove that Fp
is a C∞ function outside 0, it is sufficient to remark that f(x, y) does
not vanish for x 6= 0. The same reasoning as above gives the sign of
the second derivative at 1/2. 
Proof of Proposition 10. Let us now concentrate on peaking functions
at 1/2 for p > 2 not an even integer and prove Proposition 10. We will
prove the following, which relies entirely on the methods of Mocken-
haupt and Schlag [23], but tailored to our needs with introducing also
a second variable and slightly changing the occurring idempotents, too.
Proposition 21. Let p > 2 not an even integer. For k an odd number
that is larger than p/2, the bivariate idempotent function
(20) g(x, y) := (1 + e1(x)ek(y))(1 + e1(x)ek+1(y))
is such that its marginal integral Gp(x) :=
∫
T
|g(x, y)|pdy has a strict
maximum at 1/2. Moreover, it is a C4 function, whose second derivative
at 1/2 is strictly negative.
Proof. After a change of variables, we see that
Gp(x) = 4
p
1∫
0
| cos(πky)|p
∣∣∣∣cos(π(k + 1)(y − xk(k + 1))
)∣∣∣∣p dy.
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The smoothness of Gp follows from the fact that it is the convolution
of two functions of class C2. Mockenhaupt and Schlag have computed
that
2p| cos(πy)|p =
∑
n
(−1)ncne2iπny
with real coefficients cn = c−n, such that, for non negative n,
cn+1 =
n− p
2
n+ p
2
+ 1
cn.
In the convolution, only frequencies that are multiples of both k and
k + 1 are present, so that
Gp(x) =
∑
n
(−1)ncknc(k+1)ne2iπnx.
Indeed, the Fourier coefficient Ĝp(n) is equal to cmcm′ , where km =
(k + 1)m′, and n = m′/k, which gives also m = (k + 1)n.
Now, looking at the inductive formula for the coefficients, and using
the fact that all cknc(k+1)n are positive for k > p/2, we find that Gp
is maximum when e2iπnx = (−1)n for all n, that is, for x = 1/2. The
computation of the Fourier series of its second derivative implies that
it is strictly negative at this point. 
It remains to prove that we have the gap peaking property at 0 for
0 < p < 2. It could be deduced from the theorems below, but we can
also build on the construction of Mockhenhaupt and Schlag. Indeed,
consider for 0 < p < 2, the bivariate idempotent
h(x, y) := (1 + e1(y))(1 + e1(x)e3(y)).
Using the computations of Mockenhaupt and Schlag, similarly to the
above it is again straightforward to see that the p-th marginal integral
Hp(x) :=
∫
T
|h(x, y)|pdy has a strict maximum at 0.
This concludes the proof of Proposition 10. 
4. Restriction to a discrete problem of concentration
The second step of our proof consists of restricting the problem of
p-concentration of an idempotent polynomial on a small interval into
the one of concentration of an idempotent polynomial at one point of
either of the two discrete grids
(21) Gq :=
1
q
Z/qZ G⋆q :=
1
2q
+
1
q
Z/qZ.
The idea is that if we take a gap-peaking polynomial T , then multi-
plication by T (qx) will concentrate integrals on a neighborhood of the
grid: for the first grid we need T to be peaking at 0, and for the second
one we need T to do so at 1/2.
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Definition 22. For f ∈ T we denote by Πq(f) the polynomial in Tq
which coincides with f on the grid Gq, that is, the polynomial having
Fourier coefficients
Π̂q(f)(k) :=
∑
j∈N
f̂(k + jq), k = 0, 1, · · · , q − 1.
In particular, if f is positive definite, so isΠq(f). However, in general
the class of idempotent polynomials is not preserved by this projection.
Let us first define concentration on Gq.
Definition 23. We shall say that there is p-concentration at a/q on
Gq with constant c > 0 if there exists an idempotent polynomial R such
that
(22)
∣∣∣∣R(aq
)∣∣∣∣p > c q−1∑
k=0
∣∣∣∣R(kq
)∣∣∣∣p .
The next well-known lemma (see [13, 3] etc.) allows to restrict to
a = 1.
Lemma 24. Assume that there is p-concentration at 1/q on Gq with
constant c, that is, with some appropriate idempotent R we have
(23)
∣∣∣∣R(1q
)∣∣∣∣p > c q−1∑
k=0
∣∣∣∣R(kq
)∣∣∣∣p .
Let now a ∈ N, 0 < a < q be a natural number so that a and q are
relatively prime. Then there is also p-concentration at a/q on Gq with
constant c: that is, (23) implies (22) with some appropriately chosen
(possibly different) idempotent R.
Proof. Let Q be the idempotent that satisfies (23). Let now a 6≡ 0, 1
(mod q, of course) be another value, coprime to q. We then have a
multiplicative inverse b of a mod q so that 1 ≤ b < q and ab ≡ 1 mod
q. With this particular b we can consider
(24) R(x) := Q(bx).
Clearly we have R(0) = Q(0), R(a/q) = Q(ab/q) = Q(1/q), and the
values of R(j/q) = Q(jb/q) with j = 0, . . . , q − 1 will cover all values
of Q(k/q) with k = 0, 1, . . . , q − 1, exactly once each. Therefore, we
conclude that (22) holds with a and R. 
Remark 25. If Q is in Pq, then instead of Q(bx) we can take for R
the polynomial in Tq which coincides with Q(bx) on the grid Gq, that
is, the polynomial Πq(Q(b ·)) of Definition 22. Indeed, it is also an
idempotent polynomial since b and q are coprime.
So now it makes sense to formally define the following concentration
coefficient.
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Definition 26. We define, for q ∈ N,
(25) c♯p(q) := sup
R∈P
∣∣∣R(1q)∣∣∣p∑q−1
k=0
∣∣∣R(kq)∣∣∣p ,
and
(26) c♯p := lim inf
q→∞
c♯p(q).
We want to extend concentration results on discrete point grids to the
whole of T, and keep track of constants. We state this as a proposition.
Proposition 27. Let p > 0 be such that there is full p-concentration
with gap at 0. If c♯p > 0, then p-concentration holds for the whole of T,
and we have the inequality
(27) cp ≥ 2c♯p.
Moreover, the same level of concentration holds with gap.
Proof. Let us fix a symmetric open set E and construct a related peak-
ing idempotent. First, there exists some interval J :=
[
a
q
− 1
2q
, a
q
+ 1
2q
]
with (a, q) = 1, such that J and −J are contained in E. We fix R that
gives the p-concentration at a/q on Gq with a constant C: this can be
done with C arbitrarily close to c♯p(q) in view of Lemma 24.
Now, let ε be given. By uniform continuity we may choose 0 < δ <
1/2 so that we have the inequalities
(28) |R(t+ a/q)|p ≥ |R(a/q)|p − ε |R(a/q)|p , (|t| ≤ δ/q)
and, for k = 0, 1, · · · , q − 1,
|R(t+ k/q)|p ≤ |R(k/q)|p + ε|R(0)|p, (|t| ≤ δ/q)
which implies immediately
(29)
q−1∑
k=0
|R(t+ k/q)|p ≤ (1 + qε)
q−1∑
k=0
|R(k/q)|p. (|t| ≤ δ/q)
Once δ is chosen, we will take T a gap-peaking idempotent at 0, pro-
vided by Proposition 9 – compare also (14)-(15) – with the given ε, δ
as above, and N larger than the degree of R, so that
(30) S(x) := R(x)T (qx)
is an idempotent, too. It remains to show
(31) 2C
∫
T
|S|p ≤ κ(ε)
∫
E
|S|p,
with κ(ε) getting arbitrarily close to 1 when ε is chosen appropriately
small.
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Denoting τ p :=
∫
T
|T |p and I := [a
q
− δ
2q
, a
q
+ δ
2q
], we find
1
2
∫
E
|S|p ≥
∫
J
|S|p ≥ (1− ε) |R(a/q)|p
∫
I
|T (qx)|pdx
≥ (1− ε) |R(a/q)|p 1
q
δ∫
−δ
|T |p
≥ (1− ε)
2τ p
q
|R(a/q)|p .(32)
We now estimate the whole integral of |S|p. We define the intervals
Jk :=
[
k
q
− 1
2q
,
k
q
+
1
2q
]
, Ik :=
[
k
q
− δ
q
,
k
q
+
δ
q
]
(k = 0, . . . , q − 1).
Then, if we proceed as in (32), using (29) this time, we find that
q−1∑
k=0
∫
Ik
|S|p =
∫
I0
q−1∑
k=0
|R(t+ k/q)|p|T (qt)|p ≤ τ
p
q
(1 + qε)
q−1∑
k=0
|R(k/q)|p,
while ∫
Jk\Ik
|S|p ≤ 2 |R(0)|p
k
q
+ 1
2q∫
k
q
+ δ
q
|T (qx)|pdx = 2
q
|R(0)|p
1
2∫
δ
q
|T (x)|pdx
≤ ετ
p
q
|R(0)|p ≤ ετ
p
q
q−1∑
k=0
|R(k/q)|p.
Taking the sum over k for the last integrals and adding the above sum
for integrals over the Ik’s, we obtain the estimate
(33)
∫
T
|S|p ≤ τ
p
q
(1 + 2qε)
∑
k
|R(k/q)|p.
Combining (32) and (33), (31) obtains with κ(ε) := (1− ε)−2(1+2qε).
Let us finally prove p-concentration with gap. It is sufficient to
remark that instead of taking the polynomial R in (30) we could have
as well taken the polynomial R((Mq + 1)x), with M arbitrarily large.
From this point, the proof is identical, since the two polynomials take
the same values on the grid. If the gaps of the peaking idempotent T
are taken large enough, then S will have gaps larger than M . 
We can modify slightly the previous proof of Proposition 27 to prove
concentration results on the corresponding second grid, using the peak-
ing property with gap at 1/2 instead of 0.
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Definition 28. We shall say that there is p-concentration at 2a+1
2q
on
the grid G⋆q with constant c if there exists an idempotent polynomial R
such that
(34)
∣∣∣∣R(2a+ 12q
)∣∣∣∣p > c q−1∑
k=0
∣∣∣∣R(2k + 12q
)∣∣∣∣p .
Remark that in particular we restrict to idempotents R that do not
vanish identically on the grid under consideration, which we assume in
the following definition.
Definition 29. If q ∈ N, then we define
(35) c⋆p(q) := sup
R∈P
∣∣∣R( 12q)∣∣∣p∑q−1
k=0
∣∣∣R(2k+12q )∣∣∣p
and
(36) c⋆p := lim inf
q→∞
c⋆p(q).
Again, the first step is to restrict to 1/(2q).
Lemma 30. Assume that there is p-concentration at 1/(2q) on G⋆q
with constant c. Let now a ∈ N, 0 ≤ a < q be so that 2a+ 1 and q are
relatively prime. Then there is also p-concentration at (2a+1)/(2q) on
the grid G⋆q with the same constant c.
Proof. Let Q be the idempotent that satisfies (34) with a = 0. We then
have a multiplicative inverse b of 2a + 1 mod 2q so that 1 ≤ b < 2q
and (2a + 1)b ≡ 1 mod 2q; hence, in particular, also b is odd. Now
with this particular b we can consider R(x) := Q(bx) exactly as before
in (24).
Clearly we have R(0) = Q(0), R((2a+1)/(2q)) = Q((2a+1)b/(2q)) =
Q(1/(2q)), and the values ofR(j/(2q)) = Q(jb/(2q)) with j = 0, . . . , 2q−
1 will cover all values of Q(k/(2q)) with k = 0, 1, . . . , 2q − 1, exactly
once each, and such a way, that odd j’s correspond to odd k’s. There-
fore, we conclude that (34) holds with 2a+ 1 and R. 
Remark 31. As in Remark 25, if Q is in P2q then instead of Q(bx) we
can take for R the polynomial Π2q(Q(b ·)), which coincides with Q(bx)
at each point of the grid G2q, hence a priori on G
⋆
q.
The corresponding proposition goes as follows:
Proposition 32. Let p > 0 be such that there is full p-concentration
with gap at 1/2. If c⋆p > 0, then p-concentration holds for the whole of
T and we have the inequality
(37) cp ≥ 2c⋆p.
Moreover, the same property holds with arbitrarily large gaps.
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Proof. Similarly to the above, it suffices to derive the concentration
phenomenon for the symmetrized of an interval J := [a
q
, (a+1)
q
] for q a
sufficiently large number, 2a+ 1 coprime to 2q.
In this setup for any c < c⋆p(q) Lemma 30 leads to the inequality
(38)
∣∣∣∣R(2a+ 12q
)∣∣∣∣p > c q−1∑
k=0
∣∣∣∣R(2k + 12q
)∣∣∣∣p .
with an appropriate R ∈ P.
At this point, the proof is exactly the same as the one of the previous
proposition, considering intervals Ik centered at (2k + 1)/(2q) with
radius δ/q, with δ small enough so that R is nearly constant on Ik,
and then considering S(x) := R(x) · T (qx) again, where T is now a
gap-peaking idempotent at 1/2, with gaps sufficiently large, so that
S is still an idempotent. Using the fact that outside Ik but within
(k/q, (k + 1)/q), the integral of T is arbitrarily small in view of the
peaking property at 1/2, we obtain the assertion as before. The only
difference is the fact that 0 is no more in the grid, so that the quotient
of R(0)p with
∑q−1
k=0 |R ((2k + 1)/(2q))|p appears in the rests, but does
not change the limit since it remains fixed while ε tends to 0.
The p-concentration with gap at the same level of concentration is
obtained also in a similar way. 
5. p-concentration by means of peaking at 1/2
We now prove the part of Theorem 7 concerning p not an even in-
teger, which we state separately for the reader’s convenience. The
following proof contains also the one of Proposition 12, which we gave
in the introduction as a hint for the methods.
Proposition 33. Let p > 0 be a given value for which there is full
p-concentration with gap at 1/2. Then for each nonempty symmetric
open set E ⊂ T and each constant c < 1 we can find an idempotent
S ∈ P with the property that
(39)
∫
E
|S|p > c
∫
T
|S|p.
Moreover, S may be chosen with arbitrarily large gaps.
Proof. By Proposition 32, it is sufficient to prove that c⋆p = 1/2, that
is,
(40) lim inf
q→∞
sup
R∈P
∣∣∣R( 12q)∣∣∣p∑q−1
k=0
∣∣∣R(2k+12q )∣∣∣p =
1
2
.
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We will restrict to a sub-family of polynomials in P, obtained by prod-
ucts of Dirichlet kernels. Observe first that for r < q, the product
Dr(x)
L−1∏
l=1
Dr
(
((2q)l + 1)x
)
is also an idempotent polynomial, the modulus of which coincides with
the L-th power of |Dr| on the grid under consideration. So we are to
prove also the last inequality in
(41)
1
c⋆p
= lim sup
q→∞
1
2c⋆p(q)
≤ inf
L
lim sup
q→∞
min
r<q
1
2
·
∑q−1
k=0
∣∣∣Dr (2k+12q )∣∣∣Lp∣∣∣Dr ( 12q)∣∣∣Lp ≤ 1.
Let us define
(42) A(λ, r, q) :=
∣∣∣∣∣∣
sin
(
π
2q
)
sin
(
rπ
2q
)
∣∣∣∣∣∣
λ ∑
k∈N ;k<q/2
∣∣∣∣∣∣
sin
(
(2k+1)rπ
2q
)
sin
(
(2k+1)π
2q
)
∣∣∣∣∣∣
λ
.
Substituting the explicit value of Dr and using parity, the quantity
appearing in the left hand side of (41) can be written as A(Lp, r, q) for
q even. When q is odd, we have to subtract half of the term obtained
for k = (q− 1)/2, which gives only a 0 contribution to the limit below.
In any case, we have the inequality
(43)
(
1
2c⋆p(q)
≤
)
1
2
∑q−1
k=0
∣∣∣Dr (2k+12q )∣∣∣Lp∣∣∣Dr ( 12q)∣∣∣Lp ≤ A(Lp, r, q).
We then have the following lemma.
Lemma 34. For fixed λ > 1, we have the inequality
(44) lim sup
q→∞
min
r<q
A(λ, r, q) ≤ inf
0<t<1/2
A(λ, t),
where
(45) A(λ, t) :=
1
(sin(πt))λ
∞∑
k=0
∣∣∣∣sin ((2k + 1)πt)2k + 1
∣∣∣∣λ .
Proof. Let us fix t ∈ (0, 1/2), and consider the limit of A(λ, 2[qt], q)
when q tends to ∞. It has the same limit as∣∣∣∣ π2sin (πt)
∣∣∣∣λ (q−1)/2∑
k=0
∣∣∣∣∣∣
sin
(
(2k+1)[qt]π
q
)
q sin
(
(2k+1)π
2q
)
∣∣∣∣∣∣
λ
.
As q sin( (2k+1)π
2q
) ≥ (2k + 1), Lebesgue’s theorem for series justifies
taking the limit termwise. This concludes the proof of the lemma. 
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So in view of Lemma 34 1/(2c⋆p(q)) ≤ infL inf tA(Lp, t). If we take
t = 1/4, all the absolute values of the occurring sines in A(λ, t) are
equal, hence cancel out. It remains
A(λ, 1/4) =
∑
k
(2k + 1)−λ = (1− 2−λ)ζ(λ).
Now we can take L, or λ = Lp, arbitrarily large. Therefore, the infi-
mum in (41) is just 1. 
Note that we found that 1/c⋆p ≤ infL inftA(Lp, t) holds always.
Let us conclude this section by a remark that will be used later on for
measurable sets, where we will not be able to consider large products
of Dirichlet kernels for p ≤ 1, and will have to restrict to two factors,
that is, take L = 2. Observe that each term
∣∣∣ sin((2k+1)πt)(2k+1) sin(πt) ∣∣∣ is below 1,
so that A(λ, t) and inftA(λ, t) are strictly decreasing functions of λ.
Moreover, inf0<t<1/2A(2, t) can be computed explicitly. To compute
the summation, we can use Plancherel Formula once we have recognized
the Fourier coefficients (at k and −k) of the function
π
2
(
χ[−t/2,t/2](x)− χ[−t/2,t/2](x− 1/2)
)
.
It follows that
(46) A(2, t) =
π2t
4 sin2(πt)
.
Substituting x = πt and recalling (5) we find 1/mintA(2, t) = 2c2 ≈
0.92..., which is already much larger than 1/2, and close to 1.
6. Uniform lower bounds for p-concentration
We now prove the lower estimation in the p ∈ 2N part of Theorem
7. We proceed as in the last section, using Proposition 27 instead
of Proposition 32, since we have now gap-peaking idempotents at 0.
Similarly to the above, we consider a product of Dirichlet kernels:
(47) R(x) := Dr(x)
L−1∏
ℓ=1
Dr((q
ℓ + 1)x).
We have to consider the quantities (25) and (26), i.e. we are to calculate
(48)
2
cp
≤ lim sup
q→∞
1
c♯p(q)
≤ inf
L
lim sup
q→∞
min
r<q
∑q−1
k=0
∣∣∣Dr (kq)∣∣∣Lp∣∣∣Dr (1q)∣∣∣Lp .
INTEGRAL CONCENTRATION OF IDEMPOTENTS 22
As before, in order to estimate the quotient in (48) we have to con-
sider the equivalent quantity B(Lp, r, q) defined by
(49) B(λ, r, q) :=
∣∣∣∣∣∣
r sin
(
π
q
)
sin
(
rπ
q
)
∣∣∣∣∣∣
λ
+ 2
∣∣∣∣∣∣
sin
(
π
q
)
sin
(
rπ
q
)
∣∣∣∣∣∣
λ
q/2∑
k=1
∣∣∣∣∣∣
sin
(
krπ
q
)
sin
(
kπ
q
)
∣∣∣∣∣∣
λ
.
We then have the following lemma.
Lemma 35. For fixed λ > 1, we have the inequality
(50) lim sup
q→∞
min
r<q
B(λ, r, q) ≤ inf
0<t<1/2
B(λ, t),
where
(51) B(λ, t) :=
(
πt
sin πt
)λ(
1 + 2
∞∑
k=1
∣∣∣∣sin (kπt)kπt
∣∣∣∣λ
)
.
Proof. For fixed t ∈ (0, 1/2), the left hand side of (50) is bounded by
the value that we obtain when letting q →∞ with r/q tending to t at
the same time. We conclude as in Lemma 34. 
Let us define for any fixed value of κ > 0, the quantity
(52) β(κ) := lim sup
λ7→∞
B
(
λ, κ
√
6/λ
)
,
which will be useful later on, since 2/cp ≤ infL inftB(Lp, t) ≤ β(κ).
For fixed s, the quantity
(√
λ/s · sin(s/√λ))λ tends to exp(−s2/6).
We use this for the computation of β(κ) and see that the first factor of
(51) tends to exp(κ2π2).
Applying the well-known Weierstrass product for sin we get
log
(
sin x
x
)
=
∞∑
n=1
log
(
1− x
2
n2π2
)
≤ −
(
∞∑
n=1
1
n2
)
x2
π2
= −x
2
6
.
For the log function here we must restrict to 0 < x < π: that provides
us the useful inequality
sin x
x
≤ exp
(
−x
2
6
)
(0 < x < π),
what we apply in the second factor of (51) for the range 1 ≤ k < 1/t.
Thus (at the end extending the sum up to ∞) we are led to
(53)
∑
k<1/t
∣∣∣∣sin (kπt)kπt
∣∣∣∣λ ≤ ∑
k<1/t
exp
(
−λk
2π2t2
6
)
≤
∞∑
k=1
e−κ
2k2π2 .
Using the trivial bound | sinu| ≤ 1, the tail sum can be estimated as
(54)
∑
k≥1/t
∣∣∣∣sin (kπt)kπt
∣∣∣∣λ ≤ (πt)−λ
tλ + ∞∫
1/t
du
uλ
 = π−λ(1 + 1/t
λ− 1
)
,
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which tends to 0 with t = κ
√
6/λ and λ→∞.
Collecting the above estimates for β := infκ>0 β(κ), we are led to
(55) β ≤ inf
κ>0
eπ
2κ2
{
1 + 2
∞∑
k=1
e−κ
2k2π2
}
.
Note that the sum in the last curly brackets is well-known as Jacobi’s
theta function. Choosing here κ = 0.225, we can compute β ≤ 4.13273,
which leads to cp ≥ 2/β ≥ 0.48394, surprisingly close to the theoretical
upper bound of 1/2.
The computation of inf0<t<1/2B(λ, t) can be executed explicitly for
λ = 4. We recognize the Fourier coefficients of the convolution product
χ[−t/2,t/2] ∗ χ[−t/2,t/2], whose L2 norm is equal to (2t3/3)1/2. Then we
use the Plancherel Formula and obtain that
(56) c4 ≥ max
0<t<1/2
3
(
sin4(πt)
)
π4t3
> 0.495,
the concrete numerical value having been obtained for the choice of
t = 0.267.
Comparing the results of the last two sections, it should become clear
why gap-peaking at 1/2 is even more useful for us, than gap-peaking
at 0. Indeed, once we can apply gap-peaking at 1/2, we are able to
consider G⋆q in place of Gq: and that means that instead of the second
largest term |Dr(1/q)|, we can consider the very largest term |Dr(1/2q)|
in comparison to the whole grid sum. Thus in the translated grid
case we can take advantage of considering arbitrarily large powers L,
eventually killing all other terms compared to our |Dr(1/2q)|L, while
in the original grid Gq this is subject to a fine balance, restricted by
the necessity of keeping control of the dominance of the very largest
term Dr(0)
L.
Part III : Concentration for measurable sets
We will go back to all steps of the previous proofs in order to partly
generalize the results to measurable sets. We start by using the theorem
of Khintchine on diophantine approximation, see [20]. We prove that
a symmetric measurable set of positive measure contains large parts of
intervals which are centered at a point of one of the two grids, Gq or G
⋆
q .
This is done in Section 7. Then in Section 8 we prove the gap-peaking
property at 0 or 1/2 in the even stronger form that some measurable set
of measure 2ηδ can be deleted from the interval [−δ,+δ]. In Section 9
we prove that values of an idempotent, concentrating on the grid, does
not take too different values on the intervals of length 2δ. Here we
may consider additional assumptions on the degree of the polynomials.
Based on the results of these sections, we will prove p-concentration for
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measurable sets when p > 1/2, with some estimates on constants. We
conclude the proof of Theorem 8 finally in §10.
7. The use of Diophantine Approximation
We will state two propositions, used respectively on Gq and G
⋆
q . The
first one is a direct corollary of Khintchine’s Theorem, while the second
one is its inhomogeneous extension, first proved by Szu¨sz [28] and later
generalized by Schmidt [27].
Proposition 36. Let E be a measurable set of positive measure in T.
For all θ > 0, η > 0 and Q ∈ N, there exists an irreducible fraction
k/q such that q > Q and
(57)
∣∣∣∣[kq − θq2 , kq + θq2
]
∩ E
∣∣∣∣ ≥ (1− η)2θq2 .
Moreover, given a positive integer ν, it is possible to choose q such that
(ν, q) = 1.
Proposition 37. Let E be a measurable set of positive measure in T.
For all θ > 0, η > 0 and Q ∈ N, there exists an irreducible fraction
(2k + 1)/(2q) such that q > Q and
(58)
∣∣∣∣[2k + 12q − θq2 , 2k + 12q + θq2
]
∩ E
∣∣∣∣ ≥ (1− η)2θq2 .
Moreover, given a positive integer ν, it is possible to choose q such that
(ν, q) = 1.
Proof of Propositions 36 and 37. Let α be 0 or 1/2. Then according to
Szu¨sz’ Theorem [28] for ξ belonging to a set of full measure,
(59) ‖qξ − α‖ ≤ θ
q
has an infinite number of solutions. For α = 1/2, for instance, it means
that with a certain k ∈ N (0 ≤ k < q) we have
(60) |qξ − 1/2− k| < θ
q
, i.e.
∣∣∣∣ξ − 2k + 12q
∣∣∣∣ < θq2 .
Wemay assume, and we will do it, that the denominator and numerator
are coprime: if not, we cancel out the common factors, and the error,
compared to the new denominator q′, is even better. Note that for
irrational ξ we have infinitely many different such denominators q′:
indeed, if not we get a contradiction with the fact that the error tends
to zero with q.
Let us choose for ξ an irrational density point of E having infinitely
many solutions of (59). This we can do, since almost every point of E
is such. For η fixed and q sufficiently large we then have∣∣∣∣T \ E ∩ [ξ − 2θq2 , ξ + 2θq2
]∣∣∣∣ ≤ 2ηθq2 .
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So, if q and k are such that (60) holds and if q is large enough, then
(58) is satisfied by the triangle inequality.
It remains to prove that the denominators q can be taken so that
(ν, q) = 1. Schmidt proves in [27] that, for each polynomial P with
integer coefficients and each α ∈ T, for almost every ξ one can find an
infinite number of integers r such that
(61) ‖P (r)ξ − α‖ ≤ θ
r
.
Both for α = 0 or 1/2, it suffices to consider P (r) = νr+ 1. Schmidt’s
Theorem then allows (61) for a.e. ξ by infinitely many r. So we can
approach ξ for α = 0 by fractions k/(νr + 1), and for α = 1/2 by
fractions 2k+1
2(νr+1)
, eventually simplified. So the denominator and ν will
always remain coprime. The rest of the proof is identical. 
8. Peaking idempotents at 0 and 1/2
We will prove the following, which is a more accurate statement than
those of Section 3.
Proposition 38. Let p > 2. For ε > 0 there exists δ0 > 0 and η > 0
such that, for all δ < δ0 and N ∈ N, if E is a measurable set that
satisfies |E ∩ [−δ, δ]| > 2(1 − η)δ, then there exists an idempotent T
with gaps larger than N such that∫
E∩[−δ,δ]
|T |p > (1− ε)
1∫
0
|T |p.
Let p > 0 not an even integer. Then for ε > 0 there exists δ0 > 0 and
η > 0 such that, for all δ < δ0 and N ∈ N, if E is a measurable set that
satisfies |E∩ [1
2
− δ, 1
2
+ δ]| > 2(1− η)δ, then there exists an idempotent
T with gaps larger than N such that
∫
E∩[ 1
2
−δ, 1
2
+δ]
|T |p > (1− ε)
1∫
0
|T |p.
Proof. We will proceed as in Section 3. The main point is, for our
peaking bivariate functions f , to find an appropriate power L of the
marginal function F for which the same kind of estimate is valid: we
will then take a Riesz product with L factors. The proposition will be
a consequence of the following lemma, with F the associated marginal
function.
Lemma 39. Let F : [0, 1/2] → [0,∞) be a nonnegative, continuous
function, having a strict global maximum at 0. Moreover, assume that
there exist 0 < a < A and ∆ > 0 with F admitting the estimates
(62) F (0) exp(−Ax2) < F (x) < F (0) exp(−ax2) (x ∈ [0,∆]).
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Then for all ε > 0 there exists an η > 0 so that for any 0 < δ < ∆
there is an L = L(ε, δ) ∈ N with the property that whenever E ⊂
[0, 1/2) is a measurable set satisfying |E ∩ [0, δ]| > (1 − η)δ, then we
have the inequality ∫
E∩[0,δ]
FL > (1− ε)
1/2∫
0
FL.
Remark 40. Observe that (62) certainly holds true in case F has a
nonvanishing second derivative (from the right) at 0. Also note the
validity of the obvious modification for even functions on [−1/2, 1/2]
assuming the analogous two-sided conditions.
Proof. We can assume F (0) = 1. By condition, max[∆,1/2] F < 1, hence
– perhaps with a different value of a, which still depends only on F –
we have F (x) < exp(−ax2) on the whole of [0, 1/2]. Extending F to
the halfline [0,∞) as 0 outside [0, 1/2], we thus still have this estimate.
Let now H := [0,∞) \ ([0, δ] ∩ E). Then we have
(63)
∫
H
FL <
∫
[0,δ]\E
1+
∞∫
δ
e−Lax
2
dx < |[0, δ]\E|+
∞∫
δ
dx
Lax2
< ηδ+
1
δaL
.
On the other hand with a very similar calculation we obtain∫
[0,δ]∩E
FL >
∫
[0,δ]∩E
e−LAx
2
dx =
 ∞∫
0
−
∫
[0,δ]\E
−
∞∫
δ
 e−LAx2dx
≥ 1
2
√
π
LA
− |[0, δ] \ E| −
∞∫
δ
dx
Lax2
>
1
2
√
π
LA
− ηδ − 1
δaL
.(64)
A combination of (63) and (64) reveals that it suffices to ascertain
ηδ <
ε
8
√
π
LA
and
1
δaL
<
ε
8
√
π
LA
,
that is, with a constant C = C(a, A) = CF ,
ηδ
√
L ≤ ε′ and 1
δ
√
L
≤ ε′ with ε′ := ε/C.
Thus we conclude the proof choosing L := ⌈ε′−2δ−2⌉ and η = ε′2/2. 
To prove both cases of the proposition, note that we can also trans-
late F so that the maximum point falls to 1/2 instead of 0.
At this point the proof of the proposition is identical to the proofs
of Section 3, using Lemma 17. For the given E, we find an idempotent
T such that integrals of |T |p, respectively on E ∩ [−δ,+δ] and on the
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whole torus, satisfy the same inequality as the corresponding integrals
for the function FL. 
9. Bernstein-type inequalities
In order to adapt our proof of Proposition 27, we need to control the
error done when replacing values of idempotents in a neighborhood of
one of the grids by its values on the grid.
We introduce the following notation, which will simplify the proofs.
For f a periodic function, we will use the sums of its values on the two
grids, which we denote by
(65) Σq(f) :=
q−1∑
k=0
f
(
k
q
)
, Σ⋆q(f) :=
q−1∑
k=0
f
(
2k + 1
2q
)
.
The aim of this paragraph is to recall classical inequalities, and mod-
ify them according to our purposes. Let us prove the following lemma.
Lemma 41. For 1 < p < ∞ there exists a constant Cp such that, for
P ∈ Tq and for |t| < 1/2, we have the two inequalities
(66)
q−1∑
k=0
|P (t+ k/q)|p ≤ Cp
q−1∑
k=0
|P (k/q)|p,
(67)
q−1∑
k=0
||P (t+ k/q)|p − |P (k/q)|p| ≤ Cp|qt|
q−1∑
k=0
|P (k/q)|p.
Proof. For 1 < p < ∞, the Lp norm of a trigonometric polynomial in
Tq is equivalent to the ℓp norm of its values on the grid Gq. This is
known as the Marcinkiewicz-Zygmund Theorem: the implied constants
depend only on p but tend to ∞ for p tending to 1 or ∞. For the
exact form fitting to our Taylor polynomials see Theorem (7.10), p. 30
chapter X in [34]; see also [25] for recent extensions. Inequality (66)
then follows using the Marcinkiewicz-Zygmund Theorem twice, and
invariance by translation of the Lp norm.
To obtain (67), we use a variant of Bernstein’s Inequality, which may
be stated, for P ∈ Tq, as
(68)
1∫
0
|P (x+ t)− P (x)|pdx ≤ (2πq|t|)p
1∫
0
|P (x)|pdx.
Since this is not the usual form of Bernstein’s Inequality, we indicate
how to obtain it. We write, for positive t,
|P (x+ t)− P (x)|p ≤ tp−1
x+t∫
x
|P ′(u)|pdu,
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apply this estimate on the left hand side of (68) and then change the
order of integration. We then conclude by using Bernstein’s Inequality
as stated in Theorem (3.16), chapter X in [34], that is,
1∫
0
|P ′(x)|pdx ≤ (2πq)p
1∫
0
|P (x)|pdx.
Let us proceed with the proof of (67). By using the Marcinkiewicz-
Zygmund Theorem for both sides of (68), we find that, for 1 < p <∞,
there exists some constant Cp, (independent of P ∈ Tq), such that
(69)
q−1∑
k=0
|P (t+ k/q)− P (k/q)|p ≤ Cp|qt|p
q−1∑
k=0
|P (k/q)|p.
Let us use the elementary inequality
(70) ||a|p − |b|p| ≤ p|a− b| (|a|p−1 + |b|p−1)
and the Ho¨lder Inequality together with (69), as well as our notation
given in (65). We obtain the estimate
q−1∑
k=0
||P (t+ k/q)|p − |P (k/q)|p| ≤
pC
1
p
p |qt| (Σq(|P |p))
1
p ·
(
Σq
((|P |p−1 + |P (t+ ·)|p−1) pp−1)) p−1p .
After having used Minkowski’s inequality and the estimate (66), i.e.
Σq(|P (t + ·)|p) ≤ CpΣq(|P |p), the last factor on the right hand side
becomes C ′p (Σq(|P |p))
p−1
p , which concludes the proof of (67). 
The following is an easy consequence of Lemma 41.
Lemma 42. For 1 < p < ∞ and with the same constant Cp as in
Lemma 41 we have the following property. Whenever P ∈ T2q satisfies
(71)
q−1∑
k=0
|P (k/q)|p ≤ KΣ⋆q(|P |p),
then, for any |t| < 1/2, we have the two inequalities
(72)
2q−1∑
k=0
∣∣∣∣P ( k2q + t
)∣∣∣∣p ≤ Cp(K + 1)Σ⋆q(|P |p),
(73)
2q−1∑
k=0
∣∣∣∣∣∣∣∣P ( k2q + t
)∣∣∣∣p − ∣∣∣∣P ( k2q
)∣∣∣∣p∣∣∣∣ ≤ 2Cp(K + 1)|qt|Σ⋆q(|P |p).
This lemma explains why we introduce the next definition.
INTEGRAL CONCENTRATION OF IDEMPOTENTS 29
Definition 43. Let 0 < p <∞ and q ∈ N. We say that a polynomial
f satisfies the grid-condition with constant K, if we have
(74)
q−1∑
k=0
∣∣∣∣f (kq
)∣∣∣∣p ≤ K q−1∑
k=0
∣∣∣∣f (2k + 12q
)∣∣∣∣p ,
that is, with the notation (65), Σq(|f |p) ≤ KΣ⋆q(|f |p).
Remark 44. When P ∈ Tq, (71) – i.e., the grid condition (74) for P
– holds with K = Cp depending only on p > 1: just use (66) for the
translated by 1/2q polynomial.
We will use these considerations for products of such polynomials as
well.
Lemma 45. For 1/2 < p < ∞ there exists a constant Ap such that,
whenever Q ∈ T2q satisfies the grid-condition (74) with exponent 2p,
i.e.
(75) Σq(|Q|2p) :=
q−1∑
k=0
|Q(k/q)|2p ≤ KΣ⋆q(|Q|2p),
then for the product polynomial R(x) := Q(x)Q((2q+1)x) we have for
all |t| < 1/2 and for all a := 0, 1, . . . , q − 1 the two inequalities
(76)
q−1∑
k=0
∣∣∣∣R(t + 2k + 12q
)∣∣∣∣p ≤ (1 + Ap(K + 1)q2|t|)Σ⋆q(|Q|2p),
(77)
∣∣∣∣R(t+ 2a+ 12q
)∣∣∣∣p ≥ ∣∣∣∣R(2a + 12q
)∣∣∣∣p−Ap(K+1)q2|t|Σ⋆q(|Q|2p).
Proof. Let us put, for k = 0, 1, . . . 2q − 1,
(78) Xk(t) :=
∣∣∣∣Q(t+ k2q
)∣∣∣∣2p .
Note that the two factors of R take the same values on the grid G⋆q .
Moreover, since Q ∈ T2q and 2p > 1, it follows from Lemma 42, formula
(73) that
2q−1∑
k=0
|Xk(t)−Xk(0)| ≤ 2C2p(K + 1)q|t|Σ⋆q(|Q|2p).
Let us pass to
Yk(t) :=
∣∣∣∣R(t + k2q
)∣∣∣∣p =√Xk(t)Xk((2q + 1)t).
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Using the Cauchy-Schwarz Inequality and the previous inequality, we
find for all |t| ≤ 1/2
q−1∑
k=0
Y2k+1(t) ≤
(
q−1∑
k=0
X2k+1(t)
) 1
2
(
q−1∑
k=0
X2k+1((2q + 1)t)
) 1
2
≤
(
Σ⋆q(|Q|2p) +
2q−1∑
k=0
|Xk(t)−Xk(0)|
) 1
2
×
(
Σ⋆q(|Q|2p) +
2q−1∑
k=0
|Xk((2q + 1)t)−Xk(0)|
) 1
2
≤ (1 + 2C2p(2q + 1)q(K + 1)|t|)Σ⋆q(|Q|2p).
We have proved (76). We can write in the same way that
Y2a+1(t)
2 ≥
(
X2a+1(0)−
2q−1∑
k=0
|Xk(t)−Xk(0)|
)
×
(
X2a+1(0)−
2q−1∑
k=0
|Xk((2q + 1)t)−Xk(0)|
)
,
so that
Y2a+1(t) ≥ Y2a+1(0)− 2C2p(K + 1)(2q + 1)q|t|Σ⋆q(|Q|2p).

10. From discrete concentration to concentration for
measurable sets
Definition 46. We define
(79) γ♯p := lim inf
q→∞
γ♯p(q), γ
♯
p(q) := sup
R∈Pq
∣∣∣R(1q)∣∣∣p∑q−1
k=0
∣∣∣R(kq)∣∣∣p .
Using the notation (51), the results of Section 6 give immediately
(80) (γ♯p)
−1 ≤ inf
0<t<1/2
B(p, t),
valid for any p > 1.
Let us give the corresponding definition for the grid G⋆q .
Definition 47. We define
(81) γ⋆p := lim inf
q→∞
γ⋆p(q), γ
⋆
p(q) := sup
R∈Pq
∣∣∣R( 12q)∣∣∣p∑q−1
k=0
∣∣∣R(2k+12q )∣∣∣p .
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We have seen in Section 5 that, for p > 1, with the notation (45),
(82) (γ⋆p)
−1 ≤ inf
0<t<1/2
A(p, t).
Proposition 48. Let p > 1/2 not an even integer. Then there is p-
concentration for measurable sets, and γp ≥ 2γ⋆2p; furthermore, there is
p concentration for measurable sets with gap at the same level.
Proof. The proof is organized as the one of Proposition 27. At the
outset we have a measurable and symmetric set E ⊂ T with |E| >
0. Let us first take C < γ⋆2p arbitrarily close to γ
⋆
2p, then fix ε a
small constant. Let η and δ0 be given by Proposition 38 (second case),
depending on ε. Let θ > 0 be a small constant which will be fixed
later on, and q0 large enough so that, for q > q0 one has C < γ
⋆
2p(q)
and θ/q ≤ δ0. With this data we consider some interval centered at
(2a+ 1)/(2q) given by Proposition 37. Let P ∈ Pq be such that
(83)
∣∣∣∣P ( 12q
)∣∣∣∣2p > C q−1∑
k=0
∣∣∣∣P (2k + 12q
)∣∣∣∣2p = CΣ⋆q(|P |2p).
By Lemma 30, and Remark 31, we can find an idempotent Q ∈ P2q
such that we have
(84)
∣∣∣∣Q(2a+ 12q
)∣∣∣∣2p = ∣∣∣∣P ( 12q
)∣∣∣∣2p
and
(85)
q−1∑
k=0
∣∣∣∣Q(2k + 12q
)∣∣∣∣2p = q−1∑
k=0
∣∣∣∣P (2k + 12q
)∣∣∣∣2p ,
and also
(86)
q−1∑
k=0
∣∣∣∣Q(kq
)∣∣∣∣2p = q−1∑
k=0
∣∣∣∣P (kq
)∣∣∣∣2p .
Recall that P ∈ Pq, so for 2p > 1 according to Remark 44 it satisfies
the grid condition (74) with a constant C2p depending only on p. Since
P and Q attain exactly the same set of values both on the two grids
Gq and G
⋆
q , the idempotent Q also satisfies the grid-condition (74) for
2p with the constant C2p. So the idempotent
(87) R(x) := Q(x)Q((2q + 1)x),
matching with Q2 on both grids, also satisfies
(88) |R(0)|p ≤ Σq(|R|p) ≤ C2pΣ⋆q(|R|p),
i.e. the grid condition (74) holds for R, too (with K = C2p). Whence
Lemma 45 applies to R, so choosing θ satisfying Ap(C2p + 1)C
−1θ ≤ ε
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and in view of (84), (85) and (86) for all |t| < θ/q2 we obtain the
estimates
(89)
q−1∑
k=0
∣∣∣∣R(t + 2k + 12q
)∣∣∣∣p ≤ (1 + ε)Σ⋆q(|P |2p) = (1 + ε)Σ⋆q(|R|p),
(90)
∣∣∣∣R(t + 2a+ 12q
)∣∣∣∣p ≥ (1− ε) ∣∣∣∣R(2a + 12q
)∣∣∣∣p ,
using also that, on comparing (83), (84), (85) and (87) we are led to
(91) CΣ⋆q(|R|p) ≤
∣∣∣∣R(2a+ 12q
)∣∣∣∣p .
Next, we will need a peaking idempotent at 1/2, as obtained by
Proposition 38. This one will depend on our given constants ε, η,
δ = θ/q and N larger than the degree of R, and also on a measurable
set of finite measure Eε that we define now. The mapping x 7→ qx is
bijective from J := (k/q, (k + 1)/q) onto (0, 1), and we take for Eε the
image of E ∩ J . It is clear that the condition
|Eε ∩ [1
2
− δ, 1
2
+ δ]| > 2(1− η)δ
has been satisfied. We take the idempotent T provided by Proposition
38 for this data, satisfying
(92)
∫
Eε∩[
1
2
−δ, 1
2
+δ]
|T |p > (1− ε)
1∫
0
|T |p.
We finally consider the product
(93) S(x) := T (qx)R(x),
which is also an idempotent. We will prove as in Section 4 that
(94) 2C
∫
T
|S|p ≤ κ(ε)
∫
E
|S|p,
with κ(ε) being arbitrarily close to 1 when ε is sufficiently small. In
order to do this, we put
(95) Jk :=
[
k
q
,
k + 1
q
]
, Ik :=
[
2k + 1
2q
− θ
q2
,
2k + 1
2q
+
θ
q2
]
for k = 0, . . . , q − 1. From now on the proof of the proposition is
similar to the one of Proposition 27. We repeat briefly the steps for
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the reader’s convenience. Denoting τ p :=
∫
T
|T |p, we find, using the
property (92), that
1
2
∫
E
|S|p ≥
∫
Ia∩E
|S|p ≥ (1− ε)
∣∣∣∣R(2a + 12q
)∣∣∣∣p ∫
Ia∩E
|T (qx)|pdx
≥ (1− ε)
∣∣∣∣R(2a + 12q
)∣∣∣∣p 1q
∫
Eε∩[
1
2
−δ, 1
2
+δ]
|T |p(96)
≥ (1− ε)
2τ p
q
∣∣∣∣R(2a+ 12q
)∣∣∣∣p .
Then we give an upper bound for the integral on the whole torus:
q−1∑
k=0
∫
Ik
|S|p =
θ/q2∫
−θ/q2
q−1∑
k=0
∣∣∣∣R(2k + 12q + t
)∣∣∣∣p |T (qt)|p dt
≤ (1 + ε)Σ⋆q(|R|p)
τ p
q
,
while ∫
Jk\Ik
|S|p ≤ 2‖R‖p∞
k
q
+ 1
2q∫
k
q
+ δ
q
|T (qx)|pdx = 2 |R(0)|p 1
q
1
2∫
δ
q
|T (x)|pdx
≤ ετ
p
q
|R(0)|p ≤ C2pετ
p
q
Σ⋆q(|R|p),
making use of (88), too. Summing the last integrals over k, we obtain
(97)
∫
T
|S|p ≤ τ
p
q
(1 + ε+ C2pε)Σ
⋆
q(|R|p).
Now (91), (96) and (97) give (94) with κ(ε) :=(1 + ε+ C2pε)(1− ε)−2,
concluding the proof, except for assuring arbitrarily large gaps.
It remains to indicate how to modify the proof to get peaking idem-
potents with arbitrarily large gaps. So we fix ν as a large odd integer,
and we will prove that we can replace the polynomial Q(x) by some
polynomial Q˜(νx), with gaps at least ν. Recall first that we can take
arbitrarily large q satisfying (ν, q) = 1. So we now choose Q˜ similarly
as before, to be the polynomial of degree 2q that coincides with P (bx)
on the grid Gq, but now with b chosen so that νb(2a+ 1) ≡ 1 mod 2q.
Such a b exists, as ν(2a + 1) and 2q are coprime. We then fix
R(x) := Q˜(νx)Q˜((2q + 1)νx).
There is an additional factor ν, which modifies the value of θ, but
otherwise the proof is identical. We know that Q˜(νx) and P (bx), and
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thus P (x), take globally the same values on both grids Gq and G
⋆
q ,
because in each case we multiply by an odd integer that is coprime
with 2q. So in particular the grid condition (75) is satisfied with C2p
once again. 
Similarly, but with the gridGq instead ofG
⋆
q , we obtain the following.
Proposition 49. Let p > 2 an even integer. Then there is p-concentra-
tion for measurable sets, and γp ≥ 2max
(
γ♯p, γ
♯
2p
)
. Moreover, we
can choose the concentrating trigonometric polynomials with arbitrarily
large gaps.
Proof. We do not give the proof, since most modifications are straight-
forward, and even simpler. Now if γ♯p ≥ γ♯2p, we consider C < γ♯p and P
satisfying
(98)
∣∣∣∣P (1q
)∣∣∣∣p > C q−1∑
k=0
∣∣∣∣P (kq
)∣∣∣∣p.
We build R := Q := ΠqP (b ·) of degree lower than q, using Lemma
24 and Remark 25, with b chosen such that b · a ≡ 1 mod q, and thus
a/q is mapped on 1/q. Thus we obtain the required concentration as
above.
If γ♯p < γ
♯
2p, we take C < γ
♯
2p and an idempotent P ∈ Pq satisfying
(99)
∣∣∣∣P (1q
)∣∣∣∣2p > C q−1∑
k=0
∣∣∣∣P (kq
)∣∣∣∣2p.
In this case we consider R := R(x) := Q(x)Q((q + 1)x) with Q :=
ΠqP (b ·) ∈ Pq, and the proof is even more like the above argument.

11. Positive definite trigonometric polynomials
The proof of Proposition 48 generalizes directly to the class P+, with
the main difference that, when considering the values of a polynomial P
on some gridGq orG
⋆
q , we can always consider the projected polynomial
Π2q(P ), taking the same values on G2q and hence both on Gq and
on G⋆q : here we need not be concerned for occasional coincidences of
projected terms in the sum, as the projection Π2q leaves P+ invariant
anyway. Therefore, the concentration constants γ+p , that we will obtain
for positive definite functions and measurable sets, will be the same as
the ones for open sets (i.e. cp). In particular, we have the following.
Theorem 50. Let p > 0 not an even integer. Then there is full
p-concentration for the class P+ for measurable sets. Moreover, we
can choose the concentrating positive definite trigonometric polynomi-
als with arbitrarily large gaps.
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Proof. The proof follows the same lines as the one of Proposition 48,
but is simpler. We know that for p /∈ 2N there is full p-concentration at
1/2, and also from Section 5 that this implies c⋆p = 1/2, c.f. the proof of
Proposition 33. So it is sufficient to prove the following lemma, which
is very similar to Proposition 48. 
Lemma 51. Let p > 0. Then there is p-concentration for the class
P+ for measurable sets, and if p /∈ 2N, then the level of concentration
satisfies γ+p ≥ 2c⋆Lp for any L such that Lp > 1. Moreover, unless
p = 2, we can choose the concentrating trigonometric polynomials with
arbitrarily large gaps.
Proof. We only sketch the modifications to accomplish in the proof of
Proposition 48. Now C < c⋆Lp. Naturally, we choose P ∈ Pq such that,
(100)
∣∣∣∣P ( 12q
)∣∣∣∣Lp > C q−1∑
k=0
∣∣∣∣P (2k + 12q
)∣∣∣∣Lp.
Then, as before, we choose Q := Π2q(P (b ·)). Now we can take R :=
QL, as clearly R ∈ P+, and its degree is less than 2Lq (instead of
2q(2q+1) previously). So the Bernstein type inequalities can be applied
more easily, with better estimates than previously, not restricting the
value of L in this case. (In fact, we could as well consider Π2qR ∈
T2q ∩ P+, too.)
Note that here there is no need to L → ∞, but only to take some
L > 1/p, as we already have c⋆p = 1/2 for p /∈ 2N. On the other
hand L > 1/p we really do need, as we apply Marcinkievicz-Zygmund
inequalities in the proof.
Otherwise the proof for Lp > 1 can be adapted from Proposition 48,
with all other modifications being straightforward. 
When p ∈ 2N, we do not have gap-peaking at 1/2, but, unless p = 2,
we have that at 0. With a completely analogous argument, we obtain
the corresponding result as follows.
Theorem 52. Let p 6= 2 be an even integer. Then there is p-concentra-
tion for the class P+ for measurable sets at the level γ+p ≥ 2 supL∈N c♯Lp.
Moreover, we can choose the concentrating positive definite trigonomet-
ric polynomials with arbitrarily large gaps.
12. Concentration of random idempotents
We will see that part of the estimates proved for P+ in Section 11
extend to P. This will be shown by certain random constructions of
idempotents.
We have seen in Section 6 that inftB(λ, t) appears naturally when
proving lower bounds for cp when p > 2 is an even integer: for cp (and
thus for γ+p ) we obtained the lower bound supL 2/ inftB(Lp, t). We will
now prove the same lower bound for γp.
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Proposition 53. Let p > 2 an even integer. Then, for L ≥ 1 an
integer, γp ≥ 2/ inftB(Lp, t).
Proof. Let C < 1/mintB(Lp, t) = 1/B(Lp, t0), say, and let us chose
some c := c(L, p) < t0. Then let q be large enough, and P ∈ Pq such
that
(101)
∣∣∣∣P (1q
)∣∣∣∣Lp > C q−1∑
k=0
∣∣∣∣P (kq
)∣∣∣∣Lp.
Reflecting back to Section 6, we know that P may be taken as some
Dirichlet kernel Dr, with r = [t0q] > cq. (This is the only specific
property of Dr that we will use.) Let us take R := M
−1Πq(P
L), which
coincides with M−1PL on the grid Gq. Choosing M := Lr
L−1, which
is a majorant of the Fourier coefficients of Πq(P
L), the polynomial R
may be written as
R =
q−1∑
k=0
αkek,
with all αk ∈ [0, 1] and
∑
k αk = R(0) = r/L. By construction, we also
have
(102)
∣∣∣∣R(1q
)∣∣∣∣p > C q−1∑
k=0
∣∣∣∣R(kq
)∣∣∣∣p.
We now define a random idempotent Rω by
Rω =
q−1∑
k=0
Xk(ω)ek,
where Xk are independent Bernoulli random variables, with Xk of pa-
rameter αk, that is, P(Xk = 1) = αk. We want to prove that for
any ε > 0 and for q > q0(ε), with positive probability the random
idempotent Rω satisfies the inequality
(103)
∣∣∣∣Rω (1q
)∣∣∣∣p > K(ε) q−1∑
k=0
∣∣∣∣Rω (kq
)∣∣∣∣p,
with K(ε) := Kp(ε) arbitrarily close to C with ε sufficiently small.
Observe that our random idempotents Rω are such that E(Rω(x)) =
R(x), so in view of (102), in order to prove (103) we have to measure
the error done when replacing Rω by its expectation. Let us center
our Bernoulli variables Xk by considering X˜k := Xk − αk. Clearly, X˜k
has variance V(X˜k) = αk(1 − αk) ≤ αk, so Rω(k/q) has expectation
R(k/q) and variance bounded by r/L. Also, by assumption, |R(1/q)| >
C1/pR(0) > cC
1/p
L
q, so after an application of Markov’s Inequality we
find
P
(∣∣∣∣Rω(1/q)R(1/q)
∣∣∣∣ ≤ 1− ε) ≤ Aε−2q−1,
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where A depends on p, c, L, but is independent of q and ε. Whence for
q large enough, the inequality
(104)
∣∣∣∣Rω(1/q)R(1/q)
∣∣∣∣ > 1− ε
holds with probability say at least 2/3.
Let us now consider the sums
S(ω) :=
q−1∑
k=0
∣∣∣∣Rω (kq
)∣∣∣∣p S := q−1∑
k=0
∣∣∣∣R(kq
)∣∣∣∣p ,
which we want to compare. So we also put
R˜ω(k/q) := Rω(k/q)−R(k/q), S˜(ω) :=
q−1∑
k=0
∣∣∣R˜ω(k/q)∣∣∣p .
We claim that
(105) E(S˜(ω)) ≤ qCp
(
1 +
∑
αk
) p
2
= qCp
(
1 +
r
L
)p
2
.
Let us first assume this inequality and conclude the proof of the
proposition. So, using (105),S ≥ R(0)p = r/L and S˜(ω) ≥ 0 we are
led to
P
(
C(ε)S˜(ω) ≥ εS
)
≤ C(ε)
εS
· qCp
(
1 +
r
L
) p
2 ≤ Aε−1q1−p/2.
Therefore the inequality
(106) C(ε)S˜(ω) < εS
also holds with probability at least 2/3 for q large enough.
Next we will need the elementary inequality
(107) |a|p ≤ (1 + ε)|b|p + C(ε)|a− b|p,
valid for arbitrary ε > 0 with some corresponding constant C(ε). This
is indeed obvious in case we have |a| ≤ µ|b| with µ := (1 + ε)1/p > 1,
while otherwise we can write |a−b| ≥ |a|−|b| ≥ |a|(1−1/µ)), therefore
|a| ≤ µ/(µ− 1)|a− b| and we obtain the inequality again. So applying
this inequality with a = Rω(k/q) and b = R(k/q) we can estimate
|Rω(k/q)|p by (1 + ε)|R(k/q)|p + C(ε)|R˜ω(k/q)|p, yielding
S(ω) ≤ (1 + ε)S + C(ε)S˜(ω).
Therefore, taking into account (106), (102) and (104), we find that
CS(ω) ≤ C(1 + 2ε)S < (1 + 2ε)|R(1/q)|p ≤ 1 + 2ε
(1− ε)p |Rω(1/q)|
p
holds with probability at least 1/3 for q > q0 = q0(ε, p, c, L).
So we find that (103) does indeed hold withK(ε) := C(1−ε)p/(1+2ε)
and for some appropriate idempotent Rω, once we have (105), which
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we prove now. This is a consequence of the following lemma, which is
certainly classical, but which we give here for the reader’s convenience.
Lemma 54. For p > 1 there exists some constant Cp with the following
property. Let αk ∈ [0, 1] and ak ∈ C be arbitrary for k = 0, 1, . . . , N .
Let Xk be a sequence of independent Bernoulli random variables with
parameter αk, and let X˜k := Xk − αk be their centered version, again
for k = 0, 1, . . . , N . Then we have
E
∣∣∣∣∣
N∑
k=0
akX˜k
∣∣∣∣∣
2p
 ≤ Cp · max
k=1,...,N
|ak|2p · (1 +
N∑
k=0
αk)
p.
Proof. We can normalize by taking maxk=1,...,N |ak| = 1. It follows from
classical martingale inequalities (see [11]) that
E
∣∣∣∣∣
N∑
k=0
akX˜k
∣∣∣∣∣
2p
 ≤ ApE
(∣∣∣∣∣
N∑
k=0
X˜2k
∣∣∣∣∣
p)
.
So we are left with proving the inequality
(108) E
(∣∣∣∣∣
N∑
k=0
X˜2k
∣∣∣∣∣
p)
≤ A′p
(
1 +
N∑
k=0
αk
)p
.
If 0 ≤ α ≤ 1 and Y is a centered Bernoulli variable with parameter
α, then
E
(
eY
2
)
= αe(1−α)
2
+(1−α)eα2 ≤ α(1+e(1−α)2)+(1−α)(1+eα2) ≤ eeα,
because ex ≤ 1 + ex for 0 ≤ x ≤ 1 and 1 + eα(1− α) ≤ 1 + eα ≤ eeα.
So
(109) E
(
e
PN
k=0
eX2k
)
≤ ee
PN
k=0 αk .
Finally, we use the fact that, whenever Z is a nonnegative random
variable such that E(eZ) ≤ eκ, then
E(Zp) = p
∞∫
0
P(Z > λ)λp−1dλ ≤ (2κ)p + p
∞∫
2κ
eκ−λλp−1dλ
≤ 2pκp + p
∞∫
0
e−λ/2λp−1dλ = 2pκp + A′′p ≤ (2p + A′′p)(1 + κ)p.
Putting Z :=
∑
k X˜
2
k and κ := e
∑
k αk, (109) leads to (108). 
So there exists Rω ∈ Pq with (103), whence lim infq→∞ γ♯p(q) ≥ C,
even γ♯ := lim infq→∞ γ
♯
p(q) ≥ 1/ inftB(Lp, t), and referring to Propo-
sition 49 concludes the proof of Proposition 53. 
INTEGRAL CONCENTRATION OF IDEMPOTENTS 39
Note that the result implies γ4 ≥ 2/ inftB(4, t) = 0.495 . . . , as com-
puted in (56) at the end of Section 6 for the sake of c4, and similarly
γ2k ≥ 0.483 . . . for general k > 2 according to the calculations of (55).
Remark 55. These results could also have been obtained by applying
the direct estimates of Salem and Zygmund [26], which allow here to
have estimates of the maximum value of |R˜ω| on the grid Gq. The same
remark holds for the next case, using the grid G2Lq.
The use of the same methods for p > 2 not an even integer is some-
what more delicate: nevertheless, we will prove full p-concentration
with gap for measurable sets. According to Proposition 48, it would
suffice to show γ⋆p = 1/2 for p > 2. Essentially, we will do this, but with
some necessary modifications. On the other hand we do know c⋆p = 1/2
e.g. from the proof of Proposition 33: this proof also provides us a
concrete construction, with the product of certain Dirichlet kernels in
the proof, which we will make use in some extent. We start with
Lemma 56. Let p > 2. Then for all C < 1/2, there exists a constant
K := Kp(C) with the property that for q large there exists an idempotent
P ∈ P2q which satisfies the two inequalities∣∣∣∣P ( 12q
)∣∣∣∣p > C q−1∑
k=0
∣∣∣∣P (2k + 12q
)∣∣∣∣p,(110) ∣∣∣∣P ( 12q
)∣∣∣∣p > K q−1∑
k=0
∣∣∣∣P (kq
)∣∣∣∣p.(111)
Proof. We use now from Section 5 that for L large enough and q large
enough there exists an idempotent in Pq, which actually can be taken
some Dirichlet kernel Dr, with say r := [q/4] > cq (for some fixed value
of c = c(L, p) < 1/4), such that∣∣∣∣Dr ( 12q
)∣∣∣∣Lp > C q−1∑
k=0
∣∣∣∣Dr (2k + 12q
)∣∣∣∣Lp.
From now on we fix L, so that constants may as well depend on L.
Next, we wish to ensure, with some constant K = K(C, p, L), that
(112)
∣∣∣∣Dr ( 12q
)∣∣∣∣Lp > K q−1∑
k=0
∣∣∣∣Dr (kq
)∣∣∣∣Lp.
In view of the concrete form of the Dirichlet kernel, it is obvious, that
|Dr(1/2q)| ≥ |Dr(1/q)|. Consider now, recalling the estimation of the
concentration constants c♯p(q) → c♯p in Section 6, and in particular
reflecting back to (47) – (49), the lower estimates∣∣∣∣Dr (1q
)∣∣∣∣Lp > 1B(Lp, [q/4], q)
q−1∑
k=0
∣∣∣∣Dr (kq
)∣∣∣∣Lp.
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As B(Lp, [q/4], q) → B(Lp, 1/4) > 0 (q → ∞), this clearly implies
(112).
At this point we proceed as above. First we consider the Lth power of
Dr and take for P the projected polynomial M
−1Π2q(D
L
r ), with M :=
LrL−1 a majorant of the Fourier coefficients of DLr . The polynomial P
may be written as
P =
2q−1∑
k=0
αkek,
with all αk ∈ [0, 1] and
∑
αk = P (0) = r/L (≃ c(L)q). So we have
(113)
∣∣∣∣P ( 12q
)∣∣∣∣p > C q−1∑
k=0
∣∣∣∣P (2k + 12q
)∣∣∣∣p.
Moreover, by construction we also have the grid condition
(114)
∣∣∣∣P ( 12q
)∣∣∣∣p > K q−1∑
k=0
∣∣∣∣P (kq
)∣∣∣∣p
with a certain constant K = K(C, p, L).
Observe that the only required property what P does not have is be-
ing an idempotent: here P ∈ T2q ∩P+, while we need some polynomial
in P2q. So we define, as before, a random idempotent Pω by
Pω :=
2q−1∑
k=0
Xk(ω)ek,
where Xk are independent Bernoulli random variables, with Xk of pa-
rameter αk, that is, P(Xk = 1) = αk. Then again P (x) = EPω(x), and
we measure the error done when replacing Pω by its expectation.
Let us write Xk = αk + X˜k, where X˜k is centered and has variance
αk(1−αk) ≤ αk. So Pω(k/(2q)) has expectation P (k/(2q)) and variance
bounded by r/L.
By construction |P (1/(2q))| > K1/pP (0) > cK1/p
L
q. So, by Markov
Inequality, as before, we find that for q large enough, the inequalities
(115)
∣∣∣∣Pω(1/(2q))P (1/(2q))
∣∣∣∣ > 1− ε, ∣∣∣∣Pω(1/q)P (1/q)
∣∣∣∣ > 1− ε
hold with probability 2/3.
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Denoting again P˜ω(x) := Pω(x)−P (x), let us now consider the sums
S(ω) :=
q−1∑
k=0
∣∣∣∣Pω (2k + 12q
)∣∣∣∣p , S ′(ω) := q−1∑
k=0
∣∣∣∣Pω (kq
)∣∣∣∣p ,
S :=
q−1∑
k=0
∣∣∣∣P (2k + 12q
)∣∣∣∣p , S ′ := q−1∑
k=0
∣∣∣∣P (kq
)∣∣∣∣p ,
S˜(ω) :=
q−1∑
k=0
∣∣∣∣P˜ω (2k + 12q
)∣∣∣∣p , S˜ ′(ω) := q−1∑
k=0
∣∣∣∣P˜ω (kq
)∣∣∣∣p .
To compare these again we use the elementary inequality (107) to get
|Pω(k/(2q))|p ≤ (1 + ε)|P (k/(2q))|p + C(ε)|P˜ω(k/(2q))|p and thus
S(ω) ≤ (1 + ε)S + C(ε)S˜(ω), S ′(ω) ≤ (1 + ε)S ′ + C(ε)S˜ ′(ω).
Applying Lemma 54 as before, analogously to (105) we now obtain
E|P˜ω(k/(2q))|p ≤ qCp
(
1 +
∑
αk
)p
2 ≤ c′(p, L)q1−p/2.
So for q large enough, similarly to (106), we prove as before that the
inequalities
C(ε)S˜(ω) < εS, C(ε)S˜ ′(ω) < εS ′
hold with probability 2/3, thus combining with the above, we even have
S(ω) < (1 + 2ε)S, S ′(ω) < (1 + 2ε)S ′
with probability at least 1/3. Taking into account also (113), (114) and
(115), we can summarize our estimates so that with positive probability
CS(ω) <
1 + 2ε
(1− ε)p
∣∣∣∣Pω ( 12q
)∣∣∣∣p ,
KS ′(ω) <
1 + 2ε
(1− ε)p
∣∣∣∣Pω ( 12q
)∣∣∣∣p .
Since ε is arbitrary, we conclude that some Pω ∈ P2q satisfies the
requirements of the Lemma. 
At this point, we have all the elements to have the best constant for
all p > 1 not even.
Proposition 57. Let p > 1 not an even integer. Then there is full
p-concentration with gap for measurable sets.
Proof. The proof follows the same lines as the proof of Proposition 48.
We take now C < 1/2 and, instead of choosing P ∈ Pq satisfying (83)
and starting the consruction of Q with that, we start with choosing
P ∈ P2q given by Lemma 56, with exponent 2p > 2.
Note that the only point of the proof of Proposition 48 using the fact
that P is in Pq is the grid condition (75), which is given now by (111).
INTEGRAL CONCENTRATION OF IDEMPOTENTS 42
Thus Lemma 45 applies even in this case, while otherwise the proof is
exactly as for Proposition 48. 
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