With such strong training and emphasis, however, comes a potential trap wherein the research process can become driven by methods. Katzell (1994) expresses this concern in his discussion of meta-trends in I/O psychology. If a researcher focuses too much on methods, he or she may formulate research questions based on methodology, or may choose to study trivial questions that can be studied using a fashionable technique.
Clearly, formulation of research questions should be theory-driven or problem-driven rather than technique-driven. Given a theory-based or problem-based question, one then determines a research design and method of analysis that will provide the best answer. Such an approach might or might not involve use of a sophisticated quantitative technique. We sometimes forget that important research is not necessarily characterized by the application of sophisticated or complex statistical techniques. In fact, important research might well involve very simple approaches, including case studies or qualitative analyses. Thus, I would urge researchers to avoid method-driven research, as well as to avoid biases against simple designs and analyses and in favor of complex analyses and fashionable methods. We shouldn't be impressed by flashy analyses that address trivial questions. Rather, we should place highest value on theory-driven and problem-driven studies that address important questions and that use sophisticated quantitative knowledge and insight to choose the best methodological approach.
There is another worrisome aspect of this concern about method-driven research.
Just as researchers can fall into the trap of letting their research be driven by sophisticated quantitative techniques, they can also become locked into thinking about research problems from only one, possibly very simple, method-based perspective. The most obvious example of this phenomenon is the affliction I'll call "ANOVA Mindset Syndrome." In the most serious cases, victims of AMS are unable to conceive of a research problem in any terms other than those defined by an ANOVA design, and are unable to analyze data by any other method. For example, suppose an AMS victim is interested in a problem involving a relationship between two observed variables measured on numerical scales such as job satisfaction and job performance. He or she might resort to such approaches as gathering data from extreme groups on the independent variable of job satisfaction, or else gathering data on the full range of the variable but then converting it into a high-low categorical variable by a median split.
Then analyses can be conducted by ANOVA to test whether high and low satisfaction "groups" differ in performance. If you know colleagues who do these things, you might suggest that they consult a regression specialist soon while there is still time! Facetiousness aside, conducting research from such a perspective is limiting in many ways, and is also completely unnecessary. Such a narrow perspective limits the sort of problems that can be studied effectively. The failure to appreciate individual differences and study them using correlational methods incurs a great cost in loss of information and understanding of the phenomena under study. Dichotomization of variables, in particular, carries severe costs in terms of loss of power, effect size, and reliability (Cohen, 1983) . Researchers can get stuck in other "mindsets" as well. The cure is to choose the design and analysis method that provide the best answers to the research questions, whether that be an ANOVA approach or a correlational approach or something else.
Of course, given my own background, I am most interested in those situations where an important research question is best addressed using a sophisticated quantitative 5 method. I am especially interested in models and methods for studying correlational data, and the I/O field has a long tradition of extensive and rigorous use of such methods.
Much research in your field is non-experimental (about 50% according to Stone-Romero, Weaver, & Glenar, 1995) , and there is an appreciation of individual differences along with a desire to understand and explain such differences. This perspective has led to wide usage of methods such as regression, factor analysis, and structural equation modeling (Stone-Romero et al., 1995) . Given this pattern of usage, and given that my own methodological interests focus on such techniques, I wish to offer some specific comments about the application of such methods in empirical research.
Structural Equation Modeling
I begin with structural equation modeling (SEM), whose use in your field has rapidly increased in recent years (Stone-Romero et al., 1995) . Many SEM applications published in I/O journals are well done and yield insights about relationships among central constructs in the field. SEM is a very alluring technique because it seems to provide a tool for determining the validity of hypotheses about patterns of relationships among hypothetical constructs. But we must take care to use SEM from an appropriate perspective. A fundamental principle that users of this method should always keep in mind is that all structural equation models are wrong. Some are more wrong than others. Of course, this principle applies to modeling in virtually any discipline. In the present context and in any specific study it is unproductive and invalid to think that there exists some parsimonious true model that holds exactly in the population and that our task is to find it. The world is far too complex and structural equation models are far too simple for that view to work. In fact, the best we can hope for in an SEM study is to find 6 a model that is parsimonious and substantively meaningful with regard to its structure and the resulting parameter estimates, and which fits our empirical data adequately well.
If we achieve that goal, it would be wonderful if we could then believe that we have identified the true pattern of relationships among our variables and that we could make interpretations, draw conclusions, and take action on that basis. But that, of course, is never the case. In fact, such an outcome yields a model that can be viewed only as providing one plausible and approximate explanation of the real-world phenomena we are trying to explain. There will almost certainly exist other models that fit our data as well or better, and some of these alternatives may be sufficiently parsimonious and as meaningful as, or even more meaningful than, the original model (MacCallum, Wegener, Uchino, & Fabrigar, 1993) . Of course, none of these models represents the "true model," which doesn't exist. Thus, we must always temper and moderate our conclusions by taking these principles into account. If such a perspective makes a researcher less enthusiastic about using SEM, then so be it. We must recognize the limitations of our techniques and not reach beyond those limitations to grasp at unjustified interpretations.
(Keep in mind that these comments are coming from someone who would be considered by most methodologists to be a "believer" in SEM.)
For those of you still interested in using SEM, I offer some specific comments about technique. The first involves overall strategy. A common approach in empirical applications of SEM is to specify and evaluate a single model, or perhaps a couple of alternatives. If a model is found to fit data poorly, then an investigator might modify that model to improve its fit to the data and report such modifications along with the final model, making interpretations about the final model. I, along with many of my 7 methodological colleagues, have come to believe that a much better strategy is to investigate a set of alternative competing models ranging from fairly simple to relatively complex. It is quite difficult to evaluate a single model in isolation without a reference point. Specification of multiple models forces the researcher to consider a variety of alternatives, possibly representing competing theories or simply logical alternatives.
Some of these models might not be expected to work well at all, but can still serve as meaningful reference points. Estimation of the alternative models yields abundant comparative information, including parameter estimates and measures of fit. relative to the null model, and the user is happy. The user concludes the whole model is working well, even though the structural portion of the model might be relatively poor.
The second concern about incremental fit measures is that distributional properties are 8 unknown for nearly all such indexes, thus making it impossible to obtain confidence intervals so as to have information about precision of these estimates of model fit.
Because of these concerns, I would urge SEM users to make more use of fit indexes that are not based on a null model and for which distributional properties are known. The best such index currently available is probably RMSEA, which was first proposed nearly 20 years ago (Steiger & Lind, 1980) and has come into common usage in recent years. The availability of confidence intervals for this index aids greatly in interpretation. Some colleagues and I have developed a method for power analysis in SEM based on RMSEA (MacCallum, Browne, & Sugawara, 1996) . One important result from that project was the finding that when a model has very low degrees of freedom, tests of hypotheses about model fit have very low power, and confidence intervals for RMSEA are correspondingly wide. The implication of this is that it is difficult to make precise inferences about model quality when degrees of freedom are low. In effect, it is difficult to "reject" a model with low degrees of freedom, so we should be skeptical about studies that yield evidence of support for such models.
When comparing overall fit of alternative models, researchers should be aware of the role of sample size. The degree of complexity of a model that can be supported is a function of sample size (Cudeck & Henly, 1991) . With large samples we can support the estimation of parameters of more complex models, but when sample size is small we are in effect restricted to simpler models. One way to take this issue into account in assessment of model fit is through the use of the ECVI (expected cross-validation index).
The ECVI estimates the degree to which a solution obtained from the sample at hand would generalize to the population. Use of the ECVI under varying levels of sample size 9 will show that simpler models are preferred when sample size is small, whereas more complex models can be supported when sample size is large. This index is not useful for evaluation of single models because it has no inherent reference point, but is very useful for comparison of alternative models. Confidence intervals are available for ECVI. Use of indexes such as RMSEA and ECVI can help the investigator identify the best model from among a set of alternatives, rather than attempt to determine the quality of a single model. Browne and Cudeck (1992) provide a detailed discussion of these indexes along with illustrations.
A final comment about assessment of model fit is warranted. Although the χ 2 test of overall fit continues to be given considerable weight in many empirical studies, this test is viewed by methodologists as being of little value. It tests a null hypothesis of no empirical interest (perfect fit in the population), is highly influenced by sample size, and has very low power when degrees of freedom are low. Virtually no weight should be given to this test in model evaluation.
In wrapping up my comments about SEM, I note that investigators could often take more advantage of the flexibility of this technique. For example, there is a capability for fitting models simultaneously to data from samples from distinct populations, which allows one to investigate explanations for similarities and differences among such groups. Also, whereas conventional SEM applications involve modeling the structure of covariances or correlations, it is also possible to model the structure of means; e.g., to represent means of measured variables as functions of means of latent variables. Models with structured means are especially useful in multi-group analyses to test group differences on means of latent variables, as well as in longitudinal studies 10 where one wishes to evaluate change in level of a selected variable over time. Millsap and Everson (1991) describe and illustrate a variety of models of this kind. SEM is particularly useful for studying change. Katzell (1994) refers to the study of change over time as a meta-trend in the I/O field, and SEM is a valuable tool for specifying and testing models of change along with investigating predictors, correlates, and consequences of change (Willett & Sayer, 1994) . More generally, the development of techniques for analyzing change has been a major focus of methodological work in recent years (Collins & Horn, 1991) .
Factor Analysis
Let me now turn to factor analysis, which remains a commonly used technique in I/O research for scale development, evaluation of measurement models, and studying the nature of latent variables underlying measured variables. Stone-Romero et al. (1995) report a relatively stable level of about 10% of the papers in the JAP using exploratory factor analysis. The application of factor analysis requires a series of choices involving methods of factor extraction, determination of the number of factors, and rotation, among other things. Unfortunately, there still exists considerable misunderstanding among users about the importance of these choices and the differences among some of the options. It is still fairly common for users of factor analysis to conduct a principal components analysis, retain components with eigenvalues greater than 1.0, and then carry out varimax rotation and interpret the resulting dimensions as latent variables. Such a procedure is easy, requires little thought, but, unfortunately, doesn't work well at all. This approach has been soundly discredited by methodologists, but its use persists in practice. Allow me to explain the basic problem. generating a set of artificial data with known factor structure and then analyzing those data using principal components, retaining components with eigenvalues greater than 1.0, and rotating the components using varimax. The resulting solution bore virtually no resemblance to the known structure, and Armstrong argued that his results showed that factor analysis was not able to recover such structure and therefore was not useful for studying latent structure. However, if one generates data in the same fashion as did Armstrong and then fits the common factor model to those data, makes a careful decision about the number of factors, and conducts oblique rotation, one recovers the structure built into the data very clearly. (These results were first shown to me by my mentor, Ledyard Tucker, in 1970 and are included in a paper that is currently under review.)
Armstrong's paper made an important point, but not the one he intended! He inadvertently provided a clear illustration of some of the effects of poor choice of technique in factor analysis. So, yes, it does matter. Fortunately, it's almost as easy to do it the right way as to do it the wrong way. Unfortunately, we have to be skeptical about the substantial array of published findings that are based on the faulty techniques just described. or unweighted sums of those variables that load highly on a given factor, does not produce actual factor scores, nor even direct estimates of them. So such scores should be referred to as "composite scores" or "scale scores" rather than factor scores, and results of analyses of such scores apply only to those composites and not to the latent variables themselves.
A second point is more important. In many cases, research questions about relationships of factors to other variables, or about group differences on factors, can be addressed without computing such scores at all. Rather than view such questions in terms of a two-stage analysis involving first a factor analysis and computation of scores followed by analysis of those scores using regression or ANOVA methods, users can address such problems in a unified structural equation model. Questions involving relationships between factors and other variables can be studied using conventional SEM by specifying and fitting a model wherein latent variables are related to the other variables of interest. Questions about group differences on factors can be addressed 14 using multi-group SEM with structured means, as mentioned earlier. Such approaches eliminate the need to compute composite scores or other factor score estimates, and, more importantly, provide results that apply to the latent variables rather than to the estimated scores.
Measurement
Let me turn next to the issue of measurement. I think it is fair to say that the I/O research literature devotes relatively little attention to measurement problems. There is too heavy a reliance on coefficient alpha as an indicator of measurement quality and relatively little study of measurement properties of items and scales other than by factor analysis. This is unfortunate because measurement lies at the heart of much of our applied research. If we don't assure that we have good measures, then all that we do with those measures is called into question. Such a situation is unfortunate because it isn't that difficult to do better. How? The field would clearly benefit from routine use of simple traditional methods for assessing the quality of measures. These include classical test theory methods for estimation of reliability and validity, as well as simple item-level statistics such as means, item intercorrelations, and measures of difficulty and discrimination. Further benefit could be gained from the use of item response theory (IRT) (Drasgow & Hulin, 1990) . Although some applied researchers may be scared off by IRT, the principles are really fairly simple. The basic concept is that an individual's response on an item is a function of that individual's true level on some underlying trait.
There are alternative models specifying the nature of that function, which is represented by an "item characteristic curve" for each item showing the relationship between that item and the underlying trait. Application of the method results in estimation of 15 properties of items (such as difficulty and discrimination), as well as estimation of the trait score for each individual. Furthermore, although IRT was developed and is generally applied in the domain of ability testing, it is applicable in any area where the principle of item-trait relationship is applicable. For example, Roznowski (1989) provides an illustration of the use of IRT in studying a measure of job satisfaction.
Levels of Analysis
As a final major topic of comment, I wish to turn to the problem of level of analysis. This is of course a long-standing and difficult issue in the I/O field because many research questions involve individuals functioning in groups. Difficulties arise with regard to defining variables and levels at which they should be measured (e.g.,
climate, leadership), as well as in defining the level(s) at which the research question or theory is to be investigated. A number of important papers in recent years (Klein, Dansereau, & Hall, 1994; House, Rousseau, & Thomas-Hunt, 1995; Rousseau, 1985) have emphasized the point that most problems studied in organizational research are inherently multilevel in nature and that researchers should take this into account at all stages of research, from theory development to data collection to data analysis. Katzell (1994) identifies the study of multilevel phenomena as a meta-trend in the I/O field.
When a problem is multilevel in nature, micro or macro views will lead to misspecification of theory by ignoring the multilevel nature of the phenomena and the relevance of variables at one level to variables at another level. (Bryk & Raudenbush, 1992 ) provide a framework for specifying and fitting models to multilevel data, where units at one level (e.g., individuals) are nested within units at another level (e.g., organizations) and variables may be measured at both levels. In this framework the primary outcome variable, or dependent variable, is defined at the lowest level, usually individuals. Let's again use job performance as an example. Predictor variables may be measured at both the individual level (e.g., job satisfaction) and the group or organizational level (e.g., employee ownership of the organization). The modeling framework allows one to evaluate a variety of models involving within and between-level effects on the outcome variable. For instance, we could investigate the relationship between satisfaction and performance, and whether that relationship varies across organizations. We could determine whether variation in that relationship is predictable from the measure of 17 employee ownership. We could study the cross-level effect of ownership on performance. Thus, the multilevel modeling framework provides a system for specifying and testing some kinds of theories about within-level and between-level effects and thereby offers another tool for addressing some aspects of the age-old levels-of-analysis problem.
Things I Wish I Had More Space to Discuss
There are a number of additional methodological issues on which I would comment in some detail if space permitted. So I will simply offer some bullet-style notes on a few other points.
• Event history analysis: I mentioned earlier that the study of change over time has been a major focus of methodological work in psychology in recent years and that Katzell (1994) identifies such study as a meta-trend in I/O psychology. In addition to structural equation modeling and multilevel modeling, event history analysis (or survival analysis) is another technique especially useful for this purpose. Event history analysis is a technique for modeling length of time spent in various states or situations (e.g., employment). In this approach, the probability of an individual remaining in a specified state (e.g., being employed) is modeled as a function of time (the "survival function"). It is then feasible to investigate effects of individuallevel variables (e.g., gender, qualifications) on the nature of this function. A discussion of this method is provided by Singer and Willett (1991) , and an illustration of event history analysis of employee turnover is presented by Dickter, Roznowski, and Harrison (1996) .
• Archival data: I urge I/O researchers to consider more frequent and extensive use of archival data sets. There are many such data sets available and many are of high-quality. They provide a way to test new ideas on existing data, often with large samples, while saving great amounts of time and other resources. For example, the National Longitudinal Survey of Youth (U.S.
Department of Labor, 1997) is highly useful for researchers interested in work behavior. Information about some other longitudinal and archival data sets that may be useful to I/O researchers can be found in Howard and Bray (1988) .
• Moderated regression: This technique has been used for many years in I/O research, but users may not be aware of a significant concern by methodologists. Moderator effects can be artifacts created by nonlinear effects of separate predictor variables (MacCallum & Mar, 1995) , so users should routinely check for nonlinear effects as well. It's as easy to check for a quadratic effect as for an interaction effect in a regression model.
• Modeling multitrait-multimethod correlation matrices: The use of restricted (confirmatory) factor analysis models, specifying trait and method factors, simply doesn't work very well. In this context, such models are overparameterized and will fit well in virtually every case, but often are subject to serious estimation problems and may provide nonsensical parameter estimates (Brannick & Spector, 1990; Coovert, Craiger, & Teachout, 1997) . It might be better to consider multiplicative models (Cudeck, 1988) .
• Significance testing: Many of you are familiar with aspects of the debate about significance testing. Regardless of your point of view about the value of significance tests, I think it is self-evident that our empirical research literature can be enhanced by reporting confidence intervals and effect sizes, whether they are reported in place of or in addition to results of significance tests. I urge researchers to start doing so routinely, and for editors and reviewers to start insisting on such reporting. It is important for researchers to take a broader and more integrated view regarding statistical conclusion validity and to avoid a narrow focus on significance tests (Austin, Boyle, & Lualhati, in press ).
Closing Remarks
Although many of my comments have involved somewhat sophisticated quantitative methods, I wish to reiterate the first major point I raised in this commentary.
Researchers must let the research questions drive the selection of methods. Use methods that answer the questions, whether those methods are simple or complex. The most important aspect of our research is the significance of the questions and answers, not the complexity of the methods we use.
I close by again commending I/O researchers for their appreciation of the value of quantitative methods. From a personal perspective, such an appreciation helps to make worthwhile my own efforts at teaching methodology and attempting to bridge the gap between methodologists and substantive researchers. It also gives me confidence that my comments here will be taken seriously and may contribute in some way to further enhancement of the research enterprise in your field. 
