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Процесс эксплуатации больших производственных систем (БПС) сопря-
жен с необходимостью принятия управленческих решений, нацеленных на их 
эффективное функционирование. Под БПС будем понимать большие производ-
ственные системы, состоящие из совокупности предприятий и организаций, 
функционирующих как единое целое в рамках одного технологического про-
цесса. 
В процессе эксплуатации БПС фактографические данные о ее состоянии 
поступают к группе лиц, принимающих решения (ГЛПР) в виде формализован-
ной информации от SCADA-систем и посредством электронных документов 
контент которых содержит фактографические данные. 
Таким образом, фактографические данные к ГЛПР поступают с задержкой, 
обусловленной масштабом системы, следствием которой является расхождение 
между реальным состоянием БПС и его представлением в виде фактографиче-
ских данных. 
Для принятия корректных управленческих решений ГЛПР необходимо ре-
ализовать контроль за информационной энтропией для БПС или объекта, входя-
щего в ее состав [1]. 
Для оценки информационной энтропии используем следующую зависи-
мость [2]: 
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где динст  , FF  — функции, вычисляющие суммы произведений мощностей 
множеств соответственно статических и динамических (с учетом функции «уста-
ревания») параметров на весовые коэффициенты;  
динст  , PaPa  — множества известных соответственно статических и динами-
ческих (c временем их существования) параметров системы; 
устF  — функция «устаревания»; 
динст  , KK  — множества весовых коэффициентов, соответствующих стати-
ческим и динамическим параметрам; 
динст  , GPaGPa  — функции, генерирующие множества теоретически возмож-
ных соответственно статических и динамических параметров системы за указан-
ный период; 
эксп'T  — время эксплуатации системы. 
Для автоматизации процесса оценки информационной энтропии с помо-
щью зависимости (1) разработана программа «Оценка информационной энтро-
пии», которая является удобным инструментом анализа состояния объектов си-
стемы для ГЛПР. Рассмотрим ее подробнее. 
Для удобства применения программы она реализована посредством Web-
интерфейса с использование языка JavaScript и может быть использована ГЛПР 
удаленно с помощью интернет браузера. 
Для демонстрации работы предлагаемой программы в качестве объекта 
рассмотрим коллекторно-лучевую систему сбора (КСС) продукции газоконден-
сатного месторождения в состав которой входят три скважины. 
Основное окно программы «Оценка информационной энтропии» представ-
лено на рисунке 1. На нем размещены управляющие кнопки для загрузки, сохра-
нения и обновления данных, а также выпадающее меню для выбора искомой 
скважины. В представленном окне программы выводится информация о значе-
нии информационной энтропии по текущей скважине, а также общая информа-
ционная энтропия для КСС с учетом имеющихся динамических и всех существу-
ющих параметров. 
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Рисунок 1 — Основное окно программы «Оценка информационной энтропии» 
Рассмотрим подробнее исходные данные для вычисления информацион-
ной энтропии КСС, которые для удобства представлены с помощью формата 
данных JSON (рисунок 2). 
 
Рисунок 2 — Фрагмент исходного файла программы для КСС 
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В исходном файла JSON для КСС определяется следующая информация: 
• obsolesceneFunction — функция устаревания; 
• endDate — дата оценки информационной энтропии для объекта; 
• relief — общие статические параметры (в примере это рельеф); 
• title — название для статического параметра; 
• weight — вес статического параметра. 
Далее в документе в разделе data описывается информация для всех сква-
жин, входящих в состав КСС, включая данные об их динамических и статиче-
ских параметрах. В примере (рисунок 2) представлено описание параметров для 
одной из скважин КСС — k1_317. 
По динамическим параметрам скважин определена следующая информация: 
• title — название динамического параметра; 
• theoreticalPeriod — теоретический период между замерами в месяцах; 
• weight — вес динамического параметра; 
• measurementDate — месяцы в которых фактически получены пара-
метры. 
По статическим параметрам скважин определена следующая информация: 
• title — название для статического параметра; 
• weight — вес статического параметра; 
• startDate — дата получения статического параметра. 
Для расчета значения информационной энтропии КСС при добавлении но-
вых значений параметров необходимо скорректировать дату оценки с помощью 
параметра в endDate. 
В рассматриваемом примере функция «устаревания» сформулирована на 
основе экспоненциальной зависимости от времени их существования выбрана по 
аналогии с кривыми падения основных эксплуатационных показателей Орен-
бургского газоконденсатного месторождения: 
Для учета изменений ценности значений динамических параметров ис-
пользуем функцию «устаревания» следующего вида [3]: 
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где Т — число календарных месяцев с момента получения значения дина-
мического параметра. 
Таким образом, если значение динамического параметра получено в теку-
щем месяце ( 0=T ), то функция «устаревания» для него 1уст =F . Учет снижения 
ценности для динамических параметров БТС реализован путем умножения зна-
чения веса параметра на величину функции «устаревания». 
Таким образом, полнота информации для динамических параметров оцени-
вается по тому, как точно последовательность практических замеров следует тео-
ретическим предписаниям с учетом устаревания их актуальности от времени, а 
для статических параметров — по их фактическому существованию. 
Программы «Оценка информационной энтропии» позволяет ГЛПР задать 
для объекта характеризующие его состояния параметры, определить их вклад 
в минимизацию значения информационной энтропии с учетом их устаревания. В 
качестве преимуществ использования программы для ГЛПР стоит отметить ав-
томатическое вычисление значения информационной энтропии, а также возмож-
ность сохранения и корректировок информации исходного файла. 
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