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Abstract. We present a new effective Nullstellensatz with bounds for the degrees which depend
not only on the number of variables and on the degrees of the input polynomials but also on an
additional parameter called the geometric degree of the system of equations. The obtained bound
is polynomial in these parameters. It is essentially optimal in the general case, and it substantially
improves the existent bounds in some special cases.
The proof of this result is combinatorial, and it relies on global estimations for the Hilbert
function of homogeneous polynomial ideals.
In this direction, we obtain a lower bound for the Hilbert function of an arbitrary homogeneous
polynomial ideal, and an upper bound for the Hilbert function of a generic hypersurface section of
an unmixed radical polynomial ideal.
Introduction
Let k be a field with an algebraic closure denoted by k¯, and let f1, . . . , fs ∈
k[x1, . . . , xn] be polynomials which have no common zero in k¯
n. Classical Hilbert’s
Nullstellensatz ensures then that there exist polynomials a1, . . . , as ∈ k[x1, . . . , xn]
such that
1 = a1f1 + . . .+ asfs
An effective Nullstellensatz amounts to estimate the degrees of the polynomials
a1, . . . , as in one such a representation. An explicit bound for the degrees reduces the
problem of effectively finding the polynomials a1, . . . , as to the solving of a system
of linear equations.
The effective Nullstellensatz has been the object of much research during the last
ten years because of both its theoretical and practical interest. The most precise
bound obtained up to now for this problem in terms of the number of variables n
and the maximum degree d of the polynomials f1, . . . , fs is
deg ai ≤ max{3, d}n 1 ≤ i ≤ s
This bound is due to J. Kollar [22], and it is essentially optimal for d ≥ 3; in the
case when d = 2 a sharper estimate can be given (see [30]).
1Partially supported by CONICET PID 3949/92 and UBA–CYT EX. 001.
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Related results can be found in the research papers [7], [8], [12], [31], [29], [4],
[2], [23], also there are extensive discussions and bibliography about the effective
Nullstellensatz in the surveys [33], [3].
Because of its exponential nature, this bound is hopeless for most practical a-
pplications. This behavior is in general unavoidable for polynomial elimination pro-
blems when only the number of variables and the degrees of the input polynomials
are considered.
However, it has been observed that there are many particular cases in which this
bound can be notably improved. This fact has motivated the introduction of new
parameters which enable to differenciate special families of systems of polynomial
equations whose behavior for the problem in question is, say, polynomial instead of
exponential (see [15], [14]).
In this spirit, we consider an additional parameter associated to the input poly-
nomials f1, . . . , fs, called the geometric degree of the system of equations, which is
defined as follows.
Let k be a zero characteristic field and f1, . . . , fs ∈ k[x1, . . . , xn] polynomials
such that 1 ∈ (f1, . . . , fs). Then there exist t ≤ s and g1, . . . , gt k¯–linear combina-
tions of f1, . . . , fs such that 1 ∈ (g1, . . . , gt), g1, . . . , gt−1 is a regular sequence, and
(g1, . . . , gt−1) ⊆ k[x1, . . . , xn] is a radical ideal for 1 ≤ i ≤ t− 1. Let Vi ⊆ IAn(k¯) be
the affine variety defined by g1, . . . , gi for 1 ≤ i ≤ s, and set
δg1,...,gs := max
1≤i≤min{t,n}−1
deg Vi
where deg Vi stands for the degree of the affine variety Vi. Then the geometric
degree of the system of equations δ(f1, . . . , fs) is defined as the minimum of the
δg1,...,gs through all linear combinations of f1, . . . , fs satisfying the stated conditions.
In the case when k is a field of positive characteristic, the degree of the sys-
tem of equations f1, . . . , fs is defined in an analogous way by considering k¯–linear
combinations of the polynomials {fi, xjfi : 1 ≤ i ≤ s, 1 ≤ j ≤ n}.
In both cases, the existence of g1, . . . , gs satisfying these properties is a conse-
quence of Bertini’s theorem.
We obtain (Theorem 4.40):
Theorem. Let f1, . . . , fs ∈ k[x1, . . . , xn] be polynomials such that 1 ∈ (f1, . . . , fs).
Let d := max1≤i≤s deg fi, and let δ be the geometric degree of the system of equations
f1, . . . , fs. Then there exist a1, . . . , as ∈ k[x1, . . . , xn] such that
1 = a1f1 + . . .+ asfs
with deg aifi ≤ min{n, s}2 (d+ 3n) δ for i = 1, . . . , s.
We also obtain a similar bound for the representation problem in complete in-
tersections (Theorem 4.39).
Let d := max1≤i≤s deg fi. Then we have
δ(f1, . . . , fs) ≤ (d+ 1)min{s,n}−1
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and so our bounds for the effective Nullstellensatz and for the representation pro-
blem in complete intersections are essentially sharp in the general case. We remark
however that they can substantially improve the usual estimates in some special
cases (see Example 4.42).
Similar bounds for the effective Nullstellensatz have also been recently obtained
by algorithmic tools [15, Th. 19], [14, §4.2] and by duality methods [24].
The proof of these theorems are combinatorial, and rely on global estimations for
the Hilbert function of certain polynomials ideals.
The study of the global behavior of the Hilbert function of homogeneous ideals
is of independent interest. It is related to several questions of effective commutative
algebra, mainly in connexion with the construction of regular sequences of maximal
length with polynomials of controlled degree lying in a given ideal [10, §2], and to
trascendental number theory, in the context of the so–called zero lemmas [5].
Let I ⊆ k[x0, . . . , xn] be an homogeneous ideal. We understand for the dimension
of I the dimension of the projective variety that it defines, and we denote by hI its
Hilbert function.
The problem of estimating hI was first considered by Y. Nesterenko [28], who
proved that for a zero characteristic field k and an homogeneous prime ideal P ⊆
k[x0, . . . , xn] of dimension d ≥ 0 it holds
(m+d+1d+1 )− (m−deg P+d+1d+1 ) ≤ hP (m) ≤ deg P (4m)d m ≥ 1
Later on, M. Chardin [10] improved Nesterenko’s upper bound by simplifying his
proof, and obtained that for a perfect field k and an homogeneous unmixed radical
ideal I ⊆ k[x0, . . . , xn] of dimension d ≥ 0 it holds
hI(m) ≤ deg I (m+dd ) m ≥ 1
This estimation has also been obtained by J. Kollar (see [10, Note]) by cohomo-
logical arguments.
In this direction, we obtain a lower bound for the Hilbert function of an arbitrary
homogeneous polynomial ideal of dimension d ≥ 0 (Theorem 2.4). We have:
hI(m) ≥ (m+d+1d+1 )− (m−deg I+d+1d+1 ) m ≥ 1
This result generalizes the bound of Y. Nesterenko [28] for the case of an homo-
geneous prime ideal P ⊆ k[x0, . . . , xn]. It is optimal in terms of the dimension and
the degree of the ideal I.
We present also an upper bound for the Hilbert function of a generic hypersurface
section f of an homogeneous unmixed radical ideal I ⊆ k[x0, . . . , xn] of dimension
d ≥ 1 (Theorem 2.23). We have:
h(I,f)(m) ≤ 3 deg f deg I (m+d−1d−1 )
for m ≥ 5 d deg I.
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Our approach to the Hilbert function is elementary, and yields a new point of
view into the subject which is clearer than that of the previous works. We hope
that our techniques would also be useful for treating arithmetic Hilbert functions
(see [28]).
We shall briefly sketch the relationship between these bounds for the Hilbert
function, and the effective Nullstellensatz and the representation problem in com-
plete intersections.
Let f1, . . . , fs ∈ k[x1, . . . , xn] be a regular sequence. There are several effectivity
questions about this set of polynomials which can be easily solved in the case when
the homogenization of these polynomials f˜1, . . . , f˜s ∈ k[x0, . . . , xn] is again a regular
sequence. An example of this situation is the effective Nullstellensatz, for which
there exists a simple and well–known proof in this conditions (see for instance [26,
§1, Th. 1, Cor.]).
The central point in our proof of the effective Nullstellensatz consists then in
showing that the regular sequence f1, . . . , fs ∈ k[x1, . . . , xn] can in fact be replaced by
polynomials p1, . . . , ps ∈ k[x1, . . . , xn] of controlled degrees such that (f1, . . . , fi) =
(p1, . . . , pi) for 1 ≤ i ≤ s, and such that the homogenizated polynomials p˜1, . . . , p˜s
define a regular sequence in k[x0, . . . , xn]. The proof of this result proceeds by
induction, and the bounds for the Hilbert function allows us to controlle at each
step 1 ≤ i ≤ s the degree of the polynomial pi.
The spirit of our proof follows T. Dube´’s paper on the effective Nullstellensatz
[11]. We remark here that there are many errors in Dube´’s argument, and a se-
rious gap, for it relies on an assumption on the Hilbert function of certain class of
homogeneous polynomial ideals [11, §2.1] which is unproved in his paper and which
is neither in the literature, as it was noted by M. Almeida [1, §3.1], and thus this
proof should be considered incomplete as it stands.
Our approach allows us not only to avoid Dube´’s assumption and prove the
results stated in his paper, but also to obtain our more refined bounds.
Finally, we want to remark that our exposition is elementary and essentially
self–contained.
The exposition is divided in four parts. In the first we state some well–known
features of degree of projective varieties and Hilbert function that will be needed in
the subsequent parts, and prove some of them when suitable reference is lacking. In
the second part we prove the lower and upper bounds for the Hilbert function and
analize the extremal cases. In the third part, we apply the obtained results to the
construction of regular sequences. In the fourth part we consider the consequences
for the effective Nullstellensatz and for the representation problem in complete in-
tersections.
I am specially grateful to P. Solerno´ for many discussions and suggestions which
substantially improved the paper. I also want to acknowledge J. Heintz for many
helpful suggestions and encouragement, T. Krick for her assistance during the redac-
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tion of the paper, L. M. Pardo and G. Valla for their comments on both the contents
and the presentation of the paper, P. Philippon for pointing me out an error in a
previous version of this paper, and M. Almeida, who turned my attention to T.
Dube´’s work on the effective Nullstellensatz.
§ 0. Notations and Conventions
We work over an arbitrary field k with algebraic closure k¯. As usual, IPn and IAn
denote the projective space and the affine space of dimension n over k¯. A variety is
not necessarily irreducible.
The ring k[x0, . . . , xn] will be denoted alternatively by R or Rk.
Let I ⊆ k[x0, . . . , xn] be an homogeneous ideal. We understand for the dimension
of I the dimension of the projective variety that it defines and we shall denote it by
dim I, so that dim I = dimkrull I − 1.
Let J ⊆ k[x1, . . . , xn] be an affine ideal. We shall understand for the dimension
of J its Krull dimension. In each appereance, it will be clear from the context to
which notion we are refering to.
An ideal I ⊆ k[x0, . . . , xn] is unmixed if its associated prime ideals have all
the same dimension. In particular, I has not imbedded associated primes and its
primary decomposition is unique.
Given an ideal I ⊆ k[x0, . . . , xn], then Ie := k¯⊗k I ⊆ k¯[x0, . . . , xn] is the extended
ideal of I in k¯[x0, . . . , xn].
Given I ⊆ Rk an homogeneous ideal,
V (I) := {x ∈ IPn : f(x) = 0 ∀f ∈ I} ⊆ IPn
is the projective variety defined by I. Conversely, given V ⊆ IPn a variety,
Ik(V ) := {f ∈ Rk : f |V ≡ 0} ⊆ Rk
and I(V ) := Ik¯(V ) ⊆ k¯[x0, . . . , xn] is the defining ideal of V .
Given a graded R–moduleM and m ∈ ZZ,Mm is the homogeneous part of degree
m.
Let I ⊆ k[x0, . . . , xn] be an homogeneous ideal. The Hilbert function or charac-
teristic function of the ideal I is
hI : ZZ→ ZZ
m 7→ dimk(k[x0, . . . , xn]/I)m
Given V ⊆ IPn a variety, then hV is the Hilbert function of I(V ).
Given f ∈ k[x0, . . . , xn] an homogeneous polynomial, fa ∈ k[x1, . . . , xn] is its
affinization and given I ⊆ k[x0, . . . , xn] an homogeneous ideal, Ia ⊆ k[x1, . . . , xn] is
its affinization.
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Conversely, given an affine polynomial g ∈ k[x1, . . . , xn], g˜ ∈ k[x0, . . . , xn] is
its homogenization, and given J ⊆ k[x1, . . . , xn] an affine ideal, we denote by J˜ ⊆
k[x0, . . . , xn] its homogenization.
§ 1. Preliminaries on Degree and Hilbert Function
In this section we state some well–known properties concerning the degree of a
variety and the Hilbert function of an homogeneous polynomial ideal which will be
needed in the sequel. Also we shall prove some of them when suitable reference is
lacking.
Let V ⊆ IPn be an irreducible projective variety of dimension d. The degree of
V is defined as
deg V := sup { #(V ∩H1 ∩ . . . ∩Hd) : H1, . . . , Hd ⊆ IPn hyperplanes
and dim(V ∩H1 ∩ . . . ∩Hd) = 0}
This number is finite, and it realizes generically, if we think the set
{(H1, . . . , Hd) : H1, . . . , Hd ⊆ IPn hyperplanes }
as parametrized by a non empty set of IA(n+1)d [17, Lecture 18]. We agree that
deg ∅ = 1.
The notion of degree can be extended to possible reducible projective varieties
following [19]. Let V ⊆ IPn, and let V = ∪C be the minimal decomposition of V in
irreducible varieties. Then the (geometric) degree of V is defined as
deg V :=
∑
C
degC
For this notion of degree it holds the following Be´zout’s inequality without mul-
tiplicities for the degree of the intersection of two varieties. Let V,W ⊆ IPn be
varieties. Then we have
deg(V ∩W ) ≤ deg V degW
This is a consequence of Be´zout’s inequality for affine varieties [19, Th. 1]. The
details can be found in [9, Prop. 1.11]. This result can also be deduced from the
Be´zout’s theorems [13, Th. 12.3], [34, Th. 2.1].
Also the notion of degree and the Be´zout’s theorem traslate to the affine context.
We turn our attention to the Hilbert function of an homogeneous ideal. Let
I ⊆ k[x0, . . . , xn] be an homogeneous ideal of dimension d. There exists a polynomial
pI ∈ Q[t] of degree d, and m0 ∈ ZZ such that
hI(m) = pI(m)
for m ≥ m0. The polynomial pI is called the Hilbert polynomial of the ideal I.
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The degree of an homogeneous ideal I ⊆ k[x0, . . . , xn] can be defined through its
Hilbert polynomial.
Let I ⊆ k[x0, . . . , xn] be an homogeneous ideal of dimension d, with d ≥ 0. Let
pI = ad t
d + . . . + a0 ∈ Q[t] be its Hilbert polynomial. Then the (algebraic) degree
of the ideal I is defined as
deg I := d! ad ∈ IN
If I ⊆ k[x0, . . . , xn] is an homogeneous ideal of dimension –1, then I is a
(x0, . . . , xn)–primary ideal, and the degree of I is defined as the length of the
k–module k[x0, . . . , xn]/I, which equals its dimension as a k–linear space. We also
agree that deg k[x0, . . . , xn] = 0.
Given I ⊆ k[x0, . . . , xn] an homogeneous ideal, we denote by irr I the number of
irreducible components of V (I) ⊆ IPn.
Let I, J ⊆ k[x0, . . . , xn] be homogeneous ideals. Then we have the following
exact sequence of graded k–algebras
0→ R/I ∩ J → R/I ⊕ R/J → R/I + J → 0
(f, g) 7−→ f − g
from where we get
hI∩J(m) = hI(m) + hJ(m)− hI+J(m) m ≥ 1
In particular, if dim I > dim J , then deg I ∩ J = deg I.
Let k be a perfect field, I ⊆ k[x0, . . . , xn] an homogeneous radical ideal, and let
I = ∩P P be the minimal primary decomposition of I. In this situation we have
deg I =
∑
P : dimP=dim I
deg V (P )
(see [34, Prop. 1.49] [17, Prop. 13.6]), and thus the degree of the ideal I may be
calculated from the degrees of the varieties defined by its associated prime ideals of
maximal dimension.
Let I ⊆ k[x0, . . . , xn] be an homogeneous radical ideal, and I = ∩P P the minimal
primary decomposition of I. From the canonical inclusion of graded modules
Rk/I →֒
⊕
P
Rk/P
we deduce that
hI(m) ≤
∑
P
hP (m) m ≥ 1
Let I ⊆ k[x0, . . . , xn] be an homogeneous ideal, and Ie ⊆ k¯[x0, . . . , xn] be the
extended ideal. Let
k[x0, . . . , xn]/I =
⊕
m
(k[x0, . . . , xn]/I)m
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be the decomposition of k[x0, . . . , xn]/I into homogeneous parts. Then
(k¯[x0, . . . , xn]/I
e)m = k¯ ⊗k (k[x0, . . . , xn]/I)m m ∈ ZZ
and so hIe(m) = hI(m), i.e. the Hilbert function is invariant under change of the
base field. In particular
deg Ie = deg I
We have also that there exist y0, . . . , yd ∈ k¯[x0, . . . , xn] algebraically independent
linear forms such that
k¯[y0, . . . , yd] →֒ k¯[x0, . . . , xn]/Ie
is an inclusion of k¯–algebras, and so
hI(m) = hIe(m) ≥ dimk¯(k¯[y0, . . . , yd])m = (m+dd )
We shall need the following identity for the combinatorial numbers.
Lemma 1.1 Let d ≥ 0, D ≥ 1, m ∈ ZZ. Then
(m+d+1+Dd+1 )− (m+d+1d+1 ) =
D∑
i=1
(m+d+id )
Proof. The case D = 1 is easy. In the case when D > 1, we have
(m+d+1+Dd+1 )− (m+d+1d+1 ) =
D∑
i=1
{(m+d+i+1d+1 )− (m+d+ii )} =
D∑
i=1
(m+d+id )
✷
We shall make appeal also to Macaulay’s characterization of the Hilbert function
of an homogeneous polinomial ideal.
Given positive integers i, c, the i–binomial expansion of r is the unique expression
c = (
c(i)
i ) + . . .+ (
c(j)
j )
with c(i) > . . . > c(j) ≥ j ≥ 1.
Let c = (
c(i)
i ) + . . .+ (
c(j)
j ) be the i–binomial expansion of c. Then we set
c〈i〉 := (
c(i)+1
i+1 ) + . . .+ (
c(j)+1
j+1 )
We note that this expression is the i+ 1–binomial expansion of c〈i〉.
Remark 1.2 Let b, c, i ∈ ZZ>0. Then it is easily seen that b ≥ c if and only if
(b(i), . . . , b(j)) is greater or equal that (c(i), . . . , c(j)) in the lexicographic order,
and thus and thus b ≥ c if and only if b〈i〉 ≥ c〈i〉.
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We recall that a sequence of nonnegative integers (ci)i∈ZZ≥0 is called an O–
sequence if
c0 = 1 ci+1 ≤ c〈i〉i i ≥ 1
We have then
Theorem(Macaulay, [16]). Let h : ZZ≥0 → ZZ≥0. Then h is the Hilbert function of
an homogeneous polynomial ideal if and only if
(h(i))i∈ZZ≥0
is an O–sequence.
✷
§ 2. Bounds for the Hilbert Function
In this section we shall derive both lower and upper bounds for the Hilbert func-
tion of homogeneous polynomial ideals. These estimations depend on the dimension
and on the degree of the ideal in question, and eventually on its length.
We derive first a lower bound for the Hilbert function of an arbitrary homoge-
neous polynomial ideal.
We shall consider separately the case when dim I = 0.
Lemma 2.3 Let I ⊆ k[x0, . . . , xn] be an homogeneous unmixed ideal of dimension
0. Then
hI(m) ≥ m+ 1 deg I − 2 ≥ m ≥ 0
hI(m) = deg I m ≥ deg I − 1
Proof. We have that Ie ⊆ k¯[x0, . . . , xn] is an unmixed ideal of dimension 0 [35,
Ch. VII, §31, Th. 36, Cor.1]. As k¯ is an infinite field, there exist a linear form
u ∈ k¯[x0, . . . , xn] which is a non zero divisor modulo Ie. Then
hI(m)− hI(m− 1) = hIe(m)− hIe(m− 1) = h(Ie,u)(m)
Let m0 be minimum such that
hIe(m) = deg I
e = deg I
for m ≥ m0. Then h(Ie,u)(m) ≥ 1 for 0 ≤ m ≤ m0 − 1 and h(Ie,u)(m) = 0 for
m ≥ m0, and thus we have
hI(m) = hIe(m) ≥ m+ 1 deg I − 2 ≥ m ≥ 0
and also hI(m) = hIe(m) = deg I for m ≥ deg I − 1. ✷
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Theorem 2.4 Let I ⊆ k[x0, . . . , xn] be an homogeneous ideal of dimension d, with
d ≥ 0. Then
hI(m) ≥ (m+d+1d+1 )− (m−deg I+d+1d+1 ) m ≥ 1
Proof. Let Ie =
⋂
P QP be a minimal primary decomposition of I
e, and let
I∗ = ∩dimP=dim Ie QP
be the intersection of the primary components of Ie of maximal dimension, which is
an unmixed ideal of dimension d. Then hI(m) = hIe(m) ≥ hI∗(m) for m ≥ 1, and
we have that
deg I = deg I∗
We shall proceed by induction on d. Consider first d = 0. We have then
hI(m) = hIe(m) ≥ hI∗(m) ≥ (m+11 )− (m−deg I+11 ) m ≥ 1
by Lemma 2.3 applied to I∗.
Now let d ≥ 1. Let u ∈ k¯[x0, . . . , xn] be a linear form which is a non zero divisor
modulo I∗. Then we have
hI∗(m)− hI∗(m− 1) = h(I∗,u)(m)
Then dim(I, u) = d − 1 and deg (I∗, u) = deg I∗ = deg I. By the inductive
hypothesis we have that
hI∗(m)− hI∗(m− 1) = h(I∗,u)(m) ≥ (m+dd )− (m−deg I+dd ) m ≥ 1
Then
hI(m) ≥ hI∗(m) = ∑mj=0 h(I∗,u)(j) ≥
≥ ∑mj=0{(j+dd )− (j−deg I+dd )} = (m+d+1d+1 )− (m−deg I+d+1d+1 ) m ≥ 1
by Lemma 1.1. ✷
This inequality extends Nesterenko’s estimate for the case of a prime ideal [28,
§6, Prop. 1] to the case of an arbitrary ideal.
Remark 2.5 By Gotzmann’s persistence theorem [16] we have that for an homo-
geneous ideal I ⊆ k[x0, . . . , xn] of dimension d there exists m0 ∈ ZZ such that
hI(m) ≥ (m+d+1d+1 )− (m−deg I+d+1d+1 ) m ≥ m0
as it is noted in [6, Rem. 0.6]. Our theorem shows that this inequality holds globally,
not only for big values of m.
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Given I ⊆ k[x0, . . . , xn] an homogeneous ideal of dimension d ≥ 0, let
HI(t) :=
∞∑
m=0
hI(m) t
m
be its Hilbert–Poincare´ series. Then the previous result states that
HI(t) ≥ 1− t
deg I
(1− t)d+2
in the sense that the inequality holds for each term of the power series.
This estimate is optimal in terms of the dimension and the degree of the ideal
I. The extremal cases correspond to hypersurfaces of linear subspaces of IPn. This
can be deduced from [6, Cor. 2.8], which in turn depends on Gotzmann’s theorem.
We give here a self–contained proof of this fact.
Proposition 2.6 Let I ⊆ k[x0, . . . , xn] be an homogeneous ideal. Then
hI(m) = (
m+d+1
d+1 )− (m−deg I+d+1d+1 ) m ≥ 1
if and only if there exist u1, . . . , un−d−1 ∈ k[x0, . . . , xn] linearly independent linear
forms and f /∈ (u1, . . . , un−d−1) such that I = (u1, . . . , un−d−1, f).
Proof. Let u1, . . . , un−d−1 ∈ k[x0, . . . , xn] be linearly independent linear forms and
f /∈ (u1, . . . , un−d−1). Let I := (u1, . . . , un−d−1, f). Then f is a non zero divisor
modulo (u1, . . . , un−d−1), and so
hI(m) = h(u1,...,un−d−1)(m)− h(u1,...,un−d−1)(m− deg f) =
= (m+d+1d+1 )− (m−deg f+d+1d+1 ) = (m+d+1d+1 )− (m−deg I+d+1d+1 )
Conversely, let I ⊆ k[x0, . . . , xn] be an homogeneous ideal such that
hI(m) = (
m+d+1
d+1 )− (m−deg I+d+1d+1 ) m ≥ 1
Then hI(1) ≤ d+2, i. e. dimk I1 ≥ n−d−1. Let u1, . . . , un−d−1 ∈ I1 be linearly
independent linear forms. We have
hI(m) = (
m+d+1
d+1 ) deg I − 1 ≥ m ≥ 1
hI(deg I) = (
deg I+d+1
d+1 )− 1
Thus
hI(m) = h(u1,...,un−d−1)(m) deg I − 1 ≥ m ≥ 1
hI(deg I) < h(u1,...,un−d−1)(deg I)
and so there exist f ∈ I − (u1, . . . , un−d−1) with deg f = deg I. Let
J := (u1, . . . , un−d−1, f) ⊆ k[x0, . . . , xn]. Then J ⊆ I and hJ(m) = hI(m) for all
m ≥ 0, and thus we have J = I. ✷
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We devote now to the upper bounds. In this respect we have two different
estimates. The first bound is sharp for small values and the second for big ones.
The first upper bound will be deduced from a series of results and observations.
Definition 2.7 Let V ⊆ IPn be a variety. Then the linear closure of V is the
smallest linear subspace of IPn which contains V , and it is denoted by L(V ).
Remark 2.8 Let E ⊆ IPn be a linear space. Then its defining ideal I(E) ⊆ Rk¯ is
generated by linear forms, and it is easy to see that
dimE = n− dimk¯ I(E)
Let V ⊆ IPn be a variety, and let L ∈ Rk¯ linear form. Then L|V ≡ 0 if and only
if L|L(V ) ≡ 0, and thus
I(L(V )) = (I(V )1) ⊆ k¯[x0, . . . , xn]
In particular we have
hV (1) = n + 1− dimk¯ Ik¯(V )1 = dimL(V ) + 1
The following proposition shows that the dimension of the linear closure is
bounded in terms of the dimension and the degree of the variety. It is a conse-
quence of Bertini’s theorem [21, Th. 6.3]. A proof can be found in [17, Cor. 18.12].
Proposition 2.9 Let V ⊆ IPn be an irreducible variety. Then
dimL(V ) + 1 ≤ deg V + dimV
✷
The following is an estimation of the degree of the image of a variety under a
regular map. It is a variant of [20, Lemma 1] and [30, Prop. 1].
Proposition 2.10 Let V ⊆ IPn be a variety, f0, . . . , fN ∈ k¯[x0, . . . , xn] homoge-
neous polynomials of degree D which define a regular map
ϕ : IPn −→ IPN
x := (x0 : . . . : xn) 7→ (f0(x) : . . . : fN(x))
Then degϕ(V ) ≤ deg V D dimV .
Proof. We can suppose without loss of generality that V is irreducible. Let d :=
dim ϕ(V ), and let H1, . . . , Hd ⊆ IPn be hyperplanes such that
#(ϕ(V ) ∩H1 ∩ . . . ∩Hd) = deg ϕ(V )
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For i = 1, . . . , d, let Li ∈ Rk¯ be linear forms such that Hi = {Li = 0}. Then
#(ϕ(V ) ∩H1 ∩ . . . ∩Hd)
is bounded by the number of irreducible components of ϕ−1(ϕ(V ) ∩H1 ∩ . . . ∩Hd)
and so we have
#(ϕ(V ) ∩H1 ∩ . . . ∩Hd) ≤ deg ϕ−1(ϕ(V ) ∩H1 ∩ . . . ∩Hd) =
= deg (V ∩ ⋂di=1 V (Li(f0, . . . , fN))) ≤ deg V Dd
by Be´zout’s inequality. We have then
degϕ(V ) ≤ deg V D dimV
as dim ϕ(V ) ≤ dim V . ✷
Now it follows easily the desired inequality for the case of an irreducible variety.
Proposition 2.11 Let V ⊆ IPn be an irreducible variety of dimension d, with d ≥ 0.
Then
hV (m) ≤ deg V md + d m ≥ 1
Proof. For n,m ∈ IN, let
vm : IP
n −→ IP(n+mn )
(x0 : . . . : xn) 7→ (x(i))|i|=m
be the Veronese map of degree m. Then vm|V : V 7→ vm(V ) is a birregular morphism
of degree m, and so we have that
hvm(V ) (k) = hV (mk) k ≥ 1
In particular we have that
hV (m) = hvm(V ) (1) = dimL(V ) + 1
by Remark 2.8, and so
hV (m) ≤ deg vm(V ) + dim vm(V ) ≤ deg V md + d
by application of Propositions 2.9 and 2.10. ✷
We can extend this bound to the more general case of an unmixed radical ideal
in k[x0, . . . , xn].
Theorem 2.12 Let k be a perfect field and I ⊆ k[x0, . . . , xn] an homogeneous un-
mixed radical ideal of dimension d, with d ≥ 0. Then
hI(m) ≤ deg I md + irr I d m ≥ 1
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Proof. Let Ie ⊆ Rk¯ be the extended ideal of I in Rk¯. Then Ie is an unmixed radical
ideal of dimension d [35, Ch. VII, §31, Th. 36, Cor. 1] [27, Th. 26.3]. Let Ie = ∩P P
be the minimal primary decomposition of Ie. Then we have
hI(m) ≤
∑
P
hP (m)
from where
hI(m) ≤
∑
P
(degV (P ) md + d) = deg I md + irr I d m ≥ 1
by Proposition 2.11. ✷
This inequality has the same order of growth of hI . We see also that it does not
improve the estimate
hI(m) ≤ deg I (m+d−1d ) + irr I (m+d−1d−1 ) m ≥ 1
which follows from Chardin’s arguments [10].
From the asymptotic behavior hI(m) ∼ deg Id! md we see that this inequality is
sharp for big values of m only when d = 1. In this case, the inequality is optimal
in terms of the degree and the length of the ideal, and we determine the extremal
cases.
Definition 2.13 Let V,W ⊆ IPn be varieties. Then V,W are projectively equivalent
if there exist an automorphism A ∈ PGLn+1(k¯) such that W = A(V ) [17, p. 22].
Remark 2.14 Let V,W ⊆ IPn be varieties. Then V,W are projectively equivalent
if and only if its coordinated rings k¯[V ], k¯[W ] are isomorphic as graded k¯–algebras.
In particular their Hilbert function coincide.
A curve C ⊆ IPn is called a rational normal curve if it is projectively equivalent
to vn(IP
1). Then C is non degenerated, i. e. L(C) = IPn [17, Example 1.14], and
its degree is n [17, Exerc. 18.8]. By Proposition 2.9 the degree of C is minimum
with the condition of being non degenerated. In fact, rational normal curves are
characterized by these two properties [17, Prop. 18.9].
Now let l, n ∈ IN, δ = (δ1, . . . , δl) ∈ INl such that |δ| := δ1 + . . .+ δl ≤ n+ 1− l.
For 1 ≤ j ≤ l, let nj := δ1 + . . .+ δj + j, and consider the inclusion of linear spaces
given by
ij : IP
δj →֒ IPn
(x0 : . . . : xδj ) 7→ (
nj−1︷ ︸︸ ︷
0 : . . . : 0 : x0 : . . . : xδj : 0 : . . . : 0)
The linear subspaces ij(IP
δj ) ⊆ IPn are disjoint one from each other. Let
C(n, δ) :=
l⋃
j=1
ij(vδj (IP
1)) ⊆ IPn
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A curve C ⊆ IPn is projectively equivalent to C(n, δ) if and only if there exist
E1, . . . , El ⊆ IPn disjoint linear subspaces such that dimEj = δj , C ⊆ ∪jEj , and
Cj := C ∩ Ej ⊆ Ej
is a rational normal curve for 1 ≤ j ≤ l.
Definition 2.15 Let V ⊆ IPn be a variety. Then V is defined over k if Ik¯(V ) =
k¯ ⊗k Ik(V ) ⊆ k¯[x0, . . . , xn], i. e. if its defining ideal is generated over k.
The following lemma is well–known, we prove it here for lack of suitable reference.
Lemma 2.16 Let ϕ : IPn → IPN be a regular map defined over k, V ⊆ IPn be a
variety defined over k. Then ϕ(V ) ⊆ IPN is defined over k.
Proof. We have the following conmutative diagram
k[x0, . . . , xN ]
ϕ∗
k−→ k[V ]
↓ ↓
k¯[x0, . . . , xN ]
ϕ∗
k¯−→ k¯[V ]
with kerϕ∗k = Ik(W ) and kerϕ
∗
k¯
= Ik¯(W ). We have k¯⊗k k[V ] ∼= k¯[V ] as V is defined
over k, and tensoring with k¯ we get
k¯[x0, . . . , xN ]
k¯⊗kϕ
∗
k−→ k¯ ⊗k k[V ]
‖ ‖
k¯[x0, . . . , xN ]
ϕ∗
k¯−→ k¯[V ]
with ker k¯ ⊗k ϕ∗k = k¯ ⊗k Ik(W ), from where we deduce Ik¯(W ) = k¯ ⊗k Ik(W ), i. e.
Ik¯(W ) is defined over k. ✷
Let vn : IP
1 → IPn be the Veronese map of degree n and let Cn := vn(IP1) be its
image. By the preceeding lemma, Cn is defined over k.
For 1 ≤ j ≤ l, let Cj := ij(Cδj ) ⊆ IPn. Then
C(n, δ) =
l⋃
j=1
ij(vδj (IP
1))
is the minimal decomposition of C(n, δ) in irreducible curves. Thus C(n, δ) is also
defined over k, and so
irr Ik(C(n, δ)) = l, deg Ik(C(n, δ)) = |δ|
Lemma 2.17 Let V,W ⊆ IPn be varieties. Then
I(V ) + I(W ) = (x0, . . . , xn)
if and only if V,W lie in disjoint linear subspaces of IPn.
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Proof. Given V,W ⊆ IPn varieties, they lie in disjoint linear subspaces if and only if
L(V ) ∩ L(W ) = ∅
Let LV := I(L(V )), LW := I(L(W )). By Remark 2.8 we have
LV = (I(V )1) ⊆ I(V )
LW = (I(W )1) ⊆ I(W )
In particular LV , LW are generated by linear forms, and so
LV + LW = I(L(V ) ∩ L(W ))
Let V,W ⊆ IPn such that L(V ) ∩ L(W ) = ∅. Then
LV + LW = (x0, . . . , xn)
and so I(V ) + I(W ) = (x0, . . . , xn). Conversely, suppose that I(V ) + I(W ) =
(x0, . . . , xn). Then
x0, . . . , xn ∈ I(V )1 + I(W )1
Thus LV + LW = (x0, . . . , xn) and so L(V ) ∩ L(W ) = ∅ ✷
Proposition 2.18 Let k be a perfect field and I ⊆ k[x0, . . . , xn] an homogeneous
unmixed radical ideal of dimension 1. Then
hI(m) = deg I m+ irr I m ≥ 1
if and only if there exist δ ∈ INl with l := irr I, such that |δ| = deg I, and a curve
C ⊆ IPn defined over k projectively equivalent to C(n, δ) such that I = Ik(C).
Proof. Let C ⊆ IPn be a curve defined over k projectively equivalent to C(n, δ) for
some δ ∈ INl and l = irr I. Then k¯ ⊗k Ik(C) = Ik¯ ⊆ Rk¯ and so
irr Ik(C) = irr I(C(n, δ)) = l, deg Ik(C) = deg I(C(n, δ)) = |δ|
We aim at proving that
hIk(C)(m) = |δ| m+ l m ≥ 1
We have that hIk(C)(m) = hC(m) = hC(n,δ)(m) and so it suffices to prove that
hC(n,δ)(m) = |δ|m+ l m ≥ 1
We shall proceed by induction on l. Let Cd := vd(IP
1). We have the inclusion of
graded k¯–algebras
k¯[Cd] ∼= k¯[x0, . . . , xd]/Ik¯(Cd)
v∗
d→֒ k¯[x, y]
xi 7−→ xiyd−i
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We have then
k¯[Cd] ∼=
∞⊕
j=0
k¯[x, y]d j
from where hCd(m) = dm+ 1 for m ≥ 1, and so the assertion holds for l = 1. Let
l > 1, and let
C(n, δ) =
⋃
j
Cj
be the minimal decomposition of C(n, δ) in irreducible curves. Then C1∪ . . .∪Cl−1,
Cl lie in disjoint linear spaces and so
I(C1 ∪ . . . ∪ Cl−1) + I(Cl) = (x0, . . . , xn)
by Lemma 2.17. We have then
hC(m) = hC1∪...∪Cl−1(m) + hCl(m) m ≥ 1
and from the inductive hypothesis we get
hC(m) = {(δ1+ . . .+δl−1)m+(l−1)}+{δlm+1} = |δ|m+ l m ≥ 1
Now we shall prove the converse. We have that Ie is a radical ideal, and so Ie is
the ideal of some curve C ⊆ IPn defined over k.
We shall proceed by induction on l := irr I. Let l = 1, i. e. C ⊆ IPn irreducible.
Then
dimL(C) = hC(1)− 1 = degC
and so C ⊆ L(C) is a non degenerated irreducible curve of minimal degree. We
have then that C ⊆ L(C) is a rational normal curve [17, Prop. 18.9].
Let l > 1, and suppose that the assertion is proved for l(I) ≤ l − 1 and K
an arbitrary field. In particular it is proved for k¯, the algebraic closure of k. Let
C = C1 ∪ . . . ∪ Cl be the minimal decomposition of C in irreducible curves. Then
hC(m) = hC1∪...∪Cl−1(m) + hCl(m)− hI(C1∪...∪Cl−1)+I(Cl)(m) m ≥ 1
We deduce from theorem 2.12 that
hCl(m) = δl m+ 1
hC1∪...∪Cl−1(m) = (δ1 + . . .+ δl−1) m+ (l − 1)
and so Cl ⊆ L(Cl) is a rational normal curve, and by the inductive hypothesis
C1 ∪ . . . ∪ Cl−1 is projectively equivalent to C(n, (degC1, . . . , degCl−1)). Thus
hC(m) = |δ|m+ l − hI(C1∪...∪Cl−1)+I(Cl)(m) m ≥ 1
and so
I(C1 ∪ . . . ∪ Cl−1) + I(Cl) = (x0, . . . , xn)
Then C1 ∪ . . .∪Cl−1, Cl lie in disjoint linear spaces by Lemma 2.17, and so C is
projectively equivalent to C(n, (degC1, . . . , degCl)). ✷
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Now we shall derive another upper bound for the Hilbert function of an unmixed
radical ideal. The following lemma is well–known, we prove it here for lack of suitable
reference.
Lemma 2.19 Let A be an integral domain, K its quotient field, L a finite separable
extension of K, B the integral closure of A in L. Let η ∈ B such that L = K[η],
and let f ∈ K[t] be its minimal polinomial. Then
f ′(η)B ⊆ A[η]
Proof. Let M ⊆ L be an A–module. Then
M ′ := {x ∈ L : TrLK(xM) ⊆ A}
is called the complementary module (relative to the trace) of M [25, Ch. III, §1].
It is straightfoward that if M ⊆ B then M ′ ⊇ B. We have that
A[η]′ =
A[η]
f ′(η)
(see [25, Ch. III, Prop. 2, Cor.]) and so
B ⊆ A[η]′ = A[η]
f ′(η)
✷
When A is an integrally closed domain, we have that f ∈ A[t], and so in the
languaje of integral dependence theory, the last assertion says that in this case f ′(η)
lies in the conductor of B in A[η].
Theorem 2.20 Let k be an perfect field and I ⊆ k[x0, . . . , xn] an homogeneous
unmixed radical ideal of dimension d, with d ≥ 0. Then
hI(m) ≤ (m+deg I+dd+1 )− (m+dd+1 ) m ≥ 1
Proof. We shall consider first the case when P ⊆ k¯[x0, . . . , xn] is an homogeneous
prime ideal.
The field k¯ is algebraically closed, and so it is both infinite and perfect. Let
y0, . . . , yd, η ∈ k¯[x0, . . . , xn] be linear forms such that
k¯[y0, . . . , yd] →֒ k¯[x0, . . . , xn]/P
is an integral inclusion of graded k¯–algebras, and such that if K, L are the quo-
tient fields of k¯[y0, . . . , yd], k¯[x0, . . . , xn]/P respectively, then K →֒ L is separable
algebraic and L = K[η].
Let A := k¯[y0, . . . , yd], B := k¯[x0, . . . , xn]/P . As a consequence of Krull’s Haupti-
dealsatz we have that
A[η] ∼= A[t]/(F )
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where F ∈ k¯[y0, . . . , yd][t] is a non zero homogeneous polynomial. We have then
dimk¯(A[η])m = h(F )(m) = (
m+d+1
d+1 )− (m−deg F+d+1d+1 )
We have also
A[η] →֒ B →֒ A[η]
F ′(η)
by Lemma 2.19, and thus
(m+d+1d+1 )− (m−deg F+d+1d+1 ) ≤ hP (m) ≤ (m+deg F+dd+1 )− (m+dd+1) m ≥ 1
We deduce that deg F = degP , and so
hP (m) ≤ (m+deg P+dd+1 )− (m+dd+1) m ≥ 1
Now we extend this bound to the case of an unmixed ideal. We have that Ie is
and unmixed radical ideal. Let Ie = ∩PP be the primary decomposition of Ie. We
have
hI(m) ≤
∑
P
{(m+deg P+dd+1 )− (m+dd+1 )} m ≥ 1
Then we have
hI(m) ≤
∑
P
deg P−1∑
i=0
(m+d+id ) ≤
deg I−1∑
i=0
(m+d+id ) = (
m+deg I+d
d+1 )− (m+dd+1 )
✷
Remark 2.21 This inequality is sharp for big values ofm, as it is seen by comparing
it with the principal term of the Hilbert polynomial of I
From the expression
hI(m) ≤ (m+deg I+id+1 )− (m+dd+1 ) =
deg I−1∑
i=0
(m+d+id )
we see that it does not improve Chardin’s estimate [10, Th.]
hI(m) ≤ deg I (m+dd ) =
deg I−1∑
i=0
(m+dd )
in any case. However we remark that the proof is simpler and that we can use it in
our aplications instead of Chardin’s estimate obtaining very similar results.
Let k be a perfect field, I ⊆ k[x0, . . . , xn] an homogeneous unmixed radical ideal
of dimension d ≥ 0, and let HI be its Hilbert–Poincare´ series. Then the previous
result states that
tdeg I−1HI(t) ≤ 1− t
deg I
(1− t)d+2
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in the sense that this inequality holds for each term of the power series.
We derive an upper bound for the Hilbert function of a generic hypersurface
section of an unmixed radical ideal, which need not be unmixed nor radical. This
result is an application of both our upper and lower bounds for the Hilbert function.
The use of our upper bound (Theorem 2.20) can be replaced by Chardin’s estimate
[10, Th.] but the bound so obtained is essentially the same. In this way we keep
our exposition self–contained.
Lemma 2.22 Let k be a perfect field and I ⊆ k[x0, . . . , xn] an homogeneous unmixed
radical ideal of dimension d, with d ≥ 1, and let η ∈ k[x0, . . . , xn] be a linear from
which is a non zero divisor modulo I. Then there exists m0 such that
h(I,η)(m0) ≤ (m0+dd )− (m0+d−3 deg Id )
and 3 deg I ≤ m0 ≤ 5 d deg I.
Proof. Let δ := deg I, k := 3 δ, l := 2 δ, m := 5 d δ. We aim at proving that
l−1∑
j=0
{(m−j+dd )− (m−j+d−kd )} ≥
l−1∑
j=0
h(I,η)(m− j)
We have that
l−1∑
j=0
{(m+d−jd )− (m+d−k−jd )} = {(m+d+1d+1 )− (m+d+1−ld+1 )} − {(m+d+1−kd+1 )− (m+d+1−k−ld+1 )}
We have also that
l−1∑
j=0
h(I,η)(m− j) = h(I,ηr)(m) ≤ {(m+d+δd+1 )− (m+dd+1 )} − {(m+d+1−ld+1 )− (m+d+1−δ−l)d+1 )}
by application of Theorems 2.20 and 2.4. Thus it suffices to prove that
{(m+d+1−δd+1 )− (m+d+1−δ−ld+1 )} −{(m+d+1−kd+1 )− (m+d+1−k−ld+1 )} ≥
≥ {(m+d+δd+1 )− (m+dd+1 )} − {(m+d+1d+1 )− (m+d+1−δd+1 )}
We have that
{(m+d+1−δd+1 )− (m+d+1−δ−ld+1 )} −{(m+d+1−kd+1 )− (m+d+1−k−ld+1 )} =
=
∑l
i=1{(m+d+1−δ−id )− (m+d+1−k−id )} =
=
∑l
i=1
∑k−δ
j=1 (
m+d+1−δ−i−j
d−1 ) ≥ l (k − δ) (m+d−1−k−ld−1 )
and
{(m+d+δd+1 )− (m+dd+1 )} − {(m+d+1d+1 ) − (m+d+1−δd+1 )} =
∑δ
i=1{(m+d+δ−id )− (m+d+1−id )} =
=
∑δ
i=1
∑δ
j=1 (
m+d+δ−i−j
d−1 ) ≤ δ2 (m+d−1+δd−1 )
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and thus it suffices to prove that
4 =
l (k − δ)
δ2
≥ (
m+d−1+δ
d−1 )
(m+d−1−k−ld−1 )
This is clear when d = 1, as in this case the right side of this expression equals
1. When d ≥ 2 we have that
(m+d−1+δd−1 )
(m+d−1−k−ld−1 )
=
d−1∏
j=1
m+ δ + j
m− k − l + j ≤ (1 +
6/5
d− 1)
d−1 ≤ e 65
and so our claim follows, and we conclude that
h(I,η)(m0) ≤ (m0+dd )− (m0+d−3 deg Id )
for some m0 such that 5 d δ − 2 δ + 1 ≤ m0 ≤ 5 d δ.
✷
Theorem 2.23 Let k be a perfect field and I ⊆ k[x0, . . . , xn] be an homogeneous
unmixed radical ideal of dimension d, with d ≥ 0, and let f ∈ k[x0, . . . , xn] be a non
zero divisor modulo I. Then
h(I,f)(m) ≤ deg I m ≥ 1
h(I,f)(m) = 0 m ≥ deg I + deg f − 1
if d = 0 and
h(I,f)(m) ≤ 3 deg f deg I (m+d−1d−1 )
if d ≥ 1 and m ≥ 5 d deg I.
Proof. Let δ := deg I, d0 := deg f . We have
h(I,f)(m) = hI(m)− hI(m− d0)
Consider first the case d = 0. Then hI(m) ≤ δ for m ≥ 1 and hI(m) = δ for
m ≥ δ − 1 by Lemma 2.3, and thus
h(I,f)(m) = 0 m ≥ δ + d0 − 1
Now let d ≥ 1. We have that Ie is an unmixed radical ideal, and so there exists
a linear form η ∈ k[x0, . . . , xn] which is a non zero divisor modulo Ie. By Lemma
2.22
h(Ie,η)(m0) ≤ (m+dd )− (m+d−3 deg Id )
for some 3 deg I ≤ m0 ≤ 5 d deg I.
Let m ≥ 3 δ. We have then that
(m+dd )− (m+d−3 deg Id ) =
3 δ∑
j=1
(m+d−jm−j+1)
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is the m–binomial expansion of (m+dd )− (m+d−3 deg Id ), and so
h(I,η)(m) ≤ (m+dd )− (m+d−3 δd )
for m ≥ m0 by Macaulay’s theorem and Remark 1.2. We have then
h(I,f)(m) = h(Ie,f)(m) =
d0−1∑
j=0
h(Ie,η)(m− j) ≤ 3 d0 δ (m+d−1d−1 )
for m ≥ 5 d δ.
✷
§ 3. Construction of Regular Sequences
In this section we devote to the construction of regular sequences with polyno-
mials of controlled degrees satisfying different conditions. Throughout this section
k will denote an infinite perfect field
An upper bound for the Hilbert function implies in rather a direct way the
existence of regular sequences in the ideal I with polynomials of bounded degree.
The estimations we get are somewhat worse than [10, §2, Cor. 2 and Cor. 4].
Compare also with [28, §1, Cor. 1] and [19, Prop. 3].
Lemma 3.24 Let I, P ⊆ k[x0, . . . , xn] be homogeneous ideals, I unmixed radical
of dimension d, d ≥ 0, P prime of dimension e, with e > d. Then there exists
f ∈ I − P such that
deg f ≤ (e! deg I) 1e−d
Proof. We have
hP (m) ≥ (m+ee )
Let δ := deg I, m0 := [(e! δ)
1
e−d ]. Then
e! (m0+ee ) ≥ (m0 + 1)(m0 + 2)e−1 >
> (e! δ)
e
e−d + e! δd ≥ e! δ (md0 + d)
as e ≥ 1. By Theorem 2.12 we have hP (m0) > hI(m0), and so there exists f ∈ I−P
such that deg f = m0. ✷
Proposition 3.25 Let I, J ⊆ k[x0, . . . , xn] be homogeneous ideals, I unmixed rad-
ical of dimension d, d ≥ 0, J Cohen–Macaulay of dimension e, with e ≥ d. Then
there exist homogeneous polynomials f1, . . . , fe−d ∈ I such that
deg fj ≤ ((d+ j)! deg I)
1
j
for j = 1, . . . , e− d, whose image in k[x0, . . . , xn]/J form a regular sequence.
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Proof. We proceed by induction on the dimension of J . If dim J = dim I = d there
is nothing to prove.
Let dim J = e with d+1 ≤ e ≤ n. Let P be an associated prime of J . The ideal
J is unmixed, and so dimP = e, and thus by Lemma 3.24 there exists fP ∈ I − P
such that
deg fP ≤ (e! deg I) 1e−d
By eventually multiplying each fP by a linear form which is a non zero divisor
modulo P we can suppose that
deg fP = [(e! deg I)
1
e−d ]
for each associated prime ideal P of J . As the field is infinite, there exists a linear
combination
f :=
∑
P∈ Ass(J)
λPfP
such that f ∈ I − P for every associated prime ideal of J . Then f is homogeneous,
deg f = [(e! deg I)
1
e−d ]
and it is a non divisor of zero modulo J . Thus (J, f) is a Cohen–Macaulay ideal
of dimension e − 1, and we can apply the inductive hypothesis to get homoge-
neous polynomials f1, . . . , fe−d−1 ∈ I which form a regular sequence in R/(J, f)
with deg fj ≤ ((d + j)! deg I)
1
j for j = 1, . . . , e − d − 1. Thus f, f1, . . . , fe−d−1 are
homogeneous polynomials which form a regular sequence in R/J , and so
f1, . . . , fe−d−1, f ∈ R/J
is a regular sequence for which it holds the stated bounds on the degrees. ✷
Consider an homogeneous unmixed radical ideal I ⊆ k[x0, . . . , xn] of dimension
d ≥ 0, and an homogeneous polynomial F ∈ k[x0, . . . , xn] which is a nonzero di-
visor modulo I. We shall show first that there exist homogeneous polynomials of
controlled degrees f1, . . . , fn−d ∈ I which form a regular sequence which avoids the
hypersurface {F = 0}, i. e. such that no associated prime ideal of (f1, . . . , fi) lies in
{F = 0} for 1 ≤ i ≤ n−d. This result is an application of our bound for the Hilbert
function of a generic hypersurface section of an unmixed radical ideal (Theorem
2.23).
Lemma 3.26 Let I, P ⊆ k[x0, . . . , xn] be homogeneous ideals, I unmixed radical of
dimension d, with d ≥ 0, P prime of dimension e, with e ≥ d. Let F ∈ k[x0, . . . , xn]
be an homogeneous polynomial which is a non zero divisor modulo I. Then there
exists g ∈ (I, F )− P such that
deg g ≤ deg I + deg F − 1 if d=0
deg g ≤ 5 d degF deg I if d ≥ 1.
23
Proof. Let δ := deg I, d0 := degF , J := (I, F ). Consider first the case d = 0. Then
hJ(m) = 0 m ≥ δ + d0 − 1
by Theorem 2.23, and so there exist g ∈ J − P with deg g ≤ δ + d0 − 1.
Now let d ≥ 1. We have that P ⊆ k[x0, . . . , xn] is an homogeneous prime ideal
of dimension e ≥ d, and so
hP (m) ≥ (m+ee ) ≥ (m+dd )
Let m0 := 5 d d0 δ. We have then
h(I,f)(m0) ≤ 3 d0 δ (m0+d−1d−1 ) < (m0+dd ) ≤ hP (m)
by Theorem 2.23, and so there exists g ∈ J − P such that deg g ≤ m0. ✷
Theorem 3.27 Let I ⊆ k[x0, . . . , xn] be an unmixed radical ideal of dimension d,
with d ≥ 0, and let F ∈ k[x0, . . . , xn] be an homogeneous polynomial which is a non
zero divisor modulo I. Then there exist homogeneous polynomials f1, . . . , fn−d ∈ I
such that F, f1, . . . , fn−d ∈ k[x0, . . . , xn] is a regular sequence and
deg fi ≤ deg I + deg F − 1 if d = 0
deg fi ≤ 5 d degF deg I if d ≥ 1.
Proof. Applying Lemma 3.26 it follows that there exist homogeneous polynomials
g1, . . . , gn−d ∈ (I, F ) such that F, g1, . . . , gn−d is a regular sequence and
deg gi ≤ deg I + deg F − 1 if d = 0
deg gi ≤ 5 d degF deg I if d ≥ 1.
The proof this statement is similar to that of Proposition 3.25, we omit it here
in order to avoid repetitive arguments.
Let gi = fi + F hi with fi ∈ I for 1 ≤ i ≤ n− d. Then deg fi = deg gi, and
gi ≡ fi mod (F ), and so F, f1, . . . , fn−d is a regular sequence for which it holds the
announced bounds on the degrees. ✷
We observe that in the case when deg F = 1, Lemma 3.26 can be deduced from
Lemma 2.22, and so both Lemma 3.26 and Theorem 3.27 do not depend on Macaulay
theorem. It can also be shown in the case when deg F ≥ 2 that they do not depend
on Macaulay theorem altogether [32, Th. 3.40].
Definition 3.28 Let A be a ring. Then f1, . . . , fs ∈ A is a weak regular sequence if
f¯i is a non zero divisor in A/(f1, . . . , fi−1) for 1 ≤ i ≤ s.
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This definition differs from the definition of regular sequence in that we allow
f¯s ∈ A/(f1, . . . , fs−1) to be a unit.
Let F, f1, . . . , fs ∈ k[x0, . . . , xn] be homogeneous polynomials such that f1, . . . , fs ∈
k[x0, . . . , xn]F is a weak regular sequence. Then it is not always the case that
f1, . . . , fs ∈ k[x0, . . . , xn] is a regular sequence, as some components of high dimen-
sion may appear in the hypersurface {F = 0}. Consider the following example:
Example 3.29 Let F ∈ k[x0, x1, x2, x3] be an homogeneous polynomial of degree
d ≥ 1 such that F /∈ (x1, x2). Let
f1 := x1, f2 := x
d+1
1 + x2F, f3 := x
d+1
1 + x3F ∈ k[x0, x1, x2, x3]
Then f2 ≡ x2F, f3 ≡ x3F mod (f1), and so they form a regular sequence in
k[x0, x1, x2, x3]F . We have that
{(x0 : . . . : x4) ∈ IP3 : F = 0, x1 = 0} ⊆ V (f1, f2, f3) ⊆ IP3
and so f1, f2, f3 ∈ k[x0, x1, x2, x3] cannot be a regular sequence.
We shall show that the weak regular sequence f1, . . . , fs ∈ k[x0, . . . , xn]F can
in fact be replaced by polynomials p1, . . . , ps ∈ k[x0, . . . , xn] of controlled degrees
such that (f1, . . . , fi) = (p1, . . . , pi) ⊆ k[x0, . . . , xn]F for 1 ≤ i ≤ s and such that
p1, . . . , ps ∈ k[x0, . . . , xn] is a regular sequence. Our proof follows T. Dube´’s argu-
ments, who gave an incomplete proof of a similar statement [11, Lemma 4.1] under
an unproved assumption on the Hilbert function of a certain class of ideals [11, §2.1].
Proposition 3.30 Let s ≤ n + 1, and let F, f1, . . . , fs ∈ k[x0, . . . , xn] be homoge-
neous polynomials, with deg F ≥ 1, such that f1, . . . , fs ∈ k[x0, . . . , xn]F is a weak
regular sequence and such that (f1, . . . , fi) ∈ k[x0, . . . , xn]F is a radical ideal for
1 ≤ i ≤ s− 1. Let Ii := (f1, . . . , fi) ⊆ k[x0, . . . , xn]F and let Ici := Ii ∩ k[x0, . . . , xn]
for 1 ≤ i ≤ s. Then there exist homogeneous polynomials p1, . . . , ps ∈ k[x0, . . . , xn]
which satify the following conditions:
i) p1 = F
c1f1, p2 = F
c2f2, pi ≡ F cifi mod Ii−1 with ci ∈ ZZ, for i = 1, . . . , s.
ii) p1, . . . , ps ∈ k[x0, . . . , xn] is a regular sequence.
iii) deg pi ≤ max {deg fi, 5(n+ 1− i) degF deg Ici−1} if i ≤ n
deg pn+1 = max {deg fn+1, deg Icn + deg F − 1}
Proof. We shall proceed by induction. Let f1 = F
e1a1, f2 = F
e2a2, with F |/a1,
F |/a2. Then f1, f2 is a regular sequence in k[x0, . . . , xn]F if and only if (a1 : a2) = 1,
and thus
p1 := F
−e1f1, p2 := F
−e2f2
is a regular sequence in k[x0, . . . , xn]. Now let i ≥ 3, and suppose that p1, . . . , pi−1
are already constructed with the stated properties. Let
Li−1 := (p1, . . . , pi−1) ⊆ k[x0, . . . , xn]
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and let Li−1 = ∩tj=1Qj be an irredundant primary decomposition of Li−1 such that
F /∈
√
Qj for 1 ≤ j ≤ r
F ∈
√
Qj for r + 1 ≤ j ≤ t
Let (Li−1) ⊆ k[x0, . . . , xn]F . Then (Li−1) = Ii−1 and so
Ici−1 = ∩rj=1Qj ⊆ k[x0, . . . , xn]
is a primary decomposition of Ici−1. We have I
c
i−1 = (1) or dim I
c
i−1 = n− i+1. Then
there exist b1, . . . , bi−1 ∈ Ici−1 homogeneous polynomials such that F, b1, . . . , bi−1 is
a regular sequence and such that
deg bj = max{deg fi, 5 (n+ 1− i) degF deg Ici−1} 1 ≤ j ≤ i− 1
if i ≤ n and
deg bj = max{deg fn+1, deg Icn + degF − 1} 1 ≤ j ≤ n
if i = n + 1, by application of Theorem 3.27 and by eventually multiplying each bj
by an appropiated linear form. Let
ui :=
i−1∑
j=1
λj bj ∈ Ici−1
be a linear combination of the bj . We shall prove that a generic choice of λ1, . . . , λi−1
makes pi := F
cifi + ui with ci := deg ui − deg fi ≥ 0 satisfy the stated conditions.
We have
deg pi = max{deg fi, 5 (n+ 1− i) degF deg Ici−1}, if i ≤ n and
deg pn+1 = max{deg fn+1, deg Icn + degF − 1}
We aim at proving that pi does not belong to any of the associated prime ideals
of Li−1.
Consider first 1 ≤ j ≤ r. Then fi /∈
√
Qj as fi is a non zero divisor modulo Ii−1.
We have that ui ∈ Ii−1, and so pi = F cifi + ui /∈
√
Qj .
Now let r + 1 ≤ j ≤ t. Then dimQj = n − i+ 1 as Li−1 is an unmixed ideal of
dimension n− i+1, and we have also F ∈ √Qj. Thus there exist 1 ≤ l ≤ i−1 such
that bl /∈
√
Qj, and so pi /∈
√
Qj for a generic choice of the λ1, . . . , λi−1. ✷
As a corollary, we deduce that if we have a weak regular sequence f1, . . . , fs ∈
k[x1, . . . , xn] of afine polynomials, we can replace it by another weak regular se-
quence p1, . . . , ps ∈ k[x1, . . . , xn] with polynomials of controlled degrees such that
(f1, . . . , fi) = (p1, . . . , pi) for 1 ≤ i ≤ s and such that the homogenizated polynomials
p˜1, . . . , p˜s ∈ k[x0, . . . , xn] form a regular sequence.
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Corollary 3.31 Let f1, . . . , fs ∈ k[x1, . . . , xn] be a weak regular sequence of affine
polynomials such that (f1, . . . , fi) ⊆ k[x1, . . . , xn] is a radical ideal for 1 ≤ i ≤ s−1.
Let Ii := (f1, . . . , fi) ⊆ k[x1, . . . , xn] for 1 ≤ i ≤ s. Then there exist p1, . . . , ps ∈
k[x1, . . . , xn] which satisfy the following conditions:
i) p1 = f1, p2 = f2, pi ≡ fi mod Ii−1 for i = 1, . . . , s.
ii) p˜1, . . . , p˜s ∈ k[x0, . . . , xn] is a regular sequence.
iii) deg pi ≤ max {deg fi, 5(n+ 1− i) deg I˜i−1} if i ≤ n
deg pn+1 = max{deg fn+1, deg I˜n}
Proof. We have that f1, . . . , fs ∈ k[x1, . . . , xn] is a weak regular sequence, and so
f˜1, . . . , f˜s ∈ k[x0, . . . , xn]x0 is also a weak regular sequence, and also (f˜1, . . . , f˜i) ⊆
k[x0, . . . , xn]x0 is radical for 1 ≤ i ≤ s − 1. Let r1, . . . , rs ∈ k[x0, . . . , xn] be the
homogeneous polynomials obtained by aplying Proposition 3.30 to f˜1, . . . , f˜s. Let
pi := r
a
i 1 ≤ i ≤ s
Thus deg pi ≤ deg ri, and xei0 p˜i = ri for some ei ≥ 0. Then p˜1, . . . , p˜s ∈
k[x0, . . . , xn] is a regular sequence, and p1, . . . , ps satisfy the stated conditions. ✷
Our bounds for the degrees in the preceding propositions depend on the degree
of certain ideals associated to f1, . . . , fs. The following is a Be´zout–type lemma
which shows that these bounds can also be expressed in terms of the degrees of the
polynomials f1, . . . , fs.
Lemma 3.32 Let s ≤ n, and let F, f1, . . . , fs ∈ k[x0, . . . , xn] be homogeneous poly-
nomials, with degF ≥ 1, such that f1, . . . , fs ∈ k[x0, . . . , xn]F is a weak regular
sequence. Let I := (f1, . . . , fs) ⊆ k[x0, . . . , xn]F , and let Ic := I ∩ k[x0, . . . , xn].
Then
deg Ic ≤
s∏
i=1
deg fi
Proof. If Ic = (1) there is nothing to prove. Otherwise we have dim Ic ≥ 0.
Let Ii := (f1, . . . , fi) ⊆ k[x0, . . . , xn]F , Ji := (Ici−1, fi) ⊆ k[x0, . . . , xn] for 1 ≤ i ≤
s. Then dim Ici = dim Ji = n− i and Ji ⊆ Ici , and so deg Ici ≤ deg Ji.
We shall proceed by induction on i. For i = 1 we have
deg Ic1 ≤ deg J1 = deg f1
Let i ≥ 2. Then fi is a non zero divisor modulo Ici−1 and so
deg Ici ≤ deg Ji = deg fi deg Ici−1 ≤
s∏
j=1
deg fj
by the inductive hypothesis. ✷
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§ 4. The Effective Nullstellensatz and the Representation Problem in
Complete Intersections
In this section we consider the problem of bounding the degrees of the polyno-
mials in the Nullstellensatz and in the representation problem in complete intersec-
tions.
As a consequence of the results of the previous section we obtain bounds for these
two problems which depend not only on the number of variables and on the degrees
of the input polynomials but also on an additional parameter called the geometric
degree of the system of equations. The bounds so obtained are more intrinsic and
refined than the usual estimates, and we show that they are sharper in some special
cases.
Our arguments at this point are essentially the same of T. Dube´ [11].
The bound we obtain for the effective Nulltellensatz is similar to that announced
in [15, Th. 19] and proved in [14] by algorithmic methods and to that obtained in
[24] by duality methods.
Let g, f1, . . . , fs ∈ k[x1, . . . , xn] be polynomials such that g ∈ (f1, . . . , fs). Let
D ≥ 0. Then there exist a1, . . . , as ∈ k[x1, . . . , xn] such that
g = a1f1 + . . .+ asfs
with deg aifi ≤ deg g +D for i = 1, . . . , s if and only if
xD0 g˜ ∈ (f˜1, . . . , f˜s) ⊆ k[x0, . . . , xn]
and so in this situation we aim at bounding D such that xD0 g˜ ∈ (f˜1, . . . , f˜s).
We shall suppose n, s ≥ 2, as the cases n = 1 or s = 1 are well–known. Also
we shall suppose without loose of generality that k is algebraically closed, and in
particular infinite and perfect.
Let h1, . . . , hs ∈ k[x1, . . . , xn] be a weak regular sequence of affine polynomials
such that (h1, . . . , hi) is radical for 1 ≤ i ≤ s− 1. In particular we have s ≤ n + 1.
We fix the following notation:
Ii := (h1, . . . , hi) ⊆ k[x1, . . . , xn]
Ji := (I˜i−1, h˜i) ⊆ k[x0, . . . , xn]
Hi := (h˜1, . . . , h˜s) ⊆ k[x0, . . . , xn]
for 1 ≤ i ≤ s. Let Ji = ∩P QP be a primary decomposition of Ji, and let
J∗i =
⋂
P :dimP=dim I
QP
be the intersection of the primary components of maximal dimension of Ji, which is
well defined as the isolated components are unique. We have that Ji ⊆ J∗i ⊆ I˜i.
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Let
γ1 := 0
γi := deg hi deg I˜i−1 − deg I˜i 1 ≤ i ≤ n,
γn+1 := deg hn+1 + deg I˜n − 1
Proposition 4.33 Let g ∈ I˜i for some 1 ≤ i ≤ s. Then
xγi0 g ∈ J∗i
Proof. The case 1 ≤ i ≤ n is [11, Lemma 5.5].
We consider the case i = n + 1. We have that I˜n ⊆ k[x0, . . . , xn] is an unmixed
radical ideal of dimension 0 and we have that hn+1 is a non zero divisor modulo
In, and so by Theorem 2.23 hJn+1(m) = 0 for m ≥ deg I˜n + deg hn+1 − 1. Then
x
γn+1
0 ∈ Jn+1 ⊆ J∗n+1 and thus
x
γn+1
0 g ∈ J∗n+1
✷
Then we apply Corollary 3.31 to the sequence h1, . . . , hs, to obtain p1, . . . , ps ∈
k[x1, . . . , xn] such that
i) p1 = h1, p2 = h2, pi = hi + ui, with ui ∈ Ii−1 for 1 ≤ i ≤ s.
ii) p˜1, . . . , p˜s ∈ k[x0, . . . , xn] is a regular sequence.
iii) deg pi ≤ max {deg hi, 5 (n+ 1− i) deg I˜i−1} for 1 ≤ i ≤ n,
deg pn+1 ≤ max {deg hn+1, deg I˜n}
Then p˜i = x
ci
0 f˜i+u˜i, with c1 = 0, c2 = 0, ci = max {0, 5 (n+1−i) deg I˜i−1−deg hi}
for 1 ≤ i ≤ n, and cn+1 = max {0, deg I˜n − deg hn+1}. Let
Di :=
i∑
j=2
(i+ 1− j)γj +
i−1∑
j=3
(i− j)cj
for 1 ≤ i ≤ s.
Proposition 4.34 Let g ∈ I˜i for some 1 ≤ i ≤ s. Then
xDi0 g ∈ Hi
Proof. This proposition follows from the proof of [11, Lemma 6.1] and [11, Lemma
6.2], applying Proposition 4.33 for the case i = n + 1. ✷
Now the task consists in bounding Ds. Our bound will depend not only on the
number of variables and on the degrees of the polynomials h1, . . . , hs, but also on
the degree of some homogeneous ideals associated to them.
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Proposition 4.35 Let d := max1≤i≤s deg hi and δi := deg I˜i for 1 ≤ i ≤ s. We
have then
i) Ds ≤ s2 (d− 1 + 3n) max1≤i≤s−1 δi
for s ≤ n and
ii) Dn+1 ≤ n2(d− 1 + 3n) max1≤i≤s−1 δi
Proof. Let di := deg hi for 1 ≤ i ≤ s. We have
∑s−1
j=3(s− j)cj =
∑s−1
j=3(s− j)max{0, 5(n+ 1− j)δj−1 − dj} ≤
≤ 5 (∑s−1j=3(s− j)(n+ 1− j))max1≤i≤s−2 δi ≤
≤ 5 (n− 2)(∑s−1j=3(s− j))max1≤i≤s−2 δi ≤
≤ 3(n− 2)(s− 2)2max1≤i≤s−2 δi
Let s ≤ n. We have then
∑s
j=2(s− j + 1) γj =
∑s
j=2(s− j + 1) (djδj−1 − δj) ≤
≤ (∑s−1j=1 j) d max1≤i≤s−1 δi ≤ s2 d max1≤i≤s−1 δi
Thus
Ds ≤ s2 d max1≤i≤s−1 δi + 3(n− 2)(s− 2)2max1≤i≤s−2 δi ≤
≤ s2 (d− 1 + 3n) max1≤i≤s−1 δi
Also we have
∑n+1
j=2 (n+ 2− j) γj =
∑n
j=2(n+ 2− j)(djδj−1 − δj) + dn+1 + δn − 1 ≤
≤ (∑nj=1 j) dmax1≤i≤n−1 δi ≤ n2 d max1≤i≤n−1 δi
and thus
Dn+1 ≤ n2 d max1≤i≤n−1 δi + 3(n− 2)(n− 1)2max1≤i≤n−1 δi ≤
≤ n2(d− 1 + 3n) max1≤i≤n−1 δi
✷
Given f1, . . . , fs ∈ k[x1, . . . , xn] polynomials which define a proper ideal
(f1, . . . , fs) ⊆ k[x1, . . . , xn] of dimension n − s or 1 ∈ (f1, . . . , fs), there exist t ≤ s
and h1, . . . , ht ∈ k[x1, . . . , xn] linear combinations of the polynomials {fi, xjfi : 1 ≤
i ≤ s, 1 ≤ j ≤ n} such that
i) (h1, . . . , ht) = (f1, . . . , fs)
ii) h1, . . . , ht is a weak regular sequence.
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iii) (h1, . . . , hi) ⊆ k[x1, . . . , xn] is a radical ideal for 1 ≤ i ≤ t− 1.
In the case when k is a zero characteristic field, we can take h1, . . . , ht linear
combinations of f1, . . . , fs. In fact, in both cases a generic linear combination will
satisfy the stated conditions. This result is a consequence of Bertini’s theorem [21,
Cor. 6.7] (see for instance [30, §5.2], [23, Prop. 37]), and allows us to reduce from
the general situation to the previously considered one.
Let d := max1≤i≤s deg fi, and suppose that deg fi ≤ deg fi+1 for 1 ≤ i ≤ s − 1.
Thus in the case when k is a zero characteristic field we can take h1, . . . , ht such
that
deg hi ≤ deg fi 1 ≤ i ≤ t
and deg hi ≤ d+ 1 in the case when char (k) = p > 0.
Definition 4.36 Let k be a zero characteristic field and f1, . . . , fs ∈ k[x1, . . . , xn]
polynomials which define a proper ideal (f1, . . . , fs) ⊆ k[x1, . . . , xn] of dimension
n− s or such that 1 ∈ (f1, . . . , fs). For λ = (λij)ij ∈ k¯s×s and 1 ≤ i ≤ s let
gi(λ) :=
∑
j
λijfj ∈ k¯[x1, . . . , xn]
be linear combinations of f1, . . . , fs. Consider the set of matrices Γ ⊆ k¯s×s such that
for λ ∈ Γ there exist t = t(λ) ≤ s such that (g1, . . . , gt) = (f1, . . . , fs), g1, . . . , gt
is a weak regular sequence and (g1, . . . , gi) ⊆ k¯[x0, . . . , xn] is a radical ideal for
1 ≤ i ≤ t−1. Then Γ 6= ∅, and in fact Γ contains a non empty open set U ⊆ k¯s×s. Let
Vi(λ) := V (g1, . . . , gi) ⊆ IAn be the affine variety defined by g1, . . . , gi for 1 ≤ i ≤ s,
and define
δ(λ) = max
1≤i≤min{t(λ),n}−1
deg Vi(λ)
Then the geometric degree of the system of equations f1, . . . , fs is defined as
δ = δ(f1, . . . , fs) := min
λ∈Γ
δ(λ)
In the case when char(k) = p > 0 we define the degree of the system of equations
f1, . . . , fs in an analogous way by considering linear combinations of the polynomials
f1, . . . , fs, x1f1, . . . , xnfs.
This definition extends [24, Def. 1] to the case of a complete intersection ideal.
It is analogous to the definition of degree of a system of equations of [15], though
this degree is not defined as a minimum through all the possible choices of λ ∈ Γ
but through a generic choice.
Remark 4.37 We see from the definition that the degree of a system of equations
f1, . . . , fs does not depend on inversible linear combinations, i. e. if µ = (µij)ij ∈
GLs(k) and
gi(µ) :=
∑
j
µijfj
for 1 ≤ i ≤ s, then δ(f1, . . . , fs) = δ(g1, . . . , gs), and so this parameter is in some
sense an invariant of the system.
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The following lemma shows that δ(f1, . . . , fs) can be bounded in terms of the
degrees of the polynomials f1, . . . , fs.
Lemma 4.38 Let f1, . . . , fs ∈ k[x1, . . . , xn] be polynomials which define a proper
ideal (f1, . . . , fs) ⊆ k[x1, . . . , xn] of dimension n − s, or 1 ∈ (f1, . . . , fs) and such
that di ≥ di+1 for 1 ≤ i ≤ s− 1, with di := deg fi, and let d := max1≤i≤s di. Then
δ(f1, . . . , fs) ≤
min{s,n}−1∏
i=1
di
in the case when k is a zero characteristic field, and
δ(f1, . . . , fs) ≤ (d+ 1)min{s,n}−1
in the case when char(k) = p > 0.
Proof. This follows at once from Lemma 3.32. ✷
We have the following bounds for the representation problem in complete inter-
sections and for the effective Nullstellensatz in terms of this parameter.
Theorem 4.39 (Representation Problem in Complete Intersections) Let s ≤ n, and
let f1, . . . , fs ∈ k[x1, . . . , xn] be polynomials which define a proper ideal (f1, . . . , fs) ⊆
k[x1, . . . , xn] of dimension n−s. Let d := max1≤i≤s deg fi, and let δ be the geometric
degree of the system of equations f1, . . . , fs. Let g ∈ (f1, . . . , fs). Then there exist
a1, . . . , as ∈ k[x1, . . . , xn] such that
g = a1f1 + . . .+ asfs
with deg aifi ≤ deg g + s2 (d+ 3n) δ for i = 1, . . . , s.
Proof. This follows from Proposition 4.35 (i). ✷
Theorem 4.40 (Effective Nullstellensatz) Let f1, . . . , fs ∈ k[x1, . . . , xn] be polyno-
mials such that 1 ∈ (f1, . . . , fs). Let d := max1≤i≤s deg fi, and let δ be the geo-
metric degree of the system of equations f1, . . . , fs. Then there exist a1, . . . , as ∈
k[x1, . . . , xn] such that
1 = a1f1 + . . .+ asfs
with deg aifi ≤ min{n, s}2 (d+ 3n) δ for i = 1, . . . , s.
Proof. This follows from Proposition 4.35. ✷
We can essentially recover from Theorem 4.39 and Theorem 4.40 the usual
bounds for the representation problem in complete intersections and the effective
Nullstellensatz. We have for instance:
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Corollary 4.41 Let k be a zero characteristic field and f1, . . . , fs ∈ k[x1, . . . , xn]
polynomials such that 1 ∈ (f1, . . . , fs), and such that di ≥ di+1 for 1 ≤ i ≤ s − 1,
with di := deg fi. Then there exist a1, . . . , as ∈ k[x1, . . . , xn] such that
1 = a1f1 + . . .+ asfs
with deg aifi ≤ min{n, s}2 (d+ 3n) ∏min{n,s}−1j=1 dj for i = 1, . . . , s.
✷
We remark that our results yield much sharper bounds for these two problems
in some particular cases. Consider for instance the following example:
Example 4.42 Let k be a zero characteristic field and h1, . . . , hs ∈ k[x1, . . . , xn]
a weak regular sequence of polynomials such that 1 ∈ (h1, . . . , hs). Let d :=
max1≤i≤s deg hi, and let f1, . . . , fs ∈ k[x1, . . . , xn] such that
fi = hi + ui
with ui ∈ (h1, . . . , hi−1) for 1 ≤ i ≤ s. Then
δ := δ(f1, . . . , fs) = δ(h1, . . . , hs) ≤ dmin{n,s}−1
Let D := max1≤i≤s deg fi. By Theorem 4.40 there exist a1, . . . , as ∈ k[x1, . . . , xn]
such that
1 = a1f1 + . . . , asfs
with deg aifi ≤ min{n, s}2 (D + 3n) dmin{n,s}−1 for i = 1, . . . , s. This estimate is
sharper for big values of D than the bound
deg aifi ≤ Dmin{n,s} i = 1, . . . , s
for D ≥ 3, which results from application of the bound of [22].
References
[1] M. Almeida: Funcio´n de Hilbert de a´lgebras graduadas y Nullstellensatz af´ın
efectivo. Tesis de Licenciatura, Univ. Buenos Aires, 1995.
[2] F. Amoroso: On a conjecture of C. Berenstein and A. Yger. To appear in Proc.
MEGA’94, Birkha¨user Progress in Math..
[3] C. Berenstein, D. Struppa: Recent improvements in the complexity of the e-
ffective Nullstellensatz. Linear Alg. Appl. 157 (1991), 203–215.
33
[4] C. Berenstein, A. Yger: Bounds for the degrees in the division problem. Mich.
Math. J. 37 (1990), 25–43.
[5] D. Bertrand: Lemmes des ze´ros et nombres trascendants. Se´m. Bourbaki 652,
Aste´risque 145-146, 21–44, Soc. Math. France, 1987.
[6] A. Bigatti, A. Geramita, J. Migliore: Geometric consequences of extremal beha-
vior in a theorem of Macaulay. Trans. Amer. Math. Soc. 346 (1994), 203–235.
[7] D. Brownawell: Bounds for the degrees in the Nullstellensatz. Ann. of Math.
126 (1987), 577–591.
[8] L. Caniglia, A. Galligo, J. Heintz: Some new effectivity bounds in computa-
tional geometry. Proc. AAECC–6, Lect. Notes in Comput. Sci. 357, Springer–
Verlag, 1989, 131–151.
[9] L. Caniglia, A. Galligo, J. Heintz: Equations for the projective closure and
effective Nullstellensatz. Discrete Appl. Math. 33 (1991), 11–23.
[10] M. Chardin: Une majoration pour la fonction de Hilbert et ses conse´quences
pour l’ interpolation alge´brique. Bull. Soc. Math. France 117 (1989), 305–318.
[11] T. Dube´: A combinatorial proof of the effective Nullestellensatz. J. Symb.
Comp. 15 (1993), 277–296.
[12] N. Fitchas, A. Galligo: Nullstellensatz effectif et conjecture de Se`rre (the´ore`me
de Quillen–Suslin) pour le Calcul Formel. Math. Nachr. 149 (1990), 231–253.
[13] W. Fulton: Intersection theory. Erg. Math., 3. Folge., 2. Bd., Springer–Verlag,
1984.
[14] M. Giusti, J. Heintz, K. Haegele, J. Montan˜a, J. Morais, L. Pardo: Lower
bounds for diophantine approximation. Submitted to MEGA’96.
[15] M. Giusti, J. Heintz, J. Morais, J. Morgenstern, L. Pardo: Straight–line pro-
grams in geometric elimination theory. To appear in J. Pure Appl. Algebra.
[16] M. Green: Restrictions of linear series to hyperplanes, and some results of
Macaulay and Gotzmann. Algebraic curves and projective geometry (Proceed-
ings, Trento, 1988), Lect. Notes in Math. 1389, 76–85, Springer–Verlag, 1989.
[17] J. Harris: Algebraic geometry: a first course. Graduate Texts in Math. 133,
Springer–Verlag, 1992.
[18] R. Hartshorne: Algebraic geometry. Graduate Texts in Math. 52, Springer–
Verlag, 1977.
[19] J. Heintz: Definability and fast quantifier elimination in algebraically closed
fields. Theoret. Comput. Sci. 24 (1983), 239-277.
34
[20] J. Heintz, M. Sieveking: Lower bounds for polynomials with algebraic coeffi-
cients. Theoret. Comput. Sci. 11, 321–330 (1980).
[21] J.–P. Jouanolou: The´ore`mes de Bertini et applications. Progress in Math. 42,
Birkha¨user, 1983.
[22] J. Kolla´r: Sharp effective Nullstellensatz. J. Amer. Math. Soc. 1 (1988), 963–
975.
[23] T. Krick, L. M. Pardo: A computational method for diophantine approxima-
tion. To appear in Proc. MEGA’94, Birka¨user Progress in Math..
[24] T. Krick, J. Sabia, P. Solerno´: On intrinsic bounds in the Nullstellensatz. To
appear in AAECC Journal.
[25] S. Lang: Algebraic Number Theory. Addison–Wesley, 1970.
[26] D. Lazard: Alge`bre line´aire sur k[x1, . . . , xn] et e´limination. Bull. Soc. Math.
France 105 (1977), 165–190.
[27] H. Matsumura: Commutative ring theory. Cambridge Univ. Press, 1986.
[28] Y. Nesterenko: Estimates for the characteristic function of a prime ideal, Math.
URSS Sbornik 51 (1985), 9–32.
[29] P. Philippon: De´nominateurs dans le the´ore`me des zeros de Hilbert. Acta Arith.
58 (1990), 1–25.
[30] J. Sabia, P. Solerno´: Bounds for traces in complete intersections and degrees in
the Nullstellensatz. AAECC Journal 6 (1995), 353–376.
[31] B. Shiffman: Degree bounds for the division problem in polynomial ideals.
Mich. Math. J. 36 (1989), 163–171.
[32] M. Sombra: Bounds for the Hilbert function of polynomial ideals. Impresiones
Previas 91, Univ. Buenos Aires, 1996.
[33] B. Teissier: Re´sultats re´cents d’alge`bre commutative effective. Se´m. Bourbaki
718, Aste´risque 189–190, 107–131, Soc. Math. France, 1991.
[34] W. Vogel: Lectures on results on Be´zout’s theorem. Tata Lecture Notes 74,
Springer–Verlag, 1984.
[35] O. Zariski, P. Samuel: Commutative algebra. Van Nostrand, 1958.
35
