An attempt to solve fuzzy constraint satisfaction problems (FCSPs) 
Introduction
Fuzzy constraint satisfaction problems (FCSPs) extend classical constraint satisfaction problems (CSPs) [IO, 11, 171 with the notion of fuzzy constraints that provide an uniform and flexible way to handle hard, soft and prioritized constraints in a wide range of constrained problems including both under-constrained and over-constrained problems [4] . In addition to full constraint satisfaction or violation of crisp (hard) constraints in CSPs, the fuzzy constraints in FCSPs allow also one to express partial constraint satisfaction. The degrees of constraint satisfaction represent the preferences between potential solutions of a given FCSP as well as can reflect importance of the constraints useful in solving under-constrained problems. The FCSP formalism also incorporates implicit constraint relaxation that allows one to solve over-constrained problems usually treated as partial CSPs (PCSPs). This flexibility allows one to model many real-world constrained decision optimization problems (e.g. design, planning, scheduling, resource allocation) with FCSPs in a natural way [3, 161. A typical objective of FCSPs is to find a solution that the constraints are satisfied to the maximal degree. The global constraint satisfaction degree of the FCSP solution is influenced by the degree of satisfaction of each constraint with the solution and is usually obtained as aggregation (e.g. conjunctive, averaging or disjunctive combination) of the constraints [3, 16, 18, 191 . Depending on the aggregation operator used (e.g. t-norms, averages, tconorms) the level of contribution of each constraint to the global constraint satisfaction can be determined differently. For example when using t-norm (t-conorm) operators all constraints contribute to the global constraint satisfaction in the same way. In other words t-norms and tconorms do not allow compensation for one bad constraint satisfaction or distraction for one good solution, respectively. In particular for the minimum aggregation operator the solution of a FCSP is a solution that maximizes the satisfaction degree of the least satisfied constraint which corresponds to a well-known max-min decision making strategy [I] . Other aggregation operators such as averaging operators (e.g. ordered weighted averaging OWA operators [18]) allow trade-offs between conflicting constraints (e.g. constraints with exceptionally lowthigh constraint satisfaction). The aggregation operators may also influence possible solving strategies of FCSPs. For example operations that are not idempotent (e.g. t-norm operators other than minimum do not have the idempotency property) may impose the requirement to evaluate each constraint only once. Other operators that are not associative (e.g. OWA operators) may handle only a pre-defined number of the constraints. Because the selection of the aggregation operation depends on the problem domain and the required characteristics of the aggregation it may be desirable to use FCSP solving strategies that are aggregation operator independent.
From the problem solving point of view FCSPs similarly to CSPs are NP-complete problems 14, 10, 11, 171. In addition fuzzy constraints may be mathematically complicated expressions resulting in non-linear problem formulation that using traditional mathematical approaches may be extremely difficult to handle. [4] show how FCSPs can be solved with standard Branch and Bound search and filtering algorithms extending classical CSPs techniques. However the computational requirements may be larger than in CSPs mainly because finding a solution of a FCSP is an optimization problem rather than a satisfiability problem considered in CSPs.
Although the FCSP formalism offers a variety of problem solving tools they may often be problem specific, constraint aggregation dependent and/or computationally intensive. This fact may indicate that some general purpose optimization techniques such as genetic algorithms (GAS) rather than standard filtering or search used in CSPs may be a favorable option in solving FCSPs especially when good heuristics do not exist. GAS are general purpose optimization techniques based on the principles of natural evolution used to find the optimal (or near optimal) solutions [5, 61. GAS have proven to be useful in solving problems where the objective function is difficult to handle with other optimization techniques. They have already been tried in constrained optimization and CSPs too (e.g. [7, 8, 9, 141 ). While they have proven to be promising in solving some optimization problems (including fuzzy optimization and nonhinear problems, e.g. see [2, 191) most CSPs seem to be GA-hard. It is mainly due to the difficulty in defining and evaluating an appropriate optimization/fitness function in CSPs (i.e. the classical satisfiability problem can be characterized only with a discrete function taking 0 for infeasible solutions and 1 for feasible ones) and/or handling constraints in GAS (most constraint handling methods in GAS are based on the penalty function reflecting usually a number of violated constraints or a "distance from feasibility" by a given solution [12] ). It seems that this problem may be overcome with the concept of granularity inherent in fuzzy logic and multi-valued objective functions in FCSPs representing different degrees of constraint satisfaction.
In the paper an attempt to solve FCSPs with GAS is presented. In the next section FCSPs are formulated in the form suitable for handling them with GAS, Le. as unconstrained optimization problems with the objective functions representing fuzzy constraint satisfaction. Section 3 recalls the basic principles of GAS and presents an example of solving FCSPs with GAS considering different problem granulation. Finally concluding remarks are presented in section 4.
Fuzzy Constraint Satisfaction Problems
In general, standard (crisp) constraint satisfaction problems (CSPs) [ and C3 is an aggregation operator usually represented as conjunctive combination (e.g. t-norms) [4] . It should be noted that other aggregation operators such as averaging (e.g. OWA [18] ) or disjunctive combinations(e.g. tconorms [19] ) can also be used in FCSPs as appropriate V61.
The objective of solving FCSPs is to find a solution (an instantiation of x) such that the global satisfaction degree of the constraints with the instantiation is maximal, i.e. This formulation can be treated as an unconstrained optimization problem where pCh> is an objective function. It is a well known fuzzy multiple criteria optimization problem [l] . When using the minimum operator to aggregate fuzzy constraints in FCSPs it can be interpreted as finding a solution that the satisfaction degree of the least satisfied constraint is maximal. Without a loss of generality this interpretation will be used later in the paper to demonstrate the presented approach of solving FCSPs with GAS.
Solving FCSPs with GAS
Genetic algorithms (GAS) provide an adaptive method of search and optimization using principles of evolutionary simulation [5,6]. A basic behavior of GAS is provided by applying evaluation, selection, crossover and mutation to populations of chromosomes representing prospective solutions. After generation of an initial population, a GA iteratively applies those four basic steps to generate a number of subsequent populations. Evaluation and selection ensure that only the most prospective in the terms of fitness (optimization objective) chromosomes in a population survive. The objective of selection is to form new populations of chromosomes with higher average fitness. These chromosomes are used next in reproduction using crossover and mutation which introduce new individuals to the population with a hope that they represent better solutions according to the optimization function. Crossover is the main reproduction mechanism creating new chromosomes from existing ones. Mutation changes individual chromosomes to provide additional variability to the reproduction process.
In the context of FCSPs it seems that constraint satisfaction treated as an objective function can be optimized (maximized) with the use of GAS in a quite natural way.
Let us consider an example of a simple FCSP adapted from Dubois et aZ [4] .
An university course must consist of seven sessions: x, lectures, x, exercise sessions and x, training sessions.
There have to be about two training sessions, i.e. ideally 2, possibly 1 or 3. Dr B prefers to give 3 or 4 exercise sessions and Prof A wants to give about four lectures, i.e. ideally 4, possibly 3 or 5. The preference of Prof A is more important than the preference of Dr B and it is less important than the constraints about a number of the sessions required. This problem can be modeled with a FCSP defined with three variables The objective in this example is to find an arrangement for the sessions such that all constraints (with preferences) are satisfied to the maximal possible degree, i.e. the problem is to maximize In this problem it is easy to see that the best solution is given by xt=3, x2=3 and x3=l that satisfies all constraints to the degree of pc (a, x2, x3) = 0.75 .
This simple problem was used to investigate how FCSPs can be solved with GAS. In our experiments the problem was solved with the use of a simple GA with the integer chromosome representation, uniform crossover and mutation operators. It used the roulette wheel selection and sigma truncation scaling schemes. The population size was set to 20, number iterations limited to 500 and probabilities of crossover/mutation set to 0.6/0.1, respectively. Due to the stochastic nature of GAS ten independent runs were performed. Each time the GA was able to find the solution of the considered FCSP after around 100 generations as shown in As mentioned earlier classical CSPs may be GA-hard because of hard constraint that can be either satisfied or violated. Note that the constraint C1 in our FCSP example is such a hard constraint. Therefore this constraint may be a possible bottleneck in solving the considered FCSP. To test this hypothesis we performed another series of experiments with a fuzzified version of this constraint (@, in Figure l ), i.e. different granulation of the problem. The same simple GA was used with the real-valued chromosome representation and all fuzzy constraints represented by continuous membership functions shown in Figure 1 . In order to obtain meaningful results the generated realvalued solutions were rounded to the nearest integer value. As the results presented in Figure 3 show the FCSP solution was found on average during 30 generations, i.e. GA's performance was: improved about three times. It should also be noted that as a result of different granulation the initial populalion contained more fit chromosomes than in the GA scdving the original problem. 
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Concluding rem:wks
An attempt to solve fuzzy constraint satisfaction problems (FCSPs) with the use of genetic algorithms (GAS) is presented in the paper. FCSPs are interpreted as unconstrained optimization problems where the fuzzy relation representing satisfaction of fuzzy constraints is treated as an objective function. Such a problem is solved with a GA that uses the objective function to find a solution of a FCSP that the constraints are satisfied to the maximal degree. This interpretation allows to use a general purpose GAS without the need for explicit constraint handling and aggregation operation consideration.
The presented approach has been illustrated with an example of a FCSP with different levels of granulation. It seems that fuzzification of hard constraints changing the level of granulation in the solution space may make some GA-hard problems GA-easier. On other hand granulation may make other techniques such as search and fdtering less efficient since they depend usually on a number of the constraint satisfaction levels. It indicates that GAS may be more favorable option in solving FCSPs than standard CSP techniques espexkrlly when good heuristics do not exist.
