Abstract. In this paper we establish upper and lower bounds for the proportion of permutations in symmetric groups which power up to semiregular permutations (permutations all of whose cycles have the same length). Provided that an integer n has a divisor at most d, we show that the proportion of such elements in S n is at least cn −1+1/2d for some constant c depending only on d whereas the proportion of semiregular elements in S n is less than 2n −1 .
Introduction
A permutation of a finite set Δ is called semiregular if all of its cycles have the same length, say, and > 1. In particular, semiregular elements have no fixed points in Δ, that is to say, they are fixed point free. They play an important role in graph theory (see Section 2) . However, whereas the statistical distribution of fixed point free permutations (also called derangements) in symmetric groups and other groups has been widely studied for several hundred years, that of semiregular and associated permutations is not so well understood. Indeed, the proportion of derangements of a set of size n was obtained by P. R. de Montmort [17] in 1708. He proved that this proportion approaches 1/e as n approaches infinity. By contrast the proportion of semiregular permutations may be arbitrarily small. For example, if |Δ| = n is a (large) prime, then the semiregular permutations are just the ncycles, and their proportion is 1/n. The aim of this paper is to study a sub-family of derangements from which semiregular permutations may be constructed, and in particular, to estimate the proportion of such permutations on a set of composite cardinality.
Let b, n be natural numbers such that b ≥ 2 and b divides n, let Δ = {1, 2, . . . , n} and let S n denote the symmetric group consisting of all permutations of Δ. Then each semiregular permutation of Δ of order b is a product of n/b cycles of length b. All such permutations are conjugate, and the proportion of them in S n , for fixed b and large n, (using the Stirling approximation for (n/b)!) is As b ranges over all divisors of n, the largest contribution to the proportion of semiregular elements comes from the n-cycles (taking b = n), which have proportion 1/n, and estimating quite crudely we see that the total number of semiregular elements is always less than n −1 + 4n −3/2 ; see Lemma 2.1. The asymptotic estimate above implies that finding a semiregular element of given order b by random selection in S n requires roughly Θ(n n/b+1/2 ) selections of independent, uniformly distributed random elements.
1 Such a search is infeasible when n is large. We propose to construct semiregular elements of a given order b by using random selection to find in S n an element some power of which is semiregular of order b. We call an element g ∈ S n pre-semiregular of order b if b divides the order o(g) and g o(g)/b is semiregular. For example, if b = p k with p a prime, then the pre-semiregular elements of order b are the permutations with all cycle lengths having the same p-part p m for some m ≥ k. The main result of this paper determines the proportion of these elements in a more general setting. 
2 and hence the lower bound given by Corollary 1.2 is less than or equal to the true value 1/p.
We also derive a consequence of these results for the proportion of pre-semiregular permutations in S n when n has some proper divisor of bounded size. We show in Lemma 2.1 that the proportion of semiregular permutations in S n lies between n −1 and 2n −1 . Thus, provided n has a divisor of bounded size, Corollary 1.4 implies that the proportion of pre-semiregular elements is asymptotically greater than the proportion of semiregular elements. Moreover, if n has a divisor of size at most d, then constructing a semiregular element by finding and 'powering up' a presemiregular element requires at most O(n 1−1/(2d) ) independent random selections, as compared to Θ(n) required to find a semiregular element purely by random selection.
It would be interesting to know the exact asymptotics, as m increases, for the proportions t b,d (mb) estimated in Theorem 1.1. We obtain a closed form for the generating function for these quantities. Define t b,d (0) = 1 and
Despite obtaining in Proposition 5.1 an expression for t b,d (mb) as a sum in terms of known quantities, we have been unable to find the exact asymptotic behaviour of the t b,d (mb). We suspect that the correct asymptotic is given by the upper bound in Theorem 1.1; see the discussion in Remark 3.4.
Organisation of the paper is as follows. In Section 2, we comment on the role of semiregular permutations in graph theory and prove a result about the proportion of semiregular elements in S n . Proofs of Theorem 1.1 and its corollaries are given in Section 3. We prove Theorem 1.5 in Section 4. We derive an expression for the t b,d (mb) in Section 5. A general discussion about the true asymptotic behaviour of the quantities t b,d (mb) is given in Remark 3.4, with computational evidence presented in the final Section 6.
Semiregular permutations in graph theory
The existence of semiregular permutations is of importance in graph theory. Marusic [15] and Jordan [11] independently conjectured that, for every finite vertextransitive graph, there should exist a semiregular edge-preserving permutation of its vertex set. Such semiregular permutations give useful structural information about the graph, as well as assisting with graph construction and enumeration (see for example [13, Section 4] ) and graph drawing (see for example [10] ). The conjecture was proved for cubic graphs [16] in 1998 and locally-quasiprimitive graphs [9] in 2007 (and hence, in particular, for all arc-transitive graphs of prime valency). In fact for vertex-transitive cubic graphs it is known that the maximum size of a semiregular subgroup (containing only semiregular automorphisms) is unbounded as the number of vertices increases [4, 12] . In [2, Problem BCC15.12], Klin proposed a more general form of this conjecture, known as the Polycirculant Conjecture, stating that every transitive 2-closed permutation group contains a fixed point free element of prime order. (A permutation group G is called 2-closed if any permutation which preserves the orbits of G on ordered pairs belongs to G.) The transitive permutation groups having no nontrivial semiregular subgroups are called elusive and studied in [3, 7, 8] ; see also [6] .
The following result gives a crude estimate for the proportion of semiregular permutations in S n . Lemma 2.1. Let n ≥ 2 and semi(n) denote the proportion of semiregular elements in
Proof. For each divisor b of n the proportion of semiregular elements in S n of order
For each divisor b of n, the integer n/b also divides n, and at least one of b, n/b is less than or equal to √ n. Thus the number of divisors of n is at most 2 √ n. It follows that
where the sum is over the proper divisors b of n. Moreover, this inequality is never sharp since either the number of divisors is strictly less than 2 √ n, or some proper divisor b is less than n/2 so that p b < p n/2 . If n ≥ 16, then this upper bound is at most 2n −1 . It is straightforward to check that semi(n) = b p b < 2n −1 also holds for n < 16.
Estimation of the proportions t b,d (mb)
In this section we prove Theorem 1. 
In particular, for any m < d we have
and
To derive a different form of the recursion for larger values of m, suppose that
Considering equation (2) with m − d in place of m, we see that 
consists of all elements g ∈ S 2b such that either g is a 2b-cycle, or g is a product of two b-cycles. On the other hand, if d = 2, then T b,d (2b) consists only of the products of two b-cycles. Thus
Case m = 3. A similar computation gives
3.3. A weak lower bound for t b,d (mb). In this section we obtain an explicit but weak lower bound for t b,d (mb). We use this result in Lemma 3.3 to obtain a lower bound for the quantity A(b, d, ε) .
First we note that, if d does not divide m, then T b,d (mb) contains all the (mb)-cycles and consequently,
We use this simple lower bound together with equation (5) to prove that a similar lower bound holds in all cases. In the proof and throughout the paper 'log' denotes the natural logarithm.
Lemma 3.1. Let b, d, m be positive integers with
Proof. By inequality (6) , it remains to consider the cases where m < d and where d divides m. Suppose first that m < d. Then by equation (3) and inequality (6), (4), and then (7),
and this is at least the required lower bound
follows from the exact values given in Section 3.2. A(b, d, ε) and B(b, d) .
Let ε be a positive real number satisfying ε ≤ 1 2db . Define 
where e is the base of the natural logarithm, we have (8) . (9)) and the result follows.
and since c > ε, j −c+ε is decreasing as j increases. Thus, by Lemma 3.2, 
The bounds for t b,d (mb) presented in Theorem 1.1 would then become
Since this lower bound would hold for any positive real number ε ≤ 1/(2db), we could let ε tend to 0 and obtain a lower bound
3.5. Proof of the upper bound in Theorem 1.1. We use the notation in Section 3.4. We need here and in the next subsection the following approximations; when −1 < a < 0 and k ≥ 1,
We fix b, d ≥ 2 and set t(mb) = t b,d (mb) for simplicity. We prove by induction on m that, for all m ≥ 1, (2) and inequalities (13) and (14) give
and since 
c .
We claim that
B . It follows from this inequality and the above upper bound that t(mb) ≤ B(mb)
−1+c , and thus inequality (15) is proved by induction. It remains to prove the claim.
Substituting
db where c occurs as a denominator, and dividing by b, we see that the claimed inequality is equivalent to
and the truth of this inequality follows from the definition of B in equation (12) . This completes the proof of inequality (15). (8) and (11) (16) holds for all j ≤ m − 1. Then, by equation (2) and inequalities (13) and (14),
After rearranging the terms, we get
Now, we claim that
or, equivalently, multiplying both sides by
It follows from inequality (17) and the proof of inequality (18) that t(mb) ≥ A(b, d, ε)(mb)
−1+c−ε , and thus inequality (16) 
db , and using (10), we have
Hence εdb ≥ 1
, and hence
Thus, substituting for these values in (19) and rearranging, we get Proof of Theorem 1.5. We have
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use For |x| < 1, the recursion in equation (5) yields the following expression for F 2 (x):
where
We obtain a different expression for
Also, using equations (3) and (4) we obtain a new expression for F 1 (x):
Hence
which implies that, for |x| < 1,
Integrating both sides, we obtain
and as
An expression for the t b,d (mb)
In this section we derive the following expression for the t b,d (mb). 
If q is an integer, q ≥ 2, then the quantity s ¬q (n) has a combinatorial significance for positive integers n, namely s ¬q (n) is the proportion of elements in S n with no cycle lengths divisible by q (see for example [1, Theorem 2.3(a)]), an easy extension of the proof in [5] for prime powers q. It was proved in [1, Theorem 2.3(b) ] that s ¬q (n) = Θ(n −1/q ) for an integer q ≥ 2. The same proof shows that s ¬q (nq) = Θ(n −1/q ) for a real number q > 1. For an integer k ≥ 2, let S ¬k (x) be the ordinary generating function for s ¬k (n), that is,
By the proof of Theorem 2.1 in [14] , for |x| < 1, we have
Lemma 5.2. Let b, d be integers with b, d ≥ 2 and let T (x) be as in equation (20).
Then, for |x| < 1,
Proof. This follows immediately from (22) and Theorem 1.5 by substituting x b for x in T (x). 
Consider the power series expansion (1
Evaluating at x = 0 yields g(k, 0) = 1 = s ¬k (0). Using a 'binomial type' expansion, we have, for m ≥ 1,
In particular, g(k, 1) = 1 k = s ¬k (k). This yields a recursion for the g(k, m), namely, for all m ≥ 2,
We note that this relation also holds for m = 1, that is, g(k, 1) =
). An easy inductive proof gives, for m ≥ 1, that
proving part (i). Part (ii) follows immediately from (i) in view of equation (22) 
Separating out the term for = m in the first summation, we get 
