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We consider spinfoam quantum gravity for general triangulations in the regime l2P  a  a/γ,
namely in the combined classical limit of large areas a and flipped limit of small Barbero-Immirzi
parameter γ, where lP is the Planck length. Under few working hypotheses we find that the flipped
limit enforces the constraints that turn the spinfoam theory into an effective Regge-like quantum
theory with lengths as variables, while the classical limit selects among the possible geometries the
ones satisfying the Einstein equations. Two kinds of quantum corrections appear in terms of powers
of l2P /a and γl
2
P /a. The result also suggests that the Barbero-Immirzi parameter may run to smaller
values under coarse-graining of the triangulation.
PACS numbers: 04.60.Pp, 04.60.Gw, 04.60.Nc
INTRODUCTION
Spinfoams [1–3] are a tentative covariant quantization
of general relativity. They provide transition amplitudes
between quantum states of 3-geometry, in the form of
a Misner-Hawking sum over virtual 4-geometries [4, 5].
They are usually defined on a fixed spacetime triangu-
lation using a discretized version of the classical action
of general relativity, and the full degrees of freedom are
recovered in the refinement limit of the triangulation [6].
In the so-called ‘new models’ [7–10] considered in this
paper the intermediate quantum states are the ones
of Hamiltonian loop quantum gravity, the SU(2) spin-
network states, a remarkable feature that promotes the
spinfoam framework to a tentative path integral represen-
tation of loop quantum gravity. Moreover, the spinfoam
amplitude has been shown to possess the correct local
Lorentz symmetries [11] and has been coupled to matter
and Yang-Mills fields [12, 13].
The Holst formulation of general relativity underlies
the construction of loop quantum gravity as well as its
covariant version given by spinfoam models. In the vac-
uum the Holst action reads
S(e, ω) =
∫
(e ∧ e)∗ ∧ F (ω) + 1
γ
∫
(e ∧ e) ∧ F (ω), (1)
where the first term is the Einstein-Hilbert action written
in the first-order Palatini formalism in terms of a cotetrad
e and a connection ω, and the second term is called the
Holst term.1 The star ∗ denotes the Hodge duality on
the internal indices.
1 The cotetrad eIµdx
µ is a set of four 1-forms related to the metric
via gµν = eIµe
J
ν δIJ . The cotetrad, or better its inverse e
µ
I ∂µ
(the tetrad), defines an inertial frame at each spacetime point.
The connection ωIJµ dx
µ is a 1-form with values in the Lorentz
algebra so(1, 3), thus it is antisymmetric in the internal indices.
The curvature of the connection is F (ω)IJ := dωIJ +ωIK ∧ωKJ .
Notice that in the action (1) a full contraction of internal indices
is understood.
The real parameter γ is the Barbero-Immirzi parame-
ter, which does not play any special role in the classical
theory. In fact, varying the action with respect to ω one
gets the Cartan equation
T I := deI + ωIJ ∧ eJ = 0, (2)
namely the vanishing of the torsion T . Thus the Cartan
equation forces ω to be the unique torsion-free connec-
tion ω = ω(e) (akin to the Levi-Civita connection of the
metric formalism) and makes the Holst term vanish. The
Einstein equations
IJKLe
J ∧ F (ω(e))KL = 0 (3)
are obtained by varying the cotetrad e. However, the
Barbero-Immirzi parameter is known to affect the quan-
tum theory as it enters the discrete spectra of area and
volume operators [14, 15]. Changing its value yields in-
equivalent quantum theories. In this paper we will dis-
cover a new role of this parameter in the spinfoam dy-
namics.
A major open theoretical problem is to show that the
spinfoam transition amplitudes are peaked on the classi-
cal geometries, namely on the solutions of the Einstein
equations, in the classical regime. Despite many results
are encouraging,2 they are still very partial and stronger
tests of the theory are needed. What we would like to
have is a concrete spinfoam realization of the formal semi-
classical expansion∫
DeDω e
i
~S(e,ω) ∼ e i~S(e0,ω0) (4)
of the path integral in the classical limit ~ → 0, where
(e0, ω0) is the classical solution determined by the bound-
ary conditions.
2 The classical limit seems to provide the correct low-energy
physics in the studied cases [16–19, 54, 55].
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2Here we propose a tentative mechanism that could
solve this problem. Exploiting our suggestion that the
Barbero-Immirzi parameter can be used to control the
strength of the geometricity constraints,3 we consider the
spinfoam amplitude in the combined flipped limit4 γ → 0
of small Barbero-Immirzi parameter and classical limit
of large areas, and provide good evidence that taking
these two limits in the appropriate order the spinfoam
amplitude behaves like (4) and thus yields the Einstein
equations.
The analysis is partly based on the large spin results
of references [21–23].
The paper is organized as follows. First, we review the
definition of the EPRL-FK spinfoam model and cast it in
a form suitable for the analysis. In the two subsequent
sections we perform the flipped limit and the classical
limit. Then we extend the discussion to the Lorentzian
signature and give more details on the boundary state
amplitude. We conclude with some outlooks for future
developments.
Throughout the paper we work in units 8piG = ~ =
c = 1, but will restore some of these constants when
needed. In particular, restoring only ~ the Planck length
is lP '
√
~.
THE SPINFOAM AMPLITUDE
We consider the EPRL-FK spinfoam amplitude [7, 9]
for a 2-complex σ without matter. We first discuss the
Euclidean signature and Barbero-Immirzi parameter in
the range 0 < γ < 1, since we will expand around
γ = 0. All the arguments can be easily extended to
the Lorentzian signature, discussed later.
Moreover, we restrict for simplicity to a 2-complex
which is the 2-skeleton of the dual complex of a sim-
plicial triangulation. The 2-complex is thus made of 0-
dimensional vertices v, dual to the 4-simplices v∗ of the
triangulation, 1-dimensional edges e, dual to the tetrahe-
dra e∗, and 2-dimensional faces f , dual to the triangles
f∗. Faces are oriented and bounded by a cycle of edges.
Each edge bounding a face has a source vertex s(ef) and
a target vertex t(ef), where source/target is relative to
the orientation of the face. We define also a sign sym-
bol vef which is 1 if the orientation of the edge induced
by f is ingoing at the vertex, −1 otherwise. A face f
can be subdivided into portions called wedges, labeled
3 The geometricity constraints are the constraints needed in order
reduce the spinfoam dynamical variables to the configurations
compatible with the metric geometry of the triangulation.
4 The limit is named after the ‘flipped’ model [20] where the
Barbero-Immirzi parameter is exactly zero. However, we stress
that in our case we do not put γ = 0, but expand the amplitude
at small γ.
by a vertex-face couple vf . If vef is 1 we call e = s(vf)
the source edge of the wedge vf ; target edge e = t(vf)
otherwise.
We stress that at this stage the triangulation and
its dual 2-complex are just combinatorial objects and
there is no notion of metric or connection. In particu-
lar, the simplices (4-simplices, tetrahedra, triangles) are
also combinatorial. The geometry of the triangulation
is dynamical and defined by the spinfoam variables la-
beling the 2-complex. Whenever a geometry is assigned
to a simplex we will use the term geometric simplex to
distinguish it from the purely combinatorial one.
Let us introduce the dynamical variables labeling the
2-complex. For each face f there is an associated half-
integer spin jf . The spin is interpreted as the quantum
number of the area operator of the triangle f∗. The local
gauge group of the Euclidean theory is SO(4), or bet-
ter its double cover Spin(4) since we are doing quantum
mechanics. Thus to each edge-vertex couple we asso-
ciate a Spin(4) group variable gev. The inverse of these
variables will be denoted with gve = g
−1
ev . More geomet-
rically, the group variables gev define a connection over
the 2-complex. In fact, the combination gv′egev can be
interpreted as the holonomy of the connection ω along
the path e from the vertex v to the vertex v′. It connects
the local frame at v to the local frame at v′.5 To each
edge-face couple we associate a unit vector ~nef in R
3,
interpreted as a three-dimensional normal to the triangle
f∗.
The elementary face amplitude of the EPRL-FK model
is defined as
Pf = tr
←−∏
e∈fPef , (5)
where
←−
Π is the product (composition) of operators, or-
dered according to the orientation of the face, and the
edge-face operator Pef is given in the usual bra/ket no-
tation by
Pef = gt(ef),eY |jf , ~nef 〉〈jf , ~nef |Y †ge,s(ef). (6)
Here |j, ~n〉 is the spin-j SU(2) Bloch coherent state [24]
for angular momentum6 along the direction of ~n. No-
tice that there is a U(1) phase ambiguity in the notation
|j, ~n〉, corresponding to a rotation about the axis of ~n.
However, this arbitrary phase cancels by multiplication
of |j, ~n〉 with its conjugate state 〈j, ~n|. Therefore the
edge-face operator (6) is well-defined.
5 More precisely, since gev belongs to the spin group, it should be
thought as a spin connection. The spin connection is the lift to
the spin bundle of the connection ω defined on the frame bundle.
6 Bloch coherent states were introduced in spinfoams by Livine
and Speziale [25].
3The map Y is the most important ingredient. It is de-
fined as follows. The group Spin(4) has the selfdual/anti-
selfdual decomposition Spin(4) ' SU(2)× SU(2). Thus
its irreducible representations are labeled by two SU(2)
spins (j+, j−). The (j+, j−) representation is Spin(4)-
irreducible but is SU(2)-reducible, SU(2) acting as a
Spin(4) rotation that leaves a reference time 4-vector in-
variant. We will say more about this reference vector
later in this section. Consider the decomposition of a
(j+, j−) representation into SU(2) irreducibles,
H(j+,j−) =
j++j−⊕
k=|j+−j−|
H(j+,j−)k , (7)
where the spin k labels the SU(2)-irreducible subspaces.
Moreover, let the (j+, j−) labels be constrained by the
equation
j± =
1± γ
2
j, (8)
where j is a SU(2) spin.7 The map Y is then defined
as the isometric embedding of the spin-j irreducible into
the highest weight of the decomposition (7), namely into
the subspace labeled by k = j+ + j− = j.
In fact, the map Y , once written in the canonical basis,
is nothing else than the Clebsch-Gordan coefficients:
〈j+j−,m+m−|Y |j,m〉 = C(j+j−j,m+m−m), (9)
with j± as in (8).
As usual in quantum mechanics, the quantum ampli-
tude is the sum over all histories. Thus taking the prod-
uct of all face amplitudes and summing over the possible
labels we get to the spinfoam amplitude
W =
∑
{jf}
∫
dgev
∫
d~nef
∏
f
djfPf , (10)
where djf = 2jf + 1 is the dimension of the spin-j repre-
sentation.8 Equivalently, we have the exponential form
W =
∑
{jf}
∫
dgev
∫
d~nef Ω e
S , (11)
which resembles a typical path integral, with a complex
action given by
S =
∑
f
Sf =
∑
f
lnPf (12)
7 Because of equation (8) γ must be rational and not all spin values
are allowed. These restrictions could lead to difficulties for the
formulation of the flipped limit studied here. Nevertheless, in
the physical model with Lorentzian signature these restrictions
are not present and γ is any non-zero real number.
8 See [26] for a motivation of the choice of the measure factor djf .
and measure Ω = Πfdjf . This is the quantum amplitude
that defines completely the spinfoam model.
We can rewrite the action S in a form more conve-
nient for the following analysis. Using the selfdual/anti-
selfdual decomposition of the group variables g =
(g+, g−) ∈ SU(2) × SU(2) and the factorization prop-
erties of SU(2) coherent states [27] we write
Pf = P
+
f ⊗ P−f , (13)
where the selfdual/anti-selfdual face amplitudes are
P±f =
←−∏
e∈fP±ef , (14)
with factorized edge-face operators
P±ef = g
±
t(e),e|~nef 〉⊗2j
±
f 〈~nef |⊗2j
±
f g±e,s(e). (15)
Now the Bloch coherent states are in the fundamental
j = 12 representation. We define also the selfdual/anti-
selfdual face amplitudes in the fundamental representa-
tion as
P˜±f = P
±
f
∣∣∣
jf=
1
2
. (16)
Then the action (12) can be rewritten as
S =
∑
f
γjf (ln P˜
+
f − ln P˜−f ) + jf (ln P˜+f + ln P˜−f ). (17)
This action will be the starting point for the analysis of
the next section.
Notice that in order to write the selfdual/anti-selfdual
decomposition and thus define the model (in particular
the map Y ) we implicitly needed a fiducial orthonormal
basis formed by three ‘space’ vectors V (1), V (2), V (3) and
a ‘time’ vector N , together with an orientation. We can
take this basis to be the standard one of R4, together
with the standard orientation. The role of the fiducial
basis can be viewed in the bivector geometry picture. A
bivector B ∈ Λ2R4 can be decomposed into two three-
dimensional vectors as
Bi+ = (B +B
∗)IJV (i)INJ , (18)
Bi− = (B −B∗)IJV (i)INJ . (19)
Observe that the orientation is needed to define the fidu-
cial Hodge ∗ operator. Incidentally, we will use both
notations B∗ ≡ ∗B for the Hodge duality in this paper.
As a Lie algebra, the space of bivectors Λ2R4 is iso-
morphic to the algebra of rotations so(4).9 So we can
9 Bivectors can be viewed as 4×4 antisymmetric matrices, forming
a so(4) Lie algebra with product given by the matrix commuta-
tor. Exponentiating a bivector yields a SO(4) rotation. In the
Lorentzian case it yields a SO(1, 3) Lorentz transformation.
4use the previous bivector decomposition to define con-
cretely the split gev = (g
+
ev, g
−
ev) and the representation-
theoretic map Y accordingly. Moreover, we can interpret
the couple (~nef , ~nef ) as the selfdual/anti-selfdual com-
ponents of a bivector orthogonal to the fiducial time di-
rection N . This bivector is associated to the middle of
the edge e, and is parallel-transported to the vertices as
gve(~nef , ~nef ) = (g
+
ve~nef , g
−
ve~nef ). We will say more about
these bivectors in the section dedicated to the geometri-
cal interpretation.
We have provided the definition of the EPRL-FK
model for 0 < γ < 1 on an arbitrary triangulation, in
a form suitable for the purposes of the following analy-
sis.
THE FLIPPED γ → 0 LIMIT
The continuum limit of the theory is defined as the
infinite refinement of the triangulation [6]. Here we do
not study such a limit but work with a truncation of the
theory down to a finite number of degrees of freedom,
namely with an approximation of the full theory on a
fixed and finite triangulation. The spinfoam amplitudes
defined on this truncation can be viewed as effective am-
plitudes obtained by coarse-graining [28, 29].
Given that the truncated amplitudes are not funda-
mental, there is no reason to believe that they are correct
in all physical regimes and a tuning of the parameters of
the theory may be needed. In this paper we imagine
that the ‘bare’ value of the Barbero-Immirzi parameter
is of order 1, and that the renormalized one is close to
zero. The possibility of a renormalization of the Barbero-
Immirzi parameter has been recently studied in (not so)
different contexts [30, 31].
Therefore we study a regime that we call flipped limit
defined as follows:
j →∞, γ → 0 (20)
with γj kept constant. Notice that according to the area
spectrum of loop quantum gravity the quantity a = γj
is the physical area in Planck units.10 In the regime we
are studying this area defines the typical scale of each 4-
simplex in the triangulation, and since we work on a finite
triangulation with few 4-simplices the scale a must be
large in order to describe a macroscopic region of space-
time. The limit of large area is related to the classical
limit, discussed in the next section. For the purposes of
this section we just imagine that the area is large but
10 The area spectrum is rather a = γ
√
j(j + 1) but here this differ-
ence is irrelevant since we are interested in the large spin regime.
We stress also that the flipped limit is taken with G and ~ con-
stant.
kept fixed while performing the flipped expansion. Thus
the flipped limit is not a semiclassical expansion but has
a different nature, not yet clear to the authors, apart
from being possibly related to coarse-graining.
Remember also that the Barbero-Immirzi parameter
controls the spacetime discreteness. In particular it con-
trols the area gap and the spacing between the area eigen-
values, thus the limit (20) is a peculiar way of taking the
continuous spectrum limit of the area operator.
In order to see the consequences of being in the regime
(20) let us rewrite the action (17) in terms of the area
variables af = γjf as
S =
∑
f
af (ln P˜
+
f − ln P˜−f ) +
1
γ
af (ln P˜
+
f + ln P˜
−
f ) (21)
and notice that this action has the form
S = S0 +
1
γ
S′, (22)
where S0 and S′ do not depend explicitly on γ. Accord-
ingly, the path integral is rewritten as
W =
∑
{af}
∫
dgev
∫
d~nef Ω e
S0+ 1γ S
′
, (23)
where now the action is viewed as a function of the areas,
and therefore the sum is over γ-multiples of the spins.
Now we make an observation that was in fact the main
motivation for the development of this work. In the
flipped regime the second part S′ of the action is multi-
plied by a large factor 1/γ. Therefore the path integral
should be dominated by the stationary phase configura-
tions of S′. Intuitively, the second term S′ is akin to the
Holst term of the action (1).
Thus we expect that the equations of motion arising
from the sole term S′ contain in particular the simplicial
version of the Cartan equation (2), that is the vanish-
ing of torsion. As we shall see, this is what happens.
More precisely, the term S′ yields all the geometricity
constraints that reduce the dynamical variables to the
metric variables of Regge calculus. These geometricity
constraints imply in particular that the on-shell spinfoam
connection is torsion-free.
This will be clearer after the study of the equations
of motion and their geometrical interpretation. So let us
start our analysis of the flipped limit in the Euclidean
signature, taking our main source of inspiration from the
references [21, 22]. Let us stress that in this paper we
restrict our study to the nondegenerate solutions. There-
fore, as in [21], we will disregard the solutions that can
be interpreted as degenerate metrics of the triangulation.
As we said, we are interested in the asymptotic behav-
ior of the spinfoam amplitude (23) in the limit γ → 0
with physical areas kept constant. Here we need to clar-
ify what we mean by ‘constant’. Obviously, the area
5variables af are not free parameters because we are sum-
ming over them, so we cannot really keep them constant.
What we keep constant is the average value of each af ,
which is supposed to be of the order of the boundary ar-
eas. In fact the boundary state, which is a free input of
the amplitude, can be used to fix a scale a on the bound-
ary of the triangulation (see the dedicated section). This
scale is the typical area of the triangles on the bound-
ary. Then we make the hypothesis that the internal ar-
eas af are all peaked on values of the order of a, af ∼ a,
namely that the internal areas of the order of a are the
ones contributing the most to the spinfoam amplitude in
the regime studied. This is the main working hypothesis
of the paper.
A second working hypothesis is that we can take the
variations of S′ with respect to the quantized areas af .
In other words we need to approximate the sum over af
with an integral. This can be done only if the fluctuations
of the action around the stationary points are essentially
within a region that contains a sufficiently large number
of area eigenvalues. Let us suppose we can make this
approximation.
Having this in mind, we proceed with the stationary
phase evaluation of the spinfoam amplitude (23) in the
flipped regime. The action term S′ is complex and we
need a generalization of the stationary phase method.11
In particular the real part of S′ is nonpositive so we re-
quire that a stationary point maximizes the real part of
S′, otherwise the amplitude would be exponentially sup-
pressed for small γ.
We call critical points the stationary points satisfying
also the real part condition
ReS′ = 0. (24)
Let us write this condition in terms of the spinfoam con-
figurations (af , ~nef , gev). Both P
+
f and P
−
f have non-
positive real part, and the condition (24) holds when
ReP+f = ReP
−
f = 0 for all faces. Using that the scalar
product of Bloch coherent states satisfies |〈~n1|~n2〉| =
1+~n1·~n2
2 we get easily that (24) is equivalent to
g±ve~nef = g
±
ve′~ne′f , (25)
where e = s(vf) and e′ = t(vf) are the two adjacent
edges of the face f , meeting at the vertex v. Here g±ve
acts in the vector representation on R3. Interpreting
gve = (g
+
ve, g
−
ve) as a transport, namely as a Spin(4) con-
nection, the previous equation is a matching condition
under transport. Namely, the bivector (~nef , ~nef ) in the
frame at e and the bivector (~ne′f , ~ne′f ) in the frame at e
′
11 In [22] a similar method is used, except that the area variables
are not taken into account in the stationary phase, because there
the analysis is done for a single 4-simplex at fixed areas.
must match when transported to the common frame at
v. We will say more about this in the following section.
Lifting (25) to the corresponding Bloch states, we have
the equation
g±e′vg
±
ve|~nef 〉 = eiθ
±
vf |~ne′f 〉, (26)
equivalent to (25).
Now let us impose the stationary phase conditions.
Varying S′ with respect to gev and evaluating on a solu-
tion of (26) we get
δgevS
′|crit. = 0⇒
∑
f∈e
vefaf~nef = 0, (27)
which expresses the closure relation for the tetrahedron
dual to the edge e. In fact, at each edge e, the clo-
sure of the four vectors vefaf~nef allows us to interpret
them as the normals, all outward or all inward, to the
four triangular faces of a geometric tetrahedron in R3,
where the areas of the triangles are given by the norm
‖vefaf~nef‖ = af .
Finally, varying with respect to the unit vectors ~nef
does not give further information, because it leads to an
empty equation. The variation of the areas af will be
considered later, after the following section.
GEOMETRICAL INTERPRETATION
Before completing the flipped limit expansion, let us
open a discussion on the geometrical interpretation of
the equations of motion found so far. A critical point
can be interpreted as the geometry of a four-dimensional
Regge triangulation12 using the following construction.
Given a critical configuration (af , ~nef , g
±
ev), let us in-
terpret the three-dimensional vectors
~A±vf = afg
±
ve~nef (28)
as the selfdual (+) and anti-selfdual (−) components of
a four-dimensional bivector Avf = ( ~A
+
vf ,
~A−vf ). As ex-
plained previously, in order to define this decomposition
we have used a fiducial oriented basis, the standard one
of R4. Let us also define the dual bivector Bvf = A
∗
vf
using the fiducial Hodge operator.
We want to interpret Avf as the simplicial analogue
of the tetradic quantity e ∧ e in the Holst action (1).
In order to see why this interpretation is correct let us
concentrate for a moment on a single vertex v and recall
some results from [22].
12 A Regge triangulation is a simplicial complex with a continuous
piecewise flat metric such that the 4-cells are isometric to geo-
metric 4-simplices in R4. Curvature is distributional and con-
centrated on the triangles, the ‘hinges’ of the tringulation.
6First, notice that thanks to the matching condition
(25) we have dropped the edge label e from the defini-
tion of the bivector. Thus for each vertex we have ten
bivectors Avf and not twenty.
Second, the bivectors Avf are simple and cross-simple,
by construction. They are clearly simple13 because
‖A+vf‖ = ‖A−vf‖ holds. Thus Avf determines a two-
dimensional plane. Cross-simplicity14 holds at each edge
because the four bivectors Avf with f 3 e share the same
orthogonal direction, the direction gveN , where we re-
member that N = (1, 0, 0, 0) is the reference time direc-
tion of the fiducial basis. This orthogonality property
can be seen by going back to the time gauge: the four
bivectors gevAvf with f 3 e are orthogonal to the refer-
ence direction because for each one of them the selfdual
and anti-selfdual components are the same.
Third, from the closure critical equation (27) the area
bivectors close at each edge:
∑
f3e vefAvf = 0.
The Barrett-Crane reconstruction theorem [22] states
that given a set of ten bivectors which are simple, cross-
simple, nondegenerate,15 and satisfy the closure condi-
tion, there is a unique oriented geometric 4-simplex in
R4, up to translation and spacetime inversion, such that
its area bivectors coincide with the given ones.
A geometric 4-simplex has five external unit normals
Ne, the four-dimensional normals to the five tetrahedra
of its boundary, pointing towards the exterior. The area
bivectors of a geometric 4-simplex are then defined in
terms of its unit normals Ne as
Avf = af ∗v
Ns(vf) ∧Nt(vf)
‖Ns(vf) ∧Nt(vf)‖ , (29)
where af is the area of the triangle, v = ±1 parametrizes
the orientation of the reconstructed 4-simplex (plus for
the fiducial orientation, minus for the opposite one) and
∗v := v∗ is the Hodge operator with orientation v.
Thus to a nondegenerate critical configuration we can
associate at each vertex a (almost) unique geometric 4-
simplex. From this theorem it follows that our on-shell
bivectors Avf are in fact the area bivectors of a geometric
4-simplex and thus can be written as (29) or equivalently
as
Avf =
1
2
Evb ∧ Evb′ , (30)
13 A bivector B ∈ Λ2R4 is called a simple bivector if it is the wedge
product B = X ∧ Y of two 4-vectors X and Y . Equivalently, if
BIJ (B∗)IJ = 0. Therefore a simple bivector has an associated
2-plane, the plane determined by X and Y .
14 Consider a collection of bivectors B(i) (i = 1, 2, . . .). These are
said cross-simple if any combination of two of them is simple,
that is if B(i) +B(j) is simple for all i 6= j.
15 In this paper we do not study the degenerate sector, namely
we disregard the critical points that determine degenerate 4-
simplices.
where Evb and Evb′ are two side vectors (b labels the side)
of the triangle f∗.16 Notice that the area bivector Avf is
normalized to the area of the triangle,17 lies in the plane
of the triangle and its orientation is the one determined
by the 4-simplex orientation v.
18
The next step is the reconstruction of the full Regge
triangulation from the individual 4-simplices, along with
the full cotetrad and on-shell connection. This is the
simple though original part of the reconstruction (but
notice that a similar analysis was already done in [21]).
Two neighboring 4-simplices of a Regge triangulation
share a tetrahedron. Let us describe the Regge triangu-
lation with local Cartesian charts, each covering a single
4-simplex. When viewed in different charts, the com-
mon tetrahedron is described in general by two different
tetrahedra in R4, but their shape is the same. Namely,
they are connected by a Poincare´ transformation which
defines the transition function between the two charts.
In principle, in spinfoams this property may not hold
and the two reconstructed tetrahedra could have a dif-
ferent shape. However this is not the case for the models
considered in this paper, because the three-dimensional
geometry of a shared tetrahedron e∗ is described by
a common set of four closing normals vefaf~nef =
−v′efaf~nef . Thus for each edge e (bounded by v and
v′) there is a O(4) rotation Uv′v that brings the tetra-
hedron e∗ of the geometric 4-simplex v∗ to the tetrahe-
dron e∗ of the geometric 4-simplex v′∗ (up to transla-
tion), and their four-dimensional outward normals in the
anti-parallel configuration. Therefore the individual re-
constructed 4-simplices are in fact the 4-cells of a Regge
triangulation, viewed in local Cartesian charts.
This means that the side vectors Evb in (30) are a
consistent simplicial cotetrad for all the triangulation
and Uv′v is the Levi-Civita transport, namely the unique
torsion-free connection.
In order to find the precise relation between the Levi-
Civita connection and the Spin(4) connection variables
gev we first notice that the reconstructed 4-simplices can
have different orientations [32]. This is because from any
solution (af , ~nef , gev) of the critical equations we can gen-
erate another solution by a local parity transformation at
an arbitrary vertex v (see [22]). The local parity at a ver-
tex v corresponds to switching simultaneously the selfd-
ual and anti-selfdual parts of the five group variables gev.
16 In formula (30) we can choose any two sides b and b′ out of the
three sides of the triangle f∗, but the orientation of the two side
vectors must be chosen so as to be consistent with formula (29).
17 In this paper, the norm of a bivector B is defined by ‖B‖2 =
1
2
BIJBIJ .
18 The orientation of the area bivector Avf (the orientation of its
plane) is defined as the one pull-backed from the orientation
of the source tetrahedron s(vf)∗ (the orientation of its three-
dimensional plane). In turn the orientation of the tetrahedron
is the one pull-backed from the orientation of the 4-simplex (the
orientation v of R4 determined by the Barrett-Crane theorem).
7The oriented geometric 4-simplex reconstructed from this
parity-related solution is related to the original one by
spatial inversion P : ~x→ −~x and a flip of the orientation
v → −v.
We can apply this elementary local transformation to
an arbitrary subset of vertices. Thus (af , ~nef , gev) labels
a (finite) class of 2V parity-related solutions, where V is
the number of vertices.
Now we have that two neighboring reconstructed 4-
simplices can be connected via a SO(4) rotation only if
their orientations match. When this holds for all the
edges, namely when all geometric 4-simplices have the
same orientation, the reconstructed cotetrad Evb is glob-
ally oriented and the evaluation of the spinfoam action on
this solution yields the proper Regge action as we shall
see in a moment, up to a global sign. For all the other
solutions in the parity-related class, the simplicial cote-
trad flips its orientation somewhere in the triangulation
and we have a generalized Regge action.19
Thus the O(4) Levi-Civita connection in terms of the
spinfoam group variables can be easily shown to be
Uv′v = eU(gv′egev) (31)
for matching orientations, and
Uv′v = eU(gv′e)PU(gev) (32)
for non-matching orientations, where the map U on the
right hand side is the covering map, P is the spatial in-
version, and the sign e represents a spacetime inversion
ambiguity PT : xµ → −xµ.
It is not difficult to understand the previous relations
(31) and (32). In fact, since the spinfoam group vari-
ables gev belong to Spin(4), the covering of SO(4), the
holonomy gv′egev must be orientation-preserving. How-
ever, the Levi-Civita holonomy Uv′v is in general in O(4),
and this is why we need a parity insertion in the case (32)
of non-matching orientations.
Concerning the inversion sign, the following equation
holds:
e = −vev′e, (33)
where ve = ±1 parametrizes the time orientation (plus
for future and minus for past) of the outward normal to
the tetrahedron e∗ of the reconstructed 4-simplex. This
simple expression of the sign e as well as the formulas
(31) and (32) are derived in [33].
19 The fact that the 4-simplex orientation can flip across the trian-
gulation is to be expected since the model is based on the action
(1) without restrictions on the orientation of the cotetrad. Thus
orientation flip is not strange and is not related to the quantum
theory itself.
Observe that even in this Euclidean context we can
conveniently though improperly talk about time orienta-
tion of the 4-simplex normals Ne, in the following sense:
since we must have gveNe = ±(1, 0, 0, 0), where gve is
the critical group element, we say that Ne is future or
past oriented depending on this sign. Moreover, observe
that in the Lorentzian case a wedge vf is called thick
wedge if the two outward normals Ns(vf) and Nt(vf) are
both future oriented or both past oriented, thin wedge
if they are oppositely oriented, and we shall borrow this
language in the Euclidean theory.
Now notice that a single sign ve is sent to its opposite
under the inversion ambiguity of the reconstruction theo-
rem. However, to each wedge vf of the face we associate
the combination
vf := −v,s(vf)v,t(vf), (34)
which is invariant under inversion of the 4-simplex v∗. It
is positive for a ‘thin’ wedge and negative for a ‘thick’
wedge.
Spacetime curvature is captured by the holonomy of
the Levi-Civita connection along the loop that bounds a
face, which is the loop that encircles the ‘hinge’ f∗. So
multiplying all the edge signs of a face we define the face
sign as
f :=
∏
e∈f
e =
∏
v∈f
vf , (35)
which is unambiguous and well-defined in terms of the
critical configuration only, because of the invariance of
(34). Notice that f = 1 if the face has an even number of
thick wedges, −1 for an odd number. In [34] a geometry is
called time-oriented or time-unoriented at the face f de-
pending on the value of f . In the Lorentzian signature,
this is equivalent to saying that the Levi-Civita holon-
omy along the loop around the face is an orthochronous
Lorentz transformation for f = 1 (not necessarily a
proper one because of the parity insertion!) and a non-
orthochronous transformation for f = −1.
Let us compute the loop holonomy of the spinfoam
group variables on a critical configuration. Using (26)
recursively for the cycle of edges around a face we get
that the spinfoam loop holonomy gvf has the form
U(gvf ) = e
Θ˜fBvf+Θ
∗
fB
∗
vf , (36)
where the loop begins at a vertex v and is oriented like
the face, Bvf = A
∗
vf , and we have defined the angles
Θ˜f :=
∑
v∈f
θ+vf − θ−vf , (37)
Θ∗f :=
∑
v∈f
θ+vf + θ
−
vf . (38)
Thus U(gvf ) decomposes into a rotation by Θ˜ on the
plane orthogonal to the triangle f∗ of the geometric 4-
simplex v∗ and a rotation by Θ∗ on the plane of the
8triangle, and preserves both Bvf and B
∗
vf . Now we recall
from [22] (Lemma 5) that the phases in (26) are related
to the dihedral angles in the following way:
θ+vf − θ−vf = vΘvf , (39)
where we remember that v parametrizes the orientation
of the reconstructed 4-simplex v∗, and Θvf is the four-
dimensional dihedral angle of v∗ between the two tetra-
hedra sharing the triangle f∗.
Since the deficit angle Θf of Regge calculus is just (2pi
minus) the sum of the dihedral angles, we find that Θ˜f
is not in general the deficit angle. It is ±Θf when all
the 4-simplices of the face f are consistently oriented,
the minus being for the v = −1 orientation, whereas in
the case of mixed orientations the interpretation of Θ˜f
as deficit angle is less natural. It is a generalized deficit
angle, in the sense of Barrett and Foxon [35] (see also
[36]).
On the other hand the angle Θ∗f describes a rotation
on the same plane of the triangle f∗ and can be inter-
preted as spacetime torsion. Therefore it must vanish on
the solutions of the equations of motion (up to a possible
pi rotation as we shall see) if the theory is to yield general
relativity. This can be seen in different ways. For exam-
ple we can compute U(gvf ) on the parity-related solution
where all 4-simplices of the face have the same orienta-
tion and notice that Θ∗f is unchanged if we exchange its
+ and − parts (38), that is Θ∗f is parity invariant. Then,
given that the Levi-Civita holonomy is torsion-free we
conclude that the Spin(4) loop holonomy is torsion-free
as well, regardless of the orientations of the reconstructed
4-simplices.
More precisely, consider a solution which is globally
oriented over the face. Using (31) for the loop we have
Uvf = fU(gvf ), (40)
where the face sign f is defined in (35). Now since by
definition the Levi-Civita loop holonomy preserves the
triangle e∗ of the geometric 4-simplex v∗, it follows that
U(gvf ) does not preserve the triangle whenever f = −1;
in such cases the only way it can act on the plane of the
triangle is by a pi rotation, because in this way the pi
rotation combined with the inversion f gives back the
triangle-preserving Levi-Civita connection.
By the parity-invariance of Θ∗f this argument must be
valid for general 4-simplex orientations, so we have found
that the torsion angle is
Θ∗f =
{
0 f = 1
pi f = −1
(41)
on a critical configuration.20
20 The fact that Θ∗f is non-zero (pi) in some cases does not mean
Finally, defining ηf = 0, 1 as f = e
ipiηf , the on-shell
spinfoam loop holonomy can be written as
U(gvf ) = e
Θ˜fBvf+ηfpiB
∗
vf , (42)
where Θ˜f is the generalized deficit angle.
CONSEQUENCES OF THE FLIPPED LIMIT
Now we come back to the the small Barbero-Immirzi
parameter expansion. So far we have derived all the
critical equations except one. Indeed, we are left with
the variations with respect to the areas af . Notice that
this is the problematic point raised in the more com-
mon large area expansions found in the literature (see
e.g. [33, 37, 38] but also [39]). If the areas go large re-
gardless of the value of γ the requirement of stationary
phase with respect to af would be satisfied only for van-
ishing generalized deficit angles21 Θ˜f = 0, which is in
contradiction with the correct classical limit: curved ge-
ometries are allowed in general relativity even if in the
considered region there is no matter.
Instead here we are studying the flipped limit of
small Barbero-Immirzi parameter where the areas are not
scaled. In our case the relevant part of the action is S′.
Varying S′ with respect to af we get
∂S′
∂af
∣∣∣∣
crit.
=
i
γ
Θ∗f = 0, (43)
where we have used (26) and (38). Using (41), this
stationary phase condition is automatically satisfied for
all faces if f = 1 everywhere, namely if the recon-
structed triangulation is globally time-oriented. The
time-unoriented configurations are then suppressed in the
flipped limit. (We stress that the suppression of the time-
unoriented solutions was argued for the first time by M.
Han in a recent analysis [40] and was not noticed in the
previous versions of this paper)
As a remark, the reader should not confuse the time-
orientedness f of the faces with the spacetime orienta-
tion v of the 4-simplices. The previous equations do
not imply the suppression of the non-matching 4-simplex
orientations.
Now we evaluate the full action at a (time-oriented)
critical configuration. Putting all together, using again
(26) and (37), we have that the full action S at a critical
that there is some spacetime torsion, because in such cases the
Levi-Civita loop holonomy Uvf still preserves the triangle f
∗, but
the spinfoam loop holonomy does not! Therefore the complete
torsion is always zero on a critical configuration.
21 See [35] for a geometrical interpretation of vanishing Θ˜f in the
case of mixed orientations.
9point of S′ yields
S|crit. = iSR = i
∑
f
af Θ˜f , (44)
namely the Regge action SR of general relativity [41, 42].
More precisely, it is a generalized Regge action because
the angle Θ˜ is a generalization of the standard deficit an-
gle Θ of Regge calculus. This generalization takes into
account the orientation of the 4-simplices. The gener-
alized deficit angle Θ˜f encodes the spacetime curvature
distributed on the triangle f∗. Its relation with the spin-
foam loop holonomy around the face is given by formula
(42).
We observe that the appearance of the generalized
deficit angle is very natural here because the classical
action on which the EPRL-FK spinfoam model is based
is the tetradic action (1), not the metric Einstein-Hilbert
action, and tetrads can have both orientations (with re-
spect to a fiducial one) unless a restriction is imposed by
hand in the path integral.
The exponential of i times the generalized Regge ac-
tion SR is the contribution of a single critical point to
the asymptotics of the spinfoam amplitude in the flipped
limit. Now the stationary phase method requires to sum
over all critical points. In general this sum is an integral
over the critical surface, defined in the following way.
Suppose we are given a multidimensional integral of the
form
I =
∫
dx a(x)eλf(x), (45)
and we want to compute its asymptotic expansion for
large positive λ. Suppose the action f has nonpositive
real part and a surface C of critical points y ∈ C, with
Re f(y) = 0 and ∂f/∂xi|y = 0. Then we have the follow-
ing expansion:
I ∼ eλf(y0)
∫
C
dµ(y)
a(y)√
detH⊥(y)
(1 +O(1/λ)), (46)
where H⊥ is the Hessian matrix of f restricted to the
directions orthogonal to the critical surface with respect
to some metric, and µ is the measure induced on the
critical surface by the same metric. In the factor on the
left of the previous integral the action is evaluated on a
reference critical point y0 (but of course it is independent
of the choice).
Using the general formula (46) of the stationary phase
method, with λ = 1/γ, f = S′, and a = exp(S0) we get
W =
∫
C
dµ(af , ~nef , gev) e
iSR(1 +O(γ)), (47)
where O(γ) denotes the corrections containing the next-
to-leading orders of the asymptotic approximation22 and
22 The corrections in γ should contain also the error we made by
all the spinfoam path integral measure factors have been
reabsorbed into µ. Observe that the integration region
C contains the contributions from all the possible joint
orientations  = (v1 , v2 , . . .) of the 4-simplices.
This is our first result. The spinfoam amplitude in the
flipped limit regime yields a path integral weighted with
the exponential of the generalized Regge action, up to
γ-corrections.
This result resonates with similar findings in the con-
text of the computation of the spinfoam graviton propa-
gator. In particular, as first shown in [18], for small ~ (or
better large areas) the spinfoam 2-point function G(x, y)
of the Euclidean EPRL-FK model has the form
G(x, y) =
R+ γX + γ2Y
|x− y|2 + ~-corr., (48)
where R is the matrix of area-angle correlations of Regge
calculus, and the other two terms X and Y are the lead-
ing order γ-corrections. Therefore in the flipped limit
γ → 0 the spinfoam graviton propagator matches the
one of Regge quantum gravity and, most interestingly,
the one of standard perturbative quantum field theory of
gravitons. In the light of the present analysis, the result
(48) is more understandable.
It is important to observe that on the critical configu-
rations one can use length variables in place of the area
variables. As we have seen before a critical configura-
tion23 (af , ~nef , gev) is naturally interpreted as a Regge
triangulation, hence there must exist an assignment of
lengths lb for the sides b of the triangles such that the ar-
eas af coincide with the areas computed from the lengths
lb,
af = af (lb), (49)
for example via Heron’s formula. In other words the crit-
ical equations select only the Regge-like area configura-
tions.24
Exploiting this, we can parametrize the critical sur-
face C with the side lengths lb and the joint orientations
 = (v1 , v2 , . . .) of the 4-simplices. Restoring also the ~
dependence, we rewrite (47) as
W =
∑

∫
dµ˜(lb) e
i
~S

R(lb)(1 +O(γ~)), (50)
approximating the sum over spins with an integral. However,
this error is expected to decay at least exponentially for γ → 0.
23 Actually, a class of parity-related critical configurations.
24 It is well-known that a generic assignment of areas af to the faces
of the 2-complex σ may not be consistent with the geometry of
a Regge triangulation [43–45]. In fact a Regge triangulation is
completely described by its lengths, and in general there may
not exist an assignment of lengths lb such that af = af (lb).
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where we have written the generalized Regge action as
an explicit function of the lengths,
SR(lb) =
∑
f
af (lb)Θ˜

f (lb), (51)
similarly to the original formulation of Regge [41]. We
have also made the dependence on the joint orientations
 explicit.
We have found that in the regime of small Barbero-
Immirzi parameter the spinfoam theory on a finite trian-
gulation approaches a theory which resembles the stan-
dard quantization of Regge gravity, with a specific path
integral measure. In this regime the effective degrees of
freedom are the lengths (see [46] for an introduction to
quantum Regge gravity).
This result is not completely unexpected. Using gen-
eral considerations on the Holst action (1) one could al-
ready argue that since for small γ the Holst term becomes
large then the path integral should be dominated by the
solutions of the equations of motion arising by varying
this term (akin to our term S′ in the spinfoam action).
It is well known in classical general relativity that the
Cartan equation (2) can be obtained in this way, varying
the sole Holst term with respect to ω. Thus γ controls in
particular the strength of the torsionless constraint at the
quantum level and in the limit γ → 0 the wildly fluctu-
ating connection ω freezes and becomes the torsion-free
one, ω = ω(e). In other words, the first-order quantum
theory with independent tetrad and connection reduces
effectively to the second-order theory with only tetrads.
We have found a concrete realization of this phenomenon
in spinfoams.
As a next step, we will study the classical regime of
large areas, which basically reduces to computing the
well-known equations of motion of Regge calculus, and
the subtleties of taking the flipped limit and the classical
limit simultaneously.
THE CLASSICAL ~→ 0 LIMIT
As a further step, let us study the semiclassical ap-
proximation. The formal classical limit ~ → 0 can be
understood more physically as the limit of large geome-
tries, namely as the regime
af  l2P , (52)
where all areas af have the same large order of magni-
tude af ∼ a, large with respect to the Planck length lP
squared. We are working with a truncation of the full the-
ory to few 4-simplices and therefore a macroscopic region
of spacetime can only be described by large individual ar-
eas. This regime can be studied using a stationary phase
method for the Regge action (51), where the areas play
the role of the large parameter controlling the rapidity of
oscillation.
Now since we are also taking the flipped limit we need
to be careful because the two expansions are not inde-
pendent. In the previous section we sent γ to zero while
keeping the areas fixed, whereas here we are interested
in large areas. How can we reconcile the two regimes?
The answer is simple: we need to choose some large but
fixed scale for the areas, say 106 in Planck units, so that
the semiclassical approximation of quantum Regge grav-
ity will be good for the desired accuracy, and γ arbitrarily
small so that the approximation in which spinfoams re-
duce to quantum Regge gravity is justified.25
An equivalent way of understanding this particular
regime is by looking at the form of the action (22), which
is made of two terms, S0 and S′/γ. As we already
said, loosely speaking they correspond to the Einstein-
Hilbert term and the Holst term of the classical action
(1). Clearly, the flipped expansion is justified, even for
large areas, only if the second term oscillates much more
rapidly than the first. Therefore, since the large quanti-
ties used in the stationary phase expansion are the areas
af for the Einstein-Hilbert term and the ratio af/γ for
the Holst term, we need to have
l2P  af  af/γ, (53)
which expresses in a compact form the regime of valid-
ity of the approximations studied in this paper. This
regime can be selected in principle by appropriate bound-
ary conditions and a fine tuning of the Barbero-Immirzi
parameter, as explained later.
Notice also that the expansion of the spinfoam ampli-
tude in this regime is to be interpreted more physically
as an expansion in powers of l2P /a, for the classical limit,
and in powers of γl2P /a, for the flipped limit, with γ  1.
So let us perform the semiclassical expansion of the
effective path integral (50). By the stationary phase
method, applied to each term of the finite sum over the
joint orientations , we select the solutions of the classical
equations of motion obtained by varying the generalized
Regge action (51) with respect to the lengths.
We observe that the Schla¨fli identity [41]∑
f3v
af
∂Θvf
∂lb
= 0, (54)
where the quantities Θvf are dihedral angles, arises even
for non-matching 4-simplex orientations. In fact the con-
tribution of the variation of the generalized deficit angles
25 On the other hand, if we first fixed a small γ and then let the ar-
eas be arbitrarily large we would be in the usual large spin regime,
which suppresses the spinfoam amplitude unless the deficit angles
are zero [37]; namely, the spinfoam amplitude would be peaked
only on the flat spacetime solutions, no matter how small is γ,
because the large spin asymptotics would dominate.
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to the variation of the generalized Regge action is
∑
f
af
∂Θ˜f
∂lb
=
∑
v
v
∑
f3v
af
∂Θvf
∂lb
,
which vanishes thanks to the Schla¨fli identity (54). Thus
the generalized Regge equations take the simple form∑
f
∂af
∂lb
Θ˜f = 0 (55)
and determine a relation between the generalized deficit
angles of different faces. These are the simplicial version
of the Einstein equations (3).
Therefore, provided that the few working hypotheses
of this paper are correct, the spinfoam amplitude in the
regime (53) is dominated by configurations that solve the
Einstein equations.
LORENTZIAN SIGNATURE
The Lorentzian EPRL spinfoam model [8] has the same
form of the Euclidean one, mutatis mutandis, so the anal-
ysis is virtually identical to the Euclidean case. The for-
malism and the strategy is partly based on [23]. We
provide the basic formulas needed for the Lorentzian sig-
nature and the main arguments for the reconstruction of
geometry.
As before, the spinfoam amplitude is
W =
∑
{jf}
∫
dgev
∫
d~nef
∏
f
djfPf , (56)
with face amplitude Pf given by the trace of operators
Pf = tr
←−∏
e∈fPef , (57)
where the edge-face operators are
Pef = gt(ef),eY |jf , ~nef 〉〈jf , ~nef |Y †ge,s(ef). (58)
The gauge group is now the Lorentz group, and the
group variables gev belong to SL(2,C), the double cover
of the proper orthochronous subgroup SO+(1, 3). We
still have SU(2) spins jf , with djf = 2jf + 1, and Bloch
SU(2) coherent states labeled by unit 3-vectors ~nef .
The group integrals are performed with the Haar mea-
sure of SL(2,C) but the redundant integrations (infinite
volumes of SL(2,C)) have to be dropped in order to make
the amplitude potentially finite [47]. This amounts to
dropping one SL(2,C) integral per each vertex.
The map Y is constructed using the principal series
of unitary representations H(j,ρ) of SL(2,C), which are
infinite dimensional and labeled by a half-integer j and
a positive real number ρ. The spinfoam model imposes
the constraint
ρ = γk (59)
on the label ρ. This is the analogue of (8). Notice
that the constraint (59) does not imply a quantization
of the Barbero-Immirzi parameter as in the Euclidean
case. This time it can be any nonzero real number; this
is a comforting feature also from the Hamiltonian loop
quantum gravity standpoint, since in the canonical the-
ory γ is not quantized. Moreover, we have the useful
orthogonal decomposition
H(j,ρ) =
⊕
k≥j
H(j,ρ)k , (60)
where the subspace H(j,ρ)k carries an irreducible repre-
sentation of spin k of the SU(2) subgroup of SL(2,C)
that leaves a reference timelike 4-vector invariant. Thus,
similarly to the Euclidean signature, we need a fidu-
cial basis in order to define concretely the SU(2) sub-
representations. In particular we need a time direction
in R1,3. The map Y in (58) is then defined in terms
of the decomposition (60) as the isometric embedding
of the SU(2) irreducible representation j into the lowest
weight subspace of the SL(2,C) irreducible representa-
tion H(j,γj), namely the SU(2)-irreducible subspace with
k = j. This completes the definition of the Lorentzian
model.
In order to cast the model in a suitable exponential
form, it is useful to realize the Hilbert space H(j,ρ) in
the common way as the space of homogeneous complex-
valued functions on C2,
f(λz) = λ−1+iρ+j λ¯−1+iρ−jf(z), (61)
with group transpose action
gf(λz) := f(gtz), (62)
and SL(2,C)-invariant scalar product
(f, g) =
∫
CP1
dz f(z)g(z). (63)
The integration over the complex projective line CP1
is well-defined thanks to the correct homogeneity of the
measure
dz =
i
2
(z0dz1 − z1dz0) ∧ (z¯0dz¯1 − z¯1dz¯0). (64)
Thus z = (z1, z2) ∈ C2 can be interpreted as homoge-
neous coordinates [z1 : z2] of CP
1.
Now we use the properties of the Bloch coherent states
and of the map Y in this realization, for which we re-
fer the reader to the technology developed in the single-
vertex analysis [23]. Very briefly, a Bloch state |j, ~n〉 ∈
Hj is realized as the function
f jξ (z) ∝ 〈z¯, ξ~n〉2j , (65)
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where ξ~n is just the Bloch state in the fundamental 1/2
representation, viewed as a C2 vector, and the propor-
tionality factor is determined by normalization. Under
Y , the Bloch state is mapped to the state in H(j,γj) given
by
Y f jξ (z) ∝ 〈z, z〉−1−j−iγj〈z¯, ξ~n〉2j . (66)
In the following we will write ξ instead of ξ~n for simplicity.
Thus using (66) into (57), together with the group ac-
tion (62) and, for convenience, a change of variable z → z¯
in the integral, the piece of the face amplitude associated
to a single vertex can be written as
Pvf =
∫
dz ω(z)
(
P 0vf
)iγjf (P ′vf)jf , (67)
where ω(z) is slowly varying in the spin jf and indepen-
dent of γ, and
P 0vf =
‖g†vez‖2
‖g†ve′z‖2
, (68)
P ′vf =
〈ξe′f , g†ve′z〉2〈g†vez, ξef 〉2
‖g†ve′z‖2 ‖g†vez‖2
. (69)
Here e = s(vf) and e′ = t(vf) are the two adjacent edges
of f sharing the vertex v. This allows us to define the
action
S = S0 +
1
γ
S′, (70)
with
S0 = i
∑
f
∑
v∈f
af logP
0
vf , (71)
S′ =
∑
f
∑
v∈f
af logP
′
vf . (72)
Thus we rewrite the Lorentzian spinfoam amplitude (56)
in exponential form in terms of the action (70) as
W =
∑
{af}
∫
dgev
∫
d~nef
∫
dzvf Ω e
S , (73)
with measure density given by
Ω =
∏
f
djf
∏
v∈f
ωvf . (74)
Observe that we have one integration dzvf on CP
1 per
each wedge vf of the 2-complex. The action (70) and
the variables used are a simple generalization to an ar-
bitrary 2-complex of the single-vertex action studied in
[23]. Notice also that S0 is purely imaginary whereas S′
is complex.
As we did for the Euclidean case, in order to find the
dominant configurations for γ → 0 we need to study the
critical points of the complex action S′, because S′ is the
piece of the action multiplied by the large parameter 1/γ.
The critical points are the stationary points satisfying
a real part condition. Notice that in order to take the
variations with respect to the areas we suppose that the
sum over the spins can be approximated with an integral,
with an error small in γ.
Imposing ReS′ = 0 and the vanishing of the variation
of S′ with respect to zvf one finds the matching condi-
tions
gveξef = e
iφvf
‖g†vezvf‖2
‖g†ve′zvf‖2
gve′ξe′f , (75)
(g†ve)
−1ξef = eiφvf
‖g†ve′zvf‖2
‖g†vezvf‖2
(g†ve′)
−1ξe′f , (76)
similar to the Euclidean (25), where e = s(vf) and e′ =
t(vf) are the two adjacent edges in the boundary of the
face f and v bounds both edges.
The requirement of stationarity with respect to ~nef
gives an empty equation. Varying with respect to gev and
using the previous critical equations we get the closure
condition
δgevS
′|crit. = 0⇒
∑
f∈e
vefaf~nef = 0 (77)
for each tetrahedron e∗. The variation of S′ with respect
to the areas af will be considered later. Let us first dis-
cuss the geometrical interpretation.
The solutions of the previous critical conditions (75),
(76), (77) can be interpreted as 4-dimensional Lorentzian
Regge triangulations, using the following construction.
Given a critical configuration (af , ~nef , gev) we define two
types of null (lightlike) 4-vectors
Nvef =
1
2
gve(1,−~nef ), (78)
N˜vef =
1
2
gve(1, ~nef ). (79)
Taking their wedge product, we define the spacelike sim-
ple area bivectors
Avf = 2af (Nevf ∧ N˜evf )∗ (80)
with norm ‖Avf‖ = af , where we have used the fiducial
Hodge operator. Notice that we have dropped the edge
label e of the area bivector because (75) and (76) imply
the matching condition Avef = Ave′f =: Avf . Thus for
each vertex v we have ten bivectors Avf constructed in
this manner.
From simplicity, cross-simplicity, closure and the hy-
pothesis of non-degeneracy we can use the Lorentzian
version of the Barrett-Crane 4-simplex reconstruction
theorem: there is a unique oriented geometric 4-simplex
in R1,3 with ten area bivectors equal to Avf . The norm
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of the area bivectors is the Lorentzian triangle area, com-
puted with the Minkowski metric ηµν . Notice that the re-
constructed 4-simplex has a spacelike boundary because
all Avf are spacelike, namely each tetrahedron in the
boundary of the 4-simplex lives in a spacelike 3-plane.
Two neighboring geometric 4-simplices v∗ and v′∗ are
described by two sets of ten bivectors Avf and Av′f .
The shape of the tetrahedron e∗, the dual to the edge
connecting the two 4-simplices, is the same in the two
4-simplices, because the three-dimensional geometry of
the tetrahedron is described by the common set of four
normals vefaf~nef = −v′efaf~nef . Therefore there ex-
ists a O(1, 3) Levi-Civita connection Uv′v connecting the
inertial frame at v with the one at v′.
Thus the on-shell bivectors Avf defined in (80) are the
area bivectors of a Lorentzian triangulation, with Levi-
Civita connection given by formula (31) or (32), depend-
ing on the relative 4-simplex orientation.
Similarly to the Euclidean theory, we are interested in
the geometrical interpretation of the quantities
Θ˜f :=
∑
v∈f
log
‖g†ve′zvf‖2
‖g†vezvf‖2
, (81)
Θ∗f :=
∑
v∈f
φvf , (82)
which are the angles appearing when we evaluate on a
critical configuration the action terms S0 and S′, respec-
tively. These are also the angles in the expression of the
spinfoam loop holonomy around the face:
U(gvf ) = e
Θ˜fBvf+Θ
∗
fB
∗
vf , (83)
where the rotation on the plane of Bvf := A
∗
vf is a boost
on the plane orthogonal to the triangle f∗ of the geomet-
ric 4-simplex v∗, and the rotation on the plane of B∗vf is a
spatial rotation on the plane of the triangle. In (83) the
bivectors are viewed as Lorentz algebra elements using
Λ2R1,3 ' so(1, 3).
The geometrical meaning of Θ˜f is explained in terms
of dihedral angles. The boundary of a 4-simplex is con-
stituted of five spacelike tetrahedra, and it can be shown
(see [23] for a proof) that on the critical configurations
the real ratio
‖g†ve′zvf‖2
‖g†vezvf‖2
= evΘvf (84)
provides the Lorentzian dihedral angle Θvf between the
two tetrahedra e∗ and e′∗ of the reconstructed geometric
4-simplex v∗, where e = s(vf) and e′ = t(vf). It is called
dihedral ‘angle’ but it is a dihedral boost parameter. It
is defined up to a sign by
cosh Θvf = |Ns(vf) ·Nt(vf)|, (85)
where Ne is the unit timelike outward normal to the
tetrahedron e∗. The sign of the Lorentzian dihedral an-
gle is defined as follows. If one normal is future pointing
and the other past pointing (i.e. vf is a thin wedge)
the dihedral angle is defined as positive, otherwise (thick
wedge) it is defined negative.26 By (84), Θ˜f is thus the
generalized deficit angle, which is orientation-dependent.
On the other hand Θ∗f is a torsion angle, because it is
the rotation on the plane of the triangle resulting from
the parallel transport around the face. Because of its
parity-invariance it is orientation-independent. Thus, as
we did in the Euclidean analysis, we can compute it on
a critical configuration with constant 4-simplex orienta-
tions without loosing generality. Given that in this case
the loop spinfoam holonomy is equal to the loop Levi-
Civita holonomy up to the spacetime inversion factor f ,
we must have
Θ∗f =
{
0 f = 1
pi f = −1
(86)
where the second case arises for an odd number of thick
wedges of f , or equivalently when the loop Levi-Civita
holonomy Uvf is not orthochronous (time-unoriented
face). The previous equation expresses the fact that the
on-shell connection is torsion-free, as expected on-shell.
We can finally consider the last stationary phase equa-
tion arising by the variation of S′ with respect to the
areas af . The result is identical to the Euclidean (43).
Namely, for f = 1 it gives an empty equation, whereas
for f = −1 the resulting condition cannot be satisfied.
Hence the geometries that are not time-oriented over all
the triangulation are not critical and thus suppressed in
the flipped limit. (We stress again that the suppression
of the time-unoriented configurations was first noticed in
[40])
Now we can give the final expression of the on-shell
action. On a critical configuration the term S′ of the full
action vanishes, thanks to the torsionless constraint (86)
and the time-orientedness. Therefore the on-shell total
action is given by
S|crit. = iSR = i
∑
f
af Θ˜f , (87)
which is the generalized Regge action for Lorentzian grav-
ity, where Θ˜f is the generalized Lorentzian deficit angle.
It is worth observing again that the critical equations
force the areas af to be Regge-like. The non-Regge-like
areas are suppressed in the flipped limit.
From this point the study of the flipped and classical
limits proceeds as in the Euclidean case, so we refer to
the previous section for more details.
26 Notice that the positiveness of the dihedral angle Θvf has noth-
ing to do with the orientation sign v in front of it in (84).
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BOUNDARY STATES
The predictions of the spinfoam theory are the transi-
tion amplitudes27 for the states of 3-geometry defined on
the boundary of the 2-complex [50]. So far the boundary
of the 2-complex was always understood. In this section
we take the boundary into account more explicitly and
comment on its role in the classical limit.
The boundary of a 2-complex σ is a 1-complex, that is
a graph Γ with nodes p connected by links l. The links
bound the external faces of the 2-complex and the nodes
bound the external edges. The boundary graph inherits
the orientation from the external faces. Though many
arguments in this paper are for general 2-complexes, we
work mainly with 2-complexes defined on a simplicial tri-
angulation; thus the nodes of the boundary graph are 4-
valent and dual to tetrahedra, and the links are dual to
triangles.
The transition amplitudes can be expressed in different
bases. For the models considered in this paper (Euclidean
EPRL-FK with 0 < γ < 1 and Lorentzian EPRL for
arbitrary γ) the boundary Hilbert space of 3-geometry is
the one of Hamiltonian loop quantum gravity,
HΓ = L2(SU(2)L/SU(2)N ), (88)
where L is the number of links of Γ, N the number of
nodes, and the quotient means that the space HΓ is ob-
tained from L2(SU(2)L) by projecting at each note on
the gauge-invariant subspace. So HΓ is the Hilbert space
of gauge-invariant square-integrable functions of L copies
of SU(2) (with respect to the Haar measure).
If Γ has two components Γ = Γin ∪ Γout we may in-
terpret the amplitude as a standard transition amplitude
from an initial state in HΓin to a final state in HΓout .
In the state space (88) there exists an overcomplete
basis of spin-networks labeled by spins jl (on the links)
and SU(2) elements npl (on the nodes, one per each link l
bounded by p), introduced in quantum gravity by Livine
and Speziale [25]. Remember that a SU(2) element n can
be thought as a unit vector ~n = nzˆ up to a U(1) phase
ambiguity, where zˆ = (0, 0, 1) is a reference direction in
R3. A choice of this arbitrary phase is understood in the
following.
In this spin-network basis, the transition amplitude is
a function of the previous labels, namely
W (jl, ~npl) = 〈W |jl, ~npl〉. (89)
27 Other terms for the transition amplitudes are boundary ampli-
tudes and extraction amplitudes [48]. The latter is motivated by
the fact that the spinfoam dynamics is supposed to ‘extract’ the
physical states, namely the quantum states that solve the Hamil-
tonian constraint, from the kinematical state space (see [49] for
a proof in three-dimensional gravity). In other words the ex-
traction amplitude ‘projects’ the boundary state into a physical
state.
Notice that these are the same labels we used in the previ-
ous sections for the dynamical variables in the bulk of the
triangulation. In a sense we can use the spin-network ba-
sis on the boundary (as input boundary data) and in the
bulk (as intermediate states being summed over), very
much like in the Feynman diagrams.
Taking explicitly into account the boundary data, the
spinfoam amplitude (10) now reads
W (jl, ~npl) =
∑
{jf}
∫
dgev
∫
d~nef
∏
l
Pl
∏
f
djfPf , (90)
where the face amplitude is split into a boundary part
relative to the external faces (or equivalently to the links
l on the boundary) and a bulk part relative to the internal
faces f . Accordingly, the two products in (90) are over
the external and internal faces, respectively.
Let us explain better the last expression. The external
face amplitude Pl has the same form of the internal Pf
(see (5)) except that for the external edges of the face we
have only ‘half’ edge-face operator. More precisely, we
have
Pef = 〈jf , ~nef |Y †ge,s(ef) (91)
or
Pef = gt(ef),eY |jf , ~nef 〉 (92)
depending on the orientation of the external edge induced
by the orientation of the external face. The sum in (90) is
over the internal spins. The integrals are over the inter-
nal unit vectors and the group variables (Spin(4) in the
Euclidean and SL(2,C) in the Lorentzian). The external
spins label the external faces, or equivalently the links l
of the boundary graph Γ; hence for them we can use the
notation jl. The external unit vectors label the external
edges, or equivalently the nodes p of Γ, and we can use
the notation ~npl. In this way the transition amplitude
W (jl, ~npl) is a function of the boundary labels.
All the previous analysis of the flipped and classical
limits is to be understood in the context of the transition
amplitudes (89) with boundary states. Before we did not
write explicitly the contribution of the boundary in order
not to overcomplicate the formulas unnecessarily. For ex-
ample, the exponential form of the Lorentzian amplitude
for a 2-complex with boundary reads
W (jl, ~npl) =
∑
{jf}
∫
dgev
∫
d~nef
∫
dzvf Ω e
∑
Sl+Sf . (93)
The intermediate states of quantum 4-geometry in-
terpolate the quantum 3-geometry represented by the
boundary data. The boundary state fixes the scale of the
geometry we want to study. When this scale is large with
respect to the Planck scale we select the classical regime
of the spinfoam transition amplitude. Our main work-
ing hypothesis, necessary for the setup of the stationary
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phase method, is that the intermediate states with ar-
eas of the same order of the boundary areas are the ones
contributing the most to the amplitude in the regime
studied.
Though checking the correctness of this hypothesis
could be difficult in general, one could be satisfied with
a check a posteriori of the validity of the approximation,
after the formal asymptotic expansion. We were not able
to provide this check in the paper. Nevertheless, we point
out that there is substantial evidence in the literature
that the hypothesis is correct (see in particular [51]).
In order to state the regime we have studied in the
previous sections in terms of the transition amplitudes
with boundary states let us write with an abuse of nota-
tion the amplitude as a function of the boundary areas
instead of the spins as W (al, ~npl). The regime we are in-
terested in is large boundary areas al, much larger than
the Planck area (classical limit) but much smaller than
al/γ (flipped limit of small γ).
As we have seen previously, in this regime the dom-
inant contribution of the spinfoam amplitude is from
configurations that solve the Einstein equations (3), or
better their simplicial version provided by the general-
ized Regge equations (55). These classical configurations
interpolate the boundary data and thus the role of the
boundary state is to select the bulk four-dimensional ge-
ometries which are compatible with the boundary three-
dimensional geometry specified (see [52, 53] on the initial
value problem). As we know from classical Regge grav-
ity, the nature and number of the solutions depends on
the structure of the triangulation and its boundary data.
The same is true in spinfoams.
Thus we have motivated the following behavior of the
spinfoam transition amplitude in the combined classical
regime and small Barbero-Immirzi parameter. If there is
at most one solution of the generalized Regge equations
the asymptotic amplitude has the form
W (al, ~npl) ∼
∑

A e
i
~S

R(al,~npl), (94)
where now SR is the Hamilton function, that is the gen-
eralized Regge action evaluated on the classical solution
determined by the boundary data (al, ~npl).
28 In the case
there are many solutions to the generalized Regge equa-
tions (for fixed joint orientations ), their respective con-
tributions must be added to (94).
Finally, we observe that the boundary data (al, ~npl)
may fail to be Regge-like at a three-dimensional level.
Namely there may not exist a three-dimensional Regge
triangulation with the prescribed areas and unit vectors,
the latter interpreted as the three-dimensional unit nor-
mals of the tetrahedra in the boundary. From the ge-
ometrical interpretation of the critical configurations it
28 The prefactors A are non-oscillatory and slowly varying.
is clear that in this case the transition amplitude would
be exponentially suppressed. On the other hand, a con-
sistent Regge-like set of boundary data can be mapped
into the equivalent set of lengths of the boundary tri-
angulation. This set of lengths is a Dirichlet boundary
condition for the generalized Regge equations of motion
to be used to determine the classical solution in the in-
terior and evaluate the Hamilton function in (94).
The last formula (94) is a concrete realization of the
equation (4) in the introduction.
CONCLUSIONS AND OUTLOOK
It this paper we have discussed a proposal for the clas-
sical limit of Euclidean EPRL-FK and Lorentzian EPRL
spinfoams truncated to an arbitrary, finite triangulation.
We find (equation (94)) that the transition amplitudes
yield the exponential of the Hamilton function of general
relativity, up to corrections in l2P /a and γ-corrections in
γl2P /a, in the regime
l2P  a a/γ, (95)
namely in the simultaneous classical limit of large areas
and flipped limit of small Barbero-Immirzi parameter,
taken in the appropriate order.
The result can be explained by observing that the
Barbero-Immirzi parameter controls the strength of the
geometricity constraints at the quantum level, in par-
ticular the torsionless constraint, and for γ → 0 the
first-order quantum theory reduces to an effective second-
order theory similar to quantum Regge gravity. In turn,
the classical solutions of Regge gravity found in the classi-
cal limit of large geometries satisfy the simplicial version
of the Einstein equations.
However, it is quite surprising that one does not get the
correct classical limit by just varying the full spinfoam ac-
tion S = S0 + S′/γ, which corresponds to looking at the
large area limit with γ fixed. Indeed in such regime one
would get only the flat spacetime solutions [33, 37, 38],
and this is not compatible with the Einstein equations.
This is suspect and seems to hint to a problem with the
EPRL and FK models because, on the contrary, the vari-
ation of the full Holst action (1) with respect to e and
ω does yield the Einstein equations. It means, basically,
that the fluctuations of the spinfoam variables are more
general than the fluctuations of e and ω.
On the other hand the fact that for small Barbero-
Immirzi parameter the Einstein equations seem to be
correctly reproduced opens the way to some other inter-
pretation of the result, though still very speculative. For
example we have suggested that the mechanism behind
the flipped regime could be related to the coarse-graining
of the triangulation. Maybe the effective spinfoam am-
plitude for a smaller triangulation (with less 4-simplices,
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not smaller in the overall physical size!) renormalizes the
Barbero-Immirzi parameter to smaller values. This in-
terpretation of the flipped limit is not yet clear to the
authors and deserves further study.
Our analysis sheds new light on the previous calcu-
lations of the graviton propagator and other correlation
functions [18, 54, 55] where similar results hold at a sin-
gle 4-simplex level. We believe that these results on the
n-point functions are now much more clear.
Interestingly, a limit resembling the one studied here
was considered by Bojowald [56] in the context of loop
quantum cosmology. Quoting the abstract: “standard
quantum cosmology is shown to be the simultaneous limit
γ → 0, j →∞ of loop quantum cosmology”. It would be
nice to study this analogy more in detail.
We conclude with some comments on what we believe
is still missing in the present analysis.
First, we stress again that the main result of the
present paper is conditional on few hypothesis. Our main
working hypothesis is that the configurations with inter-
nal areas of the same order of the boundary areas are
the main contribution to the path integral in the regime
studied. This hypothesis was necessary in order to justify
the use of the stationary phase method for the internal
action.
We do not know at this stage whether the terms with
mixed orientations  in the final formula (94) are non-
vanishing. To give an answer, one should study the so-
lutions of the generalized Regge equations. Though we
expect these solutions to contribute on the same foot-
ing as the solutions of the proper Regge equations, the
answer is still not completely clear and to the authors’
knowledge little is known on this topic in the literature,
at least in the simplicial setting. Therefore we leave this
interesting point for a future work.
Nevertheless, there is good evidence that the transition
amplitudes for semiclassical states29 are able to select dy-
namically the globally oriented configurations (see [51]
for a comprehensive discussion in the context of Regge
calculus and [57] for a single-vertex discussion in spin-
foams). In the Lorentzian setting, the definition of causal
amplitudes makes use of modified spinfoam amplitudes
which are orientation-dependent [58–60].
Another missing piece in our analysis is the study of the
degenerate sector of the amplitude in the flipped limit.
We have disregarded the critical configurations represent-
ing degenerate geometries and their possible contribution
to the final asymptotic formula. A careful study of these
terms is desirable.
29 A semiclassical boundary state is peaked on both the intrinsic
and extrinsic geometry of the boundary, similarly to a particle
semiclassical state, which is peaked on both position and mo-
mentum, with small relative dispersions.
Finally, we have disregarded the potential ‘infrared’
divergencies associated to the bubbles of the foam. The
bubbles are present for certain types of 2-complexes and
are similar to the loops of perturbative QFT (see [61–64]).
A physical regulator such as a nonvanishing cosmological
constant [65, 66] could be required to make the results
presented here more rigorous and general.
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