Introduction
When programming in functional languages with pattern matching there are often situations where nested patterns are used to look ahead into the argument data structure. What we want is information about the structure below the top level data constructor in order to take the appropriate action. ML has the alias pattern var as pattern as a special syntax for cases where we also need values from the inside of a pattern.
The kind of nested patterns as just mentioned often leads to inefficiencies that are not obvious to the programmer. Consider the function last taken literally from Wikstrom's SML library [11] . Now we can make the following observation. Only the very first invocation of last can ever enter the nil branch of the first case and raise the exception. For all recursive invocations of last it is known that the argUment is a non-empty list. An implementation of last that avoids repeating the test whether the argument list is empty can be given as follows. The specialized function last' could be declared locally to last, but it is more advantageous to have last' declared globally since it can be used whenever it is known that the argument to last is a non-empty list.
It is the purpose of this paper to give a simple and cheap approximate structure analysis (by abstract interpretation) that uncovers cases of repeated testing and generates specialized versions of the functions involved like last' above. Out intention is to use the analysis in a compiler. The techniques employed are connected to sharing analysis and partial evaluation. The analysis is applicable to a first order subset of ML.
It might be argued that such an analysis is applicable only to sloppy programming. However we feel that this is not the case. Consider the following fragment of an ML program to compute the next generation for Conway's game of life.
fun next_generation (x1::(xs as (x2::x3::_))) (y1::(ys as (y2::y3::_))) (z1::(zs as (z2::z3::_))) = fate y2 xi x2 x3 yi y3 zi z2 z3:: next_generation xs ys zs
Out of the nine constructor tests performed per recursive call, the outcome of six tests is known in advance since they have already been performed by the calling function. To expand the code by hand is tedious, error prone, and bad programming style since code for the same task is repeated in several places of the program. Our analysis identifies all of the repeated tests and produces specialized versions of next...generation without repeated tests.
The structure of the presentation is as follows. In Section 2 the syntax of a first order ML subset is defined along with an instrumented semantics that can express sharing properties. The next Section 3 defines a special environment structure for use in the abstract semantics. Section 4 introduces an analysis to find candidates for specialization by discovering argument patterns to function calls. The specialization process itself is detailed in Section 5 using arity raising. Finally we discuss related work in Section 6 and conclude in Section 7.
Syntax and semantics
We consider a first order ML subset with the syntax given by the grammar in Fig. 1 .
The language is given an instrumented strict semantics. The instrumentation is chosen to provide enough detail to express sharing of structured values. Values are considered structured if an implementation allocates them on the heap (eg. constructed data, tuples, ) so that they can be shared. Basic values like integers and nullary constructors are not considered structured. Each node of an object of a constructed data type carries a unique identification in the form of a non-empty sequence of numbers mo .mi , n > O. When sharing occurs the object is formally copied but in a manner that shared nodes have a common (non-empty) prefix. Thus, we have unique nodes with unique access paths but are able to express sharing. A strict semantics with a store may be obtained by truncating all identifications to length 1 and considering mo as a store address. The strict standard semantics is recovered by projecting out the allocation information of the Mark component. The semantic domains are defined in Figure 2 where ED, e, and denote coalesced sum, smash product and strict function space construction. Con ( lc) is the flat partial 
Representing environments
In our analyses we need a special environment structure which is able to transmit bindings. For example, if we match a list L against the pattern x xs during the analysis the environment must keep track of the information that L is no longer a strict f x = totally unknown value, but that it is known to be a non-empty list with head x and tail zs. To achieve the transmission of bindings we represent an environment by 1. an equivalence relation on variables, 2. a mapping from equivalence classes of variables to right hand sides.
Right hand sides are defined by the grammar Rhs 1 the completely unknown value I 0 the contradictory value c(vi , vk) some constructor c applied to 'representatives of equivalence classes of variables.
Formally we define analysis environments by
Env' = (Var -+ Rhs) x P(Var x Var).
Each p = (pi, p2) E Env' is subject to the conditions 1. if (v, v') E p2 then piv = ply', 2. if ply = c(vi,..., vk) then {vi, vk} C dom pi , 3. p2 is an equivalence relation on dom pi, the domain of pi.
We denote equivalence classes of p2 by [t] p2.
An environment stores annotated values. An annotated value d E AVal is a tree whose nodes are decorated with a set of variables and a constructor symbol. If two variables appear at the same node, the variables are considered equivalent or -in other words -they are aliases for each other. Thus we take AVal as the greatest solution (wrt. set inclusion) of the equation where PVar denotes the powerset of Var, * is formation of finite sequences, and + is disjoint union.
Define an ordering < on AVal by (S1,0) (52, x) 44* Si J S2 (S1, < (S2,1)4* Si D S2
The least element of AVal is (Var, 0), the top element is (0, 1). For example, the greatest lower bound operation n on AVal is defined as
There are two functions that manipulate environments namely lookup and enter to lookup and enter bindings in an environment. Both functions preserve the conditions 1.-3. above.
An enquiry to the environment yields an annotated value. . ({vj}, 1) .
.)p)
Explanation: the equations for variables, constructor applications, and let-expressions only serve to collect call patterns from their subexpressions. At a function application the call patterns of the subexpressions are collected and a new call pat--tern is constructed from the results of the symbolic evaluation of the function arguments. In order to be independant from the variables that are visible at a specific call site, we strip them from the annotated value with the function strip described below. At a case-expression symbolic evaluation E' is again used to predict the branch which is taken. If it is possible to predict the branch only the call patterns from that branch are extracted. Otherwise the call patterns are collected from all branches. The outcome of the call analysis is usable even if we take tko, the greatest function environment, for tb. So there is no need to do a fixpoint computation at all. However, information may be extracted from comparing the results of adjacent iteration steps. The information can be used to guide an unfolding mechanism [2] , which in turn can uncover more specializable calls. Such a procedure can lead to non-termination of the analyzer, a well known phenomenon from partial evaluation.
Examples
As an example we analyze the set of calls and their associated argument shapes in the body of the function last. Initially nothing is known about the parameter L. ((0, 1), (0, 1)) ))} With this information a specialized version of the function last can be generated. We apply a technique from partial evaluation called arity raising where one parameter is replaced by many parameters. In the literature arity raising is applied to replacing an argument pair by two single arguments (cf. [8] ) whereas we employ a conditional arity raising. Only if it is known that some argument is a constructor term with a certain top constructor we supply the arguments of the constructor in place of the term as arguments to the function.
In our example we have two choices. The argument Li = cons(e, L") can either be replaced by the constructor arguments x' and L" or by Li and L" . The first choice is the one shown in the introduction, which is generated almost verbatim by the specializer presented in the next section. The other choice could be even more advantageous, since the corresponding function even avoids accessing the list elements unless it is forced to do so. But more information is required to make that choice.
We are grateful to one of the referees for the following interesting example. Consider a function that merges two ascending lists of numbers. , 1 :: (1, 1)), (merge, (1,1) 1 Since the output of S is an expression we need to carefully distinguish our meta notation from generated program text. We make the distinction by underlining the generated program text. Romanenko deals with arity raising in the context of partial evaluation and program specialization [8] . He discusses the structure and principles of operation of an arity raiser in the context of a subset of pure Lisp. His arity raiser replaces a pair-valued argument by two single arguments. Here arity raising is conditional, since the top constructor of the argument which has to be decomposed must be known.
Conclusion and future work
We have presented an analysis that uncovers redundant tests caused by function declarations with pattern matching. Abstract interpretation yields function calls with pattern arguments and methods known from partial evaluation are employed to generate specialized functions that avoid the redundant tests. The analysis is simple and cheap 'enough to be incorporated into a compiler. It is shown with several examples that many interesting functions can be improved by the proposed technique.
Although demonstrated here in the context of strict functional languages, avoiding redundant test might prove even more beneficial for non-strict functional languages with lazy evaluation. In fact, all evaluation is driven by pattern matching in implementations like the the STG-machine [7] and avoiding a single constructor test really spares two tests: the test whether the argument closure is evaluated and the dispatch according to the constructor number.
Further directions of work include measurements with an implementation, the extension of the analysis to higher-order programs and the exploration of the connections to fusion and deforestation algorithms.
