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Abstract
In this article, we focus on a multi-agent optimization problem of minimizing a sum, f =
∑n
i=1 fi, of convex objective functions
fi’s, where, fi is only available locally to the agent i, over a network of n agents. The agents communicate only to their
neighbors connected through a directed edge governed by a directed graph. In this article, we propose a "optimize then agree"
framework to decouple the gradient-descent step and the consensus step in the distributed optimization algorithms. Using
this framework we develop a novel distributed algorithm to solve the above multi-agent convex optimization problem. In this
method, each agent maintains an estimate of the optimal solution. During each iteration of the proposed algorithm, the agents
utilize locally available gradient information along with a finite-time approximate consensus protocol to move towards the
optimal solution (hence the name “gradient-consensus” method). We establish that the proposed algorithm converges with a
global linear rate if the aggregate function f is strongly convex and smooth. We also show that the proposed method has
a linear rate of convergence (in terms of number of iterations), compared to prior state-of-the-art, until reaching an O(η)
neighborhood of the optimal objective function value, for a given η > 0, under the relaxed assumption of fi’s being convex
and smooth. To the best of our knowledge, the proposed method achieves a convergence rate better than the best known
rate estimates existing in the literature under these assumptions. Further, we numerically evaluate the proposed algorithm by
solving two distributed optimization problems. The results show that the proposed GradConsensus algorithm has a reduced
computational footprint compared to the existing distributed optimization schemes for a similar accuracy solution.
Key words: Distributed optimization, multi-agent networks, finite-time consensus, directed graphs.
1 Introduction
In this article, we consider a set of n agents that form a
connected network, with a goal of cooperatively solving
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the following distributed optimization problem:
minimize
x∈Rp
f(x) =
n∑
i=1
fi(x), (1)
where, x ∈ Rp is a global optimization variable, and each
function fi : Rp → R is a convex cost function known
only to agent i. The agents form a directed graph con-
taining n nodes. Due to the underlying directed intercon-
nection structure, agents can only send (receive) infor-
mation to (from) their neighboring nodes connected via a
unidirectional link in the directed communication struc-
ture. The agents aim to solve (1) to find a global consen-
sual optimal solution by sharing information about their
estimate of the optimal solution with the neighboring
nodes. Various problems arising in multi-agent coordi-
nation and control [1], robotics [2], sensor networks [3],
wireless systems [4], machine learning [5] can be reduced
to variations of the problem (1).
The study of the distributed optimization problem initi-
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ated with the seminal works [6], [7]. Since then, numer-
ous algorithms to minimize the sum of convex functions
in a distributed manner are devised; see [8]–[12]. Most of
the existing first-order methods for solving (1) include
the distributed gradient descent method [8], [13] and its
modifications [14], [15]. Many works, including [16]–[20],
impose conditions like the need of balanced undirected
graphs, on the underlying network topology, and most
commonly require doubly-stochastic matrices for their
consensus mixing updates; which can be restrictive. The
authors in [16] proposed an exact first order method that
converges to optimal solution while using a fixed step size
in the gradient updates. The authors in [21] have pro-
posed an algorithm whose dependency on the condition
number of the overall strongly convex objective scales at
O(
√
κ), where κ is the condition number of the strongly
convex objective, for a class of so-called dual friendly
functions. The algorithm in [19] adopts Nesterov’s ac-
celeration method to provide an outer loop complexity
of O(1/k2), where k is the iteration counter with a di-
minishing step-size and an inner loop utilizing multiple
consensus steps per iteration. The works in [18], [22]
have developed algorithms based on proximal-gradient
to tackle (1) with proximal friendly fi’s. The methods
in [8], [15] achieve a sub-linear convergence rate for con-
vex function fi’s. Other recent works [16],[23]–[25] have
achieved linear rate of convergence for strongly convex
and smooth functions. However, these methods adhere
only to undirected networks.
The first work to propose a distributed optimization
method in case of directed topologies appeared in [26].
Subsequently, the authors in [14] incorporated the push-
sum protocol [27] with an earlier work [8] about DGD
to propose the subgradient-push algorithm for time-
varying directed graphs. To get improved convergence
rates over directed networks, [28], [29] proposed linearly
convergent schemes for strongly convex and smooth fi’s
by modifying [16] using the push-sum technique. Recent
works [30] and [25] proposed distributed optimization
schemes for directed networks that make use of both
row and column stochastic matrices in one iteration of
the algorithm.
In this article, we provide a new perspective on the first-
order gradient-descent based schemes to solve (1). Our
approach is motivated towards reducing the inaccuracy
of the consensus step in the existing distributed opti-
mization algorithms in the literature. In particular, we
propose a "optimize then agree" framework to decouple
the gradient-descent step and the consensus step used in
tandem in most existing distributed-optimization algo-
rithms, see [8],[13],[16],[25] for example, to achieve bet-
ter rate of convergence than the existing methods in the
literature. This is verified by the convergence guaran-
tees for the proposed algorithm (see details in Section 3).
We remark here that a few earlier works [19],[31]–[33]
have explored the idea of utilizing multiple consensus
steps. However, the methods in [31] and [33] require
the number of consensus steps to increase at the rate
of O(k), where k is the iteration counter of the algo-
rithm. The work in [32] proposes a distributed subgra-
dient algorithm with multiple consensus steps. The ar-
ticle [32] however does not provide any convergence rate
estimates for the proposed scheme. Moreover, the pro-
tocols suggested in [19],[31]–[33] depends on a symmet-
ric double weight matrix which requires global informa-
tion of the network making them unsuitable to be im-
plemented in directed networks. The scheme proposed
in this article is applicable to directed networks, does
not make use of doubly stochastic matrices and does
not require the number of consensus iterations to in-
crease with number of iterations of the algorithm. This
flexibility makes our algorithm more generic compared
to these other works. Moreover, we rigorously estab-
lish convergence rate estimates for the proposed scheme.
Based on the decoupling framework we develop a novel
first order distributed optimization method, termed as
“gradient-consensus” (abbreviated as GradConsensus)
algorithm for directed graph topologies. Each iteration
of the GradConsensus algorithm comprises of two steps:
a local gradient-descent step at each agent followed by a
finite-time approximate consensus protocol. The finite-
time approximate consensus protocol is designed such
that after the consensus step the updates of all agents
are ε-close to each other, where ε is a parameter inde-
pendent of the problem parameters chosen to get a de-
sired level of accuracy. Our proposedGradConsensus al-
gorithm utilizes only a column stochastic matrix which
makes it suitable for a distributed synthesis. In contrast,
the schemes discussed in [8],[16],[19],[20] require full in-
formation of the network connectivity structure for set-
ting up the problem. Further, additional techniques need
to be employed for creating a doubly stochastic mixing
matrix in the other schemes. We establish a linear rate
of convergence of the objective function value to a O(η)
neighborhood of the optimal objective function value,
where η > 0 is a convergence tolerance bound under
the assumption of individual fi’s being smooth and f
not necessarily strongly convex. Moreover, our conver-
gence rate estimates provide a per-iteration rate charac-
terization under this assumption in contrast to the er-
godic error rate estimates common in the existing liter-
ature [8],[11],[16],[23],[34]. To the best of our knowledge
no method in the literature has a linear or better rate
of convergence under these assumptions. We also prove
a global linear rate of convergence for GradConsensus
under the assumption of aggregate function f being a
strongly-convex and smooth. Note, unlike the methods
in [16],[19],[20],[25] we do not make strong assumptions
on the individual function fi’s, nor do we make any as-
sumptions on the solution set as done in [20]. We further
do not assume any uniform bound on the (sub)gradients
unlike [8],[14],[19],[31],[32].
The main contributions of this article are summarized
as follows:
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(1) We present a novel "optimize then agree" frame-
work with a perspective of decoupling the consen-
sus step and the optimization steps used in tan-
dem in existing distributed optimization schemes.
Based on this framework we develop a first-order
distributed algorithm named GradConsensus to
solve distributed optimization problems over di-
rected graph toplogies.
(2) We establish a linear rate of convergence for the
proposed GradConsensus algorithm under two dif-
ferent set of assumptions on the global objective
function f .
(3) Finally, we illustrate the features of the proposed
GradConsensus algorithm by solving distributed
least squares and distributed logistic regression
problems. We also provide a performance compar-
ison with other algorithms in the literature.
A preliminary work on the gradient-consensus from the
authors can be found in [35], [36]. This article extends
the earlier work with the addition of the "optimize then
agree" framework and a comprehensive treatment of the
gradient-consensus method. The current work analyzes
a different, more general method called GradConsensus
algorithm where the stricter assumptions on objective
functions are relaxed. In this current work, we also pro-
vide validation of the GradConsensus algorithm and its
applicability using detailed numerical tests for two differ-
ent distributed optimization problems along with discus-
sions about the computation and communication trade-
offs. Analytical treatment and detailed proofs presented
here are applicable to the conference version which was
limited in proofs. A comprehensive version of results is
present in the arxiv([37]) used to protect the primacy of
the results.
The rest of the paper is organized as follows. We pro-
vide the basic definitions, notations in Subsection 1.1. In
Section 2, we present the "optimize then agree" frame-
work and the proposed GradConsensus method along
with discussion on its design and supporting proofs. We
establish a linear rate of convergence for the GradCon-
sensus algorithm under two different set of assumptions
in Section 3. In Section 4, we conduct numerical exper-
iments on two different distributed optimization prob-
lems to verify our theoretical claims and provide a dis-
cussion on the effectiveness and suitability of the pro-
posed algorithm along with computation and communi-
cation trade-offs. Section 5 provides the conclusion.
1.1 Definitions, Notations and Assumptions
Here, we present basic notions of graph theory and linear
algebra. (see [38] and [39] for detailed exposition).
Definition 1 (Directed Graph) A directed graph G is a
pair (V,E) whereV is a set of vertices (or nodes) and E
is a set of edges, which are ordered subsets of two distinct
elements of V. If an edge from j ∈ V to i ∈ V exists
then it is denoted as (i, j) ∈ E.
Throughout this article, we will assume that the directed
graph G(V,E) does not have any self-loops, that is, for
any node i ∈ V, (i, i) /∈ E.
Definition 2 (Path) In a directed graph, a directed path
from node m to ` exists if there is a sequence of distinct
directed edges ofG of the form (d1,m), (d2, d1), ..., (`, d`).
Definition 3 (Strongly Connected Graph) A directed
graph is strongly connected if and only if it has a directed
path between each pair of distinct nodes k and `.
Definition 4 (Column Stochastic Matrix) A n × n
real matrix P = [pij ] is column-stochastic matrix if∑n
i=1 pij = 1 where, 0 ≤ pij ≤ 1, for 1 ≤ i, j ≤ n.
Definition 5 (Irreducible Matrix) A n× n matrix P is
irreducible if for all i, j ∈ {1, ..., n}, there exist m ∈ N
such that [Pm]ij > 0.
Definition 6 (Primitive Matrix) A non-negative ma-
trix P is primitive if it is irreducible and has only one
eigenvalue of maximum modulus.
Definition 7 (Diameter of a Graph) The diameter of
a directed graph G(V,E) is the longest shortest directed
path between any two nodes in G(V,E).
Definition 8 (In-Neighborhood) The set of in-neighbors
of node i ∈ V N ini = {j | (i, j) ∈ E} not including
the node i, is the in-neighborhood of node i with |N ini |
denoting the number of in-neighbors (in-degree) of node
i.
Definition 9 (Out-Neighborhood) The set of out-
neighbors of node i ∈ V Nouti = {j | (j, i) ∈ E} not
including the node i, is called the out-neighborhood of
node i with |Nouti | denoting the number of out-neighbors
(out-degree) of node i.
Definition 10 (Lipschitz Differentiability) A function
f is called Lipschitz differentiable with constantL, if there
exists L > 0 such that the following inequality holds:
‖∇f(x)−∇f(y)‖ ≤ L‖x− y‖, ∀ x, y ∈ dom f.
Definition 11 (Strongly Convex Function) A differen-
tiable function f is called strongly convex with parameter
σ, if there exists σ > 0 such that the following inequality
holds for all x, y in the domain of f :
〈∇f(x)−∇f(y), x− y〉 ≥ σ‖x− y‖2, ∀ x, y ∈ dom f.
Each agent i ∈ V maintains a local estimate vector
xi ∈ Rp with the value at any iteration k of theGradCon-
sensus algorithm denoted by xi(k) := [xi1(k) . . . xip(k)] ∈
3
Rp. Let, X ∗ = {x ∈ Rp|∑ni=1 fi(x) = f∗} denote the set
of solutions to (1), with f∗ being the optimal objective
function value. We use a directed graph G(V,E) with
n nodes, to model the network interconnection between
the n agents and define D to be an upper bound on the
diameter of the graph G(V,E).
2 The Optimize then Agree Framework
In the following, we will present the proposed "optimize
then agree" framework.We emphasize that the proposed
framework can be applied to many existing algorithms,
utilizing an optimization scheme in tandem with a con-
sensus step for the state updates, in the literature. How-
ever, here we take the example of the basic DGDmethod
[8] for explanation. The DGD method focuses on solv-
ing problem (1). During the kth iteration of DGD every
agent i ∈ V updates its local estimate ui(k) ∈ Rp of the
optimal solution as follows:
ui(k + 1) =
∑
j∈N ini ∪i
piju
j(k)− α∇fi(ui(k)), (2)
where, the weights 0 ≤ pij ≤ 1 are such that
∑
j pij =∑
i pij = 1. The first term
∑
j∈N ini ∪i piju
j(k) in (2) cor-
responds to a local consensus step and the second term
−α∇fi(ui(k)) denotes a local gradient step. It is known
[16] that the DGD iterations converge to a neighborhood
of the optimal solution of (1) as the updates only involve
a local gradient step and does not utilize information
about the gradient of the global function f . Note that
the objective of the agents is to find the optimal solution
of (1) which is a global decision variable and is required
to be known to every agent i ∈ V. The application of
the local consensus term in (2) however does not lead
to a consensus among all the agents in the network. To
address this issue we propose a framework to decouple
the optimization step (gradient-descent in this case) and
the consensus scheme. In particular, each agent employs
an optimization scheme to steer towards the solution of
its local sub-problem and utilize a consensus protocol to
come up with an agreement among the local estimates
of other agents. Define, the optimization scheme opera-
tor used by agent i ∈ V as the mapping Oi : Rp → Rp
with the following associated updates:
vi(k) = Oi(ui(k − 1)). (3)
Similarly, define the consensus scheme as the operator
mapping C : Rp×n → Rp with the update:
vc(k) = C(v(k)), (4)
where, v(k) = [v1(k) v2(k) . . . vn(k)] ∈ Rp×n, vc(k) ∈
Rp represents the consensus vector, possibly the average
1
n
∑n
i=1 v
i(k). Utilizing the above notation the "optimize
then agree" framework leads to the following scheme:
Repeat for k = 1, 2, . . .
/* state updates using operators (3) and (4) */
vi(k) = Oi(ui(k − 1)), ∀i ∈ V
vc(k) = C(v(k)), v(k) = [v1(k) . . . vn(k)]
ui(k) = vc(k), ∀i ∈ V
until a stopping criterion is met
Algorithm 1: Optimize then agree framework
Remark 1 We emphasize that the updates in Algo-
rithm 1 are general and do not depend on a particular
choice of the optimization scheme or the consensus al-
gorithm, thus the "optimize then agree" framework pro-
vides a guideline for further exploration of distributed
optimization algorithms.
Remark 2 The framework of Algorithm 1 can also be
seen as an outer optimization loop and an inner con-
sensus loop structure algorithm. Thus, existing schemes
[19],[31]–[33] are a special case of the "optimize then
agree" framework with a particular choice of optimiza-
tion scheme and a consensus protocol.
For the basic DGD method with a constant step-size α
scheme the Algorithm 1 at any iteration k results in the
following updates at every agent i ∈ V, with ui(k − 1)
available at iteration k − 1:
vi(k) = ui(k − 1)− α∇fi(ui(k − 1)). (5)
vc(k) =
1
n
n∑
i=1
vi(k)
=
1
n
n∑
i=1
[
ui(k − 1)− α∇fi(ui(k − 1))
]
,
=
1
n
n∑
i=1
[vc(k − 1)− α∇fi(vc(k − 1))] ,
vc(k) = vc(k − 1)− αˆ∇f(vc(k − 1)). (6)
ui(k) = vc(k), (7)
where, αˆ = αn . Note, that the updates (5)-(7) lead to a
centralized gradient descent update for the global func-
tion f at node i. Thus, scheme in Algorithm 1 would re-
move the inexact convergence of the DGD method and
has a potential to match the convergence rate estimates
of the centralized gradient descent. One issue that re-
mains to be addressed is how to realize the consensus
operator defined in (4) distributively. To this end, differ-
ent distributed average consensus protocols [40],[27],[41]
etc. can be utilized. However, although these average
consensus protocol leads to agreement among the agents
to the initial average, the results hold in an asymptotic
sense. This is a potential problem for an efficient im-
plementation of Algorithm 1 in terms of computation
resources. To address this issue we propose a gradient-
consensus (GradConsensus) algorithm which is based
on a distributed finite-time approximate consensus pro-
tocol, which we call the ε-consensus protocol. The ε-
consensus protocol produces a desired level of agreement
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among the estimates of all agents. The accuracy in the
agreement is determined by a parameter ε > 0 indepen-
dent of problem (1) that can be chosen arbitrarily small.
As the ε-consensus is a finite-time terminated algorithm
it provides a choice between the amount of computa-
tion performed and the accuracy of "agreed" upon so-
lution estimate. In the following, we we first discuss the
ε-consensus protocol and then introduce the proposed
GradConsensus algorithm.
2.1 ε-Consensus Protocol
We define ε-consensus protocol is an algorithm for in-
teraction among the agents, which allows them to de-
termine an approximate estimate of the average of their
vector values in directed graph topologies in finite-time.
The protocol was first proposed in an earlier works [42],
[43] by the authors in relation to consensus on scalar val-
ues. Here, we extend the protocol to higher dimensional
average consensus protocols. This approximate estimate
is characterized by a tolerance ε that can be chosen arbi-
trarily small to make the estimate as precise as needed.
Specifically, each agent i ∈ V maintains a vector state
yi ∈ Rp. The objective is to find an approximate esti-
mate of the average of the initial state vectors: Let the
initial condition of the state vector yi of any agent i ∈ V
be yi(0) = [yi1(0) yi2(0) . . . yip(0)]T ∈ Rp. Then the esti-
mate yj and the average y = 1n
∑n
i=1 y
i(0) is desired to
be ε-close to each other. To achieve this objective we pro-
pose the following iterative algorithm. At any iteration
k of the algorithm, each agent j ∈ V maintains a state
variable sj(k) ∈ Rp and an auxiliary variable tj(k) ∈ R,
with the following initialization:
sj(0) = yj(0), tj(0) = 1, for all j ∈ V. (8)
Agent j ∈ V update according to:
sj(k + 1) = pjjs
j(k) +
∑
`∈N inj
pj`s
`(k) (9)
tj(k + 1) = pjjtj(k) +
∑
`∈N inj
pj`t`(k) (10)
rj(k + 1) := 1tj(k+1)s
j(k + 1), (11)
The updates (9)-(11) are closely related to the push-sum
(or ratio consensus) updates (see [27] or [41]). We make
the following assumption. on the graphG(V,E) and the
associated matrix P:
Assumption 1 The directed graph G(V,E) represent-
ing the agent interconnections is strongly-connected. Let
P = [pij ] be the associated weighted adjacency matrix
with G(V,E). P is a primitive, column-stochastic ma-
trix. In particular, 0 ≤ pij ≤ 1 and
∑n
i=1 pij = 1 for all
i, j ∈ V.
Note that (11) is well defined under Assumption 1 where
tj(k) 6= 0, for all k ≥ 0, j ∈ V. The convergence of
the state rj(k) := 1tj(k)s
j(k), j ∈ V evolving according
to (9)-(11), to the average s = 1n
∑n
i=1 s
i(0) has been
established rigorously in [27], [41]. We have the following
result for updates (9)-(11):
Theorem 2.1 Let Assumption 1 and the updates (9),
(10) and (11) hold. Let the initial conditions of the state
and auxiliary variables sj and tj , j ∈ V respectively be
given by (8). Then
lim
k→∞
1
tj(k)
sj(k) =
1
n
n∑
i=1
yi(0), for all j ∈ V.
Proof. Refer Appendix 6.1 for proof. 2
We now provide a criteria for determining when con-
sensus is reached within tolerance ε > 0. Let, ri(k) =
1
ti(k)
si(k) and r(k) = [r1(k) r2(k) . . . rn(k)] ∈ Rp×n. At
any iteration k, define the maximum r(k) and minimum
r(k) state variable of the network over all the agents as
r(k) :=
[
max
1≤j≤n
{
r[1j](k)
}
. . . max
1≤j≤n
{
r[nj](k)
}]
(12)
r(k) :=
[
min
1≤j≤n
{
r[1j](k)
}
. . . min
1≤j≤n
{
r[nj](k)
}]
, (13)
where, r[ij](k) is ith-row and jth-column entry of r(k).
Theorem 2.2 Let Assumption 1 and updates (12), (13)
hold. Then, {r(mD)}m≥1 and {r(mD)}m≥1 are strictly
monotonic sequences converging to y = 1n
∑n
i=1 y
i(0).
Proof. Refer [44], [43] for Proof.
Next, we present the Max-Min Protocol to distributively
determine the sequences of global maximum and mini-
mum {r(mD)}m≥1 and {r(mD)}m≥1.
2.1.1 Max-Min Protocol
Here, each agent j ∈ V, maintains two variables namely
max rj(k), and min rj(k) at any iteration k. The max
and min variables are initialized as:
rj(0) = 1tj(0)s
j(0) = rj(0) for all j ∈ V. (14)
Let, the total information about max and min variables
at any iteration k be represented in a compact form as:
rinj (k) =
[
r`(k)
] ∈ R(|Ninj |+1)×p
rinj (k) =
[
r`(k)
] ∈ R(|Ninj |+1)×p, where ` ∈ N inj ∪ {j}
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The Max-Min protocol employs the following update
rules:
rj(k + 1) =
[
max
1≤d≤|Nin
j
|+1
{
rinj[1d](k)
}
. . .
max
1≤d≤|Nin
j
|+1
{
rinj[nd](k)
}]
(15)
rj(k + 1) =
[
min
1≤d≤|Nin
j
|+1
{
rinj[1d](k)
}
. . .
min
1≤d≤|Nin
j
|+1
{
rinj[nd](k)
}]
, (16)
where, rinj[id](k) is i
th-row and dth-column entry of rinj (k)
and rinj[id](k) is i
th-row and dth-column entry of rinj (k).
Proposition 2.1 Let Assumption 1, updates (14), (15)
and (16) hold. Then max rj(k) and min rj(k) variables of
every agent j ∈ V, converges to r(0) and r(0) respectively
in finite number of iterations k ≤ D.
Proof. Refer Appendix 6.2 for proof. 2
Theorem 2.2 suggests a useful criteria to determine when
the scaled state variables 1tj(k)s
j(k), j ∈ V are ε-close to
y. In particular since, both the sequences {r(mD)}m≥1
and {r(mD)}m≥1 converge to y, the “distance” between
them converges to zero; Thus the distance between
{r(mD)}m≥1 and {r(mD)}m≥1 will eventually be less
than ε, for some ε > 0. Theorems 2.1 and 2.2 provide
guarantees that the distance between scaled estimates
1
tj(k)
sj(k), j ∈ V and y is less than ε. Max-Min proto-
col along with Proposition 2.1 provide a method to all
the agents for finding the sequences {r(mD)}m≥1 and
{r(mD)}m≥1 distributively: re-initializing the max and
min updates (15), (16) for all agents j ∈ V, at every it-
eration of the form k = mD,m = 1, 2, . . . , to the scaled
state variable rj(mD) = 1tj(mD)s
j(mD) will make the
max rj and min rj variables to converge to r((m− 1)D)
and r((m − 1)D) respectively after a finite number of
iterations kf ≤ D by Proposition 2.1.
2.1.2 Distributed Finite-Time Terminated ε-consensus
Algorithm
We propose an algorithm which allows each agent to
simultaneously converge to an ε-close estimate of y with
ε being an arbitrary pre-specified tolerance. For m =
1, 2, . . . , let γj(mD) := rj(mD) − rj(mD). Each agent
computes the infinity norm of the vector γi(mD) every
D iterations and compares it with ε. If this norm is less
than the tolerance ε at any iteration k = m`D, each
node j ∈ V, knowing its estimate 1tj(m`D)sj(m`D) is ε-
close to y element-wise, terminates its updates (9)-(11)
at iteration k = m`D. That is if,
‖γj(m`D)‖∞ := ‖r(m`D)− r(m`D)‖∞ < ε,
Input:
Pre-specified tolerance ε > 0;
Diameter upper bound D;
y(0) := [y1(0), y2(0), . . . , yn(0)] ∈ Rn×p
Initialize:
- Each agent j ∈ V chooses the weights p`j for the
information it communicates to out-neighbors
` ∈ Nouti , according to Assumption 1;
- Each agent j ∈ V makes the following initialization:
tj(0) = 1; sj(0) = yj(0); for all j ∈ V
m = 1;
Repeat for k = 0, 1, 2, . . .
for j = 1, 2, 3, . . . , n, (In parallel) do
/* state updates of node j ∈ V as given
in (9)-(11), (15)-(16) */
sj(k + 1) = pjjs
j(k) +
∑
`∈N inj p`js
`(k)
tj(k + 1) = pjjtj(k) +
∑
`∈N inj p`jt`(k)
rj(k + 1) = 1
tj(k+1)
sj(k + 1)
rj(k + 1) =
[
max
1≤d≤|Ninj |+1
{
rinj[1d](k)
}
. . .
max
1≤d≤|Ninj |+1
{
rinj[nd](k)
}]
rj(k + 1) =
[
min
1≤d≤|Ninj |+1
{
rinj[1d](k)
}
. . .
min
1≤d≤|Ninj |+1
{
rinj[nd](k)
}]
if k = mD then
γj(mD) := rj(mD)− rj(mD);
if ‖γj(mD)‖∞ < ε then
break ; // rj(mD) is ε-close to y
else
re-initialize:
rj(mD) = rj(mD) = 1
tj(mD)
sj(mD);
rj(mD) = rj(mD) = 1
tj(mD)
sj(mD);
m = m+ 1;
end
end
Algorithm 2: Finite-time ε-consensus protocol
then node i terminates the consensus protocol at m`D.
Details of the ε-Consensus Protocol are given in Algo-
rithm 2.
Theorem 2.3 Algorithm 2 converges simultaneously at
each node in finite number of iterations.
Proof. Refer Appendix 6.3 for proof. 2
Remark 3 Note that Algorithm 2 utilizes a column
stochastic matrix which allows for a distributed synthe-
sis of the protocol. One choice of weights that lead to
a column stochastic P matrix is the Out-degree based
equal neighbor weights rule [45]. The distributed synthe-
sis provide a framework for the plug and play operation
of the agents in the multi-agent networks [46], [47]. This
feature of the Algorithm 2 gives an advantage over exist-
ing schemes in the literature [8],[16],[19],[20] that utilize
a doubly-stochastic weight matrix and cannot achieve
efficient distributed synthesis in directed networks.
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Remark 4 Notice the only global parameter needed for
Algorithm 2 is an upper bound D on the diameter of the
directed graphG(V,E), which is a design parameter and
thus readily available in most applications.
2.2 The Gradient-Consensus Algorithm
Here, each agent i maintain two estimates: an optimiza-
tion variable xi(k) ∈ Rp and a gradient-descent up-
date variable zi(k) ∈ Rp at any iteration k. At the
first iteration of the algorithm each agent i decides its
initial estimate xi(0), i ∈ V of the optimal solution
x∗ ∈ Rp. Any subsequent iteration k, proceeds sequen-
tially in two stages: first each agent i computes a local
gradient descent update based on its own function fi.
In the next stage, this updated gradient-descent vari-
able zi(k) is chosen as the initial condition of agent i for
the ε-consensus protocol discussed in Section 2.1. After,
the consensus stage the optimization variable xi(k) is
updated to result ri of the ε-consensus protocol (Algo-
rithm 2) which is guaranteed to be ε-close to
zˆ(k) :=
1
n
n∑
i=1
zi(k). (17)
Thus, at each iteration k every individual agent i ∈ V
performs the following updates:
zi(k) = xi(k − 1)− α∇fi(xi(k − 1)) (18)
xi(k) = zˆiε(k), such that ‖zˆiε(k)− zˆ(k)‖∞ < ε, (19)
where, xi(k − 1) is the optimization variable of agent i,
at the previous iteration. Hence, the proposedGradCon-
sensus method carries out an approximate centralized
gradient descent iteration for (1) at each agent i ∈ V.
The GradConsensus algorithm is summarized in Algo-
rithm 3.
Remark 5 Here, to keep the analysis concise we assume
the step size α to be the same for all the agents. However,
this does not pose any restriction to scheme as before the
Input:
Pre-specified tolerance ε > 0;
Step-size α > 0
Initialize:
- Each agent j ∈ V chooses an initial guess xj(0) ∈ Rp
and initializes the gradient-descent update variable
zj(0) = 0.
Repeat for k = 1, 2, . . .
for j = 1, 2, 3, . . . , n, (In parallel) do
/* state updates of node j ∈ V as given
in (18),(19) */
zj(k) = xj(k − 1)− α∇fj(xj(k − 1))
xj(k)← ε-consensus(zj(k), j ∈ V)
end
until a stopping criterion is met
Algorithm 3: Gradient-Consensus Algorithm
start of Algorithm 3 any agent can chose the value of step-
size α and by using the Max protocol each agent can know
the value of step-size α within D number of iterations
(see Proposition 2.1). After the step-size is known each
agent can execute Algorithm 3 independently.
3 Convergence Analysis for GradConsensus
In this section, we present the convergence analysis for
the GradConsensus algorithm. We will begin by proving
some supporting Lemmas. Let, the average of the opti-
mization variables at iteration k ≥ 0 be denoted as:
xˆ(k) =
1
n
n∑
i=1
xi(k). (20)
Our strategy is to bound ‖xˆ(k)−x∗‖ and ‖xˆ(k)−xj(k)‖
for all j ∈ V. This allows us to establish linear rate of
convergence for GradConsensus under two different set
of assumptions on (1). The GradConsensus scheme in
Algorithm 3 utilizes the ε-consensus protocol to obtain
an estimate of zˆ(k). Let the tolerance parameter in Al-
gorithm 2 be ε/2 for some ε > 0. Then it can be shown
that the deviation of the optimization variables xj(k)
from the mean xˆ(k) is bounded uniformly. We state this
formally in the following Lemma,
Lemma 3.1 Under Assumption 1, for all j ∈ V and
k ≥ 1 the following bounds hold true
‖xj(k)− xˆ(k)‖ < ε and, ‖xˆ(k)− zˆ(k)‖ < ε, (21)
where, zˆ(k) and xˆ(k) are as defined in (17) and (20)
respectively.
Proof. Refer Appendix 6.4 for proof. 2
We make the following assumptions on problem (1):
Assumption 2 For problem (1) we assume that the op-
timal value f∗ is finite and the optimal solution set X ∗
is non-empty.
Assumption 3 For all i ∈ V, fi is a proper closed-
convex function with a lower bound. Further, fi is Lips-
chitz differentiable with constant Lfi > 0.
We denote the gradient of the aggregate function f eval-
uated at the optimization variables of all the individual
n agents and evaluated at the average xˆ(k) at any iter-
ation k ≥ 0 as:
g(k) :=
n∑
i=1
∇fi(xi(k)), gˆ(k) :=
n∑
i=1
∇fi(xˆ(k)), (22)
respectively. As a consequence of Lemma 3.1, the differ-
ence between g(k) and gˆ(k) is also bounded.
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Lemma 3.2 Let Assumptions 1 and 3 hold. Then for all
j ∈ V and k ≥ 0 we have:
‖∇fj(xj(k))−∇fj(xˆ(k))‖ ≤ Lfjε, ‖g(k)− gˆ(k)‖ ≤ nLhε
where, Lh = max
1≤i≤n
Lfi and ε is the tolerance parameter
of Algorithm 3.
Proof. From Lemma 3.1 we have, ‖xj(k) − xˆ(k)‖ ≤ ε,
for all j ∈ V. Since, fj is Lipschitz differentiable with
parameter Lfj > 0, for all j ∈ V therefore,
‖∇fj(xj(k))−∇fj(xˆ(k))‖ ≤ Lfj‖xj(k)− xˆ(k)‖ ≤ Lfjε
We note that,
‖g(k)− gˆ(k)‖ =
∥∥∥∥∥
n∑
i=1
[∇fi(xi(k))−∇fi(xˆ(k))]
∥∥∥∥∥
≤ Lh
n∑
i=1
‖xi(k)− xˆ(k)‖,
where, Lh = max
1≤i≤n
Lfi . It follows from Lemma 3.1,
‖g(k)− gˆ(k)‖ ≤ Lh
∑n
i=1 ε = nLhε. 2
Expressing xˆ(k) in terms of xˆ(k − 1) we can write,
xˆ(k) = zˆ(k) + xˆ(k)− zˆ(k)
= xˆ(k − 1)− α
n
n∑
i=1
∇fi(xi(k − 1)) + eˆ(k),
where, eˆ(k) = xˆ(k) − zˆ(k) with ‖eˆ(k)‖ ≤ ε due to
Lemma 3.1. Thus, writing in terms of g(k−1) and αˆ = αn ,
xˆ(k) = xˆ(k − 1)− αˆg(k − 1) + eˆ(k), (23)
We define the solution residual at iteration k as:
uˆ(k) := xˆ(k)− x∗. (24)
Further, we define
vˆ(k) := f(xˆ(k))− f∗ =
n∑
i=1
fi(xˆ(k))− f∗. (25)
3.1 Linear Rate of Convergence for Convex and Smooth
objective function f
We now present the convergence results for the proposed
GradConsensus method. In the analysis that follow we
assume that the step-size α > 0 in Algorithm 3 is a fixed
constant.
Theorem 3.1 Let Assumptions 1, 2 and 3 hold. Define
{xi(k)}k≥0 for all i ∈ V to be the sequence of estimates
generated by Algorithm 3. Given, η > 0 if
ε < η
√[
α
(n+ 1)n2L2hα+ nα+ (n+ 1)nLf
]
then for all k such that ‖g(k)‖ ≥ η we have,
f(xˆ(k + 1))− f∗ ≤ f(xˆ(k))− f∗. (26)
Moreover, if the error vˆ(k) = f(xˆ(k+1))− f∗ ≥ η then,
f(xˆ(k + 1))− f∗ ≤ a(f(xˆ(k))− f∗) (27)
where, 0 < a < 1. Thus, f(xˆ(k + 1)) − f∗ reduces at a
linear rate until f(xˆ(k + 1))− f∗ < η.
Proof. Under Assumption 3 since, fi for all i ∈ V are
Lipschitz differentiable with parameter Lfi , gˆ(k) also is
Lipschitz continuous with the constant Lf =
∑n
i=1 Lfi .
Therefore, it follows that,
f(xˆ(k + 1)) ≤ f(xˆ(k)) + 〈gˆ(k), xˆ(k + 1)− xˆ(k)〉
+
Lf
2
‖xˆ(k + 1)− xˆ(k)‖2
Thus, vˆ(k + 1) ≤ vˆ(k) + 〈gˆ(k), xˆ(k + 1)− xˆ(k)〉
+
Lf
2
‖xˆ(k + 1)− xˆ(k)‖2
= vˆ(k)− αˆ〈gˆ(k), g(k)〉+ 〈gˆ(k), e(k)〉
+
Lf
2
‖αˆg(k)− e(k)‖2
= vˆ(k)− αˆ〈gˆ(k), g(k)〉+ (1− αˆLf )〈gˆ(k), e(k)〉
+
αˆ2Lf
2
‖g(k)‖2 + Lf
2
‖e(k)‖2
≤ vˆ(k)− αˆ〈gˆ(k), g(k)〉+ (1− αˆLf )〈gˆ(k), e(k)〉
+
αˆ2Lf
2
‖g(k)‖2 + Lfε
2
2
.
Using Young’s inequality (±2aT b ≤ δa2+ b2δ for a, b ∈ R
all δ > 0) we get,
vˆ(k + 1) ≤ vˆ(k)− αˆ〈gˆ(k), g(k)〉+ 1
2δ
‖gˆ(k)‖2 + δε
2
2
≤ vˆ(k)− αˆ
2
‖gˆ(k)‖2 + 1
2δ
‖gˆ(k)‖2
+
αˆ
2
‖g(k)− gˆ(k)‖2 + (δ + Lfˆ )ε
2
2
,
where, the last inequality follows from using the Cauchy-
Schwarz-Bunyakovsky inequality followed by the AM-
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GM inequality. Using Lemma 3.2 we obtain,
vˆ(k + 1) ≤ vˆ(k)−
[
αˆ− 1
δ
] ‖gˆ(k)‖2
2
+
(αˆL2hn
2 + δ + Lf )ε
2
2
. (28)
Assume, δ = n+1α . Noting that, ‖g(k)‖ ≥ η, choose ε
such that vˆ(k + 1) ≤ vˆ(k). In particular, if
ε < η
√[
α
(n+ 1)n2L2hα+ nα+ (n+ 1)nLf
]
then (28) can be written as,
vˆ(k + 1) ≤ vˆ(k)− αˆc(k), (29)
where, c(k) > 0. Note that while vˆ(k + 1) ≥ η we have
0 < η ≤ vˆ(k)− αˆc(k) =⇒ αˆc(k) < vˆ(k) αˆc(k)
vˆ(k)
< 1.
Further (29) can be expressed in the following form,
vˆ(k + 1) ≤ vˆ(k)− αˆvˆ(k)
[
c(k)
vˆ(k)
]
=
[
1− αˆ c(k)
vˆ(k)
]
vˆ(k)
≤ avˆ(k),
where, a := sup
[
1− αˆ c(k)vˆ(k)
]
. As, 0 < 1− αˆ c(k)vˆ(k) < 1, for
all k such that vˆ(k + 1) ≥ η. Therefore, 0 < a < 1. This
completes the proof. 2
Remark 6 Theorem 3.1 establishes a linear rate of con-
vergence to an O(η) neighborhood of the optimal solu-
tion. This is a novel rate result under the assumption of
fi being convex and smooth. Further, if the gradient of f
is bounded above by H > 0. As, f is convex we have,
f(xˆ(k)) ≤ f(xi(k)) + 〈gˆ(k), xˆ(k)− xi(k)〉
≤ f(xi(k)) + ‖gˆ(k)‖‖xˆ(k)− xi(k)‖
≤ f(xi(k)) +Hε, (30)
where, we used Lemma 3.1. From Theorem 3.1 we have
for 0 < a < 1,
f(xi(k + 1))− f∗ ≤ a(f(xi(k))− f∗)
+ a(f(xˆ(k))− f(xi(k)))
+ f(xˆ(k + 1))− f(xi(k + 1))
Therefore, using (30),
f(xi(k + 1))− f∗ ≤ a(f(xi(k))− f∗) + (1 + a)Hε
≤ a(f(xi(k))− f∗) +O(ε)
Hence, we conclude that f(xi(k+1))−f∗, decreases with
a linear rate with a O(ε) error, for all i ∈ V and for all
k such that f(xˆ(k + 1))− f∗ ≤ η.
3.2 Linear Rate of Convergence for Strongly Convex
and Smooth objective function f
In this section, we make the following assumption for the
objective function f :
Assumption 4 f =
∑n
i=1 fi is a strongly convex func-
tion with parameter σf > 0.
Under Assumption 4, the optimal solution x∗ is unique.
Note, that Assumption 4 does not require all the fi’s
to be necessarily strongly convex. However, when this is
the case, assumption 4 holds naturally.
Lemma 3.3 Let, ∇f be Lipschitz contiuous with con-
stant Lf > 0 and if f is strongly convex with parameter
σf . Then, we have
〈∇f(y)−∇f(x), y − x〉 ≥ 1Lf ‖∇f(y)−∇f(x)‖2
〈x− y,∇f(x)−∇f(y)〉 ≥ µ1‖∇f(x)−∇f(y)‖2
+ µ2‖x− y‖2,
for all x, y ∈ dom f , with µ1 = 1σf+Lf and µ2 =
σfLf
σf+Lf
.
Proof. Refer Appendix 6.5 for proof. 2
Theorem 3.2 Let Assumptions 1-4 hold. Let {xj(k)}k≥0
for all j ∈ V be the sequence of estimates generated
by Algorithm 3. Let µ1 and µ2 be constants as given in
Lemma 3.3. If α ∈
(
n
4µ2
, 2nµ1
]
, then for all i ∈ V and
k ≥ 0 we have,
∥∥xi(k)− x∗∥∥ ≤ ak1∥∥xi(0)− x∗∥∥+ [ a2√
1− a21
+ 1
]
ε
= ak1
∥∥xi(0)− x∗∥∥+O(ε).
where, a21 = 2+
2αδ
n − 4αµ2n − 4α
2µ2δ
n2 < 1, a
2
2 = 2α
2L2hε
2+
2α
δ L
2
hnε
2 + 2ε2 and δ = n(4αµ2−n)4α(n−2µ2α) .
Proof. By the definition of uˆ(k),
‖uˆ(k + 1)‖2 = ‖xˆ(k + 1)− x∗‖2
= ‖uˆ(k)− αˆg(k) + eˆ(k)‖2
≤ ‖uˆ(k)− αˆg(k)‖2 + ‖eˆ(k)‖2 + 2|〈uˆ(k)− αˆg(k), eˆ(k)〉|
≤ 2‖uˆ(k)− αˆg(k)‖2 + 2‖eˆ(k)‖2
≤ 2‖uˆ(k)− αˆgˆ(k) + αˆgˆ(k)− αˆg(k)‖2 + 2ε2
= 2‖uˆ(k)− αˆgˆ(k)‖2 + 2αˆ2‖gˆ(k)− g(k)‖2
+ 4αˆ〈gˆ(k)− g(k), uˆ(k)− αˆgˆ(k)〉+ 2ε2,
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where we have used Cauchy-Schwarz-Bunyakovsky and
AM-GM relationship for the second inequality. From
Lemma 3.2,
‖uˆ(k + 1)‖2 ≤ 2‖uˆ(k)− αˆgˆ(k)‖2 + 2αˆ2L2hn2ε2 + 2ε2
+
2αˆ
δ
‖gˆ(k)− g(k)‖2 + 2αˆδ‖uˆ(k)− αˆgˆ(k)‖2
where, the last inequality follows from the Cauchy-
Schwarz-Bunyakovsky andYoung’s inequality (±2aT b ≤
δa2 + b
2
δ for a, b ∈ R all δ > 0). Thus,
‖uˆ(k + 1)‖2 ≤ 2(1 + αˆδ)‖uˆ(k)− αˆgˆ(k)‖2 + 2αˆ2L2hn2ε2
+
2αˆ
δ
L2hn
2ε2 + 2ε2. (31)
Using Lemma 3.3,
‖uˆ(k)− αˆgˆ(k)‖2 ≤ ‖uˆ(k)‖2 + αˆ2‖gˆ(k)‖2
− 2αˆµ2‖uˆ(k)‖2 − 2αˆµ1‖gˆ(k)‖2
≤ (1− 2αˆµ2)‖uˆ(k)‖2
+ (αˆ2 − 2αˆµ1)‖gˆ(k)‖2 (32)
Choose αˆ such that αˆ ∈ ( 14µ2 , 2µ1], with b ≥ 1. Note
that, µ1 = 1σf+Lf and µ2 =
σfLf
σf+Lf
.
Thus, 4µ1µ2 =
4σfLf
(σf+Lf )2
≤ 1 (As, (σf +Lf )2−4σfLf =
(σf − Lf )2 ≥ 0). Hence,
αˆ ≤ 2µ1 =⇒ 2αˆµ2 ≤ 4µ1µ2 ≤ 1 =⇒ 1− 2αˆµ2 ≥ 0.
Then from inequalities (31) and (32), we get
‖uˆ(k + 1)‖2 ≤ 2(1 + αˆδ)(1− 2αˆµ2)‖uˆ(k)‖2
+ 2αˆ2L2hn
2ε2 +
2αˆ
δ
L2hn
2ε2 + 2ε2.
Note that, 2(1+ αˆδ)(1−2αˆµ2) > 0. Let, δ = 4αˆµ2−14αˆ(1−2µ2αˆ) .
As, αˆ ∈ ( 14µ2 , 2µ1], with 1 − 2µ2αˆ > 0 we have,
4αˆµ2−1
4αˆ(1−2µ2αˆ) > 0, that is δ > 0. Now,
a21 := 2(1 + αˆδ)(1− 2αˆµ2)
= 1.5− 2αˆµ2 < 1.
Therefore, a21 < 1. Let a22 := 2αˆ2L2hn
2ε2 + 2αˆδ L
2
hn
2ε2 +
2ε2. Then,
‖uˆ(k)‖2 ≤ a21‖uˆ(k − 1)‖2 + a22
≤ a2k1 ‖uˆ(0)‖2 +
a22
1− a21
(33)
Thus, ‖uˆ(k)‖ ≤ ak1‖uˆ(0)‖+
a2√
1− a21
.
Using Lemma 3.1 and substituting αn for αˆ we get for all
i ∈ V,
‖xi(k)− x∗‖ ≤ ak1‖xi(0)− x∗‖+
a2√
1− a21
+ ε
= ak1‖xi(0)− x∗‖+

√
2(α2L2h +
α
δ L
2
hn+ 1)√
1− a21
+ 1
 ε
= ak1‖xi(0)− x∗‖+O(ε). 2
Remark 7 Theorem 3.2 establishes a linear rate of con-
vergence for the GradConsensus algorithm to a neigh-
borhood of the optimal solution x∗. Specifically, the error
between the local estimate of any agent i ∈ V and the
optimal solution decrease geometrically until reaching a
O(ε) neighborhood, where the parameter ε can be chosen
arbitrarily small a priori to get a solution in the desired
neighborhood of the optimal solution x∗. Note that the re-
sult of Theorem 3.2 requires only f to be strongly convex
unlike similar results in the literature [16],[19],[20],[25]
that require each individual fi to be strongly convex.
Theorem 3.3 Let Assumptions 1, 2 and 4 hold. Denote
{xj(k)}k≥0 as the sequence of estimates generated by the
GradConsensus method of Algorithm 3 for all j ∈ V. Let,
µ1 and µ2 be constants as given in Lemma 3.3. Then, for
α ∈ ( n4µ2 , 2nµ1], and any i ∈ V we have,
∣∣f(xi(k))− f(x∗)∣∣ ≤ Lfa2k1
2
‖xi(0)− x∗‖2
+
[
Lf
2(α2L2h +
α
δ L
2
hn+ 1)
1− a21
+ 1
]
ε2
= Lfa
2k
1 ‖xi(0)− x∗‖2 +O(ε2)
where, a21 and δ are as defined in Theorem 3.2.
Proof. Since, f is Lipschitz differentiable with parame-
ter Lf we have, for all i ∈ V at x∗
f(xi(k)) ≤ f(x∗) + Lf
2
‖xi(k)− x∗‖2
=
Lf
2
‖xi(k)− xˆ(k) + xˆ(k)− x∗‖2
≤ Lf‖xi(k)− xˆ(k)‖2 + Lf‖xˆ(k)− x∗‖2
Using Lemma 3.1,
f(xi(k))− f(x∗) ≤ Lfε2 + Lf‖uˆ(k)‖2
Using (33) we get,
f(xi(k))− f(x∗) ≤ Lf
[
ε2 + a2k1 ‖uˆ(0)‖2 +
a22
1− a21
]
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= Lf
[
ε2 + a2k1 ‖uˆ(0)‖2 +
2(α2L2h +
α
δ L
2
hn+ 1)
1− a21
ε2
]
= Lfa
2k
1 ‖uˆ(0)‖2 + Lfε2
[
2(α2L2h +
α
δ L
2
hn+ 1)
1− a21
+ 1
]
Using Lemma 3.1 for all i ∈ V,
f(xi(k))− f(x∗) ≤ Lfa2k1 ‖xi(0)− x∗‖2
+ Lfε
2
[
2(α2L2h +
α
δ L
2
hn+ 1)
1− a21
+ 1
]
Note that, f(x∗) − f(xi(k)) ≤ 0 for all k ≥ 0, as f(x∗)
is the minimum of f(u) for all u ∈ Rn. Therefore,∣∣f(xi(k))− f(x∗)∣∣ ≤ Lfa2k1 ‖xi(0)− x∗‖2
+ ε2
[
Lf
2(α2L2h +
α
δ L
2
hn+ 1)
1− a21
+ 1
]
= Lfa
2k
1 ‖xi(0)− x∗‖2 +O(ε2)
Note a21 < 1 as shown earlier in Theorem 3.2. This com-
pletes the proof. 2
Remark 8 Theorem 3.3 establishes per iteration con-
vergence result for the GradConsensus method, in con-
trast to the ergodic convergence analysis of the existing
papers in the literature [8],[11],[19],[34]. A linear rate
for near-convergence to the optimal objective value f∗ is
achieved. In particular, at each iteration k, the error be-
tween the objective function evaluated at the local esti-
mate of each agent and the optimal value f(xi(k))− f∗,
decreases geometrically until reaching a O(ε2) neighbor-
hood with ε being a user-desired accuracy parameter. As
discussed earlier setting ε to a very small value can ar-
bitrarily decrease the final error between the agent esti-
mates and the optimal objective value f∗.
4 Numerical Simulations and Results
Graphs and Weight matrix P: We consider a net-
work of 100 agents where the network interconnection
topology is generated using the Erdos-Renyi model [48]
with connectivity probability 0.2. The weight matrix P
is chosen using the equal neighbor model [45].
Objective functions:We consider two different objec-
tive functions for distributed optimization (1) problems.
We select these functions as they often appear in appli-
cations.
Case I - Distributed Least Squares: Here, we focus
on the following distributed least squares problem
minimize
x∈Rp
1
2
n∑
i=1
‖zi −Hix‖2.
Each agent has a measured data zi ∈ Rn a measurement
scaling matrix Hi ∈ Rn×p of agent i ∈ V, and x is the
unknown signal (or state) that is to be estimated. The
entries of the matrices Hi, i ∈ V, the observed data zi
are chosen from i.i.d samples of standard normal distri-
bution N (0, 1). The unknown signal (or the true state)
x is also generated from the i.i.d samples of the standard
normal distribution.
Case II - Distributed Logistic Regression: The dis-
tributed logistic regression has the following form:
minimize
x∈Rp
n∑
i=1
1
ni
ni∑
j=1
ln(1 + exp(−(Aijx)yij)),
where each agent i ∈ V has its training data (Aij , yij) ∈
Rp × {−1,+1}, j = 1, 2, . . . , ni, with feature variables
Aij and binary outcomes yij . For our simulations we
generate an artificial data-set of feature vectors Aij with
outcome yij = 1 from a normal distribution with mean
µ1 and standard deviation σ1, and with output yij =
−1 from another normal distribution with mean µ2 and
standard deviation σ2.
Algorithms to compare: We will compare the per-
formance of the proposed GradConsensus algorithm
with state-of-the-art distributed approaches such as:
Distributed Gradient Descent (DGD) of [8], EXTRA of
[16] and PushPull gradient method of [25]. For all the
methods we use a constant step-size. Each method is
initialized with xi(0) for all i ∈ V as a normal random
variable.
Simulation Platform: All the numerical examples in
this section are implemented in MATLAB, and run on a
desktop computer with 16 GB RAM and an Intel Core
i7 processor running at 1.90 GHz.
Convergence from each agent’s perspective: In the
following discussion we present the results of comparison
between GradConsensus and other methods for cases I-
II in terms of the solution residual which is the differ-
ence between the estimate xi(k) of any agent i and the
optimal solution x∗.
Fig. 1. Residuals ‖x
i(k)−x∗‖
‖xi(0)−x∗‖ against the number of iterations
for case I.
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Case I: Fig. 1 gives the residual trajectories for all the
compared methods for case I. Note that the GradCon-
sensus gives a superior performance converging to an
error less than 10−6 is just 70 odd iteration. Observe
that the decrease in the residual is fastest for the Grad-
Consensus algorithm among the compared algorithms,
showing applicability of the proposed scheme. PushPull
is the second best method in this case requiring around
150 iterations to achieve a similar level of residual error.
Fig. 2. Residuals ‖x
i(k)−x∗‖
‖xi(0)−x∗‖ against the number of iterations
for case II.
Case II: For case II, we present the trajectories of the
residual error for all the four methods in Fig. 2. The
plots demonstrate that in solving the distributed logis-
tic regression problem GradConsensus algorithm shows
superior convergence properties with converging to an
residual error less than 10−10 in less than 500 iterations.
EXTRA is the second best method with 1200 iterations
for a residual of 10−10.
Communication-computation trade-off:
1. Number of communication steps: As, the Grad-
Consensus method utilizes an approximate consensus
protocol at each iteration the communication burden of
GradConsensus is larger than the other compared meth-
ods. To provide a more comprehensive comparison, we
present the plots of residuals ‖x
i(k)−x∗‖
‖xi(0)−x∗‖ for each method
with respect to the total number of communication steps
required (including the ε-consensus protocol iterations)
to reach the value of residual.
Case I: For case I, Fig. 3 gives the residual plots in case
of all the four algorithms. We observe that in terms of
the communication complexity EXTRA is the best per-
forming method in this case requiring around 100 com-
munication steps to reach a residual value of less than
10−6. As discussed due to an ε-consensus step at each it-
eration the GradConsensus algorithm takes more num-
ber of communication steps to reach the same level of
residual. However, it can be seen in Fig. 3 that EXTRA
and PushPull algorithms stall in a neighborhood of the
optimal solution. We believe this might be due to a non-
strongly convex function instance of the distributed least
Fig. 3. Residuals ‖x
i(k)−x∗‖
‖xi(0)−x∗‖ against the number of commu-
nication steps required for case I.
squares problem. However,GradConsensus method con-
verges to a better neighborhood of the optimal solution
as predicted by the theory (see Theorem 3.1).
Case II: The plot of residuals with respect to the num-
ber of communication steps required in case II is given
in Fig. 4. In this case, PushPull is a better performing
method with a residual level of 10−13 in 1500 communi-
cation steps. EXTRA is the second best algorithm with
around 1800 communication steps for the same level of
residual. Note, this result also indicates that the num-
ber of communication steps for the GradConsensus al-
gorithm is more compared to other algorithms. However,
one advantage of the GradConsensus algorithm is that
it converges to a neighborhood of the optimal solution
with a lesser value of residual.
Fig. 4. Residuals ‖x
i(k)−x∗‖
‖xi(0)−x∗‖ against the number of commu-
nication steps required for case II.
2. CPU Computation time: The amount of time re-
quired by a processor to execute the instructions of the
compared algorithms is the CPU time of each algorithm.
Table 1 provides average CPU time of the four meth-
ods to reach the residual error less than 10−5 over 1000
random graph realizations for cases I and II. Table 1 il-
lustrates that even-thoughGradConsensus is more com-
munication intensive it takes lesser CPU time to reach a
desired solution. The reason for this observation is that
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Algorithm Case I (sec) Case II (sec)
GradConsensus 2.55 2.35
EXTRA 2.667 3.82
DGD 4.29 5.29
PushPull 2.651 3.18
Table 1
Average CPU time of the four methods for cases I and II
the GradConsensus performs significantly less number
of computationally expensive gradient calculation steps
compared to the other methods (as detailed in Fig. 1
and Fig. 2). In applications where the computation com-
plexity of the problems is a concern, the GradConsen-
sus method provides a more efficient alternative to the
existing methods with faster convergence.
5 Conclusion
In this article, we considered the problem of distributed
optimization over a directed multi-agent network, in
which the agents sought to minimize an aggregate cost
function while only being aware of their own local con-
vex objective. We introduced a "optimize then agree"
framework where the optimization step and the consen-
sus step are decoupled to provide a better convergence
(convergence to arbitrary neighborhood of the solution)
of the distributed optimization problem. The framework
presented is applicable to other existing algorithms in
the literature and provides a guideline for development
of newer algorithms to solve the distributed optimiza-
tion problem. Here, we proposed a new GradConsensus
protocol where each agent performs a gradient-descent
update and utilizes a finite-time ε-consensus protocol
to run an approximate centralized distributed opti-
mization iteration. We have established linear rate of
convergence for the GradConsensus algorithm under
the assumption of the aggregate function being smooth
and strongly convex over directed networks. Further, we
showed that GradConsensus has a novel linear rate of
convergence under the relaxed assumptions of fi’s being
smooth and not necessarily strongly convex. In numeri-
cal simulations we have applied the GradConsensus to
two different most commonly occurring distributed op-
timization problems. The results indicate the proposed
method’s superior performance compared to the exist-
ing state-of-the art methods. Extension of the "optimize
and agree" framwork and the proposed GradConsensus
algorithm to time varying directed topologies [49] is a
future work of this article.
6 Appendix
6.1 Proof of Theorem 2.1
Following the analysis in [27], [41], [44] we get,
lim
k→∞
1
tj(k)
sj(k) =
1
n
n∑
i=1
si(0), for all j ∈ N.
Due to the initialization in (8) we have
∑n
i=1 s
i(0) =∑n
i=1 y
i(0). Therefore, we get the the desired conclusion
lim
k→∞
1
tj(k)
sj(k) =
1
n
n∑
i=1
yi(0), for all j ∈ N.
6.2 Proof of Proposition 2.1
From [42], the ith row of rj(k) converges to the ith entry
r[i](0), of r(0) in finite number of update steps k ≤ D.
Thus, rj(k) converges to r(0) in finite number of itera-
tions k ≤ D. A similar, argument gives the desired result
for rj(k) converging to r(0).
6.3 Proof of Theorem 2.3
From [50], it follows that given tolerance ε > 0, for all
agents j ∈ N, there exists finite ki(ε) such that for all
m ≥ ki(ε), the ith entry of γj(mD) is less than ε, that
is for all m ≥ ki
γj[i](mD) := r
j
[i](mD)− rj[i](mD) < ε
Let k(ε) := max
1≤i≤n
ki(ε), then for all m ≥ k(ε), all the
entries of γj(mD) becomes less than ε. This gives,
‖γj(mD)‖∞ < ε. (34)
As, the node j is arbitrary, the condition (34) is met at
all the n agents. Therefore, the convergence is detected
simultaneously by each agent.
6.4 Proof of Lemma 3.1
The proof is straightforward. Indeed, by the definition
of zˆ(k) and xˆ(k),
‖xˆ(k)− zˆ(k)‖ =
∥∥∥∥∥ 1n
n∑
i=1
xi(k)− zˆ(k)
∥∥∥∥∥
≤ 1
n
n∑
i=1
∥∥xi(k)− zˆ(k)∥∥ .
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Using (19) we get,
‖xˆ(k)− zˆ(k)‖ ≤ 1
n
n∑
i=1
ε
2
=
ε
2
< ε.
Therefore, for any j ∈ N,
‖xj(k)− xˆ(k)‖ ≤ ‖xj(k)− zˆ(k)‖+ ‖zˆ(k)− xˆ(k)‖
< ε.
This completes the proof.
6.5 Proof of Lemma 3.3
Since, f is a convex function using the (sub)gradient
identity we have, for all x, y ∈ dom f ,
f(y) ≥ f(x) + 〈∇f(x), y − x〉. (35)
Furthermore, as ∇f is Lipschitz continuous with con-
stant Lf we can obtain a quadratic upper bound on f
at any y ∈ dom f as follows: for all x ∈ dom f ,
f(y) ≤ f(x) + 〈∇f(x), y − x〉+ Lf
2
‖y − x‖2 (36)
To prove the desired result, it follows that for any z,
f(y)− f(x) = f(y)− f(z) + f(z)− f(x)
Using (35) and (36),
≤ 〈∇f(y), y − z〉+ 〈∇f(x), z − x〉+ Lf
2
‖z − x‖2
Substituting, z = x− 1Lf (∇f(x)−∇f(y)) we have,
f(y)− f(x) ≤ 〈∇f(y), y − x+ 1
Lf
(∇f(x)−∇f(y))〉
− 1
Lfˆ
〈∇f(x),∇f(x)−∇f(y)〉+ 1
2Lf
‖∇f(x)−∇f(y)‖2
= 〈∇f(y), y − x〉 − 1
2Lf
‖∇f(x)−∇f(y)‖2
Similarly, interchanging x and y we get,
f(x)− f(y) ≤ 〈∇f(x), x− y〉 − 1
2Lf
‖∇f(y)−∇f(x)‖2
Adding the last two inequalities we have,
〈∇f(y)−∇f(x), y − x〉 ≥ 1
Lf
‖∇f(y)−∇f(x)‖2.
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