One of the major problems of communication networks is congestion. In order to address this problem in TCP/IP networks, Active Queue Management (AQM) scheme is recommended. AQM aims to minimize the congestion by regulating the average queue size at the routers. To improve upon AQM, recently, several feedback control approaches were proposed. Among these approaches, PI controllers are gaining attention because of their simplicity and ease of implementation. In this paper, by utilizing the fluid-flow model of TCP networks, we study the PI controllers designed for TCP/AQM. We compare these controllers by first analyzing their robustness and fragility. Then, we implement these controllers in ns-2 platform and conduct simulation experiments to compare their performances in terms of queue length. Taken together, our results provide a guideline for choosing a PI controller for AQM given specific performance requirements.
Introduction
Routers in a network transmit incoming packets to the destinations over links which have finite bandwidth. Thus, links can get congested if the amount of incoming packets exceeds the link capacity. When there are congested links in a network, the buffers of the routers might overflow and, consequently, new incoming packets might be lost. To address the congestion problem in TCP/ IP networks, queue management and scheduling algorithms are required at the routers. The traditional queue management technique at a router, known as tail drop, sets a maximum queue length in terms of packets and accepts packets for the queue until it overflows, then drops subsequent incoming packets until the queue decreases. Tail drop has some drawbacks such as flow synchronization, link under-utilization, and long end-to-end delay [1] . In order to overcome these drawbacks, Active Queue Management (AQM) scheme is recommended in [1] . The well-known AQM scheme is Random Early Detection (RED), which drops packets with a probability that depends on the average queue length. Since RED drops packets by detecting the congestion, it significantly improves the link utilization compared to tail drop scheme. In addition, the flow-synchronization is eliminated and the effects of burst traffic are attenuated [2] . However, tuning RED parameters is a difficult task; if these parameters are not chosen carefully, the performance of RED can degrade, and, the system may become unstable. The stability of RED is investigated in [3, 4] by studying the maximum value of the packet marking probability that does not cause instability. As shown in [3] , TCP/RED system becomes unstable if the round-trip delay and link capacity increase significantly, and/or the number of TCP sessions decreases drastically.
In order to obtain better performance compared to RED, by using the linearized fluid-flow model of TCP proposed in [5] , several feedback control based advanced AQM controllers are proposed in the literature e.g., [6] [7] [8] [9] and references therein. In [6] , an H 1 AQM controller was constructed by solving two-block H 1 minimization problem to regulate the queue length against the variations of the plant parameters. By using the l-synthesis approach in [7] , an H 1 AQM controller was designed considering delay-free part. In [8] , by designing a robust observer, an H 1 state feedback controller was designed to solve the same problem. In [9] , an H 1 state feedback was designed in order to solve the problem considering also the disturbances on the available bandwidth. However, it appears that these proposed controllers are not easy to 0140-3664/$ -see front matter Ó 2013 Elsevier B.V. All rights reserved. http://dx.doi.org/10.1016/j.comcom.2013.03.001 implement in real networks due to their computational complexities.
In [10, 11] , a PI AQM controller design was proposed by using the small-gain theorem. It was shown there that PI controllers provide good responses in achieving AQM performance requirements. Based on this and their ease of implementation in real networks, several PI AQM controller designs have been proposed following those works, see for instance, [12] [13] [14] [15] . Note that, from the practical implementation of a controller, it is required to keep the stability of the closed-loop system under round-off errors during implementation. A controller for which the closed-loop system can be destabilized by small perturbations in the controller coefficients is said to be fragile (see, e.g., [16] ). There are only a few studies addressing the fragility problem of AQM controllers. To the best of the authors' knowledge, the first study was performed in [14] , where a method to compute the largest available intervals for the PI controllers parameters have been developed. Recently in [15] , using the complete characterization of the set of all stabilizing PI controllers and its corresponding geometric properties, a new method for tuning the parameters of PI/AQM controllers has been proposed. Such an approach allows us to design a PI controller stabilizing the network against perturbations in the network parameters. In addition, since the approach gives a simple procedure to determine the controller coefficients providing the maximum parametric stability margin in the controller's gains space, the designed PI controller stabilizes the network also against the perturbations on the coefficients of the controllers.
Although PI controllers are widely used in many control applications including complicated systems (see e.g., [17] ), there does not exist a generally accepted tuning methodology. In addition, determining the PI parameters is a difficult task for many applications [18] . As pointed out in several surveys (see [18] and references therein), a high percentage of PI controllers have poor performances in many applications, due to bad controller tuning. Many tuning methods do not consider some restrictions such as unmodelled dynamics, non-linearities, and presence of delay. Another reason for the performance degradation of the PI-controllers is the uncertainties in the controller components due to the aging problem. This means that fragility of the controller should be taken into account.
In this paper, we compare several PI controllers designed for TCP/AQM considering some performance requirements with arising problems in practice such as fragility and robustness. Some of these PI controllers are currently available for TCP/AQM given in [11, 15, 14] and the other PI controllers are designed in the paper by utilizing the approaches in [19] [20] [21] [22] [23] . The designed PI controllers are based on considering the transfer function of the linearized model of TCP as an integrating system or a second order system with delay. In order to compare the robustness and fragility of the controllers, the stability region of all stabilizing PI AQM controllers for the considered network presented in [15] is utilized. For a performance comparison, the controllers are implemented in ns-2 2 and validated under different realistic scenarios considering various performance metrics.
It is worth mentioning that there also are propositions of PD and PID controllers for AQM schemes, see for instance, [25] [26] [27] [28] . However, to the best of the authors' knowledge, the boundary of the stability region in the controller's parameters space of such controllers is not completely known and, therefore, an appropriate comparison of robustness and fragility issues can not be made as we performed here for PI AQM controllers.
The remainder of the paper is organized as follows. The mathematical model of the TCP fluid-flow model is given in Section 2. Various PI controller design methods for AQM schemes are summarized in Section 3. Section 4 provides a theoretical analysis of these PI controllers as well as simulation results comparing their performance in ns-2 platform. Concluding remarks are presented in Section 5.
Mathematical model of the TCP flows
In this section, we present the dynamical fluid-flow model developed by [11] for describing the behaviour of TCP/AQM networks. This model considers a network of N homogeneous TCPcontrolled sources and a single router. The average values of the key network variables are modelled by the following coupled and time-delayed non-linear differential equations:
Wðt À RðtÞÞ Rðt À RðtÞÞ pðt À RðtÞÞ;
where WðtÞ is the average TCP window size (packets), NðtÞ is the number of TCP sessions, RðtÞ ¼ qðtÞ C þ T o is the round-trip time delay (s), qðtÞ is the average queue length (packets), C is the link capacity (packets/s), T o is the propagation delay (s), and pðtÞ is the probability of packet marking. Since the equations in (1) are non-linear, the transfer function for (1) can be obtained by making a linearization around their equilibrium points. In order to obtain the transfer function of (1), let 
Therefore, by (2) , it is possible to construct a closed-loop feedback system by designing PI controllers using various approaches, which are summarized in Section 3, for TCP/AQM model.
PI controller design approaches for the delay model of TCP/ AQM
In this section, several PI controller design approaches are summarized for the delay model of TCP/AQM. The stabilizing PI controllers are designed to provide a packet marking probability function as AQM strategy for regulating the average queue length at a desired operation point. Each PI controller has the structure
where K p and K i correspond to the proportional and integral gains, respectively.
PI controller design by Ziegler-Nichols approach
Ziegler-Nichols approach is an empirical PID tuning method, which is based on the following steps:
Set K i ¼ 0. Stabilize the feedback system for a step reference q o with a very small gain K p .
Gradually increase K p until output of the controller starts to oscillate. Then, record the gain K p as K and oscillation period as T.
Then, the PI controller parameters are determined as K p ¼ 0:45K and K i ¼
PI controller design by Panda et al. ([20])
In this approach, PI controller design is presented for first order systems with time-delay considering the robustness by using the Internal Model Control (IMC) with Padé approximation. In order to design such a PI controller for AQM scheme, the approximation of the plant is obtained as
where s m :¼ 0:828 þ 0:812 K þ 0:172R o Ke À 6:9 K and D m :¼ 1:116 RoK Kþ1:208 þ R o . Then, the controller parameters are determined as K p ¼ 2smþDm [29] for the details of the choice of k).
PI controller design by Hollot et al. ([11])
This PI controller design is proposed to stabilize the feedback system with plant (2) against the high-frequency TCP parasitic. It is shown that the designed controller also stabilizes the system against the larger TCP sessions and smaller link capacity and round-trip time delay compared to nominal values, therefore, the resulting controller is robust. In this design method, the zero of PI controller is chosen to coincide with the corner frequency of the TCP window dynamic. Hence, if LðsÞ :¼ K pi ðsÞG pq ðsÞ and K p ¼ K i z , then z is chosen as z ¼ 1 RoK . Therefore, the phase of the open-loop system depends on the TCP queue dynamics, and the round-trip time delay. In order to meet the crossover condition, i.e. jLðjw g Þj ¼ 1; K i is chosen as 
Therefore, to design a stabilizing PI controller, b should satisfy \Lðjw g Þ À 180 > 0. Hence, once w g is chosen for design purposes, i.e. large bandwidth for a fast response, the stabilizing PI controller can be obtained provided that b satisfies \Lðjw g Þ À 180 > 0. Note that, large bandwidth requires larger b, which decreases the phase margin of the open-loop system, hence, deteriorates the system performance.
PI controller design by Melchor-Aguilar, Niculescu ([15])
In this approach, first the set of all robustly stabilizing PI controllers for the linearized model is determined. Then, by utilizing this set, a tuning methodology is presented to determine a non-fragile PI AQM controller. In order to design such a controller, let us introduce
Then, by linearizing the augmented system (1)-(3) with the control law d p ðtÞ ¼ K p d q ðtÞ þ K i ðrðtÞ À 1 K i ðp o À K p q o ÞÞ, around the equilibrium points, it can be shown that the closed-loop system is exponentially stable if and only if
has no zeros with non-negative real parts [30] . Following [15] , the set of all robustly stabilizing PI controllers for the linearized model of TCP can be described as
where w 2 ½ w; w Ã . Here, w and w Ã are respectively the solution of
Then, the stability region of all PI controllers for TCP/AQM is determined by the coordinate axes K p ¼ 0 and K i ¼ 0 and the curve defined by (4) and (5) . Now, once the stability region is obtained, in order to determine the non-fragile controller, the nominal controller parameters are chosen to put the largest circle in this region, where the radius of this circle represents the maximum l 2 parametric stability margin in the controller's gain space.
PI controller design by Poulin, Pomerleau ([21])
This approach is proposed for the integrating systems with time-delay. It is based on limiting the maximum peak-resonance (M r ) of the closed-loop transfer function to minimize the integral time of the absolute error (ITAE) due to the output step disturbance. In order to achieve this, the controller parameters are adjusted such that the transfer function of the open-loop system at the frequency where maximum phase occurs is tangent to the ellipse in the Nichols chart specified by the desired M r of the closed-loop system. To design such a PI controller for AQM, the considered plant has structure
Note that this approximation is a well approximation of (1) if K ) 1 [12] . Following [21] , the PI parameters are chosen as . The optimal M r values, which satisfy the design criterion, are plotted in Fig. 2 of [21] with respect to plant parameters. By utilizing that plot and considering (6), M r is chosen 4.25.
PI controller design by Üstebay, Özbay ([14])
This approach is based on the work of [31] and aims to design a resilient controller in the sense of [32] for integrating systems with delay. In [31] , firstly, the necessary and sufficient conditions for the stability of the closed-loop system are presented by utilizing the coprime factorizations of the considered plant and K pi . Then, by using the small-gain theorem, the allowable intervals for K p and K i that ensure the stability of the closed-loop system are determined. To design a resilient PI controller for AQM, in [14] , the transfer function in (6) is considered by assuming K in (2) as K ) 1. Then, it is shown that the optimal K p , which maximizes the interval of allowable K i , is found as No
. By the optimal K p , the maximum value of the interval of allowable K i is found as No
. Then, to design a resilient controller, K p is chosen as No
and K i is chosen as No
, which is the midpoint of the allowable interval for K i .
PI controller design by Wang, Shao ([22])
In this method, the PI parameters are adjusted to minimize the integral error under a constraint such that the Nyquist curve of the open loop transfer function is tangent to a line parallel to the imaginary axis with a distance ensuring the stability margins. If
where ReðzÞ represents the real part of the complex number z, then, the constraint can be defined as
where k 2 ½1:5; 2:5 for reasonable stability margins. Since the integral error is inversely proportional to K i [33] , the controller parameters are obtained to maximize K i while satisfying (7) . If we consider AQM problem, since G pq ðjxÞ can be written as
then, the resulting controller parameters are obtained as
which is the midpoint of the interval for reasonable stability margins.
PI controller design by Skogestad ([23])
The PI controller design by this approach is based on two steps. In the first step, the original system is approximated to a first order system with delay. Since the delay term may limit the performance of the controller, an approximation technique, called ''half rule'', is recommended to reduce the conservativeness. Then, considering the system, obtained by ''half rule'', direct synthesis technique is used to provide the desired closed-loop system as a first order system with the same delay of the considered system. Since the resulting controller becomes ''Smith Predictor'', due to the direct synthesis technique and existence of delay in the desired response, Taylor series approximation is used to obtain a PI controller. In order to design a PI controller for AQM scheme, the first order approximation of (2) by ''half rule'' is obtained as
Then, by using Skogestad-IMC settings, the controller parameters are obtained as
where s c is the time constant of the desired closed-loop response.
For a fast response, good disturbance rejection and moderate robustness margins, s c ¼ 3R o =2 is recommended in [23] .
Comparison of the PI controllers
In this section, we compare the designed controllers in the sense of fragility, robustness, and performance issues. The fragility and robustness properties of the controllers are compared using the stability region obtained by the approach of [15] . To validate and compare the performance issues of the controllers, we implement the controllers in ns-2 and conduct simulations in different scenarios. Throughout the section, PI ZN , PI PYH , PI H , PI MN , PI PP , PI UO , PI WS , and PI S correspond to the controller designed by the approach of Ziegler-Nichols, [20] , [11, 15] , [21, 14, 22, 23] , respectively. For the sake of clarity, the PI controllers are designed for the same network parameters as in [11] , i.e. N o ¼ 60; C o ¼ 3750 packets/s, and R o ¼ 0:246 s. The corresponding proportional and integral gain values of each of the designed controller are given in Table 1 .
Fragility and robustness comparisons
The stability region of all stabilizing PI controllers for the considered network parameters is shown in Fig. 1 . The region is determined by the coordinate axes K p ¼ 0; K i ¼ 0 and the curve defined by (4) and (5) . As seen in Fig. 1 , the designed controllers by each of the approaches belong to the stability region as expected.
In order to compare the fragility of each one of the designed controllers, let us define the following metric borrowed from [15] :
whereq is the minimum distance from ðK p ; K i Þ of each controller given in Table 1 to the boundary of the stability region computed by the approach of [15] . By (8), we get a circle with center at ðK p ; K i Þ and radius q. Such a circle is the largest one inside the stability region that can be obtained for each of the designed controller's gains ðK p ; K i Þ, see Fig. 1 . Thus, a large q yields a less fragile controller while a small q leads to a more fragile controller. Hence, the controllers designed by [11, 14] are more fragile compared to the other controllers, as their q values given in Table 2 are small. As seen in Table 2 and also shown in Fig. 1 , controllers PI MN , PI PYH , PI ZN , PI S , and PI WS may not suffer fragility problem compared to the rest of the designed controllers. PI PYH is designed without taking into account the fragility issue, however, its distance to the boundary is close to the distance of PI MN , which is the optimally non-fragile controller in the sense that it provides the greatest l 2 parametric margin.
For the robustness issue, we can compare the controllers in the sense of how much each of their parameters can be increased (with fixing the other one) without violating the stability. This issue is related to the classical gain margin problem. Therefore, let us define j i (j p ), which is the maximum gain such that j i K i (j p K p ) does not destabilize the system with fixing the nominal value of K p (K i ). Clearly, in view of Fig. 1 , in this case, a good choice would be to take a small nominal K i (respectively K p ). Performance constraint should determine the lower bounds for the nominal parameters.
Note that j p or j i values for PI H , PI UO , and to some extent PI PP are larger compared to the corresponding values obtained with other controllers as presented in Table 2 . So, these controllers are preferable vis-a-vis gain margin considerations.
Performance comparisons
For AQM, performance objectives include efficient queue utilization, low jitter, low packet dropping, and robustness with respect to varying network parameters. Now, we compare the performance of the PI controllers by implementing them in ns-2 considering different scenarios. The parameters of the PI controllers, given in Table 1 , are obtained in the s domain. However, for the implementation of these controllers in ns-2, each controller is converted to the z domain by a sampling frequency chosen as 15 times of its open-loop bandwidth frequency [10] .
For the simulations, we consider a dumbbell network given in Fig. 2 . In the first 4 scenarios, the sources are TCP/Reno connections generating FTP flows, and in the last scenario, the sources generate UDP, HTTP and FTP flows. The capacity of the bottleneck is denoted by C 0 and the propagation delay between the routers is denoted by T o . The pair ðC 1 ; T 1 Þ represents the capacity of the links and the propagation delays between the sources and the first router. The pair ðC 2 ; T 2 Þ represents the capacity of the links and the propagation delays between the second router and the sinks. In simulations, q 0 is taken as 200 packets with 400 packets buffer sizes for each of the router, the average packet size is taken as 500 Bytes, and the simulation duration, T total , is 200 s.
In order to evaluate the performance of the designed PI controllers, we introduce five metrics related to the above performance objectives. The first metric is the RMS percentage error of the queue length with respect to the desired queue length q 0 :
where M is the number of total samples generated by ns-2, qðiÞ is the queue length at instant i. Note that since the buffer size is 400 packets, oscillation of qðtÞ around 400, i.e., hitting qðtÞ to the buffer limit, implies the existence of congestion and packet dropping due to the saturation. Then, we can define the second metric as
where T s is the total length of the time-intervals of qðtÞ oscillating in the interval around 400, let us choose this interval as ½399; 400.
Here, T s can be thought of as the total time interval for buffer overflow, i.e. saturation, and packet dropping, hence, the controller which produces small X should be preferred. Note, since packet dropping may happen due to the larger overshoots, X does not give alone the complete packet loss. The link utilization is related with the time how long queue is efficiently used (i.e. the buffer is not empty) during the network traffic, hence, it is the function of total time intervals where qðtÞ -0. Therefore, let T z be the total duration of the time when qðtÞ drops to 0. Since there will be no packet at the router during the time intervals lie in T z , the link utilization can be defined as
Then, by (9), C u :¼ ð1 À UÞ Â 10 3 ¼ Tz T total Â 10 3 can be defined as the third metric. Since T z corresponds to the total duration of the link underutilized, the controller providing U closest to 1 (or C u closest to 0) satisfies better link utilization compared to the other controllers. Now, let us define Loss r as the ratio of the number of lost packets to the total number of sent packets by all the sources, then, we can define another metric as P Loss ¼ Loss r Â 10 4 :
Since minimization of the packet loss is one of the AQM performance objectives, the controller which provides small P Loss should be preferred. Another metric is related to the response speed of the controllers. We define this metric, called R t , as the required time for qðtÞ reaches 90% of the desired value but by discarding the time interval where qðtÞ saturates the buffer capacity. In order to discuss jitter properties of the designed PI controllers, let us define
where qðt i Þ is the queue length at discrete time t i generated by ns-2 in the interval ðR t ; T total Þ. By the definition in (10), R v ðt i Þ can be considered as a relative delay variation at time t i . Case 1: In this scenario, we consider the nominal response of the designed controllers. For this reason, the parameters of the network in the simulations are chosen as N o ¼ 60 FTP flows,
The performance analysis of the designed controllers are given in Table 3 . As shown in Table 3 , PI UO produces the smallest RMS error, while PI ZN produces the greatest RMS error compared to the other ones. Most of the controllers have the same link utilization performance, however, PI WS has the best one. Smallest packet dropping happens by PI MN and PI ZN . Table 3 demonstrates that PI S and PI PYH have slower response than the other ones, while PI UO and PI PP have faster response. In order to compare the controllers which provide low jitter, by using (10), maximum (max Rv ), minimum (min Rv ), and average (ave Rv ) values of fR v ðt i Þg t i 2ðRt ;T total Þ for each of the designed PI controllers are presented in Table 4 . As seen in Table 4 , the controllers PI UO , PI PP , and PI WS provide low jitter compared to other controllers. On the other hand, the controllers PI S and PI H result in large delay variations. As shown in Table 3 , the controllers, which result in low jitter, provide small RMS error with high link utilization and the controllers, which result in large jitter, result in more packet dropping. The simulation results are presented in Figs. 3 and 4 . As shown in all figures, the designed PI controllers regulate the queue length at the routers. Figs. 3(a) and 3(d) demonstrate that PI ZN makes large undershoots, whereas PI H makes large overshoots. The controllers PI WS and PI UO , as seen in Fig. 3(b) and Fig. 4(c) , result in small oscillations around the desired queue length and they have better steady-state responses. Note that, by considering Tables 3 and 4 , the simulation results confirm that the controllers, which provide small queue oscillations around desired queue length, indicate low jitter, small RMS error, and also high link utilization.
Case 2: In this scenario, we consider the robustness property of the designed controllers. It has been shown in [15] , by using geometric properties of the boundary of the stability region, that a stabilizing PI controller designed for network parameters Table 5 . As seen in Table 5 , the majority of the controllers provide less RMS error compared to Case 1, therefore, they regulate the queue length at the routers. In addition, compared to Case 1, the controllers pro- vide better link utilization, however, more packets are dropped. One of the reasons for this result is the fact that the number of loads is taken more than 3 times of Case 1, hence, qðtÞ oscillates around the upper limit of buffer for a long time as seen by comparing the second metric in Tables 3 and 5 , therefore, more packet-dropping happens. In addition, oscillation of qðtÞ around its upper limit for a long period implies that qðtÞ becomes zero only for a short time compared to Case 1, hence, the link utilization is improved. From Table 5 , PI H and PI UO yield larger RMS errors, PI ZN , PI PYH , and PI MN provide smaller RMS errors. The best link utilization is provided by PI UO , and the rest of the controllers have similar levels of utilization. PI H and PI UO yield more packet dropping than the others, while PI PYH , PI MN and PI ZN provide relatively small packet dropping. The last column of Table 5 shows that PI H and PI UO have slower response, while PI ZN , PI PYH , PI MN have faster response. As discussed above, PI UO , which provides the best link utilization, and PI H yield large RMS error due to the fact that they saturate for a long time as shown by the second metric in Table 5 . However, such a long saturation duration results in slower response and the controllers provide small oscillations around the desired queue length. Hence, these controllers result in low jitter compared to other controllers.
Case 3: In this scenario, we aim to evaluate the response of the controllers for a large nominal plant gain. The number of FTP flows is 45, link capacities C 0 ; C 1 and C 2 are 18 Mbps and the propagation delay between the routers is set to T o ¼ 350 ms. The rest of the simulation parameters are kept as in Case 1. The performance analysis of the controllers are given in Table 6 . As shown by the table, performances of all the controllers are deteriorated, they result in larger RMS error and worse link utilization compared to the previous scenarios. In addition, since the controllers yield qðtÞ to become zero frequently due to the worse link utilization, as seen in Table 6 , fewer packets are dropped compared to Cases 1 and 2. As seen from Table 6 , most of the controllers produce the same RMS error. Among these controllers, PI H , PI PP , PI UO , and PI WS result in the smaller RMS error, PI ZN and PI MN result in the larger RMS error and worse link utilization, while PI S and PI H provide the better link utilization. Most of the controllers yield the same packet dropping, however, PI PYH yields the minimum packet dropping, PI WS , PI PP , and PI UO result in larger packet droppings. The response time of the most of the controllers are close to each other, however, PI MN is the controller which has a slowest response, while PI H and PI PYH have faster response. Since the controllers yield worse link utilization with larger RMS error, they have worse performance in the sense of jitter compared to the previous cases.
Case 4: In this scenario, the gain of the nominal plant is larger than the one in Case 3. The number of FTP flows are taken 30, link capacities C 0 ; C 1 and C 2 are taken 18 Mbps and the propagation delay between the routers is taken as T o ¼ 537:6 ms. The other simulation parameters are kept as in Case 1. As seen by the performance analysis of the controllers given in Table 7 , the controllers have worse performances in the sense of RMS error but better performance in the sense of lost packet ratio compared to the previous cases. Additionally, all the controllers, except PI ZN and PI PYH , have better link utilization compared to Case 3. From Table 7, the maximum RMS error is produced by PI ZN , and the other controllers produce RMS errors close to each other. The better link Table 7 shows that the controllers have slower response compared to the ones in previous cases. Among the controllers, PI H is the slowest one. Longer response time and worst link utilization can be attributed to the drastic increase in the open-loop gain. As discussed in Case 3, the controllers in this case may result in high jitter compared to the previous cases. Case 5: We here consider a more realistic traffic scenario. The network sources, link capacity and propagation delay between the routers change dynamically. We consider 180 HTTP sessions (180 clients and 1 server), 60 FTP flows, and 10 UDP flows with a packet size 250 bytes. Therefore, 75% of the traffic consists of short-lived flows, called web mice, which make the traffic more realistic [34] . The UDP flows follow an exponential ON/OFF traffic model such that both the idle and burst times have mean of 0:5 ms and the sending rate during the on-time is 0:05 Mbps. The propagation delay of each UDP flow uniformly varies within the interval ½20; 80 ms and these flows are active between t ¼ 50 s and t ¼ 150 s. We introduce dynamic load N o ðtÞ such that at t ¼ 80 s, 30 of the FTP flows drop out and at t ¼ 140 s they return. The propagation delay T o and the link capacity C 0 uniformly vary within the interval ½100; 300 ms and ½12; 18 Mbps respectively. The rest of the simulation parameters are kept as in Case 1. The performance analysis of the controllers are given in Table 8 . As seen from the table, PI PP and PI WS provide small RMS error, while PI ZN provides the largest one. The link utilization performance of most of the controllers are close to each other, however, PI H is the best one and PI ZN is the worst. PI H yields more packet dropping, length drops to 0 suddenly and the link is underutilized for a short duration. As seen in Fig. 5(b) , PI WS acts faster compared to the other controllers to regulate the queue length due to the change of the number of sources. When these sources return at t ¼ 140 s, as seen in Fig. 5(d) , for the controller PI H , queue length drops to 0 for some duration compared to other controllers, which means that the link is underutilized. In addition, as seen in Fig. 5 (c), 5(d) and Figs. 6(c), 6(d), PI PYH , PI H , PI UO , and PI S have aggressive responses and larger overshoots. As seen in Fig. 5(d) , PI H result in larger overshoots around the desired queue length, which may result in larger jitter. Similarly, PI ZN , which provide largest RMS error and worst link utilization, may also result in large jitter. Since queue length in Fig. 5(b) , and Fig. 6(b) does not make large overshoots around its desired level, the controllers PI WS and PI PP , which provide small RMS error with high link utilization, may also provide low jitter. As seen in Fig. 5(a) , PI ZN is less robust to unresponsive flows, since the controller results in large undershoots when UDP sources switched on and off.
Discussions
As shown in Figs. 3-6 , the designed controllers regulate the queue length at the desired level. For large TCP sessions, as in Case 2, the designed controllers still regulate the queue length. However, if the nominal plant gain is drastically increased, then, the controllers loose their ability to regulate the queue length. As seen in Case 5, the designed PI AQM controllers achieve the objectives on the queue length in a dynamic traffic scenario and in presence of disturbance factors such as short-lived and UDP flows.
To recap, the least fragile PI controllers are PI MN and PI PYH . In the sense of maximizing j p (respectively j i ) the best PI controllers are PI H (respectively PI UO ). Since PI PP is designed to bound the M r of the closed-loop transfer function, it bounds the complementary sensitivity function, so it has some robustness property. In general, the controller PI ZN gives the largest RMS error, and, PI MN and PI PYH , provide the smaller packet dropping. In most of the cases studied, PI ZN and PI MN have worst link utilization, while PI UO and PI H have the best link utilization. Considering the response time of the controllers, PI ZN has faster response in most cases. In general, PI WS , PI PP , and PI UO provide low jitter, while PI ZN and PI H result in high jitter.
Note that, additional analysis and simulation results for different scenarios are presented in [35] .
Conclusion
In this paper, a comparison of various PI controllers designed for the delay-model of TCP/AQM is performed. The compared PI controllers are the ones currently available for TCP/AQM proposed in [11, 14, 15] and the designed ones for TCP/AQM in the current paper using the approaches given in [19] [20] [21] [22] [23] . It should be noted that, it is possible to find different PI controller design approaches for TCP/ AQM than the presented ones in the paper. However, we believe that the chosen PI controller design approaches are more appropriate considering the linear model of TCP/AQM among the others in the literature. The comparison in the paper is based on the fragility, robustness, and performance issues of the controllers. For a comprehensive and realistic comparison, we implemented the controllers in ns-2 for different traffic scenarios and validated the results considering some AQM performance objectives.
Our analysis showed that the PI controllers of [15, 20] are less fragile compared to the controllers designed by the approach of Zeigler-Nichols, and [22, 11, 21, 14, 23] . On the other hand, the controllers proposed by [11, 14, 21, 22] are more robust compared with the rest because their proportional or integral gain margins are relatively large. Additionally we note that the controller designed by the methods of [21, 11] have also good robustness property in the sense that they limit the sensitivity function. The simulation results indicate that, in general, robust controllers have better link utilization and provide low jitter, while the controllers, which may not suffer ''fragility'' problem, provide smaller packet dropping.
Note that the approaches of [14, 21] are for the simplified model of the system K ) 1, which may result in conservativeness. In addition, since the approach of [14] is based on the small-gain theorem, like [11] , another conservativeness arises. The controllers proposed by [20, 23] can also be considered conservative because they are designed using a first order approximation of the transfer function. The approach of [15] , however, gives the set of all stabilizing controllers, and allows us to measure the parametric stability margins.
In conclusion, we have identified which PI controllers to choose for different performance and robustness metrics in AQM. As in all other application areas, these controllers form a baseline for an initial design; depending on the performance requirements of a particular network, PI controllers can be modified for further improvements.
