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Re´sume´ : L’estimation de la profondeur par l’analyse du flou optique sur les contours d’images peut eˆtre vue comme un
proble`me d’estimation de parame`tres de mode`les de contours et de de´focalisation graˆce a` l’acquisition d’un couple d’images
nette et floue. Nous proposons de re´soudre ce proble`me par une me´thode ge´ne´tique applique´e simultane´ment a` l’image nette
et a` l’image floue. La technique ge´ne´tique est ensuite utilise´e uniquement avec l’image floue en estimant l’ensemble des
parame`tres de contours et la quantite´ de flou optique en e´vitant l’acquisition de l’image nette. Les performances de cette
approche sont e´value´es avec deux puis une image et compare´es a` une de nos me´thodes pre´ce´demment de´veloppe´es.
Mots Clef : Profondeur d’images, me´thode ge´ne´tique, vision monoculaire passive.
Abstract : This article deals with the application of a genetic method to depth perception in images in a passive monocular
vision system. Depth is estimated using the optical blur on the edges Parameters of edge models and optical model are
determined using the genetic method. The genetic approach is then applied with the blurred image only to estimate edge
parameters and the amount of blur avoiding the sharp image acquisition. Performance of this genetic approach with two
images, then with one, is evaluated and compared to one of our method previously developed.
Keywords : Depth perception, genetic method, passive monocular vision.
1 Introduction
De nombreuses me´thodes ont e´te´ de´veloppe´es pour obte-
nir les coordonne´es 3D des objets en utilisant des images.
Les approches monoculaires exploitent le flou optique, in-
troduit par la de´focalisation, qui est principalement percep-
tible sur des zones he´te´roge`nes de l’image comme les bords
des objets ou les textures. Ces techniques, appele´es Depth
from Defocus ou DFD, emploient au moins deux images
acquises avec des configurations diffe´rentes des parame`tres
de la came´ra. Elles exploitent le contenu spatial de l’image
au travers des caracte´ristiques ge´ome´triques ([6], [10]), de
la forme des objets [2] dans la sce`ne. Dans [8], nous avons
de´fini une approche dans le domaine spatial base´e sur des
caracte´ristiques d’objets utilisant la re´ponse impulsionnelle
du syste`me optique d’acquisition. Cette me´thode emploie
une image nette en tout point et sa correspondante floue ob-
tenue avec le meˆme point de vue. Des ope´rateurs tradition-
nels de traitement d’images sont mis en œuvre pour esti-
mer la quantite´ de flou optique pre´sente localement et pour
e´valuer la profondeur des objets dans une sce`ne. Les de´tails
sont pre´sente´s dans la prochaine section.
Les me´thodes ge´ne´tiques ont trouve´ beaucoup d’applica-
tions en visionique notamment dans les domaines de la
de´tection de contours, de la segmentation, de la classifica-
tion d’images ou de la reconnaissance de formes. Certaines
de ces applications sont de´crites dans les re´fe´rences ([5],
[1], [9], [3]). Pour notre part, l’approche ge´ne´tique est em-
ploye´e comme outil d’optimisation afin de calculer la pro-
fondeur d’objets a` partir de leurs images floues et nettes,
comme une me´thode DFD classique, puis en utilisant uni-
quement l’image floue de la sce`ne en supposant un mode`le
classique de contours.
Dans cet article, nous pre´cisons rapidement l’aspect
the´orique de notre me´thode de perception de profondeur en
de´finissant d’une part, la relation entre la profondeur et la
re´ponse impulsionnelle du syste`me optique et d’autre part,
les mode`les mathe´matiques employe´s. Dans la seconde par-
tie, la me´thode ge´ne´tique et ses applications a` notre tech-
nique de perception de la profondeur sont de´crites. Enfin,
nous e´valuons les performances de ces approches par l’ana-
lyse de la pre´cision des mesures obtenues notamment dans
un contexte bruite´.
2 La me´thode de perception de pro-
fondeur
Les me´thodes de DFD permettent la de´termination de la
profondeur des objets d’une sce`ne en utilisant au moins
deux images acquises avec un seul syste`me optique mais
avec des conditions diffe´rentes d’acquisition pour chaque
image. L’effet physique produit par la modification de la
longueur focale ou l’ouverture du diaphragme sur les ca-
racte´ristiques des images est exploite´. Ainsi, la relation
entre la profondeur, les parame`tres de came´ra et la quan-
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FIG. 1 – Synopsis de la me´thode
tite´ de flou optique peut eˆtre e´tablie.
Chaque point dans une sce`ne est projete´ en un point image
conjugue´ sur le plan focal induisant la nume´risation d’une
image nette si le plan capteur est confondu avec ce plan
focal. Si le plan capteur ne coı¨ncide pas avec le plan fo-
cal, l’image d’un point devient une tache circulaire floue
de rayon rb en supposant que l’ouverture du diaphragme
est circulaire. Les mode`les employe´s pour repre´senter cette
tache image sont caracte´ristiques de la fonction de transfert
du syste`me optique (OTF) liant rb au parame`tre d’e´talement
de la tache. Cette OTF est ainsi caracte´ristique d’une pro-
fondeur et permet de de´finir la relation entre un plan net et
un plan flou. Dans le domaine spatial, cette relation s’e´crit
ib(i, j) = is(i, j)
⊗
2D h(i, j) ou`
⊗
2D est l’ope´rateur de
convolution bidimensionnelle, h(i, j) la re´ponse impulsion-
nelle du syste`me optique, is (i, j) l’image nette et ib (i, j)
sa version floue. La connaissance de la re´ponse impulsion-
nelle du syste`me optique appele´e fonction d’e´talement du
point (PSF) permet d’obtenir les parame`tres d’e´talement
pour des profondeurs diffe´rentes. Le lien entre le parame`tre
d’e´talement Peso et la profondeur so est alors imme´diat par
la relation suivante :
1
so
=
Peso
m
− c
m
(1)
ou` les constantes c et m sont caracte´ristiques d’un jeu de
parame`tres came´ra. Ils sont de´termine´s par une proce´dure
approprie´e de calibrage.
Le principe ge´ne´ral de la me´thode est pre´sente´ sur la fi-
gure 1. L’acquisition d’une image nette avec un diaphragme
en trou d’e´pingle et d’une image floue avec un diaphragme
ouvert est re´alise´e. La position des contours des objets de
l’image est de´tecte´e avec un ope´rateur de gradient. Une
estimation du parame`tre d’e´talement de la PSF est ob-
tenue a` partir du rapport des modules des gradients des
images nette et floue. A partir de l’estimation du parame`tre
d’e´talement, on obtient la profondeur par la relation (1). Si
ce parame`tre est de´termine´ pour chaque pixel appartenant
au profil de chaque contour des objets, nous formons une
carte de contours e´pais de parame`tres d’e´talement et donc
une carte de contours e´pais en profondeur.
Conside´rons un profil net de discontinuite´ d’ordre 1, dans
la direction x selon la normale au contour cs (x) de l’objet
, exprime´ en niveau de gris. Il est de´fini en (2) comme une
pente d’amplitude b − a et de longueur ε avec x gradue´ en
pixel et repre´sentant une ligne ou une colonne de l’image
nette :
cs (x) =


a
a +
(
b−a
ε
)
(x− x0)
b
x < x0
x0 ≤ x ≤ x0 + ε
x > x0 + ε
(2)
Le profil du contour flou est obtenu par la convolution mo-
nodimensionnelle du profil du contour net par la PSF selon
la relation :
cb (x) = cs (x)⊗ h (x) (3)
Cette relation exploite la fonction d’e´talement de la ligne
(LSF) de´finie par :
h (x) =
∫ ∞
−∞
h (x, y) dy =
1
σ
√
2pi
e
−
x
2
2σ2 (4)
En utilisant l’ope´rateur de Prewitt comme ope´rateur gra-
dient, le rapport des modules des gradients des images de-
vient :
Rε (x) =


1
h(x−x0)+h(x−(x0+ε))+2
∑
ε−1
u=1
h(x−(x0+u))
pour x = x0 et x = x0 + ε
2
h(x−x0)+h(x−(x0+ε))+2
∑
ε−1
u=1
h(x−(x0+u))
pour x ∈ ]x0, x0 + ε[
(5)
ou` x0 est la position du premier point de contour selon l’axe
x et ε la longueur de la discontinuite´. L’indice ε signifie que
R (x) de´pend de la valeur de ε que l’on estime sur le profil
du contour net.
Le parame`tre d’e´talement est estime´ a` partir de (5)
pour chaque point x ∈ [x0, x0 + ε], ce qui conduit a`
l’e´laboration d’une carte de contours e´pais de profondeurs.
3 L’approche ge´ne´tique
La me´thode pre´sente´e est base´e sur les algorithmes
ge´ne´tiques [4] et les strate´gies d’e´volution [7]. Elle com-
bine le principe de survie de l’individu le plus fort et la com-
binaison structure´e d’information utilisant des ope´rateurs
ge´ne´tiques afin d’e´laborer un me´canisme de se´lection
e´litiste et efficace. Ce me´canisme peut eˆtre esquisse´ glo-
balement comme suit :
1. Initialiser ale´atoirement une population dans le respect
des contraintes e´nume´re´es
2. Evaluer la performance de chaque individu dans la po-
pulation
3. Tester le crite`re d’arreˆt. S’il est satisfait alors fin
4. Sinon se´lectionner une proportion des meilleurs indi-
vidus (parents pour la production de nouveaux indivi-
dus)
5. Combiner le mate´riel ge´ne´tique des parents choisis
pour produire un nouvel individu
6. Tester le crite`re de couˆt pour ce nouvel individu.
S’il est satisfait alors ce nouvel individu est accepte´,
sinon il est de´truit et un autre individu est ge´ne´re´
ale´atoirement (mutation)
7. Re´pe´ter les e´tapes 4 a` 6 jusqu’a` la reconstruction de la
population
8. Retourner a` l’e´tape 3
Selon la de´finition du proble`me, une solution est
repre´sente´e par un vecteur X appele´ individu et doit sa-
tisfaire toutes les contraintes de´finies. Chaque individu
repre´sente´ par un chromosome est une chaıˆne compose´e
de m ge`nes ou` m est le nombre de parame`tres a` trou-
ver. La valeur de chaque ge`ne (appele´ alle`le) peut eˆtre
entie`re ou re´elle. Chaque individu est repre´sente´ par : Ip =
[a1, . . . , al, . . . , am] avec p = 1, . . . , N ou` N est la taille
de la population.
Initialement, une population de N individus est cre´e´e
ale´atoirement. La justesse (ou fitness) de chaque individu
est e´value´e graˆce a` la fonction objectif. Contrairement aux
algorithmes ge´ne´tiques, la me´thode employe´e ici est conc¸ue
pour minimiser et non pour maximiser. Ainsi, plus la valeur
de la fonction objectif est faible, plus la justesse de l’indi-
vidu est bonne.
Le processus de reproduction doit accentuer la survie des
individus les plus aptes. Dans la me´thode employe´e, une
proportion d’individus posse´dant la meilleure aptitude (la
moindre valeur de la fonction objectif) est se´lectionne´e pour
la phase de reproduction faisant intervenir les ope´rateurs
ge´ne´tiques.
Apre`s tirage ale´atoire de deux parents parmi les indivi-
dus se´lectionne´s, la recombinaison est exe´cute´e : les ge`nes
des deux parents P1 et P2 sont combine´s pour ge´ne´rer
un nouvel individu Ik selon le principe suivant : Ik =
IP1 + (IP2 − IP1) × ∆ ou` ∆ est un vecteur de nombres
ale´atoires. La combinaison de ge`nes peut eˆtre formalise´e
par : {al}k = {al}P1 +
({al}P2 − {a1}P1
) × δ1 ou` δ1 est
une variable ale´atoire uniforme avec k = N×G+1, . . . , N
et l = 1, . . . ,m.
Le nouvel individu cre´e´ Ik est alors e´value´. Si sa justesse
est meilleure que la pire des individus se´lectionne´s, il est
inte´gre´ dans la population. Si ce n’est pas le cas, l’ope´rateur
de mutation peut intervenir. La mutation consiste en la
modification ale´atoire d’un ou plusieurs ge`nes de ce nou-
vel individu. Ce sche´ma de reproduction est re´pe´te´ jusqu’a`
la reconstruction entie`re de la population. Cette nouvelle
ge´ne´ration devient la population actuelle et le crite`re d’arreˆt
est e´value´. S’il est satisfait, on conside`re que la popula-
tion entie`re a converge´ vers la solution optimale sinon la
phase de reproduction est re´pe´te´e. Le crite`re d’arreˆt em-
ploye´ dans cette me´thode exprime que tous les individus
ont converge´ vers la meˆme solution et suppose qu’aucune
e´volution n’intervient, c’est-a`-dire qu’aucun meilleur indi-
vidu n’a e´te´ conc¸u. La solution finale repre´sente la solution
optimale selon les crite`res de´finis par la fonction objectif
sous les contraintes impose´es.
4 Evaluation expe´rimentale
Pour e´tudier les performances de la me´thode ge´ne´tique
d’estimation de profondeur, nous conside´rons diffe´rentes
images en environnement bruite´. Les images bruite´es sont
ge´ne´re´es en ajoutant un bruit blanc gaussien. Le rapport
signal sur bruit (SNR) est impose´ sur chaque image. On
suppose que les images nette et floue sont bruite´es avec le
meˆme SNR.
La comparaison des performances est base´e sur une image
nette de synthe`se qui pre´sente des discontinuite´s verticales.
La me´thode d’estimation est applique´e pour diffe´rentes va-
leurs de SNR, de longueur de la discontinuite´ ε et de pa-
rame`tre d’e´talement σ. Pour chaque test, 10 expe´riences
sont re´alise´es et pour chacune d’elle, les images bruite´es
sont rege´ne´re´es afin d’e´tablir une statistique ge´ne´rale sur
l’erreur d’estimation.
Afin de de´terminer le parame`tre d’e´talement de la PSF,
l’approche ge´ne´tique est applique´e aux deux images dans
un processus se´quentiel. L’application de la me´thode
ge´ne´tique sur l’image nette vise a` trouver les quatre pa-
rame`tres du profil de contour qui sont a, b, ε et x0 dans la re-
lation (2). La justesse de l’individu est la valeur de la fonc-
tion objectif a` minimiser de´finie par la somme quadratique
des e´carts entre le profil estime´ et le profil re´el du contour
extrait de l’image nette : f (a, b, ε, x0) =
∑
N (fest − f)2.
La me´thode ge´ne´tique utilisant deux images nette et floue
est e´value´e sur des images de 100 × 100 pixels en 256 ni-
veaux de gris, de´grade´es avec des SNR de 30 a` 50 dB.
Les re´sultats obtenus montrent une certaine efficacite´ de la
me´thode. Les performances sont relativement homoge`nes
quelque soit le rapport signal sur bruit. On constate cepen-
dant sur l’erreur RMS pour un SNR donne´, l’influence des
valeurs du parame`tre d’e´talement σ et de la longueur du
profil du contour ε. En effet, pour un SNR = 30dB, pour
σ < 5, l’erreur RMS augmente avec ε, c’est-a`-dire que plus
le contour est e´pais, plus l’estimation est de´licate. En re-
vanche, pour σ ≥ 5 l’erreur RMS reste du meˆme ordre de
grandeur et ce quelque soit l’e´paisseur du contour ε. Cette
observation est e´galement valable pour les autres valeurs de
SNR.
Afin de quantifier l’inte´reˆt de l’approche ge´ne´tique pour
la perception de profondeur, nous avons compare´ ces per-
formances a` celles obtenues avec une me´thode de DFD
pre´sente´e dans [8].
La figure 2 illustre les erreurs RMS obtenues par la
me´thode ge´ne´tique (note´e AG), pre´sente´e sur la gauche,
et celles obtenues par notre me´thode de DFD ( note´e
DFD), pre´sente´e sur la droite, pour des valeurs de ε =
1, 3, 5, 8, 10 et des parame`tres d’e´talement σ = 1, 2, 3, 5, 8.
Les re´sultats pre´sente´s montrent clairement l’inte´reˆt de la
me´thode ge´ne´tique notamment sur les contours e´pais ε ≥ 5
et pour des SNR ≤ 40dB.
La me´thode ge´ne´tique utilisant uniquement l’image floue
est e´value´e sur des images de 100 × 100 pixels en 256 ni-
veaux de gris, de´grade´es avec des SNR de 30 a` 50 dB.
Afin de de´terminer le parame`tre d’e´talement de la PSF,
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FIG. 2 – Comparaison des erreurs RMS entre la me´thode
ge´ne´tique et la me´thode DFD
l’approche ge´ne´tique est applique´e en un processus unique.
Selon le formalisme ge´ne´tique, un individu est compose´
par un chromosome de 5 ge`nes. Les quatre premiers ge`nes
repre´sentent les parame`tres du profil de contour net inconnu
(a, b, ε et x0) et le cinquie`me le parame`tre d’e´talement
σ. La justesse est la valeur de la fonction objectif de´finie
par la somme quadratique des e´carts entre un profil du
contour flou estime´ et le profil du contour flou extrait
de l’image floue. Le contour flou estime´ est calcule´ en
ge´ne´rant un contour net graˆce aux quatre premiers ge`nes
selon le mode`le de contour adopte´ (2). Le profil du contour
flou estime´ est calcule´ avec la relation (3).
Les re´sultats obtenus avec une image floue pre´sentent des
erreurs le´ge`rement plus e´leve´es que lors de l’utilisation
des deux images mais les estimations sont globalement
correctes en contexte bruite´. l’influence de l’e´paisseur du
contour ε est ici moins perceptible tout comme celle du pa-
rame`tre de flou σ. Les variations sur les valeurs des erreurs
RMS semblent eˆtre dues majoritairement a` l’influence du
bruit.
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FIG. 3 – Comparaison des erreurs RMS entre la me´thode
ge´ne´tique a` une image floue et la me´thode DFD
La figure 3 illustre les erreurs RMS obtenues par la
me´thode ge´ne´tique n’utilisant que l’image floue (note´e
AG1), pre´sente´e sur la gauche, et celles obtenues par notre
me´thode de DFD (note´e DFD), pre´sente´e sur la droite.
Les erreurs d’estimation sont globalement plus importantes
en restant acceptables. Toutefois, l’approche ge´ne´tique
pre´sente une moins grande sensibilite´ au bruit de par son
proce´de´ d’estimation.
5 Conclusion
Nous avons pre´sente´ une approche ge´ne´tique pour la
perception de profondeur dans les images. La premie`re
me´thode ge´ne´tique pre´sente´e utilisait, comme certaines
me´thodes de DFD classiques, une image nette et une image
floue de la meˆme sce`ne. Les performances montrent un
gain inte´ressant en terme d’erreur d’estimation par rapport
a` nos travaux pre´ce´dents. La seconde me´thode ge´ne´tique
pre´sente´e n’utilise que l’image floue. Ses performances
sont moindres bien qu’acceptables en contexte bruite´ mais
elle reste cependant une voie inte´ressante car seule l’image
floue est utile. L’inte´reˆt majeur d’appliquer une approche
ge´ne´tique a` la de´termination de profondeur est la re-
cherche simultane´e des parame`tres de caracte´ristiques is-
sues d’images nette et floue.
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