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ABSTRACT
Photovoltaics (PV) degradation is a key consideration during PV performance eval-
uation. Accurately predicting power delivery over the course of lifetime of PV is vital
to manufacturers and system owners. With many systems exceeding 20 years of oper-
ation worldwide, degradation rates have been reported abundantly in the recent years.
PV degradation is a complex function of a variety of factors, including but not limited
to climate, manufacturer, technology and installation skill. As a result, it is difficult to
determine degradation rate by analytical modeling; it has to be measured.
As one set of degradation measurements based on a single sample cannot repre-
sent the population nor be used to estimate the true degradation of a particular PV
technology, repeated measures through multiple samples are essential. In this chapter,
linear mixed effects model (LMM) is introduced to analyze longitudinal degradation
data. The framework herein introduced aims to address three issues: 1) how to model
the difference in degradation observed in PV modules/systems of a same technology
that are installed at a shared location; 2) how to estimate the degradation rate and
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quantiles based on the data; and 3) how to effectively and efficiently plan degradation
measurements.
1. Introduction
The installed photovoltaic (PV) capacity has exceeded 227 GW around the globe in April
2016 [1], with the majority of installations realized only in the past few years. Aside from
various environmental benefits of adopting PV power, the increasing PV installation is also
motivated by financial benefits that have become apparent in the recent years, when grid
parity has occurred in many places in the world. PV degradation is a key consideration
during PV performance evaluation, not only concerning the manufacturers, but also system
developers and owners. This chapter studies the PV degradation through a statistical model.
More importantly, the degradation measurement planning is discussed.
1.1. Motivations
Typically, the installation of a PV power plant consists of three phases, namely, the devel-
opment, construction, as well as operations and maintenance (O&M) phases. Having an
accurate estimation of PV degradation is highly critical for the owners and investors of PV
power plants, especially during the development and the O&M phases. Despite the sub-
stantial drop in the cost of PV power world-wide, the initial capital cost required to set up
a sizable, utility-scale PV power plant can still be very taxing on the liquidity of PV power
plant owners. Consequently, the owners typically turn to development banks or other fi-
nancial institutions with deep pockets for financing. The estimation of PV degradation rate
thus plays an important role in securing significant equity and/or debt financing, which is a
key step in the development phase of a project. The development banks or financial institu-
tions would generally involve third-party technical advisors to estimate the levelized cost of
electricity (LCOE), the ratio of the total cost of the PV power plant to the total energy yield
produced by the PV power plant over its entire lifecycle, and thus calculate the return on
investment for a PV power plant. As the estimation of the degradation rate directly affects
the LCOE of a PV power plant, it relates to the amount of financing obtainable.
In the event of an overestimation of the degradation rate (predicted degradation is
greater than the actual degradation), resulting in a lower predicted total energy yield pro-
duced over the lifetime of a PV power plant, the financing can be undesirably decreased, or
in the worst case scenario, unapproved. In the case of an underestimation of the degrada-
tion rate (predicted degradation is smaller than the actual degradation), the predicted total
energy yield may become higher than the actual yield. This seemingly favors the securing
of financing in the development phase, but ultimately it will be detrimental for the O&M
phase, which typically stretches over a long period of 20 to 25 years. Although it is possible
to justify a couple of years of underperformance of the PV power plant with the unforeseen
“bad” weather, an underestimation of the degradation rate would potentially imply consec-
utive years of underperformance of the PV power plant. In such situation, depending on
the financing terms and conditions from the development banks or financial institutions,
a full or partial lock-down of the revenues from the sale of electricity of the PV power
plant through power purchased agreements, or feed-in tariffs, will be triggered until certain
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release conditions are fulfilled. Thus, in order to secure a significant amount of financ-
ing, while protecting the owners of the PV power plants from the possibility of a revenue
lockdown, an accurate estimation of degradation rate is required.
Aside from being the interest of PV plant owners and investors, PV degradation is also
important for the manufacturers to set their warranty. In the increasingly competitive mar-
ket, it has become popular for the manufacturers to provide peak power warranty for their
PV modules. The typical module manufacturer power output warranty increased from 5
years to 25 five years since 1985 [2]. Such warranty usually comes in one of two forms:
1) warranting the maximum annual power decline of PV modules to be less than a certain
percentage (such as 0.7%), and 2) warranting the peak power to be above a certain percent-
age of the nameplate power (such as 80%) at the end of a period (such as 25 years). Both
warranty schemes require accurate information on degradation, or more specifically, the in-
formation on PV power degradation quantile. In statistics and probability theory, quantiles
are points that divide a probability distribution into contiguous intervals with equal prob-
abilities. The definition itself may be less known, but the examples of quantiles, namely,
quartiles and percentiles, are well-known. As degradation rate is only a point estimate, i.e.,
a number; it does not provide the information on PV degradation distribution. Manufac-
turers would thus need to consider the degradation quantile in their warranty setting. For
example, if the degradation rate is estimated to be 0.7% per year (this can be thought of
as the median, if a normal distribution is assumed), it is impractical for the manufacturers
to set their warranty exactly at 0.7%, since 50% of the modules are likely to experience a
degradation larger than that. Such improper warranty would lead to mass replacement or
repair of modules, and thus harm the manufacturers financially.
1.2. PV Degradation Preliminaries
As degradation rate is receiving more attention, many researchers have reported degradation
rates based on available data. Comprehensive reviews of published degradation rates can be
found in Refs. [2, 3]. Ref. [4] reviewed some of the mechanisms which cause PV degrada-
tion. Degradation in PV can be quantified at the module level [5, 6] and system level [7, 8].
Based on the study by Jordan and Kurtz [2], the mean degradation rates of modules and
systems differ by only small margins, despite their distinct degradation mechanisms. For
such reasons, this chapter only provides a simulation example on module degradation. Nev-
ertheless, the methods to measure system degradation are provided for referencing.
PV degradation is studied across different technologies [9–12]. Five mainstream tech-
nologies are often seen in the literature, namely, amorphous silicon, cadmium telluride, cop-
per indium gallium selenide, mono-crystalline silicon and multi-crystalline silicon. Among
these technologies, crystalline silicon received the most attention at the reported time [2].
Therefore, in the later analysis, without loss of generality, crystalline silicon modules are
used. For crystalline silicon technologies, the degradation rates observed in the first year of
operation are much higher due to early degradation mechanisms, such as the light induced
degradation (LID) [13]. Therefore, it is more amenable to remove this “burn-in” year from
the simulation.
As mentioned earlier, the nameplate power measured under standard test conditions
(STC) is a commonly used parameter to describe the expected module energy output. How-
i
i
“Chapter.ID_44094_7x10” — 2016/9/30 — 14:18 — page 4 — #4 i
i
i
i
i
i
4 Dazhi Yang, Licheng Liu, Carlos David Rodríguez-Gallegos et al.
l
l l
l
l
l
l l
l l
l
l l
l
l l
l
l
l
l
l l
l l
l
l l
l l l
l l
l
l
l
l
l
l
l l
l
l
l
l
l
l l
l
70
80
90
100
0 5 10 15 20 25
Years in operation
% 
of
 n
am
ep
la
te
 p
ow
er
 a
t 
ST
C unit
l
l
1
2
3
4
5
6
7
8
9
10
11
12
Figure 1. Simulated degradation paths for 12 collocated crystalline silicon modules from
the same manufacturing batch. Simulation is performed based on Eq. (6), see below.
ever, even for modules with the same nameplate power, the actual energy production may
be significantly different [13]. Some factors that lead to these differences are climate, man-
ufacturing process and installation skill, etc. During a degradation study, these factors can
be eliminated by considering PV modules of a same manufacturing batch and installed at
a shared location. Nevertheless, other factors that affect the peak power, such as different
degrees of LID, as well as the intricate loss propagation in each module, are difficult to
control, if not to eliminate at all. The degradation rate estimation thus cannot depend on
few measurements of a single sample; repeated measures are essential.
Before we describe the degradation model based on repeated measures, a set of typical
degradation curves is shown. Figure 1 shows the degradation curves for 12 crystalline
silicon modules; simulation (detailed in Section 3.) is used to generate these curves. It
is assumed that these modules have identical nameplate information and are installed at
a shared climatic condition. Furthermore, the early degradation effects are removed from
the simulation, so the the degradation of the remaining years can be assumed to be linear.
Although some publications use an exponential degradation model [14]; it is shown that for
a typical starting degradation rate, the models do not differ significantly up to 25 years [15].
In the following sections, we are going to look at: 1) how the degradation curves shown
in Figure 1 can be modeled using the linear mixed effect model (LMM); 2) how to estimate
the parameter values and quantile information through the LMM; and 3) how to effectively
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and efficiently plan the degradation measurement. Degradation measurement planning in
this case refers to the design of degradation experiment, which includes design parameters
such as the sample size, period of study, measurement frequency and types of measurement.
2. Modeling, Parameter Estimation and Measurement Planning
Repeated measures are defined if an outcome is measured repeatedly within a set of units
[16]. In our current context, a unit could be a PV module or system, depending on the type
of degradation measurements. These collected data are called longitudinal data if they are
taken over time [17].
2.1. Degradation Model
Suppose we collect mi degradation measurements of unit i, where i = 1, · · · , n denot-
ing the samples, and let yij be the measured degradation of unit i at time tij , where
j = 1, · · · ,mi, the linear degradation model is given by:
yij = b0,i + b1,itij + εij , (1)
where b0,i and b1,i denote the intercept and the gradient of the linear model for unit i; εij
denotes a random effect. The termDi = b0,i+ b1,itij is called the true degradation path for
unit i. Symbol mi is used to denote the (possibly) different numbers of measurements for
each unit, as longitudinal data are often unbalanced [18, 19].
We have discussed earlier that PV degradation is a complex function of a variety of
factors. In this chapter, we do not consider contributing factors that may have significant
impacts on degradation, such as environmental and climate condition, technology and man-
ufacturer. Under such arrangement, the intercept and gradient in Eq. (1) can be modeled
using a bivariate normal distribution, (b0, b1)> ∼ BVN(β,V ) with mean vector
β = (β0, β1)
> (2)
and covariance matrix
V =
(
σ2b0 ρσb0σb1
ρσb0σb1 σ
2
b1
)
. (3)
It should be noted that b0 and b1 are random variables, and b0,i and b1,i are a particular
realization of these random variables, i.e., the intercept and gradient for unit i. The practical
relevance and implications of the above BVN assumption are more described in Section 3..
The probability density function of BVN distribution is:
f(b0, b1;β,V ) =
1
2piσb0σb1
√
1− ρ2 exp
[
− κ
2(1− ρ2)
]
, (4)
where
κ =
(
b1 − β1
σb0
)2
+
(
b2 − β2
σb1
)2
− 2ρ
(
b1 − β1
σb0
)(
b2 − β2
σb1
)
. (5)
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2.2. Linear Mixed Effects Model
Linear mixed effects model is perhaps the most fundamental model for analyzing longitu-
dinal data. Its general form is given as:
Yi = Xiβ +Zib
∗
i + εi, (6)
whereXi andZi are matrices of known covariates [18]. In this model, β is the fixed effects
and b∗i is the unit-specific effects. The degradation model, Eq. (1), can be related to the
above matrix equation with notations used in Section 2.1., i.e., Yi = (yi1, · · · , yimi)>,
εi = (εi1, · · · , εimi)> and b∗i = (b∗0,i, b∗1,i)>; it can be expressed as:
yij = (β0 + b
∗
0,i) + (β1 + b
∗
1,i)tij + εij , (7)
where (b∗0, b∗1)> ∼ BVN(0,V ). Furthermore, we have:
εi ∼ MVN(0, σ2Ii); (8)
V(b∗i , εi) = 0; (9)
Xi = Zi =
1 ti1... ...
1 timi
 (10)
and Ii is anmi bymi identity matrix. We do not distinguish between LMM and degradation
model hereafter.
Eq. (8) implies that εi is independent and normally distributed. Eq. (9) reveals that b∗i
and εi are independent. Under these settings, Yi has a multivariate normal distribution with
mean vectorXiβ and covariance
Σi = V(Yi) = ZiV Z>i + σ2Ii, (11)
which is a special case of the repeated-measured models in Ref. [19], i.e, Yi ∼
MVN(Xiβ,Σi). The multivariate normal random vector Yi has pdf:
f(yi;Xiβ,Σi) =
1
(
√
2pi)mi |Σi|1/2
exp
[
−1
2
(yi −Xiβ)>Σ−1i (yi −Xiβ)
]
, (12)
where |Σi| is the determinant of Σi.
2.3. Parameter Estimation
We have presented the degradation model in the previous sections. In order to use the model
to describe a particular set of data, model parameters need to be estimated. Standard ways
for parameter estimation include method of moments, maximum likelihood (ML) method
and Bayesian method; we use ML method in this chapter. Maximum likelihood estimator
(MLE) of a parameter θ is the value of θ that maximizes L(θ), the likelihood function of
θ. As maximizing a log-likelihood function, `(θ), leads to the same answer as maximizing
L(θ), we consider `(θ) here. In this case, it is easier to work with `(θ).
i
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By observing Eq. (12), we know that the MVN is controlled by its mean vector Xiβ
and covariance matrix Σi. These two parameters are controlled by:
θ = (β0, β1, σb0 , σb1 , ρ, σ)
>. (13)
Suppose y1, · · · ,yn are independent observations from Y1, · · · ,Yn, respectively, follow
Ref. [19], the total log-likelihood for n units is:
`(θ) =
n∑
i=1
`i(θ) = const.− 1
2
n∑
i=1
(yi −Xiβ)>Σ−1i (yi −Xiβ)−
1
2
n∑
i=1
log |Σi|, (14)
where `i(θ) is the log-likelihood for observational unit i. We use θ̂ to denote the ML
estimate of θ.
2.4. Degradation Quantiles
The parameters of an LMM are estimated through the ML method. The information attained
so far is sufficient for many PV degradation applications. For example, β̂1 (the ML estimate
of β1) can be considered as the estimated degradation rate. Other quantities, such as the
degradation quantile, can also be derived from θ̂.
Recall that the true degradation at time t is D = b0 + b1t, D can be considered as a
function of random variables. For the present case, b0 and b1 follow a BVN distribution,
their sum can be shown to be normally distributed with mean and variance being:
E(D) = E(b0 + b1t) = β0 + β1t (15)
and
V(D) = V(b0 + b1t) = σ2b0 + t2σ2b1 + 2tρσb0σb1 , (16)
respectively. The p quantile of the degradation distribution at time t is:
dp(t) = E(D) +
√
V(D)Φ−1(p), (17)
where Φ−1(p) is the probit function. Mathematically, it is the inverse of Φ(z), the standard
normal CDF. For example, Φ(−1.96) = 0.025 and Φ−1(0.025) = −1.96. Let d̂p(t) be the
ML estimate of dp(t), it can be directly obtained by evaluating Eq. (17) at θ̂:
d̂p(t) = β̂0 + β̂1t+ Φ
−1(p)
√
σ̂2b0 + t
2σ̂2b1 + 2tρ̂σ̂b0 σ̂b1 . (18)
2.5. Preliminaries for Degradation Measurement Planning
In statistics, estimators (such as MLE) are random variables; their distributions are called
sampling distribution. On the other hand, estimates are numbers computed from data. For
simplicity, we do not distinguish them in terms of notations in this chapter. However, the
concept should not be mixed up.
The estimates θ̂ and d̂p(t) are known as point estimates; point estimation provides a
single “best guess” of some quantity of interest [20]. However, point estimates are often
i
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insufficient; the knowledge of the sampling distributions is also important, especially during
measurement planning where confidence intervals are of interest. The standard deviation of
an estimator is called the standard error, denoted by se. In particular, we are interested in
the standard error of the MLE of the p quantile, namely, se(d̂p). To derive se(d̂p), Fisher
information is useful.
2.5.1. Fisher Information
Let random variable X have a distribution f(x; θ), the score function (a function of θ) is
defined to be:
s(X; θ) =
∂`(θ)
∂θ
=
∂ log f(x; θ)
∂θ
, (19)
i.e., the derivative of the log-likelihood. The Fisher information I(θ) is defined as:
I(θ) = Eθ
[
s2(X; θ)
]
=
∫ (
∂`(θ)
∂θ
)2
f(x; θ)dx. (20)
As Eq. (20) can be difficult to evaluate sometimes, an alternative definition can be used:
I(θ) = −Eθ
(
∂2`(θ)
∂θ2
)
. (21)
A proof of Eq. (21) can be found in Ref. [21], page 242.
In our present case, the parameter θ can be written into θ = (β0, β1, σb0 , σb1 , ρ, σ)
> =
(β>,ϑ>)>, the Fisher information of unit i can be evaluated by considering the Hessian
matrix [19]:
Hi =
(
Hββ,i Hβϑ,i
Hϑβ,i Hϑϑ,i
)
=

∂2`i(θ)
∂β∂β
∂2`i(θ)
∂β∂ϑ
∂2`i(θ)
∂ϑ∂β
∂2`i(θ)
∂ϑ∂ϑ
 . (22)
We thus have
Ii(θ) =
(
X>i Σ
−1
i Xi 0
0 Mi
)
, (23)
where the element on row r and column s of the symmetrical 4 by 4 matrixMi is:
Mi,rs =
1
2
tr(Σ−1i Σ˙irΣ
−1
i Σ˙is), (24)
r, s = 1, · · · , 4 and the explicit representations of Σ˙ir or Σ˙is are obtained by differentiating
i
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Eq. (11) with respect to each parameter in ϑ:
Σ˙i1 =
∂Σi
∂ϑ1
=
∂Σi
∂σb0
= Zi
(
2σb0 ρσb1
ρσb1 0
)
Z>i ; (25)
Σ˙i2 =
∂Σi
∂ϑ2
=
∂Σi
∂σb1
= Zi
(
0 ρσb0
ρσb0 2σb1
)
Z>i ; (26)
Σ˙i3 =
∂Σi
∂ϑ3
=
∂Σi
∂ρ
= Zi
(
0 σb0σb1
σb0σb1 0
)
Z>i ; (27)
Σ˙i4 =
∂Σi
∂ϑ4
=
∂Σi
∂σ
= 2σIi. (28)
The Fisher information for all n units is the sum of the Fisher information for each unit:
I(θ) =
n∑
i=1
Ii(θ). (29)
2.5.2. Standard Error of MLE
The Fisher information matrix is used to calculate the standard error and covariance matri-
ces associated with ML estimates. Wasserman [20] states the following theorem:
Theorem 1. (Asymptotic Normality of the MLE) Let se =
√
V(θ̂). Under appropriate
regularity conditions, the following hold:
1. se ≈√1/I(θ) and
(θ̂ − θ)
se
 N(0, 1). (30)
2. Let ŝe =
√
1/I(θ̂). Then,
(θ̂ − θ)
ŝe
 N(0, 1). (31)
Symbol denotes convergence in distribution. (end of theorem)
The first statement of the theorem says that θ̂ ≈ N(θ, se). The second statements says
that even when the standard error is replaced by the estimated standard error, the asymptotic
normality is still true. This theorem can thus be used to construct the asymptotic confidence
interval for θ̂. If we extend the theorem to multi-parameter cases [20], we have:
Theorem 2. Under appropriate regularity conditions,
(θ̂ − θ) ≈ MVN(0,J(θ)), (32)
where J(θ) = [I(θ)]−1 is the inverse of the Fisher information matrix. (end of theorem)
i
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The details of those regularity conditions mentioned in the above theorems can be found
in Chapter 12 of Ref. [21]. Following Theorem 2, we have:
V(θ̂) = [I(θ)]−1, (33)
where V(·) denotes the approximated variance-covariance matrix of the MLE. In other
words, the ŝe2 of each parameter is given by the corresponding diagonal term of J(θ); the
covariance between the parameters are given the off-diagonal terms of J(θ). An estimate
of V(·) at the ML estimates is denoted by V̂(θ̂).
2.5.3. Standard Error and Confidence Interval of the Degradation Quantiles
The estimate of the approximated variance-covariance matrix of the MLE can be obtained
through the inverse of the Fisher information matrix. With this information, together with
the degradation quantile dp evaluated at the ML estimates (denoted by d̂p(θ̂) or simply d̂p),
the standard error of the quantile can be estimated through the delta method. In statistics,
the delta method is used to estimate the approximate probability distribution for a smooth
function, g, of an asymptotically normal statistical estimator (such as MLE). In the present
case, g(θ̂) is Eq. (17), namely, the quantile function of the degradation.
Wasserman [20] states the following theorem:
Theorem 3. (Multiparameter delta method) Suppose that ∇g evaluated at θ̂ is not 0. Let
τ̂ = g(θ̂). Then
(τ̂ − τ)
ŝe(τ̂)
 N(0, 1), (34)
where
ŝe(τ̂) =
√
(∇̂g)>V̂(θ̂)(∇̂g), (35)
∇̂g is∇g evaluated at θ = θ̂. (end of theorem)
In our case, ∇g is the (column) vector of partial derivatives of dp with respect to the
parameters. The elements of this vector are:
∂dp/∂β0 = 1; (36)
∂dp/∂β1 = t; (37)
∂dp/∂σb0 = ζ(2σb0 + 2tρσb1); (38)
∂dp/∂σb1 = ζ(2t
2σb1 + 2tρσb0); (39)
∂dp/∂ρ = ζ(2tσb0σb1); (40)
∂dp/∂σ = 0, (41)
where
ζ =
Φ−1(p)
2
√
σ2b0 + t
2σb1 + 2tρσb0σb1
. (42)
i
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The estimated standard error of the quantile of degradation distribution at the ML esti-
mates is thus given by:
ŝe(d̂p) =
√
ĉ>V̂(θ̂)ĉ, (43)
where c is the (column) vector of partial derivatives of dp. The 1− α% confidence interval
of the estimated quantile is thus given by:
d̂p ± zα/2ŝe(d̂p), (44)
under the normal-based interval.
2.6. Section Summary
This section discusses the modeling and parameter estimation for PV degradation. A linear
degradation model is first presented. Its equivalent LMM is then outlined. A total of six
parameters, namely, β0, β1, σb0 , σb1 , ρ and σ, are estimated using the ML method. With the
estimated parameters, the degradation quantile dp(t) at time t could be evaluated through
Eq. (18). However, as a single value (a point estimate) carries limited information about the
distribution of d̂p, the standard error and confidence interval of d̂p are given in Eqs. (43) and
(44), respectively. To derive the representations of standard error and confidence interval,
the Fisher information and several theorems are used.
3. Simulation Study on PV Degradation Planning
In this section, we use simulation to describe the planning method for PV degradation. In
particular, we are going to look at how degradation measurement settings would affect the
uncertainties in degradation estimates. In our context, degradation measurement settings
refer to factors such as type of degradation measurements, number of test units and number
of measurements for each unit. We note that this simulation study does not advise on the
“optimal” settings for degradation measurements, because the appropriate settings depend
on a variety of factors. Furthermore, the tolerance for standard error and the acceptable
range for confidence intervals may also vary based on different expert views. We thus
present a visual representation of various concepts outlined in the previous section.
In the simulation study below, we consider PV modules as the degradation test units.
More specifically, a total of 12 crystalline modules are assumed. By assuming the units are
collocated modules from a same manufacturing batch, some factors (e.g., climate, technol-
ogy and manufacturer) that can affect the degradation are eliminated.
3.1. Low- and High- Accuracy Degradation Experiments
Three methods of measurement are commonly used for PV degradation studies [22]: 1)
the regression-based low-accuracy experiment (LE) through outdoor monitoring data, 2)
the LE through outdoor I–V measurements, and 3) the high-accuracy experiment (HE)
though the indoor I–V measurements. Similar to many other engineering problems (see
Refs. [23–25] for other examples on low- and high-accuracy experiments), the LE data in
i
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PV degradation are more accessible as compared to the HE data. To fully utilize the results
from LE, the outcomes from the HEs are often used to benchmark various LEs to determine
their accuracies [22]. Although LEs in general have a lower cost as compared to HE, the
limitation of the LEs is obvious during the decision making process of the manufacturers,
for example, setting the degradation warranty based on inaccurate degradation rates leads
to financial risks [26].
Among the three degradation experiments listed above, the first experiment is com-
monly used to determine the degradation of PV systems or sub-systems, while the latter
two experiments are used when the test units are PV modules. Although the units used in
this simulation study are set to be modules, we describe all three experiments below to give
the readers a general understanding on each experiment.
3.1.1. Low-Accuracy Degradation Methods
Low-accuracy degradation experiments use regressions and outdoor monitoring data to de-
termine degradation rates. The regressor (explanatory variable) is usually time, while the
regressands (explained variable) are different metrics. Consider a linear regression problem
y = b0 + b1t + ε, the term metric is used by Jordan and Kurtz [22] to denote y. After the
regression, the degradation rate is reflected by the fitted value b̂1, i.e., the gradient of the
fitted line.
When the test units are PV systems, examples of metrics include performance ratio
(PR), PR with temperature correction [27], DC/GPOA [28] and PVUSA [29]. These four
metrics were summarized by Jordan and Kurtz [22]. While these metrics depend on irradi-
ance data (see below) which is not always available, other irradiance-independent metrics
have been proposed [30]. On the other hand, when the units are modules, examples of met-
rics include maximum power (Pmax), open-circuit voltage (Voc), short-circuit current (Isc)
and fill factor (FF ). These metrics were described and used by Smith et al. [31].
The core idea of LEs is to use the drops in certain metrics to represent degradation
in PV modules/systems over time. It is therefore important to consider various types of
corrections and data filtering. PR is perhaps the most commonly used metric to measure
system performance. In mid-latitude regions, PR varies within a year with winter showing
a relatively higher PR than summer. This observation is mainly due to the lower module
temperature in winter. Module temperature is thus commonly used to adjust the seasonal
variation in PR. For example, Dierauf et al. [32] proposed a PR correlation method where
PR is normalized by removing the weather dependency. Conventional PR is given by:
PR =
∑
tENAC,t∑
t
[
PSTC
(
GPOA,t
GSTC
)] , (45)
while the weather-corrected performance ratio, PRcorr, is:
PRcorr =
∑
tENAC,t∑
t
{
PSTC
(
GPOA,t
GSTC
)[
1− γ(Tmod_typ_avg − Tmod,t)
]} , (46)
with γ being the temperature coefficient for power, with a typically value of −0.4%/◦C;
ENAC being the measured AC power generation (in kW); PSTC being the nameplate power
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(in kW); GPOA being the in-plane irradiance (in kW/m2); GSTC being the STC irradiance
(1 kW/m2); Tmod being the module temperature (in ◦C) and Tmod_typ_avg being the average
cell temperature computed from a typical meteorological year.
The summation in the above equations can be calculated over any defined period of
time, may it be days, weeks, months or years. It is shown that the seasonal cycles in the
PR can be effectively removed using this weather correction regardless if monthly or daily
PR is used [32]. Besides the corrections in PR, data filtering is also commonly used to
remove certain data points. For example, an irradiance filter can be applied to remove data
points far from STC; a module temperature filter can be used to remove data points which
deviate largely from the Tmod_typ_avg. In addition, outlier filters and stability filters are also
frequently involved in the data quality control process [22].
As previously mentioned, the metrics used to determine module degradation are usually
different from those for systems. In order to compute metrics such as Pmax, Voc and Isc,
I–V measurements (I–V curves) are required. The commercial I–V curve tracers are
commonly equipped with the capability of generating the values of these metrics. More
advanced mathematical models [33] that are only suitable for off-chip computation are also
available. On this point, we refer the readers to another chapter of this book, namely,
PV Panel Modeling and Identification, for a detailed tutorial. Comparing to the indoor
measurement (see below), a drawback of the outdoor I–V measurement is that the ambient
condition is uncontrolled in this experiment. This leads to the need of minimizing the effect
of weather on degradation rate determination; data filtering is essential in this LE. Data
filtering here aims at identifying the data points that are close to the STC, for example, an
irradiance filter that includes only data points with deviations of ±20 W/m2 from the STC
irradiance could be considered. We refer the readers to [31] for a detailed example on data
filtering, in which the authors studied the degradation of 12 crystalline silicon modules over
a period of 17 years.
The advantage of conducting LEs is that the experiments can be performed remotely
once the measurement devices are in place. As compared to the HE, the cost of LE can
be lower as well, especially when the monitoring equipment becomes more affordable and
reliable. On the other hand, although appropriate measurement equipment setup and data
filtering could minimize the uncertainty in the LEs to a certain extent, the outdoor exper-
iments still suffer from soiling and other degradation mechanisms that are hard to trace
through monitoring data. In the later sections, we further discuss the trade-off between cost
and accuracy for different degradation experiments.
3.1.2. High-Accuracy Degradation Methods
High-accuracy degradation experiments rely on measuring the I–V curves of a PV panel
at fixed time intervals under indoor conditions [2]. Due to the dependency on indoor test
facilities, HE is usually performed by shipping the modules back to the manufacturers. This
embeds high costs into the degradation experiment. For such reasons, it is common (about
74% of all degradation rates reported in the literature) to conduct indoor I–V measurements
only once; the measurements are then compared to the nameplate rating of a module [3].
The inherent assumption is the accuracy of the nameplate rating, which may possess sig-
nificant variance, especially when early degradation mechanisms are not excluded from the
i
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experiments.
3.2. Examples on Parameter Estimation Using MLE
In Section 3.1., low- and high-accuracy degradation experiments are discussed. As the
degradation study can be based on different metrics, without loss of generality, we consider
percentage of nameplate power at STC as the regressand. We begin our simulation study by
setting the degradation parameters. A total of six parameters, namely, β0, β1, σb0 , σb1 , ρ and
σ, are used to parameterize the degradation model. The numeric values of these parameters
are justified and set as follows.
PV modules experience early degradation such as LID during the first year of operation.
To simulate the approximate 3% drop in the first year, the intercept of true degradation curve
β0 is set at 97. It was reported that some crystalline modules may have more than 4% power
loss after the first weeks of operation [13], σb0 = 0.5 is used to represent the variations
of early degradation among the sample modules. This means that the PV modules under
simulation preserve 97% of the nameplate power at STC at time t = 0 with a standard
deviation of 0.5. It is noted that t = 0 denotes the beginning of the simulation, one can
consider this to be the beginning of the second actual operating year. Only the simulation
time reference t will be used hereafter.
In Ref. [2], a rich literature review is presented on the degradation rate of crystalline
silicon technology. It was found that the average degradation rate of crystalline silicon
technology is 0.7%/year, i.e., β1 = −0.7. Further to that, σb1 = 0.1 is interpreted from
Ref. [2] to denote the variation in the degradation rate distribution, see Fig. 5 from Ref. [2]
for this interpretation.
We assume that the intercept and gradient of the degradation path can be modeled using
a BVN distribution with correlation ρ. In reality, this parameter does not carry significant
physical implication. However, it is reasonable to assume modules with higher β0 values
degrade slower. Therefore, a small positive correlation between b0 and b1, ρ = 0.3, is set.
The final model parameter σ represents the error term. It should be set differently for
HE and LE. In HE, it can be assumed that the error is small; σ = 0.5 is set to represent the
year-to-year experimental variations in practicing the HE. In LE, experimental errors are
higher; σ = 2 is set to represent the uncertainties due to imperfect data filtering, soiling and
other mechanisms that may affect the variance in module power output.
Considering an expected PV lifetime of 25 years, the simulated output power (in %
of the nameplate power) for the 12 modules over a period of 24 years (the burn-in year is
not simulated) is plotted in Fig. 1 using the HE assumptions and Eq. (1). To obtain these
curves, 12 sets of (b0, b1) values are first drawn from the BVN distribution parameterized
by β and V . The true degradation paths (Di) are then produced using Di = b0,i + b1,itij ,
where i = 1, · · · , 12, j = 1, · · · ,mi and mi = 24, ∀i. Noise terms are then added to Di
using random samples drawn from N(0, σ2), where σ = 0.5. Using MLE, the estimated
HE parameters are: β̂0 = 96.982, β̂1 = −0.706, σ̂b0 = 0.481, σ̂b1 = 0.087, ρ̂ = 0.443 and
σ̂ = 0.516. These estimated parameters agree with our earlier simulation settings, showing
the precise estimations from MLE. Similarly, using the LE simulated data, the ML estimates
are β̂0 = 96.858, β̂1 = −0.709, σ̂b0 = 0.405, σ̂b1 = 0.086, ρ̂ = 0.631 and σ̂ = 2.062.
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Figure 2. Evaluations of the 0.001 (dotted line on x–y plane), 0.50 (solid line), 0.95 (dashed
line) degradation quantiles at ML estimates of the LE.
3.3. Degradation Quantiles Evaluated at ML Estimates
True degradation D is normally distributed. This is visualized in Figure 2; the data used for
plotting are computed with the LE settings. At any time t, the expected value and variance
of the normal distribution can be evaluated at the ML estimates through Eqs. (15) and (16).
Figure 2 shows the pdfs ofD at t = 0, 4, · · · , 24, the evolution of the PDFs ofD is apparent.
In Section 2.4., degradation quantiles are formulated based on the distribution of D. Using
the ML estimates we obtained earlier, degradation quantiles can be computed via Eq. (18).
Three example quantiles, namely, d̂0.001 (dotted line on x–y plane), d̂0.5 (solid line) and
d̂0.95 (dashed line), are shown. This quantile information is critical for manufacturers or
system developers to set their warranty.
As mentioned earlier, point estimates have their limitations. Considering standard er-
rors and confidence intervals of the degradation quantiles may help manufacturers or system
developers to make their decisions. Standard errors and confidence intervals can be com-
puted via Eqs. (43) and (44), respectively. Figure 3 shows the 95% confidence intervals for
d̂0.5 based on 5 and 15 years of LE data.
The computation for the confidence intervals depends on the amount of information
available. By examining Eq. (44), it is noted that the confidence interval depends on d̂p and
ŝe(d̂p). After the model parameter θ is estimated based on whatever available data, may it
be 5, 10 or 15 years of data, d̂p can be evaluated for any time t. The solid black lines in
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Figure 3. The 95% confidence intervals of 0.50 degradation quantile based on 5 and 15
years of data. The estimated 0.5 quantiles are shown as the solid black line. The shaded
regions denote the confidence intervals.
Figure 3(a) and 3(b) are d̂0.5 for t = 1, · · · , 24; and the two lines are identical. In other
words, quantiles do not depend on the amount of information but depend only on θ̂, see
Eq. (18). On the other hand, ŝe(d̂p) =
√
ĉ>V̂(θ̂)ĉ depends on the amount of information,
since V̂(θ̂) is the inverse of the estimated Fisher information matrix. From Eq. (23), we
know that I(θ) depends on the amount of data, i.e.,Xi and Zi represent the available data.
Thus, the confidence intervals estimated based on 5 and 15 years of data are different.
Going back to Figure 3, as expected, the width of the confidence interval is narrower
when more information is available. It should be noted that the confidence intervals plotted
in Figure 3 are for the 0.5 quantile; they should not be mixed up with the gray band plotted
on the x–y plane of Figure 2.
3.4. Degradation Measurement Planning Using a Simple Test Plan
The discussion so far has assumed that the degradation measurements are available at the
time of analyses. However, from a planner’s perspective, it is necessary to decide the type
of experiments, number of measurements and number of test units, as degradation mon-
itoring is often associated with financial constraints. The cost of LE includes equipment
cost and overheads. While it is common to employ monitoring systems at PV farms, when
the farm scale becomes large, setting up a single weather station is most likely insufficient.
On the other hand, gauging every sub-system may be an overkill. A trade-off needs to
be made between degradation estimation accuracy and cost. The composition of the HE
cost is different from that of the LE. HE in PV degradation is indoor I–V measurements.
Once the modules/systems are deployed, it becomes difficult to conduct I–V measurements
especially when the installation is remote. If the manufacturers were to conduct the degra-
dation studies, shipping cost is predominant. In either of the LE or HE case, the number of
i
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measurements and number of units are of interest.
We use the standard error of degradation quantile to reflect the degradation estimation
accuracy. As shown in Figure 2, the confidence interval of degradation quantile is a function
of time t. From Eq. (44), it is seen that this time dependency is originated from the standard
error, i.e., ŝe(d̂p) is also a function of time. However, it should be noted that although the
ŝe at different time t = 1, · · · , 24 are different, the discussion below is applicable for all
t. We use t = 15 as an example, i.e., the degradation quantile at the end of 15 years is of
interest.
Figure 4 (a) shows the contour plot of the estimated standard error of the estimated
0.50 quantile for an HE, ŝe(d̂0.50), at the end of the evaluation period. The contour plot
can be interpreted as follows. The case of n = 3 and m = 3 corresponds to the situation
whereby three units are each measured three times during the course of 15 years at t =
0, t = 7.5 and t = 15, respectively. Under this setting, the estimated standard error is
ŝe(d̂0.50) = 0.95, reflected by the contour line at the bottom left corner of Fig. 4 (a).
Similarly, ŝe(d̂0.50) = 0.5, a smaller standard error, is found for the setup with n = 11
units and m = 3 measurements. It can be concluded from the “vertical” contour lines that
in the HE simulation, fewer number of measurements (per module) can be used without
losing much accuracy. Instead, the degradation standard error relies more on the number of
units used in HE.
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Figure 4. Contour plot of ŝe(d̂0.50) at the end of evaluation period using different number
of units and different number of measurements.
For a comparison of HE and LE errors, Figure 4 (b) shows the contour plot of the
estimated standard error for an LE setting. The time of evaluation is also set as t = 15;
and the contour lines correspond to ŝe(d̂0.50). In contrast to the HE, standard error for the
LE is more sensitive to the number of measurements. The improvement in accuracy can
be achieved in the LE by increasing either the number of measurements or the number of
units. However, it is observed that for same m and n values, LE yields a higher standard
error than HE. This is largely owing to the higher measurement uncertainties embedded in
the LE.
i
i
“Chapter.ID_44094_7x10” — 2016/9/30 — 14:18 — page 18 — #18 i
i
i
i
i
i
18 Dazhi Yang, Licheng Liu, Carlos David Rodríguez-Gallegos et al.
Figure 4 shown above demonstrates how the number of units (n) and measurements
(m) can affect the standard error estimation, and thus affect the planning method for degra-
dation studies. However, 15 years (as used in Figure 4) may be considered long for a PV
degradation study; a shorter period of study such as 5 or 10 years may be more appropriate.
On this point, we analyze the extrapolation of degradation quantile standard error below.
In other words, we are going to look at how ŝe(d̂p) will be projected (up to 25 years for
example) when different runtimes of the experiment are considered.
Fig. 5 (a) shows the standard error of the 0.5 quantile, d̂0.5, as a function of time, for
different HE studies. The HE degradation studies are assumed to be conducted over periods
of 5, 10 and 15 years. In all three simulations, the number of units is set as 12, and the
degradation for each unit is measured once every year throughout the period of study. For
example, for the 5 year study, a total of 60 measurements are made to compute the standard
error curve shown in Fig. 5 (a). Based on the available data of each case, the standard
errors are extrapolated using the degradation model for the remaining years of a typical
PV lifetime. It can be seen that the standard error projection at 25 years decreases as the
runtime of the experiment increases.
The simulation result of the LE with the same degradation measurement settings is
shown in Fig. 5 (b). With no surprise, the standard errors of the LE are higher than those
of HE. Nevertheless, it is found that the standard error from the LE is comparable to that of
the HE when the study period is long enough, such as a period of 15 years.
(a) High−accuracy experiment (b) Low−accuracy experiment
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Figure 5. ŝe(d̂0.50) as functions of time for the HE and LE.
The above simple test plan enables PV module manufacturers to plan the degradation
studies effectively. Although the examples were given for 0.5 quantile, the approach can be
readily applied to any quantile. For example, a similar analysis on the 0.001 quantile can
be useful during warranty policy making. The particular choice of experiment and setup
can be decided by experts based on some specific tolerable upper bound of the standard
error. Together with the above mentioned cost constraints for HE and LE, the problem can
be considered as a multi-objective optimization task. However, the solution to this task is
i
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not within the scope of this chapter.
4. Conclusion
A practical PV degradation model is introduced in this chapter. The degradation model
is based on the linear mixed effect model and contains six parameters; it enables flexible
simulation and design exercises for photovoltaic degradation. Instead of using the conven-
tional regression based methods for gradient estimation, maximum likelihood estimation is
used to identify the degradation rate together with other parameters, simultaneously. The
degradation model used here not only provides accurate estimates of the most used param-
eter, the degradation rate, it also gives quantile estimates of PV degradation. The quantile
information gives additional insights for making warranty policy.
Three types of PV degradation experiments are discussed in detail. The low-accuracy
experiments are performed in the outdoor conditions; their accuracy is limited by various
uncertainties primarily due to ambient weather condition and soiling, which can otherwise
be controlled in an indoor measurement environment. It is found that the accuracy of the
high-accuracy experiment is rather independent of the number of measurements made over
the period of a degradation study. To improve the accuracy of an HE, more degradation test
units should be considered. On the other hand, the accuracies of the LEs depend on both
the number of measurements and number of units.
All the degradation experiments described in this chapter depend on the length of the
evaluation period, number of measurements and cost. Therefore, due the design of an
degradation experiment, a multi-objective optimization could be formulated.
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