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ABSTRACT. In this note we present a description of a
wave front starting from an algebraic hypersurface sur-
face as a pull-back of the discriminantal loci of a tame
polynomial by a polynomial mapping. As an application
we give examples of wave fronts which define free/almost
free divisors near the focal point.
1 Preliminaries on the wave fronts
In this section we prepare fundamental notations and lemmata to develop our studies
in further sections. Let us denote by $Y$ $:=\{(z, u)\in \mathbb{C}^{n+1};F(z)+u=0\}$ the complexified
initial wave front set defined by a polynomial $F(z)\in \mathbb{R}[z_{1}, \cdots , z_{n}],$ $z=(z_{1}, \cdots , z_{n})$ . Of
course the real initial wave front set is $Y\cap \mathbb{R}^{n+1}$ .
Let us consider the traveling of the ray starting from a point $(z, u)\in Y$ along unit
vectors perpendicular to the hypersurface tangent to $Y$ at $(z, u)$ . It will reach at the point
$(x_{1}, \cdots, x_{n+1})$
$x_{j}= \pm t\frac{1\partial F(z)}{|(d_{z}F(z),1)|\partial z_{j}}+z_{j},$ $1\leq j\leq n$ ,
$x_{n+1}= \pm t\frac{1}{|(d_{z}F(z),1)|}+u$ with $(z, u)\in Y$, (1.1)
at the moment $t$ . Further on, we denote by $x’=$ $(x_{1}, \cdots , x_{n}),$ $x=(x’, x_{n+1})$ . We see
that $(x, t)$ and $(Z^{!}u)$ satisfying the relation (1.1) are located on the zero loci of two phase
functions
$\psi_{\pm}(x, t, z, u)=(\{x’-z,$ $d_{z}F(z)\rangle+(x_{n+1}-u))\pm t|(d_{z}F(z), 1)|$ , (12)
each of which corresponds to the backward $\psi_{+}(x, t, z, u)$ (resp. the forward $\psi_{-}(x, t, z, u)$
$)$ wave propagation. To simplify the argument, we will not distinguish forward and back-
ward wave propagations in future. This leads us to introduce an unified phase function
$\psi(x, t, z, u):=\psi_{+}(x, t, z, u)\cdot\psi_{-}(x, t, z, u)$
$=(\{x’-z, d_{z}F(z)\}+(x_{n+1}+u))^{2}-t^{2}|(d_{z}F(z), 1)|^{2}$ , (13)
Let us denote by $W_{t}$ the wave front at time $t$ with the initial wave front $Y$ i.e. $Y=W_{0}$ .
Lemma 1.1. For $x\in T4_{t}^{r}’$ , the point $(x, t)$ belongs to the critical value set of the projection,
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$\{(z, u)\in Y:\psi(x, t, z, u)=0\}$ $arrow$ $\mathbb{C}^{n+2}$
$(x, t, z, u)$ $\mapsto$ $(x, t)$ .
We can understand this fact in several ways. Instead of purely geometrical interpre-
tation, in our previous publication [9] we adopted investigation of the singular loci of the
integral of type,
$I(x, t)= \int H(z, u)(\frac{1}{\psi_{+}(x,t,z,u)}+\frac{1}{\psi_{-}(x,t,z,u)})dz\wedge du$
for $\gamma\in H_{n}(Y)$ and $H(z, u)\in \mathcal{O}_{\mathbb{C}^{n+1}}$ . The above integral ramifies around its singular loci
$W_{t}$ and by the general theory of the Gel’fand-Leray integrals (cf. [11]), $W_{t}$ is contained
in the critical value set mentioned in the Lemma 1.1.
According to the Lemma 1.1, The set $LW$ $:= \bigcup_{t\in \mathbb{C}}W_{t}\subset \mathbb{C}^{n+1}$ (the real part of it
is the large wave front after Amol’d [1] I, 22.1) can be interpreted as a subset of the
discriminant of the function (called the phase function)
$\Psi(x, t, z):=(\langle x’-z, d_{z}F(z)\}+x_{n+1}+F(z))^{2}-t^{2}(|d_{z}F(z)|^{2}+1)$ (14)
for $x’=(x_{1}, \cdots, x_{n})$ . This is a set of $(x, t)$ for which the algebraic variety
$X_{x,t}:=\{z\in \mathbb{C}^{n}:\Psi(x, t, z)=0\}$
has singular points.
Remark 1.1. Masaru Hasegawa $[7J$ and Toshizumi thkui (Saitama University) study
the wave front $W_{t}$ as a discriminantal loci of the function,
$\Phi(x, t, z)=-\frac{1}{2}(|(x’-z, x_{n+1}+F(z))|^{2}-t^{2})$ ,
that measures the tangency of the sphere $\{(z, z_{n+1})\in \mathbb{R}^{n+1}$ : $|(z-x’, z_{n+1}-x_{n+1})|^{2}=$
$t^{2}\}$ with the hypersurface $Y\cap \mathbb{R}^{n+1}$ . In some cases, this approach allows us to get less
complicated expression of the defining equation of $LW$ in comparison with ours in Theorem
2.5.
We assume that the variety $X_{x_{i}t}$ has at most isolated singular points for a point $(x, t)$
of the space-time. Among those points, we choose a focal point $(x_{0}, t_{0})\in \mathbb{C}^{n+2}$ i.e. the
point where the maximum of the sum of all local Milnor numbers is attained. If we denote
by $z^{(1)},$ $\cdots,$ $z^{(k)}$ the singular points located on $X_{xo,t_{0}}$ and Milnor numbers corresponding
to these points by $\mu(z^{(i)}),$ $i=1,$ $\ldots,$ $k$ , the following inequality holds for the focal point
sum of Milnor numbers of singular points on $X_{x,t} \leq\sum_{i=1}^{k}\mu(z^{(i)})$ ,
for every $(x, t)\in \mathbb{C}^{n+2}$ .
Assume that the quotient ring
$\frac{\mathbb{C}[z]}{(d_{z}\Psi(x_{0},t_{0},z))\mathbb{C}[z]}$ (1.5)
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is a $\mu$ dimensional $\mathbb{C}$ vector space such that it admits a basis $\{e_{1}(z), \cdots, e_{\mu}(z)\}$ that
contains a set of basis elements as follows,
$e_{1}(z)=1,$ $e_{j+1}(z)=(z_{j}-z_{j}^{(i)}),$ $1\leq j\leq n$ , (16)
for a fixed $i\in[1, k]$ . Here we remark that $\sum_{i=1}^{k}\mu(z^{(i)})\leq\mu$ . The denominator $(d_{z}\Psi(x_{0}, t_{0}, z))\mathbb{C}[z]$
of the expression (1.5) means the Jacobian ideal of the polynomial $\Psi(x_{0}, t_{0}, z)$ .
Now we decompose the difference
$\Psi(x, t, z)-\Psi(x_{0}, t_{0}, z)=\sum_{j=1}^{m}s_{j}(x, t)e_{j}(z)$
by means a set of polynomials in $z,$ $\{e_{1}(z), \cdots, e_{\mu}(z), e_{\mu+1}(z), \cdots, e_{m}(z)\}$ and a set of
polynomials in $(x, t)$ ,
$\iota:\mathbb{C}^{n+2}$ $arrow$ $\mathbb{C}^{m}$
$(x, t)$ $\mapsto$ $\iota(x, t):=(s_{1}(x, t), \cdots , s_{m}(x, t))$
(1.7)
thus defined.In this way we introduce a set of polynomials $\{e_{\mu+1}(z), \cdots, e_{m}(z)\}$ in addition
to the basis of (1.5). We consider a polynomial $\varphi(z, s)\in \mathbb{C}[z, s]$ for $s=(s_{1}, \cdots, s_{m})$ defined
by
$\varphi(z, s)=\Psi(x_{0}, t_{0}, z)+\sum_{j=1}^{m}s_{j}e_{j}(z)$ . (1.8)
Locally this is a versal (but not miniversal) deformation of the holomorphic function
germ $\Psi(x_{0},$ $t_{0},$ $z)$ at $z=z^{(i)}$ .
2 Discriminant of a tame polynomial
Definition 2.1. The polynomial $f(z)\in \mathbb{C}[z]$ is called tame if there is a compact set $U$ of
the critical points of $f(z)$ such that $\Vert d_{z}f(z)\Vert=\sqrt{(d_{z}f(z),\overline{d_{z}f(z)})}$ is away from $0$ for all
$z\not\in U$.
In the sequel we use the notation $s’=$ $(s_{2}, \cdots , s_{m})$ and $s=(s_{1}, s’)$ .
Further on we impose the following conditions on $\varphi(z, s)$ introduced in (1.8). Assume
that there exists an open set $0\in V\subset \mathbb{C}^{m-1}$ such that
$dim_{\mathbb{C}} \frac{\mathbb{C}[z]}{(d_{z}\varphi(z,s))\mathbb{C}[z]}<\infty$ , (2.1)
for every $s’\in V$ and $s_{1}\in \mathbb{C}$ . In addition to this, we assume that for every $9=$
$(s_{1}, \cdots, s_{n+1},0, \cdots, 0)\in V$, the equality
$dim_{\mathbb{C}} \frac{\mathbb{C}[z]}{(d_{z}(\Psi(x_{0},t_{0},z)+\sum_{j=2}^{n+1}s_{j}e_{j}(z)))\mathbb{C}[z]}=\mu$ , $(2.1)’$
holds.
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Lemma 2.1. Under the conditions (1.5), (2.1), $(2.1)’$ there exists a constructible subset
$\tilde{U}\subset V$ , such that $\varphi(z, s)$ is a tame polynomial for every $s\in \mathbb{C}\cross\tilde{U}$ and
$dim_{\mathbb{C}} \frac{\mathbb{C}[z]}{(d_{z}\varphi(z,s))\mathbb{C}[z]}=\mu$ ,
for every $s\in \mathbb{C}\cross U$ .
Proof
By [3], Proposition 3.1, (2.1)’ yields the tameness of $\varphi(z, 0)$ . After Proposition 3.2
of the same article, the set of $s$ such that $\varphi(z, s)$ be tame is a constructible subset (i.e.
locally closed set with respect to the Zariski topology) of the form $\mathbb{C}\cross W$ for $W\subset V$ .
According to [3], Proposition 2.3, the set
$T_{n}= \{s\in \mathbb{C}\cross W:dim_{\mathbb{C}}\frac{\mathbb{C}[z]}{(d_{z’}\varphi(z,s))\mathbb{C}[z]}\leq n\}$ ,
is Zariski closed for every $n$ . We can take $\mathbb{C}\cross\tilde{U}=T_{\mu}\backslash T_{\mu-1}$ . Q.E.D.
Assumption I
(i) By shrinking $\tilde{U}$ if necessary, we assume that a constructible set $U\subset\tilde{U}$ can be given
locally by holomorphic functions $(s_{\nu+1}, \cdots , s_{m})$ on the coordinate space with variables
$(s_{2}, \cdots, s_{\nu}),$ $\nu\geq\mu$ .
(ii) The image of the mapping $\iota$ of a neighbourhood of $(x_{0}, t_{0})$ is contained in $\mathbb{C}\cross U$.
In other words,
$\iota(\mathbb{C}^{n+2}, (x_{0}, t_{0}))\subset(\mathbb{C}\cross U, \iota(x_{0}, t_{0}))$ .
For a fixed $\tilde{s}’=$ $(\tilde{s}_{2}, \cdots , \tilde{s}_{m})\in U$ and the constructible subset $U\subset V$ of the Assump-
tion I,(i) we see that $\varphi(z, s_{1},\tilde{s}‘)$ is a tame polynomial for all $s_{1}\in \mathbb{C}$ . For such $\varphi(z_{i}s_{1},\tilde{s}’)$
, we define the following modules,
$P_{\varphi}( \tilde{s}’):=\frac{\Omega_{\mathbb{C}^{n}}^{n-1}}{d_{z}\varphi(z,s_{1},\tilde{s}’)\wedge\zeta l_{n}^{n-2}+d\Omega_{\mathbb{C}^{n}}^{n-2}}$ , (2.2)
$\mathcal{B}_{\varphi}(\tilde{s}’):=\frac{\Omega_{\mathbb{C}^{n}}^{n}}{d_{z}\varphi(z,s_{1},\tilde{s})\wedge d\Omega_{\mathbb{C}^{n}}^{n-2}}$. (2.3)
the module $\mathcal{B}_{\varphi}(\tilde{s}’)$ is called an algebraic Brieskorn lattice. In considerig the holomorphic
forms multiplied by $\varphi(z, s_{1}, ")$ be zero in (2.2), (2.3) we can treat two modules as $\mathbb{C}[6_{1}]$
modules.
These modules contain the essential informations on the topology of the variety
$Z_{(\epsilon_{1},\overline{\epsilon}’)}=\{z\in \mathbb{C}^{n}:\varphi(z, s_{1},\tilde{s}’)=0\}$ . (2.4)
Let us denote by $D_{\varphi}\subset \mathbb{C}\cross U$ the discriminantal loci of the polynomial $\varphi(z, s)$ i.e.
$D_{\varphi}:=\{s\in \mathbb{C}\cross U:\exists z\in Z_{\theta}, s.t. d_{z}\varphi(z, s)=\vec{0}\}$. (2.5)
Theorem 2.2. For a fixed $\tilde{s}’=$ $(\tilde{s}_{2}, \cdots , \tilde{s}_{m})\in U$, both $\mathcal{P}_{\varphi}(\tilde{s}’)$ and $B_{\varphi}(\tilde{s}’)$ are free $\mathbb{C}[s_{1}]$
modules of rank $\mu$ .
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Proof First we show the statement on $\mathcal{B}_{\varphi}(\tilde{s}’)$ . After [5], Theorem 0.5, the algebraic
Brieskorn lattice $\mathcal{B}_{\varphi}(\tilde{s}’)$ is isomorphic to a free $\mathbb{C}[s_{1}]$ module of finite rank (so called the
Brieskorn-Deligne lattice). The absence of the vanishing cycles at infinity for $\varphi(z, s_{1},\tilde{s}’)$
ensures this isomorphism.
On the other hand, for $(\tilde{s}_{1},\tilde{s}’)\in \mathbb{C}\cross U_{i}$ the Corollary 0.2 of the same article tells us
the following equality.
$dimCoker(s_{1}-\tilde{s}_{1}|\mathcal{B}_{\varphi}(\tilde{s}’))$
$=dimH_{n-1}(Z_{(\overline{s}1\overline{S}’)})+$ sum of Milnor numbers of singular points on $Z_{(\overline{S}1,\overline{8}’)}$ .
For $(\tilde{s}_{1},\tilde{s}’)\in \mathbb{C}\cross U\backslash D_{\varphi}$, the right hand side of the above equality equals
$\epsilon 1:Z_{(\epsilon,\overline{s})}\sum_{1}$
singular
sum of Milnor numbers of singular points on $Z_{(\epsilon_{1},\overline{s}’)}$
by [3], Theorem 1.2.
Now we show that $\mathcal{B}_{\varphi}(\tilde{s}’)$ is isomorphic to $\mathcal{P}_{\varphi}(\tilde{s}‘)$ ,
We show the bijectivity of the mapping $d$ : $\mathcal{P}_{\varphi}(\tilde{s}’)arrow \mathcal{B}_{\varphi}(\tilde{s}’)$ . To see the injectivity,
we remark that the condition $d(\omega+d\alpha+\beta A d\varphi(z, s_{1},\tilde{s}’))=d\omega+d\beta\wedge d\varphi(z, s_{1},\tilde{s^{t}}/)=0_{\dot{\delta}}$
$\alpha,$
$\beta\in\Omega^{n-1}$ in $\mathcal{B}_{\varphi}(\tilde{s}’)$ , entails the existence of $\alpha’\in\Omega^{n-1}$ such that $d\omega=d\alpha’\wedge d\varphi(z, s_{1},\tilde{s}‘)$ ,
this in turn together with the de Rham lemma entails $\omega=$ ofA $d\varphi(z, s_{1},\tilde{s}’)+d\beta’$ for some
$\beta’\in\Omega^{n-1}$
To see the surjectivity, it is enough to check that for every $\gamma\in\Omega^{n}$ the equation $d\omega=\gamma$
is solvable. Q.E.D.
Let us introduce a module for $\tilde{s}’=$ $(\tilde{s}_{2}, \cdots , \tilde{s}_{m})\in U$ ,
$Q_{\varphi}( \tilde{s}’);=\frac{\zeta]_{\mathbb{C}^{n}}^{n}}{d_{z}\varphi(z,s_{1},\tilde{s}’)\wedge\Omega_{\mathbb{C}^{n}}^{n-1}}\cong\frac{\mathbb{C}[z]}{(d_{z}\varphi(z,s_{1},\tilde{s}’))\mathbb{C}[z]}$ , (2.6)
that is a free $\mathbb{C}[s_{1}]$ module of rank $\mu$ because it is isomorphic to
$\oplus_{\{s:Z_{(s,\overline{\epsilon}’)}}11$ singular} $\oplus_{z:singular}$ points on $Z_{(s,\overline{s}’)}1\mathbb{C}^{\mu(z)}$ ,
with $\mu(z)$ : the Milnor number of the singular point $z\in Z_{(\theta 1,\overline{s}’)}$ . Let us denote its basis
by
$\{g_{1}dz, \cdots, g_{\mu}dz\}$ , (2.7)
such that the polynomials $\{g_{1}(z), \cdots, g_{\mu}(z)\}$ consist a basis of the RHS of (2.6) as a free
$\mathbb{C}[s_{1}]$ module.
According to $[3],p.218$ , lines 5-6, the following is a locally trivial fibration,
$Z_{(s_{1},s’)}arrow(s_{1}, s’)\in \mathbb{C}\cross U\backslash D_{\varphi}$ .
This yields the next statement.
Corollary 2.3. We can choose a basis $\{\omega_{1}, \cdots, \omega_{\mu}\}$ of $\mathcal{P}_{\varphi}(\tilde{s}’)$ independent of $\tilde{s}’\in U$.
Due to the construction of $U$ , we can consider the ring $\mathcal{O}_{U}$ of holomorphic functions
on $U$. By the analytic continuation with respect to the parameter $s’\in U$, we see the
following.
5
Lemma 2.4. The modules $\mathcal{B}_{\varphi}(s’),$ $\mathcal{P}_{\varphi}(s’),$ $Q_{\varphi}(s’)$ are free $\mathbb{C}[s_{1}]\otimes \mathcal{O}_{U}$ modules of rank $\mu$ .
As the deformation polynomials $e_{1},$ $\cdots,$ $e_{\mu}$ arise from the special form of $\Psi(x, t, z)$ we
are obliged to impose the following assumption.
Assumption II We assume that we can adopt $e_{i}(z)$ of (1.5), (1.6) as $g_{i}(z)$ in (2.7)
$i=1,$ $\cdots,$ $\mu$ and they serve as a basis of $Q_{\varphi}(s’)$ as a free $\mathbb{C}[s_{1}]\otimes O_{U}$ module.
For the sake of simplicity, let us denote by mod$(d_{z}( \varphi(z, 0)+\sum_{j=2}^{m}s_{j}e_{j}(z)))$ the residue
class modulo the ideal $(d_{z}( \varphi(z, 0)+\sum_{j=2}^{m}s_{j}e_{j}(z)))\mathbb{C}[z, s_{1}]\otimes \mathcal{O}_{U}$ in $\mathbb{C}[z, s_{1}]\otimes \mathcal{O}_{U}$ . By
virtue of the freeness of $Q_{\varphi}(s’)$ , this residue class is uniquely determined. Our assumption
(1.5), (1.6) together with the Weierstrass preparation theorem gives us a decomposition
as follows,
$( \varphi(z, 0)+\sum_{j=2}^{m}s_{j}e_{j}(z))\cdot\frac{\partial\varphi(z,s)}{\partial s_{i}}$
$\equiv\sum_{\ell=1}^{\mu}\sigma_{i}^{\ell}(s’)\frac{\partial’\varphi(z,s)}{\partial s_{\ell}}$ mod$(d_{z}( \varphi(z, 0)+\sum_{j=2}^{m}s_{j}e_{j}(z))),$ $1\leq i\leq\mu$ (2.8)
$\frac{\partial\varphi(z,s)}{\partial s_{i}}\equiv\sum_{\ell=1}^{\mu}\sigma_{i}^{\ell}(s’)\frac{\partial\varphi(z,s)}{\partial s_{l}}mod(d_{z}(\varphi(z, 0)+\sum_{j=2}^{m}s_{j}e_{j}(z))),$ $\mu+1\leq t\leq m$ , (2.9)
with $\sigma_{i}^{\ell}(s’)\in \mathcal{O}_{U}$ . In fact, according to an argument used in [4],Theorem A4, [10], Propo-
sition 2 (both treat liftable vector fields in local case but they are valid for our situation),
the following vector fields are tangent to the discriminant $D_{\varphi}$ ,
$\vec{v}_{i}:=(s_{1}+\sigma_{i}^{i}(s’))\frac{\partial}{\partial s_{i}}+\sum_{p\ell=1,\neq i}^{\mu}\sigma_{i}^{\ell}(s’)\frac{\partial\varphi(z,s)}{\partial_{8p}},$ $1\leq i\leq\mu$ (2.10)
Here we recall the Assumption I, (i) that allows us to adopt $(s_{1}, s_{2}, \cdots, s_{\nu}),$ $\nu\geq\mu$ as the
local coordinates of $\mathbb{C}\cross U$ .
$\vec{v}_{i}:=-\frac{\partial}{\partial s_{i}}+\sum_{\ell=1}^{\mu}\sigma_{i}^{p}(s’)\frac{\partial}{\partial s_{\ell}},$ $\mu+1\leq i\leq\nu$ , (2.11)
Evidently they are linearly independent over $\mathbb{C}[s_{1}]\otimes \mathcal{O}_{U}$ because of the presence of
the term $s_{1} \frac{\partial}{\partial s_{1}}$ for every $1\leq i\leq\mu$ and $- \frac{\partial}{\partial s_{1}}$ for $\mu+1\leq i\leq\nu$ . Therefore they form a
$\mathbb{C}[s_{1}]\otimes \mathcal{O}_{U}$free module of rank $\nu$ . Let us introduce the following matrix of which the $i-$ th
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row corresponds to the vector $’\vec{v}_{i}$ .
In fact the following $\mu\cross\mu$ submatrix of $\Sigma(s)$ contains the essential geometrical informa-
tions on $D_{\varphi}$ .
$\tilde{\Sigma}(s):=(\begin{array}{llll}s_{1}+\sigma_{1}^{l}(s^{/}) \sigma_{1}^{2}(s’) \cdots \sigma_{l}^{/4}(s’)\sigma_{2}^{1}(s,) s_{l}+\sigma_{2}^{2}(s^{/}) \cdots \sigma_{2}^{\mu}(s^{/})\vdots | . \vdots\sigma_{\mu}^{1}(s’) \sigma_{}^{2}(s,) \cdots s_{1}+\sigma_{\mu}^{\mu}(s^{/})\end{array})$ . (2.13)
Theorem 2.5. 1) The algebra $Der_{\mathbb{C}xU}(logD_{\varphi})$ of tangent fields to $D_{\varphi}$ as a free $\mathbb{C}[s_{1}]\otimes O_{U}$
is generated by the vectors $v_{i},$ $1\leq i\leq\nu$ of (2.10), (2.11).
2$)$ The discriminantal loci $D_{\varphi}$ is given by the equation
$D_{\varphi}=\{s\in \mathbb{C}\cross U:det\tilde{\Sigma}(s)=0\}$ .
3$)$ The preimage of $D_{\varphi}$ by the mapping $\iota$ contains the wave front $LW= \bigcup_{t\in \mathbb{C}}W_{t}\subset \mathbb{C}^{n+1}$
$i.e.\cdot LW\subset\iota^{-1}(D_{\varphi})$ .
Proof The tangency of vector fields $\tilde{v}_{i}$ ’s to $D_{\varphi}$ and their independence over $\mathbb{C}[s_{1}]\otimes \mathcal{O}_{U}$
have already been shown.
First we shall prove 2). By virtue of the tangency of $\vec{v}_{i}$ ’s to $D_{\varphi}$ and the equality,
$\tilde{v}_{1}\wedge\cdots\wedge\vec{v}_{\nu}=det\Sigma(s)\partial_{s_{1}}\wedge\cdots\wedge\partial_{s_{\nu}}$ ,
the function $det\Sigma(s)$ shall vanish on $D_{\varphi}$ . The statement on $Q_{\varphi}(s’)$ of the Lemma 2.4
tells us that
$\#\{s\in \mathbb{C}\cross U:s_{1}=const\cap D_{\varphi}\}=\mu$, (2.14)
in taking the multiplicity into account.
From (2.12), (2.13) we see that
$\pm det\Sigma(s)=det\tilde{\Sigma}(s)=s_{1}^{\mu}+d_{1}(s’)s_{1}^{\mu-1}+\cdots+d_{\mu}(s’)$,
with $d_{i}(s’)\in \mathcal{O}_{U},$ $1\leq i\leq\mu$ . Thus the Weierstrass polynomial in $s_{1},det\tilde{\Sigma}(s)$ shall be
divided by the defining equation of $D_{\varphi}$ which turns out to be also a Weierstrass polynomial
in $s_{1}$ of degree $\mu$ . This proves 2).
7
Now we shall show that every vector $\vec{t)}$ tangent to $D_{\varphi}$ admits a decomposition like
$\tilde{v}=\sum_{i=1}^{\nu}a_{i}(s)\vec{v}_{i}$ , (2.15)
for some $a_{i}(s)\in \mathbb{C}[s_{1}]\otimes \mathcal{O}_{U}$ . For every $i$ the following expression shall vanish on $D_{\varphi}$ ,
because of the tangency of all vectors taking part in it,
1 $\wedge\cdot\cdot\cdot$ $\wedge\vec{lJ}_{i-1}\wedge\vec{v}\wedge$ $+$ 1 $\wedge\cdot\cdot\cdot$ $\wedge$ $\nu$ .
Therefore there exists $a_{i}(s)\in \mathbb{C}[s_{1}]\otimes \mathcal{O}_{U}$ such that the above expression equals to
$a_{i}(s)det\Sigma(s)\partial_{s_{1}}\wedge\cdots$ A $\partial_{s_{m}}$ . This means that the vector $\tilde{v}-\sum_{i=1}^{\nu}a_{i}(s)\tilde{v}_{i}$ defines a zero vec-
tor at every $s\not\in D_{\varphi}$ , as the vectors $\vec{v}_{1}$ , –, $\vec{v}_{\nu}$ form a frame outside $D_{\varphi}$ . By the continuity
argument on holomorphic functions, we see that the decomposition holds everywhere on
$\mathbb{C}\cross U$.
The statement 3) follows from Lemma 1.1, (1.4) and the definition (1.7) of the mapping
$\iota$ . Q.E.D.
3 Gauss-Manin system for a tame polynomial
In this section, we willl show that the above matrix $\tilde{\Sigma}(s),$ $(2.13)$ can be obtained as
the coefficient of the Gauss-Manin system defined for a tame polynomial $\varphi(z, s)$ .
According to Lemma 2.4, every $\omega\in P_{\varphi}(s’)$ admits a unique decomposition as follows,
$\omega=\sum_{i=1}^{\mu}a_{i}(s)\omega_{i}$ , $s\in \mathbb{C}\cross U$. (3.1)
A generalisation of theorem 0.2 of [6] tells us that the following equivalence holds for every
holomorphic $n-1$ form $\omega$ ,
$\forall s\in \mathbb{C}\cross U,$ $\omega|_{Z_{\epsilon}}=0$ in $H^{n-1}(Z_{s})\Leftrightarrow\omega=0$ in $\mathcal{P}_{\varphi}(s’)$ . (32)
We can prove the above statement (3.2) for every $n\geq 2$ in following a slightly modified
argument explained in \S 2 of [6].
This theorem yields a corollary that ensures us the following equality for every van-
ishing cycle $\delta(s)\in H_{n-1}(Z_{s})$ ,
$\int_{\delta(s)}\omega=\sum_{i=1}^{\mu}a_{i}(s)\int_{\delta(s)}\omega_{i},$ $s\in \mathbb{C}\cross U_{\dot{J}}$ (3.3)
for some $a_{i}(s)\in \mathbb{C}[s_{1}]\otimes \mathcal{O}_{U},$ $1\leq i\leq\mu$ . To show this along with the argument by
L.Gavrilov [6], we simply need to replace his Lemma 2.2 by [5], Corollary 0.7.
Here we remark that for the basis of $\{c_{1}(z)dz, \cdots , e_{\mu}(z)dz\}$ of $Q_{\varphi}(\tilde{s}’)$ we can choose
the basis $\{\omega_{1}, \cdots, \omega_{\mu}\}$ of $\mathcal{P}_{\varphi}(\tilde{s})$ such that
$d\omega_{i}=e_{i}(z)dz+d_{z}\varphi(z, s)\wedge\epsilon_{i}$ ,
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for some $\epsilon_{i}\in\Omega^{n-1}$ . That is to say, for every $\omega\in\Omega^{n-1}$ we can find the following two types
of decomposition
$\omega=\sum_{i=1}^{\mu}c_{i},(.9’)d\omega_{i}+d_{z}\varphi(z, s)\wedge d\xi$ ,
$=$ $c_{\dot{\eta}}(s’)(e_{i}(z)dz+d_{z}\varphi(z, s)\wedge\epsilon_{i})+d_{z}\varphi(z, s)\wedge\eta$ ,
$i=1$
for some $c_{i}(s’)\in \mathcal{O}_{U},$ $\xi\in\Omega^{n-2}\otimes O_{U},$ $\eta\in\Omega^{n-1}\otimes \mathcal{O}_{U}$ . In other words, for every $\eta\in$
$\Omega^{n-1}\otimes \mathcal{O}_{U}$ one can find $\tilde{\xi}\in\Omega^{n-2}\otimes \mathcal{O}_{U}$ and $c_{i}(s’),$ $\xi$ as above that satisfy
$\eta=-\sum_{i=1}^{\mu}c_{j}(s’)\epsilon_{i}+d\xi+d_{z}\varphi(z, s)\wedge d\xi$.
If we take $\epsilon_{i}$ as some representatives of $\mathcal{P}_{\varphi}(\tilde{s}’)$ , the above statement is reduced to that on
$\mathcal{P}_{\varphi}(\tilde{s}’)$ of Lemma 2.4.
As E.Brieskorn [2] showed, the following equality holds if we understand it as the
property of the holomorphic sections in the cohomology bundle $H^{n-1}(Z_{8})$ defined as the
Leray’s residue $\omega/d_{z}\varphi(z, s)$ for $\omega\in\Omega^{n}$ ,
$( \frac{\partial}{\partial s_{1}})^{-1}d\eta=d_{z}\varphi(z, s)\wedge\eta$.
This yields that
$( \frac{\partial}{\partial s_{1}})^{-1}\mathcal{B}_{\varphi}(\tilde{s}’)=d_{z}\varphi(z, s)\wedge\Omega^{n-1}/d_{z}\varphi(z, s)\wedge d\Omega^{n-2}$,
$Q_{\varphi}( \tilde{s}’)=\mathcal{B}_{\varphi}(\tilde{s}’)/(\frac{\partial}{\partial s_{1}})^{-1}\mathcal{B}_{\varphi}(\tilde{s}’)$ ,
we see that $\{e_{1}(z)dz, \cdots, e_{\mu}(z)dz\}$ is a basis of $\mathcal{B}_{\varphi}(\tilde{s}’)$ as an $\mathcal{O}_{U}[(\frac{\partial}{\partial s1})^{-1}]$ module.
For such $\omega_{i}$ ’s we have a decomposition in $Q_{\varphi}(\tilde{s}’)$ as follows,
$( \varphi(z, s)-s_{1})d\omega_{i}=\sum_{=p1}^{\mu}\sigma_{i}^{\ell}(s’)d\omega_{\ell}+d_{z}\varphi(z, s)\wedge\eta_{i}$ , $1\leq i\leq\mu$ (3.4)
$\eta_{i}\in\Omega^{n-1}$ . We see that (3.4) is equivalent to (2.8). This relation immediately entails the
following equality for every $\delta(s)\in H_{n-1}(Z_{\epsilon})$ ,
$s_{1} \frac{\partial}{\partial’s_{1}}\int_{\delta(s)}\omega_{i}+\sum_{\ell=1}^{\mu}\sigma_{i}^{\ell}(s’)\frac{\partial}{\partial^{t}s_{1}}\int_{\delta(s)}\omega_{\ell}+\int_{\delta(s)}\eta_{i}=0$ , (3.5)
in view of the fact $\int_{\delta(s)}\varphi(z, s)\frac{\omega}{d_{z}\varphi(z,\epsilon)}=0$ and the Leray’s residue theorem
$\frac{\partial}{\partial s_{1}}\int_{\delta(s)}\omega_{i}=\int_{\delta(s)}\frac{d\omega_{i}}{d_{z}\varphi(z,s)}$ .
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After (3.3), every $\int_{\delta(s)}7|i$ admits an unique decomposition
$\int_{\delta(s)}\eta_{i}=\sum_{j=1}^{\mu}W_{i}(s)\int_{\delta(e)}\omega_{j},$ $s\in \mathbb{C}\cross U$, (3.6)
for some $b_{i}^{;}(s)\in \mathbb{C}[s_{1}]\cross \mathcal{O}_{U},$ $1\leq i,j\leq l^{4}$ .
Let us consider a vector of fibre integrals
$\mathbb{I}_{Q}:=^{t}(\int_{\delta(s)}\omega_{1}, \cdots, \int_{\delta(\epsilon)}\omega_{\mu})$ . (3.7)
In summary we get
Proposition 3.1. 1) For a vector $II_{Q},$ $(3.5)$ we have the following Gauss-Manin system
$\tilde{\Sigma}\cdot\frac{\partial}{\partial’s_{1}}\mathbb{I}_{Q}+B(s)II_{Q}=0$, (3.8)
where $B(s)=(b_{i}^{;}(s))_{1\leq t_{t}j<\mu}$ for functions determined in (3.6).
2$)$ The discmminantal loci $D_{\varphi}$ of the tame polynomial $\varphi(z, s),$ $s\in \mathbb{C}\cross U$ has an
expression,
$D_{\varphi}=\{s\in \mathbb{C}\cross U:det\tilde{\Sigma}(s)=0\}$ ,
that corresponds to the singular loci of the system (3.8).
Remark 3.1. To see that the two statements on $D_{\varphi}$ do not mean a simple coincidence,
one may $cor\iota sult$ $/1OJ$ Theorem 2.3 where he $fir\iota d,s$ a description of the Gauss-Manin
system for Lemy’s residues by means of the tangent vector fields to the discriminant loci.
4 Free and almost free wave fronts
Now we recall that the freeness of $Dc^{J}\tau_{\mathbb{C}xU}(logD_{\varphi})$ as a $\mathbb{C}[s_{1}]\otimes \mathcal{O}_{U}$ module, proven
in the Theorem 2.5, means that $D_{\varphi}$ defines a free divisor (in the sense of K.Saito) in the
neighbourhood of every point $s\in D_{\varphi}$ . We define the logarithmic tangent space $T_{\partial}^{log}D_{\varphi}$ to
$D_{\varphi}$ at $s$ :
$T_{s}^{log}D_{\varphi}=\{\vec{v}(s):\vec{v}(s)\in Der_{\mathbb{C}xU}(logD_{\varphi})_{s}\}$ (4.1)
We follow the presentation by David Mond [8] on the hee and almost free divisors though
the latter has been first introduced by J.N.Damon. To discuss when the large wave front
$LW$ becomes a free divisor, we need to make use of the notion of algebraic transversaliy.
We recall here the Assumption I, (ii) on the image of the mapping $\iota$ that entails the
following inclusion relation,
$d_{x_{t}t}\iota(T_{(x_{t}t)}\mathbb{C}^{n+2})\subset T_{\iota(x_{7}t)}(\mathbb{C}\cross U)$,
for $(x, t)$ in the neighbourhood of $(x_{0}, t_{0})$ .
Definition 4.1. The mapping $\iota$ is algebraically transverse to $D_{\varphi}$ at $(x_{0}, t_{0})\in \mathbb{C}^{n+2}$ if and
only if
$d_{x_{1}t}\iota(T_{(x_{0},t_{0})}\mathbb{C}^{n+2})+T_{\iota(x0,t_{0})}^{log}D_{\varphi}=\tau_{\iota(x_{0},t_{0})(\mathbb{C}\cross U)}$ . (4.2)
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Lemma 4.1. ( $[8J$ Jacobian $cr’ite\dot{n}on$ for freeness) The divisor $\iota^{-1}(D_{\varphi})$ is free if and only
if $\iota$ is algebmically tmnsverse to $D_{\varphi}$ .
To state a criterion of the freeness of $\iota^{-}$ ’ $(D_{\varphi})$ , we need the following $m\cross(\nu+n+2)$
matrix $T(x, t)$ .
The first $\nu$ rows of the $T(x, t)$ correspond to those of $\Sigma(\iota(x, t))$ while the $(\nu+i)-$th row
corresponds to $\frac{\partial}{\partial x_{i}}\iota(x, t),$ $1\leq i\leq n+1$ and the last row to $\frac{\partial}{\partial t}\iota(x, t)$ for $\iota(x, t)$ of (1.7).
The Lemma 4.1 yields immediately the following statement in view of the Theorem
2.5.
Proposition 4.2. The divisor $\iota^{-1}(D_{\varphi})$ is free in the neighbourhood of $(x, t)$ if and only
if rank $T(x, t)\geq\nu$ .
After Theorem 2.5, in the neighbourhood of each of its point $s$ , the hypersurface $D_{\varphi}$
defines a germ of free divisor.
Definition 4.2. The germ of hypersurface $\iota^{-1}(D_{\varphi})$ at $(x_{0}, t_{0})\in \mathbb{C}^{n+2}$ is an almost free
divisor based on the germ of free divisor $D_{\varphi}$ at $\iota(x_{0}, t_{0})\in \mathbb{C}\cross U$ if there is a map
$i_{0}$ : $\iota^{-1}(D_{\varphi})arrow D_{\varphi}$ which is algebraically transverse to $D_{\varphi}$ except at $(x_{0}, t_{0})$ such that
$\iota^{-1}(D_{\varphi})=i_{0}^{-1}(D_{\varphi})$ .
In view of this definition, we get a criterion so that $\iota^{-1}(D_{\varphi})$ be an almost free divisor.
Proposition 4.3. The germ of hypersurface $\iota^{-1}(D_{\varphi})$ at $(x_{0}, t_{0})\in \mathbb{C}^{n+2}$ is an almost free
divisor based on the germ of free divisor $D_{\varphi}$ at $\iota(x_{0}, t_{0})\in \mathbb{C}\cross U$ if the following inequality
holds at an isolated point $(x_{0}, t_{0})\in\iota^{-1}(D_{\varphi})_{f}$
rank $\Sigma(\iota(x_{0}, t_{0}))+rankd_{x_{t}t}\iota(x_{0}, t_{0})<\nu$ , (4.4)
while at other points $(x, t)\neq(x_{0}, t_{0})$ in the neighbourhood of $(x_{0}, t_{0})$ , rank $T(x, t)\geq\nu$ .
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5 Examples
1. Wave propagation on the plane
Let us consider the following initial wave front on the plane $Y$ $:=\{(z, u)\in \mathbb{C}^{2};az^{2}+$
$z^{4}+u=0\},$ $z=i.e$ . $F(z)=az^{2}+z^{4}$ for some real non-zero constant $a$ . In this case our
phase function has the following expression




It is easy to see that $(x_{1}, x_{2}, t)=(0, -1/2a, 1/2a)$ is a focal point with a singular point
$(z, u)=(0,0)$ and the Milnor number $\mu(0)=3$ ( $A_{3}$ singularity i.e. the swallow tail) if
$a\neq 1$ and $\mu(0)=5$ ( $A_{5}$ singularity) if $a=1$ ,
$\Psi(0, -a/2, a/2, z)=(-(1/a)+a^{2})z^{4}+(-(4/a^{2})+6a)z^{6}+9z^{8}$ . (5.2)
The quotient ring (1.5) for this $\Psi(0, -1/2a, 1/2a, z)$ has dimension $\mu=7$ .
Especially we can choose $e_{i}=z^{i-1},$ $i=1,$ $\cdots,$ $7$ as the basis (2.7). Now, in view of
(5.1) we introduce additional deformation polynomials $e_{8}=z^{7}$ , together with entries of
the mapping $\iota(1.7)$ ,
$s_{1}=-t^{2}+x_{2}^{2},$ $s_{2}=4ax_{1}x_{2},$ $s_{3}=-4a^{2}t^{2}+4a^{2}x_{1}^{2}-2ax_{2},$ $s_{4}=-4a^{2}x_{1}+8x_{1}x_{2}$ ,
$s_{5}=a^{2}-16at^{2}+16ax_{1}^{2}-6x_{2},$ $s_{6}=-20ax_{1},$ $s_{7}=6a-16t^{2}+16x_{1}^{2},$ $s_{8}=-24x_{1}$ . (5.3)
$\varphi(z, s)=9z^{8}+\sum_{i=1}^{8}s_{i}z^{i-1}$ .
In this case, the constructible set $U$ of the Assumption I,(i) coincides with $\mathbb{C}^{7}$ .
By the aid of the computer algebra system SINGULAR, we calculate the residue class
mod$(d_{z}( \varphi(z, 0)+\sum_{j=2}^{m}s_{j}e_{j}(z)))$ of the following polynomials that illustrate (2.8).



















































We omit $z^{5}*\varphi(z, s),$ $z^{6}*\varphi(z, s)$ . The vector (2.9) is given as follows
$-72z^{7}\equiv(s_{1},2s_{2},3s_{3},4s_{4},5_{6_{5}^{1}},6s_{6},7s_{7})$ .
We list the rows of the matrix $\iota^{*}(\Sigma)(x, t)$ below. In this way we introduce 8 vector













































































$w_{8}(x, t)=(4ax_{1}x_{2},2(-4a^{2}t^{2}+4a^{2}x_{1}^{2}-2ax_{2}),$ $3(-4a^{2}x_{1}+8x_{1}x_{2}),$ $4(a^{2}-16at^{2}+16ax_{1}^{2}-$
$6x_{2}),$ $-100ax_{1},6(6a-16t^{2}+16x_{1}^{2}),$ $-168x_{1},72)$
At the focal point $(x, t)=(0, -1/2a, 1/2a)$ the matrix $\iota^{*}(\Sigma)(0, -1/2a, 1/2a)$ has the
following form with rank 5 if $a\neq 1$ and rank 3 if $a=1$ .
$[0000000000000000000000004(-1^{A_{5}}+a^{3})/aA_{1}A_{3}0000(-1+_{A_{1}}a^{3})/(2a)A_{3}A_{5}0000$ $6(-(4/a^{2})+6a)A_{2}A_{4}A_{6}0000$ $-(1/a^{2})_{0}+(3a)/2A_{2}A_{4}A_{6}000$ $720000000]$
(5.4)
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where $A1=rightarrow_{36a}^{-2-5a^{3}+3a^{6}}$), $A_{2}= \frac{-(4-6a^{3}+3a^{6})}{12a^{4}}i$ 3 $=$ $\frac{-4+10a^{3}-9a^{6}+3a^{9}}{216a^{5}},$ $A_{4}= \frac{(-2+a^{3})^{2}(-2+3a^{3})}{72a^{6}}$ ,
$A_{5}=- \frac{(-2+a^{3})^{2}(2-5a^{3}+3a^{6})}{1296a^{7}},$ $A_{6}=$ $\frac{16-56a^{3}+68a^{6}-30a^{9}+3a^{1}2}{432a^{8}}$ .
Thus together with the data
$d_{x_{\mathfrak{j}}t}\iota(0, -1/2a, 1/2a)$ (5.5)
$=(\begin{array}{lllllllll}0 -2 0 -(4/a)- 4a^{2} 0 -20a 0 \text{ }240 -(l/a) 0 -2a 0 -6 0 0-(1/a) 0 -4a 0 -16 0 -(16/a) 0\end{array})$
we conclude that rank $T(O, -1/2a, 1/2a)=8=\nu$ if $a\neq 1$ . Therefore after Proposition
4.2, the germ of the large wave front $L\dagger t^{I}$ defines a free divisor in the neighbourhood of
the focal point $(0, -1/2a, 1/2a)$ for $a\neq 1$ .
In the case $a=1$ , rank $\iota^{*}(\Sigma)(0, -1/2,1/2)=rank\iota^{*}(\tilde{\Sigma})(0, -1/2,1/2)+1=3$ and
rank $T(O, -1/2,1/2)=6<8$ . (5.6)
We see that the focal point $(0, -1/2,1/2)$ is an isolated point after the following reasoning.
The matrices above (5.4), (5.5) entail the following relationship
$span_{C}\{v_{1}(\iota(0, -1/2,1/2)), \cdots , \prime v_{8}(\iota(0, -1/2,1/2))\}$
$\cap span_{C}\{\frac{\partial\iota}{\partial t}, \frac{\partial\iota}{\partial x_{1}}, \frac{\partial\iota}{\partial x_{2}}\}_{(0,-1/2,1/2)}=\{0\}$.
This means that the germ of the integral varieties of the vector fields $\{v_{1}(s), \cdots, v_{8}(s)\}$
(i.e. the stratum of $A_{5}$ singularities of the discriminantal loci $D_{\varphi,\iota(0,-1/2,1/2)}$ ) and the
image $\iota(\mathbb{C}^{3})$ intersect transversally at $\iota(0, -1/2,1/2)$ . In addition to that we can verify
that the limit of tangent vectors to the stratum of $A_{4}$ singularities adjacent to $A_{5}$ stratum
near $\iota(0, -1/2,1/2)$ generated by the rows of the following matrix
$\lim_{s5}arrow 0\frac{\Sigma(\iota(0,-1/2,1/2)+(0,0,0,0,s_{5},0,0))-|_{J}^{*}(\Sigma)(0,-1/2,1/2)}{s_{5}}$
$= \frac{\partial\Sigma(\iota(0,-1/2,1/2)+(0,0,0,0,s_{5},0,0))}{\partial’s_{5}}|_{ss=0}$
$=[00000000000000000000000000000000$ $-(5/5184)-(5/144)5/86400005$ $-(1/216)-(7/72)19/8643/80000$ $-(7/72)19/8643/800000$ $720000000]$
are linearly independent of a vector from $span_{\mathbb{C}} \{\frac{\partial\iota}{\partial t}, \frac{\partial\iota}{\partial x_{1}}, \frac{\partial\iota}{\partial x2}\}_{(0,-1/2,1/2)}$ .
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This means that $(0, -1/2,1/2)$ is an isolated point on $LW\subset\iota^{-1}(D_{\varphi})$ with the property
(5.6). Upshot is the almost freenes of the large wave front germ at the focal point after
Proposition 4.3.
In summary we established
Proposition 5.1. The germ of the large wave front $LW$ at the focal point $(x_{1}, x_{2}, t)=$
$(0, -1/2a, 1/2a)$ defines a free divisor if $a\neq 1$ . If $a=1$ it defines an almost free divisor
germ at the focal point $(x_{1}, x_{2}, t)=(0, -1/2,1/2)$ .
2. Wave propagation in the 3 dimensional space
Now we consider the following initial wave front in the 3-dimensional space, $Y$ $:=$
$\{(z, u)\in \mathbb{C}^{2} : -\frac{1}{2}(k_{1}z_{1}^{2}+k_{2}z_{2}^{2})+u=0\}$ , i.e, $F(z)=- \frac{1}{2}(k_{1}z_{1}^{2}+k_{2}z_{2}^{2})$ for $0<k_{1}<k_{2}$ . In
this case our phase function has the following expression





It is easy to see that the point $(x_{1}, x_{2}, x_{3}, t)=(0,0,1/k_{1},1/k_{1})$ is a focal point with a
singular point $(z, u)=(0,0)$ and the Milnor number $\mu(0)=3$ . We have the following
tame polynomial,
$\Psi(0,0,1/k_{1},1/k_{1}, z)=(k_{1}^{4}z_{1}^{4}+4k_{1}k_{2}z_{2}^{2}-4k_{2}^{2}z_{2}^{2}+2k_{1}^{3}k_{2}z_{1}^{2}z_{2}^{2}+k_{1}^{2}k_{2}^{2}z_{2}^{4})/4k_{1}^{2}$ .
As a matter of fact, the polynomial $\Psi(0,0,1/k_{1},1/k_{1}, z)$ satisfies the criterion on the
presence of $A_{3}$ singularity at the origin mentioned in [7], Theorem 2.2, (2). The situation
is the same at another focal point $(x_{1}, x_{2}, x_{3}, t)=(0,0,1/k_{2},1/k_{2})$ . The quotient ring (1.5)
for this $\Psi(0,0,1/k_{1},1/k_{1}, z)$ has dimension $\mu=5$ .
We can choose
$\{e_{1}, e_{2}, e_{3}, e_{4}, e_{5}\}=\{1, z_{1}, z_{1}^{2}, z_{2}, z_{2}^{2}\}$
as the basis (2.7). In view of (5.7), we introduce addtional deformation monomials $e_{6}=$
$z_{1}*z_{2},e_{7}=z_{2}^{3},$ $e_{8}=z_{1}^{3},$ $e_{9}=z_{1}^{2}*z_{2},$ $e_{10}=z_{1}*z_{2}^{2}$ together with the entries of the mapping
$\iota$ ,
$s_{1}=-t^{2}+x_{3}^{2},$ $s_{2}=-2k_{1}x_{1}x_{3},$ $s_{3}=-k_{1}^{2}t^{2}+k_{1}^{2}x_{1}^{2}+k_{1}x_{3},$ $s_{4}=-2k_{2}x_{2}x_{3}$
$s_{5}=-(k_{2}/k_{1})+k_{2}^{2}/k_{1}^{2}-k_{2}^{2}t^{2}+k_{2}^{2}x_{2}^{2}+k_{2}x_{3},$ $s_{6}=2k_{1}k_{2}x_{1}x_{2}$
$s_{7}=-k_{2}^{2}x_{2\cdot 9_{8}}=-k_{1}^{2}x_{1},$ $s_{9}=-k_{1}k_{2}x_{2},$ $s_{10}=-k_{1}k_{2}x_{1}$ .
It tums out that the image of the mapping $\iota(\mathbb{C}^{4})\subset \mathbb{C}^{10}$ is contained in a constructible




for every $(x, t)\in \mathbb{C}^{4}$ . This means that the Assumption I,(ii) is satisfied. By direct calcu-





for $j=7,8,9,10$. This implies that the Assumption I,(i) is satisfied with $\nu=6$ .
At the focal point $(x_{1}, x_{2}, x_{3}, t)=(O, 0,1/k_{1},1/k_{1})$ the matrix $\iota^{*}(\Sigma)$ has the following
form with rank 3
$[000000000000000000$ $(k_{1}-k_{2})^{2}/k_{1}^{4}00000$ $-k_{2}(k_{1}-k_{2})/2k_{1}^{2}(k_{1}-k_{2})^{2}/k_{1}^{4}0000$ $-100000)$
Together with the data
$d_{x,t}\iota(0,0,1/k_{1},1/k_{1})=$
$(2/k_{1}00$ $-2000$ $-2k_{1}k_{1}00$ $-2k_{2}/k_{1}000$ $-2k_{2}^{2}/k_{1}k_{2}00$ $0000$ $-k_{2}^{2}000$ $-k_{1}^{2}000$ $-k_{1}k_{2}000$ $-k_{1}k_{2}000$ $)$
we see that the rank $T(O, 0,1/k_{1},1/k_{1})=7\geq\nu$. By virtue of the Proposition 4.3, we see
that the wave front defines a free divisor germ in the neighbourhood of the focal point
$(0,0,1/k_{1},1/k_{1})$ .
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