Abstract. The entropy of a hypersurface is given by the supremum over all F-functionals with varying centers and scales, and is invariant under rigid motions and dilations. As a consequence of Huisken's monotonicity formula, entropy is non-increasing under mean curvature flow. We show here that a compact mean convex hypersurface with some low entropy is diffeomorphic to a round sphere. We will also prove that a smooth self-shrinker with low entropy is exact a hyperplane.
Introduction
The F-functional of a hypersurface Γ ⊂ R n+1 is defined as If taking a transformation of the integral, we can also get (2) λ(Γ) = sup By section 7 in [3] , the entropy of a self-shrinker is equal to the value of the F-functional F and thus no supremum is needed. In [11] , Stone computed the entropy for generalized cylinders S k × R n−k . He showed that λ(S n ) is decreasing in n and λ(S 1 ) = 2π e ≈ 1.5203 > λ(S 2 ) = 4 e ≈ 1.4715 > λ(S 3 ) > · · · > 1 = λ(R n )
Mean curvature flow is a parameter family of hypersurfaces {M t } ⊂ R n+1 which evolves under the following equation:
(3) (∂ t X(p, t)) ⊥ = −H(p, t)ν(p, t)
Here − → H = −Hν is the mean curvature vector of M t , H = div Mt ν, ν is the outward unit normal, X is the position vector and · ⊥ denotes the projection on the normal space.
We denote Φ(x, t) = (4πt) −n/2 e − |x| 2 4t and Φ (y,τ ) = Φ(x − y, τ − t), Huisken's monotonicity implies that for any (y, τ ) ∈ R n+1 ×R, t 1 and t 2 with t 2 < t 1 < τ we have (4)
As a consequence of Huisken's monotonicity formula, entropy is non-increasing under mean curvature flow.
A hypersurface Γ ⊂ R n+1 is a self-shrinker if it satisfies (5) H = < X, ν > 2 It can be proved that, if Γ is a self-shrinker, then Γ t = √ −tΓ satisfies the mean curvature flow equation, see lemma 2.2 in [3] .
A non-compact hypersurface Σ ⊂ R n+1 is said to be with polynomial volume growth if there are constants C and d so that for all r ≥ 1
where B r (0) denote the ball centered at origin 0 with radius r in R n+1 . In [5] , Huisken showed that mean curvature flow stating at any smooth compact convex initial hypersurface in R n+1 remains convex and smooth until it becomes extinct at a point and if we rescale the flow about the point in space-time where it becomes extinct, then the rescalings converge to round spheres. In [6] , Huisken and Sinestrari developed a theory for mean curvature flow with surgery for two-convex hypersurfaces in R n+1 (n ≥ 3), and classified all of the closed two-convex hypersurfaces. In [3] , Colding and Minicozzi found a piece-wise mean curvature flow, under which they could prove that assuming a uniform diameter bound the piece-wise mean curvature flow starting from any closed surface in R 3 will become extinct in a round point.
Inspired by [4] , we expect to study hypersurfaces perspective from entropy, i.e. whether we can classify all of the mean convex hypersurfaces under some entropy condition. Specially, when the entropy of a closed mean convex hypersurface is no more than λ(S n−2 ), whether we can classify all of this kind of hypersurfaces like the result of Huisken and Sinestrari, see [6] . As a first step to our goal, in this note, we will prove that under some entropy condition a mean convex closed hypersurface is diffeomorphic to a round sphere.
It seems to the author that, entropy plays similar roles as energy does in harmonic map theory. For example, in harmonic map theory one has ǫ-regularity theorem [9] [12], Liouville type theorem for harmonic maps with small energy [2] , and uniqueness of harmonic maps with small energy [10] etc. If comparing self-shrinkers as harmonic maps one has similar results on the entropies of self-shrinkers. So it also motivates the author to do this work.
n+1 is a smooth closed embedded hypersurface with mean curvature H > 0. If λ(M 0 ) ≤ min{λ(S n−1 ), 3 2 }, then it is diffeomorphic to a round sphere S n .
Moreover, we can get the following Bernstein type theorem for self-shrinkers under some low entropy condition. Theorem 1.2. Suppose Γ is a smooth non-compact embedded self-shrinker with polynomial volume growth, there exists a constant ǫ > 0, such that if λ(Γ) < 1 + ǫ then Γ must be a hyperplane.
In the proof of main theorems, we will use similar techniques from [1] , [4] etc.
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Proof of the main theorems
Throughout this paper, unless otherwise mentioned, we will always assume M 0 is a smooth closed embedded hypersurface in R n+1 , and {M t } is a mean curvature flow starting from M 0 .
2.1. Tangent flows of mean curvature flows. Let (x 0 , t 0 ) ∈ R n+1 × R be a fixed point in the space-time, and λ > 0 be a positive constant in R.
where s ∈ (−λ −2 t 0 , 0). It is easy to check that {M Lemma 2.2 (see [8] ). Suppose {M t } is a mean curvature flow, and M 0 is a smooth embedded hypersurface, then for any time-space point (x 0 , t 0 ) ∈ R n+1 × R there is a parameter of hypersurfaces {Γ s } s<0 and a sequence of positive numbers {λ j }, λ j → 0 as j → ∞, such that M j s ֒→ Γ s as Radon measures for each s < 0.
Moreover, by Lemma 8 of [7] , we know that Γ s = √ −sΓ −1 , and Γ −1 is a weak solution of self-shrinker equation (5) . Furthermore by Huisken's monotonicity formula, we can prove the following point-wise convergence lemma:
Proof. Because M 0 is closed and embedded, we can prove that for any fixed t, T < t < t 0 for some
n for all r > 0, and all T ≤ t < t 0 , see Lemma 2.9 in [3] . Furthermore, it is easy to check that
} is a also a mean curvature flow, then by Huisken's monotonicity formula for any x 0 ∈ R n+1 , and any s 2 < s 1 < s 0 , we have
By (8), smoothness of the function Φ (x 0 ,s 0 ) , and the measure convergence of {M j s }, as j → ∞ for every s < s 0 we have
Combining this with (9), we have for any s 2 < s 1 < s 0 ,
exists.
Suppose there are a sequence {x j }, x j ∈ M j s 0 and a point y ∈ R n+1 satisfying lim j→∞ x j = y. It is easy to see that if we prove y ∈ Γ s 0 , then we get the lemma. For any smooth embedded mean curvature flow { M t }, so it is easy to check that if x ∈ M s 0 (12) lim
Moreover, it is also easy to check that for any x / ∈ M s 0 , we have (13) lim
That is to say, if
we must have x ∈ M s 0 .Actually, we do not need to assume { M t } is smooth and embedded here. Furthermore, if { M t } is only smooth in a neighbourhood of x, we also have (12) and (13), see P.66 in [1] .
For the sequence {x j } and y, it is also easy to prove the following result like (10) under the the condition of (8) , smoothness of the function Φ (x 0 ,s 0 ) , and the measure convergence of {M j s }:
as j → ∞. By Huisken's monotonicity formula and (12) 
Thus we must have y ∈ Γ s 0 and complete the proof.
In the following subsections, see lemma 2.9, we will further prove that if a tangent flow is smooth and embedded, we even have smooth convergence.
2.2.
Partial regularity for mean curvature flows. We will need a partial regularity theorem due to Ecker, see theorem 5.6 in [1] .
Before stating Ecker's theorem, we need to introduce a test function, which plays an important role in Ecker's local monotonicity, see theorem 4.17 in [1] . Define
and its translates
For an open subset U of R n+1 , there is a radius ρ 0 > 0 such that
It is easy to check that, if x 0 is a regular point of
Theorem 2.4 (Ecker's local monotonicity, [1] ). Let {M t } t∈(t 1 ,t 0 ) be a smooth,properly embedded solution of mean curvature flow in an open set U ⊂ R n+1 . Then for every x 0 ∈ U there is a ρ 0 ∈ (0, √ t 0 − t 1 ) such that for all ρ ∈ (0, ρ 0 ] and t ∈ (t 0 − ρ 2 , t 0 ) we have
Since the right-hand side is non-positive and
for every ρ ∈ (0, ρ 0 ], this implies that the locally defined Gaussian density
exists, is independent of ρ and for global solutions agrees with the Gaussian density defined in (16). Furthermore, for every t ∈ (t 0 − ρ 2 , t 0 ),
The following partial regularity theorem is due to by B.White [13] , and in [1] Ecker proves a similar result using the local monotonicity formula, here we present Ecker's version of B.White's partial regularity theorem. , [1] ). Suppose {M t } is a smooth, properly embedded solution of mean curvature flow in U × (t 1 , t 0 ) which reaches x 0 at time t 0 , and U is an open set in R n+1 . Then there exist constants ǫ 0 > 0 and c 0 > 0 such that whenever Θ(M t , x 0 , t 0 ) ≤ 1 + ǫ 0 holds at x 0 ∈ U, then |A(x)| 2 ≤ c 0 ρ 2 for some ρ > 0 and for all x ∈ M t ∩B ρ (x 0 ) and t ∈ (t 0 −ρ 2 , t 0 ). In particular, x 0 is a regular point at time t 0 . In Ecker's proof, he actually proved the following result: Theorem 2.6. Whenever {M t } is a smooth, properly embedded solution of mean curvature flow in U × (t 1 , t 0 ) which reaches x 0 at time t 0 , and for all (y, τ ) ∈ B ρ (x 0 ) × (t 0 − ρ 2 , t 0 ) and t ∈ (τ − ρ 2 , τ ), and ρ 0 is chosen to make sure that sptφ (y,τ ),ρ 0 ⊂ U, then we have sup
Theorem 2.5 (Ecker
for all σ ∈ (0, 1), and C 0 does not depend on R and M t .
Proof. Suppose the lemma is not correct. Then for every j ∈ N one can find a smooth, complete embedded solution {M j t } which reaches 0 ∈ R n+1 at time 0 and some R j > 0 such that for all (y, τ ) ∈ B R j (0) × (∞, 0],
In particular, one can find a σ j ∈ (0, 1) for which
and a point
If we choose σ = 1 2 σ j , we have 
j → ∞ we have for every R > 0 and sufficiently large j depending on R,
By curvature estimates for mean curvature flow we know that for every j, { M j s } is smooth and have uniform curvature estimate on any compact subset of time-space R n+1 × R. These allow us to apply Arzela-Ascoli theorem to conclude that a subsequence of { M Proof of Theorem 1.2: Under the condition of Theorem 1.2, it is easy to check that Γ t = √ −t + 1Γ is a self-shrinking ancient solution of mean curvature flow. By Huisken's monotonicity formula and the definition of entropy, we see that Γ t satisfies all the condition needed in Lemma 2.8, so we get the estimate for Γ (σR)
for all σ ∈ (0, 1). If we take σ = 
Proof. Because x 0 is a regular point of Γ −1 and {Γ s } is a self-shrinking mean curvature flow, we can find a ρ 0 = ρ 0 (x 0 ) > 0 such that {Γ s } is smooth on
Since Γ −1 is multiplicity one, so Θ(Γ s , x 0 , −1) = 1. By Theorem 2.4, we can find a ρ 1 ∈ (0, ρ 0 ] such that
The continuity of (y, τ ) −→ 
holds on M t for every t ∈ [0, T ).
For preparation of proving Theorem 1.1, we also need the following two important theorems.
Theorem 2.12 (see [3] ). S k × R n−k are the only smooth complete embedded self-shrinkers without boundary, with polynoimal volume growth, and H ≥ 0 in R n+1 Theorem 2.13 (see [4] ). If Γ ⊂ R n+1 is a weak solution of the self-shrinker equation (5) , λ(Γ) < 3 2 , and there is a constant C > 0 such that |A| ≤ CH on the regular set Reg(Γ), then Γ is smooth.
Proof of Theorem 1.1: Assume {M t } t∈[0,T ) is a mean curvature flow starting from M 0 , T is the first singular time and x 0 is a singular point in R n+1 . By Lemma 2.2 and Lemma 2.3, we know that there exist a tangent flow {Γ s } s<0 at (x 0 , T ) and a corresponding sequence {M j s } of parabolic transformations of {M t }. By Lemma 2.11 and inequality (18) is scaling-invariant, we get that for every j, }, we know that the entropy λ(M t ) is invariant under {M t }, By Huisken's monotonicity formula, M 0 must be a compact selfshrinker with H > 0, then from Theorem 2.12 we know that M 0 must be a round sphere.
If λ(Γ −1 ) < min{λ(S n−1 ), 3 2 }, By Theorem 2.12 and Theorem 2.13, we know that Γ −1 must be S n . Using Lemma 2.9 again, we have for sufficient large j, M j −1 can be written as a smooth graph over Γ −1 . Since Γ −1 is a round sphere, then we have for sufficient large j, we have M 
