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Abstract 
 The concept of miniaturizing antennas has become popular in the past decade, as mobile 
communication devices have become smaller.  This is especially true for the military, where it is 
desirable to reduce the amount of equipment a soldier must carry.  In order to accomplish this goal, a 
combined Communications and Navigation Antenna (COMM-NAV) antenna was proposed as a design 
objective at the MITRE Cooperation. 
 This study aims to combine a UHF antenna for communications and a GPS antenna for 
navigation, into a single antenna unit.  The UHF band of interest was established to be 225MHz to 
400MHz, whereas the GPS antenna is required to operate at L1 (1227.6MHz) and L2 (1575.4MHz) 
frequencies with approximately 12MHz bandwidth in either direction.  However, one of the most 
challenging feats of this design is to minimize interference between the two antennas.  These antennas 
must share the same JTRS (Joint Tactical Radio Service) receiver casing as the ground plane. 
 Through simulations and actual measurements, two separate antennas were designed to meet 
these requirements.  The UHF antenna uses a sleeve monopole design, where the metal sleeve not only 
isolates the two antennas, but it also acts as a method of impedance matching.  This eliminates the need 
for an external matching network. A stacked, shorted annular ring design was selected to meet the GPS 
requirements. This design allows the antenna to radiate outward (away from the UHF antenna), yet 
conformably fit around it. 
 After optimization through simulation, both designs were manufactured and tested at MITRE.  
The UHF antenna performed as well as expected, and the GPS antenna still produced satisfactory results 
with minimal interference between the two systems.  Although there remains room for improvement, 
the concept offers a working COMM-NAV antenna design. 
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Introduction 
Antennas are a convenient form of communication and remain the only method through which 
individuals may communicate rapidly and wirelessly across long distances.  In the commercial realm, 
they have become essential to most consumers.  Modern users lead highly mobile lifestyles, and view 
wireless communication and transmission of data to be a necessity for both business (ie. sending emails) 
and recreation (ie. viewing videos).  For the military, the antennas are essential for navigation, guidance, 
communications, detection, and many more applications, where it is either impractical (or impossible) 
to tether a wire between the points of contact.  Unfortunately, a soldier is often issued a significant 
amount of equipment, and an antenna (protruding from a backpack or a handset) provides an extra 
burden, while presenting a prime target for opposing forces.  In order to reduce this encumbrance for 
the soldier, it is proposed that two of these antennas, namely the communication and navigation 
antennas, are combined into a single unit. 
The MITRE Corporation has started an investigation of building small combined UHF 
(communications) and GPS (navigation) antennas for military handset applications.  The mission of this 
investigative study it to develop a UHF antenna that is smaller than currently available designs, covers 
the entire UHF band, and maintains comparable gain and efficiency across the entire band.  This will 
allow for “frequency hopping,” where both the transmitter and receiver rapidly change frequency 
(synchronously) within the band in order to avoid jamming or interception.  The GPS antenna needs to 
function for both L1 and L2 bands for navigation, but with minimal interference with the UHF antenna. 
Antenna Design Objectives 
 Ultimately there are two separate antennas that will need to be combined into a single unit.  
Typically, an antenna will have a resonant frequency at which it is designed to operate (similar to 
conventional circuits, antennas may have multiple resonances).  One would expect the antenna to 
operate best at or near the resonant frequency, which is explained in more detail in the Literature 
Review section.  The range of frequencies at which the antenna performs well is referred to as the 
bandwidth, and is accepted to be the region where the return loss is less than -10dB [1]. 
One may note that the intended band of operation for the UHF antenna is 225MHz to 400MHz.  This 
is a very wide band to cover (56% bandwidth is required). Further complicating this problem is the need 
to incorporate a GPS navigation system.  This antenna must cover both L1 (1575.4MHz) and L2 
(1227.6MHz) frequencies.  In theory, one could design a single antenna to span this entire range, from 
225MHz to 1575.4MHz; however, this is highly undesirable.  Antennas with greater than 40:1 bandwidth 
have been created in the past using low Q (quality factor) designs, but this compromises performance in 
other categories, such as high gain at the desired frequencies or small size[1].  Furthermore, one does 
not want to pick up all signals in this entire span equally well, as this makes it more susceptible to 
jamming.  If anyone radiates within these regions, the antenna will pick up the radiation, even if it is not 
the desired signal. 
Instead, it is preferred to perform well only where needed.  As one would assume, by sacrificing 
performance in one category, it is often possible to gain performance in another.  Therefore, an ultra-
wideband antenna is not needed for this application.  This problem can then be split into the creation of 
a combined Communications and Navigations (COMM-NAV) antenna.  The UHF antenna should cover 
the entire 225-400MHz band as uniformly as possible.  If one were to engage in the practice of 
“frequency hopping,” or rapidly switching frequency along a set sequence for security reasons, one 
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would relatively equal gain across the bandwidth.  If there are large decreases in gain, this will quickly 
change the effective range of the transmission during the message (resulting in the communication 
“fading in and out”).  The GPS signals are transmitted over much more narrow bands.  Dr. Rao, antenna 
engineer at Mitre, suggested that it would be sufficient to achieve 12MHz (ideally 15MHz if possible) 
above and below each of the resonant frequencies. 
One of the most important qualifying characteristics of an antenna is the gain.  Although explained 
in the Literature Review Section in more depth, it can be considered to be a measure of how well an 
antenna radiates in a particular direction.  The range of an antenna is determined by this gain as seen in 
the Friis transmission formula, shown in Equation (1). Here, Prec and Pt are respectively the received and 
transmitted power of the antenna. One should note that Equation (1) assumes there are no objects 
obstructing the path of the fields (i.e. mountains, walls, etc.), and that there is a uniform medium of 
transmission [3].  
    
  
     (
 
   
)
 
 (1)  
 
 In this equation,    and    are the gains of the transmitting and receiving antennas, respectively 
(in the direction of interest).  In the case where the same antenna is used for both, such as if two 
handsets were to communicate with one another, then this   term becomes squared.  The wavelength 
is represented by the    term, whereas the distance between the two antennas is given as R.  One 
should note that this only provides the ratio of 
    
  
 (power received per unit of power transmitted) in 
Watts, thus one could effectively increase the range of a device by providing it with more power. 
 Unfortunately, the desired range of either antenna was not provided (deemed to be proprietary 
information).  Considering the device is for handheld use, it is assumed to have low power 
requirements, but this was also not given.  It is therefore impossible to calculate the exact operational 
range.  At the suggestion of Dr. Basrur Rama Rao of the MITRE corporation (based on prior experience), 
he suggested that having a positive gain over the entire bandwidth should be the design requirement for 
the UHF antenna.  He stressed that the GPS antenna should have high gain at the horizon, with a peak 
between 0dB to 3dB being considerable acceptable.  High gain is dangerous at low elevations for GPS 
antennas because the low power signal of the satellites is very easy to jam and overwhelm with a strong 
ground based jammer.  Conversely, one would still want high gain as close to the horizon as possible to 
pick up low elevation satellites, which provide the most information for navigation.  Although these may 
appear to be conflicting requirements, one would want to fall in-between an acceptable range.  From 
past experience in GPS projects, Dr. Rao suggested that a gain between 0dB and -4dB at the horizon 
(with a peak gain from 0dB to 3dB) is a realizable goal (B. Rao, personal communication, August 25, 
2011). 
 As will be discussed later in this report, the gain is a result of the electromagnetic fields.  Clearly, 
not all geometries radiate in a uniform sphere around a single point.  The fields form what are referred 
to as “radiation patterns,” which, as the name suggests, show how electromagnetic waves radiate from 
the structure.  Some antennas are more directional than others (the classic example of a highly directive 
antenna is a satellite dish), resulting in beams or lobes.  These lobes are the locations along a sphere 
where the most power is radiated (or can be received) [1].  The omnidirectional pattern of the classic 
dipole is ideal for the UHF antenna, as the maximum radiation occurs at the horizon, where one is most 
likely trying to communicate.  The nulls, or areas of very little radiation, occur at the azimuth, directly 
above and below the antenna.  This is less important because it is uncommon for a rifleman (intended 
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user) to attempt to communicate with another user directly above or directly below the receiver.  
Typically, the nulls of a dipole pattern are very narrow [1].  This allows the user to rotate the antenna 
during use without the risk of losing the signal. 
 Similarly, the GPS antenna should have a uniform radiation pattern, but only over the top 
hemisphere.  Satellites only exist above the horizon, thus one will want to minimize the gain from signals 
occurring from the ground.  These can be either jammers attempting to block communication, or simply 
reflections of GPS signals from the ground.  The pattern for the GPS antenna should maintain high gain 
close to the horizon.  Exact values for how far above the horizon were not provided. 
 Special consideration must be undertaken for the polarization of the GPS antenna.  As will be 
discussed in the Literature Review Section, polarization can be considered how field propagates with 
respect to time [3].  An antenna must have the same polarization as the electromagnetic wave it is 
attempting to receive; otherwise it will be unable to absorb the radiation[3].  GPS signals are Right Hand 
Circularly Polarized (RHCP), thus the GPS antenna must also achieve RHCP.  Conversely, the UHF antenna 
should be, like most communication antennas, vertically (or linearly) polarized.  This is another 
characteristic trait of the classic dipole [1]. 
 The majority of these guidelines are vague requirements, which are difficult to quantify.  For 
example, a major goal of this project is to “miniaturize” the antenna to be as small as possible.  Often, 
requests are made for antenna with near perfect characteristics, but the laws of physics only allow 
trade-offs between certain parameters.  One could make the antenna smaller, but suffer a performance 
penalty.  Arguably, the best approach to this problem is to determine the most important requirements, 
maximize these, and in the process sacrifice characteristics that are less important.  With more precise 
requirements for the application, it would be straightforward to optimize the design.  Table 1 provides a 
summary of requirements. 
Table 1-Design requirements for COMM-NAV Antenna 
Requirement Type UHF Requirements GPS Requirements 
Operational Frequency Range 225-400MHZ L1 (1575.4MHz) 
L2 (1227.6MHz) 
Bandwidth Cover entire band as uniformly as 
possible 
L1 with 15 MHz bandwidth 
L2 with 15 MHz bandwidth 
Radiation Pattern Omnidirectional Radiation Pattern Top dome (minimize backlobes) 
Polarization Vertical (Linear) Right Hand Circular 
Gain  0dB  
across the entire band at horizon 
 0dB (RHCP Gain)  
across both bands at peak 
Interference Function with GPS antenna without 
interference 
Function with UHF antenna without 
interference 
Size Small as possible (      ) Small as possible (      ) 
 
Design Approach 
 Although the full design process is described in the Methodology section, this process was 
adapted as needed.  The concept of creating smaller antennas is neither a novel idea nor a trivial 
problem.  Several techniques have been attempted in the past; however, the major goal of this project 
at the MITRE Corporation was to explore the possibility of using a process known as ferrite loading.  It 
was unknown if this exists as a possible method of shortening the antenna without a large sacrifice in 
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gain; however, this MQP investigation attempts to use a new material to test if it is useful for a practical 
antenna design. 
 As will be discussed later, one may know that the resonant frequency of an antenna is 
dependent on its electric length (           is the phase constant and d is the physical distance).  This, 
however, is not necessarily the same as the physical distance because it is dependent on phase velocity 
within the medium of transmission.  Knowing that wavelengths are shorter in higher dielectric media, it 
is possible to “electrically lengthen” an antenna by placing it in a dielectric medium, thus allowing for a 
shorter antenna at the same resonant frequency [1]. 
 A compromise between bandwidth and radiation efficiency can be made by using dielectric 
loading.  One can increase bandwidth (decrease efficiency) by increasing the imaginary component of 
the complex values P and Q, given in Equations (2) and (3), respectively [1]. 
  (
    
  
)   (
 
 
) (2)  
  (    )   (
 
 
) (3)  
Here, P and Q are quantities used to describe the electric and magnetic properties of a dipole 
antenna, with a metal radiator of radius   and dielectric coating of radius  .  The relative dielectric 
permittivity of this coating is represented by    , and the relative magnetic permeability is represented 
by   .  Note that this formula (shown analytically by Balanis in [1]) uses the complex quantities for the 
dielectric permittivity and magnetic permeability.  The imaginary components give rise to the loss 
tangent. 
In general, increasing the real part of either P or Q will result narrower bandwidth higher input 
impedance at the resonance, and a higher electric length.  Increasing the imaginary portion of either P 
or Q will increase bandwidth, decrease the input admittance, shorten the electric length, dissipate more 
power (causes losses and reduces radiation efficiency), and it can lead to a greater traveling wave in the 
current distribution [1].  This allows one to achieve a low resonant frequency if the antenna is covered in 
a substance with a high enough    or   .  Unfortunately, the bandwidth will then be reduced unless the 
imaginary component is also high.  This would then lead to losses in the antenna and a decrease in 
efficiency. 
The radiation losses in the dielectric are determined by different factors.  The losses due to the 
imaginary portion of the electric permittivity and magnetic permeability are determined by what is 
known as the loss tangent.  These are given by Equations (4) and (5), respectively [1]. 
                           (
  (  )
  (  )
) (4)  
                         (
  (  )
  (  )
) (5)  
Equations (4) and (5) quantify what was stated previously: increasing the imaginary portion of 
either quantity will result in greater losses.  Therefore, in order to reduce the radiation losses of an 
antenna, the imaginary component of both constants should be minimized (at the cost of reducing 
bandwidth).  However, the losses are also determined by how closely matched the impedance of the 
material is to free space.  The intrinsic wave impedance of free space (  ) is given to be theoretically 
376.7Ω, as given by Equation (6), where    and    are the dielectric and magnetic constants of free 
space. 
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 √
 
 
  
 (6)  
 
However, when one uses dielectric loading, the radiation escaping through the dielectric will experience 
the intrinsic impedance of that material, which is scaled by its respective electromagnetic properties.  
This factor is seen in Equation (7).  Note that if this material were free space,    and    are 1 and the 
terms would be eliminated, which is the ideal case [3]. 
  √
    
    
 (7)  
 Unfortunately, the majority of commercially available dielectric materials have a relative 
magnetic permeability of 1.  As the dielectric constant increases, this ratio will drift further from unity, 
and the mismatch becomes greater (leading to greater losses).  At the time of writing, there are ferrite 
materials that can be readily purchased for antennas; however, the magnetic permeability is often very 
large (      ), the dielectric constant is comparatively small (     ), and at higher frequencies 
(      ) the imaginary components become very large, resulting in extremely high radiation losses.  
In the past, this has made the material unusable for all but lower frequency antennas. 
 However, a new material was created specifically for this project: Co2Z Hexaferrite 
(Co2Z(Ba3Co2Fe24O41)).  This is an artificial ferrite compound  and hereby referred to as the “ferrite”. It is 
considered to be an “advanced material” by the manufacturer, Trans-Tech [12].  Due to boundary 
conditions, conductors cannot have a transverse electric field along the surface.  The maximum of the 
electric field would be a quarter wavelength away from the surface, where the magnetic field is at its 
respective maximum.  A conductor can create eddy currents and wasted energy, thus an absorber such 
as this ferrite can be used.  Ferrite naturally become extremely lossy at higher frequencies, but by 
chemically controlling the dielectric mixed in with the ferrite, it is possible to custom design the electric 
properties to a given specification [12]. 
Unfortunately, manufacturing this ferrite is extremely difficult, especially in the non-standard 
shape that was requested: cylinders that are 12.7mm in diameter.  Furthermore, MITRE requested that 
these have       as close as possible (the manufacturing process involves intense forces, thus 
precision is difficult).  Initially, the target values were        ; however, this could not be achieved.  
The measured data provided on this specific order is shown in Figure 1 (created based on information 
provided by Trans-Tech) 
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Figure 1-Provided data showing the relative permeability of the ferrite as a function of frequency 
 As one can see in Figure 1, a common problem with Ferrite materials is the magnetic instability 
caused at higher frequencies.  Fortunately, the portion of the UHF band used for this project is from 
225MHz to 400MHz (marked by the two dashed lines), where the relative permeability is still mostly 
constant (varying between 7 to 7.5).  Here, the permeability is the real part of    (often referred to as 
   ), whereas the      is the imaginary component.  This immediately climbs to large values above 
500MHz, making the antenna very inefficient at higher frequencies.  It is important that this ferrite is 
isolated from the GPS antenna, or it will result in a severe performance decrease.  A magnified version 
of the graph in Figure 1 is depicted in Figure 2. 
 Figure 2 looks specifically at the measured data near the frequency band of operation.  On this 
scale, it is clear that both components of the magnetic permeability remain relatively constant over the 
band.  This leads to higher linearity and more easily predicted antenna characteristics.  By taking the 
averages of these values across the band, it was determined that the magnetic permeability should be 
taken as 7.356, with a magnetic loss tangent of 0.06.  The measured data for the dielectric constant was 
not provided; however, the manufacturer claims this to be close to 11.7, with a loss tangent of 0.02. 
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Figure 2-Magnetic permeability of the ferrite in the UHF band 
 Although not provided directly, the magnetic loss tangent can be calculated from the data in 
Figures 1 and 2, using Equation (5).  The result can be seen in Figure 3.  As noted previously, outside of 
this band, the magnetic loss tangent increases rapidly.  For simulation purposes, the previously stated 
values were taken to be constant across the band. 
 
Figure 3-Magnetic loss tangent of the Ferrite in the UHF band 
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 The novel portion of this design is using this new form of ferrite loading to electrically lengthen 
an antenna.  As seen in the literature, similar antenna designs have been made before and dielectric 
loading is not a new concept; however, the concept of magnetically loading an antenna in the UHF band 
has remained a largely unexplored field.  More details of the design are provided in the Methodology 
and Literature Review Sections. 
 Unfortunately, due to time requirements at the MITRE Corporation, the GPS antenna received 
less time for development in comparison the UHF antenna.  Initial designs were considered as early as 
July to make a triple band antenna (including L1, L2, and L5).  These were not implemented in either 
simulation or practice due to their incompatibility with the sleeve monopole design that was selected 
for the UHF antenna.  The GPS antenna would need to radiate upward and to the sides in order to 
communicate with the satellites above it (and close to the horizon).  This would allow one to use a patch 
or similar antenna, which would allow a flat design at the top of the handset receiver casing. 
 The problematic portion of the design would be to obtain high quality performance, yet 
geometrically fit around the sleeve.  As mentioned previously, this is way the initial square patch 
concepts were abandoned.  It is possible to use microstrips that resonate at a certain length to achieve a 
resonance, then use parasitic elements to achieve other resonant frequencies.  Typically, microstrip 
lines are flat on a substrate, which would be difficult to construct around the central cylinder of the UHF 
antenna.  It is possible to curve these microstrip lines, but this becomes very complex from both a 
manufacturing and analytical standpoint.  Furthermore, the metal sleeve of the UHF antenna would 
reflect any electric field near it, thus any radiation upwards would result in a change of polarization 
(discussed further in the Literature Review Section). 
 As seen in the Methodology Section, a shorted annular ring design was adopted.  This 
complements the sleeve monopole in using it as the electrical short, as well as radiating to the outer 
periphery, minimizing interference from the sleeve.  Both of these designs were simulated and 
optimized using Ansoft HFSS.  This allowed for precise dimensions to be used on the first test and to 
avoid using limited machine shop time and resources.  Following their construction, both antennas were 
tested at the MITRE Bedford campus (in both indoor and outdoor antenna ranges).  The antennas 
performed close to expectation. 
However, there are several areas where additional investigations may be continued.  For 
example, other paramters of the sleeve monopole could studied in greater depth.  For example, it may 
possible to widen bandwidth with parasitic elements or filters.  Furthermore, one could attempt to 
optimize loading with multiple ferrite beads along the monopole.  The shorted annular ring antenna 
could support additional GPS frequencies (such as L5 at 1.1176GHz).  More importantly, one could 
closely examine the position of the feed and adjust this in small increments to obtain better impedance 
matching. 
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Literature Review 
Before beginning the testing of the antenna designs, it is important to understand the theory 
behind antennas in conjunction with the design tools that are being used.  Simulation software is a great 
aid to the design process by avoiding unnecessary (and highly expensive) design iterations; however, 
one cannot use such a tool without understanding the mechanisms behind it.  Otherwise, one risks 
making false assumptions or extremely long simulations that will not yield accurate results.  Thus, we 
should first have a general understanding of antenna theory and the simulation process before 
beginning any design. 
Antennas 
 In a society dependent on electronics and remote transmission of data, antennas have become 
a necessity in day-to-day life.  An antenna can be thought of as any device that is capable of radiating or 
receiving electromagnetic waves.  Stated more formally, Prof. Ulaby in his textbook Fundamentals of 
Applied Electromagnetics claims an antenna to be a “transducer that converts a guided wave 
propagating on a transmission line into an electromagnetic wave propagating in an unbounded medium 
[3].”  In general, one may consider an antenna to be a transitional mechanism for transmitting either 
information or power through free-space, from one circuit to another. 
 Overall, most antennas are considered to be “reciprocal,” meaning that they receive power just 
as well as they transmit it [3].  A complication in the current project is the concept of polarization, 
relating to the direction in which the antenna radiates.  As one may assume by the definition of a 
reciprocal device, an antenna can only accept radiation of the same polarization, requiring any antenna, 
including those being designed in this project, to match the polarization of the transmitter [3].  It is 
important to match the polarization of the antenna, or one will suffer significant losses.  Furthermore, 
one must note that the polarization of an antenna may differ depending on where it is measured from, 
as different components of an antenna may have different polarizations.  Polarization can be thought of 
as the direction of propagation of the electromagnetic waves with respect to time [1]. 
 In addition to polarization, it becomes vital to match the impedance of an antenna to that of the 
generator powering it, as one would do for maximum power transfer in any conventional circuit.  
Conversely, in the receiving mode, antenna impedance can be related directly to the power transferred 
from the receiving antenna to the load itself (often an amplification circuit) [1].  This includes both the 
useful radiation resistance (transmitting either power or a signal into free-space), as well as the resistive 
losses (converting this signal into typically undesired heat).  In order to achieve this matching, one must 
use a method called “conjugate matching,” in which one attempts to place a quantity of resistance in 
series with the antenna in order to have the sum of the load and resistive losses equal to the generator 
resistance, but one must also add either a capacitor or inductor to have the inverse reactance.  This 
cancels out the negative effect caused by the antenna reactance[1].  Unfortunately, this becomes very 
challenging in the present situation, where wideband matching is required. 
 Ultimately, one of the most important antenna parameters is the gain, which is determined by 
the radiating fields.  By definition, “gain” is not dependent on the losses due to polarization, impedance 
mismatch, reflection losses, or dielectric losses, but rather a ratio of the field intensity to the total input 
power per unit solid angle at which it is being measured, as seen in Equation (8) [1].  One should note 
that this relationship is given in spherical coordinates, where   is the angle rotating around the 
horizontal axis and   is the vertical angle, with 0 at the azimuth and 
 
 
 (   ) at the horizon. 
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 However, it is arguably more common to see what is referred to as the “Absolute Gain” or 
“Realized Gain,” which includes all losses for the antenna (as this is what one will actually measure in a 
laboratory setting).  A definition of absolute gain can be stated as  [1]: 
                 (
 (   )
   
) (  | | ) (
  
     
) (9)  
 As seen in Equation (9), in order to optimize performance and achieve maximum gain, it 
becomes necessary that one minimizes reflections (Γ1) and resistive losses (  ).  This can be achieved by 
changing the geometry of the antenna itself. 
 The gain of an antenna can be seen as a “final result” that one would observe, but it is 
constructed of several important parameters.  These parameters provide insight into the 
electromagnetic proprieties of an antenna and can show how to improve gain and efficiency.  One of the 
most elemental of these characteristics is the antenna input resistance.  If one were to create a circuit 
model of a transmitting antenna, it would typically involve a voltage source of the generator, the 
lumped generator resistance, and finally a resistor representing the radiation resistance of the antenna.  
This model is depicted in Figure 4. 
 
Figure 4-Basic Circuit Schematic of an Antenna 
 In Figure 4, one can see the generator voltage   , the internal generator resistance    , and the 
radiation resistance   .  However, this ideal case is very inaccurate the antenna typically has an input 
impedance      which includes the desired radiation resistance as well as the lossy resistance 
(generating heat) and reactance.  The “generator” portion of the circuit is typically represented in this 
form as a Thevenin equivalent (with all other components such as lossy transmission lines included in it).  
From undergraduate electrical engineering classes, one can prove that the maximum power is delivered 
to    (the desired radiation resistance) when Equations (10) and (11) hold true [1]. 
                                                          
1
 The reflection coefficient, Γ is formally defined to be the ratio 
  
 
  
 , where   
  and   
  are the reflected and incident 
voltage waves into a system respectively.  Its magnitude indicates the mismatch with a given load, with 0 being a 
perfect match and   being a complete mismatch [3]. 
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 It is important to note that the antenna impedance consists  of the radiation resistance    , the 
lossy resistance    (all lumped losses), and the reactance      The generator resistance    is often a 50Ω 
coaxial cable that excites the antenna.  The process of matching an antenna becomes very difficult since  
the antenna input impedance changes with frequency, making broadband matching challenging.  If one 
were to consider this to be analogous to a simple voltage divider, then one can see that the best 
possible case (perfect matching) results in only half of the generator power being radiated in the 
antenna.  Any energy that is not radiated is typically reflected or converted to thermal energy.  
However, when one considers Aperture efficiency, one examines the ratio of the effective area 
(radiating) compared to the total area, which, because it include losses, can theoretically reach 100% in 
a perfectly matched situation [1]. 
Polarization 
 Polarization is an important factor to consider in the design of the GPS antenna because it 
affects how well radiation is received in a particular direction.  Typically, if a reference direction of the 
polarization of an antenna is not given, one may assume that it is in the direction of maximum gain [1].  
Although electromagnetic waves propagate at the same velocity (assuming a uniform medium) in all 
directions from a source at varying intensities, the excitement of the antenna determines its 
polarization.  Considering the phase of the feed determines how the wave propagates over time, one 
can describe the polarization to be that of the vector traced by the electric field at a set point in space.  
Typically, one usually encounters three general types of polarization: circular polarization, elliptical 
polarization, and linear polarization.  The magnitude of the electric field vector is given by Equation (12) 
[3]. 
 | (   )|  √   (   )     (   )  √   (     (     ))     (     (       )) (12)  
 
 Here, | (   )| is the electric field magnitude at a point in space z with respect to time t.  
Viewing the electric field as a planar wave (x-y plane) propagating in the z direction, Equation 3 shows 
that the magnitude is simply the geometric mean of the separate x and y components.  These are 
represented by the amplitudes multiplied by       functions, where  represents the angular frequency, 
k is the wavenumber (  
 √  
 
), and   is the difference in phase between the respective x and y 
components.  This phase difference is typically given in radians, thus if   is 0, then the two components 
are perfectly in-phase with one another.  When   is π, they are completely out of phase [3]. 
 Linear polarization occurs when the electric field vectors lie upon a single line throughout time.  
The UHF antenna in this project will need to be linearly polarized in order communicate with other JTRS 
users.  As one would expect, this can only occur when the horizontal and vertical components of the 
field are completely in or out of phase.  Typically, one can describe this relationship by the inclination 
angle with respect to the x-axis, as shown in Equation (13).  This is the angle formed by the ratio of the 
vertical components of the field to the horizontal components of the field [3]. 
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In this equation,   (   ) and   (   ) are the values of the electric field components in the 
vertical and horizontal directions, respectively, at a certain distance z and time t.  However, this angle is 
not dependent on distance and time, as the vertical and horizontal components of the field will change 
correspondingly, thus canceling out z and t in the final inclination angle.  This is only true for the linearly 
polarized case as only the magnitude changes [3]. 
Another special case of particular interest is circular polarization.  It is vital for the GPS antenna 
in this project to be Right Hand Circularly Polarized (RHCP).  Circular polarization occurs when the 
magnitudes of the horizontal and vertical components of a propagating electric field are equal, but out 
of phase by a quarter of a cycle.  An antenna is Left Hand Circularly Polarized (LHCP) if   
 
 
, but it is 
RHCP if    
 
 
 [3].  One can make an antenna circularly polarized by changing the phase of the feeds 
such that the phase leading feed moves closer (in phase as opposed to distance) or further from the 
phase lagging feed [1].  However, opposite that of linear polarization, either direction of circular 
polarization will have an inclination angle that is a function of time, but the total magnitude of the 
electric field will remain constant.  This can be seen in Equation (14), which applies Equations (12) and 
(13) to the RHCP case for magnitude of the electric field.  Similarly, this is performed with Equation (16) 
to obtain the inclination angle in Equation (17) for the same RHCP case [3]. 
 | (   )|  √   (   )     (   )  √   (     (     ))  (  )  (     (     )) (14)  
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  (   )       (
 (    (     ))
 (   (     ))
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 Note the negative sign that is included with the vertical component of the electric field.  This is 
included to show that it is caused by   
  
 
,  whereas for LHCP, the only difference would be in the 
inclination angle (due to    
 
 
), thus becoming      .  This RHCP case is called “right-handed” 
because one can curl one’s fingers on one’s right hand to point in the direction of the electric field 
vector, and the thumb on this hand will be pointing in the direction of propagation.  The same rule can 
be applied to LHCP with the left hand [3]. 
 Circular Polarization can be thought of a special case of the more general elliptical polarization, 
where the ellipticity angle is    
 
 
.  The rotation angle is now the angle the ellipse created (by tracing 
the field in a similar method as that of circular polarization) from a reference axis (typically the 
horizontal axis), whereas the ellipciticy angle determines the curvature of the ellipse and is given by 
Equation (18) [3]. 
    ( )   
  
  
  
 
 
 (18)  
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 This ratio between the major and minor axes, R, is more commonly known as the axial ratio, 
where a negative value indicates right hand polarization, and a positive vale indicates left hand 
polarization.  It can be used to gauge the shape of the polarization, as it can vary from 1 (circular 
polarization) to   for linearly polarized antennas. The parameters    and    are taken from the 
circularly polarized case for horizontal and vertical components; however, for elliptical cases, these are 
instead used as a measurement of amplitude along the major and minor axes, respectively [3].  It is 
important to note that these are with reference to the path traced by the electric field and not to the 
spherical coordinate units (  and  ) of the far-field radiation sphere, from which one would make 
measurements.  When performing said measurements, one will usually measure the antenna gain from 
a reference antenna at several tilt angles from the azimuth, where one compares co-polarized gain (the 
same polarization as the receiver) against cross-polarized gain (the opposite polarization, which one 
typically wishes to reject).  It is a common practice to ensure that the main beam of an antenna is 
pointed along the polar axis to ensure maximum gain [1]. 
 A natural question to then ask is: “what would happen if there were a polarization mismatch 
between a transmitter and a receiver?”  At first, it may appear as though it would not be accepted, but 
an antenna does not usually radiate a pure polarization (i.e., a RHCP antenna may have some LHCP 
components).  This energy is lost, and is described by the Polarization Loss Factor (PLF), as seen in 
Equation (19) [1]. 
     | ̂   ̂ |
  |    (  )|
 
 (19)  
 
 In this definition (taken from the perspective of the receiving antenna),  ̂  and  ̂  are both unit 
vectors to indicate the direction of the electric field.  The unit vector  ̂  represents the direction of 
incoming radiated wave, whereas  ̂  is known as the polarization vector, which is the natural 
polarization of the receiving antenna [1].  If the two are identical, then there are no losses; however, if 
they are opposites, then the antenna is completely cross polarized, and in theory, no radiation will be 
absorbed.  The second representation of this is simply a trigonometric version of the two, using the 
polarization angle between these two vectors,     [1].  Therefore, it is vital to match the polarization of 
the transmitter and receiver and an antenna to avoid the high losses associated with polarization 
mismatch. 
Computational Electromagnetics 
 Building and testing any prototype can be very expensive.  An antenna is not an exception to 
this rule.  In the past, the only effective manner of engineering an antenna design was through trial and 
error, using Maxwell’s equations as a guide.  These equations, as shown in Table 2, are fundamental 
mathematical relations based on partial differential equations, which relate voltage and current sources 
to the corresponding changes in electric and magnetic fields.  Unfortunately, analytic solutions to these 
equations only exist for special cases, and are largely inapplicable to practical antenna problems 
because the of the complexity of solving these by hand, especially for multiple frequencies with non-
trivial geometric patterns[2]. 
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Table 2-Maxwell's Equations [3] 
Name Differential Form Integral Form Brief Description 
Ampère’s law       
  
  
 ∮        
  
  
 
  
 
An induced magnetic field 
around a medium  is equal 
to the sum of the current 
density through the 
medium and the change 
of electric flux with 
respect to time 
Faraday’s law      
  
  
 ∮       
  
  
 
  
 
An induced electric field 
through a medium is 
equal to (but in the 
opposite direction) the 
change in magnetic flux 
around the medium 
Gauss’s Law       ∯   
 
  
    ( ) 
The total electric flux on 
any Gaussian Surface is 
always equal to the charge 
enclosed by this surface. 
Gauss’s Law for 
Magnetism 
      ∯   
 
  
     
The total magnetic flux 
through any Gaussian 
Surface is always 0, 
meaning Magnetic 
monopoles do not exist, 
and Magnetic field lines 
neither begin nor end. 
 
Recently, a new field of Computational Electromagnetics (CEM) has been created solely for the 
purpose of allowing computer programs to circumvent the human difficulty of mass quantities of labor 
intensive calculations, and solve Maxwell’s equations for specific cases.  However there are multiple 
algorithms  within CEM for finding the solution to these equations.  Each of these has various strengths 
and weaknesses.  The major solution methods include: Finite Differences (FD), Finite Element Method 
(FEM), Method of Moments (MoM), and Finite Difference Time Domain (FDTD) [2]. 
This project makes extensive use of the commercially available Electromagnetics package from 
Ansys: Ansoft HFSS (High Frequency Structure Simulation).  This program uses FEM with tetrahedral 
meshes to solve for the fields in a given problem.  Although the program itself is very versatile and 
complex, it is vital to have a sound understanding of the solution techniques before applying them to a 
project. 
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In general, any finite element solver will break a problem up into discrete shapes, calculate the 
fields for each of these shapes independently, then unite them as the solution.  Unlike the FDTD 
method, FEM is conducted on an “unstructured grid,” thus allowing FEM to create meshes of shapes 
that are not constricted to Cartesian coordinates.  This provides a significant boost in accuracy in 
comparison to the “staircase approximation” method that FDTD must use (in order to increase accuracy, 
a much smaller step size is required).  Unfortunately, this also requires considerably more computational 
time and resources in comparison to any other solution algorithm [2]. 
 The key advantage of FEM is its ability to accurately represent curved geometries by 
approximating them with several shapes on this so-called “unstructured grid.”  This allows FEM to 
accurately compute Time-Harmonic or Eddy Current models, while providing more attention near 
boundaries, as each element of the mesh will only need to know the effects from its immediate 
neighboring elements.  In comparison, MoM, also known as the Boundary Element Method (BEM), uses 
Maxwell’s equations in their integral form (as seen in Table 2), which incorporates the source itself into 
the solution, requiring the computer to consider all elements at once.  This becomes more 
computationally intense and is subject to numerical error; however, MoM can be better suited to thin 
structures with open spaces, as free-space does not need to be directly modeled in MoM (unlike FEM, 
which needs to mesh all free-space within the radiation boundaries) [2]. 
The Finite Element Method  
The Finite Element Method remains one of the most widely used CEM techniques to be used by 
computers, and it was used throughout this project.  In multiple dimensions the process quickly 
becomes very complex and computation intensive, which requires a large amount of memory and 
processing time.  For very simple geometries, it is possible for a human being to solve Maxwell’s 
Equations using FEM; however, for any practical antenna design, it is nearly impossible to do by hand 
due to the complexity and required computation time. 
The overall process is straightforward in comparison to similar methods.  First, one must divide 
the entire domain (including free space), denoted as Ω, into the “finite elements,” which are typically 
cells constructed of 2D geometry on faces and 3D geometry for objects [2].  For example, Ansoft HFSS 
uses triangles to mesh surfaces and tetrahedra to mesh volumes using a proprietary algorithm.  It is able 
to use adaptive passes to refine the mesh in areas that are prone to high error (particularly 
boundaries)[4].  This allows one to be able to accurately model a curved surface and minimize 
“staircase” approximation error.  In order to calculate the fields, Ansoft HFSS will calculate the fields 
tangential to the surfaces created by the triangles (connecting any three vertices of a tetrahedron) and 
generates a vector at the midpoint of each of these triangles.  All interior values are linearly 
interpolated, thus resulting in more accuracy for finer meshes [4].  The danger of this method is the high 
inaccuracy of these fields when observing very close to only a few elements (the errors are reduced and 
provide a smoother field, if observing a large quantity of elements at once). 
Next, the solution is approximated (iteratively) by solving the so-called “basis-functions, 
denoted as   ( ), see Equation (20), multiplied by unknown coefficients, but are typically zero except in 
immediately neighboring elements. This typically results in a sparse matrix to solve.  The weighted 
average of the residual from this approximation should have a mean of zero (thus showing convergence 
on the true solution) [2]. 
  ( )∑      
 
   
( ) (20)  
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After this, “weighting functions,” denoted as ωi, are selected (one for each of the unknown 
coefficient mentioned previously), and the weighting residuals are set to zero in order to solve for these 
coefficients.  Usually, solvers employ the so-called Galerkin’s Method, where one sets these weighting 
functions equal to the basis-functions (     ).  These weighted equations are then solved across the 
entire boundary as seen in Equation 4 for values of i from 1 to n (where n is the amount of unknown 
coefficients determined by the mesh size).  Ultimately, one will be left with a system of equations with 
as many equations as there are unknowns (from these basis functions), and by using Galerkin’s Method, 
one will be able to solve the system of linear equations, now in the form      [2].  This is one of the 
advantages to FEM, as one is guaranteed that the matrix A (formed from Equation (21)) will always be 
sparse (unlike MoM) because the basis functions are only non-zero for adjacent elements.  Many 
computers have algorithms for handling sparse matrices, and this can reduce computation time 
significantly.  In the inner product is shown in Equation (21). 
 〈    〉  ∫ (    )   
 
 
 (21)  
 
Similar to any other solution method, FEM requires boundary conditions (including a so-called 
“radiation boundary,” where radiation escapes the computation boundaries).  These specify the values 
of the solution (or it can be its derivative or a linear combination of both) at the edges of the solution 
domain and across any boundary surface, such as a metal.  These generally come in one of two standard 
forms as seen in Equations (22) and (23), where   is an arbitrary constant [2]. 
  ( )    (22)  
 
   ( )    ( )    (23)  
 
There are three general types of boundary conditions based on these forms, and they can assist 
in eliminating unknowns (by providing an extra equation), but may create a new unknown, which 
requires its own weighting function.  The simplest boundary condition is the Dirichlet boundary 
condition, seen in Equation (22), which eliminates an unknown.  These are considered “essential” 
boundaries.  A Neumann boundary condition is a linearly scaled version of the derivative of a Dirichlet 
boundary, where one has a boundary in the form of Equation 6, except    .  Robin boundaries are the 
same as Neumann boundaries, but with the first order term included, thus equivalent to Equation (23) 
with a non-zero  .  These two boundaries are referred to as “natural” boundaries, but are often 
undesirable from a computation point of view because they add another unknown [2]. 
One of the main advantages of Ansoft HFSS is its effective adaptive meshing algorithm.  Before 
finding the solution, one will not know how to design the optimal mesh for a given geometry, thus so-
called “adaptive passes” are performed on the model to iteratively calculate the solution for a single 
mesh, determine the error in comparison to the last pass, and divide the areas with the worst errors into 
smaller elements [2].  This process is recursive until the user decides it is accurate enough for their 
purposes.  Adaptive meshing is a major advantage of FEM, as it does not require a uniform mesh across 
the entire space, thus it can avoid singularities that occur near sharp edges.  Ansoft HFSS calculates the 
mesh at a user-specified frequency, and then applies this process to check for the maximum change in 
the S parameters in comparison to the last pass [4].  Therefore, it is advantageous for the user to select 
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a calculation frequency that is either the resonant frequency or the mid-point of the band, as the model 
will be most accurate near the selected point. 
Sleeve Monopole Antennas 
 Monopoles remain to be one of the most common antenna designs because of their simplicity 
and their ability to radiate uniformly in nearly all directions (with the exception of the null at azimuth).  
However, the classical monopole with a thin radiator is considered to be relatively narrowband in 
comparison to the bandwidth for a particular application [6].  For example, this project requires -10dB 
bandwidth from 225 to 400 MHZ (53.85% bandwidth). This is several times wider than what one can 
typically accomplish with a standard monopole, which is typically reported as approximately 10% 
impedance bandwidth [7]. 
 There are several methods of increasing the bandwidth of a monopole without sacrificing much 
performance.  One method is to use high-pass filters along the length of a monopole that block the 
higher resonances, thus allowing one have multiple resonances within the band. Unfortunately, there is 
typically a compromise with performance based on how many resonances there are due to impedance 
matching for each.  Furthermore, one must extend the antenna to reach the lower resonances, as one 
must still have the correct electrical length for a corresponding resonance at one quarter of the 
wavelength[6].  Alternatively, one can gain slightly more bandwidth by increasing the radius of the 
radiating element of the monopole.  The drawback to this design is a thicker (thus heavier) monopole, 
and increased dependence on the size of the ground plane [6].  If the ground plane is of insufficient size 
for the monopole, one will observe a decaying pattern and poor impedance matching [7]. 
 Sleeve monopoles are typically used for broad-banding the classical monopole antenna, thus 
most research in the field has been focused on matching the impedance by adjusting the geometric 
ratios of the components.  The challenging component is to obtain impedance matching over the entire 
band without the aid of an external matching network.  At the time of writing, no purely analytical 
formulas were found in the literature search, due to the complexity caused by having several degrees of 
freedom.  Furthermore, the fields inside and outside the sleeve behave differently, making a true 
analytical calculation very challenging.   However, there are several empirical estimates based on 
experimental variations, and guidelines regarding the effects of various parameters [8]. 
 Poggio and Mayes of the University of Illinois had performed a study on this cylindrical sleeve 
monopole.  They claim that the external dimensions of the length and radius of the radiator (  (   
  and   respectively) as well as the length and radius of the sleeve (  and   respectively) have the 
largest effects on the radiation fields of the antenna.  These effects are inversely proportional to the 
wavelength.  Furthermore, the length of coaxial cable that penetrates through the ground (L1) as well as 
the length of the radiator located inside the sleeve (L2) and the length of pin connecting the two (S) 
have an effect on the impedance characteristics and can be used as a matching network for the antenna 
itself.  This claim is backed by the observation that the sleeve acts as the outer conductor of a coaxial 
cable with the actual coax cable inside acting as its inner conductor [8].  This is an approximation as the 
fields are allowed to escape into free-space at the open end of the sleeve, thus traditional coaxial 
transmission line theory is only an estimate.  An example of a cylindrical sleeve monopole is provided in 
Figure 5. 
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Figure 5-Example of a cylindrical sleeve monopole 
 Due to the protruding coaxial cable, the antenna has a “virtual feed point” at the connection 
between the coaxial pin and the radiator.  This positions the feed point above the ground plane, thus 
reducing losses from dielectrics near the base.  For example, if the antenna was located on a backpack, 
this would be considered advantageous because it would be “fed” above (or at least closer to the top of) 
the head of the user, thus allowing radiation to go into space, instead of into the user.  Although the 
feed point is elevated from the ground plane, the current will still travel the entire length of H, thus the 
electrical length of the antenna is not effectively reduced by a large margin. 
 Poggio and Mayes go on to claim that the current distribution along the surface of the radiator 
and the sleeve govern the radiation characteristics of the antenna, as one might expect.  They then state 
that any components inside the sleeve should therefore only affect impedance matching characteristics 
and not the fields [8].  One would argue that this is due to the sleeve (a conductor) acting as an electrical 
boundary, thus blocking any radiation from escaping.  Again, this is an approximation due the open end 
at the top of the sleeve, thus allowing radiation out from one end.  Through simulation, it was found 
that this was only true if the ratio of the sleeve height to the total height is kept below a certain value. It 
is difficult to determine when internal components began having a significant effect on the radiation 
patterns, but it can be assumed that there are no noticeable effects as long as the       .  Thus, this 
approximation, shown in a variation of the familiar coaxial input impedance formula in Equation (24), 
remains accurate for narrowband matching [8].   Through simulation, it appears that it is more beneficial 
to match to the lower end of the band, but this is discussed further in results section.  Here,    is the 
antenna impedance,     and    are the characteristic impedance and the length of the lower coaxial 
segment respectively, and     and    are the characteristic impedance and the length of the upper 
coaxial segment respectively [8]. 
        (
          (   )
          (   )
)          (   ) (24)  
 
 Similar to a traditional monopole, it is known that the Quality factor (Q) of the antenna is 
inversely proportional to the radiator thickness [8].  This would allow for better broadband impedance 
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matching characteristics with a thick radiator.  In addition to improving bandwidth, a thicker radiator will 
also enhance the radiation characteristics by providing a more uniform pattern, even on smaller ground 
planes, which Poggio and Mayes confirm by experimentation.  The sleeve monopole helps limit the 
negative effect of an electrically small ground plane because the sleeve provides a metal boundary, and 
the feed position is elevated from the ground [8].  However, they also claim that the sleeve diameter has 
no affect on the radiation pattern, which is debatable depending on where one sets the limits [8].  If the 
  to   ratio were to increase to a substantial quantity, then the effects from the fields within the sleeve 
should become more profound.  In theory, as this ratio approaches infinity, the sleeve should loose its 
effect and the antenna should gradually become a traditional monopole. 
 One of the lesser explored designs within the sleeve monopole family is the microstrip sleeve 
monopole.  This design is typically fed from one end with a coaxial probe or a microstrip line, which is 
then connected to a matched microstrip on top of a substrate that extends beyond the limit of a finite 
ground plane.  The key element of this design that separates it from a normal microstrip antenna, are 
the two grounded planar metal sleeves that extend to either side of the microstrip.  One may think of a 
microstrip sleeve antenna as comparable to a cross-section of the classical cylindrical sleeve monopole 
[6].  An example of the geometry was created in Ansoft HFSS and is provided in Figure 6. 
 
Figure 6- Example of a microstrip sleeve monopole antenna 
 In his study of the topic, Horng-Dean Chen of the National Kaohsiung Normal University notes 
that for the first two resonant modes (quasi-TEM modes), the surface current density changes for the 
sleeves and the microstrip.  The first resonance appears to occur at approximately a quarter wavelength, 
where the monopole height is determined by the entire length of microstrip (including the portion over 
the ground plane) [6].  This is highly advantageous, as it allows one to make a conformal monopole 
design that utilizes the ground plane (such as a radio receiver casing) to add to its electrical length.  
Unfortunately, there is no mention in the literature as to the effect of dielectric substances (such as a 
human hand holding the receiver ground plane) surrounding the microstrip and potentially reducing 
performance. 
 The second resonance occurs at a higher frequency corresponding to the length of the sleeves 
surrounding the monopole.  This is explained by the increased current density observed in the sleeves in 
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comparison to the main microstrip at these frequencies, as seen in the Ansoft HFSS model in Figure 7.  
One can then adjust the impedance characteristics of the antenna by adjusting the spacing between the 
metal sleeves and the microstrip by allowing a greater or lesser quantity of dielectric between the two.  
In addition to gaining an additional resonance due to the sleeve, Chen shows how the sleeves shield the 
monopole and allow a smaller ground plane than traditional sleeve-less designs without a large loss in 
performance [6]. 
 
Figure 7-Current density in a microstrip sleeve antenna 
Annular Ring Antennas 
 The annular ring is a special case of a classical patch antenna.  In general, these rings use a feed 
to excite a thin metal ring with a hollow center, lying upon a substrate.  Although this is one of the 
simplest types of annular ring antennas, there are multiple geometric features to modify and add that 
can result in drastically different performance. 
 Having a metal resonator, the annular ring antenna is essentially a microstrip, and it will 
naturally resonant in a so-called “quasi-TEM” mode.  It is not a true Transverse Electromagnetic (TEM) 
mode because the fields will propagate along the strip, yet there is a discontinuity of media (typically 
there is a dielectric substrate below the line with a higher relative permittivity than free space or air 
above the microstrip) [5].  Although the TEM mode is typically the lowest order mode, it is undesirable 
for this project because of the corresponding radiation pattern.  The TEM mode is notorious for having a 
null at the azimuth and a peak at      .  This is highly desirable for the UHF antenna, because it will 
be used for communications and having a broad beam width while holding the antenna upright allows 
for high gain, with minimal gain in the vertical direction (the antenna would not be used for talking 
directly below or above the user).  Conversely, the GPS antenna is to be designed with a broad beam 
width at the azimuth to allow high gain of satellites above the user, as well as those close to the horizon.  
If there is too much gain at or below the horizon, there is a large risk of interference or becoming more 
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susceptible to jamming.  The TM helps achieve this by providing high gain at the azimuth, which tapers 
off as one approaches the horizon.  A comparison between an example of each of these two modes can 
be seen in Figure 8.  These are radiation patterns produced by Ansoft HFSS for different antennas (a 
sleeve monopole for the TEM00 mode and an annular ring patch for the TM11 mode). 
 
Figure 8-Examples of two modes 
 The shorted annular ring microstrip antenna is one of the more interesting variations on the 
design.  Here, one would short out the patch with a metallic shorting pin (making contact with the patch 
and the ground plane) near the inner periphery of the ring [5].  In the design proposed in this report, the 
shorting pin would not be necessary because the annular ring will surround the sleeve monopole.  It 
would make contact with the sleeve uniformly around the inner ring, and it would therefore be 
connected to ground.  This is highly desirable because it is convenient, and allows the sleeve to act as an 
isolation mechanism (the fields from the annular ring GPS antenna will radiate outward.) 
 Lin and Shafai (who have also studied the effects of shorting the outer periphery) suggest that 
by increasing the size of the inner shorted ring diameter, a larger outer ring diameter is required in order 
to maintain the same resonant frequency.  Typically, this increase in overall antenna size is an 
unwelcome inconvenience; however, this is compensated by an increase in both gain and beam-width, 
while shielding the inner periphery from electromagnetic fields due to the short [5].  These benefits 
allow a shorted annular ring to be a near ideal match for a handheld application. 
 For a shorted annular ring, only TM modes can be excited inside the annular ring due to the 
current distribution on the microstrip.  Assume that this microstrip is fed by an infinitely thin coaxial line 
(only to act as a current source) at a distance x from the center, providing a current density described in 
Equation (25), where J is the current density vector, k is the wave number, r is the reference radius (start 
with r=0 at the center of the annular ring),    is the excitation current, and  ( ) represents the change 
in current density with respect to distance and direction [5]. 
  ⃗     
 (   )
 
 ( ) (25)  
 
 The Maxwell’s Equations can be applied to this geometry to derive the components of the fields 
in cylindrical coordinates.  Considering that it is known that this is a TM mode, and there are no fields in 
the inner periphery, the amount of unknowns can be reduced.  The electric field only exists in the z-
direction, varying with distance, above the antenna, therefore,  and   are not applicable here.  
Conversely, the magnetic field exists in the    and    directions, without a z-component (direction of 
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propagation).  The far-field equations, provided in a paper by Lin and Shafai for       , and    are 
provided below in Equations (26), (27), and (28) respectively[5]. 
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 In these equations for the field quantities,   is the angular frequency and   is the magnetic 
permeability of the substrate, only affecting the magnetic field.  It is important to notice that the electric 
permittivity does appear in the electric field equation, but it is hidden within the variable    (   
 √   ).  This is made with the assumption the thickness of the substrate, h, is significantly smaller than 
a wavelength at the frequency of operation.  The functions denoted by    are a simplification in 
denoting the changing fields, which are more accurately represented by Bessel functions.  However, 
these must be separated into two regions separated by the feed point: region 1 will be denoted as the 
region between the feed point and the inner radius of the ring (c), whereas region 2 will extend from the 
feed point to the outer periphery (a).  These functions are provided in Equations (29) and (30) 
respectively[5]. 
         (   )      (   )           (29)  
 
         (   )      (   )           (30)  
 
 In Equations (29) and (30),    and   are n
th order Bessel function of the first and second kind 
respectively.  There are four unknown constants as coefficients (          and  ), including the time 
factor     , which is suppressed here (noting how the Bessel functions are oscillating waves).  However, 
in order to derive a formula to relate the inner and outer ring dimensions, one must first established 
assumed boundary conditions.  These will not necessarily hold in realistic scenario, but the analytical 
results derived by Lin and Shafai provide an adequate estimate, as manual tuning is typically a necessity 
for optimization.  The first boundary condition that can be assumed is that the electric field in the z 
direction is zero at the metal short at c, as seen in Equation (31) [5]. 
      (      ) (31)  
 
 After this assumption, one can apply the standard boundary conditions between two media, as 
seen in Equations (32), (33), and (34) [5].  Between any two media, the tangential component of an 
electric field in one medium, is equal to the tangential component of the same field once it has crossed 
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into the other medium.  If one medium is a conductor, then the tangential component will be zero.  In 
comparison, the normal component of a magnetic field between two boundaries is continuous and 
preserved once crossing over (unlike the tangential component) [3]. Furthermore, the strength of the 
magnetic field between the two boundaries is dependent on the amount of current and location of the 
feed point [5]. 
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 The next boundary condition is provided by the wall admittance             . Equations 
(33) and (34) are used to take into account the effects of the magnetic wall along the outer edge of the 
annular ring.  Therefore, it is now established that there is a electric wall at     and a magnetic wall at 
    , by Equations (35) and (36) respectively [5]. 
             (      ) (35)  
 
      (       ) (36)  
 
 These results can then be used to derive Equation (37), a relationship between the inner and 
outer ring radii of an annular ring antenna for a given resonance (for a TM mode) determined by the 
wave number,    [5]. 
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 Although it was not pursued by Lin and Shafai in their paper, one can simply this generalized 
expression for a particularly case of interest so that it may be applied to task at hand.  Considering that 
that a broad pattern is desired without many side lobes, the fundamental TM mode should be used, 
thus an n of 1 selected.  Furthermore, one can take the first derivatives of the Bessel functions (of the 
first and second kinds), to expand the numerator and denominator of Equation (37) into Equations (38) 
and (39) respectively. 
    (    )    (    )  ((    )  (    )) (38)  
 
    (    )    (    )  ((    )  (    )) (39)  
 
 From this, it is possible to simply substitute these values to provide an expanded version (not in 
series form) of Equation (37) in order to find the dimension appropriate for the first resonance.  This 
transcendental equation, Equation (40) can now be solved through numeric techniques, using a 
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mathematics package such as MATLAB to select a given inner radius and find a corresponding outer 
radius for a shorted annular ring antenna. 
 
  (   )
  (   )
 
  (    )  ((    )  (    ))
  (    )  ((    )  (    ))
 (40)  
 
 Lin and Shafai examine several of the higher order modes, but claim that for the lower order 
modes (below TM61) there is nearly a linear relationship between the inner and outer radii to maintain 
the same resonant frequency.  Therefore, for lower order modes, it is possible to use these two radii to 
control the radiation characteristics of the antenna [5].  This can be confirmed by the result derived in 
Equation (40), as the outer and inner radii form a ratio in this transcendental equation.  The relationship 
is not completely linear; however, for lower orders of the Bessel functions, a linear approximation is still 
very accurate.  Appendix C shows an example of using a MATLAB script to hold the inner radius constant 
to solve Equation (40) for an outer ring radius (at a set dielectric constant and frequency). 
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Validation of Simulation Tools 
In the beginning of this project, it was understood that Ansoft HFSS would need to be utilized for 
the purposes of simulating the antenna before construction.  This would provide confirmation for 
traditional analytical models, as well as an effective means of optimization.  Although this simulation 
software is a widely used commercial program, there was uncertainty as to its abilities to model a ferrite 
compound for the UHF antenna.  In order to confirm these results, a study on monopoles covered with 
magnetically lossy materials was found, and then compared to Ansoft HFSS results.  With the simulated 
results closely following their measured data, the project could continue with confidence in the tools 
being utilized. 
 The paper of interest was a study by Lee and Balmain of the University of Toronto [14].  Their 
experiment entailed investigating the effects of coating a thin dipole antenna with a magnetically and 
electrically lossy material [14].  Although a different ferrite is used, comparable results were obtained 
between their tests and the current Ansoft simulations aimed at replicating their results.  This paper was 
selected due to its unique combination of using lossy ferrite materials on a monopole-like antenna, and 
including the geometry used.  This dimensions are displayed in Table 3 and corresponds to the diagram 
used in their modal in Figure 9 [14].  Considering that a monopole acts just as a dipole provided there is 
an infinite ground plane halfway through it (which is easily created in simulation software, shown in 
Figure 10), the monopole simulation was expected produce near identical results to their paper [14]. 
 
Figure 9-Diagram of dipole used in Lee and Balmain's paper[14] 
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In their paper, Lee and Balmain use a metallic cylinder as a radiator, which is  then completely 
enclosed in a layer of lossy material.  Two of the ferrite materials were tested in separate cases to 
ensure accuracy of the simulation.  These were the Eccosorb FDS and GDS materials.  Lee and Balmain 
provide a table to describe the real and imaginary values of the relative permeability and permittivity of 
all of the materials used over the frequency range of interest (250-700 MHz), from which an average 
was taken to be used as a constant value for the simulation.  Furthermore, the dielectric and magnetic 
loss tangents are also found through the averages of these values, which are also displayed in Table 3. 
Table 3-Properties from Lee and Balmain's paper [14] 
 H (mm) a (mm) b (mm)           (  )     (  ) 
FDS 152.5 1.200 0.762 5.69 4.08 0.0478 0.4738 
GDS 152.5 1.200 0.762 10.23 3.53 0.0117 0.0726 
 
 
Figure 10-Isometric view of Ansoft HFSS simulation modeled after Lee and Balmain's experiment 
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Figure 11-Comparison of simulated vs measured susceptance from Lee and Balmain's paper [14] 
Two parameters were specified in the paper, against which the data will be compared.  One of 
the major goals of Lee and Balmain’s study was to determine the effect of the impedance, which they 
measure as the Y parameters (admittance or the inverse of the impedance) in terms of the susceptance 
(im(Y)) and the conductance (re(Y)).  Unfortunately, tools to accurately capture the plots shown in [14] 
were not available, thus a point by point approximation was taken, which is displayed in Figures 11 and 
12.  This reduces the apparent resolution of the measured data, and human error is responsible for the 
majority of the inaccuracy.  Figures 11 and 12 show a comparison of the measured and simulated data 
for the susceptance and the conductance respectively.  Although there is a large amount of human error 
in copying from the paper, there is a good correspondence between simulated and measured data and 
they both follow a similar trend. 
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Figure 12-Comparison of simulated vs measured conductance from Lee and Balmain's paper[14] 
 One can see that in Figure 12, the conductance when using either lossy coating still obtains 
comparable results to the measured data.  The majority of the error in both Figures 11 and 12 occur 
near the resonant frequencies where there is a sharp change in conductance and impedance.  Such 
error would be highly sensitive to any deformities in the mesh of the model, incorrect dimensions, or 
the approximation of the material proprieties (the average value shown in Table 3).  Any slight changes 
in these parameters would affect the electric length and the resonant frequency of the antenna.  The 
losses due to the material properties would become important in calculating the realized gain; however, 
the radiation pattern is not shown in their paper, making a comparison impossible[14]. 
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Mathematical Representation of the Presence of a Hybrid Network 
Unfortunately, When Ansoft HFSS simulates the shorted annular ring antenna with four ports, 
each of these ports is treated independently, and as though they are matched perfectly to the input 
characteristic impedance, which not the case for the entire system as a whole.  In reality, three hybrids 
are cascaded to produce the phase difference and to split the power, thus it could be represented as a 
thévenin equivalent circuit.  For the purpose of optimizing the annular ring, one must mathematically 
modify the S parameters produced by Ansoft HFSS to create the illusion of a hybrid network being in 
place (providing isolation between ports).  From the current distribution, as shown in Figure 13, the 
majority of the mutual coupling occurs between the ports that are 180 degrees out of phase. 
 
Figure 13-Simulated Current Distribution in an Annular Ring Antenna 
 Figure 13 also shows the location and phasing of the four ports that feed the structure.  Note 
that these are arranged counterclockwise around the ring with a -90 degree phase shift between each 
port in order to achieve right hand circular polarization, with the fields concentrated on the outer 
periphery of the ring.  However, Ansoft HFSS calculates the model solution data based on the passive S 
parameters with each port terminated to 50Ω and only one active port at a time.  As previously stated, 
this is inaccurate because the whole hybrid would be matched to 50Ω, as opposed to matching each 
port separately to 50Ω.  This is where one would introduce the aforementioned mathematical 
representation of the hybrid, allowing for a more accurate representation without needing to model an 
additional complicated mesh for the feed network.  First, a simplified case is considered, where there is 
only a single 180 degree hybrid reducing the coupling between the two adjacent ports.  The modal used 
to describe this system is shown in Figure 14. 
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Derivation and Theoretical Analysis for a Single Hybrid 
For this 180 degree hybrid [15], if a signal is applied to port 1, port 4 becomes the termination 
port, and the power from the input signal is split equally between ports 2 and 3 with the identical phase 
as the source.  Conversely, if the signal is applied at port 4, port 1 now becomes the isolation port, and 
the power is split equally between ports 2 and 3, with a 0 degree and 180 degree phase shift 
respectively (the intended mode of operation).  Therefore, in the simplified case in Figure 14, the 
antenna is represented by the network B (with S matrix SB), which only has two ports.  These correspond 
to the two adjacent ports on the antenna, and the remaining two ports are ignored in this section.  Thus 
if one were to consider    
  or    
 , these would respectively correspond to    
  or    
  on the actual 
antenna.  Also, one should note that the resistors in Figures 2 and 3 represent isolated ports that are 
terminated to the characteristic impedance. 
 
Figure 14-Simple modal of a hybrid connected to two antenna ports 
As seen in Figure 14, each port has an unlabeled input and output component.  These follow the 
standard convention such that the positive component points into a port, whereas the negative 
component will point out of the port.  For example,   
  is leaving   
  and going towards   , but   
  is 
going in the opposite direction, thus entering   
   
 First, a table of equivalents is established for the purpose of reference.  These are shown in 
Table 4 and establish the relationships between each of the components of the port in relation to their 
adjacent ports.  Ultimately, an accurate representation of the hybrid network would be the reflection 
coefficient from the beginning of the network,    
  in terms of the simulated S parameters of network B.  
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Note that, by definition, here     
     
 .  The S parameters of network B are presumed to be given, as 
these are the values produced by the antenna through simulation without any network attached. 
Table 4-Table of Equalities from Figure 14 
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However, Table 4 does not reveal additional information about the network, only how the ports 
are connected.  Now, the matrices for each of these elements need to be established in order to 
compute their respective effects on the output.  The matrix for the 180 degree hybrid (in its current 
configuration) is provided by Pozar in [15] and is displayed in Equation (41).  For finding the values in the 
opposite direction, the inverse of this matrix is taken and is shown in Equation (42) 
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 ) (44)  
One may logically check this equation that when one applies a signal at port 4 of A, thus using 
the forth row of Equation (43), one will have half power at ports 2 and 3 with a 180 degree phase shift.  
Now, one has enough information to find   
  and   
 .  These are derived from Equations (41) and (42) to 
produce Equations (43) and (44) respectively. 
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However, the values at the A terminals are unknown, thus it is beneficial to rewrite Equations 
(3) and (4) using the equalities from Table 4, to produce Equation (45) and (46). 
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This then allows one to form a ratio to find    
 , which is shown in Equation (47).  This is the 
input reflection coefficient that would be seen if a 180 degree hybrid connected the two adjacent ports. 
 [
  
 
  
 ]  [
      
      
] [
  
 
  
 ] (48)  
Unfortunately, these values of B remain unknown.  Now that the relation in Equation (47) is 
established, one will need to rewrite this equation in terms of the S parameters that are computed for 
the antenna by the simulation software.  This result is shown in Equation (48). Note that the symmetry 
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of the design allows one to simplify this matrix to include only two terms:     and    , under the 
assumption that        , and        . 
   
  (   )  
  (   )  
  (49)  
   
  (   )  
  (   )  
  (50)  
This symmetry in Equation (48) allows one to create a system of two equations (one for each    
term).  The result is shown in Equations (49) and (50). 
    
          (51)  
After substitutions of Equations (49) and (50) into the expression for    
  shown In Equation (47), 
the simplified final result is obtained.  This is shown in Equation (51), and can be used as an accurate 
approximation to the behavior of the system when a hybrid is added to the network. 
Derivation and Theoretical Analysis for a Full Hybrid Network 
The previous derivation took the simplified example of connecting only the adjacent ports with a 
single 180 degree hybrid.  Although this is an accurate modal of what would happen with ports 1 and 3, 
it is an incomplete representation because is ignores the 90 degree phase shifts for the remaining two 
ports.  However, the current distribution from Figure 13 suggests that the cross-talk between these 
orthogonal ports is nearly negligible.  This will be confirmed in the following section, but more complete 
mathematical representation will be established first. 
The modal in Figure 14 is now expanded into the modal shown in Figure 15, which now includes 
the 180 degree hybrid, two 90 degree hybrids, phase shifts due to the cables (connecting the hybrids to 
the antenna), and the full 4-port network of the antenna itself.  The indices of the networks have 
changed to allow for more networks (still labeled alphabetically from input at the 180 degree hybrid at A 
to the antenna at H).  For the purposes of simplification, all three hybrids are assumed to be lossless and 
ideal (the equally split the power in half with the intended phase shifts).  Furthermore, it is assumed that 
the cables used are lossless and of equal length.  If they were not lossless, and attenuation factor could 
be multiplied with S matrix; however, the main concern is the effect of the phase shift caused by these 
cables, as it is assumed that this will act as a distributed system.  The cables could reasonably be a large 
fraction of the wavelength, which, at the L1 frequency (1.5754GHz), the wavelength in free space should 
be approximately 190.3mm. 
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Figure 15-Model of the full Ideal Hybrid Feeding Network for the annular ring antenna 
 In Figure 15, one notices the ideal 180 degree hybrid (whose S matrix is given as A) uses ports 2 
and 3 to connect to the two 90 degree hybrids: labeled as B and C.  According to [15], these 90 degree 
hybrids operate in a similar manner to the 180 degree hybrid in A.  Here, port 4 is the isolation port, port 
1 accepts a signal, and the power is split between ports 2 and 3 with a 90 degree and 180 degree phase 
shift, respectively.  This applies to both hybrids B and C, such that B2 is at -90 degrees, B3 is at -180 
degrees, C2 is at -270 degrees, and C3 is at 0 degrees. 
 From here, each of the lines enter a small single input, single output network (D, E, F, and G) 
that represent the phase shift due to the length of coaxial cable connecting each output to the Shorted 
Annular Ring Antenna (H), whose outputs are assumed to be known.  One should note that in all cases, 
each port (in the interest of space) has an unlabeled input and output component.  These follow the 
same standard convention as seen in the previous section. 
 First, a table of equivalents is established for the purpose of reference.  These are shown in 
Table 5 and establish the relationships between each of the components of the port in relation to their 
adjacent ports.  Ultimately, an accurate representation of the hybrid network would be the result at A44 
in terms of the simulated S parameters of H. 
Table 5-Table of Equalities from Figure 15 
  
    
    
    
    
    
    
    
    
    
  
  
    
    
    
    
    
    
    
    
    
  
  
    
    
    
    
    
    
    
    
    
  
  
    
    
    
    
    
    
    
    
    
  
 
 However, Table 5 does not reveal additional information about the network, only how the ports 
are connected.  Now, the matrices for each of these elements need to be established in order to 
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compute their respective effects on the output.  The matrix for the 180 degree hybrid (in its current 
configuration) is provided by Pozar in [15] and is displayed in Equation (41) from the previous section.  
For finding the values in the opposite direction, the inverse of this matrix is taken and is shown in 
Equation (42).  Pozar also gives in [15] the matrix for the matrix for the 90 degree Hybrid used for both 
networks B and C, which displayed in Equation (52).  Similarly, the inverse of this matrix is computed and 
is shown in Equation (53). 
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Again, it is important to note that networks B and C are equivelent except with different 
labeling, as they indentical, ideal 90 degree hybrids.  On can do a similar check for these matricies to find 
that the output between the two ports is still half power, but there is now a 90 and 180 degree phase 
shift. 
The next four matrices are also equivelent to one another, as they represent equal lengths of 
coaxial cable that connect the hybrids to the antenna.  This physical connection can result in a phase 
shift and should be taken into account to ensure optimal perforamnce.  This phase shift is represented 
in the matrix and its inverse shown in Equations (54) and (55), respectively. 
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One should note that one does not multiply this matrix by a scalar quantity (such as the  factor 
of 
 
√ 
 in Equations (41),(42),(52), and (53)) because Equations (54) and (55) do not split the power 
between multple ports.  Instead of attenuating the signal (which could be represented by multpling 
these by an attenuation factor), these simply output the same signal that was put into each network, 
but with a corresponding phase shift.  Here,   is the the resulting phase shift that will be discussed in 
more detail at the end of this derivation.  The final matrix    will be considered during the final 
substitution stage. 
First, one may begin at the rightmost side of the network in Figure 1 and work towards the left 
in order to express    
  in terms of H components.  By multiplying in Equation (54), one obtains Equation 
56).  Through direct substitution from Table 5, Equation (57) is obtained.  In each step, the the 
substitutions will need to be carried through in order to have a final expression entirely in terms of H.  
This process is then repeated for each S matrix of networks D,E,F, and G  (and their respective inverses) 
to reach the result displayed in Table 6. 
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Table 6-Results at each port at the phase shift 
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 In the second step, one will need to find the value at the ports that are fed from the 180 degree 
hybrid, thus ports B1 and C1.  Similar to the method shown above, one will multiply through the first row 
of Equation (52) for Matrix B, in order to find Equation (58).  One may then use the equalities from Table 
5 in order simply and reduce this relation to a more relevant form, as shown in Equation (59).  Again, the 
inverse from Equation (53) will need to be used in order to solve the positive component, shown 
collectively with the results from matrix SC in Table 7. 
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Table 7-Results at each port at the 90 degree hybrid 
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The next step in obtaining the value for    
  in terms of only H components is to determine the 
effects caused by the 180 degree hybrid on this system.  The process used in the previous step is 
performed again on matrix SA to obtain Equation (60).  Through simplification using the relationships 
established in Table 7, one can obtain Equation (61).  This is then repeated for the inverse of matrix SA, 
as shown in Equation (62), and reduced to Equation (63). 
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An expression for    
  in terms of the H components is the obtained from the definition of the 
reflection coefficient in Equation (64). 
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 (65)  
 One may begin to notice the symmetry between Equations (21) and (23), and identify the 
exponential term as the phase shift from the cables, and the first and second difference terms are from 
the orthogonal and adjacent ports respectively.  Now, one can find    
  entirely in terms of H from the 
original antenna.  This result is presented in Equation (65). 
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 Unfortunately, these values of H are unknown, as one cannot easily measure the forward and 
backward propagating waves in a system.  Now that the relation in Equation (65) is established, one will 
need to rewrite this equation in terms of the S parameters that are computed for the antenna in the 
simulation software.  Note that the symmetry of the design allows one to simplify this matrix to include 
only four terms:   
 ,    
 ,    
 , and    
 . These symmetric assumptions are accurate provided that the 
equalities in Table 8 hold true, which is an accurate assumption in this case, provided the geometric 
symmetry of the antenna. 
Table 8-Assumed equalities due to symmetry of the antenna 
   
     
     
     
     
     
     
     
  
   
     
     
     
     
     
     
     
  
 
 This symmetry in Equation (65) allows one to create a system of four equations (one for each 
  
  term) to eliminate all of the  
– terms in Equation (64).  These equations are shown together in Table 
9. 
Table 9-Relation between H and associated S parameters 
  
  (   
 )  
  (   
 )  
  (   
 )  
  (   
 )  
    
  (   
 )  
  (   
 )  
  (   
 )  
  (   
 )  
  
  
  (   
 )  
  (   
 )  
  (   
 )  
  (   
 )  
    
  (   
 )  
  (   
 )  
  (   
 )  
  (   
 )  
  
 
    
      ( (   
     
 )  (   
     
 )) (66)  
After substitution and simplification, the final result    
  (in terms of known quantities    
 ,    
 , 
   
 , and    
 ) is shown in Equation (66). 
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Alternatively, Equation (66) can be represented in terms of its magnitude as seen in Equation 
(67), which is what one would ultimately expect to observe.  Note that when taking the magnitude the 
exponential term becomes one and is effectively eliminated.  This result proves that the cables, provided 
equal length and lossless, do not have any effect on the magnitude of the return loss, thus they should 
no negative effect on the system. 
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From a logical standpoint, Equation (66) provides a clear understanding of the system.  
Acknowledging that    
  and    
  (from ports 4 and 2) as well as    
  and    
  (from ports 1 and 3) are 
adjacent from their counterpart, one would expect them to cross talk from the current distribution in 
Figure 13.  Therefore, for taking into account the isolation caused by a hybrid network, one would 
logically expect to subtract them.  Then one finds the magnitude of the two (square both terms and find 
the square root), resulting in the magnitude of the S parameter.  The most important part of Equation 
(66) is the lack of dependence on     This indicates that the length of the cables connected from the 
hybrid to the antenna will have no effect on the magnitude, provided that they are all identical, loss-less 
cables.  Although there will be an absolute phase shift caused by these cables (as seen in Equation (68)), 
these shifts would then be equal to one another, and the relative phase is preserved.  Conversely, the 
corresponding angle of the S parameters will be affected, as shown in Equation (68). 
37 
 
   
  
  
 (69)  
The final component of this derivation is an explanation of the component  .  Here,   is a 
lumped component, which is formally defined in Equation (69).  It represents the phase shift due to a 
uniform coaxial cable of length d, where    is the phase velocity.  For simplicity, it is labeled as    but 
more accurately it is a function of angular frequency (thus  ( )) [3]. 
   
    √  
  
 (70)  
The phase velocity is defined as the frequency times the wavelength (     ) [3].  However, it 
is important to note that the wavelength depends on the medium of propagation. Thus one can instead 
describe the phase velocity as    
  
√  
 (assuming a nonmagnetic material), where    is the speed of 
light in a vacuum.  Ultimately, this results in a new form for    Equation (70).  This value is only 
particularly useful in finding the angle of the apparent reflection coefficient, but it is irrelevant in finding 
the magnitude.  Again, by the definition of the reflection coefficient, here    
     
 . 
Prior Derivations 
Similar derivations were performed by Manteghi et al in [9] and Pekonen et al in [13], although 
the methods used were different that those displayed in this paper.  Manteghi et al approach this 
problem as a method of characterizing the multiport characteristics of a similar type of patch antenna.  
They recognize the inaccuracy caused by cross-talk between probes, when one attempts to measure the 
return loss of the antenna directly.  A Hybrid network would allow isolation between these ports; 
however, they use a similar mathematical derivation to represent the effects of the hybrid [9]. 
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          (71)  
They concentrate on measuring the radiated power, and define a special reflection coefficient 
that they denote as TARC (   
 ) that is calculated based on how many ports are feeding the antenna.  
Ultimately this becomes the square root of the normalized possible radiated power (   ) subtracted 
from 1 (representing all power being radiated).  This is shown in Equation (71)[9]. 
Provided that one were to make the assumptions that were made regarding the antenna port 
equivalencies; and that the     and     terms from the orthogonal ports are very small; he then arrives 
an equivalent expression as seen in Equation (71) [9].  This provides additional confirmation in the 
results derived here. 
Furthermore, Pekonen et al provides a similar derivation with a different motive.  Here, they 
intend to account for the same cross-talk, but with a quadrifilar helix antenna. These are common GPS 
antennas due to their high directivity; however, the derivation is not antenna dependent, provided that 
the symmetry still holds true.  They feed their antenna with four ports from cascaded 180 degree and 90 
degree hybrids in an identical manner as in this paper [13]. 
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) (73)  
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They go on to state the inaccuracies caused by the cross-talk when measuring without the 
hybrids, thus they introduce a mathematical solution solve for the impedance matrices (a direct 
transformation of the S matrix).  The results for the full solution and the simplified solution (containing 
on the adjacent ports) are shown in Equations (72) and (73) respectively.  These equations are 
equivalent to those derived within this paper [13]. 
Simulated vs Measured Results 
 This effect was taken into consideration during the design process, thus at the time of writing, 
measured results were unavailable for comparison with this theoretical analysis.  The design process 
made use of analytical equations for rough estimates of dimensions and simulation software (Ansoft 
HFSS) for the required tuning adjustments.  At this stage, the problem of the program matching each 
port to 50Ω became evident.  Again, in reality, it is the hybrid itself that should be matched, not each 
individual port.  However, the simulation tool treats these as independent ports, resulting in the S 
parameters observed in Figure 16.  One should note that the same symmetry of the S matrix used in the 
derivation of the previous section applies to the simulation on the same principle.  The results in Figure 
17 are from a similar previous experiment at the MITRE Corporation.  Unfortunately, at the time of 
writing, the details are not cleared for public release, thus only the measured and simulated results of 
the S parameters are shown.  Here it is assumed that the cables must have some inherent losses 
because they are not perfect.  This is not accounted for in the derivation, but it can be assumed to 
reduce the return loss because power will be absorbed by the cables, and thus will not be reflected back 
(this is not as useful as being radiated at the load of the antenna).  Additionally, the cables used were 
“as short as possible,” with no length specified, thus there is a chance that they are of non-equal 
lengths, thus an unequal phase shift could distort the magnitude. 
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Figure 16-S parameters for each port for a previous experiment 
As one can see in Figure 16, the passive     from the simulation appears to roughly follow the 
measured results.  The vertical markers show the target L2 and L1 GPS frequencies respectively.  One 
will notice that the there is very little coupling between the orthogonal ports (ports 2 and 4), yet they 
are identical, due to geometric symmetry.  Conversely, one can clearly tell that there is significant cross-
talk between the adjacent ports (ports 1 and 3).  The result from Equation (51) provides the magnitude 
of the apparent return loss, when a single 180 degree hybrid is attached to ports 1 and 3 of the system, 
thus accounting for this cross coupling. 
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Figure 17-Comparison between measured results and hybrid correction factor 
There are three curves in Figure 5.  The solid green curve shows the same measured return loss 
as seen in Figure 17, whereas the other two traces are simulated correction factors from the original S 
parameters (also from Figure 16).  The so-called “180 Degree Hybrid Correction” represents a 180 
degree hybrid between the cross-talking ports (ports 1 and 3), and simply is the         term alone as 
seen in Equation (51).  One may note that this is nearly identical to the full hybrid network solution (as 
seen in Equation (67)) that was previously derived, because the        term (the cross-talk due to the 
orthogonal ports) becomes extremely small (on the order of -90dB).  Furthermore, these traces closely 
follow the curvature of the measured results with a slight offset. 
At the suggestion of Prof. Sergey Makarov, losses due to the cable and hybrids were included by 
inserting a “lumped loss factor.”  This was achieved by assuming that the losses from additional 
components in the measurement were equal to approximately 2.7dB, which was simply subtracted from 
the predicted value.  This result is then shown in Figure 18.  One immediately notices how close this 
simulated result (with an analytical correction) follows the measured data, especially at the first 
resonance.  However, there is still some discrepancy at the second resonance.  One hypothesis to 
explain this non-conformal behavior is the effect of using different lengths of cable to connect each of 
the probes, which would cause the ports to be unequally shifted in phase, thus case a shift in resonance 
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frequency.  Alternatively, this may be the result of numerical error of the simulation or manufacturing 
error of the measured antenna. 
 
Figure 18-Comparison between measured results and hybrid correction factor with an offset 
  
42 
 
Methodology 
 This section describes the design process of both the UHF and GPS antennas.  Both the initial 
and finals design are discussed as well as the circumstances that changed the initial design plans.  
Although this project began with the intended purposes of creating a single, combined COMM-NAV 
antenna to operate at both UHF and GPS frequencies, the antennas were designed independently.  This 
simplified the problem from both modeling and construction standpoint; however, it was important to 
remember that both antennas must be compatible at the conclusion of the project. 
The Design of the UHF Antenna 
 The first antenna to be designed was the UHF antenna.  As stated previously, this antenna is 
required to be omni-directional and operate with a “reasonable level of gain” across the 225-400MHz 
band for military communications.  Unfortunately, a precise gain requirement was never specified and 
the link-budget used to determine it is not public knowledge.  In order to make an accurate and fair 
comparison, the prior art was first examined to benchmark these values. 
Harris Antenna 
 The Harris RF-3164-AT122 Antenna (hereafter referred to as the Harris Antenna) is a manpack 
wideband antenna, designed to operate from 225-450 MHz.  It can be considered to be a comparable 
design; however, it is intended to be used on the AN/PRC-117G(V)1(C) or RF-7800M-MP Falcon III® 
backpack transceiver units in the field as opposed to a handset radio.  This device uses a dipole with a 
collapsible blade top element and a cylindrical lower element that connects to a so-called “goose-neck,” 
flexible base.  An image of the antenna is shown in Figure 19 [10]. 
 
Figure 19-Harris RF-3164-AT122 Antenna 
 In examining the prior art, one notices that the dipole is an attractive antenna for this purpose 
due to its omni-directional radiation pattern.  This ensures that it will work at relatively the same 
effectiveness, regardless of the direction that it is held.  There are nulls directly above and below the 
antenna, but they are irrelevant when considering horizontal communication.  Unlike the monopole, the 
dipole does not depend on the ground plane to create a reflected electrical image, thus this dipole is less 
dependent on the location and size of the ground plane.  Unfortunately, a dipole needs to be twice the 
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length of a monopole and is typically half of the resonant wavelength.  This leads to an unacceptably 
large antenna for practical purposes. 
 By using a monopole, one may use a quarter of the wavelength, yet still preserve the uniform 
radiation pattern.  A monopole is essentially a dipole, with only one wing that becomes reflected in a 
ground plane.  Although this allows one to reduce the length by a factor of two, the monopole is more 
dependent on the ground plane for the reflection.  In this particular project, the dimensions of the 
ground plane (the receiver casing) are already known, and the antenna is optimized for this particular 
purpose.  Through simulation, it appears that the ground plane is large enough to act as a second wing 
of a dipole.  This is discussed in greater depth in a later section with the simulated and measured results. 
 One of the objectives of this project at MITRE was to explore the effects of ferrite loading on 
UHF antennas.  The first designs that were considered were simple monopoles that were covered in an 
outer cylinder of the ferrite.  Although it was possible to achieve extremely small sizes with such a 
design, the bandwidth was within 50MHz, and the gain was reduced to under -10dB across the entire 
band, as seen in Figure 20.  Nominally, in air, a quarter wavelength antenna at 325MHz would be near 
231mm, compared to compete ferrite loading, which reduced it to under 50mm.  However, this 
performance was considered to be completely impractical for communications. 
 
Figure 20-Realized gain for a monopole completely coated in ferrite 
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 Logically, one would then try seeking a compromise of the amount of ferrite loading.  This 
naturally led to the so-called “Bead” design.  In this design, the monopole would receive only partial 
loading by a ferrite cylinder that would enclose a section of the monopole.  These ferrite beads were 
limited to 12.7mm in diameter as this was the only size the company could manufacture.  The beads 
were created specially for this purpose and require a complicated fabrication process, thus limiting the 
outer diameter of the beads.  However, one could still drill a hole of any size through this material to 
allow for monopoles of different radii. 
 Originally, a rough parametric study was conducted to determine the proper size and 
positioning of the feed.  Overall, it was clear that the lower the bead was to the feed point, the greater 
the effect it had on the antenna.  This included the effect it would have in electrically lengthening the 
antenna as well as the poor gain as a result from losses.  This was due to the higher current 
concentrations at the lower end of the monopole.  Also, as one might expect, the larger the size of the 
ferrite bead (the more ferrite loading there is), the greater effect it will have on the monopole.  
Unfortunately, the gain obtained here would barely reach 0dB at the resonance, with a bandwidth no 
greater than 75MHz.  However, antenna heights as low as 140mm could be constructed, which is almost 
half of the resonant length required for a normal monopole in air for the mid-band.  This could be 
achieved by periodically loading the monopole with multiple beads of varying lengths, as seen in Figure 
21.  The negative effects of placing a bead closer to the feed point increase faster than positive effects, 
thus it was determined that the optimal position for loading is typically the top of the monopole.  
Ultimately, this idea was abandoned due to the low gain and bandwidth. 
 
Figure 21-Example of periodically loading a monopole with ferrite beads 
 Two designs shortly followed the bead concept.  These were based on the sleeve monopole, 
which would borrow the idea of loading a monopole with ferrite beads.  The sleeve monopole can be 
described as a traditional monopole, except that it is surrounded by a cylindrical, metal shell.  
Furthermore, the coaxial line that would normally feed the antenna, protrudes up through the ground 
plane in order to have a pin contact the monopole itself.  An example of a sleeve monopole on the 
receiver casing is provided in Figure 22.  The sleeve in this design helps mitigate the negative effects (the 
drop in gain and degradation of the radiation pattern) caused by reducing the size of the ground plane. 
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Figure 22-Example of sleeve monopole geometry mounted on a receiver casing 
 A secondary design that was considered was a variation of the sleeve monopole, known as the 
microstrip sleeve monopole.  One could visualize this antenna as a cross-section of the cylindrical sleeve 
monopole, where the sleeves are connected to the ground and provide an additional higher frequency.  
This design, as shown in Figure 23, is more geometrically appealing because it would allow one to utilize 
the side of the handset as part of the electrical length, ultimately shortening the entire antenna.  
Unfortunately, the microstrip requires a substrate along the entire length of the sleeve and the central 
radiating element, resulting in a long, thin, rectangular protrusion.  In general, the gain of this antenna 
was typically inferior to that of the cylindrical monopole (found through simulation), and it was feared 
that, during use, a human hand holding the receiver would cover the lower portion of the antenna 
(where the currents are the greatest).  This would act like a lossy dielectric superstrate, greatly reducing 
the performance of the antenna.  Ultimately, the cylindrical monopole was use for the design process. 
 
Figure 23-Example of a microstrip sleeve monopole 
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 As discussed in the parametric analysis section, Ansoft HFSS was used to modify the geometry in 
large steps, from which trends were derived.  Unfortunately, these trends become less accurate when 
one does not hold all other variables constant, as they are interdependent.  In these simulations, the 
spacing between the radiator and the coaxial cable was held constant to reduce the quantity variables 
that would be considered (a parametric study was later considered to verify this assumption).  Also, the 
metal receiver casing assists in adding to the electrical length, and it would effect the impedance 
characteristics, thus it was included in the study. 
 Overall, the sleeve monopole was designed through an iterative design process.  First a total 
height would be selected based on previous results.  Then the length of the ferrite bead (through 
parametric sweeps, it was again confirmed that the optimal position of the bead was at the top of the 
monopole).  Additional simulations were conducted using multiple ferrite beads, but this did not provide 
any advantage over a single bead.  These parameters were primarily used in establishing the location of 
the resonance.  The sleeve and radiator radii heavily contributed to the bandwidth (and, to an extent, 
impedance matching), and the length of the protruding coaxial cable was used for impedance matching.  
If the resonant frequency was not low enough to cover the entire band, a taller monopole height was 
selected and the process would begin anew. 
 After course adjustments, the Ansoft HFSS internal optimization algorithms were used.  Multiple 
optimization algorithms are included in the program; however, the non-linear sequential method was 
used to avoid local minima caused from varying multiple parameters at once.  Mathematically, this is 
comparable to the classical Newton Method, except gradients are taken within a certain focus range of 
the total range that the parameters are allowed to vary.  The parameters were only allowed to change 
within 10mm of the values obtained through the manual course optimization (performed through 
iteratively performing parametric sweeps); however, this could become very complex with seven 
variables to optimize at once.  After running over 200 cases, an optimized design was selected and 
constructed. 
The Design of the GPS Antenna 
 The initial designs of the GPS antenna were first conceived during the design process of the UHF 
antenna, but simulations did not begin until after the construction of the UHF antenna.  Dr. Basrur Rama 
Rao of the MITRE Corporation had suggested a design for a tri-band GPS antenna that used a 
combination of four microstrip line resonators (to achieve RHCP) built to the lowest frequency (L5), 
filters on each to obtain the middle frequency (L2), and a parasitic microstrip coupled to each to obtain 
the highest frequency (L1).  This concept was not abandoned due to complexity, but rather because of 
the limited utility.  It was feared that these microstrips could be narrowband, and there is little 
geometric freedom to improve the bandwidth.  The greatest problem would be the square design and 
the potential interference caused by the large, central metal sleeve (from the UHF antenna), around 
which it would need to be constructed. 
 Although it would be possible to construct this design, Dr. Rao suggested an alternative antenna 
that he had used in the past: the shorted annular ring antenna.  The Shorted Annular Ring (SAR) 
resembles a ring variant of the classic patch antenna, where a planar metal ring is placed on top of a 
substrate that rests on a ground plane.  These could be typically fed through either a microstrip or a 
coaxial probe, whose pin protrudes through the ground plane in order to make contact with the patch.  
However, the vital difference between the SAR antenna and a classical patch is the shorted component.  
An interesting observation that was pointed out by Prof. Makarov was that the antenna almost appears 
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to be a Planar Inverted F-Antenna (PIFA) that is rotated around the vertical axis.  Indeed, one of the 
properties that is borrowed from the classic PIFA is the ability to adjust the impedance by moving the 
coaxial probe feed closer and further from the center.  From simulation, it was confirmed that moving 
the probe position closer to the inner periphery reduced the antenna impedance.  Unfortunately, this 
also causes a slight shift in the resonant frequency, making tuning a challenging process.  As discussed in 
the literature review, the inner and outer radii of the rings are the main determining factors on the 
resonant frequency.  An example of this geometry is shown in Figure 24. 
 
Figure 24-Cross-sectional view of a single layer of an SAR 
Although it is possible to achieve this central short with shorting pins (metal rods that connect 
to the ground), a more symmetric design was envisioned, where the inner periphery is completely 
shorted to the ground plane, thus causing the antenna to radiate outwards.  This would be ideal because 
the sleeve of the sleeve monopole could be placed in the center of this antenna, and it would assist in 
isolating the two so that they may function independently with minimal interference. 
Several substrates were used in the simulation, including Rogers Duroid 5870, TMM 6, TMM 10, 
and TMM10i, because these were readably available at the MITRE Cooperation.  Furthermore, the 
substrate thickness was held constant at 5.08mm due to availability.  In order to calculate the resonant 
frequency, a MATLAB script was generated based on the transcendental equation previously found in 
the Literature Review section.  The inner radius is held constant at 14.3mm (allowing for 0.8mm of 
clearance from the metal sleeve to ensure it will fit), but the outer radius is allowed to vary to achieve 
the target frequencies. 
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 For a proof of concept, simulations were created for single annular rings, targeting one 
frequency at a time.  Furthermore, a single feed was used to show that it has the proper radiation 
characteristics and was resonating in the fundamental TM mode as opposed to a higher order TEM 
mode.  After numerous simulations, it was found the analytical equation used to predict the outer radii 
was typically accurate to within 1mm.  As one would expect, as the dielectric constant increases, the 
antenna can become smaller, but the gain and bandwidth will suffer due to losses and impedance 
mismatch.  A TMM 10 substrate was selected due to the compromise between size and gain, as allowed 
for the largest ring that would still fit on the receiver casing. 
 In order to operate over different frequency bands, the concept of the “stacked-patch” was 
adopted.  Here, the lower frequency ring (L2), being the larger of the two, is placed on the bottom, 
whereas the smaller ring (L1) is vertically stacked on top.  In this manner, the lower ring acts almost as a 
ground plane to the upper ring, however, the frequencies will shift slightly because the substrate of the 
top SAR acts as a superstrate for the lower SAR.  The pin from the coaxial probe directly feeds to the top 
probe (makes electrical contact with it); however, it is parasitically coupled with the lower ring, thus 
isolating the two antennas.  This is achieved by making a small hole in the lower ring, such that the 
probe can come up through the ring, but it would not make direct contact with it.  Parametric studies 
were performed on the effect caused by that ring.  An example of this geometry (with two feeds) can be 
seen in Figure 25.  For the purposes of simulations, a 76.2mm by 76.2mm ground plane was used, 
underneath equally sized substrates. 
 
Figure 25- Example of a stacked SAR antenna with 2 feeds 
 One of the major considerations in designing the GPS antenna was the need for RHCP.  GPS 
satellites transmit using RHCP, thus a LHCP antenna would be unable to receive a readable signal.  
Specifically, the RHCP gain close to the horizon needed to be reasonably high (no value was specified) in 
order to communicate with low elevation satellites.  In order to achieve this polarization multiple feeds 
were to be used. 
 At first, two feeds were used with a 90 degree offset (as seen in Figure 25).  In a simulation, this 
could easily be produced by copying the feed to a position that is rotated 90 degrees around the vertical 
axis.  Fortunately, with the fundamental TM mode, the current distribution is smallest, orthogonal to the 
point of excitation, and at it peaks at the point directly across from it.  This results in very little mutual 
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coupling between the two ports.  Although this feed configuration produced the desired polarization, it 
is not geometrically symmetric, thus the pattern at the horizon was very erratic, as displayed in Figure 
26.  One will notice that there is a 7dB difference for the L1 frequency across the horizon.  Such an 
asymmetric pattern could lead to false interpretation of signals (where one appears stronger than 
another), thus reducing the utility of this antenna.  Furthermore, higher order TEM modes resonate 
within the structure between the desired TM resonance.  This could have unpredictable effects. 
 
Figure 26- Realized RHCP gain across the horizon with 2 feeds 
 In order to create a more symmetric antenna, four feeds can be used instead of two.  These are 
excited with 0, -90, -180, and -270 degree offsets (respectively, counterclockwise around the antenna).  
In comparison to the two probe modal, this feed network produces a much more consistent pattern 
(varying less than 1dB across the horizon), as seen in Figure 27.  Also, the symmetric feeding pattern 
eliminates the higher order modes that appeared when using only two feeds. 
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Figure 27-Realized RHCP gain across the horizon with 4 feeds 
Initially, the return loss in the simulations would not drop below -10dB at any point due to cross-
talk between ports, regardless of the geometric parameters used..  This is because of the method by 
which the modeling software views the ports, and a mathematical correction is discussed in the 
Mathematical Representation of the Hybrid Network section.  For the purpose of determining the S 
parameters, Ansoft HFSS treats each port as though it is independently powered and matched to 50 
ohms, as opposed to being isolated by a hybrid network.  One can then use the mathematically 
corrected expression for the S parameters to recalculate a more accurate version of the return loss for 
the purposes of optimization.  Again the same optimization algorithm was used to complete over 200 
different cases, slightly varying the feed position, the hole size (to allow the feed through), and the two 
outer radii.  This allowed a “finely-tuned” optimization to be completed.  An example of the stacked SAR 
antenna with four probes is provided in Figure 28. 
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Figure 28-Example of a stacked SAR antenna with 4 feeds 
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Parametric Studies through Simulation 
 One of the major advantages of using a simulation design tool such as Ansoft HFSS is the ability 
to run parametric sweeps of physical and electrical variables.  For example, if one were to coat a 
monopole in a dielectric, by establish the parameters as variables, one would be able to run the 
simulation for several different values for the dielectric permittivity, the antenna height, the antenna 
radius, etc.  In reality, making small adjustments by fractions of a millimeter on a design would become 
extremely costly (machining new prototypes) and time consuming.  Making adjustments to the electrical 
properties such as the dielectric permittivity would be nearly impossible to do in even increments and 
would require a new material for each step.  Simulation tools provide a method for exploring the trends 
of the electromagnetic properties of an antenna design without incurring the cost of manufacturing it. 
UHF Antenna 
The UHF antenna was the first of the two antennas to be studied.  Parametric simulations were 
performed on the previous concepts for the UHF antenna (such as the “Bead” design), which revealed 
the faults of each design.  When the sleeve monopole was selected, a crude parametric study was 
conducted, using very large step sizes and varying all of the parameters.  This became very complicated, 
as the majority of the parameters are interrelated to one another, where the ratio has a greater effect 
than any single value.  Ultimately, there were seven degrees of freedom. These included the radii of the 
radiator (a) and the metallic sleeve (b).  Several lengths were also included, such as that of the 
protruding coaxial line (L1), the length of the coaxial pin that connects to the radiator (S), the portion of 
the radiator still within the sleeve (L2), the total sleeve height (D), and the total monopole height (H).  
These dimensions are illustrated for an arbitrary sleeve monopole in Figure 29. 
 
Figure 29-Example of the dimensions of a sleeve monopole 
Effects of Changing S 
One of the major components of the sleeve monopole antenna is the spacing between the inner 
coaxial connector and the antenna radiator.  This gap is spanned by the pin of the coaxial cable, and is 
designated as S.  The total length of the sleeve, D, is geometrically composed of the sum of the lengths 
L1, S, and L2 as seen in Equation (74). 
 
53 
 
           (74)  
 
 All three of these parameters contribute to the impedance matching of the antenna.  Together 
with the outer sleeve, the ratio of the radii a and b form what resembles the connection between two 
coaxial lines.  Therefor, this portion of the antenna becomes a form of impedance matching network 
included within the geometry itself.  This reduces the need for a complicated external matching network 
that could potentially increase the length and complexity of the design.  This spacing between L1 and L2 
is important because the sleeve monopole acts as though it is being fed at this point, yet, because of the 
path of the current, L1 still theoretically contributes to the resonant length.  By having a feed point 
above the ground plane, it is more likely to be further from a lossy dielectric (a human head or hand).  
Normally, these would decrease performance and prevent the signal from radiating out to its intended 
destination; however, this higher feed point (the location with a high current density, thus most affected 
by losses) will assist in mitigating these problems.  This antenna has not been tested in close proximity 
to a human being at this time. 
 At first, the parameter S was ignored and held constant at 1.5875 mm because many papers in 
the field of sleeve monopoles either neglect to mention it or consider it to be an insignificant factor 
(Poggio).  Before physical construction of the antenna, the question arose how much of an effect the 
spacing could cause, in fear that it would not be machined to precision due to physical limitations.  
These simulation confirmed that S does have an effect on the properties of the antenna; however, 
changing S slightly does not produce distinctly different results that would pose a problem in designing 
the antenna.  An example sleeve monopole antenna on the receiver casing was used in an Ansoft HFSS 
simulation, and S was varied in steps to determine if neglecting the size could have detrimental effects.  
The antenna is 254 mm tall (a case with the ferrite bead before being completely optimized), where all 
other parameters are held constant.  The return loss, measured at the base of the antenna, is shown in 
Figure 30. 
54 
 
 
Figure 30-Return Loss When Changing S 
 As seen in Figure 30, the return loss from the simulation is greatly affected by larger changes in 
this spacing value.  As S becomes smaller the sleeve monopole appears to achieve a wider -10dB 
bandwidth.  One may notice that the effect is much large at higher frequencies, which may be caused by 
the spacing being equal to a larger fraction of a wavelength, although at these frequencies, the 
wavelength (near 700 mm) is several orders of magnitude larger than S (at most, 12.7 mm).  At the 
lower frequencies the effect is reduced, but if S is larger than 3.2 mm, there is a decrease in bandwidth 
at the lower end, where it is hardest to include in an electrically small antenna. 
 One should also note that Figure 30 that the return loss becomes significantly worse at the 
higher end of the 225-400MHz band as S increases in length.  It appears that as S increases, the sleeve 
monopole will began to have two separate resonances, which become significantly more pronounced.  
As stated earlier, the sleeve can act almost like a parasitic monopole to achieve a higher resonance; 
however, it may be possible that the higher resonant frequency (near 525MHz) observed in Figure 30 is 
the result of capacitive coupling.  The spacing could act as a capacitor, and thus almost like a high pass 
filter at the virtual feed point of the antenna.  If this were the case, it is possible that the second 
resonance is due to the resonant length of the open-ended coaxial feed. 
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Figure 31-VSWR When Changing S 
 As expected, the VSWR is affected in a similar manner as the return loss, when changing S.  Only 
selected values of S are shown in Figures 30 and 31; however, values up to 25 mm were tested.  As seen 
in Figure 3, there is a significant negative effect on the VSWR as this gap increases in size.  Figure 32 
does not accurately show the values of S that are very close to 0 mm (values less than 0.1 mm), which 
suddenly produce poor results.  This may be caused by numerical error by the solver in failing to mesh 
the volume between the coaxial connector and the radiator correctly (the boundary conditions may be 
misrepresented).  Alternatively, it is believed that this behavior could be caused by capacitive coupling 
between the coaxial line and the radiator, which could effectively be creating a short circuit to the outer 
conductor.  This would significantly reduce the radiation resistance and cause a significant mismatch 
with the port.  The plot in Figure 32 also confirms that the effect of increasing S increases greatly on the 
upper end of the band.  
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Figure 32-VSWR with Respect to S 
Effects of Changing L1/L2 Ratio 
 Although the sleeve of the sleeve monopole is the main defining feature of the design, the 
geometry also allows one to raise a coaxial feed above the ground plane.  This allows one to virtually 
raise the “feed point” above where one would normally expect to find it:  the point of contact between 
the antenna and approximately at the ground plane level.  By raising the feed position, one can still take 
advantage of the length of the total antenna (coaxial feed in addition to the radiator) for a lower 
resonant frequency, yet still maintain a good radiation pattern by helping mitigate the negative effect of 
a lossy dielectric (ie. A human hand) being placed near the ground plane. 
 One of the major aspects in designing this UHF sleeve monopole antenna was to determine the 
correct L1/L2 ratio.  The length of the coaxial line that protrudes through the ground plane up until the 
feed point is designated as L1, whereas L2 is the length of the radiator (after S) that is still surrounded by 
the metallic sleeve.  As mentioned previously, these form what could be considered to be concentric 
coaxial cables.  One can these use these values to match the antenna input impedance to that of the 
coaxial feed (50 Ω).  Additional complexity is added by the sleeve effects of the radiation pattern, which 
are limited, but make calculating a correct matched ratio to be difficult. 
 The input impedance changes across the entire band as this ratio increases or decreases; 
however, if all other variables are held constant, it becomes possible to adjust these two values to 
achieve optimum performance for a target bandwidth.  For the purposes of comparison, D (the total 
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sleeve height) and S (the spacing between the coaxial line and the radiator) are held constant and L1 and 
L2 are varied.  Considering the thickness of the radiator in comparison to that of the coaxial feed, this 
optimum value is typically achieved with a low L1/L2 ratio, as seen in Figure 33.  Here, one can see the 
general parabolic curve that the mean VSWR over the 225 MHz to 400 MHz forms, with the VSWR 
becoming significantly worse as the L1 increases in length.  The L1/L2 ratio was allowed to increase up to 
18, but these are omitted because the VSWR increases, following the same trend as seen in Figure 33. 
 
Figure 33-Average VSWR as the L1/L2 ratio increases 
 
 
Figure 34-VSWR for selected values of the sleeve length L1 
 However, looking at the mean value of the VSWR across the entire band may be a misleading 
judge of antenna performance.  It is important to examine the effects of impedance mismatch across 
various sections of the band as L1 increases and L2 decreases.  Figure 34 shows six different simulated 
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values of L1 for a fixed sleeve height of 135.05 mm (again, L2 decreases proportionately).  The simulated 
value of L1 is increased in steps of 10 mm (a ratio of approximately 0.08 to 0.59) with an isolated 
extreme case where L1 is 100 mm (a ratio of about 2.85). 
 In examining Figure 35, one immediately notices the effect of changing the L1/L2 ratio effects 
different areas of the band differently, making wideband impedance matching a challenging problem.  
When L1 is 10 mm, one can clearly see that the antenna performs very well near the low end at 250 
MHz and 400MHz with a wide bandwidth; however, it suffers from being poorly matched near the 
center of the band, and it has a sharp cut-off at the lower end of the band.  Conversely, by increasing 
this ratio (making L1 longer) the antenna performs worse at either end of the band, but it can perform 
better near the center.  A single outlier, where L1 is 100 mm long, is given here for a point of 
comparison.  Overall, it is poorly matched across the entire band except near 200 MHz.  Here, we can 
see the general trend of this lower end peak shifting down in frequency and up in value as L1 increases.  
Unfortunately, it is not matched well enough to redeem the antenna for the poor matching across the 
remainder of the band.  Ultimately, the decision lies in the preference of the user.  If wider bandwidth is 
desired, then a smaller L1 is preferable; however, one would use a longer L2 if performance at the 
center of the band is crucial. 
 
Figure 35-Average impedance for different values of the L1/L2 ratio 
 Although impedance values were generated for the entire band for all simulated values of L1, 
such a large set of data becomes difficult to accurately and comprehensively read and interpret.  
Instead, the average value of the impedance across the 225-400 MHz band is plotted against the 
corresponding L1/L2 ratio in Figure 35.  This graph shows the general trend of the impedance, and may 
be misleading without knowing that the impedances are not constant at these values across the entire 
band (although they do not change drastically).  Figure 35 is instead intended to show the general trend 
as the ratio increases.  One immediately notices, as Figure 33 would suggest, the antenna will be well 
matched at lower values of L1/L2 where the reactance is small (slightly capacitive) and the mean 
resistance is close to 50 Ω. 
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Effects of Changing b/a Ratio 
The most defining characteristic of the sleeve monopole is the sleeve itself.  It typically consists 
of a metallic shielding around the base of the monopole antenna, preventing fields from radiating near 
the base of the antenna.  As stated in previous sections, this limits the effect of a small ground plane by 
preventing fringing field effects.  The important part of selecting a proper sleeve radius is the radius of 
the radiator itself.  Normally, one would expect to obtain greater bandwidth as the size of the radiator 
increases (as one would for any normal monopole).  However, due to the skin effect, the currents are 
pushed to the surface of the conductor, thus the outer surface of this radiator is what radiates.  If the 
radiator becomes very thick, this effectively decreases the distance between itself and the inner surface 
of the metal sleeve, which acts as a reflector.  As mentioned previously this sleeve traps the radiation 
inside it (especially at the unopened lower section), which, in this case, would drastically limit the ability 
of the antenna to radiate.  Therefore, the radius of this inner radiator and outer sleeve are tied together 
in what will be referred to here as the “b/a” ratio. 
 
Figure 36-Mean VSWR as the sleeve radius b is increased 
 Figure 36 shows a simulation of the mean value of the VSWR across the 225MHz-400MHz band 
against the b/a ratio.  The simulation used the same values as the final UHF sleeve monopole design on 
the receiver casing, except the value of b (the sleeve radius) was allowed to change.  Values of this ratio 
that are less than one are physically impossible, as the sleeve would be smaller than the radiator, thus 
intersecting it.  Although one would expect the antenna to act more like a normal monopole when the 
sleeve shrinks to a small size, the trapped fields and poor impedance matching result in poor 
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performance for a very small sleeve radius.  One may immediately observe the parabolic shape of Figure 
36, noting that the ideal performance occurs with an approximate b/a ratio of 3.25.  The average VSWR 
slowly degrades as the ratio increases beyond this point. 
 
Figure 37-Mean impedance as the sleeve radius b is increased 
 Considering that the VSWR contains the reflection coefficient, and is thus a method of looking at 
the overall mismatch, one may be able to derive more information from the average impedance over 
the same band.  Figure 37 shows this mean impedance, separated into the resistance and reactance.  As 
mentioned previously, for maximum power transfer (thus maximum efficiency possible), one should 
match the antenna impedance to the characteristic impedance of the cable (often 50Ω).  Therefore, the 
reactance should be as close to 0Ω as possible and the radiation resistance should be as close to 50Ω as 
possible.  As one would expect, the optimal position along these curves appears to be near that 3.25 
ratio, just as the minimum VSWR indicated in Figure 36 (the reactance is near 0 and the resistance is 
slightly above 50Ω).  The sleeve helps act as a matching network so that an external one is not 
necessary.  As the sleeve becomes larger, the antenna becomes more capacitive (negative reactance) 
and the resistance slowly increases.  Such slow increases with respect to this geometric ratio allow for 
tuning of this design for different purposes.  Unfortunately, the sleeve diameter becomes difficult to 
change after production, thus one would need to create a new prototype to do these adjustments.  
Alternatively, one could thicken the radius of the radiator by adding layers of copper tape, but this could 
be time consuming and expensive. 
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Figure 38-Realized Gain as the sleeve radius b is increased 
 In order to gain a better understanding of the effects of the b/a ratio on the antenna, the 
simulated realized gain is plotted in Figure 38.  Ultimately the gain is one of the major factors in 
selecting an antenna, as it decides the range of operation.  Here, three frequencies are selected: 
225MHz, 325MHz, and 400MHz from across the band of interest.  Note that the dashed lines represent 
the realized gain at 45 degrees up from the horizon, whereas the solid lines represent the realized gain 
at the horizon.  Considering that a monopole will have a null at the azimuth, the lower gains at the 
higher elevations are expected, and have little negative impact because most communication is done at 
the horizon.  Also, one should take note that the increases sleeve size has very little effect at the higher 
elevations, as the radiation can easily escape closer to the top, and is not as impeded by the sleeve.  
However, at lower elevation angles, increasing the ratio far beyond the optimum case has a much 
greater effect, especially at the higher frequencies (which have shorter wavelengths).  The lower end 
does not suffer as much because the target frequencies was not the center of the band, but rather 
towards the lower end, as these values are harder to obtain.  Figure 38 shows the realized gain, thus the 
resistive losses are included, which would further degrade performance for the mismatch caused by the 
high b/a ratio. 
 Increasing the b/a ratio typically increases bandwidth slightly, but can cause the ends of the 
band to perform worse overall.  As one could see in the parabolic curve of Figure 36, one can use the 
sleeve radius to help match the antenna and there is an optimized value, which was near 3.25 in this 
case.  However, this will not always hold true, as the other parameters of the sleeve monopole are 
interdependent.  The general trends hold true when all other parameters are held constant, but this 
process can become very complicated with seven different degrees of freedom.  Ultimately, the 
optimization process was first performed through manual parametric studies such as those previously 
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shown.  This acted as a coarse adjustment, whereas the non-linear sequential optimization algorithm 
was used in Anosft HFSS to obtain a precise optimized design. 
GPS Antenna 
After completing the design of the UHF antenna, a parametric study was performed on the GPS 
antenna design.  The shorted annular ring design was selected because if its ability to radiate towards 
the outer periphery, thus allowing a reasonably high level of gain at the horizon (to communicate with 
low elevation satellites).  Furthermore, it would be geometrically concentric with the sleeve, which 
could act as the electrical short for the inner periphery.  For this reason the inner radii of the annular 
rings was held constant as the outer radius of the sleeve.  A stacked ring with a parasitically coupled 
lower patch was used to achieve both the L1 and L2 frequencies.  An example of a single layer of this 
geometry can be seen in Figure 39. 
 
Figure 39-top view of an SAR antenna 
Effects of Changing Radii c1 and c2 
As stated previously, the most important determining factor of selecting a resonant frequency 
for the shorted annular ring.  In order to gain a better understanding of this effect, the outer radii c1 and 
c2 (for the L1 and L2 frequencies respectively) were parametrically swept.  As one would expect of any 
microstrip or patch antenna on a substrate with a high dielectric constant (thus shortening wavelengths 
internally), the resonant frequency is extremely sensitive to small geometric changes.  These radii are 
used to tune the resonant frequencies of annular rings by means of the formula described in the 
63 
 
Literature Review section.  This provided an estimate for the radii, which were then adjusted further 
using Ansoft HFSS to obtain the desired frequencies. 
 
Figure 40-Return Loss at L1 and L2 as the c1 radius increases 
 In finding an optimum design, the radii c1 and c2 were parametrically swept individually and 
slowly adjusted until both bands were centered on their respective frequencies.  Unfortunately, as one 
can tell from Figure 40, the radii have an effect on one another.  This makes it difficult to isolate the 
effects of changing a single radius, holding it constant and then changing another.  In an actual design 
process, this would require a more iterative study, where one must go back and forth in tuning both 
rings.  Figure 40 provides an idea of the sensitivity of the geometry, as the radius of the top ring changes 
from 26mm to 28mm, while holding all other variables constant.  Note that the return loss at L1 peaks 
27.25mm, showing the optimal radius for that frequencies, whereas the return loss at L2 is changed as a 
side-effect.  In general, the lower the return loss with respect to the radii, the closer the ring is to the 
target resonant frequency.  Values closer to 0dB indicate that the L1 and L2 points lie further to the 
sides of the resonances. 
 However, as one would expect, increasing c1 or c2 decreases their resonant frequencies, 
whereas decreasing these radii will raise these resonant frequencies.  Recalling that the shorted annular 
ring radiates from the outer periphery, one will note that increasing the radius of this ring will effectively 
increase the electric length.  The longer the electric length of the antenna becomes, the lower the 
resonant frequency will drop.  Similarly, as the antenna becomes smaller, the electric length shortens 
and the resonant frequency increases. 
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Figure 41-Return Loss at L1 and L2 as the c2 radius increases 
 Conversely, if one were to hold the c1 radius constant and adjust the c2 radius to tune the L2 
resonance, one notices a much more greater change (as seen in Figure 41).  Here, c2 is adjusted over a 
similar 2mm range (now 28mm to 30mm), and one notices that there is a clear peak in the return loss at 
the appropriate resonant length, 29.25mm.  Unfortunately, one may also notice that this has a large 
effect of the resonance at L1, which now ranges from -3dB to -16dB over this small span, where in 
theory, it should be remaining constant (the c2 ring corresponds only the L2 frequency, and the c1 rings 
corresponds only to the L2 frequency).  On can tell that the c2 ring radius has a greater effect on both 
frequencies, which may be due to its ability to act as the ground plane for the L1 ring. 
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Figure 42-Return Loss for selected values of c1 
To better show the sensitivity of this antenna to geometric changes in the radii, selected values 
of c1 and c2 were plotted in Figures 42 and 43 respectively.  The values only change over a range of 
1mm (this is only approximately 3.64% change for the L1 ring and a 3.39% change for the L2 ring), yet 
one notices that there is a 100MHz difference in this resonant frequencies for L1.  This suggests that it is 
very sensitive to minor changes and must be machined with great precision or carefully tuned after 
manufacturing.  As the c1 radius changes the L2 resonances is largely unaffected, as expected.  
Conversely, one notices in Figure 43 that the c2 has an effect on both resonances.  Typically as c2 
increases the L1 resonance also increases, by approximately half of the value that it increases the L2 
resonance. As noted previously, this makes tuning the L2 frequency more difficult, thus it should be 
adjusted before optimizing the L1 frequency. 
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Figure 43-Return Loss for selected values of c2 
Effects of Changing Feed Position x 
One of the major advantages of the SAR antenna design is the ability to adjust the antenna 
impedance by changing the position of the coaxial feed.  This effectively increases or decreases the 
distance between the feed point and the short of the inner periphery, affecting the path of the current.  
One would then expect the input impedance to decrease as the feed point approaches the inner 
periphery, and increase as it approaches the outer periphery.  However, an additional complication is 
added when considering a stacked patch, as one must match two separate rings.  This is impossible as 
they both have different points at which they are perfectly matched.  Instead, an optimal feed position 
is selected by finding a compromise in matching both.  Clearly, there will be a slight mismatch for either 
probe, but it will allow the maximum bandwidth obtainable over both bands. 
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Figure 44-Sweeping the feed position for the SAR 
 The TMM 10 stacked shorted annular ring studied in Ansoft HFSS and the feed position, x, was 
gradually increased along the radius of the rings.  The return loss for the L1 and L2 frequencies is shown 
in Figure 44.  Note that this simulation still uses all 4 probes, and each of these probes is moved at equal 
distances to keep the antenna symmetric.  Unfortunately, due to the circular geometry, the simulation 
software will approximate the outer edges with triangles.  This jagged approximation forms a singularity, 
resulting in less consistent results.  However, these results should be accurate, as the mesh becomes 
more precise for greater quantities of smaller elements (this mesh is composed of approximately 
95,000), leading to long computation times (on the order of 1 to 2 hours depending on the host 
machine) in exchange for greater accuracy.  When feed approaches the inner periphery near 17mm 
from the center, the accuracy decreases because the modeler must mesh a thinner area between the 
short and the pin itself.  Therefore, the irregularity found at lower values of x in Figure 44 is the result of 
numerical error. 
Figure 44 clearly shows two general trends.  As one would expect, each frequency forms a 
separate parabola with respect to the feed position.  When the feed position approaches the best 
matched condition, the vertex of the parabola is formed (the lowest return loss).  Originally, the feed 
position was desired to be at 17mm, but after viewing this parametric sweep, it was decided that this 
should be moved to 18mm.  This sacrifices some matching at the L1 frequency in order to better match 
the L2 frequency, overall obtaining better bandwidth. 
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Figure 45-Return Loss for selected feed positions 
 It was initially assumed that adjusting the feed position should have no effect outside of 
changing the antenna impedance.  Unfortunately, this is not entirely true.  There is a slight effect on the 
location of the resonant frequency.  Typically, the resonant frequency of an antenna structure is 
determined by its electric length.  By changing the feed position, one slightly affects the path of current, 
and thus the resonant frequency will shift slightly.  In general, moving the feed further from the center 
and closer to the outside of the ring, results in a higher resonant frequency (noting that the antenna 
radiates on the outer periphery).  Figure 45 shows a few selected values for the feed position.  One may 
notice the compromise made to increase bandwidth by switching from 17mm to 18mm in the red and 
blue curves, respectively. 
Effects of Changing Hole Radius y 
In order to allow for parasitic coupling between the two annular rings, the coaxial probe must 
feed the top patch, but not make direct electrical contact with the lower patch.  To achieve this, a hole is 
cut in the lower ring to allow the coaxial pin to come through and be coupled to this lower ring.  In 
theory, one would expect to be able to treat the pin and ring as plates of a capacitor with a dielectric in-
between.  This is a crude approximation, as a traditional parallel plate capacitor assumes that there is a 
large surface area between the two, such that fringing field effects can be ignored at the edges.  Here, 
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the “plates” are close to being infinitely thin.  Therefore, it became necessary to analyze the effects of 
adjusting this hole size to determine if it has a very large effect on performance. 
The results of the parametric study were highly unexpected.  Unfortunately, resources were not 
available to check the validity of these simulations through actual testing.  This would be a useful future 
study because it may possible reveal this hole size to be a new degree of optimization.  In these 
simulations the hole size was only decreased to a radius of 0.2mm due to the implied physical 
limitations (the pin at the center of this hole has a radius 0.254mm).  Any value smaller then the radius 
of this pin indicates that the hole does not exist.  This provides an asymptote because this would 
represent the case of the probe directly feeding both annular rings. 
 
Figure 46-Return loss when parametrically sweeping y 
 
As one can see in Figure 46, there appears to be a parabolic cure to the return loss.  One would 
normally expect that as the radius of the hole radius    increases, the more space there is from the feed 
to the L2 ring and its performance should drop off sharply when the coupling is virtually non-existent.  
L1 should do the opposite, as the L2 ring is a parasitic element and L1 is being conventionally fed.  The 
jagged curves indicate the difficult in meshing these designs and are a clear indication of numeric error.  
Each simulation took approximately 2 hours per variation, and 50 variations were tested.  Larger mesh 
sizes provided little compensation in terms of accuracy, thus approximately 58,000 elements was 
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considered to be adequate.  As expected L2 performance increases sharply when the hole disappears 
(performance at L1 moves in the opposite direction) and there is a loose parabolic correlation showing 
the return loss decreasing for L2 slowly as the hole radius increases to 2.9mm, which was unexpected.  
The L1 return loss also increases significantly around this region, which would be expected as the L1 and 
L2 would be decoupled.  The marker in Figure 46 at 3.7mm shows where the hole radius would become 
large enough to touch inner radius of the rings, thus severely deforming the shape as seen in Figure 47.  
This could explain the drop in performance after this point. 
 
Figure 47-L2 ring with a y=4mm hole 
When one notices the distortion that is caused as   increases (as seen in Figure 48), it becomes 
apparent that this could affect the resonant frequency because the path of the current would be 
significantly affected.  Selected values for the hole radius were used to create Figure 49, which displays 
how the resonant frequency shifts.  For minor changes below 2mm, the resonant frequency appears to 
remain constant because the path of the current is not largely interrupted.  However, once the shape 
becomes distorted due to larger values, there is a clear shift in resonant frequency, as seen when   
 mm.  A special case of      mm is also shown, where the hole no longer exists and the lower L2 
patch is directly fed.  It is important to note that the L1 patch no longer resonates. 
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Figure 48-Simulated return loss for various hole radii 
 To provide a better confirmation of these results, the RHCP gain was plotted for both 
frequencies at azimuth and the horizon, as shown in Figure 49.  It is expected that the gain at the 
azimuth will be greater due to the radiation pattern of the patch; however, it is highly unusual that 
changing the size of the hole would have little effect on the gain.  The resonance for L1 disappears when 
the hole shrinks down to zero and the L2 patch is directly fed, thus the gain drops as expected 
(previously established in Figure 46).  As the hole radius increases, the gain appears to be largely 
unaffected.  As the radius increases beyond 3.7mm, where it makes contact with the inner radius of the 
rings, the gain drops off, which is more noticeable at the azimuth, where the fields are strongest (the 
overall shape of the radiation pattern remains constant as   changed from 0.2mm to 5mm).  As 
suggested previously, this is likely the effect of changing the resonant length of the antenna and 
disrupting the path of the current. 
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Figure 49-Simulated results of the RHCP gain as the hole radius increases 
Effects of Different of Dielectric Constants for the Substrate 
 In simulations it is possible to assume a perfect environment, where all material properties are 
identical to what the manufacturer claims them to be. In reality, these substrates are physical ceramic 
materials that must undergo several processes and can still contain several impurities.  Therefore, the 
dielectric constant of a material can vary.  Although a few other substrates were simulated for this 
project to compare the possible size reduction, it was considered worthwhile to use the TMM10 case 
and simply simulate slightly different dielectric constants to show the effects of impurities on the 
antenna performance.  In [11], the manufacturer (Rogers Corporation) claims that the TMM10 substrate 
should have a relative dielectric constant of 9.2, but could be above or below this value by 0.23.  
Therefore, the extreme cases of 8.97 and 9.43 are studied in comparison to the nominal value of 9.2.  
The dissipation factor is held constant at the low value 0.0022, as claimed in [11]. 
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Figure 50-Effects of minimum and maximum of dielectric constants 
 As is evident in Figure 50, there is a profound effect on the resonant frequency as epsilon is 
changed.  The red curve shows the advertised value of the relative dielectric constant for this specific 
substrate (9.2), whereas the two dotted curves in blue and green show the minimum and maximum 
tolerances.  Unfortunately, for substrates with higher dielectric constants, the bandwidth narrows, thus 
the antenna becomes more sensitive to minor changes or impurities.  Even in simulation (with an ideal 
environment), tuning the antenna is very challenging because changes as small as 0.1mm can cause a 
significant shift in resonant frequency.  With a narrow bandwidth, this only allows for inaccuracies of 
less than 1mm in the manufacturing process, otherwise one will risk missing the resonant frequency. 
 Fortunately, if the TMM10 substrate is accurate as advertised, one can see that the antenna will 
still resonate within the correct frequency bands, with better or worse return loss.  At the extreme cases 
of this tolerance, there will be a decrease in performance (by approximately 5dB); however, the antenna 
should still be functional.  This is an important consideration for mass producing an antenna, as there is 
no guarantee that all substrates will be identical, thus some level of tolerance is needed.  It is clear; 
however, that differences much larger than 0.23 could have a significant impact on the resonance. 
 One can approximately judge at which dielectric constant the antenna will resonate at a given 
frequency by examining the return loss at that given frequency.  Naturally, the return loss should be 
lowest at the resonance.  A plot of this observation is shown in Figure 51, where the dielectric constant 
is swept (in increments of 0.05) within the range specified on the datasheet.  A vertical marker indicated 
the nominal value (9.2) for the substrate.  One notices that the performance of the antenna improves 
with a very slight increase in the dielectric constant; however, it would be difficult to obtain a substrate 
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that is tightly controlled enough to take advantage of this effect.  The next highest dielectric substrate 
offered by Rogers is TMM10i and the step below TMM10 is TMM6 (relative dielectric constants of 9.8 
and 6, respectively), which were available at MITRE corporation for this project.  Comparatively, it is 
significantly easier to tune the antenna by changing the radii; however, this can also prove very 
challenging due to the precision required. 
 
Figure 51-Sweeping the dielectric constant across the range specified by the datasheet 
 As a brief investigation, a new simulation was created to sweep the dielectric constant over a 
much wider range.  This can be seen in Figure 52, where the relative dielectric constant ranges from 1 to 
15.  In perspective, this would be the equivalent of systematically changing the material from lower 
dielectric constants (air) to higher ones (a dense ceramic).  Clearly, such a systematic test would be very 
difficult an expensive in reality, requiring a new material (thus a new antenna) to be manufactured for 
each point.  One may note that there is a clear earlier resonance for the L1 frequency when the relative 
dielectric constant is near 5.5. The resonance at L1 in the material with the lower dielectric constant is 
actually the lower ring (intended to resonate at L2) resonating at L1.  This is expected because the 
resonant frequency is inversely proportional to the relative dielectric constant.  Therefore, there are no 
other resonances at L2 until the smaller ring can resonate at that frequency.  This is  not shown and 
would require a much higher dielectric constant than is practical (the largest that would be readily 
available at MITRE is Rogers TMM13i with a relative dielectric constant of 12.8). 
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Figure 52-Change in return loss from sweeping the dielectric constant over a wide range 
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Simulation and Experimental Results 
 As stated previously, the UHF antenna was designed before the GPS antenna; therefore, it was 
tested first.  This provided a confirmation of the predicted simulated results and reassurance that the 
antenna performed as expected.  If this were not the case, by testing the UHF antenna first, one would 
be able to note any problems with the design, and make necessary changes before finalizing the 
dimensions.  This is essential for a combined communication and navigation antenna because the GPS 
antenna was to be geometrically designed around the UHF antenna.  One would need to make major 
changes to the GPS design if the UHF antenna fails. 
UHF Antenna Results 
 As an initial test, on August 8, 2011 the return loss of this antenna was measured in the 
radiation lab at MITRE.  This was not a formal testing environment, but rather a judgment of sensitivity 
of the antenna across the band, while a human was holding it.  There may be significant interference 
caused by the lack of stationary mounting apparatus as well as metal cabinets in the proximity of the 
antenna.  The results from the network analyzer are shown in Figure 53.  Acknowledging that the results 
may be slightly inaccurate, this was an encouraging measurement because the -10dB bandwidth 
encompasses the entire 225-400MHz band (indicated by markers 1 and 2 respectively), extending even 
further up to 450MHz. 
 
Figure 53-Raw return loss of UHF antenna in an uncontrolled environment 
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 These initial results were encouraging and put to rest any fears that Ansoft might “overlook” the 
impedance mismatch that could be caused by the ferrite.  On August 25, the sleeve monopole was taken 
to the far field testing range at MITRE Bedford campus, located on the roof of E building.  The testing 
range is specifically designed for the UHF band (the indoor chamber is too small to allow for such long 
wavelengths), and a standard, calibrated horn antenna was used.  A photograph of the antenna under 
test is provided in Figure 54.  Note that a wooden frame (adopted from previously tested antenna) acts 
as a mount for the device to keep it stable during the measurement process.  The mounting is 
constructed of pine boards and PVC plastic.  The apparatus may therefore cause some inaccuracies due 
to dielectric losses, but this is necessary to separate it from the metallic stand underneath the device.  
This stand is automatically rotated along the vertical and horizontal axes (      , respectively), thus 
allowing for a full three-dimensional gain pattern. 
 
Figure 54-UHF antenna during testing process 
First, the return loss was measured, as this is less dependent on the angle and position of the 
antenna.  Therefore, it is only tested at the horizon to determine the mismatch losses across the band.  
Figure 55 shows the simulated results (red) in comparison to the measured results (blue).  One should 
note the significant difference between the outdoor measurement Figure 55 and the significantly better 
indoor measurement in Figure 53.  The outdoor measurement is arguably more accurate because of the 
lack of interference caused by reflecting metal cabinets; however, even the outdoor range has electric 
obstacles.  Of all of the frequencies, the low return loss at the 225-275MHz region is the most puzzling.  
It is possible that the plastic in the mounting structure may be causes a mismatch, or that the ferrite 
itself performs much worse at lower frequencies (the electric properties are frequency dependent).  This 
will later be checked by examining the gain, which will include both dielectric losses as well as mismatch 
losses.  There always exists the possibility of a measurement error, suggested by the short peak at 225 
MHz (as opposed to a smooth curve caused only by the resonances), but it is dangerous to make these 
assumptions if one were to depend on this device working at those frequencies. 
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Figure 55-Outdoor return loss for the UHF antenna 
  One may recall that the return loss can be used as a measure of how well matched an antenna 
is at a given frequency, indicating how efficiently it radiates.  However, this does not take into account 
radiation losses due to lossy dielectrics in the surrounding area, such as the ferrite loading.  As stated 
previously, this is a distinguishing difference of this design, separating it from classical dielectric loading.  
Whenever a dielectric is used to electrically lengthen a monopole, it will result in less bandwidth and 
greater losses because this surrounding medium no longer has the intrinsic impedance of free space.  
This is dictated by the ratio of the relative electric permittivity and the relative magnetic permeability of 
a substance, which would ideally be one.  In this case, the ferrite has a relative magnetic permeability 
(7.356) that is roughly equal to the relative electric permittivity (11.7), with a low loss tangent. 
 For an antenna with such a large wavelength (approximately 1.33m at 225MHz), gain 
measurements within an average anechoic chamber are inaccurate.  Instead, the gain was measured in 
an outdoor far-field range (shown in Figure 54), where the return loss measurements were taken in 
Figure 55.  As mentioned previously, the gain is one of the most important measurements of an antenna 
because it determines the range and performance of an antenna.  An antenna with low gain will not be 
able to transmit or receive information as efficiently. 
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Figure 56-Measured UHF gain comparison 
 Unlike the return loss, the gain of an antenna is dependent on the direction of measurement. 
For a standard monopole pattern, one would expect the gain to greatest at the horizon and extremely 
small at the azimuth.  Due to time constraints, intervals of 20MHz were measured from 200MHz to 
500MHz.  At each frequency point, the antenna was rotated along both the  and   axes in steps of one 
degree.  Note that the so-called “realized gain” was measured at each point (this includes losses), thus it 
is compared against the simulated gain in Figure 56.  The “peak” value of the gain over the sweep for 
each frequency is taken, which, as expected, occurs near       (at the horizon).  The radiation pattern 
for the tested frequencies can be found in Appendix A. 
 Figure 56 clearly shows a correlation between the simulated results (red, dashed curve) and the 
measured results (blue and green curves).  The receiver casing is not symmetric around the   axis, thus 
there was concern regarding the symmetry of the patterns and the field strength.  Fortunately, the 
measured results for when      (blue curve) and for when       (green curve) are nearly identical.  
Note that the large step size and possible environmental differences (ie. decalibration) may contribute 
to the sharp jumps in the measured results, where in theory they should be a smooth curve.  As an 
additional comparison, a monopole that is currently being used, which shall be referred to as the 
Commercial over the Shelf (COTS) monopole was tested under the same conditions.  The COTS 
monopole is a monopole of similar size (246.38mm in height) in comparison to the sleeve monopole 
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(254mm in height).  Although the sleeve monopole is 7.62mm taller, it significantly outperforms the 
COTS monopole.  This is especially evident at the lower frequencies (more than 6dB improvement at 
250MHz).  Maintaining a compromise in performance and size, it is possible to reduce the antenna 
height further, depending on the specific user requirements. 
GPS Antenna Results 
 Unfortunately, there was a significant discrepancy between the measured and simulated data 
for the GPS antenna.  Several hypotheses for these differences are suggested and analyzed so such 
problems may be avoided in future tests.  Special precautions must be taken during the manufacturing 
and measurement processes, which are discussed in further detail in this section. 
 The GPS frequencies of interest (1.2276GHz and 1.5754GHz) are significantly higher than the 
UHF frequencies tested for the sleeve monopole (225MHz to 400MHz).  The wavelength of these lower 
frequencies (ie. 225MHz in free space is about 1.33m) is approximately five times greater (1.227 GHz in 
free space is about 0.244m).  These smaller wavelengths allow for the far field to be estimated in an 
indoor antenna range (an anechoic chamber with perfectly matched layers on the walls to absorb 
electromagnetic radiation). 
Therefore, the antenna was tested on September 14 at the MITRE (Bedford Campus) indoor 
antenna range.  A nearly identical apparatus (scaled down in size to fit the mount) was used to mount 
the antenna.  Due to time constraints and difficulty creating a separate apparatus, the GPS antenna was 
placed around the sleeve monopole and tested directly on the receiver casing.  Both simulations and 
theory show the sleeve acts as a barrier between the two antennas, thus they have minimal effect on 
one another (greater than -70dB isolation between the UHF and GPS antenna ports in simulations).  This 
is a major accomplishment of this project, and one of the most appealing features of this design. 
The S Parameters were measured using an Agilent network analyzer, without connecting the 
hybrid (gain measurements were taken with the hybrid fully connected).  In order to obtain accurate 
measurements, ports that are not actively being measured must be terminated with 50Ω (noting that 
the measurements are done with a 50Ω coaxial cable).  The ports were labeled numerically 
counterclockwise (for reference purposes), and the return loss to each individual port was measured.  
This is shown in Figure 57. 
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Figure 57-Measured return loss from each port of the GPS antenna 
 In theory, the antenna and the feeds should be perfectly symmetrical, thus             
   .  However, one can tell from Figure 57 that this is not true in reality.  This equality holds true in the 
simulations (note the overlapping dotted curves), but in reality there could have been slight 
measurements errors, equipment problems, or manufacturing errors.  The asymmetry is most like 
caused by the soldering which was done by hand and may have left larger trace amounts of solder on 
one probe than on another.  This discrepancy should be kept in mind when examining the other data. 
 One can then examine the cross-talk between ports by terminating any two ports and 
measuring the remaining two.  Altogether, there are 16 possible connections; however, due to the 
assumed equalities, only S11, S12, S13, and S14 are considered relevant to measure and present.  This 
looks at a single port (here referred to as port 1) and examines how much power is transmitted between 
this and any other port.  Considering that the current should be at a maximum at the adjacent port, it is 
expected that it will be larger than the remaining ports.  This is confirmed in Figure 58, where the S11 
appears relatively small in comparison to the interactions with the other ports.  Due to symmetry, S12 
and S14 (from the orthogonal ports) should be identical, and they show reasonable agreement with the 
simulated results, especially at the lower frequencies. The S11 shows two very weak resonances (also 
seen in Figure 57); however, these appear to be slightly off their targeted frequencies.  In order to better 
observe these resonances, mathematical correction derived earlier can be applied to this data. 
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Figure 58-Simulated vs measured S parameters of the GPS antenna 
 As one can see from the corrected data in Figure 58, the tested GPS antenna clearly misses the 
resonant frequencies. Note that the full correction is nearly identical simplified (S13-S11) correction, 
showing the limited influence of the orthogonal components.  As could be seen from the simulations, 
the outer diameters of the two rings determine the two respective resonant frequencies of the antenna.  
Although this can easily be changed in a simulation, precisely milling off the copper plating on the 
surface requires great precision and access to the resources of a machine shop.  In a previous section, it 
was shown through simulation that the resonances are sensitive to sub-millimeter changes.  Therefore, 
it is impractical to tune the antenna in this fashion.  This error in the location of the resonance could be 
caused a constant calculation error in the simulation software or a very slight mistake in the machining 
process. 
However, this does provide a proof of concept, as one can definitely distinguish the two 
resonant frequencies.  Changing the location of these resonances simply requires one to use different 
ring sizes.  The L2 resonance is approximately 40MHz too low (the lower ring should be decreased in 
size) and the L1 resonance is approximately 40MHz too high (the upper ring should be increased in size).  
Unfortunately, one can tell from the poor return loss, that this antenna is very poorly matched, although 
the simulations suggested that 18mm (from the center) was the best location for the feeding probes.  
Drilling through the TMM10 substrate would require higher grade tools than what are readably available 
(considering the hole for the coaxial pin should be 0.508mm wide).  This was not considered to be a 
feasible option and was not attempted. 
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Figure 59-Application of mathematical correction to tested GPS antenna 
 According to Dr. Rao, the most important aspect of the GPS antenna is the gain.  Unfortunately, 
exact gain requirements were not given, but it is desirable to have moderately high gain (0-3dB) at the 
azimuth (having too much gain can pick up interference and jamming) and above -10dB gain slightly 
above the horizon (near    ).  Also, one should have at least 5dB greater RHCP gain than LHCP gain (5dB 
separation from the cross-pole).  This also assists in avoiding interference. 
 Figures 60 and 61 show the realized (including losses) LHCP and RHCP gain for L2 and L1 
(respectively) when phi=0 (facing the broadside).  Considering the mismatch seen in Figure 59, one 
would expect very poor gain at the L2 (1.2276GHz) and L1 (1.5754GHz) frequencies.  The radiation 
patterns show a general decrease from the simulated values (from approximately 5dB to 0dB at the 
peak); however, the same general pattern remains intact.  The consistent asymmetry in these patterns 
suggests a manufacturing or measurement error, as it is seen in all of the measurements.  
Unfortunately, the cross polarization is significantly higher than anticipated from the simulations (one of 
the main reasons for selecting the four probe design was to suppress cross-polarization), especially in 
the upper lobe.  However, in general, there is still 5dB separation between the polarizations, which was 
deemed to be acceptable. 
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Figure 60-Measured vs simulated radiation pattern for the GPS antenna at L2 (Phi=0) 
 
Figure 61 Measured vs simulated radiation pattern for the GPS antenna at L1 (Phi=0) 
85 
 
 Similarly, one can examine the orthogonal cut of the same radiation patterns as shown in 
Figures 62 and 63.  Figures 62 and 63 show the radiation patterns for the L1 and L2 frequencies 
(respectively), when the antenna is examined from the narrow side.  Note that the receiver casing is not 
a perfectly symmetric cube, but rather a rectangular prism, which reduces the size of the ground plane 
along this view.  However, one can see that the patterns remained generally the same, regardless of 
horizontal viewing angle.  Again, one can notice the asymmetric in the measured results.  The backlobes 
of the antenna are nearly as large as the main beam.  A possible cause of such a discrepancy is a finite 
ground plane.  A sheet of copper tape was taken (approximately twice the size of the current 76.2mm by 
76.2mm ground plane) and placed underneath the antenna (effectively increasing the size of the ground 
plane).  Although this would be too large and impractical to use in a final design, this was quickly used to 
see if it effects these losses, and no change was observed. 
 
Figure 62- Measured vs simulated radiation pattern for the GPS antenna at L2(Phi=90) 
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Figure 63- Measured vs simulated radiation pattern for the GPS antenna at L1(Phi=90) 
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Conclusion 
The initial objective of this project at the MITRE Corporation was to design a compact, combined 
communications and navigation antenna.  One of the main purposes of this study was to investigate the 
effect of ferrite loading and evaluate if it is has the potential to reduce antenna size, yet maintain 
acceptable performance within the UHF band.  However, in order to meet the first objective, this UHF 
communication antenna must also be combined with a GPS antenna on a handset receiver casing (a 
small ground plane), and operate jointly without interference. 
After preliminary research and extensive computational simulations, two antennas were 
successfully designed, manufactured, and tested in an effort to  meet these requirements.  The UHF 
antenna, requiring the lowest operational frequency (225MHz), thus having the longest electric length, 
was designed first.  Considering the cost of the ferrite material (custom ordered by MITRE at an 
undisclosed  price) and the limited availability of manufacturing resources (primarily time) at the 
machine shop, it was deemed to be imperative to fully simulate and optimize the design before testing.  
Therefore, over 100 simulations were conducted before deciding on a sleeve monopole design for its 
ability to isolate the GPS antenna and maintain high bandwidth at the penalty of additional length. 
Upon completion of the UHF sleeve monopole, it was subsequently tested at the MITRE far-field 
range to record the results.  Once satisfied with these results, work began on designing the GPS 
antenna.  Due to the limited remaining time (approximately 1.5 months), fewer options could be 
considered.  The shorted annular ring was selected at Dr. Basrur Rama Rao’s suggestion, as it 
geometrically conformed to the sleeve of the UHF antenna, and radiated outwards to minimize 
interference (B. Rao, personal communication, August 15, 2011).   Furthermore, both resonant 
frequencies (L1 and L2 at 1.5754GHz and 1.2276GHz, respectively) could be targeted by stacking the two 
rings, which are sufficiently thin  to maintain a low profile of 10.16mm.  When tested at the MITRE 
Corporation, the results were worse than the simulations predicted; however, these were deemed to be 
acceptable values for operation.  Ansoft HFSS was used to design a new iteration of the shorted annular 
ring antenna (adjusting the resonant frequencies appropriately to account for the offset noticed in the 
previous design). Unfortunately, insufficient time prevented a complete and accurate test of this new 
design. 
Overall Performance Evaluation 
In general, the UHF antenna performed almost as well as the simulations predicted.  
Computational modeling enabled me  to make an accurate estimate of the results, giving credibility to 
the optimized design.  The return loss was approximately equivalent to the expected values with the 
exception of the mid band.  This is difficult to judge on a decibel scale, as anything below -10dB (often 
considered to be acceptable) is an extremely small number; it should be noted that this equates to a 
magnitude of a reflection coefficient of less than 0.32.  The closer one reaches to a reflection coefficient 
of 0 (perfectly matched and with a return loss approaching   dB), the lower the return loss will fall. 
Thus, for values that are far below -10dB, slight numerical errors may appear to make a large difference 
on this scale, when in reality it would have little effect at that magnitude.  More importantly, the 
simulation tools were able to approximately predict the location where the return loss crosses -10dB, 
thus Ansoft HFSS provides a good estimation of the bandwidth. 
Over 1000 possible cases (adjusting various lengths and sizes of the sleeve monopole) were 
tested in an attempt to optimize this antenna.  Specifically, this was to match the lower end of the 
frequency band (near 225MHz) to prevent the normal sharp cut-off that is expected.  Simultaneously, 
the sleeve was modified in height to maintain as much bandwidth as possible, without compromising 
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the lower end of the band.  The advantage of this strategy (and, consequently the sleeve monopole 
design) is the ability to “flatten” the band.  This signifies that the antenna is approximately equally 
matched across the majority of the frequency band, resulting in a relatively flat return loss or gain curve.  
A flat gain curve is advantageous for tactics such as “frequency hopping,” where users simultaneously 
switch frequencies at high speeds (with the same pattern) across a given band to prevent unauthorized 
listeners (without the pattern) from listening to the communication.  This can also be done to minimize 
the effect of jamming if a jammer is only targeting a single frequency.  By switching frequencies, the 
average noise (assuming the jamming causes high noise at one frequency) decreases during the 
transmission of the message. 
From the Results Section, one can observe that the realized gain is greater than 0dB for the 
majority of the 225MHz to 400MHz band.  There are cases where it is slightly less than 0dB; however, it 
is believed that this could be measurement error.  This is suggested by the inconsistency across the 
frequency band, with rapid fluctuations at each tested 20MHz measurement point.  The radiation 
patterns of these results in comparison to the simulated data can be found in Appendix C.  These points 
appear to be approximately evenly distributed above and below the simulated results (a smoother 
curve), which is more believable as such sharp curves rarely appear in nature.  Fortunately, the large 
receiver casing does not hinder the radiation characteristics of the antenna, and the standard dipole 
(omnidirectional) radiation pattern is still produces, as per the original requirements.  This allows the 
antenna to be held at different orientations during operation without a major impact on gain 
performance. 
The antenna achieves mostly positive gain up to 450MHz.  This successfully meets and exceeds 
the requirement of the UHF antenna.  Furthermore, Dr. Rao observed that the 400-450MHz region, 
although not the original target, acts as an emergency communication band, providing an additional 
application.  Therefore, the UHF sleeve monopole meets and exceeds the expected requirements. 
Unfortunately, not all of the UHF antenna requirements were met with this design.  A major 
disadvantage of the UHF antenna design was the extra height requirement to obtain a wide bandwidth.  
Although the purpose of this study was to produce a small antenna, one should keep in mind that this 
was accomplished.  Through previous simulations, it was shown that the ferrite allowed the antenna to 
be shorted (228.6mm) from a much greater height (greater than 330mm) to achieve comparable 
bandwidth.  As shown in the results section, the antenna is now approximately the same height as 
competing antennas, but with superior bandwidth. 
Although it was not considered in the initial requirements, it was fragility of the antenna was 
observed.  Due to the rigid sleeve and central monopole, the antenna is not very flexible (although 
sturdy enough for everyday use, this could be cumbersome in a hostile environment).  It may be 
possible, in future designs, to allow the ferrite bead and a portion of the top of the monopole to 
“telescope” into the lower section of the sleeve when not in use.  This would reduce the size and weight 
(hollowing out the central radiator) of the antenna for storage. 
Unfortunately, the GPS antenna design received comparatively less time than the UHF antenna.  
If more designs were considered, or a longer development period provided, the results would likely 
improve.  The shorted annular ring was used to minimize the size of the antenna, one of the major 
shortcomings of the UHF sleeve monopole design.  Ferrite loading could not be used in this case because 
the losses of the material used in the previous antenna become extremely high above 450MHz (the loss 
tangent becomes greater than 0.5).  This would significantly reduce the efficiency of the radiation 
antenna to a value below 1%. 
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One of the greatest advantages of this design is the ability to radiate from the outer periphery, 
due to the shorted inner ring.  This allows the antenna to fit around the sleeve of the UHF antenna, and 
avoid radiating towards it, noting that reflections from the sleeve could reverse the polarization of those 
waves.  In order to confirm this in simulation, both antennas were combined (requiring a mesh size 
greater than 150,000 tetrahedra and over 72 hours of simulation time) and there was approximately 
90dB of isolation between the two antennas.  Unfortunately, the far-field range was unavailable to test 
this for the UHF antenna, but the GPS antenna performance appears unaffected both on and off of the 
receiver casing (with the UHF antenna).  This also provides reassurance that the ground plane of the GPS 
antenna is sufficiently large, since adding the receiver did not have a large effect on the results.  
Ultimately, this aspect of the design (minimizing interference between the two antennas) was largely 
considered to be a success. 
When measuring the return loss of the shorted annular ring, it was shown that it was slightly off 
of the target frequencies.  Considering the narrow bandwidth expected of the patch design, this 
becomes a major disadvantage.  The targeted resonances were the GPS frequencies, L2 and L1, which 
are 1.2276GHz and 1.5754GHz, respectively.  The network analyzer showed a significant mismatch (very 
poor return loss with no -10dB bandwidth), but two clear peaks to indicate the resonances occurring at 
1.189GHz (38.6MHz below L2) and 1.626GHz (50.6MHz below L1).  From the simulation results, it was 
noted that slight differences (sub-millimeter) in the ring radii could result in a shift in the resonant 
frequencies, making the antenna difficult to tune.  Therefore, it is likely that these resonances were 
missed due to a slight manufacturing error, or uneven levels of solder connecting to the probes. 
Considering that the antenna is off-frequency, it is difficult to determine the bandwidth.  
Typically, one judges bandwidth by which range of frequencies the return loss is less than -10dB.  
However, this case is deceptive in that the return loss never reaches -10dB.  However, one can 
approximate the bandwidth by the width of each recession, which appears to be approximately 
       at the low frequency (not large enough to include L2) and        at the higher frequency 
(again, not large enough to include L1).  This is a poor estimate based on the return loss, which is why 
the gain offers more incite. 
The gain of the antenna determines the range and quality of the performance (the ratio of the 
power that is transmitted or received).  Dr. Rao has instructed, based on previous experience with such 
antennas, that the gain of the shorted annular ring was always higher than the return loss would 
indicate.  Although such a mismatch does reduce the efficiency, a peak gain of approximately 0dB was 
achieved at the L1 and L2 resonances.  Gain that is too high would result in accepting interference from 
jammers and other noise in comparison to the weak GPS signal, but values above -8dB are generally 
considered acceptable.  This is also true at approximately 15 degrees above the horizon, with gain values 
near -5dB (for low elevation satellites). 
The radiation patterns appear asymmetric in comparison to the simulated data, suggesting that 
measurement errors could contribute to the poor results (the pattern should be symmetrical because 
the antenna is geometrically symmetric around the central sleeve).  In general, there is poor agreement 
between the Ansoft HFSS simulations and the measured data.  It is possible that the simulation software 
is completely incorrect; however, it is more likely that a physical imperfection (manufacturing or 
measurement error) causes such a large discrepancy, considering the high sensitivity of the shorted 
annular ring.  With the low return loss that was observed, it is expected for generally lower gain values; 
however, the largest difference between the simulated and measured results was the appearance of 
large backlobes and asymmetry in the measured data.  It is possible that the backlobes may be caused 
by the small receiver ground plane.  As stated previously, this asymmetry may be caused by an 
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nonvisible physical deformity.  The LHCP gain was higher than expected (peak at -10dB), but were 
considered to be acceptable as this cross polarization level was at least 5dB smaller than the targeted 
RHCP. 
Overall, the GPS antenna was considered to be of useable quality by MITRE; however, it did not 
meet all of the expectations.  The small size and compatibility of the shorted annular ring design were 
among its greatest virtues.  Unfortunately, by missing the targeted resonant frequencies, the measured 
performance was lower than anticipated.  In reviewing the results, Dr. Rao made the observation that 
the manufactured antenna was capable of functioning with acceptable gain over L1 and L2, but the L2 
resonance is also wide enough to cover the so-called “Safety of Life” L5 GPS band (1.176GHz).  This was 
not originally intended, as the resonance of the lower ring fell below the targeted frequency of 
1.2276GHz.  Furthermore, the bandwidth is wide enough to adequately support the majority of the 
frequencies within the international Global Navigational Satellite System (GNSS) band of 1.1GHz to 
1.6GHz.  Dr. Rao provided a list of GNSS frequencies, which are displayed in Figure 64 to compare to the 
measured return loss. 
 
Figure 64-Comparison with various GNSS frequencies 
 Although this return loss was corrected with the derived equation, it is still deceptive as the gain 
bandwidth is much larger.  It is difficult to measure the gain bandwidth because only one frequency may 
be tested at a time, but judging by the samples, the gain bandwidth is estimated to be approximately 
twice the impedance bandwidth, if not greater.  Note that the targeted American GPS frequencies (L1 
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and L2) are marked by the long vertical lines.  The shorted annular ring had its best performance at the 
Russian GLONASS G1 center frequency (1.2485GHz), and performs comparatively well for the European 
Galileo E5a (1.1765GHz) and E5b (1.2071GHz), but poorly for the Galileo E4/E6 (1.258GHz/1.300GHz) 
frequencies and the Chinese COMPASS (Beidou) B3 (1.2864GHz).  Depending on the need, the antenna 
may still provide acceptable performance at all of these frequencies according to the gain 
measurements. 
Recommendations for Future Study 
Due to the nature of this project, limited time was available to explore additional options and 
designs.  The UHF sleeve monopole was shown to be a valuable design for allowing a large bandwidth.  
When combined with ferrite loading, a compact, wide-band antenna can be constructed, while 
maintaining acceptable gain.  Considering the success of this design, it is recommended that similar 
principles be applied for other purposes.  The GPS antenna design leaves room for improvement in 
considering the poor performance.  According to simulation results, this antenna should have the ability 
to perform well; however, measured results indicate that it is a poor radiator.  It may be worthwhile to 
explore the discrepancy between the simulated and measured results to determine if additional factors 
may contribute to its performance. 
 Some improvement is possible for the UHF sleeve monopole.  Better matching may be possible 
through the application of a matching network, but the antenna is currently well-matched at the lower 
frequencies and the majority of the band.  Such an external matching network would offer only limited 
improvements towards a selected portion of the band.  Although less useful for handset applications, it 
may be possible to construct a parasitic monopole nearby to offer another resonant frequency or 
improved bandwidth.  The sleeve may become counterproductive, as it will separate the two elements, 
limiting the effectiveness of such a design, but it may still warrant investigation. 
 The results have shown the utility of ferrite loading as alternative to the more traditional 
dielectric loading of antenna to increase its electrical length.  One could use this ferrite material for 
other UHF (or lower frequency) applications, allowing one to make compact antennas without sacrificing 
as much gain or bandwidth.  With advances in the field of material science, it may be possible to apply 
these principles to higher frequency antennas, provided the availability of lower loss ferrites at high 
frequencies. 
 One of the major difficulties with the UHF design was the limited availability of the ferrite 
material.  The ferrite was custom ordered before the start of this project, and it was created in 
cylindrical rods that were 38.1mm long and 12.7mm in diameter.  The expensive and complicated 
manufacturing process limited the application of the material to antennas that could be covered by this 
shape (primarily monopoles).  Although it is still an expensive and difficult process, sheets of this ferrite 
are more easily produced by the manufacturer.  These could be used in several other designs such as 
Planar Inverted F Antennas (PIFAs) or any other form of patch where a layer of ferrite could easily be 
applied.  In addition, future study is recommended in using bi-conical designs, where a monopole or 
dipole (which could be planar, if one were to use the ferrite sheets) is tapered in width to modify the 
impedance.  This offers an alternative method of impedance matching in comparison to the sleeve 
monopole design. 
 The original GPS design was avoided due to its incompatibility with the original monopole.  Such 
a design would use four identical microstrips that are parallel to the edges of a square substrate to 
achieve the lowest frequency (L5).  Then one can place either a non-fed parasitic microstrip close, but 
parallel to each of these of the next largest resonant length (L2).  Finally, a filter made of lumped 
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elements can be applied to each of the fed monopoles at the targeted highest frequency (L1).  
Unfortunately, this design offered significantly more variables, and it would be difficult to geometrically 
fit around the sleeve without radiating into it (causing cross polarization).  However, it is still a possible 
area of study, as the antenna may be an acceptable stand-alone product outside of this application 
(COMM-NAV handsets). 
 As mentioned earlier, it is highly recommended that more time is dedicated to understanding 
the discrepancy between the simulated and measured results.  One could machine an entirely new 
antenna to see if the same results appear.  It is likely that there is non-uniformity within the antenna 
that causes the asymmetric patterns and results in a drop in the gain.  Provided the materials are 
available, it may be desirable to use a thicker coaxial line or thinner substrate for additional structural 
stability. It is possible that the long, thin cable passing through the substrate is causing additional 
inductance on the input impedance (which would result in a mismatch).  However, a thinner substrate 
would most likely require a larger ring as there is less dielectric beneath each ring, thus widening the 
antenna.  This remains unseen as the effect was never investigated (the only thickness that was 
considered was of materials available at MITRE, due to the cost of ordering additional sheets). 
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Appendices 
The following sections contain data and analyses considered to be important, but not included 
in the body of the report.  Appendices A and B examine the effects of attempting to create a smaller 
antenna and the compromises this requires. 
Appendix A-UHF Sleeve Monopole of Different Heights 
 Naturally, when using ferrite loading to increase the electrical length (thus decreasing the 
overall height) of an antenna, one will attempt to decrease this as much as possible.  Often the smallest 
antenna is the most physically desirable as it is non-obtrusive and discrete; however, it is also well-
known that there is a trade-off between height and performance.  Decreasing the size of an antenna 
with dielectric loading will clearly decrease performance.  Through simulations, the effect of the 
reducing the height of the antenna is explored.  It is difficult to declare one to be an “optimum design,” 
as that largely depends on the mission requirements.  The user must decide which is more important: 
the reduced weight of a small antenna, or increased range and performance of a taller one. 
Ultimately, the 10in (254mm) sleeve monopole was selected for construction and testing due to 
its superior performance.  Although, during the design process, these were initially varied, two 
additional cases were considered:  a 5in (127mm) long sleeve monopole, being the smallest antenna 
considered, and a 7.5in (190.5mm) long sleeve monopole, acting as a compromise.  Note that each 
antenna has the same receiver ground casing in the simulation; however, the internal dimensions of the 
sleeve height (ie. L1, L2, etc.) were individually optimized for each case, using the nonlinear sequential 
method in Ansoft HFSS.  This insures  a fair comparison, as all antennas are impedance matched as 
equally as possible.  In order to hold the same size restrictions, the sleeve diameter is held constant at 
1in (25.4mm). 
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Figure 65-Simulated return loss for sleeve monopoles of selected heights 
Figure 65 shows a comparison of the three monopoles in terms of their impedance matching 
across the entire band. This is shown by the return loss.  Note that, as one would expect, the larger 
monopole (the 10in case shown in red) has the widest bandwidth, covering the entire intended 225-
400MHz band.  Judging by the so-called “-10dB bandwidth,” it extends almost up to 475MHz.  The 7.5in 
case can also claim to have a wide bandwidth, but it suffers at the lower frequencies.  Similarly, the 
smallest of the three monopoles decreases further, but is poorly matched across the entire band. 
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Figure 66-Simulated gain for sleeve monopoles of selected heights 
 Fortunately, the radiation patterns of the antennas remain constant in shape, indicating that 
even at 5in, the antenna still exhibits a uniform monopole pattern, without the sleeve causing significant 
interference.  However, as one may expect judging by the return loss, the gain is proportional to the 
height of the antenna.  As the height decreases, the gain drops off sharply, as shown in Figure 66.  In the 
case of the 7.5in case, one notices that the resonance shifts right slightly, outperforming the taller 
antenna at the higher end of the spectrum, but again, the 7.5in antenna does not perform well at the 
lower end of the band.  This lower end of the band is where the antenna gain drops off sharply.  The 5in 
case is unable to obtain positive gain at any point in the band. 
 As an added curiosity, a thinner sleeve is also explored.  The current inner diameter on the UHF 
sleeve monopole antenna design is 1in (25.4mm).  Due to manufacturing difficulties, the sleeve walls 
were made extremely thick (initially 1/16in or 1.588mm), adding weight that would not be necessary for 
the antenna to function properly.  If one wanted to make the sleeve thinner, it would have significant 
effects on the impedance matching and would reduce the bandwidth.  As a comparison, the 7.5in case 
was selected, and simulated with a standard 1in sleeve as well as a 0.75in (19.05mm) sleeve.   Sleeves 
thinner than this were deemed impractical, as the ferrite beads were 0.5in (12.7mm) in diameter, and a 
smaller sleeve would trap the fields inside with a metal wall.  Again, the internal dimensions were 
optimized for impedance matching. 
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Figure 67-Simulated effect of changing the sleeve diameter on return loss 
 In Figure 67, one notices that the return loss decreases as the sleeve size decreases.  Although 
the slight downward shift in resonant frequency would be useful in this situation, the impedance 
mismatch across the remainder of the band is substantial.  Note that this is a 0.25in (6.35mm) change on 
the diameter, thus a 0.125in (3.175mm) change on each side of the radius.  Ultimately, one must make 
the decision as to what level of performance is expected compared to the weight the user is willing to 
carry.  Reducing this sleeve radius will reduce the weight of the antenna, considering that a thick brass 
sleeve can be relatively heavy in comparison to the remainder of the monopole.  In theory, as the sleeve 
diameter approaches zero, the antenna will loose bandwidth and become more electrically and 
geometrically similar to a monopole.  Through simulation, it was confirmed that performance drops 
rapidly for extremely small diameters of the sleeve (     in in diameter). 
In addition to the return loss, the realized gain was also simulated across the frequency band.  
Note that the values displayed in Figure 68 are at the horizon with              , where the fields 
are the strongest for a monopole.  As one may anticipate from the previous graph, the gain of the 
antenna with the reduced sleeve improves slightly at the lower end of the band (indicated by the first 
marker), but degrades in the middle of the band.  If such a drop in performance is acceptable for a given 
application, a reduced sleeve may be viable option. 
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Figure 68-Simulated effect of changing the sleeve diameter on gain 
 Overall, one can clearly recognize the expected trade-off between size and performance.  There 
is a compromise between these two factors, but by knowing the intended purpose, it may be possible to 
determine more specific requirements.  If range and reliability is more important than size and weight, 
than a longer 10in monopole should be able to satisfactorily meet the requirements.  Conversely, if one 
only expects to use the antenna for short range communications in an environment where additional 
size and weight pose a threat to the user, then a much shorter antenna, such as the 5in or 7.5in sleeve 
monopole can be used. 
Table 10-Dimensions of four simulated sleeve monopoles 
H 5 7.5 7.5 10 
a 0.13 0.13 0.13 0.13 
b 0.5 0.5 0.375 0.5 
L1 0.5744 1.0168 2 1.0876 
L2 0.8867 2.4936 1.4493 4.1733 
S 0.0561 0.0561 0.0561 0.0561 
D 1.5172 3.5665 3.5054 5.317 
Ferrite Length 5 5.0167 5.0167 5.8909 
% covered by Sleeve 30.344 47.55333 46.73867 53.17 
% covered by Ferrite 100 66.88933 66.88933 58.909 
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As one can see in Table 10, each monopole required different lengths of L1 and L2 to obtain an 
optimized result.  One should note that the values of S, a, and b, were held constant to reduce the 
number of variables present at one time; however, the sleeve was thinned as mentioned previously in 
the results in Figures 67 and 68.  Although the amount of ferrite used increases as the height increases, 
the percentage of the entire monopole that is coated in the ferrite greatly decreases.  This is reflected in 
the results.  The shorter monopoles use the ferrite to be electrically longer; however, they become more 
narrowband and have difficulty covering the lower frequencies.  Conversely, the tallest monopole is able 
to cover the entire 225-400MHz band, and is only 58.9% covered in ferrite (in comparison to the 5in 
monopole, which is 100% covered in ferrite).  Considering that one cannot load the monopole more 
than 100% (completely covered in ferrite), the 5in height is near the lower bound of possible heights 
that still produce acceptable performance in the band.  Depending on the specific requirements, the 
reduction in performance may be too drastic, and a longer sleeve monopole should be used. 
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Appendix B-Shorted Annular Ring with a Different Substrate 
The shorted annular ring design requires a substrate base on which the rings will rest.  The 
substrate, having dielectric properties that are presumably different from free-space, will clearly change 
the wavelength of propagation.  One knows that the higher the dielectric permittivity of a substrate, the 
shorter the wavelengths, thus allowing for a smaller antenna.  However, this results in a compromise in 
bandwidth. 
Unfortunately, the Ansoft HFSS simulations showed that the dielectric constant has a large 
effect on locations of the resonance.  This is especially true for moderately large (2-6) changes in the 
values of this constant.  This implies that new dimensions will be needed if a different substrate is used.  
For the purpose of comparison, the design was optimized for TMM10 (used in the experiment) in 
addition to TMM6.  A TMM13i simulation was also attempted, but higher dielectric constants cause the 
simulated results fluctuate more between adaptive passes, making it difficult to converge on an 
optimized design.  The antenna on the TMM6 substrate was unable to be optimized in terms of feed 
position, thus the return loss is deceptively low.  The data provided here is intended solely for the 
purpose of illustrated the reduction in antenna size due to a higher dielectric constant.  One can find a 
comparison of the dimensions in Table 11 below. 
Table 11-Dimensions of two stacked SAR antennas on different substrates 
 
Relative Dielectric 
Constant 
L2 Outer Diameter 
(mm) 
L1 Outer Diameter 
(mm) 
Feed Position 
(mm) 
TMM6 6.00 68.80 62.00 22.00 
TMM10 9.20 58.33 54.18 18.00 
% Change 53.33 -15.22 -12.61 -18.18 
 
Note that the inner diameter (shorted to the ground) is the same for the L1 and L2 rings, and is 
kept at 28.6mm for both cases.  Again, one should keep in mind that the feed position is not completely 
optimized for the TMM6 due to time constraints.  A major drawback of this design is the significant 
difficulty in optimizing the impedance characteristics by varying the feed position.  The simulations are 
prone to high mesh sizes with considerable variance between adaptive passes (>2% per pass), resulting 
in long simulation time with low resolution between variations.  In reality, the required sub-millimeter 
precision to target a resonance is difficult to maintain in a prototype, and it is impossible to rapidly 
change the feed position to tune the antenna during testing without the assistance of machining tools. 
However, Table 11 does clearly show the reduction in size by increasing the relative dielectric 
constant of the substrate.  In changing the 5.08mm thick substrate (measuring 76.2mm by 76.2mm in 
both cases) from TMM6 to TMM10, there is a significant decrease in size of the required rings needed to 
obtain the same resonance.  When one changes the substrate such that the relative dielectric constant 
increases by 53.33%, the L2 ring diameter decreases by 15.22% and the L1 ring diameter decreases by 
12.61%.  In designing a compact antenna for a handset, this reduction in size is necessary to reduce the 
bulk of the antenna.  Considering that the wavelength in a medium is proportional to the square root of 
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the relative dielectric constant, it is assumed that this size reduction becomes less and less profound as 
the dielectric constant increases. 
One should note that there are two layers of the 5.08mm substrate, with the L2 ring on the 
bottom.  Therefore, this lower ring effectively has a superstrate in addition to the substrate, thus it 
experiences a greater reduction in size.  Theoretically, if this reduction were to continue at the same 
rate, the L2 ring could become smaller than the L1 ring for a substrate with a sufficiently high dielectric 
constant.  Such a value is difficult to determine because the effect is not linear; however, simulations 
with the TMM13i substrate (relative dielectric constant of 12.7) suggest such results at this stage. 
 
Figure 69- Radiation pattern for L1 using two different substrates 
As one can see in Figure 69, the radiation pattern at higher frequency remains nearly identical.  
Although the discrepancy in gain values is an unfair judgment due to the impedance mismatch (leading 
to losses); the overall pattern is important.  This indicates that no higher order modes are excited on the 
surface of the material that would otherwise disrupt the pattern and cause holes, where one could not 
communicate with a satellite.  The same may be observed in Figure 70, which shows the radiation 
pattern for the lower L2 frequency.  This antenna would perform very well because of the symmetry in 
the polarization as well as the wide beam width, even with higher dielectric substrates.  One should be 
able to use a high dielectric constant to build a very small antenna, yet have it function with reasonable 
performance regardless of the orientation (assuming that it is still approximately held upright). 
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Figure 70- Radiation pattern for L2 using two different substrates 
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Appendix C-MATLAB Script for Determining the Radii of the SAR 
 As mentioned in the Literature Review section, two MATLAB scripts were generated using the 
equation presented in the section.  Unfortunately, being a transcendental equation, traditional algebraic 
methods are insufficient for finding a solution, thus two alternative methods are used.  The first script 
plots the left hand side of the equation and the right hand side of the equation as different curves.  The 
first intersection point represents smallest possible radii to achieve a given resonant frequency (the x 
coordinate is this size in millimeters, where as the Y value is an arbitrary constant from the left hand 
side). 
 Although this graphical method is possibly the most intuitive method to use by hand, it requires 
the computation of a long array for each point.  This makes it highly inefficient for a computer, which 
can iteratively solve both equations, taking finer steps every time it overshoots the result.  By doing this, 
less processing power is used (reducing computation time), and only the previous point is stored in 
memory (as opposed to the entire array of calculated points).  Depending on the number of iterations, 
(equal to the required decimal points of precision) the results from both methods are identical, and 
provide a starting point within a few millimeters of what Ansoft HFSS shows as the resonant radii.  An 
example of this graph is provided in Figure 71.  Here, a TMM10 substrate is taken as an example, and 
solved for a resonance at L1.  Both scripts suggest that the outer radius (a) to be 28.25mm.  This held 
true in Ansoft HFSS; however, this becomes inaccurate when multiple substrates are stacked. 
 
Figure 71-Example of a MATLAB plot to find the outer ring radius for the SAR 
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%Graphical Method for Finding the Outer Radius of a Shorted Annular Ring 
%Jeffrey Elloian 
%August 5,2011 
  
  
%Constants 
%c=inner radius of patch 
%a=outer radius of patch 
%k1=wavenumber in the substrate 
%eps_r=relative dielectric permittivity of substrate 
%lambda0=wavelength at the target resonant frequency 
%resFreq=target resonant frequency 
  
%Graphical Method 
  
%Clear Everything 
close all 
clear all 
clc 
  
  
%Editable Parameters 
eps_r=9.2;              %relative permittivity 
resFreq=1.5754*10^9;    %L1 frequency 
%resFreq=1.2276*10^9;    %L2 frequency 
c=14.2875;              %predetermined inner radius in mm 
h=5.08;                 %height of substrate in mm 
a=0.001:0.0001:0.060;   %range and resolution in meters 
  
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%% Editable Variables %%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%Substrate 
eps_r=9.2;           %Relative dielectric constant of the substrate 
h=5.08;              %Thickness of the substrate in mm 
  
%Ring 
%a=1;                %Lowest end estimate for outer radius in mm 
c=14.2875;           %Predetermined Inner radius of shorted annular ring in m 
  
%Desired Resonant Frequency 
resFreq=1.5754;     %L1 frequency in GHz 
%resFreq=1.2276;    %L2 frequency in GHz 
  
%Accuracy 
precision=10;       %Number of iterations (ie. 1= accuracy to 1 mm) 
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
%Conversions 
c=c./1000;              %mm to meters 
h=h./1000;              %mm to meters 
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resFreq=resFreq*10^9;   %GHz to Hz 
  
%Establish Constants 
c0=299792458;                  %Speed of light in a vacuum in m/s 
lambda0=c0/resFreq;            %Wavelength in free space 
k1=(2*pi*sqrt(eps_r))/lambda0; %Wavenumber 
  
%Approximate Solution Including Thickness 
effective_a= 
a.*sqrt(1+((2*h)./(pi.*a.*eps_r)).*(log((pi.*a)./(2.*h))+1.7726)); 
LHS=besselj(1,k1*c)/bessely(1,k1*c); %Left hand side of equation (constant) 
RHSnumerator=(besselj(1,k1.*effective_a))-
((k1.*effective_a).*besselj(2,k1.*effective_a)); 
RHSdenominator=(bessely(1,k1.*effective_a))-
((k1.*effective_a).*bessely(2,k1.*effective_a)); 
RHS=RHSnumerator./RHSdenominator; %Right hand side of equation (dependent on 
a) 
plot(a,RHS) %Generate plot of RHS 
hold on 
plot(a,LHS) %Overlay plot of LHS 
title('Ring Radius for Resonance at L1 on Rogers TMM10') 
xlabel('Radius a in meters') 
ylabel('Magnitude of LHS and RHS') 
axis([0 0.06 -2 1]); 
[C,I]=min(abs((RHS.^2)-(LHS.^2))); %Find intercept 
a=I*0.0001; %Convert to millimeters 
 
%Iterative Method for Finding the Outer Radius of a Shorted Annular Ring 
%Jeffrey Elloian 
%August 5,2011 
  
%Clear Everything 
close all 
clear all 
clc 
  
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%% Editable Variables %%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%Substrate 
eps_r=9.2;           %Relative dielectric constant of the substrate 
h=5.08;           %Thickness of the substrate in mm 
  
%Ring 
a=1;                 %Lowest end estimate for outer radius in mm 
c=14.2875;           %Predetermined Inner radius of shorted annular ring in m 
  
%Desired Resonant Frequency 
resFreq=1.5754;     %L1 frequency in GHz 
%resFreq=1.2276;      %L2 frequency in GHz 
  
%Accuracy 
precision=10;    %Number of iterations (ie. 1= accuracy to 1 mm) 
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
%Conversions 
h=h/1000;               %mm to m 
a=a/1000;               %mm to m 
c=c/1000;               %mm to m 
resFreq=resFreq*10^9;   %GHz to Hz 
  
%Initialize constants and variables 
step=0.001;                    %Current iteration step size in meters 
RHS=0;                         %Solution to right hand side of equation 
(dummy start value) 
c0=299792458;                  %Speed of light in a vacuum in m/s 
lambda0=c0/resFreq;            %Wavelength in free space 
k1=(2*pi*sqrt(eps_r))/lambda0; %Wavenumber 
  
  
  
  
%Without taking into account substrate height 
%{ 
LHS=besselj(1,k1*c)/bessely(1,k1*c); %Left hand side of equation (constant) 
  
%Iterative algorythm 
while(precision>0) 
    while(RHS>LHS) %RHS will be smaller as long as the outer diameter is too 
small 
        a=a+step; 
        RHSnumerator=(besselj(1,k1.*a))-((k1.*a).*besselj(2,k1.*a)); 
        RHSdenominator=(bessely(1,k1.*a))-((k1.*a).*bessely(2,k1.*a)); 
        RHS=RHSnumerator./RHSdenominator; %Right hand side of equation 
(dependent on a) 
     
    end 
    precision=precision-1; %Finished 1 more iteration  
    a=a-step; %Go back one step before it crosses over 
    step=step/10; 
    RHS=0; %reset RHS so the while loop is not skipped 
    if(precision<=0) %Stop when requested number of iterations is reached 
        a=a+step; %give back a the step that was taken away 
    end 
end 
  
%} 
%more precise version of a taking into account relative epsilon 
  
%Taking into account the substrate height 
LHS=besselj(1,k1*c)/bessely(1,k1*c); %Left hand side of equation (constant) 
  
%Iterative algorythm 
while(precision>0) 
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    while(RHS>LHS) %RHS will be smaller as long as the outer diameter is too 
small 
        a=a+step; 
        effective_a= 
a.*sqrt(1+((2*h)./(pi.*a.*eps_r)).*(log((pi.*a)./(2.*h))+1.7726)); 
        RHSnumerator=(besselj(1,k1.*effective_a))-
((k1.*effective_a).*besselj(2,k1.*effective_a)); 
        RHSdenominator=(bessely(1,k1.*effective_a))-
((k1.*effective_a).*bessely(2,k1.*effective_a)); 
        RHS=RHSnumerator./RHSdenominator; %Right hand side of equation 
(dependent on a) 
     
    end 
    precision=precision-1; %Finished 1 more iteration  
    a=a-step; %Go back one step before it crosses over 
    step=step/10; 
    RHS=0; %reset RHS so the while loop is not skipped 
    if(precision<=0) %Stop when requested number of iterations is reached 
        a=a+step; %give back a the step that was taken away 
    end 
end 
  
  
%Display Results 
c=c*1000 % Inner Radius in mm 
a=a*1000 % Outer Radius in mm 
  
totaldiamter=(a*2)/25.4 %Total outer diameter in inches 
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Appendix D-UHF Radiation Patterns 
 This section provides all of the measured UHF radiation patterns for the sleeve monopole from 
the August 25 test at the MITRE far field range (E building, Bedford Campus).  These are displayed in 
Table 12.  The first column indicates the tested frequency, whereas the second column provides the 
radiation pattern at that selected frequency, showing the simulated and measured (at orthogonal cuts) 
results.  In addition, a COTS monopole for this intended purpose is compared.  The graphs are 
discontinuous at the 0  and 360  points due to the calibration of the stand, which automatically rotates. 
Table 12-Measured radiation patterns for the UHF sleeve monopole 
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Appendix E-GPS Radiation Patterns 
 This section provides all of the measured GPS radiation patterns for the stacked shorted annular 
ring antenna from the September 14 test in the MITRE radiation chamber (E building, Bedford Campus).  
The results are displayed in Table 13.  Similar to the previous section, the first column indicates the 
tested frequency, whereas the second column provides the radiation pattern at that selected frequency.  
Considering the discrepancy between simulated and measured results, only the measured data is 
presented in this table (allowing more detail to be shown in the patterns).  Here, the Right Hand 
Circularly Polarized (RHCP) gain is desired, and the Left Hand Circularly Polarized (LHCP) is the cross-poll 
gain to be minimized.  These plots were provided by the MITRE Lab Technician, Eddie Rozario, who 
tabulated these results from the data files. 
Table 13-Measured radiation patterns for the GPS stacked shorted annular ring 
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Appendix F-Computational Resources 
 Although simulations prevent one from spending enormous sums of money on materials for 
repeated iterations of antenna designs, they instead require sufficient computational resources to be 
able to run in an acceptable amount of time.  Fortunately, the ECE department at WPI has offered 
access to its resources for this project, allowing Ansoft HFSS to be used to its fullest. 
 Ansoft HFSS requires a license for each active simulation that is running.  WPI has access to 25 of 
these licenses, and relatively few students know how to use this program.  Although these are not 
distributive licenses (such licenses can use more than 8 processors at once), different scenarios could be 
run simultaneously (on different servers), to rapidly produce results. 
 The main servers used for these simulations were “Amp,” “Hutt,” and “CWINSAL.”  Of the Three, 
Amp was used the least because it is comparatively old and weak in terms of pure processing power.  It 
runs two sets of Duel Core AMD Opteron 880 processors (at 2.4GHz each) with 32GB of RAM for a total 
of eight cores.  In comparison, the newer Hutt server has twelve sets of more advanced AMD Opteron 
6176 processors (at 2.3GHz each) with 128GB of RAM for a total of 48 processors.  The last server, 
CWINSAL is privately run between the Antenna lab and the Wireless lab at WPI with restricted access.  It 
is similar to the Hutt server, but uses twelve AMD Opteron 6174 processors (at 2.2GHz each) with 192GB 
of RAM.  These later two processors conducted the majority of the Ansoft HFSS simulations. 
 This project made extensive use of simulations, requiring a large amount of this computational 
power.  Whenever Ansoft HFSS solves a simulation, it places the resulting files in a separate folder.  
While the project file (containing only the information needed to run the project) is less than 1MB in 
size, the result files can typically range 10MB to 100GB, depending on the specific simulation.  Larger 
mesh sizes or smaller frequency steps result in more points for calculation, thus larger folders.  Similarly, 
running parametric sweeps involve running multiple simulations, which greatly increase the required 
disk space.  One can preserve disk space by selecting not to “save fields” in the solver, which will 
maintain modal solution parameters (ie. S parameters), but it will not solve the solved electromagnetic 
fields (required for gain calculations).  This is useful for optimization, where the initial criteria can be 
based on S parameters (to minimize losses) as opposed to recalculating the gain values for each iteration 
of the design. 
 Near the end of this project (October 10, 2011), an inventory of all simulation files was taken for 
the purpose of record keeping.  In order to prevent disk space shortages for students using the ECE 
system, several of the less relevant files were deleted earlier in the process.  These projects were not 
directly relevant to the final product (ie. the first simulations with monopoles), and by discarding these 
files, disk space could be allocated to other projects.  In corresponding with MITRE Corporation, 
approximately 50 PowerPoint presentations were produced over the course of this project.  These were 
based on over 115 Ansoft Projects (some including up to 800 different variations of a design).  In total, 
this resulted in more than 300 thousand files totaling to approximately 473GB of disk space on the ECE 
file system.  Only the project files will be kept (for archival purposes, as these can be rerun to produce 
results); however, the results folders will be deleted to free over 99% of the space used for this project. 
 Although substantial computing resources were available for this project, the calculation 
process requires a large amount of time per simulation.  As an example, for a converged mesh of 
approximately 58 thousand tetrahedral of the sleeve monopole project, one iteration of the design 
would require 2 hours and 46 minutes for the first frequency.  After the first frequency (which includes 
the time required for the meshing process), the additional frequencies would require approximately 30 
minutes each.  Altogether, such a simulation could take 24 hours to run.  Other simulations could be 
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significantly faster or slower, depending on the requirements. For example, an optimization algorithm 
can require hundreds of iterations, and even if using fewer frequency points, this may take a full week of 
simulation.  Fortunately, access to multiple licenses allowed several of these projects to be run in 
parallel. 
 
