Maximum-a-posteriori (MAP) estimation has become the main Bayesian estimation methodology in many areas of modern data science such as mathematical imaging and machine learning, where high dimensionality is addressed by using models that are log-concave and whose posterior mode can be computed very efficiently by using convex optimisation algorithms. However, despite its success and rapid adoption, MAP estimation is not theoretically well understood yet, and the prevalent view is that it is generally not proper Bayesian estimation in a decision-theoretic sense. This paper presents a new decision-theoretic derivation of MAP estimation in Bayesian models that are log-concave. Our analysis is based on differential geometry and proceeds as follows. First, we exploit the log-concavity of the model to induce a Riemannian geometry on the parameter space. We then use differential geometry to identify the natural or canonical loss function to perform Bayesian point estimation in that Riemannian manifold. For log-concave models this canonical loss is the Bregman divergence of the negative log posterior density, a similarity measure rooted in convex analysis that in addition to the relative position of points also takes into account the geometry of the space, and which generalises the Euclidean squared distance to non-Euclidean settings. We then show that the MAP estimator is the Bayesian estimator that minimises the expected canonical loss, and that the posterior mean or minimum mean squared error (MMSE) estimator is the Bayesian estimator that minimises the dual canonical loss. Finally, we establish universal performance and stability guarantees for MAP and MMSE estimation in high dimensional log-concave models. These theoretical results provide a new understanding of MAP and MMSE estimation under log-concavity, and reveal new insights about their good empirical performance and about the roles that log-concavity plays in high dimensional inference problems.
Introduction
We consider the Bayesian estimation of an unknown quantify of interest x ∈ R n from an observation y [18] . We focus on Bayesian models whose posterior distribution is log-concave, i.e., p(x|y) = exp{−φ(x)} R n exp{−φ(s)}ds ,
for some proper convex function φ : R n → (−∞, ∞]. Such models are ubiquitous in modern data science, particularly for problems where x is high dimensional (e.g., n > 10 3 ). For example, statistical imaging and machine learning methods rely strongly on log-concave models of the form φ(x) = y − Ax 2 /2σ 2 + φ(Bx) + 1 S (x) for some linear operators A and B, convex regulariser φ, and convex set constraint S, and are typically of dimension n > 10 5 [17, 14, 11] . Because drawing conclusions directly from p(x|y) is difficult, Bayesian methods generally deliver summaries of p(x|y), namely Bayes point estimators, which summarises the information in p(x|y) optimally in the following decision-theoretic sense [18] : Definition 1.1. Let L : R n × R n → R + 0 be a loss function that quantifies the difference between two points in R n . A Bayes estimator associated with L is any estimator that minimises the posterior expected loss, i.e.,
The loss function L is specified by the analyst and usually verifies the following general conditions:
• L strictly convex w.r.t. its first argument (to guarantee estimator uniqueness).
Observe that L is not necessarily symmetric, i.e., L(u, x) = L(x, u). We do not enforce symmetry because the arguments of L have clearly different roles in the decision problem.
Ideally L should be chosen carefully based on specific aspects of the problem and application considered. This is particularly important for instance in imaging problems that are severely ill-posed or ill-conditioned, where this choice can significantly impact estimation results. However, specifying a bespoke loss function for high dimensional problems is not easy, and as a result most methods reported in the literature use default losses and estimators.
In particular, Bayesian methods in engineering fields such as imaging have traditionally used the minimum mean squared error (MMSE) estimator, which is given by the posterior meanx M M SE = R n p(x|y) xdx. This estimator is widely regarded as a gold standard in these fields, in part because of its good empirical performance and favourable theoretical properties, and also perhaps in part because of cultural heritage. From Bayesian decision theory, MMSE estimation is optimal with respect to the entire class of quadratic loss functions of the form L(u, x) = (u − x) ⊤ Q(u − x) with Q ∈ R n×n positive definite [18] . This class provides a second order approximation to any strongly convex loss function, and hencex M M SE is also a proxy for other Bayesian estimators. Also, the quadratic loss is directly related to the Euclidean squared distance, givingx M M SE a clear geometric interpretation. In addition, it has been established in [3] thatx M M SE is also optimal w.r.t. the second argument of any Bregman divergence (i.e., any loss function of the form
, a more general class of loss functions that includes quadratic losses and that is related to non-Euclidean geometries [1] .
Unfortunately, calculatingx M M SE in high dimensional models can be very difficult because it requires solving integrals that are often too computationally expensive for the applications considered. This has stimulated much research on the topic, from fast Monte Carlo simulation methods to efficient approximations with deterministic algorithms [17] . But with ever increasingly large problems and datasets, many applied fields have progressively focused on alternatives to MMSE estimation.
In particular, modern imaging and machine learning methods rely strongly on maximum-a-posteriori (MAP) estimation
whose calculation is a convex problem that can often be solved very efficiently, even in very high dimensions (e.g., n > 10 7 ), by using convex optimisation techniques [7, 12, 14] . Interestingly, modern non-statistical imaging and machine learning methods also predominately solve problems by convex optimisation, and their solutions are often equivalent to performing MAP estimation for some implicit Bayesian model.
There is abundant evidence that MAP estimation delivers accurate results for a wide range of log-concave models and applications. However, from a theoretical viewpoint MAP estimation is not well understood. Currently the predominant view is that MAP estimation is not formal Bayesian estimation in the decision-theoretic sense postulated by Definition 1.1 because it does not minimise a known expected loss. The prevailing interpretation is that MAP estimation is in fact an approximation arising from the degenerate loss L ǫ (u, x) = 1 x−u <ǫ with ǫ → 0 [18] (this derivation holds for all log-concave models, but is not generally true [4] ). However, this asymptotic derivation does not lead to a proper Bayesian estimator. More importantly, the resulting loss is very difficult to motivate for inference problems in R n , and does not explain the good empirical performance reported in the literature.
Furthermore, most other theoretical results for MAP estimation only hold for very specific models, or have been derived by adopting analyses that are extrinsic to the Bayesian decision theory framework (e.g. by analysing MAP estimation as constrained or regularised least-squares regression [9, 10] ). As a trivial example, when p(x|y) is symmetric we havex M AP =x M M SE , and thus MAP estimation inherits the favourable properties of MMSE estimation. This result has been partially extended to some denoising models of the form p(x|y) ∝ exp{ y − x 2 /2σ 2 + λh(x)} in [15] , where it is shown that MAP estimation coincides with MMSE estimation with a different modelp(x|y) ∝ exp{ y − x 2 /2σ 2 +λh(x)}. It follows that for these models MAP estimation is decision-theoretic Bayesian estimation w.r.t. the weighted loss L(u, x) = u−x exp{λh(x)−λh(x)}. This is a post-hoc loss, but the result is interesting because it highlights that a single estimator may have a plurality of origins. Lastly, Burger & Lucka [8] recently established that MAP estimation is decision-theoretic Bayesian estimation for all linear Gaussian models of the form p(x|y) ∝ exp{ y − Ax 2 Σ −1 /2 + λh(x)}, where A is a known linear operator, Σ a known noise covariance, and h is convex and Lipchitz continuous. More precisely, that paper shows that for these models MAP estimation is optimal w.r.t. the loss
is the Bregman divergence associated with h. It may appear that this loss is rather artificial and difficult to analyse and motivate, however the new results presented in section 3 show that it is a specific instance of a more general loss that stems directly from the consideration of the model geometry.
In order to understand MAP estimation, in this paper we first revisit the choice of the loss function for Bayesian point estimation in the context of log-concave models. A main novelty is that, instead of specifying the loss directly, we use differential geometry to derive it automatically from the geometry of the model. Precisely, we show that under some regularity assumptions, the log-concavity of p(x|y) induces a specific Riemannian differential geometry on the parameter space, and that taking into account this space geometry naturally leads to an intrinsic or canonical loss function to perform Bayesian point estimation. Following on from this, we establish that the canonical loss for the parameter space is the Bregman divergence associated with log p(x|y), and that the Bayesian estimator w.r.t. this loss is the MAP estimator. We then show that the MMSE estimator is the Bayesian estimator associated with the dual canonical loss, and propose universal estimation performance guarantees for MAP and MMSE estimation in log-concave models.
The remainder of the paper is organised as follows: section 2 introduces the elements of differential geometry that are essential to our analysis. In section 3 we present our main theoretical result: a decision-theoretic and differential-geometric derivation of MAP and MMSE estimation, as well as universal bounds on the estimation error involved. Conclusions are finally reported in section 4. Proofs are presented in the appendix.
Riemannian geometry and the canonical divergence
In this section we recall some elements of differential geometry that are necessary for our analysis. For a detailed introduction to this topic we refer the reader to [1] .
An n-dimensional Riemannian manifold (R n , g), with metric g : R n → S n ++ and global coordinate system x, is a vector space that behaves locally as an Euclidean space. Precisely, for any point x ∈ R n we have a tangent space T x R n with inner product u, x = u ⊤ g(x)x and norm x = x ⊤ g(x)x. This geometry is local and may vary smoothly from T x M to neighbouring tangent spaces. These variations are encoded in the manifold's affine connection Γ, with coefficients given by
Moreover, similarly to Euclidean spaces, the manifold (R n , g) supports divergence functions.
is strongly convex w.r.t. u, and C 2 w.r.t u and x.
The class of divergence functions coincides with that of loss functions for Bayesian point estimation considered in section 1 with mild additional regularity conditions. Hence divergence functions are sensible candidates to define Bayesian estimators. Divergence functions also provide a link to the differential geometry of the space, which allows relating space geometry and Bayesian decision theory. This relationship has been used previously to analyse Bayesian decision problems from a Riemannian geometric viewpoint, leading to the so-called decision geometry framework [13] . Here we adopt an opposite perspective: we start by considering a Riemannian manifold (R n , g) and then use the relationship to identify the divergence functions that arise naturally in that space. In particular, we focus on the so-called canonical divergence on (R n , g), which is a generalisation of the Euclidean squared distance to this kind of manifold [2] . [2] ). For any two points u, x ∈ R n , the (R n , g)-canonical divergence is given by
Definition 2.2 (Canonical divergence
where γ t is the Γ-geodesic connecting u → x andγ t = d/dt γ t .
To gain a geometric intuition for D it is useful to compare it to the length of the Γ-geodesic between u and x. Precisely, by noting that the squared length of a curve ζ t : [0, 1] → R n on the manifold (R n , g) is given by
is essentially the squared length of the Γ-geodesic γ t weighted linearly along the path from u to x. This weighting in (2) guarantees that D(u, x) is convex in u, a necessary condition to define a divergence function (the weighting also leads to other important properties such as linearity w.r.t. g, see section 3). The linear weighting also introduces an asymmetry, i.e., generally D(u, x) = D(x, u), which will have deep implications for Bayesian estimation.
Finally, it is easy to check that (2) reduces to the Euclidean squared distance
) is the Euclidean space with inner product u, x = u ⊤ gx. More generally, D is always consistent with the local Euclidean geometry of the manifold (R n , g). That is, for any point x + dx in the neighbourhood of x we have D(x + dx, x) = dx 2 /2 + o( dx 2 ), where · is the Euclidean norm of the tangent space T x R n (a higher order approximation of D(x + dx, x) is also possible by using the affine connection Γ [1] ). And if we use the decision geometry framework [13] to derive the Riemannian geometry induced by D on R n we obtain
(here ∂ and ∂ ′ denote differentiation w.r.t. the first and second components of D respective), which indicates that D is fully specified by (R n , g) and that it induces the same space geometry that originated it in the first place.
A geometric derivation of MAP and MMSE estimation

From differential geometry to Bayesian decision theory
In this section we use differential geometry to relate p(x|y) to the loss functions used for Bayesian point estimation of x. Precisely, we exploit the log-concavity of p(x|y) to induce a Riemannian geometry on the parameter space. This in turn defines a canonical loss for that space and two Bayesian estimators w.r.t. to this loss: a primal estimator related to D(u, x) and a dual estimator related to the dual diver-
We first consider the case where p(x|y) is smooth and strongly log-concave, and later analyse the effect of relaxing these assumptions.
Theorem 3.1 (Canonical Bayesian estimators).
Suppose that φ(x) = − log π(x|y) is strongly convex, continuous, and C 3 on R n . Let (R n , g) denote the Riemannian manifold induced by φ, with metric coefficients g i,j (x) = ∂ i ∂ j φ(x). Then, the canonical divergence on (R n , g) is the Bregman divergence associated with φ, i.e.,
In addition, the Bayesian estimator associated with D φ (u, x) is unique and is given by the maximum-a-posteriori estimator,
The Bayesian estimator associated with the dual canonical divergence
is also unique and is given by the minimum mean squared error estimator
The proof is reported in the appendix.
The way in which the Bregman divergence D φ (u, x) measures the similarity between u and x is directly related to the log-concavity of p(x|y). Precisely, because φ is strongly convex, then φ(u) > φ(x) − ∇φ(x)(u − x) for any u = x. The divergence D φ (u, x) essentially quantifies this gap, which as mentioned previously is directly related to the length of the affine geodesic from u to x (and hence not only to the relative position of u and x but also to the space geometry). Moreover, D φ is linear w.r.t. φ. For example, if φ = αφ 1 + βφ 2 for two convex functions φ 1 and φ 2 and α, β ∈ R, then D φ = αD φ 1 + βD φ 2 ; it follows that for the specific case of Gaussian observation models D φ is equivalent to the loss identified in [8] .
Finally, Theorem 3.1 provides several valuable new insights into MAP and MMSE estimation in log-concave models. First, MAP estimation stems from Bayesian decision theory, and hence it stands on the same theoretical footing as the core Bayesian methodologies such as MMSE estimation. Second, the conventional definition of the MAP estimator as the maximiserx M AP = argmax x∈R n p(x|y) is mainly algorithmic for these models, useful to highlight that these estimators take the form of a convex optimisation problem that can be solved efficiently by convex optimisation (which is an important computational advantage over other Bayesian point estimators). Third, Theorem 3.1 also reveals a surprising form of duality between MAP and MMSE estimation, which are intimately related to each other by the (asymmetry of the) canonical divergence function that p(x|y) induces on the parameter space. This duality also manifests itself in other ways. For example it is easy to show thatx M M SE is the Bayesian estimator associated with D φ ⋆ (u, x), where φ ⋆ (s) = max x∈R n x ⊤ s − φ(x) is the convex dual or convex conjugate of φ (see the appendix for details). Similarly, noting that ∂ i ∂ j φ ⋆ (x) = g −1 i,j (x) we see thatx M M SE plays the role ofx M AP on the manifold (R n , g −1 ). The case of Gaussian models is particular because (R n , g) is Euclidean, which is a self-dual space; consequently
Σ −1 and the primal and dual canonical estimators coincide. Finally, Theorem 3.1 also shows that under log-concavity and smoothness the posterior mode is a global property of p(x|y), which is otherwise not an intuitive property.
Error bounds for MAP and MMSE estimation
We now establish performance guarantees for MAP and MMSE estimation when p(x|y) is log-concave. Precisely, we establish universal estimation error bounds w.r.t. the dual error function D * φ (s, x). Here we do not assume that φ is smooth; if φ / ∈ C 1 we replace D * φ (s, x) with the generalised divergence D * φ,q (s, x) = φ(x) − φ(s) − q ⊤ (x − s) where q ∈ R n belongs to the subdifferential set of φ at s [5] . We first present the following universal bounds on the expected estimation error:
Proof. The proof is reported in the appendix. Theorem 3.1 establishes thatx M M SE minimises the expected dual canonical loss D * φ , and Proposition 3.1 complements this result by providing an explicit and general upper bound on the loss incurred by using this Bayesian estimator. Proposition 3.1 also states that this bound also applies tox M AP , and that the expected loss per coordinate (e.g., per pixel in imaging problems) cannot exceed 1. Observe that this is also a high dimensional stability result for MAP and MMSE estimation, which provides a theoretical argument for their good empirical performance in imaging, machine learning, and other large scale problems.
Moreover, we also have the following universal large error bound for MAP estimation:
Proposition 3.2 (Large error bound).
Suppose that φ(x) = − log π(x|y) is convex on R n . Then, for any ǫ ∈ (0,
Proof. The proof is reported in the appendix.
Proposition 3.2 essentially indicates that in high dimensional settings the true value of x is almost certainly within the set {x : D * φ (x M AP , x)n −1 < 1}, because the probability of a larger error vanishes exponentially fast as n increases.
Again, this theoretical result supports the vast empirical evidence that MAP estimation delivers accurate results in large-scale convex problems. It also follows from Proposition 3.2 that in such problemsx M AP andx M M SE are close to each other (i.e., that D * φ (x M AP ,x M M SE )n −1 ≤ 1 with high probability).
Relaxation of regularity conditions
We now examine the effect of relaxing the regularity assumptions of Theorem 3.1. We consider three main cases: lack of smoothness, lack of strong convexity, and lack of continuity.
Non-smooth models
Several models used in imaging and machine learning are not smooth because they involve priors with non-differentiable points, such as priors based on the ℓ 1 norm, the nuclear norm, and the total-variation pseudo-norm [14] . The results of Theorem 3.1 hold for these models with the following minor modifications. First, observe that these non-smooth models are C 3 almost everywhere; that is, the set of non-differentiable points has dimension n − 1, and consequently it has no probability mass and can be omitted in the computation of expectations. Second, because the non-differentiable points do not have Euclidean tangent spaces, instead of a global manifold we consider the collection local manifolds associated with the regions of R n where p(x|y) is C 3 . Each one of these regions has a local canonical divergence given by the Bregman divergence D(u, x) = D φ (u, x) = φ(u) − φ(x)−∇φ(x) ⊤ (u−x). Therefore, for these models we posit D φ (u, x) as the global loss function for any (u, x) ∈ R n ×R n [technically the global loss is the generalised
, where q x belongs to the subdifferential set of φ at x [5] , however the expectation E x|y [D φ (u, x)] is taken over the points where φ is C 3 and hence q x = ∇φ(x)]. We then consider the primal and dual Bayesian estimators related to this global loss and obtain thatx M AP = argmin
, similarly to Theorem 3.1. Observe that in the computation ofx M AP andx M M SE the argument u is optimised over R n including non-differentiable points.
Finally, we note that despite not being a global canonical divergence, D φ (u, x) is still consistent with the space's Riemannian geometry which is local. In addition, the key high dimensional performance guarantees of Propositions 3.1 and 3.2 also hold because φ is convex.
Strictly log-concave models
For models that are strictly log-concave but not strongly log-concave only the second and third results of Theorem 3.1 remain true. It is easy to check that the Bayesian estimator associated with D φ isx M AP = argmin u∈R n E x|y [D φ (u, x)], and thatx M M SE = argmin u∈R n E x|y [D * φ (u, x)], similarly to strongly log-concave models. Therefore, the decision-theoretic derivation ofx M AP remains valid, and x M AP andx M M SE remain dual to each other. The high dimensional performance guarantees of Propositions 3.1 and 3.2 also hold because φ is convex. However, without strong convexity, g becomes semi-positive definite and (R n , g) becomes a singular manifold. Currently, the validity of the interpretation of D φ as a canonical divergence in singular manifolds is not clear. The generalisation of canonical divergences and of Theorem 3.1 to singular manifolds is currently under investigation.
Models involving constraints on the parameter space
Finally, in cases where x|y is constrained to a convex set S ⊂ R n only the first and the third results of Theorem 3.1 hold. Proceeding similarly to the proof of Theorem 3.1, it is easy to show that D φ is the canonical divergence of the manifold (S, g), and that the Bayesian estimator related to the dual divergence isx
However, the Bayesian estimator that minimises the canonical divergence is now a shifted MAP estimator
where generally E x|y [∇φ(x)] = 0 (see the appendix for details). Therefore, for these modelsx M AP is potentially not a proper Bayesian estimator in the decisiontheoretic sense. Nevertheless, the high dimensional guarantees of Propositions 3.1 and 3.2 still hold forx M AP , providing partial theoretical justification for using this estimator (also observe thatx M AP is in the neighbourhood ofx M M SE in the sense of Proposition 3.2).
Conclusion
MAP estimation is one of the the most successful Bayesian estimation methodologies in modern data science, with a track record of accurate results across a wide range of challenging applications involving very high dimensionality. Our aim here has been to contribute to the theoretical understanding of this widely used methodology, particularly by placing it in the Bayesian decision theory framework that underpins the core Bayesian inference methodologies. In order to analyse MAP estimators we have adopted an entirely new approach: we allowed the model to self-specify the loss function, or equivalently the Bayesian estimator, that is used to summarise the information that the model represents. This was achieved by using the connections between model log-concavity, Riemannian geometry, and divergence functions. We first established that if p(x|y) is strongly log-concave, continuous, and C 3 on R n , then φ(x) = − log p(x|y) induces a dually-flat Riemannian structure on the parameter space, where the canonical divergence is the Bregman divergence associated with φ, and where the MAP estimator is the unique Bayesian estimator w.r.t. to this loss function. We also established that the MMSE estimator is the Bayesian estimator w.r.t. the dual canonical loss, and that both estimators enjoy favourable stability properties in high dimensions. We then examined the effect of relaxing these assumptions to models that are not smooth, strictly but not strongly convex, or that involve constraints on the parameter space.
The theoretical results presented in this work provide several valuable new insights into MAP and MMSE estimation. In particular, both estimators stem from Bayesian decision theory and from the consideration of the geometry of the parameter space, and exhibit an interesting form duality. Also, the bounds on the expected estimation error and the large error probability for MAP estimators support the remarkable empirical performance observed in large scale settings, such as imaging and machine learning problems. The results also show that the predominant view of MAP estimators as hastily heuristic or approximate inferences, motivated only by computational efficiency, is fundamentally incorrect (though the fact that MAP estimators are available as solutions to convex minimisation problems is a fundamental practical advantage). We hope that these new theoretical results will promote a wider adoption of this powerful Bayesian point estimation methodology across all domains of statistical data science.
Proofs of Theorem 3.1 and Propositions 3.1 and 3.2 Proof of Theorem 3.1
The first part of Theorem 3.1 follows directly from differential geometry and from the regularity properties of φ (see [1] for an introduction to differential geometry). From differential geometry, under the conditions of Theorem 3.1, φ induces a Riemannian metric on R n with coefficients
and where we note that g(x) ∈ S n ++ from the strong convexity of φ. Similarly, we have the affine connection coefficients
Moreover, because φ is convex it endows (R n , g) with a dual affine coordinate system η, related to the primal coordinate system by the duality η x = ∇φ(x) and
. As a result we have a dual Riemannian metric g ⋆ w.r.t. η, with coefficients given by g
and a dual affine connection Γ ⋆ with coefficients given by
Finally, it is easy the check that x and η are mutually dual w.r.t. g. That is, for
which implies that (R n , g, Γ, Γ ⋆ ) is a dually-flat Riemannian manifold [1, Ch. 3] . From [2] , in such manifolds the Γ-geodesic connecting u → x in (2) is given by γ t = u + t(x − u), andγ t = x − u. The proof is then concluded by integration by parts of (2) to obtain the Bregman divergence D φ (u, x) = φ(u) − φ ⋆ (η x ) − η ⊤ x u, which also admits the more familiar expression D φ (u, x) = φ(u) − φ(x) − ∇φ(x)(u − x). To prove the second part of Theorem 3.1 we use the linearity property of the expectation operator to express the definitionx D φ = argmin u∈R n E x|y [D φ (u, x)] as followŝ In a manner akin to [8] , the proof is concluded by using the divergence theorem, together with the fact that p(x|y) is continuous and vanishes at least exponentially as x → 0, to show that E x|y [∇φ(x)] = R n ∇p(x|y)dx = 0. Hence, 
Proof of Proposition 3.1
Assume that φ(x) = − log p(x|y) is convex on R n and define the generalised divergence
where q ∈ R n belongs to the subdifferential set of φ at u, which collapses to q = ∇φ(u) when φ is differentiable at u [5] . Then, setting q = 0 from the optimality condition ofx M AP E x|y D * φ,0 (x M AP , x) n = E x|y φ(x) n − φ(x M AP ) n .
Noting that E x|y φ(x) n is the entropy rate of x|y, we use Proposition I.2 of [6] and obtain E x|y D * φ,0 (x M AP , x) n ≤ 1.
Finally, it follows from the proof of Theorem 3.1 that when φ ∈ C 1 ,x M M SE minimises the posterior expectation of D * φ,q (x M M SE , x) with q = ∇φ(x M M SE ), which in turn implies that E x|y D * φ,q (x M M SE , x) n ≤ E x|y D * φ,0 (x M AP , x) n ≤ 1.
Proof of Proposition 3.2
The proof follows directly from using Theorem 1 of [16] to express the set {x : D * φ,0 (x M AP , x)/n < 1 + ǫ} as a posterior high-posterior-density credible region of level (1 − α ǫ ) ≥ 1 − 3 exp{−nǫ 2 /16}.
