The energy spectrum, spectral density and phase diagrams have been obtained for two-sublattice hard-core boson model in frames of random phase approximation approach. Reconstruction of boson spectrum at the change of temperature, chemical potential and energy difference between local positions in sublattices is studied. The phase diagrams illustrating the regions of existence of a normal phase which can be close to Mottinsulator (MI) or charge-density (CDW) phases as well as the phase with the Bose-Einstein condensate (SF phase) are built.
Introduction
Lattice Bose-gas model based on the hard-core bosons approach (the site occupancy n i = 0, 1) has a wide range of possible applications starting from quantum effects in liquid He [1, 2] . This model was also applied to superconducting gas of Cooper electron pairs [3] , physical properties of Josephson junctions [4] , thermodynamics and energy spectrum of crystals with ionic conductivity [5, 6] . In recent years the hard-core boson approach has gained popularity in connection with investigations of ultra-cold atoms in optical lattices. At an arbitrary occupation of local particle positions optical lattices are usually described with Bose-Hubbard model (see [7] for review). In U → ∞ limit of this model, when potential wells are extremely deep, Bose-Hubbard model turns to hard-core boson model. In this paper we consider this model for the lattice with non-equivalent sites, particularly in the simplest case of two-sublattice structure. Such structures can be easily realized in optical lattices [8] and are also observed in the case of adsorption of hydrogen atoms on the surface of metals (the quantum surface diffusion of protons is described by means of Bose-Hubbard model [9, 10] ). Crystal lattice is supposed to be centrosymmetrical of cubic type. Particles have different local site energies on each of two sublattices (ε A ε B , where A and B are sublattice indices). This model has been investigated in connection with thermodynamic properties of Bose atoms in complex optical lattices [11] [12] [13] .
The main focus of our paper is to study the conditions of Bose-Einstein (BE) condensation and to construct the corresponding phase diagrams. Our goal is to investigate the energy spectrum and oneparticle spectral densities as well as the changes of their shapes as the system enters various phases that include the phase with BE condensate (also called superfluid or SF) and normal phase of the so-called Mott-insulator (MI) or charge-density wave (CDW) type. We use two-time Green's function technique and random phase approximation (RPA). A similar approach has been used recently in [14] .
Boson Green's functions and phase diagrams
The Hamiltonian of noninteracting hard-core bosons on a lattice is as follows: 
The parameter of "transversal" interaction between pseudospins J αβ nn ′ describes the transfer of particles between nearest neighbours in the lattice; h α = ε α − µ is the "field" acting on the pseudospin in α sublattice.
To start with, we consider the mean-field Hamiltonian
which is diagonalized with the rotation transformation
and takes the formĤ MF = − nα E α σ z nα .
The following equations define the angles ϑ α : For nontrivial solution we have
Here and below, β α. In the mean-field approximation
where
The set of equations (2.7) and (2.8) defines the pseudospin averages 〈σ
On the other hand, in the case of normal phase
(2.9)
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The condition of transition to SF-phase is the divergence of boson Green's function 〈〈S + |S − 〉〉 q,ω at zero frequency and q = 0 (as we approach SF phase boundary from any of normal phases).
To construct the equations for pseudospin Green's functions, we use the linearized equations of mo-
(these equations were written using RPA decoupling). It is taken into account that interaction J αβ nn ′ (particle hopping) takes place between lattice sites from different sublattices.
As a result, we obtain the following set of equations for pseudospin Green's functions
(2.12)
After Fourier transformation of pseudospin interaction matrix
as well as Green's functions 〈〈σ α |σ β 〉〉 we obtain, in particular, the following equations
(2.14)
The system of equations (2.14) can be easily solved to obtain the expressions for matrix Green's func-
we can calculate the latter using relations (2.4)). Here, µ and ν indices denote +, −,z components.
Boson spectrum in normal phase and phase diagrams
Let us consider the one-particle boson Green's function 〈〈b α |b 
derived from equations (2.14). Here,
The boson excitation spectrum is defined from the poles of the G
We have introduced the general notations h =
. In normal phases h =
The features of the obtained spectrum may vary depending on the values of the model parameters: For δ = 0 (A and B positions are equivalent; crystal is not split to sublattices and the unit cell is two times smaller):
There is only one band ε( q) = h − 〈σ z 〉 J ( q) inside the two times bigger Brillouin zone. For δ 0; δ > 0. There are two bands in this case. The edges of the bands are defined by the inequalities which depend on the sign of σ 
Two equations derived from this relation allow us to construct the phase diagrams in (J (0), h) and (T, h) planes that show the areas of SF and normal (MI, CDW) phases. Diagram in figure 2 illustrates the change of the shape of phase boundary curve on (J (0), h) plane as the temperature increases (at T = 0, the phase boundary curve corresponds to the one obtained in [11, 12] ). The definitive boundary between MI and CDW regions exists only at zero temperature. In this case, MI and CDW states can be interpreted as different phases. When one departs from T = 0 limit, this boundary disappears and one may observe a single normal phase. However, this normal phase is close to either MI or CDW phases in different regions of phase diagram (also see below). If the existing critical value of the difference of sublattice local energies (δ = δ c ) is exceeded, it leads to the splitting of the SF-phase area on (T, h) plain ( figure 3 ). This result is in agreement with the papers mentioned above, where all calculations were performed only at T = 0. Therefore, at δ > δ c , there are two critical points for T 0.
For intermediate values of chemical potential, the normal phase is similar to the charge ordered phase (CDW) while at large positive (or negative) values of h this phase is of Mott-insulator (MI) type. This conclusion is confirmed by one-particle spectral density ρ α (ω) calculations. We use the relation
which follows from the decomposition into partial fractions.
Here,
Using non-perturbative density of states
we can rewrite the expression (3.5) for α = A 
Excitation spectrum in SF phase
In the case of a phase with BE-condensate (SF phase), when sin ϑ A 0, sin ϑ B 0,
where 2) and the following notations are introduced: The boson spectrum consists now of four branches
Here, The presence of branches with linear dispersion at small values of q [ε 3 ( q) and ε 4 ( q) in the case presented in figure 1 (b) ] is the specific feature of SF phase; their energy goes to zero in the point of the location of chemical potential. This peculiarity of spectrum is well known from investigations of the simple hard-core boson model [3] . However, in our case, at ε A ε B , the additional gapped branch [ε 2 ( q) in figure 1 (b) ] appears in the negative energy region.
Similarly to the normal phase case, one can perform calculations of the boson spectral density ρ α (ω).
Using decomposition of expression (4.1) into partial fractions, we obtain
It is easy to obtain an expression like (3.5) passing to integration with the ρ 0 (z) density of states. The contributions from all four bands are present in the total spectral density.
The plots of the ρ A (ω) functions in the case of SF phase are presented in figure 4 (b). For branches with linear dispersion [ε 3,4 ( q)], the spectral density changes its sign in the point ħω = 0 (at that point the chemical potential is located). The change of the spectral density shape at MI → SF transition, when we observe the appearance of the negative branch of ρ α (ω) [ figure 4 (b) ], corresponds to the results obtained in [15, 16] as well as to the ones obtained for generalized hard-core boson model with excited states transfer [17] . Additional branch ε 2 ( q) that appears in SF phase is characterized by a negative spectral density. Its intensity (at the chosen values of h and δ parameters) is small. Qualitatively, this shape of the ρ α (ω) function is specific for the Bose-Hubbard model [18] . However, contrary to the standard case, where additional branches separated by gaps exist due to the local energy splitting (caused by the Hubbard repulsion of bosons), in our two-sublattice model such an effect is a consequence of the energy non-equivalence of sublattices.
The behaviour of ρ A (ω) function is in agreement with the results of numerical calculations performed in [19] with exact diagonalization technique for one-dimensional (d = 1) chain structures. In [19] , the authors take into account the two-particle interaction between nearest neighbouring sites. This interaction forms the effective internal field which is similar to the field δ considered here, and both fields are responsible for the appearance of CDW-like phase. The shape of spectral densities in various phases, obtained here, lets one identify the equilibrium states on phase diagrams (diagrams of state) obtained numerically for d = 1.
Conclusions
Within the random phase approximation, we have calculated the spectral densities of a two-sublattice model of hard-core bosons and analyzed the features of the boson single-particle spectrum in various phases. These features are connected with the position of the chemical potential level. It is placed:
• within the gap between two boson bands in the case when normal phase is similar to the chargeordered (CDW) phase;
• above (or below) both bands in the case when normal phase is similar to the Mott insulator (MI) phase;
• within a certain boson band, for SF phase (the phase with BE condensate); the additional boson bands appear in this case.
We have obtained the equation that describes the transition to the SF phase and have built the corresponding phase diagrams at various temperatures and at different values of energy difference δ = 1 2 (ε A − ε B ). The temperature increase leads to the gradual vanishing of the difference between CDWlike and MI-like modifications of normal phase; there are no border lines separating them. SF-phase region also decreases with the temperature increase;at the same time, two regions of the SF phase, which exist at T = 0 and at a fixed value of δ, join together. On the other hand, a similar effect takes place for fixed temperature at the decrease of δ. At high values of δ, there are two critical points in which the SF phase disappears at an increase of temperature. When δ decreases, only one central critical point remains.
At the same time, it should be mentioned that nonzero value of δ is the main reason for the appearance of the CDW-like state in our system. We have not included direct intersite interactions between particles into consideration. This kind of interaction may induce the phase transition into "true" CDW phase.
More elaborate study of the boson spectrum reconstruction at the transitions between different regions in phase diagrams and the change of their topology remains an interesting task. It is worthy of special attention.
