Abstract-The Sea-viewing Wide Field-of View Sensor (SeaWiFS) Mission has initiated a new era of ocean color remote sensing and has established performance benchmarks that will be emulated by subsequent missions. An integral element of the SeaWiFS mission is the data component, performed by the Goddard Earth Sciences Distributed Active Archive Center (GES DAAC), NASA Goddard Space Flight Center, Greenbelt, MD. Since the beginning of data distribution in September 1997, the GES DAAC has managed the data archive and improved data distribution capability. SeaWiFS data products are archived in a primary, secondary, and tertiary archive structure, ensuring data preservation. Data distribution utilizes a World Wide Web (WWW)-based ordering interface, allowing distribution either electronically or on magnetic tape media. Automatic data subscriptions, supplying user-tailored data product selections, have yielded a high archive-to-distribution ratio. System improvements have increased efficiency and redundancy. The user interface has added features designed to facilitate data access and data usage, enhanced by WWW information resources and comprehensive online dataset documentation. As SeaWiFS enters the latter half of its five-year mission, a system performance assessment provides useful information for other Earth remote sensing missions and allows consideration of future usage objectives for the SeaWiFS data archive.
I. INTRODUCTION
T HE SEA-VIEWING Wide Field-of-view Sensor (SeaWiFS) mission [1] , [2] , which began with the satellite launch on August 1, 1997, and which commenced full-time observations on September 18, 1997, has provided an unprecedented volume of ocean color remote sensing data. SeaWiFS succeeded the Coastal Zone Color Scanner (CZCS) Mission, which operated in a part-time observational mode on the Nimbus-7 platform [3] , [4] . CZCS established the feasibility of ocean color remote sensing from space, and SeaWiFS has demonstrated a multitude of research applications for ocean color data acquired under near-continuous operation.
The SeaWiFS Project at the NASA Goddard Space Flight Center (GSFC), Greenbelt, MD, has created both a data processing system and a calibration and validation program that will be emulated by subsequent ocean color missions. The variety of SeaWiFS data products shown in Table I can be utilized for different research applications. SeaWiFS local area coverage (LAC) data provides high ( 1 km) resolution data for regional investigations and for areas of special research interest, particularly oceanographic research cruises or moored observational platforms. SeaWiFS Level 1A and Level 2 GAC data provide 4.5 km resolution regional or global coverage, and the Level 2 geophysical products allow rapid data assimilation without extensive preliminary processing. SeaWiFS Level 3 products, with an approximate resolution of 9 km, are utilized by research with a global focus such as carbon cycle investigations or large-scale primary productivity estimates.
The Goddard Earth Sciences Distributed Active Archive Center (GES DAAC) data has securely archived SeaWiFS data and provided it to the research community since the start of the SeaWiFS observational mission. The creation of an efficient, adaptable, and user-helpful archive and distribution system for SeaWiFS data products has been carried out by the members of the DAAC's Ocean Color Data Support Team (OCDST), with the considerable aid of the DAAC's management and systems engineering sections. Data distribution functions, which include disk volume management, data tape creation, and hardware support and maintenance, have been accomplished by the GES DAAC's Operations Section. At approximately the halfway point of the nominal five-year SeaWiFS mission, it is appropriate to evaluate the operational performance of the SeaWiFS data archive and distribution system as an exemplar for other present and future Earth remote sensing missions.
II. OCEAN COLOR DATA AT THE GES DAAC

A. CZCS Data History
The SeaWiFS data system at the GES DAAC was preceded by the CZCS data system. CZCS Level 1 data, with a nadir resolution of 0.8 km, were recorded in calibrated radiance and temperature tape (CRTT) format, originally stored on nine-track magnetic tape. Each original Level 1 CZCS scene nominally consisted of Earth observations two minutes in duration. In the original CRTT format, two files were created per scene: a descriptive header and a data file containing the instrument scans. When these data were transferred onto SONY digital optical disks, files in CRTT Tape format were modified slightly to create files in CRTT Archive format. The header and data files were combined into one file, and a format header block was added. CZCS U.S. Government work not protected by U.S. copyright. CZCS data ingest, which began in 1993, utilized a Digital Equipment Corporation (DEC) VAX series computer due to the previous software implementation for SONY optical platter browsing with the VAX series. The data was then transferred to a silicon graphics (SGI)-based system (see System Architecture History).
Ingest of CZCS data files in the digital signal processing (DSP) format created by the University of Miami Rosenstiel School of Marine and Atmospheric Sciences (RSMAS), Miami, FL, took place in 1994. In addition to being a data format, DSP was also one of the first user-interactive satellite data analysis software systems. CZCS DSP Level 1 data files were ingested first, followed in 1995 by the ingest of CZCS DSP global composite data files. DSP was later used to convert CZCS Level 1 data into CZCS Level 1A and Level 2 global area coverage (GAC) data files, which were subsampled to produce a resolution of 4.5 km.
In 1996, anticipating the SeaWiFS Project, CZCS DSP Level 1A and Level 2 GAC data files were converted into hierarchical data format (HDF). During this period, hardware and software were upgraded (see System Architecture History below). Concurrent with the rapid implementation of the World Wide Web (WWW) for scientific data distribution, the DAAC created a WWW data browser for CZCS data products (see User Interface History below). The CZCS data browser model was adopted as the model for SeaWiFS data distribution in anticipation of the SeaWiFS launch in 1997.
CZCS data was integrated into the DAAC's ordering system revision in 1999. The DAAC created a uniform ordering mechanism for all archived datasets in which the data was organized hierarchically, and several new capabilities were added. Implementation of this new ordering mechanism is described in further detail in the User Interface History.
Although the CZCS is now a static, historical dataset, the eight-year ocean color data record it provides is still unsurpassed. CZCS data is still remarkably useful for ocean color research and has been used for comparative studies in recent years as new ocean color sensors have been launched [5] . CZCS data is particularly useful for areas where coverage frequency was high.
B. SeaWiFS Data History
The SeaWiFS mission was enabled by a public-private partnership between NASA and Orbital Sciences Corporation (OSC). NASA provided instrument specifications and contracted with OSC to build and launch the satellite in exchange for a fixed price data buy. OSC was given the rights to sell the data for commercial applications. Hughes Santa Barbara Research Center (now Raytheon Remote Sensing) subcontracted the manufacture of the sensor, and the Orbview-2 satellite carrying SeaWiFS was launched by an OSC Pegasus XL launch vehicle. OSC created the affiliate Orbimage, Inc. as its remote-sensing data division.
SeaWiFS data is only available for use to Authorized Research Users, who obtain a username and password for access to SeaWiFS data. Due to the public-private partnership agreement, SeaWiFS data is normally not available to research scientists for two weeks following acquisition. Real-time data acquisition for specific research programs can be obtained through the SeaWiFS Project. The data security requirement was an additional facet of the SeaWiFS data system, and is still unique to the GES DAAC. All SeaWiFS data used for research and education is provided at no cost to the user.
As stated in the Introduction, SeaWiFS commenced full-time Earth observations on September 18, 1997. SeaWiFS data files were transferred to the DAAC and archived as described below, a process that has continued with minimal modification over the mission length. Structure and contents of SeaWiFS Level 1A, Level 2, and Level 3 data files are shown in Table I . Fig. 1 shows data and communication connections between the SeaWiFS Project data processing system and the DAAC archive. Data transfers from the SeaWiFS Project to the DAAC occur once daily. The data transfer process uses the DAAC-developed data transfer protocol (DTP), which is based on file transfer protocol (FTP). DTP automatically allocates memory space to hold the data, while the ingest (Fig. 2 ) of individual data granules is taking place. A SeaWiFS data granule can consist of single files, or in the case of Level 3 data, multiple files. Each granule is assigned a unique identifying number and data granule copies are created in the primary, secondary, and tertiary DAAC archive systems. Detected ingest errors, which may result from erroneous metadata or files corrupted during transfer, generate an error message that is sent to both the SeaWiFS Project and the OCDST. The SeaWiFS Project may then examine the files that generated the ingest error and prepare them for a subsequent data transfer. SeaWiFS data ingest may not be completed at the time of the data transfer, so any data that is not ingested at the time of data transfer is held for the next SeaWiFS data ingest process, which run three times a day.
OCDST software creates an ingest monitoring report, which includes the number of files transferred, data transfer volume, and the file names of files that failed ingest. Summaries of each type of file transferred, including the identity of individual HRPT stations providing data, are also included. The reports are examined by an OCDST member, who determines what actions (if any) are required to correct ingest errors and anomalies. Communication with appropriate SeaWiFS Project personnel may be required at this stage.
The ingest process insures that multiple copies of SeaWiFS data files will be archived. Archive redundancy ensures that there will be no loss of data if one of the archive platforms fails. The online UNIX-based archive is used for ancillary meteorological and ozone data and SeaWiFS browse files. A typical daily data ingest from the SeaWiFS Project contains 150-200 data files and usually exceeds 1 GB of compressed data. The standard daily files consist of several Level 1A Recorded LAC data files, as many as 60 HRPT station data files and corresponding browse files, 14-15 Level 1A and Level 2 GAC data files and corresponding browse files, Level 3 daily binned and SMI files, and ancillary meteorological and ozone files.
Data reprocessing places an additional demand on the DAAC archive system. The SeaWiFS Project expects to periodically reprocess all of the data collected by the mission as analytical algorithms are improved by ongoing oceanographic research, and as the calibration of the instrument changes throughout the mission. During reprocessing, in addition to the continuing transfer of new data, all previously archived data files are replaced with reprocessed data files. Data transfer volumes can increase by an order of magnitude during this process. The system must be capable of detecting and correcting ingest errors under this substantial increase in data volume. The third reprocessing of SeaWiFS data that took place in March and April 2000 (discussed in the System Performance Assessment section), provided the additional complexity of new standard geophysical products for the Level 2 and Level 3 data products.
C. User Interface History
Prior to the rapid ascendancy of the WWW for data access and distribution, CZCS data could be browsed using a stand-alone computer system. Reduced-resolution browse images (pigment concentration) for all archived CZCS data files were written on SONY optical disks. These disks, in combination with the data system, allowed users to examine images and select files for analysis. The generated file list was submitted to the DAAC, and the files were returned to the user on magnetic tape. The proprietary aspects of the system, which required users to have the necessary technology to allow data browsing, made this a cumbersome system and restricted data use to institutions possessing the optical disks and the required hardware (twelve CZCS browse systems were distributed in the United States and several more were created independently by researchers in other countries.)
The creation of a WWW browser for CZCS data was a significant step that allowed much more widespread use of this dataset. The original WWW browser used the disk browsing system as a model. The interface allowed designation of spatial criteria either as latitude and longitude coordinates or using an interactive map. Temporal coordinates were entered using a calendar function. Browse files returned by the search could then be examined individually for selection. The browser also allowed selection of any of the various CZCS data formats and CZCS composite data. Once all the file criteria were specified, users then specified how the data was to be received, either electronically via FTP or on magnetic tape. All of the specifications were submitted to the DAAC, which created a data request. Request processing retrieved the specified files from the archive, and placed them either in temporary FTP directories or on magnetic tape.
SeaWiFS data was released to Authorized Research Users for the first time on September 23, 1997. The SeaWiFS data distribution system has two separate elements: the WWW browser interface and standing orders (also called subscriptions).
The SeaWiFS WWW data browser initially emulated the CZCS data browser model. SeaWiFS data is divided into the standard Committee on Data Management, Archiving, and Computation (CODMAC) remote sensing levels [6] : level 1A (calibrated radiances), level 2 (geophysical products), and level 3 (gridded global products). SeaWiFS Level 1A data files are subdivided into Recorded LAC and HRPT station LAC files, and Level 3 data are either "binned" files or standard mapped image (SMI) files. The WWW browser provided separate sections for each of the SeaWiFS data levels, allowing temporal and spatial searching and file ordering for each data level. The DAAC also added a feature that allowed ordering of individual or multiple Level 3 binned parameters and individual SMI parameters, which reduces the quantity of unneeded files sent to users. Note that the WWW browser utilizes the metadata and information contained in SeaWiFS browse data files (see Table I ). Browse files correspond to the complete SeaWiFS data files for Level 1A HRPT LAC and GAC, Level 2 GAC, and Level 3 gridded global products. all of the files for the specific data product and the specified calendrical period may be ordered in one step. Individual files are selected from file lists generated by the Search functions. "Anonymous FTP" data consists of ancillary data that can be directly downloaded (no password protection is required for these data). "Subsets," reduced-size SeaWiFS L1A HRPT data files, can also be directly downloaded, but these data files are password-protected.
Because ancillary data files (meteorological data and atmospheric ozone data) are required to allow users to process Level 1A data to Level 2, the data system also retrieved ancillary data files corresponding to requested Level 1A data files and provided the option of ordering these ancillary data files. Ancillary data files are not subject to the data use restrictions, so they can be obtained directly from the DAAC by FTP on the day they are generated. HRPT station operators frequently obtain these files for local data processing operations.
The original WWW browser did not allow aggregate ordering of files. Files had to be examined and ordered individually. This design could make the ordering process time consuming, especially for users interested in time-series data or full global coverage. This issue was initially addressed through the creation of a standing order service, referred to colloquially as data "subscriptions." Standing order software allows users to specify which data product types they wish to receive, and a standing order is created within the DAAC database. During each data ingest process, the standing order software checks the incoming files for correspondence with standing order designations. Files matching the designations are placed in a data order that is processed in the same manner as a WWW browser data order (these steps are the "order-request-stage" steps in Fig. 2 ). Subscription files can accumulate for daily, weekly, or monthly intervals. When the order is closed at the end of the interval, the files are either placed in temporary FTP directories or written to magnetic tape and subsequently mailed.
The data ordering system redesign, undertaken in 1999, was a new WWW-based system for the entire GES DAAC. This redesign created a different organizational structure for SeaWiFS data (Figs. 3 and 4) . Spatial and temporal search capability for Level 1 and Level 2 data was retained, but the data was organized by year and month of acquisition. This organizational design allowed users the additional option of ordering entire months or years of data with one keystroke, eliminating the necessity of individual file browsing. In addition to this change, the DAAC implemented a "one-stop" (or "shopping cart") model where different types of data (different SeaWiFS data levels, and other archived data) can be ordered at one time. File deletion from an active order was also enabled. The system now retains records of a data order prior to submission, so that users do not have to complete a request in one interactive session. Other key features of the system redesign included: modular design allowing easy addition of new data products. WWW pages generated by common templates (for a consistent appearance across datasets); alternative data hierarchy struc- tures (called data "views"); improved data search algorithms; and full integration of point-and-click ordering procedures. By separating the data contents of WWW pages from the system software, configuration management was simplified.
Standing order processing has recently been modified to allow the inclusion of spatial search coordinates for spatially organized data. HRPT data searching, previously conducted by individual station, also added spatial search capability. This improvement was necessary due to an agreement between the DAAC and the SeaWiFS Project to eliminate redundant HRPT station data files (see Section III-B). The HRPT station search function consolidates the search for files from several stations into one search result, which can be examined much more efficiently than by browsing data from different stations.
D. System Architecture History
The ongoing process of performing technical upgrades to system hardware is vital in order to address the dual demands of a data archive that is constantly increasing in size (usually by substantial increments rather than gradually) and increasing numbers of data orders from the user community. The system performance assessment to follow will demonstrate that major hardware upgrades initiate an immediate and significant increase in data processing speed and major data archive functions. Some hardware changes are caused by uncontrollable factors, such as changes in the availability of existing technology. The DAAC is currently assessing new magnetic tape media candidates (and other media types) due to the manufacturer's phase-out of some 8 mm Exabyte tape drive models.
The Version 0 DAAC (V0 DAAC) data archive system was initially based on four SGI Power series platforms. Each Power series platform held 256 MB RAM and four CPUs, operating with an Irix 4 operating system. The first major hardware upgrade was to a system of three SGI Challenge series platforms (512 MB RAM), also with four CPUs each, and the Irix 5 operating system. The most recent upgrade was to an SGI Origin 2000 (2 GB RAM) with eight CPUs, featuring the Irix 6 operating system. The DAAC's mass storage system initially used a Cygnet optical jukebox and Cygnet optical platters. This system was replaced with a Metrum tape jukebox using TEAC Super VHS tape drives and managed with Unitree Central File Manager software. Most recently, the mass storage system retired the Metrum jukebox and replaced it with two Storage Tek 9710 tape storage robots using digital linear tape (DLT) 7000 tapes. Management of the Storage Tek mass storage system was accomplished with a file-managing software system named "archer," created in-house at the DAAC.
Storage of data on magnetic disks was initially on 1 GB single-ended small computer system Interface (SCSI) drives. The system was twice upgraded, first to 4 GB differential SCSI drives and now to the current configuration utilizing 9 GB, 18 GB, and 35 GB disk drives.
Data distribution on magnetic tape media uses 4 mm digital audio tape (DAT) drives and 8 mm Exabyte tape drives. As stated previously, the 8 mm Exabyte tape drives currently will soon be replaced by newer and faster units, forcing an evaluation of new tape media candidates and alternate distribution media formats. Such an evaluation takes into account both the necessary requirements of data tape creation and user community preferences.
III. SYSTEM PERFORMANCE ASSESSMENT
In this section, the performance of the SeaWiFS data archive and distribution system will be assessed in four different ways. This assessment will examine statistical measures of system performance, and it should be realized from the outset that such an examination only provides partial indications of how well the system actually works.
The first measure is the overall speed of the system hardware and software. Hardware upgrades and software modifications have considerably increased the speed of daily file transfer and ingest, as well as automatic standing order and online data order processing. The second measure is the aggregate volume of the system's archive and distribution functions, a bulk measure of system capability. The third measure is the speed of the system under the stress of reprocessing, during which the data volume transferred and ingested is increased by at least an order of magnitude. The fourth measure is an examination of user data preference patterns. This area provides insight through which improvements to the system that will benefit to the data user can be planned.
A. System Speed
On a typical day, the DAAC receives approximately 1.3 GB of data from the SeaWiFS Project, usually representing 150-200 data files. These are typical numbers: the actual number of files received varies significantly, ranging from 50-60 to as many as 700-800 if file transfers have not taken place for a few days. Fig. 5 shows three separate parameters for the daily ingest of SeaWiFS data files for the year 1999. Fig. 5(a) illustrates that the number of files ingested daily exceeded 1000 on three days in 1999 and exceeded 800 on three other days. Such large data transfers, with one exception, followed data transfer hiatuses. Because the size of the data files varies considerably, Fig. 5(b) shows that days in which the largest number of files were transferred do not always correspond to days on which the largest data volume was transferred. Fig. 5(b) shows that the ingested data volume equaled or exceeded 10 GB on seven days in 1999 and exceeded 8 GB on five other days. These statistics show that the system is robust enough to handle considerable variability in the number of files and the data volume received on any given day. Fig. 5(c) shows an interesting statistical measure, the rate of data ingest expressed in megabytes per second (MB/s). The most obvious feature of this plot is the abrupt increase in ingest speed that is observed at the beginning of June (Julian day 153). The ingest rate for the latter half of the year, about 1.2 MB/s, is more than twice the earlier rate, which was approximately 0.5 MB/s. The reason for this increase in ingest rate is the technical upgrade to the SGI Origin 2000 platform, described above. By this measure, SeaWiFS data system performance has clearly become more efficient. Because the V0 DAAC shares computing resources with other datasets, a substantial increase in ingest rate frees up computing resources for other operations.
B. Archive and Distribution Volume
An overall performance measure is the aggregate statistics on archive volume and distribution volume, shown for each year since the beginning of the mission in Figs. 6 and 7. The monthly archive volume rose from an initial volume of less than 15 GB in October 1997 to a peak over 250 GB in June 2000 (during the third data reprocessing). Since then, the normal archive volume has been in the 60-70 GB range.
This data volume substantially exceeds the volume of data expected prior to the mission, primarily because many more HRPT stations than were initially projected have become operational. In order to conserve archive storage resources, the DAAC requested that the SeaWiFS Project develop an exclusion process to eliminate redundant data. While some regions of the ocean are covered by a single HRPT station, other areas (notably the east and west coast of North America, the Mediterranean Sea region and other European waters, and the northwest Pacific) are covered by several stations. Stations in the same region receive the same direct broadcast LAC data from the satellite during each SeaWiFS overpass, but the size of the file is determined by the acquisition capability of each station. Thus, data files acquired by some stations can contain all of the data that is in a file obtained by a different, regionally adjacent, station. If all of the data in a given HRPT station file is entirely contained in a file from a different station, the DAAC only receives the larger file. To address the fact that this can lead to coverage gaps, requiring arduous data searching by station, OCDST staff produced a spatial and temporal search engine for HRPT station data (described earlier). By employing complimentary processes, the SeaWiFS Project and the DAAC have conserved archive resources and made data searching more efficient.
Data distribution volume normally is in the 400-500 GB range. The first data reprocessing in March 1998 demonstrated that a monthly distribution volume in excess of 1000 GB was possible, while the second reprocessing demonstrated that a monthly distribution volume in excess of 2000 GB was possible. Because data distribution on magnetic tape media requires human effort (loading tapes on tape drives, labeling tapes, and packaging and mailing data orders), and because much more data is distributed on media than electronically, the demonstration of distribution capacity was important. Fig. 8 shows a comparison of the amount of data that has been distributed by the V 0 DAAC by FTP and on magnetic tape media during 1999. Other datasets (from the Upper Atmosphere Research Satellite and TIROS Ozone Vertical Sounder) are represented here, but SeaWiFS data represents approximately 80% of the total data distribution volume. The predominance of media distribution compared to FTP distribution is immediately obvious. There are several reasons for this disparity. One reason is the slow rate of data transfer for overseas data users, which can make FTP transfers tedious and sometimes perilous, requiring several attempts before success. Another reason is the desire of research groups to obtain full data coverage for a particular region. FTP transfers require more day-to-day attention at the user end (unless the process has been automated), while tape media transfers only require user attention when tapes are delivered. Due to the necessity of manual processing for magnetic media and the cost of such Fig. 8 . Volume of data distributed by FTP compared to the volume of data distributed on magnetic tgape media during 1999. Current efforts at the DAAC will strive to improve FTP options and to reduce the amount of unused data that is distributed on magnetic tape. media, it would be desirable to increase the amount of data that is transferred by FTP and to reduce the amount that is transferred on media.
C. Reprocessing Speed (Comparison of Second and Third SeaWiFS Data Reprocessings)
The SeaWiFS Project initiated a third data reprocessing in late April and early May 2000. Significant system improvements allowed a much more rapid reprocessing of data than previously, such that data reprocessing was completed in approximately four weeks. Transfer of the reprocessed data to the DAAC was initiated on May 11, 2000 and continued until June 26, 2000. Just over 400 GB of data were transferred over 37 data transfer days. Data transfers were not made on Saturday or Sunday (with one exception) to avoid problems during nonmonitored periods. The largest number of files transferred was 4167 on June 21. The largest volume of data transferred was just 30.7 GB on June 13 (on this date, DAAC Operations staff created 279 individual data tapes, exceeding the previous benchmark of 183 data tapes created the day before.) Major system downtime occurred only once, on June 8. During the first two weeks, transfer volume was reduced to allow for the reception of new HRPT station data files, some of which are processed into regional subsets on a smaller platform with limited disk space. After new HRPT station data had been received, the number of transferred files was rapidly increased. For the first 12 days, the average number of files transferred was 1375. For the final 25 days, the average number of files transferred was 2665. Ingest volume (compressed) averaged 8.9 GB in the first 12 days, and 12.2 GB for the final 25 days. Fig. 9 shows the number of ingested files, the ingest volume, and the rate of ingest for the year 2000 through the end of the reprocessing period. The increase in file numbers and ingest volume during reprocessing is obvious, though the ingest rate was significantly reduced during the reprocessing period. This reduction in ingest rate is due to two primary factors. First, ingest of reprocessed data requires extra steps that nearly double the time necessary for the ingest of a data file. Two of these steps are a database query to extract information for the data file that is being replaced, and switching of the file identification number (granule_id) from the old data file to the new data file. Second, because the system shares resources with other datasets, ingest of other data products while SeaWiFS data ingest is taking place will reduce the ingest rate of SeaWiFS data. Under normal operating conditions, SeaWiFS data ingest operations usually do not interfere with data ingest operations for other data sets.
The third data reprocessing featured both significant improvement to the geophysical product algorithms and also new standard data products, so it was considered advisable to send reprocessed data to all data subscribers. Unlike the previous reprocessing, Level 1A HRPT station data were not included, which considerably reduced the potential distributed data volume. All existing FTP subscriptions that included reprocessed data products were switched to magnetic tape while reprocessed data were received. This decision resulted in an impressive distribution volume of 4.7 TB for the reprocessed data. The distribution : archive volume ratio for the third reprocessing is 11.8, considerably exceeding the average distribution : archive ratio over the mission (prior to the third reprocessing) of 7.5. Distribution of this amount of data in a relatively short period of time was not without difficulty, and the magnetic tape media distribution essentially defined the upper limit of capability for the DAAC operations staff. Furthermore, during the reprocessing period, system modifications were required. One modification was the addition of disk space to accommodate the increased volume of data staged for subscription orders. Software for "cleanup" operations, to remove data that had been written to previous data requests, was modified to accelerate this process. Hardware constraints also affected the process, as a few tape drives failed. These failures placed additional stress on the remaining tape drives.
One of the difficulties that occurred during the ingest of the reprocessed data was that data files and browse files were not always received concurrently. This situation requires manual intervention to allow ingest of the data files that were awaiting ingest. Alteration of the SeaWiFS Project database tables to insure concurrent transfer of data and browse files would accelerate the DAAC data ingest process. Parallel transfer processes, operating simultaneously, may also be implemented.
Comparison to the second data reprocessing must consider both the improvements in speed at the production site (the SeaWiFS Project) and at the DAAC. During the second data reprocessing, data was received at a slower rate partly because the data reprocessing by the SeaWiFS Project took much longer than for the third reprocessing. For the third data reprocessing, the SeaWiFS Project completed nearly two-thirds of the entire reprocessing before data transfer to the DAAC was initiated. Thus, on any given day, the SeaWiFS Project could transfer as much data as was deemed possible to receive successfully.
During the peak period of the second data reprocessing in September 1998, ingest volume exceeded 20 GB on one day, but averaged 6.1 GB over the month. Comparison to the ingest volume ranges given above shows a percentage increase of approximately 150-200%. Distribution volume in September 1998 slightly exceeded 2 TB. Comparison to a normalized monthly distribution volume over the reprocessing period (3.8 TB) shows an increase in distribution volume compared to September 1998 of just under 200%.
D. Data Preference Patterns
In this assessment of data preference patterns, it is only possible to assess what data has been shipped, and how it has been shipped, to users. It is not possible to determine how much of the data that has been shipped has actually been used. This assessment still provides information on how the data system could be improved to make data access more amenable to the user.
The distribution : archive volume ratio for SeaWiFS is now approximately 7.5. It was greater than ten for several months following the second reprocessing. This ratio is quite high, and in fact is the highest ever achieved by an Earth remote sensing mission managed at GSFC. The primary reason for this high ratio is the efficiency of the data subscription system. In most months, the ratio of subscription orders to online (WWW) orders is greater than 2 : 1. This ratio has slowly been decreasing over the length of the mission. "Order" refers to a completed data ordering process, i.e., where the data has been written to a temporary FTP directory or to magnetic tape. Therefore, for a daily subscription for data from a specific HRPT station, on any day that a data file from this station is received, a data order will be placed.
An examination of the preferences of SeaWiFS data subscribers is illuminating. The most desired SeaWiFS data products in subscriptions are the Level 3 products, led by the eight-day binned product, which appears in 32 subscriptions. The Level 3 monthly binned product appears in 29 subscriptions, and the Level 3 daily binned product appears in 28 subscriptions. 22 subscribers have designated Level 2 GAC data and 13 subscribers have designated Level 1A GAC data. Table II lists products which appear in more than ten subscriptions.
Subscriptions to individual HRPT stations, which provide regional data, appear at a lower rate, but 58 stations are represented in at least one subscription. The most popular stations, each of which is found in at least ten subscriptions, are also shown in Table II. Table III lists the number of times data from a specific station has appeared in a data request (through February 15, 2000) for all stations with a total number of requests exceeding 2000 (data "requests" are not the same quantity as data orders, but indicate the same preference patterns. A data request refers to either data staged in an FTP directory or data written to individual data tapes. A large volume data order requiring multiple data tapes will thus generate several data requests which correspond to each tape.) These statistics, though biased by the exclusion protocol discussed earlier, indicate popular areas for research. It is also interesting to examine the most popular file choices, though it is impossible to examine the most popular files from HRPT stations. The most popular single file in the DAAC archive is the monthly SMI chlorophyll-file from December 1997, which has been ordered 108 times since it was first produced. Level 3 files, particularly the monthly and eight-day products, have been requested 25-50% more than the most requested individual GAC files. However, a much larger volume of GAC data has been distributed than Level 3 data. Level 2 GAC files have been ordered approximately 20% more, mostly by subscription, than Level 1A GAC files.
Subscription preferences also appear to indicate that data subscribers prefer data products that are processed and which have similar data product content, i.e., Level 2 and Level 3 data files. L1A HRPT station data require further processing by the user, and these data can be highly variable in content, either coverage area or cloudiness. For this reason, the WWW data browsing system is more amenable to regional data users because it allows visual assessment of file content. If users subscribe to HRPT station data, they will receive all of the acquired data files without the ability to visually "filter" for data quality.
IV. DISCUSSION
System speed, total archive volume, and total distribution volume measures indicate that the DAAC's SeaWiFS data system has demonstrated increased efficiency and a capacity substantially exceeding initial mission projections. Both measures indicate that the DAAC has functioned effectively as the archive and distribution center for SeaWiFS data. The performance of the system during the third reprocessing, which considerably exceeded all performance benchmarks set during the second reprocessing, indicates that the system has evolved to meet increasing demands. Therefore, "bulk" measures of system performance are all positive.
Consideration of the data order and distribution statistics leads to a heightened concern that a considerable amount of data that is being distributed by subscriptions is not being used. If this is indeed true, the high distribution : archive ratio is a somewhat illusory measure of system performance. The following discussion presents methods by which "user usage efficiency" can be improved. As the DAAC's SeaWiFS data system has demonstrated a high performance level, the next step is to make the system more efficient for users (which may actually lower the distribution : archive ratio by decreasing the amount of data that is distributed but not actually used).
The main reason that user usage efficiency should be examined is that SeaWiFS data is being requested by a broad spectrum of researchers. Some researchers and their associated institutions possess fast Internet connections, high-end computing platforms, and considerable data storage capacity. These users are unlikely to be significantly troubled by excess data volume, either received or stored. A large number of SeaWiFS data users, however, still do not have systems with these advantages. For these users, decreasing the amount of data they request and increasing its inherent usefulness will be beneficial. In some cases, subscriptions are being employed to build up an in-house SeaWiFS data archive. Such an archive will allow continuing research at the institution without requiring interaction with the DAAC.
One of the reasons for building external archives may be the difficulty of using the WWW for data browsing when or where Internet transmission times are slow. Fig. 10 shows an example of a current data browsing page for a SeaWiFS HRPT station data file. The browse image (extracted from the browse file) allows users to examine the coverage area and cloudiness of any file before requesting it. The DAAC is now creating an external data ordering system that will allow users to examine SeaWiFS browse files on CD-ROMs on their home systems. This utility will allow users to generate a file list that would be e-mailed to the DAAC and processed to generate a data order. Such a system has several advantages. The volume of data sent to users is reduced and the need for users to endure tedious data browsing sessions would be curtailed. This need is particularly acute for many regional SeaWiFS data users, as many regional researchers have limited computing resources. By reducing the amount of data that they examine prior to processing, their resources will be better utilized.
The previous considerations indicate that to optimize user usage efficiency, an equal amount of effort should be expended on the creation of a data subscription service as advanced as the WWW data browsing system. The DAAC has put considerable emphasis on the creation of a powerful WWW data browsing system, yet the subscription service, which is responsible for more than twice the number of data orders than are generated through the WWW, has received only incremental improvements. Experience indicates that there are very few other remote sensing data subscription services similar to the DAAC system for SeaWiFS data. Thus, the recommendations on how to improve the SeaWiFS data subscription service may also be useful for other data archives.
There are two important qualifications. One, a data subscription service is only needed by, and useful for, an active mission. Archives which hold historical data (such as CZCS data) do not need a subscription service. Two, a subscription service for a mission with a large variety of data products requires considerable manual supervision (or a highly-sophisticated automated decision-making system). An analogy may be useful to illustrate the second point. The SeaWiFS data subscription service is unlike a subscription to a periodical magazine or journal. While a magazine or journal subscription only delivers the entire content of the magazine to the subscriber, a SeaWiFS data subscription operates as if a subscriber's interests were catalogued, and articles matching the subscriber's specific interests are copied and subsequently delivered to the subscriber. If interests change, the interest profile must be modified and different articles will then be provided to the subscriber. Such a system is advantageous to the subscriber but much more difficult to manage for the magazine or journal.
An inital step to upgrade the subscription service was the creation of a spatial search option for spatially-organized data (Level 1A GAC, Level 2 GAC, Recorded Level 1A LAC data). This option allows users to specify geographical coordinates for these data products. As an example, researchers studying the Pacific Equatorial Upwelling would receive GAC files covering the Pacific Ocean (6-7 each day) rather than the 14-15 daily GAC files, reducing data volume by more than 50%. Recorded LAC files can be requested for a specific coverage area and time, which could correspond to a research cruise. By the time that the research vessel returns to port, this data would be delivered to the researcher. The next step, which can correspond to improvements in the WWW browsing system, is to examine SeaWiFS data quality parameters to allow selection of files meeting specific parameters. Many regional researchers utilize scenes with predominantly clear-sky conditions, so one parameter that can be examined is cloud coverage, expressed as the percentage of pixels to which the cloud mask is applied. A current obstacle to this implementation is the fact that the archived 1-km resolution Level 1A HRPT station data files do not have the required metadata parameters. A system that performs limited Level 1A-to-Level 2 data processing may be implemented to generate these metadata parameters.
A second improvement is to add the capability of subscription to Level 3 parameter subsets and individual SMI data products. The DAAC's Level 3 parameter subset system considerably reduces the data volume sent to users who are only seeking one or two Level 3 data products, but the subscription service only operates on full Level 3 binned or SMI data files. This improvement would be more useful for the binned products than the SMI products, because SMI data files are much smaller than the binned data files. Another improvement is an increased level of automation for subscription submittal. At present, the data subscription service only operates by request to the OCDST. An online subscription order form would accelerate the process of creating a data subscription and might also serve to make subscriptions a more noticeable alternative. The process of user authorization and username/password creation already operates in this manner: the SeaWiFS Project submits new user information to the DAAC database using a form, and the OCDST then examines the information for accuracy, performs necessary corrections, and then creates the username and password. Subscription "applications" would be processed in a similar manner.
V. CONCLUSIONS
At approximately the midpoint of the SeaWiFS nominal mission, the GES DAAC SeaWiFS data system has demonstrated excellent system performance, evidenced by system speed improvements, a sustained high distribution : archive ratio, and effective performance during SeaWiFS data reprocessings. The goal of the DAAC in the latter half of the mission is to further optimize user options so that a greater amount of useful data is delivered to the user, which will also serve to increase the use of FTP data transfer and reduce the amount of media delivered to users. The DAAC will realize such goals by striving to improve the data subscription service and creating new methods by which users can select, order, and receive data.
