Abstract. In this paper, some new dynamical systems which are determined by a semigroup Φ of maps in a closed interval I are studied.The main peculiarity of these systems is that Φ is generated by two noncommuting maps. Introducing certain closed subsets T 1 and T 2 in I makes it possible to determine some specific orbits corresponding to Φ and some specific attractors in I. These orbits play a crucial role in solving a wide variety problems in such diverse fields of analysis as functional and functional-integral equations, integral geometry, boundary problems for hyperbolic partial differential equations of higher (> 2) order. In the first part of this work we describe some conditions which ensure the existence of attractors in question of a special structure. In the second part several new problems in the above-mentioned fields of analysis are formulated, and we trace how the above dynamic approach works in solving this problems.
1. Introduction. The noncommutative dynamical systems we deal with in this paper are defined by a semigroup Φ δ of maps of a closed interval I into itself. Each such semigroup is generated by two continuous maps δ 1 and δ 2 of I into itself. The set O of orbits corresponding to Φ δ is considerably larger than in the case of one map δ since a transition from any point t k of an orbit to the next point t k+1 = δ j (t k ), j = 1, 2 may be realized in two different ways. Since a number of different n-pointed orbits in O grows exponentially as n → ∞ it does not seem reasonable to expect meaningful general results related to such amorphous formation as the set O. The situation changes abruptly when, in addition to maps δ 1 and δ 2 , certain closed subsets T 1 and T 2 in I without common points are given, and the only orbits we consider are those for which t k+1 = δ j k (t k ), where j k = 1 if t k ∈ T 1 and j k = 2 if t k ∈ T 2 .
We call such orbits T -proper. One can say that the set T = T 1 ∪ T 2 plays a guiding role when forming orbits in question. Any above pair (Φ δ , T ) makes it possible to determine some specific (T , δ) -attractors in I which play a crucial role in solving a wide variety of problems in quite different fields of analysis. Each of these problems we associate with a pair (Φ δ , T ) such that solvability properties of these problems and even some qualitative peculiarities of their solutions turn out to be closely related to the structure of the corresponding (T , δ) -attractors. This observation leads naturally to the problem of describing (T , δ) -attractors for 1412 
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a given pair (Φ δ , T ). A particular case of this problem is of the special interest, namely, given the above pair, whether the boundary of the interval I contains some (T , δ) -attractor.
In the first part of this work, under some hypotheses about maps δ 1 , δ 2 and sets T 1 , T 2 , we give an exhaustive answer to the last question (Theorem 1) in terms of some subset in O. The condition which ensures a desirable property of a (T , δ) -attractor is transparent from a geometrical point of view and easily verified (see Fig. 1 -3) .
The second part of the work is devoted to an application of this purely dynamic result to two problems in such diverse fields of analysis as integral geometry and functional equations. Note that both problems have never been investigated earlier.
In discussing these problems we will trace how all the introduced notions appear in solving analytical problems, and how the above dynamic result works. This dynamic approach has also applications to boundary problems for higher (> 2) order hyperbolic differential equations in bounded domains, but we will not deal with this question here. For the first time such problems were studied (on the base of a prototype of Theorem 1) in the author's papers [3] , [5] . 
and
respectively. Let δ 1 and δ 2 be continuous maps of I into itself, and let T 1 , T 2 be closed subsets in I satisfying the following conditions: (i) both functions δ 1 and δ 2 do not decrease on I;
(ii) the relation δ j (t) = t, j = 1, 2, holds at all points t ∈ (iv) T 1 ∩ T 2 = ∅. The concluding condition relates to mutual properties of the maps δ j , j = 1, 2, and the sets T j .
(v) The set T j contains each interval of constancy of the function δ j , j, j = 1, 2; j = j .
We denote T = T 1 ∪ T 2 and call all the three sets T 1 , T 2 and T guiding (as well as all points t ∈ T ).
It is immediately verified that under conditions (i) -(iii) the relations
are valid ( if δ 2 denotes a smaller function). The maps δ 1 and δ 2 generate a noncommutative semigroup Φ δ . The elements of Φ δ are all the maps of I into itself of the form
, where J = (j 1 , . . . , j n ), n = 1, 2, . . ., is an arbitrary multi-index with j k equal to 1 or 2 and • denotes the composition of maps. The semigroup Φ δ naturally determines a noncommutative dynamic system on I. In what follows we use the following geometric terminology relating to Φ δ and not coinciding completely with the traditional one.
1) Given a multi-index J and a point t 1 ∈ I, an ordered set O = (t 1 , t 2 , . . . , t n+1 ) of points in I is called an orbit ( of the point t 1 ) if
In the sequel it will be convenient to use the term "orbit" also in describing infinite sequences (t 1 , t 2 , . . .) satisfying condition (3) (in this situation one can determine a multi-index J but not the corresponding map δ J ).
2
) is said to be periodic orbit or, in short, cycle if
Definition We denote by N T δ the set of all T -proper T -guided cycles in I.
Definition A set A ⊂ I is called (T , δ)-attractor if for any point t 1 ∈ I there is a converging T -proper orbit (t 1 , t 2 , . . .) with a limit in A, and no proper subset of A possesses this property.
As will be shown later ( see Sec.3 -5 ) a wide diverse of different problems in analysis at first sight looking stationary can be successfully solved within a framework of the dynamical systems in question. With any of these problems we associate a corresponding semigroup Φ δ and a guiding set T . This makes it possible to reduce the problem under consideration to the question, whether there is a (T , δ) -attractor contained in the boundary ∂I of I. Theorem 1 below contains an exhaustive answer to this question if the set T satisfies some geometric conditions. 3. The main dynamic result. Denote by T j and T the sets of all limit points of the sets T j , j = 1, 2, and T , respectively. If both sets T 1 and T 2 are infinite we set 
Proof: The necessity of condition (5) follows from the definitions. To prove its sufficiency we note at first that if one of the sets T j , j = 1, 2, is empty, then for an arbitrary point t 1 the orbit
. .), j = j, is T -proper and converges to the point t = (−1) j . For, if j = 2, for example, then the orbit O 1 , being increasing (due to the right inequality in (1)) and bounded, has
. By continuity of the function δ 1 we have δ 1 (ξ) = lim δ k 1 (t 1 ), and hence δ 1 (ξ) = ξ. By virtue of (ii), we find that ξ = 1. In what follows the sets T 1 and T 2 are assumed to be nonempty.
The following assertion turns out to be essential in proving the theorem.
Lemma 2. If a periodic orbit C is a part of a T -proper orbit
Proof: Assume that t 1 ∈ C and let t q , q ≥ 2, be the first point in O belonging to
Since t q = t q+n = 0, it follows by condition (iii) that j 1 = j 2 . Denote a common value of these indices by j. By virtue of condition (i),
But then t q−1 ∈ T j for j = j, due to condition (v), and the orbit (t q−1 , t q ) can not be T δ -proper. This proves Lemma 2, as the second assertion is obvious.
Continuing the proof of Theorem 1 we note that, for a sufficiently small ε > 0, there are some deleted neighborhoods U ε 1 and U ε 2 of the points t = −1 and t = 1, respectively, such that
This is a direct consequence of condition (4). It is worth mentioning that if
. .}, respectively, turns out to be T -proper, and, as was proved above, converges to the point t = −1 or t = 1, respectively.
It is important to note that for the above-mentioned number ε there is a number s such that inclusions δ
are true for all points t ∈
• I. For, in the case U ε 2 , for example, the existence of an integer s > 0 such that δ
consequence of inequality (1). The required inclusion follows immediately from the monotonicity condition (i).
Take an arbitrary point τ 0 between τ 1 and τ 2 (see (4)). It is easily seen that there exists an open covering
• the set V 1 (V 2 ) lies on the right (on the left) of the point τ 0 . It is important to note that the set M = T \V is finite. Let us agree to call an
in (3) . Unlike the definition (2) 
It is easy to verify that, in every directed orbit O, each turning point t n ∈ V follows a point t n−1 ∈ M, and the same is true for any turning point t n ⊂ I\T . Since
what has been said means that the number of turning points in an orbit O does not exceed the number M of points in the set M, if this orbit does not contain cyclic suborbits. But then it becomes clear that the terminal point in the directed orbit
of the boundary ∂I. Therefore, one of the sewed orbits
with j = 1 or j = 2 solves the problem, i.e. it possesses all the properties postulated in Theorem 1.
Turn now to the situation where a directed orbit O of a point t 1 includes some cycle C. By Lemma 2, this cycle contains the point t 1 , and consequently it has the form C = (t 1 , . . . , t m ) with t m = t 1 . But since N T δ = ∅ , the orbit C is not Tguided. Therefore, one of its points t q , 1 ≤ q ≤ m − 1, does not belong to the set T . Assume that t q+1 = δ j (t q ). We introduce a new point t q+1 = δ j (t q ) with j = j and define the directed orbit
.).
Being T -proper this orbit has no common points with the cycle C. Indeed, if t p is a first point of this kind and t p = t r , 1 ≤ r ≤ m − 1, then t p−1 = t r−1 (as it was shown in the proof of Lemma 2). However, this is impossible, since t r−1 ∈ C whereas t r−1 ∈ C. By virtue of the same lemma, the T δ -proper orbit (t q , t q+1 , t q+2 , . . .) does not contain any periodic suborbits. As above, this enables us to conclude that the sewed orbit
with N = Ms + M + s and j = 1 or 2 if t q+N > τ 0 or t q+N ≤ τ 0 , respectively, satisfies all the conditions stated in Theorem 1. This completes the proof of the theorem. 4 . On solvability of a class of functional equations. In this section we deal with a functional equation of the following type
where a 1 , a 2 and H are given real-valued continuous functions on I, δ 1 and δ 2 are given continuous maps of I into itself, and F is the unknown function: I → R.
For the first time such equations were investigated in the author's papers [3] , [4] , [5] , although some particular cases (always with H = 0, a 1 = a 2 = 1) had been investigated earlier, in the 70s -80s (see [2] , [7] ).
Being interesting by themselves these equations appear as a necessary technical tool for solving some problems from other fields of analysis. One of these problems, namely, that from integral geometry will be considered later, in Sec. 5. It is worth mentioning that equation (6) (at first sight by no means related to dynamical systems) is a suitable model to trace how the above concepts " T -guided" and " Tproper" orbit arise in solving this really analytic problem. We will see that in spite of a deep difference between proofs of the existence and the uniqueness of a solution to equation (6) both of them are based on the existence of a (T , δ) -attractor with properties described in Theorem 1. In proving uniqueness such an attractor ensures the validity of a maximum principle, but in proving existence the same attractor makes it possible to obtain some necessary a priori estimates for the norm of the linear operator
Let us now pass to exact statements. With regard to the parameters determining equation (6), we assume that all the conditions (i) -(iii) are fulfilled. In particular, relations (1) and (2) are valid. As to the coefficients a 1 (t) and a 2 (t), they are assumed to be nonnegative and to satisfy the inequalities
Introduce the guiding sets
,
The concluding hypothesis relates to some mutual properties of the functions a j and the maps δ k , j, k = 1, 2, namely, (v) a j (t) = 0 on each interval of constancy of the function δ j (t), 1 ≤ j ≤ 2.
We note that hypotheses (i) -(iii), (iv) are not artificial, since all type (6) functional equations that have up to now arisen in various problems in integral geometry (see [5] ) and also in the theory of boundary problems for partial differential equations (see [3] , [5] ) satisfy these conditions. Let Φ δ be the semigroup of maps of I into itself generated by δ 1 and δ 2 as in Sec. 2. Due to (iv) , the new triple (Φ δ , T 1 , T 2 ) satisfies conditions (i)-(iv) (see Sec. 2). This makes it possible to introduce the above notions like T -proper and T -guided orbits, (T , δ) -attractors, and to define the corresponding set N T δ . What is important is that under condition (v) the result of Theorem 1 remains true for the triple (Φ δ , T 1 , T 2 ) in question.
Theorem 3.
Assume that the guiding sets T 1 and T 2 satisfy condition (4).
If
then all solutions of the homogeneous equation
contain some deleted 1 
neighborhood of the boundary ∂I. Then, under hypothesis (8), equation (6) has a unique solution F ∈ C(I) for an arbitrary function H ∈ C(I).
Remark More general results including those describing some qualitative properties of solutions F to equation (6) 
Introduce the set
for some nonnegative ε 1 and ε 2 . Substituting t 1 for t into equation (9) we obtain
It follows that if t 1 ∈ M\T , then ε 1 = ε 2 = 0 and hence
But if t 1 ∈ M ∪ T 1 , then ε 1 = 0, and consequently δ 1 (t 1 ) ∈ M. In just the same way, if t 1 ∈ M ∪ T 2 ), then δ 2 (t 1 ) ∈ M. Combining these observations with the definition of a T -proper orbit generated by the semigroup Φ δ , we conclude that along with every point t 1 the set M contains a next point of an arbitrary T -proper orbit (t 1 , t 2 ). Since δ 1 and δ 2 are maps of I into itself, this argument can be applied to the point t 2 . As a result, we obtain one or two points t 3 of the form
belonging to the set M, and the orbit O = (t 1 , t 2 , t 3 ) turns out to be T -proper. Proceeding in the same manner, we arrive at the conclusion that along with every point t 1 ∈ M its every T -proper orbit O = (t 1 , t 2 , . . .) lies in the set M, (the first appearance of a T -proper orbit!). By Theorem 1, one of these orbits converges either to the point t = −1 or to the point t = 1. By virtue of the continuity of the function F , one of the numbers F (1), F(−1) is equal to M . What has been said about the spread of the maximum value of a solution along T -proper orbits remains true for the minimal value m of the same solution. As a result, one of the numbers F (1) and F (−1) is equal to m. To complete the proof of part 1
• it only remains to note that
(to see this it suffices to substitute consecutively the points t = −1 and t = 1 for t in (9) and use relations (2)).
in the space C(I). By (iv) , the norm L of this operator is not greater than 1.
We are now going to prove that L m < 1 for some integer m > 0. This results (in view of the well known result in functional analysis) in the invertibility of the operator F → F − LF, which is equivalent to assertion 2
• of Theorem 3. We first of all note that, for an arbitrary integer N > 0, the function L N F can be represented in the form
where J = (j 1 , . . . , j N ). It follows that for an arbitrary function F ∈ C(I) with F = 1 the inequality
holds at each point t ∈ I. Let us prove that, given any fixed value t, there is a positive integer N and a constant γ < 1 such that the inequality be a finite subsystem of these neighborhoods and let N j and γ j be the corresponding constants. Setting m = max N j and γ = max γ j , we arrive at the desired inequality L m < 1. This completes the proof of Theorem 3. This is one more result relating to the solvability of the functional equation (6) whose proof becomes almost trivial by using the dynamic approach. Proof: Given a function h, let F be a solution of equation (6) and let F ( t ) = M and F (t ) = m be the maximal and minimal values of F , respectively. If we substitute consecutively t andt for t in (6) we obtain the inequalities h( t ) ≥ 0 and h(t ) ≤ 0. Thus, the maximal and minimal values of h can not be of the same sign. Assume that h ≥ 0 on I and h > 0 in a deleted neighborhood U of the boundary ∂I. Then h(t ) = 0. But as we know from the previous proof, the minimal value m of a solution F spreads along T -proper orbits of the pointt. Therefore, h = 0 at all points of any such orbit. By virtue of Theorem 1, the function h vanishes at points lying arbitrarily close to the boundary ∂I, in contradiction with the choice of h. This completes the proof of Theorem 4.
5. On Solvability of Some Problems in Integral Geometry. One of the typical problems in integral geometry is the problem of reconstructing a function in a given domain D from the values of its integrals over a family {D q } of subdomains in D. In this section a new problem of this kind will be studied. The peculiarity of the problem in question is that we consider bounded domains D with a boundary ∂D. Although at first sight the problem looks completely stationary, it admits an adequate formulation in which the semigroup Φ δ introduced in Sec. 2 turns out to be connected with the problem. This makes it possible to use the dynamic approach developed in Sec. 2 and to obtain the desired results by avoiding a hard analytic work.
Let B be a disk in R 2 and let l 1 and l 2 be smooth nonsingular transversal vector fields in B. Introduce a curvilinear triangle D = OA 1 A 2 whose sides OA 1 and OA 2 are trajectories of the vector fields l 1 and l 2 , respectively. The side Γ = A 1 A 2 is assumed to be an arbitrary smooth curve without singularities transversal to l 1 and l 2 at the points A 1 and A 2 . In addition, the closure D of a domain D is assumed to satisfy the following hypotheses:
This means that if given points p and q in D lie on some trajectory γ j of the field l j , then all the points r ∈ γ j between p and q belong to D.
Given an arbitrary point q ∈ Γ, let D q be a curvilinear parallelogram1 Oq 2 , where q j = π j q, j = 1, 2. The above conditions 1
• and 2
• guarantee the inclusion
We formulate the above-mentioned geometric problem in the following form:
with σ being a measure on B.
By dimensional considerations no uniqueness results are possible in general. Hence, following [1] we make more precise formulation, namely, for what spaces of functions f and h is the map A : f → h one-to-one, and what functions h(q) can be represented by the integral in (13).
As to the second question, it follows from (13) that any such function h belongs to the space H(Γ) = (C 2 ∩ C 0 )(Γ) of all twice continuously differentiable functions vanishing on the boundary ∂Γ. Therefore, the best possible solution of the problem consists in describing subspaces F(D) of the space C(D) for which the map
A : F(D) → H(Γ)
is one-to-one. One of the possible classes of such subspaces is introduced below.
Definition Given a smooth nonsingular vector field l in B, we denote by C l (D) the subset of all functions in C(D) which remain constant along each trajectory of the field l.
Within a framework of this paper we consider only the case of vector fields
with constant coefficients r 1 and r 2 .
2 However, in this situation we obtain an exhaustive solution of the problem in question by stating a necessary and sufficient condition on Γ ensuring the above-mentioned property of the operator
To state this condition, we introduce the projection π l : D → Γ along the trajectories of the vector field l. Then
are two maps of Γ into itself. Denote by Φ ζ the noncommutative semigroup of maps of Γ into itself, generated by ζ 1 and ζ 2 . The analogy of Φ ζ with the semigroup Φ δ considered in Sec. 2 is obvious. As in the case of Φ δ we define an orbit in Γ as a sequence of points (q 1 , . . . , q n , . . .) in Γ such that
and all ζ j k are equal ζ 1 or ζ 2 . We introduce also the guiding sets
It is assumed by analogy with hypothesis (4) that if both sets T 1 and T 2 are infinite, then arbitrary points τ 1 ∈ T 1 and τ 2 ∈ T 2 are situated on Γ in the order A 1 , τ 1 , τ 2 , A 2 . Repeating literally what was said in Sec. 2, we define periodic, T Γ -guided, and T Γ -proper orbits corresponding to the semigroup Φ ζ . Finally, we introduce the set N Γ ζ of all T Γ -proper T Γ -guided periodic orbits generated by Φ ζ (see Fig.1 -Fig.3 ). Now everything is ready for formulating the main result of this section. (13) is uniquely solvable for all h ∈ H(Γ). On Fig.2 the orbits (p, ζ 1 (p) ) and (q, ζ 2 (q)) are the only T Γ -proper orbits corresponding to the semigroup Φ ζ and beginning at points p and q, respectively. Since both orbits are not T Γ -guided, the set N Γ ζ is empty in this case, and problem (13) is also uniquely solvable for all h ∈ H(Γ). On Fig.3 , as is easily seen, the orbit (p, q, p) is a T Γ -guided T Γ -proper cycle (as well as the orbit (q, p, q)). Therefore, by Theorem 5, the operator A : C l (D) → H(Γ) is not one-to-one.
Sketch of the proof:
First of all choosing a special coordinate system (x 1 , x 2 ) in the disk B we reduce the integral equation (13) to the form 
By setting
we reduce this equation to the final form
It is remarkable that the functions δ 1 and δ 2 which are intrinsically connected with geometric problem (13), satisfy general conditions (i) -(iii), (see Sec. 2). Note that by definition we have F (0) = 0 (15) and δ 1 (t) + δ 2 (t) = t.
(16) Substituting consecutively t = −1 and t = 1 for t in (14) and using (15) we conclude that for all functions F the left hand side in (14) vanishes at points t = −1 and t = 1. Consequently, differentiating equality (14) results in the equivalent relation G(t) − δ 1 (t)G(δ 1 (t)) − δ 2 (t)G(δ 2 (t)) = H(t)
where G = F and H = (d/dt)h σ −1 (t) . It follows from (16) that
Therefore, equation (17) is none other than equation (6), where a 1 = δ 1 and a 2 = δ 2 . The critical sets of the functions δ 1 and δ 2 play now a role of the guiding sets T 1 and T 2 , respectively. It follows that hypothesis (v) (see Sec. 2) is satisfied in the case of the equation (17). Introduce the semigroup Φ δ generated by δ 1 and δ 2 , and the corresponding triple (Φ δ , T 1 , T 2 ). Let T = T 1 ∪ T 2 . By virtue of Theorem 3, the solvability of equation (17) (and therefore the solvability of equation (13)) depends on whether the set N T δ corresponding to these Φ δ and T is empty or not. Therefore, to prove Theorem 5 it only remains to show that both of the sets N T δ and N Γ ζ are empty or nonempty simultaneously. The corresponding proof is contained in [6] . This completes the proof of Theorem 5.
