In this paper, class of second order ordinary differential equation with oscillatory solutions is considered. By employing the trigonometric basis function, a continuous five-step scheme known as five-step trigonometrically fitted scheme is derived to approximate solutions to the class of considered equation. Consistency and zero stability of the developed method were proved. Stability and convergence properties of this new scheme were also established. The scheme so obtained is used to solve standard initial value problems with oscillatory solutions. From the numerical results obtained, it was revealed that the proposed method performs better than some of the existing methods in the literature.
Introduction
Differential equations arising from the modeling of physical phenomena, often do not have exact solutions. Hence, the development of numerical methods to obtain approximate solutions becomes necessary, to the extent that several numerical methods such as finite difference methods, finite element methods and finite volume methods, among others, have been developed based on the nature and type of the differential equation to be solved.
Here, we are concerned with solutions of second order initial value problem of the form y = f (x, y, y ), y(a) = η 0 , y (a) = η 1 (1.1) where f : R × R m × R m → R m , and y, y 0 , y ∈ R are given real constants.
Many scholars such as Henrici [11] , Jeltsch [13] , Twizel and Khaliq [16] , Awoyemi [4] , Simos [15] , Yusuph and Onumanyi [18] , Adeniran, Odejide and Ogundare [2] have devoted lots of attention to the development of various methods for solving directly (1.1) without reducing to system of first order equations. Hairer and Wanner [10] developed Nystromtype methods for (1.1) in which conditions for the determination of the parameters of the method were listed. Gear [8] ,
Hairer [11] , Chawla and Sharma [6] , independently developed explicit and implicit Runge-Kutta Nystrom type methods. Dormand and Prince [7] also developed two classes of embedded Runge-Kutta-Nystrom methods for the direct solution of (1.1).
Several numerical methods based on the use of polynomial functions (Power series, Legendre, Chebyshev, e.t.c) have been used as basis function to develop numerical methods for direct solution of (1.1) using interpolation and collocation procedure. However, it is well known that polynomial of high degree tend to oscillate strongly and in many cases they are liable to produce very poor approximations. Psihoyious and Simos [14] developed a trigonometrically fitted predictorcorrector method for numerical solution of IVPs with oscillating solutions. Numerical experiment showed that the method is efficient. Vigo-Aguiar and Ramos [17] in their paper titled " On the choice of the frequency in trigonometricallyfitted method use the trigonometrically-fitted method to obtain an approximate solution to some nonlinear oscillators and also presented a strategy for the choice of frequency in trigonometrically-fitted methods.
The main focus of this article is to employ trigonometric function as basis function to develop a new five-step numerical methods using interpolation and collocation procedure for the direct solution of (1.1).
Development of the method
The main objective in this section is to construct a continuous five-step trigonometrically fitted method. The method has the form
where u = wh, β j (u), j = 0, 1 · · · 5 are the coefficients that depend on the step-size and frequency. In order to derive (2.1), we proceed by seeking to approximate the exact solution y(x) on the interval [x n , x n+h ] by interpolation function U(x) of the form
where a 0 , a 1 , a 2 , a 3 , a 4 , a 5 , a 6 and a 7 are coefficients that must be uniquely determined. We then impose that interpolating function (2.2) coincides with the exact solution at the end point x n and x n+1 to obtain the equations U(x n ) = y n and U(x n+1 ) = y n+1 .
(2.
3)
It is also demanded that the function (2.2) satisfies the differential equation (1) at points x n+ j , j = 0, 1, · · · , 5 to obtain the following set of six equations:
Equations (2.3) and (2.4) leads to a system of eight equations which is solved by any linear system solvers such as Crammer's rule to obtain a j , j = 0, 1, . . . , 7. The a j 's obtained are then substituted into (2.2) to obtain the continuous form of the method
where w is the frequency, α j and β j are continuous coefficients. The continuous method (2.5) is used to generate the main method of the form (2.1). That is, we evaluate at x = x n+5 and letting u = wh, we obtain our main method
with coefficients
;
where variable q = cos u. We remark that by evaluating (2.5) at other points x = x n+4 , x = x n+3 , x = x n+2 , additional methods are derived namely: evaluating at x = x n+4 gives y n+4 =α 0 y n +α 1 y n+1 + h 
,
and evaluation of (2.5) at x = x n+3 gives
Again, evaluating (2.5) at x = x n+2 gives
In order to incorporate the second initial condition of (1.1) in the derived methods, we differentiate (2.5) and evaluate at point x = x n , x = x n+1 and x = x n+5 to have:
where in the above, p = sin u. Again, differentiating and evaluating at x = x n+1 , we obtain 
Finally, differentiating and evaluating at x = x n+5 gives 
hp ,
The methods derived in equations (2.6) -(2.12) above will be combined and implemented as a block in solving numerical examples.
described by equation (2.6) is obtained as
where y (i) denotes the ith derivative of y with respect to the independent variable x.
Zero stability
The block method is zero stable if the roots z s , s = 1, 2 of the first characteristic polynomial ρ(z) which is defined bȳ
satisfies |z s | ≤ 1 and every root with |z s | = 1 has multiplicity not exceeding two in the limit as h → 0. where I is the identity matrix, and 
solving for z in
gives z = 0 or z = 1. Hence the block method is zero stable.
Convergence of the method
According to Gurjinder et.al (2013), Definition 4.1. A block method is said to be consistent if it has an order of convergence p, with p ≥ 1.
The block method derived in this article are all consistent as all the methods are of order p > 1.
It is a standard result that The necessary and sufficient condition for a linear multistep method to be convergent is for it to be consistent and zero stable, see Dahlquist [Henrici[11] ]. Thus the block methods derived in this article are convergent.
Implementation of the Scheme
The strategy adopted for the implementation of the methods is such that all the discrete methods obtained from the continuous method as well as their derivatives, which have the same order of accuracy, with very low error constants for fixed h, are combined as simultaneous integrators. The absolute errors calculated in the code are defined as Error = |yexact − ycomputed| where yexact is the exact solution, ycomputed is the computed result and Error is the absolute error. The value of w that produce an optimal solution in terms of accuracy are considered. All computations were carried out using Maple 17
Numerical Examples

Example1
We consider the following problem:
whose exact solution is given by y(x) = cos(10x) + sin(10x) + sin(x). Example 2 We consider a highly oscillatory test problem
For λ = 2, the exact solution is known to be y(x) = cos(2x) + sin(2x).
Example 3
We consider the non-linear initial value problem
whose exact solution is given by y = sin 2 x.
Conclusion
We have proposed a five-step block trigonometrically fitted methods for the direct solution of general second order initial value problems with oscillatory solutions. The method has the advantage of being self starting, having good accuracy with order 4, consistent and zero stable. The methods are implemented without the need for the development of predictors nor requiring any other method to generate starting values. Implementation of the method with numerical examples on linear, non-linear and problems with oscillatory solution showed that the methods are superior to most of the existing multistep methods available for approximating similar class of problems. 
