the ways that PET will continue to be an important member of the toolkit of methods employed to understand normal human brain functioning. We agree, but believe that Cumming didn't discuss thoroughly enough some crucial reasons to do the difficult and expensive task of using PET in certain normal subject studies. And as such, we feel that it is worth emphasizing that there are significant reasons to continue with brain PET, in spite of the expense and technical difficulties of performing a scan. In our commentary, we will focus on three types of studies that we think will continue to employ PET (and which will be appropriate for publication in NeuroImage). They are (1) certain activation studies that measure regional cerebral blood flow (rCBF) as an index of neural activity; (2) neurotransmitter studies; and, (3) multimodal studies.
PET rCBF activation studies will continue to play a pivotal role in cognitive neuroscience for a large class of studies that are particularly sensitive to certain problems endemic to BOLD fMRI. One such problem is the susceptibility artifact, which is especially prominent in anterior and ventral brain areas. Because of it, fMRI data from areas in the anteroventral temporal and frontal lobes often are unusable in conventional studies. A second problem is the noise generated by the gradient coils, which can adversely affect listening to auditory inputs and can make recording of spoken outputs difficult. The third problem is due to the movement artifacts that arise from speaking or other orofacial movements. While all three can impact studies investigating a variety of cognitive processes, studies of auditory and language processing can be particularly susceptible to these problems (Horwitz and Wise, 2008) .
Brain areas where the susceptibility artifact is largest include the temporal pole and the ventral portion of the orbital frontal cortex. A number of studies have implicated the former in language processing. For example, Spitsyna et al. (2006) used rCBF PET to show common activation during implicit comprehension of spoken and written language in inferior and lateral regions of the left anterior temporal cortex and in lateral regions of the left temporal-parietal-occipital junction. Investigators using fMRI have tried to overcome this signal dropout by using high spatial resolution (Devlin et al., 2000) , but such an approach often results in limited brain coverage, which in turn can interfere with a functional or effective connectivity analysis, since important network nodes may not be imaged (Kim and Horwitz, 2009 ).
The second problem -the loudness of the gradient coils -affects fMRI studies in a variety of ways, including making it difficult for a subject to hear auditory inputs, reducing the sensitivity of neural responses to heard auditory inputs, and interfering with the recording of spoken
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NeuroImage j o u r n a l h o m e p a g e : w w w . e l s e v i e r . c o m / l o c a t e / y n i m g outputs. Among attempts to overcome these limitations, the most wellknown is the use of sparse temporal sampling (e.g., Hall et al., 1999; Simonyan et al., 2009 ); however, this data acquisition protocol severely limits the types of experimental designs and analysis methods that can be employed. In comparison with fMRI, PET scanning is relatively quiet.
Artifacts arising from subject movement plague all fMRI studies, but they are particularly problematic for studies of voice and language production. Speaking in the scanner leads to a susceptibility artifact that is especially prominent in anterior and ventral frontal language areas. Moreover, speaking produces a movement artifact, which may or may not be removable using preprocessing algorithms. As with the problem of scanner noise discussed in the previous paragraph, an fMRI sparsesampling design can be employed to circumvent this problem, but use of this technique imposes limitations on the experimental design. Recall that sparse temporal sampling is based on the fact that due to the hemodynamic delay, the BOLD response to neural activity is delayed for several seconds, whereas the susceptibility artifact to movement is immediate (Birn et al., 1999) . Thus, scanning about 4-6 s following the voiced output allows the investigator to obtain uncontaminated data representing the neural response that led to the voiced output (e.g., Simonyan et al., 2009 ). However, the sparse sampling approach does not work for long duration auditory input (such as continuous speech) or output (such as producing a spoken narrative). PET can be used in such cases, as illustrated by a study comparing speech and American Sign Language production (Braun et al., 2001) .
It is worth emphasizing that because language processing is unique to humans, ascertaining its neural correlates in healthy subjects can only be done by use of functional neural imaging, and thus for many real world aspects of language processing, rCBF PET will continue to be an important tool. Although some efforts in software development of preprocessing algorithms that can remove movement artifact are underway (e.g., Xu et al., 2011) , rCBF PET still provides the most straightforward way to study continuous language function in normal humans.
The second type of study that employs PET and that will continue to be of importance to human cognitive neuroscience are those that image neurotransmitter function. Investigations of this sort were discussed by both Cumming (2014) and Siebner et al. (2014) in their articles. Both papers commented on current and future PET ligand development, and both were optimistic that the introduction of new ligands that target various neurotransmitter systems will increase the desire by research groups to employ PET. It is important to add that a combination of neuroreceptor mapping studies with rCBF PET would help identify the effects of rCBF on neurochemical processes. It is especially important for the newly developed ligands to establish that activity-related CBF does not have a confounding effect on the ligand's specific bindings values and the distribution of the tracer does not depend on rCBF, thus validating the use of a tracer (Fukumitsu et al., 2005; Ishiwata et al., 2008) . Furthermore, combined rCBF and neuroreceptor measures may help derive information about the dynamic and plastic changes in both systems. For example, age-related changes in muscarinic cholinergic receptors have been described in a study that looked at the relationship between neuroreceptor distribution volume and rCBF changes in younger and older individuals (Kakiuchi et al., 2001) .
The third type of study that will continue to employ brain PET consists of multimodal studies -those investigations in which different kinds of neuroimaging data are acquired in the same subject. This type of study was discussed by Siebner et al. (2014) in their commentary. They focused primarily on the use of scanners that can simultaneously perform PET and MRI, and we agree with them that this type of device will play a significant role in the future for the reasons they detail.
However, even if separate PET and MRI scans are acquired in different sessions, we feel that the scientific questions that can be addressed will be important enough to induce researchers to utilize a multimodal approach. Recently, a few studies have started using this approach to examine the interactions between brain function, structure and neurotransmission during complex cognitive processes, such as speaking and listening to music (Salimpoor et al., 2011; Simonyan et al., 2013) . For example, we used PET imaging with 11 C-raclopride to measure the extent of endogenous dopamine release in the striatum and its influences on the organization of functional and structural striatal speech networks during the production of meaningful English sentences (Simonyan et al., 2013) . Structural MR imaging estimated striatal-cortical white matter connectivity by means of diffusion tensor imaging, and striatal functional connectivity during speech production was obtained via fMRI. An important finding was the relative lateralization of dopamine release to the left hemisphere during sentence production, in spite of symmetric structural connectivity.
One other aspect of multimodal imaging needs to be mentioned, and that is the general issue of combining neural data from many sources into a coherent account of how the neural architecture of the brain mediates specific cognitive functions. One of us (BH) has argued over the years that the way to do this is to integrate these multiple and diverse types of neural data into large-scale, biologically realistic neural models that can simulate multiple types of data that can, in turn, be compared with experiment (Horwitz, 2005; Horwitz et al., 1999) . In recent years, a number of groups have begun to utilize such an approach (e.g., Arbib et al., 2000; Deco et al., 2004; Ritter et al., 2013; Tagamets and Horwitz, 1998) . As brain PET begins to supply more information on neurotransmitter release during different cognitive tasks, these data will be employed in the neural modeling efforts.
In conclusion, we agree with Cumming (2014) that the expense and difficulty of brain PET are such that fMRI (and EEG/MEG) will continue to be the dominant functional neuroimaging tool in the near future. However, brain PET should not be written off; not only will it continue to be employed in studies of patient populations, it also will be continuously utilized to study normal brain cognitive processing for a variety of functions that are difficult to perform with fMRI. Importantly, brain PET also will provide valuable insight into human neurochemistry, especially in terms of neurotransmitter function. Finally, data derived using brain PET will be necessary for incorporation into neural modeling that will form the basis for providing detailed hypotheses about the neural basis of human cognition.
