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Abstract. This paper describes an approach to unit testing of plan based agent
systems, with a focus on automated generation and execution of test cases. Design
artefacts, supplemented with some additional data, provide the basis for specifica-
tion of a comprehensive suite of test cases. Correctness of execution is evaluated
against a design model, and a comprehensive report of errors and warnings is pro-
vided to the user. Given that it is impossible to design test suites which execute
all possible traces of an agent program, it is extremely important to thoroughly
test all units in as wide a variety of situations as possible to ensure acceptable
behaviour. We provide details of the information required in design models or
related data to enable the automated generation and execution of test cases. We
also briefly describe the implemented tool which realises this approach.
1 Introduction
The use of agent technology for building complex systems is increasing, and there are
compelling reasons to use this technology. Benfield [1] showed a productivity gain of
over 300% using a BDI (Belief Desire Intention) agent approach, while Padgham and
Winikoff calculated that a very modest plan and goal structure provides well over a mil-
lion ways to achieve a given goal [2, p.16], providing enormous flexibility in a modular
manner. However the complexity of the systems that can be built using this technology,
does create concerns about how to verify and validate their correctness. In this paper we
describe an approach and tool to assist in comprehensive automated unit testing within a
BDI agent system. While this approach can never guarantee program correctness, com-
prehensive testing certainly increases confidence that there are no major problems. The
fact that we automate both test case generation, as well as execution, greatly increases
the likelihood that the testing will be done in a comprehensive manner.
Given the enormous number of possible executions of even a single goal, it is vir-
tually impossible to attempt to test all program traces. Once interleaved goals within an
agent, or interactions between agents are considered, comprehensive testing of all exe-
cuting becomes clearly impossible. Instead, we focus on testing of the basic units of the
agent program - the beliefs, plans and events (or messages). Our approach is to ascertain
that no matter what the input variables to an entity, or the environment conditions which
the entity may rely on, the entity behaves “as expected”. Our notion of expectations is
obtained from design artefacts, produced as part of an agent design methodology. We
focus in this paper on the details of how we determine variable values for test cases
to provide comprehensive coverage, and the representations and mechanisms we use
to allow us to automate the process (though also providing mechanisms for user speci-
fied test cases where desired.) We build on our previous work in [3] which described a
basic architecture and approach. However we address in this paper some of the details
necessary to effectively realize that approach.
There are two specific aspects of automated test generation and execution which
we focus on in this paper. The first is how to specify values relevant to a particular
unit to be tested, and how to generate appropriate test cases that adequately cover the
space of value combinations for all relevant variables. Doing this appropriately is crit-
ical in order to be able to have confidence that the testing process was thorough. The
second important aspect is the setting up of the environment such that the unit to be
tested can be executed appropriately. One aspect of this is to ensure that units which
are depended on are tested first, and then included in the environment for the unit be-
ing tested. However in many real applications there may be interaction with an external
program within a plan unit (e.g. a query to an external database of a web service). There
may also be interaction with another agent within a testing unit. In these cases we must
ensure that access to the external program is set up prior to testing, and that there is
some mechanism for dealing with necessary interaction with other agents. We note that
most interaction with other agents would not be within a testing unit. Typically an agent
would generate a message in one plan, and handle it another, in which case there is no
need to model the other agent in any way.
In the following sections we first provide an overview of the testing process of
our previous work [3], the framework on which this work is based. In section 3, we
describe the automated process for test case generation. Section 4 then covers the details
needed to provide the environment where the units can be executed, including how to
automatically generate mock agents to simulate interaction if necessary. We provide
in section 5 a brief discussion of the implemented system and some results from its
use, concluding in section 6 with a brief comparison to other work and directions for
ongoing development.
2 Testing process overview
In [3], we present a model based framework for unit testing in agent systems, where
the models used are provided by the design diagrams of the Prometheus methodology,
a well established agent development methodology [2]. The Prometheus methodology,
and associated Prometheus Design Tool (PDT) produces graphical models capturing
relationships between basic entities such as goals, plans and beliefs. It also produces
descriptors which collect together a range of design information for each design entity.
The detailed design entities map closely to implementation entities and are utilized for
generation of skeleton code. They can also be used for generation of test cases and
analysis of testing results.
Figure 1 outlines the components of an agent that is developed using the Prometheus
methodology. These components are typical for most systems that follow the Belief De-
sire Intention (BDI) model of agency [4]. An agent contains plans, events and beliefs
and can have capabilities that encapsulate them for modularity. Percepts (external input
to the system), messages (from other agents) and internal events are all considered as
events in agent development tools such as JACK [5] and we use this same generaliza-
tion. In brief, the agent uses its plans to handle events as they occur and may query and
update its beliefs as needed during this process. Belief changes may automatically gen-
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erate events. Given the above components, the units to be tested are the events, plans
and beliefs. This extends the work in [3] which covered only events and plans.
Events are tested with respect to coverage and overlap. Coverage refers to the ex-
pectation that an event will always be handled by at least one plan in any situation.
Overlap refers to the possibility that there may be more than one plan that is applicable
for handling a given event, in some situation. While it is not necessarily an error to have
an event without full coverage, or with overlap, these are common sources of error in
agent programs [6]. Consequently PDT prompts developers to consider and to specify
expected coverage and overlap as part of design of events. Test case results are then
compared against the design specification.
A plan definition includes the type of event which triggers it, a context condition
that determines its applicability in a given situation, and a plan body. The body of a
plan may contain actions (considered atomic) and/or post sub-events (sub-tasks). Plans
are tested for the following:
– Does the plan get triggered by the event that it is supposed to handle? If it does not,
then either some other plan always handles it or there is an inconsistency between
design and implementation.
– Is the context condition valid in some situations? If no context condition is specified
then the plan is always applicable. However, if a context condition is specified
then there must be at least some situation where it is satisfied for the plan to be
applicable. If it is satisfied in any situation that could also indicate an error as it that
is the equivalent of an empty context condition.
– Does the plan post the events that it should? Events are posted from a plan to initiate
sub-tasks (or messages sent to other agents). If some expected events are never
posted, we need to identify them as this may be an error. Here we can only check
if the design matches the code, and can not check, for example, if the internal logic
of the plan is correct/sensible or if the event/message contains the correct data.
– Does the plan complete? It is possible to determine whether the plan executed to
completion. However, we cannot determine whether the plan completed success-
fully as the information required to determine the success of the plan is not cur-
rently contained in an extractable format in the design specification.
If a planA posts a sub-task (sub-event) that is handled by planB then the success of
plan A is dependent on plan B, which should in general be tested before A. There may
however be cyclic dependencies. For example, in Figure 2 P0, P2 and P1 are what is
termed a Plan Cycle [3].
Plan cycles are a special case of testing plans, in that, in addition to testing for the
aspects specific to plans, each plan cycle is considered as a single unit and tested for
the existence and the termination of the cycle at run-time. If the cycle doesn’t terminate
after a maximum number of iterations this generates a warning to the user. If the cycle
never occurs a warning is given as the cycle may have been a deliberate design decision.
While in the general case, events are generated from external input or from within a
plan body, events may also be generated automatically when certain beliefs (conditions)
become true. For example, if a robot agent believes the energy level to be less than 10%
it may generate an event to re-charge. In agent systems like JACK [5] such events are
implemented as database call-backs, other systems may implement them in the form of
active databases, for example [7]. For every belief that generates such events, we test if
the appropriate events get posted in the situations as specified in the design. This aspect
of testing beliefs is an addition to the framework presented in [3].
The testing process consists of a number of steps which we outline briefly below.
1. Determine the order in which the units (events, plans, plan cycles and belief-sets)
are to be tested. If a plan contains sub-tasks the success of the plan is partially
dependent on the plan(s) that satisfy the sub-tasks. For example, in Figure 2 the
success of plan P0 depends on the success of P2 or P3. The order of testing is
therefore bottom-up where a unit is tested before the units that depend on it.
2. Develop test cases with suitable input value combinations as described in section
3.
3. Augment the source code of the system under test with special testing code to
provide appropriate information to the testing system.
4. Execute the test cases, collect and analyze results and produce a detailed report. The
report contains both errors and warnings, where the warnings are things which are
likely to be errors, but which could be intended, or be due to lack of an appropriate
test case (e.g. failure to have a context condition become true in any test, may be
that a new specialized test needs to be added).
All of the above steps are automated and can be performed on a partial implementation
of the system if desired. Figure 3, provides an abstract view of the testing framework
for a plan unit. There are two distinct components: the Test driver and the Subsystem
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under test. The former contains the Test Agent, that generates the test cases and executes
the test cases by sending an Activation Message to the Test-Driver Plan. This plan is
embedded into the Subsystem under test during the code augmentation phase, and is
responsible for setting up the test input and activating the Subsystem under test via a
Triggering Event.
The subsystem contains the units to be tested and other parts of the system required
to activate them. These units under test are able to send Results Messages back to the
Test Agent via testing specific code inserted into them. After all testing is complete the
Test Agent generates the test report.
3 Test case generation
Test cases are automatically generated for each unit, by extracting relevant variables
from the design documents and generating variable value combinations. It is important
to ensure that there is comprehensive coverage of the different possible situations the
unit may execute in, so the choice of variable values is very important. At the same
time, it is impossible to test all values, so choices must be made carefully. We also
need to know which variables (in the environment, in the agent’s beliefs, or in the unit
itself) affect the particular unit. This is specified in the design documentation. These
specifications enable automatic extraction of the variables.
Some examples are:
[event-var, book.bookName, string, !=null]
[belief-var, (StockDB, numberInStock), int, >0 ]
name index domain valid minimal normal comprehensive
bookID EC-1 (-∞, 0) no N/A -1 -1
EC-2 [0, +∞) yes 0 0, 1 0, 1
stock EC-1 (-∞, 0) no N/A -1 -1
EC-2 [0, 200] yes 0, 200 0, 1, 199, 200 0, 1, 100, 199, 200
EC-3 (200, +∞) no N/A 201 201
price EC-1 (-∞, 0.0] no 0.0 -0.1, 0.0 -0.1, 0.0
EC-2 (0.0, 90.0] yes 90 0.1, 89.9, 90 0.1, 45.0, 89.9, 90.0
EC-3 (90.0, +∞) no 90.1 90.1 90.1
Table 1. Example of equivalence classes
Having automatically extracted the variables from the design for a particular unit,
the next step in the testing process is to generate values for these variables which will
test the unit. In many cases it is not possible to test all possible values as the domain
may be infinite or very large. We use the standard notions of Equivalence Class Par-
titioning and Boundary Value Analysis [8, p.67] to generate a limited set of values for
each relevant variable. An Equivalence Class (EC) is a range of values such that if any
value in that range is processed correctly (or incorrectly) then it can be assumed that all
other values in the range will be processed correctly (or incorrectly). Boundary values
mark the (non-infinity) ends of an EC, and are often values which cause errors. Some
approaches to testing use only valid ECs [9, p.98], while others improve robustness by
also using invalid ECs [9, p.99] [10, p.39] [8, p.67] .
In our approach we allow the user to select from three different levels for choice of
values for variables:
1. Minimal level is restricted to valid values, and uses boundary values for the valid
ECs.
2. Normal level uses both valid and invalid ECs, selecting boundary values, and values
close to the boundary, for each EC.
3. Comprehensive level also adds a nominal value in the mid-range of each EC.
To illustrate the above let us consider the following variables:
[agent-var, bookID, int, ≥ 0]
[agent-var, stock, int, ≥ 0, ≤ 200]
[agent-var, price, float, >0.0, <= 90.0]
Table 1 gives their ECs, and the choice of values from the three levels. Having
chosen test values for each relevant variable these must be combined in various ways
to produce test cases. Some approaches to testing simply ensure that for each variable,
there is at least one test case with each of the values chosen [9, p.98] [8, p.71] [11,
p.55]. A more thorough approach recognizes that many errors are a result of interactions
between variable values, and takes the cross product of all values for each variable. The
problem is that the latter quickly gives a very large number of test cases. The first
approach caps the number of test cases at the largest number of values for any variable.
The second is the cartesian product of the number of values for each variable, which
quickly explodes. For example if we have five variables, each with five values, it gives
over 3,000 test cases.
A commonly used approach to reduce the number of combinations is combinatorial
design [12]. This approach generates a new set of value combinations that cover all n-
wise (n>=2) interactions among the test parameters and their values in order to reduce
the size of the input data set. We use the Combinatorial Testing Service software library
of Hartman and Raskin1 which implements this approach, in our system. However we
apply this reduction only to test cases involving invalid values. We use all combinations
of valid values, on the assumption that, for agent systems, it is interactions between
valid variable values which will cause different aspects of the code to be activated (most
commonly different plans chosen), and that covering all such interactions is necessary
in order to adequately evaluate if the system is behaving correctly.
As with choice of values we allow the user to choose between different levels of
thoroughness in testing. We provide the following options:
1. Basic level takes the cartesian product of valid values, and then adds one additional
case for each invalid value, based on the assumption that invalid values do not
require so rigorous testing as valid values.
2. Extended level supplements the results with all valid value cartesian products not
in the set obtained using the pairwise reduction of combinatorial design [12].
In addition to the test cases that are auto-generated as described above, the user
may wish to specify additional test cases using his domain and design knowledge. The
testing framework accommodates this by means of a Test Case Input window in PDT
for a given unit under test.
1 http://www.alphaworks.ibm.com/tech/cts (obtained July 2006, technology
now retired)
4 Test case execution
In order to execute a test case we need to first set up the environment so that it is able
to run. Depending on the unit this may include such things as setting up sockets for
communicating with an external process, setting up a global data structure that will be
accessed, and so on. Then we also need to assign the values we have chosen for the rele-
vant test case, to the appropriate variables, which requires knowing how these variables
are implemented in the code. In this section we describe the details of the execution
process, and the information representation which we require in order for this to be
fully automated.
Initialization Procedures
The testing process tests each individual unit. Prior to executing the test case for that unit
however, it may be necessary to perform some initialization routines such as setting up
connections to external servers, populating databases, initializing global variables and
so on.
In the testing framework we allow these routines to be specified as initialization
procedures for each unit in the Unit Test Descriptor (see Figure 5). The Unit Test De-
scriptor captures testing specific properties of the unit which is in addition to the usual
design descriptor that specifies the properties of the unit. We allow multiple procedures
to be specified where each are in the following format:
<order, owner object, is static, function call, comment>.
Figure 4, is an example of such a specification. In this example, the unit requires the
initBookDB function of the StockAgent to be called as the first initialization proce-
dure. The method is static, hence can be invoked directly from the StockAgent class.
When complete the next method initConnAmazon is executed.
order owner object is static function call comment
1 Stock Agent yes initBookDB() method to populate the books database
2 BuyPlan no initConnAmazon()sets up connection to Amazon.com
Fig. 4. Example specification of initialization procedures
Variable Assignment
In section 3 test cases were defined by generating values for each specified variable of
the unit under test. To execute the test case these values must be assigned to the vari-
ables. The technique for assigning a value to a variable may vary depending on how
the variable is coded in the implementation of the system. For example, a variable that
is private to an object 2 needs to be set via the object’s mutator functions. Because the
testing process is fully automated, it is necessary that there be some specification of
an assignment relation to allow appropriate assignment of variable values to the imple-
mentation of the variable in the code.
This assignment relation is specified in the Unit Test Descriptor of the unit and takes
the following form for each variable:
2 In terms of Object Oriented programming.
Fig. 5. Illustration of complex variables
<variable-name, type, assignment>
where the type is classified as simple, complex, belief or function based on how the
variable is implemented in the source code of the system under test. The assignment
relation depends on these types and we describe them below:
A simple variable is implemented as a public variable, which could be directly set,
or a private variable that is set via a public mutator function. In general, if no assign-
ment relation is specified for a variable, the assumed default is a simple variable that is
publicly accessible.
A complex variable is one that is part of a nested structure, such as an attribute of
an object, which may in turn be part of another object and so on. For example, in Figure
5, the variables Email and Name : are attributes of the attd object of type Attendee
in the triggering event of the plan. The assignment relation for the Email variable is
attd.email as it is a public attribute of that object and can be set directly. The Name :
however, has to be set via the att.setName(String) method.
Belief variables are fields of a particular belief-set. For example:
[belief-var, (StockDB, bookID), int, ==1 ]
[belief-var, (StockDB, inStock), int, >0 , <5]
They do not require an assignment function as the technique for assigning variables
would be the same for any field of the belief. That is, create and insert a record with the
values generated for the belief variables in concern and random values for the rest of the
fields for that record. For example, in Figure 6 the first test case is setup by creating and
inserting a record for the StockDB beliefset with fields bookID and inStock set to 1
and 5 respectively, and creating and inserting a record for the StockOrders beliefset
with fields bookID and required set to set to 1 and 30 respectively 3.
3 “SD” and “SO” are the abbreviated names of “StockDB” and “StockOrders” respectively, and
random indicates that the value is a generated randomly.
Fig. 6. Illustration of belief variables
Although the automated test cases contain randomly generated values for the belief
fields that are not specified as unit test variables, as with all the test units the user may
specify additional test cases (value combinations) prior to executing the tests.
A special case of belief variables is when historical information is required. For ex-
ample, if the context condition of the plan contains the following:
StockDB.getStockAt(t1) > StockDB.getStockAt(t2)
the design document will contain:
[belief-var, StockDB, numberInStock, int, >0 ].
If we follow the approach above, value combinations will be generated for numberInStock
but only one record will be inserted per test case, which would be insufficient to evalu-
ate that particular context. In the general case, this situation is where the belief-set is to
be populated with multiple rows. There are two alternatives for testing such situations
in our testing framework.
The first is for the user to specify a test case manually for this belief. When specify-
ing a test case manually for a belief, the user is given the option to add as many rows as
desired. This approach however could be tedious if many rows are to be inserted. The
second approach is to provide a method for populating the database as an initialization
procedure of the unit under test.
There may be instances where a variable in the design is realized by a function in
the implementation. We term these variables as function variables. For example, the
variable total order cost which requires some calculation. It is not possible to set the
value of these variables as it depends on the value returned by the function. This value
may depend on a number of other variables, some local to the function others outside.
The current testing framework ignores such variables when generating test cases.
One way in which function variables could be tested is if the user specified all non
local variables within the function that determine the return value in the design docu-
ment and value combinations are generated for these variables. Another approach would
be to augment the system source code to replace the call to the function by another vari-
able whose values can be set for testing purposes.
Interaction with external entities
Ideally the test cases should be run in a controlled environment such that any errors may
be isolated to the unit under test. As a plan of an agent executes, it may interact with
other entities, external to the agent containing the units being tested. We deal with two
types of such external interactions: interactions with (i) external systems (e.g. external
database server or another agent system) or with (ii) external agents that are part of the
same system.
With respect to external systems, the interface to the agent under test may take
various different forms, hence it is not straightforward to simulate this interaction in
a controlled manner. Also, under the assumption that the external system is ”fixed”
(i.e. it is not under development, or able to be influenced), it is important that the unit
under test respond appropriately to any interaction that happens with regard to such a
system. Therefore the user is expected to ensure that such systems are accessible and
functioning correctly prior to start of testing. User alerts/notifications to check this are
generated based on design documentation, but can be turned off if desired.
If the interaction is with another agent of the same system, the form of interaction is
known, making it possible to simulate and control this interaction. This is particularly
important as some of these interactee agents (i.e. the external agents that the plan in-
teracts with) may not have been fully implemented or tested. The technique employed
is to replace the interactee agent with a test stub [8, p.148], [13, p.963]. We call such a
test stub as a Mock Agent.
Functionality of a Mock Agent: Amock agent simulates the message send-reply logic
of the interactee agent that it replaces. When a plan is executed during its testing pro-
cess, any message from the plan to an interactee agent will be received by the replace-
ment mock agent. When the mock agent receives a message from the plan-under-test, it
will have one of two possible responses dependent on the design specification: (i) If the
design does not specify a reply to the message received, the mock agent will just log
the message received, and do nothing else; (ii) If the design specifies a reply message
to the message received, the mock agent will log the message received, generate a reply
message and send it to the plan-under-test. The data contained in the reply message in
the current implementation is randomly assigned as the mock agent only simulates the
interactee agent at the interaction level, and does not realise its internal logic4.
Implementing a Mock Agent: The mock agents are automatically created when the
testing framework builds the testing code for a plan. The process for generating the
code of mock agents for a plan is as follows. First, all outgoing messaged are extracted
from the plan under test. For each message, the interactee agent type that receives the
message is identified. For each of the identified interactee agent type, the testing frame-
work generates the code of a mock agent type that replaces this interactee agent type,
following the rules below:
– The mock agent type shares the same type name as its replaced interactee agent
type. Furthermore, if the interactee agent type has been implemented, the mock
agent type also implements the same constructors as the constructors of it .
– For each message received by the interactee agent type, one plan is defined that
handles this message in the mock agent. If this message has a reply specified in the
design, this newly defined plan will create an object of the reply message and send
it back to the agent-under-test. Else, the plan simply logs the message received.
4 We are in the process of allowing users to define specific responses associated with certain test
cases, in a similar manner to other user defined test case information.
– The code of this mock agent type is embedded into the test implementation to
replace the code of its respective interactee agent type. Any message that is sent to
the interactee agent will be received by this mock agent.
5 Implementation
The testing tool and approach described has been implemented within PDT, relying on
the implemented agent system being in JACK. The implementation which does code
augmentation for testing also relies on the code having a particular structure, and so
requires that code skeletons are generated via PDT. The design descriptors used are
those that are part of the normal design process. However, additional testing descriptors
have been added, in order to map design variables to implementation variables, and to
specify details of initialization that is necessary for execution.
An initial validation of the testing tool has been done using the case study of the
Electronic Bookstore system as described in [14]. The Stock Manager agent was im-
plemented according to the design specified, and then deliberately seeded with a range
of faults, such as failing to post an expected message. For example, the Stock Manager
agent is designed with the plan Out of stock response which posts the subtask Decide
supplier, if the default supplier is out of stock and the number of books ordered is not
greater than 100. The code was modified so that the condition check never returned
true, resulting in the Decide supplier subtask never being posted. Examples of all faults
which the testing system would be expected to recognize, were introduced into the
Stock Manager agent. The testing framework generated 252 test cases using the “Nor-
mal” level of value generation and “Extended” combinations of values, as described in
section 3. As could be expected, all seeded faults were found by the tool.
We are currently in the process of doing a more thorough evaluation, using a number
of programs with design models, developed as part of a class on Agent Programming
and Design. Once this is completed we will be able to comment on the kind of faults
identified and the relationship of these to errors identified during marking the assign-
ments. We have also evaluated the testing system on a demonstration program devel-
oped for teaching purposes. In this program 22 units were tested with 208 automatically
generated test cases. This uncovered 2 errors where messages were not posted as spec-
ified in the design (apparently due to unfinished coding), and one error where invalid
data caused an exception to be thrown. This program was developed as an exemplar
and had been tested by its developer. Consequently the results of this testing process do
indicate that the generation and execution of automated test cases, based on the design
models, was effective in uncovering bugs in the system.
6 Discussion and Conclusion
In this paper we have presented an approach to testing of agent systems, which relies
on unit testing with extensive coverage, and on design models as input to the analysis
of correct vs faulty behaviour. This work is based on the testing framework described
in our previous work [3], where, we define the units to be tested, the scope of testing
(the type of faults) and outline the testing process, providing some detailed mechanisms
such as the algorithms for determining the order in which the units are to be tested.
In this work we provide the specific details of how variables are specified, extracted
and assigned values to create test cases, and mechanisms for setting up the environment
to execute the test cases automatically.
The approach presented is an unit testing approach to goal-plan based agent sys-
tems. The approach and mechanisms are implemented in PDT and JACK, and hence
some of the examples that we have illustrated are PDT/JACK specific. However, we
note that the approach, concepts, algorithms and processes can be adopted to any goal-
plan based agent system. The design tool should allow for the information required to
be specified and design time and automatically extracted at the testing phase. The code
augmentation and monitoring would need to be implemented in the agent programming
language as we have done in JACK following the algorithms and processes detailed in
this paper and our previous work [3].
Different approaches to model based testing have focused on different kinds of mod-
els, which are then used to generate certain kinds of test cases. For example Apfelbaum
and Doyle [15] describe model based testing focusing on use case scenarios defined by
sequences of actions and paths through the code, which are then used to generate the
test cases. This kind of testing is similar to integration testing or acceptance testing, and
is something we would eventually hope to add to our system. Others (e.g. [16]) focus
on models that specify correct input and output data, but these are not so appropriate
for testing of complex behaviour models.
Binder [13, p.111] has summarized the elements of UML diagrams, exploring how
these elements can be used for test design and how to develop UML models with suffi-
cient information to produce test cases. He developed a range of testability extensions
for each kind of UML diagram where such is needed for test generation. What we have
done is somewhat similar to this for the basic elements of agent systems.
Besides Prometheus, various agent system development methodologies such as Tro-
pos [17], MASE [18] and others, also have well developed structured models that could
be used in a similar way to the PDT models used in this work. Several agent platforms
do already use design models for some level of assistance in generation of test cases.
For example, the eCAT system associated with Tropos [19–22] is a testing tool that
applies a goal oriented testing approach, which is based on the goal model of an agent
based system. Such a goal model specifies the goal hierarchy of the system, describ-
ing how goals are decomposed to elementary goals. It is supplemented with ontology
information for the purpose of automated test input generation [22], Positive test cases
and negative test cases are then derived from the goal model to respectively verify the
fulfillment (or not) of every elementary goal. However, the eCAT system does not ex-
plore internal components within an agent such as events and plans and does not verify
if they work as expected.
Knublauch [23] introduces a set of APIs that are extended from the JUNIT testing
framework [24], and explores an approach to test agent systems based on the design
model of the Gaia methodology using these APIs. Human developers can use these
APIs to develop test cases that are automatically executed. However, test cases are still
required to be manually generated. Also, this approach does not explore agents’ internal
units.
Other agent development systems also have their testing support subsystems. Coelho
et.al [25] develop the JAT framework for testing the agents developed by the JADE [26]
platform. They have defined a fault model that specifies a set of fault types relevant to
general agent features. The testing framework provides skeleton code for human devel-
oper to manually develop test cases based on the fault model. A tester agent is used
in the testing framework to automate the execution of test cases. Tiryaki develops the
SUNIT [27] testing framework, which tests the agent systems developed by the Seagent
platform [28]. SUNIT, which is also on top of JUNIT, specifies a set of APIs for human
developers to manually generate test cases based on the SEAGENT model of an agent
system. The SUNIT framework also explores internal features of an agent, such as the
plan-level structure hierarchy of an agent and actions performed by plans.
To our knowledge, our testing tool is the only agent testing system which focuses
on unit testing internal components of an agent, and also fully automates the generation
of test cases as well as the running of them.
We believe that comprehensive automated unit testing is a critical first step in thor-
ough testing of agent systems. However it is limited in what it tests for. Yet, the fact that
the tool managed to find errors in a carefully developed and manually tested system, is
an indication that the approach followed is already valuable.
In future work we expect to add testing related to the satisfactory following of sce-
narios as specified during requirements, as well as testing of agent interactions. We
would expect to be able to adapt the debugging work of [6] using protocol specifica-
tions for the agent interaction testing and also refer to other research on interactions in
agent systems (such as [29]).
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