Abstract-This paper analyzes the asymptotic statistical properties of the least squares autoregressive (AR) estimator in the presence of noise. The asymptotic covariance of this estimator is derived for an AR signal with additive white or colored noise. The result is shown to hold for a general (Gaussian or linear) stationary measurement. The analysis is applied in detail to first-order systems. A procedure for using the result to solve problems in speech recognition, biomedical diagnosis, and fault detection is presented. Results of simulations confirm the theoretical analysis.
I. INTRODUCTION AND PRELIMINARIES
ET the signal x ( t ) be generated by the following autoregressive (AR) equation: a stationary process of zero mean and variance (T, uncorrelated with e ( t ) . In some cases we will assume that w ( t ) is white to obtain results that are more easily interpretable. We stress here that the main result of the paper, which is Theorem 2.1 below, requires only that w( t ) be stationary and uncorrelated with e ( t ) , thus, w ( t ) can be colored. This, in fact, means that Theorem 2.1 holds for any stationary process y ( t ) (see below). + alx(t -1) + * * + a,x(t -n ) = e ( t ) N = number of data points.
( 1 . 4~)
( 1.1 ) The least squares estimate of 8 minimizes where e ( t ) is white noise of zero mean and variance a, (i.e., E e ( t ) = 0, E e ( t ) e ( s ) = and { a i } arereal
[ Y ( t ) -( b T W el "
coefficients. Equation (1.1) can be written more compactly as
and is given by --
~( q -' )
x ( t ) = e ( t ) (1.2)
where 4-l denotes the unit delay operator, and A ( q -1 ) = 1 +-' + * * + + anq-n.
It is assumed that the polynomial A ( z ) , where z is a complex variable replacing q -l , has all its zeros strictly outside the unit circle. This is equivalent to assuming that x ( t ) is a stationary signal. Let y ( t ) denote the noise corrupted measurement of In (1.3), 1 / A ( 4 -l ) is the inverse operator of A ( g-' ) . In most of the analysis that follows, w( t ) needs only to be Manuscript received March 3, 1986; revised March 15, 1987 . This paper appeared in part at the 25th Conference on Decision and Control, Athens, Greece, December 1986. The work of A. Nehorai was supported in part by the National Science Foundation under Grant DCI-860435 1.
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The inverse matrix appearing in (1.5) exists for sufficiently large N . In practice, several variants of the estimator (1.5) are currently in use (see, e.g., [9] and [lo] ). These variants correspond to various windowing of the data before using them in (1 3 . They all lead to asymptotically equivalent estimators which, therefore, do not need to be considered separately in an asymptotic analysis such as given in this paper.
It is well known that the estimate (1.5) is inconsistent [l], [ 2 ] , [13] for uw f 0. Furthermore, an expression for the asymptotic bias of 8 can readily be obtained (see [2] , [ 131, and the next section). The asymptotic covariance matrix of 8 does not seem, however, to be known. An expression for this covariance matrix (which we will call P) has been presented in [2] , but it omits an important term, as will be shown shortly. Note also that an expression for P in a different case, where x( t ) is not a random AR process, but the impulse response of an all-pole filter has been provided in [ 131 ; that expression appears to be in error too: the covariance matrix of equation (1 3 In the next section, we derive a formula for P and discuss briefly the estimation of P in practice. In Section I11 we provide a detailed analysis of P for first-order systems ( n = 1) and present simulation results that support the theoretical results introduced in the paper. The question is: why should one be interested in the inconsistent estimator (1.5) and in asymptotic properties? We answer this question in Section IV, where a discussion of the way in which our results can be used (for example, in speech recognition and fault detection problems) is included. It will be shown there that the computationally attractive least squares AR estimator, although biased in the presence of noise, can still be used to construct useful statistics for detection of changes in signals and for signal recognition. This pleasing property is true provided the correct expression for the covariance matrix of estimation errors (which is derived in this paper) is used. Section IV also contains some numerical examples. Section V concludes the paper.
MAIN RESULTS
Let us define
where 4 ( t ) was defined in (1.4b) and 
N (2. lc)
The random signals e ( t ) , w ( t ) , x ( t ) , and y ( t ) are ergodic (see, e.g., [4]) so that we have, with probability one,
If we assume that w( t ) is white, we obtain e* = R-lRe (2.2a) since E 4 ( t ) e ( t ) = 0 , E 4 ( t ) w ( t ) = 0 when e ( t ) and w ( t ) are white. Using
we get (for e ( t ) and w ( t ) white noises )
19"
In the second equality in (2.4) we utilized the expression (2.2a) of 8 *.
Let us denote by O ( x ) a random variable whose secondorder moment goes to zero as x * when x tends to zero, and by U ( 1 ), a random variable whose second-order moment is a constant. With this notation we observe that both terms in the right-hand side of (2.4) are U ( 1 / f i ) . This follows from the fact that their means are equal to zero and their asymptotic variances are of the order 1 / N (see, e.g., [6]). Thus,
Furthermore, from (2.4) we get
The third term in (2.6) is a remainder which can be neglected in an asymptotic analysis. It is not difficult to show that the asymptotic covariance matrix of the first tern in (2.6) is given by
(see [3] and [4] ). The asymptotic covariance matrix of the second term in (2.6), however, seems more dimcult to derive. Unfortunately, this term is 0 ( 1 ) and therefore it cannot be neglected: Thus, will, in general, differ from, P. Equation (2.7) is the .expression for P proposed in [2] .
The following theorem evaluates the matrix P and gives the main result of this paper. Note that, in this theorem, the assumption that w( t ) is white [used in (2.2)-(2.7)] is removed, This implies that Theorem 2.1. holds for a general stationary pro-cess y ( t ) (see below).
Let w( t ) in (1.3) be a general stationary noise (not necessarily white). As N tends to infinity, f i ( 8 -e*) converges in law to a Gaussian distribution with zero mean and covariance matrix P , i.e., f i ( 8 -e*)
where
and where
Proof: The proof of this theorem appears in the Appendix. Our proof is different from the analysis that led to (2.4)-(2.7), since the latter appears to be unfeasible for the proof.
Let us recall that 8" is equal to the' limit of 8 as N 3 03
[see (2.1C)l; when w( t j is not white, this limit is, in general, different from the specific expressions (2.2a)-(2.2c) for 8" in the w'hite noise case.
It is instructive to note that for ow = 0, we have A* ( z ) [see (2.2b ) and (2.8)] which implies that EA*(q-') y ( t ) * A * ( q -' ) y ( t + 7 ) = E e ( t ) e ( t + 7 )
= %60,7
and E + ( t ) * A * ( q -' ) y ( t + 7) = E + ( t ) * e ( t + 7 ) = 0 for 7 1 0. Thus, P2 = 0 and PI = u,R, which shows that for u, = 0, (2.10) and (2.11) reduce correctly to the well-known formula for the covariance matrix of the least squares AR estimator in the noise-free case: P = ae R-' .
The fact that w ( t ) in Theorem 2.1 can be an arbitrary stationary process [uncorrelated with x (t)] implies that Theorem 2.1 holds for a general stationary process y ( t ). This is true since any stationary process can be decomposed as an autoregressive signal with an additive (possibly correlated) stationary noise which is uncorrelated with the signal. To see this, let S,( w ) > 0 be the spectral density of a stationary process y ( t ) . Let A ( q-' ) be a polynomial, and let a, > 0 be a scalar which is sufficiently small so that .for all 0 I w I T. Then S,( w ) is a spectral density and we have virtually decomposed Sy ( w ) additively as S, ( w ) = a, / I A ( eiw ) l2 + Sw ( 0 ) . This is equivalent (up to second-order properties) to writing y ( t ) as y ( t ) = x ( t ) + w ( t ) where x ( t ) i s an AR process associated with A (4-' ) above.
Next, note that the summands in (2.11) can be consistently estimated from the data. Indeed, 8 is a consistent estimate of 8*; the covariances of y ( t ) which occur in (2.11) can also be consistently estimated from the available samples { y ( 1 ), --* , y ( N ) ). The infinite sums of P1 and P2 in (2.11) cannot, however, be evaluated exactly in practice, and they will have to be replaced by some truncated summations. The closer the zeros of A ( z ) are to the unit circle, the larger the limits for the truncated summation will'have to be (see the proof of Theorem 2.1 in the Appendix for clarification of this aspect). The truncated summation of a consistent estimate of the summands in (2.11) may provide only a rough estimate of P. However,.it seems to be the only obvious way to estimate P without assuming knowledge of (some consistent estimates of) ae, a,, and 8. Note that estimates of the latter quantities cannot be easily obtained.
The formulas (2.10) and (2.11) are also convenient for analytical calculation of P in the low-order systems case (see, e.g., the next section). For high-order systems, however, (2.10) and (2.11) cease, to be convenient for evaluating P . A more convenient formula is provided below. It can be easily programmed on a computer and therefore it is useful in simulation studies. First we state the following lemma. 
EH(q-') ~( t ) G ( q -' ) ~( t ) ]
which concludes the proof.
rn
A straightforward application of the above lemma and some simple calculations show that, when w ( t ) is white noise, the ij elements of PI and P2 in (2.11) are given by
Inserting (2.14) and (2.15) in (2.10) we get an alternative formula for P. Implementation of this formula requires, as an essential part, an algorithm for computing the covariances of two ARMA processes (note that y ( t ) is an ARMA process when w ( t ) is an ARMA noise). Efficient algorithms for ARMA covariance computation are available in the literature (see, e.g., [ 7 ] , [8] , and [12] ). Note that the above formula for P may be implemented "exactly," in the sense that no truncation or other approximation is required. However, since it depends on u,, uw, and 13, its usefulness is limited to simulation studies. In practice, when these variables are unknown, one has to resort to (2.10) and (2.11).
Observe that (2.14) and (2.15) can be extended straightforwardly to the ARMA colored w( t ) case. Thus,
where E ( t ) is white noise of variance G,, and F ( q-' ) is a stable filter, then (2.14) and (2.15) become, respectively,
111. ANALYSIS OF FIRST-ORDER SYSTEMS CASE In this section we elaborate on the results of the last section in the first-order systems case. To simplify the calculation we will assume that the noise k ( t ) is white.
It can be readily verified that, for the first-order systems case where n = 1 , we have C r,r,+i = 2 r o~l + C P r P r + l + C P T P~+~ 7 = -m T = 1 7 = -2 Inserting (3.4a), (3.4b), and (3.7) into (3.6), we get 
Finally note that
Equations (3.51, (3.8) , and (3.9) provide an explicit formula for evaluation of P given a , u,, and o,. It should be noted that (3.3) and (3.6) are true for the general colored noise case, while the rest of the equations of this section are limited to the white noise case.
In the following, we present the resuits of Monte Carlo simulations, which confim the above formula for P and the Gaussian distribution of the estimate cl. Note that in this case p of (2.7) takes the value = 2 / 3 = 0.666.
To verify that the estimate d is (asymptotically) Gaussian distributed with mean equal to a* and variance P I N , 1000 independent realizations of 500 data samples each were generated. The normalized experimental histogram of the 1000 estimates corresponding to this set of realizations is shown in Fig. 1 . It can be seen from the figure that the experimental histogram is quite close to the theoretical distribution 32 ( a * , P I N ) . The mean and variance of the experimental histograms are 0.472 and 1.1 1 / N , which are very close to the theoretical values (3.10) . Fig. 1 also shows the theoretical distribution corresponding to 32 ( a * , P / N ) of 121. It can be seen that the last distribution differs from the experimental histogram in the figure. Examples where this difference is more significant could be constructed using the above expressions of P and p . Example 3.2: To further illustrate the validity of the asymptotic variance expression, we next compare the result of Tribolet et al. to our result for a first-order system. In particular, we determine the variance versus signal-tonoise ratio (SNR) and compare it to the results of a computer simulation. We will define the SNR as and examine the case when a = -0.8, u,,, = 1 , N = 250, and ue is adjusted to yield the given SNR. One-hundred estimates of ci were generated. The empirical variance as well as the asymptotic variances given by our results and those of Tribolet et al. are plotted in Fig. 2 . It is apparent that our theoretical asymptotic variance matches the computer simulation results closely with only a slight discrepancy at an SNR of 15 dB. This discrepancy is probably due to the use of only 100 estimates in the simulation. The theoretical asymptotic variance of Tribolet et al. does not match the simulation results except at high SNR. For a high enough SNR, both theoretical variances are identical since they reduce to the classic Mann-Wald result for a pure AR process.
IV. AN APPLICATION In the following, we discuss an application of the results of the previous sections. In fault detection, speech recognition, and biomedical illness diagnosis applications, the typical problem is as follows: the system under study is assumed to be described by (1.1) and (1.3). The noise w ( t ) can be colored (this means that the assumption that y ( t ) is stationary is in fact the only restriction imposed on the data, as was explained in Section 11). Two independent sets of data are measured. Using these two sets, one checks the null hypothesis H, : the two data sets were generated by (1. 1),
(1.3) with the same parameter set. To test H,, we proceed as follows. Let ei denote the estimate (1.4) obtained fro& the ith set of data ( i = 1, 2 ) .
Under H,, both 8, and 8, are asymptotically Gaussian distributed with mean 6" and covariance matrix P,
Since the estimation errors (8, -8 * ) and (8, -8 * ) are independent by assumption, it follows from (4.1) that
Thus, under H,, the quadratic form is asymptotically x ' distributed with n degrees of freedom. This fact can be used to test H, in the usual way as follows (see, e.g., 121). For a random variable x which is x ' distributed with n degrees of freedom let x be such that probability ( x > x:) = a. Then reject H , if 0 > (with a risk equal to a)
accept H , if @ < x: (with an unknown risk) (Typically one may choose cu = 0.05.) Note that in practice the matrix P in (4.2) should be replaced by an estimate. A consistent estimate of P can be obtained from the data using the procedure outlined in Section 11.
Finally, note that the above procedure for testing H , could also be used for other estimators of the parameters of (1.1) and (1.3). Equation (1.5) is preferable to the alternatives because the computation of (1.5) is a well-studied topic and fast implementation procedures are available (see, e.g., [9] and [lo] ).
In the remaining part of this section we present the results of a Monte Carlo simulation study whose purpose was to verify the x 2 distribution of @ given by (4.2), but with P replaced by an estimate. In some of the simulations that follow, we have removed the assumption that w ( t ) is white to show that the results on the distribution of 8 and therefore of @ hold also for colored w ( t ) .
Example 4. I : Each Monte Carlo simulation in the following examples consists of 1000 independent experiments. Each of these experiments includes two independent data sets of length N = 500, obtained from a firstorder AR process characterized by a = f i and a, = 1, corrupted by independent additive noise w ( t ) . The po,wer of w ( t ) was chosen to obtain signal-to-noise ratio (SNR) of 0 dB (see also below).
The variable P was computed for each experiment according to the procedure described in Section IV. Thus, for each of the two data sets ( i = 1, 2 ) in each experiment, the estimate hi were computed using ( and if, = ?: . Then the variances P i and Pi were estimated using (3.3) and (3.6), respectively, with r: replaced by ?: , and a* replaced by di. The truncation limits in the sums were +30. With these results P' were estimated by (3.9), i.e., p i = ( p : + Then, based on the fact that under Ho we have P i .= P for i = 1, 2 , the estimate of P was obtained by a simple averaging, i.e., P = (p' + p 2 ) / 2 . Finally, 0 was computed for each experiment from (4.2), i.e., @ = N ( d , -d z ) 2 / ( 2 p ) with N = 500. Fig. 3(a) depicts the resulting normalized histogram of the 1000 6's obtained as described above for white noise w( t ) and SNR = 0 dB. Also shown in the figure is the corresponding theoretical distribution from the above discussion, i.e., x ' with one degree of freedom. Fig. 3(b) demonstrates the fact that the hypothesis testing method in this section is equally applicable for white and colored noise. In this case, / 3 was evaluated in the same way as in the case of white noise above, but here the noise was chosen to be afirst-order moving average (MA) process
where u ( t ) is white noise independent of e ( t ) . The power of u ( t ) was selected to get SNR = 0 dB, namely, a,,. = (0.743)'. Fig. 3(b) presents the resulting normalized histogram of the @ values from 1000 experiments and the theoretical probability density function x ' with one degree of freedom. The results of the figure clearly confirm the claim that the hypothesis test of this section is equally applicable to white and colored noise cases. Example 4.2: This example was chosen to demonstrate that our results are not limited to AR plus noise, or even ARMA processes, but are valid to a great degree for general stationary processes (see Section 11). In this case, the data were simulated using the following stationary bilin-ear equation:
where e ( t ) is a zero mean white Gaussian noise of unit variance. Since here Ey ( t ) = 2/7, we had to consider y ( t ) = y ( t ) -2 / 7 . We repeated the same computations for p ( t ) as for Example 4.1, except for the truncation limits that were f5. These smaller truncation limits are explained by the fact that the magnitude of the correlations rk = EJJt -k decay here as (0.4)k. The results are presented in Fig. 4 . They clearly verify that the hypothesis test of this section is applicable for general stationary processes. We also ran similar experiments for larger truncation limits of values 15 and 30. The differences in the results were insignificant, which shows that the results are insensitive to the choice of truncation limits.
It should be noted that our results hold for an arbitrary Gaussian or linear process. A bilinear process does not satisfy these assumptions. However, as a stationary process, it has a spectral density. This density can be closely approximated by a rational (ARMA) spectral' density. Thus, our results apply to a bilinear process also.
V. CONCLUSION
The asymptotic properties of the least squares AR estimator in the presence of noise have been analyzed. A new expression for the asymptotic covariance matrix of this estimator was derived, along with a procedure for its evaluation in the practical case of an unknown AR signal with an unknown additive colored noise. It has been shown that the result holds for a general (Gaussian or linear) stationary measurement. The asymptotic covariance matrix was analyzed in detail for first-order systems. A hypothesis test for applying the results to fault detection, speech recognition, biomedical diagnosis, and other applications has been presented. Results of Monte Carlo simulations confirm the theoretical analysis. Finally, we note that when it is desirable to estimate the parameters of an AR signal in the presence of noise, it is possible to use methods such as the algorithm recently proposed in ~141. The infinite sums above have a finite value in view of (A.9). With this observation the proof is concluded. H
APPENDIX
