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ABSTRACT OF THE DISSERTATION 
 
Towards Improved Force-Field Accuracy for Calculation of Binding Thermodynamics 
 
by 
 
Sophie Michelle Kantonen 
Doctor of Philosophy in Chemistry 
University of California San Diego 
Professor Michael K. Gilson, Chair 
Professor J. Andrew McCammon, Co-Chair 
 
 Molecular dynamics simulations have revolutionized chemistry by allowing cheap 
and fast in silico analyses of numerous systems of interest. Despite various 
advancements, many applications still require costly experimental input in order to guide 
direction, as the results from simulations are not yet accurate enough to rely on alone. 
This is particularly problematic in drug design, where accurate binding affinity 
measurements could greatly improve the ability to discover drugs. In this thesis, I 
discuss a philosophy behind improving force-fields, the functions which provide the 
configurational energies in simulations, for binding calculations. I show a new approach 
to non-bonded force-field parameterization, which reduces the number of parameters 
used and also preserves the chemical uniqueness of each atom in a molecule. 
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xii 
Secondly, I discuss a synthesis pathway towards generating novel host molecules for 
parameterization of force-fields built for binding calculations. Lastly, I present a novel 
and systematic analysis of experimental uncertainties in isothermal titration calorimetry 
data, to establish a clearer foundation for their use in force field parameterization. Taken 
together, these efforts contribute to an overall goal of developing force-fields that yield 
more accurate binding calculations. 
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1				INTRODUCTION	
1.1 SYNOPSIS OF INTRODUCTION 
 In this thesis, a general philosophy for improving force-fields for binding affinity 
calculations is explored. This Introduction, Section 1, presents concepts relevant to 
experimental binding measurements and classical molecular dynamics simulations. 
Thus, Sections 1.2 and 1.3 give a general background on computational chemistry and 
classical simulations. These sections are meant to provide condensed information 
relevant to the overall topic. Section 1.4 gives an overview of commonly used methods 
binding thermodynamics are calculated and provides accompanying generalized 
equations. Section 1.5 gives a relevant discussion of force-field development, which is 
expanded upon in Chapter 2. This section also provides some background on the 
algorithm ForceBalance utilizes.  Section 1.6 gives some background on host-guest 
chemistry, including why they are relevant to force-field development and fit in with the 
overall philosophy of the thesis. Details on this subject are expanded in Chapter 3. 
Section 1.7 details information on isothermal titration calorimetry, including a brief 
discussion into how it works and potential pitfalls, which are the subjects of Chapters 4 
and 5. Finally, Section 1.8 provides a structure for the rest of the thesis and provides a 
statement of the overall individual goals each chapter was meant to play. 
1.2 COMPUTATIONAL CHEMISTRY 
 Computers have revolutionized nearly every field they have been applied in, and 
this is particularly true in the field of chemistry. By opening up the possibility of doing 
many calculations in a short period of time, computers added both classical1,2 and 
quantum mechanical simulations3,4 to the toolbox of chemistry, allowing in depth 
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exploration of microscopic events at the molecular level. Molecular dynamics treats 
particles classically1 and can provide information about the thermodynamics of a system 
of particles2, while quantum mechanical simulations provide approximations of the 
electronic structure of atoms of molecules4,5. Here, we will focus on molecular dynamics, 
with a specific application towards measuring noncovalent binding affinities, although we 
will also touch on ways in which quantum chemistry is applicable to this endeavor as 
well. 
Over the last five decades, during which computational chemistry has risen to a 
prominent field, molecular dynamics (MD) simulations6–8 have been applied to a diverse 
range of research problems, including liquid structure2,9–11, drug design12,13, protein 
structure prediction14,15, and materials research16,17. By utilizing an applied knowledge of 
statistical mechanics18, molecular dynamics simulations can extract useful 
thermodynamic information regarding a given system. Remarkably, by setting a few key 
conditions, such as how the pressure and temperature are maintained during the 
simulation, along with parameters which define the interatomic forces, a molecular 
dynamics simulation can reproduce Boltzmann statistics for a given system, giving 
results which largely resemble what would be observed in the real world. This ability 
allows computational chemists to make predictions on how a given system will behave 
before any wet lab work needs done. This is particularly useful in computer aided drug 
design (CADD), where a large number of compounds can be screened in silico before 
any synthesis or assays are done13. However, in order for any useful information to be 
extracted from any molecular dynamics simulation, a potential function-- the function that 
determines the energy of each configuration of the system—is required. Much effort has 
been exerted towards creating accurate, computationally efficient potential functions, or 
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force fields19–26, yet current results still seem to indicate27–31 that these potential functions 
are not yet finely tuned enough to avoid requiring extensive experimental trial and error 
in the design of promising candidate drug molecules.  
1.3 TECHNOLOGY OF MOLECULAR DYNAMICS SIMULATIONS 
 As discussed above, one of a computational chemist’s most useful tools is the 
molecular dynamics simulation. In these simulations, particles are treated classically, 
and the energy and atomic forces at each configuration is given by a potential function. 
MD simulations are moved in incremental time steps by integrating Newton’s Laws of 
Motion, given the interatomic forces and atomic masses. The potential function in turn 
contains a set of numerical parameters, which have been tuned to replicate reference 
data drawn from experiment or quantum mechanical calculations19,21,24.  
Given the functional form of a force-field and a suitable set of force-field 
parameters,  a simulation can be carried out by selecting the time step, or how often the 
system configuration is updated, and selecting the ensemble the simulation should be 
run in; e.g., constant pressure (NPT) or constant volume (NVT). Simulations will be run 
at a target temperature, for example 310 Kelvin if one wishes to run a system at body 
temperature to study protein behavior, which is enforced by a selected thermostat32,33. 
Similarly, a barostat can be employed to maintain a constant pressure. These 
constraints give control over thermodynamic variables during the simulation and thus 
make it possible to extract useful information about the macroscopic thermodynamic 
behavior of a given system. This is essential to understand to accurately obtain relevant 
information about a system with respect to experiment. For example, a typical binding 
measurement in our laboratory is run at constant pressure; running a NPT simulation to 
replicate that binding event would be more suitable, as a NVT simulation might 
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experience wild pressure changes in an improperly equilibrated simulation. These 
simulation controls thus allow the user to replicate key experimental conditions. 
 There are additional key assumptions and constraints that are made on the 
system to improve accuracy and speed. One is the construction of periodic boundary 
conditions; which mimic an infinite system by treating the simulation box as periodic in 
space34. For example, if a molecule exits the left side of the simulation box, it will reenter 
from the right. Additionally, atoms interact with each other across the cell boundaries. 
This is a relatively cheap and effective method of avoiding artifacts at the simulation 
boundary. 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.1: A two-dimensional diagram schematic of periodic 
boundary conditions. Particles in the highlighted central unit 
cell are actually simulated, while copies are built around it. 
Velocities are conserved as particles pass between unit 
cells, as illustrated by the grey particle.  
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A second approximation is the treatment of cutoffs in the non-bonded terms. For 
electrostatics, cutoffs can be avoided by utilizing Particle Mesh Ewald interactions 
(PME)35. In PME, electrostatic interactions are classified into short and long range 
interactions. The short range calculations are done normally, taking the electrostatics as 
the term seen in the potential function. After a pre-set distance, the long-range 
electrostatics are calculated as Ewald lattice sums, efficiently calculated making use of 
Fast Fourier Transform. This allows the simulation to be run much faster while not 
sacrificing much in terms of accuracy. Similarly, non-bonded terms are typically cutoff 
past a certain distance to hasten simulation time. 
1.4 POTENTIAL FUNCTIONS 
Potential functions are critical components of molecular dynamics simulations, 
and small inaccuracies can have large consequences on the behavior of the simulated 
system. Perhaps the most commonly used form for the potential function can be written 
as: 
 
 
 
 
 
  (1) 
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Here, E(r) is the total potential energy as a function of the configuration of the 
system; i.e., the atomic coordinates r. The first three sums represent the potential energy 
from all of the chemical bonds, angles, and dihedrals, with Kr and Kq being spring 
constants with respective equilibrium distances of bonds and angles req and qeq, and Cn 
being the amplitude of the potential energy function of angle ψ, with n nodes. An 
additional improper term, controlled by a stiffness factor, kd, governs the angle ω’s 
movement away from equilibrium angle ωd, giving some control to the structure of the 
molecule. The last two sums represent non-bonded potential energies: the Lennard-
Jones model of van der Waals interactions and Coulombic interactions. Parameters Aij, 
Bij correspond to the repuslive and attractive parts of the Lennard-Jones model, 
respectively and qi and qj being partial charges for atoms i and j, with ε0 being vacuum 
permittivity.  While this form of the potential function is very common, other forms 
account explicitly for additional physical effects such as electronic polarizability and/or 
modify the form of the non-bonded potentials. The common thread all of these functions 
share is that they require some sort of input parameters. 
It is worth considering the origin of the Lennard-Jones terms which appear in Eq. 
1, which are of particular interest in relation to the noncovalent interactions that drive the 
formation of supramolecular complexes. As mentioned, there is an attractive and 
repulsive component that make up the total Lennard-Jones interaction, with potentials 
that go as 1/r6 and 1/r12, respectively.  
The attractive portion of the Lennard-Jones is due to dispersion forces36; the 
instantaneous attraction between atoms due to the wave-like nature of the electron 
density. The attractive part of the Lennard-Jones model itself is derived from another 
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model of the dispersion forces called the London dispersion model37. In London’s model, 
the atom is modeled as a fluctuating dipole, with a characteristic frequency and 
polarizability. London showed that the dispersion interaction could be written as: 
 𝐸!"!"#$ ≈ − 32 𝐼!𝐼!𝐼! + 𝐼! 𝛼!𝛼!𝑟!  (2) 
Here IA and IB are the first ionization potentials of atoms A and B, respectively, αa and αb 
are polarizabilities of atoms A and B, respectively, r is the interatomic distance, and EAB 
is the potential due to dispersion between atoms A and B. Higher moments can be 
considered, expanding out to fluctating quadrapole or octapoles, but in general the term 
is simply taken as Eq. 2.  
 The repulsive part of the Lennard-Jones model comes from exchange 
repulsion36, a purely quantum mechanical effect that arises due to the fermionic nature of 
electrons. The exchange repulsion has been shown to be well-approximated by the 
overlap of electron densities, and such information is readily obtainable from relatively 
straightforward and simple quantum mechanical calculations. Similarly, the ionization 
potentials and polarizabilities can be estimated from the electron density. The use of 
such data to drive parameterization is discussed in detail in Chapter 2. 
1.5 USING MOLECULAR DYNAMICS TO COMPUTE 
NONCOVALENT BINDING AFFINITIES 
 On their own, molecular dynamics simulations provide rather limited information 
about the macroscopic system. There are multiple ways to extract a great deal of useful 
information from simulations, such as structural information10,14,15, kinetics38–40, and 
thermodynamics18,41,42. Here, I will focus on using MD to extract information about 
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binding affinities. In order to accomplish this, a number of methods exist which can 
provide information about the relative free energy of the system. By simulating a given 
protein-ligand system, information about the change in free energy upon complexation 
can be given42,43, which can be useful information in determining whether a compound 
will be a useful drug. The relationship between the binding constant, KB, and the free 
energy change upon binding can be written as: 
 𝐾! =  𝑒!∆!!!"  (3) 
Here, KB is the forward equilibrium constant of complexation, ΔGo is the free energy of 
binding, R is the gas constant, and T is the temperature at which binding occurs. Of 
course, having an accurate estimate of the affinity is of great use for screening drugs in 
silico, so efforts in obtaining ΔGo have been of great interest to those in drug 
development.  
 One widely use method of free energy calculation is thermodynamic integration 
(TI)44. Here, the free energy is governed by a variable lambda, which represents a 
scaling between an initial and final state of interest. Integrating the partial derivative of 
the free energy with respect to the lambda variable over a range of lambdas utilized 
during the series of simulations provides the difference in free energy between the two 
states, which can provide the binding free energy when performed between the bound 
and unbound states of a protein-ligand system: 
 ∆𝐺 =  𝑑𝑈(𝜆, 𝒓)𝑑𝜆 ! 𝑑𝜆!!  (4) 
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Here ΔG is the Gibbs free energy difference between λ=0 and λ=1, and U(λ,r) is the 
potential energy of the system at a given lambda and set of coordinates r. Angle 
brackets indicate Boltzmann averages, in this case the average value over number of 
frames simulated. While TI is simple and straightforward, it has several potential 
drawbacks. First, if the curvature of dU/dλ is too great, it can lead to large errors in the 
final calculated free energy change, due to bias introduced from the discrete values of 
lambda. This can arise particularly when dealing with initial and final states very far apart 
from one another in terms of energy landscapes. Changing too much too fast when 
scaling between the two states in lambda can lead to failures in the method. Second, is 
the need to calculate derivatives at each simulation, which can be not as straightforward 
as merely taking an energy or other simple output from simulation. 
 Another method of free energy calculation is free energy perturbation (FEP). This 
method involves what is termed the Zwanzig equation45: 
Here, ΔG is the free energy difference between states A and B, kB is the Boltzmann 
constant, UA and UB are energies of states A and B, respectively. As opposed to TI, 
which computes derivatives of the energy with respect to some parameter, which scales 
between the two states, FEP takes the energies between two different states to estimate 
the difference in free energy. The key requirement of this method is that the states 
overlap; that is to say, the two systems must at least partially occupy the same phase 
space at the temperature the simulation is being run at.  This can be difficult in terms of 
going straight from bound to unbound in a protein-ligand complex, for example. This can 
be fixed by appropriately using a number of windows between the bound and unbound  
 
 ∆𝐺 𝐴 → 𝐵 = 𝐺! − 𝐺! =  −𝑘!𝑇𝑙𝑛 𝑒𝑥𝑝(𝑈!(𝒓) − 𝑈!(𝒓)𝑘!𝑇 ) ! (5) 
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state. By measuring the free energy between small changes, overlap can be better 
achieved. If the differences are too large, the calculation will never converge. Another 
related method is the Bennett Acceptance Ratio (BAR)46, which can generally be written 
as: 
Here, f(x) is the Fermi-Dirac distribution, UA and UB represent potential energies 
calculated using partition functions from system A or B, respectively, while angular 
brackets again indicate averaging over configurations at state A or state B; C represents 
an energy offset which is typically numerically solved in order to obtain ΔG.  An 
extension of BAR by Shirts and Chodera showed that the method could be applied over 
multiple states, appropriately naming the method Mulistate Bennett Acceptance Ratio 
(MBAR)47. This is relevant to the problem of overlap, as BAR requires similar restraints 
as mentioned above in terms of overlap of energy densities of the states being 
examined. Thus, a reaction coordinate can be broken up over smaller increments and 
the overall free energy difference can be taken with MBAR. 
While these methods provide a theoretical framework to calculate binding free 
energies, more specific algorithms are required to actually extract this information from 
simulations. One of the most straightforward methods, double decoupling42, involves 
gradually turning off the interactions of the ligand from the protein (decoupling), then the 
solvent, in a free energy cycle that provides the free energy of binding when treated with 
one of the aforementioned free energy methods. Another method, Attach-Pull-Release 
(APR), this method computes the reversible work of linking the ligand to the protein by a 
 𝑒!!(∆!!!) = 𝑓(𝛽 𝑈!(𝒓) − 𝑈!(𝒓) − 𝐶 ) !𝑓(𝛽 𝑈!(𝒓) − 𝑈!(𝒓) + 𝐶 ) ! (6) 
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spring, then of extending the spring to pull the ligand out of the binding site, then of 
releasing the ligand to bulk solvent28,43. In order to pull the ligand out, the equilibrium 
length of the spring is increased in incremental windows, in a method referred to as 
umbrella sampling. Here, the position of the ligand is restrained of the spring, and the 
force (for TI) or energy (for MBAR or FEP) on the spring at each distance is calculated. 
The sum of the reversible work terms for the attach, pull, and release steps gives the 
binding free energy of the ligand. This method has an additional benefit, as the mean 
potential energies of the unbound and bound states can be saved to determine the 
binding enthalpy as well. This additional thermodynamic information provides insight into 
the mechanism of binding (i.e., enthalpic or entropic driven binding), and can give 
additional insight into the accuracy of the simulation in comparison with experimental 
binding enthalpies. This combined method is referred to in our laboratory as 
computational calorimetry43, as we are provided the same information from the 
simulation as an experimentalist is provided from a binding calorimetry experiment.  
1.6 FORCE-FIELD DEVELOPMENT  
A number of methods have been developed to more adequately sample the 
configuration space of a given system, including umbrella sampling44 (as previously 
mentioned), metadynamics48–50,  Accelerated MD51,52, and others53. Additionally, 
hardware advances54,55, such as application of GPU’s56,57, have further allowed MD 
simulations to adequately sample configuration space. While these advancements have 
led to overall improvement in the capabilities of MD, there are still often substantial 
inaccuracies in the calculations of binding thermodynamics. These inaccuracies are 
thought to exist in major part due to the force-field used27,28,58,59, as there are a number of 
approximations made that limit the accuracy of what simulations can determine. Thus, 
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making improvements in force-fields with the goal of reproducing condensed phase 
properties has been a major research goal for the last two or three decades.  
 As mentioned above, the most straightforward and often used functional form 
(equation 1) makes key approximations about how the physics are represented which 
can lead to limitations in accuracy of simulations. One of the most prominent is the use 
of classical, atom-centered, point charges, where the electrostatic interactions are 
approximated as interactions among partial charges at the nuclear coordinates of the 
atoms. This neglects key, well-known phenomena such as charge penetration60,61 and 
the presence of sigma holes62,63 in distribution of electrons around a given atom. 
Additionally, the Lennard-Jones model represents a simplistic model of non-bonded 
interactions, simplified to improve speed of calculation, and gives potentials that may not 
accurately represent realistic interatomic potentials64.  
 An additional difficult step of force-field development is the successful 
parameterization of a given force-field. There are many parameters necessary for the 
calculation of the potential energy, and these parameters possibly can be unique for 
every unique atom, bond, angle, and torsion in the molecule, leading to an explosion of 
different parameters to be correctly determined.  Thus, when developing a force-field it is 
common to use atom-types, in which identical parameters are decided for a group of 
atoms, such as the oxygens found in carbonyl groups. This allows for more expedient 
and straightforward parameterization against reference experimental data; including too 
many atom-types requires a very large set of reference data. While atom-typing allows 
for more efficient optimization, it is often far from clear how best to classify atoms into 
types65, and it is not clear that the types used in the most common force fields have been 
derived by any systematic method. Additionally, there is also a risk of being too 
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conservative with the number of atom types, as inaccuracies can result from grouping 
chemical diverse atoms into a single type. Taken together, atom-typing presents a 
serious problem in terms of developing force-fields, and attention has been paid to either 
systematically define atom types or get rid of them entirely.  
 Efforts to avoid atom-typing altogether have been bolstered by the Tkatchenko-
Scheffler principle of generating non-bonded forces66. Jorgensen showed that electron 
densities of atoms-in-molecules could be used to inform parameterization of Lennard-
Jones parameters67. Similarly, QUBEKit also generates Lennard-Jones parameters 
based on electron densities23. These methods circumvent atom-typing by utilizing on the 
fly quantum mechanical calculations of molecules prior to simulation, which are used to 
generate parameters, as opposed to reading in an array of pre-set parameters. 
Additionally, efforts have been made in the OpenFF collaboration to assign parameters 
in a more elegant way, based on direct chemical perception of the inputted molecular 
structure as opposed to a collection of bonded atom-types65.  
 Once a set of force field parameters has been defined, they should, ideally, be 
systematically optimized in order to ensure maximum accuracy. While certain terms, 
such as bonded or angle terms, can be fairly easily determined from quantum 
mechanical calculations, non-bonded terms are harder to define with QM calculations, as 
values fitted to QM may not work well at yielding accurate condensed-phase 
properties36,64,68.   As a consequence, it is often preferable to fit them to measured 
properties of condensed-phase systems19,22,24,26,69. A clear example of this is the 
Lennard-Jones term, where the repulsive LJ component of the parameters, Aij, can 
greatly influence the density of a neat liquid, because Aij essentially being the diameter , 
or size of the given atom it represents.  Similarly, the attractive LJ parameters, Bij, are 
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important determinants of the internal energy of liquids. Thus, one of the most successful 
force field parameterization efforts, the OPLS force-field, used simulations of neat liquids 
to systematically adjust parameters by comparing densities and heats of vaporization of 
neat liquids to experimental values24. This took a step to ensuring that the parameters 
were sound and, at least for liquid data, reproduced experimental properties. However, it 
does not appear that the the full combinatorial parameter space of current force fields 
was systematically explored in this pioneering work. 
 Indeed, although adjusting parameters against experimental reference data is a 
powerful approach, it can be difficult to adequately sample what ultimately becomes a 
high-dimensional parameter space; there may not be enough suitable reference data to 
cover the diversity of chemical space; and using simulations to compute a large number 
of experimental observables within an optimization loop is computationally costly. 
 A major improvement towards parameter optimization came with the use of 
sensitivity analysis19,69, wherein the gradient of parameters with respect to a given 
thermodynamic variable is computed in order to best determine what steps to take in 
parameter tuning:  
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 𝑑𝑑𝛾 𝐴 ! =  1𝑄 exp −𝛽 𝐸 + 𝑃𝑉 𝜕𝐴𝜕𝛾
+ 𝐴 −𝛽 𝜕𝐸𝜕𝛾 𝑑𝑟𝑑𝑉
−  1𝑄! 𝑑𝑄𝑑𝛾 𝐴 exp −𝛽 𝐸 + 𝑃𝑉 𝑑𝑟𝑑𝑉
=  𝜕𝐴𝜕𝛾 ! −  𝛽 𝐴 𝜕𝐸𝜕𝛾 ! − 𝐴 ! 𝜕𝐸𝜕𝛾 !  
(7) 
Here, γ is a given force-field parameter, P is the pressure of the system, V is the volume 
of the system, and A is a generic thermodynamic property of the system. Ensemble 
averages of dA/dγ can be calculated using the above relationship, which can be 
calculated by re-running the trajectory of a simulation. This principle can be extended to 
many different properties, such as the density and heat of vaporization of a liquid, or 
even binding free energies.   This method has been successfully utilized to perform 
guided optimization on TIP3P water, using the ForceBalance suite of software. This 
software runs simulations, computes gradients, and updates parameters iteratively to 
search for the best optimized parameters. Our laboratory has also successfully utilized 
this method of sensitivity analysis with respect to binding free energies and enthalpies to 
guide optimization of a small set of force-field parameters. 
 Overall, a method to reduce the parameter space while maintaining the unique 
properties of each molecule would significantly improve efforts to develop force-fields. 
Based on this principle, and the pioneering work of others23,66,67,70, I have developed a 
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method which both discards atom-types and maintains the uniqueness of each atom in a 
given molecule. Additionally, the parameters are generated using information from 
quantum mechanical calculations in tandem with experimental data. This method, called 
the Slater-Derived Lennard-Jones (SDLJ), is detailed in Chapter 2. 
 
 
 
 
 
 
 
 
 
 
1.7 HOST-GUEST INTERACTIONS 
While these methods exist to guide force-field parameterization, a major limitation 
still exists in the form of choosing data for the optimization process. As mentioned 
previously, successful efforts in the past have used neat liquids to generate experimental 
data to tune parameters24, but this possibly limits the applications, as the parameters 
Figure 1.2: General workflow of force-field optimization utilized in 
particular by ForceBalance; starting at the yellow hexagon, a MD 
simulation makes a calculation, which is compared to experimental data. 
The gradient is computed via an objective function and the parameters are 
adjusted. This is iterated until convergence.  
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generated may not transfer well to a binding calculation, for example. Thus, in order to 
improve force-fields, particularly for use in estimating binding free energies, it may be 
imperative to include binding data into the training set of data used to optimize 
parameters. However, protein-ligand binding models are exceedingly complicated, and 
often require great deals of time to simulate enough data to ensure accurate results. A 
simpler model is required in order to maximize speed, but still requires a non-covalent 
binding interaction.  
 A common solution to this issue is use of host-guest interactions71, which 
typically refer to supramolecular interactions involving small macromolecules such as the 
glucose polymer cyclodextrin72, a ring of six to eight glucose molecules. The cyclodextrin 
family of molecules have a hydrophobic cavity in the center which binds small molecules 
from water, effectively reproducing the non-covalent binding behavior of a small 
molecule binding a pocket on a protein. While this behavior is preserved, the system 
itself is much smaller and simpler, allowing both the simulation time and setup to be 
more straightforward. This allows the researcher to ensure that most inaccuracies are 
coming from the force-field and associated parameters, and not from errors associated 
with sampling or the size of the system being studied. Indeed, host-guest complexes 
have been used as a benchmark to examine accuracy in binding calculation accuracy in 
multiple iterations of the SAMPL challenge27,31,58. 
 It is often straightforward to measure the binding free energies and enthalpies of 
these systems, and thus provide data to tune force field parameters.  However, the 
standard cyclodextrin hosts offer little chemical diversity, relative to what would be most 
desirable for use in testing and adjusting force fields. . Thus, a method to modify host-
guest pairs with modular functional groups would be of great use to expanding data sets 
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used to optimize force-field parameters. In Chapter 3, I will discuss some of my work 
aimed at functionalizing host molecules such as beta-cyclodextrin with various groups 
that can expand the diversity of a force field training set.  
1.8 ISOTHERMAL TITRATION CALORIMETRY 
Once a set of host-guest pairs has been procured or synthesized, the challenge of 
accurately measuring the binding thermodynamics remains. One of the most reliable and 
informative choice of experimental measurements is isothermal titration calorimetry 
(ITC)73, which provides a direct, simultaneous measurement of  both the binding free 
energy and binding enthalpy, thus providing a rich set of information about the 
thermodynamics of binding. In contrast, most other methods, such as ones based on 
spectroscopy, provide only the binding free energy directly; the enthalpy must be derived 
by the error-prone technique of repeated affinity measurements at multiple temperatures, 
followed by application of the van ‘t Hoff equation74, as further discussed below. 
 
 
 
 
 
 
 
 Figure 1.3: Overview of isothermal titration calorimetry; the left hand side shows a simple 
schematic of the calorimeter, demonstrating how titrant is injected into the cell. The right 
hand side shows the result of a series of injections, and the resultant integrated peaks 
(Wiseman plot).  
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 ITC measurements work by injecting small aliquots of solution containing one 
molecule into a cell containing a solution of another molecule. If the two molecules bind, 
the heat either taken up or released into the cell solution during the binding reaction and  
is measured. The instrument uses power to keep the sample cell at the same 
temperature as a matched reference cell, and the change in that power causes peaks in 
the thermogram (Figure 1.3). These peaks are integrated to get the heat released for 
each injection, providing a binding isotherm called a Wiseman plot. When combined with 
experimental details like the concentrations of the cell and syringe reactants and the 
injection volumes, theseplots can then be fit to provide both the binding enthalpy and the 
affinity or binding free energy.  
 One serious consideration when using ITC data is the propagation of error, and 
the reliability of the provided data75. Because thermodynamics obtained from simulations 
are so sensitive to force-field parameters, even small errors in the data used to train 
parameters may lead to serious errors. Thus, a complete understanding of how to 
appropriately fit the data and how the sources of experimental noise affect the goodness 
of the fit to the data are required if the data is to be used for parameterization. Chapter 4 
provides a novel and detailed analysis of the sources, character, and magnitude of the 
uncertainties in ITC measurements of binding free energy and enthalpy. 
 There has also been considerable controversy regarding the reported 
mismatches between calorimetric and van’t Hoff enthalpies76–79. A calorimetric enthalpy 
is calculated directly from the ITC data, whereas a van’t Hoff enthalpy is calculated from 
the change in binding free energy over some temperature range. In theory, the two 
should match, and mismatches could possibly inform errors in the methodology. This 
relationship is of particular interest to us as we sought to look at how experimental errors 
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affect data, and the mismatch between the two enthalpies might provide information as 
to the level and sources of error.  This topic is considered in Chapter 5. 
1.9 TOWARDS IMPROVED FORCE-FIELDS FOR BINDING 
CALCULATIONS 
Altogether, this thesis aims to provide building blocks for a means to systematically 
improve force-fields for binding calculations. The first step to consider is the optimization 
of the force-field. To this end, we developed the Slater-Derived Lennard Jones (SDLJ) 
method, which is detailed in Chapter 2. This method utilizes information from quantum 
mechanical calculations to generate physically motivated LJ terms with only a few 
adjustable parameters. The next consideration is data to be used in force-field 
optimization. As discussed above, the intent is to incorporate experimental binding data 
into the optimization process, so as to make a given set of parameters more relevant for 
binding calculations. To accomplish this, we set out to design a modifiable host 
macromolecule in a systematic and controlled way, so as to maximize control over the 
design of the structure. Accordingly, Chapter 3 details the synthesis of a 
monopropargylated beta-cyclodextrin, which serves as a starting point for derivatization 
by click chemistry. Finally, we require a reliably accurate method to measure the 
experimental binding data. Isothermal titration calorimetry was chosen for the 
advantages given above; however we required a more detailed understanding of the 
error associated with the instrument and the process of analyzing the data. Additionally, 
we sought to resolve the issues between van’t Hoff and calorimetric-derived enthalpies 
of binding, as the discrepancies observed had not been suitably explained, and possibly 
yield information about the error. These studies are detailed in Chapters 4 and 5.   
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2 DATA-DRIVEN MAPPING OF GAS-PHASE QUANTUM 
CALCULATIONS TO GENERAL FORCE FIELD LENNARD-
JONES PARAMETERS 	
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Chapter 2, in full, is a reprint of the material as it appears in “Data-Driven 
Mapping of Gas-Phase Quantum Calculations to General Force Field Lennard-Jones 
Parameters”, SM Kantonen, H Muddana, M Schauperl, NM Henriksen, LP Wang, MK 
Gilson. Journal of Chemical Theory and Computation (2019). The dissertation author 
was primary investigator and author of this publication. 
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3 SINGLE	SITE	FUNCTIONALIZATION	OF	BETA-CYCLODEXTRIN		
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3.1 HOST-GUEST CHEMISTRY 
Host-guest chemistry describes the interaction between two or more molecules to 
form multimeric complexes1. These complexes are held together by non-bonded 
interactions, ranging from ionic to hydrophobic, and can be incredibly strong. For 
example, the dissociation constants of  certain adamantyl compounds and the host 
molecule cucurbit[8]uril are in the picomolar range, rivaling even some of the highest-
affinity protein-ligand complexes2–4. This capability, coupled with the smaller size of host-
guest complexes, makes them ideal candidates for simulations to test binding calculation 
accuracy.  
 There are a number of soluble and synthesizable host molecules, which are 
potential candidates for using as models for binding. Popular choices have included the 
large cavitand molecule octa-acid5, the cucurbituril family2–4, and the cyclodextrin 
family6,7. Each of these molecules contain a large hydrophobic cavity that allows smaller 
molecules to fit into. Some clever host designs even incorporate decorations alongside 
the top to restrict the size of the binding partners8,9, or modulate solubility5. In terms of 
binding proclivity, the cyclodextrin family is known to bind a very wide variety of 
molecules6, and the chemical structure provides some biologically relevant functional 
groups. Additionally, cyclodextrins are known to be quite soluble, owing to the number of 
exposed hydroxyls, and native cyclodextrins are readily available and inexpensive 
starting materials . For these reasons, we chose to focus on cyclodextrins as hosts  to 
explore in terms of modifying. 
3.2 β-CYCLODEXTRIN 
As mentioned above, cyclodextrin is often times a popular choice due to its 
solubility and proclivity as a binder. There are three main varieties of cyclodextrin, all 
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made up of varying numbers of glucose monomers, ranging from six to eight, and 
termed alpha, beta, and gamma cyclodextrin respectively. The number of glucose 
monomers present in the cyclodextrin influence the size of the cavity, and thus binding.  
 
 
 
 
 
 
 
 
 
For this work, we chose to focus on β-CD, which contains seven glucose subunits. 
This provides a cavity large enough for an adamantyl compound10, as well as a number 
of drug molecules11, to sit nicely into the hydrophobic cavity. Indeed, we performed 
isothermal titration calorimetry experiments on two cationic adamantyl compounds, 
amantadine and rimantadine, and saw reasonable affinities for both of the guest 
molecules (Figure 3.2).  
Figure 3.1: Illustrations of various parts of cyclodextrin. (a) the glucose monomer component of 
cyclodextrin (b) a 3d representation of the general shape of cyclodextrins (c) specific 
representations of each of the isomers of cyclodextrin.  
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We also reasoned that, in future work, adamantyl compounds could be similarly 
modified, such that the hydrophobic core would remain constant (and would thus always 
sit in the cavity), but the top portion could be modified so that it could interact with a 
modification on cyclodextrin.  
 
 
 
 
 
 
 
 
 
3.3 SINGLE SITE MODIFICATION OF β-CYCLODEXTRIN  
Once we selected β-cyclodextrin to use as a host molecule, we sought a method 
that would allow us to modify it in such a way that was controllable and gave a pure 
result. Any racemic mixture or random modification makes comparison in silico 
problematic. Additionally, we wanted to start by modifying the secondary face (see 
Figure 3.1), as our initial guests, amantadine and rimantadine, bind with their functional 
Figure 3.2: Binding of amantadine and rimantadine to beta-cyclodextrin. (a) binding of 
amantadine to beta-cyclodextrin (b) binding of rimantadine to beta-cyclodextrin.		
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groups sticking outside of the secondary face. Thus, the two most obvious choices to 
attempt to modify were the 2 and 3 position hydroxyls.  
 One plausible route is an ether synthesis; this would essentially involve reacting 
an alkyl halide with a deprotonated secondary face hydroxyl. However, preserving 
selectivity and containing the degree of functionalization would be difficult to control. We 
therefore turned to a report by Casas-Solvas12 showing that a single site modification at 
the 2-hydroxyl was obtainable by reacting b-cyclodextrin with LiH for 24 hours and 
subsequently treating with one equivalent of an alkyl halide, in the aforementioned 
study’s case, propargyl bromide. This modification in itself is of interest to our aims, 
because a propargyl group can be easily modified via click reaction with an azide13–15. To 
this end, we sought out to perform the modification ourselves, and proceed to possibly 
click reactions afterwards. 
3.3.1 Synthesis of propargylated β-cyclodextrin 
b-cyclodextrin and propargyl bromide (in toluene) were obtained from Sigma-
Aldrich. To begin, 5 grams of β-cyclodextrin were dissolved into 85 mL of DMSO, 
followed by 55 mg of LiH. This was stirred under nitrogen at room temperature until the 
solution became clear (about 24 hours). Following this, 450 uL of a solution of propargyl 
bromide in toluene (80% w/w) was added alongside a catalytic amount of NaI. The 
mixture was stirred at 55 C in darkness for 5 hours. The solution was then poured into a 
liter of acetone, with the precipitate washed and filtered with acetone. The crude was 
filtered on a silica gel column using CH 3 CN-H 2 O-NH 4 OH (30 % v/v) 10:5:2 as an 
eluent to yield the final desired product as a white solid. NMR spectra were collected at 
298 K on a 600 MHz Bruker Avance III spectrometer. All studies were run in water with 
10% D2O. Key observed peaks in the 1H NMR spectra taken of the resultant product 
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were d 5.4 (H-11), 5.1 (H-1II-VII), 4.45 (CH2, propargyl), 4.12 (H-31), 3.97 (H-3II-VII), and 
2.94 (H, terminal alkyne CH).  
 
 
 
 
 
 
 
 
 
 
 
Overall, the synthesis pathway was successful, and yielded around 30% product. 
This provided a suitable building block upon which further functionalization could be 
achieved. Our next step was to attempt to click a pentanoate onto the secondary face of 
the β-cyclodextrin, which could potentially interact with cationic adamantyl compounds 
previously tested with b-cyclodextrin.  
3.3.2 Click reaction of propargylated β-cyclodextrin  
One gram of the propargylated β-cyclodextrin was dissolved into 5 mL of water. 
Separately, tris(3-hydroxypropyltriazolylmethyl)amine (THPTA) was added to water to 
Figure 3.3: 1-H NMR spectrum of propargylated β-cyclodextrin. 
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create a stock solution at 200 mM, an CuSO4 was added to water to create a stock 
solution at 100 mM.  The CuSO4 (5 mL) was mixed with the THPTA ligand (10 mL) and 
allowed to stand for several minutes. An excess of pentanoic acid was pipetted into the 
solution of propargyl β-cyclodextrin. The THPTA/CuSO4 solution was added (2 mL) to 
the solution of propargyl β-cyclodextrin. Additionally, 4 mL of 100 mM sodium ascorbate 
was added to the solution. The reaction was allowed to run at room temperature for an 
hour before being applied to a silica gel column and run using the same eluent as 
described above. The resultant purified compound was analyzed on a Bruke Daltonics 
MicrOTOF-QII spectrometer. A peak corresponding to the targeted product was 
identified, however, upon trying to dry down the solution containing the product, it was 
discovered that the solid obtained was not soluble.  
 
 
 
 
 
Overall, while the single-site functionalization with the propargyl group was 
successful, the click reaction yielded a product that was insoluble in water. Interestingly, 
the functional group that was added, a pentanoic acid, was expected to increase 
solubility, not decrease it, since it should deprotonate at neutral pH. We speculated that 
the product possibly crystallized in such a way to form highly stable isomorphs, as the 
Figure 3.4: TOF Mass spectrometry of purified clicked b-cyclodextrin. The peak at 658.7 
corresponds to a product of 1317 Da, indicating presence of the clicked compound in this 
fraction. 
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pentanoic acid arm of the product may have come to rest in its own cyclodextrin’s cavity, 
or a neighboring cavity.  
Additionally, we have been able to create a mono-3-carboxypropionamido-β-
cyclodextrin (CP-β-CD), another mono-functionalized b-cyclodextrin variety. This host 
was synthesized by reacting succinic anhydride with 3-amino-b-cyclodextrin, a 
convenient precursor molecule available for purchase. The details of this derivative can 
be found in a report which also details binding to rimantadine16; the dissertation was co-
investigator and second author on this publication. 
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4 EVALUATION AND MINIMIZATION OF UNCERTAINTY IN 
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Chapter 4, in full, is a reprint of the material as it appears in “Evaluation and 
minimization of uncertainty in ITC binding measurements: heat error, concentration error, 
saturation, and stoichiometry”, in  SM Kantonen, NM Henriksen, MK Gilson. Biochimica 
et Biophysica Acta (BBA)-General Subjects (2017). The dissertation author was primary 
investigator and author of this publication. 
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 Chapter 5, in full, is a reprint of the material as it appears in “Accounting for 
apparent deviations between calorimetric and van't Hoff enthalpies”, SM Kantonen, NM 
Henriksen, MK Gilson. Biochimica et Biophysica Acta (BBA)-General Subjects (2018). 
The dissertation author was primary investigator and author of this publication. 
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6 CONCLUSIONS 
 Molecular dynamics condenses an incredibly complex problem down to an 
approximate classical form. If the perceived promise of accurately predicting 
experimental results in silico is to be met, advancements will need to continue to be 
made in refining force-fields. Part of the philosophy of this work is that force-field 
development is a multi-phase endeavor, and that careful attention needs to be paid to 
each component of the overall development.  
 One of the key points this thesis presents is the condensation of the force-field 
optimization problem. The SDLJ force-field, discussed in Chapter 2, was able to train on 
just seven small molecules, with two properties per molecule, while reducing the 
parameter space to just ten parameters. Additionally, we were able to remove atom-
types from our method, allowing each molecule to have its own unique set of 
parameters. By condensing the parameter space down to just ten parameters, we can 
avoid potential over-fitting while also making the overall optimization problem easier. The 
SDLJ method also is advantageous is that it incorporates both quantum mechanical data 
and experimental data into the overall optimization process, providing a more robustly 
informed set of parameters. 
 In terms of experimental work, this thesis has provided some insight into single 
site modification of host molecules and the subsequent analysis of binding via isothermal 
titration calorimetry. These components are both important parts of force-field 
development, even though their disciplines lie outside computational chemistry. The 
ability to reliably modify host molecules is of great use to the computational chemist, as it 
provides a more diverse set of experimental data to explore computationally. Without a 
wide range of reliable experimental data to compare computational results to, force-fields 
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may become focused on a narrow range of compounds, providing inaccurate or 
misleading results for new or interesting compounds.  
 The ability to accurately measure the binding thermodynamics is another 
experimental component that is remarkably important to force field optimization. Noise in 
the data used for optimization will move the force field parameters in an inaccurate 
direction, so having some understanding of the nature of errors, and some 
understanding of how to check for possible inconsistencies, is of great use to the force 
field developer. Here we showed an extensive analysis of error in isothermal titration 
calorimetry (Chapter 4), and developed software for fitting ITC data based on this 
analysis. This software provides more realistic estimates of error than the commonly 
provided least-squares fitting program used to fit ITC data. Additionally, we showed that 
van’t Hoff enthalpies and calorimetric enthalpies should be in agreement (Chapter 5), 
and that checking for disagreement between the two can inform our understanding of the 
accuracy of the data.  
6.1 FUTURE DIRECTIONS 
The most straightforward thing to test next is how the force field parameters 
generated from the SDLJ method do when applied to simulations to calculate binding 
thermodynamics. While transferability exists for neat liquid simulations, it remains to be 
seen if the same transferability applies when calculating binding free energies. This can 
be tested on some of the functionalized cyclodextrins our laboratory has generated, but 
can also be applied to prior existing data on unmodified β-cyclodextrins.  
 The next step would be to incorporate host-guest binding data into the SDLJ 
optimization process. We have designed a method, which reduces parameter space, 
which can now be tested when training on experimental binding free energies. An 
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important aspect to consider is the water model used. Although an existing water model 
might be used, it would seem most interesting to apply the SDLJ method to water as 
well, generating water parameters from electron densities along with the parameters of 
the host and guest compounds. This would provide a fully self-consistent set of 
parameters.  
There are additional considerations that can be taken in exploring the SDLJ 
concept. Firstly, we can explore how to incorporate the partitioned charges into the 
simulation; the current work on SDLJ uses AM1-BCC charges, as outlined in Chapter 2, 
but the stockholder atoms-in-molecules approached use to obtain the β values also 
provides partial atomic charges. Another mapping parameter could be incorporated to 
scale the charges (conserving net charge scaling all at once, i.e., doubling the partial 
charges on all atoms) and thus optimize the overall level of polarity, much as done in a 
related project from our lab that is currently under review. Other more complicated 
modifications can be made, such as to the treatment of electrostatics in the potential 
function. For example, once β values are obtained for atoms in a given molecule, the 
electrostatic energy can be rewritten as to account for the overlap of densities (which 
also are closely related to β). This would allow effects such as charge penetration to be 
modeled, which could lead to significant improvements in the accuracy of noncovalent 
binding calculations. 
  
 
