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Abstract
This talk is intended to give a survey on the existing literature on the decoding of
algebraic-geometric codes. Although the motivation originally was to nd an ecient
decoding algorithm for algebraic-geometric codes, the latest results give algorithms
which can be explained purely in terms of linear algebra. We will treat the following
subjects:
1. The decoding problem
2. Decoding by error location
3. Decoding by error location of algebraic-geometric codes
4. Majority coset decoding
5. Decoding algebraic-geometric codes by solving the key equation
6. Improvements of the complexity
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11 The decoding problem
Minimum distance decoding (MDD), also called maximum likelihood decoding (MLD)
under some assumptions on the channel used, is an algorithm which has as input (C;y),
where C is a linear code, say given by a generator matrix and y a word of the same
length as C and as output a word c 2 C, such that the distance between y and c
is equal to the distance between y and C. It is shown by Berlekamp, McEliece and
van Tilborg [3] that this problem is NP complete. One may object that this is not a
relevant problem in practice, that is usually one knows a great deal in advance of the
code C, or one has a lot of time to nd the decoding algorithm itself, the essential point
in practice is that with input y one wants to nd (one of) the nearest codewords in a
short time. So one considers minimum distance decoding with preprocessing (MDDP),
but also this problem turns out to be hard, see Bruck and Naor [5]. If C is a linear
code of minimum distance d and y a word of distance at most b(d   1)=2c to C,
then the nearest codeword is unique. Decoding up to half the minimum distance with
preprocessing, DHDP for short, has as input a word y and as output the nearest
codeword in case d(y;C)  (d 1)=2, and "the received word has more than b(d 1)=2c
errors" otherwise. As far as I know it is not known how dicult DHDP is. In the sequel
we show that a lot of codes, in particular algebraic-geometric codes, have an ecient
algorithm which decodes up to half the minimum distance.
2 Decoding by error location
We have the standard bilinear form dened by < a;b >=
P
i aibi. If A is a subset of
Fn
q, then we dene the dual A? of A in Fn
q with respect to the standard bilinear form
by A? = fbj < a;b >= 0 for all a 2 Ag. So in this denition A need not to be linear
but A? is always linear.
Let C be a linear code in Fn
q. Suppose we have received a word y and we have some
erasures, that is y = e + c for some error e and codeword c 2 C, and we know a set
J with at most d(C)   1 elements which contains the set I of error positions, that is
I = fijei 6= 0g. Then we can nd the error values as follows. Let v1;:::;vr be a basis
of C?. Consider the following linear equations
< x;vi >=< y;vi > for i = 1;:::;r;
xj = 0 for j 62 J:
Then e is the unique solution. It is clear that the error vector is a solution. If x is
another solution, then x   e has zero inner product with all the elements of C?, so it
is an element of C, moreover its weight is at most jJj  d(C)   1, so it must be zero,
2that is to say x = e. Thus we have shown that we can reduce error decoding to erasure
decoding. We still have to nd the error positions.
But if we want to decode all words with t errors, then there are

n
t

possible t sets
one has to consider, and this number grows exponentially with n. So we are looking
for an ecient way to nd the error positions. First we introduce some notation. We
dene the star multiplication a  b of two elements a and b of Fn
q by coordinatewise
multiplication, that is (a  b)i = aibi. For two subsets A and B of Fn
q we denote the
set fabja 2 A;b 2 Bg by AB. The following denition of a t-error correcting pair
comes out of the blue for those who have never seen it before. But we shall explain
why it works and afterwards show the ubiquity of error correcting pairs and that the
examples are abundant.
We will follow our paper [41], an earlier version [39] was never published. The same
kind of reasoning was found independently by K otter [29].
Denition 2.1 Let C be a Fq-linear code of length n. Let A and B be Fqe-linear
codes of length n, then (A;B) is called a t-error correcting pair for C over Fqe, if
1. C  (A  B)?
2. k(A) > t
3. d(B?) > t
4. d(A) + d(C) > n
Remember that we have dened the dual for any subset of Fn
qe, so (A  B)? is well
dened and remark that C is a subspace of Fn
q, so we can write (1') AB  C? instead
of (1), if we mean by C? the dual of the subset C in Fn
qe and not in Fn
q.
Suppose (A;B) is a t-error correcting pair for C. We rst dene the vector space
Ky of a received word y, by
Ky = fa 2 Aj < y;a  b >= 0 for all b 2 Bg:
If A  B  C? and y is a word with error e, then Ky = Ke. Remark that an element
which is zero at the error positions is contained in Ky. In more formal terms. Suppose
J is a subset of f1;:::;ng. Dene
A(J) = fa 2 Ajaj = 0 for all j 2 Jg:
If I = supp(e), then
A(I)  Ky:
3Because
< y;a  b >=< e;a  b >=
X
i2I
aibiei = 0;
since ai = 0 for all i 2 I = supp(e), if a 2 A(I). So this explains condition (1). Now
assume wt(e)  t. We need a nonzero element of Ky, and the existence of such an
element is ensured by assuming that the dimension of A is at least t + 1, since Ky
contains A(I), which is the intersection of t subspaces of codimension 1 and therefore
not zero. So this explains condition (2). Ky is the object we know and A(I) is the
one we want to know, since it gives an indication where the error positions are located.
Condition (3) guarantees that
Ky = A(I):
We have seen already one inclusion, now suppose a 2 Ky, then
0 =< y;a  b >=< e;a  b >=< e  a;b >;
for all b 2 B, so e  a 2 B?. But wt(e  a)  wt(e)  t < d(B?), hence e  a = 0,
so ai is zero at all places where ei is not zero, that is at all i 2 I, thus a 2 A(I). So
we compute Ky and take a nonzero element a in it; if Ky would be zero, then the
received word has more than t errors. We search for the set of zeros of a and call it J.
By the above we know that J contains I and condition (4) implies that J has at most
d(C)   1 elements, thus we can nd the error values by solving the above mentioned
linear equations over the subeld Fq, which has a unique solution. In the algorithm we
have to nd Ky which is the zero space of a set of linear equations over Fqe and to nd
the error values which is done by solving linear equations over Fq, thus the complexity
of the algorithm is at most of the order O((ne)3), since a multiplication in Fqe is of the
order of e3 multiplications in Fq. Thus we have proved the following theorem.
Theorem 2.2 If C is an Fq-linear code of length n and (A;B) is a t-error correcting
pair for C over Fqe, then one can correct all words with at most t errors with complexity
O((ne)3).
Example 2.3 Reed-Solomon codes, see [34].
Let  = (1;:::;n) be an n-tuple of n distinct elements of Fq. Let
RSk() = f(f(1);:::;f(n))jf 2 Fq[x];deg(f) < kg:
Then RSk() is an [n;k;n   k + 1] code, so it is an MDS code and its dual is an
[n;n k;k +1] code. Let A = RSt+1() and B = RSt() and C = RS2t()?. Then C
has minimum distance 2t + 1. Now A is an [n;t + 1;n   t] code, hence k(A) = t + 1
and d(A) + d(C) = (n   t) + (2t + 1) > n. Furthermore d(B?) = t + 1. Finally, if
a 2 A and b 2 B, then there are polynomials f and h of degree at most t and t   1,
4respectively, such that f(i) = ai and h(i) = bi for all i. Now fh has degree at most
2t   1 and aibi = fh(i), so a  b 2 C?. Thus A  B  C? and therefore (A;B) is a
t-error correcting pair for C.
Example 2.4 BCH codes.
Let  be a primitive element of Fqe and let n = qe 1. Let C be the BCH code with the
dening set of zeros f0;1;:::; 2g, that is to say C is the set of all (c0;:::;cn 1) 2 Fn
q
such that
n 1 X
j=0
cj
ij = 0 for all 0  i     2:
Then C is an Fq-linear code of length n and designed minimum distance . Let A =
RSt+1(1;;:::;n 1)) and B = RSt(1;;:::;n 1), where t = b(   1)=2c. Then A
and B are Fqe-linear codes of length n and (A;B) is a t-error correcting pair. This is
seen as follows. Let vi = (1;i;:::;i(n 1)) for 0  i  n   1. Then v0;:::;vt is a
basis for A and v0;:::;vt 1 is a basis for B and vi  vj = vi+j, so the vector space
generated by A  B has basis v0;:::;v2t 1, and 2t   1     2, so C  (A  B)?. The
other 3 conditions hold in the same way as in the previous example. With respect to
the above bases of A and B the vector space Ky is the nullspace of the matrix
0
B B
B
B B
B
B
@
S0 S1 S2 ::: St
S1 S2 S3 ::: St+1
S2 S3 S4 ::: St+2
. . .
. . .
. . . ... . . .
St 1 St St+1 ::: S2t 1
1
C C
C
C C
C C
A
;
where Si is the syndrome < y;vi >.
This line of reasoning for BCH codes was done for the rst time by Peterson [43]
in 1960 and independently by Arimoto [1] in 1961. Later improvements were found
on the minimum distance of cyclic codes, known as the Hartmann-Tzeng, Roos and
van Lint-Wilson bounds, see [35]. Feng and Tzeng [18, 19] and Bours et al. [4] gave
algorithms decoding up to half the Hartman-Tzeng and in many cases of the Roos de-
signed minimum distance. Duursma and K otter [12] could explain the just mentioned
algorithms by giving error correcting pairs for these cyclic codes, morover they gave
error correcting pairs for all but four cases of the table of van Lint and Wilson of all
binary cyclic codes of length at most 62.
Example 2.5 Classical Goppa codes.
Let l = f1;:::;ng be an enumeration of l, a subset of Fqe of n elements. Let h be
5a polynomial in one variable X with coecients in Fqe such that its set of zeros is
disjoint from l. Let  (l;h) be the Fq-linear code of all elements c 2 Fn
q such that
n X
i=1
ci
X   i
is divisible by h:
It is wellknown [37, 12.3] that  (l;h) has parity check matrix
0
B B
B B
@
h(1) 1 ::: h(n) 1
1h(1) 1 ::: nh(n) 1
. . . ... . . .

r 1
1 h(1) 1 ::: r 1
n h(n) 1
1
C C
C
C
A
;
where r is the degree of the Goppa polynomial h. Then this code has designed minimum
distance r + 1. So if we take n = qm   1 and i = i for i = 0;:::;n   1 for some
primitive element  of Fqe and h = X 1, then we are back in example 2.4 of the
BCH codes. In order to dene the pair (A;B) we have to introduce Generalized Reed-
Solomon codes. Let  = (1;:::;n) be an n-tuple of n distinct elements of Fqe. Let
y be an n-tuple of nonzero elements of Fqe. Dene the k-dimensional Generalized
Reed-Solomon code over Fqe by
GRSk(;y) = f(f(1)y1;:::;f(n)yn)jf 2 Fqe[x];deg(f) < kg:
Now let A = RSt+1() and B = GRSt(;y), where t = br=2c and yi = h(i) 1. Then
(A;B) is a t-error correcting pair for  (l;h). Another way to decode these classical
Goppa codes is by means of solving the so called key equation with Euclid's algorithm
or the Berlekamp-Massey algorithm [2, 36] in the ring of polynomials Fqe[X]. We
return to that in section 5.
An important class of codes which can be decoded by error location are algebraic-
geometric codes which we will discuss in the next section.
3 Decoding by error location of algebraic-geometric
codes
In this section we treat algebraic-geometric codes, also called geometric Goppa codes
[20, 21, 22, 23], which can be considered as a generalization of Reed-Solomon codes
on the ane line to codes on arbitrary curves. We will not discuss the importance
of these codes nor give an exact denition of it and prefer to discuss it by analogy
with Reed-Solomon and classical Goppa codes and by an example. The part needed to
6prove the existence of asymptotically good codes with parameters above the Gilbert-
Varshamov bound is very dicult and takes say 5 years to grasp for an outsider. On
the other hand for the construction of geometric Goppa codes on explicit curves one
needs only the theory of algebraic curves over nite elds, in particular the theorem
of Riemann-Roch, and this part a layman can learn in half a year. There are some
introductory works on the subject, see [24, 32, 33, 34]. For a selfcontained treatment
on algebraic curves over nite elds we recommend the rst chapters of the books of
Chevalley [8] or Moreno [38]. This suces to understand the papers concerning the
decoding of algebraic-geometric codes. For a more thourough treatment of algebraic
curves and their codes we mention the book of Tsfasman and Vl adut  [59] and the
forthcomming book of Stichtenoth [57].
The projective line over Fq has q + 1 points which are dened over Fq. The eld
of rational functions on the projective line is denoted by Fq(X), the elements are
quotients of polynomials in Fq[X]. The points of the projective line, not equal to
the point at innity correspond one to one with monic linear polynomials. Places are
generalizations of points and places which are not the point at innity correspond one
to one with monic irreducible polynomials in Fq[X], and the degree of a place is the
degree of the corresponding irreducible polynomial. Places of degree 1, not equal to
the point at innity, are exactly the points of the ane line. For every place P we
introduce a valuation vP at the place on the eld of rational functions, which gives the
order of zero or pole at these places, that is to say
vP(f) = m if and only if f = p
ma
b
;
where p is the irreducible polynomial corresponding to the place P and a and b are
polynomials not divisible by p. For the point at innity one can make a coordinate
transformation Y = 1=X and consider the valuation dened by the irreducible poly-
nomial Y or equivalently
v1(
a
b
) = deg(b)   deg(a);
where a and b are polynomials in Fq[X].
We introduce divisors as a way of bookkeeping of the number of zeros and poles
of functions and other objects. A divisor is a formal sum of places with integer coe-
cients, such that at most nitely many coecients are nonzero. One can add divisors
coecientwise. The support of a divisor G is the set of places with a nonzero coecient
in G. One has a partial order on the divisors by comparing them coecientwise. Thus,
if G =
P
mPP and H =
P
nPP, then G+H =
P
(mP +nP)P, and G  H if and only
if mP  nP for all P. A divisor is called eective if all the coecients are not negative.
The degree of a divisor G of the form
P
mPP is by denition deg(G) =
P
mPdeg(P). A
7rational function f has a divisor (f), which we call the principal divisor of the function,
as follows
(f) =
X
vP(f)P:
The principal divisor of a rational function f is the dierence of two eective divisors,
(f) = (f)0  (f)1, where (f)0 is the divisor of zeros and (f)1 is the divisor of poles of
f. Every rational function f has a factorization f =
Q
q
ei
i , where qi is an irreducible
polynomial and ei an integer. Let Qi be the place corresponding to qi and P1 the point
at innity. It is not dicult to see that (f) =
P
eiQi eideg(Qi)P1. Thus deg((f)) = 0.
For every divisor G one denes the vector space L(G) of rational functions with
zeros and poles prescribed by G as follows
L(G) = ff 2 Fq(X)jf = 0 or (f)   Gg:
So, if G = mP1, then L(G) is the vector space of all polynomials of degree at most
m, it has basis 1;X;:::;Xm and dimension m + 1. Let h be a Goppa polynomial.
Let h =
Q
q
ei
i be the factorization of h, and Qi the place corresponding to qi. If
G =
P
eiQi  P1, then L(G) is the vector space of rational functions of the form a=h,
where a is a polynomial of degree at most r   1 and r the degree of h, thus L(G) has
a basis of the form 1=h;x=h;:::;xr 1=h and dimension r. In both examples we have
that the dimension of L(G) is equal to deg(G) + 1, this is indeed always the case for
the projective line.
If P = ( : 1) and G is a divisor which does not have P in its support and f 2 L(G),
then vP(f)  0, so f has not a pole at P, therefore one can evaluate f at P and get
f() 2 Fq. If l = f1;:::;ng are n elements in Fq and Pi = (i : 1), then P1;:::;Pn
are n distinct points on the projective line, that is places of degree 1. We denote the
divisor P1 ++Pn by D. Let G be a divisor with has disjoint support with D. Then
we can evaluate f at all P 0
is and consider the map
evD : L(G)  ! F
n
q;
dened by evD(f) = (f(P1);:::;f(Pn)). This map is Fq-linear and injective if deg(G) <
n. We denote the image of this map by CL(D;G) which is an Fq-linear [n;m+1;n m]
code, where m = deg(G). In case G = (k   1)P1 we get the Reed-Solomon code
RSk(). Now we consider the classical Goppa code with Goppa polynomial h 2 Fq[X]
and locator set l = f1;:::;ng in Fq. So we do not consider the subeld subcode
case for simplicity, that is e = 1 in Fqe. Let h =
Q
q
ei
i be the factorization of h and Qi
the place corresponding to qi. Dene the divisor G =
P
eiQi   P1. Then CL(D;G)
is the dual of the classical Goppa code  (l;g), since the above mentioned parity check
matrix of  (l;g) is a generator matrix of CL(D;G).
8For an arbitrary algebraic curve X over the eld Fq one can consider its function
eld Fq(X), which is an nite extension of Fq(X). Similarly to the case of the projective
line one can dene points, places, valuations, divisors, the principal divisor of a function
and the vector space L(G) of a divisor G and the code CL(D;G). We still have that
the degree of a principal divisor is zero, but for the dimension of L(G) we do not have a
simple formula. The Theorem of Riemann says that there exists a nonnegative integer
l such that for every divisor G
dim(L(G))  deg(G) + 1   l;
and the smallest nonnegative integer with this property is called the genus, and is
denoted by g(X) or g. Thus the genus of the projective line is zero. If moreover
deg(G) > 2g   2, then dim(L(G)) = deg(G) + 1   g. If 2g   2 < deg(G) < n, then
CL(D;G) has dimension deg(G) + 1   g and minimum distance at least n   deg(G).
The minimum distance of the dual of a code can be estimated in terms of the code
itself, since we have the following property which is easy to verify
d(C
?) > t if and only if dim(C(I)) = k   jIj for all I  f1;:::;ng and jIj  t;
where C(I) is the subcode of words in C which are zero at all i 2 I, as dened in section
1. If Q =
P
i2I Pi, then CL(D;G)(I) = CL(D;G Q). The dimension of CL(D;G Q)
is deg(Q) = jIj less than the dimension of CL(D;G), if jIj < deg(G)   (2g   2). Thus
the dual of CL(D;G) has at least minimum distance deg(G)   2g + 2. Another way
to get an estimate for the minimum distance of the dual code of CL(D;G) is with the
help of dierentials. This can be explained by the classical Goppa codes too. Think
of dierentials as objects of the form fdh, where f and h are rational functions and
dh is the dierential of h, such that the map which sends h to dh is Fq-linear and
the Leibniz rule d(fh) = fdh + hdf holds. One can talk about zeros and poles of
dierentials. We denote the set of dierentials on X by 
X. At every place P there
exists a local parameter that is a function u which has valuation 1 at P, and for every
dierential ! there exists a function f such that ! = fdu. The valuation vP(!) of !
at P is now by denition vP(f), so we say ! has a zero of order m if m = vP(f) > 0
and ! has a pole of order m if m =  vP(f) > 0. The divisor (!) of ! is by denition
(!) =
P
vP(!)P. The divisor of a dierential is called canonical and has always degree
2g   2. In the same way as we dened L(G) for functions we now dene the vector
space 
(G) of dierentials with zeros and poles prescribed by G as follows

(G) = f! 2 
Xj! = 0 or (!)  Gg:
Now one could have dened the genus as the dimension of the vector space of dieren-
tials without poles, that is of 
(O), where O is the divisor with coecient 0 at every
9place. The Theorem of Riemann-Roch states that
dim(L(G)) = deg(G) + 1   g + dim(
(G)):
If moreover P is a place of degree 1 and u is a local parameter of P, then f has a
formal Laurent series
P1
i=m aiui, where the coecients ai are in Fq and m = vP(!) and
am 6= 0. The entry a 1 is called the residue of ! and denoted by resP(!). If we have n
points on the curve, that is n places of degree 1, and a divisor G with none of the P 0
is
in its support, then we consider the map
resD : 
(G   D)  ! F
n
q;
dened by resD(!) = (resP1(!);:::;resPn(!)). Its image we denote by C
(D;G). If
2g 2 < deg(G) < n, then C
(D;G) is a Fq-linear code of dimension n deg(G) 1+g
and minimum distance at least deg(G) 2g +2. We call deg(G) 2g +2 the designed
minimum distance of the code C
(D;G) and denote it by d. Both constructions, that
is by evaluating functions or by taking residues of dierential forms are called geomet-
ric Goppa codes or algebraic-geometric codes, abreviated by AG codes. The fact that
CL(D;G) and C
(D;G) are dual codes is seen by the residue theorem, which states
that the sum of all residues over all places of a xed dierential is zero.
For classical Goppa codes, where we do not consider the subeld subcode case for
simplicity, that is Fqe = Fq, it is as follows. Let h =
Q
q
ei
i be the factorization of
the Goppa polynomial h and Qi the place corresponding to qi. Dene the divisor
G =
P
eiQi   P1, as before. A dierential ! is an element of 
(G   D) if and only if
! =
n X
i=1
cidX
X   i
and
n X
i=1
ci
X   i
is divisible by h:
Moreover resD(!) = c whenever ! is of the above form. Thus C
(D;G) =  (l;h).
The function eld of a curve is a nite extension of Fq(X), thus it is of the form
Fq(X)[Y ]=(F(X;Y )), where we may assume that F(X;Y ) 2 Fq[X;Y ] and is absolutely
irreducible, that is irreducible in k[X;Y ], where k is the algebraic closure of Fq. We
say that F(X;Y ) is an ane equation of a plane model of the curve. If we homogenize
F, that is to say we consider ~ F(X;Y;Z) = ZmF(X=Z;Y=Z), where m is the degree of
F, then we say that ~ F is an equation of a projective plane model. If ~ F together with all
its partial derivatives have no common zero (a;b;c) 2 k3, except (0;0;0), we say that
the projective plane model has no singularities, in this case all the (a : b : c) 2 PG(2;q)
such that ~ F(a;b;c) = 0, are the points of the curve, that is places of degree 1, moreover
the genus of the curve is equal to (m   1)(m   2)=2.
10Example 3.1 Hermitian curves.
The Hermitian curve H(q) is dened by the ane equation
U
m + V
m + 1 = 0
over GF(q), where q = (m   1)2, for the details we refer to [56, 58]. Let a;b 2 GF(q)
such that am 1 + a = bm =  1 and P = (1 : b : 0). Dene X = b=(V   bU) and
Y = UX   a. Then we have another equation
X
m   Y
m 1   Y = 0
of the same curve. We prefer the last equation since it has exactly one point at innity.
This plane curve is nonsingular and has q
p
q points.
Now we return to the decoding of AG codes. The condition A  B  C? is easy
to fulll for algebraic-geometric codes. Suppose we want to decode the code C =
C
(D;G), we remarked already that the dual of this code is CL(D;G). Let F be
any divisor with disjoint support with D, then G   F has also disjoint support with
D. Moreover if f 2 L(F) and h 2 L(G   F), then fh 2 L(G). If a = evD(f) and
b = evD(h), then a  b = evD(fh). Thus
CL(D;F)  CL(D;G   F)  CL(D;G) = C
(D;G)
?:
With the above estimates for the dimension and minimum distance of AG codes we
have the following proposition and theorem.
Proposition 3.2 Let F and G be divisors with support disjoint from D.
Let A = CL(D;F), B = CL(D;G   F) and C = C
(D;G). Then
1: A  B  C?.
2: If t + g  deg(F) < n, then k(A) > t.
3: If deg(G   F) > 2g   2, then d(A) + d(C) > n.
4: If deg(G   F) > t + 2g   2, then d(B?) > t.
Theorem 3.3 Every algebraic-geometric code C
(D;G) of designed minimum dis-
tance d on a curve of genus g has a b(d   1   g)=2c-error correcting pair whenever
deg(G) > 2g   2.
After the invention of Goppa of AG codes and the work of Tsfasman, Vl adut  and
Zink [60], who proved that there exists curves over nite elds with many points, giving
asymptotically good codes, at the beginning of the eighties, it took some time before
Justesen, Larsen, Elbrnd Jensen, Havemose and Hholdt [26] found at the end of the
eighties a generalization of Peterson's algorithm for AG codes on plane curves. This
11was generalized to arbitrary curves by Skorobogatov and Vl adut  [55]. Independently
Krachkovskii proved the same result, but his work was only published as a preprint in
Russian [30]. These papers are surveyed in this and the previous section. Independently
Porter gave another decoding algorithm which we will discuss in section 5. The above
algorithm is called the basic algorithm in [55, 59]. In the modied algorithm one does
not look at one error locating pair only, but at a sequence (CL(D;iP);CL(D;G iP))
of pairs, where P is a point not in the support of G nor D, and one looks at the smallest
i such that the coresponding vector space Ky is not zero. With the modied algorithm
(d  1)=2 s errors can be decoded [26, 28, 9], where s is the so called Cliord defect,
see Duursma [9]. For plane curves s is roughly equal to g=4, but only in very special
cases s is equal to zero. It can be shown that the modied algorithm does not always
decode up to half the minimum distance [28], but the number of error patterns where
the algorithm does not decode the error is relatively small [28, 41]. It was my contri-
bution [40] to show that, on so called maximal curves, there exist u divisors F1;:::;Fu,
where u is of the order 2g, such that for every received word with at most b(d  1)=2c
errors, at least one of the pairs (CL(D;Fi);CL(D;G   Fi)) corrects the errors. This
was generalized to all curves by Vl adut  [61]. For these last results one has to introduce
the Zeta function of a curve over a nite eld and the Jacobian of the curve. It is a
counting argument to show that certain divisors exist, but in order to nd these divi-
sors explicitly one has to know quite a lot about the Jacobian and not much is known
for this purpose. Rotillon and Thiong Ly [46] considered the problem of nding these
divisors for the Klein quartic, and Le Brigand [31] for hyperelliptic curves. Carbonne
and Thiong Ly [7] found for some curves the minimal u such that the above procedure
works. First Ehrhard [13] considered divisors Fi of the form lPj. In all these attempts
one runs the algorithm for a lot of error locating pairs in parallel. Later Ehrhard [15]
gave an explicit solution of the problem of decoding up to half the minimum distance,
now the divisor Fi is changed during the algorithm. It is probably not possible to give
an explanation of this result purely in terms of linear algebra. Moreover the designed
minimum distance should be at least 4g. Feng, Rao and Duursma gave another solu-
tion to the problem of nding an ecient explicit algorithm which decodes up to half
the designed minimum distance. Their work on majority coset decoding is treated in
the next section.
Any linear code is representable by means of a curve, see [42]. This is a nice
mathematical result, but from a pratical coding point of view it puts matters upside
down. If we want to construct good codes we have gained nothing by this knowledge.
But it is hoped for that by this fact one can prove that any linear code of minimum
distance d has a b(d 1)=2c-error correcting pair. The property AB  C? is dicult
to fulll for arbitrary linear codes and comes quite naturally in the geometric situation
as the product of functions.
124 Majority coset decoding
In the following we explain the beautiful idea of Feng and Rao [16] which was treated
in greater generality by Duursma [10, 11]. This can be explained purely in terms of
linear algebra, in the same way as we abstracted from AG codes to linear codes in
section 2.
Suppose we have a code C1 for which we need a decoding algorithm, and a subcode
C2 for which we have a decoding algorithm. Coset decoding is an algorithm which has
as input a word y1 such that y1 2 e + C1, and as output y2 such that y2 2 e + C2.
This was done for instance by Yaghoobian and Blake [62], where they decode Her-
mitian codes, but the complexity of the algorithm is in general rather great. Feng and
Rao apply coset decoding to the code C1 = C
(D;mP), which has designed minimum
distance d and its subcode C2 = C
(D;(m + g)P), which has designed minimum
distance d + g, where P is a point not in D and g is the genus of the curve. We have
seen in Theorem 3.3 that C2 has a t-error correcting pair, where t = b(d  1)=2c. The
coset decoding is done in several steps where the dimension of the subcode drops by
one in every step. The whole setup is also used by Feng and Rao in another paper
[17] to get an improved lower bound on the minimum distance of AG codes in case the
redundancy is between g and 2g. Furthermore it can be explained in terms of linear
algebra only as we will do in the following. Instead of saying in the future that we are
talking about three sequences of linear codes which satisfy conditions (5);:::;(8), we
prefer to give this notion a name, which is done in the following defnition.
Denition 4.1 An array of codes is a triple (A;B;C) of sequences of linear codes in
Fn
q, enumerated by A = (Ai)1iu, B = (Bj)1jv and C = (Cr)wrl, such that the
following holds:
5. dim(Ai) = i, dim(Bj) = j and dim(Cr) = n   r.
6. Ai  Ai+1, Bj  Bj+1 and Cr+1  Cr.
7. For every i and j there exists an r such that Ai  Bj  (Cr)?. Thus for every i
and j we dene r(i;j) to be the smallest index r such that Ai  Bj  (Cr)?.
8. If a 2 Ai n Ai 1 and b 2 Bj n Bj 1 and r = r(i;j)  w + 1, then a  b is an
element of (Cr)? n (Cr 1)?.
Remark that r(i;j) is increasing, that is if i  i0 and j  j0, then r(i;j)  r(i0;j0).
Dene the following set
Nr = f(i;j)j1  i  u;1  j  v;r(i;j) = r + 1g
13Let nr be the number of elements of Nr. Dene
dr = minfnr0jr  r
0 < lg [ fd(Cl)g:
Theorem 4.2 For an array of codes we have that dr  d(Cr), for all w  r  l.
For the proof we introduce bases. Let a1;:::;ai be a basis of Ai and let b1;:::;bj
be a basis of Bj. Then ai 2 Ai n Ai 1 and bj 2 Bj n Bj 1, by conditions (5) and (6).
Thus ai  bj 2 (Cr)? n (Cr 1)?, where r = r(i;j), by condition (7). The proof of the
theorem goes by decreasing induction on r. If r = l, then the conclusion is obvious by
the denition of dl = d(Cl). Suppose we have already proved d(Cr+1)  dr+1. Now we
prove that d(Cr)  dr. If y is a nonzero word in Cr+1, then wt(y)  dr+1  dr, by the
induction hypothesis, and the denition of dr. If y 2 CrnCr+1, then look at the entries
Si;j in the u  v matrix S, where Si;j =< y;ai  bj >. If r(i;j)  r, then Si;j = 0,
by (7). If r(i;j) = r + 1, then Si;j 6= 0. Because (Cr+1)? = (Cr)?+ < ai  bj >,
since ai  bj 2 (Cr+1)? n (Cr)? by the above remark and dim(Cr) = dim(Cr+1) + 1,
by (5). Therefore S has an echelon form with nonzero pivots at all entries Si;j where
r(i;j) = r+1. Thus the rank of the matrix S is at least equal to the number of elements
of Nr, which we called nr. On the other hand, we can decompose the same matrix in a
product of three matrices S = AWB
t, where A is the matrix with a1;:::;au as rows,
B is the matrix with b1;:::;bv as rows and W is the n  n diagonal matrix with y
on the diagonal, and zeros outside the diagonal. Hence rank(S)  rank(W) = wt(y).
Combining the two inequalities involving the rank of S we get wt(y)  nr, which is at
least dr, by denition. Thus d(Cr)  dr, and we have proved the theorem by induction.
In order to be able to decode Cw up to b(dw   1)=2c errors, we need an extra
condition.
Denition 4.3 An array of codes (A;B;C) of sequences of linear codes in Fn
q,
enumerated by A = (Ai)1iu, B = (Bj)1jv and C = (Cr)wrl, is called a t-error
correcting array for a code C in Fn
q, if C = Cw and t  (dw 1)=2, and Cl = 0 or there
exists i and j such that (Ai;Bj) is a t-error correcting pair for Cr, where r = r(i;j).
Remark that we could have taken the codes Ai, Bj and Cr to be Fqe-linear as we
have done in the denition of a t-error correcting pair. In that case we assume that C
is in Fn
q and a subeld subcode of Cw.
Theorem 4.4 If a code has a t-error correcting array, then it has a decoding algorithm
of complexity O(n3) which corrects t errors.
Before we prove the theorem we introduce some denitions, see [16, 17]. Let S be a
(u  v)-matrix with entries Si;j;1  i  u;1  j  v. Let S(i;j) be the (i  j)-matrix
with entries Si0;j0;1  i0  i;1  j0  j. Consider the folowing two conditions.
149. rank(S(i   1;j   1)) = rank(S(i   1;j)) = rank(S(i;j   1))
10. rank(S(i   1;j   1)) = rank(S(i;j))
Clearly (10) implies (9); conversely if (9) holds, then there exists a unique value of
Si;j such that (10) holds. We call (i;j) a discrepancy if (9) holds and (10) does not
hold. Remark that (9) holds for (i;j) if and only if (10) holds for all (i0;j);1  i0 < i
and all (i;j0);1  j0 < j. Thus in every row there is at most one discrepancy and the
same holds for every column. The number of discrepancies of S is equal to the rank of S.
Now we prove Theorem 4.4. Suppose y is a received word and has error e with
respect to C = Cw of weight at most t  (dw   1)=2. Let
Si;j =< e;ai  bj >
and let S be the corresponding matrix with entries Si;j. The proof now goes by in-
creasing induction on r. For all (i;j) such that r(i;j)  w we know the syndrome Si;j,
since y 2 e + Cw. Suppose we already know an element yr 2 e + Cr and all the syn-
dromes Si;j for (i;j) such that r(i;j)  r < l. Now we explain how to get an element
yr+1 2 e + Cr+1 and the syndromes Si;j such that r(i;j)  r + 1. We call a pair (i;j)
a candidate if r(i;j) = r + 1 and (9) holds. A candidate is called true if (10) holds,
and false if (10) does not hold. We know the candidates but we do not know which
candidates are true or false. We rst prove the remarkable property that the number
of true candidates, which we will denote by T, is greater than the number of false
candidates, which we will denote by F. Afterwards we show how to compute a certain
 2 Fq for every candidate, which is the same for all true candidates and thus gives
us yr+1 and new syndromes. We have seen already in the proof of Theorem 4.2 that
the rank of S is at most wt(e)  t. Denote the number of known discrepancies, that is
discrepancies at entries (i;j) such that r(i;j)  r, by K. The other discrepancies are
called unknown. Clearly we have that all false candidates are unknown discrepancies.
Thus
K + F  the number of all discrepancies = rank(S)  t:
Furthermore for every pair (i;j) such that r(i;j) = r + 1, that is (i;j) 2 Nr, which is
not a candidate, there exists a known discrepancy in the same row or column, possibly
in both. For every candidate, true or false, there exist no known discrepancy in the
same row nor column. We called nr the number of elements of Nr, thus
nr  T + F + 2K:
If we combine the two inequalties above and use that 2t < dw  dr  nr, then we get
nr  T + F + 2K  T + F + (2t   2F) < T   F + nr:
15Therefore
F < T;
that is the number of true candidates is greater than the number of false candidates.
We associate with each candidate an element  2 Fq in such a way that all true
candidates have the same , thus giving a way to know the true candidates, by majority
as we explained above, and therefore the syndromes Si;j such that r(i;j) = r + 1. For
every candidate, that is for every (i;j) such that (9) holds, there is a unique S0
i;j 2 Fq
to ll at entry (i;j) in order that (10) holds. This entry S0
i;j can be computed using
the known syndromes, and is equal to Si;j if and only if (i;j) is a true candidate. The
vector space Cr contains the vector space Cr+1 and the quotient is one dimensional, so
there exists a vector cr such that Cr =< cr > +Cr+1. Therefore there exists a unique
r 2 Fq such that yr + rcr, which we will call yr+1, is an element of e + Cr+1. If
r(i;j) = r + 1, then C?
r+1 = C?
r + < ai  bj >. Thus < cr;ai  bj > is not equal to
zero. By taking the inner product with ai  bj we get
< yr;ai  bj > +r < cr;ai  bj >= Si;j:
For every candidate (i;j) we compute S0
i;j as explained above and the element i;j
dened by
i;j =
S0
i;j  < yr;ai  bj >
< cr;ai  bj >
:
If (i;j) is a true candidate, then S0
i;j = Si;j so i;j = r. Therefore all i;j are the same
for all true candidates (i;j). Thus the  which occurs most often among the i;j of
the candidates is equal to r. In this way we get yr+1 2 e + Cr+1 and the syndromes
Si;j such that r(i;j)  r + 1, that is one step further in the induction. Finaly Cl = 0
or there exists i and j such that (Ai;Bj) is a t-error correcting pair for Cr, where
r = r(i;j) and t  (dw  1)=2. In the rst case we are done, since yl = e when Cl = 0,
and in the second case we can apply the decoding algorithm of section 2 to the word
yr with the pair (Ai;Bj) for Cr, which gives e as output.
Theorem 4.5 Every algebraic-geometric code C
(D;G) of designed minimum dis-
tance d on a curve of genus g has a b(d   1)=2c-error correcting array, whenever
2g   2 < deg(G) < n   g and n is smaller than the number of points on the curve.
We give a scetch of the proof. The number of points on the curve is greater than n,
so we can take a point P which is not in the support of D. Let aP be the coecient of
P in G. There are increasing sequences (i)u
i=1 and (j)v
j=1 such that Ai = CL(D;iP)
and Bj = CL(D;G+jP) and Cr = C
(D;G+rP) dene a b(d 1)=2c-error correct-
ing array. Conditions 5 and 6 are immediate by the appropriate choice of the sequences
(i) and (i). Condition 7 is seen as follows. If a 2 Ai n Ai 1 and b 2 Bj n Bj 1, then
16there exist functions f 2 L(iP)nL((i 1)P) and h 2 L(G+jP)nL(G+(j  1)P)
such that f(Pl) = al and h(Pl) = bl for all l. Thus f has pole order i at P and h
has pole order aP + j at P, thus fh has pole order aP + i + j at P. There exists
an r such that i + j = r, so fh 2 L(G + rP) n L(G + (r   1)P). Furthermore
evD(fh) = ab and the map evD is injective on L(G+rP) since deg(G) < n g, so
a  b 2 C?
r n C?
r 1.
In the papers of Feng and Rao only codes of the form C
(D;mP) are considered,
so there it suces to take Bi = Ai. In Duursma's approach arbitrary divisors G are
allowed and one can take Bi dierent from Ai. The restriction that the number of
points on the curve is greater than n remains.
5 Decoding algebraic-geometric codes by solving
the key equation
Around the same time as Justesen et al. [26], Porter [44] found another decoding al-
gorithm, which is a generalization of solving the key equation of classical Goppa codes
by Euclid's algorithm in the ring of polynomials in one variable. The thesis of Porter
contained some mistakes but these were corrected in [45]. Ehrhard [13, 14] also showed
that the results of Porter are correct, moreover he proved the equivalence of the mod-
ied algorithm and the decoding by solving the key equation.
One can view the ring of polynomials in one variable as the ring of rational functions
on the projective line with only poles at the point at innity. The ring of polynomials
in one variable is replaced by the ring K1(P) of rational functions on the curve with
only poles at a xed point P, where P is not equal to one of the points used to construct
the geometric Goppa code.
Now we scetch the generalization of the classical Goppa codes. Let l be a subset of
Fq and h a Goppa polynomial. Let l = f1;:::;ng. Suppose h is not zero at i, for
all i. We already mentioned that the classical Goppa code  (L;h) is dened by
 (l;h) = fyj
X yi
X   i
 0 (mod h )g:
If we let "i = dX=(X   i), and take for P the point at innity on the projective line
and for E the divisor of zeros of h, then  (l;h) = C
(D;E   P) and
y 2  (L;h) if and only if
X yi
X   i
dX 2 
(E   P   D)
17First it is shown that for arbitrary AG codes one may assume that the divisor G
in the denition of the code C
(D;G) is of the form E   P, where E is an eective
divisor and  a positive integer. Secondly one can show that there always exist n
independent dierentials "1;:::;"n 2 
( D  P) such that resPi("j) is 1 if i = j and
0 otherwise, and for every dierential ! 2 
(E   P   D) we have
! =
X
resPi(!)"i:
If we let "(y) =
P
yi"i, then the map " is the right inverse of resD and
"(y) 2 
(E   P   D) if and only if y 2 C
(D;E   P):
Now suppose that E is the divisor of zeros of a function h 2 K1(P) which is not
zero at Pi for all i. We want to dene the syndrome of a received word. In order to
represent the syndrome as a rational function one proves the existence of a particular
dierential  rst. For classical Goppa codes one takes  = dX. The syndrome S(y)
of a received word y is now dened as follows.
S(y) =
X
yi
h(Pi)   h
h(Pi)
"i:
The syndrome is an element of the ring K1(P), and if E is the divisor of zeros of
h 2 K1(P), then
y 2 C
(D;E   P) if and only if S(y)  0 (mod h ):
For simplicity we assume that  is a dierential such that () = (2g   2)P. Now one
searches for solutions of the key equation, that is for pairs (f;r) with f;r 2 K1(P)
such that there exists an a 2 K1(P) with the property
fS(y) = r + ah:
A solution is called valid if moreover deg(r)   deg(f)  2g   2 + . A valid solution
(f;r) is called minimal if deg(f) is minimal among all the degrees of f0 such that (f0;r0)
is a valid solution. If the received word y has at most (d   1)=2   s errors, where
s is the Cliord defect [9], then a minimal valid solution (f;r) has the property that
resPi(r=f) is the error value at place i for all i. Shen [52, 53, 54] computed explicit
formulas for the dierentials "1;:::;"n and the syndromes of codes on Hermitian curves.
Euclid's algorithm gives in the case of classical Goppa codes a sequence of solutions
of the key equation, and the rst valid solution in this sequence is also a minimal valid
solution. The ring K1(P) is not a Euclidean ring whenever the genus is not zero. The
sequence of solutions in the Euclidean algorihm is replaced by an algorithm giving the
so called subresultant sequence, see Porter [44] and Shen [51, 54].
186 Improvements of the complexity
It is not before one has decoding algorithms as fast as Euclid's algorithm or the
Berlekamp-Massey algorithm [2, 36] solving the key equation, that AG codes will be
implemented for practical purposes.
For polynomials in one variable division with rest gives Euclid's algorithm. Buch-
berger's algorithm [6] computing Gr obner bases is a generalization of this to polynomi-
als in several variables. Sakata [47, 48] gave a generalization of the Berlekamp-Massey
algorithm to several variables. Using Sakata's ideas Justesen, Larsen, Elbrnd Jensen
and Hholdt [27] could improve the complexity of their algorithm for codes on plane
curves from O(n3) to O(n7=3). Dahl Jensen [25] generalized this and obtained com-
plexity O(n
3  2
r+1) for curves in projective r-space. In analogy with the work Justesen
et al. [27] following Sakata, Shen [53, 54] obtained the same complexity for codes on
Hermitian curves using Porter's algorithm.
Up to now nobody succeeded in obtaining the same complexity for decoding AG
codes as Euclid's algorithm, that is O(n2).
Acknowledgement I want to thank I.M. Duursma and G.-L. Feng for many dis-
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