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17 PRINCIPAL EIGENVALUE OF MIXED PROBLEM FOR THE FRACTIONALLAPLACIAN: MOVING THE BOUNDARY CONDITIONS
TOMMASO LEONORI, MARIA MEDINA, IRENEO PERAL, ANA PRIMO, AND FERNANDO SORIA
Abstract. We analyze the behavior of the eigenvalues of the following non local mixed problem

(−∆)su = λ1(D) u in Ω,
u = 0 in D,
Nsu = 0 in N.
Our goal is to construct different sequences of problems by modifying the configuration of the
sets D and N , and to provide sufficient and necessary conditions on the size and the location of
these sets in order to obtain sequences of eigenvalues that in the limit recover the eigenvalues of
the Dirichlet or Neumann problem. We will see that the non locality plays a crucial role here,
since the sets D and N can have infinite measure, a phenomenon that does not appear in the
local case (see for example [6, 7, 5]).
1. Introduction
In the papers [6, 7], J. Denzler considers the following mixed Dirichlet-Neumann eigenvalue
problem
(1.1)


−∆u = λ1(D)u in Ω,
u = 0 in D,
∂u
∂n
= 0 in N.
Here Ω is a Lipschitz bounded domain in RN , D, N are submanifolds of ∂Ω such that
(1.2) D¯ ∪ N¯ = ∂Ω and D ∩N = ∅,
and λ1(D) is the first eigenvalue; that is, if H
1
D(Ω) = {u ∈ H
1(Ω) |u = 0 on D ⊂ ∂Ω}, then
λ1(D) := inf
u∈H1D(Ω), u6≡0
ˆ
Ω
|∇u|2 dx
ˆ
Ω
|u|2 dx
.
In his paper, he studies the behavior of this eigenvalue according to the configuration of the
sets with Dirichlet (or conversely, with Neumann) condition. More precisely, he constructs different
examples describing the way in which the geometric arrangement of the Dirichlet part (for a fixed
measure) affects the size of the corresponding eigenvalue. Indeed, he shows the following property.
Theorem 1.1 ([7], Theorem 5 and Theorem 6). Given 0 < α 6 |∂Ω|, and
µ := inf{λ1(D) : |D| = α} > 0,
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there exists a configuration set D0 ⊂ ∂Ω with |D0| = α such that
λ1(D0) = µ.
That is, for an admissible value α and all the possible configurations in problem (1.1) of the
boundary conditions with the Dirichlet part given by a set of measure equal to α, the infimum
of the corresponding eigenvalues is positive and can be attained. In other words, there exists a
configuration whose associated eigenvalue is this infimum.
We also have the following result
Theorem 1.2 ([6], Theorem 8). For every 0 < α 6 |∂Ω|,
sup{λ1(D) : |D| = α} = λ1(∂Ω).
Moreover, a maximizing sequence Dn is given in such a way that the corresponding characteristic
functions χn weakly converge to a constant in L
2(∂Ω).
This theorem states that with the Dirichlet conditions, a tiny set as small as needed can be
chosen in such a way that the eigenvalue problem behaves almost like the whole Dirichlet problem.
The physical interpretation of this property can be better explained by saying that for every
0 < α 6 |∂Ω| we have a configuration in which the corresponding heat flux reflects an almost non
isolated situation.
Other kind of results concerning the configurations of the sets D and N along ∂Ω can be found
in [5]. There, the authors consider sequences of sets with Dirichlet condition, {Dk}k∈N, and with
Neumann condition, {Nk}k∈N, satisfying (1.2) for every k. They prove that if the sets are nested
and their measure tends to zero, in the limit we recover the eigenvalue of the problem with the
other condition in the whole boundary of Ω. Namely, if
|Nk| → 0 when k →∞ and Nk+1 ⊆ Nk,
then λ1(Dk)→ λ1(∂Ω). Conversely, if
|Dk| → 0 when k →∞ and Dk+1 ⊆ Dk,
then λ1(Dk)→ 0.
In the spirit of these local results, the aim of this paper is to obtain necessary and sufficient
conditions in order to construct sequences of boundary data to approximate the Dirichlet or Neu-
mann eigenvalue in the non local setting. In the process we study how the size and position of the
sets determine the eigenvalue of the associated mixed problem.
More precisely, we deal with the fractional Laplacian (−∆)s, with 0 < s < 1, that is defined on
smooth functions as follows:
(1.3) (−∆)su(x) = aN,s
ˆ
RN
u(x)− u(y)
|x− y|N+2s
dy,
where the integral above has to be understood in the principal value sense and
aN,s =
(ˆ
RN
1− cos(ξ1)
|ξ|N+2s
dξ
)−1
= 22s−1π−
N
2
Γ(N+2s2 )
|Γ(−s)|
,
where Γ denotes the Gamma Function. As before, we are interested in the eigenvalue problem
associated to such operator in a bounded domain. Here and in all the paper (unless explicitly
specified) we will consider that Ω is a C1,1 domain on which we assume the exterior sphere condition.
To fix it once for all, we give the following definition.
Definition 1.3. We say that Ω is an admissible domain in this context if it is a C1,1 domain with
the exterior sphere condition.
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As far as the boundary conditions are concerned, we suppose that the complementary of Ω is
divided into two sets in which we prescribe the Dirichlet and the Neumann conditions. In fact, we
suppose that N and D are two open sets of positive measure satisfying
(1.4) D,N ⊂ Ωc, D ∩N = ∅,
∣∣RN \ (Ω ∪D ∪N)∣∣ = 0 .
Thus we consider the following problem:
(1.5)


(−∆)su = λ1(D) u in Ω,
u = 0 in D,
Nsu = 0 in N,
where Ns denotes the nonlocal normal derivative.
Several definitions of non local normal derivative can be found in the literature. We use the one
proposed by S. Dipierro, X. Ros-Oton and E. Valdinoci in [9], given on smooth functions u by
(1.6) Nsu(x) := aN,s
ˆ
Ω
u(x)− u(y)
|x− y|N+2s
dy, x ∈ Ωc.
The use of this Neumann boundary condition is justified, among others, by two reasons:
(i) A Gauss-type formula holds (see (2.4) below);
(ii) The problem admits a variational formulation (see (2.3)).
As far as the first eigenvalue is concerned, we define λ1(D) as
λ1(D) = inf
u∈HsD , ‖u‖L2(Ω)=1
¨
R2N\(Ωc)2
|u(x)− u(y)|2
|x− y|N+2s
dxdy,
where HsD(Ω) := {u ∈ H
s(Ω) such that u = 0 in D}.
Let us observe that the study of the different configurations of D and N in (1.5) is much more
involved in the fractional case than in the local one, since the role played by the boundary of Ω in
now replaced by the whole Ωc, and both sets D and N may change in many different ways. Indeed
we have to take care not only of the size of the sets N and D (that are allowed to be, one or both
of them, of infinite Lebesgue measure) but also of the shape and, in some sense, of how far they
are located with respect to Ω.
The first result we prove deals with the characterization of how to arrange a sequence of domains
{Nk}k∈N, in which the Neumann condition is prescribed, in order to prove that the corresponding
(first) eigenvalue gets close to the one with Dirichlet condition in the whole of Ωc.
Our main result in this direction is the following.
Theorem 1.4. Let Ω be admissible and consider Dk, Nk ⊂ Ωc open sets such that
(1.7) Dk, Nk ⊂ Ω
c, Dk ∩Nk = ∅,
∣∣RN \ (Ω ∪Dk ∪Nk)∣∣ = 0.
Then, the following two statements are equivalentes:
(A) lim
k→∞
λ1(Dk) = λ1(Ω
c);
(B) The Neumann sets {Nk}k∈N diffuse to zero on compact sets; that is, ∀R > 0,
lim
k→∞
|Nk ∩BR| = 0, where BR denotes the ball of radius R centered at the origin.
Let us observe that here we have a different scenario with respect to the local setting. Indeed
we can find several configurations of the sets Nk and Dk for which the above convergence holds
true (see Section 3 for more examples). Independently of the measures of the two sets, we have
convergence of the first eigenvalue with mixed boundary condition if, for instance, the Neumann
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sets “travel” away to infinity. In other words, we have a sort of equivalence of the result obtained
in [5] without requiring that the sets get nested.
Actually, for certain range of s, we have a similar result that assures the convergence of the
sequence {λ1(Dk)}k to zero.
Theorem 1.5. Let 0 < s < 1/2, Ω a domain and let Dk, Nk ⊂ Ωc be as in (1.7). Then,
for any R > 0, lim
k→∞
|Dk ∩BR| = 0 ⇐⇒ lim
k→∞
λ1(Dk) = 0 , .
(For more precise statements on this problem, see Theorems 5.1 and 5.2 in Section 5.)
Even in this case the situation is quite different from the one treated by J. Denzler in [6, 7]:
indeed, given a fixed positive value, we can find a configuration where the measure of the Dirichlet
set has that particular value and such that the associated eigenvalue is as small as we want, in
clear contrast to what happens in the local case (see Theorem 1.1).
The paper is organized as follows. In Section 2 we show the functional framework associated to
the non local problem (1.5) and the Neumann boundary condition, as well as some integrability
results related to the geometry of Ω that will be fundamental in the study of the convergence
of the sequences of eigenvalues. Section 3 is devoted to analyze the non local mixed eigenvalue
problem. We describe the main properties of the associated eigenvalues, and we provide examples
of different possible configurations for the sets D and N . These examples motivate the results
obtained in the following sections. In Section 4 we consider the case when the sets with Neumann
boundary condition tend to disappear, that is, we study sequences of problems where the measure
of the Neumann part tends to zero, or the set goes far from Ω. Finally, in Section 5 we perform
the opposite analysis, that is, when the Dirichlet part decreases.
2. Functional framework and preliminary results.
Consider the general non local elliptic mixed problem,
(2.1)


(−∆)su = f in Ω,
u = 0 in D,
Nsu = 0 in N,
where Ω is a bounded Lipschitz domain of RN , s ∈ (0, 1) and Ns is the Neumann condition defined
in (1.6). Here N and D are two open sets of positive measure satisfying
D ∩N = ∅, D¯ ∪ N¯ = Ωc,
and f ∈ C∞0 (Ω), f > 0.
Let u, v : RN → R be measurable functions and denote QΩ := R2N \ (Ωc)2. Consider the scalar
product
(2.2) 〈u, v〉HsD(Ω) :=
ˆ
Ω
uv dx+
¨
QΩ
(u(x)− u(y))(v(x) − v(y))
|x− y|N+2s
dxdy,
and the associated norm
‖u‖2HsD(Ω) :=
ˆ
Ω
u2 dx +
¨
QΩ
|u(x)− u(y)|2
|x− y|N+2s
dxdy.
Thus, we define the space
(2.3) HsD(Ω) := {u : R
N → R measurable, such that ‖u‖HsD(Ω) <∞ and u = 0 in D},
that is a Hilbert space with the scalar product defined in (2.2).
PRINCIPAL EIGENVALUE OF MIXED FRACTIONAL PROBLEM 5
As we pointed out before, an advantage of the definition (1.6) is that problem (2.1) has a vari-
ational structure. In particular, for u and v bounded C2 functions in RN , the classical integration
by parts formulae for the Laplacian operator,ˆ
Ω
∆u dx =
ˆ
∂Ω
∂νu dσ and
ˆ
Ω
∇u∇v dx =
ˆ
Ω
v(−∆)u dx+
ˆ
∂Ω
v ∂νu dσ,
are replaced by
(2.4)
ˆ
Ω
(−∆)su dx = −
ˆ
RN\Ω
Nsu dx
and
(2.5)
aN,s
2
¨
QΩ
(u(x)− u(y))(v(x) − v(y))
|x− y|N+2s
dxdy =
ˆ
Ω
v(−∆)su dx+
ˆ
RN\Ω
vNsu dx
(see Lemma 3.2 and Lemma 3.3 in [9]). Actually, these identities motivate the notion of solution
we use, which is the following.
Definition 2.1. Let f ∈ L2(Ω). We say that u ∈ HsD(Ω) is a weak solution of (2.1) if
aN,s
2
¨
QΩ
(u(x)− u(y))(ϕ(x) − ϕ(y))
|x− y|N+2s
dxdy =
ˆ
Ω
fϕ dx,
for every ϕ ∈ HsD(Ω).
Furthermore, taking advantage of the fact of having Dirichlet boundary condition on some
region, one can establish a Poincare´ type inequality (see Proposition 2.4 in [3]).
Proposition 2.2. (Poincare´ inequality) There exists a constant C = C(Ω, N, s) > 0 such thatˆ
Ω
u2 dx 6 C
¨
QΩ
|u(x)− u(y)|2
|x− y|N+2s
dxdy,
for every u ∈ HsD(Ω).
As a consequence of this result the coercivity of the operator in HsD(Ω) holds and Lax-Milgram
Theorem can be applied to guarantee the existence and uniqueness of a weak solution to (2.1)
when f ∈ L2(Ω).
To end this section, we state two summability results that we will need in the sequel.
Lemma 2.3. Fix α > 0. Given Ω ⊂ RN and x ∈ Ωc, we have
IαΩ(x) =
ˆ
Ω
dy
|x− y|N+α
6 C
1
dist(x, ∂Ω)α
,
where C is a positive constant depending only on α,Ω and N .
Proof. Set r := dist(x, ∂Ω) and define the ball B := Br(x). For y ∈ Ω, we have |x − y| > r and
thus y /∈ B˙ and
IαΩ(x) 6
ˆ
RN\B
dy
|x− y|N+α
= wN−1
ˆ ∞
r
dt
t1+α
=
wN−1
α
1
rα
.

Remark 2.4. The estimate above is sharp in the following sense:
Assume that for some k > 1, there exists δ > 0, such that one has |Bkr(x)∩Ω| > δ|Bkr(x)|. Then,
IαΩ(x) >
ˆ
Bkr(x)∩ Ω
dy
|x− y|N+α
>
1
(kr)N+α
|Bkr(x) ∩Ω| > δ|Bkr(x)| > δ
|Bkr(x)|
(kr)N+α
=
c
rα
.
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∂Ω
r
kr
Br
Bkr
x
Remark 2.5. Notice that if 0 < α < 1 we have that IαΩ(x) = −(−∆)
α
2 χΩ(x) = −
ˆ
RN
χΩ(x)− χΩ(y)
|x− y|N+α
dy,
x ∈ Ωc. This connects the integrability of this function in RN \Ω with the norm of χΩ in the Sobolev
space Hα/2(RN ). To be more precise, we have
ˆ
RN\Ω
IαΩ(x)dx =
ˆ
RN
IαΩ(x)χΩc(x)dx =
¨
RN×RN
χΩ(y)χΩc(x)
|x− y|N+α
dydx
=
1
2
¨
RN×RN
(χΩ(x) − χΩ(y))
2
|x− y|N+α
dxdy = CN,α‖χΩ‖
2
Hα/2(RN ).
Next lemma deals with the local summability of a negative power of the distance to ∂Ω. As we
will see, the result is true for domains not necessarily C1,1.
Lemma 2.6. Fix 0 < α < 1 and consider Ω ⊂ RN a bounded domain where ∂Ω is of class Cβ,
with β > α. If x ∈ Ωc, then
1
(dist(x, ∂Ω))α
∈ L1loc(R
N \ Ω).
Proof. Without loss of generality, we can assume that ∂Ω is (locally) the graph of a positive
function φ defined on a ball B ⊂ RN−1, satisfying |φ(x′)− φ(y′)| 6 Cφ|x′ − y′|β . Then, it suffices
to prove that if T > 0 is large enough and D denotes the shaped cylinder
D := {(x′, xn) : x
′ ∈ B, φ(x′) 6 xn 6 T },
∂Ω
xn = T
we have ˆ
D
dx
dist(x, ∂Ω)α
<∞.
Let us start with a Lipschitz function φ. To that end we make first the following
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Claim 1: There exists c0 > 0 such that for all x = (x
′, xn) ∈ D one has
dist(x, ∂Ω) > c0|xn − φ(x
′)|.
Assuming that the claim is true, using that 0 < α < 1 we have
ˆ
D
1
dist(x, ∂Ω)α
dx 6
1
cα0
ˆ
B
(ˆ T
φ(x′)
dxn
|xn − φ(x′)|α
)
dx′
=
1
cα0
ˆ
B
1
1− α
(
T − φ(x′)
)1−α
6 CαT
1−α|B|,
and the lemma follows.
Proof of Claim 1: Let x = (x′, xn) ∈ D and define x¯ := (x′, φ(x′)). Take now y¯ = (y′, φ(y′))
with y′ ∈ B. We want to prove that ∃c0 > 0 such that |x− y¯| > c0|xn−φ(x′)|, ∀y. Let us consider
two cases:
Case 1 : |xn − φ(y
′)| > 12 |xn − φ(x
′)|. In this case, since |x − y¯| > |xn − φ(y
′)|, the result is
obvious.
Case 2 : |xn − φ(y′)| 6
1
2 |xn − φ(x
′)|. Since φ is Lipschitz, there exists a constant Cφ such that
|φ(x′)− φ(y′)| 6 Cφ|x′ − y′|. Hence,
|xn − φ(x
′)| 6 |xn − φ(y
′)|+ |φ(x′)− φ(y′)| 6
1
2
|xn − φ(x
′)|+ Cφ|x
′ − y′|.
It means that |xn − φ(x′)| 6 2Cφ|x′ − y′|, and since |x − y¯| > |x′ − y′|, the result follows with
c0 =
1
2Cφ
.
x
x
Φ(y′)
y
Continuing with the proof of the lemma, for a function φ ∈ Cβ, with β > α, we obtain that if
y¯ = (y′, φ(y′)), then φ(y′) is below
φ(x′) + Cφ|x
′ − y′|β .
This is better reflected in the following claim, whose proof is similar to the previous one:
Claim 2: There exists c0 > 0 such that for all x = (x
′, xn) ∈ D one has
dist(x, ∂Ω) > c0min
(
|φ(x′)− xn|, |φ(x
′)− xn|
1
β
)
.
x
x
∂
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Now, since β > α,ˆ
D
1
dist(x, ∂Ω)α
dx 6
1
c0
ˆ
B
ˆ T
φ(x′)
(
1
|xn − φ(x′)|α
+
1
|xn − φ(x′)|
α
β
)
dxndx
′
6 Cα,β,T |B| < +∞,
and the lemma follows in this case, too. 
Remark 2.7. As one can readily see, we actually have the Lp local summability (dist(x, ∂Ω))−α ∈
Lploc(R
N \ Ω), ∀p ∈ [1, βα ).
Remark 2.8. There is a simple geometric proof of Claim 1 that we want to outline: since φ is
Lipschitz, given x′, y′ ∈ B, we have that φ(y′) is “below” the cone φ(x′) +Cφ|x′ − y′|. To be more
precise, for every x¯ = (x′, φ(x′)) there exists a cone with vertex at x¯ of exclusion for the other
points in ∂Ω and determined by
Γ(x¯) := {z = (z′, zn) : zn > φ(x
′) + Cφ|x
′ − z′|}.
That is, for y¯ = (y′, φ(y′)), y′ 6= x′, we have that y¯ /∈ L(x¯) and hence
dist(x, ∂Ω) > dist(x, ∂Γ(x¯)) ∼ |xn − φ(x
′)|.
2.1. A digression on local integrability of the fractional Laplacian. One may find some
similarities between the above estimates and the theory of regularity for nonlocal minimal surfaces
developed by Caffarelli-Roquejoffre-Savin [4] (see also the work of Barrios-Figalli-Valdinoci [2]). In
this theory one fixes the difussion s ∈ (0, 1) determined by the Euler-Lagrange equation for a set
E ˆ
RN
χE(x)− χE(y)
|x− y|N+s
dy = 0, x ∈ ∂E,
and then finds, accordingly, the regularity of ∂E. This is done by looking for minimizers that live in
the Sobolev space Hs/2. Our approach here goes somehow in the opposite direction. We consider
regularity on the boundary and then determine the Sobolev space to which the characteristic
function of the set belongs. Thus, from Lemmas 2.3, 2.6 and Remark 2.5 one can roughly conclude
that if ∂Ω has smoothness β > α then χΩ is in H
α/2. We want to give a more general result along
these lines. To that end we make the following definition.
Definition 2.9. We say that the function ω0 : [0,∞) → [0,∞) is a modulus of continuity if it is
continuous, increasing and ω0(0) = 0.
The next result shows the size of the operator that we can take in order to ensure local integra-
bility.
Proposition 2.10. Consider, for Ψ positive and increasing, the integro-differential operator of
order Ψ defined on a set E (its characteristic function, rather) by
IE(x) =
ˆ
RN
χE(x)− χE(y)
|x− y|N
Ψ
(
1
|x− y|
)
dy,
and let w0 be a modulus of continuity as defined before. Assume that Ω is a domain whose boundary
coincides locally with the graphs of functions Φ with the property |Φ(x)−Φ(y)| 6 ω0(|x−y|). Then,
if Ψ and ω0 satisfy the condition
(2.6)
ˆ 1
0
ω0(t)
t
Ψ
(
1
t
)
dt <∞,
we have that IΩ(x) is locally integrable on Ω
c.
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The proof follows the same ideas considered before, particularly those in the geometric proof
given in Remark 2.8, and will be omitted. For the case considered initially, that is when ω0(t) = t
β
and Ψ(t) = tα, we have
ˆ 1
0
ω0(t)
t
Ψ
(
1
t
)
dt =
ˆ 1
0
tβ−α
t
dt. Clearly we need α < β for 2.6 to hold.
Observe that for a domain resembling the Lebesgue spine, that is, one for which the modulus
of continuity w0 satisfies w
−1
0 (r) = e
−1/r (or, directly, w0(t) =
1
log 1t
) there is no Ψ for which
condition 2.6 holds.
3. The mixed eigenvalue problem: properties and examples
Let us consider the sequence of mixed eigenvalue problems
(3.1)


(−∆)suk1 = λ
k
1u
k
1 in Ω,
uk1 = 0 in Dk,
Nsuk1 = 0 in Nk,
where Dk, Nk ⊂ Ωc satisfy (1.7) and λk1 = λ1(Dk) and u
k
1 represent the first eigenvalue and the
first (normalized in L2(Ω)) eigenfunction, respectively.
First, we prove an existence result for the solution of (3.1).
Proposition 3.1. Given Ω admissible and pairs of sets Dk and Nk such that (1.7) holds true,
there exists a function uk1 ∈ H
s
D(Ω) satisfying (3.1).
Moreover:
i) λ1(∅) = 0 6 λ1(Dk) 6 λ1(Ωc);
ii) uk1 > 0 in R
N , and uk1 > 0 in Ω ∪Nk;
iii) The sequence {uk1}k∈N is uniformly bounded in L
∞(Ω);
iv) ∃c > 0 such that
1
|Ω|
ˆ
Ω
uk1(y) dy > c, uniformly with respect to k.
Proof. The existence of the pair (λk, u
k
1) ∈ R
+ ×HsDk(Ω) follows from [3], Proposition 2.4.
Moreover i) is a consequence of the fact that
(3.2) λk1 = inf
Hk
¨
QΩ
|u(x)− u(y)|2
|x− y|N+2s
dxdy,
where Hk := {u ∈ HsDk(Ω), ‖u‖L2(Ω) = 1}.
We first observe that by Proposition 2.2 and since
(3.3) Hs0(Ω) ⊂ H
s
D(Ω) ⊂ H
s(Ω) ,
we deduce that i) holds true.
ii) It immediately follows from the attainability of the first eigenvalue. For every k, there exists
uk1 ∈ H
s
Dk
(Ω), minimum of the Rayleigh quotient in (3.2). But then also |uk1 |minimizes the quotient,
so we can assume uk1 > 0.
The fact that uk1 > 0 in Ω follows now as a consequence of the Strong Maximum Principle (see
Theorem 1.1 in [3]). Moreover, recalling the Neumann boundary condition, we have that
∀x ∈ Nk u(x)
ˆ
Ω
dy
|x− y|N+2s
dy =
ˆ
Ω
u(y) dy
|x− y|N+2s
dy > 0
since u(y) > 0 in Ω.
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iii) We use an argument of Moser type: we set the following convex function
Φ(σ) = ΦT (σ) :=
{
σβ , if 0 6 σ < T,
βT β−1σ − (β − 1)T β, if σ > T,
for β > 1 and T > 0 large. Since Φ is Lipschitz (with constant LΦ := βT
β−1) and Φ(0) = 0, then
Φ(uk1) ∈ H
s
Dk
(Ω) and, using Proposition 4 in [10], we have
(3.4) (−∆)sΦ(uk1) 6 Φ
′(uk1)(−∆)
suk1 in Ω.
Since Φ is positive, multiplying both sides of (3.4) by Φ(uk1), and integrating over Ω, we getˆ
Ω
(−∆)sΦ(uk1)(x)Φ(u
k
1)(x) dx 6 λ
k
1
ˆ
Ω
Φ′(uk1)(x)Φ(u
k
1)(x)u
k
1(x) dx .
On the other hand, using the integration by parts formula (2.5),ˆ
Ω
(−∆)sΦ(uk1)(x)Φ(u
k
1)(x) dx
=
aN,s
2
¨
QΩ
(
Φ(uk1)(x) − Φ(u
k
1)(y)
)2
|x− y|N+2s
dxdy −
ˆ
Ωc
Ns[Φ(u
k
1)(x)] Φ(u
k
1)(x) dx
and using the convexity of Φ, and since uk1(x) ≡ 0 en Dk, thenˆ
Nk
Ns[Φ(u
k
1)(x)] Φ(u
k
1)(x) dx 6 −
ˆ
Nk
Ns[u(x)]Φ
′(uk1)(x)Φ(u
k
1)(x) dx 6 0 .
Thus, since λk1 6 λ1 we have
S
2
‖Φ(uk1)‖
2
L2
∗
s (Ω)
6 λ1
ˆ
Ω
Φ′(uk1)Φ(u
k
1)u
k
1 dx.
The rest of the proof follows as in Theorem 13 of [10].
iv) follows by contradiction, from the fact that uk1 > 0 and ‖u
k
1‖L2(Ω) = 1, for every k ∈ N. 
Next we study the behavior of the sequence uk as k diverges.
Proposition 3.2. Let Ω be admissible and Nk and Dk as in (1.7) and consider the solutions u
k
1
of problem (3.1). Then there exists a measurable function u∗ in Ω, such that, up to subsequences
(not relabeled)
(3.5) uk1 −→ u
∗
Weakly in Hs(Ω),
Strongly in Lp(Ω), ∀p ∈ [1, 2∗s),
a.e in Ω .
Proof. Testing a minimizing sequence in (3.1) with uk1 , we find that
(3.6)
aN,s
2
¨
QΩ
(uk1(x) − u
k
1(y))
2
|x− y|N+2s
dxdy = λk1
ˆ
Ω
|uk1 |
2 dx 6 λ1,
where λ1 is the first eigenvalue of the Dirichlet problem in Ω, i.e.
λ1 = λ1(Ω
c) = inf
u∈Hs0 (Ω),‖u‖L2(Ω)=1
¨
QΩ
|u(x)− u(y)|2
|x− y|N+2s
dxdy .
As a consequence, the Hs(Ω)- norm of {uk1}k∈N is uniformly bounded and then, up to a subse-
quence, there exists u∗ ∈ Hs(Ω) such that
uk1 ⇀ u
∗, weakly in Hs(Ω).
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By the compact embedding Hs(Ω) ⊂ L2(Ω) we can assume (again up to a subsequence) that (3.5)
holds true. 
Let us state an interesting property of the solution of a mixed problem when the set of the
prescribed Neumann condition goes to infinity.
Lemma 3.3. Consider a function u such that
Nsu(x) = 0 ∀x ∈ N ,
where N satisfies that
∀R > 0 N ∩BcR 6= ∅ .
Then for all sequences {xj}j ⊂ N such that |xj | → ∞ as j → +∞ we have that {u(xj)}j converges
to its average on Ω, that is
lim
j→∞
u(xj) =
 
Ω
u(x)dx.
Proof. Setting xj = |xj |θj ∈ N with θj ∈ SN−1, we have
u(xj) =
ˆ
Ω
u(y)
|θj −
y
|xj|
|N+2s
dy
ˆ
Ω
dy
|θj −
y
|xj |
|N+2s
with lim
|xj|→∞
1
|θj −
y
|xj |
|N+2s
= 1, ∀y ∈ Ω.
So, the results follows from the Lebesgue Dominated Convergence Theorem. 
It is worth pointing out that the speed of the asymptotics is of order
1
|xj |
. More precisely, ∃C > 0
such that ∣∣∣u(xj)−
 
Ω
u(y) dy
∣∣∣ 6 C
|xj |
 
Ω
u(y) dy, ∀j .
To prove it, we see that for xj = |xj |θj ∈ N with θj ∈ SN−1 and
gxj (y) :=
1
|θj −
y
|xj |
|N+2s
,
there holds
u(xj)−
 
Ω
u(y) dy =
ˆ
Ω
u(y)(gxj(y)− 1) dyˆ
Ω
gxj(y) dy
+
 
Ω
u(y) dy


ˆ
Ω
(1− gxj (y)) dyˆ
Ω
gxj(y) dy

 .
Now, we have
|gxj(y)− 1| =
∣∣∣∣∣ 1|θj − y|xj | |N+2s − 1
∣∣∣∣∣ 6 C |y||xj | 6
C′
|xj |
, ∀y ∈ Ω,
and the Lebesgue Dominated Convergence Theorem gives the result again.
Motivated by the works [5] and [6] in the local setting, our goal from now on will be to study
what happens to the sequence {λk1}k∈N when the sets Dk and Nk change with k. As we already
said, the fact that in the non local framework the boundary is the whole Ωc makes the situation
completely different, since the way in which the sets can move or disappear may be much more
varied and complicated.
Actually, considering the decay of the kernel of the operator one may think of two ways of
diffusing sets: making their measure tend to zero (which would be the analogous to the local case)
or sending them to ∞.
12 T. LEONORI, M. MEDINA, I. PERAL, A. PRIMO, AND F. SORIA
Let us analyze some examples of these situations before giving the rigorous convergence results.
Assume the sets Nk to be the ones that we want to dissipate (the examples are analogous for the
sets Dk).
3.1. Sets with measure going to zero: shrinking Neumann sets.
We find here sets satisfying
(1) Nk ⊂ BR(0) ∩ Ωc,
(2) |Nk| → 0 as k →∞,
for some R > 0, that is, sets contained in a large ball that disappear when k → +∞. Notice that
this framework includes the case of nested sets, that is,
N1 ⊇ N2 ⊇ N3 ⊇ . . . ⊇ Nk ⊇ . . . ,
whose local analogue has been studied in [5], but also the case when Nk ∩Nk+1 = ∅, ∀k ∈ N.
3.2. Sets disseminating their mass at infinity.
(i) Travelling balls: Nk := Brk(xk), a ball centered at xk, with radius rk, 0 < rk 6 C for all
k ∈ N, provided that |xk| tends to infinity as k →∞.
bb
b b
xk
rk
|xk| − rk |xk|
(ii) Travelling rings: Nk := {x : Rk < |x| < Rk + Lk}, with 0 < Lk 6 ∞ for all k ∈ N and
Rk →∞ as k →∞.
(iii) Travelling strips: Nk := {x = (x1, x2, . . . , xN ) : Rk < x1 < Rk+Lk}, with 0 < Lk 6∞ for
all k ∈ N and Rk →∞ as k →∞.
(iv) Infinite sectors: Nk := {x = |x|θ; |x| > Rk, θ ∈ S ⊂ SN−1}, provided that Rk tends to
infinity as k →∞.
Rk
Nk
SN−1
S
Notice that here we can find cases where the measure of the sets N is finite (cases (i) and (ii)) but
also, which is more interesting, sets with infinte measure ((iii) and (iv)).
We can join all the previous examples (and the corresponding combinations of them) in the
following condition:
for every R > 0 lim
k→∞
|Nk ∩BR| = 0 .
Indeed, our goal in the next section is to prove that if the above conditions holds, then
λk1 → λ1,
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the first eigenvalue of the Dirichlet problem. Furthermore, we will see that it is a necessary and
sufficient condition. Let us point out that, although this is the expectable result according to [5],
the non local boundary data makes the conclusion (and the casuistry) not obvious at all.
4. Dissipating Neumann sets
Let us consider {Nk}k∈N and {Dk}k∈N sequences of open sets in Ωc satisfying (1.7). For any k,
let λk1 be the first eigenvalue associated to the mixed problem on Ω related to Dk and Nk and let
uk1 ∈ H
s
Dk
(Ω), with ‖uk1‖L2(Ω) = 1, be the corresponding eigenfunction, i.e., the solution to (3.1).
Consider now ϕ1 ∈ H
s
0(Ω), the first positive eigenfunction of the Dirichlet problem, i.e., the
solution of
(4.1)
{
(−∆)sϕ1 = λ1ϕ1 in Ω,
ϕ1 = 0 in Ω
c,
with ‖ϕ1‖L2(Ω) = 1. We have first the following result.
Lemma 4.1. Let Ω be admissible and define for x ∈ Ωc the function
Φ(x) :=
ˆ
Ω
ϕ1(y)
|x− y|N+2s
dy.
Then Φ ∈ L1(RN \ Ω).
Proof. Take R > 0 such that Ω ⊂ BR. Since ϕ1 is bounded, we easily see that Φ is integrable in
RN \B2R.
Now, thanks to [11, Proposition 7.2], we have that ϕ1 ∈ Cs(RN ) and thusˆ
B2R\Ω
ˆ
Ω
ϕ1(y)
|x− y|N+2s
dydx =
ˆ
B2R\Ω
ˆ
Ω
ϕ1(y)− ϕ1(x)
|x− y|N+2s
dydx 6 C
ˆ
B2R\Ω
ˆ
Ω
1
|x− y|N+s
dydx.
Consequently, by Lemma 2.3,ˆ
B2R\Ω
ˆ
Ω
ϕ1(y)
|x− y|N+2s
dydx 6 C
ˆ
B2R\Ω
1
dist(x, ∂Ω)s
dx.
We conclude applying Lemma 2.6. 
We can prove our first main theorem.
Proof of Theorem 1.4. Taking ϕ1 in (4.1) as a test function in (3.1) and u
k
1 as a test function in
(4.1), and integrating by parts as in (2.5), it follows that
(4.2)
(λ1 − λk1)
ˆ
Ω
ϕ1(x)u
k
1(x) dx = −
ˆ
RN\Ω
Nsϕ1(x)u
k
1(x) dx
= aN,s
ˆ
Nk
ˆ
Ω
ϕ1(y)u
k
1(x)
|x− y|N+2s
dydx.
This shows that statement (A) implies the following
(A′) lim
k→∞
ˆ
Nk
ˆ
Ω
ϕ1(y)u
k
1(x)
|x− y|N+2s
dydx = 0.
Conversely, let us prove that (A′) implies (A), so that both conditions, (A) and (A′), are equivalent.
Since 0 6 λk1 6 λ1 we have
0 6 lim inf
k→∞
λk1 6 lim sup
k→∞
λk1 6 λ1.
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Thus, it is enough to show that (A′) =⇒ lim infk→∞ λk1 = λ1. So, we take a subsequence
converging to the lim inf of the λk1 ’s. We know from (3.5) that we can extract a sub-subsequence
{λ
kj
1 }j such that
u
kj
1 ⇀ u
∗ in Hs(Ω) and u
kj
1 → u
∗ in L2(Ω) and a.e. in Ω,
with u∗  0. Hence,
lim
j→∞
ˆ
Ω
ϕ1(x)u
kj
1 (x) dx =
ˆ
Ω
ϕ1(x)u
∗(x) dx > 0.
Applying this and the statement (A′) in (4.2) we get that limj→∞ λ
kj
1 = λ1, and therefore the
initial subsequence converges to λ1 too. Hence, lim infk→∞ λ
k
1 = λ1 and (A) follows. To finish with
the proof of Theorem 1.4, it remains to show that statements (A′) and (B) are also equivalent.
We first prove that (B) implies (A′). To that end, take R large enough so that Ω ⊂ BR
2
, then
Jk :=
ˆ
Nk
ˆ
Ω
ϕ1(y)u
k
1(x)
|x− y|N+2s
dydx
6
ˆ
RN\BR
ˆ
Ω
ϕ1(y)u
k
1(x)
|x− y|N+2s
dydx+
ˆ
Nk∩BR
ˆ
Ω
ϕ1(y)u
k
1(x)
|x− y|N+2s
dydx
=: J1k + J
2
k .
Using that ϕ1 is bounded, Proposition 3.1 and the fact that if y ∈ Ω and |x| > R then |x−y| >
|x|
2 ,
we have that
J1k 6 C
ˆ
RN\BR
ˆ
Ω
( 1
|x|/2
)N+2s
dydx = C2N+2s|Ω|
ˆ
|x|>R
dx
|x|N+2s
= CN,s|Ω|
1
R2s
.
As a consequence, given ε > 0, we can choose R sufficiently large so that Jk1 6
ε
2
, ∀k.
In order to estimate J2k , we make use of Proposition 3.1 and Lemma 4.1,
J2k 6 C
ˆ
Nk∩BR
ˆ
Ω
ϕ1(y)
|x− y|N+2s
dydx = C
ˆ
Nk∩BR
Φ(x) dx.
Since the measure dµ = Φ(x)dx is absolutely continuous with respect to the Lebesgue measure,
there exists δ > 0, such that if N is a measurable subset of RN \ Ω, with |N | < δ, thenˆ
N
Φ(x) dx <
ε
2C
,
for ε given above. Hence, condition (B) implies the existence of k0 > 0 such that, ∀k > k0,
|Nk ∩BR| < δ. We conclude that |J2k | <
ε
2 and therefore Jk < ε, ∀k > k0.
We now prove the other implication, that is, (A′) implies (B); assume that for R large we have
(4.3) lim
k→∞
J2k = lim
k→∞
ˆ
Nk∩BR
ˆ
Ω
ϕ1(y)u
k
1(x)
|x− y|N+2s
dydx = 0.
Fix δ > 0 small and consider the strips around Ω,
Ωδ := {x ∈ Ω
c : dist(x,Ω) 6 δ}.
Assume Ωδ ⊂ BR. We claim that
(4.4) lim
k→∞
|Nk ∩BR \ Ωδ| = 0.
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To prove this, we observe that
J2k >
ˆ
Nk∩BR\Ωδ
ˆ
Ω
ϕ1(y)u
k
1(x)
|x− y|N+2s
dydx
>
1
(2R)N+2s
( ˆ
Ω
ϕ1(y) dy
)(ˆ
Nk∩BR\Ωδ
uk1(x) dx
)
,
since x, y ∈ BR implies |x − y| 6 2R. Thanks to the δ-separation from Ω, we can estimate uk1(x)
from below. Indeed, let us recall that on Nk,
uk1(x) =
ˆ
Ω
uk1(y)
|x− y|N+2s
dy
ˆ
Ω
dy
|x− y|N+2s
.
Now, y ∈ Ω and x ∈ Nk \ Ωδ implies |x− y| > δ and therefore,
uk1(x) >
1
(2R)N+2s
ˆ
Ω
uk1(y)dyˆ
Ω
dy
δN+2s
=
( δ
2R
)N+2s 1
|Ω|
ˆ
Ω
uk1(y) dy.
Thanks to Proposition 3.1, we obtain the estimate
J2k > C
( ˆ
Ω
ϕ1(y) dy
)
|Nk ∩BR \ Ωδ|,
where C is a positive constant that depends on δ and R, but independent of k. Letting k → ∞
and applying (4.3) we conclude the proof of the claim.
To obtain (B) we proceed by contradiction. Assume it does not hold. Then, there exists a
subsequence, {Nkj}j∈N and values R, µ > 0 such that
|Nkj ∩BR| > µ, ∀j.
Since lim
δ→0+
|Ωδ| = 0, we can choose δ0 > 0 such that |Ωδ0 | 6
µ
2
. But in this case
|Nkj ∩BR \ Ωδ0 | >
µ
2
, ∀j,
which contradicts the claim (4.4). 
Remark 4.2. Let u∗ be the function obtained in (3.5). Observe that we do not know “a priori” how
u∗ is defined pointwise on Ωc. However, we have that if x ∈ Ωc and x /∈ lim supNk =
⋂∞
k=1
⋃∞
j=k Nj ,
then ∃ lim
k→∞
uk1(x) = 0. Hence, if |lim supNk| = 0, something that can be attained at least for a
subsequence, we can define u∗∗ almost everywhere as the pointwise limit of the corresponding
sequence {uk1}k. In particular, u
∗∗ = u∗ on Ω. Since
aN,s
2
ˆ
QΩ
|uk1(x) − u
k
1(y)|
2
|x− y|N+2s
dxdy = λk1
ˆ
Ω
|uk1 |
2(x) dx 6 λ1,
by Fatou’s Lemma, the fact that ‖u∗∗‖L2(Ω) = 1 and the uniqueness of the eigenfunction of the
Dirichlet problem, it follows that u∗∗ ∈ Hs0(Ω) and that u
∗∗ = ϕ1.
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5. Dissipating Dirichlet sets
The aim of this section is to reproduce the analysis performed in Section 4 when the Dirichlet
sets dissipate. Indeed, we have the following result.
Theorem 5.1. Let Ω be an admissible domain. If lim
k→∞
λk1 = 0, then
for any R > 0 , lim
k→∞
|Dk ∩BR| = 0 .
We prove the result adapting the same idea as in Theorem 1.4.
Proof. Let ψ1 be the first eigenfunction of the Neumann problem in Ω, i.e. it is easy to see that
the first eigenvalue is 0 and thus it satisfies
(5.1)
{
(−∆)sψ1 = 0 in Ω,
Nsψ1 = 0 in Ωc.
Notice that, consequently, ψ1 =
1
|Ω|1/2
: Testing with uk1 in (5.1), and with ψ1 in (3.1) we obtain
that
(5.2) lim
k→∞
λk1 = 0 =⇒ lim
k→∞
ˆ
Dk
ˆ
Ω
ψ1(x)u
k
1(y)
|x− y|N+2s
dydx = 0.
The converse statement is also true by an argument similar to the one in the proof of Theorem
1.4. In particular,
(5.3) lim
k→∞
Ik = 0,
where,
Ik :=
ˆ
Dk∩BR
ˆ
Ω
ψ1(x)u
k
1(y)
|x− y|N+2s
dydx, for R given.
For R large enough, so that Ω ⊂ BR and using the non negativity of uk1 , we have that
Ik >
1
|Ω|1/2 (2R)N+2s
|Dk ∩BR|
ˆ
Ω
uk1 dy .
Now, from Proposition 3.1 we have
Ik >
c |Ω|1/2
(2R)N+2s
|Dk ∩BR| ,
uniformly in k. Therefore, if (5.3) holds, we conclude that
lim
k→∞
|Dk ∩BR| = 0.

If we want to use the techniques developed in Theorem 1.4 to prove the other implication, the
lack of regularity of the functions uk1 reduces the problem to the integrability of the kernel of the
operator near ∂Ω. This yields to a restriction on the range of admissible s.
Theorem 5.2. Consider Ω an admissible domain and 0 < s < 1/2. If
for all R > 0, lim
k→∞
|Dk ∩BR| = 0,
then lim
k→∞
λk1 = 0.
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Proof. Thanks to the converse statement in (5.2), our goal is to prove that
lim
k→∞
ˆ
Dk
ˆ
Ω
ψ1(x)u
k
1(y)
|x− y|N+2s
dydx = 0,
where ψ1 =
1
|Ω|1/2
solves (5.1). Suppose R large enough so that Ω ⊂ BR/2. Notice first that, by
Proposition 3.1, there exists C = C(N,Ω, s) such that
I1k :=
ˆ
RN\BR
ˆ
Ω
ψ1(x)u
k
1(y)
|x− y|N+2s
dydx 6 C
ˆ
RN\BR
ˆ
Ω
(
1
|x|/2
)N+2s
dydx 6
C˜
R2s
.
Thus, given any ε > 0, we can choose R large enough such that
(5.4) I1k 6
ε
2
.
Furthermore, by Proposition 3.1 iii), we have that
(5.5) I2k :=
ˆ
Dk∩BR
ˆ
Ω
ψ1(x)u
k
1(y)
|x− y|N+2s
dydx 6 C
ˆ
Dk∩BR
ˆ
Ω
1
|x− y|N+2s
dydx.
Since 0 < 2s < 1, we can apply Lemma 2.3 and Lemma 2.6 to conlude that I2k <
ε
2 for some k
large enough. Therefore, for every ε > 0 there exists k0 > 0 such thatˆ
Dk
ˆ
Ω
ψ1(x)u
k
1(y)
|x− y|N+2s
dydx 6 I1k + I
2
k < ε for every k > k0,
and the result follows. 
Remark 5.3. Notice that the restriction on s arises in order to estimate the term in (5.5). Here,
to apply the integrability Lemma 2.6 we need 2s to be less than 1. This restriction does not
appear in the case treated in Section 4 because we can take advantage of the regularity of ϕ1, the
eigenfunction of the Dirichlet problem, to reduce the singularity of the kernel.
In the case 1/2 6 s < 1 we can give partial results. In particular, we can prove the result when
the Dirichlet sets do not collapse to the boundary of Ω.
Proposition 5.4. Let s ∈ (0, 1). If
lim
k→∞
|Dk ∩BR| = 0 for all R > 0,
and
∃ δ, k0 > 0 s.t. dist(Dk,Ω) > δ ∀ k > k0,
then lim
k→∞
λk1 = 0 up to a subsequence.
Proof. The result follows just by noticing that, for k large enough, (5.5) can be replaced by
I2k 6 Cδ
−(N+2s)|Dk ∩BR|,
since |x− y| > δ whenever x ∈ Dk ∩BR and y ∈ Ω. 
Finally, to study the case of Dirichlet sets arbitrarily close to Ω, we introduce the following
condition:
(C) lim
k→∞
ˆ
Dk
ˆ
Ω
1
|x− y|N+2s
dydx = 0.
Proposition 5.5. Fix s ∈ (0, 1). Let Ω, Dk, Nk be as in (1.7) and {λk1}k, {u
k
1}k the corresponding
sequences of eigenvalues and eigenfunctions as before. Then, if (C) holds for s, we have
lim
k→∞
λk1 = 0.
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Remark 5.6. As one can easily see, condition (C) is slightly stronger than the condition (B)
defined in the statement of Theorem 1.4. This is because, assuming Ω ⊂ BR, we haveˆ
Dk
ˆ
Ω
1
|x− y|N+2s
dydx >
ˆ
Dk∩BR
ˆ
Ω
1
|x− y|N+2s
dydx >
|Ω|
(2R)N+2s
|Dk ∩BR| .
On the other hand, observe that in the situation of Theorem 5.2 (0 < s < 1/2) and Proposition
5.4 (Dk “away” from Ω), (B) and (C) are in fact equivalent.
Proof of the Proposition: Since the λk1 ’s are positive and bounded, we only need to prove that
lim sup
k→∞
λk1 = 0.
We take a subsequence {λ
kj
1 }j converging to the value λ
∗ = lim supk→∞ λ
k
1 . By taking a sub-
subsequence if needed, we can assume that the corresponding sequence of eigenfunctions {u
kj
1 }j
converges weakly in Hs(Ω) to the function u∗ obtained in Proposition 3.2. Now, given a (bounded)
test function ϕ we have
(5.6)
aN,s
2
¨
QΩ
(u
kj
1 (x)− u
kj
1 (y))(ϕ(x) − ϕ(y))
|x− y|N+2s
dxdy = λ
kj
1
ˆ
Ω
ϕu
kj
1 dx−
ˆ
Dkj
ϕNsu
kj
1 dx.
Using condition (C), we have
lim
j→∞
∣∣∣∣∣
ˆ
Dkj
ϕNsu
kj
1 dx
∣∣∣∣∣ 6 limj→∞
ˆ
Dkj
ˆ
Ω
|ϕ(x)|u
kj
1 (y)
|x− y|N+2s
dydx 6 C lim
j→∞
ˆ
Dkj
ˆ
Ω
1
|x− y|N+2s
dydx = 0.
So, taking limits in (5.6) we obtain
(5.7)
aN,s
2
¨
QΩ
(u∗(x)− u∗(y))(ϕ(x) − ϕ(y))
|x− y|N+2s
dxdy = λ∗
ˆ
Ω
ϕu∗ dx
Since we also have
(5.8) Nsu
∗(x) = 0, a.e. on Ωc,
we deduce that u∗ is a solution to the problem{
(−∆)sv = λ∗v in Ω,
Nsv = 0 in Ωc.
Hence, either u∗ ≡ 0, a contradiction with the fact that
ˆ
Ω
(u∗)
2
dx = 1, or λ∗ = 0 as we wanted.

As an example of a configuration of Dk’s, Nk’s for which Proposition 5.5 applies, we have the
following
Corollary 5.7. Let Ω be convex. Consider a collection of open balls {Dk} arbitrarily distributed on
Ωc and assume that limk→∞ |Dk| = 0. Then, if N > 3 and 0 < s < 1 of if N = 2 and 0 < s < 3/4
we have for the corresponding sequence of eigenvalues {λk1}j that
lim
k→∞
λk1 = 0.
Proof. From Proposition 5.5 we only need to show that (C) holds for Ω and {Dk} in the range of
s and N defined in the hypothesis; that is,
lim
k→∞
ˆ
Dk
ˆ
Ω
1
|x− y|N+2s
dydx = 0, for N > 3, 0 < s < 1, or N = 2, 0 < s < 3/4.
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As in Section 2, we have the estimateˆ
Ω
1
|x− y|N+2s
dy 6
CN
dist(x, ∂Ω)2s
.
Now, since Ω and Dk are disjoint open convex sets, they are separated by a hyperplane. By rotation
invariance, we may assume with no loss of generality that this hyperplane is xN = 0 and that Dk
is simply the ball of radius r centered at (0, . . . , 0, r), which we will denote by B0r . Define now
E(r) =
ˆ
B0r
1
dist(x, ∂Ω)2s
dx.
Clearly, if x = (x′, xN ) ∈ B0r we have dist(x, ∂Ω) > xN . Therefore,
E(r) 6
ˆ
B0r
1
x2sN
dx′dxN =
ˆ 2r
0
1
x2sN
∣∣{x′ ∈ RN−1 : (x′, xN ) ∈ B0r}∣∣ dxN .
Observe that if x = (x′, xN ) ∈ B0r then
|x′|2 + (r − xN )
2 < r2, i.e., |x′| <
√
2rxN − x2N .
So, {x′ ∈ RN−1 : (x′, xN ) ∈ B
0
r} represents a ball in R
N−1 of radius√
2rxN − x2N < (2rxN )
1
2 .
Hence,
E(r) 6 CN
ˆ 2r
0
1
x2sN
(2rxN )
N−1
2 dxN = C
′
N r
N−2s,
provided that
N − 1
2
− 2s > −1, or equivalently, s <
N + 1
4
. If this is the case, then
E(r) = o(1), as r −→ 0,
and the corollary follows.

Remark 5.8. The results contained in this section show the fundamental differences with the local
case. In particular, Proposition 5.4 allows us to conclude that the local result by Denzler (Theorem
1.1) does not hold in the non local case. Indeed, given a fixed value α (even infinity) we can find
a configuration of domains whose measures tend to α such that the corresponding eigenvalues get
as small as we want. This is done simply by sending the Dirichlet sets to ∞ .
Remark 5.9. In Theorem 1.2, J. Denzler shows also that for any given value, one can choose
a configuration of sets with Dirichlet condition so that one recovers the eigenvalue of the whole
Dirichlet problem. That is, placing cleverly the Dirichlet sets along the boundary of Ω, no matter
how small they are, the eigenvalue of the mixed problem behaves like the Dirichlet one.
According to Proposition 5.4, if this happens in the non local case it would have to be when the
Dirichlet part touches the boundary of Ω. Corollary 5.7 shows an example where the sets can be
placed touching ∂Ω but so that the above phenomenon does not hold. Whether or not this is true
for any family of sets remains an open question.
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