This paper considers the derivation of the probability density function of the latent roots of a non-central complex Wishart matrix. To treat this problem, we define the generalized Hermite polynomials of a complex matrix argument and give some properties of the generalized Hermite polynomials. By using the generating function of the generalized Hermite polynomials, we can obtain the exact probability density functions of the latent roots,. the maximum latent root and of trace of the latent roots of a non-centr~l complex Wishart matrix.
I. INTRODUCTION
N. G. Goodman [3] , C. G. Khatri [7] , [8] and A. T. James [6] have discussed some distribution problems of the complex multivariate normal distribution which appears in time series analysis and physics. The problems of complex variates can be treated in the same way as those of the real variates in the case of normal distributions. In this paper, we consider the distribution problems of the latent roots of a positive definite random Hermitian matrix which are extensions of author [5] to the complex variates.
We introduce the generalized Hermite and Laguerre polynomials with complex matrix argument to handle these problems. (1) We shall use the following r (a) =~~m(m-1) m notations which are given by James [6] . The corresponding generalized hypergeometric functions are defined as (4) '" (m) (a l , .
NOTATIONS AND USEFUL RESULTS
• A, I) = F (..., ...; A).
P q
The most fundamental properties of a zonal polynomial are of the same form as in the real case, so that (5) and f U(m)
where d(U) in (5) and (6) is the invariant measure normalized to make the't:Cl,'t:C3.,lmeasure unity on the unitary group U(m) and U(n) of order m \~';':
an~:~,' respectively,a.nd Aand/B' are Hermitian matrices, and X is an arbitrary nxn complex matrix.
Hsu's Lemma. Let f(ZZ') be a probability density function (p.d.f.)
of Z mxn (m6n), then the p.d.f. of the Hermitian matrix R=ZZ' is given by (7) mn _",TI~_ (detR)n-m f(R). 
GENERALIZED HERMITE POLYNcr-1IALS
Hayakawa [5] defined the generalized Hermite polynomial (g.H.p.) with a real matrix argument in order to discuss the distribution problems of the latent roots of the non-central Wishart matrix. In this section, we show that they can be extended to the complex variate case and they can be treated analogously as the real variate case,
Here we define the g.H.p.
H (T)
K and the generalized Laguerre polyk, (9) in the following way:
where T and Ware mxn (m~n) arbitrary complex matrices, and for
etr(-S)LY(S) = J We can show easily the following corollaries from the definition (8) and Hsu's Lemma.
Co ro11 ary 1. 
ii ( Let Sand T be mxn (m:';n) arbitrary complex matrices, then
where U l E U(m) and U z E U(n), respectively. The right hand side of (15) converges absolutely.
Proof. We show (15) by the direct method, using (5), (6) and (9).
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The absolute convergence of (15) is shown by using (13). This completes the proof.
Theorem 3. (Generating function of g.L.p.' S )
Let Sand Z be mxm positive definite Hermitian matrices, then
where liz/ I means the maximum of the absolute values of the characteristic roots of Z.
Proof. Similar to Theorem 2, using (5) , (7) and (10). 
Theorem 4. (Mehler's formula)
Let Sand T be an mxn arbitrary complex matrix. Then
Proof. The proof is exactly similar to that of Theorem 2.
Corollary 4.
Proof. If we set S=O in (17), we have
The left hand side of (19) is a generating function of a univariate
Hence by comparing the coefficients of which completes the proof. 2k u and by Theorem 1, we have (18),
We can obtain a more general formula for the g.L.p. 's than (18).
Co ro 11 ary 5.
where S is an mxm positive definite Hermitian matrix.
Proof. From the definition (10), we have for
By comparing the two sides of (21), we obtain (20).
JACOBIANS OF THE LATENT ROOTS AND INTEGRALS
In this section, we give some useful transformations for finding the p.d.f. of the maximum latent root of a positive definite Hermitian matrix, and of the latent roots of a non-central complex Wishart matrix with known covariance. We also give some related Beta-type integrals. Lemma 1. Let S be an mxm positive definite random Hermitian matrix.
We decompose S as follows, the first column elements of U exvariables where U is an mxm unitary matrix which has only 2 (m-l) independent R R I I u 2l '···,u ml ' u 2l '···,u ml ' Proof. The following formula is well-known:
To prove (28), we decompose S as follows:
Then from Lemma 1, the integral element can be written as 
THE DISTRIBUTION OF THE LATENT ROOTS OF A CO~1PLEX NON-CENTRAL WISHART MATRIX WIll-l KNOfIN COVARIANCE
The probability density function of the latent roots of a complex noncentral Wishart matrix was given by James [6] . However, in some cases it is not convenient to treat the distribution problems of the related statistics. We here give another formula, expressed in terms of g.H.p.'s. 
where U 1 , L and A are same matrices as those of Lemma 2. Then 
The integral of the R. To obtain the Jacobian of this transformation, we shall use the exterior product of the differentials. First of all, we know that m R I rr IdS orr odS odS a' [7] . dt Zl '··· ,dt ml · R I Therefore, we need only dtZl,""",dt ml " Z R ' R I' I umn has a constraint such that u ll + .!!l .!!l +.!!l.!!l = 1, of the first column of dU is represented as follows;
Hence we have
Thus by forming the exterior product of R I dt 21
, . 0 • ,dt ml , we have' 
Therefore assertion.
is a function of which proves the previous Secondly, we see the relation between dW and dAl' dV and dT.
Here we must also note that in dT,
In fact, U 2 is a functional dT 2 can be represented by d~. 
(AI. 12) 
