Introduction
Bypasses redirect through traffic around a community's downtown area 1 . They are typically built to accommodate increasing volumes of through traffic, particularly truck traffic. Bypasses have been perceived as drawing economic activity away from a community's downtown area and toward the bypass. Recent work, however, has shown that while traffic-dependent businesses on the bypassed route, such as gasoline service stations and fast food restaurants, do experience a decline in sales, the nature and extent of economic impacts are highly dependent on the economic makeup of the town (communities whose customer base is largely local tend to fare better after a bypass has been opened, for example) as well as the economic and land use policies implemented by public officials. Recent work has investigated the long-term impacts of these economic policies (Fricker and Mills 2009) and has also shifted the focus from analyzing the economic impacts on traffic-dependent businesses to more general analysis of economic impacts on employment, payroll, and establishment levels industry sectors such as manufacturing, retail trade, and local and long-haul freight trucking (Mills and Fricker 2009 ).
This study aims to expand upon earlier work, which focused on the economic impacts of bypasses in Indiana, to include a significantly larger study area encompassing the states of Illinois, Indiana, and Ohio. Spatial panel econometric models will be estimated to answer the following questions:
(1) Do bypasses have significant impacts on manufacturing employment at the ZIP Code level? (2) Is spatial correlation present, and if so, how are neighboring ZIP Codes impacted? (3) Do these economic impacts vary over space?
Theoretical and empirical models were developed based on both previous research on the economic impacts of bypasses as well as more general work investigating the impacts of public infrastructure investment. Following a review of the infrastructure investment literature, the theoretical and empirical models will be presented. The process of constructing ZIP Code-level employment data based on publicly available establishment by employment-size class data will be discussed in detail, followed by the model estimation results for the full study area as well as for each state. Chandra and Thompson (2000) collected historical data on county-level interstate highway construction to track growth of various industry sectors between 1969 and 1993. Key independent variables include various age indicators representing the "treatment effect," or how long an interstate highway had been open in the county (Chandra and Thompson 2000) . Age-related variables were allowed to have negative values to capture "run-up" effects, or to reflect the face that impacts are realized in the years before the interstate opened. The models showed that economic activity, over time, gravitated toward the highway counties, particularly in the models for total earnings, retail earnings, and services earnings. Earnings in FIRE (finance, insurance, and real estate) and TCPU (transportation, communications, and public utilities) also showed the trend of earnings increases in highway counties and earnings decreases in adjacent counties. Manufacturing earnings in both highway and adjacent counties increased over time. Significant "run up" effects were also observed, with increases in highway counties in the year leading up to the opening date of an interstate. Carlino and Mills (1987) simultaneously modeled county-level population and employment as a function of taxes per capita, interstate highway miles per square mile, and regional dummy variables. Other key independent variables included crime rate, union membership, "center city" dummies, various demographic variables, and metropolitan dummy variables, separating out rural counties from counties located adjacent to metropolitan counties (suburban counties). It was found that variables for interstate highway density were significant. Boarnet (1998) estimated a Cobb-Douglas aggregate production function, capturing spillover effects using weights matrices. These spatial weights matrices were based on contiguity, with two contiguous counties being "stronger neighbors" if they were connected by a greater number of state highways (Boarnet 1998) . Positive changes on county output were observed for changes in street and highway capital within the same county while negative changes on county input were associated with changes in street and highway capital in neighboring counties.
Literature Review
Analysis at the county level has been found to identify impacts that may have been masked by other studies using more highly aggregated data. Aschauer (1988) used national-level data to estimate a Cobb-Douglas production function model including variables for public capital, finding that the "core" infrastructure of streets, highways, mass transit, airports, and utilities had the most explanatory power for productivity. Duffy-Deno and Eberts (1991) modeled a simultaneous system of personal income per capita and public investment, finding that public capital investment positively impacted the regional production process and promoted regional economic development.
Holtz-Eakin (1994) specified a state-level panel production function in first-differences to identify whether public sector capital had a significant impact on production, finding that the aggregated data did not reveal significant linkages between public sector capital and private production activities. A later study by Holtz-Eakin and Schwartz (1995) involved the estimation of a panel model for a state-level production function for private output, considering the "effective" stock of road and highway capital. The impacts of the highway capital expenditures of neighboring states were incorporated into the models using contiguity-based weights. It was found that a state's effective stock of highways depended on the "provision of highways by its neighbors," although these effects were not directly observed in the models (Holtz-Eakin and Schwartz 1995) . The models did not find a statistical link between highway capital and productivity. Kelejian and Robinson (1997) estimated a panel data Cobb-Douglas production function model incorporating spatially lagged independent variables representing neighboring states' productivity. Several models were estimated to determine the impacts of aggregate public capital investment. Productivity of neighbors was found to be statistically significant and that elasticity estimates for models not including spatial correlation were overstated. Cohen and Paul (2007) specified a cost function model for state-level manufacturing data, estimating a spatially autoregressive (SAR) model with AR(1) serial correlation. Spatial variation in intrastate public infrastructure investment was observed, with particularly strong impacts in the West. Moreno et al. (2002) derived short-and long-run translog cost functions and elasticities to gauge the effects of public infrastructure on short-and long-run firm-level manufacturing costs for 15 regions in Spain. The models showed that public infrastructure investment led to cost reductions, particularly over the long run. Hulten and Schwab (1991) found a "weak" link between public infrastructure investment and regional manufacturing productivity. Using the definition of public capital outlined by Munnell (1990) , which includes data from the American Gas Association, the Army Corps of Engineers, Statistics of Communiciations Common Carriers, Government Finances, and multiple Census reports, a regional production function for real gross output was specified. Annual state capital outlay data were used to allocate BEA estimates of public capital among the states. It was found that regional differences in public capital investment did not significantly affect regional production levels. The study recommended that future work use more disaggregated data. Gkritza et al. (2008) developed models measuring statewide change in employment, income, output, business sales, and gross regional product for 117 highway projects in Indiana. Seemingly unrelated regression estimation included explanatory variables for project length, highway type, accessibility to airports, universities and employment centers, and regional dummies. It was found that added travel lanes in rural areas and interstate highway improvements had the largest impacts. Bruinsma et al. (1996) used the quasi-experimental approach and a regional labor market model to identify economic impacts of the newly constructed A1 highway in the Netherlands. It was found that only the transport and communications sector were consistently and significantly impacted by the A1 highway. It was speculated that significant impacts in other industry sectors could be observed at a lower level of aggregation. They also found firms located within 7.5 km of a highway experienced the highest growth in employment.
Firms were surveyed in a study by Button et al. (1995) regarding their location decisions. Hierarchical log-linear models were estimated to analyze response data, which took the form of contingency tables. Using factor analysis, it was found that regional policies played the biggest role of attracting industry and that the quality and nature of the local transportation infrastructure constituted key components of criteria used by firms in deciding whether to relocate.
A Theoretical Model for ZIP Code-Level Impacts of Bypasses
Previous studies using annual economic data (Fricker and Mills 2009; Mills and Fricker 2010) to model the impacts of bypasses have used age indictor variables such as those developed in Chandra and Thompson (2000) . The initial set of models (Fricker and Mills 2009), utilizing county-level data, considered the population of a county relative to the population of a nearby county with a large city, the ratio of the county's population to the distance to the nearest large city, and various regional indicators. Later models (Mills and Fricker 2010) used more disaggregated ZIP Code-level data and incorporated data from Census 2000, particularly data pertaining to commute time and time of departure for the home-to-work commute. Using the more disaggregate ZIP Code-level data, distance variables representing the travel distance along a chosen route from the population center of a ZIP Code to a central place of employment near a bypass as well as the travel distance to the nearest large city, dubbed "gravity city" in previous work.
The county-level models used a two-way random-effects specification, allowing for impacts to be observed over time. The spatial econometric models in Mills and Fricker (2010) , in contrast, are cross-sectional and only represent the impacts at one point in time while accounting for spatial correlation and spatial heterogeneity. Additionally, the county-level models normalized employment, payroll, and establishment figures against the state to gauge how a county's contribution to the state's overall economy changed over time, whereas the ZIP Code-level models used raw numbers, or levels.
An "ideal" model would capture both spatial and temporal impacts while accounting for regional variation, or allowing for spatial parameter variation. Dependent variables would be normalized against the state to account for externalities and would ideally be at the most disaggregated level possible. Such a model would take the following form:
where ti y is the response, which could be employment, payroll, establishment levels normalized against the state, or other economic indicators such as the location quotient, ρ t represents the spatial lag parameter, which could vary over time, W represents the spatial weights matrix, which could vary over time, β represents the vector of coefficients for the matrix of time-varying variables ti X , λ is the vector of coefficients for the matrix of time-invariant variables i Z , and ε ti represents the vector of disturbances, which could incorporate spatial error (if present) or between-group variance (using various error component structures, such as with spatial panel models). These sets of variables can further be broken down into the following:
where OL represents the set of time-invariant parameters describing an area's relation to nearby cities (which could include large city-specific dummies or other time-invariant large city characteristics), and i R represents other time-invariant variables.
Furthermore, to allow parameters to vary over space, (1) could be generalized as:
where ti G represents the vector of coefficients (which could vary by various levels of nesting, as in multilevel modeling) for matrix of time-varying variables ti Q and i F is the vector of varying coefficients for matrix of time-invariant variables i M . Additionally, cross-regressive (spatially lagged) explanatory variables could be introduced. To allow for nonparametric specifications, a term can be added to (3) to obtain:
where ( ) ξ ti f represents the set of nonparametric functions for matrix of r variables ξ ti .
The Empirical Models
The operational form of these models includes variables used by Glaeser et al. (1992) 
where ti GC represents the set of variables used in the Glaeser study. This set of variables will constitute the "bedrock" upon which the models are built.
A "wish list" of potential variables that could be used in the models can be found in Table 1 . Eqns. (1)- (4) represented a "best case scenario" model, in which all possible data for the model were readily available. In reality, disclosure laws prevent specific economic data from being publically available, particularly data at low levels of aggregation, such as the Census tract level. This presented a conundrum. Analysis at too high of an aggregation level would "mask" underlying trends, whereas analysis at too low of an aggregation level would not be feasible due to these disclosure laws. Fricker and Mills (2009) had previously examined economic impacts of bypasses at the county level. The estimated models, however, still may have represented only the net effect of bypasses. In reality, some parts of the county, such as the bypassed community, may have benefited from the bypass whereas outlying areas were adversely impacted. In terms of balancing data availability and model interpretation, a compromise was found at the ZIP code level. Any given region has significantly more ZIP codes than counties. As an example, the state of Indiana has 92 counties and approximately 900 ZIP codes. Data are available from the Census bureau at the ZIP code level that are similar in scope and coverage to data available at the county level, so the ZIP code level was a logical choice for analysis.
The key dependent variables for the models would be ZIP Code-level employment, payroll, and establishment levels, both totals and in various industry sectors. These figures would be normalized against the state, yielding a ZIP-to-State Ratio (ZSR):
where Zi E represents employment for a given industry for a given ZIP Code and ti E represents employment for a given industry for the state. This ratio would capture the contribution of a ZIP Code to the overall state economy. For example, if a given ZIP Code had a ZSR of 0.005 for total employment in the year 1998, then for that year, that ZIP Code would contribute to 0.5 percent of total employment within the state. If a bypass had a positive effect on that ZIP Code's economy, then that ZIP Code's ZSR would be expected to grow over time, signaling that the ZIP Code, over time, contributes a greater share to the overall state economy. Other measures besides ZSR can also be used to capture externalities, which can measure the degree of specialization, diversity, or competition in a given area. Specialization is measured using (Glaeser et al. 1992 ):
where zi E represents industry employment in a given ZIP Code, zt E represents total employment within that ZIP Code, ti E represents industry employment in some reference region (e.g. state, national), and tt E represents total employment in that reference region. This is also referred to as the Location Quotient (Blakely and Bradshaw 2002).
A value greater than one means that the ZIP Code of interest has a higher degree of specialization in a particular industry than the reference region. A measure of local competition takes the form (Glaeser et al. 1992 ):
where zi R represents the number of firms (or establishments) per worker in a given industry in a given ZIP Code and ti R represents the number of firms (or establishments) per worker in a given industry for a given reference region. A value greater than one could imply faster industry growth (Glaeser et al. 1992) . Other measures considered included the Herfindahl-Hirschman Index (Dekle 2002), its inverse, the Diversity Index (McCann 2002) , and an alternative diversity index developed by Henderson (2003) .
The empirical models aim to address the following questions 2 :
(1) How is total employment at the ZIP Code level impacted by a bypass? Do these impacts differ between ZIP Codes with the bypass and neighboring ZIP Codes?
(2) Are "basic" industries such as manufacturing impacted differently than "service" industries such as retail trade? To what degree can these industries be modeled separately?
The empirical model to answer the first question would take the form:
where ti TOTEMP represents total employment in a ZIP Code for a given time period, normalized against the state, and all other variables are the same as defined previously. The table below summarizes the set of independent variables that vary over time (the ti X variables) and the set of independent variables that do not vary over time (the i Z variables). The list of variables used, as well as data sources, can be found in Table 2 .
To address the second question posed, an alternative set of models would use similar independent variables but would not constitute a single equation. These set of equations would be estimated simultaneously to capture contemporaneous correlation among the industry sectors. These models take the form:
where MFGEST represents the number of manufacturing establishments, RETEST represents the number of retail trade establishments, WHOEST represents the number of wholesale trade establishments, FINEST represents the number of financial services establishments, and TRKEST represents the number of long-haul freight trucking establishments. These industry sectors are thought to be somehow impacted by a major change in a community's transportation network, such as a bypass. For example, previous studies (Fricker and Mills 2009) found that basic and service industries, such as manufacturing, retail trade, and wholesale trade, were significantly impacted over time by bypasses, while other studies (Srinivasan and Kockelman 2000) found that traffic-dependent businesses, such as gasoline stations and restaurants, were adversely impacted by the presence of a bypass. If left-hand variables were included in the righthand side of the other equations (to model relationships between industries), the structural system of equations could be solved using generalized spatial three-stage least squares (GS3SLS). Limited and full information instrumental variable estimators have been developed by Kelejian and Prucha (2004) .
Study Area and Data
The study area covers the states of Illinois, Indiana, and Ohio (see Figure 1 ). This part of the Midwest is primarily dominated by manufacturing. The study area includes 60 bypasses of small, medium, and large-sized communities. Table 2 summarizes key characteristics of each bypassed community, including population, primary industries, the year each bypass opened, nearest large cities, and the US and state routes on each bypass.
Employment, payroll, and establishment data for various industry sectors were gathered from Zip Business Patterns, an annual set of ZIP Code-level data published by the Census Bureau since 1994. Because true ZIP Codes do not have "polygon"-type definitions, the actual unit of aggregation for ZBP data are Zip Code Tabulation Areas (ZCTA), a unit of aggregation defined by the Census Bureau that generally conform to the actual distribution of ZIP Codes. Because of their basic equivalence, the terms ZCTA and ZIP Code will be used interchangeably. These data are similar to County Business Patterns (CBP), which were used in a similar study (Fricker and Mills 2009), with one major difference. County Business Patterns include employment and payroll data for all industry sectors, as well as number of establishments by number of employees (e.g. 1-4 employees, 5-10 employees, etc.). Due to disclosure laws, only industry-specific establishment by employment size are available for Zip Business Patterns, although total employment and payroll figures are still available for each ZIP Code. The establishment-based data was converted into ZIP Code-level employment data using a number of statistical approaches aimed at minimizing forecast error. These methods are discussed in the Data Conversions section. The list of industries selected for analysis can be found in Table 3 .
Other data were gathered from long-form Census 2000 population, income, education, commute, and tax data from Summary File 1 and Summary File 3, converted and aggregated by the Missouri Census Data Center. Transportation network-related variables were computed and aggregated using the TransCAD transportation planning package. Mileage and capacity (number of lanes) data were grouped by FHWA Functional Classification Guidelines, which classify roads based the "character of service" these roads were intended to provide (Federal Highway Administration 2000) . The functional classes of interest are shown in Table 4 . Local roads in each ZCTA were classified and aggregated by Census Feature Class Codes (CFCC), which are used in TIGER/Line files provided by the U.S. Census Bureau (2002) . The most common type of local road, CFCC Code A41 (Local, neighborhood, and rural road, city, street, unseparated) was used in the statistical models.
Spatial Panel Model Estimation
Spatial correlation could be captured in a spatial panel model by defining the covariance structure in one of four distinct forms: Direct representation, a spatial error process, spatial error components, or common factor models. With direct representation, the covariance between two observations is a function of the distance separating the two observations (Anselin et al . 2008): ( )
where N I is an identity matrix with dimension N, N W is an N x N spatial weights matrix, θ is the spatial autoregressive parameter, t u is the iid normal idiosyncratic error vector. The variance is
The spatial moving average (SMA) model, which captures local effects, takes the form:
where γ represents the SMA coefficient. The error covariance matrix is:
The spatial error components (SEC) specification, which also captures local effects decomposes the error into a local and spillover effect with:
where Ψ t is the N x 1 vector of spillover error components, distributed iid normal. The error covariance matrix is (Anselin et al. 2008) :
Common factor models are similar to two-way error component regression models. The error term is decomposed into a cross-sectional component and a time component, both of which have zero mean and are uncorrelated with the idiosyncratic error. The common factor models takes the form:
where µ represents the cross-sectional error component, λ t represents the scalar time error component, ι N is an N x 1 vector of ones (since the data are stacked as crosssections for different time periods), and t u represents the idiosyncratic error (Anselin et al. 2008) . The error covariance matrix is:
This form violates the distance-decay assumption of spatial interactions, since all crosssections are assumed to be correlated by the same value λ ε ε δ δ σ
A specification generalizing the one-way fixed-effects error components model, allowing the spatial lag or spatial error coefficients to vary by spatial unit uses the seemingly unrelated regression (SUR) approach (Elhorst 2003) . This specification can be used to capture spatial heterogeneity. The spatial lag specification for each spatial unit would take the form:
An alternative specification, spatial SUR, allows the spatial autoregressive coefficient to vary over time but not over space. The spatial SUR specification imposes minimal restrictions on the function form of the temporal dependence. The spatial lag specification for each spatial unit is (Anselin et al. 2008) :
Anselin et al. (2008) consider the concept of separability, a condition necessary to identify and separate the temporal dependence and the spatial dependence. Formally, this can be expressed as the following:
Models in which only spatial dependence is present, or pure space recursive models, take the form:
With these models, the spatial dependence does not manifest until after one time period (Anselin et al. 2008) . Time-space recursive models allow for both spatial and temporal correlation:
where φ is the temporal autoregressive parameter. With this form, the inclusion of temporally lagged explanatory variables would result in identification problems (Anselin et al. 2008 ). A related model in which the spatially lagged dependent variable is not also temporally lagged is the time-space simultaneous model:
With this form, the inclusion of cross-regressive terms can result in identification problems (Anselin et al. 2008) . The most general of these models is the time-space dynamic model:
An alternative approach incorporates space-time dependence with error components and AR(1) serial correlation (Baltagi et al. 2007 ):
with the error term ε t becoming
with covariance:
A challenge posed by the available ZIP Code-level data lies within the fact that only establishments by employment-size class data are available at the individual industry level. Using number of establishments at the industry level would significantly undervalue the presence of large firms with more than 1000 employees, thus rendering establishment data an unsuitable proxy for employment. The following section describes in detail several statistical methods used to estimate industry-specific employment levels at the ZIP Code level.
Data Conversions
Establishments to Employment Establishment data are grouped by nine employment size ranges (e.g. establishments with 1-4 employees, establishments with 5-9 employees, etc.), to make a distinction between smaller and larger establishments. Two alternative estimation methods were considered to estimate industry-level employment using the distribution of establishments by employment-size class. The first method, the Midpoint Method, uses the midpoint of the employment size ranges as follows: Est represents the number of establishments for employment size range k. Written out fully, we have: The second method used a combination of county-level employment data and countylevel distributions of establishments by employment-size class to develop statistical models that estimated individual coefficients for each class. Statistical models were estimated using county-level employment as the dependent variable and the distributions of establishments by employment-size class as the independent variables, modifying the above equation as follows. 
Given that the study area includes 282 counties, more restrictive assumptions had to be placed on the functional form of the estimated model. It was assumed that county-level employment followed a truncated normal distribution, since no county can have negative levels of employment (diagnostic plots confirmed this assumption). For mean µ and given that there are no observations for which < 0 y , the truncated normal distribution takes the form (Maddala 1986): 
The corresponding log-likelihood function is (SAS Institute 2010a):
A Heckman sample selection model (Heckman 1976) with truncation was found to be necessary in order to operationalize the model and reduce bias. In these models, the truncated normal model is estimated conditional on some selection equation, which takes the form of a binary Probit model. The dependent variable it y is thus only observed when the selector function it z is equal to 1. The sample selection model with truncation takes the form (SAS Institute 2010):
y X y y y y
where γ represents estimated parameters for matrix of selection equation independent variables it w and it u and ε it are distributed jointly normal with correlation ρ . If the correlation parameter is statistically insignificant, then sample selection bias does not have a significant presence in the model. The log-likelihood function is (SAS Institute 2010a):
In terms of minimizing forecast error, using this formulation, which will be referred to as the Truncated Method, immediately improves upon the Midpoint Method, which used the value 1000 for the coefficient of the upper-bound employment-size class of 1000 employees or greater. Even when using average firm size data from the Bureau of Labor Statistics to obtain more accurate estimates for this last coefficient, forecast errors were still high.
The Truncated Method relied upon an expression of the conditional mean; however, given the presence of extreme values (i.e. the presence of counties with employment levels in the highest or lowest quantiles), it may be appropriate to consider expressing some conditional quantile function through quantile regression. More formally, in least squares, the coefficient vector β is obtained by minimizing:
In quantile regression, for some conditional quantile function
estimate of β can be obtained for some quantile τ by minimizing (Koenker 2005):
where τ ρ is some tilted absolute value function that yields solution some sample quantile τ (Koenker and Hallock 2001). For several industry sectors, it was found that the median (50th quantile) minimized forecast errors, whereas both lower and higher quantiles yielded lower forecast errors in more diverse 2-digit NAICS sectors (such as transportation and warehousing). Confidence intervals were calculated using the sparsity method with Huber sandwich estimates (Chen 2005).
In a few instances, neither the use of quantile regression nor the Truncated Method resulted in significantly decreased minimized errors. This was a result of the presence of extreme values within the data (particularly in the education sector, in which counties with large state universities have significantly higher education services employment than other counties in a state). Robust regression estimators account for the presence of these extreme values. Models estimated by robust regression attempts to first fit a regression through a majority of the data. These estimators all have a breakdown point, a percentage of data that are deemed outliers (Rousseeuw and Leroy 2003) . Past this breakdown point, the estimator no longer provides consistent results.
Three robust estimators were considered. The least trimmed squares (LTS) estimator, which has a breakdown point of 50 percent, involves ordering the squared residuals. The estimate is "trimmed" because the residuals with the largest values are not used in the summation (Rousseeuw and Leroy 2003) . Formally, the estimator minimizes: 
The Huber M-estimator, a variant of which was used to calculate confidence intervals for quantile regression, can be viewed as a generalization of maximum likelihood estimation (Huber and Ronchetti 2009). The estimator is similar in appearance to the quantile regression estimator with the exception of an additional scale (error variance) parameter (SAS Institute 2010b):
This scale parameter is computed using (SAS Institute 2010b):
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Estimation is performed using iteratively reweighted least squares (IRLS). As with quantile regression, the residuals are not squared, thus decreasing the contribution of large residuals caused by outliers to the objective function.
The third type of robust estimator considered, S-estimators, has a similar breakdown point as the LTS estimator (Rousseeuw and Leroy 2003) and, like the LTS estimator, has a higher breakdown point than the M-estimator. S-estimators minimize the variance of the residuals, or more formally, minimizing:
The estimated coefficients for each employment-size class for each industry sector are shown below. Forecast errors are listed below each set of estimated coefficients for each industry sector. For the six-digit NAICS codes, it was sometimes found necessary to perform a log or a log-exponential transformation on the variables. These transformations were used when the Truncated Method, quantile regression, and robust regression methods failed to reduce forecast errors significantly. It was also found that log transformations did not substantially reduce forecast errors for industry sectors where any of the other three estimation methods minimized forecast errors. The log transformation would take the form: 
Est Est
The log-exponential transformation takes the form: 
Est
Estimation results for these methods as well as the distribution of the forecast errors for each method can be found in Tables 5-20 . Total employment was used as a "test" case. Models for a selection of industry sectors were also estimated. In general, it was found that the models estimated by quantile regression produced the lowest forecast errors. For example, the 5 th percentile forecast error for the wholesale trade sector (Table 8) was -10.68 percent (the model overestimated actual county-level employment) for the quantile method compared to -45.66 percent for the Truncated Method. Interestingly, it was found that the estimated coefficients differed from sector to sector. As an example, the coefficient of the 500-999 employment-size class using the quantile method for wholesale trade (729.48) was significantly different from the corresponding coefficient for the quantile method for retail trade (556.63) (see Table 7 ), although the wholesale trade sector used the 60 th quantile whereas the retail trade sector used the 70 th quantiles (it was found that different quantiles for each sector were needed to minimize forecast errors).
While the models outlined in Tables 5-20 indicate that statistical methods can be used to estimate employment data from establishment data at the county level, "transferring" these models to the ZIP Code levels requires strong assumptions to be made, that the distribution of employment at the county level has the same characteristics at the ZIP Code level. However, given that the Midpoint Method is used in practice and that the quantile regression methods (mostly) improve upon this method with respect to minimizing forecast errors, it was concluded that these estimated employment figures would provide accurate enough results to address the questions outlined in the introduction. The statistical models described in the following section examine the economic impacts of bypasses for the manufacturing sector, which serves as an important sector in the three-state study area. ZIP Code-level manufacturing employment was estimated using the coefficients from the quantile regression estimates shown in Table 5 .
Results
Cross-sectional models (using data from the year 2000 only) were estimated in conjunction with panel and spatial panel data models (which used the full set of 1998-2007 data). Based on the results of diagnostic tests, cross-sectional spatial lag models were estimated for manufacturing employment, the focus of this study. Robust standard errors were estimated based on White's consistent estimator (Bivand et al; 2010; Kelejian and Prucha 1998) and non-parametric heteroskedasticity and autocorrelation consistent (HAC) estimators using the Epanechinkov kernel function (Kelejian and Prucha 2007; Piras 2010). Cross-sectional spatial ARAR models were estimated when significant, using a multi-step Generalized Moments (GM) estimator (Piras 2010). Random effects panel data models with AR(1) disturbances were estimated using the Baltagi-Wu GLS estimator (StataCorp. 2009). Finally, spatial panel models were estimated using maximum likelihood and GM methods (Baltagi et al. 2007; Kapoor et al. 2007; Millo and Piras 2009) . Weights matrices based on three nearest neighbors were used in the spatial models.
For this study, an indicator representing whether a bypass was present in a ZIP Code was used in place of a duration variable (representing how many years a bypass had been open) or age indicators. A spatially lagged bypassed indicator was included in the model specification to capture the impacts of neighbors with bypasses. Other models were estimated using the duration and age indicator variables and will be the focus of a forthcoming paper.
The spatial panel models presented were estimated using either maximum likelihood (for each state, spatial error only) and generalized moments (for the full three-state model, spatial error with random effects). More complicated models incorporating serial correlation, random effects, and spatial lag processes simultaneously could not, at present, be estimated due to computational limitations 3 .
Turning first to the full three-state model (see Table 21 ), the bypass indicator is significant for both the cross-sectional models and the panel models. The bypass indicator increases in magnitude in the random effects spatial error panel model. ZIP Codes with bypasses have, on average, 630 additional employees compared to ZIP Codes without bypasses. These models, however, do not fully address the issue of causality -a community of the average size described previously, for example, could 3 The data set, after removing missing values, had a size of 3200 ZIP Codes for 10 years for a total of 32,000 observations. The spatial weights matrix in spatial panel models is oriented block-diagonal for T time periods, thus forming a 32,000 by 32,000 matrix that must be inverted. This required an allocation of 27 GB of RAM, which can only be allocated using a 64-bit operating system. Current available 64-bit computing resources do not have this amount of RAM, forcing the use of virtual memory, which significantly increases estimation time by a factor of 500-1000 (compared to the hypothetical model estimation time with the full 27 GB of RAM available), based on the amount of memory available. Methods of reducing model run times are currently being investigated.
already have higher employment relative to adjacent areas and thus higher local and through traffic levels, which would in turn lead to the construction of a bypass. However, previous studies (Mills and Fricker 2009, for example) have showed that this process does not follow a simple cause-and-effect framework. For example, in the case of Warsaw, Indiana, the orthopedic industry had established a presence there prior to the opening of the US-30 bypass. The bypass, once it opened, brought about "secondround" effects (as defined in Burress 1996), in which growth in basic industry (primarily the orthopedic industry) brought about additional development in the service and retail sectors. The orthopedic industry also continued to grow in Warsaw once the bypass opened. Thus, to assume a simple cause-and-effect process is to oversimplify the nature of economic impacts that take place over time. The focus of these models is placed on determining the magnitude of economic impacts. Previous work has placed emphasis on studying the economic development policies put in place by local and state officials in response to the construction and opening of a bypass, and the reader is referred to those studies for further details.
The spatially lagged bypass indicator, which represents the presence of bypasses in neighboring ZIP Codes, is significant in the cross-sectional models but lesser in magnitude or insignificant in the panel models. Interestingly, the magnitude of the lagged indicator is greater than the regular bypass indicator in the cross-sectional models. However, spatially lagged variables can yield different results based on the type of weights matrices used. A similar variable lagged using a distance threshold, for example, may yield a less negative coefficient (although this was not the case for the full three-state model). Given that the panel models use a larger sample size, the crosssectional models could be overstating the impacts of neighboring ZIP Codes with bypasses.
The variance component estimates of the panel data models indicate that between-ZIP variance significantly outweighs within-ZIP variance, an indication of significant variance over space. The estimated AR(1) coefficient of 0.681 could indicate the presence of significant serial correlation. The spatial lag parameter in the cross-sectional model was positive and statistically significant (this significance greatly increased using the nonparametric HAC estimator), and the spatial error coefficient was positive in the spatial panel model. Again, computational limitations did not allow the estimation of a spatial error or spatial lag model incorporating both serial correlation and random effects.
In general, the models estimated separately for each state had the same magnitudes for each variable, with a few exceptions. With the Ohio model (see Table 22 ), ZIP Codes in rural areas (defined as being farther than 75 miles away from a metropolitan area) had lower employment levels, an expected result that was mirrored in the Illinois, Indiana, and three-state models. As expected, employment levels were higher in ZIP Codes with greater mileage of local roads (which could be viewed as a proxy for population) and interstates. Employment levels were lower in ZIP Codes with high lane-miles of highways classified as lower-volume rural minor arterials, also an expected result. Interestingly, the magnitude of the Interstate miles variable was almost double the magnitude of the corresponding variable in the three-state model. This could indicate that manufacturing employment gravitates toward areas with interstates (however, this statement should be tempered by the cause-effect relationship described previously). Interestingly, while the diagnostic tests indicated that a spatial ARAR (or spatial ARMA) model should be estimated, the resulting model had a statistically insignificant spatial error component, which could potentially indicate that a cross-sectional spatial ARMA model would be more appropriate.
With the Indiana model (Table 23) , ZIP Codes in rural areas have lower employment as indicated by the magnitude of the corresponding coefficient, which is significantly greater than the coefficients in the Ohio model and the three-state model. In addition, the bypass indicator was more positive (and only significant in the panel models) than the Ohio, Illinois, and three-state models, while the lagged bypass indicator was insignificant. This could be an indication that the impacts of bypasses are more localized in Indiana than Ohio or Illinois. Interestingly, manufacturing employment was higher in ZIP Codes with a greater number of hospitals, and the magnitude of this coefficient was significantly larger than corresponding coefficients in the Ohio, Illinois, and three-state models. This could be a by-product of the high concentration of hospitals in areas such as Indianapolis or could represent unobserved characteristics of the structure of Indiana's economy. More complicated models could more accurately represent these types of variance over space.
The magnitudes of the local and Interstate transportation variables in the Illinois model (Table 24) were significantly smaller than their counterparts in the Ohio, Indiana, and three-state models. Many of the bypasses in Illinois are located near interstates and carry the designations of nearby US highways. US-40, for example, bypasses the towns of Martinsville, Greenup, and Casey (with Interstate 70 only a couple miles or less to the north), and US-50 bypasses the towns of Summerfield, Trenton, Aviston, and Breese and is less than 10 miles away from Interstate 64. The majority of these towns also have an average population of 1500, significantly smaller than the bypasses communities in Indiana and Ohio. The magnitude of the bypass indicator is also significantly lower than the corresponding coefficients in the Ohio, Indiana, and three-state models. These smaller coefficients could reflect the fact that bypasses have marginal or negative economic impacts in smaller towns, which is similar to the findings by Yeh et al. (1998) , who found that towns with population 2000 or less tended to be "adversely" impacted by bypasses. Only the Illinois model had a significant spatial error coefficient in the spatial ARAR coefficient, and the sign of this coefficient is negative. This could indicate that while neighboring ZIP Codes could benefit from a nearby bypass (as indicated by the spatial lag coefficient), unobserved but spatially correlated characteristics could have negative impacts on manufacturing employment.
Discussion, Limitations, and Future Work
The models discussed in this study used only a subset of the variables and model types outlined. Future work, currently in development, will incorporate a wider variety of transportation network and economic variables to capture a fuller view of the nature and extent of the economic impacts of bypasses. In addition, this study focused only on the impacts on manufacturing employment. Future work will study the impacts on other industrial sectors, such as retail trade, wholesale trade, and local and long-haul freight trucking, as well as total employment. The use of other economic indicators as dependent variables, such as the ZIP-to-State ratio or location quotient, will also be tested. Future work will also use models that simultaneously incorporate spatial correlation, serial correlation, and random effects.
The initial set of models shows that manufacturing employment levels are higher in ZIP Codes with bypasses, as indicated by the positive coefficients in both the three-state model and the separate state models. This mirrors the findings of previous studies (Fricker and Mills 2009; Mills and Fricker 2009; Mills and Fricker 2010) . The models also indicate the presence of spatial correlation, both in the forms of spatial lag and spatial error. As expected, the models showed that employment levels are higher in ZIP Codes with a higher mileage of interstate highways and local roads and lower in ZIP Codes with lower-volume rural minor arterial highways. What remains unclear, however, are how neighboring ZIP Codes are impacted. While the spatial lag coefficients in the crosssectional models are positive, it remains to be seen how these coefficients would change in the framework of a spatial panel model. The use of the spatially lagged bypass indicator also complicates model interpretation. Future work should examine, in detail, the nature and extent of the economic impacts on surrounding areas to determine whether trends follow the "gravitational" trends found in Mills and Fricker (2010) and Chandra and Thompson (2000) (it should be noted, however, that Chandra and Thompson did not find that manufacturing activity gravitated toward counties with interstates, although this was the case for total employment and other industries). Once computational limits have been overcome, spatial panel lag models will provide more accurate estimates of the impacts of bypasses on surrounding areas.
In addition, the panel data models have indicated that there is significant variance over space. This conclusion can also be drawn by observing the differences in coefficients when comparing the separate state models to each other. However, random effects panel data models only allow the intercept to vary over space. It could be possible that the presence of interstates has different economic impacts in different regions of a state, or that the impacts differ by state. Spatial multilevel models or multilevel models incorporating spatially lagged independent variables would allow other coefficients to vary over space and could capture more complex forms of variation over space that cannot be captured in a random effects panel data model.
Finally, the dependent variables used in the models were estimated manufacturing employment, figures estimated from establishments grouped by employment-size class. The forecast errors from the different estimation methods, particularly quantile regression, are smaller in magnitude than the "Midpoint Method" used in practice (and also used by Glaeser et al. in their 1992 study). Any statistical models based on these constructed data, however, are still "estimates of estimates," and results could exhibit bias (although this bias is reduced since the measurement error is in the dependent variable, not the independent variables). More accurate methods of estimating employment levels should be investigated. Other methods that use the establishment by employment-size class data should also be explored. These methods would have to account for the fact that firm growth could result in a firm "moving" from one employment-size class to another; multivariate models could be used to simultaneously model the impacts in each employment-size class. However, model estimation methods of spatial count models, let alone multivariate spatial Poisson, negative binomial, or zero-inflated or hurdle models have not yet been implemented in computer software, and computational limitations would introduce additional technological barriers.
The estimated manufacturing employment models indicate that bypasses do have positive impacts on communities. Future work will examine the nature and extent of the impacts on surrounding areas and will also investigate methods of more accurately estimating variance over time and over space. Early models, however, do mirror findings of previous studies of the economic impacts of bypasses as well as more general infrastructure investment literature. Future work will determine whether more complicated models diverge from both previous work and the initial findings.
Figure 1: Study Area with Total Employment (2007) at ZIP Code Tabulation Area level (ZCTA).
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Distance from population center of ZIP Code to nearest large city, or "gravity city" GIS No 
Length of bypass traveling through ZIP Code

Number of major roads
Number of state highways, US highways, and Interstate highways passing through the ZIP Code (could be separate variables for number of state highways, number of US highways, etc.)
GIS, atlases No
Number of At-Grade Intersections
Number of intersections along bypass that are not grade-separated (per  mile) GIS, Google Earth, atlases Possibly 
Number of Grade-Separated Interchanges
Functional Class Description Rural Principal Arterial
Serves corridor movements with trip length, travel density characteristics indicative of substantial statewide or interstate travel.
Serves areas with Population 50,000 and over. Includes accesscontrolled facilities such as interstates.
Rural Minor Arterial
Spaced at intervals (consistent with population density) so all developed areas in a state are within reasonable distance of this type of highway. Provides intercounty service.
Urban Principal Arterial
Serves major centers of activity in a metropolitan area, carries high proportion of total urban area travel on a minimum of mileage. Includes access-controlled facilities such as interstates.
Urban Minor Arterial
Places more emphasis on land access with lower degree of traffic mobility, spaced 1/8-1/2 miles up to 1 mile apart Local Provides direct access to residential areas and other areas not accessible by the other functional classes.
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