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I. I NTRODUCTION
The erasure recovery capabilities of LDPC-Triangle and
LDPC-Staircase codes [2] can be greatly improved by means
of a Gaussian elimination decoding scheme [1]. Thanks to this
decoding, the LDPC-Triangle codes are now very close to an
ideal code. The LDPC-Staircase codes are also improved but
they are not as close to an ideal code as the LDPC-Triangle
codes are. Furthermore, for some code rates, the performances
of the LDPC-Staircase codes diverge from their asymptotic
behavior.
This document studies the influence of the N1 parameter
of the LDPC-Staircase codes, i.e., the target number of ’1s’
per column, which in turn controls the left degree of source
symbols, on the erasure recovery capabilities of the codes
when a Gaussian elimination decoding scheme is used.
II. T HE N1 PARAMETER
The N1 parameter, which controls the left degree, is a
parameter of the algorithm generating the left side of the parity
check matrix. This parameter controls the numbers of ’1s’ that
will be inserted in each column of the left side of the matrix
during the first step of the algorithm. This algorithm is the
following when this N1 parameter equals 3, the default value
[2] :
/* Initialize the matrix with 3 "1s" per column, homogeneously */
t = 0;
for (j = 0; j < k; j++) { /* for each source symbol column */
for (h = 0; h < 3; h++) { /* add 3 "1s" */
/* check that valid available choices remain */
for (i = t; i < 3*k && matrix_has_entry(u[i], j); i++);
if (i < 3*k) {
/* choose one index within the list of possible
* choices */
do {
i = t + pmms_rand(3*k-t);
} while (matrix_has_entry(u[i], j));
matrix_insert_entry(u[i], j);
/* replace with u[t] which has never been chosen */
u[i] = u[t];
t++;
} else {
/* no choice left, choose one randomly */
do {
i = pmms_rand(n-k);
} while (matrix_has_entry(i, j));
matrix_insert_entry(i, j);
}
}
}
After this step, the generation algorithm checks that there
are at least two ’1’s in each row of the left side of the parity
check matrix. If not, one or two additional ’1s’ are added to
the row :
/* Add extra bits to avoid rows with less than two "1s".
* This is needed when the code rate is smaller than 2/5. */
for (i = 0; i < n-k; i++) { /* for each row */
if (degree_of_row(i) == 0) {
j = pmms_rand(k);
matrix_insert_entry(i, j);
}
if (degree_of_row(i) == 1) {
do {
j = pmms_rand(k);
} while (matrix_has_entry(i, j));
matrix_insert_entry(i, j);
}
}
Because of this second step, the average number of ’1’ per
columns in the left side of the matrix, i.e., the left degree,can
be greater than the specified N1 parameter.
III. R ESULTS
A. Erasure recovery capabilities
Fig. 1. Inefficiency ratio W.R.T. the N1 parameter (object comp sed of 1,000
symbols, code rate 2/3)
Figures 1,2,3 show that the inefficiency ratio decreases as
the N1 parameter increases.
Figure 4 shows that increasing the N1 value improves
the erasure recovery capabilities for the range of code rates
considered. More specifically, the choice of the N1 parameter
is ideally a functon of the code rate, since a value of 4 is often
a good choice with a code rate 2/3, while a value of 6 will be
prefered with a code rate 1/3.
We can also observe that for lower code rates, the ineffi-
ciency ratio no longer depends on the N1 value. This behavior
comes from the fact that for low code rates, the specified N1
value is to small to satisfy the condition on the minimum
number of ’1s’ per row. Therefore, after the second step of
the algorithm, the actual left degree is always greater thane
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Fig. 2. Inefficiency ratio W.R.T. the N1 parameter (object comp sed of 1,000
symbols, code rate 2/5)
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Fig. 3. Inefficiency ratio W.R.T. the N1 parameter (object comp sed of 1,000
symbols, code rate 1/3)
specified N1 value, and all the curves exhibit similar error
correction capabilities.
B. Decoding complexity
The N1 value has an impact on the decoding complexity.
Not surprisingly, Figure 5 shows that the decoding time
increases with the N1 value. This figure also shows the initial,
almost constant, decoding complexity when the Zyablov ite-
rative decoding succeeds (i.e., for low loss probabilities), and
later on the progressively increasing complexity of the Gausi n
elimination since the iterative decoding is no longer sufficient
(i.e., as the loss probability approaches the decoding limit).
As N1 increases, on the one hand the Gaussian elimination
starts earlier (for lower values of the loss probability), and
is more and more costly. Nevertheless, even if the decoding
complexity of the LDPC decoder increases as N1 increases,
this decoder remains at least 9 times faster than the Reed
Solomon decoder for the range of values selected. With this
code rate (2/3), choosing a value of 4 for N1 offers a good
balance since the iterative decoding remain efficient (iterative
decoding remains efficient up to loss probabilities that amount
 0.98
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Fig. 4. Inefficiency ratio W.R.T. the code rate (object composed of 1,000
symbols, with various N1 values)
to 27%) while offering a significant improvement in terms
of erasure recovery capabilities (the curve ends closer to the
theoretical limit of 2/3 than when N1 equals 3).
IV. CONCLUSIONS
The performance of the LDPC-Staircase codes featuring a
Gaussian elimination decoding scheme can approach that of an
ideal code by a trivial modification of the parity check matrix.
Indeed, the erasure correction capabilities are significantly
improved when the N1 parameter is increased, where N1 is
the target number of ’1s’ per column in the first step of the
parity check matrix creation algorithm. The choice of the N1
parameter is ideally a functon of the code rate, since choosing
a value of 4 is often a good choice with a code rate 2/3,
while a value of 6 will be prefered with a code rate 1/3. A
direct consequence is that the N1 value parameter must be
transmitted to the LDPC-Staircase decoder as part of the FEC
Object Transmission Information.
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Fig. 5. Decoding time W.R.T. the loss probability with a hybrid Zyablov iterative decoding/Gaussian elimination scheme (object composed of 1,000 symbols,
code rate 2/3)
