Abstract. This is the first paper in a three-part series that examines formal inversion of the teleseismic P wave coda for discontinuous variations in elastic properties beneath dense, threecomponent, seismic arrays. In this paper, we develop the theoretical framework for a migration method that draws upon the tenets of inverse scattering theory and is amenable to practical implementation. The forward problem is formulated for two-dimensional (2-D) heterogeneity in observance of formal sampling requirements and currently accessible instrumentation. A ray theoretic Green's function, corresponding to a line source with axial component of forcing, is employed within the 2-D Born approximation to accommodate planar, incident wave fields at arbitrary back azimuths. Both the forward scattered response generated by the upgoing incident wave field and the backscattered response created by its reflection at the free surface are included within the formulation. In accordance with the high-frequency and single-scattering approximations employed in the forward problem the inverse problem is cast as a generalized Radon transform. The resulting back projection operator is well suited to the teleseismic context in several respects. It is tolerant of irregularities in array geometry and source distribution and allows a full complement of global seismicity to be utilized through its accommodation of oblique incidence. By permitting both independent and simultaneous treatment of different scattering modes (reflections, transmissions, conversions) the inversion formula facilitates a direct appraisal of individual mode contributions to the recovery of structure. In particular, it becomes evident that incorporation of backscattered modes leads to (1) a better localization of structure than possible using forward scattered energy and (2) the imposition of complementary constraints on elastic properties.
Introduction
Multichannel processing of teleseismic body wave data is becoming an increasingly important component of crustal and upper mantle structural studies. The P wave field is particularly useful in this regard owing to its relatively high signal-to-noise ratio and broad signal bandwidth, characteristics which afford it considerably greater resolving power than other teleseismic phases. Although P wave travel time tomography has been the most widely exploited technique to date for unveiling lateral heterogeneity within the lithosphere and underlying mantle [e.g., Aki et al., 1977; VanDecar, 1991; Humphreys and Dueker, 1994] , there is a growing appreciation of the potential that secondary scattered waves in the P coda harbor for delineation of still finer structural variations. This is evidenced through a range of studies undertaken in recent years involving multichannel processing of scattered teleseismic waves for crustal [Revenaugh, 1995b; Ryberg and Weber, 2000] , lithospheric [Kosarev et al., 1999; Revenaugh, 1995a] , and transition zone structure [Dueker and Sheehan, 1997; Shearer et al., 1999] . With the projected availability of greatly increased numbers of portable broadband, three-component seismometers [e.g., Levander et al., 1999] , further developments in multichannel processing of scattered teleseismic phases hold the promise of exciting new insights into the nature of the lithosphere and underlying mantle. This paper is the first of a three-part series that investigates formal, yet practical, inversion of teleseismic scattered waves for crust and upper mantle structure. It is based on a theory of inverse scattering developed by Beylkin and coworkers [Beylkin, 1985; Miller et al., 1987; Beylkin and Burridge, 1990] for seismic reflection applications, which exploits an analogy between high-frequency, single scattering and the Radon transform. The present work differs from these previous studies primarily through the geometrical context of the teleseismic application and an attempt to incorporate free-surface multiple reflections within the inverse problem. It also extends a previous study by Bostock and Rondenay [1999] (hereinafter referred to as BR) that considered teleseismic body waves recorded on strictly linear receiver arrays oriented perpendicularly to local geologic strike and in the plane of sources. This latter formulation, while insightful, is of limited practical use because (1) a majority of global seismicity is unavailable for analysis due to the irregular distribution of earthquakes along plate boundaries and (2) logistical considerations, e.g., road access, often dictate array geometries with uneven sampling and an obliquity to local geologic strike. The present study overcomes both of these shortcomings and thereby allows consideration of field data sets.
We will generalize the problem considered by BR as follows. The requirement of dense spatial sampling (i.e., station spacings of $5 km or less to avoid aliasing higher frequencies within the teleseismic P wave field) and currently accessible recording infrastructure restrict our consideration to quasi-linear arrays of receivers. By quasi-linear we imply that some deviation from a strictly linear configuration can be tolerated, as indicated in Figure 1 . Because the two-dimensional (2-D) Earth's surface is effectively sampled in only one dimension, the inverse problem of retrieving 3-D subsurface structure is highly underdetermined. Consequently, we will regularize the problem by assuming that the underlying Earth is 2-D with known geologic strike. While it is desirable that strike direction be perpendicular to the dominant array axis to mitigate the effects of true 3-D structure, this is not strictly required in the treatment that follows. Furthermore, to exploit the full complement of sparsely distributed earthquake sources (and thereby render the treatment practically useful), we must allow for wave fields incident upon the underlying crust and mantle from arbitrary back azimuths.
The large (>30°) epicentral distances represented by the teleseismic P wave field permit an important, simplifying assumption to be made, that is, that the incident wave field is effectively planar in horizontal aspect over the breadth of the array. As the incident wave field encounters small-scale structures, it generates forward scattered waves that follow the direct wave to the surface. For single-station recordings, these waves are often interpreted in terms of near-planar, lithospheric discontinuities in shear velocity using the receiver function technique [Langston, 1979; Vinnik, 1977] . The forward scattering geometry contrasts with that of seismic exploration practice where a reflection or backscattering response is generally measured (see Figure 2) . It is important to recognize, however, that the teleseismic wave field also affords the opportunity of measuring a backscattered response through the readily predictable reflection of an incident plane wave at the free surface. These reflections can be regarded as new plane wave sources that further interact with underlying structure to produce backscattered energy recorded on the receiver array. Although this surface-reflected energy is frequently regarded as a source of noise, our approach will be to include it together with forward scattered energy in a simultaneous inversion for subsurface structure.
We will begin by developing the forward problem using a single-scattering/high-frequency formulation which describes the forward scattering of a plane wave obliquely incident from below upon a 2-D medium (equations (24) and (25)). Having cast the forward problem in a standard form, we proceed to identify an approximate inversion formula (equations (39) -(41)) for isotropic material property perturbations using the generalized Radon transform as from Miller et al. [1987] and Beylkin and Burridge [1990] . Note that our derivation for both forward and inverse problems is similar in outline to these two earlier studies. Consequently, emphasis in this paper is placed on those aspects specifically relevant to the teleseismic application. We then proceed to examine the effect of the free surface; in particular, we demonstrate how free-surface reflections may be readily accommodated within the formalism to provide additional constraints on subsurface structure. Our treatment concludes with a brief discussion of factors governing the resolution of physical and geometrical properties of interest. This paper (hereinafter referred to as paper 1) establishes the theoretical framework and background for the two companion papers by Shragge et al. [this issue] (hereinafter referred to as paper 2) and Rondenay et al. [this issue] (hereinafter referred to as paper 3). Paper 2 examines the potential and limitations of our approach using complete synthetic seismograms for an idealized collisional suture model. Paper 3 completes the three-part series T . Snell's law requires that the component of slowness in the strike direction, p 2 , be conserved across all scattered waves for an individual incident wave field. Note that receiver responses measured at constant x 1 are identical to within a phase shift of e Àiwp2x2 . Further note that x 1 , x 3 is a plane of mirror symmetry; hence the integration over back azimuth, g, in (39) may be restricted to the interval [0°, 180°].
with an example of processing that uses field data from the Cascadia 1993 -1994 (CASC93) teleseismic experiment [Li and Nabelek, 1999] .
Forward Problem
Consider the scenario depicted in Figure 1 . A slightly irregular configuration of receivers is oriented obliquely to the strike (taken to be the x 2 direction) of an underlying, depth-localized 2-D medium. These receivers record the teleseismic wave field originating from a distant earthquake source at some arbitrary back azimuth g. In the following derivation we will assume that propagation from source to receiver-side upper mantle occurs within a 1-D reference medium and that local 2-D, receiver-side, crust and mantle structure exists as a perturbation on this 1-D medium, as shown in Figure 3 . We shall assume that the Earth's sphericity has been accounted for in advance through an Earth-flattening transformation [Chapman, 1973] , if necessary. The invariance of material properties in the x 2 direction implies that wave number components of the incident wave field in this direction scatter independently, that is, without cross coupling. For sources at teleseismic distances the incident wave field can be taken to be effectively planar in horizontal aspect and thus characterized by a single horizontal slowness. Consequently, all scattered waves will share this same component of slowness in the x 2 direction for any individual source. This behavior, an expression of Snell's law for 2-D geometries, is the essential ingredient in the treatment of the forward problem.
Upon Fourier transformation in time the total displacement wave field u i in a 2-D anisotropic elastic medium can be expressed in indicial notation as
where c ijkl = c ijkl (x 1 , x 3 ) is the elastic tensor, r = r(x 1 , x 3 ) is density, w is radial frequency, F i is body force per unit volume, and, e.g., @ j is an abbreviation for @/@x j . To simplify the ensuing development, we will represent this equation in operator notation as
where the second-order, linear differential operator L ik is defined by
The reference displacement wave field u i 0 satisfies a similar equation:
but with material properties replaced by c ijkl 0 = c ijkl 0 (x 3 ) and r 0 = r(x 3 ) which, recall, we have restricted to be functions of depth alone. The definition of perturbation quantities
leads to the derivation of a wave equation
where Áu k can be interpreted as arising from an effective source distribution involving material property perturbations Ác ijkl (x 1 , x 3 ), Ár(x 1 ,x 3 ), and the total wave field u i (x 1 , x 2 , x 3 ). Equation (7) is then Fourier transformed to remove the dependence on coordinate x 2 , yielding
where the transformed quantities are identified through an overlying tilde. The dual variable (i.e., wave number in the x 2 direction) is represented as wp 2 with p 2 equal to the component of phase Forward scattering geometry for passive teleseismic experiment. Quasi-planar teleseismic wave field incident upon structure from below generates transmitted waves recorded at receivers on the surface. (c) Backscattering geometry for passive teleseismic experiment. Quasi-planar surface-reflected P and S wave fields are topside reflected from structure and recorded at surface receivers.
slowness in the x 2 direction; thus all transformed quantities possess the same dependency (x 1 , x 3 ; p 2 ). We now introduce the adjoint Green's function e G y kn ¼ e G y kn
where the primed coordinates denote the source location and the operator e L 0y is adjoint to e L 0 . The derivation proceeds by taking the inner product of (8) with e G in y and (9) with De u i , subtracting, integrating over the x 1 , x 3 plane, and applying the divergence theorem. Noting that e G in y and De u i satisfy outgoing radiation conditions such that the resulting surface integrals vanish [see, e.g., Hudson, 1980] , we have
The adjoint Green's function satisfies
where e G in is the Green's function for the operator e L 0 . The first equality follows from the definition of the adjoint Green's function, while the second is a result of the geometry adopted for this problem. In addition, we have assumed that the perturbations Dc ijkl (x 1 , x 3 ), Dr(x 1 , x 3 ) vanish at the free surface and that there are no discontinuities in material properties in either the reference medium or the 2-D perturbation structure. The presence of discontinuities will produce additional interface terms in (10), which may be cancelled through an integration by parts of the right-hand side. The harmonic dependencies in x 2 of the wave fields within the integrand are therefore reinstated to allow a compact expansion of the operator, and the integral is evaluated by parts to yield
where, explicitly,
Note that we have used the properties of the adjoint Green's function (i.e., second equality in (11)) to transfer the @ 2 operator from Ác ijkl @ l u k to G in y in (12). Equation (12) is now in the form of a Lippman-Schwinger equation and can be linearized through the Born approximation (u k % u k 0 ) under the assumption that perturbations in material properties are small, yielding
Equation (15) applies for general anisotropy and treatment thereof in a 2-D context is reasonable since many of the processes inferred to impart anisotropy to the lithosphere and upper mantle (e.g., ridge spreading, plate decoupling, subduction) are inherently 2-D. However, unless seismicity is well sampled in back azimuth and arrays are deployed for longer durations (i.e., several years at least), it is unlikely that field data sets will be adequate for analysis of anisotropy. In the present work, we will therefore proceed to confine our attention to purely isotropic heterogeneity,
In addition, we will restrict consideration to the treatment of waves scattered from incident teleseismic P, since it is likely to be more useful in the retrieval of mantle structure than teleseismic S for a range of reasons which include (1) lower signalgenerated noise levels, (2) higher frequency content, (3) lower horizontal slowness leading to diminished likelihood of supercritical interactions in subhorizontally stratified media, (4) lesser degrees of interference with other prominent phases (i.e., SKS, ScS, SP), and (5) greater efficiency in P-to-S scattering than the reverse process [see, e.g., Wu, 1989] . Following BR and similar studies before it, we adopt a ray theoretic Green's function for
where the phase delays t P , t S are defined by
and A P ; A S ; q P ; q S ;x
are defined in Appendix A. Note that the minus sign on p 2 x 2 in both (18) and (19) arises from the definition of the adjoint Green's function. The Fourier transformation which resulted in (8) implies that u 0 in (15) represents a single harmonic component (wp 2 ) of the incident wave field. As indicated earlier, we will take this wave number to characterize the incident wave field over the entire receiver array. Moreover, we shall, for the time being, ignore the effects of the free surface. The incident wave field can thus be written as
where
The unit polarization vectorsx
i of the P waves in (17) and (20) are in the same direction as their respective slowness vectors @ i t P and @ i t 0 . The S polarization of the Green's function in (17) is defined in terms of mutually perpendicular SV and SH unit vectors,x SV i andx SH i . Note, however, that only the component of polarization (say a ð2ÞxS i ) that lies within the plane formed by the incident P ray and Green's function S ray is involved in P-to-S scattering. Therefore we make use of the S polarization convention defined by Beylkin and Burridge [1990] to represent this polarization locally at the scattering point. By retaining only those terms of highest order in frequency and recasting the perturbations (Dl; Dm; Dr) in (Da; Db; Dr) as a set of more nearly independent variables (see, e.g., BR), it follows that we may reformulate (15) in terms of scattering contributions from P and S modes:
where superscript zero denotes properties of the reference medium, q is the ''scattering'' angle between incident and scattered (i.e., Green's function) rays. In (24) and (25) the scattered wave field is linearly related to the material property perturbations through q-dependent coefficients which describe the radiation patterns for scattering interactions of P into P (Dm 1 n ) and P into S (Dm 2 n ) (see Table 1 for list of scattering modes). Since the reference plane wave field is upgoing, both interactions represent forward scattering; that is, the sampling of scattering angle will tend to be centered about q = 180°. Further note that both integrals in (24) and (25) are 2-D with no dependence on x 2 . In fact, their form is similar to that outlined for the strictly 2-D in-plane analysis in BR and thus allows for an analogous development of the linearized inverse scattering operator using the generalized Radon transform [Miller et al., 1987; Beylkin and Burridge, 1990] or related approaches [Jin et al., 1992; Forgues and Lambaré, 1997] as we describe in section 3.
Inverse Problem
For convenience, (24) and (25) will be recast in a more compact form as
where the 2-D spatial variables x, x 0 are understood to span the x 1 , x 3 plane, index q identifies the wave type interaction, the scattering potential f q (x, q) includes both the material property perturbations and scattering angle-dependent radiation patterns, and we have for, e.g., q = 1,
It will prove expedient to represent the dependence of the scattered waves on the incident wave through the two independent components of incident horizontal slowness
is introduced by multiplying both sides of (26) by isgnðwÞ= ffiffiffiffiffiffiffiffi Àiw p , followed by an inverse Fourier transform,
where H{} denotes Hilbert transform. Assuming that the scattering body is localized to the vicinity of a point x 0 , the final integral in (29) may be approximated following the approach of Miller et al. [1987, equations (19) - (25) forward scattered P-to-P P " P" 2 forward scattered P-to-S P " S" 3 backscattered P-to-P P # P" 4 backscattered P-to-S P # S" 5 backscattered S-to-P S # P" 6 backscattered S-to-S (polarization in-plane)
backscattered S-to-S ( polarization out-of-plane)
a Incident wave type and direction of propagation are indicated by first letter and arrow, while scattered wave type and direction are indicated by second letter and arrow.
The spatial gradient of the total travel time function
) is evaluated with respect to the scatter point coordinate x 0 , and n = r 0 T q /jr 0 T q j is a unit vector which, note, is confined to the x 1 , x 3 plane. It follows that we may approximate
f (this approximation will ultimately restrict the validity of the reconstruction algorithm to short-wavelength variations in structure [see, e.g., Miller et al., 1987] ). It is further convenient to take the inner product of A n q (x 0 , x 0 ) with both sides of (31) and rearrange such that (32) is in a form which allows us to exploit the definition of the inverse 2-D Radon transform to define a back projection operator that reconstructs the q-dependent scattering potential f q (x 0 , q). The 2-D Radon transform pair is given by [e.g., Deans, 1983] Fðn; sÞ ¼
where the angle y defines the direction of n (and, in our case, r 0 T q as shown in Figure 4) . A comparison of equations (34) and (32) leads directly to an inversion formula for the scattering potential as
which is valid within the high-frequency and single-scattering approximations that we have made. Equation (35) indicates that with a suite of measurements made at constant q and sampling the full range of y, one may reconstruct the scattering potential at a point x 0 within the validity of the single-scattering and high-frequency assumptions. Isolation of the scattering potential is, of course, only an intermediate result from which we wish to extract the material property perturbations. To proceed, we must exploit the fact that our data will, in general, represent a range of scattering angles q i . Thus we may write
where W r q are the q-dependent radiation pattern coefficients in (24) and (25) , Ár/r 0 for r = 1, 2, 3). With four or more independent measurements in q i this linear system is overdetermined and may be solved in a least squares sense. Although the problem is solved in principle, it is desirable to recast the solution in a form more amenable to practical implementation. Specifically, we wish to identify source (jp ? 0 j, g) and receiver (x 0 1 ) coordinates as integration/summation variables in place of y, q. This will require a further subdivision of the data into magnitude of the incident horizontal slowness, jp ? 0 j, and the solution of a weighted set of normal equations written in matrix form as
where the correspondences are W r q (q i ) $ W, f q (x 0 , q i ) $ f, and Ám r (x 0 ) $ Ám. The weighting coefficients C ij (nonzero elements of diagonal matrix C) in (37) can be chosen in a variety of ways; one possibility is to represent the elements of g as
where j indexes source events. The integration over y, q in (38) is now recast to obtain an integration over event back azimuth g and receiver position x 0 1 through the introduction of a Jacobian of the corresponding transformation [Beylkin, 1985] (see Appendix B):
Equation ( ) for all sources and receivers. The material property perturbations at any image point x 0 are retrieved from these stacks through a trivial 3 Â 3 matrix inversion and multiplication as
where the elements of H are defined by
with the dependence of radiation pattern on jp ? 0 j and x 0 explicitly identified.
The formulation we have set out above has a number of properties that are particularly attractive in the treatment of teleseismic waves. In particular, the method can accommodate a wide variety of source-receiver geometries simultaneously and is not restricted to the treatment of data from an individual physical experiment, i.e., involving a single source. As a result, there is no formal requirement for uniform sampling in receivers x 0 1 , or source back azimuth g. This feature is important when considering the irregular distribution of global seismicity and the difficulty in locating quality recording sites. Furthermore, the ray-based formulation results in an explicit identification of different scattering mode interactions q (as well as forward versus backscattering as we discuss in section 4) within the back projection formula (39). Consequently, one may monitor and weight the individual scattering mode contributions to the elastic parameter reconstruction at any image point. This consideration along with a host of other important practical issues pertaining to numerical implementation are discussed in detail in papers 2 and 3.
Incorporation of the Free Surface
We have, to this point, ignored the effect of the free surface, which, for the present discussion, will be taken to be planar and horizontal. The free surface impacts the problem in two ways. First, it produces P and S reflections with amplitudes comparable (though smaller) to that of the incident wave, which are subsequently backscattered by underlying lithospheric structure. Second, the free surface distorts the amplitude and polarization of the (surface) recorded displacement from those expected for a purely upgoing wave. We will investigate both of these aspects in turn.
Strong reverberations, in particular, crustal multiples, are often considered a source of noise in lithospheric studies employing teleseismic waves because they arrive in the same time interval (10 -25 s) after direct P in which direct conversions from depths of 100 -250 km are expected. In principle, however, these backscattered waves can be harnessed to place constraints on structure that are complementary to those afforded by forward scattered waves with respect to both spatial resolution and material property separation. Incorporation of backscattered waves is straightforward within the formalism and geometry that we have adopted. Since the incident P wave is taken to be planar (i.e., characterized by a single horizontal slowness jp ? 0 j), the surface-reflected waves will share the incident horizontal slowness. By including two additional terms in (20) corresponding to the free surface reflections, i.e., 
the Born approximation is improved as a greater proportion of the total wave field is accounted for within u i 0 . Another way of viewing this modification is to note that the additional terms effectively represent plane wave (P and S) sources incident from above with relative amplitudes governed by the free-surface reflection coefficientsR PP ;R SP . The interaction of these reflected waves with underlying structure introduces, in principle, a further four (back)scattering mode interactions (i.e., reflected P-to-P (q = 3), P-to-S (q = 4), S-to-P (q = 5), and S-to-S (q = 6,7) for a total of six phases providing constraints on subsurface elastic structure (in practice, these interactions have different sensitivities rendering some more useful than others as discussed in papers 2 and 3). The free-surface reflected P-to-P and P-to-S (q = 3,4) interactions are (with the trivial modification of amplitude by free-surface reflection coefficient) directly accounted for by the forward scattering formulation (q = 1,2) of previous sections. To accommodate incident S wave interactions (q = 5,6,7), we must incorporate the relevant radiation patterns within W r q (q) for use in (39) and (41). Note that for oblique incidence this will generally require the definition of two S-to-S scattering modes: one (q = 6) that describes scattering for polarization within the plane defined by incident and Green's function rays and a second (q = 7) for polarization perpendicular to this plane. Accordingly, we write ), y, f), and dashed lines signify properties with a projection in x 2 (i.e., r 0 T 0 , r 0 T S , q). Note that the sensitivity of total travel time to scatterer location, r 0 T (2) , is perpendicular to the isochronal surface T (2) = const.
Here, as in (25), the factors a ð6Þx S k n and a
ð7ÞxS?
n ðx 0 3 Þ account for the effect of initial S wave polarization on the scattering mode amplitudes [see, e.g., Beylkin and Burridge, 1990] . A full list of scattering modes appears in Table 1 .
In principle, we must also consider the free surface from the point of view of the recorded displacement field. Equation (39), for example, implicitly assumes that the filtered data v n q comprise only upgoing waves; the (reflected) downgoing P and S components are ignored. Both the recorded wave amplitudes and polarizations will therefore generally differ from those of the pure upgoing mode. These effects can be readily accounted for using the elements of the free-surface transfer matrix as defined in the appendix of BR. However, aside from a factor of 2 scaling in amplitude, the effect of the free surface is rather minor. Figure  5 displays the amplitude and direction of displacement at the free surface, as a function of horizontal slowness, for an incident P wave with unit amplitude and surface P and S velocities of 5.0 and 2.9 km/s, respectively. Over most of the slowness range, the amplitude of surface motion varies by <5%, while the polarization direction differs by less than ±5°from that of the incident wave. Thus corrections for the free surface beyond the simple factor of 2 will be significant only in very low noise circumstances.
Resolution
In this section we discuss several issues related to the resolution of images formed using the approach detailed above. Resolution in this context takes two distinct forms, notably the ability to isolate material property perturbations and the geometrical resolution, which includes both volume localization and dip definition. Geometrical resolution is directly assessed by defining the resolution kernel for the generalized Radon transform. Accordingly, we substitute the middle part of (29) 0 ) ), and expressing the Fourier transform along the positive real axis, we can write
where we have set k = wr 0 T q (x 0 , x 0 ). As written, (48) is an integral expression for the 2-D spatial delta function d(x 0 À x). In practical circumstances the finite aperture and limited bandwidth will result in incomplete support, and, consequently, image quality will be degraded. Typically, the degree of degradation will vary from point to point according to sampling in T q , and so it is desirable to compensate in some manner. One approach is to follow de Hoop et al. [1999] and normalize the diagonal of the resolution operator, R(x 0 , x 0 ) to unity, which is equivalent to replacing the factor 1/4p in (39) with a factor C, where
In practice, we shall consider only the effect of travel time gradient in (49) and accommodate finite frequency bandwidth by normalizing each seismogram by the peak amplitude of the incident wave prior to inversion. The factor C will tend to balance amplitude anomalies across the image; however, it will not compensate for the loss in dip or volume resolution. Dip F R À P /F Z À P ) of BR) and incident wave. Both of these quantities were calculated for surface velocities of a = 5 km/s, b = 2.89 km/s. Note that both quantities show little variation except at near-grazing incidence.
resolution, which is discussed in greater detail by Beylkin et al. [1985] and Miller et al. [1987] , is dependent on the range of y represented within the data set. Accordingly, dipping structures are well resolved in directions perpendicular to sampling in r 0 T q . Volume resolution is likewise controlled by the sampling in jkj = w jr 0 T q j and, as such, is determined in equal measure by frequency and total travel time gradient. This latter quantity is simply the sensitivity of travel time to scatterer location and, for two dimensions, appears as a quadratic weight within the back projection formula (39). Consequently (and quite naturally), contributions within the diffraction stack corresponding to scattered ray geometries that are insensitive to scatterer location are downweighted relative to those with increased sensitivity. This observation impacts the teleseismic problem in two ways. First, we note that the travel time sensitivity for forward scattering is smaller than that for backscattering owing to partial cancellation of incident and scattered slowness vectors in, e.g., (28). In fact, the sensitivity is zero in the case of intramode (e.g., P-to-P) forward scattering along the incident ray, as discussed extensively by Marquering et al. [1999] . The utility of incorporating the surface-reflected wave field in improving resolution thus becomes obvious (in practice, this advantage will be offset to some degree by noise as discussed in paper 3). The second issue concerns obliquity. For waves incident at oblique angles to strike the p 2 slowness components cancel in the calculation of r 0 T q (x 0 , x 0 ), i.e., in (28). As a result, sensitivity is reduced for waves incident subparallel to strike, and these contributions are downweighted relative to scattering interactions that take place more nearly within the x 1 , x 3 plane.
In discussing resolution we must also consider the ability to distinguish individual elastic property variations. Their resolution also depends on the ray geometries represented within particular data set and, again, differs significantly between forward scattering and backscattering. For backscattering scenarios (i.e., q % 0°) P and S impedances and density form the most nearly independent set of parameters, whereas P and S velocities and density are favored in forward scattering (i.e., q = 180°) configurations [see Tarantola, 1986; Wu, 1989; BR] . In more general circumstances (such as those involving both forward scattering and backscattering as here) the optimal choice must be determined through eigenvector decomposition of the Hessian matrix H in (41) and may not correspond to physical properties of interest. As demonstrated by Forgues and Lambaré [1997] , it is possible to examine this aspect after the imaging process.
Concluding Remarks
In this paper, we have established a theoretical framework for inverse scattering amenable to practical inversion of the teleseismic P wave coda for lithospheric structure below dense, passive seismic arrays. The key elements in our development are (1) regularization of the problem through the assumption of 2-D structure to accommodate sampling requirements and current hardware inventories, (2) the assumption of plane, incident wave fields, which allows for a straightforward treatment of oblique incidence, and, consequently, the inclusion of wave fields from arbitrary back azimuths, (3) use of the generalized Radon transform as a back projection operator, which permits irregular sampling in sources and receivers, and independent consideration of different scattering mode interactions, and (4) accommodation of the backscattering response afforded by the surface-reflected wave field, which possesses greater spatial resolution than forward scattering and a complementary sensitivity to material properties. In the two companion papers we will explore a number of the practical issues surrounding implementation of the method using both synthetic seismograms and field data.
Appendix A: The 2-D Elastic Green's Function for Oblique Incidence
Our goal in this appendix is to derive a ray theoretic solution to
for an isotropic 1-D reference medium. We follow the standard approach of solving (A1) exactly for a homogeneous medium and, subsequently, matching the solution to the ray theory ansatz. Solution of (A1) is, under these conditions, equivalent to solving
where a and b are the P and S wave velocities, respectively. In (A2) we have explicitly identified the harmonic contribution in the source term and require the same dependence of G in , such that
Physically, G in describes the wave field originating from a line source with an axis-parallel component of forcing, that is, in the x 2 direction (see Figure A1 ). It is worth noting here that the amplitude of G in is independent of x 2 and depends only on the distance perpendicular to the source axis. The (outgoing) solution may be determined by conventional means [Hudson, 1980] as
where H 0 (1) denotes the Hankel function of the first kind and the variables r, n, and h are defined by
At high frequencies (nr, hr ) 1) the Hankel function has the asymptotic form, e.g.,
Incorporating (A6) in (A4) and retaining only terms of lowest order in r À1/2 yields the ray theoretical solution for a homogeneous medium: 
where the superscripts P and S denote P and S waves, respectively (e.g., p j S p j S = b
À2
), and note that p 2 p = p 2 S = p 2 .
The ray theory ansatz for the Green's function of (A1) 
The vertical delay times q P and q S are calculated as
are unit polarization vectors defined bŷ
where the superscript T denotes transpose and the S wave polarization has been written in terms of SV and SH components. Note that this definition of e x SV i
ensures that the reflection coefficient e R SP in (42) is always negative. At the scattering point, however, we exploit an alternate polarization convention for S waves defined by Beylkin and Burridge [1990] to derive the compact expressions for radiation patterns in (24), (25), and (43) - (45)).
The adjoint Green's function G in y (x 1 , x 3 ; x 0 1 , x 0 3 ; x 2 ) required in the main derivation has the same form as (A8) but with the p 2 dependence replaced by Àp 2 . By matching (A8) with (A7) near the source point we have, for P waves,
where the effect of obliquity is evident through the factor ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 1 À p 2 2 ½a 0 ðx 0 3 Þ 2 q , and [ J P (x 3 ; x 0
3 )] 2 is the 2-D geometrical spreading function [e.g., Hudson, 1980] . This latter quantity depends on the divergence of rays in the x 1 , x 3 plane as there is no divergence parallel to x 2 . The amplitude function for S waves is, likewise,
Note that by setting p 2 = 0 in (A13) and (A14), we retrieve standard forms for the 2-D elastic wave Green's function.
Appendix B: Jacobian of the Transformation of Variables
In this appendix we evaluate the Jacobian, which appears in the generalized back projection operator of (39) and that transforms the integration over data space (i.e., incident waves, receivers) to an integration over the geometrical quantities q, y defined in Figure 2 . In order to do so, we make note of a number of important properties. First, logistical considerations may require that receivers are laid out in irregular arrays over the Earth's surface, that is, on (x to an equivalent response along the x 1 axis by a simple phase shift of e Àiwp2x 0 2 . Thus the integration over receivers is readily reduced to an integration over coordinate x 0 1 (furthermore, it is generally desirable and convenient to normalize all times to the arrival of direct P; see discussion on preprocessing in BR and paper 2). The integration over plane waves (i.e., the effective source) involves two parameters which we take to be jp ? 0 j and g, where j p p p p 0 ? j¼
q is the magnitude of incident horizontal slowness and g is the back azimuth to the event measured clockwise from the x 1 axis (see Figure 1) . Accordingly, the integration over data space spans three independent variables (jp ? 0 j, g, x 0 1 ), while the imaging conditions require two independent variables: y for dip resolution and q to distinguish the material property perturbations. The inequity resulting from the one additional data parameter, in principle, reflects data redundancy and, in practice, is important due to high noise levels and the sparse, irregular distribution of global seismicity. We have some liberty, therefore, in which two (of a total three) data variables we include in the Jacobian evaluation. Our choice of x 0 1 , g in (39) is motivated by the fact that these two variables are generally sampled more completely than jp ? 0 j, although this will be, to some degree, dependent on the distribution of earthquake sources for a particular experiment (accordingly, we list two alternative possibilities at the end of this appendix). Further note, then, that the integration in g may be reduced from a full 360°to a 180°interval on one side of the vertical plane oriented perpendicular to strike (i.e., the x 1 , x 3 plane). This is a plane of mirror symmetry which implies that any source falling outside the 180°window can be corrected to an equivalent response within the interval by reversing the sign of the component of motion in the x 2 direction.
To proceed, we define the angular quantities q, y for P-to-S scattering through
where all depth-dependent quantities (i.e., a 0 , b 0 , and p 3 S ) are evaluated at the scattering point. Corresponding expressions for, e.g., P-P scattering are obtained by substituting a 0 for b 0 and p 3 P for p 3 S in (B1) and (B2). The signs (±) of the radicals in (B1) and (B2) are dictated by the sign of p 1 S (dependent in turn on the horizontal location of the receiver relative to the scattering point) and the sign of p 3 0 (which depends on whether we are concerned with forward or backscattering). In this form the functional dependencies are readily identified as q ¼ q p 
The third factor, @p 3 S /@x 
As before, the corresponding quantity for P-P scattering is readily obtained by substituting a 0 for b 0 and P superscripts for S superscripts.
Finally, it is worthwhile considering two alternatives to the Jacobian derived above. Should the distribution of seismicity be confined to one or several dominantly azimuthal corridor(s), it may be desirable to exchange the roles of jp ? 0 j and g within the back projection operator in (39). In that case an analogous development leads to the required Jacobian 
Alternatively, if plane wave sources are only sparsely sampled as, for example, in the case of a single source recorded on an array, it may be more reasonable to limit structural recovery to a single material parameter. The optimal choice of parameter can be facilitated through a diagonalization of the Hessian matrix in (41) [Forgues and Lambaré, 1997 ; BR] upon consideration of the contributing scattering modes. In this situation we no longer need to consider scattering angle q in the transformation of variables, and the Jacobian reduces to a simple derivative , r 0 P and S velocities and density in the reference medium. Áa, Áb, Ár perturbations in P and S velocities, and density. c ijkl , r elasticity tensor and density. Ác ijkl , Ár perturbations in elasticity tensor and density. 
