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Abstract
We derive a large deviation principle for the empirical measure of zeros of
the random polynomial Pn(z) =
∑n
j=0 ξjz
j, where the coefficients {ξj}j≥0 form
an i.i.d. sequence of exponential random variables.
1 Introduction
The study of the zero set {z1, . . . , zn} of random polynomials
Pn(z) =
n∑
j=0
ξjz
j (1)
with i.i.d. coefficients {ξj}j≥0 has a long and rich history, which we will not review
here; see [BRS86] for a classical account and [TV13] for the most recent results. Under
mild conditions, the convergence of the empirical measure Ln =
1
n
∑n
i=1 δzi of zeros of
Pn to the uniform measure on the unit circle goes back at least to [SS62] and [ET50];
scaled version of this convergence can be found in [SV95] (for the Gaussian case) and
[IZ95] (for more general i.i.d. coefficients in the domain of attraction of stable laws).
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We are interested in the large deviations for the empirical measure Ln. In the case
of Gaussian coefficients, this has been studied before [ZZ10], [Be08], [Bl11], exploiting
methods related to those used in the study of random matrices from the classical
β-ensembles [BAG97, BAZ98, SS12]. Like in the case of random matrices, when one
ventures away from the Gaussian setup (with i.i.d. coefficients), not much is known
concerning large deviations.
Our goal in this paper is to exhibit a new class of coefficients, for which a large
deviation principle for the empirical measure can be proved, namely the class of i.i.d.
exponential coefficients, which for concreteness we normalize to have parameter 1. To
our knowledge, the first to consider explicitly asymptotics for this class was Wenbo
Li [Li11], who used general formulae of Zaporozhets [Za04] in order to compute the
probability that all roots in such a polynomial are real. We relate our result to Li’s
computation in Theorem 1.2 below.
In order to state our results, we introduce some notation. In the rest of the paper,
Pn denotes a random polynomial as in (1), with i.i.d. exponential (of parameter 1)
coefficients {ξi} and associated empirical measure of zeros Ln. For any Polish space
X , let M1(X) denote the space of probability measures on X , equipped with the
topology of weak convergence. Let pol+ denote the collection of polynomials (over
C) with coefficients that are real positive. For p ∈ pol+, let µp ∈ M1(C) denote
the empirical measure of zeros of p. Note that µp depends on the set of zeros and
not on a particular labeling of the zeros, that µp is symmetric with respect to the
transformation z 7→ z∗, and that µp(R+) = 0. (Here and in the sequel, we use R+ to
denote the interval (0,∞).) Finally, for any space X and subset A ⊂ X , we let A∁
denote the complement of A in X .
We introduce the closure of the collection of empirical measures of polynomials with
positive coefficients
P = {µp : p ∈ pol+} ⊂ M1(C) . (2)
Obviously, Ln ∈ P. A characterization of P, due to Bergweiler and Eremenko, appears
in Theorem 2.3 below.
Definition 1. For any measure µ ∈M1(C), define the logarithmic potential function
to be
Lµ(z) =
∫
log |z − w|dµ(w)
and the logarithmic energy to be
Σ(µ) =
∫∫
log |z − w|µ(z)µ(w).
Definition 2. Define the function I :M1(C)→ R+ by
I(µ) =
{ ∫
log |1− z|dµ(z)− 1
2
∫∫
log |z − w|dµ(z)dµ(w), if µ ∈ P,
∞, if µ /∈ P
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We will see in Section 3.1 that I is well defined (for µ ∈ P, as the integral with
respect to µ × µ of the function f(z, w) = log |1 − z| + log |1 − w| − log |z − w|) and
non-negative (the latter fact is immediate from the lower bound in Lemma 6.1)1.
Our main result concerning large deviations of Ln is the following.
Theorem 1.1. The random measures Ln satisfy a large deviation principle in the
space M1(C) with speed n2 and good rate function I. Explicitly, we have:
(i) The function I : M1(C) → [0,∞] has compact level sets, i.e. the sets {µ :
I(µ) ≤M} are compact subsets of M1(C) for each M ∈ R.
(ii) For each open set O ⊂M1(C), we have
lim inf
n→∞
1
n2
logPn(Ln ∈ O) ≥ − inf
µ∈O
I(µ).
(iii) For each closed set F ⊂M1(C), we have
lim sup
n→∞
1
n2
logPn(Ln ∈ F ) ≤ − inf
µ∈F
I(µ).
Comparing the statement of Theorem 1.1 with the main results in [BAZ98] and
[ZZ10], one sees that in spite of the fact that we are dealing with zeros of random
polynomials, the rate function is closer to a random matrix theory rate function than
to the one appearing in the Gaussian case. This is due to the expression for the
joint distribution of zeros, see Section 2.1 below. We also note that because I is a
good rate function, any minimizer µ of I(·) in M1(C) must satisfy that I(µ) = 0; in
particular, the uniform measure on the unit circle is a minimizer, as one expects from
the limit results in [ET50], [SS62]. The strict convexity of I (which follows from the
same argument as in [BAG97] together with the convexity of P) shows that it is the
unique minimizer.
As mentioned above, we tie our results to Li’s computation in [Li11]. Toward this
end, let R− = R \ R+ and define µR ∈ M1(R−) ⊂ M1(C) to be such that I(µR) =
infµ∈M1(R−) I(µ) =: IR. (Such a minimizer exists due to the lower semicontinuity of
I.)
Theorem 1.2. Conditioned on Ln ∈ M1(R−), the sequence of random empirical
measures Ln satisfy the large deviation principle in M1(R−) with speed n2 and rate
function IR(µ) = I(µ)− IR. In particular, conditioned on Ln ∈ M1(R), the sequence
Ln converges weakly to µR ∈M1(R−).
1A. Eremenko showed us a direct proof of the non-negativity of I, that bypasses the use of the
lower bound from Lemma 6.1. Since we need the latter lemma for other reasons, we do not reproduce
his proof here.
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A characterization of µR is given in the next theorem, due to J. Baik.
Theorem 1.3. The minimizer µR has density with respect of Lebesgue measure on
R− equal to
φ(x) =
1
π(|x|+ 1)√|x|1{x<0} . (3)
An interesting feature of the minimizer µR is that it is not compactly supported. We
discuss Theorems 1.2 and 1.3 in Section 9.
History and Acknowledgements: Our interest in this problem started when one
of us (O.Z.) attended a talk by Wenbo Li on [Li11]; that talk suggested that an
underlying large deviation principle should exist in the real case, and J. Baik computed
its equilibrium measure, repeated here as Theorem 1.3. Wenbo Li’s untimely death
prompted S. G. and O. Z. to revisit the problem, and the important role of the class P
in the complex case emerged. We posted the question concerning the characterization
of P on MathOverflow [MO13], and the question was answered in [BE14].
We are indebted to J. Baik for allowing us to use his proof of Theorem 1.3, and
to A. Eremenko for making [BE14] available to us as a preprint, for his patience in
answering our questions, and for his comments on a preliminary draft of this paper.
We thank the anonymous referee for a careful reading of the paper and for spotting
an error in the original version of this article.
2 Preliminaries
We discuss in this section several preliminaries. We first introduce the joint distribu-
tion of zeros and then we describe properties of P.
2.1 The joint distribution of zeros
Let p ∈ pol+ be of degree n with n−2k real zeros, k = 0, 1, . . . , ⌊n/2⌋. We consider the
zeros of p as a vector (z1, · · · , zn) with the convention that z1, · · · , zk are the non-real
zeros with positive imaginary part, zk+1 = z1, · · · , z2k = zk and z2k+1, · · · , zn denote
the n−2k real zeros. In this notation, for k fixed, a set of zeros is generically mapped
to k!(n − 2k)! distinct points in A+n,k = Ck+ × Ck− × Rn−2k, and A+n,k is parametrized
by Ck+ × Rn−2k.
Performing the change of variables from (ξ0, . . . , ξn) to (z1, . . . , zk, zn−2k+1, . . . , zn, ξn),
counting multiplicities, using the form of the exponential density and integrating over
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the density of ξn (see [Za04] for a similar computation), one has that the random
polynomial Pn induces the following measure on C
n:
dPn(z1, · · · , zn) = (4)
⌊n/2⌋∑
k=0
2k
k!(n− 2k)!
∏
1≤i<j≤n |zi − zj|∏n
j=1 |1− zj |n+1
1Bn,k(z1, · · · , zn)dL(z1) · · · dL(zk)dℓ(z2k+1) · · ·dℓ(zn).
Here L is the Lebesgue measure on C, ℓ is the Lebesgue measure on R, and Bn,k
consists of the n-tuples (z1, . . . , zn) ⊂ An,k that can be obtained as the zero set (with
n−2k real zeros) of a polynomial of degree n with positive coefficients. In particular,
letting An,k = (C\R)2k×Rn−2k ⊂ Cn, we see that the density of Pn on any fixed An,k
is
1
Zn,k 1Bn,k(z1, · · · , zn) exp
( ∑
1≤i<j≤n
log|zi − zj | − (n+ 1)
n∑
j=1
log|1− zj |
)
. (5)
where the constants Zn,k satisfy that
lim
n→∞
1
n2
log
⌊n/2⌋
max
k=1
Zn,k = lim
n→∞
1
n2
log min
⌊n/2⌋
k=1 Zn,k = 0 . (6)
The representation (5) with (6) is particularly suited for LDP analysis.
2.2 Properties of the class P of measures
Obviously, for any p ∈ pol+ with µp its empirical measure of zeros, we have that
µp(R+) = 0. However, that property is not preserved by weak convergence, and hence
a-priori it is not clear that all measures in P satisfy it (although we will see, as a
consequence of Obrechkoff’s theorem below, that in fact they do). In this subsection,
we discuss this and other properties of the class P.
2.2.1 Obrechkoff’s Theorem
A starting point for the description of P is the following classical theorem.
Theorem 2.1 (Obrechkoff). Let p ∈ pol+ and let
Cα = {z ∈ C : | arg z| ≤ α}
denote the symmetric (around the positive real line) cone in C with apex at the origin
and angle 2α. Then, µp(Cα) ≤ 2α/π.
The proof, given in [Ob23], uses the argument principle. For our needs, note that
Obrechkoff’s Theorem implies that µ(Cα) ≤ 2α/π for any µ ∈ P. In particular,
µ(R+) = 0 for such µ.
Obrechkoff’s Theorem leads to the following lemma on the integrability of the log-
arithm near 1 for µ ∈ P.
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Lemma 2.2. Let M > 0 and set AM = {z : log |1 − z| ≤ −M}. Then there is a
positive quantity C(M) satisfying limM→∞C(M) = 0 such that for any µ ∈ P,
max{µ(AM),
∫
AM
|log |1− z|| dµ(z)} ≤ C(M). (7)
Proof. We first consider p ∈ pol+ of degree N . For M > 0, let ZM consist of all
zeros zi of p such that log |1 − zi| ≤ −M . Let N(p,M) be the cardinality of ZM
and S(p,M) =
∑
i:zi∈ZM
log |1 − zi|. By Theorem 2.1, there exists a constant M0
independent of p or N such that for M > M0, N(p,M) ≤ 4e−MN . Thus, with
Bj := {z : −(j + 1) < log |1− z| ≤ −j : j ≥M}, we get
1
N
|S(p,M)| ≤ 1
N
∞∑
j=M
∑
i:zi∈Bj
| log |1− zi|| ≤
∞∑
j=M
j · 4e−j =: c(M) ,
with c(M) →M→∞ 0. Since |S(p,M)| ≥ N(p,M) if M0 is chosen large enough, we
obtain the same inequality for N(p,M)/N . Thus, (7) holds for µp, uniformly in p,N .
To obtain the same inequality for µ ∈ P, take an approximating sequence µpn → µ,
and use that µ(AM) ≤ lim supn→∞ µpn(AM−1) together with∫
AM
| log |1− z| ∨ −K|dµ(z) ≤ lim sup
n→∞
∫
AM−1
| log |1− z| ∨ −K|dµpn(z) ≤ c(M − 1) ,
and then apply monotone convergence over K. One concludes that (7) holds with
C(M) = c(M − 1). 
2.2.2 The Bergweiler-Eremenko Theorem
For µ ∈M1(C), let
L̂µ(z) =
∫
|w|≤1
log(|z − w|)dµ(w) +
∫
|w|>1
log(|1− z
w
|)dµ(w) .
Whenever Cµ :=
∫
log+ |w|µ(dw) <∞, it holds that
L̂µ(z) = Lµ(z)− Cµ .
In a recent work [BE14], Bergweiler and Eremenko proved the following.
Theorem 2.3 (Bergweiler-Eremenko). µ ∈ P if and only if it is invariant with respect
to conjugation and satisfies L̂µ(z) ≤ L̂µ(|z|) for all z ∈ C.
In the proof of Theorem 1.1, we will exploit this result, and in addition, its proof.
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2.3 Plan of the proof of Theorem 1.1
The proof of Theorem 1.1 is divided into sections. Section 3, is devoted to establishing
properties of I and to a proof of the upper bound in Theorem 1.1. Sections 4 and 5
deal with potential theoretic preliminaries that play an important role in the proof
of the lower bound in Theorem 1.1. Section 6 states and proves Lemma 6.1, which
is the lower bound; the proof of Lemma 6.1 uses some some technical approximation
lemmas whose proofs are postponed to Sections 7 and 8.
3 Properties of the rate function
In Section 3.1), we establish properties of I and establish that it is well defined and
lower-semicontinuous. In Section 3.2, we prove the exponential tightness of {Pn}.
Section 3.3 is devoted to the proof of the upper bound.
3.1 I is well defined and has compact level sets.
Here we prove the following.
Lemma 3.1. The function I is well defined on M1(C) and it possesses compact level
sets.
Lemma 3.1 almost shows that I is a good rate function; what is missing is a proof
that I(µ) ≥ 0 for µ ∈M1(C). This fact is a consequence of Lemma 6.1 below.
Proof. Define f(z, w) = log |1− z|+ log |1− w| − log |z − w|. We first show that one
can choose a function K(L) →L→∞ ∞ so that the following inclusion holds for all L
large:
{(z, w) : |z| > L, |w| > L} ⊂ {f(z, w) ≥ K(L)}. (8)
Indeed, setting z′ = 1− z and w′ = 1− w, we get
f(z, w) = log |z′|+ log |w′| − log |z′ − w′|.
But |z′w′|
|z′ − w′| ≥
1
1
|z′| +
1
|w′|
≥ 1
2
min{|z′|, |w′|}. (9)
Clearly, this implies (8). Further, the last inequality also implies that, with A =
{(z, w) ∈ C2 : |1− z| > 1/4, |1− w| > 1/4}∁, we have
inf
A∁
f(z, w) ≥ − log 8 . (10)
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We next show that I(µ) is well defined. For that it is enough to consider µ ∈ P.
Since f(z, w) ≥ c + logmin(|z − 1|, |w − 1|) for some constant c, an application of
Lemma 2.2 implies that the integral of f is well defined (and bounded below).
We next show that the level sets of I are precompact. Choose L large enough so
that K(L) > 1. Then,
µ(|z| > L)2 = µ⊗ µ(|z| > L, |w| > L) (11)
≤ µ ({f(z, w) ≥ K(L)} ∩ {|1− z| > 1/4, |1− w| > 1/4})
≤ 1
K(L) + log 8
∫∫
A∁
(f(z, w) + log 8)dµ(z)dµ(w)
≤ 1
K(L) + log 8
((∫∫
f(z, w)dµ(z)dµ(w)−
∫∫
A
f(z, w)dµ(z)dµ(w)
)
+ log 8
)
,
where we used (10) in the second inequality.
Our next task is to show that
−
∫∫
A
f(z, w)dµ(z)dµ(w) ≤ c , (12)
for some constant c independent of µ ∈ P. To this end, we write A = A1∪A2∪A3∪A4
with
A1 := {|1− z| ≤ 1/2, |1− w| ≤ 1/4}, A2 := {|1− z| > 1/2, |1− w| ≤ 1/4},
A3 := {|1− w| ∈ [1/4, 1/2], |1− z| ≤ 1/4}, A4 := {|1− w| > 1/2, |1− z| ≤ 1/4}.
Since |z − w| ≤ 3/4 for (z, w) ∈ A1, we have
−
∫∫
A1
f(z, w)dµ(z)dµ(w) ≤
∫∫
A1
log |z − w|dµ(z)dµ(w)− 2
∫
{z:|1−z|≤1/2}
log |1− z|dµ(z)
≤ −2
∫
{z:|1−z|≤1/2}
log |1− z|dµ(z) ≤ 2C(log 2) , (13)
where C(log 2) is given by Lemma 2.2. With the same argument, we also have
−
∫∫
A3
f(z, w)dµ(z)dµ(w) ≤ 2C(log 2). (14)
For the integral over the set A2, we note that |1− (1− w)/(1− z)| ∈ (1/2, 3/2) for
(z, w) ∈ A2, and therefore
−
∫∫
A2
f(z, w)dµ(z)dµ(w) = −
∫∫
A2
log
|1− w|
|1− 1−w
1−z
|dµ(z)dµ(w) (15)
≤ log(3/2)−
∫
{w:|1−w|≤1/4}
log |1− w|dµ(w) ≤ log(3/2) + C(log 4) ,
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where C(log 4) is again given by Lemma 2.2.
Since
∫∫
A4
f(z, w)dµ(z)dµ(w) =
∫∫
A2
f(z, w)dµ(z)dµ(w), we obtain by combining
(13), (14) and (15) that (12) holds.
From (11) and (12) we obtain that for any M > 0,
sup
{µ:I(µ)≤M}
µ(|z| > L)→L→∞ 0 ,
which yields the pre-compactness of the level sets of I by an application of Prohorov’s
criterion.
It remains to show that I is lower semicontinuous. Since P is closed inM1(C), it is
enough to check the lower semicontinuity in P. Toward this end, for ǫ,M > 0 define
f ǫ,M(z, w) =
[(
log |1− z| ∨ (−1
ǫ
)
)
+
(
log |1− w| ∨ (−1
ǫ
)
)
− (log |z − w| ∨ (−M))
]
∧M
and
f ǫ(z, w) = log |1− z| ∨ (−1
ǫ
) + log |1− w| ∨ (−1
ǫ
)− log |z − w|.
Set
Iǫ,M :=
1
2
∫∫
f ǫ,M(z, w)dµ(z)dµ(w)
and
Iǫ :=
1
2
∫∫
f ǫ(z, w)dµ(z)dµ(w).
Note that by monotone convergence, Iǫ = supM>0 I
ǫ,M , and since Iǫ,M :M1(C)→ R
is continuous, we have that Iǫ is lower semicontinuous on M1(C), and therefore on
P. On the other hand, Iǫ converges uniformly to I on P by Lemma 2.2. It follows
that I is also lower semicontinuous on P, completing the proof of the lemma. 
3.2 Exponential Tightness of {Pn}.
We prove in this subsection the exponential tightness of the family {Pn}.
Lemma 3.2. The family {Pn} is exponentially tight. That is, with T > 0 there exist
compact sets KT ⊂ P so that
lim sup
n→∞
1
n2
logP (Ln ∈ K∁T ) ≤ −T.
Proof. Introduce the function g(z, w) = log |1− z| + log |1 − w| − log+(|z − w|), and
define the function J on P by
J(µ) =
∫∫
g(z, w)dµ(z)dµ(w) .
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We first claim that the sets
KB := {µ ∈ P : J(µ) ≤ 5B}
are compact in M1(C) for B large. The proof is very similar to the argument in
subsection 3.1, and therefore we only sketch it. First, using (9) if |z − w| > 1 and a
direct computation otherwise, one gets that (8) remains true (with a different choice
of K(L) →L→∞ ∞) if f is replaced by g. One also gets (10) for g and the same
A with 8 replaced by 16. One then easily sees, using Lemma 2.2, that J(µ) is well
defined. Next, arguing as in (11) with the same substitutions of g for f and change
of constants, one reduces the proof of pre-compactness of the level sets of J to the
proof of (12); for the latter, one splits the integral over the sets Ai, i = 1, . . . , 4,
and notes that the argument given for A1 and A3 still applies when replacing f by g,
while on A2 and A4 one has that z−w ≥ 1/2 and therefore f(z, w) ≤ g(z, w)+C for
an appropriate constant C. This allows one to repeat the argument given for f and
conclude (12) for g. Finally, the lower semicontinuity for J follows in the same way
as for I. This completes the proof of compactness of the sets KB.
We need thus to estimate P (Ln ∈ K∁B). Introduce the random variables
Xn =
1
n2
n∑
i=1
log |1− zi| = 1
n2
log
Pn(1)
ξn
=
1
n2
log
ξ0 + · · ·+ ξn
ξn
and
Yn =
1
n
∑
{i:|1−zi|<1}
| log |1− zi|| .
We need the following estimate, whose proof is postponed to the end of the subsection.
Lemma 3.3. There exists a constant c > 0 such that for all n large,
Pn(|Xn| > B) ≤ 20ne−Bn2 (16)
and
Pn(Yn > c) = 0 . (17)
Continuing with the proof of Lemma 3.2, we have
Pn(Ln ∈ K∁B) ≤ Pn
(
{Ln ∈ K∁B} ∩ {|Xn| ≤ B}
)
+ Pn ({|Xn| > B})
≤
⌊n/2⌋∑
k=0
Pn
(
{Ln ∈ K∁B} ∩ {|Xn| ≤ B} ∩ An,k
)
+ 20ne−Bn
2
, (18)
see (5) for the definition of An,k.
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We next consider the density of Pn on An,k, see (5), which we write as
fk,n(z1, · · · , zN) =
1
Zn,k exp
(
n2
2
(
1
n2
∑
i 6=j
log |zi − zj | − 2
n
∑
i
log |1− zi|+ 4
n2
∑
i
log |1− zi|)
)
× exp
(
−3
∑
i
log |1− zi|
)
1Bn,k(z1, . . . , zn).
Note that
1
n2
∑
i 6=j
log |zi − zj | ≤ 1
n2
∑
i 6=j
(log+ |zi − zj |) =
∫∫
log+ |z − w|dLn(z)dLn(w).
Thus, on the event {Ln ∈ K∁B} ∩ {|Xn| ≤ B} ∩ An,k, we have that
1
n2
∑
i 6=j
log |zi − zj | − 2
n
∑
i
log |1− zi|+ 4
n2
∑
i
log |1− zi| ≤ −5B + 4B = −B
and therefore on this event,
fk,n(z1, · · · , zN ) ≤ 1Zn,k e
−n2B/2 exp
(
−3
∑
i
log |1− zi|
)
1Bn,k(z1, . . . , zn).
Thus, using (17) and the constant c in the statement of the lemma,
Pn
(
{Ln ∈ K∁B} ∩ {|Xn| ≤ B} ∩An,k
)
≤ 1Zn,k e
−n2B/2
∫
· · ·
∫ ([ n∏
i=0
1
|1− zi|3
]
∧ e3cn
)
dL(z1) · · · dL(zk)dℓ(z2k+1) · · ·dℓ(zn).
Lemma 3.2 follows from substituting the last display in (18) and performing the
integration. 
Proof of Lemma 3.3. By the argument in the proof of Lemma 2.2, we have that for
any j non-negative integer,
1
n
∑
zi:|1−zi|∈[2−j+1,2−j ]
| log |1− zi|| ≤ j · 2−j .
Thus,
Yn =
1
n
∑
zi:|1−zi|≤1
| log |1− zi|| ≤
∞∑
j=0
j2−j . (19)
In particular, for all n large,
Pn(Xn ≤ −1) = 0 . (20)
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Next, we control the upper tail of Xn. We have
P (Xn > B) = P (
n−1∑
i=0
ξi > (e
Bn2 − 1)ξn) ≤ P (
n−1∑
i=1
ξi >
1
2
eBn
2
ξn)
=
∫ ∞
0
e−xP (
n−1∑
i=1
ξi >
1
2
eBn
2
x)dx . (21)
Using Chebycheff’s inequality, we have
P (
n−1∑
i=1
ξi >
1
2
eBn
2
x) ≤ e−λeBn2x/2 [E(eλξ1)]n−1 ≤ e−λeBn2x/2
(1− λ)n .
Choosing λ = 1/n and substituting in (21) gives
P (Xn > B) ≤ e ·
∫ ∞
0
e−x(1+e
Bn2/2n)dx ≤ 4e · ne−Bn2 .
Combining the last display with (20) completes the proof. 
3.3 The Upper Bound
Recall the notation f(z, w) = log |1− z| + log |1− w| − log |z − w|. We prove in this
subsection the following.
Lemma 3.4. For any µ ∈ P,
lim
ǫ→0
lim
n→∞
1
n2
log Pn (d(Ln, µ) ≤ ǫ) ≤ −1
2
∫∫
f(z, w)dµ(z)dµ(w) . (22)
Here, d(·, ·) is an arbitrary metric on M1(C) which is compatible with the weak
topology, e.g. the Le´vy metric.
Proof. Define the set of measures
En := {ν ∈ P : 1
n
∫
log |1− z|dν(z) ≥ 1
2
∫∫
f(z, w)dν(z)dν(w)}.
The set En corresponds to a subset of ∪⌊n/2⌋k=0 An,k which gives rise to empirical measures
ν as described in Section 1. By abuse of notation, we denote this set by En as well.
An application of (16) of Lemma 3.3 gives the following.
Proposition 3.5. With notation as above, Pn(En) ≤ 20n exp
(−1
2
n2
∫ ∫
f(z, w)dµ(z)dµ(w)
)
.
12
Now,
Pn (d(Ln, µ) ≤ ǫ) ≤ Pn
(
E∁n ∩ {d(Ln, µ) ≤ ǫ}
)
+ Pn(En).
Therefore,
lim
n→∞
1
n2
log Pn (d(Ln, µ) ≤ ǫ)
=Max
{
lim
n→∞
1
n2
logPn(En), lim
n→∞
1
n2
logPn
(
E∁n ∩ {d(Ln, µ) ≤ ǫ}
)}
.
Since limn→∞
1
n2
log Pn(En) is bounded above by the desired upper bound, it remains
to deal with limn→∞
1
n2
Pn
(
E∁n ∩ {d(Ln, µ) ≤ ǫ}
)
.
We begin with
Pn(E
∁
n ∩ {d(Ln, µ) < ǫ}) =
⌊n/2⌋∑
k=0
1
Zn,k I
ǫ
k,n,
where
Iǫk,n =
∫
{E∁n∩An,k∩Bn,k∩{d(Wn,µ)≤ǫ}}
exp
( ∑
1≤i<j≤n
log|zi − zj | − (n+ 1)
n∑
j=1
log|1− zj|
)
dL(z1) · · ·dL(zk)dℓ(z2k+1) · · · dℓ(zn)
where Wn(z1, · · · , zn) is the empirical measure 1n
∑n
i=1 δzi .
We will upper bound limn→∞
1
n2
log Iǫk,n for each 0 ≤ k ≤ ⌊n/2⌋, uniformly in k; by
summing over k, this (together with (6)) will be sufficient for the overall upper bound
on Pn
(
E∁n ∩ {d(Ln, µ) ≤ ǫ}
)
.
For reasons similar to those encountered in the proof of exponential tightness, we
write the integrand in Iǫk,N as
exp
( ∑
1≤i<j≤n
log|zi − zj | − (n− 1)
n∑
j=1
log|1− zj |+ ǫ
n∑
j=1
log|1− zj|
)
n∏
j=0
1
|1− zj|2+ǫ .
(23)
Note that to upper bound the exponent in (23), it suffices to truncate log |zi − zj|
from below and log |1− zi| from above. To this end, we fix a big positive number M
and define the truncated function
fM(z, w) = f(z, w) ∧M.
The exponent in (23) is
En(z1, · · · , zN ) ≤ n
2
2
(
−
∫∫
z 6=w
fM (z, w)dLn(z)dLn(w)− 2ǫ
n
∫
log |1− z|dLn(z)
)
(24)
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and exp (En(z1, · · · , zn)) is integrated, for each fixed k, with respect to the measure
n∏
j=0
1
|1− zj |2+ǫ1Bn,k(z1, . . . , zn)dL(z1) · · ·dL(zk)dℓ(z2k+1) · · · dℓ(zn). (25)
But ∫∫
z 6=w
fM(z, w)dLn(z)dLn(w) =
∫∫
fM(z, w)dLn(z)dLn(w)−M/n
In the above equality, the M/n term comes from the diagonal terms in the discrete
sum
∫∫
fM(z, w)dLn(z)dLn(w).
We handle (24) with the following proposition, whose proof is deferred to the end
of this section.
Proposition 3.6. There exist δM(ǫ) > 0 and c(M) > 0 such that for all ν ∈ P such
that d(ν, µ) < ǫ we have∣∣∣∣∫∫ fM(z, w)dν(z)dν(w)− ∫∫ fM(z, w)dµ(z)dµ(w)∣∣∣∣ < δM(ǫ) + c(M).
where δM(ǫ) → 0 as ǫ → 0 for each fixed M (bigger than some universal constant)
and c(M)→ 0 uniformly in ν ∈ P and ǫ.
Continuing with the proof of the upper bound, we use Proposition 3.6 in (24)
together with (17) to write
Iǫk,n ≤ Cn exp
{
4n2(δM (ǫ) + c(M) + n
−1M)
}
× exp
{
−n
2
2
(∫∫
f(z, w)dµ(z)dµ(w)− ǫ
∫∫
f(z, w)dµ(z)dµ(w)
)}
∫
· · ·
∫ ( n∏
i=0
1
|1− zi|2+ǫ ∧ c
(2+ǫ)n
)
dL(z1) · · · dL(zk)dℓ(z2k+1) · · ·dℓ(zn).
The last integral is dominated by eC(ǫ)n for appropriate C(ǫ). Taking logarithm,
dividing by n2 and letting n → ∞, ǫ → 0 and M → ∞ (in that order) we get the
desired upper bound (22). 
Proof of Proposition 3.6. The statement would follow immediately from the defini-
tions if fM was a bounded continuous functions. Although fM is not a bounded
continuous function, fM is clearly bounded above. We introduce gM = fM ∨ (−M).
Note that switching with z′ = 1 − z, w′ = 1 − w, we have gM(1 − z′, 1 − w′) =
(−M) ∨M ∧ (− log | 1
z′
− 1
w′
|).
Let AM be the set
AM := {(z, w) : fM(z, w) < −M}.
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Clearly,∫∫
fM(z, w)dν(z)dν(w) =
∫∫
gM(z, w)dν(z)dν(w)+
∫∫
AM
(fM(z, w)+M)dν(z)dν(w).
We consider integration over the domain |w′| ≤ |z′|; by symmetry, the complemen-
tary domain can be handled similarly. Then on the set AM , we have fM(z, w) =
− log |1 − w′
z′
| + log |w′|. But since |w′| ≤ |z′|, we have − log |1 − w′
z′
| ≥ − log 2 and
therefore on the set AM we have
log |w′| ≤ −M + log 2
and
− log 2 + log |w′| ≤ fM(z, w) ≤ −M. (26)
LetBM,ν be the event that for two i.i.d. variables (X, Y ) sampled from ν, the minimum
satisfies
log (min(|1−X|, |1− Y |)) ≤ −M + 2.
Clearly, AM ⊂ BM,ν. From Lemma 2.2, we deduce that
ν(BM,ν) < c1(M) (27)
where c1(M) → 0 as M →∞ uniformly in ν. Furthermore, the same lemma implies
that ∣∣∣∣∣
∫
BM,ν
log (min(|1− z|, |1− w|)) dν(z)dν(w)
∣∣∣∣∣ < c2(M) (28)
where c2(M)→ 0 as M →∞ uniformly in ν.
Combining (26), (27) and (28) we get∫∫
AM
(fM(z, w) +M)dν(z)dν(w) = c3(M, ν)
where c3(M, ν)→ 0 as M →∞ uniformly in ν ∈ P. In other words, we have∣∣∣∣∫∫ fM(z, w)dν(z)dν(w)− ∫∫ gM(z, w)dν(z)dν(w)∣∣∣∣→ 0
as M →∞, uniformly in ν ∈ P.
It remains to show that
∫∫
gMdν ⊗ dν →
∫∫
gMdµ ⊗ dµ as ν → µ for a fixed M .
But this is true by definition since gM is a bounded continuous function. 
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4 Convergence of potentials
We equip M1(C) with a metric d compatible with the weak topology. Recall that
for µ ∈ M1(C), Lµ denotes the logarithmic potential of µ. The following theorem is
standard - see e.g. [Hor94, Theorem 3.2.13] for part (b).
Theorem 4.1. Let K ⊂⊂ C be compact set with non-empty interior. Let Har(K∁)
denote the space of harmonic functions on K∁, equipped with the topology of uniform
convergence on compact sets. Further, let f be a continuous function on K.
(a) The map from M1(K) → Har(K∁), given by ν 7→ Lν, is continuous, and the
same holds for the derivatives of Lν .
(b) The map from M1(K) → R, given by ν 7→ supz∈K (Lν(z)− f(z)), is upper
semicontinuous.
5 Approximation of measures
Fix δ > 0 and let K ⊂⊂ C be defined by
K∁ = {z : |arg(z)| < δ} ∪ {z : |z| < δ} ∪ {z : |z| > 1
δ
}.
We let MSym1 (K) denote the set of probability measures supported on K that are
symmetric about the real line.
Definition 3. Let M˜1(K) ⊂MSym1 (K) denote the collection of symmetric probability
measures µ such that Lµ(z) < Lµ(|z|) for z 6∈ R+ and there exist real numbers a =
a(µ), b = b(µ) so that
Lµ(x+ iy) = log |z|+ b/x+O(|z|−2), z = x+ iy →∞ (29)
and
Lµ(x+ iy) = Lµ(0) + ax+O(|z|2), z = x+ iy → 0. (30)
Note that M˜1(K) ⊂ P.
We are now ready to state Theorem 5.1, whose proof builds on arguments in [BE14].
It will be instrumental in obtaining the lower bound in Theorem 1.2.
Theorem 5.1. M˜1(K) is a relatively open subset of MSym1 (K).
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Proof. Fix µ ∈ M˜1(K) and set
MSym,µ,ǫ1 (K) = {ν ∈ MSym1 (K) : d(ν, µ) < ǫ} .
We will show that there is ǫ = ǫ(µ) so that MSym,µ,ǫ1 (K) ⊂ M˜1(K). Since Lν(z) =
Lν(z) on MSym1 (K), we focus on proving that for ǫ small enough and all for ν ∈
MSym,µ,ǫ1 (K),
Lν(z) < Lν(|z|) , z 6= 0 . (31)
The other properties in the definition of M˜1(K) will follow from the proof of (31).
We handle different z according to whether their modulus |z| is small, large or
intermediate, corresponding to the different ranges in the definition of K. Recall that
Lν(z) is harmonic for |z| < δ, hence for z = reiθ and 0 < r < δ we have the expansion
Lν(z) =
∞∑
n=0
aνnr
n cosnθ = a0 + a
ν
1r cos θ + Φν(z) (32)
where
Φν(z) =
∞∑
n=2
aνnr
n cos nθ. (33)
By part (a) of Theorem 4.1 applied to Lµ (and Lν) in the region |z| < δ where
both are harmonic, there exists ǫ0 = ǫ0(µ) such that for ǫ < ǫ0(µ), |Lν(z)| < C(µ, r0)
for all |z| ≤ r0 < δ and ν ∈ MSym,µ,ǫ1 (K). Cauchy’s inequality implies that |aνnrn0 | ≤
C1(µ, r0), leading to
|Φν(z)| ≤ C2(µ, r0)r2 , r < r0/2.
Recall (30). Invoking part (a) of Theorem 4.1 for the first order partial derivative ∂L
∂r
,
we have that aν1 > a/2 as soon as ǫ is small enough. Thus, for r1 = r1(µ, ǫ0) small
enough, one has (31) for all |z| ≤ r1. This also verifies (30) for the measure ν.
The case of large |z| is treated similarly, using (29) and the transformation
Lν(z)→ log |z|+ Lν(1/z).
The upshot is that there exists r2 = r2(µ) > 0 such that (31) holds for ν ∈MSym,µ,ǫ1 (K),
whenever |z| > r2 and ǫ is small enough. This also verifies (29) for the measure ν.
We are left to deal with the case r1 ≤ |z| ≤ r2. Define the sector
Λβ := {z : |arg(z)| ≤ β, r1 ≤ |z| ≤ r2}
Since Lµ(z) < Lµ(|z|) for all z 6= 0, one has ∂2∂θ2Lµ(r) < 0 for r > 0. Hence, there is a
constant c = c(µ, r1, r2) > 0 so that
∂2
∂θ2
Lµ < −c in some sector Λβ0 with β0 > 0, that
is disjoint from the set K.
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Observe that ∂Lν
∂θ
(r) = 0 because Lν(re
iθ) = Lν(re
−iθ). Hence, on Λβ0, we can write
Lν(re
iθ) = Lν(r) +
1
2
(
∂2Lν
∂θ2
(r)
)
θ2 + gν(r, θ)θ
3,
where |gν(r, θ)| ≤ supΛβ0
∣∣∣∂3Lν∂θ3 (reiθ)∣∣∣ . By part (a) of Theorem 4.1, for ǫ small enough,
we have on Λβ0 the inequalities
∂2Lν
∂θ2
(reiθ) ≤ −c/2
and
sup
Λβ0
∣∣∣∣∂3Lν∂θ3 (reiθ)
∣∣∣∣ ≤ sup
Λβ0
∣∣∣∣∂3Lµ∂θ3 (reiθ)
∣∣∣∣+ 1.
Therefore, we can find 0 < β ≤ β0 such that on Λβ we have
1
2
(
∂2Lν
∂θ2
(r)
)
θ2 + gν(r, θ)θ
3 < 0
as soon ǫ < ǫ1 = ǫ1(µ), implying that (31) holds in Λβ for ν ∈MSym,µ,ǫ1 (K).
Define the compact set
K˜ := {z : |arg(z)| ≥ β, r1 ≤ |z| ≤ r2}
Note that v(z) = Lµ(|z|) is continuous in a neighborhood of R+, and therefore the
function Lµ(z)−Lµ(|z|) is upper-semicontinuous on K˜, and hence attains its maximum
there. Since Lµ(z) − Lµ(|z|) < 0 on K˜, it follows that there exists a c′ > 0 such that
Lµ(z)− Lµ(|z|) < −c′ on K˜.
Next, observe that the function (z, ν) 7→ Lν(|z|) is continuous on the compact set
(r1 ≤ |z| ≤ r2)×M1Sym(K). Therefore, for 0 < ǫ < ǫ2(µ), one has |Lµ(|z|)−Lν(|z|)| <
c′/2 for ν ∈MSym,µ,ǫ1 (K). As a result, for such ν we get |Lµ(|z|)−Lν(|z|)| < c′/2 and
therefore
sup
K˜
(Lν(z)− Lν(|z|)) ≤ sup
K˜
(Lν(z)− Lµ(|z|)) + c′/2.
We bound the right hand side from above by invoking part (b) of Theorem 4.1 on
the set K˜ with f(z) = Lµ(|z|). This yields the existence of ǫ3(µ) > 0 so that, for
ν ∈MSym,µ,ǫ1 (K) and ǫ ≤ ǫ3(µ),
sup
K˜
(Lν(z)− Lν(|z|)) ≤ sup
K˜
(Lµ(z)− Lµ(|z|)) + c′/2 ≤ −c′/2.
This establishes (31) for such ν, thereby completing the proof of the theorem. 
We now introduce the notion of an ǫ-perturbation of an atomic measure ν.
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Definition 4. Fix ǫ > 0 and an atomic probability measure ν ∈MSym1 with k distinct
atoms {ν1, · · · , νk} of equal mass. Then U(ν, ǫ) denotes the set of atomic probability
measures µ ∈ MSym1 with k distinct atoms {µ1, · · · , µk} of equal mass, such that
max1≤i≤k ‖νi − µi‖∞ < ǫ. Further, if νi is real the µi is also required to be real.
We end this section with two remarks, both of which will come in handy in the
proof of Proposition 6.4.
Remark 5.1. The importance of Theorem 5.1 is the following approximation result.
Let µ ∈ P be a probability measure supported on K. Let µk be a sequence of atomic
measures with distinct atoms and equal mass on each atom, such that µk → µ in
M1(C). Let {αk}k be any sequence of positive numbers such that αk → 0 as k →∞.
Then, for sufficiently large k, we have U(µk, αk) ⊂ P.
Remark 5.2. As in the proof of Theorem 5.1, the convergence of ∂
2L
∂θ2
in Har(K∁)
implies that there exists ǫ5(µ) such that for ǫ < ǫ5(µ), the coefficient a
ν
1 > 0 if ν ∈
MSym,µ,ǫ1 (K).
6 The Lower Bound
Our goal in this section is to prove the following. Recall that f(z, w) = log |1− z| +
log |1− w| − log |z − w|.
Lemma 6.1. For any µ ∈ P with I(µ) <∞,
lim
ǫ→0
lim
n→∞
1
n2
log Pn (d(Ln, µ) ≤ ǫ) ≥ −I(µ) = −1
2
∫∫
f(z, w)dµ(z)dµ(w). (34)
The proof of Lemma 6.1 proceeds by several approximation steps. Those are detailed
in the rest of the subsection, with several technical propositions deferred to Sections
7 and 8. The approximation is inspired by [BE14].
6.1 A dense subclass D ⊂ P
We introduce a dense (in the metric of M1(C)) subset D ⊂ P such that for any
measure µ ∈ P there is a sequence {µm}∞m=1 from D such that
(i) µm → µ as m→∞ (convergence in the weak topology of M1(C)),
(ii) I(µm)→ I(µ) as m→∞,
(iii) For any ν ∈ D, the estimate (34) holds.
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D ⊂M1(C) will consist of those probability measures ν satisfying:
(a) supp(ν) is contained in a compact annulus centered at the origin.
(b) supp(ν) is disjoint from a cone whose apex is at the origin and whose axis is the
positive ray R+.
(c) L̂ν(z) < L̂ν(|z|) for each z ∈ C \ R¯+, while L̂ν(z) = L̂ν(0) + aℜz + O(|z|2) as
|z| → 0 and L̂ν(z) = log |z|+ bℜ(1/z) +O(1/|z|2) as |z| → ∞, with both a and
b being positive.
(d) ν has a bounded density with respect to the Lebesgue measure.
We will use the [BE14] construction (with a slight modification of their step 5 and
an additional step 6), in order to construct, for any µ ∈ P with I(µ) <∞, a sequence
µǫ ∈ D with µǫ → µ, and further ensuring that I(µǫ) →ǫ→0 I(µ). For the sake of
completeness, we give a detailed account of the construction, its modifications and
approximation properties in Section 8. That is, we prove in Section 8 the following
proposition.
Proposition 6.2. For any µ ∈ P with I(µ) < ∞, there exists a sequence µǫ ∈ D so
that µǫ →ǫ→0 µ and I(µǫ)→ǫ→0 I(µ).
Equipped with Proposition 6.2 and in view of properties (i)–(iii) above, Lemma 6.1
is an immediate consequence of the following proposition and the local nature of the
large deviations lower bound.
Proposition 6.3. The lower bound (34) holds for any µ ∈ D.
The rest of this section is devoted to the proof of Proposition 6.3.
6.2 Proof of Proposition 6.3.
The proof proceeds in several approximation steps. We fix throughout a µ ∈ D. We
first construct in Proposition 6.4 a sequence of polynomials with positive coefficients
whose empirical measure of zeros µk approximates µ, at the same time ensuring their
(discrete) logarithmic energies approximate the logarithmic energy of µ. We then
show in Proposition 6.5 that it is enough to prove the lower bound for balls centered
at the µk. The proof of the later lower bound is then obtained by first constructing
appropriate neighborhoods of µk, and then lower bounding the probability by lower
bounding the density of Pn on these neighborhoods.
Stage I: Reduction to atomic measures
We introduce the discrete version of logarithmic energy for atomic measures with
distinct atoms, as follows.
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Definition 5. For an atomic measure µ with k distinct atoms {zi}ki=1 of equal mass,
let
Σa(µ) =
1
k2
∑
i 6=j
log |zi − zj |
denote the discrete logarithmic energy.
By an abuse of notation, we will also use the same notation Σa(P ) where P is a
polynomial (with distinct zeros); in that case, the atomic measure being considered
is the empirical measure of the zeros of P . We begin with the following proposition.
Proposition 6.4. For each µ ∈ D one may find a sequence of monic polynomials
{Pk}, with empirical measure of zeros {µk}, satisfying the following properties.
(i) Pk has positive coefficients.
(ii) µk ∈ P, µk → µ in M1(C) and Σa(µk)→ Σ(µ) as k →∞.
(iii) µk has a(k) distinct atoms, none of which is real, and µk puts equal mass of
1/a(k) on each atom, with a(k) → ∞ as k → ∞. In particular, a(k) is even.
Further, all atoms of µk are within distance 1/a(k) from the support of µ.
(iv) Pk is of degree d(k) = a(k)h(k) for some positive integer h(k).
(v) The distance between any two distinct atoms of µk is at least a(k)
−2.
(vi) For k large enough, U(µk,
1
2
a(k)−2) ⊂ P.
The proof of Proposition 6.4 is given in Section 7.
The importance of the {Pk} in Proposition 6.4 lies in the following proposition.
Proposition 6.5. To obtain (34) for some µ ∈ D, it suffices to prove that with µk as
in Proposition 6.4, for each ǫ > 0 and all large enough k (depending on ǫ), we have
lim
n→∞
1
n2
logPn (d(Ln, µk) ≤ ǫ)
≥− 1
2
(∫
log |1− z|dµk(z) +
∫
log |1− z|dµk(w)− Σa(µk)
)
+ ok(1). (35)
Here ok(1) denotes a quantity which converges to 0 as k → ∞, all other variables
being held fixed.
Proof of Proposition 6.5. Given ǫ > 0, we have for all k large enough the inclusion of
sets
{ν : d(ν, µk) < ǫ/2} ⊂ {ν : d(ν, µ) < ǫ}.
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This implies that given ǫ > 0, we have for all large enough k
lim
n→∞
1
n2
logPn (d(Ln, µ) ≤ ǫ) ≥ lim
n→∞
1
n2
logPn (d(Ln, µk) ≤ ǫ/2)
≥ −1
2
(∫
log |1− z|dµk(z) +
∫
log |1− w|dµk(w)− Σa(µk)
)
+ ok(1). (36)
Let Suppδ(µ) denote the (closed) δ-blowup of the support of µ. For δ < δ0(µ), we have
that z 7→ log |1− z| is continuous on Suppδ(µ), while by property (iii) of Proposition
6.4, for all k large, the support of each µk is contained in Supp
δ(µ). Thus, µk → µ in
M1(C) implies that
∫
log |1 − z|dµk(z) →
∫
log |1 − z|dµ(z). Moreover, by property
(ii), we have that Σa(µk) → Σ(µ) as k → ∞. Letting now k → ∞ first and then
ǫ→ 0 in (36) yields (34). 
Stage II: The Neighbourhoods Nn(ǫ, k) of µk
In this stage we will fix ǫ > 0 and k (to be chosen large enough depending on ǫ)
and define suitable n-dependent neighbourhoods Nn(ǫ, k) of µk in M1(C), which are
contained in the set {ν : d(ν, µk) < ǫ}. We begin by introducing an approximation
radius ρ(k).
Proposition 6.6. Let ρ(k) = 1
4k
a(k)−2. For all k large, we have:
(i) U(µk, ρ(k)) ⊂ P.
(ii) d(µk, ν) < ǫ/2 for any ν ∈ U(µk, ρ(k)).
(iii)
∣∣∫ log |1− z|dµk − ∫ log |1− z|dν(z)∣∣ < 1/k for each ν ∈ U(µk, ρ(k)).
(iv) ρ(k) < 1
k
·mini 6=j|zi − zj |.
Proof. These properties follow easily from the definition of the measure µk, that of
the neighbourhoods U , and the fact that the minimal separation between two distinct
atoms of µk is at least a(k)
−2. 
Definition 6. Let ν be an atomic probability measure with l atoms {ν1, · · · , νl} and
equal mass 1/l on each. Then by Pν we denote the monic polynomial
Pν(z) =
l∏
j=1
(z − zj).
Before stating the next proposition, we recall the notation that pol+ denotes the set
of all polynomials with positive coefficients.
Proposition 6.7. Let µk be as in Proposition 6.4 and ρ(k) be as in Proposition 6.6.
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(i) There exists a positive integer m(k) such that for any ν ∈ U(µk, ρ(k)), we
have Pmν ∈ pol+ for all m ≥ m(k).
(ii) There exists θ(k) > 0 such that for any ν ∈ U(µk, ρ(k)), the following is
true: for every t ≥ m(k) and distinct measures {ν(i)}ti=1 ⊂ U(ν, θ(k)), we have∏t
i=1 Pν(i) ∈ pol+. We can find such θ(k) so that ρ(k)/θ(k) is an even integer.
Proof. Since U(µk, ρ(k)) ⊂ P, for every ν ∈ U(µk, ρ(k)) we have an integer m = m(ν)
such that P tν ∈ pol+ for all t ≥ m, by De Angelis’ Theorem ([dA03], quoted as
Theorem 10.1 in the Appendix and as Theorem A in [BE14]).
Recall that all measures in U(µk, ρ(k)) possess a(k) distinct atoms, belong toMSym1 ,
and possess the same number of real atoms. Therefore, we can equip U(µk, ρ(k)) with
the induced topology in Ra(k); in the rest of this proof, we work with this topology.
For any t ≥ m, one can find a small neighbourhood U(ν, δν(t)) such that P tγ ∈ pol+
for every γ ∈ U(ν, δν(t)), because the coefficients of a monic polynomial depend
continuously on its roots. If we define δν = min{δν(m), · · · , δν(2m − 1)}, then any
γ ∈ U(ν, δν) satisfies P tγ ∈ pol+ for every t ≥ m(ν) (this can be seen by expressing t
as a multiple of m(ν) plus a remainder). Now, U(µk, ρ(k)) is a compact set which is
covered by such U(ν, δν)-s, hence it admits a finite subcover {U(ν(i), δν(i))}Mi=1. Now
m(k) = max{m(ν(i)); i = 1, · · · ,M} suffices for part (i).
Proceeding on similar lines to part (i), for every ν ∈ U(µk, ρ(k)), we can ob-
tain a neighbourhood U(ν, δν) such that for every t ≥ m(k) and distinct measures
{ν(i)}ti=1 ⊂ U(ν, δν), we have
∏t
i=1 Pν(i) ∈ pol+. Indeed, since P sν ∈ pol+, for each
s ≥ m(k), by the continuity of the coefficients in the zeros, we can get a neighbour-
hood δν(s) that works for that s; since this is true for each m(k) ≤ s ≤ 2m(k) − 1,
take the minimum over s in this range, and observe that one can write any larger t
as a multiple of m(k) plus a remainder .
Now, we can cover the compact set U(µk, ρ(k)) with the neighbourhoods U(ν, δν/2),
therefore there is a finite subcover {U(ν(i), δν(i)/2)}Mi=1. Then
θ(k) = min{δν(1)/2, · · · , δν(M)/2}
suffices for part (ii). 
Definition 7. Let {z1, · · · , za(k)} be the atoms of µk. For zi, 1 ≤ i ≤ a(k), define
Bi to be the closed L∞ ball of radius ρ(k) around zi. Divide each such B
r into
s(k)2 = (ρ(k)/θ(k))2 squares {Brij}s(k)i,j=1 of sidelength θ(k) each such that any two such
squares overlap at most at the boundaries, and their sides are parallel to the axes. Let
zrij be the center of B
r
ij, and note that z
r
ij is not real.
Definition 8. Let γij denote the measure
∑a(k)
r=1
1
a(k)
δzrij .
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Let m = ⌊n/a(k)s(k)2⌋. Define the set of atomic measures
S(m)(Pk) :=
{
ν :
1
ms(k)2
m∑
l=1
s(k)∑
i,j=1
νij(l); νij(l) ∈ U(γij, θ(k)) with distinct, non-real atoms
}
.
Fix a bounded interval I of length < 1 on the negative real line such that I is also
bounded away from the support of µk by a distance ≥ 2. Define the set of measures
Υ(m) :=
 1n−ma(k)s(k)2
n−ma(k)s(k)2∑
i=1
δβi : βi are distinct numbers ∈ I
 .
Finally, define Nn(ǫ, k) to be the set of measures
Nn(ǫ, k) :=
{
ma(k)s(k)2
n
ν1 +
(
1− ma(k)s(k)
2
n
)
ν2 : ν1 ∈ S(m)(Pk), ν2 ∈ Υ(m)
}
.
Note that all measures in Nn(ǫ, k) possess precisely (n−ma(k)s(k)2) real atoms. Since
0 ≤ n−ma(k)s(k)2 ≤ a(k)s(k)2 (which is fixed since we are considering k to be fixed),
for large enough n we have d(µk, ν) < ǫ for all measures ν ∈ Nn(ǫ, k). Therefore,
lim
n→∞
1
n2
log Pn (d(Ln, µk) ≤ ǫ) ≥ lim
n→∞
1
n2
logPn (Ln ∈ Nn(ǫ, k)) . (37)
Remark 6.1. Each ν ∈ Nn(ǫ, k) has the following structure:
• ν has n distinct atoms, each having equal mass 1/n.
• The atoms of ν are the disjoint union of (a(k) + 1) subsets as follows:
– Λi(ν) := {w : w an atom of ν, ‖zi − w‖∞ ≤ ρ(k)}, 1 ≤ i ≤ a(k), with
|Λi(ν)| = ms(k)2 for each i ∈ {1, · · · , a(k)}.
– Λ0(ν) := {w : w an atom of ν, w ∈ I} with |Λ0(ν)| = n−ms(k)2a(k).
• In each Λr(ν), r ≥ 1, the atoms are the union of s(k)2 disjoint subsets {Λrij}s(k)i,j=1,
with z ∈ Λrij if and only if ‖z − zrij‖∞ ≤ ρ(k)/2s(k).
Conversely, every collection of n points satisfying the above structure has the property
that the corresponding empirical measure is in Nn(ǫ, k).
For each ν ∈ Nn(ǫ, k), we define the atomic measures
ν(r) :=
1
|Λr(ν)|
∑
w∈Λr(ν)
δw , 0 ≤ r ≤ a(k)
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and
ν(r; i, j) :=
1
|Λrij(ν)|
∑
w∈Λrij(ν)
δw , 1 ≤ r ≤ a(k), 1 ≤ i, j ≤ s(k) .
Stage III: A good subset N˜n(ǫ, k) ⊂ Nn(ǫ, k) and completion of the proof of
Proposition 6.3.
We introduce a subset N˜n(ǫ, k) ⊂ Nn(ǫ, k), and estimate its volume in Proposition
6.8. We then use the estimate to complete the proof of Proposition 6.3. We recall
that for a set B, the quantity Σ(B) denotes the logarithmic energy of the uniform
measure on B (when it exists).
Definition 9. For 1 ≤ i, j ≤ s(k) and 1 ≤ r ≤ a(k), recall that Brij is the L∞-ball of
radius θ(k) centered at zrij and B
r = ∪s(k)2i,j=1Brij. Define B0 to be the interval I.
Define the set of atomic measures N˜n(ǫ, k) ⊂ Nn(ǫ, k) as follows:
N˜n(ǫ, k) :=
{
ν ∈ Nn(ǫ, k) : Σa(ν(r)) > 2Σ(Br) for each 0 ≤ r ≤ a(k)
}
.
By an abuse of notation, we also denote by N˜n(ǫ, k) the subset of Cq ×Rn−2q induced
by the atoms of measures ν ∈ N˜n(ǫ, k) in the manner described in the introduction.
Note that Brij ∩ R = ∅ for all r, i, j.
With this definition, we have the following proposition, whose proof is given at the
end of this subsection. In the statement of the proposition, by Volume we mean the
Euclidean volume.
Proposition 6.8. With notation as above, we have
(i) Volume(N˜n(ǫ, k))≥ 12a(k)+1θ(k)ma(k)s(k)
2 |I|a(k)s(k)2 .
(ii) For each ν ∈ N˜n(ǫ, k), we have
Σa(ν) ≥ Σa(µk) + log |1− 2
k
|+ 2 log ρ(k)
a(k)
+
C(k)
n2
(iii)
∣∣∫ log |1− z|dµk − ∫ log |1− z|dν(z)∣∣ < 1/k for each ν ∈ N˜n(ǫ, k).
We can now complete the proof of Proposition 6.3.
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Proof of Proposition 6.3. In what follows, we will use the notation N˜n to denote
N˜n(ǫ, k), unless explicitly mentioned otherwise. We have
Pn
(
N˜n
)
≥ 1Zn,q ×∫
N˜n
exp
{
n2
2
(
Σa(W)− 2n+ 1
n2
n∑
i=1
log |1− wi|
)}
q∏
i=1
dL(wi)
n−2q−1∏
j=0
dℓ(wN−j),
where we recall that each measure in N˜N has n−2q real atoms, andW is the empirical
measure corresponding to the set of atoms {wi}ni=1.
By Proposition 6.8, the exponent in the last integral is lower bounded (uniformly
over all measures in N˜n) by
En = n
2
2
×(
Σa(µk) + log |1− 2/k|+ 2 log ρ(k)
a(k)
+
C(k)
n2
− (1 + 1
n
) · 2
∫
log |1− z|dµk(z)− 2
k
(1 +
1
n
)
)
.
Hence,
Pn(N˜n) ≥ exp
(
o(n2) + En
)
Volume(N˜n).
From Proposition 6.8 it follows that 1
n2
log Volume(N˜n)→ 0 as n→∞. Therefore,
lim
n→∞
1
n2
log Pn(N˜n(ǫ, k))
≥ 1
2
(
Σa(µk) + log |1− 2/k|+ 2 log ρ(k)
a(k)
− 2
∫
log |1− z|dµk(z)− 2
k
)
.
Since ρ(k) = a(k)−2/4k, we obtain (35). Proposition 6.5 now implies that the proof
of (34) is complete. 
We finally complete the proof of Proposition 6.8. We need the following notion.
Definition 10. The mutual energy of ν1, ν2 ∈ M1(C) is defined as Σ(ν1, ν2) =∫ ∫
log |z − w|dν1(z)dν2(w), whenever the integral is well defined and finite.
For two atomic measures ν1 and ν2 with disjoint atoms (having equal mass) {ν11 , · · · , ν1s}
and {ν21 , · · · , ν2t }, define
Σa(ν
1, ν2) =
1
st
s∑
i=1
t∑
j=1
log |ν1i − ν2j |.
Proof of Proposition 6.8. We begin with part (i). Recall that for i = 1, . . . , a(k), Bi
does not intersect the real axis, and therefore the same is true of the sets Brij. Recall
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also that for all r, i, j, the cardinalities |Λrij| = m are all equal, so are |Λr(ν)| =
ms(k)2 =: p for all r ≥ 1 .
Let a p-tuple γ = (γ1, · · · , γp) be sampled from Br as follows. Enumerate the {Brij}-
s in an arbitrary linear order as D1, · · · , Dq, where q = s(k)2 (therefore, we have the
relation p = mq; of course p and q both depend on k). Divide the co-ordinates of
γ into q consecutive blocks {Bi}qi=1 of size m each. We sample γ by sampling m
points uniformly at random from Di to constitute the block Bi, the sampling being
independent across all co-ordinates of γ. We will denote the sub-vector corresponding
to the co-ordinates Bi by the symbol γi.
By abuse of notation, we still use γ to denote the atomic measure 1
p
∑p
j=1 δγj and
γi to denote the atomic measure 1
m
∑
j∈Bi
δγj .
Observe that as probability measures, we have γ = 1
q
∑q
i=1 γ
i. Let Ui be the uniform
measure on Di, and let U be the uniform measure on B
r. Then U = 1
q
∑q
i=1 Ui.
Note that E[Σa(γ
i)] = (1− 1/m) Σ(Ui) and E[Σa(γi, γj)] = Σ(Ui, Uj). Since all the
energies under consideration are negative, we obtain from the identities in the last
paragraph that E[Σa(γ)] > Σ(U), and Σa(γ) is a negative random variable a.s. So,
E[|Σa(γ)|] < |Σ(U)|.
Hence under a γ randomly chosen from Br under the measure described above,
we have P (|Σa(γ)| > 2|Σ(U)|) < 1/2 by Markov’s inequality. But this implies that
with probability > 1/2 (under our specific scheme of sampling γ), we have |Σa(γ)| <
2|Σ(U)|, or equivalently, Σa(γ) > 2Σ(U) considering signs.
We can rewrite the last statement as:
Volume{γ ∈ (Br)m : Σa(γ) > 2Σ(U)} > 1
2
q∏
i=1
Volume(Di) =
1
2
θ(k)2q
Note that Σ(U) = − log θ(k)(1 + o(1)) as k →∞.
A similar argument with the atoms in Λ0(ν) for ν ∈ Nn implies that
Volume{γ ∈ In−ma(k)s(k)2 : Σa(γ) > 2Σ(I)} > 1
2
Volume(|I|n−ma(k)s(k)2).
Definition 9 and Remark 6.1 now imply part (i) of Proposition 6.8.
We next turn to the proof of part (ii). For ν ∈ Nn(ǫ, k) we have
Σa(ν)
=
a(k)∑
i=1
m2s(k)4
n2
Σa(ν(i)) +
(n−ma(k)s(k)2)2
n2
Σa(ν(0)) +
1
n2
∑
wi,wj not in same Λl
log |wi − wj |.
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Recall that ρ(k) < 1
k
·mini 6=j|zi− zj |. This implies that for wi, wj from Λα,Λβ respec-
tively with α 6= β 6= 0, we have
(1− 2/k)|zα − zβ| ≤ |wi − wj| ≤ (1 + 2/k)|zα − zβ |.
On the other hand, if wi ∈ Λ0 and wj /∈ Λ0, then
0 ≤ log |wi − wj| ≤ log |1 + |I|+D + ρ(k)|,
where D is the diameter of the support of µk. Hence∣∣∣∣∣∣ 1n2
∑
Exactly one of wi,wj∈Λ0
log |wi − wj|
∣∣∣∣∣∣
≤a(k)s(k)
2(n−ma(k)s(k)2)
n2
log |1 + |I|+D + ρ(k)| ≤ C(k)/n2
for some function C(k). Hence we have
log |1− 2/k| − C(k)
n2
≤
∣∣∣∣∣∣ 1n2
∑
wi,wj not in same Λl
log |wi − wj| − Σa(µk)
∣∣∣∣∣∣
≤ log |1 + 2/k|+ C(k)
n2
.
This is true for every ν ∈ Nn(ǫ, k), and therefore for every ν ∈ N˜n(ǫ, k). By definition
of N˜n, we have Σa(ν(i)) ≥ 2Σ(U) ≥ 2B(k) for each ν ∈ N˜n and each 0 ≤ i ≤ a(k),
where the function B(k) = min(Σ(U),Σ(I)). Observe that, for a fixed interval I, the
quantity B(k) = Σ(U) for large enough k, and therefore is equal to log ρ(k)(1+ o(1)).
We thus have
a(k)∑
i=1
m2s(k)4
n2
Σa(ν(i)) +
(n−ms(k)2)2
n2
Σa(ν(0)) ≥ log ρ(k)(1 + o(1))
a(k)
≥ 2 log ρ(k)
a(k)
.
This completes the proof of part (ii) of the proposition.
Part (iii) of the proposition is immediate as the statement holds for all measures
ν ∈ Nn(ǫ, k) and N˜n(ǫ, k) ⊂ Nn(ǫ, k). 
7 Proof of Proposition 6.4
We begin with a general approximation result.
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Lemma 7.1. Let µ ∈ MSym1 (C) be of compact support and such that Σ(µ) <∞ and
µ has a bounded density with respect to the Lebesgue measure. Then there exists a
sequence of point configurations with distinct points and empirical measures νk such
that
(1) νk ∈ MSym1 (C), the support of νk is contained inside the 1/a(k) thickening of
the support of µ, and νk does not charge the real line.
(2) νk → µ as k →∞.
(3) Σa(νk)→ Σ(µ) as k →∞.
(4) The minimal separation between two distinct atoms of νk is at least a(k)
−2,
where a(k) is the number of atoms of νk.
Proof. For an discrete measure ν having n distinct atoms and equal mass 1/n on each
atom, and a function f , define Σfa(ν) =
1
n2
∑
i 6=j f(xi, xj) where {xi}ni=1 are the atoms
of ν. Thus, for f(z, w) = log |z − w|, we have Σfa(ν) = Σa(ν) as defined earlier.
Recall that the measure µ is compactly supported and symmetric under conjugation.
Let µR be µ restricted to R and let µu be µ restricted to the upper half plane. Define
the measures µ1 =
1
2
µR + µu and µ2 =
1
2
µR + µu where µu is the measure supported
on the lower half plane and defined by µu(A) = µu(A). Obviously, µ = µ1 + µ2.
For each n, we will obtain conjugation symmetric point sets of size 2n whose em-
pirical measures will approximate µ in the following way. First, consider n i.i.d.
random samples {X1, · · · , Xn} from µ1 (to obtain random samples we consider the
probability measure obtained by appropriately normalizing µ1). Consider the point
set Y := {Y1, · · · , Yn} where Yj = Xj + in and i is the imaginary unit. Consider
the point set Z := Y ∪ Y , and let Ln = 12n
∑
z∈Z δz denote the (random) empirical
measure associated with Z; one has that Ln → µ in distribution (for example, by an
application of Sanov’s theorem).
Fix a positive number M (to be thought of as large). Let K > 1 be a bound
on the diameter of the support of µ. Set f(z, w) = log |z − w|. Define fM(z, w) =
f(z, w) ∧M ∨ (−M) and gM = f − fM . Because Σ(µ) <∞ we have that
α(M) =
∫∫
|gM(z, w)|dµ(z)dµ(w)→ 0 as M →∞.
We have that 1
n
≤ |Yi − Y i| ≤ K. Therefore, for n > n0(K),
1
n2
∣∣∣∣∣
n∑
i=1
log |Yi − Y i|
∣∣∣∣∣ ≤ log n/n.
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On the other hand, for i 6= j we have E[|gM(Yi, Yj)|] =
∫∫ |gM(z, w)|dµ1(z)dµ1(w) and
E[|gM(Y i, Y j)|] =
∫∫ |gM(z, w)|dµ2(z)dµ2(w).
We next claim that, forM > logK, we have E[|gM(Yi, Y j)|] ≤
∫∫ |gM(z, w)|dµ1(z)dµ2(w).
To see this, note that
gM(z, w) =

0, if −M ≤ log |z − w| ≤M,
log |z − w| −M, if log |z − w| ≥M,
log |z − w|+M if log |z − w| ≤ −M.
The case log |z − w| ≥ M does not arise when we consider gM(Yj, Y j) because M >
logK. On the other hand,
|Yk − Y j | = |Xk −Xj + 2i
n
| ≥ |Xk −Xj|
because the Xj-s belong to the upper half plane. Thus, log |Yk − Y j| ≤ −M implies
log |Xk−Xj | ≤ −M and on this event we have log |Xk−Xj|+M ≤ log |Yk−Y j |+M .
Since these quantities are negative, this is equivalent to | log |Yk−Y j |+M | ≤ | log |Xk−
Xj|+M |. This implies that
E[|gM(Yi, Y j)|] ≤ E[|gM(Xi, Xj)|] =
∫∫
|gM(z, w)|dµ1(z)dµ2(w),
as claimed.
We now have that
E[|ΣgMa (Ln)|] ≤
1
4n2
∑
i 6=j
E[|gM(Zi, Zj)|]
=
1
4n2
∑
i 6=j
E[|gM(Yi, Yj)|] + 1
4n2
∑
i 6=j
E[|gM(Yi, Y j)|]
+
1
4n2
∑
i 6=j
E[|gM(Y i, Y j)|] + 2
4n2
n∑
i=1
E[|gM(Yi, Y i)|].
Thus, from the previous computations, we can choose n1 = n1(M) so that for all
n > n1(M),
E[|ΣgMa (Ln)|] ≤ 2α(M) .
In particular, for fixed δ > 0 there exists n2(M) = n2(M, δ) so that for n > n2(M),
there exists a realization νn of Ln such that d(νn, µ) ≤ δ and |ΣgMa (νn)| ≤ 2α(M).
Applying a diagonalization argument (with δ → 0 while M is kept fixed), we find a
sequence (with some abuse of notation, denoted νk, which has a(k) atoms), so that
such that d(νk, µ) ≤ 1/k and |ΣgMa (νk)| ≤ 2α(M).
Now, Σa(νk) = Σ
fM
a (νk) + Σ
gM
a (νk). Since fM is bounded and continuous, we have
ΣfMa (νk)→
∫∫
fM (z, w)dµ(z)dµ(w) as k →∞. This implies that
lim
k→∞
|Σfa(νk)−
∫∫
f(z, w)dµ(z)dµ(w)| ≤ 3α(M).
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Applying again a diagonalization argument (this time overM), one obtains the desired
convergence.
It only remains to show that the minimal separation between distinct atoms of νk
is at least a(k)−2. To see this, we observe that the restriction of νk is a realization
of a(k)/2 i.i.d. samples from µ, after a translation by i/a(k) which does not change
their mutual separation. Also, this translation ensures that the separation between
two atoms in the upper and lower half planes is at least a(k)−1. For atoms in the
upper half plane (a fortiori in the lower half plane) we proceed as follows. Since µ has
a bounded density with respect to the Lebesgue measure, therefore the probability
that two independent samples from µ are at a mutual distance < a(k)−2 is Ca(k)−4
for some universal constant C1. If it is not the case that the minimal separation
between the a(k)/2 atoms in the upper half plane is ≥ a(k)−2, then at least one of the(
a(k)/2
2
)
pairs of atoms must violate this condition. By a union bound, the probability
of this is at most C2a(k)
−2 for some universal constant C2. Since a(k) ≥ k, we have∑
k a(k)
−2 < ∞. By the Borel Cantelli lemma, this implies that νk has the desired
property, eventually for large enough k.

Proof of Proposition 6.4. Let νk be the sequence of atomic measures constructed in
Lemma 7.1. Note that each on the νks has a(k) distinct (non real) atoms, is supported
within the 1/a(k) thickening of the support of µ, and satisfies Σa(νk)→ Σ(νk). Each
νk gives rise to a monic polynomial Qk with distinct zeros (so that the zeros of Qk are
precisely the atoms of νk).
Observe that the measure µ is in the class of measures M˜1(K) (with K being a
slight thickening of the support of µ so that K also includes the supports of the
measures νk for large enough k). As a result, Theorem 5.1 implies that νk ∈ M˜1(K),
for k large enough. As a result, we have |Lνk(z)| < Lνk(|z|) (for all z 6∈ R+) as soon
as k is large enough. If we write the polynomial Qk as
Qk(z) = a0 + a1z + · · ·+ ad−1zd−1 + zd,
then the inequality of potentials turns into the inequality |Qk(z)| < Qk(|z|). Moreover,
due to conjugation-symmetry of the roots of Qk (all of which are non-real) we deduce
that a0 is positive, whereas the fact that a
νk
1 > 0 (refer to Remark 5.2) implies that
a1 > 0. Similar considerations on the potential, after the transformation of potentials
u(z) 7→ log |z| + u(1
z
) (equivalently z 7→ 1
z
at the level of measures), ensures that the
coefficient ad−1 is also positive. Now we can invoke De Angelis’ Theorem ([dA03],
quoted as Theorem 10.1 in the Appendix and as Theorem A in [BE14]) to show that
for some h(k) large enough, the polynomial Pk = Q
h(k)
k has all coefficients real and
positive.
Note that the empirical measure of zeros of Pk coincides with the empirical measure
of zeros of Qk. Finally, the condition U(νk,
1
2
a(k)−2) ⊂ P follows from an application
of Theorem 5.1 (in particular, refer to Remark 5.1). This completes the proof. 
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8 The Bergweiler-Eremenko approximation and proof
of Proposition 6.2.
We begin with a fixed measure µ ∈ P satisfying I(µ) <∞. Let
L̂µ(z) =
∫
|w|≤1
log(|z − w|)dµ(w) +
∫
|w|>1
log(|1− z
w
|)dµ(w) ,
and denote by u(z) = Lµ(z) =
∫
log |z − w|dµ(w) its logarithmic potential. Because
I(µ) <∞, the Bergweiler-Eremenko condition can be written as u(z) ≤ u(|z|) for all
z ∈ C.
The Bergweiler-Eremenko approximation proceeds in five steps to construct a se-
quence of approximations µi = µ
ǫ
i , i = 1, . . . , 5, with µ5 ∈ D. In the i-th step, one
starts with a measure µi−1 (with µ0 = µ and u0 = u) and constructs measures µi ∈ P
(depending on a small parameter ǫ > 0) such that µi → µi−1 weakly as ǫ → 0. The
measures µi are defined via subharmonic functions ui, such that µi = (2π)
−1∆ui in
the sense of distributions. One shows, see Section 2 of [BE14]) that in each of the 5
steps, one has Lµi(z) = ui(z)+k
ǫ
i where k
ǫ
i is a constant (as a function of z) depending
on ǫ, and that ui(z)→ ui−1(z) for each z ∈ R+, while in some of the steps the above
convergence will occur pointwise in C. It is a consequence of Proposition 8.1 below
that in each of the Steps 1-5, kǫi → 0 as ǫ→ 0.
8.1 Preliminaries
We begin with several preliminary properties concerning the convergence of subhar-
monic functions.
Proposition 8.1. Let uǫ be a sequence of subharmonic functions converging in the
sense of distributions to a subharmonic function u0 as ǫ→ 0. Assume further that uǫ
converges pointwise to u0 on R+. Let µǫ, ǫ ≥ 0 denote the Riesz measure of uǫ and
assume that uǫ(z) = Lµǫ(z) + kǫ where kǫ is independent of z. Then µǫ → µ0 weakly
and kǫ → k0.
Proof. By standard results, see [BE14, Appendix], one gets the weak convergence
µǫ → µ0 and the a.e. (with respect to Lebesgue measure on R+) convergence of Lµǫ
to Lµ0 . In particular, the convergence Lµǫ(z) → Lµ0(z) occurs at a point z ∈ R+.
This yields the convergence kǫ → k0. 
We next show that pointwise monotone convergence of subharmonic functions im-
plies the convergence of the associated logarithmic energies. Results of this nature are
known in the literature; here we follow an approach based on the proof of a related
result in [D84].
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Proposition 8.2. Suppose {un} is a sequence of subharmonic functions decreasing
pointwise to a subharmonic function u0, as n → ∞. Let µn be the Riesz measure of
un, and assume un(z) = Lµn(z) + kn, with kn → k0 as n→∞. Then Σ(µn)→ Σ(µ0)
as n→∞.
Proof. By subtracting off k0, we can assume u0 = Lµ0 and kǫ → 0. Recall the notation
Σ(µ, ν) =
∫∫
log |z − w|dµ(z)dν(w).
The hypotheses imply in particular that µn → µ0 weakly. The lower semicontinuity
of −Σ(·) then implies that lim supΣ(µn) ≤ Σ(µ0). To see the other direction, note
that if either n = 0 or n > m we have
Σ(µn) =
∫
(un(z)− kn) dµn(z) =
∫
un(z)dµn(z)− kn
≤
∫
um(z)dµn(z)− kn = Σ(µm, µn) + km − kn ≤ Σ(µm, µm) + 2(km − kn)
= Σ(µm) + 2(km − kn),
where the monotonicity of the sequence {un} was used in the inequalities. We conclude
that lim infn→∞Σ(µn) ≥ Σ(µ0), completing the proof. 
8.2 Approximation steps
We describe each of the approximation steps µǫi → µi−1, i = 1, . . . , 5, and show that
for each, both
Lµǫi
(1)→ Lµi−1(1) , Σ(µǫi)→ Σ(µi−1). (38)
In the sequel, we omit the subscript ǫ when it is clear from the context.
8.2.1 Step 1:
Given ǫ > 0, define
u1(z) = max{u(zeiα) : |α| ≤ ǫ}.
Note that u1 ≥ u pointwise, and that u1 decreases in ǫ. It is proved in [BE14, Section
2] that u1 →ǫ→0 u weakly; however, due to upper semicontinuity of u, this implies
also the pointwise convergence u1 ցǫ→0 u. An application of Propositions 8.1 and 8.2
yields (38) for i = 1.
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8.2.2 Step 2:
For ǫ1 ∈ (0, ǫ) where ǫ is as chosen in Step 1, define Dǫ1 = {z : | arg(z)| ≤ ǫ1}. Let v
denote the solution to the Dirichlet problem in Dǫ1 with boundary conditions u1(z)
and v(z) = O(log |z|) as z → ∞. Define u2 = u2(ǫ1) to be the function obtained by
“balayage” (i.e., sweeping out of the Riesz measure) from the domain Dǫ1. In other
words, u2(z) = v(z) if z ∈ Dǫ1, and = u1(z) otherwise. In this step too, it follows from
[BE14, Section 2] and the upper semicontinuity of u1 that u2 ցǫ1→0 u1 pointwise, and
that u2(z) < u2(|z|) for z ∈ C \R+. An application of Propositions 8.1 and 8.2 yields
(38) for i = 2.
8.2.3 Step 3:
For ǫ > 0, define u3(z) = u2(z + ǫ). We have dµ3(z) = dµ2(z + ǫ). We have that
u3 → u2 pointwise on R+ and hence Proposition 8.1 yields that Lµ3(1) → Lµ2(1).
Since Σ(µ3) = Σ(µ2), we conclude that (38) holds for i = 3.
8.2.4 Step 4:
For ǫ > 0, define v(z) = u3(1/z) + log |z| for z 6= 0, and extend v(·) to C by defining
v(0) = lim supz→0 v(z). This definition preserves the sub-harmonicity of v, and in fact
v(0) = lim
rց0
v(r) (39)
because u3(z) ≤ u3(|z|), hence the limsup is attained as r ց 0, and the convexity
of v(r) in log r then yields the existence of the limit. We claim that in fact, v(0) >
−∞ (and therefore, by sub-harmonicity, is finite). Indeed, Lµv(0) = −Lµ3(0); by
construction, u3 is harmonic in a neighborhood of 0, see [BE14]. Hence, Lµv(0) =
−Lµ3(0) is finite, as claimed. We note in passing that Lµv(1) = Lµ3(1).
Next, define w(z) = v(z + ǫ) and, finally, u4(z) = w(1/z) + log |z|. As in the
previous step, we have that Lµ4(1) = Lµw(1) →ǫ→0 Lµv (1). So it only remains to
check the convergence of the logarithmic energy. To that end, note that under the
transformation v(z) = u(1/z) + log |z|, one has
Σ(µv) =
∫∫
log |z − w|dµv(z)dµv(w) =
∫∫
log
∣∣∣∣1z − 1w
∣∣∣∣ dµu(z)dµu(w)
=
∫∫
log |z − w|dµu(z)dµu(w)− 2
∫
log |z|dµu(z) = Σ(µu)− 2Lµu(0).
With this computation in hand, we trace the changes in the logarithmic energy Σ in
Step 4 as follows:
Σ(µv) = Σ(µu3)− 2Lµ3 ,Σ(µw) = Σ(µv),Lµw(0) = Lµv(ǫ)
Σ(µu4) = Σ(µw)− 2Lµw(0) = Σ(µv)− 2Lµv(ǫ) = Σ(µu3)− 2Lµu3 (0)− 2Lµv(ǫ)
= Σ(µu3) + 2Lµv(0)− 2Lµv(ǫ).
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But
Lµv(ǫ)− Lµv(0) = v(ǫ)− v(0)→ 0 ,
due to (39). This completes the proof of (38) for Step 4.
8.2.5 Step 5:
In this step, we slightly differ from the recipe of [BE14]. Let I denote an interval
of length θ (which is assumed to be small but fixed) centered at -1. Let α be the
normalized Lebesgue measure supported on the set I. For ǫ > 0, define the measure
µ5 := (1− ǫ)µ4 + ǫα.
Define u5 = Lµ5 . Via a series expansion of log |1+ z| for small and large z, one checks
that this has the intended effect of making the coefficients b and c in Step 5 of the
[BE14] argument positive, while preserving the inequality u5(z) < u5(|z|) for z 6∈ R¯+.
Thus, µ5 ∈ D.
To see (38) for µ5, note that Lµ5 = (1− ǫ)Lµ4 + ǫLα and
Σ(µ5) = (1− ǫ)2Σ(µ4) + ǫ2Σ(α) + 2ǫ(1− ǫ)
∫
Lα(z)dµ4(z).
Since I is a bounded interval, one has that Lα(z) is uniformly bounded in z on any
compact set, in particular, on the support of µ4. Letting ǫ→ 0, one gets (38) for µ5.
8.2.6 Step 6:
We convolve µ5 with a measure ηǫ (for small enough ǫ) to obtain µ6. The measure ηǫ
is required to have a smooth density compactly supported on a ball of radius ǫ. It can
be easily seen that µ6 so defined has a bounded density with respect to the Lebesgue
measure, given by ψ(x) = Eµ5 [ηǫ(x + Z)]. By taking ǫ small enough we can ensure
that µ6 ∈ P, µ6 has the desired support properties, and the correct behaviour of the
potential at 0 and∞, using Theorem 5.1. log |1−z| is a bounded continuous function
on the support of these measures, so∫
log |1− z|d(µ5 ∗ ηǫ)(z)→
∫
log |1− z|dµ5(z).
For the convergence of the logarithmic energies Σ(µ5 ∗ ηǫ) → Σ(µ5), one argues as
follows. Let K be the thickening of the (compact) support of µ5 by 1. By the upper-
semicontinuity of the logarithmic energy inM1(K), we get that lim supǫ→0Σ(µ5∗ηǫ) ≤
Σ(µ5). To get the reverse inequality, let W be distributed according to η. Then, for
any z ∈ K and ǫ < 1,
E log |z + ǫW | ≥ log |z|+ E log |1 + ǫW/|z|| ≥ log |z| − Cǫ ,
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where Cǫ > 0 is independent of z ∈ K and limǫ→0Cǫ = 0. Noting that
Σ(µ5 ∗ ηǫ) =
∫∫
E log |x− y + ǫW |µ5(dx)µ5(dy) ,
it follows that lim infǫ→0Σ(µ5 ∗ ηǫ) ≥ Σ(µ5), as claimed. (This argument is similar to
that used in the proof of [BAZ98, Lemma 2.2].)
This completes the proof of Proposition 6.2. 
9 Conditioning on all zeros being real
One notes from the expression for the density (5) in case k = 0 that P (Ln ∈
M1(R−)) > 0. One also notes that {µ ∈ P : supp(µ) = R−} = M1(R−). Thus,
one can rerun the proof of the lower bound in Theorem 1.1 replacing throughout P
by M1(R−) as a particular case of the proof in [BAG97]. One obtains that
lim
n→∞
1
n2
log Pn(Ln ∈M1(R−)) = −IR ,
and one immediately deduces Theorem 1.2 by noting that the minimizer µR is unique
due to the strict convexity of I (applied on M1(R−)).
To see Theorem 1.3, we can make the transformation x 7→ −x to see that we are
interested in solving the variational problem
inf
µ∈M1([1,∞))
{
∫ ∞
0
log(x+ 1)dµ(x)− γ
∫ ∞
0
∫ ∞
0
log |x− y|dµ(x)dµ(y) , (40)
with γ = 1/2.
A standard application of calculus of variation methods (as e.g. in [AGZ10, Lemma
2.6.2]) shows that the minimizer µ¯ of (40) is characterized as the unique solution, for
some constant C, of
2γLµ¯(x)
{
= log(x+ 1) + C, µ¯− a.e.
> log |x+ 1|+ C, x ∈ R+ \ supp(µ¯). (41)
One can proceed by first guessing the form of the minimizer and then verifying that
it satisfies indeed (41). For γ > 1/2, this is can be achieved solving, in a compact
interval, the associated Riemann-Hilbert problem, and then taking the limit γ → 1/2.
We do not detail these computations, instead presenting the ansatz that the minimizer
in (40) has density with respect to Lebesgue measure on [0,∞) of the form
ψ(x) =
1
π(x+ 1)
√
x
. (42)
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We need to verify that ψ(x)dx satisfies (41). Making the change of variables w =
√
x,
we have
Lµ¯(x) =
2
π
∫ ∞
0
log |x− w2|
w2 + 1
dw .
Choosing the contour of integration C := {r}Rr=−R∪{Reiθ}πθ=0 for R large, and noting
the pole at i, one obtains from a residue computation that Lµ¯(x) = log(x + 1) for
x ∈ R+, i.e. that (41) holds with density ψ. This completes the proof of Theorem
1.3.
10 Appendix: De Angelis’ Theorem
Here we state De Angelis’ Theorem ([dA03], also quoted as Theorem A in [BE14]) on
the positivity of coefficients of polynomials, which has been used in the proof of our
main theorem.
Theorem 10.1 (De Angelis). Let f(z) = a0 + a1z + · · ·+ adzd be a real polynomial,
with a0 > 0, ad > 0. Then the following conditions are equivalent:
(i) There exists a positive integer m such that all coefficients of fm are strictly
positive.
(ii) There exists a positive integer m0 such that for all m ≥ m0, all coefficients
of fm are strictly positive.
(iii) The inequalities
f(z) < f(|z|) for all z /∈ [0,∞)
and
a1 > 0, ad−1 > 0
hold.
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