Abstract-A Mobile Ad Hoc Network (MANET) is a collection of cooperative mobile nodes that communicate over a shared wireless medium, in the absence of a supporting infrastructure such as base stations. It is envisaged that MANETs will serve applications in which a group of mobile nodes collaborate to carry out a specific task, for instance, a group of mobile tourists taking a city tour. Mobile nodes participating in a group adhere to a movement pattern that maintains spatial proximity between all group members. The coordinated motion of group members and the resulting group-wise clustering of nodes, as well as the atypical traffic requirements of group mobility scenarios present a substantially different networking environment than in conventional MANETs. A routing protocol specifically tailored to exploit group mobility is, therefore, designed in this work. A service discovery-based approach to the creation of groups at the application layer and their configuration at the routing layer is first described. Next, a hierarchical design of the routing protocol that discriminates between intra-and intergroup communications is proposed. A performance evaluation of the protocol is done in Network Simulator-2 (ns-2).
I. INTRODUCTION
A Mobile Ad Hoc Network (MANET) is a collection of cooperative mobile nodes that communicate over a shared wireless medium, in the absence of a supporting infrastructure such as base stations in conventional wireless networks. The network is therefore required to be self-configuring and selforganizing, and concomitantly, rapidly, and easily deployable. Freedom in node mobility and the lack of an infrastructure result in impromptu and arbitrary network topologies.
It is envisaged that MANETs will serve applications in which a group of mobile nodes collaborate to carry out a specific task, for instance, a group of fire-fighters involved in a search and rescue operation, a group of aircrafts flying in formation, a group of mobile tourists, etc. Members of such teams, in coordinating with one another on a common goal, show similar mobility patterns as one another. Further, depending on the application, such teams may also have a central commanding authority in the form of a Group Leader (GL), e.g., a squadron leader of a group of aircrafts. The motion of the members of the group is usually circumscribed to within a certain distance from the GL. The concordant motion of team members that collaborate on a particular goal is referred to as group mobility.
A MANET may contain several groups which move independently of one another within the network field. While the motion patterns of different groups is unrelated, the trajectories of group members, being reflective of the functional goal of the team, are similar. The affiliations of mobile nodes to groups are dynamic: groups may merge and disintegrate; nodes may affiliate and de-affiliate from groups. MANETs may also contain "individual nodes", which are nodes unaffiliated with any group in the network.
The fact that members of a group more-or-less mimic the motion trajectory of the GL leads to very mild toplogical dynamism in the network formed within the group. Topological dynamism within groups is also a ramification of the provisioning for group splits and mergers.
The presence of groups is expected to strongly affect the traffic dynamics in a MANET. The functional dependence of mobile nodes in a group to accomplish their mission suggests that a substantial portion of the communications involving group members is concentrated within the group.
A group may be regarded as a single, clustered entity of several mobile nodes that move independently of other nodes in the network. The clustered disposition of group members, as well as the presence of GLs consolidates a hierarchy in the network: the higher level being the interaction between groups, and the lower level of interaction between nodes of a group. This hierarchy offers certain advantages that "flat" routing protocols are unsuited to exploit. For instance, the knowledge of a route to a single reference node of a group is enough to accomplish route maintenance to any member of that group because of the spatial proximity of nodes belonging to a group. In that sense, routes to all nodes of a group may be summarized by a route to a representative node of that group [1] . Routing may therefore be distinguished at 2 levels: intra-group routing that manages the communication requirements between group members, and inter-group routing to serve communication between nodes belonging to different groups.
Coordinated intra-group node mobility, group-wise node clustering, and atypical traffic requirements of group mobility scenarios present a substantially different networking environment from conventional MANETs. It has been shown that conventional MANET routing protocols perform better on group mobility scenarios than when assuming independent movement of nodes in a MANET [2] , [3] . In light of the above factors, the development of a routing protocol that facilitates communication in a MANET, in the presence of groups, is the subject of this work.
The routing solution for MANETs that demonstrate group mobility is designed based on the following criteria: (i) It must reflect the hierarchical organization that the presence of groups lends to a MANET, (ii) the choice of the intragroup and inter-group routing schemes employed must be based on both the sizes and topological stability of groups, as well as the anticipated traffic distribution of intra-and intergroup communications, (iii) the GL may only be regarded as a facilitator of the group: excessive reliance on the GL may create a performance bottleneck around the GL, (iv) the performance of the routing protocol must not degenerate with the presence of individual nodes, and (v) as with any routing solution, an optimal balance between throughput, latency, and control overhead is desired.
II. GROUP CONFIGURATION
The formation of groups is the result of commonality in the functional interests amongst a set of nodes, which is dictated by the nature of the application. Those applicationlevel groups that result in spatially proximate group members are of particular interest in this work. The routing protocol requires an agency to infer the collectiveness of the nodes belonging to a group, for, the network layer has no bearing on the formation and constituency of groups. To this end, each group in the network is specified by a unique identifier across all groups in the MANET called the Group ID (GID). The GID of a group is shared by all its members. The assignment of GIDs provides for a network layer addressing scheme to distinguish between the groups of a MANET, thereby allowing the routing protocol to infer whether it must operate at an intragroup or an inter-group level when it routes messages between a pair of communicating nodes.
In order to participate in the routing procedures of the network, each node must possess a GID. This is required of a node even before it actually joins a particular group and takes up the group's GID. The address space of the GID may hence be as large as the MANET address space (when no nodes in the network have formed a group yet). Therefore, before any particular group affiliation is sought by a node, its GID is assigned as the MANET address it has procured from the network. MANET address assignment is expected to be a distributed, unobtrusive and light-weight mechanism to assign unique addresses to mobile nodes in the face of erratic wireless channels and frequent node mobility. Several MANET address assignment schemes have been proposed [4] , [5] , [6] .
Upon the procurement of a GID, a node may advertise its position as a potential collaborator to the rest of the network. The purpose of these advertisements is twofold. It serves as a service discovery mechanism thereby allowing groups to be formed in an ad hoc manner. For instance, a mobile user may listen to an advertisement of a city tour and decide to join the group that is already on it. The other purpose of a service advertisement is to provide a communication path back to the advertiser from the recipient of the advertisement. If the recipient of the advertisement chooses to avail the service, it communicates with the advertiser and moves physically close to the location of the group.
From listening to the advertisements that circulate in the network, nodes learn of all groups present in the network, and may choose to join the one that the application layer dictates. The application layer at a node may decide to join one or more groups in the network, but, so far as the routing layer is concerned, such a group join is effected only when the node is physically connected by a wireless link to the said group(s). Accordingly, the application layer first intimates the routing layer of an intent to join a named group in the network. Then, the routing layer inspects the availability of a direct wireless link to the group, whereupon the node may use the group's GID as its own GID and is formally affiliated with the group at the routing layer. The availability of a wireless connection to a group can be detected from the HELLO broadcasts made by its group members as part of local routing procedures (as will be evident from the description of the routing scheme). Should such a wireless link to the said group be unavailable, the routing layer may provide feedback to the application layer of the situation so that the node's mobility trajectory may be altered towards the general vicinity of the host group. Under such a circumstance, the node is not a part of the group at the routing layer; it continues to use its own GID.
When a node wishes to leave a group, the application layer apprises the routing layer of such an intent. Then, the routing layer must change its GID to its own MANET address (or maybe the GID of a different group if the application joins a new group) and detaches itself from the routing mechanism of its former group.
The independent mobility of nodes and groups can result in the partitioning and merging of MANETs. The merging of MANETs may result in the presence of duplicated MANET addresses in the network (and hence duplicate GIDs). [4] provides a scheme to detect and remedy address duplication in a MANET that may result from network partitioning and merging.
The bottom-line is that some application-level direction is needed for the inference of groups at the routing layer, for, the physical existence of a group is after all a ramification of application-level collaboration.
III. ROUTING SOLUTION
Communication in MANETs that consist of groups is composed of intra-and inter-group communication. Routing mechanisms to facilitate the two forms of communication are different owing to the incommensurate levels of topological changes they must handle and the traffic loads they must support. In this section, we briefly describe our routing protocol; see [7] for full descriptions.
A. Intra-group Routing
Group mobility results in a network of nodes in which each member is connected to every other group member without the mediation of a node belonging to another group. Despite the coordinated motion of group members, a moderate level of intra-group topological dynamism is foreseen for the following reasons: (i) drift-off from intended trajectory resulting in the transient disconnection of a node from the group, (ii) required changes in the spatial configuration of the group dictated by the application (e.g., in formation-flying), and, (iii) change in group memberships due to group splits and mergers.
The formation of specialized groups in the network to collaborate on a specific task suggests that a considerable portion of the traffic load will be intra-group based. Proactive route maintenance is more suited to network segments (such as a group) within which frequent communication requirements arise [8] , [9] . Thus, the use of a proactive routing scheme for intra-group routing is proposed here in view of the size, relative topological stability, and traffic requirements of the members of a group. Proactive periodic flooding-based protocols are regarded as unwieldy when it comes to large network sizes because of the large overhead in exchanging routing tables. The relatively small size of a group when compared with the network size translates into smaller routing tables, and hence smaller routing updates.
Several proactive routing schemes have been proposed, including DSDV [10] , WRP [11] , TBRPF [12] , FSR [13] , and GSR [14] . DSDV has been chosen as the proactive intra-group routing scheme because of its simplicity, and its suitability to the small-sized networks that groups represent. The propagation of intra-group routing updates is restricted to within the source group by associating all routing broadcasts with a GID so that intra-group routing information received from other groups is disregarded.
B. Interfaces to neighboring groups
When two groups come physically close to each other, several nodes from each group enter within the communication range of nodes belonging to the other group. Such a node that serves as an interface for the communication between 2 different groups is termed as a Border Node (BN).
The proactive intra-group routing mechanism requires the periodic broadcast of routing information by each node in a group. When a node hears a broadcast from a node with a different GID than itself, it discerns the presence of a communication link to a neighboring group. The node is then declared as a BN to the group from which it has heard the broadcast. A node may serve as a BN to more than 1 group. When a BN does not hear of a broadcast message from its corresponding BN for a certain period of time it perceives a failure in the link to the BN.
When a node identifies itself to be a BN to a particular group, it creates an entry in a BN table which designates itself as a BN to that group. The entries in the BN table are piggybacked on intra-group routing updates and exchanged with the rest of the group. Sequence numbers are associated with BN table entries to denote the freshness of advertisements made about the BN statuses of nodes. When the table entry is initially created for an interface, the node assigns an even SN to the entry. Then, as long as the interface is sustained, the SN is incremented by 2 for every subsequent advertisement of the interface. When the interface to a neighboring group expires, (i.e., the BN has no more neighbors in that group), the node increments the SN of that entry by 1 to signify a dead interface. The result of this process is that every node in the group knows of all neighboring groups in the network, and the BNs that interface to these groups.
C. Inter-group Routing
When a source node does not possess a route to the destination in its intra-group routing table, the inter-group routing module is invoked. Then, with the given intra-group routing scheme in place, the functional requirements of the inter-group routing module may be rephrased as follows:
1) The inter-group routing scheme must be able to determine the current GID of the destination node, in the face of continual disintegrations and mergers between groups. 2) When a determination of the GID of the destination is available, the routing protocol must be able to supply the source node with a route to some reference node in the destination group. Unlike previous approaches to routing in group mobility scenarios, such as LANMAR which has proactive inter-group routing [1] , our inter-group routing protocol is designed to be reactive in nature. In LANMAR, each group nominates a representative, called a landmark which periodically broadcasts a distance vector that is propagated to the rest of the network. In this fashion, every node in the network learns of a route to every landmark in the network. When an intergroup communication is desired, a source multicasts a query to all landmarks in the network to ascertain the GID of the destination. The landmark, whose group hosts the destination replies to this query, following which communication begins.
The downside of a proactive periodic flooding-based intergroup routing scheme is that the routing updates may reach distant nodes after a long delay due to the lack of synchronization in the broadcast times of intermediate forwarders.
Reactive routing, on the contrary, is usually performed by the immediate re-broadcast of Route Request (RREQ) packets by forwarders (e.g., AODV [15] ). Secondly, since the GID of a destination is not static, a follow-up query towards GID determination is needed when a proactive inter-group routing methodology is adopted, such as by LANMAR.
Accordingly, a reactive inter-group routing procedure is proposed, wherein the flooding of a RREQ packet is limited to only certain paths in the network. This is based on the observation that the RREQ packet need only reach one node of every group in the network for a guaranteed route response.
1) Route Discovery:
A source node can propagate a RREQ message to all its neighboring groups from its intra-group routing and BN tables as follows. The source node knows of all its neighboring groups and the BNs that interface to those groups from its BN table. For each neighboring group, the source sifts all candidate BNs for the best metric (shortest in hops) in its intra-group routing table. A determination of the next hop to the closest BN to each neighboring group is thereby made and the RREQ is multicasted to each BN. Each BN that receives the RREQ packet then identifies its coordinate BN in the neighboring group and passes the RREQ to it. The RREQ is thus propagated to one node in every neighboring group of the source node. The receiving BNs repeat this process to propagate the RREQ to their neighboring groups; this repeated process guarantees network-wide coverage. Each RREQ packet sent by a source is associated with a unique identifier. The combination of the source address and this ID is used to detect and eliminate redundant RREQ threads in the system; when a node hears a RREQ packet that has the same combination as it has heard before, it summarily discards the packet.
The fact that a RREQ packet may ingress a group from multiple BN interfaces allows for multiple threads of the same RREQ to flow within a group. Although these may be discarded when heard more than once at the same forwarder, it is also possible that they may all take completely disjoint paths within the group. In order to provide for a systematic coordination mechanism to detect and discard redundant RREQ packets, an RREQ packet in ingression into a group is detoured from the receiving BN to the GL of the group. The GL acts as a collector of all equivalent RREQ messages and re-propagates only one copy to its neighboring groups.
As the RREQ packet is forwarded, the list of groups traversed by it is accumulated into a field called traversed path. This is used to forward the Route Reply (RREP) packet back to the source and determine the actual forward route from the source to the destination. When the RREQ has reached either the destination to which a route is sought or an intermediate node that possesses a route to the destination, a RREP packet that contains the route from the source to the destination is generated and forwarded to the source of the RREQ. When the RREP reaches the source of the RREQ the route to the destination's group is cached and communication may begin. As mentioned before, all routes are denominated in terms of groups. So, a forwarder of a RREP packet first determines the next group to which the RREP must be forwarded to from the RREP packet. Then, it inspects its intra-group routing and BN tables to determine the next hop that leads to this group.
2) Packet Forwarding and Route Maintenance: When transmitting data packets, the source appends the route (denominated over groups) to the data packet which is used by all intermediate nodes in forwarding the data packet. Termed source routing, it provides for more resilient packet forwarding in the face of intra-group topological disturbances since any node that receives an inter-group communication can forward the packet through a combination of the source route and its intra-routing and BN tables.
A Route Error (RERR) message is generated by a forwarder under 2 circumstances: (i) when the next group on the forwarding route is unreachable, and (ii) when the destination has disaffiliiated itself from its group. In either case, a RERR notification is sent back to the source of the communication and route re-establishment is initiated by the source.
3) Caching: All routes and bindings between the address and GID of a node known from the broadcast of control packets (RREQ, RREP, and RERR) and data packets are cached by intermediate forwarders. Also, nodes that overhear packets exchanged between other nodes may cache such information. Since there is no indicator of the time a route will remain active or the duration for which a node will remain affiliated to a group, the timeout values for these entries are set by experimentation. Large timeout values result in the prolonged caching of potentially spurious data, and small timeout values render the caching process sub-optimal.
In summary, the propagation of RREQ packets in the intergroup routing scheme is carried out on selected paths in the network; therefore, only a subset of the network nodes are involved in the forwarding procedure making the scheme less expensive than conventional flooding. The discovery and dissemination of BN information is an underpinning to the structure through which RREQs flow into and out of each group in the network. This is another reason why a proactive intra-group routing scheme has been chosen. The knowledge of multiple BNs to a neighboring group provides for more resilient inter-group routing. However, the fact that RREQ propagation is made only on selected paths through the network translates into the use of sub-optimal communication paths by the inter-group routing module of this work: there is no guarantee that a RREQ packet will reach a destination on the shortest path from the source.
IV. PERFORMANCE EVALUATION
The performance evaluation of the protocol presented in this work is carried out by simulations of the protocol's operation on various types of MANETs in Network Simulator-2 (ns-2) [16] . In the following, the routing protocol in this work is denoted as GMRP (Group Mobility Routing Protocol) for an easy reference. The performance of GMRP is compared against that of AODV [15] and LANMAR on MANETs (that exhibit group mobility in a predominant number of cases) in terms of the network throughput and average packet delay of received packets. Network throughput is calculated as the sum of the throughputs of all network connections. The throughput of a connection is the number of packets received by the destination divided by the time duration of the connection. The second measurement sought for comparison of the protocols is the average packet delay. This is the average value of the delay suffered by all packets in their transit from the source to the destination. The delay suffered by packets that have not been delivered to their desired destinations has been discounted in the computation of the average packet delay.
The group mobility model used in the creation of simulation scenarios emulates the spatial proximity of nodes moving as a group, and also incorporates a reasonable rate of changes in the network topology of a group. A number of checkpoints are defined randomly across the network and every group is initially positioned at one. Then on, every group repeatedly chooses a random checkpoint and begins motion towards it. This is similar to the RPGM model [17] for group mobility, A total of 285 experiments were conducted on a range of mobility and connection patterns. See [7] for the actual values of parameters used in evaluation.
A. Effect of the Connection Mix
This experiment seeks to establish the effect of varying the proportions of intra-and inter-group connections in the overall network load on protocol performances. The experiments were conducted on 5 different network scenarios with the number of nodes between 200 and 600, and the number of groups between 10 and 30. The transmission range of the wireless nodes is set to the default value of 250m. The simulation duration of each experiment was 1000 seconds and the traffic load contained between 100 and 300 TCP connections. For each network scenario, the network throughput and average packet delay of AODV, DSDV, and GMRP were compared while varying the ratio of intra-and inter-group connections in the overall traffic load.
In Figure 1 (a) and 1(b), a label a-b in the X-axis denotes the proportion of intra-and inter-group traffic, meaning that a% of the total traffic load is made of intra-group connections while the remaining b% is of inter-group connections.
As shown in Figure 1(a) , the throughput gain from employing GMRP over AODV increases with more intra-group bias in the traffic load and attains a saturation when the traffic comprises about 75% of intra-group connections. When the traffic load is purely inter-group based, the throughputs of AODV and GMRP are quite similar. The savings from the use of controlled flooding to search for the destination in GMRP are offset by the periodic broadcasting of intra-group updates which do not contribute to any throughput in these circumstances. AODV benefits from the use of the expanded ring-search mechanism since it is able to fulfill intra-group route acquisitions by searching only a portion of the network, and not deluging the entire network.
The performance of LANMAR with a purely inter-group load is the worst among the 3 protocols. This may be attributed to the substantial propagation delays of routing advertisements sent using the proactive inter-group routing scheme. With the introduction of intra-group connections, the throughput of LANMAR increases past that of AODV; yet, the continual advertisement of inter-group routes in spite of the diminishing influence of inter-group connections in the traffic load results in a lower throughput when compared with GMRP.
It was noted before that GMRP may choose sub-optimal routes in the inter-group routing module. It was anticipated that this could lead to a poor delay-wise performance of GMRP on inter-group connections; yet the delay curves of AODV and GMRP are very similar. The inter-group delay performance of LANMAR is worse than the others, again, owing to the slow propagation of inter-group routing information.
B. Effect of Traffic Loads
In this category of experiments, the effect of the volume of traffic on protocol performance is studied. In Figures 2(a) and 2(b), the traffic load represents the total number of TCP connections as a percentage of the number of nodes in the network. Networks of sizes between 200 and 600 nodes were simulated. The ratio of intra-and inter-group connections was 50:50.
Under light traffic loads (15% mark), the network throughput realized from AODV is observed to be better than of GMRP and LANMAR. As the load on the network increases through 45% on to 75%, the throughput of AODV plumets to well below that of GMRP and LANMAR in Figure 2(a) . AODV is unable to cope with heavy traffic loads because the network is inundated with repeated RREQ messages that must be broadcast to acquire routes. GMRP demonstrates a constant performance gain over LANMAR. The control overhead generated by LANMAR is essentially independent of the traffic load (except for GID determination queries), and hence its network throughput shows a steady increase with traffic load when compared with AODV. The volume of intra-group routing overhead of GMRP is independent of the traffic load on the system; the route requests sent by the inter-group routing module, however, depend on the number of such connections initiated by the network. The immunity of GMRP to increased traffic loads is indicative of the extent of savings in overhead from the contained flooding of RREQ messages in the inter-group routing module.
C. Effect of Group Sizes
The performances of the 3 protocols in MANETs of different group sizes are studied in this category of experiments. For any particular network size, the performance of each The objective of this category of experiments is to find the equilibrium point between the intra-and intergroup routing overhead of GMRP over the group size. For a particular network size, a large group size leads to more intragroup routing entries and thereby more intra-group routing overhead; yet, the number of paths that an inter-group route request must take to cover the rest of the network may then be smaller and vice-versa.
In Figure 3 (a), the increase in group size results in a fall of network throughput obtainable from either protocol. The fact that more connections are concentrated within a group leads to more intersections in the connection paths thereby aggravating channel contention in the network. On the contrary, the throughputs increase with larger group sizes in Figure 3 (c) where the traffic is purely inter-group based. This is because the mobility model leads to an increased availability of inter-group connections with fewer groups in the network, e.g., when there are only 2 groups in the network, the groups simply oscillate between 2 checkpoints.
The intra-group performance gain from GMRP over AODV increases as the number of groups decreases from 12 to 6. As the size of the group increases, the concentration of more connections within a group leads to a more localized deluge in route request messages from the ring-search mechanism of AODV. As the number of groups is further decreased to 2, the performance gain of GMRP over AODV falls back a little bit. Large group sizes are less conducive to GMRP because the volume of intra-group routing updates is large. 
D. Effect of Node Velocities
In Figures 4(c) and 4(d) , the effect of increasing node velocity on protocol performance is assessed. Next, in Figures 4(a) and 4(b), the effect of increasing node velocity on a network whose intra-group topology is more dynamic is analyzed. The model wherein intra-group topological dynamism is increased is termed weak mobility model in contrast with the more stable strong mobility model. From the throughput curves in Figures 4(c) and Figures 4(a) , it is observed that the strong mobility model yields a higher throughput than the weak mobility model for all node speeds. More frequent topological changes within the group leads to frequent link and connection failures in the weak mobility model. The graphs also show that the network throughput increases with increase in node speeds for both mobility models for GMRP. The increase in network throughput with node speeds is counter-intuitive: increased nodal mobility leads to a higher link change rate in the network and hence incurs more routing overhead. However, network partitioning and the isolation of some nodes from slow nodal movement is conceivable, and is probably responsible for the decreased throughput at lower speeds.
The performance differences between the 3 protocols is constant at all node speeds. Overall, there isn't conclusive evidence to suggest that the performance gain of GMRP over AODV may be dependent on node speed or the choice of the mobility model, and in turn the average rate of change in link statuses.
E. Effect of the Presence of "Individual Nodes"
This experiment aims to assess the suitability of GMRP to MANETs that contain a substantial percentage of individual nodes. 5 network scenarios of sizes 200, 300, 400, 500 and 600 nodes were created and the percentage of individual nodes on each network scenario was varied through 0%, 25%, 50%, 75% to 100%. Figure 5 (a) suggests that the network throughput decreases with the introduction of more individual nodes into the network. This corroborates the observation in [2] and [18] that group-oriented motion of nodes provides for a more topologically stable network whose performance may be considerably better than of a network comprising independently moving nodes.
The performance gain from employing GMRP against AODV decreases with the introduction of more individual nodes in the network. When the network is entirely made up of individual nodes, GMRP is made to behave as a purely reactive protocol that regards each node as a group. LANMAR, however becomes a completely proactive protocol when the network contains only individual nodes. As seen in the graph, the performance of LANMAR drops below that of AODV and GMRP with the addition of individual nodes owing to the increased number of landmark nodes that must publish routing information to the network.
The average packet delay suffered by either protocol decreases with an increased presence of individual nodes for both sets of experiments. This can mainly be attributed to the reduction in the number of delivered packets that are factored into the calculation of the value, and differences in the average length of connection routes between experiments.
F. Comparing the Route Acquisition Characteristics
This experiment seeks to assess the route acquisition capabilities of the 3 protocols through 30 simulation scenarios, each making 200 connection requests for a single data packet transmission; the connections were divided equally between intra-and inter-group communications. All 3 protocols fulfill a similar number of intra-group connections. AODV surprisingly performs poorer at inter-group route acquisitions. In terms of route acquisition latency LANMAR and GMRP perform better than AODV with intra-group connections. GMRP's inter-group route acquisition delay is 50% worse than AODV mainly because it relies on a slow periodic-broadcast-based BN dissemination scheme to infer the immediately surrounding topology of the group.
V. CONCLUSIONS AND FUTURE WORK
In a MANET where nodes cooperate as functional groups, a routing protocol specifically tailored to exploit group mobility is desirable. We proposed GMRP, a hierarchical routing protocol that uses proactive routing within a group and reactive routing between groups. In a performance comparison, it was observed that the proposed protocol achieves 15% and 25% gains in network throughput over LANMAR and AODV respectively. Experimentation suggests that the performance gains from LANMAR and GMRP will be more significant in heavy traffic loads that are intra-group biased pointing to their applicability to large-scale ad hoc networks. Future work on the topic may consist of the factoring of the overhead from group formation and dynamism into the performance evaluation of GMRP.
