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Abstract
We characterize the space BV(I ) of functions of bounded variation on an arbitrary interval I ⊂ R,
in terms of a uniform boundedness condition satisfied by the local uncentered maximal operator MR
from BV(I ) into the Sobolev space W1,1(I ). By restriction, the corresponding characterization holds for
W1,1(I ). We also show that if U is open in Rd , d > 1, then boundedness from BV(U) into W1,1(U)
fails for the local directional maximal operator Mv
T
, the local strong maximal operator MS
T
, and the iter-
ated local directional maximal operator Md
T
◦ · · · ◦ M1
T
. Nevertheless, if U satisfies a cone condition, then
MS
T
: BV(U) → L1(U) boundedly, and the same happens with Mv
T
, Md
T
◦ · · · ◦M1
T
, and MR .
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The local uncentered Hardy–Littlewood maximal operator MR is defined in the same way
as the uncentered Hardy–Littlewood maximal operator M , save for the fact that the supremum
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J.M. Aldaz, J. Pérez Lázaro / J. Math. Anal. Appl. 337 (2008) 130–143 131is taken over balls of diameter bounded by R, rather than all balls. The terms restricted and
truncated have also been used in the literature to designate MR . We showed in [2] that if I
is a bounded interval, then M : BV(I ) → W 1,1(I ) boundedly (Corollary 2.9). Here we com-
plement this result by proving that for every interval I , including the case of infinite length,
MR : BV(I ) → W 1,1(I ) boundedly. Of course, no result of this kind can hold if we consider M
instead of MR , since ‖Mf ‖1 = ∞ whenever f is nontrivial. We shall see that if f ∈ BV(I ), then
‖MRf ‖W 1,1(I )  max{3(1 + 2 log+ R),4}‖f ‖BV(I ) (Theorem 2.7), and furthermore, the loga-
rithmic order of growth of c := max{3(1 + 2 log+ R),4} cannot be improved (cf. Remark 2.8
below). Also, since c is nondecreasing in R, it provides a uniform bound for MT whenever
T  R. This observation leads to the following converse: Let f  0. If there exist an R > 0 and
a constant c = c(f,R) such that for all T ∈ (0,R], MT f ∈ W 1,1(I ) and ‖MT f ‖W 1,1(I )  c, then
f ∈ BV(I ). A fortiori, given a locally integrable f  0, we have that f ∈ BV(I ) if and only if for
every R > 0, MRf ∈ W 1,1(I ) and there exists a constant c = c(f,R) such that for all T ∈ (0,R],
‖MT f ‖W 1,1(I )  c. By restriction to the functions f that are absolutely continuous on I , we ob-
tain the corresponding characterization for W 1,1(I ). If f is real valued rather than nonnegative,
since f ∈ BV(I ) (respectively f ∈ W 1,1(I )) if and only if both its positive and negative parts
f+, f− ∈ BV(I ) (respectively f+, f− ∈ W 1,1(I )), we simply apply the previous criterion to
MT f
+ and MT f−.
It is natural to ask whether the uniform bound condition is necessary to ensure that f ∈ BV(I ),
or whether it is sufficient just to require that for all T ∈ R, MT f ∈ W 1,1(I ). Uniform bounds are
in fact needed (see Example 3.3).
In higher dimensions we show that boundedness fails for the local strong maximal operator
(where the supremum is taken over rectangles with sides parallel to the axes and uniformly
bounded diameters) and the local directional maximal operator (where the supremum is taken
over uniformly bounded segments parallel to a fixed vector), cf. Theorem 2.21 below. But it is an
open question whether the standard local maximal operator is bounded when d > 1, i.e., whether
given a “sufficiently nice” open set U ⊂ Rd , MR maps BV(U) boundedly into W 1,1(U), or even
into BV(U). On the other hand, the direction from uniform boundedness of MT f+ and MT f−
to f ∈ BV(U) follows immediately from the Lebesgue theorem on differentiation of integrals,
even in the cases of the strong and directional maximal functions (cf. Theorem 3.1). All the
maximal operators mentioned above map BV(U) boundedly into L1(U), provided U satisfies a
cone condition (Theorem 2.19), so the question of boundedness of MR on BV(U) is reduced to
finding out how DMR behaves.
Previous results on these topics include the following. In [8], Piotr Hajłasz utilized the local
centered maximal operator to present a characterization, unrelated to the one given here, of the
Sobolev space W 1,1(Rd). The boundedness of the centered Hardy–Littlewood maximal operator
on the Sobolev spaces W 1,p(Rd), for 1 <p ∞, was proven by Juha Kinnunen in [11]. A local
version of this result, valid on W 1,p(Ω), Ω ⊂ Rd open, appeared in [12]. Additional work within
this line of research includes the papers [5,9,13,14,16], and [15]. Of course, the case p = 1
is significantly different from the case p > 1. Nevertheless, in dimension d = 1, Hitoshi Tanaka
showed (cf. [18]) that if f ∈ W 1,1(R), then the uncentered maximal function Mf is differentiable
a.e. and ‖DMf ‖1  2‖Df ‖1 (it is asked in [9, Question 1, p. 169], whether an analogous result
holds when d > 1). In [2] we strengthened Tanaka’s result, showing that if f ∈ BV(I ), then Mf
is absolutely continuous and ‖DMf ‖1  |Df |(I ), cf. [2, Theorem 2.5].
Finally we mention that the local (centered and uncentered) maximal operator has been used
in connection with inequalities involving derivatives, cf. [17] and [2]. Another instance of this
type of application is given below (see Theorem 2.9).
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Let I be an interval and let λ (λd if d > 1) be Lebesgue measure. Since functions of bounded
variation always have lateral limits, we can go from (a, b) to [a, b] by extension, and vice versa
by restriction. Thus, in what follows it does not matter whether I is open, closed or neither, nor
whether it is bounded or has infinite length.
Definition 2.1. We say that a locally integrable function f : I → R is of bounded variation if
its distributional derivative Df is a Radon measure with |Df |(I ) < ∞, where |Df | denotes
the total variation of Df . In higher dimensions the definition is the same, save for the fact that
Df is (co)vector valued rather than real valued. More precisely, if U ⊂ Rd is an open set and
f : U → R is of bounded variation, then Df is the vector valued Radon measure that satisfies,
first,
∫
U
f divφ dx = − ∫
U
φ · dDf for all φ ∈ C1c (U,Rd), and second, |Df |(U) < ∞.
In addition to |Df |(I ) < ∞, it is often required that f ∈ L1(I ). We do so only when defining
the space BV(I ), and likewise in higher dimensions. The next definition is given only for the one
dimensional case, being entirely analogous when d > 1.
Definition 2.2. Given the interval I ,
BV(I ) := {f : I → R ∣∣ f ∈ L1(I ), Df is a Radon measure, and |Df |(I ) < ∞},
and
W 1,1(I ) := {f : I → R ∣∣ f ∈ L1(I ), Df is a function, and Df ∈ L1(I )}.
It is obvious that W 1,1(I ) ⊂ BV(I ) properly. The Banach space BV(I ) is endowed with the
norm ‖f ‖BV(I ) := ‖f ‖1 + |Df |(I ), and W 1,1(I ), with the restriction of the BV norm, i.e.,
‖f ‖W 1,1(I ) := ‖f ‖1 + ‖Df ‖1.
Definition 2.3. The canonical representative of f is the function
f¯ (x) := lim sup
λ(I)→0, x∈I
1
λ(I)
∫
I
f (y) dy.
In dimension d = 1, bounded variation admits an elementary, equivalent definition. Given
P = {x1, . . . , xL} ⊂ I with x1 < · · · < xL, the variation of the function f : I → R associated
to the partition P is defined as V (f, I,P ) := ∑Lj=2 |f (xj ) − f (xj−1)|, and the variation of
f on I , as V (f, I ) := supP V (f, I,P ), where the supremum is taken over all partitions P of
I . Then f is of bounded variation if V (f, I ) < ∞. As it stands this definition is not Lp com-
patible, in the sense that modifying f on a set of measure zero can change V (f, I ), and even
make V (f, I ) = ∞. To remove this defect one simply says that f is of bounded variation if
V (f¯ , I ) < ∞. It is then well known that |Df |(I ) = V (f¯ , I ).
Definition 2.4. Let f : I → R be measurable and finite a.e. The nonincreasing rearrangement f ∗
of f is defined for 0 < t < λ(I) as
f ∗(t) = sup
λ(E)=t
inf
y∈E
∣∣f (y)∣∣.
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∫
I
f (y) dy =
λ(I)∫
0
f ∗(t) dt. (2.4.1)
For these and other basic properties of rearrangements see [4, Chapter 2]. We mention that the
same definition can be used for general measure spaces.
In the next definition, diam(A) denotes the diameter of a set A, U ⊂ Rd denotes an open set,
and B ⊂ Rd a ball with respect to some fixed norm.
Definition 2.5. Given a locally integrable function f : U → R, the local uncentered Hardy–
Littlewood maximal function MRf is defined by
MRf (x) := sup
x∈B⊂U,diamBR
1
λd(B)
∫
B
∣∣f (y)∣∣dy.
Of course, if the bound R is eliminated then we get the usual uncentered Hardy–Littlewood
maximal function Mf .
As noted in the introduction, the terms restricted and truncated have also been used in the
literature to designate MR , but we prefer local for the reasons detailed in Remark 2.4 of [2].
Next we recall the well known weak type (1,1) inequality satisfied by M in dimension 1, with
the sharp constant 2. For all f ∈ L1(I ) and all t > 0,
(Mf )∗(t) 2‖f ‖1
t
. (2.5.1)
Definition 2.6. Let U ⊂ Rd be an open set, and let f : U → R be a locally integrable function.
By a rectangle R we mean a rectangle with sides parallel to the axes. The local uncentered strong
Hardy–Littlewood maximal function MST f is defined by
MST f (x) := sup
x∈R⊂U,diam(R)T
1
λd(R)
∫
R
∣∣f (y)∣∣dy.
Next, let v ∈ R be a fixed vector, and let J denote a (one dimensional) segment in Rd parallel
to v. The local uncentered directional Hardy–Littlewood maximal function MvT f is defined by
MvT f (x) := sup
x∈J⊂U,λ(J )T
1
λ(J )
∫
J
∣∣f (y)∣∣dy.
If v = ei , then we write MiT instead of MeiT .
We shall also be interested in the composition MdT ◦· · ·◦M1T of the d local directional maximal
operators in the directions of the coordinate axes, since such composition controls MST pointwise.
But first, we deal with the one dimensional case.
Theorem 2.7. If |f | ∈ BV(I ), then MRf ∈ W 1,1(I ) and furthermore, ‖MRf ‖W 1,1(I ) 
3(1 + 2 log+ R)‖f ‖L1(I ) + 4|D|f ||(I ). Hence,
‖MRf ‖W 1,1(I ) max
{
3
(
1 + 2 log+ R),4}‖f ‖BV(I ).
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‖h‖L∞(J )  ess inf |h| + |Dh|(J )
‖h‖L1(J )
λ(J )
+ |Dh|(J ). (2.7.1)
Now, given f : I → R, if |D|f || is a finite Radon measure on I , then MRf is absolutely contin-
uous on I and ‖DMRf ‖L1(I )  |D|f ||(I ) by [2, Theorem 2.5] (we mention that for this bound
on the size of the derivative, the hypothesis f ∈ L1(I ) is not needed). Thus, it is enough to prove
that given |f | ∈ BV(I ),
‖MRf ‖L1(I )  3
(
1 + 2 log+ R)‖f ‖L1(I ) + 3|D|f ||(I ). (2.7.2)
We may assume that 0 f = f¯ , since this does not change any value of MRf . Given k ∈ Z we
denote by Ik and Jk the (possibly empty) intervals I ∩[kR, (k+1)R) and I ∩[(k−1)R, (k+2)R)
respectively. We also set fk := f |Jk . Fix k. Then∫
Ik
MRf (x)dx =
∫
Ik
MRfk(x) dx 
∫
Ik
Mfk(x) dx. (2.7.3)
Suppose first that λ(Ik) 1. From (2.7.1) we get∫
Ik
Mfk(x) dx  λ(Ik)‖fk‖L∞(Jk)  ‖fk‖L1(Jk) + |Dfk|(Jk). (2.7.4)
And if λ(Ik) > 1, then from (2.4.1) and (2.5.1) we obtain
∫
Ik
Mfk(x) dx =
λ(Ik)∫
0
(Mfk)
∗(t) dt =
1∫
0
+
λ(Ik)∫
1
 ‖fk‖L∞(Jk) + 2‖fk‖L1(Jk)
λ(Ik)∫
1
t−1 dt
 (1 + 2 logR)‖fk‖L1(Jk) + |Dfk|(Jk). (2.7.5)
Since the intervals Ik are all disjoint, and each nonempty Ik is contained in Jk−1, Jk and Jk+1,
having empty intersection with all the other Ji ’s, the estimates (2.7.4) and (2.7.5) yield
‖MRf ‖L1(I ) =
∞∑
−∞
∫
Ik
MRf (x)dx 
∞∑
−∞
((
1 + 2 log+ R)‖fk‖L1(Jk) + |Dfk|(Jk))
= 3
∞∑
−∞
(
1 + 2 log+ R)‖fk‖L1(Ik) + 3
∞∑
−∞
|Dfk|(Ik)
= 3(1 + 2 log+ R)‖f ‖L1(I ) + 3|Df |(I ). (2.7.6)
Thus,
‖MRf ‖BV(I )  3
(
1 + 2 log+ R)‖f ‖L1(I ) + 4|Df |(I )
max
{
3
(
1 + 2 log+ R),4}‖f ‖BV(I ). 
Remark 2.8. The example f : R → R given by f := χ[0,1] shows that the logarithmic order
of growth in the preceding theorem is the correct one. Here all the relevant quantities can be
easily computed: ‖f ‖L1(R) = 1, |Df |(R) = 2, ‖MRf ‖L1(R) = 1 + 1/R + 2 logR for R  1, and
|DMRf |(R) = 2 (for all R > 0).
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can be used to obtain variants of the classical Poincaré inequality, as well as other inequalities
involving derivatives, under less regularity, by using DMRf (a function) instead of Df (a Radon
measure). Here we present another instance of the same idea, a Poincaré type inequality involving
‖MRf ‖1; the argument is standard but short, so we include it for the reader’s convenience.
Given a compactly supported function f , denote by N(f,R) := suppf + [−R,R] ⊂ R the
closed R-neighborhood of its support, that is, the set of all points at distance less than or equal
to R from the support of f .
Theorem 2.9. Let f ∈ BV(R) be compactly supported. Then for all R > 0, we have
‖f ‖22 min
{
(3(1 + 2 log+ R))2
λ(N(f,R))
‖f ‖2BV(R)
+
(
(λ(N(f,R)))2
2
)
‖DMRf ‖22, λ
(
N(f,R)
)2‖DMRf ‖22
}
.
Proof. Let x < y be points in R. By the Fundamental Theorem of Calculus,
MRf (y)−MRf (x) =
y∫
x
DMRf (t) dt  ‖DMRf ‖1.
Squaring and integrating with respect to x and y over N(f,R)2, we get
‖MRf ‖22 
‖MRf ‖21
λ(N(f,R))
+ ‖DMRf ‖21
(
λ(N(f,R))
2
)
.
Since ‖f ‖22  ‖MRf ‖22, using (2.7.6) and either Jensen or Hölder inequality we obtain
‖f ‖22 
(3(1 + 2 log+ R))2
λ(N(f,R))
‖f ‖2BV(R) +
(
(λ(N(f,R)))2
2
)
‖DMRf ‖22.
On the other hand, integrating MRf (y) =
∫ y
∞ DMRf (t) dt  ‖DMRf ‖1 and repeating the pre-
vious steps we get
‖f ‖22  λ
(
N(f,R)
)2‖DMRf ‖22. 
Remark 2.10. In connection with the preceding inequality, we point out that if 1 < p < ∞ and
f ∈ W 1,p(R), then ‖DMRf ‖p  cp‖Df ‖p , with cp independent of R. Of course, the interest of
the result lies in the fact that we can have ‖DMRf ‖p < ∞ even if Df is not a function (standard
example, f = χ[0,1]). The cases p = 1,∞ are handled in [2], Theorems 2.5 and 5.6. There we
have ‖DMRf ‖p  ‖Df ‖p . To see why ‖DMRf ‖p  cp‖Df ‖p holds with cp independent
of R, repeat the sublinearity argument from [11], Remark 2.2(i) (cf. also [9, Theorem 1]) using
MRf Mf to remove the dependency of the constant on R.
We shall consider next the local strong, directional, and iterated directional maximal opera-
tors, proving boundedness from BV(U) into L1(U) and lack of boundedness from BV(U) into
BV(U). Of course, since the strong maximal operator dominates pointwise (up to a constant fac-
tor) the maximal operator associated to an arbitrary norm, we also obtain the boundedness of MR
from BV(U) into L1(U).
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that |Df | is a Radon measure. Write
∫
U
|Df | := sup
{∫
U
f divg: g ∈ C1c
(
U,Rd
)
, ‖g‖∞  1
}
. (2.11.1)
Then f ∈ BV(U) if f ∈ L1(U) and ∫
U
|Df | < ∞ (cf., for instance, Definition 1.3, p. 4 of [7], or
Definition 3.4, p. 119 and Proposition 3.6, p. 120 of [3]). Integration by parts immediately yields
that if f ∈ C1(U), then
∫
U
|Df | =
∫
U
|∇f |dx
(this is Example 1.2 of [7]). With this approach one has the following semicontinuity and approx-
imation results (cf. Theorems 1.9 and 1.17 of [7]), without any reference to Radon measures.
Theorem 2.12. If a sequence of functions {fn} in BV(U) converges in L1loc(U) to f , then∫
U
|Df | lim infn
∫
U
|Dfn|.
Theorem 2.13. If f ∈ BV(U), then there exists a sequence of functions {fn} in BV(U)∩C∞(U)
such that limn
∫
U
|f − fn|dx = 0 and
∫
U
|Df | = limn
∫
U
|Dfn|.
Note that by passing to a subsequence, we may also assume that {fn} converges to f almost
everywhere.
If one uses the definition of BV(U) given in Remark 2.11, the fact that Df is a Radon mea-
sure is obtained a posteriori via the Riesz Representation Theorem. Then of course
∫
U
|Df | =
|Df |(U).
Definition 2.14. A finite cone C of height r , vertex at 0, axis v, and aperture angle α, is the
subset of B(0, r) consisting of all vectors y such that the angle between y and v is less than or
equal to α/2. A finite cone Cx with vertex at x, is a set of the form x +C, where the vertex of C
is 0. Finally, an open set U satisfies a cone condition if there exists a fixed finite cone C such that
every x ∈ U is the vertex of a cone obtained from C by a rigid motion.
We shall assume a cone condition in order to have available the following special case of the
Sobolev embedding theorem (see, for instance, Theorem 4.12, p. 85 of [1]). Of course, other type
of conditions which also ensure the existence of such an embedding could be used instead (e.g.,
U is an extension domain). The next theorem and its corollary are well known and included here
for the sake of readability.
Theorem 2.15. Let the open set U ⊂ Rd satisfy a cone condition. Then there exists a constant
c > 0, depending only on U , such that for all f ∈ W 1,1(U), ‖f ‖
L
d
d−1 (U)
 c‖f ‖W 1,1(U).
Corollary 2.16. Let the open set U ⊂ Rd satisfy a cone condition. Then there exists a constant
c > 0, depending only on U , such that for all f ∈ BV(U), ‖f ‖ d
d−1
 c‖f ‖BV(U).L (U)
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limn
∫
U
|f −fn|dx = 0, and
∫
U
|Df | = limn
∫
U
|∇fn|dx. By Fatou’s lemma and Theorem 2.15,
‖f ‖
L
d
d−1 (U)
 lim inf
n
‖fn‖
L
d
d−1 (U)
 lim
n
c‖fn‖W 1,1(U) = c‖f ‖BV(U). 
While we only need to consider the case of open sets, we point out that the next definition
and lemma are valid for an arbitrary set E ⊂ Rk , with measure defined by the restriction of the
Lebesgue outer measure to the σ -algebra of all intersections of Lebesgue sets with E.
Definition 2.17. Let E ⊂ Rk and r  1. A function g belongs to the Banach space L(log+ L)r(E)
if for some t > 0 we have∫ |g(x)|
t
(
log+ |g(x)|
t
)r
dx < ∞. (2.17.1)
In that case the Luxemburg norm of g is
‖g‖L(log+ L)r := inf
{
t > 0:
∫ |g(x)|
t
(
log+ |g(x)|
t
)r
dx  1
}
.
Note that by monotone convergence the inequality∫ |g(x)|
t
(
log+ |g(x)|
t
)r
dx  1
holds when t = ‖g‖L(log+ L)r .
We mention that on finite measure spaces, the condition of Definition 2.17 is equivalent to the
seemingly stronger requirement that for all t > 0, (2.17.1) hold.
The next lemma must be well known, but we include it for the reader’s convenience. While
stated for all r  1, we only need the cases r = 1 (used in Remark 2.20), r = d − 1 (used in
Theorem 3.1) and r = d (used in Theorem 2.19).
Lemma 2.18. Let E ⊂ Rd , where d  2, and let r  1. If g ∈ L dd−1 (E), then g ∈ L(log+ L)r(E)
and
‖g‖L(log+ L)r (E) 
(
r(d − 1)) r(d−1)d ‖g‖
L
d
d−1 (E)
.
Proof. Note that log+ y  yα/α for all y,α > 0, so given t > 0, if we set y = |g(x)|
t
and α =
1
r(d−1) , we get
∫ |g(x)|
t
(
log+ |g(x)|
t
)r
dx 
(
r(d − 1))r
∥∥∥∥gt
∥∥∥∥
d
d−1
L
d
d−1 (E)
.
Now let t0 < ‖g‖L(log+ L)r . Then
1 <
(
r(d − 1))r
∥∥∥∥ gt0
∥∥∥∥
d
d−1
L
d
d−1 (E)
,
from which it follows that
‖g‖L(log+ L)r (E) 
(
r(d − 1)) r(d−1)d ‖g‖ d
d−1
. L (E)
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(1) in Theorem 2.7, since d = 1, no cone condition appears and we give a fully explicit constant;
(2) when d = 1, we use the trivial embedding of BV(I ) in L∞ given in (2.7.1) instead of Corol-
lary 2.16 and Lemma 2.18;
(3) for d > 1, bounds on the distributional gradient of the corresponding maximal operator are
either false or not known.
Theorem 2.19. Let the open set U ⊂ Rd satisfy a cone condition. For every R > 0, the local
iterated directional maximal operator MdR ◦ · · · ◦ M1R and the local strong maximal operator
MSR map BV(U) into L
1(U) boundedly. Hence, so do the following operators: The standard
local uncentered maximal operator MR associated to an arbitrary norm, the local directional
maximal operator MvR , and M
ik
R ◦ · · · ◦ Mi1R , where 1 k < d and i1 < · · · < ik . In fact, if SR is
any of the above maximal operators, then there exists a constant c > 0, which depends only on
the open set U , such that for all f ∈ BV(U),
‖SRf ‖L1(U)  c
(‖f ‖BV(U) + (log+ R)d‖f ‖L1(U)). (2.19.1)
Proof. By Corollary 2.16, it is enough to show that
‖SRf ‖L1(U)  c
(‖f ‖Ld/(d−1)(U) + (log+ R)d‖f ‖L1(U)). (2.19.2)
Now we can assume that U = Rd . Else, we extend f without changing the right-hand side of
(2.19.2), by setting f = 0 on Rd \U .
The reason we are interested in having U = Rd is that later on, we will use the pointwise
equivalence on Rd of maximal functions associated to different norms.
By η we denote a generic d-tuple of integers (n1, . . . , nd) ∈ Zd . For η ∈ Zd , we define the
cubes Iη = [n1R, (n1 + 1)R)×· · ·× [ndR, (nd + 1)R) and Jη = [(n1 − 1)R, (n1 + 2)R)×· · ·×
[(nd − 1)R, (nd + 2)R). Set fη = f |Jη .
We want to estimate
αη :=
∫
Iη
MdR ◦ · · · ◦M1Rf (x)dx =
∫
Iη
MdR ◦ · · · ◦M1Rfη(x) dx

∫
Iη
Md ◦ · · · ◦M1fη(x) dx.
From [6, §I, Theorem 1], we get
λd
({
Md ◦ · · · ◦M1fη > 4t
})
 C
∫
Jη
|fη(x)|
t
(
log+
|fη(x)|
t
)d−1
dx, (2.19.3)
where C is a constant that depends only on d . Moreover, calling A = ‖fη‖L(log+ L)d and using
(2.19.3) we obtain
αη = 4
∞∫
0
λd
(
Iη ∩
{
MdR ◦ · · · ◦M1Rfη(x) > 4t
})
dt = 4
A/Rd∫
0
+ 4
∞∫
dA/R
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∞∫
A/Rd
∫
Jη
|fη(x)|
t
(
log+
|fη(x)|
t
)d−1
dx dt = 4A+B. (2.19.4)
Let J˜η := Jη ∩ {|f (x)| >A/Rd}. Applying the Fubini–Tonelli Theorem and the change of vari-
able y(t) = log |fη(x)|
t
we have
B = 4C
∫
J˜η
|fη(x)|∫
A/Rd
|fη(x)|
t
(
log
|fη(x)|
t
)d−1
dt dx
= 4C
∫
J˜η
∣∣fη(x)∣∣dx
log+ |fη(x)|R
d
A∫
0
yd−1 dy
= 4C
d
∫
J˜η
∣∣fη(x)∣∣
(
log
|fη(x)|
A
+ d logR
)d
dx
 4C2
d
d
∫
Jη
∣∣fη(x)∣∣
((
log+
|fη(x)|
A
)d
+ dd(log+ R)d
)
dx
= 4C2
d
d
(
A
∫
Jη
|fη(x)|
A
(
log+
|fη(x)|
A
)d
dx + dd‖fη‖L1(Jη)
(
log+ R
)d)
 4C2
d
d
(
A+ dd‖fη‖L1(Jη)
(
log+ R
)d)
. (2.19.5)
Putting together (2.19.4), (2.19.5), and Lemma 2.18, we get
αη  C′
(‖fη‖Ld/(d−1)(Jη) + ‖fη‖L1(Jη)(log+ R)d).
Next we sum over all d-tuples η ∈ Zd . Since a point in Rd cannot be contained in more than 3d
different cubes of type J , we conclude that for some c > 0,
∫
Rd
MdR ◦ · · · ◦M1Rf (x)dx  c
(‖f ‖Ld/(d−1)(Rd ) + ‖f ‖L1(Rd )(log+ R)d). (2.19.6)
Since MSRf (x)MdR ◦ · · · ◦M1Rf (x) for almost all x ∈ Rd , the same inequality holds for MSRf .
Likewise, MSR dominates pointwise the maximal operator MR associated to the l∞ norm (i.e.,
to cubes), so (2.19.1) also holds for MR . Since local maximal operators associated to different
norms are pointwise comparable by the equivalence of all norms in Rd , inequality (2.19.1) holds,
perhaps with a different value of c, for the maximal operator MR defined by any given norm.
Finally, if 1 k < d and i1 < i2 < · · · < ik , we have MikR ◦ · · · ◦Mi1R f (x)MdR ◦ · · · ◦M1Rf (x)
for all x ∈ Rd , and MvR obviously satisfies the same bounds as M1R , so (2.19.1) holds for all the
operators under consideration. 
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as in the previous theorem, rather than deriving them from the corresponding bounds for MSR . In
fact, a direct approach yields a lower order of growth, O(logR) instead of O((logR)d). More
precisely, replace in the proof L(log+ L)d by L(log+ L), and inequality (2.19.3) by the following
well known refinement (due to N. Wiener, cf. [19, Theorem 4′]) of the weak type inequality:
λd
({Mf > t}) C
t
∫
{|f |>t/2}
∣∣f (x)∣∣dx for all t > 0.
Then argue as before, to get∫
U
MRf (x)dx  c
(‖f ‖BV(U) + ‖f ‖L1(U) log+ R).
An analogous remark can be made with respect to the operators MikR ◦· · ·◦Mi1R and MvR , obtaining
orders of growth O(logk R) and O(logR) respectively.
Theorem 2.21. Let d > 1 and let U ⊂ Rd be open. Given any R > 0, the following maximal op-
erators are unbounded on BV(U): The local directional maximal operator MvR , the local iterated
directional maximal operator MdR ◦ · · · ◦M1R , and the local strong maximal operator MSR .
Proof. We will show that if SR denotes any of the maximal operators considered in the state-
ment of the theorem, then there exists a sequence of characteristic functions f1/n such that
limn→∞ ‖f1/n‖BV(U) = 0 and
lim
n→∞
|DSR(f1/n)|(U)
‖f1/n‖BV(U) = ∞.
In fact, the same result holds for the corresponding nonlocal maximal operators, which can be
included in the notation SR by allowing the possibility R = ∞, as we do in this proof. So we
take 0 < R ∞. Actually it is enough to consider 2 < R ∞, since the argument we give
below adapts to smaller values for R just by rescaling. Similarly it is enough to consider the case
U = Rd . We start with MvR . By a rotation we may assume that v = e1. For notational simplicity,
we will write the proof for the case d = 2 only. Fix R. Given 0 < δ < 1, set fδ(x) := χ[0,δ]2(x).
Then
‖fδ‖1 = δ2
and, since |Dfδ|(R2) is just the perimeter of the square [0, δ]2 (cf., for instance, Exercise 3.10,
p. 209 of [3]),
|Dfδ|
(
R
2)= 4δ.
Thus
‖fδ‖BV(R2) = O(δ) when δ → 0. (2.21.1)
Next, let δ  x  1, and 0 y  δ. It is then easy to check that
M1R(fδ)(x, y) =
δ
.x
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|DχEt |
(
R
2) 2δ + 2δ
t
.
By the coarea formula for BV functions (cf. Theorem 3.40, p. 145 of [3]), we have
∣∣DM1Rfδ∣∣(R2)=
∞∫
−∞
|DχEt |
(
R
2)dt 
1∫
δ
|DχEt |
(
R
2)dt  2δ
1∫
δ
(
1 + 1
t
)
dt
= Θ
(
δ log
1
δ
)
, (2.21.2)
where Θ stands for the exact order of growth. From (2.21.1) and (2.21.2) we obtain
|DM1R(fδ)|(R2)
‖fδ‖BV(R2)
→ ∞ when δ → 0, (2.21.3)
as was to be proven.
Note next that on [0,1] × [0, δ] the three maximal functions M1Rfδ , M2R ◦ M1Rfδ and MSRfδ
take the same values, from which it easily follows that for δ  t < 1,
|Dχ{M2R◦M1R(fδ)>t}|
(
R
2) 2δ + 2δ
t
and
|Dχ{MSR(fδ)>t}|
(
R
2) 2δ + 2δ
t
.
Thus, the analogous statement to (2.21.3) holds for M2R ◦M1Rfδ and MSRfδ also. 
A standard mollification argument shows that the preceding maximal operators are not
bounded on W 1,1(U) either.
3. Converses and a one dimensional characterization
Recall that f+ and f− denote respectively the positive and negative parts of f . Now, for
any open set U ⊂ Rd , f ∈ BV(U) if and only if both f+ ∈ BV(U) and f− ∈ BV(U). This can
be seen as follows: If f ∈ BV(U), it is a routine from the Definition 2.11.1 contained in Re-
mark 2.11 that
∫
U
|Df |  ∫
U
|D(f+)| and ∫
U
|Df |  ∫
U
|D(f−)|, so f+, f− ∈ BV(U). This
statement can be derived from the coarea formula [3, p. 145] also. On the other hand, if both
f+, f− ∈ BV(U), then there are sequences {gn} and {hn} of C∞ functions that approximate f+
and f− respectively, in the sense of Theorem 2.13. Since gn − hn → f in L1(U), by semi-
continuity |Df |(U)  lim infn
∫
U
|∇(gn − hn)|dx  limn
∫
U
|∇gn|dx + limn
∫
U
|∇hn|dx =
|D(f+)|(U)+ |D(f−)(U)|. Hence f ∈ BV(U).
Theorem 3.1. Let U ⊂ Rd be an open set and let f : U → R be locally integrable. Sup-
pose that there exist a sequence {an}∞1 with limn an = 0 and a constant c such that for all n,
Manf
+ ∈ W 1,1(U), Manf− ∈ W 1,1(U), ‖Manf+‖W 1,1(U)  c, and ‖Manf−‖W 1,1(U)  c. Then
f ∈ BV(U). The same happens if instead of MR we consider either the local directional maximal
operator, or, under the additional hypothesis that U satisfies a cone condition, the local strong
maximal operator.
142 J.M. Aldaz, J. Pérez Lázaro / J. Math. Anal. Appl. 337 (2008) 130–143Proof. Consider first f+. By the Lebesgue Theorem on differentiation of integrals we have
that limnManf+ = f+ a.e., so by dominated convergence, Manf+ → f+ in L1(U), and by
Theorem 2.12,
∫
U
|Df+| lim infn
∫
U
|DManf+| c < ∞. Repeating the argument for f− we
get |Df |(U)  |Df+|(U) + |Df−|(U) < ∞. The result for the local strong maximal operator
follows from the well known theorem of Jessen, Marcinkiewicz and Zygmund [10] stating that
basis of rectangles (with sides parallel to the axes) differentiates L(log+ L)d−1loc (U), and hence
BV(U) (cf. Corollary 2.16 and Lemma 2.18; for the first embedding we use the cone condition).
Finally, the weak type (1,1) boundedness of MvT (which is obtained from the one dimensional
result and the Fubini–Tonelli Theorem) also entails, by the standard argument, the corresponding
differentiation of integrals result, so limnMvanf
+ = f+ and limnMvanf− = f−. 
For intervals I ⊂ R we have the following characterization.
Theorem 3.2. Let f : I → R be locally integrable. Then the following are equivalent:
(a) f ∈ BV(I ).
(b) MRf+ ∈ W 1,1(I ), MRf− ∈ W 1,1(I ), ‖MRf+‖W 1,1(I )  3(1 + 2 log+(R))‖f+‖L1(I ) +
4|Df+|(I ), and ‖MRf−‖W 1,1(I )  3(1 + 2 log+(R))‖f−‖L1(I ) + 4|Df−|(I ).
(c) There exist a sequence {an}∞1 with limn an = 0 and a constant c = c(f, {an}∞1 ) such
that for all n, Manf+ ∈ W 1,1(I ), Manf− ∈ W 1,1(I ), ‖Manf+‖W 1,1(I )  c, and
‖Manf−‖W 1,1(I )  c.
(d) There exist an R > 0 and a constant c = c(f,R) such that for all T ∈ (0,R], MT f+ ∈
W 1,1(I ), MT f− ∈ W 1,1(I ), ‖MT f+‖W 1,1(I )  c, and ‖MT f−‖W 1,1(I )  c.
(e) For every R > 0 there exists a constant c = c(f,R) such that for all T ∈ (0,R], MT f+ ∈
W 1,1(I ), MT f− ∈ W 1,1(I ), ‖MT f+‖W 1,1(I )  c, and ‖MT f−‖W 1,1(I )  c.
If f : I → R is absolutely continuous, then
(a′) f ∈ W 1,1(I ) is equivalent to (b), (c), (d) and (e).
Proof. The implications (b) → (e), (e) → (d) and (d) → (c) are obvious, and (a) → (b) is the
content of Theorem 2.7. Without loss of generality we may take I to be open, so (c) → (a) is
a special case of Theorem 3.1. Finally, the last claim follows from the fact that f ∈ W 1,1(I ) if
and only if f is absolutely continuous and f ∈ BV(I ). 
Let f : I → R be locally integrable. By Theorem 2.7, if |f | ∈ BV(I ) then for every R > 0,
MRf ∈ W 1,1(I ) boundedly, with bound depending on R. Thus it is natural to ask whether the
latter condition alone suffices to ensure that |f | ∈ BV(I ). In other words, we are asking whether
the uniform bound condition appearing in parts (c), (d) and (e) of Theorem 3.2 is really needed.
The following example shows that the answer is positive.
Example 3.3. There exists a nonnegative function f ∈ L1(R) \ BV(R) such that for all R > 0,
MRf ∈ W 1,1(R).
Proof. Let A be the closed set [−1000,0] ∪ (⋃∞n=0[2−n,2−n + 2−n−1]), and let f be the up-
per semicontinuous function χA. Fix R > 0. Clearly MRf  f everywhere, so by Lemma 3.4
of [2], MRf is a continuous function. Also, MRf |R\(0,2−n) is Lipschitz, with Lip(MRf ) 
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ing a countable union of sets of measure zero. Next we show that |DMRf |(R) < ∞. Let n 1.
On intervals of the form (2−n + 2−n−1,2−n+1), if R > 2−n−2 then MRf > f , so by Lemma 3.6
of [2] there exists xn ∈ (2−n +2−n−1,2−n+1) such that MRf is decreasing on (2−n +2−n−1, xn)
and increasing on (xn,2−n+1). Taking this fact into account, it is easy to see that V (MRf,R) is
decreasing in R, so we may suppose R ∈ (0,1). Select N ∈ N such that 2−N+1 < R. Then for
n >N ,
V
(
MRf,
(
2−n + 2−n−1,2−n+1))= 2(1 −MRf (xn)) 2
(
1 − R − 2
−n+1
R
)
 2
−n+2
R
.
Hence |DMRf |(R) 2 + 2(N + 1) < ∞. Since MRf is continuous, of bounded variation, and
maps measure zero sets into measure zero sets, by the Banach Zarecki Theorem it is absolutely
continuous, so MRf ∈ W 1,1(R). 
Of course, using R above is not necessary, the example can be easily adapted to any other
interval I .
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