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Abstract: In this contribution we analyze the performance of a monthly river discharge 
forecasting model with a Support Vector Regression (SVR) technique in a European alpine 
area. We considered as predictors the discharges of the antecedent months, snow-covered area 
(SCA), and meteorological and climatic variables for 14 catchments in South Tyrol (Northern 
Italy), as well as the long-term average discharge of the month of prediction, also regarded 
as a benchmark. Forecasts at a six-month lead time tend to perform no better than the 
benchmark, with an average 33% relative root mean square error (RMSE%) on test samples. 
However, at one month lead time, RMSE% was 22%, a non-negligible improvement over the 
benchmark; moreover, the SVR model reduces the frequency of higher errors associated with 
anomalous months. Predictions with a lead time of three months show an intermediate 
performance between those at one and six months lead time. Among the considered predictors, 
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SCA alone reduces RMSE% to 6% and 5% compared to using monthly discharges only, for a 
lead time equal to one and three months, respectively, whereas meteorological parameters 
bring only minor improvements. The model also outperformed a simpler linear 
autoregressive model, and yielded the lowest volume error in forecasting with one month 
lead time, while at longer lead times the differences compared to the benchmarks are 
negligible. Our results suggest that although an SVR model may deliver better forecasts than 
its simpler linear alternatives, long lead-time hydrological forecasting in Alpine catchments 
remains a challenge. Catchment state variables may play a bigger role than catchment input 
variables; hence a focus on characterizing seasonal catchment storage—Rather than seasonal 
weather forecasting—Could be key for improving our predictive capacity. 
Keywords: seasonal hydrological forecast; snow cover area; support vector machine; 
regression; South Tyrol; Alps 
 
1. Introduction 
The prediction of water availability is a key element for effective water storage management [1]. This 
is particularly true when the available water storage capacity cannot compensate for reduced discharges 
over a full season, so that a more precise regulation needs to be planned. 
While “quick response” hydrological events such as floods cannot be predicted, in the best cases, 
with a lead time longer than a few days as they critically depend on catchment input (daily or even hourly 
precipitation), available water volumes over extended periods (e.g., months) may depend on the rate of 
depletion of the catchments and are therefore driven by the catchment state, which is much more 
smoothly varying over time and can be arguably predicted with longer lead time. 
In principle, it is possible to obtain monthly streamflow forecasts with long lead time based on 
catchment water balance models; however, these depend on the availability and reliability of long-term 
(at least one season [1–3]) forecasts of weather variables. Yang et al. [4] showed that the forecasting of 
streamflow is generally more accurate when catchment storage dominates over catchment input. 
Moreover, the data collection, fieldwork, calibration, and validation for the setup of detailed, 
catchment-specific water balance models may be long and expensive; this poses practical constraints to 
application in many mountainous areas of the world, where hydrologic information is scarce and sparse, 
sites are difficult to access, and the operational management of a model for decision support may be 
difficult due to economic, organizational, and technical limitations (as discussed in e.g., [5]). 
An alternative to water balance models is given by data-driven (“black box”) models based on 
statistical relationships between time series of a target (e.g., monthly water discharge) and predictors. 
Traditional black box models such as linear approaches [6] are being challenged recently by  
non-linear machine-learning methods such as the support vector regression (SVR) [7], reported by 
several authors to be more effective than previous methods in hydrologic time series forecasting [8]. The 
better performance of non-linear models may be related to the non-linear behavior shown by discharge 
as a function of catchment input and state variables. 
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Among the available retrieval algorithms, SVR is often adopted in the field of bio-physical parameter 
retrieval for the following characteristics: SVR is able to handle complex and non-linear problems, can 
manage different kinds of inputs, and can reach high level performance even in cases where few data 
are available [9,10]. 
The first two characteristics are in common with other retrieval strategies. Both non-parametric 
methods, such as Artificial Neural Network (ANN) and Genetic Algorithm, and parametric methods like 
Bayesian approaches can handle the non-linearity between input and output variables. However, the 
main limitation is related to the availability of a large training database to perform a robust retrieval. 
SVR overcomes this limitation because it is based on a geometrical concept. In this context, for ANN 
and statistical approaches, the main aim is to populate the feature space with as much data as possible, 
so that all the possible combinations of input and output features are available to build the mapping 
functions. On the other side, a retrieval-approach-based SVR identifies the margins of the tolerance tube 
around the input data. Once the margins have been identified, the mapping function can be identified 
without the need for more data [7]. 
In recent years, this type of model has been applied in several cases [11–15], particularly with 
reference to reservoirs [14], indicating a potential role in practical water resources management.  
Most applications, however, predict the streamflow at a given month on the basis of streamflows in 
previous months without using catchment state variables [16–18]. Dehghani et al. [19] highlighted the 
importance of snow water content for the prediction of streamflow in the Karun basin in Iran, but made 
use of basin air temperature as a proxy for snowmelt instead of referring specifically to snow-related 
variables. Wang and Fu [20] made use of soil moisture as a catchment variable for the improvement of 
adaptive monthly and sub-monthly streamflow predictions in the Yangtze River, and found that this 
variable appreciably improved the forecasts. 
Examples of analyses focused on the catchment state, rather than the catchment input, have been 
published with reference to the summer response of spring to autumn precipitation [21,22], or to the 
summer runoff and vegetation indexes’ response to groundwater storage [23], to some extent enabling 
long lead-time forecasting. 
It has long been recognized that, in Alpine and similar settings, summer flows may be controlled by 
the winter accumulation of snow in the catchment [24]. The role of mountain snow and glacier water in 
sustaining runoff, even in the presence of trends of reduced precipitation, has been observed in many 
regions in the last years [25], and is increasingly included in hydrologic models applied to mountain 
areas [26,27]. 
This contribution examines the performance of SVR models for the forecasting of monthly 
streamflow in catchments of a European Alpine region with a lead time of one, three, or six months. 
Unlike many similar forecasting studies that make use of discharges only, we attempt to improve the 
model’s predictive accuracy by introducing catchment input and state variables (climatic signals, and 
the snow-covered area) as predictors, as for a water balance model. Arguably, the SVR technique may 
be able to extract from the data the unknown, non-linear relationships between catchment input, state, 
and output, when a proper water balance model is difficult to identify. In the remainder of the paper, 
after introducing the study region and providing an intuitive introduction to the SVR technique, we 
discuss the results obtained in the prediction of streamflow with one, three, or six months lead time and 
the potentials and limitations of the approach, and provide some concluding perspectives. 
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2. Materials and Methods 
2.1. Study Area and Available Discharge Data 
The Alps, as well as other mountain regions in the world, are of strategic importance for water 
resources [28], given that they are a climate change hot spot and a key context where adaptation is 
required [29]. 
The study region considered here is the upper Adige catchment closed at Bronzolo/Branzoll, in the 
Autonomous Province of Bolzano/South Tyrol, Northern Italy (Figure 1). This is an alpine watershed 
with a drainage area of approximately 7400 km2, with elevations ranging from about 200 m a.s.l. at the 
southern valley bottoms, to around 3900 m a.s.l. in the western upper ranges. The Adige is the second 
largest Italian river and is fed by a large tributary, the Isarco/Eisack, draining about half of the catchment. 
The area is covered by a relatively dense network of hydrographic and weather stations managed by the 
Province’s Hydrographic Office (Figure 2). Among all the available water discharge stations, for the 
present study we considered just those in which the discharges have been continuously recorded for at 
least the last 20 years. Figure 1 shows the catchments closed at the selected stations, and Table 1 lists 
their main attributes. 
 
Figure 1. South Tyrol in northern Italy, location of the analyzed catchments. 
 
Figure 2. Available measurement stations in South Tyrol. 
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Table 1. Main characteristics of selected discharge measurement stations. 
Station Name 
Hydrographic 
Office Identifier 
UTM 32N Coordinates (m) 
Catchment 
Area (km2) 
Min–Max–Mean 
Altitude (m a.s.l.) 
Min–Max Discharge 
Q (m3/s) 
Adige at Tel 3 X = 659,075 Y = 5,170,831 1,676 510–3,893–2,011 11.50–84.39 
Adige at Ponte Adige 7 X = 676,882 Y = 5,150,246 2,705 240–3,893–1,907 22.68–114.96 
Rio Fleres at Colle Isarco 8 X = 685,584 Y = 5,201,188 149 1,047–3,479–2,167 0.61–9.64 
Rio Vizze at Novale 10 X = 692,269 Y = 5,200,902 108 1,375–3,500–2,186 0.76–13.03 
Rio Ridanna at Vipiteno 13 X = 685,246 Y = 5,195,138 207 939–3,456–1,927 1.41–20.37 
Rienza at Monguelfo 15 X = 737,906 Y = 5,182,252 264 1,096–3,217–1,827 2.16–12.50 
Rio Casies at Colle 16 X = 742,055 Y = 5,184,156 117 1,198–2,825–1,960 0.86–6.22 
Rio Anterselva at Bagni Salomone 17 X = 735,133 Y = 5,190,077 83 1,091–3,425–2,036 0.55–5.27 
Aurino at Cadipietra 18 X = 726,593 Y = 5,208,875 149 1,047–3,485–2,167 1.46–27.06 
Aurino at Caminata 20 X = 725,134 Y = 5,198,678 420 845–3,485–2,115 2.69–39.25 
Aurino at San Giorgio 21 X = 723,868 Y = 5,189,015 613 819–3,485–2,038 5.40–56.18 
Gadera at Mantana 27 X = 719,819 Y = 5,184,323 389 813–3,120–1,856 3.58–18.01 
Rienza at Vandoies 28 X = 706,592 Y = 5,188,228 1,920 735–3,217–1,861 14.32–100.07 
Adige at Bronzolo 37 X = 677,940 Y = 5,142,627 6,923 228–3,893–1,804 61.07–330.28 
2.2. Introduction to Support Vector Regression (SVR) 
2.2.1. Model Formulation 
The statistical prediction of a variable ݕ(ݐ + ∆ݐ)	 at an instant ∆ݐ from current time t may be framed 
as a particular case of regression problem, the goal of which is to identify a function 	݂(࢞) of a vector 
࢞ = (݌ଵ, ݌ଶ, … , ݌௠)  of m (known) explanatory variables, so that ݕ(ݐ + ∆ݐ) = ݂(࢞) . The variables  
p1, …, pm forming vector x may include current and past data samples [ݕ(ݐ), ݕ(ݐ − 1), … , ݕ(ݐ − ݍ)] for  
q ≤ m, as well as additional numerical variables of any kind. 
The function is identified on the basis of reference samples for which both ݕ(ݐ + ∆ݐ)	 and x are 
known. Let us refer to a set of N samples {(࢞ଵ, ݕଵ), (࢞ଶ, ݕଶ), … , (࢞ே, ݕே)} where each ࢞࢏ and ݕ௜ , for  
i = 1,…, N, represent a particular value of the variable to be predicted, ݕ(ݐ + ∆ݐ), and the corresponding 
vector of explanatory variables considered. 
Traditional regression methods seek a function that minimizes prediction errors considering all N 
samples. The support vector regression (SVR) technique [30–34], instead, aims at finding the simplest 
function that can fit all the data while minimizing the sum of prediction errors above a predefined 
threshold. A review of the concepts and characteristics of these techniques with specific reference to 
hydrology is provided by [34]. For the sake of a quick illustration of the technique, let us first refer to 
the linear case, where the function to be estimated takes the form: 
݂(࢞) = 〈࢝, ࢞〉 + ܾ , (1)
࢝ being a vector of weights of the same dimensionality of vector x of explanatory variables, and b	 a 
scalar. Here, the operator 〈∙,∙〉 refers to the scalar product of vectors. The “simplest function” is the 
function depending the least on input variables, and can be found by minimizing the norm  
‖࢝‖ଶ = 〈ܟ,ܟ〉. As we want to minimize the sum of errors higher than a predefined threshold ߝ, we 
introduce the ߝ-insensitive loss function ܮఌ defined for each sample i as: 
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ܮఌ௜ ≔ ൜ 0|݂(࢞࢏) − ݕ௜| − ߝ
௜௙ |௙(࢞࢏)ି௬೔|ஸఌ
௢௧௛௘௥௪௜௦௘ . (2)
From the loss function computed for each of the N reference sample, the SVR problem can be written 
as the following convex optimization problem: 
݉݅݊݅݉݅ݖ݁ ଵଶ ‖࢝‖ଶ + ܥ ∑ ܮఌ௜ே௜ୀଵ , (3)
where constant ܥ is a model parameter, driving the tradeoff between the complexity of the function and 
tolerance of empirical errors. A graphical representation can be found in [31]. 
After appropriate mathematical manipulation, it can be shown that the weights can be written as a 
function of the reference sample vectors:  
࢝ =෍ߙ௜࢞࢏
ே
௜ୀଵ
 (4)
and, consequently:  
݂(࢞) = ∑ ߙ௜〈࢞௜, ࢞〉ே௜ୀଵ + ܾ, (5)
where ߙ௜, i = 1,…, N, are constant coefficients. 
Coefficient ܾ can be estimated based on the Karush–Kuhn–Tucker (KKT) conditions [31], while the 
two parameters ܥ and ߝ represent “tuning” parameters. In general, the SVR does not assume f(x) to be 
linear, but stipulates it to be in the form: 
݂(࢞) = ࢝ ∙ Φ(࢞) + ܾ , (6)
Φ(࢞) being a (non-linear) unknown function. In this case, it can be shown that the weights can be written 
as a function of the reference sample vectors:  
࢝ =෍ߙ௜Φ(࢞࢏
ே
௜ୀଵ
) (7)
and, consequently:  
݂(࢞) = ∑ ߙ௜〈Φ(࢞௜), Φ(࢞)〉ே௜ୀଵ + ܾ, (8)
where ߙ௜, i = 1,…, N, are constant coefficients. It should be noted that the identification of f(x) does not 
require us to know the function Φ(࢞), but only the scalar products 〈Φ(࢞௜), Φ(࢞)〉 for , i = 1,…, N. Under 
certain assumptions [31], the scalar product 〈Φ(࢞௜), Φ(࢞)〉 can be rewritten using non-linear functions 
(called “kernels”) ݇(࢞௜, ࢞). A commonly used kernel is the Gaussian radial basis function, uniquely 
identified by the single parameter represented by the kernel width γ, which represents an additional 
model parameter. In this way, the optimization follows procedures similar to those in the linear case, but 
function ݂(࢞) is allowed to be non-linear and of arbitrary complexity. Further details on the method can 
be found in [31], while a more intuitive description of the approach specifically targeted to hydrological 
applications is given in [34]. 
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2.2.2. Model Training and Feature Selection 
No standard methods exist for calibrating ܥ, ε, γ. The choice of these parameters is driven by the 
characteristics of the problem itself. Operationally, the SVR prediction process can be schematically 
divided into two parts, an off-line and an on-line procedure (Figure 3). 
 
Figure 3. Support vector regression (SVR) general scheme separated between off-line and  
on-line phase. During the off-line phase the SVR is trained and the prediction function is 
estimated. The on-line phase refers to the operative part of the method, in which the prediction 
phase can accept a proper set of inputs for estimating the discharge in the target month. 
The off-line part consists of SVR model training and supports the selection of relevant input variables. 
A common strategy for model training is to divide the available reference dataset into two subsets, one 
called “training set,” which is used to find the optimal function for a fixed combination of parameters ܥ, 
ε, γ, and one called “validation set,” on which the performance in terms of a chosen empirical metric is 
computed (within this work, we used a set of metrics as explained in [35]). Instead of dividing the 
reference dataset into two subsets (i.e., training and validation), we preferred to adopt a t-folds  
cross-validation procedure, which consists of randomly dividing the available reference samples into  
t subsets. Iteratively, t − 1 subsets are used for training, whereas the remaining subset is used for 
validation. In this way, all the samples are used for both training and validating the model. The  
cross-validation strategy may increase the representativeness of training and validation sets, especially 
in the case of limited samples being available [35]. 
The so-called “feature selection” operation aims at identifying those, among all explanatory variables 
(“features”) considered, which are actually informative: The SVR model is trained iteratively with 
different combinations of features, and those combinations leading to the best model performances are 
eventually retained for further verification. Features that are found to be uninformative, or even worsen 
the performance of the model, are discarded. 
2.2.3. Model Testing 
Once the SVR model is properly trained with the selected input features, the SVR prediction can be 
used “on-line” for estimating a target variable using the set of selected input features. The estimates are 
compared to a set of known target variables (usually called “test set”), different from the training and 
validation ones, in order to independently assess the prediction accuracy of the method implemented. 
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The reference set can be built by exploring the whole time series, extracting at each instant the input 
feature vector by looking at the past and current values and the associated future target. For instance, 
monthly discharge at the instant ݐ + ∆ݐ may be predicted using monthly discharge at month ݐ, t − 1, etc., 
as well as the other explanatory variables at month ݐ, t – 1, etc. 
2.3. Input Data Considered 
We want to predict monthly discharges at month t + ∆ݐ, with ∆ݐ equal to one, three, or six months, 
using as input features the discharges measured at the current (t) and past (t − 1,…, t − q) months  
(q being the number of months in the past that we want to consider), as well as other known variables 
that we assume may allow predicting discharges. These were chosen among the following:  
• Catchment state variables: Snow storage represented by snow-covered area (SCA) as a proxy; 
• Climate signals related to possible catchment input (temperature and precipitation): Indexes North 
Atlantic Oscillation (NAO), Wave Amplitude Index (WAI), Baroclinic Amplitude Index (BAI), 
Standardized Precipitation Index (SPI), and air temperature, briefly introduced and discussed hereafter; 
• Catchment characteristics: Area, minimum, maximum, and mean elevation. 
SCA has been extracted from snow maps obtained with MODIS images, which are freely provided 
by NASA (http://modis.gsfc.nasa.gov/) and acquired through a dedicated antenna available at EURAC 
Research, Bolzano. The snow products have been derived with a specific algorithm adapted to mountain 
areas [36,37]. This algorithm takes 250 m resolution, atmospherically corrected surface reflectance 
MOD09GQ-MYD09GQ (Terra-Aqua satellites) products as input. Cloud detection is carried out using 
500 m resolution MOD09GA-MYD09GA products and 1 km resolution MOD021KM-MYD021KM 
products. MOD03-MYD03 are used for correct geolocation. Daily snow maps at 250-m resolution 
obtained with the algorithm described in [36] allow improved snow cover mapping with respect to the 
500 m standard MODIS product, especially in mountainous terrain where snow cover shows high spatial 
variability due to highly irregular topography [37]. 
Climate signals announcing dry and wet periods can be derived from atmospheric circulation patterns.  
As shown in several studies, dry or wet conditions of a region can be connected to some particular  
large-scale climatic indicators, like the El-Nino Southern Oscillation (ENSO) or NAO [24,38–40], 
although a certain indicator may have different relevance in predicting climate in separate, but bordering, 
regions [24]. 
Other authors have shown a clear relationship between the phenomenology of meso-scale 
atmospheric conditions and extreme wet and dry events, especially in the mid-latitudes (see [41]).  
The SPI [42–44] has been proposed for application at different time scales [42,45,46], because it 
quantifies relative weather dryness and wetness, allowing comparison of climatic conditions in areas 
governed by different hydrological regimes. 
It has been observed that the SPI computed over one month may correlate with unregulated stream 
flow, while the SPI over a longer period may correlate with reservoir storage [1,2]. SPI prediction based 
on statistical models has been conducted e.g., in Sicily [47] and Iran [48]. 
The WAI [49–51] and the BAI [52] are two additional well-established climatological indexes  
related to large-scale atmospheric circulation. The WAI is used to describe regimes of circulation in  
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extra-tropical regions and can be used to identify atmospheric blocking events in Europe [49]. Atmospheric 
blocking leads to a stagnation of weather patterns, in turn possibly associated with floods, droughts, 
above- or below-normal temperatures, and other weather extremes. It is important to recognize a 
blocking pattern in its initial development. The BAI is related to heat fluxes and precipitation activity in 
the mid-latitudes [52], which may transport heat and momentum vertically and horizontally at synoptic 
scales in the mid-latitudes. These transfers may explain most of the high frequency variability in the 
extratropics [53]. The dominance of these climatic signals can be used to capture global trends that yield 
dry or wet periods [41]. 
Climatic signals may be related to catchment state and slow hydrological responses: Long lead-time 
forecasting has been successfully attempted on seasonal summer streamflows using ocean-atmospheric 
variables [54–56], suggesting that similar studies might be extended to a finer level of temporal detail  
(e.g., monthly). Studies on a two-century time series of discharges from the Po River, northern Italy, have 
highlighted a relationship between both winter precipitation and summer stream flow and the NAO [57]. 
In this case study, we considered SPI, WAI, BAI, NAO, and air temperature, the last deemed 
generally representative for snow melting. 
Other variables may be in principle be added to the above list. For instance, cloud cover and 
catchment orientation (aspect) may be related to snowmelt, while vegetation and soil moisture indicators 
are representative of catchment state. In the catchments considered for the present analysis, the aspect 
varies at a relatively fine scale following the mountainous morphology, while the average aspect of each 
catchment is relatively constant. Vegetation and soil moisture were considered to be less representative 
than snow cover for the mountainous region of interest, as they account for relatively little water storage 
compared to snow. Finally, cloud cover was deemed a more indirect indicator than temperature. In a 
quest for balance between comprehensiveness of the model setup and complexity of model input 
preparation, we decided to limit the input variables to those discussed above. 
In addition, a special input feature was also identified in the long-term average monthly discharge of 
the month of prediction. The latter was computed from the time series of discharges, considering the  
10 years before the start of the prediction period. This choice, in general, puts an additional constraint 
on the selection of the hydrological stations, which need to be limited to those continuously monitored 
for at least 20 years. 
2.4. Experimental Setup 
In the study region, there are about 40 discharge gauging stations. However, many of these have not 
been monitored for a sufficiently long and continuous time period. In order to have a robust discharge 
prediction model, we chose to train a specialized SVR model only for the catchments with stations 
continuously monitored for at least 10 years, corresponding to a number of samples higher than 120; 
these correspond to the 14 measurement stations in Table 1. 
The case of gauging stations with short or discontinuous monitoring is quite common in practice. 
Therefore, it is of interest to develop SVR models that may be applied to a catchment without specific 
calibration. A way to develop one such model is to consider all model training catchments together, 
while including catchment morphological descriptors as input features. In this way, we may hope to 
apply the model to any other catchment similar to the ones used for training. Such “regionalized” model 
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calibration does not need to be repeated for each new catchment. For this reason, we complemented the 
catchment-specific models in the study region with a catchment-independent model, as explained in 
Section 2.4.2. 
2.4.1. Data Preparation 
The input dataset is formed by a time series of SCA, climatic signals (i.e., NAO, WAI, BAI, SPI, and 
temperature), and measured monthly discharges. 
The WAI and BAI indexes have been calculated from NCEP reanalysis. The NAO index has  
been taken by the Climate Prediction Center (CPC) of NOAA (National Oceanic and Atmospheric 
Administration) [58]. SPI and air temperature maps were obtained by interpolation of values measured 
at precipitation and temperature stations in the test area (Figure 2) over a 1-km resolution grid using 
ordinary kriging. A time series of the monthly mean SPI and temperature has been computed for each 
of the watersheds of the discharge stations by spatially averaging these maps (Figure 1). 
We prepared the time series of all input features and target variables for each catchment for the period 
between November 2002 and May 2012, as the availability of the Aqua and Terra MODIS satellites, 
used to derive snow maps and thus extract the SCA, starts from 2002. 
We selected three years to form the test set, while the remaining six years and seven months form the 
reference samples. This choice better ensures the independence between reference and test samples with 
respect to a random selection between the whole time series. Moreover, the choice of the reference set 
years as well as the choice of the test set years were made so as to ensure capturing as much inter-annual 
variability of discharges as possible. This is expected to yield a more reliable training of the SVR and a 
more realistic evaluation of the prediction accuracy on the test set. 
The reference samples have been randomly divided into three subsets in order to set up the t-fold 
cross validation configuration explained in the above section. Then a multi-objective model selection 
procedure (as described in [35]) has been used to optimize with respect to more than one single figure 
of merit. In this approach both the percentage root mean square error (RMSE%) and mean square error 
(MSE) at the same time have been considered in the optimization. 
2.4.2. Feature Selection 
Feature selection is conducted together with model calibration during the off-line phase of SVR 
training (Figure 3). The feature selection procedure described hereafter was only applied to three 
representative catchments, a large one (n. 37, Adige at Bronzolo, 6923 km2), a small one (n. 8, Rio Fleres 
at Colle Isarco, 149 km2), and a medium-sized one (n. 28, Rienza at Vandoies, 1920 km2), because of 
the time required for the examination of the high number of combinations of input features. With this 
choice, the procedure is faster and the representativeness of the selected features can be tested independently 
on the remaining 11 catchments of the study area. 
The feature selection procedure was divided into three steps (Figure 4) and was based on the  
percentage root mean square error (RMSE%) of predicted versus observed discharges calculated on the  
validation samples. 
The first step aims at selecting the input features related to catchment state, i.e., the discharges of 
antecedent months and the snow accumulated in the catchment, described in our problem by the SCA 
Water 2015, 7 2504 
 
 
time series. We tested as input several combinations of discharges of one to 12 antecedent months, and 
SCA from one to four months before the time of prediction. The same simulations have been repeated 
including and excluding the long-term average discharge of the month of prediction as input feature. An 
SVR was trained and tested for several combinations of input features, so as to identify their possibly 
optimal combination. 
 
Figure 4. Feature selection scheme. The first step is relative to the selection of the time series 
length of the catchment state variables SCA and discharge. The second and the third step 
deal with the selection of the climatic and meteorological parameters that describe 
precipitation and temperature. 
In the second step we select the climatic signals possibly relevant as input features. In order to better 
understand which parameter is actually informative, we added to the input feature selected in step 1 those 
variables that referred to the target month, thus mimicking an ideal forecast (i.e., with no forecasting 
errors). The configuration that exhibits the highest performance on the validation set is selected. 
In any operational prediction, the meteorological and climatic variables of the target month are not 
available, but they need to be predicted. Once we have identified those climatic signals relevant for the 
prediction, in step 3 of the feature selection process we replace the SVR input features that refer to the 
actual future value of the input features selected in step 2 with a combination of their values in a number 
of months before prediction; step 3 is therefore responsible for finding the optimal number of antecedent 
months for these variables. 
2.4.3. Setup of a Catchment-Independent Support Vector Regression (SVR) Model 
Following the approach described above, we have set up an SVR model for each individual catchment 
in the study region based on the features selected for three representative catchments and the parameters 
C, ε, and γ optimized individually for each catchment. In principle, any additional catchment in the area 
would require calibrating a specific SVR model. An SVR model calibrated on all catchments together 
on the basis of catchment features may be of practical interest as it would allow predictions on a generic 
catchment in the region. Therefore we have calibrated an SVR model for all catchments together, 
considering as target variables the normalized monthly discharges (discharges divided by watershed 
area), in order to have comparable quantities given the large variation of catchment sizes. 
In the setup of an SVR model for all catchments together, catchment characteristics such as area and 
minimum, maximum, and average elevation were considered as input features along with the SCA and 
climate signals discussed above. On the contrary, the long-term average monthly discharge of the month of 
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prediction has not been used as an input feature because its use implies the availability of a long discharge 
time series, in contrast with the goal of the approach—To also address poorly gauged catchments. 
We iteratively simulated one of the 14 catchments as the one without a long time series available and 
thus we trained an SVR using the remaining 13 catchments considering the discharges normalized by 
catchment area, and SCA. 
It is anticipated that an SVR for all catchments together may suffer from lower prediction accuracy 
with respect to a specialized SVR trained on a single catchment. For the setup of an SVR model for all 
catchments together, we followed the same procedure described above, by iteratively excluding one 
catchment at a time from the training phase and using it as a test set, so as to assess the performance 
obtained for the test samples of all the 14 catchments considered in this study. 
3. Results and Discussion 
The long-term average monthly discharge of the month of prediction, also used as an input feature, is 
the expected value of the discharge itself, and may be regarded as a benchmark for the performances 
obtained with different SVR configurations. Indeed, any prediction performing worse than this 
benchmark is basically of no use. Table 2 reports the RMSE% and the coefficient of determination (R2) 
computed on the whole set of discharges for the 14 stations, by comparing observations with the  
long-term average discharge of the target month (i.e., the benchmark predictor). The RMSE% is defined as: 
ܴܯܵܧ% = ඩ1ܰ෍൬
ܣ − ܲ
ܣ ൰
ଶே
௜ୀଵ
× 100 (9
where A is the actual value and P the predicted value of the target. The “reference” RMSE% 
corresponding to the benchmark is equal to 33% (R2 = 0.7) and sets the acceptance threshold for all other 
predictors. The RMSE% and R2 of the long-term average predictor are obviously independent of the lead 
time. In the three-step feature selection procedure, any combination of features yielding a RMSE% 
higher than these values should be discarded. 
Predictions at one month lead time with the features shown in Table 2 have a lower RMSE% with 
respect to the benchmark predictor (Figure 5). The mean RMSE% over the 14 catchments is consistently 
clearly reduced. With a prediction lead time of three months the improvement is less apparent, while 
with a lead time of six months the accuracy seems to be similar to the benchmark. The best performing 
SVR configuration for a lead time of one month reduces the RMSE% to 22% and increases R2 to 0.76; for 
a lead time of three months, the corresponding figures are 28% and 0.68 (i.e., a slight worsening), 
respectively; for a lead time of six months, we find RMSE% = 31% with no improvement on R2. 
The feature selection steps allow us to develop an understanding of the contribution of each single 
input feature of the SVR model. This is shown in Table 2. Step 1 of the feature selection procedure, in 
particular, allows us to identify the importance of antecedent monthly discharges, SCA, and the  
long-term average discharge of the target month. 
SCA appears to be quite informative. Figure 6 shows the comparison between the RMSE% obtained 
on the individual catchments with SCA as input against the best configuration without SCA. As shown by 
the graph, the RMSE% decreases significantly when using SCA compared to using antecedent discharges only, 
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except for the lead time of six months, in which case differences vanish. This is somehow expected as, 
at a longer lead time, the catchment state before prediction described by the SCA assumes less relevance. 
Table 2. Performances of different SVR model configurations for single stations.  
The fourth and fifth column refer to the mean RMSE% and R2 computed over the test 
samples of the 14 watersheds. In the third column “disch” stand for discharge, “dischAvg10” 
for the 10-year average discharge of the target month, and “temp” for air temperature. The 
notation—n: 0 stands for a time series of length n − 1 starting from the n-tested or the 
previous month to the current month from where the discharge prediction is done. As a 
benchmark, we considered the method based on the average discharge calculated over the  
10 previous years, whose performances are shown in the first row. In addition, for a prediction 
lag of one and three months the results obtained with the AR model are shown. 
Prediction Lag Prediction Method Input Features Mean RMSE% Mean R2 
All 10-year average -- 33 0.70 
1 
SVRsingle noMeteo disch0, SCA-2:0, dischAvg10 22 0.76 
SVRsingle noMeteo noSCA disch-11:0, dischAvg10 28 0.72 
SVRsingle noMeteo 
noDischAvg 
disch-11:0, SCA-2:0 31 0.72 
SVRsingle meteoIdeal disch0, SCA-2:0, dischAvg10, SPI, temp 21 0.79 
SVRsingle meteo 
disch0, SCA-2:0, dischAvg10, SPI-1:0, 
temp-11:0 
25 0.76 
AR model disch-11:0 33 0.69 
AR model disch-6:0 36 0.48 
AR model disch-3:0 33 0.50 
AR model disch0 33 0.49 
3 
SVRsingle noMeteo disch0, SCA-1:0, dischAvg10 28 0.68 
SVRsingle noMeteo noSCA disch-10:0, dischAvg10 33 0.69 
SVRsingle noMeteo 
noDischAvg 
disch-9:0, SCA-2:0 33 0.68 
AR model disch-11:0 35 0.70 
AR model disch-6:0 69 0.03 
AR model disch-3:0 56 0.01 
AR model disch0 61 0.01 
6 
SVRsingle noMeteo disch-10:0, SCA0, dischAvg10 31 0.70 
SVRsingle noMeteo noSCA disch-11:0, dischAvg10 32 0.70 
SVRsingle noMeteo 
noDischAvg 
disch-11:0, SCA-3:0 32 0.69 
In addition, the long-term average discharge of the target month improves the prediction accuracy for 
all lead times (one, three, or six months): The mean improvement of the RMSE% over all the catchments 
analyzed, with respect to the corresponding model configuration without this input, is equal to 9%, 5%, 
and 1%, respectively, for a prediction lag equal to one, three, and six months (see Table 2). This indicates 
the capacity of the SVR model to better exploit this input at shorter lead times. At six months’ lead time, 
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the antecedent 12 months’ discharges are shown to contain more or less the same information with 
respect to the long-term average discharge (see Table 2). 
 
(a) (b) (c) 
Figure 5. Comparison of the RMSE% obtained on the test set between the SVR method 
proposed (x axis) against the simple method based only on the average discharge of the target 
month computed over 10 previous years. In the scatterplots (a), (b), and (c) the prediction 
lag is equal to one, three, and six months, respectively. 
 
(a) (b) (c) 
Figure 6. Comparison between the RMSE% obtained on the test set with (x axis) and without 
(y axis) SCA as SVR input feature. The scatterplots (a), (b), and (c) refer to the performances 
obtained by the SVR trained for the prediction with a lag equal to one, three, and six  
months, respectively. 
SPI and temperature were the most significant input features resulting from the feature selection 
procedure on meteorological and climatic variables. However, their impact is appreciable only at one 
month lead time, in the case of an “ideal forecast,” while using the values of antecedent months even 
increases the RMSE% (Figure 7). For a longer lead time, their inclusion as input features never improves 
the model. As an additional benchmark, we considered a linear autoregressive (AR) model set up with 
input ranging from one-month antecedent discharge to 12-month antecedent discharges. The statistical 
metrics of performance (RMSE% and R2) of the AR model are shown in Table 2. These are only slightly 
better, and sometimes even worse, than the 10-year long-term average of the month of prediction. The 
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SVR is able to reduce the RMSE% with respect to the best AR method of 9% and 7% for a prediction 
lag equal to one and three months, respectively. 
(a) (b) 
Figure 7. Comparison between the RMSE% obtained on the test set with (y axis) and without 
(x axis) SPI and temperature as SVR input feature. In (a) the actual target of SPI and 
temperature in the target month is employed (simulating an ideal forecast of this variable);  
In (b) the past time series of SPI and temperature is adopted. Both scatterplots refer to the 
performances obtained by the SVR trained for the prediction with a lag equal to one month. 
The RMSE% is a metric of the general estimation accuracy for the different configurations tested and 
for the comparison with the benchmark method. However, a deeper error analysis on each catchment 
may yield useful additional insights. By looking at the error distribution of the Adige catchment closed 
at Ponte Adige (catchment identifier = 7 in Table 1), for instance, we have derived the error distribution 
on the test samples (shown in Figure 8a,b), for the most significant SVR configurations selected for 
predictions with one and three months lead time, together with the benchmarks. Besides yielding lower 
mean error values, the SVR models allow us to always keep error below 50%, while the benchmarks 
and SVR without SCA as input show a non-negligible fraction of higher errors for prediction lags equal 
to both one and three months. 
Finally, it is of interest to inspect the cumulative volume errors: In many cases of practical interest, 
what matters is not necessarily the average error, but the total wrongly forecasted volume that may be 
associated with the monetary costs of water that was wrongly assumed to be available or lacking. 
Overestimation may, e.g., induce a hydropower plant manager to book unnecessary grid dispatching 
capacity, while underestimation may cause an irrigation manager to book unnecessary external supply. 
Figure 9 shows, as an example, a comparison of the volume forecasting errors for the benchmark of the 
long-term average discharge, for the SVR model with and without SCA as input, and for the  
best-performing AR model (the one with 12-month antecedent discharges), highlighting that the SVR 
model with SCA as input generates lower volume errors at a one-month lead time. At the same time, the 
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AR model and the SVR model without SCA introduce less appreciable advantages over the  
long-term average discharge. At three months’ lead time, however, no advantage is shown by the SVR 
model, which performs no better than the benchmark (results not shown here for simplicity). 
 
(a) 
 
(b) 
Figure 8. Cumulative frequency of the percentage error computed on the test set for 
watershed n. 7 (Adige at Ponte Adige), chosen as illustrative example. Each pdf shows the 
percentage error distribution for different input features configuration. The full gray line 
represents the selected SVR configuration. The benefit of the SVR approach with respect to 
the methods based on the 10-year average discharge (full black line) and to the AR method 
(dashed gray line) is clear as well as the improvement given by SCA (dashed black line).  
(a,b) show a prediction lag equal to one and three months, respectively. 
When considering the SVR model calibrated for all catchments together, we observe that it generally 
yields less accurate predictions than a model set up for each individual catchment (see Table 3). At lead 
times of three and six months, none of the tested SVR configurations yields a better performance than 
the long-term catchment average, while at a lead time of one month the RMSE% may be reduced from 
33% to 27%. Concerning the relevance of input features to prediction, the considerations expressed 
above for the SVR trained on individual catchments generally continue to hold: Also in this case the 
SCA and antecedent monthly discharges are retained as informative input features (step 1); the best 
performances are obtained using discharge data from the 12 months before prediction and the mean SCA 
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from the two antecedent months as input features. On the other hand, none of the considered watershed 
attributes proved to be informative in our tests apart from catchment area, which is only used for 
normalizing the discharges. At step 2 of the feature selection procedure, climatic signals reveal a minor 
impact on prediction only in the case of an “ideal forecast.” 
 
Figure 9. Cumulative volume errors of the one-month lead time forecast during the three 
test years (i.e., 2005, 2010, 2011) relative to the catchment closed at Ponte Adige (n. 7). 
Table 3. Performances of different SVR model configurations for all stations. The fourth 
and fifth column refer to the mean RMSE% and R square computed over the test samples of 
the 14 watersheds. In the third column “disch” stands for discharge and “temp” for air 
temperature. The notation—n: 0 stands for a time series of length n − 1 starting from the  
n-th previous month to the current month from where the discharge prediction is done.  
As a benchmark we considered the method based on the average discharge calculated over 
the 10 previous years, whose performances are shown in the first row. 
Prediction Lag Prediction Method Input Features Mean RMSE% Mean R2 
All 10-year average -- 33 0.70 
1 
SVRall noMeteo disch-11:0, SCA-1:0 27 0.75 
SVRall meteoIdeal disch-11:0, SCA-1:0, SPI, temp 24 0.81 
SVRall meteo disch-11:0, SCA-1:0, SPI-3:0, temp-10:0 28 0.78 
3 
SVRall noMeteo disch-10:0, SCA-1:0, SPI, temp 36 0.70 
SVRall meteo disch-11:0, SCA-1:0, SPI-3:0, temp-9:0 36 0.74 
The results obtained for South Tyrol are in line with findings in other contexts using similar 
techniques [8,11–15,54]. 
Purely statistical predictions as presented here usually perform better than deterministic predictions 
based on seasonal weather or climate forecasts. For instance, Bastola et al. [59] highlighted the 
shortcomings of such deterministic predictions in the southeastern United States, while in general there 
is substantial agreement on the importance of catchment state characterization for effective streamflow 
prediction [60–62]. 
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4. Conclusions 
We have presented an application of SVR models for predicting the monthly mean discharge over 14 
catchments in the Alpine region of South Tyrol (Northern Italy) using monthly discharge and SCA of 
antecedent months as input features. The comparison between the SVR models and the long-term 
monthly mean discharge, as well as with a simpler linear autoregressive model, is encouraging, with a 
mean improvement of the RMSE% on the 14 catchments selected in this study of 11%, 5%, and 2% for 
a prediction lag equal to one, three, and six months, respectively (Table 2), and a reduction in frequency 
of larger errors (Figures 8 and 9). An SVR model proves to be useful compared to the long-term mean 
and a linear model, when a penalty is associated with over- or underestimation of monthly streamflow, 
as it allows reducing volume errors when predicting at a one month lead time, compared to the benchmarks. 
This advantage, however, is no longer apparent when considering lead times of three months. 
The analysis also highlights the usefulness of SCA as a catchment state variable in the study  
region. Through appropriate feature selection, we showed that the SVR models trained with the SCA 
show an RMSE% on average 6% lower for a prediction lag equal to one month compared to the SVR 
models that consider only antecedent discharges as input features. On the contrary, catchment input 
(meteorological/climatological) variables, of which SPI and temperature have been shown to be the most 
informative in explaining monthly discharges, have been shown to bring in little, if any, prediction 
improvement. For the mountainous region considered in this study, even a perfect knowledge of 
precipitation (as SPI) and temperature during the month of prediction would not substantially improve 
discharge predictions, which suggests the importance of catchment state controls on flows, a (partial) 
descriptor of which is identified in snow-covered areas. This corroborates the observation, general in 
catchment hydrology, that discharge may be a complex and nonlinear response to precipitation and 
evapotranspiration, and can be more often related to the antecedent storage than to the input of water in 
a catchment. On the other hand, in models based on the catchment water balance, precipitation (and 
evapotranspiration) is as essential for prediction as antecedent storage; black-box models in this case 
study definitely “learn” more from the latter than from the former. 
In order to predict monthly discharges for catchments where a sufficiently long discharge time series 
is not available, a general SVR trained by using the data of similar catchments, after normalizing 
discharges with the watershed area, still leads to a slight improvement for predictions at a lead time of  
one month (RMSE% reduced of 5%) while at longer lead times it yields predictions no better than the 
benchmark, or even slightly worse. This suggests that case-specific setup of statistical models as applied 
in this study may be difficult to generalize. 
Machine learning techniques such as SVR may help improve our capacity for seasonal hydrological 
forecasting. Monthly discharge predictions at one to three months with RMSE% below 30% and an 
appreciable reduction in the frequency of high errors may already enable better management of water 
resources through optimization of storage at (and release from) reservoirs. However, further research is 
required, particularly in the description of catchment state (e.g., by using better proxies of snow water 
equivalent than simple SCA), in order to improve prediction performance in view of more effective 
practical applications, as catchment input seems relatively irrelevant even in the case of an ideal 
prediction, hence even less relevant after considering errors from real seasonal weather forecasts. 
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