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Abstract.
We review recent studies about the resonance spectrum of quantum scattering
systems, in the semiclassical limit and assuming chaotic classical dynamics.
Stationary quantum properties are related to fractal structures in the classical
phase space. We focus attention on a particular class of problems that are chaotic
maps in the torus with holes. Among the topics considered are the fractal Weyl
law, the formation of a spectral gap and the morphology of eigenstates. We also
discuss the situation when the holes are only partially transparent and the use of
random matrices for a statistical description.
1. Introduction
A closed quantum system has a discrete spectrum of energy levels, to which are
associated bound states. Open systems, on the other hand, have a resonance spectrum,
consisting of a discrete set of complex poles of the Green’s function or of the scattering
matrix (besides having a real continuous spectrum of scattering states). If we imagine
a closed system being slowly opened, its bound states will acquire small (negative)
imaginary parts and become resonances. In this sense, the resonance spectrum can also
be seen as eigenvalues of a non-hermitian Hamiltonian. If E = E − iΓ/2 is a complex
energy value, the usual time evolution factor |e−iEt/~|2 = e−Γt/~ is not unimodular
but decreases exponentially. The quantity Γ/~ is thus called the decay rate of the
state, or equivalently ~/Γ is called its lifetime. Insofar as any real system is always in
contact with its environment, most energy levels are actually resonances with a finite
decay rate.
We are interested in systems for which the classical dynamics is chaotic.
Scattering of waves in chaotic systems has been experimentally realized in a great
variety of physical systems. Out of the vast literature available, we select only a few
examples: electron transport in semiconductor quantum dots [1, 2, 3, 4] and graphene
quantum dots [5, 6, 7]; microwaves in normal metallic [8, 9, 10] or superconducting
cavities [11]; nuclear reactions [12, 13]; acoustic waves [14]; microlasers [15, 16, 17].
In the semiclassical limit ~→ 0 the wavelength is much smaller than any classical
length scale and the nature of the classical (or ray) dynamics becomes important.
Three main questions then stand out in connection with the resonance spectrum of a
chaotic scattering system. First, how does the number of resonances with given decay
rate grow with ~? Second, is there a lower bound for the decay rates? Third, what do
the resonance wavefunctions look like (inside the scattering region)? As we will see,
all these questions are related to fractal properties of the classical dynamics. They
are all still open to some extent, although much progress has indeed been made.
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The systems we have in mind have ‘classical’ openings. By this we mean the
following. For a fixed value of the energy, a finite ‘energy shell’ can be constructed by
imagining a big enough box enclosing the scattering region in configuration space and
all possible momenta with fixed magnitude. In this energy shell, the points leading to
immediate escape occupy a finite volume. In this situation the resonances are always
strongly overlapping (sometimes called the Ericson regime).
A very popular class of models with which one can theoretically study chaotic
scattering are so called torus maps, some of which are well known like the baker map
or cat maps. These toy models have the maximal simplicity still allowing for chaotic
dynamics. Also, they can be quantized in order to study wave properties. In the last
few years, the resonance spectrum of open quantum maps has been widely studied and
have shed considerable light on the more general problem. Our purpose is to review
these developments.
Other reviews concerning areas related to the ones discussed here have appeared
recently and can offer complementary insights. Open systems and non-hermitian
Hamiltonians were reviewed by Rotter in [18] and, from a very different point of view,
by de la Madrid and Gadella in [19] (see also [20]); open billiards were reviewed by
Dettmann in [21] and also by Altmann, Portela and Te´l in [22]; the random matrix
theory (RMT) approach to resonances in quantum systems was reviewed by Fyodorov
and Savin in [23] and by Mitchell, Richter and Weidenmu¨ller in [24]. Finally, spectral
results for chaotic open maps were reviewed by Nonnenmacher in [25], but from a
mathematically more rigorous perspective than the one adopted here.
In Section 2 we introduce open chaotic maps. We give a few examples and
discuss their long time behaviour. We introduce fractal trapped sets and conditionally
invariant measures. In Section 3 we discuss open quantum maps and their general
properties. Section 4 is dedicated to the fractal Weyl law that has been conjectured to
hold for the resonance spectrum in chaotic scattering. Section 5 discusses the possible
existence of a spectral gap. The phase space morphology of resonance wavefunctions
is considered in Section 6. In Section 7 we focus on systems where escape is not
ballistic, like e.g. microlasers. The RMT approach to quantum scattering is discussed
in Section 8. Finally, we close in Section 9 with some open problems.
Let us mention that we do not consider the closely related, and somewhat
complementary, transport formulation of scattering [26], which deals with S matrices,
transmission eigenvalues, counting statistics, etc. The semiclassical and the RMT
approaches to quantum chaotic transport were reviewed, for instance, in [27] and [28],
respectively.
2. Classical maps
When studying the integrability of the dynamics of the solar system, Poincare´
introduced the idea of ‘cutting through’ phase space with a hyperplane, and recording
the intersections of the system with this plane. This construction, now known as a
Poincare´ section, produces a discrete-time dynamics in which the trajectory becomes
a sequence of points. The time interval between intersections is lost, but this is usually
considered a small price to pay for the dimensional reduction achieved.
We consider maps in themselves, without any reference to a continuous-time
system from which they could be derived. We shall treat only maps that are defined
on a two-dimensional torus, which can be represented simply as a square with opposite
sides identified. Let us denote by (q, p) orthogonal coordinates in this space which are
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the sides of the square. We have in mind conservative chaotic dynamics (hyperbolic
and mixing).
Let M denote the map. If (q′, p′) =M(q, p), we say that the point (q, p) evolves
into the point (q′, p′). An infinite sequence of points is called an orbit. If an orbit
consists in the infinite repetition of a finite number of distinct points, it is called
periodic. The number of distinct points is then its period. Its is known that chaotic
systems have infinitely many periodic orbits, and that they form a dense set in phase
space, i.e. there is a periodic orbit arbitrarily close to any point.
Many books discuss chaotic maps. We just mention for example [29, 30], where
all basic definitions, examples and further discussion can be found. In the following,
we briefly present a few paradigmatic systems and introduce only the notions that will
be needed when we consider the resonances of open quantum maps.
Perhaps the simplest example is the baker map, given by
(q, p) 7→
{
(2q, p/2), if q < 1/2,
(2q − 1, (p+ 1)/2), if q > 1/2. (1)
Its well-known dynamics consists in a stretching by a factor of 2 along the q axis,
together with a contraction by the same amount in the p axis, plus a ‘cut and paste’
operation involving the line q = 1/2. Clearly, area is preserved. Also, the map is
hyperbolic, with stable and unstable directions at every point being parallel to the
coordinate axes. The Lyapounov exponent is ln 2. Notice that the baker map may be
written as
(q, p) 7→ (2q − [2q], (p+ [2q])/2), (2)
where [2q] denotes the integer part of 2q.
Many generalizations of the baker map exist. One of them makes use of D basic
regions, stretching and compressing by a factor of D:
(q, p) 7→ (Dq − [Dq], (p+ [Dq])/D). (3)
This is sometimes called the D-nary baker map. The usual baker map corresponds to
D = 2. This map has a Markov partition with D cells, and each cell is stretched and
compressed by a factor D at each iteration. Therefore, the Lyapounov exponent in
this case is lnD.
The so-called cat maps provide another paradigmatic family of chaotic linear
maps. The following is an example:
(q, p) 7→ (2q + p, 3q + 2p)mod1. (4)
In this case the Lyapounov exponent is ln(2 +
√
3). The dynamics of cat maps has
no discontinuity. The stable and unstable directions are still the same at every point,
but they are no longer orthogonal.
Our final example will be the standard map. It is defined as
(q, p) 7→ (q + p+K sin(2πq), p+K sin(2πq)). (5)
It is more generic than the previous examples because it is non-linear. Its dynamics is
known to be predominantly chaotic if K > 7. The stable and unstable directions, as
well as the local stretching factor, are no longer constant in phase space. It is known
that the Lyapounov exponent (the average stretching factor) is given approximately
by ln(K/2).
Instead of propagating points, it is often useful to consider propagation of
probability measures. Given a probability measure µ, its evolution is another
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probability measure µ′ such that, for any subset A of phase space, µ′(M(A)) = µ(A).
A measure µ is called invariant if µ(M(A)) = µ(A) for every A. If we allow singular
invariant measures, such as linear combinations of Dirac deltas, then clearly there are
infinitely many of them (for example, to any periodic orbit we can associate one).
If a probability measure µ has a probability density f , such that µ(A) =∫
A
f(q, p)dqdp, it is called absolutely continuous. Probability densities can also be
evolved in time: if (q′, p′) = M(q, p), then the function g(q, p) such that g(q′, p′) =
f(q, p) is called the evolution of f (remember that the map is conservative, so there is
no Jacobian). In other words, each point simply carries along the value of the function
associated with it. The linear operator P that implements this evolution, g = Pf , is
called the Perron-Frobenius operator associated with the map M.
All examples of chaotic maps discussed previously are ergodic systems and hence
have only one invariant probability density. This is called the natural density or
equilibrium density, denoted fe (for conservative maps this is simply the constant
function). They also have the exponential mixing property, which implies that any
smooth initial density function will converge to fe exponentially fast in time (when
defined on an appropriate function space, P has a single eigenvalue equal to 1 and
all other eigenvalues have strictly smaller modulus). This convergence of course takes
place in a weak sense.
We now wish to consider open maps as models of chaotic scattering. Given a
map, an open version is obtained by defining a ‘hole’ in phase space, which can in
principle be any region of finite area (or union of regions). Once a point falls into the
hole, it stops being propagated (i.e. it ‘escapes’). This means that the dynamics is no
longer conservative. In fact, for chaotic systems almost all initial conditions eventually
escape because of ergodicity. We denote by M˜ the open map, i.e. the map that acts
by first removing points in the hole and then evolving the remaining ones according
to M.
The trapped set of the dynamics is the set of initial conditions which do not
originate from the hole and never hit the hole. In other words, they remain in the
system for infinite time, whether propagated forwards or backwards. This invariant
set will be denoted K0. It is quite common in the quantum chaos literature to refer to
K0 as the system’s ‘repeller’. This has been criticized on the grounds that ‘repeller’
should be used for sets that are unstable in all directions. When a stable manifold
exists, [22] and [31] suggest calling K0 the chaotic saddle or simply the ‘saddle’. We
shall follow this suggestion.
The stable manifold of the saddle, the set of points which converge to it and
therefore never escape in the future, is also known as the forward-trapped set and
denoted K+. On the other hand, the unstable manifold contains the initial conditions
which never escape in the past and is also called the backward-trapped set K−.
These two sets are fractals and have similar structures. Globally, they are very
convoluted. Locally, they are continuous in one direction and fractal in the orthogonal
one. Therefore, they both have zero measure in phase space.
The sets K− and K+ can be described in terms of images and pre-images of the
hole. Let hm = Mmh be the mth image of the hole under the dynamics. The set
h0 = h is the hole itself. These sets can have finite intersections, so we define another
family of sets as Rm = M˜mh. The set Rm contains the points that fall into the hole in
exactly m steps when propagated backwards. Analogously, we can start with R0 = h
and for m > 0 define R−m as the set of points which fall into the hole in exactly m
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Figure 2. We show, from left to right, approximations of the incoming outgoing tails , Ŵ and
the trapped set for the open 3-baker . On the left and central plots, each colour corresponds
to points escaping at the same time.
This open map admits an inverse , which is a canonical map from to . In this
paper, we will present numerical results for an open 5-baker’s map, defined as
(q, p) (q , p
def , p (p + 1)/ if 1 q <
, p (p + 3)/ if 3 q <
(2 3)
One can think of as a model for a Poincare map for a 2D closed Hamiltonian system.
Removing the domain q < from the torus corresponds to opening the system:
the points in this domain will escape through the hole, that is, never come back to the
Poincare section. In the context of mesoscopic quantum dots, such an opening is performed
by connecting a lead to the dot, through which electrons are able to escape (see section 4.3).
For open maps such as , we can define the incoming and outgoing tails, made of
points which never escape in the forward (resp. backward) evolution:
⇐⇒ ∀ , B (x)
⇐⇒ ∀ , B (x) B( ).
In the case of the map ( ), [0 ), Ŵ [0 , where is the standard
-Cantor set on the interval (see figure ).
In analogy with ( ), we also define the trapped set and, for any point
, its stable and unstable manifolds (x). In the case of the open 3-baker , we easily
check that
def dim dim dim dim
log 2
log 3
Because and are ‘nice’ Cantor sets, several notions of dimension (Hausdorff, upper lower
Minkowski, box counting) take the same value . We will therefore refer to as the ‘fractal
dimension’ of the considered sets. Note that for asymmetric open bakers, this fractal dimension
is different from the information dimension used in [
The quantization of the open map ( ) is based on the quantization of the ‘closed’ baker’s
map . That, in an outline, is done as follows [ 17]. To any , we associate a space
of quantum states on the torus. The components , j = { , . . . , N
Recent numerical studies by M Rubin show that this fractal dimension also governs the Weyl law in the case of
asymmetric open bakers.
Figure 1. (color online) Important sets for the open ternary baker map. The
region 1/3 < q < 2/3 corresponds to the hole. The set of points that fall in
the hole in exactly one step (R−1) have q in the region (1/9, 2/9)
⋃
(7/9, 8/9).
The darkest lines in the left panel are an approximation to the forward trapped
set, K+. In the middle panel we see the sets R1 as 1/3 < p < 2/3, R2 as
p ∈ (1/9, 2/9)
⋃
(7/9, 8/9),etc. The darkest lines in this panel approximate K
−
.
The right panel shows a finite-time approximation to the invariant saddle K0,
which is the product of two Cantor sets. Figure reprinted with permission from
[32].
For ! 1 (i.e., eff ) and fixed dwell, the system
attains its classical limit, in which it is described by an
area-preserving map operating on a bounded two-
dimensional phase-space of normalized area 1, while
survival is described by a projection operator onto
the complement of the openings. For illustration see the
phase-space portrait of the open classical standard map in
Fig. 1(a) (details of this system are given below).
Quasibound states are defined by the condition of qua-
sistationarity
QFQ ;  expÿiE (1)
of the internal part of the wave function. Since QFQ is a
subunitary operator, the eigenvalues have modulus
j  , (i.e., lie inside the unit circle in the complex
plane), and the quasienergies have a negative imagi-
nary part. The decay rate of a state is given by
 ÿ2Im
Our objective is to identify and count instantaneous
decay modes by exploring the quantum-to-classical cor-
resp d c observed for escape times shorter than the
Ehrenfest time. At the outset, note the set of trivial
short-lived states in the kernel of , all of which have
eigenvalue . . . ; N). They can be collected
into the rows of an -dimensional matrix
which fulfills . The building blocks for
the construction of a much larger number of nontrivial
short-lived states are t e connect d ph se-space regions
t;i of escape after iterations ( . . . ), depicted
in F g. 1( ).We d note t e u io o all reg o s with fixed
by  [ t;i, where contains all applicable indi-
ces. Associating a region to the opening of the
system, these regions partition phase space.
Next, we introduce the regions  [ t;i, where
restricts the index to areas larger than a Planck cell eff
In this part of phase space the escape of initial wave
packets corresponds to the classical particle dynamics.
Consequently, we call  [t<Ehr the region of
quantum-to-classical correspondence. The maximal in-
dex Ehr arises because of the finite size of the Planck cell,
and defines the Ehrenfest time for ballistic escape.
In order to construct states supported by the region
of quantum-to-classical correspondence, let us introduce
the characteristic projection operators [19]
dxdp x; pih x; pj (2)
where x; pi are minimal-uncertainty wave packets
localized at position and momentum , and  de-
notes the characteristic function of a region. In the limit
eff , the operator represents the characteristic
function of the region . For finite eff , only the regions
are well resolved by the wave packets. The operators
are defined with these smaller regions since this
guarantees idempotency up to small corrections due to
leakage. Hence, each projects onto some subspace
of a dimension dim . This implies the representa-
tion , where the -dimensional columns of
are mutually orthogonal, tt . We also intro-
duce the complementary projector
Because of quantum-to-classical correspondence in the
regions , the semiclassical dynamics propagates states
from subspace to and finally to the opening,
where they are destroyed by
QFQH t > (3a)
QFQH  f g  (3b)
Equation (3b) immediately exposes the states in
and as quasibound states with eigenvalue
(corresponding to instantaneous decay, ! 1). Does
this exhaust all short-lived states? In view of degeneracy
of the associated eigenvalue and the subunitarity ofQFQ
this is by no means guaranteed. Indeed, Eqs. (3) naturally
lead to a partial Schur decomposition [20],
QFQ UTU
  ; P . . . ; P
Ehr
  11 12
22
(4)
which reveals a much larger number of small eigenvalues.
The unitary matrix leaves the eigenvalues invariant.
The structure of the blocks of is obtained by consider-
ing the operation of QFQ on the columns in
Equation (3) implies that 11 is composed of sub-blocks
0 1 0 1 0 1
0 1
x
0
1
a
1
2
3
4
0 1
p
0 1
FIG. 1 (color online). (a) Regions of escape after one to four
iterations (as indicated in the gure) in the open standard map
(9) with , and escape for 2  dwell ). The
other panels show Husimi representations of quasibound states
for Hilbert space dimension 160. (b) and (c) Short-lived
states with instantaneous ballistic decay ( 10 ), local-
ized on the classical preimage of the opening. (d) and (e) Long-
lived states with random-wave characteristics. (f) Trapped
long-lived state (only one state of this kind exists for
160; it has the smallest decay rate).
OLUME 93, NUMBER 15 P H Y S I C A L R E V I E W L E T T E R S
week ending
8 OCTOBER 2004
154102-2 154102-2
Figure 2. (color online) Similar to the left panel of Figure 1, but for the kicked
rotator. Different colors (shades) correspond to points that escape in one, two,
three and four steps. The white region is a finite-time approximation to K+.
Figure reprinted with permission from [70]. Copyright (2004) by the American
Physical Society.
st ps when propagated forwards. These sets bey MRm ⊃ Rm+1, and
M˜Rm = Rm+1. (6)
Let us i agine that we start with the torus completely filled with initial
conditions, and they are all prop gated forwar s. First, the points at the hole escape.
Then, the points that were initially at R−1 escape. Next, the points initially at R−2,
and so on. Clearly, since it c tains the points that ver escape, the forward trapped-
set K+ must be the complement of the union of all R−m. On the other hand, the
backward-trapped set K− is the complement of the union of all Rm. Notice that the
Resonances in open quantum maps 6
sets R−m intersect the unstable manifold K− and in fact provide a useful partition of
it (every point of K− is either in one of the R−m or belongs to K0).
The simplest example of open map with a nontrivial saddle is the ternary baker
map with the middle region identified with the hole. This is discussed in detail, for
example, in [32]. It is easy to see that all sets R−m consist of vertical strips. The
horizontal section of R−1, for example, is (1/9, 2/9) ∪ (7/9, 8/9). The set R−m is
always the union of 2m strips of width 3−m. As a matter of fact, the forward trapped
set is the product of the interval [0, 1] in the vertical direction and a Cantor set in
the horizontal direction. Analogously, the backward trapped set is a Cantor set in
the vertical direction. Finally, the saddle K0 is the product of two Cantor sets. This
example can be seen in Figure 1, while the analogous construction for the kicked
rotator is shown in Figure 2.
Open systems can have invariant measures, but they must be supported on the
saddle and thus are very singular. Let µt denote the t-step propagation of measure µ.
A measure satisfying µt = e−Γtµ is called an eigenmeasure of the system. Invariant
measures correspond to Γ = 0.
Incidentally, open systems provide a glimpse at how truly vast is the set of
invariant measures for closed ones. A closed system can be opened by choosing any
region of phase space as the hole. In turn, this may generate a chaotic saddle, which
can carry many invariant (singular) measures. These are also invariant measures of
the closed system, and we thus have many such measures for many possible choices of
hole in phase space.
Eigenmeasures with 0 < Γ < ∞ are called conditionally invariant measures
(in the sense that they are invariant provided we renormalize them at every step).
Conditionally invariant measures for maps were reviewed in [33]. They are necessarily
supported onK−. Since this set has a fractal ‘cross section’, they cannot be absolutely
continuous. If we take smooth initial measures and propagate them forwards, they all
still converge (when renormalized) to the same measure µe, called the natural measure
or equilibrium measure. It is an eigenmeasure satisfying
µte = e
−γtµe. (7)
The quantity γ appearing in (7) is called the system’s decay rate. Decay rates for
chaotic systems with holes have been reviewed in [22]. In the limit of vanishingly small
holes, γ is given simply by the size of the hole. For finite holes, however, it is in general
a complicated function of its size, shape and position (see the many references in [22]).
For example, the decay rate can be reduced if the hole contains a short-periodic orbit,
because this implies that it overlaps considerably with its images, reducing the amount
of points that escape after one step (this was observed for example in [34, 35, 36, 37]).
A formula for γ is available in terms of the equilibrium measure [38]:
γ = − ln(1− µe(h)), (8)
where µe(h) is the µe-measure of the hole h. This can be understood as follows:
for long times any initial probability measure converges to µe, and µe(h) gives the
proportion of points which escape at one time step, which must be equal to 1 − e−γ .
It is also possible to compute γ using a sum over periodic orbits contained in the hole
[29, 30].
One important characteristic of a fractal set is its dimension. Because K− is a
simple line in one direction, its total dimension is given by
d(K−) = 1 + ∂(K−), (9)
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where ∂ is called the partial fractal dimension. If the dynamics has time-reversal
symmetry, then K+ has exactly the same dimension as K−. Their intersection, K0,
is locally equal to the product of their fractal parts and thus has
d(K0) = 2∂(K−) (10)
as its dimension (for systems without time-reversal symmetry, the dimension of K0 is
the sum of the partial dimensions of K− and K+).
We only consider fractal sets (K−, K+ and K0) characterized by a single fractal
dimension (i.e. their Minkowski and Hausdorff dimensions coincide). For fractal
measures, on the other hand, different notions of dimensions coexist. The most used
ones are the Minkowski (or box-counting) dimension d0, the information dimension d1
and the correlation dimension d2. These are in principle distinct but in most practical
situations they happen to be quite close to each other. It is known that they can be
generalized to a continuous function dβ which is non-increasing (the so-called Re´nyi
dimensions), so d0 ≥ d1 ≥ d2.
We are only interested in the natural measure µe. Since it is supported on K−,
its Minkowski dimension is given by d0(µe) = d(K−). Since it is continuous in the
direction of K−, we can write, for every β, the corresponding dimension in terms of a
partial component:
dβ(µe) = 1 + ∂β(µe). (11)
We will use d without a subscript for the fractal sets and with a subscript when we
refer to dimensions of the natural measure. It is quite common, however, to talk about
dβ(K−) when one means dβ(µe), because of the uniqueness of the natural measure. It
is well known that there exists an important equation (the Kantz-Grassberger relation
[39]) involving the decay rate, the Lyapounov exponent and the partial information
dimension of µe. This is
∂1(µe) = 1− γ
λ
. (12)
Coming back to the open tribaker map, if we fill phase space uniformly with initial
conditions, then exactly one third of points will hit the hole at each step, leading to
γ = − ln(2/3) = ln 3 − ln 2. The partial dimension of K− is the fractal dimension of
the Cantor set, well known to be ∂(K−) = ln 2/ ln 3. The natural measure is constant
on K− and, therefore, all its fractal dimensions are the same, ∂β(µe) = ∂(K−). This
is not a general feature; it comes from the fact that the stretching rate is constant for
this system. Notice that the Lyapounov exponent is λ = ln 3, so that the relation (12)
is indeed verified.
In Section 7 we shall discuss maps for which escape is not ballistic, i.e. when a
point falls in the hole, it has a certain probability of escaping but can also continue
being propagated. A probability density is then only partially attenuated when coming
in contact with the hole, instead of being drastically cut. This is supposed to model,
for instance, refractive escape of light rays from a dielectric sample.
3. Quantum maps
Maps have long been used as toy models in classical mechanics, because they allow for
chaotic conservative dynamics even in a two-dimensional phase space. But they have
also enjoyed popularity in the context of quantum mechanics, the reason being that
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their numerical implementation is quite simple. When a map is defined on a compact
phase space, for example, its quantum propagator is automatically finite dimensional.
Unlike for Hamiltonian systems, there is no standard procedure to quantize a map.
The general idea is that, given a conservative classical map M, one should associate
with it a unitary operator U (the propagator) acting on some Hilbert space. Naturally,
some kind of classical limit must be defined, in such a way that the dynamics ofM is
recovered.
Since we are considering only the torus as our phase space, we must enforce
periodicity both in q and in p. This implies that both directions become discretized,
i.e. there will be a finite number N of ‘position’ eigenstates |qn〉 and ‘momentum’
eigenstates |pm〉. Quantization of classical periodicity can be achieved with a pair of
arbitrary phases, so that
〈qn + 1|ψ〉 = 〈qn|ψ〉e2piiχq , 〈pn + 1|ψ〉 = 〈pn|ψ〉e2piiχp . (13)
For given values of n and m, the corresponding coordinates on the torus are
qn =
n+ χp
N
, pm =
m+ χq
N
. (14)
The case χq = χp = 0 corresponds to periodic boundary conditions, while χq = χp =
1/2 correspond to antiperiodic boundary conditions. Position and momentum must
be Fourier related,
〈pm|qn〉 =
(
F
χq ,χp
N
)
nm
=
1√
N
e−2pii(n+χp)(m+χq)/N . (15)
Here both n and m range from 0 to N − 1. The dimension N takes the role of inverse
Planck’s constant:
N =
1
2π~
. (16)
Quantization of the dynamics consists in the construction of a quantum
propagator U , which is a N -dimensional unitary matrix responsible for taking one
wavefunction to another:
ψ′(qn) =
N−1∑
k=0
Unkψ(qk). (17)
This operator can always be diagonalized, and its spectrum lies in the unit circle in
the complex plane, namely all N eigenvalues are of the form eiθn with 0 ≤ θn < 2π.
The matrix U must somehow reproduce the classical dynamics in the limit
N →∞. To visualize this limit one usually resorts to tools such as coherent states and
Husimi functions. In usual quantum mechanics, coherent states |q, p〉 are ground states
of harmonic oscillators, i.e. Gaussian wavepackets with minimum uncertainty. When
realized in the torus, they must incorporate periodicity (a recent review about coherent
states can be found in [40]). Therefore, they are defined in position representation as
〈qn|q, p〉 = C
∞∑
k=−∞
e−2piikχqe−piN(qn−q+k)
2
e2piiN(qn−q/2+k)p, (18)
where C is a normalization constant.
The Husimi function Hψ(q, p) = |〈ψ|q, p〉|2 of a quantum state |ψ〉 is a real,
non-negative function defined over all phase space. It can thus be normalized and
interpreted as a probability density (however, it does not have the correct marginals,
e.g.
∫ Hψ(q, p)dp 6= |ψ(q)|2). The Husimi function of a coherent state, H|Q,P 〉(q, p),
Resonances in open quantum maps 9
is a periodized Gaussian in both directions, centered at the point q = Q, p = P , with
widths ∼ 1/√N .
For largeN , the action of the quantum propagator on coherent states must satisfy
the semiclassical condition U |q, p〉 ≈ |M(q, p)〉, i.e. it must take the point q, p to
its image under the classical map. Actually, this evolution will always introduce a
stretching of the wavepacket along the unstable direction, coming from the Lyapounov
exponent. It is more correct to say that the action of the quantum propagator must
correspond, in the semiclassical limit, to the action of the Perron-Frobenius operator:
it takes an initial probability distribution centered at (q, p) (the Husimi function of
the state |q, p〉) to another probability distribution which is centered at M(q, p) (but
is not the Husimi function of the state |M(q, p)〉).
This semiclassical approximation cannot hold for long times due to interference
effects. The similarity between the action of U t on the quantum side and Pt on the
classical side must degrade with time t. For chaotic systems, it degrades exponentially
fast. Heuristically, it will break down at the time scale given by the time it takes a
minimum wavepacket (of width ∼ 1/
√
N) to stretch to the size of the system. This
is called the Ehrenfest time and, since the stretching is regulated by the Lyapounov
exponent according to eλt, it is given by 12λ lnN .
Notice that other definitions of Ehrenfest time are possible. For example, the
time it takes to stretch a state which is squeezed along the stable manifold into a state
which is squeezed along the unstable one is 1λ lnN . This is equivalent to stretching
the smallest length, 1/N , to the size of the system and has also been called the
Ehrenfest time in the literature (indeed this is the time when some interference effects
start to become important, see for example [41]). Yet another notion of Ehrenfest
time, related to escape through holes, will be presented below. The quantum-classical
correspondence for open chaotic systems, with special emphasis on different Ehrenfest
times, was reviewed in [42].
Let us now mention, without any technical details, some of the quantizations that
have been devised for the classical maps discussed in the previous section.
The first quantization of the baker map, introduced in [43], postulated the
following propagator:
U =
(
F 0,0N
)−1( F 0,0N/2 0
0 F 0,0N/2
)
. (19)
It is compatible with periodic boundary conditions and can only be defined on even-
dimensional spaces, reflecting the nature of the underlying map. It can be verified
that this operator has the baker map as its classical limit, but an inversion symmetry
of that map does not hold exactly. Later [41], another quantization with antiperiodic
boundary conditions was suggested, that had exact symmetries. In this quantization
F 0,0N is replaced by F
1/2,1/2
N .
The quantization of cat maps was considered in [44, 45, 46]. Here the fact that
the classical action is quadratic was used to define a semiclassical quantization. For
the particular cat map (4) we mentioned previously, this results in a matrix U whose
elements are quite simple:
Unm =
√
i
N
e2pii(n
2−nm+m2)/N , (20)
with n,m between 0 and N − 1.
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Finally, the standard map can also be quantized [47, 48]. It can be realized
as a kicked rotator, which leads to a quantization in terms of the product of free
propagation and kicking. More convenient is the following closed formula in position
representation:
Unm =
√
i
N
e
ipi
N
(n−m)2 exp
{
− iNK
4π
[
cos2(2πn/N) + cos2(2πm/N)
]}
. (21)
This actually corresponds to a version of the system which displays time-reversal
symmetry.
A few experimental realizations have been suggested for the quantum maps
discussed above. In [49] an optical set-up of the baker map was proposed, while a
possible realization using nuclear magnetic resonance was discussed in [50]. Already
in [44] the possibility of realizing the quantum cat map using Fresnel diffraction by a
periodic grating was suggested. Finally, the quantum kicked rotator has already been
realized in the laboratory by placing cold atoms in a pulsed standing wave [51, 52].
It is natural to expect that in the semiclassical limit the Husimi functions
of eigenstates of U should converge, in some weak sense, to invariant probability
distributions. As we have seen, these are either related to fe or singular. It is known
that, as N →∞, almost all eigenstates will become equidistributed, i.e. their Husimi
functions will converge to fe. In other words, as one diagonalizes U in larger and
larger dimensions, the fraction of equidistributed states should grow to 100%. This
property is called quantum ergoditicy. A stronger property is that of quantum unique
ergodicity. This property holds when we can say that all quantum states become
equidistributed without exception, which is a stronger statement than saying that
their fraction becomes 100%. Quantum ergodicity and quantum unique ergodicity
have been extensively investigated for cat maps and baker maps (see, for example,
[56, 57, 58, 59]). A recent review appears in [60].
Numerically, it is easy to find for finite N some eigenstates with Husimi functions
concentrated on periodic orbits. This phenomenon has been termed ‘scarring’. For
continuous-time systems, there is a large literature on this subject starting with [53];
for maps see [54, 55] and also [60].
In order to open a quantum map, what we have to do is identify a sector of
the Hilbert space with the hole. This is done by ‘projecting out’ of it, i.e. the open
propagator is
U˜ = UΠ, (22)
where U is the closed propagator and Π is the projector on the complement of the hole.
It is most common to use a hole that is a strip of width δ parallel to the momentum
axis. In that case Π will be diagonal in position representation. The value of δ sets a
new length scale in the problem [42]. We can define the escape Ehrenfest time τe as
the time it takes to stretch the fundamental size 1/N up to δ. This satisfies eλτe = Nδ.
If we let K be the number of quantum states that fit in the hole, i.e. the dimension
of the kernel of the projector Π, then clearly τe =
1
λ lnK.
The eigenvalues of U˜ will be located inside the unit disk in the complex plane.
They can be written as
zn = e
iθn−Γn/2, (23)
so that Γn can be interpreted as a decay rate (it corresponds to what was Γ/~ in
the more general Hamiltonian setting). The set of all N eigenvalues comprises the
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nation of this difference is an interesting open problem.
But then a natural question arises: how does the relation-
ship between the shape and the size of the projection influ-
ence the intensity of scarring? For instance, this is relevant if
we want to obtain highly localized resonances with the mini-
mum amount of losses. This happens in many applications,
the cases of two-dimensional billiards that can be used as
optical microcavities for lasers or that can be attached to
perfect leads, being some examples. To answer this we have
further investigated the behavior of localization by fixing the
value, and studying how the width of the opening influ-
ences it for both and operators. The results are shown
in Fig. , where we display the average of max taken from
=350 to =360, as a function of the width of the opening
. In all cases we take =0.225 for and =0.1625 for
. The overlaps were calculated with the right dotted and
left dashed eigenstates. The lower curves correspond to
while the upper ones correspond to . We have found that
not only the overlap in general increases with the size of the
opening, but also that this effect is greater due to the sym-
metrization.
But this seemingly greater scarring effect in open systems
should be interpreted in the proper context. In order to do
this we will analyze the weight that these long-lived reso-
nances have in the whole spectrum, and relate it with typical
time scales of the system. This is given by a connection
between the fractal Weyl law and the Ehrenfest time
=ln with the number of open channels, and
=1.31 in our case , first obtained in . There, it was found
FIG. 4. Color online Fraction of eigenstates whose de-
cay rate is smaller than =0.71, as a function of . The lines
corresponds to the theoretical expression −1 dg see the text for
details . The upper curve corresponds to with an opening de-
fined by =0.125 and =0.05, the middle one by =0.225 and
=0.25, and finally, the lower one corresponds to with
=0.1625 and =0.25.
(b)
(a)
m
a
x
m
a
x
FIG. 2. Color online Maximum overlap max of the scar func-
tion with the eigenstates of the open cat map as a function of
running average in a window =10 . In the insets we show the
order number max in ascending eigenvalue modulus of the right
resonance with maximum overlap, as a function of for the left
resonance, results are similar . Panel corresponds to the
map, while the map results are shown in . In all panels, the
solid black lines correspond to the maximum overlap for the closed
map, and the dotted and dashed lines correspond to the maximum
overlaps with the right and left resonances of the open maps,
respectively.
FIG. 3. Color online Maximum overlap max average from
=350 to =360 of the scar function with the right dotted and
left dashed eigenstates of the open cat map as a function of the
size of the opening . The lower curves correspond to , while
the upper ones correspond to . The solid horizontal line stands
for the value corresponding to the closed cat map. Left and right
insets illustrate the projectors and
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Figure 3. (color online) Numerical verification of the fractal Weyl law. In the
left panel [Figure reprinted with permission from [71]; Copyright (2008) by t e
American Physical S ci ty], the l gari m of the number of states having decay
rate smaller than some constant value is plotted against lnN , for the kicked
rotator with different holes. In the right panel [Figure reprinted with permission
from [72]; Copyright (2008) by the American Physical Society], the fraction of
states having decay rate smaller tha some constant value is plotte against N ,
for the cat map with different holes. In all cases, the FWL prediction (lines) is in
excellent agreement.
resonance spectrum of this ‘scattering’ problem. Resonances in the vicinity of the
origin as seen as short-lived, while any finite value of Γn can be understood as being
long-lived.
4. Fractal Weyl law
The Weyl law is a very basic result in the asymptotics of energy levels for closed
systems. In a nutshell, it says that each stationary quantum state occupies a volume
(2π~)ν in phase space, where ν is the number of degrees of freedom [61]. This means
that, to leading order in ~, the number of states with energy less than E is proportional
to ~−ν . Alternatively, let Ω(E) be the set of phase space points with energy E. It is
obvious that this set has dimension d0 = 2ν − 1. The density of states around E is
then proportional to the size of Ω(E) and scales with ~ as ~−(d0+1)/2.
For open systems, a similar idea can be applied to the resonance spectrum. One
can choose a small but fixed region of the complex plane, around a point with real
part E and imaginary part −~Γ/2 (such that the decay rate is fixed), and ask how
the number of resonances inside it grows as ~ → ∞. For continuous-time chaotic
flows, it is conjectured that this number should behave like ~−(d0+1)/2, where now d0
is the fractal dimension of the classical chaotic saddle at energy E. This is known as
the fractal Weyl law (FLW). In the context of continuous time, it has been checked
for scattering from three gaussian ‘bumps’ [62, 63], three rigid disks [64], four rigid
spheres in 3D [65] and a modified He´non-Heiles potential [66]. The only rigorous result
available to date is that the exact number of resonances is bounded from above by the
FWL [67, 68].
A vague heuristic justification of the FWL can be presented as follows (a more
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Figure 6. Top: spectral counting function for the asymmetric baker asym , for various values
of Planck’s constant . Bottom: same curves vertically rescaled by . The thick tick mark
indicates the radius nat corresponding to the natural measure.
best fit clearly occurs away from , but it is close to . This numerical test rules out the
possibility that provides the correct exponent of the Weyl law and suggests to indeed take
To further illustrate the Weyl law for the asymmetric baker
asym , we plot in figure
(top) the counting functions n(N, r) as a function of , for several values of . On
the bottom plot, we rescale n(N, r) by the power : the rescaled curves almost perfectly
overlap, indicating that scaling (4.1) is correct.
Remark 2. In figure (right) the rescaled counting function seems to converge to a function
which is strictly decreasing on an interval [ min, λmax], where min 1, max 9. This
implies that the spectrum of
asym,N becomes dense in the whole annulus min max
when → ∞. Therefore, at this heuristic level, for any min, λmax] one may consider
sequences of eigenvalues (λ with the property →∞−→ . In particular, we may
consider sequences converging to nat
Figure 4. Numeric l verification of the fractal Weyl law for the baker map.
The quantity n(r, N)/N−d/2 is plotted against r, where n(r, N) is the number of
eig nstates of t map with modulus smaller than r and d is the fractal dimension
of K0. The plot shows that the results for many values of N lie on top of each
other, validating the scaling. From [75], reprinted with permission.
detailed account is given in [62]). States with energy E−iΓ/2 have lifetime ~/Γ. From
basic principles, these states should be related to structures in classical phase space
which remain inside the system for that long. By analogy with the usual Weyl law,
their number is estimated as being proportional to the volume of a ‘coarse-grained’
version of the saddle, of thickness proportional to ~. As ~→ 0, this volume is related
to the fractal dimension.
The FWL takes on a particularly simple form for quantum maps, because of
dimensional reduction, no energy-dependence of the dynamics and the fact that the
total number of resonances is equal to N . In that case the onjecture is that the
number f resonances with modulus larger than some r should grow like C(r)Nd/2,
where C(r) is some unknown function of r and d is the fractal di ension of the saddle
K0 discussed in Sec ion 2. N tice that
d(K0)
2
= d(K−)− 1 = ∂(K−), (24)
where d(K−) is the dimension of the backward trapped set and ∂(K−) is the associated
partial dimension. In [32, 69] the FWL was verified numerically for the open triadic
baker map and rigorously proven for a non-canonical quantization of this map. It has
also been verified for the kicked rotator [70, 71] and for the cat map [72]. Again, only
upper bounds can be rigorously proven [73]. In Figures 3 and 4 we show numerical
verification of the FWL for three types of open quantum maps.
What is the function C(r)? The first point that needs to be settled is whether
this function is universal or system-dependent. For the kicked rotator [70] it is quite
close to the universal prediction from random matrix theory (see Section 8), but this
is not true for the baker map [32]. In fact, in this latter case there seems to be a gap
in the middle of the spectrum, for which no explanation has been offered so far. If the
function C(r) is system-dependent, it remains to be determined what kind of classical
information goes into it.
One theoretical approach to the FWL, put forth in [70], is via the construction of
short-lived states. We sketch its argument. Let K be the dimension of the kernel of
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Figure 1. Sketch of the dynamics of a wave packet in the phase space of an open system. The left
and middle panels apply to the case of transport. The initial wave packet is maximally stretched
along the stable manifold without a substantial leakage out of the shaded rectangular area, which
represents an opening of the system. After five bounces the wave packet returns to the opening,
now being elongated along the unstable manifold (dashed lines; the sketches neglect the bending
of the manifolds). In the left panel, the transport Ehrenfest time is larger than the dwell time
. The returning wave packet still fits through the opening, with only a minimal leakage. Hence,
the particle leaves the system deterministically, as prescribed by the classical dynamics of the
wave-packet centre (dots). The middle panel corresponds to a more chaotic system (with a larger
Lyapunov exponent), resulting in < τ . The stretching is stronger and the wave packet is
not fully transmitted. In the subsequent dynamics, the partially reflected wave components will
interfere randomly, which gives rise to wave chaos. In the escape problem, the initial wave packet
can be squeezed more closely to the stable manifold, and the associated Ehrenfest time is
larger than the transport Ehrenfest time. This is illustrated in the right panel.
ballistic chaotic systems, the wave packet splitting is established only when initial quantum
uncertainties blow up to the classical level. For shorter times, the quantum dynamics still
bears the signatures of classical determinism, which is not captured by RMT.
When is decreased, all classical parameters being kept constant—the very same
semiclassical limit purportedly required for RMT universality— becomes parametrically
larger than and , and indeed may start to compete with the dwell time . One may
thus wonder what is left of the RMT universality of open systems, and more generally of
quantum effects in that limit. Indeed, there are many instances where quantum-to-classical
correspondence at finite leads to strong deviations from the universal RMT behaviour.
Such deviations are not only of fundamental interest, but also provide practical mechanisms to
suppress or accentuate quantum properties. This short review provides a survey of the current
knowledge of the quantum-to-classical correspondence in open ballistic systems, focusing on
the deviations from RMT due to a finite Ehrenfest time.
We start with a brief general classification of the Ehrenfest time for different physical
situations such as transport, escape and closed-system properties (section ). We then turn our
attention to three specific applications where deviations from RMT universality occur once
the relevant Ehrenfest time is no longer negligible. First (section ), we discuss transport
properties in a two-terminal geometry. Quantum-to-classical correspondence is reflected in
the distribution of the transmission eigenvalues, and results in the suppression of electronic
shot noise and the breakdown of universality for sample-to-sample conductance fluctuations.
Second (section ), we discuss the decay modes (quasi-bound states) of the system. Escape
routes faster than the Ehrenfest time give rise to highly localized, ballistically decaying quasi-
bound states, while the density of long-lived quasi-bound states is renormalized according to a
fractal Weyl law. Finally (section ), we investigate the excitation spectrum of normal-metallic
ballistic quantum dots coupled to an -wave superconductor (the mesoscopic proximity effect).
Figure 5. (color online) Illustration of how propagation up to Ehrenfest time
can lead to almost perfect escape of a wave packet. The initial packet, whose
center lies in R−6, is very stretched along the stable manifold of the dynamics.
Upon propagation, t becomes stretched along the unstable direction, but still
localized well enough to fit in the hole. It is therefore an approximate generalized
eigenstate of the open map with vanishingly small eigenvalue. From [42], reprinted
with permission.
U˜ (the number of quantum states that fit in the hole). Let λ and γ be the Lyapounov
exponent and the escape rate of the system and let τe =
1
λ lnK be the (escape)
Ehrenfest time. Remember that R−m is the set of points that escape in exactly m
steps. A minimal wavepacket |ψ〉 supported in R−m will therefore reach the hole in
m steps. If m is smaller than τe, this wavepacket will not have spread too much and
will still fit in the hole. It will then be almost completely annihilated and we will have
U˜m|ψ〉 ≈ 0, i.e. it will be a generalized eigenvector of U˜ with zero eigenvalue. This
process is illustrated in Figure 5.
What we mean by saying that |ψ〉 is a generalized eigenvector is that |ψ〉 and
its images under U˜ form a Jordan chain. In other words, the fractal Weyl law is
related to the difference between the algebraic and the geometric multiplicity of the
null eigenvalue. These ideas were further discussed in [74], where it was suggested
tha , inste d of being diagonalized, the open map should be subject to a Schur
decomposition, U˜ = QTQ†, where Q is unitary and T is upper triangular. This
has the advantage that, unlike the eigenvectors, the columns of Q are orthogonal.
In essence, this identifies the states comprising the short-lived sector of the
resonance spectrum. To estimate their fraction, we need only estimate the total area
of all R−m with m up to τe. Since the fraction of points remaining after t steps
is e−γt, that area behaves like
∫ τe
0 e
−γtdt ∼ 1 − e−γτe. Therefore, the short-lived
sector amounts to a fraction of the spectrum that scales as N(1−K−γ/λ). Since K is
proportional to N , this implies that the total number of states in the long-lived sector,
which is counted by the fractal Weyl law, should scale as N∂1 where ∂1 = 1 − γ/λ is
the partial information dimension of the natural measure µe.
The above arguments provide some understanding of the physical origins of the
FWL, but the exponent they predict is ∂1(µe) instead of ∂0(µe). Rigorous upper
bounds involve ∂0. Still, the i formation dimension was also used in [71], where the
kicked rotator is studied in a range of decay rates, and again in [72] for the cat map
with several different holes. In both these works very good numerical agreement was
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obtained. On the other hand, it was shown in [75] that the true exponent really is
closer to ∂0 by explicit construction of a system where ∂0 and ∂1 are very different. In
general, however, these two dimensions are quite close; large deviations can only be
expected for systems where the local stretching factor is very far from being constant
(which is the case in [75]).
Another approach to the FWL was developed in [76] and [77]. This is based on
semiclassical approximations for the long-lived states, and the basic idea is that these
should be related to periodic points, which belong to the saddle. An approximate
basis for the long-lived sector is constructed by building wavepackets concentrated
on periodic orbits of period T , with T up to τE =
1
λ lnN . These wavepackets are
then propagated with the open quantum map, thereby acquiring some information
about short-time dynamics and providing an improved basis, the so-called scar
functions. Since the number of points with period less or equal to τE grows like
e(λ−γ)τE (the quantity λ − γ is the Kolmogorov-Sinai entropy), the dimension of the
basis is proportional to N∂1 . A matrix of this dimension is then introduced as an
approximation of the quantum propagator in the long-lived sector. Its spectrum is in
good agreement with exact results, validating the approximation. This is shown for
the baker map in Figure 6. Notice the presence of a gap in the bulk of the spectrum.
This semiclassical approximation was critically discussed in [78], where it is argued
that it reproduces the spectrum, but in order to correctly describe quantum resonance
wave functions semiclassically it is necessary to take into account more information
than only the chaotic saddle. The authors of [78] speculate that diffraction effects
and/or classical information outside the saddle should be important and must be
incorporated. This is yet to be systematically investigated. Another point raised in
[78] is that perhaps in practice the fractal Weyl law only holds once ~ becomes much
smaller than the size of the hole, otherwise it may be affected by diffraction.
In [73] a rigorous theory was developed to the construction, based on an open
quantum map of dimensionN , of an auxiliary operator whose rank is∼ N∂0 and whose
spectrum reproduces the exact resonances. That operator is conceptually similar to
the one based on short periodic orbits that was discussed above.
Notice that the two approaches we just delineated are different and somehow
complementary to each other. While [70] arrives at the FWL by estimating the size
of the short-lived sector, associated with regions of fast escape, [76, 77] attempt to
estimate the size of the long-lived sector, expected to be related to periodic orbits. In
both cases some notion of Ehrenfest time plays an important role.
The Weyl law for systems whose dynamics is a mixture of chaotic and regular
regions was discussed in [74]. It was found that stability islands led to resonances with
very small decay rate, approximately following a usual Weyl law, while states with
intermediate decay rates obeyed a Weyl law with a fractional exponent; however,
this exponent was not related to the dimension of any fractal set. The subject
was also investigated in [79] for a system with sharply divided phase space. States
associated with sticky motion at the border of the stability island satisfied Weyl laws
with fractional exponents, related to the power law behaviour of the classical survival
probability.
5. Resonance gap
The fractal Weyl law is a prediction about how the number of long–lived resonances
scales with ~ or, for quantum maps, with the dimension N . A different type of
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The classical (tri)baker map
q,p
(3q,p/3) if 0 q <
(3 1) 3) if 1 q <
(3 2) 3) if 2 q <
(1)
is an area-preserving, uniformly hyperbolic, piecewise-linear
and invertible map with Lyapunov exponent ln 3. Follow-
ing [27 28], the quantum version is defined in terms of the
discrete Fourier transform in position representation as
N/ 0 0
N/
0 0 N/
(2)
where antiperiodic boundary conditions are imposed,
2. For this system we always take the opening as the
region 1 < q < 3.
The classical cat maps are of the form
mod 1 11 12
21 22
)(
mod 1 (3)
where the ij must be integers to ensure continuity and the
conditions Tr 2 and det 1 are imposed to make the
map hyperbolic and area-preserving. Here, we consider
2 1
3 2 (4)
for which the Lyapunov exponent is log(2 3) and the stable
and unstable directions are 1) and 1). The
opening is defined analogously to the baker map, between
3 and 7. The corresponding fractal dimensions
are 61 for the cat map and ln 2 ln 3 63 for the
tribaker map. Quantization of cat maps was first introduced in
Ref. [25] and discussed in Ref. [29]. For the case considered
here, with periodic boundary conditions 0, this
results in
,Q iπ /N (5)
where Q/N and /N
We note that for the baker map the opening corresponds to
a cell in the Markov partition. As a consequence, the repeller is
given in terms of an exactly self-similar fractal, the well-known
middle-third Cantor set. In that respect the cat map is more
generic, since its stable and unstable manifolds intersect the
opening transversally.
III. METHOD AND RESULTS
Scar functions are special wave functions constructed by
taking into account classical information in the neighborhood
of a periodic orbit [ ]. They have been developed for closed
systems and are the building blocks of the semiclassical
theory of short periodic orbits, by means of which one can
find eigenvalues and eigenfunctions of a quantum system
starting from purely classical quantities. For open systems
they were introduced in Ref. [22]. In this section we review
their construction and show a few examples.
Let be a periodic orbit of an open map (it must therefore
belong to the repeller) of fundamental period , i.e., it consists
of different points in the torus:
,p ,p , . . . , ,p ,p ,p (6)
We associate with a total of scar functions. Initially, we
define coherent states ,p for each point of the orbit and a
linear combination of them called a periodic orbit mode,
exp πi jA Nθ
)}
,p (7)
Here ∈ { , . . . ,L and , where is the
action acquired by the th coherent state in one step of the
map. The total action of the orbit is and
NS /L
The right and left scar functions associated with the periodic
orbit are defined through the propagation of these modes under
the open map. Namely,
γ,k
πiA cos
πt (8)
and
γ,k
πiA cos
πt (9)
The constants R,L are chosen such that γ,k γ,k〉 =
γ,k γ,k and γ,k γ,k〉 = 1. The cosine is used to in-
troduce a smooth cutoff. The time scale of the propagation
is taken proportional to the system’s Ehrenfest time.
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FIG. 1. (Color online) Exact spectrum (circles) and our results
(crosses), for the baker map. The pairs ( ) consisting of the
Hilbert space dimension and the number of scar functions are
(a) (81 51), (b) (177 105), (c) (597 231), and (d) (1821 471). We have
chosen d/ where is the fractal dimension of the classical
repeller.
036203-2
Figure 6. (color online) Exact spectrum of the open triadic baker map (circles)
and the approximation to the long-lived sector obtained using scar functions
(crosses). Four values of N are shown: 81, 177, 597, 1821. In each case, the
approximation uses a basis of size proportional to N−d/2 where d is the dimension
of K0. Good agreement is obtained, validating the FWL scaling. The internal gap
has not been explained. Figure reprinted with permission from [77]. Copyright
(2012) by the American Physical Society.
question is how these resonances are distributed in the complex plane. For maps, we
denote them by zn = e
iθne−Γn/2, so that |zn|2 = e−Γn . In particular, it is natural to
focus interest on the longest-lived ones because they usually leave clear signatures on
scattering signals. Numerical experiments reveal that the distribution of decay rates
Γn tends to have a maximum around the classical decay rate γ, with a long tail for
Γ > γ and a rather short one for Γ < γ. This has been observed for example in
[71, 80, 81, 82], and we show an example in Figure 7.
In a sense, states with Γ < γ have anomalously slow decay. They were termed
‘supersharp’ resonances in [83]. A natural question is whether there is a limit to how
sharp a resonance can be. Can the quantum decay rate be arbitrarily small? Evidence
is on the contrary. It is generally expected that supersharp resonances should become
less frequent in the semiclassical limit, i.e. that a true gap develops in the spectrum
as N →∞.
Already in [84] (see also [85]) it was found that a lower bound could be proved
for the decay rates of chaotic resonances in the limit ~ → 0. Its formulation
involves something called the topological pressure P (β). This is related to the leading
eigenvalue of a generalization of the Perron-Frobenius operator introduced by Ruelle.
We do not discuss this so-called thermodynamic formalism here, and instead refer the
reader to [86, 29]. The topological pressure has some important properties, namely
its value at 1 gives the decay rate, P (1) = −γ, its derivative at this point gives the
Lyapounov exponent, P ′(1) = −λ, and it has a zero at the partial dimension of the
unstable manifold of the saddle, P (∂(K−)) = 0. For the open triadic baker map it is
given by P (β) = ln 2− β ln 3; in general it is a convex decreasing function.
The available rigorous lower bound is that all Γn must be larger than −2P (1/2) as
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though the Lyapunov exponent should probably be com-
puted in a more exact way for small values of 0.7. Thus,
the data of Fig. confirm the validity of the fractal Weyl law
in the whole available interval of fractal dimensions.
In addition to the integrated characteristic it is inter-
esting to consider the differential distribution dW , which
determines the number of states in the interval at given
The evolution of distributions dW with the growth of
is shown in Fig. . The data clearly show that in the semi-
classical limit dW converges to a certain limiting distri-
bution independent of . This effect has been noticed already
in earlier studies 18 where mainly the diffusive limit
with =10 and @L was considered. In such a case the
dimension is very close to the integer value =2 and there-
fore the fractal dependence was missed in 16 18 even
though the fractal structure of the eigenstates was clearly
detected 16 . In the diffusive case 2, one has dW
for , which is explained by simple estimates
18 and more rigorous analytical treatment 27 . When the
fractal dimension is noticeably less than 2, then
and the diffusive approximation is no longer valid. A distinc-
tive feature of the distribution in this case is the gap in the
distribution dW , which is zero for , a sharp peak at
, followed by a smooth drop at this drop is
compatible with the dependence 1
These properties of the distribution dW remain essen-
tially the same when is changed by a factor 3.5, as shown
in Fig. . Indeed, the shape of the distribution varies very
little for 1.5 4 and becomes broader only at 1.5.
The latter case, however, has relatively small statistics
and probably larger should be used to reach a limiting
distribution for 1.5. It is interesting to note that dW
has certain similarities with the Wigner proper time distribu-
tion discussed in 28
In conclusion, the data obtained confirm the validity of
the fractal Weyl law for all fractal dimensions in the interval
2. They show the existence of a limiting distribution
of the Gamow resonances dW which has a gap of size
above which the distribution has a sharp peak see Figs.
and . Thus the classical decay rate essentially deter-
mines the quantum decay rates on the quantum fractal corre-
sponding to the classical strange repeller with orbits never
escaping in future times Fig. . The analytical computation
of the limiting distribution dW still remains an open
problem. It is possible that the analytical methods pushed
forward recently 17 will allow progress to be made in this
direction. Also, it would be interesting to check the validity
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FIG. 3. Color online Dependence of the fractal Weyl exponent
on the fractal box counting dimension : full circles show numeri-
cal data, the straight line shows the fractal Weyl law −1,
pluses show 1− versus −1, which should follow the relation
−1=1− , where is the Lyaponov exponent computed ap-
proximately see text . Here 0.7 6, 0.1175 0.9402,
0.9976 1.9367.
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FIG. 4. Color online Dependence of the distribution dW
on the rescaled escape rate for different values of at =2.
Here =0.2702, =1.7230, the probability dW is normalized
to unity in the interval , and is 22 001 blue black full curve
=1278 , 12 801 maroon gray full curve =1022 , 6401
green gray full curve =500 , 3201 red gray full curve
=293 , 1601 orange gray dashed line =181 , 801 turquoise
gray dashed lines =114 , and 401 magenta gray dashed line
=68.7
0 2 4 6 8 10
0.0
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FIG. 5. Color online Same distribution as in Fig. drawn for
various absorption boundaries at =22001. Here is 4
=0.1019, =3607, black curve ; 2.5 =0.2063, =2032, or-
ange gray curve ; 2 =0.2702, =1278, blue black curve ; 1.5
=0.2961, =1342, green gray curve ; 1 =0.6967,
=472, red gray dashed curvedg
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Figure 7. (color online) Distribution of decay rates, scaled by the classical one γc,
of the open kicked rotator, for many different values of N . A limiting behaviour
as N → ∞ and a sharp peak very close to γc are clear. Fig re reprinted with
permission from [71]. Copyright (2008) by the American Physical Society.
N →∞. This result has been revisited recently with more rigor in [87]. Interestingly,
this bound is only effective if ∂(K−) < 1/2, because P (β) is a decreasing function
with a zero at ∂(K−), so P (1/2) > 0 if ∂(K−) > 1/2. This would just predict that all
Γn are larger than a negative value, something that is always true. In other words,
only for saddles that have low enough dimension, or are ‘filamentary’ enough, can a
true lower bound really be established.
It is known that 2P (β) > P (2β) and hence −2P (1/2) is always smaller than the
classical decay rate γ = −P (1). Therefore, this lower bound still allows for quantum
decay that is slower than classical. At present, it is not clear whether in the limit
N → ∞ one can still find resonances with decay rate arbitrarily close to −2P (1/2)
or if they tend to be larger than γ. In other words, if a larger gap can appear. An
approach based on random matrix theory would predict the latter, as we will see in
Section 8.
Numerical experiments conducted for the baker map were somewhat inconclusive
in this respect [25]. In this system, the smallest decay rate Γ0 seems to be influenced by
the presence of discontinuity lines and seems to be different for even/odd eigenstates
when the saddle intersects those lines. For the kicked rotator [83], on the other hand,
it was clearly observed that e−Γ0 − e−γ approaches zero as a power law N−δ. In fact,
the exponent δ was found to be approximately given by d(K0)2 − α, i.e. the exponent
from the fractal Weyl law minus a constant.
Also studied numerically in [83] was the distribution of supersharp resonances.
It was found that they do not conform to the fractal Weyl law, i.e. their number
does not increase in proportion to the bulk of the spectrum. Instead it seems that
are approximately Nα such states, where α is the same constant as in the previous
paragraph. Whether this exponent is universal or system-specific and what classical
information it contains are open problems. Notice that therefore the number of
resonances with Γ < γ grows with N , but at the same time the distance Γ0 − γ
decreases with N . Similar results and conjectures have been surfaced in the study of
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and negative times allow the creation of open maps, which can
be grouped into map families according to their properties, all
of them sharing the same repeller . Moreover, the iteration
of open maps can be used alternatively to build new maps
corresponding to this invariant set.
We will focus on two families of maps that are essentially
given by preserving the area of the opening for all of its
members on one hand, or not preserving it on the other.
These families are the most interesting since they allow us
to understand the dependence of the quantum spectrum on the
shape and the size of the opening, while keeping the repeller
and asymptotic decay rate invariant. The members of the first
family with , . . . , which we call the shift family,
are defined as one iteration of the closed map followed
by the escape of trajectories outside the region . In turn,
the intersection family is defined as with , . . . ,
where the allowed region this time is given by the intersection
of regions until time ∩ · · · ∩ . For this
family, the allowed region decreases for larger members.
Of course, for nontrivial and all family members are
different, though the first members of both families are exactly
the same by definition ( ).
A. The tri-baker map
We have chosen the paradigmatic tri-baker map as the
model for our studies. This is one of the simplest chaotic maps
that can be easily described by a ternary Bernoulli shift, and
where the openings can be done following stable and unstable
manifold directions. The general open map is defined as the
composition of the closed tri-baker transformation followed
by a given opening. We will define both shift and intersection
families generated by an initial allowed region having two
horizontal strips [0 3) (2 1). The openings will be
defined to be symmetrical in and , in such a way as to
maintain the time reversal symmetry of the closed map as
shown in the left panel of Fig. 1).
intersection
Shift
k=3k=2k=1
FIG. 1. (Color online) Phase space representation of the openings
for shift and intersection families with 3, in top and bottom
panels, respectively. The allowed regions are shown in white, while
the corresponding openings are in light blue (gray).
The tri-baker map in a unit square phase space
[0 1) [0 1) is given by
[3
[3 ]) (1)
where [ ] denotes the integer part of . The map is uni-
formly hyperbolic with Lyapunov exponent log 3. The
symbolic notation of the map action is given by a Bernoulli
shift in ternary representation of .ǫ · · · and
.ǫ · · · (given by the corresponding trits 2)
as
= · · · .ǫ · · · = · · · .ǫ · · ·
(2)
where the dot is moved one position to the right. Different
openings of both shift and intersection families can be
straightforwardly defined in ternary notation using open trits
with forbidden value 1 (˜ 2).
Shift family members have two open trits corresponding
to the th most significant trit of both position and momentum
in ternary representation. On the other hand, intersection
family members have the first open trits of both position
and momentum. In order to illustrate shift and intersection
family members, and are shown in the next equations
with open trits highlighted inside boxes:
−→ · · · .ǫ · · · (3)
−→ · · · · · · (4)
The first three members of both families are represented
geometrically in Fig. . In this way the classical escape rate
can be computed analytically. When a closed trit is opened
(transformation from ), the area of the allowed space
is reduced by a factor of 2 3 ( ).
For the case of the member of the shift family, two trits
are opened in the first iterations of the map until the first open
trit of position ( ) reaches the th most significant trit of
momentum. From then on the map only opens one trit in each
iteration. Therefore, during the first 2 iterations the allowed
area decreases by a factor of (2 3) in each step, and from
then the area decreases by a factor of 2 3. The same reasoning
applies to the member of the intersection family, where 2
trits are opened in the first iteration, and from then only one
closed trit is opened at each step. Therefore, the allowed area
in the first step decreases suddenly by a factor of (2 3) , but
from the second step decreases by (2 3) and so on. Thus the
asymptotic escape rate is the same for both families.
1. Quantum version
There are different ways to quantize the tri-baker map [13].
We will follow the Balazs-Voros-Saraceno (BVS) quantiza-
tion, which is done by choosing antiperiodic boundary condi-
tions in and 14]. The Hilbert space dimension is given
by the integer (2 ) with position and momentum
eigenvectors and (where , . . . ,D) connected
by the antisymmetric Fourier transform , given by
,j ≡ 〈 〉 = )( (5)
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Figure 8. (color online) Left: two families of open b ker maps hat have different
holes and different short-time dynamics, but the same decay rate and the same
saddle. Right: for the ‘intersection’ family, the spectral radius decreases with k.
Figure reprinted with permission from [90]. Copyright (2012) by the American
Physical Society.
the Laplace resonance spectrum on hyperbolic surfaces of infinite volume [88, 89].
The smallest decay rate, unlike the Weyl law exponent, seems to be very sensitive
to the short-time dynamics of the system, as observed in [90]. In this paper two
families of baker maps were defined, along with their quantizations, the shift and the
intersection families, B
(s)
k and B
(i)
k for k ≥ 1 (see left panel of Figure 8). Inside each
family, all members have the same Lyapounov exponent and decay rate (and hence
the same partial information dimension for their natural measures), but very different
short time dynamics. In the intersection family, members have holes that grow with
k, in such a way that only (2/3)2k of all initial conditions remain after the first step.
It was observed that the smallest decay rate grows with k, so that all resonances have
fast decay for large k (see right panel of Figure 8). On the other hand, in the shift
family the area of the hole is independent of k and so is Γ0.
6. Eigenvectors
As discussed in Section 3, open quantum propagators are not unitary matrices and
their left and right eigenvectors are different,
U˜ |ΨRn 〉 = zn|ΨRn 〉, 〈ΨLn |U˜ = zn〈ΨLn |. (25)
Just like for closed systems, one would expect on general grounds that in the
semiclassical limit these wavefunctions should be related to classical structures. A
natural question is the analogue of the quantum ergodicity problem: what are the
possible semiclassical limits of Husimi functions of resonance wavefunctions?
The issue of quantum ergodicity for open maps is actually much more difficult
than for closed ones, because there are many conditionally invariant measures for any
given decay rate, and it is not clear which ones would be more natural as semiclassical
limits of Husimi functions.
A few general results were obtained in [91]. For example, Husimi functions of
right eigenstates, HψRn (q, p) = |〈q, p|ΨRn 〉|2, become concentrated, in the semiclassical
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Invited Article R159
Figure 15. Husimi functions of three metastable states of the quantum symmetric open 3-baker
(logarithmic grey scale). The high intensities (black) are clearly localized on
Any measure satisfying (66) (at least inside the interaction region) will be called a
-eigenmeasure for the flow. In the case of an open map, a -eigenmeasure is characterized
by the property
µ. (68)
-eigenmeasures are easy to classify. For instance, in the case of open maps, each
-eigenmeasure is uniquely determined by its restriction on κ(V ) , which can be
arbitrary. All such measures are supported on , and satisfy µ( 0 for 3 > 0, while they
are supported on iff 0.
The above theorem shows that any semiclassical measure is necessarily a -eigenmeasure,
with decay rate equal to the asymptotic quantum decay rates. In view of the quantum
ergodicity result for chaotic closed systems, the following question naturally arises: Given
0, and considering a sequence of resonances (z(h)) satisfying (67), which -eigenmeasures
can be obtained as semiclassical measures? Is there a ‘favoured’ limit, or even a unique one?
This question presumes that there exist sequences of resonances satisfying (67), a fact
which depends on the semiclassical distribution of resonances; in case the strong form (41) of
fractal Weyl law holds, such a sequence exists if the profile function satisfies (3/ ) > 0.
We have noticed before that, according to several numerical results, the density of
resonances often shows a peak near the value cl . For this specific value of , there
exists a ‘natural’ -measure, which is obtained by iterating an initial smooth measure (with
support intersecting ):
nat lim
→∞
respectively nat lim
→∞
with appropriate normalization factors (see (17)). Yet, the study of [52] did not reveal
that this measure played any particular role for the open quantum baker’s map.
In [42] the authors computed averages of the spatial densities (x) over a few
eigenstates with comparable decay rates, for the symmetric open 3-baker. They noted strong
self-similar properties of the densities, depending on the decay rates. Some of the individual
Husimi functions of [52] were also featuring a self-similar behaviour in both the momentum
and position directions.
Rigorous results were obtained in the case of the Walsh-quantized open baker’s map
40 52], using explicit formulae for the eigenstates. In this model most eigenvalues h) have
large multiplicities, leaving a lot of freedom to construct eigenstates. In [40 52] it was shown
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Figure 9. Two Husimi function of right eigenstates of the open triadic baker
map, for N = 1500. Intensity grows from light to dark. Eigenvalue modulus is
0.84 for the left one, which is approximately uniformly distributed along K
−
, and
0.46 for the right one, which shows some localization on the hole and R−1. From
[25], reprinted with permission.
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Figure 10. (color online) The weight of Husimi functions of right eigenstates of
the open triadic b ker map on the regions R−m, for N = 729. The solid line is
the semiclassical approximation (26). Figure reprinted with permission from [91].
Copyright (2006) by the American Physical Society.
limit, on the backward trapped set K−. This is true in the following sense: suppose
a sequence of resonances with increasing N , such that the corresponding eigenvalues
converge to some value z which is different from zero. Then the sequence of (right)
Husimi functions will converge to zero at points which do not belong to K−. We show
two illustrative examples in Figure 9. Analogously, left eigenstates concentrate on K+
as N →∞. The results in [91] do not indicate how fast the value of HψRn (q, p) goes to
zero if (q, p) /∈ K−, but in [75] it was shown that this happens (at least for the baker
map) exponentially fast, i.e. like e−cN for some constant c.
It is also possible to obtain some semiclassical information about how these
Husimi functions are distributed on their support. First, remember that the sets R−m
intersect the backward trapped set. Let these regions be semiclassically quantized by
phase space projectors πm (as discussed in [92]). The open propagator thus satisfies
U˜ †U˜ = 1− π0. It was shown in [91] that
〈ΨRn |πm|ΨR〉 ≈ |zn|2m(1− |zn|2). (26)
The left hand side of the above equation measures the weight of HψRn (q, p) on the
region R−m, and right h nd side r lates th s to the decay rate. This relation is
tested i Figure 10 for t baker map.
Resonances in open quantum maps 19
It was first noticed that the functions HψRn (q, p) had fractal signatures of the set
K− in [82]. In this paper it was suggested that, for a sequence of states whose decay
rate converges to the classical one, the (right) Husimi functions should converge to
the classical equilibrium measure. This would in fact be consistent with the result
(26) above, because since µe(h) = 1− e−γ and since the area decreases by e−γ at each
step, we have
µe(R−m) = e−mγ(1 − e−γ). (27)
However, this convergence has not been proven and numerical evidence is inconclusive.
Equation (26) also predicts that states with Γn > γ must show some concentration on
the hole and its first pre-images and, conversely, that states with Γn < γ (supersharp)
must avoid these sets and localize closer to the invariant set.
This problem was extensively discussed for the baker map in [75]. In particular,
this system admits a non-canonical quantization, known as the Walsh quantization,
in which it is exactly solvable (unfortunately it is not clear how general are the results
proven in this special setting). For example, right Husimi functions having self-similar
properties can be explicitly constructed for this system. This was discussed again in a
slightly different setting in [93] where, among other things, a kind of quantum unique
ergodicity was proven at the edges of the spectrum.
Related to the problem of quantum ergodicity is the phenomenon of quantum
scarring. This is a generic name given to concentration of quantum states in the
vicinity of periodic orbits. For open systems the question of scarring carries an extra
interest, because of the interplay with the decay rate. States with small decay rate
must survive in the system for a long time, and it is natural to expect them to be
scarred along periodic orbits. States with Γ > γ can show scarring, and this has
been observed. But, as discussed in relation with (26), scarring is more likely for
Γ < γ (this was also suggested in [81]). Moreover, how the effect behaves in the
semiclassical limit is rather unclear. This is connected to the subject of the previous
Section, because a gap may develop in the spectrum such that no states with Γ < γ
survive the semiclassical limit.
It was observed in [82] that resonances of the kicked rotator with small decay rates
were scarred. The subject was taken up again in [72], where the open cat map was
studied. A set of quantum states specially suited for studying scarring, the so-called
scar functions already available for closed maps [94, 95], was adapted to the open
setting in [76, 77], where it was observed that the baker map with low N had some
resonance wave functions that could be obtained as a superposition of only two of
these states. However, it was also suggested in [78] that classical information outside
the saddle, such as diffraction effects, must somehow be incorporated if a semiclassical
approach is to accurately reproduce resonance wave functions.
In this context, a new phase space representation of resonance states was
introduced in [96], which is a generalization of the Husimi function. It is given by
hn(q, p) =
〈q, p|ΨRn 〉〈ΨLn |q, p〉
〈ΨLn |ΨRn 〉
. (28)
Since 〈q, p|ΨRn 〉 is localized on K− and 〈ΨLn |q, p〉 is localized on K+, the quantity
hn(q, p) must be localized on their intersection, the saddle, and may be useful for
revealing scarring effects. This was verified for the baker map. It was also noticed
that, for finite N , the states with large decay rates can have significant values of h(q, p)
outside of that fractal set.
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Figure 11. The scarring estimator η for the open triadic baker map at N = 243.
The circles correspond to individual states, η(hj), ordered with increasing decay
rate. The line corresponds to the cumulative value η
(∑j
i=1 hi
)
. Courtesy of L.
Ermann.
A quantity derived from h(q, p) was introduced in [90] as a quantitative measure
of localization:
η(h) =
( |h|1/|h|2
|ρ|1/|ρ|2
)2
, (29)
where
|h|s =
(∫
|h(q, p)|sdqdp
)1/s
(30)
and ρ represents the density matrix of any coherent state. As defined, η is equal to 1
for a coherent state (perfect localization) and N/2 for a uniformly distributed state in
a N -dimensional Hilbert space. We see in Figure 11 that the value of η behaves rather
erratically as a function of the decay rate for individual states. However, a cumulative
value η
(∑j
i=1 hi
)
, where the sum runs over states with increasing decay rate, shows
an almost monotonic behaviour, with smaller decay rates corresponding to stronger
localization.
7. Non-ideal escape
A generalization of open systems which has attracted attention recently is the
possibility to define holes that are only partially transparent: when a point hits the
hole, it has a finite probability of escaping, but may also continue being propagated
inside. This may be called non-ideal or refractive escape, because it is supposed to
mimic the ray-splitting that takes place at the interface between two media with
different indices of refraction. It can also be used to model quantum dots coupled
with tunnel barriers or any kind of losses.
Let us suppose a dielectric sample of refractive index n, outside of which the
refractive index is 1. When the wavelength is much smaller than the average radius of
the sample, we may consider propagation of rays. These follow straight lines, except
when they meet the boundary. According to Snell’s law, they then experience specular
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reflection. This is what is known as a dynamical billiard. It is usual to define boundary
coordinates as follows. Choose an arbitrary point r0 at the boundary and let q be the
distance along the boundary between a collision and r0. Clearly, 0 ≤ q < L, where
L is the perimeter of the sample. The other coordinate, p, is the sine of the angle
between the incoming ray and the normal to the boundary at the collision point. It
is possible to show that in this coordinate system the dynamics is area-preserving.
The propagation of rays inside the dielectric sample is thus reduced to a discrete
map in the variables (q, p), of the kind we have been considering. Now we must
incorporate the fact that, at each collision, some amount of light is refracted out of
the sample. The intensity of the reflected beam is given by Fresnel’s law (for transverse
magnetic polarization, for instance):
R(p) =
(√
1− p2 − pc
√
1− (p/pc)2√
1− p2 + pc
√
1− (p/pc)2
)2
(31)
and depends on the angle of incidence. Refraction does not occur if |p| > pc = 1/n,
which is called the critical angle.
Refraction can be modeled in a chaotic map by assigning an escape probability
to each point in phase space [97]. An attempt to be realistic would try to simulate
Fresnel’s law. More simply, one can define a finite hole corresponding to |p| < 1/n and
associate to it a constant escape probability. Now it is no longer possible to simply
follow initial conditions with time, because one must keep track of probabilities. This
can be solved by considering only the evolution of probability densities (this is also
discussed in [22]).
We can start with the uniform density in phase space, for example, and let it
evolve under the partially open map. Equivalently, we can associate an initial intensity
with each point, and this intensity is reduced every time the point falls in the (partially
transparent) hole. In particular, the set of points whose intensity remains forever equal
to its initial value is nothing but the forward trapped set that would correspond to a
totally transparent hole. However, other regions may also have high intensity and be
important for long-time properties.
Strictly speaking, the system will have a (conditionally invariant) equilibrium
measure µe whose support (the ‘forward trapped set’) is the entire phase space, since
the intensity of a point will never be exactly zero. In other words, µe will have a
trivial Minkowski dimension d0(µe) = 2. However, the intensity after a long time will
be a wildly fluctuating quantity and usually there will exist non-trivial dimensions
dβ(µe) < 2 (naturally, the same is true for backward time evolution). Further
discussion of these points can be found in [98, 99, 22], along with pictures of such
intensities for the stadium, annular and cardioid billiards, respectively. We show an
example in Figure 12.
Quantization of partially open maps poses no difficulty. We continue assuming
that the hole is a strip (or a union of strips) parallel to one of the axes. Instead
of using a projector Π, one needs only multiply the closed-system propagator U by
a diagonal matrix whose elements are equal to
√
R where the reflection probability
is R (in principle, the phases of such elements are arbitrary; obviously, we assume
0 ≤ R ≤ 1).
The first question one would ask in this setting is about the analogue of the Weyl
law. Do we see a fractional exponent in the way the number of resonances scales
with N? It was initially suggested in [98] that the Weyl law could be sensitive to the
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Figure 12. (color online) The conditionally invariant natural measure of the
dielectric annular billiard, with refractive index equal to 4, depicted in the
boundary coordinates described in the text (vertical axes is p, horizontal one
is q). Intensity grows from light to dark. Figure reprinted with permission from
[99]. Copyright (2009) by the American Physical Society.
different fractal dimensions present in the classical equilibrium measure. By counting
resonances in the dielectric stadium billiard, different exponents in the Weyl law were
found depending on the decay rate; moreover, these exponents were in the same range
as the numerically determined dβ(µe).
However, it was later proved [100, 101] that in the semiclassical limit the
resonances tend to cluster at a particular value of the decay rate. More specifically,
let R(q, p) denote the reflection probability at point (q, p). In the long run, a typical
(ergodic) trajectory will sample all of phase space. At each point, its intensity is
multiplied by R. This process is additive in the logarithm, resulting in the average
decay e−〈Γ〉, where
〈Γ〉 = −2
∫
log(R(q, p))dqdp. (32)
It was shown in [100, 101] that the number of resonances with decay rate inside a
fixed interval containing 〈Γ〉 scales with N1 in the semiclassical limit. In other words,
most resonances have this decay rate. This result is illustrated in Figure 13. Since the
resonances counted in [98] were in a range that contained 〈Γ〉, the fractional exponents
observed are probably due to insufficient statistics or the semiclassical regime not been
reached yet.
Another result presented in [100, 101] is that, for strongly chaotic systems, the
width of the distribution of decay rates around 〈Γ〉 decays like (lnN)−1. This was
proven for a toy model and numerically observed (albeit not quite clearly) for the baker
map and a perturbed cat map. It is natural to expect that this spectral width should
depend on some type of variance of the function R(q, p). In particular, the width is
zero if R is constant all over phase space. This point has not been investigated.
The distribution of resonances for partially open maps had already been
considered numerically in [97] using the kicked rotator as a model. This paper also
suggested a random matrix theory approach (see next Section), which was later tested
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Figure 13. (color online) Cumulative distribution function of decay rates for
partially open baker maps (curves a1 and a2 correspond to two different choices
for hole position and reflectivity). Vertical lines correspond to 〈Γ〉, and clearly
the distribution has an inflection point there. Notice how little change there is
with N . Figure reprinted with permission from [100]. Copyright (2008) by the
America Physical Society.
in [102] for the stadium billiard. Good agreement was obtained, as long as the mean
decay rate and the effective number of modes were suitably adjusted.
The phase space morphology of resonance states in the case of non-ideal escape
has not been investigated for maps, as far as this author is aware (see however
[103, 104, 105]).
8. Random matrix theory
An approach which has been very successful in all areas of quantum chaos is the theory
of random matrices [106]. In essence, the specific relevant operator (Hamiltonian,
S matrix, propagator) is abandoned and replaced by a random matrix, i.e. only
statistical properties are studied with respect to a certain ensemble of matrices. How
this ensemble is chosen is dictated by the situation at hand. Approaches based on
random matrices exist for several areas of physics, includin the quantum mechanics
of closed chaotic systems [107] and chaotic transport [28]. Many examples can be
found in a recent Handbook [108].
To replace the Hamiltonian of a closed system, for example, it is important that
hermitian matrices be used. The simplest possibility is then to replace the matrix
elements with identically distributed Gaussian random variables, while respecting
the hermiticity constraint. This gives rise to the Gaussian Unitary Ensemble (it is
called Unitary because it is invariant under unitary transformations). If there is
time-reversal symmetry, the Hamiltonian can be made real without diagonalization.
What is needed then is an ensemble of real symmetric matrices, and this leads to the
Gaussian Orthogonal Ensemble. It is common practice to associate an index β = 2
with complex matrices and β = 1 with real matrices (this is sometimes called the
Dyson parameter). Gaussian ensembles were recently reviewed in [109].
8.1. Effective Hamiltonian approach
It is possible to model scattering by writing the S matrix as S(E) = 1− iV † 1E−Heff V ,
where V is a N ×K coupling matrix between the system and the outside and Heff
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is an N × N effective non-hermitian Hamiltonian. The poles of S are then the
eigenvalues of Heff . This is sometimes called the Heidelberg approach. Assuming
energy-independence of the coupling elements and neglecting direct processes, this
latter matrix can be taken as Heff = H − i2V V †, and H considered as being
uniformly distributed in one of the Gaussian ensembles. The reader can consult
[111, 112, 113, 23, 24] for further information.
Different regimes can be studied depending on coupling strength and the interplay
between K and N . The limit N →∞ is always intended. The number of channels K
may remain fixed, in which case the hole is not classical in size. For small coupling,
all eigenvalues acquire small imaginary parts (smaller than the mean level spacing).
For large coupling, the phenomenon of resonance trapping occurs [114]: only a few
resonances acquire large imaginary parts, while most of them approach the real axis.
The case of classical opening, closer in spirit to the subject of this review,
corresponds to keeping the ratio K/N fixed as N → ∞. This corresponds to the
size of the hole, K/N = h. As we have seen, it makes sense to consider this as a small
variable. It can be shown [115, 116] that in this case the density of resonances exhibits
a gap: it vanishes for decay rates smaller than h, which can be identified with the
classical decay rate. Moreover, this density decays like 1/Γ2 for Γ > h.
8.2. Approach via truncations
The propagator of a closed quantum map is aN -dimensional unitary matrix, UU † = 1.
If there is time-reversal symmetry, this matrix is also symmetric. These are the only
constraints that must be imposed. The ensemble of random unitary matrices is nothing
but the unitary group equipped with its unique invariant (probability) measure, the
Haar measure. In this context, this ensemble is called the Circular Unitary Ensemble,
the CUE. If symmetry is imposed, UT = U , we obtain the Circular Orthogonal
Ensemble, the COE.
The propagator of an open quantum map is obtained by multiplying the closed
propagator by a projector. This is sometimes called a truncation: some columns of
U are set equal to zero to produce U˜ . Therefore, it is natural to take U as being
uniformly distributed in the CUE and introduce an ensemble of truncated unitary
matrices (TCUE). This was done in [110].
We therefore have N -dimensional unitary matrices truncated by multiplying from
the right by a projector. Let the kernel of the projector have dimension K, as before,
and let M = N −K be the number of eigenvalues that are not identically zero. Just
like for the effective hamiltonian approach, in the ‘semiclassical’ limit N → ∞ there
are two choices for the behaviour of the truncation: the kernel dimensionK can remain
fixed in order to model ‘quantum’ holes, or we can haveM = µN with fixed µ in order
to model ‘classical’ holes.
Since any element of the TCUE is subunitary, the spectrum always lies inside the
unit disk in the complex plane. The joint probability density of the eigenvalues can be
exactly obtained. For large N , the original ensemble of U is not relevant, i.e. results
are the same for both unitary and orthogonal classes. Apparently, the presence of
the hole is enough to effectively break symmetry. The probability distribution of the
modulus squared of the eigenvalues can also be found. Using the quantity µ mentioned
above, the distribution of ρ = |z|2 = e−Γ is given by
P (ρ) =
1− µ
µ
1
(1− ρ)2 (33)
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if ρ < µ and vanishes otherwise.
Since µ = 1−h is the area of the complement of the hole, it is natural to interpret
it in terms of a fictitious decay rate as µ = e−γ . Therefore, this approach also predicts
a spectral gap in the limit N →∞, so that states with Γ < γ become increasingly rare.
Note however that the interpretation of Γ as a decay rate is not so straightforward for
discrete time systems (maps), e.g.∫ ∞
0
e−Γt/~dt =
~
Γ
, while
∞∑
n=0
e−Γn =
1
1− e−Γ . (34)
If we were to interpret 1 − e−Γ as a decay rate, then according to (33) its density
decays quadratically, in agreement with the effective Hamiltonian approach.
In Figure 14 the prediction (33) is checked for the open kicked rotator [not
available in the Arxiv version]; good agreement is found, provided the dimension
N is renormalized according to the fractal Weyl law.
Notice that this approach is not able to give any insight into the fractal Weyl law
itself, since this is obviously a system-specific feature, i.e. it depends on details of the
dynamics. One way to see this is that although it is possible to build the escape rate
into random matrix theory, simply using the size of the hole, the same is not true for
the Lyapounov exponent (in a sense, this quantity is ‘infinite’ in this theory).
Even though they are suppressed in the N →∞ limit, we can ask about statistics
of resonances inside the gap, the supersharp ones. For example, we can consider states
with ρ = µ + ǫ/η, with η =
√
N/2µ(1− µ). These will approach the maximum
value from above in the semiclassical limit. It turns out that they have a finite
density function proportional to erfc(ǫ), where erfc is the complementary error function
[117]. Another interesting question is the distribution of the smallest decay rate Γ0.
Equivalently, we can consider the largest eigenvalue modulus squared, ρ0 = e
−Γ0 . It
was shown in [118, 83] that the modified variable η2(ρ0−µ)2− lnN + ln lnN satisfies
a Gumbel distribution as N →∞.
8.3. Eigenvectors
A different line of investigations would be to consider statistics of the eigenvectors.
Usually, the quantity
Kn =
〈ΨLn |ΨLn〉〈ΨRn |ΨRn 〉
|〈ΨLn |ΨRn 〉|2
, (35)
is considered (see, for example, [119, 120]). This is called eigenvector correlator
or Petermann factor, and is related to the line width of the lasing mode in open
resonators. Results of this type were reviewed in [112]. This can be generalized to an
off-diagonal version Unm = 〈ΨLn |ΨLm〉〈ΨRn |ΨRm〉, which was shown in [121] to be related
to the statistics of resonance width shifts under external perturbations.
Another type of quantity,
q2n =
∑
i(ImΨ
i
n)
2∑
i(ReΨ
i
n)
2
, (36)
where Ψin is the ith component of a right eigenvector, was considered in [122, 123].
Research along this line has always been done within the effective Hamiltonian
approach, in the case when the number of states in the hole is much smaller than total
number of states, K ≪ N . To the knowledge of this author, there are no works about
statistics of eigenvectors for classical holes or truncated unitary matrices.
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8.4. Non-ideal escape
The case of non-ideal escape can also be treated in two ways, using effective
Hamiltonians or opening propagators. Within the first approach the finite
transparencies of the decay channels are incorporated into the coupling matrix V .
When all channels are equivalent the degree of resonance overlapping is controlled by
the parameterKT [124] where T is the transparency and K is the number of channels.
The propagator of partially open systems should be modeled as U˜ = U
√
G,
where G is a fixed diagonal matrix with nonnegative entries 0 ≤ g1 ≤ g2 ≤ · · · ≤ 1
representing reflection probabilities and U is uniformly distributed in a circular
ensemble. This was first considered in [97], with U in the COE, but only numerical
results (for distribution of decay rates and eigenvectors) were presented. Later, the
exact density of states with U in the CUE was derived in [125]. Its asymptotic
behaviour as N →∞, obtained in [126, 127], is as follows: if x = |z| denotes eigenvalue
modulus, its cumulative distribution y(x) is implicitly defined by
Ψ
(
y − 1
xy
)
= y − 1, (37)
where Ψ is
Ψ(u) = lim
N→∞
1
N
N∑
j=1
ugj
1− ugj . (38)
In particular, in the semiclassical limit the eigenvalues of U˜ lie inside an annulus in
the complex plane: their modulus squared must be larger than the arithmetic mean
of the eigenvalues of G and smaller than their harmonic mean.
9. Some open problems
The topic of resonances is of wide interest, both theoretically and experimentally.
There is a variety of settings, motivations, applications, approaches, etc. that make
it impossible to provide a truly comprehensive review. We have focused on quantum
maps, with chaotic classical dynamics and classical openings. We hope to have touched
upon some of the more interesting points that have recently attracted attention and
to have provided some references for the interested reader.
We conclude this review with a few open problems. These are more general
indications of interest than specific questions. It is likely that as these matters are
investigated further other interesting problems will come to the front.
For systems with ballistic escape, we would like to mention the following points:
• Exponent in the fractal Weyl law. A rigorous proof of this, aside from the
non-generic Walsh quantization of the baker map, is still lacking. Heuristic
understanding has been achieved from different points of view, however, and
such proof is likely to be extremely technical.
• Prefactor in the fractal Weyl law. Does the profile function of the resonance
spectrum C(r) have anything to do with classical dynamics? The random matrix
theory prediction works well for the kicked rotator, but not for the baker map.
Can this be understood?
The next points apply to ballistic escape, but also make sense for systems with
non-ideal escape:
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• Spectral gap. Under what conditions is it true that as N → ∞ there are no
resonances in a certain region? What exactly is the Weyl law for supersharp
resonances?
• Quantum ergodicity. What are the possible semiclassical limits for Husimi
functions with a given decay rate? Do they have self-similar properties? Is there
a preferred classical eigenmeasure?
• Scarring. How does the scarring by periodic orbits behaves in the semiclassical
limit? Is the amount of scarring related to the decay rate? Are supersharp
resonances special in this respect?
• Semiclassical approach. It seems that in order to reproduce resonance wave
functions it is necessary to include more information than just periodic orbits
(maybe diffraction). It is not clear how to proceed in this direction.
• Statistics of eigenvectors. Virtually nothing is known in the case of classical
openings, even within random matrix theory.
Acknowledgments
I gratefully acknowledge important feedback on a previous version of this work by
Ste´phane Nonnenmacher and Dmitry Savin, who kindly suggested some references and
provided some clarifications. Any imprecisions that may still linger are responsibility
of the author. During preparation of this manuscript I have enjoyed financial support
from FAPESP and CNPq.
References
[1] S. Oberholzer, E.V. Sukhorukov and C. Scho¨nenberger, Nature 415, 765 (2002).
[2] W. Lu, Z. Ji, L. Pfeiffer, K.W. West and A.J. Rimberg, Nature 423, 422 (2003).
[3] J. Bylander, T. Duty and P. Delsing, Nature 434, 361 (2005).
[4] E.V. Sukhorukov, A.N. Jordan, S. Gustavsson, R. Leturcq, T. Ihn and K. Ensslin, Nature
Phys. 3, 243 (2007).
[5] F. Miao, S. Wijeratne, Y. Zhang, U.C. Coskun, W. Bao and C.N. Lau, Science 317,
1530 (2007).
[6] L. A. Ponomarenko, F. Schedin, M.I. Katsnelson, R. Yang, E.W. Hill, K.S. Novoselov
and A.K. Geim, Science 320, 356 (2008).
[7] C. Stampfer, J. Gu¨ttinger, S. Hellmu¨ller, F. Molitor, K. Ensslin and T. Ihn, Phys. Rev.
Lett. 102, 056403 (2009).
[8] B. Dietz, T. Friedrich, H.L. Harney, M. Miski-Oglu, A. Richter, F. Scha¨fer, and H.A.
Weidenmu¨ller, Phys. Rev. E 81, 036205 (2010).
[9] R. Scha¨fer, H-J. Stockmann, T. Gorin and T.H. Seligman, Phys. Rev. Lett. 95, 184102
(2005).
[10] A. Backer, R. Ketzmerick, S. Lo¨ck, M. Robnik, G. Vidmar, R. Ho¨hmann, U. Kuhl and
H.-J. Sto¨ckmann, Phys. Rev. Lett. 100, 174103 (2008).
[11] B. Dietz, A. Heine, A. Richter, O. Bohigas and P. Leboeuf, Phys. Rev. E 73, 035201(R)
(2006).
[12] F.B. Bateman, S.M. Grimes, N. Boukharouba, V. Mishra, C.E. Brient, R.S. Pedroni,
T.N. Massey and R.C. Haight, Phys. Rev. C 55, 133 (1997).
[13] J. Carter, H. Diesener, U. Helm, G. Herbert, P. von Neumann-Cosel, A. Richter, G.
Schrieder and S. Strauch, Nucl. Phys. A 696, 317 (2001).
[14] M. Wright and R. Weaver (Eds.), New Directions in Linear Acoustics (Cambridge
University Press, 2010).
Resonances in open quantum maps 28
[15] C. Gmachl, F. Capasso, E.E. Narimanov, J.U. No¨ckel, A.D. Stone, J. Faist, D.L. Sivco
and A.Y. Cho, Science 231, 486 (1998).
[16] S.-Y. Lee, S. Rim, J.-W. Ryu, T.-Y. Kwon, M. Choi and C.-M. Kim, Phys. Rev. Lett.
93, 164102 (2004).
[17] T. Tanaka, M. Hentschel, T. Fukushima and T. Harayama, Phys. Rev. Lett. 98, 033902
(2007).
[18] I. Rotter, J. Phys. A 42, 153001 (2009).
[19] R. de la Madrid and M. Gadella, Am. J. Phys. 70, 626 (2002).
[20] A. Bohm and M. Gadella, Lecture Notes in Physics 348 (Springer, 1989).
[21] C.P. Dettmann, arXiv:1007.4166v1 [nlin.CD].
[22] E. Altmann, J.S.E. Portela and T. Te´l, arXiv:1208.0254 [nlin.CD].
[23] Y.V. Fyodorov and D.V. Savin, Chapter 34 of [108].
[24] G.E. Mitchell, A. Richter and H.A. Weidenmu¨ller, Rev. Mod. Phys. 82, 2845 (2010).
[25] S. Nonnenmacher, Nonlinearity 24, R123 (2011).
[26] Y. Imry and R. Landauer, Rev. Mod. Phys. 71, S306 (1999).
[27] D. Waltner, Semiclassical Approach to Mesoscopic Systems (Springer, 2012).
[28] C.W.J. Beenakker, Rev. Mod. Phys. 69, 731 (1997).
[29] J.R. Dorfman, An Introduction to Chaos in Nonequilibrium Statistical Mechanics
(Cambridge University Press, 1999).
[30] E. Ott, Chaos in Dynamical Systems (Cambridge University Press, 2002).
[31] Y.C. Lai and T. Te´l, Transient Chaos: Complex Dynamics in Finite Time Scales
(Springer, 2011).
[32] S. Nonnenmacher and M. Zworski, J. Phys. A 38, 10683 (2005).
[33] M. Demers and L.S. Young, Nonlinearity 19, 377 (2006).
[34] V. Paar and N. Pavin, Phys. Rev. E 55, 4112 (1997).
[35] E.G. Altmann, E.C. da Silva and I.L. Caldas, Chaos 14, 975 (2004).
[36] L. Bunimovich and A. Yurchenko, Israel J. Math. 182, 229 (2011).
[37] J.M. Pedrosa, G.G. Carlo, D.A. Wisniacki and L. Ermann, Phys. Rev. E 79, 016215
(2009).
[38] G. Pianigiani and J. Yorke, Trans. Amer. Math. Soc. 252, 351 (1979).
[39] H. Kantz and P. Grassberger, Physica D 17, 75 (1985).
[40] J.P. Gazeau, Coherent States in Quantum Physics (John Wiley & Sons, 2009).
[41] M. Saraceno, Ann. Phys. 199, 37 (1990).
[42] H. Schomerus and Ph. Jacquod, J. Phys. A 38, 10663 (2005).
[43] N.L. Balazs and A. Voros, Ann. Phys., N.Y. 190, 1 (1989).
[44] J. H. Hannay, M. V. Berry, Physica D 1 267 (1980).
[45] B. Eckhardt, J. Phys. A: Math. Gen. 19, 1823 (1986).
[46] J.P. Keating, Nonlinearity 4, 309 (1991).
[47] G. Casati, B.V. Chirikov, J. Ford and F.M. Izrailev, Lect. Notes Phys. 93, 334 (1979).
[48] F.M. Izrailev, Phys. Rep. 196, 299 (1990).
[49] J.H. Hannay, J.P. Keating and A.M. Ozorio de Almeida, Nonlinearity 7, 1327 (1994).
[50] T. Brun and R. Schack. Phys. Rev. A 59, 2649 (1999).
[51] F.L. Moore, J.C. Robinson, C.F. Bharucha, B. Sundaram and M.G. Raizen, Phys. Rev.
Lett. 75, 4598 (1995).
[52] H. Ammann, R. Gray, I. Shvarchuck and N. Christensen, Phys. Rev. Lett. 80, 4111
(1998).
[53] E.J. Heller, Phys. Rev. Lett. 53, 1515 (1984).
[54] F. Faure, S. Nonnenmacher and S. De Bievre, Commun. Math. Phys. 239, 449 (2003).
[55] N. Anantharaman and S. Nonnenmacher, Ann. Henri Poincare´ 8, 37 (2007).
[56] M.D. Esposti, S. Graffi and S. Isola, Comm. Math. Phys. 167, 471 (1995).
[57] A. Bouzouina and S. De Bie`vre, Commun. Math. Phys. 178 83 (1996).
[58] P. Kurlberg and Z. Rudnick, Commun. Math. Phys. 222, 201 (2001).
[59] M. Degli Esposti, S. Nonnenmacher and B. Winn, Commun. Math. Phys. 263 325
Resonances in open quantum maps 29
(2006).
[60] S. Nonnenmacher, arXiv:1005.5598v2 [math.DS].
[61] M. Brack and R. Bhaduri, Semiclassical Physics (Westview Press, 2008).
[62] K. Lin, J. Comput. Phys. 176, 295 (2002).
[63] K. Lin and M. Zworski, Chem. Phys. Lett. 355, 201 (2002).
[64] W.T. Lu, S. Sridhar and M. Zworski, Phys. Rev. Lett. 91, 154101 (2003).
[65] A. Eberspa¨cher, J. Main, and G. Wunner, Phys. Rev. E 82, 046201 (2010).
[66] J.A. Ramilowski, S.D. Prado, F. Borondo and D. Farrelly, Phys. Rev. E 80, 055201(R)
(2009).
[67] J. Sjo¨strand, Duke Math. J. 60, 1 (1990).
[68] J. Sjo¨strand and M. Zworski, Duke Math. J. 137, 381 (2007).
[69] S. Nonnenmacher and M. Zworski, Commun. Math. Phys. 269, 311 (2007).
[70] H. Schomerus and J. Tworzyd lo, Phys. Rev. Lett. 93 154102 (2004).
[71] D.L. Shepelyansky, Phys. Rev. E 77, 015202(R) (2008).
[72] D. Wisniacki and G.G. Carlo, Phys. Rev. E 77, 045201(R) (2008).
[73] S. Nonnenmacher, J. Sjo¨strand and M. Zworski, arXiv:1105.3128v1 [math.AP].
[74] M. Kopp and H. Schomerus, Phys. Rev. E 81, 026208 (2010).
[75] S. Nonnenmacher and M. Rubin, Nonlinearity 20, 1387 (2007).
[76] M. Novaes, J.M. Pedrosa, D. Wisniacki, G.G. Carlo and J.P. Keating, Phys. Rev. E 80,
035202(R) (2009).
[77] J.M. Pedrosa, D. Wisniacki, G.G. Carlo and M. Novaes, Phys. Rev. E 85, 036203 (2012).
[78] G.G. Carlo, D.A. Wisniacki, L. Ermann, R.M. Benito and F. Borondo,
arXiv:1207.5785v1 [quant-ph].
[79] A. Ishii, A. Akaishi, A. Shudo and H. Schomerus, Phys. Rev. E 85, 046203 (2012).
[80] J.M. Pedrosa, G.G. Carlo, D. Wisniacki and L. Ermann, Phys. Rev. E 79, 016215 (2009).
[81] F. Borgonovi, I. Guarneri and D.L. Shepelyansky, Phys. Rev. A 43, 4517 (1991).
[82] G. Casati, G. Maspero and D.L. Shepelyansky, Physica D 131 311 (1999).
[83] M. Novaes, Phys. Rev. E 85, 036202 (2012).
[84] P. Gaspard and S.A. Rice, J. Chem. Phys. 90, 2242 (1989).
[85] A. Wirzba, Phys. Rep. 309, 1 (1999).
[86] P. Gaspard, Chaos, Scattering and Statistical Mechanics (Cambridge University Press,
2005).
[87] S. Nonnenmacher and M. Zworski, Acta Math. 203, 149 (2009).
[88] D. Jakobson and F Naud, arXiv:1011.6264v1 [math.SP].
[89] F. Naud, arXiv:1203.4378v1 [math.SP].
[90] L. Ermann, G.G. Carlo, J.M. Pedrosa and M. Saraceno, Phys. Rev. E 85, 066204 (2012).
[91] J.P. Keating, M. Novaes, S.D. Prado and M. Sieber, Phys. Rev. Lett. 97, 150406 (2006).
[92] R.O. Vallejos and M. Saraceno, J. Phys. A 32, 7273 (1999).
[93] J.P. Keating, S. Nonnenmacher, M. Novaes and M. Sieber, Nonlinearity 21, 2591 (2008).
[94] E.G Vergini, D. Schneider and A.M.F. Rivas, J. Phys. A 41, 405102 (2008).
[95] L. Ermann and M. Saraceno, Phys. Rev. E 78, 036221 (2008).
[96] L. Ermann, G.G. Carlo and M. Saraceno, Phys. Rev. Lett. 103, 054102 (2009).
[97] J.P. Keating, M. Novaes and H. Schomerus, Phys. Rev. A 77, 013834 (2008).
[98] J. Wiersig and J. Main, Phys. Rev. E 77, 036205 (2008).
[99] E. Altmann, Phys. Rev. A 79, 013830 (2009).
[100] S. Nonnenmacher and E. Schenck, Phys. Rev. E 78, 045202(R) (2008).
[101] E. Schenck, Ann. Henri Poincare´ 10, 711 (2009).
[102] H. Schomerus, J. Wiersig and J. Main, Phys. Rev. A 79, 053806 (2009).
[103] M. Asch and G. Lebeau, Experimental Math. 12, 227 (2003).
[104] G. Riviere, arXiv:1109.1909v2 [math-ph].
[105] G. Riviere, arXiv:1202.5123v2 [math.AP].
[106] M.L. Mehta, Random Matrices (Academic Press, 2004).
[107] F. Haake, Quantum Signatures of Chaos (Springer, 2001).
Resonances in open quantum maps 30
[108] G. Akemann, J. Baik and P. Di Francesco (Ed.),The Oxford Handbook of Random
Matrix Theory (Oxford University Press, 2011).
[109] H.A. Weidenmu¨ller and G.E. Mitchell, Rev. Mod. Phys. 81, 539 (2010).
[110] K. Z˙yczkowski and H.-J. Sommers, J. Phys. A 33, 2045 (2000).
[111] Y.V. Fyodorov and H.-J. Sommers, J. Math. Phys. 38, 1918 (1997).
[112] Y.V. Fyodorov and H.-J. Sommers, J. Phys. A 36, 3303 (2005).
[113] Y.V. Fyodorov, D.V. Savin and H.-J. Sommers, J. Phys. A 38, 10731 (2005).
[114] V.V. Sokolov and V.G. Zelevinsky, Nucl. Phys. A 504, 562 (1989).
[115] F. Haake, F. Izrailev, N. Lehmann, D. Saher and H.-J. Sommers, Z. Phys. B 88, 359
(1992).
[116] N. Lehmann, D. Saher, V.V. Sokolov and H.-J. Sommers, Nucl. Phys. A 582, 223
(1995).
[117] B.A. Khoruzhenko and H.-J. Sommers, Chapter 18 of [108].
[118] B. Rider, J. Phys. A 36, 3401 (2003).
[119] H. Schomerus, K.M. Frahm, M. Patra and C.W.J. Beenakker, Physica A 278, 469
(2000).
[120] B. Mehlig and M. Santer, Phys. Rev. E 63, 020105(R) (2001).
[121] Y. Fyodorov and D.V. Savin, Phys. Rev. Lett. 108, 184101 (2012).
[122] C. Poli, D. V. Savin, O. Legrand and F. Mortessagne, Phys. Rev. E 80, 046203 (2009).
[123] D.V. Savin, O. Legrand and F. Mortessagne, Europhys. Lett. 76, 774 (2006).
[124] D.V. Savin and V.V. Sokolov, Phys. Rev. E 56, R4911 (1997).
[125] Y. Wei and Y.V. Fyodorov, J. Phys. A 41, 502001 (2008).
[126] U. Haagerup and F. Larsen, J. Funct. Anal. 176, 331 (2000).
[127] E. Bogomolny, J. Phys. A 43, 335102 (2010).
