the degrees of freedom (DoF) region of the layered, two-hop, two-unicast (M 1 , M 2 )×(K 1 , K 2 )×(N 1 , N 2 ) network, which is shown in Fig. 1 , with an arbitrary number of antennas at each of the six terminals [3] . It was shown there that a combination of channel decomposition beamforming and aligned interference neutralization, with the latter developed earlier for the equal-antenna case (i.e., for the (M, M) 3 network) in [4] , can achieve the min-cut bound on the DoF. Among layered two-source, two-sink networks with single antenna terminals, the DoF characterizations are now also available for layered networks with arbitrary connectivity in each hop [5] , [6] .
All of the above works assume that each terminal can estimate the incoming channel state (say, via pilot transmissions) perfectly, and feedback (say, via multicasting) the estimated channel states to other terminals without delays. However, such assumptions are difficult to realize in practice, especially in mobile environments where the fading channels have short coherence times. Moreover, the relatively high DoF achievable with the error-free and instantaneous feedback assumptions are not available when those idealistic assumptions are relaxed. For instance, in the conservative case of having no feedback whatsoever from the destinations to the sources and relays, the DoF of the (M, M) 3 network reduce to the extent that time-division is DoF-optimal [7] . This result thus emphasizes the need for studying more practically feasible, yet analytically interesting, scenarios that are in between these two extremes. In this work, we focus attention on the scenario where feedback is strictly delayed. While there has been some progress in characterizing the DoF of wireless networks with delayed feedback of channel states and/or channel outputs [8] [9] [10] [11] [12] [13] [14] , with [8] [9] [10] and [13] providing exact DoF results for the MIMO broadcast and MIMO interference channels, all of these works deal with single-hop wireless networks.
Layered multihop networks with delayed feedback were considered for the first time by the authors in [1] . It was shown there that the (M, M) 3 network has 4 3 M sum-DoF when there is just delayed channel state information at the sources and no side information at the relays. Since the single-hop, two-unicast interference network with all M-antenna terminals has just M DoF regardless of the feedback model considered [15] , the result in [1] suggests that as long as the sources have a sufficient amount of feedback, the DoF of a network can be enhanced even with side-informationindependent relaying strategies.
The above result implies that having side-information only at the sources but not at the relays does not preclude interference alignment and the associated DoF gains. With this background, we study here the (M, N) 3 network under a complementary setting, where side-information is assumed 0018-9448 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. 
to be available only at the relays but not at the sources, and investigate the possibility of improving upon the simple time-sharing scheme. This question is also interesting because for single-hop networks it is by now well known that the lack of side information at the sources results in a significant loss of DoF to the extent that the naive time-sharing scheme is DoF-optimal [7] , [16] [17] [18] . Interestingly, it is possible to improve the DoF with time-sharing in the two-hop (M, N) 3 network provided the relays know the channels on the first hop and the M-antenna relay (assuming M ≥ N) has delayed feedback of the channels of the second hop and of the received signal of the N-antenna destination. We refer to this model as the limited Shannon feedback model. Under this setting, the DoF region of the (M, N) 3 network is characterized to show that it is strictly bigger than that achievable with time sharing. For instance, the (M, M) 3 network is shown to again have 4 3 M DoF. To realize the DoF gains associated with limited Shannon feedback, a new scheme we call retro-cooperative interference alignment, is developed. Here, interference alignment is achieved by exploiting the cooperation induced by (limited) Shannon feedback between the relays. In particular, the relay with delayed feedback is made to partially determine the signal received by the other relay over the first hop using output feedback it has from one of the receivers, and then, using delayed CSI, compute all transmit data symbols, which allows it to align interferences at the destinations, thereby achieving all available DoFs.
Our result on the DoF region of the archetypal (M, N) 3 network under limited Shannon feedback is then also shown to be applicable to the more optimistic (full) Shannon feedback setting, 1 thereby proving the irrelevance -at least from the DoF perspective -of the considerably more additional feedback information required in the latter case. Such results allow the system designer to direct a limited amount of resources that may be available for the purpose to feedback only information that has the most dominant impact on network throughput performance.
Furthermore, DoF regions of two-hop layered MIMO networks with more general numbers of antennas at the six terminals are also studied. It is shown for instance that with M and N antennas at the two destinations (with M ≥ N), respectively, having more than M antennas each at the first source and the first relay and/or more than N antennas each at the second source and the second relay does not help expand the DoF region.
Further generalizations from two-hop to multihop networks are also obtained that also provide insight into what the most relevant delayed feedback would be when resources for providing such feedback are limited. It is shown for instance that providing either channel state information and/or output feedback for any of the intermediate relays except for the relays in the last layer does not produce further DoF gains. Furthermore, compared to the l-hop layered network, there is no DoF gain by redistributing the M + N antennas at the two relays in each intermediate layer as long as the sum of the numbers of antennas at the two relays remains M + N and each relay has at least one antenna.
The rest of the paper is organized as follows. The next section defines the channel model, and states our main results and their generalizations. Section III explains the main idea behind our retro-cooperative interference alignment scheme. Section IV presents the proof of our main theorem on the DoF region of the (M, N) 3 network. Finally, the paper concludes with Section V.
II. CHANNEL MODEL AND MAIN RESULT
The two-hop, layered, two-unicast interference network consists of two transmitters or sources S 1 
respectively, where at the t th channel use, 
Matrices H (t) and G(t) are referred to respectively as the first hop and the second hop channels.Throughput the paper, we let M ≥ N. We study here the case of additive white Gaussian noise and Rayleigh fading. In particular, the elements of
are independent and identically distributed, across i , j , and t, according to the complex normal distribution with zero-mean and unit-variance. It is assumed that the distributions of channel matrices and additive noises are known to all terminals.
We now define the limited Shannon feedback scenario in terms of the above model. Under limited Shannon feedback, at time t, the relays know the channel H (t) whereas the destinations know H (t) and G(t). Since there is no delay constraint on decoding, this latter side information at the destinations can also be available with any finite delay. It is taken to be instantaneous for convenience and without loss of generality since delayed knowledge at the destinations leads only to a corresponding decoding delay. As for feedback information at time t, the M-antenna relay R 1 knows G(t − 1) and Y D 2 (t −1). Note that with limited Shannon feedback there is no side information whatsoever at relay R 2 nor at either of the two sources S 1 and S 2 .
The setting of limited Shannon feedback is the main focus as the corresponding DoF result can be easily generalized to the more optimistic (full) Shannon feedback setting. In the latter case, at time t, as before, the relays know H (t) and the destinations know H (t) and G(t). Moreover, with regard to feedback information, the sources know H (t −1) and G(t −1) and Y R i (t − 1) and Y D i (t − 1) for i ∈ {1, 2}, and the relays know G(t − 1) and Y D i (t − 1), i ∈ {1, 2}. In fact, as shown later, the DoF region with Shannon feedback coincides with the DoF region with limited Shannon feedback.
Furthermore, the relays are assumed to be full duplex, but not instantaneous. That is, the transmit signal X R i (t) of Relay R i can depend on its past received signals, in addition to the side-information it has at time t, but not on the present received signal Y R i (t).
The DoF region of the (M, N) 3 network is defined in a standard manner. The rate pair (r 1 , r 2 ) is said to be achievable if the messages M 1 and M 2 , sent by S 1 and S 2 , at rates r 1 and r 2 , respectively, are decodable at D 1 and D 2 , respectively, in the sense that the average probability of error in decoding the intended message goes to zero at each receiver as the block length tends to infinity. A DoF pair (d 1 , d 2 ) is said to be achievable if there exists a sequence of achievable rate pairs
The DoF region D is the set of all achievable DoF pairs.
A. Main Results
The main result of this paper is the exact characterization of the DoF region of the (M, N) 3 network under limited Shannon feedback and is stated in the following theorem.
Theorem 1 (DoF Region): The DoF region of the (M, N) 3 network with limited Shannon feedback is given by
Proof: The converse argument is developed via a broadcast-channel-type outer-bound, while achievability of the DoF region is proved by proposing a retro-cooperative interference alignment scheme. The detailed proof is given in Section IV.
Note that the retro-cooperative interference alignment scheme developed in Section IV is applicable as long as the channel matrices are full-rank with probability 1. However, the assumption of Rayleigh fading is critical for the converse since the DoF region of the MIMO broadcast channel (BC) with Shannon feedback is known only under this assumption.
The idea behind the retro-cooperative interference alignment scheme with limited Shannon feedback is also explained in Section III in the simpler context of the single-antenna
It is interesting to note that the DoF region of the (M, N) 3 network with limited Shannon feedback is equal to that of the two-user MIMO BC with Shannon feedback (i.e., all past channel states and past channel outputs are known to the transmitter) with a transmitter having M + N antennas, and the two receivers having M and N antennas, respectively.
To see how the DoF region with limited Shannon feedback compares to those with other feedback models, consider Fig. 2 . Clearly, the DoF region with limited Shannon feedback is strictly larger than that with no feedback [7] . However, in comparison to the DoF region under the instantaneous CSI feedback assumption as found by the authors in [3] , there is clearly a loss of DoF due to delayed feedback.
B. Generalizations
We now state some simple generalizations of our main result. In the following, it is first proved that the converse argument developed in the proof of Theorem 1 is applicable to the more general
Theorem 2 (Generality of the Converse Argument): The DoF region of the
with Shannon feedback is outer-bounded by that of the two-user MIMO BC with a (K 1 + K 2 )-antenna transmitter and two receivers with N 1 and N 2 antennas respectively, and with Shannon (or just delayed channel state) feedback, which in turn is given in [9] .
Proof: Assume that the relays are co-located and they know the messages to be transmitted to two destinations, past channel matrices of the second hop, and past received signals of destinations. Now, the arguments developed in Section IV-A to obtain a broadcast-channel-type outer-bound can be used here as well.
With M antennas at D 1 , N antennas at D 2 , increasing the numbers of antennas at the sources and relays in the (M, N) 3 network with limited Shannon feedback does not expand the DoF region. This is stated in the following theorem.
Theorem 3 (Generality of the Achievable Scheme):
Proof: The achievability part follows since the sources and the relays can use a subset of all the available antennas and use the retro-cooperative interference alignment scheme developed to prove Theorem 1. The converse follows from Theorem 2 since that outer bound doesn't expand (compared to what it is for the (M, N) 3 network) when the numbers of antennas at the sources and relays are allowed to increase relative to those at the corresponding destinations.
Consider next the network with (full) Shannon feedback, where the past channel outputs at relays and destinations and all past channels are known to the sources, and the past channels on the second hop and the past channel outputs at destinations are known to the relays. The following theorem yields the DoF region under this scenario.
Theorem 4 (Shannon Feedback):
The DoF region of the
Proof: The achievability scheme developed to prove Theorem 3 is applicable under the more relaxed setting of Shannon feedback. The converse follows from Theorem 2.
Consider next the generalization of Theorem 1 to the layered network with more than two hops.
Theorem 5 (Multihop Network
has delayed knowledge of channels on the last hop and of the received signal of D 2 ; (iv) R 1 and R 2 know channels on the first l − 1 hops instantaneously, while the destinations know the channels of all hops (with delay or instantaneously) and (v) and the channels on all hops are Rayleigh faded. For such a network, the DoF region is equal to D defined in (1) .
Proof: Assume that R 1 and R 2 are co-located and they know, via a genie, the messages to be transmitted to the two destinations, past channel matrices of the last hop, and past received signals of destinations. Now, the arguments developed in Section IV-A to obtain a broadcast-channel-type outer-bound can again be used here to prove the converse part.
On the achievability side, suppose the relays at the first l −2 layers simply forward their received signal. Then the first l − 1 hops can collectively be considered as one hop, whose equivalent channel matrix is equal to the product of channel matrices of the first l − 1 hops. Thus, under this scheme, the given l-hop interference network is equivalent to an (M, N) 3 network. On this equivalent (M, N) 3 interference network the achievable scheme of Theorem 1 can be used to achieve the DoF region D. Note that the first hop channel matrix of the equivalent (M, N) 3 channel that we have constructed is not Rayleigh faded but is full-rank with probability 1. Hence, the retro-cooperative scheme of Theorem 1 is applicable to this channel.
This theorem thus shows that having more than one layer of relays neither expands nor contracts the DoF region as long as the relays at each layer collectively have a sufficient number of antennas. Also, in the first l −2 relay layers, it is not important how the relay antennas are distributed, as long as we have at least M + N of them. Further, there is no need for having any side information, except at the relays in the last layer and the destinations. Furthermore, it suffices to have feedback just to the M-antenna relay of the last layer.
Theorem 5 also holds for the (full) Shannon feedback scenario. This statement is included in the following remark.
Remark 1 (Generalizations for Multihop Networks): Theorems 2-4 can be extended to more-than-two-hop layered networks and Theorem 5 can be extended to l-hop layered networks with more general numbers of antennas as well. In particular, consider the ( N 2 ) l-hop Rayleigh faded network. A generalization of Theorem 2 to this network is as follows. With the (full) Shannon feedback scenario defined as one in which the sources know channels of all l hops and all relay and destination outputs with delay and the relays at each layer know all down-stream channels and outputs with delay, it is easy to deduce (as in the proof of Theorem 5) that the DoF region is outer bounded by that of the two-user MIMO BC with Shannon feedback that has a (K 1 + K 2 )-antenna transmitter and two receivers with N 1 and N 2 antennas, respectively, with Shannon (or just delayed channel state) feedback, which in turn is given in [9] . Such a result allows us to generalize Theorem 3 under the corresponding conditions on the numbers of antennas, namely that, with N 1 = M, N 2 = N, we have that min{M 1 
In particular, under these conditions, the DoF region of the N 2 ) l-hop network under the Shannon feedback scenario is given by the DoF region of the (M, N) 3 network (with full or limited Shannon feedback) as specified in (1) . The achievability scheme of Theorem 5 can be used by turning off the "extra" antennas at the sources and relays as was done in the two-hop case in Theorem 3. The converse follows by using the outer bound stated previously in this remark and noting, as in the proof of Theorem 2, that since min{M 1 , K 1 } ≥ M and min{M 2 , K 2 , M} ≥ N, that outer bound coincides with the DoF region specified in (1) . Moreover, with the limited Shannon feedback scenario defined as one in which the sources and the relays in the first l − 2 relays having no channel state or output feedback and with only the K 1 -antenna relay in the last layer having delayed knowledge of the last hop channel and only the channel output of the N-antenna destination, we have that the DoF region under this limited Shannon feedback scenario is also given by the region specified by (1) . This is because the achievability scheme described above actually uses only this limited knowledge and the converse under (full) Shannon feedback also applies under limited Shannon feedback.
Finally, we note that the only result that needs to be proved to validate all other results of this section is that of Theorem 1 which is done in Section IV. Before that, it is instructive to examine the achievability scheme in the simpler case of the (1, 1) 3 network.
III. RETRO-COOPERATIVE INTERFERENCE ALIGNMENT WITH LIMITED SHANNON FEEDBACK: ILLUSTRATIVE EXAMPLES

Remark 2 (On Interference Alignment):
A typical technique for achieving interference alignment with delayed feedback is to communicate useful information to a receiver without creating any new interference at other receiver(s) (see [1] , [8] , [10] ). In order to employ such a technique over the two uni-cast layered network, it is necessary that the sources and/or the relays are able to determine the past interference at the destinations. Under the model in which there is delayed channel state information at the transmitters (CSIT), each source can know the past interference at its unpaired destination because it knows its past transmit data symbols as well as the past channels due to delayed CSIT. However, the situation is different in the limited Shannon feedback case. The source knows its data symbols but does not have any side information and hence it cannot determine the past interference at any destination; the relay may not necessarily be able to compute the interference at the destination(s) using delayed channel state information (CSI) and output feedback since it does not know any of the transmitted data symbols. To overcome this problem, the transmit signal of the sources is designed to have (just enough) redundancy so that the relay that has side information can decode the data symbols of both sources by making use of (i) its received signal (ii) delayed CSI and (iii) partial knowledge about the received signal of the other relay, which it can extract through output feedback. Once this relay can compute the past transmitted symbols of both sources, it can determine the past interference encountered by the destinations, and by transmitting these interferences it can effect interference alignment to realize the DoF benefits derivable through limited Shannon feedback.
We will show that a DoF pair (
) is achievable over the (1, 1) 3 network with limited Shannon feedback. Toward this end, we will achieve 2 DoF for each source-destination pair by using each hop for 3 time slots.
Hop One: Consider the operation over Hop One; see Fig. 3 . Sources S 1 and S 2 transmit data symbols (DSs) u 1 and v 1 , intended for D 1 and D 2 , at times t 1 = 1 and t 1 = 2, respectively. 3 Since one of the sources remains silent over each of these time slots, both relays learn u 1 and v 1 .
At time t 1 = 3, both sources simultaneously transmit u 2 and v 2 to be decoded by D 1 and D 2 , respectively. Neither of the relays can decode these symbols. However, if Y R 2 (3) is revealed to Relay R 1 , then R 1 would have two linear combinations (which are linearly independent almost surely) of u 2 and v 2 . It turns out that to achieve interference alignment at the destinations, Relay R 1 should be able to decode all DSs sent by the sources. To facilitate this, we transfer Y R 2 (3) to R 1 using limited Shannon feedback. Hop Two is used after the above three uses of Hop One. At time t 2 = 1 of Hop Two, the relays form their transmit signals as
See also Fig. 4 . The signal received by the i th destination at time t 2 = 1 can be written as
where U i is the linear combination of the DSs to be decoded by this receiver, I i is that of the DSs desired at the other receiver, and we ignore additive noises. It can be proved that the i th destination can decode both desired DSs if it knows U i and I j , j = i . This is because U i and I j are linear combinations of DSs desired at Destination i , and they can be shown to be linearly independent as the channel matrices are full rank. This also suggests that both destinations can do successful decoding if they know I 1 and I 2 (since upon knowing the interference I i , destination D i can determine U i by subtracting I i from Y D i (1) ). Thus, the goal henceforth is to communicate interfering symbols I 1 and I 2 to both destinations.
We now show that at time t 2 = 2, Relay R 1 can compute I 1 and I 2 . By virtue of limited Shannon feedback, R 1 , at time t 2 = 2, knows
and also G (1) . Since it already knows Y R 1 (3), u 1 , and v 1 , it can compute Y R 2 (3); thereby decoding u 2 and v 2 using Y R 1 (3) and Y R 2 (3), to finally compute I 1 and I 2 . Thus, at times t 2 = 2 and t 2 = 3, Relay R 1 forwards I 1 and I 2 respectively, while the other relay remains silent. Therefore, both destinations can learn the required interfering symbols and hence decode their desired DSs as described previously.
Making the relay with feedback transmit the past interfering symbols seen by the two destinations enables interference alignment because this technique allows the communication of useful information to one receiver without creating any additional interference at the other receiver.
IV. PROOF OF THEOREM 1
We prove the achievability and the converse separately, starting first with the converse.
A. Converse: A Broadcast-Channel-Type Outer-Bound
We want to show that D ⊆ D. Toward this end, we assume that both relays are co-located, and they know both messages, the past channels on the second hop and the past received signals of both destinations. Denote the resulting genie-aided (M, N) 3 network as the enhanced (M, N) 3 network. Clearly, the capacity region of the given (original) (M, N) 3 network  is outer-bounded by that of the enhanced (M, N) 3 network.
Moreover, in the case of the enhanced (M, N) 3 network, the relays can compute the transmit signals of the sources instantaneously since they know both messages. Consider now a rate pair (r 1 , r 2 ) that is achievable over the given (M, N) 3 network. This rate pair can be achieved over the enhanced (M, N) 3 network even if the transmitters remain silent, because the two relays of the enhanced (M, N) 3 network can always simulate the two transmitters of the original network. This implies that the capacity region of the effective broadcast channel, in which two relays of the enhanced (M, N) 3 network serve as a common transmitter and receivers D 1 and D 2 serve as receivers, is an outer-bound on that of the given (M, N) 3 network.
For the MIMO BC, with two cooperating relays serving as a common transmitter with M + N antennas and with D 1 and D 2 serving as two receivers with M and N antennas, respectively, the DoF region is equal to D defined in (1) as was shown by the authors in [9] .
B. Achievability in the General Case: Retro-Cooperative Interference Alignment With Limited Shannon Feedback
To prove that D ⊆ D, we establish the achievability of the region D by developing a retro-cooperative interference alignment scheme, an example of which was provided in Section III for the (1, 1) 3 network. In developing the general scheme, it is necessary to optimally account for the inherent asymmetry involved in the network when M and N are unequal.
The shape of the region D is shown in Fig. 2 . If the point P is known to be achievable then the entire DoF region can be achieved via time sharing. Hence, it is sufficient to prove that the DoF pair
where 1 . Their transmit signals are constructed such that the signal received by the second destination is useful for the first destination, and using limited Shannon feedback, the received signal of D 2 is known to R 2 with a unit time delay. During the first two phases, interference is created at both destinations, which, for the reasons mentioned earlier, is known to Relay R 1 at the start of Phase Three of Hop Two. The objective of the last phase of Hop Two is to make Relay R 1 transmit interference so that useful information is conveyed to one destination without creating any additional interference at the other. Thus, over the last phase, interference alignment is achieved. The detailed description is provided below.
We now describe the scheme in detail starting with the operation over Hop One. Since the sources do not have any side information, they simply transmit DSs, and this is done in a manner such that most of the transmitted DSs become decodable at Relay R 1 .
Throughout this section, the time indices corresponding to Hops One and Two are denoted respectively by t 1 4 We adopt here the notation that [a : b] is the set {a, a + 1, a + 2, · · · , b} when a ≤ b, and it is the empty set when a > b.
The signal received by Relay R 1 is given by would become decodable at R 1 if it knows the signal received by R 2 over the entire duration of Phase Three. As we will see, to achieve interference alignment at the destinations, it is important that R 1 be able to decode all DSs transmitted by the sources. To ensure this, we make use of limited Shannon feedback, and over Phase One of Hop Two, we make R 1 know the signal received by R 2 during Phase Three of Hop One.
The second hop is used after the operation over the first hop is complete. The scheme uses Hop Two such that , where G i (t 2 ) = G i1 (t 2 ) G i2 (t 2 ) is the channel matrix to themore than two hops. It is an open question as to whether, for the (M, N) 3 network, there are communication schemes that achieve the DoF region under Shannon feedback with even less side information than that assumed in the limited Shannon feedback setting of this paper. Generalizations of the DoF region results of this paper to two-hop and more-than-two-hop networks with more general numbers of antennas at the various terminals than considered in this paper are open problems as well.
