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Noncommutative Geometry and Quiver algebras
William Crawley-Boevey, Pavel Etingof, and Victor Ginzburg
Abstract
We develop a new framework for noncommutative differential geom-
etry based on double derivations. This leads to the notion of moment
map and of Hamiltonian reduction in noncommutative symplectic geom-
etry. For any smooth associative algebra B, we define its noncommuta-
tive cotangent bundle T ∗B, which is a basic example of noncommutative
symplectic manifold. Applying Hamiltonian reduction to noncommuta-
tive cotangent bundles gives an interesting class of associative algebras,
Π = Π(B), that includes preprojective algebras associated with quivers.
Our formalism of noncommutative Hamiltonian reduction provides the
space Π/[Π,Π] with a Lie algebra structure, analogous to the Poisson
bracket on the zero fiber of the moment map. In the special case where Π
is the preprojective algebra associated with a quiver of non-Dynkin type,
we give a complete description of the Gerstenhaber algebra structure on
the Hochschild cohomology of Π in terms of the Lie algebra Π/[Π,Π].
.
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1 Introduction
1.1 This paper is devoted to the general formalism of noncommutative dif-
ferential and symplectic geometry. Noncommutative symplectic geometry was
introduced by Kontsevich [Ko] and further studied in [BLB], [Gi], where con-
nections with quivers were discovered.
In the present paper, we develop a different ‘double version’ of noncommu-
tative geometry. This version has much richer structure; it allows, in particular,
to deal with noncommutative analogues of the Gerstenhaber algebra structure
on polyvector fields. Roughly speaking, Kontsevich’s version is obtained from
the double version by applying the commutator quotient construction. This
procedure is somewhat analogous to replacing a chain complex by its homology,
so a lot of information is lost in this process.
It may also be mentioned that the theory developed below plays an important
role in the mathematical formalism of ‘open string’ theory, cf. [La].
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1.2 Let A be an arbitrary associative, not necessarily commutative, algebra.
We extend the standard constructions of differential geometry like Lie derivative
or contraction of a differential form with respect to a vector field, to noncom-
mutative geometry. The role of differential forms is played by the so-called
Karoubi-de Rham complex DR•A. Derivations A→ A act naturally on DR•A
via Lie derivative and contraction operators, cf. [Lo]. In our ‘double version’
approach, the role of vector fields is played by double derivations A → A ⊗ A
rather than ordinary derivations A→ A. One of the key technical points of the
present paper is a construction of Lie derivative and contraction operators for
double derivations.
For any integer n ≥ 1, one has a representation functor
Repn : Associative algebras −→ Affine schemes,
that assigns to an associative algebra A the scheme RepnA of all n-dimensional
A-modules, that is, of all homomorphisms of A into the associative algebra of
n × n-matrices. A general philosophy, due in particular to Kontsevich, says
that meaningful concepts of noncommutative geometry should go, under the
representation functor, to their commutative counterparts. Thus, elements of
the Karoubi-de Rham complex DR•A go to differential forms on the scheme
RepnA, and derivations A→ A go to vector fields on Repn A. The meaning of
double derivations is more subtle, it is discussed in Sect. 6.3.
In Section 3 we develop a ‘double’ version of noncommutative symplectic
geometry. Thus, our notion of symplectic 2-form involves double derivations
and is different from the one introduced by Kontsevich [Ko] and used in [Gi],
[BLB]. Given an algebraA equipped with a symplectic 2-form, one has a natural
Lie algebra structure on the vector space A/[A,A], analogous to the Poisson
bracket on the space of functions on a symplectic manifold. If A is smooth,
then RepnA turns out to be a symplectic manifold. Elements of A/[A,A] go,
under the representation functor, to regular functions on Repn A, and this map
is compatible with the Lie brackets.
For any algebra A, there is a distinguished double derivation ∆ : a 7−→
a⊗ 1− 1⊗ a. Contraction with ∆ gives rise to a very interesting new operation
on the Karoubi-de Rham complex DR•A. This operation is closely related to
the cyclic homology of A, see [Gi2]. Using contraction with ∆, we also define
a map sending closed 2-forms in DR2A to elements of A (up to a constant
summand from the ground field). This map is referred to as noncommutative
moment map.
Given a symplectic 2-form ω ∈ DR2A, we let w be the image of ω under
the noncommutative moment map. We show that the function on RepnA cor-
responding to the element w gives rise to a moment map RepnA→ (gln)
∗, see
Theorem 6.4.3. The algebra Aw = A/AwA, the quotient of A by the two-sided
ideal generated by w, is called a Hamiltonian reduction of A at w since the
scheme Repn(Aw) may be identified with the zero fiber of the moment map.
In general, the symplectic 2-form on A does not give a symplectic form
on the Hamiltonian reduction. The resulting structure on Aw is weaker; it is
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conveniently expressed in terms of the notion ofHamilton operator, see Sect. 4.3,
borrowed from the works of Gelfand and Dorfman [GD]. One of the main results
of our paper says that the Lie bracket on A/[A,A] descends to Aw/[Aw, Aw],
see Proposition 4.4.3 and Theorem 7.2.3. It should be emphasized that the
‘double version’ approach seems to be absolutely indispensable for the above
constructions and results.
For any smooth associative algebra B, we define its noncommutative cotan-
gent bundle. This is an associative algebra T ∗B that comes equipped with a
canonical symplectic 2-form ω ∈ DR2(T ∗B). Each element of T ∗B gives rise to
a regular function on T ∗(RepnB), the cotangent bundle on the scheme RepnB.
Furthermore, the 2-form ω goes, under the representation functor, to the stan-
dard symplectic 2-form on T ∗(RepnB).
Applying Hamiltonian reduction to noncommutative cotangent bundles gives
an interesting class of associative algebras, Π = Π(B), that includes preprojec-
tive algebras associated with quivers. This special case is considered in more
detail in section 8. By our general result, the space Π/[Π,Π] acquires a canon-
ical Lie algebra structure. Theorem 8.4.1 , which is the second main result of
the paper, gives, for quivers of non-Dynkin and not extended Dynkin type, a
complete description of the Gerstenhaber algebra structure on the Hochschild
cohomology of Π in terms of the Lie algebra Π/[Π,Π].
Our last important result is a computation of the center of the corresponding
Poisson algebra Sym(Π/[Π,Π]), see Theorem 8.6.1. This should be viewed as
an ‘additive analogue’ of a similar result for Goldman’s Lie algebra associated
to a Riemann surface, see [E]. The proof depends heavily on the results from
[CB1] about quiver varieties.
Our approach to noncommutative geometry was partly motivated by [CB2],
and is quite close to Van den Bergh’s work [VB2]. Specifically, Van den Bergh
considered a noncommutative analogue of Poisson geometry while in the present
paper we mostly deal with a noncommutative analogue of symplectic geometry.
Although symplectic geometry is a special case of Poisson geometry, the two
papers have almost no overlap and (apart from ideological motivation originating
from quiver theory) are quite independent.
For more details about the connection between Van den Bergh’s work and
the present paper the reader is referred to the Appendix to [VB2].
1.3 Acknowledgements. We are very grateful to Michel Van den Bergh
for useful discussions and for a careful reading of the manuscript. The second
and third author are partially supported by the NSF grants DMS-9988796 and
DMS-0303465, respectively, and also by the CRDF grant RM1-2545-MO-03.
2 Calculus of double derivations
2.1 Notation. Throughout, we fix a field k of characteristic 0 and write
⊗ = ⊗k, Hom = Homk, etc.
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Given an associative k-algebra A, let Aop denote the opposite algebra, and
write Ae = A⊗Aop. There is a canonical isomorphism (Ae)op ∼= Ae. Thus, an
A-bimodule is the same thing as a left Ae-module, and also the same thing as
a right Ae-module.
The space A⊗A has two commuting A-bimodule structures, called the outer,
resp., inner, bimodule structure. These two bimodule structures are given by
b(a′⊗a′′)c := (ba′)⊗(a′′c), resp., b(a′⊗a′′)c := (a′c)⊗(ba′′), a′, a′′, b, c ∈ A.
Fix a unital associative k-algebra R. Throughout, by an R-algebra we mean
an associative unital k-algebra equipped with a unit preserving k-algebra imbed-
ding R → A. A morphism of R-algebras is meant to be an algebra homomor-
phism compatible with the identity map R → R; in particular, any R-algebra
morphism is unit preserving.
Let A be an R-algebra and A⊗RA
m
→ A, a′⊗ a′′ 7→ a′a′′, the multiplication
map. Let Ω1RA := Ker(m) be the A-bimodule of noncommutative relative 1-
forms on A (with respect to the subalgebra R), see [CQ, Sect. 2]. If A is finitely
generated as an R-algebra then Ω1RA is finitely generated as a left A
e-module.
Definition 2.1.1. An R-algebra A is called smooth over R if it is finitely gen-
erated as an R-algebra and Ω1RA is projective as a left A
e-module.
Path algebras associated to quivers, to be studied later in this paper, are
typical examples of smooth algebras.
Given an A-bimodule M , write DerR(A,M) for the space of R-linear deriva-
tions, that is, derivations θ : A → M such that θ(R) = 0. There is a canonical
‘universal’ derivation d : A→ Ω1RA, a 7→ da := a⊗ 1− 1⊗ a, such that, for any
A-bimodule M , we have a bijection
DerR(A,M)
∼→ HomAe(Ω
1
RA,M), θ 7→ iθ where iθ(u dv) := u · θ(v). (2.1.2)
In the ‘absolute’ case R = k, we will use unadorned notation DerA =
Derk A,Ω
1A = Ω1RA, etc. We say that A is smooth if A is smooth over k.
2.2 Separability elements. In this subsection, as well as in most sections
of the paper, we assume R to be a finite dimensional semisimple k-algebra, e.g.,
a direct sum of matrix algebras.
For such an algebra, there exists a canonical symmetric separability element
e =
∑
i ei ⊗ e
i ∈ R⊗R such that the following holds, cf. [CQ, Prop. 4.2]:
(i) r·e = e·r, ∀r ∈ R; (ii)
∑
i
ei ·e
i = 1; (iii) e = eop, (2.2.1)
where in equation (i) we write r ·e :=
∑
i (r ·ei)⊗e
i, resp., e ·r :=
∑
i ei⊗(e
i ·r),
and in equation (iii) we let (x⊗y)op := y⊗x denote the flip involution on R⊗R.
We will often use Sweedler’s notation and write e = e′⊗e′′ for the sum
∑
i ei⊗e
i.
Given an R-bimoduleM and a (not necessarlily R-stable) k-vector subspace
V ⊂M , we write V R = {v ∈ V | rv = vr, ∀r ∈ R} for the centralizer of R in V ,
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and put e · V := {e · v | v ∈ V }, where e · v stands for the left Re-action. Also,
let [R,M ] ⊂ M be the k-linear span of the set {rm − mr | r ∈ R,m ∈ M}.
Thus, [R,M ] is a vector subspace in M .
Equation (2.2.1)(i) means that e ∈ (R ⊗ R)R, where R ⊗ R is viewed as
an R-bimodule with respect to the outer bimodule structure. The symmetry
property (2.2.1)(iii) insures that the same holds for the inner bimodule structure
as well.
Properties (2.2.1) yield the following result, cf. [CQ, (43)].
Proposition 2.2.2. (i) For any R-bimodule M we have
M =MR ⊕ [R,M ], and e·M =MR ∼→M/[R,M ],
where the isomorphism on the right is the composite MR →֒ M ։M/[R,M ].
(ii) The projection M →MR along [R,M ] is given by the formula:
M ։ e·M, m 7−→
∑
i
ei ·m · e
i = e′ ·m·e′′ = e′′ ·m·e′. 2
Let A be an R-algebra and M an A-bimodule. Clearly, [R,M ] ⊂ [A,M ].
Applying Proposition 2.2.2 we deduce
M =MR + [A,M ], and e·[A,M ] = [A,M ]R. (2.2.3)
Observe further that, for R as above, any R-algebra A that is smooth over k
is also smooth over R. To see this, note that the map r 7→ r · e = e · r provides
a section of the R-bimodule map R⊗R→ R, of multiplication. Tensoring over
R on each side with A, we deduce that the A-bimodule map A⊗A→ A⊗R A
has a section. Thus, Ω1RA is a direct summand of Ω
1A, and our claim follows.
2.3 Double derivations. Fix an R-algebra A. We consider R-linear deriva-
tions Θ : A→ A⊗A, where we view A⊗A as an A-bimodule with respect to the
outer bimodule structure. Put DerR A := DerR(A,A⊗A). The inner bimodule
structure on A ⊗ A gives DerRA a natural left A
e-module structure. Equiva-
lently, we may view a double derivation Θ ∈ DerRA as a derivation A → A
e,
where Ae is viewed as an A-bimodule corresponding to left multiplication of Ae
on itself. From this point of view, the Ae-module structure on DerRA described
above comes from right multiplication of Ae on itself.
Let M be an A-bimodule and u ∈ M . The map u∗ : A ⊗ A → M,a
′ ⊗ a′′
7→ a′ua′′ is a morphism of A-bimodules. Applying the functor DerR(A,−) to
this morphism yields a map DerR A = DerR(A,A ⊗ A) → DerR(A,M). It is
straightforward to verify that this way one obtains a well-defined map
(DerRA)⊗Ae M −→ DerR(A,M), Θ⊗ u 7−→ u∗ ◦Θ, (2.3.1)
where the tensor product on the left is taken with respect to the A-bimodule
structure on DerRA.
In the special case M = A, we put DerRA := DerR(A,A). The multipli-
cation map m : A ⊗ A → A, a′ ⊗ a′′ 7→ a′a′′, is a morphism of A-bimodules
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with respect to the outer bimodule structure on A⊗A (but not with respect to
the inner structure), hence, induces a map m∗ : DerRA → DerRA. Using the
notation of (2.3.1), one can write m∗ : Θ 7→ 1∗ ◦Θ.
Proposition 2.3.2. Let R be a finite dimensional semisimple algebra. For any
smooth R-algebra A the map (2.3.1) is a bijection, DerR A is a finitely generated
projective Ae-module, and there is a canonical short exact sequence
0 −→ HomAe(Ω
1
RA,Ω
1A) −→ DerR A
m∗−→ DerR A −→ 0.
Proof. For any R-algebra A and A-bimodule M , we have a canonical map
HomAe(Ω
1
RA, A⊗A)⊗Ae M → HomAe(Ω
1
RA, M). (2.3.3)
Using the universal property of Ω1RA we rewrite this map as (DerRA)⊗Ae M →
DerR(A,M). It is easy to check that the latter map is nothing but (2.3.1).
Now, if A is smooth over R, then Ω1RA is a finitely generated projective left
Ae-module. Thus, Ω1RA is a direct summand of a finite rank free A
e-module.
It follows that HomAe(Ω
1
RA, A ⊗ A) = DerR A is also a direct summand of a
finite rank free Ae-module, hence, projective. Furthermore, we conclude that
the map in (2.3.3) is a bijection because a similar map for Ω1RA being replaced
by a finite rank free Ae-module is clearly bijective.
Finally, if A is smooth then, applying exact functor HomAe(Ω
1
RA,−) to the
short exact sequence of A-bimodules Ω1A →֒ A⊗A
m
։ A yields the short exact
sequence of the Proposition.
2.4 Double-derivations for a free algebra. Let R = k, fix an integer
n ≥ 1 and set A = k〈x1, . . . , xn〉, a free associative k-algebra on n generators.
An element f ∈ k〈x1, . . . , xn〉 may be thought of as a polynomial function in n
non-commuting variables x1, . . . , xn.
For each i = 1, . . . , n, we introduce a double derivation ∂i ∈ DerA defined
on generators by the formula:
∂i(xj) =
{
1⊗ 1 if i = j
0 if i 6= j.
It is easy to see that DerA is a free left Ae-module with basis {∂i, i = 1, . . . , n}.
Next, let f1, . . . , fn ∈ k〈x1, . . . , xn〉 be an n-tuple of elements of A. We write
F = (f1, . . . , fn) and think of F as a self-map of an n-dimensional ‘noncommu-
tative affine space’.
We may identify the space A⊗A with Ae, and define the Jacobi matrix for
the map F to be the following Ae-valued n× n-matrix
DF = ‖∂i(fj)‖i,j=1,...,n ∈Matn(A
e). (2.4.1)
Now, let F = (f1, . . . , fn) and G = (g1, . . . , gn) be two n-tuples of elements
of A. Let G ◦F be the ‘composite’ n-tuple obtained by substituting the ele-
ments f1, . . . , fn ∈ A into the arguments of the noncommutative polynomials
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g1, . . . , gn. Equivalently put, giving an n-tuple F = (f1, . . . , fn) is the same thing
as giving an algebra homomorphism F : A→ A such that xi 7→ fi, i = 1, . . . , n.
In this interpretation, the composite G ◦F corresponds to composing algebra
homomorphisms.
Let P,Q 7→ P ⋆Q denote multiplication in the algebra Matn(A
e); note that
it differs from multiplication in Matn(A⊗A).
The following result is proved by a straightforward computation.
Proposition 2.4.2 (Chain rule). For any two algebra homomorphisms F,G :
A→ A, in Matn(A
e) one has D(G ◦F ) = (DG)(F ) ⋆ DF.
In the right-hand side of the equation above, the matrix (DG)(F ) is obtained
by applying the homomorphism F ⊗ F : A ⊗ A → A ⊗ A to each entry of the
matrix DG ∈ Matn×n(A
e).
We remark that the above Proposition has no analogue for ordinary deriva-
tions A → A instead of double derivations; cf. also [Vo] for closely related
constructions.
2.5 Karoubi-de Rham complex. Let A be an R-algebra. The tensor al-
gebra, T •A(Ω
1
RA) = ⊕n≥0 T
n
A(Ω
1
RA) (tensor product over A), of the A-bimodule
Ω1RA is a DG algebra (Ω
•
RA, d), called the algebra of noncommutative rel-
ative differential forms on A. We have an isomorphism of left A-modules
ΩnRA = A ⊗R T
n
R(A/R), see [CQ]; usually, one writes a0 da1 da2 . . . dan ∈ Ω
n
RA
for the n-form corresponding to an element a0⊗(a1⊗ . . .⊗an) ∈ A⊗RT
n
R(A/R)
under this isomorphism.
If R is a finite dimesional semisimple algebra, then the DG algebra (Ω•RA, d)
is known to be acyclic in positive degrees. Indeed, let π : A → A/R denote
the projection. The differential dn : Ω
n
RA → Ω
n+1
R A corresponds, under the
isomorphism Ω•RA = A⊗R T
•
R(A/R), to the composite
A⊗R T
n
R(A/R)
π⊗Id⊗n
−→ T n+1R (A/R)
∼→ R⊗R T
n+1
R (A/R) →֒ A⊗R T
n+1
R (A/R),
(we have used here that tensoring over R is an exact functor since R is a finite
dimensional semisimple algebra).
From this definition of the differential, it is clear that Im(dn) = Ker(dn+1);
thus, we have
(ΩkRA)closed = (Ω
k
RA)exact := d
(
Ωk−1R A
)
, ∀k ≥ 1. (2.5.1)
Next, following Karoubi, we define
DR•RA := Ω
•
RA/[Ω
•
RA,Ω
•
RA]super,
where [−,−]super denotes the k-linear span of all supercommutators. This is the
noncommutative de Rham complex of A with de Rham differential d : DRjRA→
DRj+1R A, cf. also [Lo] for more details (in the case R = k).
For any A-bimodule M , we have the commutator space [A,M ], and we let
M♮ :=M/[A,M ] = A⊗Ae M denote the corresponding commutator quotient.
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We have a natural projection (Ω•RA)♮ → DR
•
RA that becomes an isomor-
phism:
DRjRA = (Ω
j
RA)♮, for j = 0, 1.
For j ≥ 2, the projection (ΩjRA)♮ → DR
j
RA is not an isomorphism, in general.
Sometimes, to distinguish between Ω•RA and DR
•
RA we will write [[ω]] for the
image of an element ω ∈ Ω•RA under the projection Ω
•
RA։ DR
•
RA.
The following standard result will be proved at the end of Sect. 2.7.
Lemma 2.5.2 (Homotopy invariance). Let A =
⊕
k≥0 Ak be a graded R-
algebra such that R ⊂ A0. Then, the algebra imbedding A0 →֒ A induces an
isomorphism of de Rham cohomology H•(DR•RA0, d)
∼→ H•(DR•RA, d).
For any vector space V ⊂ A, we write dV = {dv, v ∈ V }, a subspace in Ω1RA.
Given an R-subalgebra B ⊂ A, there is a canonical DG algebra isomorphism
Ω•BA
∼= Ω•RA/Ω
•
RA·dB ·Ω
•
RA. Similarly, given a two-sided ideal I ⊂ A, one has
a DG algebra isomorphism, see [CQ]:
Ω•R(A/I)
∼= Ω•RA
/
(Ω•RA·I ·Ω
•
RA+Ω
•
RA·dI ·Ω
•
RA). (2.5.3)
Remark 2.5.4. In general, the induced map R→ A/I is not necessarily injective.
So, according to our definition, A/I may not be an R-algebra. Such a situation
may arise when we consider Hamiltonian reduction in noncommutative geometry
(section 6.4 below). However, the only reason for insisting that R be injectively
mapped into any R-algebra A is a frequent use of the notation A/R. So, in
those rare occasions where the map R → A fails to be injective, the symbol
A/R should be understood as the quotient of A by the image of R in A. ♦
2.6 Contraction with a double derivation. We will use lower case Greek
letters θ, ξ, . . . to denote derivations A → A, and upper case Greek letters,
Θ,Ξ, . . . to denote double derivations A→ A⊗A.
Any derivation θ ∈ DerRA gives rise to contraction (with θ) maps iθ :
ΩkRA→ Ω
k−1
R A, resp., DR
k
RA→ DR
k−1
R A. The map iθ is defined on 1-forms by
formula (2.1.2) and is extended to a map Ω•RA→ Ω
•−1
R A as a super-derivation.
Now let Θ ∈ DerRA. For any 1-form α ∈ Ω
1
RA, contraction with Θ gives
an A-bimodule map, see (2.1.2):
iΘ : Ω
1
RA −→ A⊗A, α 7−→ iΘα = i
′
Θα⊗ i
′′
Θα. (2.6.1)
Here and below, we will systematically use symbolic Sweedler’s notation to write
iΘα = i
′
Θα⊗ i
′′
Θα (omitting the summation symbol) for an element in the tensor
product. Similarly, we write the map Θ : A→ A⊗A as a 7→ Θ′(a)⊗ Θ′′(a).
As usual, one may uniquely extend the map iΘ in (2.6.1) to higher degree
differential forms by requiring that iΘ be a super-derivation of degree (−1). This
way, we obtain a map iΘ : Ω
•
RA→ Ω
•
RA⊗ Ω
•
RA, which is a super-derivation of
the graded algebra Ω•RA with coefficients in Ω
•
RA ⊗ Ω
•
RA, viewed as an Ω
•
RA-
bimodule with respect to the outer bimodule structure.
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Explicitly, for any n = 1, 2, . . . , and α1, . . . , αn ∈ Ω
1
RA, we get
iΘ(α1α2 . . . αn) =
∑
1≤k≤n
(−1)k−1 ·(α1 . . . αk−1 (i
′
Θαk))⊗ ((i
′′
Θαk)αk+1 . . . αn).
(2.6.2)
It is often convenient to view the contraction map iΘ as a map Ω
•
RA →
T •
k
(Ω•RA), and to extend the latter map further to get a super-derivation of the
tensor algebra T •
k
(Ω•RA).
With this understood, one has the following standard identities.
Lemma 2.6.3. We have
iΘ(αβ) = (iΘα)β + (−1)
degαα (iΘβ), ∀α, β ∈ Ω
•
RA;
iΦ ◦ iΘ + iΘ ◦ iΦ = 0, ∀Φ,Θ ∈ DerRA.
The meaning as well as the proof of the second identity of the Lemma is
illustrated by the following computation,
iΦ ◦ iΘ(α1α2) = iΦ
(
i′Θα1 ⊗ (i
′′
Θα1)α2 − α1 (i
′
Θα2)⊗ i
′′
Θα2
)
= i′Θα1 ⊗ (i
′′
Θα1) (i
′
Φα2)⊗ i
′′
Φα2 − i
′
Φα1 ⊗ (i
′′
Φα1)(i
′
Θα2)⊗ i
′′
Θα2.
The expression for iΘ ◦ iΦ(α1α2) is obtained from this by switching the roles of
Θ and Φ. But the flip Θ ↔ Φ takes the the last line in the displayed formula
above to its negative, and (2.6.3) follows.
2.7 Lie derivative. For any derivation θ ∈ DerR A, there is a standard Lie
derivative operator Lθ acting on various objects associated naturally with the
algebra A, e.g., an operator Lθ : DerRA→ DerRA. There is also a derivation
Lθ : Ω
•
RA → Ω
•
RA, and the corresponding induced map Lθ : DR
•
RA → DR
•
RA.
All standard formulas involving de Rham differential, contraction and Lie deriva-
tive operators hold in the Karoubi-de Rham setting. In particular, one has the
Cartan identity Lθ = d ◦ iθ + iθ ◦ d, for any θ ∈ DerRA.
Now, given a double derivation Θ ∈ DerR A, we define the corresponding
Lie derivative map as follows:
LΘ : Ω
1
RA −→ (A⊗ Ω
1
RA)
⊕
(Ω1RA⊗A), α 7−→ LΘα, where
LΘ(xdy) := Θ
′(x)⊗Θ′′(x) dy + (xdΘ′(y))⊗Θ′′(y) + xΘ′(y)⊗ dΘ′′(y).
We may naturally extend the map LΘ to a degree preserving derivation
LΘ : Ω
n
RA→
⊕
0≤k≤n
ΩkRA⊗ Ω
n−k
R A,
of the graded algebra Ω•RA with coefficients in Ω
•
RA⊗Ω
•
RA, viewed as an Ω
•
RA-
9
bimodule with respect to the outer bimodule structure. Explicitly, we have
LΘ(a0 da1 . . . dan) := Θ
′(a0)⊗Θ
′′(a0) da1 . . . dan+ (2.7.1)
+
∑
1≤k≤n
(
a0 da1 . . . dak−1 dΘ
′(ak)⊗Θ
′′(ak) dak+1 . . . dan
+ a0 da1 . . . dak−1Θ
′(ak)⊗ dΘ
′′(ak) dak+1 . . . dan
)
.
As in the case of contractions, it is often convenient to view the Lie derivative
as a map LΘ : Ω
•
RA → T
•
k
(Ω•RA), and to extend the latter map further as a
derivation of the tensor algebra T •
k
(Ω•RA). Similarly, given θ ∈ DerRA, we
extend the Lie derivative Lθ as a derivation of the tensor algebra T
•
k
(Ω•RA); we
may also extend the differential d : Ω•RA→ Ω
•+1
R A as a super-derivation of the
tensor algebra T •
k
(Ω•RA).
With these definitions, it is straightforward to verify the identities
[Lξ, iΘ] = iLξ(Θ) and [Lξ, LΘ] = LLξ(Θ), ∀Θ ∈ DerRA, ξ ∈ DerR A.
One also has the following Cartan formula for double derivations:
d ◦ iΘ + iΘ ◦d = LΘ, ∀Θ ∈ DerRA. (2.7.2)
It follows in particular that the Lie derivative commutes with the de Rham
differential:
d ◦LΘ = d ◦ d ◦ iΘ + d ◦ iΘ ◦d = d ◦ iΘ ◦d = d ◦ iΘ ◦d+ iΘ ◦d ◦d = LΘ ◦d.
Remark 2.7.3. It seems very likely that, given Θ,Φ ∈ DerR A, the map
LΘ ◦LΦ − LΦ ◦LΘ : Ω
•
RA −→ Ω
•
RA⊗ Ω
•
RA⊗ Ω
•
RA
is equal to the (appropriately defined) Lie derivative with respect to {Θ,Φ}, the
Schouten double bracket of Θ and Φ, introduced by Van den Bergh [VB2]. ♦
Proof of Lemma 2.5.2. The grading on A gives rise to the Euler derivation
E : A → A, defined by E|Ak = k · Id, k = 0, 1, . . . . The action of the corre-
sponding Lie derivative operator LE : DR
•
RA → DR
•
RA has nonnegative inte-
gral eigenvalues. It is clear that the zero weight subspace is equal to DR•RA0, so
we have a direct sum decomposition DR•RA = (DR
•
RA0)
⊕
(DR•RA)>0, where
the second summand is spanned by the eigenspaces corresponding to strictly
positive eigenvalues.
The direct sum decomposition above is stable under the maps d and iE.
Furthermore, the Cartan identity shows that an appropriate rescaling of con-
traction map iE provides a map h : (DR
•
RA)>0 → (DR
•−1
R A)>0 such that we
have Id = d ◦h + h ◦d. Thus, the differential d : (DR•RA)>0 → (DR
•
RA)>0 is
homotopic to zero. It follows that the direct summand (DR•RA)>0 has trivial
de Rham cohomology.
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2.8 Reduced contraction and Lie derivative. Observe that the sign of
the permutation (1, . . . , k, k + 1, . . . , k + l) 7→ (k + 1, . . . , k + l, 1, . . . , k) equals
(−1)kl. For any α⊗ β ∈ ΩkRA⊗ Ω
l
RA, we put
(α⊗ β)⋄ := (−1)klβ α ∈ Ωk+lR A, (2.8.1)
and extend the assignment α⊗ β 7−→ (α⊗ β)⋄ to a linear map Ω•RA⊗Ω
•
RA→
Ω•RA. It is clear that, in DR
k+l
R A, one has
[[(α⊗ β)⋄]] = [[αβ]], ∀α ∈ ΩkRA, β ∈ Ω
l
RA. (2.8.2)
Let Θ ∈ DerRA. For any n = 1, 2, . . . , we define reduced contraction ıΘ,
resp., reduced Lie derivative LΘ, as the following maps, cf. (2.6.2), resp., (2.7.1):
ıΘ : Ω
n
RA→ Ω
n−1
R A, α 7−→ ıΘα = (iΘα)
⋄, resp.,
LΘ : Ω
n
RA→ Ω
n
RA, α 7−→ LΘα = (LΘα)
⋄. (2.8.3)
Explicitly, for any α1, α2, . . . , αn ∈ Ω
1
RA, using the definition of iΘ, we find
ıΘ(α1α2 . . . αn) =
n∑
k=1
(−1)(k−1)(n−k+1) ·(i′′Θαk)·αk+1 . . . αn α1 . . . αk−1 ·(i
′
Θαk).
(2.8.4)
Similarly, using the definition of LΘ, we find
LΘ(a0 da1 da2 . . . dan) = Θ
′′(a0)·da1 da2 . . . dan ·Θ
′(a0)
+
n∑
k=1
(−1)k(n−k) ·Θ′′(ak)·dak+1 . . . dan a0 da1 da2 . . . dak−1 ·dΘ
′(ak) (2.8.5)
+
n∑
k=1
(−1)(k−1)(n−k+1) ·dΘ′′(ak)·dak+1 . . . dan a0 da1 da2 . . . dak−1 ·Θ
′(ak).
The main properties of reduced contraction ı may be summarized as follows.
Lemma 2.8.6. (i) Fix Θ ∈ DerR A. Then, for any ω ∈ Ω
n
RA, the element
ıΘω ∈ Ω
n−1
R A depends only on the image of ω in DR
n
RA; in other words, the
assignment ω 7→ ıΘω descends to a well-defined map ıΘ : DR
n
RA→ Ω
n−1
R A.
(ii) For fixed ω ∈ DRnRA, the assignment Θ 7→ ıΘω gives an A-bimodule
morphism ı(ω) : DerRA → Ω
n−1
R A, where DerRA is equipped with the A-
bimodule structure induced from the inner bimodule structure on A⊗A.
(iii) For any ω ∈ ΩnRA, the following diagram commutes:
(DerRA)♮
m∗ //
ı(ω)♮

DerRA
i: θ 7→iθ [[ω]]

(Ωn−1R A)♮
proj // DRn−1R A. 2
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Proof. Given a 1-form β ∈ Ω1RA and a ∈ A, using definitions, we compute
ıΘ(a β) = i
′′
Θ(a β)·i
′
Θ(a β) = (i
′′
Θβ)·a·(i
′
Θβ) = i
′′
Θ(β a)·i
′
Θ(β a) = ıΘ(β a).
It is now immediate that, for any ω ∈ ΩnRA, we have:
ıΘ(aω) = ıΘ(ω a), and ıa′·Θ·a′′ω = a
′ ·(ıΘω)·a
′′, ∀ a, a′, a′′ ∈ A.
Further, it is clear from (2.8.4) that ıΘ(α1 . . . αn) and (−1)
n−1ıΘ(αnα1 . . . αn−1)
are given by the same formula. This yields parts (i) and (ii). Part (iii) follows
from (2.8.2).
We have (Ω1RA)♮ = DR
1
RA. Hence, for ω ∈ DR
2
RA, the diagram of Lemma
2.8.6(iii), in the special case n = 2, reads
(DerRA)♮
m♮ //
ı(ω)♮ %%KK
KK
KK
KK
KK
DerR A
i: θ 7→iθ [[ω]]zzuu
uu
uu
uu
u
DR1RA
(2.8.7)
As a general rule, any formula involving contraction iΘ, resp., Lie derivative
LΘ, and some other natural map Ω
•
RA → Ω
•
RA (as opposed to a map Ω
•
RA →
Ω•RA ⊗ Ω
•
RA) gives rise to an analogous formula involving reduced contraction
ıΘ, resp., reduced Lie derivative LΘ. In particular, one has
Lemma 2.8.8. (i) For any Θ ∈ DerR A, we have
d ◦ ıΘ + ıΘ ◦d = LΘ, d ◦LΘ = LΘ ◦d.
(ii) For any ξ ∈ DerRA, the maps ıΘ and iξ anti-commute, i.e. for any
ω ∈ DR•RA, in Ω
•−2
R A, we have (iξ ◦ ıΘ + ıΘ ◦ iξ)(ω) = 0.
Remark 2.8.9. Given Θ,Φ ∈ DerRA, it is not true that ıΦ ◦ ıΘ + ıΘ ◦ ıΦ = 0, in
general. ♦
Proof of Lemma. Both statements will be verified by direct, somewhat tedious,
computations. The reader is referred to [Gi2] for a more conceptual argument.
To prove (i), fix Θ ∈ DerR A and a0, a1, . . . , an ∈ A. Using formula (2.8.4),
for d ◦ ıΘ(a0 da1 . . . dan) we get the following expression:
d
(
n∑
k=1
(−1)(k−1)(n−k+1) ·(i′′Θαk)·αk+1 . . . αn α0 . . . αk−1 ·(i
′
Θαk)
)
=
n∑
k=1
(−1)(k−1)(n−k+1)+n−kΘ′′(ak)·dak+1 . . . dan da0 da1 . . . dak−1 ·Θ
′(ak)
+
n∑
k=1
(−1)(k−1)(n−k+1)dΘ′′(ak)·dak+1 . . . dan a0 da1 . . . dak−1 ·Θ
′(ak)
+
n∑
k=1
(−1)(k−1)(n−k+1)+n−1 ·Θ′′(ak)·dak+1 . . . dan a0 da1 . . . dak−1 ·dΘ
′(ak).
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After simplification of powers of (−1), we find that d ◦ ıΘ(a0 da1 . . . dan) is a
sum of three terms, S0+ S+ + S−, where
S0 =
n∑
k=1
(−1)nk−1Θ′′(ak)·dak+1 . . . dan da0 da1 . . . dak−1 ·Θ
′(ak);
S+ =
n∑
k=1
(−1)(k−1)(n−k+1)dΘ′′(ak)·dak+1 . . . dan a0 da1 . . . dak−1 ·Θ
′(ak);
S− =
n∑
k=1
(−1)k(n−k) ·Θ′′(ak)·dak+1 . . . dan a0 da1 . . . dak−1 ·dΘ
′(ak).
On the other hand, for ıΘ ◦d(a0 da1 . . . dan) = ıΘ(da0 da1 . . . dan), we find
ıΘ ◦d(a0 da1 . . . dan) = Θ
′′(a0)·da1 . . . dan ·Θ
′(a0)
+
n∑
k=1
(−1)k(n−k+1) ·Θ′′(ak)·dak+1 . . . dan da0 da1 . . . dak−1 ·Θ
′(ak)
= Θ′′(a0)·da1 . . . dan ·Θ
′(a0)
+
n∑
k=1
(−1)nk ·Θ′′(ak)·dak+1 . . . dan da0 da1 . . . dak−1 ·Θ
′(ak)
= Θ′′(a0)·da1 . . . dan ·Θ
′(a0)− S0.
Thus, we see that
(d ◦ ıΘ + ıΘ ◦d)(a0 da1 . . . dan) = Θ
′′(a0)·da1 . . . dan ·Θ
′(a0) + S+ + S−.
The expression on the right hand side is exactly the one given by formula (2.8.5),
and part (i) is proved.
To prove (ii), fix Θ ∈ DerRA and ξ ∈ DerRA, and also 1-forms α1, . . . , αn ∈
Ω1RA. For any pair of integers 1 ≤ j, k ≤ n such that j 6= k, let Sj,k be the
(n− 2)-form obtained from the form
(i′′Θαk)·αk+1 . . . αn α1 . . . αk−1 ·(i
′
Θαk) ∈ Ω
n−1
R A
by replacing the factor αj ∈ Ω
1
RA by the element iξαj ∈ A.
With this notation, we express iξ ◦ ıΘ(α1α2 . . . αn), using formula (2.8.4) as
follows:
iξ
 ∑
1≤k≤n
(−1)(k−1)(n−k+1)(i′′Θαk)·αk+1 . . . αn α1 . . . αk−1 ·(i
′
Θαk)

=
n∑
k=1
(−1)(k−1)(n−k+1)
 n∑
j=k+1
(−1)j−k+1Sj,k +
k−1∑
j=1
(−1)n−k+j−1Sj,k
 .
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Simplifying, we obtain
iξ ◦ ıΘ(α1α2 . . . αn) =
∑
1≤k<j≤n
(−1)nk−n+jSj,k+
∑
1≤j<k≤n
(−1)nk+jSj,k. (2.8.10)
On the other hand, we have
ıΘ ◦ iξ(α1α2 . . . αn) = ıΘ
 n∑
j=1
(−1)j−1α1 . . . αj−1 ·(iξαj)·αj+1 . . . αn

=
∑
1≤k<j≤n
(−1)j−1+(k−1)(n−k)Sj,k +
∑
1≤j<k≤n
(−1)j−1+(k−2)((n−1)−(k−1)+1)Sj,k
=
∑
1≤k<j≤n
(−1)nk−n+j−1Sj,k +
∑
1≤j<k≤n
(−1)nk+j−1Sj,k. (2.8.11)
Comparison of formulas (2.8.10) and (2.8.11) completes the proof of part (ii).
Observe further that, by Lemma 2.8.6, the maps ıΘ and LΘ descend to the
following well-defined maps (the diagram below does not commute):
DR•RA
d //
ıΘ

LΘ
((
DR•+1R A
ıΘ

Ω•−1R A
d // Ω•RA.
(2.8.12)
Next, fix Θ ∈ DerRA, let θ = m∗(Θ) ∈ DerRA be the corresponding
derivation A → A, and Lθ : DR
•
RA → DR
•
RA the Lie derivative operator
induced by θ. It is immediate from part (iii) of Lemma 2.8.6 that one has a
commutative triangle
DR•RA
LΘ //
Lθ ((QQ
QQ
QQ
QQ
QQ
QQ
Ω•RA
proj

DR•RA
(2.8.13)
In other words, the diagram says that, if Θ ∈ DerRA and θ =m∗(Θ) ∈ DerR A,
then LΘ = Lθ as maps DR
•
RA→ DR
•
RA.
Remark 2.8.14. The reader should be warned that, in the above setting, it is not
true in general that LΘ = Lθ as maps ΩnRA → Ω
n
RA. In particular, for n = 0
we have two different maps LΘ, Lθ : A → A, where Lθ(a) = Θ′(a)Θ′′(a) and
LΘ(a) = Θ′′(a)Θ′(a). ♦
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3 The derivation ∆
3.1 From now on, we assume that R is a finite dimensional semisimple alge-
bra, and e = e′⊗e′′ ∈ R⊗R is a fixed separability element, see Definition (2.2.1).
Refining slightly an idea of Van den Bergh, see [VB2, §3.3], we introduce the
following distinguished derivation
∆ : A→ A⊗A, a 7→ ∆(a) =
∑
i
(aei ⊗ e
i − ei ⊗ e
ia) = ae′ ⊗ e′′ − e′ ⊗ e′′a.
We observe that ∆(R) = 0 since e ∈ (R⊗R)R. Thus, ∆ ∈ DerRA.
Lemma 3.1.1. (i) For any ω ∈ Ω•RA, we have
L∆ω = ωe
′ ⊗ e′′ − e′ ⊗ e′′ω, and L∆ω = 0.
(ii) Writing [a, ω] := aω − ω a, for any a0, a1, . . . , an ∈ A, we have
ı∆(a0 da1 . . . dan) =
n∑
k=1
(−1)(k−1)(n+1)e′[ak, dak+1 . . . dan a0 da1 . . . dak−1]e
′′.
In particular, we have Im(ı∆) ⊂ [A,Ω
•
RA]
R.
Proof. We prove (i) in the special case ω = xdy dz ∈ Ω2RA. We compute
L∆ω = L∆(xdy dz) = (xe
′ ⊗ e′′ − e′ ⊗ e′′x) dy dz
+ xd(ye′ ⊗ e′′ − e′ ⊗ e′′y) dz + xdy d(ze′ ⊗ e′′ − e′ ⊗ e′′z)
= xe′ ⊗ e′′ dy dz − e′ ⊗ e′′xdy dz
+ xdy e′ ⊗ e′′ dz − xe′ ⊗ e′′ dy dz + xdy dz e′ ⊗ e′′ − xdy e′ ⊗ e′′ dz
= xdy dz e′ ⊗ e′′ − e′ ⊗ e′′ xdy dz = ω e′ ⊗ e′′ − e′ ⊗ e′′ ω.
The computation of L∆ω in the general case is very similar.
Further, it is clear from formula (2.8.1) that for any ω ∈ ΩnRA, we have
(
∑
i ωei ⊗ e
i)⋄ =
∑
i e
iωei = (ei ⊗ e
iω)⋄. We deduce that L∆ω = 0. This
proves part (i).
A similar direct computation based on (2.8.4) yields an analogue of the
formula of part (ii), with the roles of e′ and e′′ flipped. By the symmetry of
the separability element, we have e′′⊗ e′ = e′⊗ e′′, and the formula of part (ii)
follows. The last claim of the Lemma follows from that formula and (2.2.3).
Observe that the projectionm∗ : DerRA→ DerRA clearly maps the deriva-
tion ∆ to zero. It follows that the composite DR•RA
ı∆−→ Ω•−1R A
proj
−→ DR•−1R A,
α 7→ [[ı∆α]], is the zero map.
Corollary 3.1.2. (i) For any ω ∈ Ω•RA, in DR
•−1
R A, we have [[ı∆ω]] = 0. Also,
in Ω•−2R A, resp. in DR
•−1
R A, we have
ıΘ(ı∆ω) = 0, resp., LΘ(ı∆ω) = 0, ∀Θ ∈ DerRA.
(ii) Furthermore, we have:
ı∆ ◦d+ d ◦ ı∆ = 0, and Lθ ◦ ı∆ = ı∆ ◦Lθ, ∀θ ∈ DerRA.
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Proof. By Lemma 2.8.6(i), the element ıΘ(ı∆ω) ∈ Ω
•−2
R A depends only on
[[ı∆ω]], the image of ı∆ω in DR
•−1
R A. Therefore, since [[ı∆ω]] = 0, we conclude
that ıΘ(ı∆ω) = 0. The proof for LΘ(ı∆ω) = 0 is entirely similar.
The first formula of part (ii) follows from Lemma 3.1.1(i) combined with the
Cartan formula of Lemma 2.8.8(i). The second formula follows from the first
one, using the standard Cartan formula Lθ = d ◦ iθ+iθ ◦d and Lemma 2.8.8.
3.2 Inner derivations. Given an A-bimodule M and m ∈ M , write adm :
A → M for the inner derivation adm(a) := am − ma. If m ∈ MR then
adm(R) = 0, hence adm ∈ DerR(A,M).
In the special case M = A ⊗ A, the map M → Der(A,M), m 7−→ adm is,
in effect, a morphism of A-bimodules, provided Der(A,M) = Der(A,A ⊗ A) is
equipped with the bimodule structure induced by the inner bimodule structure
on A⊗A.
Let e ∈ R⊗R ⊂ A⊗A be the separability element, see §2.2. By definition,
we have ∆ = ad e.
Further, using Proposition 2.2.2 we see that, for any p = p′⊗p′′ ∈ (A⊗A)R,
one has that p = p′ ⊗ p′′ =
∑
i∈I eip
′ ⊗ p′′ei = e′p′ ⊗ p′′e′′. The last expression
is nothing but the result of the inner action of the element pop = p′′ ⊗ p′ on
e = e′⊗e′′. It follows that the inner derivation adp corresponding to p = p′⊗p′′
can be written, using the A-bimodule structure on DerR A, as p
′′ ·∆ · p′.
This way, one obtains the following result.
Lemma 3.2.1. (i) For any p = p′ ⊗ p′′ ∈ (A⊗A)R, we have ad p = p′′ ·∆ · p′;
hence, m∗(p
′′ ·∆ · p′) = ada, where a = p′p′′ ∈ AR.
(ii) Inner derivations form an Ae-submodule in DerR A, and this A
e-submo-
dule is generated by the derivation ∆.
Corollary 3.2.2. For any ω ∈ DRnRA and p = p
′⊗ p′′ ∈ (A⊗A)R, in Ω•RA we
have
ıad pω = p
′′ (ı∆ω) p
′, and Lad pω = dp
′′ (ı∆ω) p
′ − (−1)degωp′′ (ı∆ω) dp
′.
In particular, Lad p(a) = 0, for any a ∈ A = Ω0RA.
Proof. The map ı(ω) : DerRA −→ Ω
n−1
R A being a map of A-bimodules, for any
p = p′ ⊗ p′′ ∈ (A⊗A)R, we deduce
ıad pω = ıp′′·∆·p′ω = p
′′ (ı∆ω) p
′.
This proves the first formula.
Next, using the Cartan formula, we compute
Lad pω = ıad p dω + d ıad pω = p
′′ (ı∆dω) p
′ + d
(
p′′ (ı∆ω) p
′
)
= p′′ (ı∆dω) p
′ + dp′′ (ı∆ω) p
′ + p′′ (dı∆ω) p
′ − (−1)degωp′′ (ı∆ω) dp
′
= p′′ (L∆ω) p
′ + dp′′ (ı∆ω) p
′ − (−1)degωp′′ (ı∆ω) dp
′.
But L∆ω = 0 by Lemma 3.1.1(i), and the result follows.
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Let InnRA ⊂ DerRA be the subspace of inner derivations. This is a Lie ideal
with respect to the commutator of derivations. From Corollary 3.2.2, using the
commutative diagram of Lemma 2.8.6(iii) we deduce
Corollary 3.2.3. In DR•RA, we have
iad aω = a·ı∆ω, and Ladaω = da·ı∆ω, ∀ω ∈ DR
n
RA, a ∈ A
R.
3.3 Geometric example. Let R = k be an algebraically closed field (of
characteristic zero as usual), and let A = k[X ] be the coordinate ring of a
smooth affine algebraic variety. Then, A⊗A = k[X×X ]. In this case, it is well-
known that the Ext-group ExtkAe(A,A⊗A) vanishes for all k 6= dimX . Thus, if
dimX > 1 then, we have Der(A,A⊗A)/ Inn(A,A⊗A) = Ext1Ae(A,A⊗A) = 0.
We deduce that any derivation Θ ∈ DerA is inner.
Assume now that X is a smooth curve (dimX = 1). Then, the bimodule
Ω1A ⊂ A⊗A is the ideal of the diagonal divisor D ⊂ X ×X. Hence we have
DerA = HomAe(Ω
1A,A⊗A) = Γ(X ×X, OX×X(D)) (3.3.1)
is the space of regular functions on (X×X)rD with at most simple poles along
D. We also have algebra isomorphisms HomAe(Ω
1A,Ω1A) = Γ(X ×X,OX×X)
= A⊗A.
It is known that, for a smooth curve X , the algebra A = k[X ] is smooth in
the sense of Definition 2.1.1, cf. [CQ]. This way, the short exact sequence of
Proposition 2.3.2 becomes the top row of the following diagram
0 // A⊗A
j // DerA //
Ψ
DerA //
Φ
0
0 // Γ(OX×X) // Γ(OX×X(D)) // Γ(OX×X(D)/OX×X) // 0
In the bottom row of the diagram above we have used shorthand notation
Γ(−) for Γ(X × X,−); this row is obtained by applying the global sections
functor to the natural extension of sheaves on X×X . The vertical isomorphism
Φ, in the diagram, follows from the identification DerA = T (X), with the space
of regular vector fields on X . The vertical isomorphism Ψ comes from (3.3.1).
Observe that the function 1 ∈ A ⊗ A corresponds under the above identifi-
cations to the element IdΩ ∈ HomAe(Ω
1A,Ω1A). Therefore, in the diagram we
have j(1) = ∆, and the map j is nothing but the imbedding ad : A ⊗ A →֒
Der(A,A⊗A), of inner derivations.
4 Hamilton operators.
4.1 Noncommuative moment map. We fix a semisimple finite-dimensional
k-algebra R and an R-algebra A. Let (A/R)R be the centralizer of R in the
R-bimodule A/R.
17
We are going to define a canonical linear map
µnc : (DR
2
RA)closed −→ (A/R)
R, such that dµnc(ω) = ı∆ω (4.1.1)
holds in Ω1RA, for any ω ∈ (DR
2
RA)closed.
To this end, we observe that the de Rham differential d anti-commutes with
ı∆, by Corollary 3.1.2(ii). Therefore, for any ω ∈ DR
2
RA such that dω = 0, we
have d(ı∆ω) = −ı∆(dω) = 0. Moreover, by the last statement of Lemma 3.1.1,
we know that ı∆ω ∈ (Ω
1
RA)
R
closed.
Recall further that the complex (Ω•RA, d) is acyclic in positive degrees,
see (2.5.1). It follows that the de Rham differential yields an isomorphism
d : A/R ∼→ (Ω1RA)closed. This isomorphism clearly commutes with the adjoint
action of R, hence, induces an isomorphism (A/R)R ∼→ (Ω1RA)
R
closed. Thus, we
may (and will) define the map µnc as a composite:
µnc : (DR
2
RA)closed
ı∆−→ (Ω1RA)
R
closed = (Ω
1
RA)
R
exact
d−1
−→ (A/R)R. (4.1.2)
The map µnc will play a crucial role in our approach to noncommutative
Hamiltonian reduction. We will see in §6 that the object corresponding to µnc
under the representation functor is closely related to the ordinary moment map
used in (commutative) symplectic geometry.
Here are a few basic formulas involving the moment map µnc.
Proposition 4.1.3. Let ω be a closed 2-form and w ∈ A a representative of
the class µnc(ω) ∈ A/R. Then,
(i) We have w ∈ R+AR, and also dw = 0 in DR1RA.
(ii) For any θ ∈ DerR A and Θ ∈ DerRA, in A/R, one has
µnc(Lθω) = Lθ(µnc(ω)), and LΘ(µnc(ω)) = 0.
(iii) For any p = p′ ⊗ p′′ ∈ (A⊗A)R, a ∈ AR, and u, v ∈ A, one has
ıad pω = p
′′ · dw · p′ holds in Ω1RA,
iad aω = a · dw holds in DR
1
RA;
µnc(du dv) = e
′ · [u, v] · e′′ mod R.
Proof. By Corollary 3.2.3, we know that ı∆ω = 0 in DR
1
RA, hence dw = ı∆ω =
0. Observe next that, since µnc(ω) ∈ (A/R)
R, we have [w, R] ⊂ R. Hence
the derivation adw preserves R. But any derivation of the finite dimensional
semisimple algebra R is inner. Hence, there exists r ∈ R such that adw|R =
ad r|R. Thus, w − r commutes with R, and (i) follows.
Part (ii) and the first two equations of part (iii) are immediate from the
properties of ı∆ established earlier.
To prove the last formula, using Lemma 3.1.1(ii) we compute
ı∆(du dv) = e
′(−[dv, u] + [du, v])e′′ = e′([du, v] + [u, dv])e′′ = e′(d[u, v])e′′.
The last expression equals d
(
e′·[u, v]·e′′
)
. Thus, in Ω1RA, we obtain dµnc(du dv) =
ı∆(du dv) = d
(
e′ · [u, v] · e′′
)
, hence µnc(du dv) − e
′ · [u, v] · e′′ ∈ R, and we are
done.
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Recall the notation V R := V ∩ MR for any vector subspace V in an R-
bimodule M .
Proposition 4.1.4. Let A be an R-algebra such that the following sequence is
exact
0 −→ R −→ DR0RA
d
−→ DR1RA. (4.1.5)
Then, the map µnc : (DR
2
RA)closed → (A/R)
R can be lifted canonically to a
map µ˜nc in the diagram below
DR1RA
d //
ı∆

(DR2RA)closed
µ˜nc
uu
ı∆

[A,A]R
  d // [A,Ω1RA]
R.
(4.1.6)
The map µ˜nc has the following properties:
• The above diagram commutes and we have µnc(ω) = µ˜nc(ω) mod R;
• The map µ˜nc commutes with the Lie derivative Lθ, for any θ ∈ DerRA.
The exactness of (4.1.5) is equivalent to the following two equalities:
Ker[d : DR0RA→ DR
1
RA] = R and [A,A] ∩R = 0. (4.1.7)
Proof of Proposition. Let ω ∈ DR2RA be a closed 2-form and w ∈ A a represen-
tative of the class µnc(ω) ∈ A/R. We know that dw = 0 in DR
1
RA, by Proposi-
tion 4.1.3(i). Hence, the first equality in (4.1.7) yields w ∈ R+[A,A]. Now, the
second equality in (4.1.7) implies that there is a unique representative of the class
µnc(ω) that belongs to [A,A]. This provides a lift µ˜nc : (DR
2
RA)closed → [A,A].
Further, for any derivation θ ∈ DerRA, we have θ([A,A]) ⊂ [A,A] and
θ(R) = 0. Thus, for any choice of w ∈ R+ [A,A] we get θ(w) ∈ θ(R+ [A,A]) =
θ([A,A]) ⊂ [A,A]. Therefore, we deduce Lθµ˜nc(ω)− µ˜nc(Lθω) ∈ [A,A]. On the
other hand, since µnc commutes with Lθ, we have Lθµ˜nc(ω)− µ˜nc(Lθω) ∈ R. It
follows that Lθµ˜nc(ω) − µ˜nc(Lθω) ∈ R ∩ [A,A] = 0, by the second equality in
(4.1.7). We conclude that the map µ˜nc commutes with Lθ.
Observe finally that the second equality in (4.1.7) implies, in particular, that
R is commutative. Hence, from Proposition 4.1.3(i) we deduce [w, R] ⊂ [R,R] =
0. Thus, w ∈ AR, and we get µ˜nc(ω) ∈ [A,A] ∩ A
R = [A,A]R. This completes
the proof.
4.2 Symplectic 2-forms. We say that a 2-form ω ∈ DR2RA is nondegenerate
if the map i(ω) : DerRA → DR
1
RA, θ 7→ iθω, is a bijection. Given a nonde-
generate form ω ∈ DR2RA, we invert the bijection i(ω) to obtain a bijection
Hω = i(ω)
−1 : DR1RA
∼→ DerR A.
We say that a 2-form ω ∈ DR2RA is bi-nondegenerate if the map ı(ω) :
DerRA→ Ω
1
RA, Θ 7→ ıΘω is a bijection, hence, an isomorphism ofA-bimodules.
Let ω ∈ DR2RA be a bi-nondegenerate 2-form. Applying the functor (−)♮
to the map ı(ω) yields the bijection ı(ω)♮ : (DerRA)♮
∼→ (Ω1RA)♮ = DR
1
RA.
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Further, using the commutativity of diagram (2.8.7), we deduce that the map
m♮ : (DerRA)♮ → DerRA is injective; moreover, one has the following diagram
DerRA = Im(m♮)⊕Ker(i(ω))

i(ω)
)) ))SSS
SS
SS
SS
SS
SS
SS
S
(DerR A)♮ m♮
∼ //
'

m♮
55jjjjjjjjjjjjjjj
Im(m♮)
OO
i(ω)
∼ // DR1RA.
In this diagram, the vertical maps are the natural imbedding and projection
(along Ker(i(ω))), respectively, and the horizontal maps m♮ and i(ω) are both
bijections whose composite equals ı(ω)♮. It follows in particular that, for a
smooth algebra A, any bi-nondegenerate form is automatically nondegenerate.
Next, we invert the bijection ı(ω)♮ and introduce the following composite
Hω : DR
1
RA
ı(ω)−1
♮
∼
// (DerRA)♮
  m♮ // DerRA. (4.2.1)
We see from the diagram above that the map Hω is injective, furthermore,
it provides a section of the projection i(ω) : DerRA ։ DR
1
RA. It follows in
particular that we have
iHω(α)ω = α, ∀α ∈ DR
1
RA. (4.2.2)
Both in the nondegenerate and bi-nondegenerate cases, we also consider the
composite
A♮
d
−→ DR1RA
Hω−→ DerRA, p 7−→ θp := Hω(dp). (4.2.3)
Proposition 4.2.4. Let ω be a closed 2-form and w ∈ A a representative of
the class µnc(ω) ∈ A/R. Let θ ∈ DerRA and put α = iθω. Then
(i) We have θ(w) = −ı∆α.
(ii) The 1-form α ∈ DR1RA is closed if and only if Lθω = 0.
Proof. Let θ ∈ DerRA. The maps iθ and ı∆ anti-commute, by Lemma 2.8.8(ii).
Hence, using (4.2.2) we find θ(w) = iθ(ı∆ω) = −ı∆(iθω) = −ı∆α, and (i)
follows. To prove (ii), we write Lθω = diθω + iθdω = diθω, since dω = 0. We
see that Lθω = 0 if and only if diθω = 0.
Fix a closed 2-form ω ∈ DR2RA. A derivation θ ∈ DerRA is said to be
ω-symplectic if in DR2RA one has Lθω = 0. Clearly, ω-symplectic derivations
form a Lie subalgebra DerωR A ⊂ DerR A.
Definition 4.2.5. A closed 2-form ω ∈ DR2RA is called symplectic, resp., bi-
symplectic, if it is nondegenerate, resp., bi-nondegenerate.
Lemma 4.2.6. Let ω be a closed 2-form and w ∈ A a representative of the
class µnc(ω) ∈ A/R. Then
(i) For any ω-symplectic derivation θ ∈ DerωR A we have θ(w) ∈ R.
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(ii) If ω is either symplectic or bi-symplectic then, for any a ∈ A♮, we have
θa ∈ Der
ω
RA; furthermore, θa(w) = 0.
(iii) If the sequence (4.1.5) is exact then θ ∈ DerωR A implies θ(w) = 0.
Proof. Let θ ∈ DerωR A. Since Lθ commutes with ı∆, from Proposition 4.2.4(ii)
we deduce Lθı∆ω = ı∆Lθω = 0. The map d, hence d
−1, also commutes with Lθ.
Thus, in A/R, we get Lθµnc(ω) = Lθd
−1(ı∆ω) = d
−1(Lθı∆ω) = 0. This means
that Lθw = 0 mod R, hence θ(w) ∈ R, and (i) follows.
Since da is a closed 1-form for any a ∈ A, we deduce from Proposition
4.2.4(ii) that θa ∈ Der
ω
R A. Further, in the special case n = 1, the formula
of Lemma 3.1.1(ii) says that the map ı∆ : Ω
1
RA → [A,Ω
0
RA]
R = [A,A]R is
given by ı∆(a0 da1) = e
′[a1, a0]e
′′; in particular, we have ı∆(da) = 0, for any
a ∈ A. Therefore, since iθaω = da, we conclude that θa(w) = −ı∆(da) = 0, by
Proposition 4.2.4(i). Part (ii) follows.
Finally, let θ ∈ DerωRA. Then θ(w) ∈ R by (i). Thus, in the setting of
Proposition 4.1.4, for w = µ˜nc(ω), we obtain θ(w) ∈ R ∩ θ([A,A]) ⊂ R ∩ [A,A]
= 0. This proves part (iii).
Remark 4.2.7. Let w ∈ A be a representative of the class µnc(ω) ∈ A/R. Then,
for any derivation θ ∈ DerRA, the element θ(w) = iθ(ı∆ω) is independent of
the choice of w. ♦
4.3 Hamilton operators. We are going to introduce the notion of Hamilton
operator, motivated by a similar construction used by Gelfand and Dorfman in
their work on integrable systems, cf. [GD] and [Do].
Let G be a (possibly infinite dimensional) Lie algebra and (C•, d) a com-
plex with differential d : C• → C•+1. By a G-equivariant structure on C•
we mean a pair of linear maps G −→ Homk(C
•, C•), x 7→ Lx, and G −→
Homk(C
•, C•−1), x 7→ ix, which satisfy the standard commutation relations:
[Lx, Ly] = L[x,y], Lx = d ◦ ix + ix ◦d, ix ◦ iy + iy ◦ ix = 0, [Lx, iy] = i[x,y],
for any x, y ∈ G. In this case, we call (C•, d) a G-equivariant complex.
Definition 4.3.1. Let (C•, d) be a G-equivariant complex. A linear map H :
C1 −→ G is said to be skew-symmetric if one has
iH(α1)α2 + iH(α2)α1 = 0, ∀α1, α2 ∈ C
1. (4.3.2)
A skew-symmetric map H is called a Hamilton operator if one has
iH(α3)LH(α1)α2 + cyclic permutations of {1, 2, 3} = 0, ∀α1, α2, α3 ∈ C
1.
(4.3.3)
Given a skew-symmetric map H, we introduce the following bilinear pairings
(0) {−,−}0H : C
0 × C0 −→ C0, (p, q) 7−→ {p, q}0H := iH(dp)dq;
(1) {−,−}1H : C
1 × C1 −→ C1, (4.3.4)
(α, β) 7−→ {α, β}1H := iH(α) ◦dβ − iH(β) ◦dα+ d ◦ iH(α)β
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The main results about Hamilton operators, due to Gelfand and Dorfman,
may be summarized as follows.
Proposition 4.3.5. (i) A skew-symmetric map H is a Hamilton operator if and
only if one has
[H(α),H(β)] = H
(
{α, β}1H
)
, ∀α, β ∈ C1.
(ii) For any Hamilton operator H, the bilinear pairing given by the first, resp.
second, formula in (4.3.4) makes C0, resp., C1, a Lie algebra.
(iii)With these Lie algebra structures, the maps C0
d
−→ C1
H
−→ G are both
Lie algebra homomorphisms.
The Lie bracket on C0 given by the first formula in (4.3.4) is usually referred
to as the Poisson bracket on C0 induced by H.
A basic example of Hamilton operators is provided by Poisson bivectors.
Specifically, let X be a smooth manifold, and write T (X) for the Lie algebra
of vector fields on X and Ω•(X) for the graded space of differential forms on
X . The de Rham complex,
(
Ω•(X), d
)
, has an obvious structure of T (X)-
equivariant complex. Now, to each bivector π ∈ Γ(X,∧2TX) one associates a
skew-symmetric map Hπ : Ω
1(X)→ T (X), α 7→ iπα. This map is a Hamilton
operator if and only if the bivector π defines a Poisson structure on X , which
holds if and only if π has vanishing Schouten bracket: [π, π] = 0.
4.4 Hamilton operator arising from a bi-symplectic form. The T (X)-
equivariant complex of differential forms on a manifold X , considered above,
may be generalized to the noncommutative setup. Specifically, for any R-algebra
A, the Karoubi-de Rham complex DR•RA has an obvious structure of DerRA-
equivariant complex.
Any symplectic or bi-symplectic 2-form ω ∈ DR2RA gives rise to a Hamilton
operator Hω : DR
1
RA → DerR A. This is the map Hω introduced in Sect. 4.2,
see (4.2.1). One can verify that the equation dω = 0 implies condition (4.3.3)
in the definition of Hamilton operator.
According to Proposition 4.3.5, the Hamilton operator Hω : DR
1
RA →
DerRA gives the space A♮ = DR
0
RA a Lie algebra structure. Thus, we obtain
the following result, first discovered by Kontsevich, cf. [Ko],[BLB],[Gi]:
Proposition 4.4.1. For any symplectic or bi-symplectic 2-form ω ∈ DR2RA, the
pairing (p, q) 7−→ {p, q} := θp(q) mod [A,A] gives A♮ a Lie algebra structure.
With this structure, the map A♮ → Der
ω
RA, p 7−→ θp becomes a Lie algebra
homomorphism.
Recall that we have a moment map µnc : (DR
2
RA)closed → A/R. Let w ∈ A
be a representative of the class µnc(ω) ∈ A/R, and write R[w] for the subalgebra
of A generated by R and w. Notice that the subalgebra R[w] is independent
of the choice of w. Notice further that, by Proposition 4.1.3(i), we may always
find a representative w that commutes with R. This justifies the notation R[w].
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Lemma 4.4.2. The image of the composite R[w] →֒ A ։ A♮ is contained in
the center of the Lie algebra A♮.
Proof. For any p ∈ A♮, r
′, r′′ ∈ R, and m = 1, 2, . . . , we compute
{p, r′·wm·r′′} = θp(r
′·wm·r′′) = r′·θp(w
m)·r′′ = r′·
(
m∑
k=0
wk ·θp(w)·w
m−k
)
·r′′.
Each term in the last sum vanishes since θp(w) = 0, by Lemma 4.2.6(ii).
Next, write AwA ⊂ A for the two-sided ideal generated by w. The algebra
Aw := A/AwA may be thought of as a Hamiltonian reduction of A.
The following important result will be proved in Sect. 7.1.
Proposition 4.4.3. (i) For any p ∈ A♮ the derivation θp preserves the ideal
AwA, hence induces a well-defined derivation θ¯p : Aw → Aw.
(ii) The Lie bracket on A♮ descends to a well-defined Lie bracket on (Aw)♮.
(iii) There is a Lie algebra map ϕ¯ making the following diagram commute
A♮
p7→θ¯p //
proj

DerR(Aw)
proj

(Aw)♮
ϕ¯ // DerR(Aw)/ InnR(Aw).
4.5 Hamilton operators via Hochshild homology. Another class of ex-
amples of equivariant complexes arises from Hochschild homology.
In more detail, given an R-algebra A and an A-bimodule M, let HkR(A,M),
resp. HRk (A,M), denote the k-th Hochschild cohomology, resp. Hochschild
homology, group (with coefficients in M) of the algebra A relative to the sub-
algebra R. In particular, we have H0R(A,M) =M
A, the centralizer of A in M ,
and HR0 (A,M) = M/[A,M ], the commutator quotient of M . Also, we have
H1R(A,M) = DerR(A,M)/ InnR(A,M).
Remark 4.5.1. If the algebra R is semisimple, then one has a canonical iso-
morphism H•R(A,M)
∼= H•(A,M), between relative and absolute Hochschild
cohomology of A, cf. [Lo, §1.2.13]. However, this isomorphism will play no role
below. ♦
In the special case M = A, we shall use simplified notation HHkR(A) :=
HkR(A,A), resp. HH
R
k (A) = H
R
k (A,A).
We recall that Hochschild cohomology of an associative algebra has a natural
Gerstenhaber bracket HHk−1R (A)×HH
l−1
R (A) −→ HH
k+l−1
R (A). This bracket,
together with cup-product, give HH•R(A) the structure of a Gerstenhaber alge-
bra. The Gerstenhaber bracket on HH1R(A) is the one induced by the commu-
tator bracket on derivations.
Further, there is a natural contraction-pairing i : HHkR(A) × HH
R
l (A) →
HHRl−k(A) and Lie derivative pairing L : HH
k
R(A) ×HH
R
l (A) → HH
R
l−k+1(A)
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which make Hochschild homology a module over the Gerstenhaber algebra
HH•R(A). Furthermore, the resulting Lie derivative action of the Lie algebra
HH1R(A) on Hochschild homology may be promoted to a structure of HH
1
R(A)-
equivariant complex on HHR• (A), with the Connes differential B : HH
R
• (A) →
HHR•+1(A) playing the role of differential, see [GDT], [Lo, Ch. 3].
In particular, in the special case l = 0 we get an action of the Lie algebra
HH1R(A) on A♮. It is easy to verify that this action is induced by the tautolog-
ical DerRA-action on A; the induced DerR A-action on A♮ clearly descends to
DerRA/ InnRA since any inner derivation maps A to [A,A].
To construct Hamilton operators for this equivariant complex, we exploit
the main idea due to Van den Bergh [VB1].
To this end, observe that the inner bimodule structure on A ⊗ A survives
in H•R(A,A⊗ A), hence, makes each cohomology group HH
k
R(A,A ⊗A) an A-
bimodule. Now, fix an integer d > 0 and assume that HHkR(A,A ⊗ A) = 0
unless k = d. Assume, in addition, that A has finite Hochschild dimension, cf.
Correction to [VB1]. Then, according to (a relative version of) [VB1, Thm. 1],
one has canonical duality isomorphisms
HRk
(
A, HdR(A,A⊗A)
)
∼= HHd−kR (A), ∀k = 0, 1, . . . . (4.5.2)
For any central element π ∈ HdR(A,A ⊗ A)
A, we introduce the following
composition of A-bimodule maps
Hπ : HH
R
k (A)
a7→a·π // HRk
(
A, HdR(A,A ⊗A)
) (4.5.2)
∼
// HHd−kR (A). (4.5.3)
A central element m ∈ MA of an A-bimodule M is said to be a unit if the
map a 7→ a ·m = m · a yields an A-bimodule isomorphism A ∼→M . Thus, any
bimodule that has a unit is non-canonically isomorphic to A as an A-bimodule.
Now, assume that one has a unit π ∈ HdR(A,A⊗A)
A. Then, the composite
map in (4.5.3) provides anA-bimodule isomorphismHπ : HH
R
• (A)
∼→ HHd−•R (A).
Wemay use this isomorphism to transport the Connes differential B : HHR• (A)→
HHR•+1(A) to a differential ∂π : HH
•
R(A)→ HH
•−1
R (A).
Claim 4.5.4. (i) For any π ∈ HdR(A,A ⊗ A)
A, the morphism in (4.5.3) inter-
twines contraction and cup-product maps, i.e., we have
Hπ(iηα) = η ∪ Hπ(α), ∀α ∈ HH•(A), η ∈ HH
•(A).
(ii) Assume in addition that the algebra A has finite Hochschild dimension
and there is an integer d > 0 such that one has A-bimodule isomorphisms
(Gorenstein type property):
HkR(A,A⊗A)
∼=
{
A if k = d
0 else.
(4.5.5)
Then, for any choice of unit π ∈ HdR(A,A ⊗ A)
A, the differential ∂π makes
Hochschild cohomology, equipped with the standard Gerstenhaber algebra struc-
ture, into a Batalin-Vilkovisky algebra, in other words, for the Gerstenhaber
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bracket on Hochschild cohomology one has
{u, v} = ∂π(u·v)− ∂π(u)·v − (−1)
ku·∂π(v), ∀u ∈ HH
k
R(A), v ∈ HH
l
R(A).
We defer the proof of this Claim to a separate publication.
Example 4.5.6. Let A = k[X ] be the coordinate ring of a smooth affine algebraic
variety X of dimension d := dimX. In this case we have HHkR(A,A ⊗ A) = 0
unless k = d. A choice of unit π ∈ HdR(A,A⊗A)
A = Γ(X,∧dTX) corresponds to
a choice of a nowhere vanishing section of the canonical sheaf KX = Ω
d
X . This
section gives a trivialization of KX . Thus, X is a Calabi-Yau manifold, and
the Batalin-Vilkovisky structure of Claim 4.5.4(ii) is nothing but the standard
Batalin-Vilkovisky structure on the space
⊕
k≥0 Γ(X,∧
kTX) associated with
the chosen volume form π−1 ∈ ΩdX , cf. e.g. [Sch]. ♦
The special case where property (4.5.5) holds for d = 2 leads to a construc-
tion of Hamilton operators. Specifically, one has the following result that may
be thought of as a homological analogue of the construction of Poisson brackets
used in [VB2].
Proposition 4.5.7. Let A be an R-algebra of finite Hochschild dimension such
that condition (4.5.5) holds for d = 2.
Then, for any choice of unit π ∈ H2R(A,A ⊗ A)
A, the corresponding map
Hπ : HH
R
1 (A)
∼→ HH1R(A) in (4.5.3) is a Hamilton operator for HH
R
• (A), viewed
as an HH1R(A)-equivariant complex.
In particular, the space A/[A,A] acquires a natural Lie bracket {−,−}π, cf.
Proposition 4.3.5(ii).
The proposition above easily follows from Claim 4.5.4. To see this, let
H := Hπ, pick α, β ∈ HH1(A), and put u := H(α) and v = H(β). We ap-
ply the isomorphism H−1 : HH1(A) ∼→ HH1(A) to the displayed formula in
Claim 4.5.4(ii). Using part (i) of Claim 4.5.4 and writing [−,−]Gerst for the
commutator in HH1(A), we obtain
H−1
(
[H(α),H(β)]Gerst
)
= B(iH(α)β) + iH(α)B(β) − iH(β)B(α).
The right hand side here is nothing but the bracket {α, β}1H introduced in (4.3.4).
We see that the above equation is exactly the one from Proposition 4.3.5(i).
5 Noncommutative cotangent bundle.
5.1 Following an idea of [CB2], for any R-algebra B, we define T ∗B :=
TB(DerRB), the tensor algebra of the B-bimodule DerRB. Thus, T
∗B =
⊕k≥0T
∗
kB, is a graded B-algebra such that T
∗
0B = B. The algebra T
∗B may
be thought of as the coordinate ring of the ‘noncommutative cotangent bun-
dle’ on SpecB, a ‘noncommutative space’. Indeed, we will see later that the
representation functor takes the algebra T ∗B to the cotangent bundle on the
representation scheme for the algebra B.
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Write ∆B for the ∆-derivation ∆B : B → B⊗B; this derivation will be fre-
quently viewed as an element of T ∗1B = DerR B. We also have the ∆-derivation
∆T∗B : T
∗B → T ∗B ⊗ T ∗B, and an Euler derivation E : T ∗B → T ∗B arising
from the grading on T ∗B, thus, E(a) = k · a, for any a ∈ T ∗kB.
Theorem 5.1.1. Assume that B is smooth. Then, the algebra T ∗B is also
smooth and it has a canonical bi-symplectic 2-form ω ∈ DR2R(T
∗B), such that
LEω = ω, and such that the derivation ∆B ∈ T
∗
1B = DerRB is a representative
of the class µnc(ω).
Remark 5.1.2. The bi-symplectic structure on T ∗B is closely related to the
‘double bracket’ on T ∗B introduced by Van den Bergh [VB2].
In more detail, for any p ∈ T ∗B, let Θp : T
∗B → T ∗B ⊗ T ∗B denote
the double derivation corresponding to the 1-form dp under the isomorphism
DerR(T
∗B) ∼= Ω1R(T
∗B) provided by the bi-symplectic form of Theorem 5.1.1.
Given Φ,Ψ ∈ DerR B, view these double derivations of B as two degree 1
elements of T ∗B, and let p := Φ. Then, we have a well-defined element ΘΦ(Ψ) ∈
T ∗B ⊗ T ∗B. This is again an element of degree 1 with respect to the induced
grading on the tensor product, i.e., an element of (B⊗DerRB)⊕(DerRB⊗B).
The map T ∗B ⊗ T ∗B → T ∗B ⊗ T ∗B, Φ ⊗ Ψ 7−→ ΘΦ(Ψ) can be shown, see
Appendix to [VB2], to be equal to Van den Bergh’s double bracket. ♦
Theorem 5.1.1 combined with Proposition 4.4.1 provides the graded space
(T ∗B)♮ with a natural Lie algebra structure such that the Lie bracket has degree
(−1). Using the explicit construction of the bi-symplectic 2-form of the Theorem
given in Sect. 5.4 below, one proves
Corollary 5.1.3. (i) For any R-algebra A, the space (DerRA)♮ has a natural
Lie algebra structure.
(ii) With this Lie algebra structure on (DerRA)♮ and the standard Lie alge-
bra structure on DerRA given by the commutator of derivations, the canonical
map m∗ : (DerRA)♮ → DerR A, cf. Proposition 2.3.2, becomes a Lie algebra
morphism.
Next, following [CB2], for any r ∈ R we define an associative R-algebra
Πr(B) to be the quotient of T ∗B by the two-sided ideal generated by the element
∆B − r ∈ T
∗
1B + T
∗
0B.
For r = 0, the grading on T ∗B induces a grading Π0(B) =
⊕
k≥0Π
0
k(B) on
the algebra Π0(B). Therefore, the Euler derivation E descends to a derivation
E : Π0(B)→ Π0(B).
For a general r ∈ R, the grading on T ∗B gives rise to an increasing filtration
F0Π
r(B) ⊂ F1Π
r(B) ⊂ . . . . Writing grΠr(B) for the corresponding associated
graded algebra, one has a natural surjective graded algebra map Π0(B) ։
grΠr(B).
Remark 5.1.4. It has been shown in [CB2], that
• There is a canonical isomorphism Π0(B) ∼= T •B(H
1
R(B,B ⊗B)).
• If B = k[X ] is the coordinate ring of a smooth affine curve X , then we have
Π0(k[X ]) ∼= k[T ∗X ], the coordinate ring of the total space of the cotangent
bundle on X .
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• If B = kQ is the path algebra of a quiver Q, then Πr(kQ) ∼= Πr(Q) is the
corresponding deformed preprojective algebra, as defined in [CBH].
For r = 0, the grading on the algebra Π0(B) induces a grading Π0(B)♮ =⊕
k≥0 Π
0
k(B)♮. With respect to this grading, the Lie bracket on Π
0(B)♮ has
degree (−1), that is, we have {−,−} : Π0k(B)♮×Π
0
l (B)♮ → Π
0
k+l−1(B)♮, for any
k, l ≥ 0. Therefore, the map ELie : Π
0(B)♮ → Π
0(B)♮, such that ELie(a) :=
(k− 1) · a, ∀a ∈ Π0k(B)♮, k = 0, 1, . . . , is a derivation of the Lie algebra Π
0(B)♮.
We let k·ELie⋉Π
0(B)♮ denote the corresponding semi-direct product Lie algebra.
The following result will play an important role in applications to prepro-
jective algebras associated with quivers.
Proposition 5.1.5. (i) The Lie bracket on (T ∗B)♮ descends to a Lie algebra
structure on Πr(B)♮, and there is a natural Lie algebra morphism Π
r(B)♮ →
HH1R(Π
r(B)), p 7→ θ¯p.
(ii) For r = 0, the assignment p 7→ θ¯p, ELie 7→ E, gives rise to a Lie algebra
morphism k · ELie ⋉ (Π
0(B)♮/R) → HH
1
R(Π
0(B)). This morphism is injective
provided one has (DR0RB)closed = R.
Part (i) of the Proposition is immediate from Proposition 4.4.3 applied to
the algebra A = T ∗B. Further, it is straightforward to see that the map of part
(ii) is a Lie algebra morphism. The injectivity statement in part (ii) is more
complicated; it will be proved later, in Sect. 7.4.
Note that condition (DR0RB)closed = R in part (ii) may be interpreted as
saying that the algebra B is connected.
5.2 The Liouville 1-form. We recall the structure of Ω1R(TBM), the bimod-
ule of noncommutative 1-forms on the tensor algebra A := TBM of an arbitrary
B-bimodule M . To this end, introduce the following A-bimodule
Ω˜ := (A⊗B Ω
1
RB ⊗B A)
⊕
(A⊗R M ⊗R A). (5.2.1)
Abusing the notation slightly, for any a′, a′′ ∈ A, m ∈ M,β ∈ Ω1RB, we write
a′ · m˜ · a′′ := 0⊕ (a′ ⊗m⊗ a′′) ∈ Ω˜ and a′ · β˜ · a′′ := (a′ ⊗ β ⊗ a′′)⊕ 0 ∈ Ω˜.
Let Q denote the A-subbimodule in Ω˜ generated by the following set
{(b˜′mb′′)− d˜b′ ·(mb′′)− b′ ·m˜·b′′ − (b′m)·d˜b′′}{b′,b′′∈B,m∈M} (5.2.2)
Lemma 5.2.3. Let M be a projective Be-module, and A := TBM . Then
(i) There is an A-bimodule isomorphism Ω1RA
∼= Ω˜/Q.
(ii) The imbedding of the first direct summand in Ω˜, resp. the projection to
the second direct summand in Ω˜, induces, via the isomorphism in (i), a canonical
extension of A-bimodules
0 −→ A⊗B Ω
1
RB ⊗B A
ε
−→ Ω1RA
ν
−→ A⊗B M ⊗B A −→ 0.
(iii) The assignment B ⊕M = T 0BM ⊕ T
1
BM → Ω˜, b⊕m 7→ db˜ + m˜ extends
uniquely to a derivation d˜ : A = T •BM → Ω˜/Q; this derivation corresponds, via
the isomorphism in (i), to the canonical universal derivation d : A→ Ω1RA.
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(iv) If B is smooth and M is finitely generated (as a Be-module), then the
algebra A = TBM is also smooth.
Proof. First of all, using the relations (5.2.2) it is straightforward to verify that
the assignment b⊕m 7−→ d˜b+ m˜ gives rise to a derivation d˜ : A→ Ω˜/Q.
Now, let E be an A-bimodule and let δ : A → E be a derivation. Again,
the relations (5.2.2) insure that the assignment d˜b+ m˜ 7−→ δ(b) + δ(m) extends
to a well-defined A-bimodule map Ω˜/Q → E. It follows that the derivation
d˜ : A→ Ω˜/Q enjoys the universal property for the bimodule of 1-forms. Thus,
we conclude that Ω1RA
∼= Ω˜/Q. This proves (i) and (iii).
Part (ii) is clear from (5.2.2), see also [CQ, Corollary 2.10]; part (iv) is [CQ,
Proposition 5.3(3)].
Recall that, associated with any 1-form α ∈ DR1RB, there is a B-bimodule
map ı(α) : DerRB → B, Θ 7→ ıΘα. This map extends uniquely to an algebra
homomorphism ı(α) : T ∗B = TB(DerRB) −→ B, such that ı(α)|T∗
0
B = IdB
and ı(α)|T∗
1
B = ı(α). Finally, the algebra homomorphism ı(α) induces, by
functoriality, a DG algebra homomorphism ı(α)∗ : Ω
•
R(T
∗B)→ Ω•RB.
Proposition 5.2.4. Assume that B is smooth. Then, there is a canonical
Liouville 1-form λ ∈ DR1R(T
∗B) such that the following holds:
(i) One has iEλ = 0, and LEλ = λ.
(ii) In T ∗1B = DerRB, we have ı∆T∗Bλ = ∆B .
(iii) For any 1-form α ∈ DR1RB, in DR
1
RB, we have ı(α)∗(λ) = α.
Remark 5.2.5. The Proposition above is a noncommutative analogue of a similar
result for the standard Liouville 1-form on T ∗X , the cotangent bundle on a
manifold X . To explain this, observe that any 1-form α on X is, by definition,
a section α : X → T ∗X of the cotangent bundle. Now, equation ı(α)∗(λ) = α
of the Proposition is an analogue of the equation α∗(λ) = α, for the pull-back
of the Liouville 1-form on T ∗X via the section α : X → T ∗X . ♦
To construct the Liouville 1-form, we consider the following natural maps
(DerRB)⊗Be Ω
1
RB = HomBe(Ω
1
RB,B ⊗B)⊗Be Ω
1
RB → HomBe(Ω
1
RB,Ω
1
RB).
Since B is smooth, the last map is a bijection, cf. Proposition 2.3.2. We invert
this bijection and let Λ ∈ (DerR B) ⊗Be Ω
1
RB denote the canonical element
corresponding to the identity Id ∈ HomBe(Ω
1
RB,Ω
1
RB) under the composite
(from right to left) of the inverse maps in the displayed formula above.
We can write Λ =
∑
s ℘s ⊗ γs, for some ℘s ∈ DerRB and γs = dbs, where
bs ∈ B and s = 1, . . . , l. The map Ω
1
RB → Ω
1
RB that corresponds to the element∑
s ℘s⊗ γs is given by the formula α 7−→
∑
s(i
′
℘s
α)·γs·(i
′′
℘s
α). By construction,
this should be the identity map; thus we must have∑
s
(i′℘sα)·γs ·(i
′′
℘s
α) = α, ∀α ∈ Ω1RB. (5.2.6)
Now, by Lemma 5.2.3(ii) applied to the B-bimodule M = DerRB, there is
a canonical T ∗B-bimodule imbedding ε : T ∗B ⊗B Ω
1
RB ⊗B T
∗B →֒ Ω1R(T
∗B).
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Applying the commutator quotient functor E 7−→ E/[T ∗B, E] to the T ∗B-
bimodule map ε we get the following chain of natural maps
T ∗B ⊗B Ω
1
RB
[B, T ∗B ⊗B Ω1RB]
=
T ∗B ⊗B Ω
1
RB ⊗B T
∗B
[T ∗B, T ∗B ⊗B Ω1RB ⊗B T
∗B]
ε
−→
Ω1R(T
∗B)
[T ∗B, Ω1R(T
∗B)]
.
The leftmost term in this formula is nothing but T ∗B ⊗Be Ω
1
RB and the right-
most term equals DR1R(T
∗B). Thus, we have canonical maps
(DerRB)⊗Be Ω
1
RB = T
∗
1B ⊗Be Ω
1
RB →֒ T
∗B ⊗Be Ω
1
RB → DR
1
R(T
∗B).
We define λ ∈ DR1R(T
∗B) to be the image of the canonical element Λ ∈
(DerRB) ⊗Be Ω
1
RB under the composite map above. Writing Λ =
∑
s ℘s ⊗ γs
and using the same notation as in formulas (5.2.1)-(5.2.2), we get the following
analogue of the classical expression ‘λ = p dq’ for the Liouville 1-form:
λ =
l∑
s=1
℘s ·γ˜s =
l∑
s=1
℘s ·d˜bs, ℘s ∈ DerR B = T
∗
1B, γs = dbs, bs ∈ B. (5.2.7)
5.3 Given a B-bimodule M , let M∨ := HomBe(M,B ⊗ B) denote the dual
B-bimodule equipped with the B-bimodule structure induced by the inner B-
bimodule structure on B ⊗ B. We have a canonical B-bimodule map bidual :
M → (M∨)∨. This map is an isomorphism for any finitely generated projective
Be-module M .
In the special case M = Ω1RB, we have (Ω
1
RB)
∨ = HomBe(Ω
1
RB,B ⊗ B) =
DerRB. Therefore, if Ω
1
RB is a finitely generated projective bimodule, one also
has a canonical B-bimodule isomorphism bidual : Ω1RB
∼→ (DerRB)
∨, α 7→
α∨ = bidual(α). Explicitly, for α ∈ Ω1RB, the element α
∨ is a map given by
α∨ : DerRB → B ⊗B, Θ 7−→ −i
′′
Θα⊗ i
′
Θα, (5.3.1)
where the flip of the order of tensor factors is due to the fact that the B-
bimodule structure on HomBe(DerRB,B ⊗B) comes from the inner bimodule
structure onB⊗B and the negative sign comes from the sign of the transposition
permutation.
Further, we have canonical bijections
DerR B ⊗
Be
Ω1RB
Id⊗bidual
−−−−−→
∼
DerRB ⊗
Be
(DerRB)
∨ →
∼
HomBe(DerR B,DerRB).
The composite of these bijections sends the canonical element Λ =
∑
s ℘s⊗γs ∈
(DerRB)⊗Be Ω
1
RB to the identity map Id : DerRB → DerR B. This yields the
following identity, dual in some sense to the identity (5.2.6):∑
s
Θ′′(bs)·℘s ·Θ
′(bs) =
∑
s
i′′Θ(γs)·℘s ·i
′
Θ(γs) = Θ, ∀Θ ∈ DerRB. (5.3.2)
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Proof of Proposition 5.2.4. To prove (i), we compute iEλ =
∑
s iE(℘s · γ˜s) =∑
s ℘s · (iEγ˜s) = 0, since iEβ˜ = 0 for any β ∈ Ω
1
RB. Observe further that λ
belongs to the image of T ∗1B ⊗B Ω
1
RB ⊗B T
∗
0B in DR
1
R(T
∗B), cf. (5.2.7). We
deduce that LEλ = λ.
To prove property (ii) in the Proposition, we apply formula (5.3.2) to Θ =
∆B and observe that, for any b ∈ B, one has i∆T∗B d˜b = ∆T∗B (˜b) = ∆˜Bb. Thus,
in T ∗B, we obtain a chain of equalities
ı∆T∗Bλ =
∑
s
(i′′∆T∗B γ˜s)·℘s ·(i
′
∆T∗B
γ˜s) =
∑
s
∆˜′′B(bs)·℘s ·∆˜
′
B(bs) = ∆˜B.
To prove (iii), fix α ∈ DR1RB. Then, we find
ı(α)∗(λ) =
∑
s
ı(α)∗
(
℘s ·γ˜s
)
=
∑
s
(ı℘sα)·γs.
But (ı℘sα) · γs = (i
′′
℘s
α) · (i′℘sα) · γs = (i
′
℘s
α) · γs · (i
′′
℘s
α) mod [Ω1RB,B]. Hence,
using the identity in (5.2.6) we get ı(α)∗(λ) = α, as required.
5.4 We put ω := dλ ∈ DR2R(T
∗B). This is a closed 2-form.
To avoid confusion, we write w := ∆B , viewed as an element of T
∗
1B.
Proposition 5.4.1. (i) The 2-form ω is bi-symplectic.
(ii) We have ı∆T∗Bω = dw and λ = iEω.
(iii) For any p ∈ T ∗kB, k = 0, 1, . . . , in (T
∗B)♮, we have:
iad pλ = p ·w, and iθpλ = k·p.
It is clear that the Proposition above implies Theorem 5.1.1.
In preparation for the proof of Proposition 5.4.1 we put A := T ∗B and
M := DerRB. We apply the functor HomAe(−, A ⊗ A) to the short exact
sequence in Lemma 5.2.3(ii). For a smooth algebra B, one obtains this way the
following short exact sequence
0→ A⊗B (DerR B)
∨ ⊗B A
ν∨
−→ (Ω1RA)
∨ ε
∨
−→ A⊗B (Ω
1
RB)
∨ ⊗B A→ 0.
Note that the middle term in this short exact sequence may be identified with
(Ω1R(T
∗B))∨ ∼= DerR(T
∗B).
Now, contraction with ω gives a T ∗B-bimodule map ı(ω) : DerR(T
∗B) →
Ω1R(T
∗B), and we have
Lemma 5.4.2. Let B be a smooth algebra and A := T ∗B. Then, the following
diagram commutes
0→ A⊗B (DerRB)
∨ ⊗B A
ν∨ //
−Id⊗bidual⊗Id
DerRA
ε∨ //
ı(ω)

A⊗B (Ω
1
RB)
∨ ⊗B A→ 0
Id
0→ A⊗B (Ω
1
RB)⊗B A
ε // Ω1RA
ν // A⊗B (DerR B)⊗B A→ 0
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Proof. We use the notation of Sect. 5.2. Thus, we have the canonical element
Λ =
∑
s ℘s ⊗ γs, the Liouville 1-form λ =
∑
s ℘s · γ˜s, and the 2-form ω = dλ =∑
s d℘s · γ˜s, where γs = dbs, see (5.2.7). Given Θ ∈ DerR(T
∗B), we find
ıΘω =
∑
s
ıΘ(d℘s · γ˜s) (5.4.3)
= −
∑
s
i′′Θ(d℘s)·γ˜s ·i
′
Θ(d℘s) +
∑
s
i′′Θ(γ˜s)·d℘s ·i
′
Θ(γ˜s)
= −
∑
s
Θ′′(℘s)·γ˜s ·Θ
′(℘s) +
∑
s
Θ′′(˜bs)·d℘s ·Θ
′(˜bs).
Now, let α ∈ Ω1RB and put
→
α := 1⊗ bidual(α)⊗ 1 ∈ T ∗B ⊗B (DerR B)
∨ ⊗B T
∗B ⊂ DerR(T
∗B).
Thus,
→
α : T ∗B → T ∗B ⊗ T ∗B is a derivation of degree (−1) that annihilates
the space T ∗0B = B and acts on T
∗
1B = DerR B as the map α
∨ : DerRB →
B ⊗ B = T ∗0B ⊗ T
∗
0B ⊂ T
∗B ⊗ T ∗B given by formula (5.3.1). Therefore, for
Θ =
→
α, the second sum in the last line of formula (5.4.3) vanishes, and we obtain
ı→
α
ω = −
∑
s
(
→
α)′′(℘s)·γ˜s ·(
→
α)′(℘s)
= −
∑
s
(α∨)′′(℘s)·γ˜s ·(α
∨)′(℘s) =
∑
s
i′℘s(α)·γ˜s ·i
′′
℘s
(α) = α˜,
where in the third equality we used formula (5.3.1), and the last equality is
due to identity (5.2.6). This proves that the left square in the diagram of the
Lemma commutes.
Next, we prove the commutativity of the right square in the diagram of the
Lemma. Since all maps in the diagram are T ∗B-bimodule maps, it suffices to
verify commutativity on any derivation Θ ∈ DerR(T
∗B) such that ε∨(Θ) ∈
1 ⊗ (Ω1RB) ⊗ 1. This condition means that we have Θ(T
∗
0B) ⊂ T
∗
0B ⊗ T
∗
0B.
Thus, Θ gives a derivation ΘB : B → B⊗B, and we have ε
∨(Θ) = 1⊗ΘB⊗1 ∈
T ∗B⊗B (Ω
1
RB)⊗B T
∗B. We deduce that one has Θ(˜b) = Θ˜B(b), for any b ∈ B.
We now take Θ as above and apply the map ν (in the bottom row of the
diagram of the Lemma) to the expression in the last line of (5.4.3). The first
sum in this expression is annihilated by the map ν. Also, we have ν(d℘s) = ℘s.
Therefore, from (5.4.3) we get
ν(ıΘω) =
∑
s
ν
(
Θ′′(˜bs)·d℘s ·Θ
′(˜bs)
)
=
∑
s
Θ˜′′B(bs)·℘s ·Θ˜
′
B(bs) = Θ˜B,
where the last equality is due to identity (5.3.2). This proves that the right
square in the diagram of the Lemma commutes.
Proof of Proposition 5.4.1. To prove that ω = dλ ∈ DR2(T ∗B) is a bi-symplectic
form, we must show that the vertical map ı(ω) in the middle of the diagram of
Lemma 5.4.2 is a bijection. But the vertical maps on the left and on the right of
the diagram of Lemma 5.4.2 are both bijections. Hence, the statement follows
from the commutativity of the diagram by diagram chase.
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Next, by Proposition 5.2.4 we get d(∆B) = d(ı∆T∗Bλ) = −ı∆T∗B (dλ) =
−ı∆T∗Bω. Also, we compute iEω = iE(dλ) = LEλ − d(iEλ) = λ, since iEλ = 0.
Further, by Corollary 3.2.2, we know that iad pω = p dw. Thus we find
iad pλ = −iad piEω = iEiad pω = iE(p dw) = p·E(w) = p·w,
where in the last equality we have used that the element w has degree 1 with
respect to the grading on T ∗B. Similarly, for any p ∈ T ∗kB, we have E(p) = k ·p.
Hence, we obtain
iθpλ = −iθp iEω = iE iθpω = iE dp = E(p) = k·p. 2
6 The representation functor
Throughout this section, k is an algebraically closed field of characteristic zero.
6.1 Representation schemes. Let I be a finite set and R = kI, the algebra
of functions I → k with pointwise multiplication. For each i ∈ I, let ei ∈ R be
the characteristic function of the one point set {i} ⊂ I. We have 1 =
∑
i∈I ei,
furthermore, e :=
∑
i∈I ei ⊗ ei is the symmetric separability element for R.
Giving a left R-module V is the same thing as giving an I-graded vector
space V =
⊕
i∈I Vi, where Vi = eiV . For any left R-module V , the action of R
gives an algebra map R→ Homk(V, V ). This makes Homk(V, V ) an R-algebra,
to be denoted End := Homk(V, V ) below.
From now on, let A be a finitely presented associative R-algebra. Given
a finite dimensional left R-module V =
⊕
i∈I Vi, we may consider the set
HomR-alg(A,End) of all R-algebra maps ρ : A → End. More precisely, there
is an affine scheme of finite type over k, to be denoted Rep(A, V ), such that the
set HomR-alg(A,End) is the set of k-points of Rep(A, V ). The latter scheme, by
definition, represents the functor B 7−→ HomR-alg
(
A,EndB(B ⊗ V )
)
, from the
category of finitely generated commutative k-algebras to the category Sets.
Let GL(V )R =
∏
iGL(Vi) be the group of R-module automorphisms of V ,
and let Gm ⊂ GL(V )
R be the 1-dimensional torus of scalar automorphisms of
V . We put G := GL(V )R/Gm, and let g = LieG be the Lie algebra of G. We
may (and will) identify both g and its dual, g∗, with the codimension 1 subspace
in ⊕i Endk Vi formed by linear maps with the vanishing total trace.
From now on, we will assume that the scheme Rep(A, V ) is non-empty, and
write k[Rep(A, V )] for its coordinate ring. We consider k[Rep(A, V )] ⊗ End, a
tensor product of associative algebras. The mapR→ End makes k[Rep(A, V )]⊗
End an R-algebra that may also be identified with the algebra of regular maps
Rep(A, V ) → End, equipped with pointwise multiplication. The action of G
on V makes Rep(A, V ) a G-scheme. This gives a G-action on k[Rep(A, V )] by
algebra automorphisms. We also have a G-action on End, by conjugation, and
we let G act diagonally on k[Rep(A, V )]⊗End. We write k[Rep(A, V )]G, resp.,(
k[Rep(A, V )]⊗ End
)G
, for the corresponding subalgebra of G-invariants.
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6.2 Evaluation homomorphisms. Write SymE =
⊕
j≥0 Sym
j
k
E for the
symmetric algebra of a k-vector space E.
Given an I-tuple {di ∈ k}i∈I , we define a linear function d : R → k by
the assignment ei 7−→ di. This function extends by multiplicativity to an alge-
bra map SymR → k, and thus makes k a 1-dimensional SymR-module to be
denoted kd.
Now let V =
⊕
i∈I Vi be a finite dimensional left R-module. We put di :=
dimVi, and write d = d(V ) : ei 7→ di for the corresponding linear function
d : R→ k.
Let A be an R-algebra. The composite map R →֒ A։ A♮ induces a graded
algebra homomorphism SymR → Sym(A♮). We introduce a commutative k-
algebra Od(A) := kd
⊗
SymR Sym(A♮).
To each element a ∈ A, one associates the following evaluation function
â : Rep(A, V ) → End, ρ 7→ â(ρ) := ρ(a). The assignment a 7−→ â clearly gives
an associative R-algebra homomorphism
ev : A −→
(
k[Rep(A, V )]⊗ End
)G
, a 7−→ â.
For any a ∈ A, composing the function â with the trace map Tr : End→ k,
applied to the second tensor factor above, we obtain a G-invariant element
Tr â ∈ k[Rep(A, V )]G. If a ∈ [A,A], then Tr â = 0, due to symmetry of the
trace. Thus, the assignment a 7−→ Tr â gives a well-defined k-linear map Tr ◦ ev :
A♮ → k[Rep(A, V )]
G.
It is clear that the element êi ∈ k[Rep(A, V )]⊗End corresponding to an idem-
potent ei ∈ R = kI is a constant function on Rep(A, V ) whose value equals the
projector on the direct summand Vi. Therefore, we have Tr ◦ ev(ei) = dimVi =
d(ei). Thus, we see that the linear map Tr ◦ ev : A♮ → k[Rep(A, V )]
G may be
uniquely extended, by multiplicativity, to a commutative algebra morphism
ψd : Od(A) −→ k[Rep(A, V )]
G, d = d(V ), (6.2.1)
a1& . . .&an 7−→ (Tr â1) · . . . · (Tr ân), ∀a1, . . . , an ∈ A♮.
There is also a natural evaluation map on differential forms that sends
the Karoubi-de Rham complex of A to the ordinary de Rham complex of the
representation scheme. In more detail, write Ω•(Rep) := Ω•(Rep(A, V )) =∧•
k[Rep(A,V )] Ω
1(Rep(A, V )) for the DG algebra of algebraic differential forms
on the scheme Rep(A, V ) (in the ordinary sense of commutative algebra).
We have an algebra homomorphism
ev : ΩnA −→
(
Ωn(Rep)⊗ End
)G
, α = a0 da1 . . . dan 7→ α̂ = â0 dâ1 . . . dân,
defined as a composite
ΩnA = A⊗ (A/k)⊗n
ev
−→
(
k[Rep]⊗ End
)
⊗
(
Ω1(Rep)⊗ End
)⊗n
→
(∧n
k[Rep]
Ω1(Rep)
)
⊗ End⊗n+1
Id⊗m
−→ Ωn(Rep)⊗ End .
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Observe that since r̂ is a constant function, for any r ∈ R, we have dr̂ = 0. It
follows easily that the map above induces a well-defined DG algebra morphism
Ω•RA→
(
Ω•(Rep(A, V ))⊗End
)G
. Further, composing the latter morphism with
the trace map Id⊗Tr : Ω•(Rep(A, V ))⊗End −→ Ω•(Rep(A, V )), we thus obtain
a linear map
Tr ◦ ev : DR•RA −→ Ω
•(Rep(A, V ))G, α 7−→ Tr α̂. (6.2.2)
The map (6.2.2) clearly commutes with the de Rham differentials.
6.3 Double tangent bundle. Inspired by an idea of Kontsevich and Rosen-
berg [KR], we are going to discuss the effect of the action of the representation
functor on double derivations.
Fix a finite dimensional left R-module V . To simplify notation, write R :=
k[Rep(A, V )]. We identify the algebraR⊗R with k[Rep(A, V )×Rep(A, V )].We
will also consider the associative R-algebra R⊗End⊗R. There are two algebra
maps evl, evr : A → R ⊗ End⊗R, given by the formulas evl(a) := â ⊗ 1, and
evr(a) := 1⊗ â, respectively. Here, â is viewed either as an element of R⊗End
or as an element of End⊗R. The two maps evl, evr, make R ⊗ End⊗R an
A-bimodule, via a′(u⊗ F ⊗ v)a′′ := evl(a
′) · (u ⊗ F ⊗ v) · evr(a
′′).
We define the double tangent R-bimodule by
T e(A, V ) := DerR(A,R ⊗ End⊗R). (6.3.1)
We observe that the A-bimodule structure on R ⊗ End⊗R commutes with
the obvious R-bimodule structure, hence, the latter structure indeed makes
T e(A, V ) an R-bimodule, that is, a k[Rep(A, V ) × Rep(A, V )]-module (not
necessarily free, in general).
Given ρ ∈ Rep(A, V ), we let kρ denote the 1-dimensional R-module such
that f ∈ k[Rep(A, V )] acts in kρ via multiplication by the scalar f(ρ) ∈ k. It is
clear that the geometric fiber of the double tangent R-bimodule T e(A, V ) at a
point (ρ, ϕ) ∈ Rep(A, V )× Rep(A, V ) is given by
T e(A, V )|(ρ,ϕ) := (kρ ⊗ kϕ)
⊗
R⊗R
T e(A, V ).
To get a better understanding of the vector space on the right of this formula,
observe that any R-algebra homomorphism ρ : A → EndV makes V a left A-
module, to be denoted Vρ. The action map A⊗ RVρ → Vρ is surjective since A
has a unit. This gives a surjective map of left A-modules A⊗ RV ։ Vρ, where
A⊗RV is regarded as a projective left A-module generated by the vector space
V . We set Kρ := Ker(A⊗ RV ։ Vρ), a left A-module.
Lemma 6.3.2. For any (ρ, ϕ) ∈ Rep(A, V ) × Rep(A, V ), one has a canonical
isomorphism
T e(A, V )|(ρ,ϕ) ≃ HomA(Kρ, Vϕ).
Furthermore, this space is finite dimensional if A is finitely generated.
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Proof. For any left A-module M , we have HomA(A⊗ RV, M) = HomR(Vρ,M)
and Ext1A(A⊗RV, M) = 0. Hence, the long exact sequence of Ext-groups arising
from the short exact sequence Kρ →֒ A⊗ RV ։ Vρ reads:
HomA(Vρ,M) →֒ HomR(Vρ,M)→ HomA(Kρ,M)→ Ext
1
A(Vρ,M)→ 0.
Observe next that the R-bimodule structure on R⊗End⊗R induces an R-
bimodule structure on each Hochschild cohomology groupHpR(A,R ⊗ End⊗R),
p ≥ 0. Note that (R⊗End⊗R)R = R⊗EndR⊗R, and H0(A, R⊗End⊗R) =
(R ⊗ End⊗R)A. In particular, we have the following exact sequence of R-
bimodules (to be compared with the displayed exact sequence above):
(R ⊗ End⊗R)A →֒ (R ⊗ End⊗R)R
ad
−→ DerR(A,R ⊗ End⊗R) (6.3.3)
−→ H1R(A,R ⊗ End⊗R)→ 0.
We leave to the reader to verify that, for any two representations ρ, ϕ ∈
Rep(A, V ), the geometric fibers at (ρ, ϕ) of the R-bimodules occurring in (6.3.3)
are given by
(R ⊗ End⊗R)A
∣∣
(ρ,ϕ)
= HomA(Vρ, Vϕ),
(R ⊗ End⊗R)R
∣∣
(ρ,ϕ)
= HomR(Vρ, Vϕ),
DerR(A,R ⊗ End⊗R)
∣∣
(ρ,ϕ)
= HomA(Kρ, Vϕ),
H1R(A,R ⊗ End⊗R)
∣∣
(ρ,ϕ)
= Ext1A(Vρ, Vϕ).
The statement of the Lemma is now clear.
Next, we consider the following maps
A⊗A
ev⊗ ev // (R ⊗ End)⊗ (End⊗R)
idR⊗m⊗idR // R ⊗ End⊗R,
where m : End⊗End→ End denotes the multiplication in the R-algebra End.
We observe that the two maps above are morphisms of A-bimodules, with
respect to the outer bimodule structure on A ⊗ A. Let evl,r : A ⊗ A −→
R ⊗ End⊗R denote the composite map, which is an A-bimodule map again.
The “meaning” of the double derivation bimodule DerRA is somewhat clar-
ified by the following observation: The A-bimodule morphism evl,r gives rise to
a canonical map
evl,r : DerRA −→ T
e(A, V ) = DerR(A,R ⊗ End⊗R).
6.4 Moment maps. Let G be any algebraic group with Lie algebra g. Write
g∗ for the linear dual of g; we often view x ∈ g = (g∗)∗ as a linear function on
g∗. The group G acts on g∗ via the coadjoint action.
Let X be a G-scheme and ̟ ∈ Ω2(X)G be a closed (not necessarily non-
degenerate) G-invariant 2-form on X . Each element x ∈ g gives rise to a vector
field, ξx, on X .
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Definition 6.4.1. A G-equivariant map µ : X → g∗ is said to be a moment map
for (X,̟,G) if the pull-back morphism µ∗ : k[g∗] −→ k[X ] has the following
property:
d(µ∗(x)) = iξx̟, for any x ∈ g.
Remark 6.4.2. Moment map is not uniquely determined by the triple (X,̟,G),
in general. ♦
Given a moment map µ : X → g∗, we write µ−1(0) ⊂ X for its scheme-
theoretic zero fiber, a G-stable subscheme in X . If X is smooth and the 2-form
ω is nondegenerate, then k[X ] acquires a natural Poisson algebra structure.
The latter is known to descend to a well-defined Poisson algebra structure on
k[µ−1(0)]G.
Now, let A be a finitely generated associative R-algebra equipped with a
closed 2-form ω ∈ DR2RA. Fix a finite dimensional R-module V . On Rep(A, V ),
we get a closed G-invariant 2-form Tr ω̂ ∈ (Ω2Rep(A, V ))G, cf. (6.2.2). We are
interested in moment maps for the triple (Rep(A, V ), Tr ω̂, G).
Observe that the trace pairing (x, y) 7→ Tr(x · y) on g provides a G-invariant
isomorphism g∗ ∼= g and that the Lie algebra g = HomR(V, V ) may be viewed
as a subspace in the associative algebra End = Homk(V, V ). Thus, we have
an imbedding g∗ →֒ End and any moment map µ for (Rep(A, V ),Tr ω̂, G)
may be identified with a map Rep(A, V ) −→ End, that is, with an element
µ ∈
(
k[Rep(A, V )]⊗ End
)G
.
Next, recall that we have defined a noncommutative moment map µnc :
(DR2RA)closed → (A/R)
R. Note that since R = kI is commutative and semisim-
ple, we have R ⊂ AR and, moreover, (A/R)R = AR/R. Given a closed 2-form
ω ∈ DR2RA and a representative w ∈ A
R of the class µnc(ω) ∈ A/R, we form
the algebra Aw = A/AwA. The projection A ։ Aw gives a closed imbed-
ding of schemes Rep(Aw, V ) →֒ Rep(A, V ), hence, a natural restriction map
k[Rep(A, V )]։ k[Rep(Aw, V )].
Recall that if the form ω is bi-symplectic then Propositions 4.4.1 and 4.4.3
provide the spaces A♮ and (Aw)♮ with compatible Lie brackets. These Lie brack-
ets make the algebras Sym(A♮), Sym((Aw)♮) into Poisson algebras, with SymR
being a central subalgebra in each of them. Therefore, for any linear map d :
R → k, the corresponding Poisson algebra structures descend to the quotients
Od(A) and Od(Aw), respectively.
Our main result about representation functors is the following
Theorem 6.4.3. Fix a closed 2-form ω ∈ DR2RA.
(i) For any w ∈ AR in the preimage of the element µnc(ω) ∈ A
R/R, the
element
µ := ŵ ∈ (k[Rep(A, V )]⊗ End)G
gives a moment map for the triple (Rep(A, V ), Tr ω̂, G).
Write µ : Rep(A, V ) → g∗ for the corresponding map, and put d = d(V ).
Then, we have Rep(Aw, V ) = µ
−1(0), as subschemes in Rep(A, V ); thus, there
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is a commutative diagram
Od(A)
ev // //
projection

k[Rep(A, V )]G
restriction to µ−1(0)

Od(Aw)
ev // // k[µ−1(0)]G.
(ii) Assume in addition that A is smooth and ω is a bi-symplectic form.
Then, the scheme Rep(A, V ) is smooth; furthermore, the 2-form Tr ω̂ makes
Rep(A, V ) a symplectic manifold, and all maps in the diagram above are Poisson
algebra morphisms.
Remark 6.4.4. Different choices of elements w corresponding to the same class
µnc(ω) ∈ A
R/R give rise to different moment maps, in general. ♦
Proof of Theorem 6.4.3. We set Â := k[Rep(A, V )] ⊗ End, and view it as an
R-algebra. The map a 7→ â is an R-algebra morphism A→ Â.
Given any x ∈ g we may (and will) view it as the element 1 ⊗ x ∈ Â. In
particular, for u ∈ Â, we write x ·u := (1⊗x) ·u, resp., u ·x := u · (1⊗x). Thus,
associated to x ∈ g, we have an inner derivation adx : Â→ Â, u 7→ adx(u) :=
(1⊗ x) · u− u · (1⊗ x).
Further, differentiating the G-action on Rep(A, V ), one associates to any
element x ∈ g a vector field ξx on Rep(A, V ), and we let ξx(f) denote the result
of the ξx-action on a function f ∈ k[Rep(A, V )]. We will also consider ξx-action
on elements of Â; for an End-valued function f ⊗ y ∈ k[Rep(A, V )]⊗End = Â,
the action is defined by the formula ξx(f ⊗ y) = ξx(f) ⊗ y. This way, one gets
a derivation ξx : Â→ Â.
Observe next that, for any a ∈ A, the function â : Rep(A, V ) → End is
G-equivariant. Hence, in Â, one has an equality
ξxâ = adx(â), ∀x ∈ g, a ∈ A. (6.4.5)
This implies a similar equation for differential forms. For instance, given a
2-form ω = a0 da1 da2 ∈ DR
2
RA, we get
iξx ω̂ = iξx(â0 dâ1 dâ2) = â0ξx(â1) dâ2 − â0 dâ1 ξx(â2) (6.4.6)
(6.4.5)
====== â0 adx(â1) dâ2 − â0 dâ1 adx(â2) = iadx(â0 dâ1 dâ2) = iadxω̂.
Now, with the notation introduced above, proving the theorem amounts to
showing the identity:
iξx(Tr ω̂) = dTr(x·ŵ), ∀x ∈ g. (6.4.7)
We have
iξx(Tr ω̂) = Tr(iξx ω̂) = Tr(iad xω̂),
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by (6.4.6). Further, from Proposition 4.1.3 applied to the algebra Â and to the
2-form ω̂ we deduce that, in DR1(Â), one has
Tr(iad xω̂) = Tr
(
x·dµnc(ω̂)
)
= Tr
(
x·d̂w
)
= Tr
(
d(x·ŵ)
)
= dTr(x·ŵ).
Hence, we obtain iξx Tr ω̂ = Tr(iad xω̂) = dTr(x·ŵ). This proves formula (6.4.7).
We conclude that ŵ is indeed a moment map for the triple (Rep(A, V ),Tr ω̂, G).
Finally, surjectivity of the horizontal maps in the diagram of the Theorem
follows from the well-known result due to Le Bruyn-Procesi [LBP]. Commuta-
tivity of the diagram is clear.
We now turn to part (ii) of the Theorem. First, recall that if B is any R-
algebra then, for any left B-module Q, the space Q∗ = Homk(Q, k) acquires
a natural structure of right B-module, and vice versa. Further, given a right
B-module P and a left B-module Q, one has a canonical linear map
Ψ : P ⊗B Q −→ HomB(P,Q
∗)∗, p⊗ q 7−→ Ψ(p⊗ q), (6.4.8)
where Ψ(p⊗ q) : HomB(P,Q
∗) −→ k, f 7→ 〈f(p), q〉.
It is immediate to see that the map Ψ is a bijection if P is a finite rank free
B-module and dimk Q < ∞. We deduce that: For any finitely generated pro-
jective B-module P and finite dimensional module Q, the map Ψ becomes an
isomorphism of (finite dimensional) vector spaces.
We now resume the proof of part (ii) of the Theorem. The implication A is
smooth =⇒ Rep(A, V ) is smooth is standard, cf. e.g. [Gi3].
Next, fix ρ ∈ Rep(A, V ), view V = Vρ as a left A-module and view Endk Vρ
as an A-bimodule. We put Endρ := Endk Vρ and End
∗
ρ := (Endk Vρ)
∗. The trace
paring (u, v) 7−→ Tr(u ·v) gives an A-bimodule isomorphism tr : End∗ρ
∼→ Endρ.
By a standard infinitesimal computation, the Zariski tangent space to the
scheme Rep(A, V ) at the point ρ ∈ Rep(A, V ) equals
TρRep(A, V ) = DerR(A,Endρ) = HomAe(Ω
1
RA,Endρ).
Therefore, for the cotangent space at ρ ∈ Rep(A, V ), we get T ∗ρRep(A, V ) =
DerR(A,Endρ)
∗ = HomAe(Ω
1
RA,Endρ)
∗.
Further, let ω ∈ DR2RA. The 2-form ω gives rise to the ‘contraction map’
ı(ω) : DerRA −→ Ω
1
RA, and the corresponding 2-form Tr ω̂ ∈ Ω
2(Rep(A, V )),
induces a similar contraction map î = i(Tr ω̂) : TρRep(A, V )→ T
∗
ρRep(A, V ).
It is straightforward to verify that the following diagram commutes:
DerA⊗Ae End
∗
ρ
ı(ω)⊗Id

(2.3.1) // Der(A,End∗ρ)
tr
Der(A,Endρ) Tρ
î

Ω1 ⊗Ae End
∗
ρ
Ψ // HomAe(Ω1,Endρ)∗ Der(A,Endρ)
∗ T ∗ρ ,
where we have used simplified notation Tρ = TρRep(A, V ), Ω
1 = Ω1RA, and
Der = DerR.
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Assume now that A is smooth, so P := Ω1RA is a finitely generated projective
Ae-module. Then, the map Ψ in (6.4.8) becomes an isomorphism, and the
map (2.3.1) in the top row of the commutative diagram above also becomes an
isomorphism, by Proposition 2.3.2. Further, if ω is bi-nondegenerate, then the
vertical map on the left of the diagram is a bijection. It follows that the vertical
map on the right is a bijection as well. Thus, we have proved that the 2-form
Tr ω̂ is nondegenerate.
The last statement of the Theorem, compatibility with Poisson brackets, is
the main result of [Gi].
7 Hamiltonian reduction in noncommutative ge-
ometry
Throughout this section, R stands for a finite dimensional semisimple k-algebra.
7.1 Proof of Proposition 4.4.3. Let A be anR-algebra with a bi-symplectic
form ω ∈ DR2RA, and ı(ω) : DerRA
∼→ Ω1RA the bijection induced by ω. For
any v ∈ A, let Θv := ı(ω)
−1(dv) denote the corresponding double derivation
and, using Sweedler’s notation, write Θv = Θ
′
v ⊗Θ
′′
v .
With this understood, we have the following explicit formula for the map
Hω : DR
1
RA→ DerRA, introduced in (4.2.1).
Lemma 7.1.1. Let u′, u′′, v ∈ A, and put θ := Hω(u
′ ·dv ·u′′) ∈ DerRA. Then,
(i) We have θ(q) = Θ′v(q)·u
′′ ·u′ ·Θ′′v(q), ∀q ∈ A.
(ii) Let w ∈ A be a representative of the class µnc(ω) ∈ (A/R)
R, let u =
u′′ ⊗ u′ ∈ (A⊗A)R, and put θ := Hω(u
′ ·dw·u′′). Then,
ı(ω)−1(u′ ·dw·u′′) = u′ ·∆·u′′ = adu, and θ = ad(u′′u′).
Proof. The map ı := ı(ω) is an A-bimodule isomorphism, hence, so is ı−1. We
deduce
ı−1(u′ ·dv ·u′′) = u′ ·ı−1(dv)·u′′ = u′ ·Θv ·u
′′ = (Θ′v ·u
′′)⊗ (u′ ·Θ′′v).
Further, by definition one has θ = m♮ ◦ ı
−1(u′ · dv · u′′). Hence, we get θ(q) =
(Θ′v(q) · u
′′)·(u′ ·Θ′′v(q)), and (i) follows. Part (ii) is a reformulation of the first
equation in Proposition 4.1.3(iii).
Next, we set I := AwA ⊂ A, so Aw = A/I.
Lemma 7.1.2. (i) For any p ∈ A♮, one has θp(I) ⊂ I. Hence, θp descends to a
well-defined derivation θ¯p : A/I → A/I.
(ii) If p ∈ I + [A,A], then θ¯p : A/I → A/I is an inner derivation.
Proof. To prove (i), we compute θp(AwA) ⊂ θp(A)wA+Aθp(w)A+Aw θp(A).
The summand in the middle vanishes since θp(w) = 0, by Lemma 4.2.6(ii). The
other two summands clearly belong to I = AwA, and (i) follows.
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We turn to part (ii). It suffices to prove the result for elements of the form
p = awb ∈ AwA = I. For such an element, in Ω1RA, we have dp = d(awb) =
(da)w b+a (dw) b+aw (db). Hence, using the formulas and notation of Lemma
7.1.1, for θp = θ and any q ∈ A, we find
θp(q) = Θ
′
a(q)·w · b·Θ
′′
a(q) + ad(ba)(q) + Θ
′
b ·a·w·Θ
′′
b (q).
In this sum, the first and third summands clearly belong to the ideal AwA = I.
Hence, these terms give no contribution to the induced map A/I → A/I, q 7→
θ¯p(q). The summand in the middle gives an inner derivation ad(ba). We conclude
that the induced derivation θ¯p is an inner derivation A/I → A/I corresponding
to the image of ba in A/I.
Proof of Proposition 4.4.3. By part (i) of Lemma 7.1.2 we get a map ϕ : A →
DerRAw, a 7−→ θ¯a. This map vanishes on [A,A]. Furthermore, part (ii) of
Lemma 7.1.2 implies that the composite map A
ϕ
−→ DerRAw → HH
1
R(Aw)
vanishes on I = AwA. Thus, we conclude that this composite vanishes on
I + [A,A], hence, descends to a well-defined map
ϕ¯ : Aw/[Aw, Aw] = A/(I + [A,A]) −→ HH
1
R(Aw). (7.1.3)
We may now combine the map ϕ¯ with the natural action of HH1R(Aw) on
(Aw)♮, see Sect. 4.5, to obtain a map
(Aw)♮ −→ Homk
(
(Aw)♮, (Aw)♮
)
, a 7−→ ϕ¯a.
It is immediate from the construction that, writing π : A♮ ։ (Aw)♮ for the
natural projection, one has
ϕ¯π(a)(π(a
′)) = π
(
θa(a
′)
)
= π
(
{a, a′}
)
, ∀a, a′ ∈ A♮.
Therefore, skew-symmetry and Jacobi identity for the Poisson bracket on A♮
imply similar properties for the bracket (Aw)♮×(Aw)♮ → (Aw)♮, a×a
′ 7→ ϕ¯a(a
′).
Finally, it is clear that the map ϕ : A♮ → DerR Aw, considered above is a
Lie algebra homomorphism. Therefore, we deduce that the map ϕ¯ : (Aw)♮ −→
HH1R(Aw) in (7.1.3) is a Lie algebra homomorphism, cf. also Theorem 7.2.3(ii).
7.2 Main result. Let DR•RB be the Karoubi-de Rham complex of an R-
algebra B. We define
K•RB := Ker
[
ı∆ : DR
•
RB −→ Ω
•−1
R B
]
.
The graded subspace K•RB ⊂ DR
•
RB is stable under d, as well as under the
maps Lθ, iθ, for any θ ∈ DerR B, since ı∆ either commutes or anti-commutes
with these maps.
For any inner derivation ada, a ∈ BR, by Corollary 3.2.3 we have iad aω =
a · ı∆ω. Hence, we deduce iad aω = 0, for any ω ∈ K
•
RB. In this case, we
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also have Lad aω = d ◦ iadaω + iada ◦dω = 0. We see that, when restricted
to K•RB, the operations iθ, Lθ depend only on the cohomology class of θ in
HH1R(B) = DerRB/ InnRB. Thus, the complex K
•
RB acquires a natural struc-
ture of HH1R(B)-equivariant complex in the sense of Sect. 4.3.
Remark 7.2.1. According to [Gi2], there is a natural graded space isomorphism
K•RB
∼= HHR• B. The above defined action of HH
1
R(B) on K
•
RB then becomes
part of the standard action of Hochschild cohomology on Hochschild homology
mentioned in Sect. 4.5. This homological interpretation is not quite convenient,
however, for performing Hamiltonian reduction. Thus, in the present paper, we
will neither use nor prove the isomorphism K•RB
∼= HHR• B. ♦
Note that since DR−1R B = 0, for any ω ∈ DR
0
RB = B♮, we have ı∆ω = 0.
Thus, K0RB = B♮, and the HH
1
R(B)-action on B♮ is the action mentioned in
Sect. 4.5, that has been already used in the proof of Proposition 4.4.3.
Now, let A be an R-algebra, ω ∈ DR2RA a closed 2-form, w ∈ A a represen-
tative of the class µnc(ω) ∈ A/R. Below, we will consider the complex K
•
RB
for the algebra B = Aw := A/AwA, the Hamiltonian reduction of A at w. Let
ωw ∈ DR
2
RAw denote the image of ω under the projection DR
2
RA։ DR
2
RAw.
Lemma 7.2.2. For any a ∈ Aw and θ ∈ DerRAw, we have da, iθωw ∈ K
1
RAw.
Furthermore, the map θ 7→ iθωw kills inner derivations, hence, descends to
a well-defined map i : HH1R(Aw)→ K
1
R(Aw).
Proof. It is immediate that ı∆(da) = 0, hence da ∈ K
1
RAw. It is also clear
that we have ı∆ωw = 0 since w = 0 in Aw. Therefore, for any derivation
θ ∈ DerR Aw, we find ı∆(iθωw) = −iθ(ı∆ωw) = 0. Thus, we have proved
that iθωw ∈ K
1
RAw. Further, for a ∈ Aw, by Proposition 4.1.3(iii) we get
iadaωw = a · dw, which is equal to zero in DR
1
RAw.
Assume now that ω is a bi-symplectic 2-form. Then we have the Lie bracket
on A♮ provided by Proposition 4.4.1 and we consider the projection A♮ ։ (Aw)♮.
The following Theorem, which is a strengthening of Proposition 4.4.3, is our
main result about Hamiltonian reduction in noncommutative geometry.
Theorem 7.2.3. (i) The bi-symplectic form ω gives rise, canonically, to a
Hamilton operator Hw : K
1
R(Aw) → HH
1
R(Aw) such that iHw(α)ω = α, for any
α ∈ K1R(Aw), cf. (4.2.2).
(ii) With the Lie bracket on (Aw)♮ induced by the Hamilton operator Hw
from (i), the natural projection A♮ ։ (Aw)♮ becomes a Lie algebra morphism.
(iii) If the algebra A is smooth then the maps i and Hw are mutually inverse
bijections.
From part (i) we deduce
Corollary 7.2.4. The map Hw is injective and the map i is surjective.
41
7.3 Proof of Theorem 7.2.3. First of all, Lemma 7.1.1(ii) yields the fol-
lowing result.
Lemma 7.3.1. Let ω ∈ DR2RA be a bi-symplectic form on A. Then, the bijec-
tion ı : DerRA −→ Ω
1
RA induced by ω restricts to an A-bimodule isomorphism
ı : InnR(A,A ⊗A)
∼→ A (dw)A.
Next, in the setup of Theorem 7.2.3, we introduce the two-sided ideal I :=
AwA ⊂ A, and put
DerR(A, I) := {θ ∈ DerR A | θ(I) ⊂ I} = {θ ∈ DerRA | θ(w) ∈ I}. (7.3.2)
Further, consider the canonical surjection ̺ : DR•RA ։ DR
•
R(Aw), cf.
(2.5.3), and put DR•R(A, I) := ̺
−1(K•R(Aw)). Clearly, DR
•
R(A, I) is a subcom-
plex of the de Rham complex DR•RA.
Lemma 7.3.3. For the map Hω : DR
1
RA → DerRA in (4.2.1) and any α ∈
DR1RA, we have α ∈ DR
1
R(A, I) if and only if Hω(α) ∈ DerR(A, I).
In particular, the map Hω restricts to an imbedding DR
1
R(A, I) →֒ DerR(A, I).
Proof. The map ̺ used in the definition of DR1R(A, I) is induced by the natural
DG algebra projection ̺Ω : Ω
•
RA։ Ω
•
R(Aw) = Ω
•
R(A/I). Furthermore, for any
k = 1, 2, . . . , we have a commutative diagram
DRkRA
ı∆ //
̺

Ωk−1R A
̺Ω

DRkR(A/I)
ı∆ // Ωk−1R (A/I)
(7.3.4)
For k = 1, from the commutativity of the diagram, we deduce
DR1R(A, I) = ̺
−1
(
K1R(Aw)
)
= {α ∈ DR1RA | ı∆α ∈ I}. (7.3.5)
Now, let α ∈ DR1RA and let θ = Hω(α) ∈ DerR A be the derivation corre-
sponding to α via the bi-symplectic form. Thus, α = iθω, by (4.2.2). Further,
by Proposition 4.2.4(i) we have θ(w) = −ı∆α. The proof of the Lemma is now
completed by the following equivalences
α ∈ DR1R(A, I) ⇔ ı∆α ∈ I ⇔ θ(w) ∈ I ⇔ θ ∈ DerR(A, I). 2
Any derivation θ ∈ DerR(A, I) induces a well-defined derivation θ¯ : Aw →
Aw. It is clear that DerR(A, I) is a Lie subalgebra in DerRA and the assignment
θ 7→ θ¯ gives a well-defined Lie algebra morphism DerR(A, I) → DerR Aw. We
form the following composite
Φ : DerR(A, I) −→ DerRAw ։ DerRAw/ InnR Aw = HH
1
R(Aw),
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where the second map is the natural projection. Also, let Ψ be the restriction
of the map ̺, cf. (7.3.4), to the subspace DR1R(A, I) ⊂ DR
1
RA.
According to Lemma 7.3.3 we obtain a diagram
K1R(Aw) DR
1
R(A, I)
Ψoooo   Hω // DerR(A, I)
Φ // HH1R(Aw). (7.3.6)
Lemma 7.3.7. For α ∈ DR1R(A, I), we have Ψ(α) = 0 ⇐⇒ Φ ◦Hω(α) = 0.
Proof. We need to introduce some auxiliary objects. Let
I := Ω•RA·(I + dI)·Ω
•
RA ⊂ Ω
•
RA
be the two-sided graded ideal in the algebra Ω•RA generated by the spaces I ⊂
Ω0RA and dI ⊂ Ω
1
RA. Note that
I ∩Ω0RA = I, and I ∩ Ω
1
RA = A(dw)A + I ·dA·A+A·dA·I. (7.3.8)
Clearly, I is the smallest d-stable two-sided ideal in Ω•RA that contains I. Fur-
ther, formula (2.5.3) shows that, in the notation of diagram (7.3.4), we have
I = Ker ̺Ω. Thus, from the commutativity of the diagram, as in the proof of
the previous lemma, we deduce
DR•R(A, I) = ̺
−1
(
K•R(Aw)
)
= {α ∈ DR•RA | ı∆α ∈ I}. (7.3.9)
Given a vector subspace E ⊂ Ω•RA, let [[E]] denote the image of E under the
projection Ω•RA։ DR
•
RA. With this notation, we obtain
K•R(Aw)
∼= DR•R(A, I)/[[I]] = {α ∈ DR
•
RA | ı∆α ∈ I}/[[I]]. (7.3.10)
In particular, we see that [[I]] ⊂ DR•R(A, I), in other words, one has ı∆([[I]]) ⊂ I.
We can now turn to the proof of the implication ‘⇒’ of the Lemma. The
isomorphism in (7.3.10) and formula (7.3.8) show that
KerΨ = [[I∩Ω1RA]] = [[A(dw)A+I ·dA·A+A·dA·I]] = [[I ·dA+A·dw]]. (7.3.11)
Thus, it suffices to show that if α ∈ [[I · dA+A · dw]], then Φ ◦Hω(α) = 0.
Assume first that α ∈ A·dw. Then, Lemma 7.3.1 implies that Hω(α) is an
inner derivation. It follows that the induced map A/I → A/I is also an inner
derivation, hence Φ ◦Hω(α) = 0.
Next let α = u dv ∈ I · dA and put θ := Hω(α). The explicit formula for
θ = Hω(α) provided by Lemma 7.1.1(i) says that, for any a ∈ A, we have
θ(a) = Θ′v(a) · u · Θ
′′
v(a). We see that u ∈ I implies θ(a) ∈ I, for any a ∈ A.
Hence, for α ∈ I · dA, the corresponding derivation θ induces the zero map
θ¯ : A/I → A/I, and we are done.
We prove the implication ‘⇐’. Let θ ∈ DerR(A, I) be such that the induced
derivation θ¯ : Aw → Aw gives the zero class in HH
1
R(Aw). This means that
θ = ξ + ad a, where a ∈ AR and ξ ∈ DerR(A, I) is such that ξ(A) ⊂ I. (Note
that for any a ∈ A, we have ada(I) = [a, I] ⊂ I, hence InnR A ⊂ DerR(A, I).)
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Let α = iθω ∈ DR
1
RA be the 1-form that corresponds to θ. We can write
α = iξω+iadaω. By Lemma 7.3.1, we get iad aω ∈ [[A(dw)A]]. Since [[A(dw)A]] ⊂
KerΨ, by (7.3.11), we conclude that iad aω ∈ KerΨ.
Next, given any 2-form β = xdy dz, we deduce from the inclusion ξ(A) ⊂ I
that in DR1RA one has iξ(xdy dz) = x ξ(y) dz − xdy ξ(z) ∈ I · dA. Therefore,
we obtain iξω ∈ [[I · dA]] ⊂ KerΨ. Thus, we have α = iξω+ iadaω ∈ KerΨ, and
the Lemma is proved.
Proof of Theorem 7.2.3. Lemma 7.3.7 implies that the map Hω : DR
1
R(A, I)→
DerR(A, I) sends the subspace KerΨ ⊂ DR
1
R(A, I) into the subspace KerΦ ⊂
DerR(A, I). We see that this map descends to a well-defined and injective map,
see diagram (7.3.6):
K1R(Aw) = DR
1
R(A, I)/KerΨ
  Hω // DerR(A, I)/KerΦ ∼= ImΦ. (7.3.12)
Composing the resulting map with the imbedding ImΦ →֒ HH1R(Aw), we thus
obtain an injective map Hw : K
1
R(Aw) →֒ HH
1
R(Aw).
The map Hw satisfies all the identities required for a Hamilton operator. To
check these identities, one chooses representatives in DR1R(A, I) for classes in
K1R(Aw) and verifies the corresponding identities for those representatives. The
latter satisfy the required identities due to the fact that the map Hω : DR
1
RA→
DerRA in (4.2.1) is known to be a Hamilton operator. This completes the proof
of parts (i)-(ii) of the Theorem.
Assume now that the algebraA is smooth. Then, the mapm♮ : (DerRA)♮ →
DerRA is a bijection, by Proposition 2.3.2. It follows that the map Hω in
(4.2.1) is also a bijection. Now, Lemma 7.3.7 shows that the latter bijection
induces a bijection Hω : DR
1
R(A, I)
∼→ DerR(A, I). We see that, for the map
Hw : K
1
R(Aw) →֒ HH
1
R(Aw) defined above, we have Im(Hw) = Im(Φ). Thus,
we are reduced to proving surjectivity of the map Φ, which is equivalent to
surjectivity of the map DerR(A, I)→ DerRAw, θ 7−→ θ¯.
To prove this last statement, we let f : A։ A/I = Aw denote the projection
and consider the following diagram
DerR(A/I,A/I)
f∗ // DerR(A,A/I) DerR(A,A)
f∗oo
For a smooth algebra A the bimodule Ω1RA is projective. Hence, the functor
DerR(A,−) = HomAe(Ω
1
RA,−) is exact. We deduce that the map f∗ in the
diagram above is surjective. Hence, for any θ¯ ∈ DerR(A/I,A/I) there exists an
R-linear derivation θ : A→ A such that f∗θ¯ = f∗θ. From this equation we get
f(θ(I)) = (f∗θ¯)(I) = 0. Therefore, θ ∈ DerR(A, I) and, furthermore, the map
DerR(A, I)→ DerRAw sends θ 7−→ θ¯. This completes the proof of surjectivity,
hence, the proof of the Theorem.
7.4 Proof of Proposition 5.1.5. Set Π := Π0(B). This is a graded algebra
with degree zero component being equal to B.
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To prove the injectivity statement of part (ii) of the Proposition, we use
the homotopy invariance of de Rham cohomology, see Lemma 2.5.2. We de-
duce that (DR0RΠ)closed = (DR
0
RB)closed = R, where the last equality holds by
assumption.
Next, write ωw for the image of ω in DR
2
RΠ. Since T
∗B is a smooth algebra,
Theorem 7.2.3 implies that the map i : HH1R(Π) → K
1
R(Π), θ¯ 7→ iθ¯ωw is a
bijection. The bijection i clearly sends the derivation θ¯p to the 1-form dp ∈
DR1(Π). The latter is zero if and only if p ∈ R, since (DR0RΠ)closed = R.
Thus, we have proved that θ¯p is a nonzero element in HH
1
R(Π), for any nonzero
element p ∈ Π♮/R.
Further, by Proposition 5.4.1(ii), we have i(E) = iEωw = λw, the image in
DR1RAw of the Liouville 1-form λ. The form λw is not exact. Indeed, we have
dλw = ωw, and the latter form is nonzero since the map θ¯ 7→ iθ¯ωw is a bijection.
Thus, any nonzero element of k · ELie ⋉ (Π♮/R) goes to a class u ∈ HH
1
R(Π)
such that i(u) 6= 0. Hence, u 6= 0, and injectivity of the map in part (ii) of
Proposition 5.1.5 follows.
8 The necklace Lie algebra
8.1 Let Q be a quiver with vertex set I, and write Q for the double of Q.
Let P := kQ be the path algebra of Q. The subalgebra R ⊂ P formed by trivial
paths may be (and will be) identified with kI.
Given an edge a ∈ Q we write a∗ for the corresponding reverse edge. We set
ω :=
∑
a∈Q da da
∗ ∈ DR2RP. It is clear that dω = 0.
The following result allows to apply the general machinery developed in the
previous sections to algebras associated with quivers.
Proposition 8.1.1. The path algebra P is smooth. Furthermore, we have
(i) The assumptions of Proposition 4.1.4 hold for A = P, more precisely,
one has
Hk(DR•RP) =
{
R if k = 0
0 if k > 0.
(8.1.2)
(ii) The 2-form ω is bi-symplectic.
(iii) The following element gives a representative of the class µnc(ω) ∈ P/R:
w :=
∑
a∈Q
(a · a∗ − a∗ · a) =
∑
a∈Q
[a, a∗] ∈ [P,P]R,
more precisely, we have w = µ˜nc(ω).
It is convenient to introduce a function ǫ : Q → {±1} by setting ǫ(a) to be
1 if a ∈ Q and −1 if a ∈ Q \Q. Then, we may write w =
∑
a∈Q ǫ(a) · aa
∗.
Proof of Proposition 8.1.1. For any two vertices i, j ∈ I, let Eij be a vector
space with basis {a}a:i→j , formed by the set of edges (from i to j) of the quiver
Q. The assignment sending a pair of edges a, b ∈ Q to ǫ(a) if b = a∗ and to zero
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otherwise extends to a non-degenerate pairing Eij × Eji → k. In particular,
the pairing provides, for any i ∈ I, the space Eii with a non-degenerate skew-
symmetric bilinear form, and also gives rise to vector space isomorphisms Eji ∼=
E∗ij , for any pair i, j ∈ I, i 6= j. We set E :=
⊕
i,j∈I Eij and extend the pairings
above to a symplectic form 〈−,−〉 : E × E → k.
The space E has a natural R-bimodule structure, and the symplectic form
〈−,−〉 yields an R-bimodule isomorphism S : E∗ ∼→ E, 〈−, a〉 7−→ a∗, where
E∗ = Homk(E, k), the k-linear dual of E, is equipped with a naturalR-bimodule
structure.
We have P = TRE, the tensor algebra of an R-bimodule. This implies, in
particular, that the algebra P is smooth, as claimed in Proposition 8.1.1.
To prove Proposition 8.1.1(ii), we consider the following isomorphisms of
P-bimodules
DerR(P,P⊗P)
∼→
F
P⊗R E
∗ ⊗R P
∼→
Id⊗S⊗Id
P⊗R E ⊗R P
∼→
G
Ω1R(P), (8.1.3)
where the maps F,G are given, respectively, by
Θ
F
7−→
∑
a∈Q
(Θ′′a⊗ 〈a,−〉 ⊗Θ′a), resp.,
∑
a∈Q
fa ⊗ a⊗ ga
G
7−→
∑
a∈Q
fa da ga.
It is straightforward to verify that the composite bijection in (8.1.3) is noth-
ing but the map Θ 7→ ıΘω. We conclude that ω is a bi-symplectic 2-form on P.
Since P is smooth, we deduce that the map i : DerRP→ DR
1
RP, θ 7→ iθω,
is a bijection as well. This can also be seen directly from the following diagram
DerRP
F♮
∼ //
θ 7−→iθω
**
P⊗Re E
∗
IdP⊗S
∼ // P⊗Re E
G♮
∼ // DR1RP, (8.1.4)
where the maps F♮ and G♮ are given by
F♮ : θ 7−→
∑
a∈Q
θ(a)⊗ 〈a,−〉, G♮ :
∑
a∈Q
fa ⊗ a 7−→
∑
a∈Q
fa da
In the formulas above, we view P as a right Re-module, hence we haveP⊗ReE =
(P ⊗R E)/[R,P ⊗R E]. The inverse isomorphism in (8.1.4) sends a 1-form∑
fa da ∈ DR
1
RP to the derivation θ such that θ(a) = fa∗ .
The path algebra comes equipped with a natural grading P =
⊕
k≥0 Pk,
by length of the path. Using Lemma 2.5.2 on homotopy invariance of de Rham
cohomology, we obtain formula (8.1.2). Observe further that P0 = R and
[P,P] ⊂
⊕
k≥1 Pk. Therefore, we have [P,P] ∩ R = 0, hence the sequence
(4.1.5) in Proposition 4.1.4 is exact for A = P. Thus, Proposition 4.1.4 holds
for A = P. This completes the proof of part (i) of Proposition 8.1.1.
Part (iii) is verified by a straightforward computation based on the last
formula in Proposition 4.1.3(iii).
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8.2 Preprojective algebras. For any c ∈ kI, one clearly has (w−c) mod R =
µnc(ω). Write P(w− c)P for the two-sided ideal in P generated by w− c. The
corresponding Hamiltonian reduction P/P(w − c)P is known as deformed pre-
projective algebra, Πc(Q) := P/P(w − c)P.
Remark 8.2.1. Let B = kQ be the path algebra of the quiver Q (not of Q). It is
easy to see that there is a natural isomorphism P ∼= T ∗B, where T ∗B = T ∗(kQ)
is the algebra considered in Sect. 5. Furthermore, the bi-symplectic form∑
a∈Q da da
∗, on P, agrees with the bi-symplectic form on T ∗(kQ) constructed
in Sect. 5. Note, however, that the grading on P by length of the path differs
from the grading on the algebra T ∗B used in Sect. 5 (this latter grading assigns
grade degree zero to any edge a ∈ Q).
Further, it has been shown in [CB2] that, in the notation of Sect. 5 one has
an algebra isomorphism Πc(Q) ∼= Πc(kQ). ♦
For any dimension vector d = (di ∈ Z≥0, i ∈ I), one associates with P, resp.,
with Πc(Q), the corresponding commutative algebra Od(P), resp., Od(Π
c(Q)),
see Sect. 6. The necklace Lie bracket induces Poison algebra structures on both
Od(P) and Od(Π
c(Q)), see Sect. 6.4. Furthermore, according to Theorem 6.4,
the scheme Rep(P, V ), dimV = d, acquires a symplectic structure. This makes
k[Rep(P, V )] a Poisson algebra, and each of the following subalgebras is stable
under the Poisson bracket
k[Rep(P, V )] ⊃ k[Rep(P, V )]G ։ k[Rep(Πc(Q), V )]G = k[µ−1(c)]G.
In the special case c = 0, we put Π := P/PwP, the ordinary preprojective
algebra. In Section 11.5 we will prove
Proposition 8.2.2. If Q is connected and not Dynkin or extended Dynkin, then
its preprojective algebra Π is prime, and has center Z(Π) = k1.
Next, recall the R-bimodule E spanned by the edges of Q. The degree
2 component of the algebra P is equal to E ⊗R E. Thus, using Sweedler’s
notation we may write w = w′ ⊗ w′′ ∈ E ⊗R E. With this notation, one has
the following explicit description of the space of 1-forms, resp., of derivations,
for the algebra Π.
Lemma 8.2.3. (i) The assignment p′ (da) p′′ 7→ p′ ⊗ a⊗ p′′ gives a Π-bimodule
isomorphism
Ω1RΠ
∼=
Π⊗R E ⊗R Π
Π·(w′ ⊗w′′ ⊗ 1− 1⊗w′ ⊗w′′)·Π
(ii) The assignment θ 7−→
∑
a θ(a
∗)⊗ a induces a vector space isomorphism
DerRΠ
∼→
{∑
a∈Q
pa ⊗ a ∈ (Π⊗R E)
R
∣∣ ∑
a∈Q
[pa, a] = 0
}
.
Proof of the Lemma is straightforward and is left to the reader.
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8.3 Necklace bracket. The bi-symplectic form ω gives a Lie bracket on P♮,
known as the necklace Lie bracket, see [BLB],[Gi].
To write explicit formulas for this bracket it is convenient to introduce the
following notation. Given a path p in Q of length ℓ(p), for each integer 1 ≤ i ≤
ℓ(p), let p<i, ai and p>i be the paths of lengths i−1, 1 and ℓ(p)− i respectively,
with p = (p<i)ai(p>i). For each edge a ∈ Q we introduce a map
∂a : P♮ −→ P, p 7→ ∂ap :=
ℓ(p)∑
i=1
δa,ai · (p>i)(p<i) (8.3.1)
(where δ is the Kronecker delta function).
The proof of the next lemma will be given at the end of this section.
Lemma 8.3.2. We have the following formulas:
dp =
∑
a∈Q
(∂ap) da holds in DR
1
RP, ∀p ∈ P♮.
θp(a) = ǫ(a)·∂a∗p holds in P, ∀p ∈ P♮;
{p, q} =
∑
a∈Q
ǫ(a∗) · (∂ap) (∂a∗q), ∀p, q ∈ P♮.
By Proposition 4.4.3(ii), we know that, for any c ∈ R, the necklace Lie
bracket on P♮ descends to a well-defined Lie bracket on Π
c(Q)♮, cf. also Propo-
sition 5.1.5.
From now on, we will only consider the case c = 0, so Π = Π0(Q). We set
L := Π♮ = Π/[Π,Π].
The grading on the path algebra P =
⊕
k≥0 Pk, by length of the path,
descends to natural gradings Π =
⊕
k≥0 Πk and L =
⊕
k≥0 Lk. These gradings
make P♮ and L graded Lie algebras, with necklace Lie bracket of degree (−2),
e.g., for any k,m ≥ 0, we have {Lk, Lm} ⊂ Lk+m−2 (the bracket vanishes
whenever k + l < 0).
Associated with the grading on Π, we have the corresponding Euler deriva-
tion eu : Π → Π and a Lie algebra derivation eu
Lie
: L → L defined by
eu|Lk = (k − 2) · IdLk , for any k = 0, 1, . . . . Our present notation for Euler
derivations is different from the one used in Sect. 5, since the grading on Π that
we are using now is not the one used in Sect. 5.
8.4 Hochschild cohomology. We use the notation HH•(Π) := H•R(Π,Π)
for relative Hochschild cohomology of the preprojective algebra Π, cf. Remark
4.5.1. According to Proposition 4.4.3, we have a Lie algebra map L = Π♮ →
HH1(Π). As in Proposition 5.1.5, this map gives rise to a Lie algebra map
k · eu
Lie
⋉ (L/R)→ HH1(Π), where the semidirect product k · eu
Lie
⋉ (L/R) is
viewed as a graded Lie algebra with eu
Lie
assigned grade degree zero.
One of the main results of this paper, to be proved in §9, is the following
Theorem 8.4.1. Assume that Q is neither Dynkin nor extended Dynkin. Then
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(i) The map p 7→ θ¯p, euLie 7→ eu, induces a graded Lie algebra isomorphism
k · eu
Lie
⋉ (L/R) ∼→ DerRΠ/ InnRΠ = HH
1(Π).
(ii) The Hochschild cohomology of the preprojective algebra is given by
HHi(Π) ∼=

k if i = 0
k · eu
Lie
⋉ (L/R) if i = 1
L if i = 2
0 if i > 2.
(8.4.2)
The isomorphism HH1(Π) ∼= k · eu
Lie
⋉ (L/R) in (8.4.2) can be shown to
map the (Gerstenhaber) Lie bracket on HH1(Π) to the bracket in the Lie alge-
bra k · eu
Lie
⋉ (L/R). Furthermore, one verifies that the Gerstenhaber bracket
HH1(Π)×HH2(Π) −→ HH2(Π) corresponds, via formula (8.4.2) for i = 1, 2, to
the adjoint action of the Lie algebra L/R on L. Thus, Theorem 8.4.1 completely
describes the Gerstenhaber bracket on the Hochschild cohomology of Π.
There is also an associative and graded-commutative cup-product HHi ×
HHj → HHi+j on Hochschild cohomology. In the case of the preprojective
algebra, the only non-trivial cup-product is the skew-symmetric pairing ∪ :
HH1(Π) ×HH1(Π) → HH2(Π). It is easy to see that, under the isomorphism
in (8.4.2), this pairing is given by the formulas
eu ∪ eu = 0, eu ∪ p = (deg p)·p, p ∪ q = {p, q},
for any homogeneous elements p, q ∈ L/R, (since R is central in L, the necklace
bracket in the last formula is viewed as a map L/R× L/R→ L).
8.5 Dynkin case. In the case of (finite) Dynkin quiver Q, the correspond-
ing preprojective algebra Π is not Koszul, in general, and there are nonzero
cohomology groups HHi(Π) for i > 2, see [ES], [BBK].
Now let Q be an extended Dynkin quiver and let Γ ⊂ SL2(k) be the finite
group associated to Q via the McKay correspondence. It is convenient to in-
troduce a 2-dimensional vector space V and write Γ ⊂ SL(V ) = SL2(k). Also,
put S := Γr {1} and let k[S ]Γ denote the space of class-functions on S .
According to [CBH], the preprojective algebra Π = Π0(Q) is Morita equiv-
alent to k[V ]♯Γ, the cross product of Γ with the polynomial algebra on V .
Thus, by Morita invariance of Hochschild cohomology, we have HH•(Π) ∼=
HH•(k[V ]♯Γ). Further, the algebra k[V ], hence the cross product algebra k[V ]♯Γ,
is Koszul. Therefore, for Hochschild cohomology one easily finds
HHi(Π) ∼= HHi(k[V ]♯Γ) =

k[V ]Γ if i = 0
(k[V ]⊗ V )Γ if i = 1
(k[S ]⊕ k[V ])Γ ⊗ ∧2V if i = 2
0 if i > 2.
(8.5.1)
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In formula (8.5.1), the space (k[V ] ⊗ V )Γ stands for the Lie algebra of Γ-
invariant polynomial vector fields on V . Note that we may interpret L/R =
Π♮/R = (k[V ]♯Γ)♮/R as the Lie algebra of Γ-invariant Hamiltonian vector fields
on V . Thus, we see that the semidirect product k · eu ⋉ (L/R), occurring in
formula (8.4.2), is a proper Lie subalgebra in (k[V ] ⊗ V )Γ. Observe also that
the group Γ acts trivially on ∧2V . Thus, k[V ]Γ ⊗ ∧2V = (k[V ]⊗ ∧2V )Γ, is the
space of Γ-invariant polynomial bivector fields on V . This is clearly a rank 1
free k[V ]Γ-module with generator π ∈ ∧2V , the constant volume element.
Further, by the general duality between Hochschild homology and cohomol-
ogy due to Van den Bergh [VB1], see (4.5.2)-(4.5.3), one has a canonical iso-
morphism ∧2V ⊗HH•(k[V ]♯Γ) ∼= HH
2−•(k[V ]♯Γ). Therefore, the isomorphisms
in (8.5.1) yield formulas for Hochschild homology of the algebra Π as well. In
particular, we get a chain of isomorphisms
(k[S ]⊕ k[V ])Γ ∼→ ∧2 V ∗ ⊗HH2(Π) ∼→ HH0(Π) = Π♮. (8.5.2)
The composite isomorphism in (8.5.2) can be described explicitly as follows.
The restriction of this map to the direct summand k[S ]Γ is obtained as a
composition k[S ]Γ ∼→ R0 →֒ R →֒ Π♮, where we have used the notation R0 :=
{r =
∑
riei ∈ R |
∑
ri = 0} and the first of the above maps is explained e.g. in
[CBH]. The restriction of the composite in (8.5.2) to the direct summand k[V ]Γ
is equal to the composition
k[V ]Γ →֒ k[V ]♯Γ։ (k[V ]♯Γ)♮
∼→ Π♮,
where the first two maps are the natural maps and the rightmost isomorphism
is provided by Morita equivalence.
8.6 Poisson algebras. Let R[w] ⊂ P be the subalgebra generated by R
and w, and let R[w] ⊂ P♮ denote the image of R[w] under the projection
η : R[w] →֒ P ։ P/[P,P] = P♮. The imbedding of vector spaces R[w] →֒
P♮ extends, by multiplicativity to an injective graded algebra homomorphism
Sym(R[w]) →֒ Sym(P♮), of the corresponding symmetric algebras (over k).
The Lie algebra structure on P♮, resp., on Π♮, gives the symmetric alge-
bra Sym(P♮), resp., Sym(Π♮), the structure of a Poisson algebra. By Lemma
4.4.2, the space R[w] is contained in the center of the Lie algebra P♮, hence,
Sym(R[w]) is a central subalgebra of the Poisson algebra Sym(P♮).
Similarly, the imbedding R →֒ Π♮ makes SymR a central Poisson subalgebra
in Sym(Π♮).
The third important result of this paper is the following theorem, to be
proved in Section 11 below.
Theorem 8.6.1. Assume that Q is neither Dynkin nor extended Dynkin. Then
(i) The Poisson center of the algebra Sym(P♮) is equal to Sym(R[w]).
Furthermore, the kernel of the natural projection Sym(R[w])։ Sym(R[w])
is a principal ideal in the algebra Sym(R[w]) generated by the element w ∈
Sym1(R[w]) = R[w].
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(ii) The Poisson center of the algebra Sym(Π♮) is equal to SymR.
Corollary 8.6.2. If Q is neither Dynkin nor extended Dynkin, then we have
(i) The center of the Lie algebra P♮ equals R[w]; moreover, the kernel of the
projection η : R[w]։ R[w] is the line spanned by w.
(ii) The center of the Lie algebra Π♮ equals R.
8.7 Proof of Lemma 8.3.2. First, fix an arbitrary derivation θ. We compute
iθω = iθ(
∑
a∈Q
da da∗) =
∑
a∈Q
(iθda) da
∗ −
∑
a∈Q
da (iθda
∗)
=
∑
a∈Q
(θ(a) da∗ − da θ(a∗)) (8.7.1)
=
∑
a∈Q
ǫ(a) · θ(a) da∗ mod [P,Ω1RP].
Next, let p = (p<i)ai(p>i) be a path in Q. For the 1-form dp ∈ DR
1
RP =
Ω1RP/[P,Ω
1
RP], we find
dp =
ℓ(p)∑
i=1
(p<i) dai (p>i) =
ℓ(p)∑
i=1
(p>i)(p<i) dai mod [P,Ω
1
RP]. (8.7.2)
Now, let θ : P → P be the derivation that annihilates kI ⊂ P and acts on
generators of P by the formula a 7−→ ǫ(a) · ∂a∗p. For this derivation, we obtain
iθω
(8.7.1)
==
∑
a∈Q
ℓ(p)∑
i=1
ǫ(a∗)·δa,ai · (p>i)(p<i) da
∗ =
ℓ(p)∑
i=1
(p>i)(p<i) dai
(8.7.2)
== dp.
We see that the derivation θ satisfies the same equation iθω = dp as the
derivation θp attached to the image of p in P♮ via the map (4.2.3). Hence,
θ = θp and, therefore, θp(a) = ǫ(a) · ∂a∗p.
The rest of the proof is straightforward and is left to the reader.
9 Proof of Theorem 8.4.1
9.1 Given a Z-graded vector space M = ⊕k∈ZMk, let P (M, t) =∑
k∈Z dimMk ·t
k ∈ k[[t, t−1]] denote its Poincare´ series. If each graded pieceMk
is an R-bimodule, then one can define a refined matrix-valued Poincare´ series
Pmatrix(M, t), that is an I × I-matrix whose entries are elements of k[[t, t
−1]]
given by Pmatrix(M, t)ij :=
∑
k∈Z dim(eiMej) · t
k, i, j ∈ I. With this notation,
we have
P (MR, t) = TrPmatrix(M, t). (9.1.1)
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9.2 From now on, we assume that Q is neither Dynkin nor extended Dynkin.
We are interested in the Hochschild cohomology HH•(Π) of the algebra Π.
Observe that the natural grading on Π induces a grading on each Hochschild
cohomology group.
Lemma 9.2.1. The groups HHi(Π) vanish for all i > 2, and we have
P (HH0(Π), t)− P (HH1(Π), t) + P (HH2(Π), t) = |I|.
Proof. Since Q is neither Dynkin nor extended Dynkin, the algebra Π is known
to be a Koszul algebra, see [MV], [MOV]. Specifically, a Π-bimodule resolution
of Π is provided by the following Koszul complex(
0→ Π⊗R Π −→ Π⊗R E ⊗R Π −→ Π⊗R Π
)
m
։ Π, (9.2.2)
where E denotes the R-bimodule generated by the edges of Q. Therefore, the
Hochschild cohomology of Π may be computed by applying HomΠ-bimod(−,Π)
to the complex above. This way, we get the following complex
ΠR −→ (Π⊗ E)R −→ ΠR. (9.2.3)
The vanishing part of the Lemma is now clear.
Let χmatrix denote the matrix-valued graded Euler characteristic, that is,
the alternating sum of the matrix-valued Poincare´ series of the complex Π →
Π ⊗ E → Π. The matrix χmatrix is easily expressed in terms of the matrix
P := Pmatrix(Π, t) and the adjacency matrix C of the graph Q by the formula
χmatrix = t
2 · P− t · P · C + P .
Further, by formula (9.1.1), the Euler characteristic of the complex (9.2.3)
is an element of k[[t]] which is equal to Tr(χmatrix). Now, according to [MOV],
one has a matrix identity P = 1/(1− C · t+ t2). Thus, we compute
Tr(χmatrix) = Tr(t
2 · P − t · P · C + P ) = Tr(P · (1− C · t+ t2)) = Tr(Id) = |I|,
and we are done.
9.3 Proof of formula (8.4.2). Case i = 0 of the formula follows from Propo-
sition 8.2.2 (to be proved later, in Sect. 11.5).
Next, one observes that the complex inside the parenthesis in (9.2.2) is self-
dual. In other words, applying the functor HomΠ-bimod(−,Π⊗Π) to this complex
one obtains the same complex again. Therefore, using (9.2.2) as a resolution
for the computation of Ext•Π-bimod(Π,Π ⊗ Π), we see that the only nonzero co-
homology group sits in degree two and we have Ext2Π-bimod(Π,Π ⊗Π)
∼= Π. We
conclude that formula (4.5.5) holds for the algebra A = Π and d = 2. Thus,
from Van den Bergh’s isomorphism (4.5.2) we deduce HHi(Π) = HH2−i(Π), for
any i. In particular, we get HH2(Π) = HH0(Π) = Π/[Π,Π] = L.
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We have already computed HHi(Π) for i = 0, 2. Furthermore, we know that
HHi(Π) = 0 for all i > 2, by the first claim of Lemma 9.2.1. Therefore, from
the formula for the Poincare´ series given in Lemma 9.2.1 we deduce
P (HH1(Π), t) = −|I|+ P (HH0(Π), t) + P (HH2(Π), t)
= −|I|+ P (Z(Π), t) + P (L, t) = P (L, t)− |I|+ 1
= P (L/R, t) + 1 = P (k · euLie ⋉ (L/R), t).
By comparing the two sides, we see that the case i = 1 of (8.4.2), as well as
part (i) of the Theorem, follows by dimension argument from the injectivity
statement in Proposition 5.1.5. This completes the proof of formula (8.4.2).
10 Deformations of the preprojective algebra
10.1 It is well-known that first order infinitesimal deformations of an asso-
ciative algebra are controlled by the second Hochschild cohomology group, and
obstructions to deformations are controlled by the third Hochschild cohomology
group. Thus, according to formula (8.4.2), first order infinitesimal deformations
of the preprojective algebra Π are unobstructed, and its versal deformation is
parametrized by the vector space L.
We will show that, in the non-Dynkin case, any formal (infinite order) one-
parameter deformation of the algebra Π is equivalent to one obtained by de-
forming the defining relation in the preprojective algebra as follows:∑
a∈Q
[a, a∗] = t · f,
where t is the deformation parameter and f is an element ofP[[t]] that commutes
with R.
In more detail, from the general formula (2.2.3) applied to the algebra A = Π
we deduce that one can find a graded subspace PL ⊂ P
R which is complemen-
tary to the graded space Ker[P ։ L] = [P,P] + PwP ⊂ P, i.e., such that we
have
P = PL
⊕
([P,P] +PwP), and PL ⊂ P
R. (10.1.1)
We fix such a subspace PL once and for all, and also choose and fix a graded
k-basis {fj}j∈N of PL. For each j ∈ N, introduce a formal variable tj that may
be thought of as the j-th coordinate function on PL with respect to the basis
{fj}j∈N.
Given a k-vector space V, write V [[t]] := limproj
n→∞
V [[t1, ..., tn]] for the vector
space of V -valued formal power series in the (infinitely many) formal variables
tj . Thus, k[[t]] is a complete topological local k-algebra with maximal ideal
(t) ⊂ k[[t]] formed by the series without constant term. For any V , the space
V [[t]] acquires a natural structure of complete topological k[[t]]-module. In
particular, we have a k[[t]]-module PL[[t]]. Observe that the identity map
Id : PL → PL may be viewed as an element of PL[[t]] that has the form∑
j∈N tj · fj.
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We define a formal deformation, Π̂, of the preprojective algebra Π as the
quotient of the algebra P[[t]] modulo the closed two-sided ideal (topologically)
generated by the element∑
a∈Q
[a, a∗]−
∑
j∈N
tj · fj . (10.1.2)
Thus, Π̂ is a complete topological k[[t]]-algebra that may be thought of as a
deformation of Π with formal parameters {tj}, i.e., the base of the deformation
is Spec
(
k[[t]]
)
, a formal scheme.
Theorem 10.1.3. If the quiver Q is not Dynkin (but possibly extended Dynkin)
then the deformation Π̂ is flat over k[[t]], and is a versal deformation of Π.
10.2 We begin the proof of Theorem 10.1.3 with an easy lemma.
Let the vector space Π˜ = Π⊗ k[t]/(t2) be equipped with a k[t]/(t2)-algebra
structure given by a star-product of the form p, q 7−→ p ⋆ q = pq + t · β(p, q).
Thus, Π˜ is a first order deformation of the algebra Π. We write [β] ∈ HH2(Π)
for the Hochschild cohomology class corresponding to this deformation.
Recall the notation ΠR for the centralizer of R in Π.
Lemma 10.2.1. Assume that in Π˜ we have∑
a∈Q
(a ⋆ a∗ − a∗ ⋆ a) = t · c mod (t2), for some c ∈ ΠR.
Then, the class [β] ∈ HH2(Π) goes, via the isomorphism HH2(Π) ∼→ L of The-
orem 8.4.1, cf. also Sect. 8.5, to the image of c ∈ Π under the projection
Π։ Π/[Π,Π] = L.
Proof. Recall that the Koszul resolution (9.2.2) of the algebra Π admits a stan-
dard imbedding, as a subcomplex, into the Bar-resolution of Π:
Koszul: Π⊗R Π // _
ı2

Π⊗R E ⊗R Π // _
ı1

Π⊗R Π
Id
Bar: Π⊗R T
2
RΠ⊗R Π
// Π⊗R Π⊗R Π // Π⊗R Π,
(10.2.2)
In this diagram, ı1 is a Π-bimodule map induced by the natural imbedding
E →֒ Π and ı2 is a Π-bimodule map defined by the formula
ı2 : p⊗ q 7−→
∑
a∈Q
(p⊗ a⊗ a∗ ⊗ q − p⊗ a∗ ⊗ a⊗ q).
Now, given a deformation of Π as in the lemma, the class [β] ∈ HH2(Π)
corresponds to a 2-cocycle in HomΠ-bimod(Π⊗R T
2
RΠ⊗R Π,Π) given by
β˜ : Π⊗R T
2
RΠ⊗R Π −→ Π, p⊗ u⊗ v ⊗ q 7−→ p · β(u, v) · q.
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It is clear that, under the imbedding of complexes (10.2.2), the cocycle β˜ restricts
to a map ı∗2(β˜) ∈ HomΠ-bimod(Π ⊗R Π,Π) such that ı
∗
2(β˜) : p ⊗ q 7−→ p · c · q.
Hence, the cohomology class of ı∗2(β˜) in the complex (9.2.3) is represented by
the element c ∈ ΠR. The lemma follows.
10.3 By Theorem 8.4.1, we know that deformations of Π are unobstructed.
Thus, general deformation theory implies that there exists a formal flat multi-
parameter deformation Π˜ of the algebra Π, parametrized by the formal neigh-
borhood of zero in HH2(Π) = L.
Recall that we have chosen a vector space PL ⊂ P. It is clear from (10.1.1)
that the projection P։ L induces an isomorphism PL
∼→ L.
We use the last isomorphism to identify HH2(Π) with PL. Thus, the de-
formation Π˜ becomes parametrized by the formal neighborhood of zero in PL.
Therefore, there exists an R[[t]]-bimodule isomorphism Π˜ ∼= Π[[t]], equal to the
identity modulo the ideal (t), in the notation of §10.1. We transport the alge-
bra structure on Π˜ to Π[[t]] via that isomorphism. This way, we make Π[[t]] a
complete topological k[[t]]-algebra, to be denoted ⋆Π[[t]].
Further, for each k ≥ 0, let Π[[t]]k denote the space of Π-valued series
homogeneous in tj ’s of degree k. Writing a power series in the variables tj
as p =
∑
k≥0 pk, pk ∈ Π[[t]]k, yields a direct product decomposition Π[[t]] =∏
k≥0 Π[[t]]k. Thus, multiplication in the algebra
⋆Π[[t]] takes the form of star-
product:
(p, q) 7−→ p ⋆ q = pq + β1(p, q) + β2(p, q) + . . . , βk : Π×Π −→ Π[[t]]k.
10.4 We return now to the setup of Theorem 10.1.3 and consider the k[[t]]-
algebra Π̂. In Sect. 10.5 we will prove the following
Lemma 10.4.1. There exists a continuous algebra automorphism ϕ : k[[t]] ∼→
k[[t]] and a continuous k-algebra isomorphism Φ : Π̂ ∼→ ⋆Π[[t]] such that
• The map Φ is ϕ-semilinear, i.e., for any f ∈ k[[t]] and p ∈ Π̂, one has
Φ(f · p) = ϕ(f) ·Φ(p);
• The differential of ϕ at the origin 0 ∈ PL equals dϕ = Id : PL → PL, the
identity map.
This Lemma easily implies Theorem 10.1.3. Indeed, the deformation ⋆Π[[t]]
being flat by construction, it follows from Lemma 10.4.1 that the deformation
Π̂ is also flat and provides a versal deformation. The theorem is proved.
10.5 Proof of Lemma 10.4.1. Recall the vector space PL ⊂ P and let ΠL
denote its image under the projection P։ Π. By (10.1.1), we have
Π = ΠL
⊕
[Π,Π], and ΠL ⊂ Π
R. (10.5.1)
Furthermore we have natural isomorphisms PL
∼→ ΠL
∼→ L, where the first map
is induced by the projection P ։ Π and the second map by the projection
Π։ L.
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Next, we introduce the notation m for a multi-index, that is for a function
m : N→ {0, 1, . . .} such that m(j) = 0 for all but finitely many j’s. Given such
a multi-index m, write tm := t
m(1)
1 t
m(2)
2 . . ., for the corresponding monomial in
the variables tj . Put |m| =
∑
j∈N m(j).
To prove the lemma, we must show that there exist algebra homomorphisms
Φ : Π̂→ ⋆Π[[t]], and ϕ : k[[t]]→ k[[t]], t 7−→ ϕ(t) =: t′ = {t′j}j∈N,
where t′j = tj +
∑
|m|>1 λimt
m, λim ∈ k (formal change of variables), such that
Φ is the identity in degree 0 and Φ(a) = a +
∑
|m|>0 t
mzm(a) for each edge
a ∈ Q. (here if a ∈ eiΠej then zm(a) also must belong to eiΠej to ensure the
relations between projectors ei and a are respected by Φ).
We construct Φ by induction in |m|. First we consider the case |m| = 1, i.e.,
tm = tj for some j.
In the algebra ⋆Π[[t]], we have an expansion∑
a∈Q
(a ⋆ a∗ − a∗ ⋆ a) =
∑
|m|>0
tm · ym, ym ∈ Π
R.
Hence, Lemma 10.2.1 implies that the image of ym ∈ Π
R under the projection
to L is equal to fj . Therefore, the element zj(a) in the expansion Φ(a) = a +∑
|m|>0 t
mzm(a) must satisfy the equation
fj − yj =
∑
a∈Q
([zj(a), a
∗] + [a, zj(a
∗)]).
Now, since yj projects to fj ∈ L, we have fj − yj ∈ [Π,Π]. Since [Π,Π] is
spanned by elements of the form [a, z], [a∗, z] we see that the above equation
does have some solution zj(a).
Next, let |m| ≥ 2. Then, the elements zm(a) are determined by the equation
ym +
∑
a
([a, zm(a
∗)] + [zm(a), a
∗]) +
∑
k+l=m,|k|>0,|l|>0
∑
a
[zk(a), zl(a
∗)] ∈ ΠL.
This equation again has solutions, since Π = [Π,Π] ⊕ ΠL and ΠL ⊂ Π
R, by
(10.5.1). For such a solution, we have
ym+
∑
a
([a, zm(a
∗)]+[zm(a), a
∗])+
∑
k+l=m,|k|>0,|l|>0
∑
a
[zk(a), zl(a
∗)] =
∑
λjmfj .
Continuing so, we obtain zm(a) for all m, and we see that because of the
construction of zm(a),Φ indeed defines a homomorphism as required, with t
′
j =
tj +
∑
|m|>1 λimt
m.
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11 Representation schemes
11.1 Stabilization. Fix a quiver Q with vertex set I and let R = kI.
Let a1, . . . , ap ∈ kQ be a finite (possibly empty) collection of homogeneous
elements in the path algebra of Q, of some degrees deg aj ≥ 2. Let A ⊂ kQ
denote the two-sided ideal generated by the elements a1, . . . , ap, and set A =
kQ/A. Thus, A is a graded ideal and A =
⊕
r≥0A(r) is a graded algebra such
that A(0) = R.
Let d = (di ∈ Z≥0, i ∈ I) be an I-tuple, to be referred to as dimension
vector. Let V =
⊕
i∈I Vi be an R-module such that dimVi = di, ∀i ∈ I. We
will write Rep(A,d) := Rep(A, V ) for the corresponding representation scheme
and, following Sect. 6.1, put Gd := (
∏
iGL(Vi))
/
Gm.
We consider the algebras Od(A) and k[Rep(A,d)]
Gd , cf. Sect. 6.2. The
grading on A makes Od(A), resp., k[Rep(A,d)]
Gd , a graded algebra with re-
spect to the total grading Od(A) =
⊕
r≥0Od(A)(r), resp., k[Rep(A,d)]
Gd =⊕
r≥0 k[Rep(A,d)]
Gd(r).
In (6.2.1), we have defined an algebra map ψd = Tr ◦ evd : Od(A) −→
k[Rep(A,d)]Gd . This map is clearly a graded algebra homomorphism.
The following result is a refined version of the ‘stabilization phenomenon’
observed in [Gi, §4].
Proposition 11.1.1. For any positive integer r, there exists N(r) ≫ 0 such
that the following holds:
If d = {di}i∈I is such that di ≥ N(r) for all i ∈ I, then the map ψd :
O(A)(s) → k[Repd A]
Gd(s), the restriction of ψd to the homogeneous compo-
nent of degree s, is a bijection for all 0 ≤ s ≤ r.
First, we are going to prove the proposition in the special case where A = 0,
that is, for A = kQ. In this case, we have Rep(A,d) = Rep(Q,d) is the variety
of d-dimensional representations of the quiver Q. This variety is a vector space.
Lemma 11.1.2. Proposition 11.1.1 holds for A = kQ.
Let L denote the direct sum of homogeneous components of (kQ)♮ of strictly
positive degrees. Thus, we have a vector space direct sum decomposition (kQ)♮ =
R
⊕
L. The composite Sym(L) →֒ Sym((kQ)♮)։ Od(kQ) is clearly a graded
algebra isomorphism.
The proof of Lemma 11.1.2 given below copies the argument in the proof
of [Gi, Proposition 4.2]; it is based on the fact that there are no polynomial
identities which are satisfied in matrix algebras of all sizes.
Proof of Lemma 11.1.2. To simplify the exposition, we will present the proof in
the case where Q has one vertex and two edge-loops at that vertex; the general
case is entirely similar. Thus, d = d is a single integer, so Rep(Q,d) is the space
of pairs of d× d-matrices X,Y , and the vector space L is spanned by nonempty
cyclic words w in the alphabet with two letters x, y.
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Assume the statement of the lemma is not true. Thus, there exists an element
g ∈ SymL such that ψd(g) = 0 for all d. In other words, we have a relation of
degree r of the form∑
J
cJ ·
∏
w
Tr(w(X,Y ))J(w) = 0, (cJ ∈ k)
which is satisfied for any matrices X and Y . Here J is a function on the set of
cyclic words with nonnegative integer values and finite support.
We may assume without loss of generality that at least one cyclic word
present in this relation involves x. Let us differentiate the relation with respect
to X . We get∑
J
∑
u
J(u) · cJ ·
∏
w
Tr(w(X,Y ))J(w)−δwu ·
∑
k:uk=x
(uk+1...uk−1)(X,Y ) = 0,
where uk is the k-th letter of the word u (we choose a representation of every
cyclic word by a usual word, and agree that m ± 1 = ±1 if u has length m).
But for large enough d, all words of length ≤ r of matrices X,Y are linearly
independent for generic X,Y (for example, take X,Y to be the operators by
which x, y act in the quotient of the free algebra in x, y by the r-th power of the
augmentation ideal). Thus, we have∑
J
J(u) · cJ ·
∏
w
Tr(w(X,Y ))J(w)−δwu = 0
for each u which contains x. This gives a relation of degree smaller than r, so
we are done by using induction.
Proof of Proposition 11.1.1. The algebra projection kQ ։ A makes Rep(A,d)
a closed subscheme in Rep(kQ,d), not necessarily reduced in general. The
defining ideal of this subscheme is generated by the matrix elements of the
matrix valued functions â1, . . . , âp.
To avoid confusion, we will use boldface notation for the mapψ
d
: Od(kQ)→
k[Rep(Q,d)]Gd and reserve the notation ψd for the mapOd(A)→ k[Rep(A,d)]
Gd .
Assume the statement of the proposition does not hold. Then there exists
a homogeneous element g ∈ Od(A), of degree 0 < s ≤ r, and a dimension
vector d such that di ≥ N(r), ∀i, and such that one has ψd(g) = 0. Let g˜
be a representative of g in Sym(L). Thus, ψd(g˜) is a degree r homogeneous
polynomial on the vector space Rep(kQ,d).
By construction, the polynomialψd(g˜) vanishes on the subscheme Rep(A,d).
Hence, ψ
d
(g˜) is a Gd-invariant homogeneous polynomial that belongs to the
ideal generated by the matrix elements of the functions â1, . . . , âp. Therefore,
usingWeyl’s first fundamental theorem of invariant theory we deduce thatψd(g˜)
is a linear combination of products of the form Tr(ŵ1)·. . .·Tr(ŵm)·Tr(ŵm+1âj),
where j ∈ [1, p] and w1, . . . , wm+1 are certain paths in Q of total length ℓ(w1)+
. . .+ ℓ(wm+1) + ℓ(aj) = r.
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Now, Lemma 11.1.2 says that the element g˜ must be equal to the correspond-
ing linear combination of the elements w1& . . .&wm&(wm+1aj) ∈ Sym
m+1(L).
It is clear that all elements of this form generate the kernel of the algebra pro-
jection Sym(L)։ Od(A). It follows that g = 0, as desired.
11.2 Quiver varieties. LetQ be the double of a quiverQ, and writeP := kQ
for the corresponding path algebra.
For any dimension vector d ≥ 0, the vector space Rep(Q,d) = T ∗Rep(Q,d)
is equipped with a natural symplectic structure. It is easy to see that the
corresponding symplectic 2-form on Rep(Q,d) equals Tr ω̂, the image of the
2-form ω ∈ DR2RP under the evaluation map, see Sect. 6.2.
Fix a dimension vector d. Recall that the Lie algebra gd = LieGd, as well
as its dual g∗
d
, are both identified with the a codimension 1 hyperplane formed
by the I-tuples (xi ∈ LieGL(di))i∈I such that
∑
iTr xi = 0.
The group Gd acts linearly on Rep(Q,d). This action is Hamiltonian, see
Sect. 6.2, and the corresponding moment map reads, cf. [CB1]:
µ : Rep(Q,d) −→ gd, ρ 7−→ µ(ρ) =
∑
a∈Q
[ρ(a), ρ(a∗)]. (11.2.1)
In this section, we are interested in the algebra Π, the preprojective algebra
of Q. We have Π = P/A, where A is the two-sided ideal generated by the
single element w =
∑
a∈Q[a, a
∗]. The algebra Π is the Hamiltonian reduction
of P with respect to this element. The projection P։ Π makes Rep(Π,d), the
scheme of all d-dimensional representations of the algebra Π, a closed subscheme
in Rep(Q,d). We have Rep(Π,d) = µ−1(0), the scheme theoretic zero fiber of
the moment map.
We let M(Q,d) := Spec k[Rep(Π,d)]Gd be the corresponding categorical
quotient, an affine subscheme of Rep(Q,d)//Gd := Spec k[Rep(Q,d)]
Gd of finite
type. The scheme M(Q,d) is called quiver variety, it is a Poisson scheme
that may be thought of as a hamiltonian reduction of Rep(Q,d). By Theorem
6.4.3, the map ψd : Od(P) −→ k[Rep(Q,d)]
Gd is a surjective morphism of
graded Poisson algebras that descends to a surjective graded Poisson algebra
homomorphism ψd : Od(Π)։ k[M(Q,d)]
Gd .
11.3 We need to recall some results from [CB1] about quiver varieties. Let
C denote the adjacency matrix of the quiver Q and write A = 2Id − C for
the corresponding Cartan matrix. Define the Tits quadratic form on the vector
space k|I| by the formula
q(d) =
1
2
(d, Ad).
Let p(d) = 1− q(d).
Let R+ be the set of positive roots of Q. Let Σ0 denote the set of positive
dimension vectors β such that whenever β is written as a sum of two or more
positive roots, β = β1 + ...+ βm, one has p(β) > p(β1) + ...+ p(βm).
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Theorem 11.3.1. ([CB1]). (i) d ∈ Σ0 if and only if there is a simple repre-
sentation of Π with dimension vector d.
If d ∈ Σ0 then:
(ii) the schemes Rep(Π,d) and M(Q,d) are reduced, i.e., they are affine
algebraic varieties. Moreover, these varieties are irreducible, and their generic
points correspond to simple representations;
(iii) Rep(Π,d) is a complete intersection in Rep(Q,d).
(iv) The Poisson structure on M(Q,d) is generically symplectic.
One can pull-back polynomial functions via the moment map (11.2.1). This
yields an algebra homomorphism µ∗ : k[gd]→ k[Rep(Q,d)], and we have
Corollary 11.3.2. Assume that d ∈ Σ0. Then the Poisson center of the alge-
bra k[Rep(Q,d)]Gd equals µ∗
(
k[gd]
Gd
)
, the pull-back of the algebra of AdGd-
invariant polynomials on the Lie algebra gd.
Proof. The assumption on d insures that the moment map µ : Rep(Q,d)→ gd
is flat, in particular, it is surjective. This follows from Theorem 11.3.1(iii),
since the dimension of any fiber of µ is not less the dimension of the zero fiber,
and the latter is a complete intersection. Furthermore, all fibers of µ are irre-
ducible. To see this, let x ∈ gd. The standard increasing filtration on the algebra
k[Rep(Q,d)], by degree of the polynomial, induces an increasing filtration on
the quotient algebra k[µ−1(x)]. It is well known that, since µ is flat and the
zero fiber of µ is reduced, for the corresponding associated graded algebra, one
has grk[µ−1(x)] ∼= k[µ−1(0)]. But, the scheme µ−1(0) is irreducible by Theorem
11.3.1(ii). It follows that the algebra k[µ−1(0)], hence also k[µ−1(x)], has no
zero-divisors. Thus, the scheme µ−1(x) is irreducible as well.
Next, we claim that for any sufficiently general AdGd-conjugacy class O ⊂
gd, the preimage µ
−1(O) is a smooth submanifold in Rep(Q,d) and, moreover,
the action of Gd on µ
−1(O) is free. Indeed, the former statement follows from
the latter by general properties of moment maps. To prove the freeness, we let
the conjugacy class O be such that any x ∈ O is a diagonalizable endomorphism,
say x = diag(s1, . . . , sd), and, in addition, such that for any proper subcollection
S ⊂ {s1, . . . , sd} one has 0 6=
∑
s∈S s. Let ρ ∈ µ
−1(O) be a representation of Q
and assume that E ⊂ kd is a nontrivial subrepresentation. Therefore, the vector
space E is ρ(a)-stable for any endomorphism ρ(a), a ∈ Q. Hence, we must have
Trx|E =
∑
a∈QTr ([ρ(a)|E , ρ(a
∗)|E ]) = 0, cf. (11.2.1). On the other hand, it is
clear that E is the span of certain eigen-spaces of x and thus Trx|E =
∑
s∈S s,
for some subcollection S ⊂ {s1, . . . , sd}, where |S| = dimE. This contradicts
our condition on the eigenvalues of x. We conclude that any point ρ ∈ µ−1(O)
is an irreducible representation of Q, and our claim follows by the Schur lemma.
Thus, we have proved that for any sufficiently general AdGd-conjugacy class
O ⊂ gd, the preimage µ
−1(O) is a smooth submanifold with a free Gd-action.
This implies that all Gd-orbits in µ
−1(O) are closed and correspond bijectively
to points of the categorical quotient µ−1(O)//Gd = Spec k[µ
−1(O)]Gd . Further-
more, the categorical quotient is a smooth affine symplectic algebraic variety.
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Now, let F be a central element of the Poisson algebra k[Rep(Q,d)]Gd .
Then, for any general conjugacy classes O, the restriction of F to µ−1(O) is
a central element of the Poisson algebra k[µ−1(O)]Gd = k[µ−1(O)//Gd]. The
variety µ−1(O)//Gd being symplectic, we deduce that the polynomial F must
be constant on connected components of any general fiber of the moment map.
Further, we know that any such fiber is irreducible, hence connected. Thus, F
is constant on general fibers. We deduce, since gd is smooth, that F = µ
∗(F¯ )
for some F¯ ∈ k[gd]. Finally, since F is Gd-invariant, one may arrange that
F ∈ µ∗
(
k[gd]
Gd
)
.
We will also use the following Lemma, which follows from [CB1]:
Lemma 11.3.3. Assume that Q is neither Dynkin nor extended Dynkin. Then
for any integer N ≥ 1, the set of vectors d ∈ Σ0 such that di ≥ N for all i is
Zariski dense in kI.
Proof. According to Corollary 5.7 of [CB1], Σ0 is the set of all nonzero dimension
vectors d such that for any nonzero dimension vectors α, β such that α+β = d,
one has (α,Aβ) ≤ −2.
Recall that the fundamental region is the set of nonzero dimension vectors
d with connected support such that
∑
j aijdj ≤ 0 for all i.
Assume that d is in the fundamental region and (d, Ad) < 0. Then for any
nonzero dimension vectors α, β such that α+β = d, by Lemma 8.2 of [CB1] one
has (α,Aβ) = (d− β,Aβ) < 0. But it is clear from the definitions that (β,Aβ)
is an even integer for any integral vector β. This implies that if in addition all
di are even then (α,Aβ) = (d− β,Aβ) ≤ −2. Thus, if d is in the fundamental
region, (d, Ad) < 0, and di are even, then d ∈ Σ0.
Now consider the Perron-Frobenius eigenvector v = (vi) of the matrix C,
with
∑
vi = 1. Since Q is not Dynkin and not affine, one has Cv = λv, where
λ > 2. Thus (v, Av) = (2 − λ)|v|2 < 0, and
∑
j aijvj = (2 − λ)vi < 0. This
means that there exists an open cone K in RI with axis of symmetry going
through v and such that any vector d ∈ K with even integer coordinates di is
contained in Σ0. This implies the lemma.
11.4 Proof of Theorem 8.6.1. Given an element x ∈ SymP, we will denote
by x¯ the image of that element under the projection SymP։ Sym(P♮).
Let k[wim] be the polynomial algebra in an infinite set of variables wim, i ∈
I, m = 1, 2, . . . . The assignment wim 7−→ eiw
m ∈ P clearly induces a graded
algebra isomorphism SymR⊗ k[wim]
∼→ Sym(R[w]). Abusing the notation, we
will often identify wim with the corresponding element of Sym(R[w]).
Let d be a dimension vector and ψd : O(P) → k[Rep(Q,d)]
Gd the corre-
sponding algebra homomorphism. We define the following functions
ρim := ψd(w¯im) = Tr êiwm ∈ k[Rep(Q,d)]
Gd , ∀i ∈ I, m = 1, 2, . . . .
The relation between µ and w provided by Theorem 6.4.3 shows that the
subalgebra µ∗ (k[gd]) ⊂ k[Rep(Q,d)] is generated by the matrix elements of
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the matrix valued function ŵ. Restricting attention to Gd-invariants and using
surjectivity of the homomorphism ψd, we obtain
µ∗
(
k[gd]
Gd
)
= ψd
(
Sym(R[w])
)
= k[ρim]. (11.4.1)
We now prove part (i) of the Theorem. Let c¯ ∈ Sym(P♮) be a homogeneous
element of degree r > 0 which is a central element with respect to the Poisson
bracket. Then, the element ψd(c¯) has to be central in the Poisson algebra
k[Rep(Q,d)]Gd , since the map ψd is surjective. It follows from Corollary 11.3.2
that, for any d ∈ Σ0, we have ψd(c¯) ∈ µ
∗
(
k[gd]
Gd
)
. Hence, for such a d, by
(11.4.1), there exists a degree r homogeneous element z ∈ k[w¯im] such that
ψd(c¯) = ψd(z). Furthermore, if the dimension vector d ∈ Σ0 is such that, in
addition, one has di ≥ N(r), then, by Proposition 11.1.1, in Od(P), we get
c¯ = z. Thus, we have shown that
c¯ ∈ k[w¯im](r) ⊂ Od(P)(r), ∀d ∈ Σ0, di ≥ N(r), i ∈ I. (11.4.2)
Next, identify SymR with k[R∗], the polynomial algebra on the dual vector
space R∗ = Homk(R, k). Any dimension vector may be viewed as a point
d ∈ R∗. Thus, for any f ∈ SymR = k[R∗] there is a well-defined scalar f(d) ∈ k.
Now, write the direct sum decomposition P♮ = R ⊕ L, where L is the sum
of all homogeneous components of positive degrees. Thus, we have an algebra
isomorphism SymR ⊗ SymL ∼→ SymP♮, and we can write our element c¯ ∈
SymP♮ in the form c¯ =
∑l
j=1 fj · c¯j , where fj are elements of SymR and c¯j are
linearly independent elements of SymL. With this notation, the image of c¯ in
Od(P) equals
∑l
j=1 fj(d) · c¯j .
Recall next that the imbedding SymL →֒ SymP♮ induces an isomorphism
SymL ∼→ Od(P). We see that formula (11.4.2) may be intrpreted as saying
that the polynomial map R∗ → SymL, d 7−→
∑l
j=1 fj(d) · c¯j , takes values
in the subspace k[w¯im](r), for every d ∈ Σ0 such that di ≥ N(r), ∀i ∈ I.
By Lemma 11.3.3, this set of dimension vectors is Zariski dense. Hence, we
deduce that
∑l
j=1 fj(d) · c¯j ∈ k[w¯im](r) for all d ∈ R
∗, which means that∑l
j=1 fj · c¯j ∈ SymR ⊗ k[w¯im] = Sym(R[w]). This completes the proof of the
first statement of part (i) of the theorem.
To prove the second statement of part (i), let c ∈ Sym(R[w]) be a nonzero
homogeneous element of degree r > 0 such that its image, c¯ ∈ Sym(R[w]),
vanishes. We can write c =
∑
j fj · pj(wim) where fj ∈ SymR and where
pj = pj(wim) ∈ k[wim] are some homogeneous linearly independent elements
of positive degrees. Then, since c¯ = 0, applying the homomorphism ψd, in
k[Rep(Q,d)], we find
0 = ψd(c¯) =
∑
j
fj(d) · p(ρim).
Now, let d ∈ Σ0 be such that di ≥ N(r), ∀i ∈ I. Then the only independent
relation between the functions ρim ∈ Rep(Q,d) with m < N is the relation∑
i ρi1 = ψd(w) = 0. Thus,
∑
j fj(d)·pj , thought of as an element of an abstract
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polynomial algebra k[wim], must belong to the principal ideal generated by the
element
∑
i wi1. Now, Lemma 11.3.3 and the linear independendence of the
polynomials pj = pj(wim) allows us to conclude that the element
∑
j fj ⊗ pj ∈
SymR⊗ k[wim] is divisible by
∑
iwi1. Part (i) of the theorem follows.
Now we prove part (ii) of the theorem by a very similar argument.
Let c¯ be a homogeneous central element of SymΠ♮ of degree r > 0. The map
ψd : Od(Π) → k[Rep(Π,d)]
Gd being surjective, we conclude that the element
c¯ has to be a central element in the Poisson algebra k[M(Q,d)]. By Theorem
11.3.1, if d ∈ Σ0, this scheme is in fact an irreducible algebraic variety which
is, moreover, generically symplectic. Therefore, any Casimir on M(Q,d) has to
be a constant function, and hence ψd(c¯) = 0.
Write Π♮ = R⊕L, where L is the positive degree part of Π♮. We can write c¯
in the form c¯ =
∑l
j=1 fj · c¯j , where fj are elements of SymR and c¯j are linearly
independent elements of SymL. Again, applying the homomorphism ψd in our
Π-setting, we get 0 = ψd(c¯) =
∑l
j=1 fj(d) · ψd(c¯j).
Let di ≥ N(r) for all i. Then, by Proposition 11.1.1, we deduce that∑
j fj(d) · c¯j = 0. This implies that fj(d) = 0 for any j and any d ∈ Σ0
such that di ≥ N(r). We know from Lemma 11.3.3 that the set of such d is
Zariski dense. Thus the polynomials fj are all identically zero, i.e. c¯ = 0, which
proves (ii).
11.5 The center of Π. In this section we will prove Proposition 8.2.2. The
argument is based on Lemma 11.3.3.
Let z be a central element of Π. To show that z is a constant it suffices to
show that this is so in every finite dimensional representation of Π. Indeed, let
JN be the ideal of elements of degree ≥ N in Π; then any element of Π acting
by a scalar in Π/JN for all N is necessarily a scalar.
Let Y be a finite dimensional representation of Π with dimension vector d.
We want to show that z acts by a scalar in Y. By Lemma 11.3.3, there exists a
nonnegative dimension vector d′ such that d + d′ ∈ Σ0 (stable region). Let Y
′
be the direct sum of Y with the augmentation representation of dimension d′.
Then Y ′ ∈ Rep(Q¯, d+d′), which is an irreducible variety by [CB2]. So it suffices
to show that z acts by a scalar on the generic representation of dimension d+d′.
But the generic representation is irreducible, again by [CB2]. So we are done
by Schur’s lemma.
We now prove similarly that the algebra Π is prime. Suppose a, b ∈ Π are
nonzero, but aΠb = 0. Choose a dimension vector d such that there are repre-
sentations of dimension d which are not annihilated by a and representations
which are not annihilated by b. By enlarging d if necessary we may assume that
d ∈ Σ0. Let Ra and Rb be the closed subsets consisting of the representations in
Rep(Π,d) annihilated by a and b respectively. By assumption they are proper
subsets. If X is a simple representation of Π, then aΠbX = 0, but ΠbX = 0
or X , so aX = 0 or bX = 0. Thus Ra ∪Rb contains all simple representations,
and since they are dense in Rep(Π,d) we have Ra ∪ Rb = Rep(Π,d). But this
contradicts the fact that Rep(Π,d) is irreducible.
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