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Abstract
We de.ne a hereditary system on a .nite set U as a partition of the family 2U of all subsets
of U into disjoint families A and D satisfying (A∈A; A′ ⊆ A) ⇒ A′ ∈A and (D∈D; D ⊆
D′) ⇒ D′ ∈D, respectively. The members of A are called independent sets, the sets D∈D
are called dependent. We consider two important special cases of hereditary systems, matroids
and comatroids, and study the structure of these objects. Two general combinatorial optimization
problems on a hereditary system, the maximum independent set problem max{f(X ) :X ∈A}
and the minimum dependent set problem min{f(X ) :X ∈D}, are considered. Jenkyns, Korte
and Hausmann obtained a performance guarantee of the greedy heuristic (‘best in’) for the max-
imum independent set problem. We present a greedy-type approximation algorithm for solving
the minimum dependent set problem, the steepest descent heuristic (‘worst out’), study inter-
connections between the above-mentioned problems and derive performance guarantees of the
steepest descent algorithm. Finally, we apply our results to obtain performance guarantees of the
steepest descent algorithm for some known special combinatorial minimization problems.
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1. Introduction
The paper is concerned with two general combinatorial optimization problems. The
.rst of them, the maximum independent set problem can be speci.ed as
max{f(X ) :X ∈A}; (1)
where f is a nonnegative additive function over a .nite set U and A ⊆ 2U is an
independence system on U , i.e., A is an arbitrary family of subsets of U satisfying the
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hereditariness axiom: (A∈A; A′ ⊆ A) ⇒ A′ ∈A. Many combinatorial maximization
problems can be reduced to the maximum independent set problem.
At the same time, numerous combinatorial minimization problems can be formulated
as the following minimum dependent set problem:
min{f(X ) :X ∈D}; (2)
where f :U → R+ is the same function and D ⊆ 2U is an arbitrary family with the
following “hereditariness up” property: (D∈D; D ⊆ D′)⇒ D′ ∈D. We shall refer to
such a family D as a dependence system on U . The minimum set cover problem and
the minimum k-connected subgraph problem are examples of the minimum dependent
set problem.
Clearly, if A ⊆ 2U is an independence system, then D = 2U \ A is a depen-
dence system, and vice versa. Thus, the systems A and D = 2U \A can be con-
sidered as diGerent sides of some universal combinatorial object, a hereditary sys-
tem, and both problems (1) and (2) become the problems over hereditary systems. A
lot of combinatorial optimization problems reduced to problems (1) and (2) are NP-
hard.
In this paper, two greedy-type approximation algorithms for problems (1) and (2) are
considered. A heuristic that gives a solution guaranteed to be within a factor  of opti-
mal has a performance guarantee of  (6 1 for problem (1) and ¿ 1 for problem
(2)). If in addition the heuristic runs in polynomial time it is called an -approximation
algorithm.
The reminder of the paper is organized as follows. In Section 2, we de.ne hereditary
systems and consider their important special cases, matroids and comatroids. In Section
3, we study above-mentioned general combinatorial optimization problems (1) and (2)
on hereditary systems. In Section 3.1, we present the steepest ascent approximation
algorithm (better known as the greedy algorithm) for the maximum independent set
problem, and some of its properties including the known Rado–Edmonds theorem and
the results of Jenkyns and Korte-Hausmann on performance guarantee of this algorithm.
Next, we de.ne a greedy-type heuristic, the so-called steepest descent algorithm, for
solving the minimum dependent set problem and analyze it in detail in Section 3.2. We
prove the analog of the Rado–Edmonds theorem for comatroids and obtain performance
guarantees of the steepest descent algorithm in terms of the dependence curvature
and girth functions of a hereditary system. Finally, in Section 4 we apply our results
to obtain performance guarantees of the steepest descent algorithm for some known
combinatorial minimization problems.
2. Hereditary systems, matroids and comatroids
Let U be a .nite set. An independence system on U is a family A ⊆ 2U satisfying
the following hereditariness axiom:
(A∈A; A′ ⊆ A)⇒ A′ ∈A:
The members of A are called independent sets.
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Similarly, we can consider a dependence system on U as a family D ⊆ 2U with the
following “hereditariness up” property:
(D∈D; D ⊆ D′)⇒ D′ ∈D:
The sets D∈D are called dependent.
Obviously, if A ⊆ 2U is an independence system, then D=2U \A is a dependence
system, and vice versa. Thus, the systems A and D = 2U \A can be considered as
diGerent sides of some universal combinatorial object, a hereditary system. We de.ne
a hereditary system on U as a partition of the family 2U of all subsets of a .nite
set U into disjoint families A and D, where A∈ 2U is an independence system and
D=2U \A is a dependence system on U . We shall write H=(U;A) or H=(U;D)
depending on which side of the hereditary system is of our interest.
Bases of a hereditary system H are maximal (under inclusion) independent sets and
circuits of H are minimal (under inclusion) dependent sets. The families of all bases
and all circuits of H are denoted by B and C, respectively.
Now we consider two important special cases of the hereditary systems.
Let H = (U;A) be a hereditary system and W ⊆ U . A base of W is a maximal
(under inclusion) independent set contained in W . A system H is called a matroid if,
for every W ⊆ U , all bases of W have the same cardinality.
There are many characterizations of matroids [10], some of them are cited in the
following theorem.
Theorem 1. Let H be a hereditary system on U and A;B;C;D be the families of
all its independent sets, bases, circuits and dependent sets, respectively. The following
statements are equivalent and each of them de:nes a matroid:
(A1) A; A′ ∈A; |A′|= |A|+ 1⇒ ∃a∈A′ \ A :A ∪ {a}∈A,
(B1) B; B′ ∈B; b′ ∈B′ \ B⇒ ∃b∈B \ B′ : (B \ {b}) ∪ {b′}∈B,
(C1) C; C′ ∈C; C = C′; c∈C ∩ C′ ⇒ ∃C′′ ∈C :C′′ ⊆ (C ∪ C′) \ {c},
(D1) D;D′ ∈D; D ∩ D′ ∈ D; d∈D ∩ D′ ⇒ (D ∪ D′) \ {d}∈D.
Proof. De.nitions of a matroid by independent sets (statement (A1)), bases (statement
(B1)) and circuits (statement (C1)) are well known [10]. We prove equivalence of
statements (C1) and (D1).
(C1) ⇒ (D1). Let H be a matroid and C be the family of its circuits satisfying
(C1). We prove that the family D = {D ⊆ U :D ⊇ C; C ∈C} of its dependent sets
satis.es (D1). Consider any sets D;D′ ∈D such that D ∩ D′ ∈ D and d∈D ∩ D′. Let
D ⊇ C; D′ ⊇ C′, where C; C′ ∈C. Note that C = C′ because otherwise C = C′ ⊆
D ∩D′ and the set D ∩D′ is dependent. If d∈C ∩C′, then, by (C1), ∃C′′ ∈C :C′′ ⊆
(C ∪ C′) \ {d} ⊆ (D ∪ D′) \ {d}. Hence (D ∪ D′) \ {d}∈D. In case that d does not
belong to at least one of circuits C; C′, say, d ∈ C, then C ⊆ D\{d} ⊆ (D∪D′)\{d},
and we have (D ∪ D′) \ {d}∈D again.
(D1) ⇒ (C1). Let now the family D of all dependent sets of the system H satisfy
(D1). Then the family C of all its circuits satis.es (C1) because, by (D1), (C ∪C′) \
{c}∈D, and this implies that the set (C ∪ C′) \ {c} contains a circuit C′′.
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Equivalence of statements (C1) and (D1) is proved.
Let W ⊆ U . We de.ne a circuit of W as a minimal (under inclusion) dependent
set containing W . A system H is said to be a comatroid if, for every W ⊆ U , all
circuits of W have the same cardinality. The term ‘comatroid’ can be explained in the
following way.
Given a hereditary system H = (U;D), we de.ne a complementary system or a
cosystem OH= (U; OA) by
OA= {U \ D :D∈D}:
It is easy to see that OD={U \A :A∈A}; OB={U \C :C ∈C}, and OC={U \B :B∈B}.
The following lemma is immediate consequence of the de.nition of a cosystem.
Lemma 1. For every hereditary system H; OOH=H.
Lemma 2. A hereditary system is a matroid if and only if the complementary system
is a comatroid.
Proof. Let W be an arbitrary subset of U . It is easy to see that B is a base of W if
and only if OC = U \ B is a circuit of OW = U \W . The rest of the proof follows from
the de.nitions of a matroid and a comatroid.
Theorem 1 and Lemma 2 imply the following
Theorem 2. Let H be a hereditary system on U and A;B;C;D be the families of
all its independent sets, bases, circuits and dependent sets, respectively. The following
statements are equivalent and each of them de:nes a comatroid:
(A2) A; A′ ∈A; A ∪ A′ ∈A; a ∈ A ∪ A′ ⇒ (A ∩ A′) ∪ {a}∈A,
(B2) B; B′ ∈B; B = B′; b ∈ B ∪ B′ ⇒ ∃B′′ ∈B :B′′ ⊇ (B ∩ B′) ∪ {b},
(C2) C; C′ ∈C; c′ ∈C′ \ C ⇒ ∃c∈C \ C′ : (C \ {c}) ∪ {c′}∈C,
(D2) D;D′ ∈D; |D|= |D′|+ 1⇒ ∃d∈D \ D′ :D \ {d}∈D.
Proof. We prove, for example, (A2), the others can be proved similarly.
Let H=(U;A) be a comatroid, A; A′ ∈A be sets with A∪A′ ∈A, and a ∈ A∪A′.
Consider the matroid OH=(U; OD) and the sets OD=U \A; OD′=U \A′. Then OD; OD′ ∈ OD,
OD ∩ OD′ ∈ OD, and a∈ OD ∩ OD′. Therefore, by (D1), ( OD ∪ OD′) \ {a}∈ OD. It is easy to see
that then (A ∩ A′) ∪ {a}∈A, and statement (A2) follows.
3. Optimization problems on hereditary systems
3.1. Maximum independent set problem
Now let us return to the maximum independent set problem
max{f(X ) :X ∈A}; (1)
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where f :U → R+ is an additive function and A is the family of all independent sets
of a hereditary system H. Many combinatorial optimization problems of type (1) are
NP-hard.
The following approximation algorithm is frequently applied to maximization prob-
lem (1).
Steepest ascent (SA) algorithm (‘best in’)
Step 0: Order the elements of U = {u1; : : : ; un} according to nonincreasing values of
f; X ← ∅; go to step 1.
Step i (i = 1; : : : ; n): If X ∪ {ui}∈A, then X ← X ∪ {ui}; if i¡n, then go to step
i + 1, else S1 ← X .
End.
SA algorithm is alternatively called a greedy algorithm. The following theorem
proved by Rado [9] and Edmonds [4] plays the central role in the matroid theory.
Theorem 3 (Rado–Edmonds). Let H=(U;A) be a hereditary system on a :nite set
U . SA algorithm :nds an optimal solution to problem (1) for any additive objective
function f :U → R+ if and only if H is a matroid.
By Theorem 3, if the system H is not a matroid, then SA algorithm does not
necessarily .nd an optimal solution to problem (1). In this connection, the bounds on
worst-case behavior of the SA algorithm are of great interest.
A performance guarantee of the SA algorithm can be obtained in terms of the
following parameter of the systemH that characterizes the closeness ofH to matroids.
Given a hereditary system H= (U;A) and W ⊆ U , denote
ru(W ) = max{|B| :B is a base of W};
rl(W ) = min{|B| :B is a base of W}:
ru(W ) and rl(W ) are called the upper rank and the lower rank of W , respectively.
The value
cA = cA(H) = min
W⊆U
rl(W )
ru(W )
is called the curvature of an independence system or the independence curvature of
the hereditary system H. It is easy to see that, for every system H, 0¡cA6 1 and
cA = 1 if and only if H is a matroid.
Let Opt1 ∈A be an optimal solution to problem (1) and S1 ∈A be a solution
produced by SA algorithm. In [7,8], the following lower bound on worst-case behavior
of SA algorithm was obtained.
Theorem 4. For every hereditary system H = (U;A) with independence curva-
ture cA and for every additive objective function of maximization problem (1)
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we have
f(S1)
f(Opt1)
¿ cA
and this bound is tight.
3.2. Minimum dependent set problem
In this section, we consider the second general combinatorial optimization problem
on hereditary systems, the minimum dependent set problem
min{f(X ) :X ∈D}; (2)
where f :U → R+ is an additive function and D is the family of all dependent sets
of a hereditary system H. Many combinatorial optimization problems of type (2), like
problems of type (1), are NP-hard. Some examples of such problems will be considered
in Section 4.
We apply the following greedy-type approximation algorithm to solve problem (2).
Steepest descent (SD) algorithm (‘worst out’)
Step 0: Order the elements of U = {u1; : : : ; un} according to nonincreasing values of
f; X ← U ; go to step 1.
Step i (i = 1; : : : ; n): If X \ {ui}∈D, then X ← X \ {ui}; if i¡n, then go to step
i + 1, else S2 ← X .
End.
To clarify interconnection between the steepest ascent and the steepest descent al-
gorithm we consider, along with minimization problem (2) on H, the following max-
imization problem on the cosystem OH:
max{f(Y ) :Y ∈ OA}; (3)
where OA is the family of all independent sets of the cosystem OH= (U; OA).
It is easy to see that problem (3) is equivalent to (2) in the sense that Opt2 ∈D is
an optimal solution to (2) if and only if Opt2 = U \Opt2 ∈ OA is an optimal solution
to (3).
Hence, SD algorithm can be viewed as the steepest ascent algorithm for problem
(3). Then, as a corollary of Lemmas 1, 2 and Theorem 3, we can obtain the analog
of the Rado–Edmonds theorem for comatroids.
Theorem 5. Let H= (U;D) be a hereditary system on a :nite set U . SD algorithm
:nds an optimal solution to problem (2) for any additive objective function f :U →
R+ if and only if H is a comatroid.
Proof (Su?ciency). Let H be a comatroid. Then by Lemmas 1 and 2 the comple-
mentary system OH= (U; OA) is a matroid. Theorem 3 implies that SA algorithm .nds
an optimal solution OS1 to problem (3) for any additive objective function f. Then
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S2 =U \ OS1 is an optimal solution to problem (2), hence SD algorithm .nds an optimal
solution to (2) for any additive f.
Necessity: The proof can be obtained by reverse arguments.
We can also derive an upper bound on worst-case behavior of SD algorithm for
problem (2) in terms of the cosystem OH. Indeed, if Opt2 is an optimal solution to (2)
and S2 is a solution yielded by SD algorithm, then Opt2=U\Opt2 and OS2=U\S2 are the
optimal solution and the solution found by SA algorithm to problem (3), respectively.
We have
f(U )− f(S2)
f(U )− f(Opt2)
=
f( OS2)
f(Opt2)
¿ cA;
where cA is the independence curvature of the cosystem OH (see Theorem 4). Hence,
f(S2)
f(Opt2)
6 cA + (1− cA) f(U )f(Opt2)
: (4)
Unfortunately, bound (4) depends on f(Opt2) and, in this sense, is a posteriori. To
obtain a performance guarantee of SD algorithm we de.ne a new characteristic of a
hereditary system H that shows closeness of H to comatroids.
Let H= (U;D) be an arbitrary hereditary system and W ⊆ U . As above, a circuit
of the set W is any minimal (under inclusion) dependent set containing W . We de.ne
the dependence curvature of the system H as
cD = cD(H) = max
W⊆U;
W ∈D
gu(W )− |W |
gl(W )− |W | ; (5)
where
gu(W ) = max{|C| :C is a circuit of W};
gl(W ) = min{|C| :C is a circuit of W}:
The quantities gu(W ) and gl(W ) are called the upper girth and the lower girth of W ,
respectively. We shall refer to gu(H) = gu(∅) and gl(H) = gl(∅) as the upper girth
and the lower girth of the system H.
It is easy to see that cD¿ 1 for every system H, and cD =1 if and only if H is a
comatroid.
Theorem 6. Let H be an arbitrary hereditary system with dependence curvature cD.
Then for any additive objective function of problem (2),
f(S2)
f(Opt2)
6 cD: (6)
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Proof. Let f(u1)¿ · · ·¿f(un). Setting f(un+1)=0; Ui={u1; : : : ; ui}; OUi=U \Ui; i=
1; : : : ; n, we get
f(S2) =
n∑
i=1
|S2 ∩ Ui|(f(ui)− f(ui+1));
f(Opt2) =
n∑
i=1
|Opt2 ∩ Ui|(f(ui)− f(ui+1)):
Since (Opt2∩Ui)∪ OUi is the dependent set containing OUi, we have |Opt2∩Ui|¿ gl( OUi)−
| OUi|. Due to SD algorithm, (S2 ∩ Ui) ∪ OUi is a circuit of the set OUi, hence |S2 ∩
Ui|6 gu( OUi)− | OUi|. Therefore,
f(S2)
f(Opt2)
6 max
OUi ∈D
gu( OUi)− | OUi|
gl( OUi)− | OUi|
6 max
W⊆U;
W ∈D
gu(W )− |W |
gl(W )− |W | = cD:
We note that a similar result for a more speci.c combinatorial object was obtained
in [6].
Remark 1. Bound (6) is tight in the following sense: for every hereditary system H
there exists a function f :U → R+ such that
f(S2)
f(Opt2)
= cD: (7)
Proof. Let W0 ⊆ U be an independent set for which the quotient in (5) attains its
maximum, i.e.,
gu(W0)− |W0|
gl(W0)− |W0| = maxW⊆U;
W ∈D
gu(W )− |W |
gl(W )− |W | = cD:
Then we de.ne
f(u) =
{
0 for u∈W0;
1 for u ∈ W0:
With this objective function and appropriate order of elements in U one can easily
demonstrate the equality in (7).
There is a more simple upper bound on worst-case behavior of SD algorithm for
the following unweighted version of problem (2):
min{|X | :X ∈D}; (8)
where D is the family of all dependent sets of a hereditary system H on a .nite
set U .
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Theorem 7. For any hereditary system H= (U;D),
|S2|
|Opt2|
6
gu(H)
gl(H)
: (9)
Proof. Note that both sets S2 and Opt2 are circuits of H, hence |S2|6 gu(H) and
|Opt2|¿ gl(H). This implies inequality (9).
4. Examples
In some cases it is possible to calculate the parameters cD(H), gu(H)=gl(H) or
upper bounds on them. Then Theorems 6 and 7 provide a priori error estimations of
SD algorithm for problems of types (2) and (8).
4.1. Minimum set cover (Set covering problem)
The data consist of a .nite set I = {1; : : : ; m}, a collection of its subsets P1; : : : ; Pn,
and positive numbers c1; : : : ; cn, where I =
⋃
(Pj : j∈ J ), J = {1; : : : ; n}. A subset J ′ is
called a cover if
⋃
(Pj : j∈ J ′)= I ; the cost of this cover is c(J ′)=
∑
(cj : j∈ J ′). The
objective is to .nd a cover of minimum cost.
Consider the hereditary system H= (J;D), where D is the family of all covers of
the set I . Note that, for each independent set W ⊆ J , the quantity gu(W )− |W | (resp.,
gl(W ) − |W |) in (5) is the maximum (resp., minimum) number of indices j∈ J that
must be added to W to obtain a cover which ceases to be a cover without any of
added indices (i.e., to obtain a circuit of W ).
Let us .nd an upper bound on the curvature cD. Without loss of generality we
suppose cD ¿ 1. Let W0 ∈ D be the independent set for which the quotient in (5)
attains its maximum. We note that the equality gu(W0) − |W0| = n means that, .rst,
W0 = ∅ and, second, the only cover is J = {1; : : : ; n}. But then gl(W0)− |W0|= n and
cD=1. So gu(W0)− |W0|6 n− 1, and the evident inequality gl(W0)− |W0|¿ 1 holds.
Therefore,
cD = cD(H) = max
W⊆U;
W ∈D
gu(W )− |W |
gl(W )− |W | =
gu(W0)− |W0|
gl(W0)− |W0| 6 n− 1:
Thus, as corollary of Theorem 6 we obtain the following performance guarantee of SD
algorithm for the minimum set cover problem:
c(S2)
c(Opt2)
6 n− 1: (10)
Remark 2. Bound (10) is tight.
Bound (10) is almost trivial in unweighted case, but it seems to be not evident in
the weighted version of the minimum set cover problem.
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One of the best known algorithms for approximating the minimum set cover is a
greedy-type algorithm obtained by ChvRatal [3]. 1 The bound on its performance ratio
is
c(S2)
c(Opt2)
6H (m); (11)
where H (m) =
∑m
i=1 (1=i).
We see that in case n − 1¡H (m) bound (10) is more preferable. We also note
that there is a p-approximation algorithm for the set covering problem, where p is the
maximum number of sets P1; : : : ; Pn covering an element (see [5]).
4.2. Minimum k-connected spanning subgraph
In this problem we are given an undirected n-vertex graph G = (V; E), where each
edge e∈E has a given cost f(e)¿ 0; the aim is to .nd a minimum-cost spanning
subgraph of the graph G such that there are at least k vertex-disjoint paths between
each pair of its vertices, i.e., to .nd a minimum-cost k-connected spanning subgraph
of G.
Consider the hereditary systemH=(E;D), where D is the family of all k-connected
spanning subgraphs of the graph G = (V; E) (we identify each subgraph and its
edge set).
It is shown in [6] that, in case k = 2, there holds cD6 n − 2, and this bound is
tight. Therefore Theorem 5 implies that, for k = 2, SD algorithm always produces a
solution to the minimum-cost k-connected spanning subgraph problem with a value at
most n− 2 times the optimal value.
In case of the unweighted version of the minimum k-connected spanning subgraph
problem the bound is much better. Results of Mader (see [1]) imply that every minimal
k-connected graph has at most kn edges. Clearly, a k-connected graph has at least kn=2
edges. Hence, gu(H)6 kn and gl(H)¿ kn=2. Thus, by Theorem 6, SD algorithm al-
ways produces a solution to the minimum-size k-connected spanning subgraph problem
with a value at most 2 times the optimal value.
Note that in [2] a (1+1=k)-approximation algorithm for the minimum-size k-connected
spanning subgraph problem is obtained.
4.3. Minimum graph coloring
This is a more “exotic” example of the minimum dependent set problem (2).
A coloring of an undirected n-vertex graph G=(V; E) is a partition of V into disjoint
sets V1; : : : ; Vk such that each Vi is an independent set for G; the number k is called the
cardinality of the coloring. The problem is to .nd a coloring with minimum cardinality.
1 This algorithm can be considered as an extension of an algorithm obtained earlier by Nigmatullin and,
independently, Johnson and LovRasz.
V. Il’ev /Discrete Applied Mathematics 132 (2004) 137–148 147
Given colorings P = (V1; : : : ; Vk) and P′ = (V ′1 ; : : : ; V
′
l ); k6 l, we refer to P as a
subcoloring of P′ if P is obtained from P′ by joining some sets V ′i . For example,
P = (V1; V2) is a subcoloring of P′ = (V ′1 ; V
′
2 ; V
′
3), where V1 = V
′
1 and V2 = V
′
2 ∪ V ′3.
SD algorithm for minimum graph coloring problem
Step 0: Begin with the trivial coloring P=(V1; : : : ; Vn), where Vi={vi}; i=1; : : : ; n;
go to step 1.
Step i (i=1; : : : ; n): The current coloring P contains a set Vi. If there exists j∈{i+
1; : : : ; n} such that Vi ∪ Vj is independent set in G, then Vj ← Vi ∪ Vj; if i¡n, then
go to step i + 1, else S2 ← P.
End.
Consider the hereditary system H = (U;D), where U = 2V and D is the family
of all colorings of G. Clearly, if gl(H) = 1, then gu(H) = 1 too. Hence we assume
that gl(H) = k¿ 2. Consider colorings Pl and Pu such that |Pl| = gl(H) = k and
|Pu|= gu(H). If Pu contains the sets Vi = {vi} and Vj = {vj}, then vertices vi and vj
are adjacent in G. Therefore, the number of singletons Vi={vi} in Pu does not exceed
k, because otherwise |Pl|¿k.
Hence gu(H) = |Pu|6 k + (n− k)=2. We have
gu(H)
gl(H)
6
k + (n− k)=2
k
= 1 +
(n− k)=2
k
6 1 +
(n− 2)=2
2
=
(n+ 2)=2
2
:
Thus, as corollary of Theorem 7 we obtain the following approximation guarantee of
SD algorithm for the minimum graph coloring:
|S2|
|Opt2|
6
(n+ 2)=2
2
: (12)
Remark 3. Bound (12) is tight.
It is attained on the graph G that is equal to the complete bipartite graph
K(n+1)=2;(n−1)=2	 minus a single matching of cardinality (n− 1)=2.
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