Abstract A parameter estimation method is proposed for fitting the generalized extreme value (GEV) distribution to censored flood samples. Partial L-moments (PLmoments), which are variants of L-moments and analogous to "partial probability weighted moments", are defined for the analysis of such flood samples. Expressions are derived to calculate PL-moments directly from uncensored annual floods, and to fit the parameters of the GEV distribution using PL-moments. Results of Monte Carlo simulation study show that sampling properties of PL-moments, with censoring flood samples of up to 30% are similar to those of simple L-moments, and also that both PLmoment and LH-moments (higher-order L-moments) have similar sampling properties. Finally, simple L-moments, LH-moments, and PL-moments are used to fit the GEV distribution to 75 annual maximum flow series of Nepalese and Irish catchments, and it is found that, in some situations, both LH-and PL-moments can produce a better fit to the larger flow values than simple L-moments.
INTRODUCTION
In the area of water-quality monitoring and investigation, a substantial number of nonzero values of many contaminants lying below the limits of actual detection are nevertheless recorded as being zero. Likewise, in the field of hydrology, low-flow and sometimes even annual maximum flow observations are rounded down to, or recorded as, zero. Such river discharges may have actually been zero or they may have been between zero and the measurement threshold, yet are noted as being zero. Such data sets are known as censored samples because all values of observations in a complete sample that fell below some threshold level were removed, or "censored" (Stedinger et al., 1993) . The purpose of analysing an annual maximum series of floods is, in most cases, to predict the magnitudes of floods of relatively large return periods. When analysing floods of arid or semiarid regions, many very low (or even zero) annual maximum flows occur. Cunnane (1987) suggested that, in such cases, it is better to analyse a censored sample based only on those floods whose magnitudes exceed a certain threshold (x 0 ). Wang (1996a) suggested that sometimes it is actually advantageous to intentionally censor (or eliminate) low-value observations because using only the larger annual maximum flows ensures that the extrapolation to large return periods flood is carried out by exploring the trend of these larger flows only.
Censored data are categorized as either Type I or Type II censoring. The situation in which all data below a fixed threshold value are censored is referred to as Type I censoring. Thus, with Type I censoring, the number of values censored is a random variable. On the other hand, in Type II censoring, a fixed number of data points is always censored and so the censoring threshold is a random variable. If the sample elements with values below a certain threshold are censored, the remainder is known as a left-censored sample, whereas, if the sample elements above a certain threshold are censored, it is known as right-censored sample. Right-censored data sets can also arise in hydrology, as when flood observations are reported as having occurred above some threshold (Stedinger & Cohn, 1986) . Censored water quality and water quantity data have the characteristics of Type I left-censoring because the censoring threshold is fixed by the measurement technology and the physical setting (Kroll & Stedinger, 1996) . The process of censoring, from below, a fixed number of sample points from the annual maximum series is classified as Type II left-censoring. The present study concentrates on Type II left-censoring.
Analysis of censored data has been carried out in the field of hydrology using several approaches, including probability plots and probability plot regression, weighted-moment estimators, maximum likelihood estimators, conditional probability models, partial probability weighted moments and L-moments. Methods for obtaining the maximum likelihood estimate of a generalized extreme value (GEV) distribution from censored samples have been suggested by Prescott & Walden (1983) and Phien & Fang (1989) . Wang (1990 Wang ( , 1996a introduced the concept of partial probability weighted moments (PPWMs) for the analysis of censored samples and derived a unified expression for the GEV distribution. Kroll & Stedinger (1996) applied Wang's method of PPWMs together with the log-probability plot regression method (LPPR) and the lognormal maximum likelihood method (MLE) for the analysis of censored samples using simulation techniques. Hosking (1990) showed that, compared with conventional moments, L-moments are less subjected to bias in estimation, and yield more accurate estimate of the parameters of a fitted distribution, and that parameter estimates obtained from Lmoments are sometimes more accurate in small samples than are the maximumlikelihood estimates. L-moments have the advantage of providing parameter estimates that are nearly unbiased, highly efficient and not much influenced by outliers (extreme observations) than ordinary statistical moments, where the data are squared, cubed etc. (Stedinger et al., 1993) . For these reasons, the method of L-moments has found widespread application in both regional and at-site flood frequency analyses. Wang (1996b) derived expressions for direct sample estimation of L-moments. Bhattarai (1997) showed that the method of L-moments is superior to both the method of conventional moments and the method of (biased) probability weighted moments for estimating parameters of the GEV distributions. Sankarasubramanian & Srinivasan (1999) compared the sampling properties of conventional moments and L-moments for the generalized normal, generalized extreme value, generalized Pareto and Pearson-3 distributions and found that the bias in L-skewness was insignificant up to a skewness of about 1, even for small samples.
Although the L-moments lead to quite efficient estimates of the parameter of a distribution, this may not be so for the estimates of extreme quantiles in some cases. Because extreme sample values are given little weight in the estimation, the sample information about the tails of the distribution may not be adequately evaluated (Klemeš, 2000) and, consequently, the quantiles at the tails may not be efficiently estimated when L-moments are used (van Gelder, 2000; Rowiński et al., 2002) . Hosking (1995) extended the theory of L-moments to the analysis of censored data and derived equations for estimating a number of distributions from upper-bound censored samples. Koulouris et al. (1998) introduced L-moment diagrams for censored observations to evaluate the goodness of fit of alternative distributional hypotheses for left-censored data. Although not involving censored samples directly, the purpose of the method of LH-moments (i.e. higher-order L-moments) (Wang, 1997) is somewhat similar to that of the analysis of censored flood samples, namely, to reduce the undesirable influence that small sample events may have on the estimation of large return period events. Wang (1998) formulated a procedure for goodness-of-fit tests for the use of the GEV distribution in conjunction with the LH-moment estimation. To improve the low flow quantile estimates, Lu et al. (1999) proposed maximum likelihood estimation method that incorporates the restriction
Q , to fit the bivariate lognormal distribution to the two-dimensional censored data. Thompson et al. (2000) explored several statistical methods for estimating the Weibull parameters from left-censored data. Durrans & Tomic (2001) evaluated performances of five different methods which place an emphasis on fitting the lower tail of lognormal distribution for estimation of the 10-year low-flow quantile, and found no clear "winner" among them. This was in spite of the fact that the three methods, namely, partial probability weighted moments, distribution truncation and LL-moments (analogous to LHmoments but giving larger weights to the smallest flow values), exhibit distinct advantages as they do not require iterative solution methods. Bayazit & Önöz (2002) proposed the method of LL-moments for fitting probability distribution functions to low-flow observation, and found that the low-flow quantile estimates obtained by LLmoments were significantly different from those obtained by simple L-moment. Bhattarai (2002) presented some preliminary results of a study of censored flood samples using PL-moments based on Nepalese data at a conference held at NUI, Galway, Ireland. This paper is a substantial elaboration of that theme using additional (including Irish) data.
PARAMETER ESTIMATION OF THE GEV DISTRIBUTION USING PARTIAL L-MOMENTS
This study has followed the same approach as that using partial probability weighted moments (Wang, 1990 (Wang, , 1996a for deriving the necessary equations to estimate the parameters of the GEV distribution, but using instead the sample partial L-moments derived directly from the complete annual maximum (AM) series. The derivation of these equations is presented in the Appendix. Using the modified form of Wang's (1996b) method of direct sample estimation of L-moments proposed by Bhattarai (2002) , the sample partial L-moments can be calculated directly from the complete (uncensored) sample, arranged in ascending order
(1)
where 0 * )
In mnemonic form, one can write the jth partial L-moment as:
where, in the binomial expansion of (A -B)
The level of censoring, F 0 , which is selected a priori, determines the number of the sample data points to be censored as:
where n is the length of the uncensored sample and n 0 is the number of censored data points. The value of x 0 is that of the largest value censored. The sample PL-moments so obtained are utilized to estimate the parameters of the GEV distribution using equations (A9), (A10), (A17), (A18) and (A19) (see Appendix).
PRESENT STUDY
This paper consists of two parts. The first part covers the sampling properties of the method of PL-moments in fitting the GEV distribution to censored flood samples, using a Monte Carlo simulation study. It also presents a comparison of the sampling properties of the methods of simple L-moments, LH-moments, and PL-moments for the censored samples. The second part consists of an application example, in which annual maximum series of two climatically quite different regions, namely, the monsoon-influenced Nepal (35 river basins) and the humid Ireland (40 river basins), are analysed. The GEV distribution was fitted to each of the 75 AM series, using the three variants of L-moments, i.e. the simple L-, LH-and PL-moments in each case. The Nepalese flood data were obtained from the Department of Hydrology and Meteorology (Nepal), and the Irish flood data from the Office of the Public Works (Ireland).
EXPERIMENTAL DESIGN
A detailed Monte Carlo simulation study is carried out for the evaluation of the sampling properties, namely, bias, standard error (se) and root mean square error (rmse) of the method of PL-moments in fitting the GEV distribution to censored flood samples. For this purpose, synthetic "flood-like" data were generated, using a GEV parent distribution with location parameter ξ = 0.0, scale parameter α = 1.0, for the shape parameter, k varying from -0.5 to +0.5, and for sample sizes, n of 20, 30, 40 and 50. The GEV distribution is then fitted to these synthetic data using the methods of simple L-moments, LH-moments and PL-moments. In the case of PL-moments, the synthetic flood samples were censored from below at different levels of censoring threshold (F 0 ), ranging from 0 to 60%. PL-moments at zero censoring (F 0 = 0%) are equivalent to the simple L-moments. Sampling properties in terms of bias, se, and rmse, for four estimators x(F=0.98), x(F=0.99), x(F=0.995 ) and x(F=0.998), i.e. Q 50 , Q 100 , Q 200 and Q 500 , respectively, were computed using the equations (10)- (14), for all three variants of L-moments.
If T Q is the value of quantile estimate obtained by a particular distribution and estimation procedure and Q T is the population value, the mean ) ( T Q µ , and the variance
where M = 10 000 samples (in this study) of size n each.
Bias, se and rmse are then calculated as:
The relative values of bias, se and rmse (in %) were computed by dividing the above quantities by the population value Q T and multiplying by 100.
SAMPLING PROPERTIES OF PL-MOMENTS
A good parameter estimation technique for censored data should yield results in agreement with those obtained from the complete data (Thompson et al., 2000) . To evaluate this, the sampling properties, namely bias and rmse on different quantile estimators, x(F), obtained from the method of PL-moments (involving different censoring thresholds, F 0 ), were compared with those from simple L-moments (involving uncensored data) for various sample sizes, n, and for different values of GEV shape parameter, k. Results show that the bias on quantile estimates obtained from the method of PL-moments with the level of censoring of F 0 ≤ 30% is very similar to that of simple L-moments, and for this range of censoring, the actual value of bias lies within -10% to +10%. But for the censoring level of F 0 > 30%, the negative values of bias from PL-moments increase appreciably with the increase in F 0 . Figure 1 (a) and (b) shows that, for sample sizes n = 20-50, the value of bias on x(F=0.99) estimator from both simple L-moments (i.e. F 0 = 0%) and PL-moments with F 0 ≤ 30% is less than 5% for k = +0.2 and less than 3% for k = -0.2, but for F 0 > 30%, as noted above, the negative value of bias increases appreciably. estimators. However for the x(F=0.998) estimator, the value of bias is about 7% for k = +0.2 and about 11% for k = -0.2, for F 0 ≤ 30%, above which the negative bias again increases sharply. These observations reveal that the method of PL-moments, with censoring from left up to 30%, will not practically add any bias over that by the method of simple L-moments. Bias and rmse on quantile estimators, x(F), from the method of PL-moments/GEV distribution, for different sample sizes n, and censoring level F 0 % were plotted against the value of GEV shape parameter, k. It is observed that, for the value of k > -0.2, bias is almost independent of the GEV shape parameter k; for example, for k > -0.2 and for a sample size of n = 30, the bias on x(F=0.99) estimator is about 2% for the method of simple L-moments; and about 3% for PL-moments with F 0 = 10-20%, about 1% with F 0 = 30%, and about -4% with F 0 = 40% (Fig. 2(b) ). Even for a small sample size of n = 20 and for k > -0.2, the bias on x(F=0.99) estimator is only about 4% for simple L-moments; and about 5% for PL-moments with F 0 =10-20%, less than 1% with F 0 = 30%, and about -5% with F 0 = 40% (Fig 2(a) ). Interestingly, it is seen that for the range of variables considered, the quantiles estimated using GEV distribution/method of PL-moments, with censoring threshold F 0 = 30%, have the lowest values of absolute bias; sometimes, even lower than that from the simple L-moments. The root mean square error (rmse) on quantile estimators, x(F), plotted against the value of GEV shape parameter k, for two different sample sizes (n = 20 and n = 30) and various level of censoring threshold F 0 % (see Fig. 2(c) and (d)) show that, as expected, the rmse decreases with increasing sample size n, and with increasing value of GEV shape parameter k; but that the rmse is almost unaffected by the level of censoring threshold F 0 , for the value of GEV shape parameter k ≥ -0.3. It reveals that for k ≥ -0.3, and for the sample size n ≥ 20, the rmse for PL-moments is nearly the same as that for the simple L-moments up to the quantile x(F=0.995) (i.e. for T ≤ 200 years return period). However, for higher return periods, i.e. T > 200 years, the rmse for PL-moments is slightly higher than that for simple L-moments, for the negative value of shape parameter k (see also Fig. 3(c) and (d) ).
The sampling properties of the method of simple L-, LH-and PL-moments were compared, for the range variable discussed above, and four representative plots are presented in Fig. 3(a) -(d). From these, it is observed that the bias values for the method of LH-moments (i.e. L1, L2, L3 and L4), simple L-moments, and PL-moments (with F 0 ≤ 30%) are close to each other, within the range of -1% to +5% for k = +0.2, and between -5% to +7% for k = -0.2. But the PL-moments, with censoring F 0 = 40%, have larger values of negative bias than the others. The rmse for the simple L-, LHand PL-moments are practically the same for all values of sample size, n, range of GEV shape parameter, k, and for all the quantile estimators, x(F) considered in this study, albeit with the simple L-moments producing slightly smaller rmse than the other methods for quantiles of return periods greater than 200 years and k = -0.2 (Fig. 3(d) ).
APPLICATION EXAMPLE
As an example, an application of the PL-moments/GEV distribution method for the analysis of censored flood samples is presented herein using annual flood records of two climatically quite different countries, namely, the monsoon climate-influenced Nepalese catchments (35 sets) and the humid Irish catchments (40 sets). The methods simple L-, LH-and PL-moments were used to fit the GEV distribution to these annual maximum series and two representative probability plots, i.e. one each for Nepalese and Irish data, are shown here (Fig. 4(a) and (b)). From these fitted plots, it is generally Fig. 4 Fit of the GEV distribution using the methods of simple L-, LH-and PLmoments to the annual maximum flow series of (a) River Bheri (Nepal; catchment area 12 990 km 2 ) for sample size n = 32; and (b) River Newport (Ireland; catchment area 223 km 2 ) for sample size n = 43.
observed that, for the annual maximum series showing only one segment on the probability plots, all the three variants of L-moments produce virtually the same curve, indicating that, in such cases, the application of simple L-moments seems to be adequate. However, for those annual maximum series showing two or more segments on a probability plot (see Fig. 4(a) ), and also for those series having positive values of GEV shape parameter k, both the methods of PL-and LH-moments produce better fit to the larger flow values than that of the simple L-moments. From the fitted plots, it is generally observed that the quantiles estimated using the L1-moments (first higherorder LH-moments) and the quantiles estimated using the PL-moments with F 0 = 10% are nearly the same. Similarly the quantiles estimated using the L2-moments (second higher-order LH-moments) and those from the method of PL-moments with F 0 = 20% are also very close. Likewise, the use of L3-moments and L4-moments (third and fourth higher-order LH-moments) resulted in almost the same quantiles as those obtained using the method of PL-moments with the censoring threshold of 30 and 40% respectively (see Fig. 4 (a) and (b)). The method of PL-and/or LH-moments produced somewhat better fit to the larger flow values than the simple L-moments for 18 out of the 35 Nepalese annual maximum series and also for 20 out of the 40 Irish series. The method of PL-moments was unstable (i.e. produced very unrealistic fit) for one Nepalese series of sample size n = 20, indicating that, for shorter flood samples, the method of PL-moments might be unstable in some cases. A similar instability problem was encountered by Wang (personal communication, 18 December 2002) in the case of partial probability weighted moments. However, the method of LH-moments did not exhibit such behaviour.
SUMMARY AND CONCLUSIONS
Partial L-moments (PL-moments), a variant of L-moments, are analogous to the partial probability weighted moments defined for the analysis of censored flood samples. Expressions are derived to calculate sample PL-moments directly from the uncensored annual maximum series, and also to relate the PL-moments to the generalized extreme value (GEV) distribution. A Monte Carlo simulation study, carried out to evaluate the sampling properties of PL-moments, involving various sample sizes n, different values of GEV shape parameter k, different censoring levels F 0 , and for different quantile estimators, x(F), shows that the bias from the method of PL-moments with censoring up to F 0 ≤ 30% is not very different from that of the simple L-moments. PL-moments with F 0 = 30% produce even less bias than simple L-moments. Similarly, the rmse of PL-moments, for all censoring levels, sample size and return periods considered, is quite similar to those of simple L-moments for the values of GEV shape parameter k ≥ -0.3. It was also found that PL-moments and LH-moments produce virtually the same bias and rmse values. The methods of simple L-moments, LH-moments and PL-moments were applied to annual floods at 35 monsoon climate-influenced Nepalese catchments and at 40 humid Irish catchments. Results show that both LH-moments and PL-moments are quite effective in fitting the GEV distribution to these floods, and in some cases, produce even better fits than the simple L-moments, thus supporting the findings of earlier studies (e.g. Cunnane, 1987; Wang, 1996a ) that analysis of censored flood samples would improve the estimation of floods of larger return periods. For the AMS considered in this study, it is also generally observed that the LH-moments and PLmoments produce almost similar results, with L1-moments being roughly equivalent to PL-moments with 10% censoring, L2-moments equivalent to PL-moments with 20% censoring, L3-moments equivalent to PL-moments with 30% censoring and L4-moments equivalent to PL-moments with 40% censoring. Wang, Q. J. (1996a) Using partial probability weighted moments to fit the extreme value distributions to censored samples.
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APPENDIX
Derivation of equations for the estimation of the parameters of the GEV distribution, using partial L-moments (cf. Bhattarai, 2002) The extreme value Type I, II and III distributions, also known collectively as the generalized extreme value (GEV) distribution, have the following expression:
where ξ, α, and k are the location, scale and shape parameters of the GEV distribution respectively. For k = 0, the distribution is unbounded both above and below, and is referred to as the EV1 or Gumbel distribution. For k < 0, the distribution has a finite lower bound at ξ + α/k, and is referred to as the Type II extreme value distribution. For k > 0, the distribution has a finite upper bound at ξ + α/k, and is referred to as the Type III extreme value distribution. The partial probability moments (PPWMs) of the GEV distribution for k ≠ 0 are given by Wang (1990 Wang ( , 1996a as:
where P(..,..) is the Incomplete Gamma function and F 0 = F(x 0 ), x 0 being the censoring threshold. Using r = 0, 1 and 2 in equation (A5), one can write: 
When F 0 is known, one can replace r β′ by r b′ , the sample estimate of the PPWMs, and estimate the parameters ξ, α and k as the solutions of equations (A6), (A7), and (A8). The exact solution of equation (A8) requires iterative methods which are cumbersome. Wang (1990) has also proposed a simple method of solution using the following approach:
Let z be the right-hand side of equation (A8), that is:
When z is plotted vs k, for a fixed F 0 , the curve is very smooth. The exact solution of the curve changes with the F 0 value. The curve can be accurately approximated by a quadratic function of the form: 
The relationship between L-moments and PWMs is given by Hosking (1990) as:
λ 2 = 2β 1 -β 0 (A13) λ 3 = 6β 2 -6β 1 + β 0 (A14) λ 4 =20β 3 -30β 2 +12β 1 -β 0 (A15) where β 0 , β 1 , β 2 , β 3 are the probability weighted moments and λ 1, λ 2, λ 3 and λ 4 are the first, second, third and fourth L-moments respectively. Similar linear relations can be established between the partial probability-weighted moments and the partial L-moments.
Replacing the values of the partial probability weighted moments 0 β′ , 1 β′ and 2 β′ in equation (A11) by the partial L-moments 0 λ′ , 1 λ′ and 2 λ′ , using the relationship in equations (A12), (A13), (A14) and (A15), one obtains: 
where , 1 λ′ 2 λ′ and 3 λ′ are the first, second and third partial L-moments derived using the equations (1)- (9) given in the body of the text.
