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Abstract:We propose and test exact quantization conditions for the N -particle quantum
elliptic Ruijsenaars-Schneider integrable system, as well as its Calogero-Moser limit, based
on the conjectural correspondence to the five-dimensional N = 1∗ SU(N) gauge theory
in the Nekrasov-Shatashvili limit. We discuss two natural sets of quantization conditions,
related by the electro-magnetic duality, and the importance of non-perturbative corrections
in the Planck constant. We also comment on the eigenfunction problem, by reinterpreting
the Separation of Variables approach in gauge theory terms.
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1 Introduction and summary
Among all quantum integrable systems, elliptic ones are the hardest to analyse due to the
doubly-periodic nature of their potential. They are however also the most fundamental
ones, since many other integrable systems can be obtained from them by taking opportune
limits. The most famous example is the N -particle elliptic Calogero-Moser system, which
in various special limits reduces to its trigonometric or hyperbolic version, or even to the N -
particle closed Toda chain [1]: although much progress has been made in the last few years,
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its analytic solution is not known if not for very special cases. The situation is even worse
if we consider its relativistic generalization, also known as N -particle elliptic Ruijsenaars-
Schneider system [2–5]: in that case not only the analytic solution is not known, but also
determining its Hilbert integrability (i.e. its domain of self-adjointness) is a rather non-
trivial problem since the Hamiltonian is not a differential but a finite-difference operator
[5–7]. It would therefore be quite helpful to develop new techniques to approach these
elliptic problems.
As it became clear recently, supersymmetric gauge theories and topological string the-
ory can provide an alternative, non-conventional framework to study quantum integrable
systems. This was first pointed out in [8], where it was conjectured that all-orders WKB
quantization conditions and energy spectrum for a particular class of integrable systems
(such as closed Toda chains, elliptic Calogero-Moser and their relativistic versions) can
be obtained by considering certain observables in Ω-background deformed four or five-
dimensional gauge theories with at least eight supercharges and unitary gauge group, in
a special limit known as Nekrasov-Shatashvili (NS) limit. In this limit only one (say, 1)
of the two Ω-background parameters 1 and 2 is kept, and plays the role of the Planck
constant h̵ of the quantum integrable system; other gauge theory parameters can also be
identified with parameters of the quantum Hamiltonians. The most important advantage
of the gauge theory approach is that it naturally gives exact WKB quantization conditions
and energy spectrum expressed not as an asymptotic series in h̵, but as a convergent power
series in an auxiliary parameter (the instanton counting parameter Q, associated to some
parameter in the Hamiltonians) whose coefficients are exact in h̵.
The conjecture by [8] was tested in [9–11] for the case of the N -particle closed Toda
chain, associated to four-dimensional N = 2 pure SU(N) super Yang-Mills theory in the
NS limit, and was shown to reproduce the known Toda solution studied in [12–18]. More
recently other tests were performed in [19] for the case of the N -particle relativistic closed
Toda chain [20], associated to the NS limit of five-dimensional N = 1 pure SU(N) super
Yang-Mills theory compactified on a circle, and in [21] for the case of other relativistic
quantum integrable systems of cluster type [22], which in general can only be associated to
a topological string theory on a local toric Calabi-Yau 3-fold (or (p, q)-brane web) rather
than a five-dimensional gauge theory. Quite interestingly, the conjecture by [8] turns out
to be inconsistent for all the relativistic systems considered in [19, 21]: this is because even
if the exact WKB quantization conditions obtained from gauge theory/topological string
theory are exact in h̵ and convergent as a series in Q, they present an infinitely dense set
of poles as functions of h̵, which is inconsistent with the fact that the quantum integrable
systems are perfectly well-defined for any h̵ ∈ R+.
This is however not too surprising: in principle in any quantum mechanical system
complex instantons may generate important non-perturbative contributions in h̵, but these
will be missed if we only consider the WKB solution. One can therefore imagine that
inconsistencies of the conjecture by [8] are due to the fact that complex instantons are
present in all relativistic integrable systems, but the gauge theory approach does not take
them into account. We thus expect the poles in h̵ should disappear when non-perturbative
effects are considered. This is indeed what seems to happen: as conjectured and tested in
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[19, 21], if we add the relevant non-perturbative contributions to the exact WKB quantiza-
tion conditions we obtain pole-free quantization conditions for relativistic Toda chains and
relativistic cluster integrable systems, and the resulting energy spectrum matches the one
we can compute numerically by standard quantum mechanical arguments.
Of course, the biggest problem is to precisely determine the non-perturbative contribu-
tions. In [19, 21] (based on previous works [23–30]) it is suggested that these are completely
fixed by requiring the full (WKB + non-perturbative) exact quantization conditions to be
invariant under the exchange h̵↔ 4pi2/h̵. Although the effectiveness of such a simple pro-
posal may seem surprising at first, this is not completely unexpected, being in line with the
quantum group and modular double structure underlying the relativistic Toda chain [31]
and, more in general, any relativistic cluster integrable system [22].
The purpose of the present work is to further test the conjecture by [8], or its non-
perturbative refinement à la [19, 21], in the case of N -particle elliptic quantum integrable
systems of Calogero-Moser and Ruijsenaars-Schneider type, related to four-dimensionalN = 2∗ SU(N) and five-dimensional N = 1∗ SU(N) gauge theories respectively, mostly
focussing on the 2-particle case for simplicity. In order to test these conjectures against
numerical results, we will restrict our attention to the region in parameter space for which
the elliptic quantum integrable systems admit a discrete set of energy levels.
As we will see, the situation is pretty much similar to what happens for the closed
Toda chain, relativistic and not: the exact WKB quantization conditions conjectured by [8]
seem to be sufficient to reproduce the Calogero-Moser spectrum, while in the Ruijsenaars-
Schneider case we also need to include non-perturbative corrections, fixed by the require-
ment of invariance under h̵↔ 4pi2/h̵ along the lines of [19, 21]. It is important to remark
that although the elliptic Ruijsenaars-Schneider system is not of cluster type, i.e. it is not
related to a toric Calabi-Yau 3-fold, the h̵ ↔ 4pi2/h̵ symmetry is still expected due to its
underlying modular double structure [5–7].1
There is however a new ingredient to the story, which is special to elliptic system.
When the potential is doubly-periodic with real and imaginary periods (2ω,2ω′), we can
either consider the L2([0,2ω]N−1) quantum mechanical problem relative to the real period
or the L2([0,2ω′]N−1) one relative to the imaginary period. Clearly the two problems are
the same since they are simply related by the exchange ω ↔ ω′, but as already pointed
out in [8] the gauge theory approach treats them differently: quantization conditions for
the first and second case correspond to quantize the 1-deformed Seiberg-Witten periods
aj or the 1-deformed dual periods aD,j respectively. This is not unexpected: since the
complex structure τ = ω′/ω of the torus is identified with the complexified gauge coupling,
exchanging ω ↔ ω′ corresponds to electro-magnetic duality, which leads to the exchange
a↔ aD. When 1 = 0 this was already made clear in [32] using the fact that a, aD are re-
lated by the Seiberg-Witten prepotential; we will see that this remains true even at 1 ≠ 0 if
we replace the Seiberg-Witten prepotential by its appropriate 1-deformed version (usually
1Because of different conventions for the parameters, in this work the h̵ ↔ 4pi2/h̵ invariance will be
replaced by invariance under h̵ ↔ 2ω with 2ω real period of the torus on which the integrable system is
defined.
– 3 –
called twisted effective superpotential), which however in the five-dimensional case needs
to include contributions which are non-perturbative in 1 ∼ h̵ as we already discussed: we
therefore conclude that away from the Seiberg-Witten limit, realizing electro-magnetic du-
ality in five dimensions can only be achieved by also considering non-perturbative effects in
the Omega background parameters.
The plan of the paper is as follows. Section 2 will be dedicated to studying the 2-particle
elliptic Calogero-Moser system. We first introduce the system as well as its trigonometric
and hyperbolic limits. After review what is known about its analytic solution, both in
these special limits and in general, we explain how to study the problem numerically; we
then move to discuss how gauge theory can be used to determine the energy spectrum
analytically. Finally, we comment on what gauge theory can tell us about the problem
of constructing eigenfunctions. Section 3 will follow the same steps, but for the 2-particle
elliptic Ruijsenaars-Schneider system; Section 4 instead is devoted to the study of the N -
particle case. Useful formulae are collected in Appendices A, B.
2 2-particle systems of Calogero-Moser type
Let us consider a complex coordinate z = x + iy (x, y ∈ R) on a rectangular torus of half-
periods (ω,ω′) with ω ∈ R+, ω′ ∈ iR+; this means that
x ∼ x + 2ω, y ∼ y + 2∣ω′∣. (2.1)
With gauge theory applications in mind, we will sometimes find it more convenient to
reparametrize the periods as
(2ω,2ω′) = (2ω,−iω
pi
lnQ4d), (2.2)
where
Q4d = e2piiτ , τ = ω′
ω
. (2.3)
The 2-particle elliptic Calogero-Moser system (2-eCM) Hamiltonian is given by the second-
order ordinary differential equation (see Appendix A.1 for our conventions on elliptic func-
tions) [−∂2z + (g2h̵2 − 14)℘(z∣ω,ω′)]ψ(z) = Eh̵2ψ(z). (2.4)
Here all parameters z, h̵, g,E ∈ C. One possible problem one could study is to look for the
two linearly independent solutions to this equation for generic complex values of the param-
eters. We are however interested in quantum mechanical applications of (2.4), so we should
only be considering values of parameters for which (2.4) realizes a well-defined quantum
mechanical problem with self-adjoint Hamiltonian. Among various other possibilities,2 this
happens in the following two cases:
2For example the choice of parameters considered in [33–36], which leads to a quantum mechanical
problem with continuous energy spectrum and a band/gap structure, will not be studied here.
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B-model: Focussing on the real slice z = x ∈ R and requiring h̵ = h̵x ∈ R+, g = gx ∈ R+,
E = E(B) ∈ R+ the Hamiltonian (2.4) reduces to
[−∂2x + ( g2xh̵2x − 14)℘(x∣ω,ω′)]ψ(B)(x) = E
(B)
h̵2x
ψ(B)(x), (2.5)
or alternatively, by introducing the sometimes more familiar parameter αx = gxh̵x + 12 ,
[−∂2x + αx(αx − 1)℘(x∣ω,ω′)]ψ(B)(x) = E(B)h̵2x ψ(B)(x). (2.6)
For gx ⩾ h̵x2 (or αx ⩾ 1) the potential is confining, and (2.5) defines a quantum mechanical
problem on L2x([0,2ω]) whose energy spectrum is real and discrete; we will refer to (2.5)
as the B-type 2-particle elliptic Calogero-Moser quantum integrable system (2-eCMB).
In the limit ω′ → i∞ (i.e. Q4d → 0) this reduces (modulo constants) to the 2-particle
trigonometric Calogero-Moser quantum integrable system (2-tCM)
[−∂2x + ( g2xh̵2x − 14)pi
2
ω2
1
4 sin2(pix2ω )]ψ(T)(x) = E
(T)
h̵2x
ψ(T)(x); (2.7)
this is still a quantum mechanical problem on L2x([0,2ω]) with a discrete set of energy
levels for gx ⩾ h̵x2 , and its solution is known analytically.
A-model: Focussing instead on the slice z = iy ∈ iR and requiring h̵ = ih̵y ∈ iR+, g = igy ∈
iR+, E = E(A) ∈ R+ the Hamiltonian (2.4) reduces to
[−∂2y − ( g2yh̵2y − 14)℘(iy∣ω,ω′)]ψ(A)(y) = E
(A)
h̵2y
ψ(A)(y), (2.8)
or alternatively, by introducing the parameter αy = gyh̵y + 12 ,
[−∂2y − αy(αy − 1)℘(iy∣ω,ω′)]ψ(A)(y) = E(A)h̵2y ψ(A)(y). (2.9)
For gy ⩾ h̵y2 (or αy ⩾ 1) the potential is confining, and (2.8) defines a quantum mechanical
problem on L2y([0,2∣ω′∣]) with energy spectrum real and discrete; we will refer to (2.8) as
the A-type 2-particle elliptic Calogero-Moser quantum integrable system (2-eCMA).
In the limit ω′ → i∞ (i.e. Q4d → 0) this reduces (modulo constants) to the 2-particle
hyperbolic Calogero-Moser quantum integrable system (2-hCM)
[−∂2y + ( g2yh̵2y − 14)pi
2
ω2
1
4 sinh2(piy2ω )]ψ(H)(y) = E
(H)
h̵2y
ψ(H)(y); (2.10)
this is still a well-defined quantum mechanical problem for y ∈ (0,∞) and gy ⩾ h̵y2 whose
solution is known analytically, however its energy spectrum is continuous.
Although we introduced them as different, it is important to remark that the two problems
2-eCMB and 2-eCMA are actually the same: in fact since [37]℘(iy∣ω,ω′) = −℘(y∣ − iω,−iω′) = −℘(y∣ − iω′, iω), (2.11)
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the 2-eCMA problem with half-periods (ω,ω′) is equivalent to the 2-eCMB problem with
half-periods (−iω′, iω) if we also identify h̵y, gy with h̵x, gx, that is
−∂2y − ( g2yh̵2y − 14)℘(iy∣ω,ω′)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
A-problem
= −∂2y + ( g2yh̵2y − 14)℘(y∣ − iω′, iω)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
B-problem (inverted periods)
. (2.12)
Despite this fact, we prefer to keep distinguishing them in order to facilitate later comparison
with gauge theory. In fact, we will see that the gauge theory approach treats B- and A-
model differently; verifying that these different treatments respect (2.12) will therefore be
a non-trivial consistency check for the validity of the gauge theory approach.
2.1 Trigonometric and hyperbolic cases
Before discussing the 2-eCMB and 2-eCMA systems, we will first review the known analytic
solution to their trigonometric (2-tCM) and hyperbolic (2-hCM) limits. This will be of help
later in Section 2.2 to understand how to numerically evaluate the spectrum of the elliptic
system.
Trigonometric case
Let us start by considering the 2-tCM system. For generic half-period ω, the 2-tCM problem
reads
Ĥ(T)ψ(T)(x) = [−h̵2x∂2x + h̵2x( g2xh̵2x − 14)pi
2
ω2
1
4 sin2(pix2ω )]ψ(T)(x) = pi
2
ω2
a2ψ(T)(x), (2.13)
where for later convenience we reparametrized the energy E(T) in terms of an auxiliary
variable a ∈ R as
E(T)(a) = pi2
ω2
a2. (2.14)
Equation (2.13) will in general have two linearly independent solutions; however, since we
will ultimately be interested in L2([0,2ω]) eigenfunctions, we start by considering only a
particular linear combination of them which vanishes at x = 0, given by (modulo normal-
ization factors)
ψ
(T)+ (x)∝ [sin pix
2ω
] 12+ gxh̵x 2F1 (1
4
+ gx
2h̵x
+ a
h̵x
,
1
4
+ gx
2h̵x
− a
h̵x
,1 + gx
h̵x
, sin2
pix
2ω
) , x ∈ (0, ω)
(2.15)
for a, gx, h̵x ∈ R+. Expression (2.15) is actually a solution only in the interval x ∈ [0, ω];
from the symmetry of the problem, the solution in the remaining interval x ∈ [ω,2ω] should
be of the same form of (2.15), possibly up to an overall sign. However, the x ∈ [0, ω]
and x ∈ [ω,2ω] solutions are not connected smoothly at x = ω for generic values of a
(or, equivalently, E(T)). In order for them to be smoothly connected, i.e. for the total
solution to be in L2([0,2ω]), we have to tune a (i.e. the energy E(T)) carefully; this is why
the energy spectrum of the 2-tCM system is quantized. More concretely, the smoothness
conditions we must impose are
∂xψ
(T)(x)∣
x=ω = 0 or ψ(T)(x = ω) = 0; (2.16)
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these conditions determine the only allowed values an and E
(T)
n = E(T)(an) (n = 0,1, . . .),
which are simply
an = ± gx + (n + 12)h̵x
2
, E(T)n = pi2ω2a2n, n ∈ N. (2.17)
Quantization conditions (2.17) give rise to parity-even (with respect to x = ω) or parity-odd
L2([0,2ω]) eigenfunctions ψ(T)n (x) for n even or odd respectively:
ψ
(T)
2m (x)∝ ⎧⎪⎪⎨⎪⎪⎩ψ
(T)+ (x) if x ∈ [0, ω],
ψ
(T)+ (x) if x ∈ [ω,2ω], , n = 2m;
ψ
(T)
2m+1(x)∝ ⎧⎪⎪⎨⎪⎪⎩ ψ
(T)+ (x) if x ∈ [0, ω],−ψ(T)+ (x) if x ∈ [ω,2ω], , n = 2m + 1.
(2.18)
By using the identity
2F1 (a, b, a + b + 1
2
, z) = 2F1 (2a,2b, a + b + 1
2
,
1 −√1 − z
2
) , (2.19)
these (unnormalized) eigenfunctions can be rewritten in the more compact form
ψ(T)n (x)∝ [sin pix2ω ]
1
2
+ gx
h̵x
2F1
⎛⎝−n, 2gxh̵x + 1 + n, gxh̵x + 1, 1 −
√
cos2 pix2ω
2
⎞⎠
∝ [sin pix
2ω
] 12+ gxh̵x C 12+ gxh̵xn (cos pix
2ω
), x ∈ [0,2ω], (2.20)
where Cαn (z) are the Gegenbauer polynomials
Cαn (z) = Γ(n + 2α)n! Γ(2α) 2F1 (−n,2α + n,α + 12 , 1 − z2 ) . (2.21)
Thanks to the orthogonality properties of the Gegenbauer polynomials we can then con-
struct a normalized basis of 2-tCM eigenfunctions
ψ(T)n (x) = ⎡⎢⎢⎢⎢⎢⎣
2
2gx
h̵x (n + 12 + gxh̵x )n!Γ2(12 + gxh̵x )
2ωΓ(n + 2gxh̵x + 1)
⎤⎥⎥⎥⎥⎥⎦
1/2 [sin pix
2ω
] 12+ gxh̵x C 12+ gxh̵xn (cos pix
2ω
), (2.22)
which satisfy the orthonormality condition
∫ 2ω
0
dxψ(T)m (x)ψ(T)n (x) = δmn. (2.23)
We may also replace n by an via (2.17) and write
ψ(T)n (x) =⎡⎢⎢⎢⎢⎣2
2gx
h̵x
2ω
2an
h̵x
Γ(12 − gxh̵x + 2anh̵x )Γ2(12 + gxh̵x )
Γ(12 + gxh̵x + 2anh̵x )
⎤⎥⎥⎥⎥⎦
1/2 [sin pix
2ω
] 12+ gxh̵x
Γ(12 + gxh̵x + 2anh̵x )
Γ(12 − gxh̵x + 2anh̵x )Γ(1 + 2gxh̵x )2F1 (14 + gx2h̵x + anh̵x , 14 + gx2h̵x − anh̵x ,1 + gxh̵x , sin2 pix2ω) .
(2.24)
We have thus completely determined the normalized L2([0,2ω]) 2-tCM eigenfunctions
(2.22) and its discrete energy levels E(T)n = E(T)(an) (2.17).
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Hyperbolic case
Let us now briefly discuss the 2-hCM problem
Ĥ(H)ψ(H)(y) = [−h̵2y∂2y + h̵2y( g2yh̵2y − 14)pi
2
ω2
1
4 sinh2(piy2ω )]ψ(H)(y) = pi
2
ω2
a2ψ(H)(y), (2.25)
where again we reparametrized the energy E(H) in terms of a ∈ R as
E(H)(a) = pi2
ω2
a2. (2.26)
Clearly, the 2-hCM problem can be obtained from the 2-tCM one (2.13) by sending x→ iy,
gx → igy, h̵x → ih̵y; therefore, a formal solution to this problem can be recovered from
(2.15) by performing the same substitutions, i.e.
ψ(H)(y)∝ [sinh piy
2ω
] 12+ gyh̵y 2F1 (1
4
+ gy
2h̵y
+ ia
h̵y
,
1
4
+ gy
2h̵y
− ia
h̵y
,1 + gy
h̵y
,− sinh2 piy
2ω
) , y ∈ (0,∞).
(2.27)
Let us stress again that in principle there are two linearly independent solutions to (2.25),
but since we are interested in solutions vanishing at y = 0 (due to the divergence of the po-
tential) we only consider their particular linear combination (2.27). Since this combination
also vanishes fast enough at y = +∞, (2.27) is actually the complete y ∈ (0,∞) solution to
the 2-hCM system; given that there is no need to impose further conditions on the solution,
the energy (2.26) is continuous and positive.
2.2 Elliptic case: B-model
We are now ready to consider the 2-eCMB quantum mechanical problem, defined as
ĤBψ
(B)(x,Q4d) = [−h̵2x∂2x + h̵2x( g2xh̵2x − 14)℘(x∣ω,ω′)]ψ(B)(x,Q4d) = E(B)ψ(B)(x,Q4d),
(2.28)
where for convenience we made the explicit dependence on Q4d, that is on (ω,ω′), of the
eigenfunction ψ(B)(x,Q4d) (which of course also depends on all the other parameters of the
problem). This problem can be studied either analytically as a perturbation series in Q4d
or numerically, as we are going to illustrate now.
Analytical study
In order to solve the 2-eCMB problem analytically on L2([0,2ω]) we can use perturbation
theory around Q4d = 0 (or ω′ → i∞), that is around the trigonometric limit.3 We will
therefore consider the Q4d-series expansion of the Hamiltonian
ĤB = −h̵2x∂2x + h̵2x( g2xh̵2x − 14)℘(x∣ω,ω′)= Ĥ(0)B +Q4dĤ(1)B +Q24dĤ(2)B +Q34dĤ(3)B +O(Q44d),
(2.29)
3This is the same approach followed in [38].
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where
Ĥ
(0)
B = −h̵2x∂2x + (g2x − h̵2x4 ) [pi2ω2 14 sin2(pix2ω ) − pi
2
12ω2
]
= Ĥ(T) − pi2
12ω2
(g2x − h̵2x4 ),
Ĥ
(1)
B = (g2 − h̵24 )4pi2ω2 sin2 pix2ω ,
Ĥ
(2)
B = (g2 − h̵24 )4pi2ω2 [sin2 pix2ω + 2 sin2 pixω ] ,
Ĥ
(3)
B = . . . .
(2.30)
The discrete energy levels and eigenfunctions will admit similar expansions:
E(B)n = E(0)n +Q4dE(1)n +Q24dE(2)n +Q34dE(3)n +O(Q44d),
ψ(B)n (x,Q4d) = ψ(0)n (x) +Q4dψ(1)n (x) +Q24dψ(2)n (x) +Q34dψ(3)n (x) +O(Q44d), (2.31)
where clearly
E(0)n = E(T)n − pi212ω2 (g2x − h̵2x4 ) = pi2ω2a2n − pi212ω2 (g2x − h̵2x4 ) (2.32)
with an as in (2.17), while ψ
(0)
n (x) will be the normalized 2-tCM eigenfunction (2.22)
ψ(0)n (x) = ψ(T)n (x) ≡ ∣n⟩ = (2.22). (2.33)
With these considerations, we can now look for a solution to the 2-eCMB problem
ĤBψ
(B)(x,Q4d) = E(B)ψ(B)(x,Q4d) (2.34)
order by order in the Q4d expansion. This can be done if we further consider expanding
all coefficients ψ(l)n (x) ≡ ∣ψ(l)n ⟩, l ⩾ 1 in terms of the L2([0,2ω]) 2-tCM orthonormal basis
ψ
(T)
n (x) = ψ(0)n (x) ≡ ∣n⟩, i.e. ∣ψ(l)n ⟩ = ∞∑
m=0 c(l)nm∣m⟩, (2.35)
where the coefficients c(l)nn should be fixed by the normalization condition ⟨ψ(l)n ∣ψ(l)n ⟩ = 1. By
doing this we find for example
E(0)n = pi2ω2 ((n + 12)h̵x + gx2 )
2 − pi2
12ω2
(g2x − h̵2x4 ),
E(1)n = ⟨n∣Ĥ(1)B ∣n⟩ = 2pi2ω2 (g2x − h̵2x4 )
⎡⎢⎢⎢⎢⎢⎣1 +
g2x
h̵2x
− 14(n + gxh̵x + 12 + 1)(n + gxh̵x + 12 − 1)
⎤⎥⎥⎥⎥⎥⎦ ,
E(2)n = . . . ,
(2.36)
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as well as
ψ(0)n (x) = ∣n⟩ = ⎡⎢⎢⎢⎢⎢⎣
2
2gx
h̵x (n + 12 + gxh̵x )n!Γ2(12 + gxh̵x )
2ωΓ(n + 2gxh̵x + 1)
⎤⎥⎥⎥⎥⎥⎦
1/2 [sin pix
2ω
] 12+ gxh̵x C 12+ gxh̵xn (cos pix
2ω
),
ψ(1)n (x) = ∑
m⩾0 c(1)nm∣m⟩,
ψ(2)n (x) = . . . ,
(2.37)
where c(1)nn = 0 for m = n, while for m ≠ n
c(1)nm = ⟨m∣Ĥ(1)B ∣n⟩
E
(0)
n −E(0)m , (2.38)
given more explicitly by
c(1)nm = ( g2xh̵2x − 14) 1(n + gxh̵x + 12 + 1)2
¿ÁÁÁÀ(n + 1)(n + 2)(n + 2gxh̵x + 1)(n + 2gxh̵x + 2)(n + gxh̵x + 12)(n + gxh̵x + 12 + 2) δm,n+2
− ( g2x
h̵2x
− 1
4
) 1(n + gxh̵x + 12 − 1)2
¿ÁÁÁÀn(n − 1)(n + 2gxh̵x )(n + 2gxh̵x − 1)(n + gxh̵x + 12)(n + gxh̵x + 12 − 2) δm,n−2.
(2.39)
Similar results can be obtained for higher orders in the Q4d expansion.
To compute the higher order corrections more efficiently, one can use the idea in [39].
The perturbative expansion of the wave function takes the following form:
ψ(B)n (x,Q4d) = Nn [sin pix2ω ]
1
2
+ gx
h̵x
∞∑`=0Q`4dP (`)n (cos pix2ω ), (2.40)
where Nn is an irrelevant normalization constant. The important point is that the functions
P
(`)
n (z) are polynomials in z. Of course, we have P (0)n (z) = C 12+ gxh̵xn (z). One can fix unknown
coefficients in P (`)n (z) as well as E(B) in order to satisfy the eigenvalue equation.
Numerical study
The 2-eCMB problem (2.28) can also be studied numerically. For doing so, we simply have
to numerically diagonalize the matrix constructed out of the matrix elements
⟨m∣ĤB∣n⟩ = ∫ 2ω
0
dxψ(T)m (x) [−h̵2x∂2x + h̵2x( g2xh̵2x − 14)℘(x∣ω,ω′)]ψ(T)n (x), (2.41)
at fixed gx > h̵x2 and Q4d, where we are using the L2([0,2ω]) 2-tCM orthonormal basis
ψ
(T)
n (x) = ∣n⟩ (2.22) to perform diagonalization. Clearly, this procedure would in principle
require diagonalizing an ∞ × ∞ matrix; at the practical level what we do instead is to
compute the eigenvalues of a truncated version of this matrix, and then check convergence
of the eigenvalues as we increase the matrix size. In this way we can obtain both the
numerical spectrum and the numerical eigenfunctions of the 2-eCMB system.
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2.3 Elliptic case: A-model
Let us finally comment on the 2-eCMA quantum mechanical problem
ĤAψ
(A)(y,Q4d) = [−h̵2y∂2y − h̵2y( g2xh̵2y − 14)℘(iy∣ω,ω′)]ψ(A)(y,Q4d) = E(A)ψ(A)(y,Q4d).
(2.42)
Trying to solve this problem analytically on L2([0,2∣ω′∣]) = L2([0,−ωpi lnQ4d]) in terms of
perturbation theory around Q4d = 0 (or ω′ → i∞) appears to be more complicated than
in the 2-eCMB case: this is because in the Q4d = 0 limit we reduce to the 2-hCM system,
which has continuous spectrum and eigenfunctions in y ∈ (0,∞) rather than L2([0,2∣ω′∣]).
It should however be possible to do so, by using the quantum Separation of Variables
approach which involves the construction of entire solutions to the associated Baxter equa-
tion.4 We will outline this procedure, reinterpreted in gauge theory language, in Section 2.5.
For our purposes, it will however be sufficient to study the solution to (2.42) numerically.
As for the case of the B-model, we just have to diagonalize the matrix constructed out of
the matrix elements
⟨m∣ĤA∣n⟩ = ∫ 2∣ω′∣
0
dy ψ(T)m (y) [−h̵2y∂2y − h̵2y( g2yh̵2y − 14)℘(iy∣ω,ω′)]ψ(T)n (y), (2.43)
at fixed gy > h̵y2 and Q4d, where this time diagonalization is performed by using the
L2([0,2∣ω′∣]) orthonormal basis ψ(T)n (y) = ∣n⟩ with half-period ∣ω′∣ = − pi2ω lnQ4d rather
than ω. Clearly, because of (2.12) diagonalizing ĤA with half-periods (ω,ω′) is equivalent
to diagonalizing ĤB with half-periods (−iω′, iω) and parameters gx = gy, h̵x = h̵y, that is
E(A)n (gy, h̵y ∣ω,ω′) = E(B)n (gx, h̵x∣ − iω′, iω) for gx = gy, h̵x = h̵y. (2.44)
In fact, as we already mentioned the 2-eCMA and 2-eCMB problems are related by S-duality
(in τ), i.e. by the exchange of half-periods ω,ω′, which also implies the exchange
Q4d = e2piiω′ω = e2piiτ ←→ Q(D)4d = e2pii iω−iω′ = e2pii(−1/τ). (2.45)
An alternative option to compute the 2-eCMA spectrum would therefore be to study the
2-eCMA problem in terms of perturbation theory around Q
(D)
4d = 0 (or ω →∞), i.e. around
the 2-tCM system of period 2∣ω′∣, along the lines of what we did in Section 2.2.
A special case with analytic solution
We should also mention that there are special values of the parameter g for which the
solution to the 2-eCMB and 2-eCMA problems is known analytically. This happens for
example when gh̵ = 32 , in which case the generic elliptic problem (2.4) reduces to
[−∂2z + 2℘(z∣ω,ω′)]ψ(z,Q4d) = Eh̵2ψ(z,Q4d). (2.46)
4A similar quantum Separation of Variables approach was followed in [40] to construct the eigenfunction
for a special case of the 2-particle hyperbolic Calogero-Moser system.
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Gauge theory (NS) 2-eCM model (complex) 2-eCMB model 2-eCMA model
1 h̵ h̵x ih̵y
m g gx igy
Q4d e
2piiω
′
ω e2pii
ω′
ω e2pii
ω′
ω
− i2 ωpi lnQ4d ω′ ω′ ω′
Table 1: Map of 4d SU(2) N = 2∗ gauge theory and 2-eCMB, 2-eCMA parameters.
The solution in this case can be found for example Section 1 of [1]: if we define b, k as
E
h̵2
= −℘(b∣ω,ω′) , ξ(b∣ω,ω′) = k, (2.47)
then the linear combination
ψ(z,Q4d) = ekz σ(z − b∣ω,ω′)
σ(z∣ω,ω′) + e−kz σ(z + b∣ω,ω′)σ(z∣ω,ω′) (2.48)
is a formal solution to (2.46) vanishing at z = 0. Requiring this to also vanish at z = 2ω or
z = 2ω′, i.e. requiring the solution to be in L2([0,2ω]) or L2([0,2∣ω∣′]), imposes restrictions
on the values of the energy, which in turn determine the discrete spectrum of the 2-eCMB
and 2-eCMA system respectively. More in general, analytic solutions exist for gh̵ = 12 + n
with n ∈ N, see [1, 41].
2.4 Calogero-Moser energy spectrum from gauge theory
Up until now we have been discussing how to solve (analytically or numerically) the 2-eCMB
and 2-eCMA problems, as well as their trigonometric and hyperbolic limit, only relying on
standard quantum mechanics techniques. We now want to discuss how the same results
can be obtained from gauge theory considerations, at least for what the energy spectrum
is concerned.
The idea, first suggested in [8], is that it should possible to recover the discrete spectrum
of both 2-eCMB and 2-eCMA (as well as their eigenfunctions) by computing the vacuum
expectation value of certain observables in the N = 2∗ SU(2) supersymmetric gauge theory
on R41,2 , in the particular limit (usually referred to as NS limit) in which 2 → 0. Here
1 and 2 are the Omega background parameters used to regularize the infinite volume
of R4; additional gauge theory parameters are the complex mass m of the adjoint N = 2
hypermultiplet, the complex VEV a of the scalar field in the N = 2 vector multiplet, and
the instanton counting parameter Q4d = e2piiτ with τ complexified gauge coupling. The
dictionary between gauge theory parameters and 2-eCMB, 2-eCMA parameters is provided
in Table 1: here ω should be thought as an overall scale, while as we will see a is just
another way of parametrizing the energy (similarly to (2.14) and (2.26)) which appears to
be more natural from the gauge theory point of view.
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Let us illustrate the proposal by [8] (and subsequent works) in some more detail. The
idea is to proceed in two steps:
Step I: general analysis
First, we would need to construct two (generically) linearly independent formal solutions
ψ(i)(z, g, h̵, a, ω,ω′), i = 1,2 to the complex 2-particle elliptic Calogero-Moser system (2.4),
such that
[−∂2z + (g2h̵2 − 14)℘(z∣ω,ω′)]ψ(i)(z, a, h̵, g, ω,ω′) = E(a, h̵, g, ω,ω′)h̵2 ψ(i)(z, a, h̵, g, ω,ω′)
(2.49)
for any generic z, a, h̵, g ∈ C. Gauge theory provides explicit, convergent Q4d-series expres-
sions both for the energy and the formal solutions as functions of a; these in fact coincide
with the NS limit of VEVs of certain codimension four and two defects, if we identify h̵ = 1
and g =m as in Table 1:
E(a, h̵, g, ω,ω′) ⇐⇒
h̵=1, g=m codim. 4 defect ⟨Trφ2(a, 1,m,Q4d)⟩NS,
ψ(i)(z, a, h̵, g, ω,ω′) ⇐⇒
h̵=1, g=m codim. 2 defect (monodromy, NS).
(2.50)
The codimension two defects of interest are monodromy (or Gukov-Witten) defects [42–
44], whose interpretation as formal solutions to (2.49) has been discussed in a number of
papers [43, 45]; since we will not need them for our purposes, we refer to these works for
further details.5 The codimension four defect corresponding to the energy is instead a local
observable which basically coincides with ⟨Trφ2⟩, where φ is the scalar field in the N = 2
vector multiplet; explicitly, the gauge theory expression for the energy reads
E(a, h̵, g, ω,ω′) = pi2
ω2
[a2 − 1
12
(m2 − 21
4
) + (m2 − 21
4
)1 −E2(Q4d)
6+Q4d∂Q4dWSU(2)4d, inst(a, 1,m,Q4d)]∣1=h̵
m=g ,
(2.51)
where WSU(2)4d, inst is the instanton part of the twisted effective superpotential for the SU(2)N = 2∗ theory (with a1 = −a2 = a) defined asWSU(2)4d, inst(a, 1,m,Q4d) = lim2→0 [−12 lnZSU(2)4d, inst(a, 1, 2,m,Q4d)] , (2.52)
with ZSU(2)4d, inst as in Appendix B. The function E2(Q) is the quasi-modular form, defined in
(A.7). For the reader’s convenience, we report here the first few terms in the Q4d expansion:
WSU(2)4d, inst(a, 1,m,Q4d) = −Q4d(m2 − 214 )16a2 − 4m2 − 3212(4a2 − 21) −Q24d (m
2 − 214 )
256(a2 − 21)(4a2 − 21)3×[63181 + 300m261 + 1104m441 − 448m621 − a2 (1280m6 + 5184m421 + 4848m241 + 842861)+ a4 (12288m4 + 18432m221 + 4070441) − a6 (24576m2 + 7987221) + 49152a8] +O(Q34d).
(2.53)
5Although most works focus on checking that these monodromy defects satisfy (2.49) order by order in
Q4d, this can actually be proven at all orders via qq-characters technology [46–50].
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ω = pi, ω′ = − 2pi2iln(0.0025) E(B)0 /h̵2x E(B)1 /h̵2x
Gauge theory - O(Q24d) 0.8425472339439172. . . 2.0902551277519722. . .
Gauge theory - O(Q44d) 0.8425256309667935. . . 2.0902404239427707. . .
Gauge theory - O(Q64d) 0.8425256308465472. . . 2.0902404238633428. . .
Analytic 0.8425256308465468. . . 2.0902404238633425. . .
Numerical 0.8425256308465468. . . 2.0902404238633425. . .
Table 2: Energies for the 2-eCMB model at gx = 32 h̵x.
ω = 52 , ω′ = ipi E(B)0 /h̵2x E(B)1 /h̵2x
Gauge theory - O(Q4d) 2.34149047707890. . . 4.89658733731540. . .
Gauge theory - O(Q24d) 2.33999535457005. . . 4.89304903548720. . .
Gauge theory - O(Q34d) 2.33998900362183. . . 4.89304471502009. . .
Gauge theory - O(Q44d) 2.33998900200670. . . 4.89304471174149. . .
Numerical 2.33998900200391. . . 4.89304471173978. . .
Table 3: Energies for the 2-eCMB model at gx = √5h̵x.
Step II: Hilbert integrability
Once we have determined the formal solution to the generic complex 2-eCM system (2.49)
from gauge theory, we can study Hilbert integrability: that is, we want to understand if
this formal eigenfunction can belong to the Hilbert space of a quantum mechanical system
with self-adjoint Hamiltonian, for example 2-eCMB or 2-eCMA. Usually, for generic values
of a (or, equivalently, the energy) this is not the case; however, the conjecture by [8] states
that Hilbert integrability should emerge in the following two special situations:
2-eCMB model: Fixing 1 = h̵x ∈ R+ and m = gx ∈ R+, if a satisfies the B-type quantiza-
tion conditions
a = gx + (n + 12)h̵x
2
, n ∈ N, (2.54)
our gauge theory expression (2.51) is conjecturally expected to produce the discrete energy
levels for the 2-eCMB model with Hilbert space L2([0,2ω]). This can be checked in various
ways. First of all, it indeed reproduces the Q4d-series analytic expression for the energy
we computed earlier in (2.36). Moreover, it is also in agreement with the energy spectrum
computed numerically (or exactly for gx = 32 h̵x): in fact, as we can see from Tables 2
and 3 the gauge theory results approach the numerical/analytical ones better and better
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ω = − 2pi2ln(0.0025) , ω′ = ipi E(A)0 /h̵2y E(A)1 /h̵2y
Gauge theory - O(Q34d) 0.8425245641197144. . . 2.0902399533002937. . .
Gauge theory - O(Q64d) 0.8425256308464403. . . 2.0902404238631993. . .
Gauge theory - O(Q94d) 0.8425256308465469. . . 2.0902404238633419. . .
Analytic 0.8425256308465468. . . 2.0902404238633425. . .
Numerical 0.8425256308465468. . . 2.0902404238633425. . .
Table 4: Energies for the 2-eCMA model at gy = 32 h̵y. The spectrum is the same as
the one in Table 2.
ω = pi, ω′ = 5i2 E(A)0 /h̵2y E(A)1 /h̵2y
Gauge theory - O(Q34d) 2.33989242414480. . . 4.89301216734932. . .
Gauge theory - O(Q64d) 2.33998899746720. . . 4.89304471108014. . .
Gauge theory - O(Q94d) 2.33998900200500. . . 4.89304471173976. . .
Numerical 2.33998900200391. . . 4.89304471173978. . .
Table 5: Energies for the 2-eCMA model at gy = √5h̵y. The spectrum is the same
as the one in Table 3.
when considering more and more instanton corrections. Finally, it correctly reduces to the
known 2-tCM energy spectrum in the trigonometric limit Q4d → 0. It is also interesting
to notice that the B-type quantization conditions for 2-eCMB (2.54) actually coincide with
the quantization conditions for 2-tCM (2.17), i.e. they do not receive corrections in Q4d.
2-eCMA model: Fixing 1 = ih̵y and m = igy with h̵y, gy ∈ R+, if a satisfies the A-type
quantization conditions
aD
h̵y
= − 2a
h̵y
lnQ4d − 2i ln Γ(2iah̵y )Γ(−2iah̵y + gyh̵y + 12)
Γ(−2iah̵y )Γ(2iah̵y + gyh̵y + 12)
− 1
h̵y
∂aWSU(2)4d, inst(a, ih̵y, igy,Q4d) = 2pin , n ∈ N,
(2.55)
our gauge theory expression (2.51) is conjecturally expected to produce the discrete energy
levels for the 2-eCMA model with Hilbert space L2([0,2∣ω′∣]). In fact, as we can see from
the examples in Tables 4 and 5 the gauge theory results seem to be in agreement with
the energy spectrum computed numerically (or exactly for gy = 32 h̵y). A-type quantization
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conditions (2.55) can be thought as an S-dual (electro-magnetic dual) version of the B-type
conditions (2.54), where we quantize aD rather than a. These two variables are related by
aD = −∂aWSU(2)4d (a, ih̵y, igy,Q4d), (2.56)
whereWSU(2)4d is the full twisted effective superpotential containing both the instanton and
the classical + 1-loop part. This is nothing else but the 1-deformed version of the Seiberg-
Witten relation between a and aD, in which the Seiberg-Witten prepotential is replaced
by WSU(2)4d . We will later see in Section 2.5 how A-type quantization conditions may arise
from the quantum Separation of Variables approach to the 2-eCMA problem.
To sum up, the conjecture by [8] seems to work nicely in the 2-eCM case: the discrete
energy levels for the two quantum mechanical systems 2-eCMB and 2-eCMA can indeed be
obtained from the same expression for the energy (2.51) by quantizing a in two different
ways, related by S-duality/electro-magnetic duality τ ↔ − 1τ . S-duality is also reflected in
the relations (2.12) and (2.44), whose realization in gauge theory is evident from comparing
Tables 2, 4 or Tables 3, 5.
2.5 Comments on Baxter equation and quantum Separation of Variables
As we mentioned in Section 2.4, formal solutions to the complex 2-eCM problem can be
computed in gauge theory by considering codimension two defects of monodromy type in
four-dimensional N = 2∗ SU(2) theory. Conjecturally, these formal solutions should reduce
to true eigenfunctions of the 2-eCMB and 2-eCMA systems when imposing B-type (2.54) or
A-type (2.55) quantization conditions, and the resulting B-type and A-type eigenfunctions
should be related by S-duality τ ↔ − 1τ .
In this Section we would like to elaborate, without any pretence of rigorousness, about
a different way of constructing eigenfunctions for the 2-eCMA system, based on a gauge
theory reinterpretation of the quantum Separation of Variables approach. As we remarked in
Section 2.3, it is hard to study 2-eCMA eigenfunctions analytically in terms of perturbation
theory around Q4d = 0, i.e. around the hyperbolic limit, since the 2-eCMA and 2-hCM
problems have different Hilbert spaces and in addition 2-hCM eigenfunctions are not bound
states. Quantum Separation of Variables was developed as a general framework to overcome
these and other similar difficulties, and it was successfully applied to the N -particle Toda
chain (open and closed) [15–17], the N -particle hyperbolic Calogero-Moser system [40], as
well as the relativistic version of the open Toda chain [31] and the hyperbolic Ruijsenaars-
Schneider system [51, 52].6
Roughly, the idea of the quantum Separation of Variables approach is to construct
the N -particle elliptic Calogero-Moser (of type A) eigenfunction by means of a particular
integral transformation which involves the eigenfunction of the N − 1-particle hyperbolic
Calogero-Moser system (with center of mass not decoupled) as well as an appropriate entire,
fast-decaying solution to an auxiliary 1-dimensional problem known as Baxter equation,
which can also be thought of as a quantized version of the spectral curve of the classical
6More recently [53–55] quantum Separation of Variables was also applied to the relativistic closed Toda
chain, based on preliminary discussion in [31] and gauge theory intuition.
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integrable system. Since the 1-particle hCM system is just a free system, its eigenfunction
will be a plane wave, and as a consequence the 2-eCMA eigenfunction will simply be obtained
from the solution to the Baxter equation via Fourier transformation.
Let us try to be more quantitative. First of all we need to consider the Baxter equation
associated to the 2-eCMA system: as we said, this arises from quantization of the classical
spectral curve, which for the model at hand was constructed in [56]. From the gauge theory
point of view, the 2-eCMA spectral curve is nothing but the Seiberg-Witten curve for the
four-dimensional N = 2∗ SU(2) theory as originally studied in [57, 58]. It will however
be more useful for our purposes to consider the novel approach by [59, 60] to Seiberg-
Witten curves and their quantum version. In this approach, the Seiberg-Witten curve for a
theory can be constructed from the VEV of a particular observable ⟨χ4d(σ, a⃗, 1, 2,m,Q4d)⟩,
usually known as (fundamental) qq-character [46], in the “classical” or Seiberg-Witten limit
1,2 → 0, while the quantum version of the curve (or Baxter equation in the integrable
system language) is constructed out of the NS limit 2 → 0 of the qq-character. The
NS limit ⟨χSU(2)4d (σ, a, 1,m,Q4d)⟩NS of the N = 2∗ SU(2) qq-character can be explicitly
computed in gauge theory with the formulae given in Appendix B: this is a polynomial in
an auxiliary variable σ of degree N = 2 given by (for a1 = −a2 = a)
⟨χSU(2)4d (σ, a, 1,m,Q4d)⟩NS = σ2 −E′(a, 1,m,Q4d), (2.57)
where7
E′(a, 1,m,Q4d) = a2 +Q4d∂Q4dWSU(2)4d, inst(a, 1,m,Q4d) + (m2 − 214 )1 −E2(Q4d)12 . (2.58)
As we can see, E′(a, 1,m,Q4d) is closely related to the gauge theory expression for the
complex 2-eCM system (2.51):
E(a, h̵, g, ω,ω′) = pi2
ω2
[E′(a, 1,m,Q4d) − 1
12
(m2 − 21
4
)E2(Q4d)]∣
1=h̵
m=g . (2.59)
From (2.57), by following [60], specializing to 1 = ih̵y, m = igy as from Table 1 and
restricting to σ ∈ R, we obtain the 2-eCMA Baxter equation or 4d N = 2∗ SU(2) quantum
Seiberg-Witten curve
∑
n∈Z(−1)nQ
n(n−1)
2
4d ⟨χSU(2)4d (σ + in(gy + h̵y2 ), a, ih̵y, igy,Q4d) ⟩NSeinh̵y∂σ = 0. (2.60)
As we can see, our Baxter equation is a rather complicated infinite-order finite-difference
operator on R. Two (generically) linearly independent functions Q(f)(σ, a, h̵y, gy,Q4d),Q(af)(σ, a, h̵y, gy,Q4d) formally satisfying (2.60) can be obtained by considering the NS
limit of the VEVs of other codimension two defects, different from the monodromy one
considered in (2.50): these correspond to coupling the four-dimensional theory to two free
7Let us remark that Q4d∂Q4dWU(1)4d, inst(1,m,Q4d) = −(m2 − 214 ) 1−E2(Q4d)24 for the N = 2∗ U(1) theory.
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“fundamental” (f) or “antifundamental” (af) two-dimensionalN = (2,2)∗ hypermultiplets,8
whose SU(2) part of the flavour symmetry is gauged and coincides with the SU(2) gauge
symmetry of the four-dimensional theory under exam [61–63]. Schematically, these two
functions can be written asQ(f)(σ, a, h̵y, gy,Q4d) = Q(f)0 (σ, a, h̵y, gy)⟨Q(f)4d,inst(σ, a, ih̵y, igy,Q4d)⟩NS ,Q(af)(σ, a, h̵y, gy,Q4d) = Q− iσh̵4d Q(af)0 (σ, a, h̵y, gy)⟨Q(af)4d,inst(σ, a, ih̵y, igy,Q4d)⟩NS . (2.61)
Here
Q(f)0 (σ, a, h̵y, gy) = Γ(−iσ−ah̵y )Γ(−iσ+ah̵y )
Γ(−iσ−a+igy+ih̵y/2h̵y )Γ(−iσ+a+igy+ih̵y/2h̵y ) ,
Q(af)0 (σ, a, h̵y, gy) = Γ(iσ−ah̵y )Γ(iσ+ah̵y )
Γ(iσ−a−igy−ih̵y/2h̵y )Γ(iσ+a−igy−ih̵y/2h̵y ) ,
(2.62)
while ⟨Q(f)4d,inst(σ, a, h̵y, gy,Q4d)⟩NS, ⟨Q(af)4d,inst(σ, a, h̵y, gy,Q4d)⟩NS contain the Q4d instanton
corrections: these can be computed with the formulae collected in Appendix B, however
already at one instanton the result is too lengthy to be reported here and we will therefore
just mention that⟨Q(af)4d,inst(σ, a, h̵y, gy,Q4d)⟩NS = ⟨Q(f)4d,inst(σ, a,−h̵y,−gy,Q4d)⟩NS . (2.63)
Clearly, chosen any constant ξ ∈ C the linear combinationQ(σ, a, h̵y, gy,Q4d) ∝ Q(f)(σ, a, h̵y, gy,Q4d) − ξ−1Q(af)(σ, a, h̵y, gy,Q4d) (2.64)
formally satisfies (2.60), that is
[∑
n∈Z(−1)nQ
n(n−1)
2
4d ⟨χSU(2)4d (σ + in(gy + h̵y2 ), a, ih̵y, igy,Q4d) ⟩einh̵y∂σ]Q(σ, a, h̵y, gy,Q4d) = 0.
(2.65)
It is important at this moment to point out that both functions Q(f)(σ, a, h̵y, gy,Q4d),Q(af)(σ, a, h̵y, gy,Q4d) are not entire in σ, but seem to have two infinite sets of simple poles
at σ = ±a + inh̵y, n ∈ Z; for example, Q(f)(σ, a, h̵y, gyQ4d) has poles at σ = ±a − inh̵y, n ⩾ 0
coming from the Gamma functions in (2.62) and poles at σ = ±a+ inh̵y, n ⩾ 1 coming from
the instanton corrections,9 and viceversa for Q(af)(σ, a, h̵y, gy,Q4d).
What is interesting is that all these simple poles seem to cancel each other in the linear
combination (2.64) at those very special values of ξ and a satisfying the A-type quantization
conditions (2.55). More precisely, if ξ and a are such that
ξ = Resσ=a [Q(af)(σ, a, h̵y, gy,Q4d)]
Res
σ=a [Q(f)(σ, a, h̵y, gy,Q4d)] =
Res
σ=−a [Q(af)(σ, a, h̵y, gy,Q4d)]
Res
σ=−a [Q(f)(σ, a, h̵y, gy,Q4d)] , (2.66)
8These are hypermultiplet in the two-dimensional N = (4,4) sense; “fundamental” or “antifundamental”
is related to their charge under a U(1)σ flavour symmetry which is not gauged.
9We do not have a proof of this fact: it just comes as an observation from explicit computation of the
first few instanton corrections. In addition, instanton corrections for, say, Q(f)(σ, a, h̵y, gy,Q4d) seem to
have additional simple poles at σ = ±a− igy − i h̵y2 − inh̵y, n ⩾ 0; these are however cancelled by zeroes coming
from the Gamma functions in (2.62).
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which appears to be equivalent to the A-type quantization conditions
− 2a
h̵y
lnQ4d − 2i ln Γ(2iah̵y )Γ(−i2a+igy+ih̵y/2h̵y )
Γ(−2iah̵y )Γ(i2a−igy−ih̵y/2h̵y ) −
1
h̵y
∂aWSU(2)4d, inst(a, ih̵y, igy,Q4d) = 2pin , n ∈ N
(2.67)
due to the fact that
− 2i ln⎡⎢⎢⎢⎢⎣
⟨Q(af)4d,inst(σ = ±a, a, ih̵y, igy,Q4d)⟩NS⟨Q(f)4d,inst(σ = ±a, a, ih̵y, igy,Q4d)⟩NS
⎤⎥⎥⎥⎥⎦ = −1h̵∂aWSU(2)4d, inst(a, ih̵y, igy,Q4d), (2.68)
then (2.64) is regular at σ = ±a; what is more, this seems to also imply that for any n ∈ Z
ξ = Resσ=a+inh̵y [Q(af)(σ, a, h̵y, gy,Q4d)]
Res
σ=a+inh̵y [Q(f)(σ, a, h̵y, gy,Q4d)] =
Res
σ=−a+inh̵y [Q(af)(σ, a, h̵y, gy,Q4d)]
Res
σ=−a+inh̵y [Q(f)(σ, a, h̵y, gy,Q4d)] . (2.69)
This would then imply that the linear combination (2.64) is free of poles and entire in σ for
these particular values of ξ and a satisfying the A-type quantization conditions (2.66) (at
the end we would expect ξ = −(−1)n for some positive integer n because of the symmetry
of our problem). Although we cannot make any rigorous statement due to the lack of
information about the analytic structure of the instanton corrections in (2.61), it is still
quite remarkable to find that our gauge theory analysis of the 2-eCMA Baxter equation
involves exactly the same requirements and mechanisms at work in the quantum Separation
of Variables treatment of the Baxter equation for the similar case of the 2-particle closed
Toda chain [11–18, 64].
We are therefore encouraged to proceed along the lines of the quantum Separation of
Variables approach, reinterpreted in gauge theory language. The next step would then
be to consider the Fourier transform of (2.64); more precisely, let us consider the Fourier
transform multiplied by a prefactor depending on θ(x,Q4d) defined in (A.13), that is10
ψa(y, h̵y, gy,Q4d) ∝ [θ(− ipiy
2ω
,Q4d)] h̵y/2−gyh̵y ∫
R
dσe
− ipiy σ
ωh̵y Q(σ, a, h̵y, gy,Q4d). (2.70)
If we only focus on the values of ξ and a = an for which Q(σ, an, h̵y, gy,Q4d) is an entire
function, and assuming Q(σ, an, h̵y, gy,Q4d) decays fast enough at σ = ±∞, we can bring
y-derivatives inside the integral and shift the contour of integration; using these facts and
(2.65) one can then show that
− h̵2y∂2yψan(y, h̵y, gy,Q4d) − (g2y − h̵2y4 ) [∂2y ln θ(− ipiy2ω ,Q4d)]ψan(y, h̵y, gy,Q4d)= pi2
ω2
E′(an, ih̵y, igy,Q4d)ψan(y, h̵y, gy,Q4d). (2.71)
10The additional theta function factor may be interpreted as dividing by a codimension two defect of
monodromy type for an N = 2∗ U(1) theory.
– 19 –
Using the identities collected in Appendix A.1, this equation can be recast in the more
familiar form
[−h̵2y∂2y − (g2y − h̵2y4 )℘(iy∣ω,ω′)]ψan(y, h̵y, gy,Q4d)= E(an, ih̵y, igy, ω, ω′)ψan(y, h̵y, gy,Q4d), (2.72)
which is nothing else but the 2-eCMA quantum mechanical problem. Although once again
we cannot make any rigorous statement, the expectation is that (2.70) will be the correct
L2([0,2∣ω′∣]) 2-eCMA eigenfunction for a = an satisfying A-type quantization conditions
(2.66), as it should follow from entirety and decay properties at σ = ±∞ of the solution to
the Baxter equation (2.64) at the values a = an. A similar procedure should work for the
N -particle eCMA system, although for N > 2 the integral transformation involved will be
more complicated than a Fourier transform.
Hyperbolic limit
In the limit Q4d → 0 the Baxter solution (2.64) reduces to Q(f)0 (σ, a, h̵y, gy) only, and the
Baxter equation (2.65) becomes
[(σ − a)(σ + a) − (σ − a + i(gy + h̵y
2
))(σ + a + i(gy + h̵y
2
))eih̵y∂σ]Q(f)0 (σ, a, h̵y, gy) = 0.
(2.73)
It is easy to verify that this equation is indeed satisfied. Assuming y > 0,11 the Fourier
transform (multiplied by a prefactor) ψ(y, a, h̵y, gy) of Q(f)0 (σ, a, h̵y, gy) defined as
ψ(y, a, h̵y, gy)∝ (1 − e−piyω ) h̵y/2−gyh̵y ∫
R
dσe
− ipiyσ
ωh̵y Q(f)0 (σ, a, h̵y, gy) (2.74)
satisfies the 2-hCM problem (2.25)
[−h̵2y∂2y + (g2y − h̵2y4 )pi2ω2 14 sinh2(piy2ω )]ψ(y, a, h̵y, gy) = pi
2
ω2
a2ψ(y, a, h̵y, gy). (2.75)
It is important to notice that in this case a, and therefore the 2-hCM energy, is a continuous
variable: there is no need to impose quantization conditions, nor to require entirety of the
solution to the Baxter equation, since Q(f)0 (σ, a, h̵y, gy) already possesses the correct decay
properties at infinity and we are also free to shift the integration contour in the upper half
σ-plane due to the absence of poles. In the special case gy = 0, our solution (2.74) reduces to
the one constructed via the same quantum Separation of Variables approach in [40]; more
in general, for gy > h̵y2 we find (after evaluating the integral)
ψ(y, a, h̵y, gy)∝ [sinh piy
2ω
] 12+ gyh̵y 2F1 ( ia
h̵y
+ 1
4
+ gy
2h̵y
,− ia
h̵y
+ 1
4
+ gy
2h̵y
,1 + gy
h̵y
,− sinh2 piy
2ω
) ,
(2.76)
which is nothing but the previously discussed 2-hCM eigenfunction (2.27).
11Due of the singularity of the 2-hCM potential (2.75) at y = 0 the ordering of particles in the course of
motion cannot be changed, so we can only consider y > 0 or y < 0.
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3 2-particle systems of Ruijsenaars-Schneider type
Similarly to what is done in Section 2, let us consider a complex coordinate z = x + iy
(x, y ∈ R) on a rectangular torus of half-periods (ω˜, ω˜′)12 with ω˜ ∈ R+, ω˜′ ∈ iR+ so that
x ∼ x + 2ω˜, y ∼ y + 2∣ω˜′∣. (3.1)
Also, for gauge theory applications we will sometimes reparametrize the periods as
(2ω˜,2ω˜′) = (2ω˜,−i ω˜
pi
lnQ5d), (3.2)
with
Q5d = e2piiτ˜ , τ˜ = ω˜′
ω˜
. (3.3)
The 2-particle elliptic Ruijsenaars-Schneider system (2-eRS) Hamiltonian is given by the
second-order finite-difference equation
ĤeRSψ(z,Q5d) = Eψ(z,Q5d), (3.4)
where
ĤeRS =
¿ÁÁÀσ(z + ig∣ω˜, ω˜′)
σ(z∣ω˜, ω˜′) eih̵∂z
¿ÁÁÀσ(z − ig∣ω˜, ω˜′)
σ(z∣ω˜, ω˜′) +
¿ÁÁÀσ(z − ig∣ω˜, ω˜′)
σ(z∣ω˜, ω˜′) e−ih̵∂z
¿ÁÁÀσ(z + ig∣ω˜, ω˜′)
σ(z∣ω˜, ω˜′)
(3.5)
and all parameters z, h̵, g,E ∈ C. The elliptic functions appearing in this section are defined
in Appendix A.1. Although this is the standard form of the complex 2-eRS Hamiltonian,
we can also work with the slightly different Hamiltonian
Ĥ ′eRS =
¿ÁÁÁÀθ1(pi z+ig2ω˜ ,Q1/25d )
θ1(pi z2ω˜ ,Q1/25d ) eih̵∂z
¿ÁÁÁÀθ1(pi z−ig2ω˜ ,Q1/25d )
θ1(pi z2ω˜ ,Q1/25d ) +
¿ÁÁÁÀθ1(pi z−ig2ω˜ ,Q1/25d )
θ1(pi z2ω˜ ,Q1/25d ) e−ih̵∂z
¿ÁÁÁÀθ1(pi z+ig2ω˜ ,Q1/25d )
θ1(pi z2ω˜ ,Q1/25d ) ;
(3.6)
this differs from (3.5) only by an overall multiplicative constant:
ĤeRS = exp(−g(g − h̵)
24
pi2
ω˜2
E2(Q5d)) Ĥ ′eRS. (3.7)
We can therefore alternatively study the problem
Ĥ ′eRSψ(z,Q5d) = E′ψ(z,Q5d), (3.8)
with Ĥ ′eRS given by (3.6). As for the Calogero-Moser case, one possible question would be
to construct two linearly independent solutions to this finite-difference equation for generic
complex values of the parameters. Since we are however interested in quantum mechanical
applications, we should only be considering values of parameters for which (3.4), (3.8) realize
a well-defined quantum mechanical problem. Among various possibilities, this happens in
the following two cases:
12We will use tilded half-periods (ω˜, ω˜′) to distinguish them from the half-periods (ω,ω′) of 2-eCM.
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B-model: Restricting to the real slice z = x ∈ R and requiring h̵ = h̵x ∈ R+, g = gx ∈ R+,
E = E(B) ∈ R+ problems (3.4), (3.8) reduce respectively to
ĤBψ
(B)(x,Q5d) = ⎡⎢⎢⎢⎢⎣
¿ÁÁÀσ(x + igx∣ω˜, ω˜′)
σ(x∣ω˜, ω˜′) eih̵x∂x
¿ÁÁÀσ(x − igx∣ω˜, ω˜′)
σ(x∣ω˜, ω˜′)
+¿ÁÁÀσ(x − igx∣ω˜, ω˜′)
σ(x∣ω˜, ω˜′) e−ih̵x∂x
¿ÁÁÀσ(x + igx∣ω˜, ω˜′)
σ(x∣ω˜, ω˜′)
⎤⎥⎥⎥⎥⎦ψ(B)(x,Q5d)
= E(B)ψ(B)(x,Q5d)
(3.9)
and
Ĥ ′Bψ(B)(x,Q5d) = ⎡⎢⎢⎢⎢⎣
¿ÁÁÁÀθ1(pi x+igx2ω˜ ,Q1/25d )
θ1(pi x2ω˜ ,Q1/25d ) eih̵x∂x
¿ÁÁÁÀθ1(pi x−igx2ω˜ ,Q1/25d )
θ1(pi x2ω˜ ,Q1/25d )
+
¿ÁÁÁÀθ1(pi x−igx2ω˜ ,Q1/25d )
θ1(pi x2ω˜ ,Q1/25d ) e−ih̵x∂x
¿ÁÁÁÀθ1(pi x+igx2ω˜ ,Q1/25d )
θ1(pi x2ω˜ ,Q1/25d )
⎤⎥⎥⎥⎥⎦ψ(B)(x,Q5d)
= E′(B)ψ(B)(x,Q5d).
(3.10)
For 0 < gx < h̵x + 2∣ω˜′∣, (3.9) and (3.10) should define quantum mechanical problems on
L2x([0,2ω˜]) whose energy spectrum is real and discrete [5–7]; we will refer to (3.9) (or
equivalently (3.10)) as the B-type 2-particle elliptic Ruijsenaars-Schneider quantum inte-
grable system (2-eRSB).
In the limit ω˜′ → i∞ (i.e. Q5d → 0), (3.10) reduces to the 2-particle trigonometric
Ruijsenaars-Schneider quantum integrable system (2-tRS)
Ĥ(T)ψ(T)(x) = ⎡⎢⎢⎢⎢⎣
¿ÁÁÀsin(pi x+igx2ω˜ )
sin(pi x2ω˜ ) eih̵x∂x
¿ÁÁÀsin(pi x−igx2ω˜ )
sin(pi x2ω˜ )
+¿ÁÁÀsin(pi x−igx2ω˜ )
sin(pi x2ω˜ ) e−ih̵x∂x
¿ÁÁÀsin(pi x+igx2ω˜ )
sin(pi x2ω˜ )
⎤⎥⎥⎥⎥⎦ψ(T)(x)
= E(T)ψ(T)(x);
(3.11)
this is still a quantum mechanical problem on L2x([0,2ω˜]) with discrete spectrum and its
solution is known analytically.
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A-model: Restricting instead to the slice z = iy ∈ iR and requiring h̵ = ih̵y ∈ iR+, g = igy ∈
iR+, E = E(A) ∈ R+ problems (3.4) and (3.8) reduce respectively to
ĤAψ
(A)(y,Q5d) = ⎡⎢⎢⎢⎢⎣
¿ÁÁÀσ(i(y + igy)∣ω˜, ω˜′)
σ(iy∣ω˜, ω˜′) eih̵y∂y
¿ÁÁÀσ(i(y − igy)∣ω˜, ω˜′)
σ(iy∣ω˜, ω˜′)
+¿ÁÁÀσ(i(y − igy)∣ω˜, ω˜′)
σ(iy∣ω˜, ω˜′) e−ih̵y∂y
¿ÁÁÀσ(i(y + igy)∣ω˜, ω˜′)
σ(iy∣ω˜, ω˜′)
⎤⎥⎥⎥⎥⎦ψ(A)(y,Q5d)
= E(A)ψ(A)(y,Q5d)
(3.12)
and
Ĥ ′Aψ(A)(y,Q5d) = ⎡⎢⎢⎢⎢⎣
¿ÁÁÁÀθ1(ipi y+igy2ω˜ ,Q1/25d )
θ1(ipi y2ω˜ ,Q1/25d ) eih̵y∂y
¿ÁÁÁÀθ1(ipi y−igy2ω˜ ,Q1/25d )
θ1(ipi y2ω˜ ,Q1/25d )
+
¿ÁÁÁÀθ1(ipi y−igy2ω˜ ,Q1/25d )
θ1(ipi y2ω˜ ,Q1/25d ) e−ih̵y∂y
¿ÁÁÁÀθ1(ipi y+igy2ω˜ ,Q1/25d )
θ1(ipi y2ω˜ ,Q1/25d )
⎤⎥⎥⎥⎥⎦ψ(A)(y,Q5d)
= E′(A)ψ(A)(y,Q5d).
(3.13)
For 0 ⩽ gy ⩽ h̵y + 2ω˜, (3.12) and (3.13) should define quantum mechanical problems on
L2y([0,2∣ω˜′∣]) whose energy spectrum is real and discrete; we will refer to (3.12) (or equiv-
alently (3.13)) as the A-type 2-particle elliptic Ruijsenaars-Schneider quantum integrable
system (2-eRSA).
In the limit ω˜′ → i∞ (i.e. Q5d → 0), (3.13) reduces to the 2-particle hyperbolic
Ruijsenaars-Schneider quantum integrable system (2-hRS)
Ĥ(H)ψ(H)(y) = ⎡⎢⎢⎢⎢⎣
¿ÁÁÁÀsinh(pi y+igy2ω˜ )
sinh(pi y2ω˜ ) eih̵y∂y
¿ÁÁÁÀsinh(pi y−igy2ω˜ )
sinh(pi y2ω˜ )
+
¿ÁÁÁÀsinh(pi y−igy2ω˜ )
sinh(pi y2ω˜ ) e−ih̵y∂y
¿ÁÁÁÀsinh(pi y+igy2ω˜ )
sinh(pi y2ω˜ )
⎤⎥⎥⎥⎥⎦ψ(H)(y)
= E(H)ψ(H)(y);
(3.14)
this is still a quantum mechanical problem, with continuous spectrum, for y ∈ (0,∞) and
0 ⩽ gy ⩽ h̵y + 2ω˜ [65], whose analytic solution was studied in [51, 52].
Similarly to what we saw happening for the elliptic Calogero-Moser case, the two problems
2-eRSB and 2-eRSA are actually related: in fact, since [37]
σ(iy∣ω˜, ω˜′) = iσ(y∣ − iω˜′, iω˜), (3.15)
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problem 2-eCMA (3.12) with half-periods (ω˜, ω˜′) is equivalent to problem 2-eCMB (3.9)
with half-periods (−iω˜′, iω˜) once we also identify h̵y, gy with h̵x, gx, that is
ĤA(y, h̵y, gy, ω˜, ω˜′)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
A-problem (3.12)
= ĤB(y, h̵y, gy,−iω˜′, iω˜)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
B-problem (3.9) (inverted periods)
; (3.16)
as a consequence,
E(A)(h̵y, gy, ω˜, ω˜′) = E(B)(h̵y, gy,−iω˜′, iω˜). (3.17)
We however prefer to keep problems B and A distinguished, since the gauge theory approach
treats them differently; verifying that gauge theory results respect (3.17) will therefore be
a non-trivial consistency check for the validity of the proposed gauge theory solution.
Non-relativistic limit
Before moving to the study of the various models, let us quickly mention that the various
Ruijsenaars-Schneider systems can be reduced to their Calogero-Moser analogues by taking
the “non-relativistic” limit ω˜ →∞, ω˜′ → i∞ while keeping w = ωω˜z and τ˜ constant (so that
τ˜ → τ , Q5d → Q4d). For example, the complex 2-eRS Hamiltonian (3.5) reduces to the
complex 2-eCM one:
ĤeRS Ð→ 2 + ω2
ω˜2
[−h̵2∂2w + g(g − h̵)℘(w∣ω,ω′)] +O(ω˜−3), (3.18)
modulo having redefined g by a h̵/2 shift. Similarly, the 2-tRS Hamiltonian reduces to the
2-tCM one:¿ÁÁÀsin(pi z+ig2ω˜ )
sin(pi z2ω˜ ) eih̵∂z
¿ÁÁÀsin(pi z−ig2ω˜ )
sin(pi z2ω˜ ) +
¿ÁÁÀsin(pi z−ig2ω˜ )
sin(pi z2ω˜ ) e−ih̵∂z
¿ÁÁÀsin(pi z+ig2ω˜ )
sin(pi z2ω˜ )
Ð→ 2 + ω2
ω˜2
[−h̵2∂2w + g(g − h̵)pi2ω2 14 sin2(piw2ω )] +O(ω˜−3).
(3.19)
3.1 Trigonometric and hyperbolic cases
Before discussing the 2-eRSB and 2-eRSA systems of interest, let us first collect a few
known facts about the analytic solution to their trigonometric (2-tRS) and hyperbolic (2-
hRS) limits. This will be of particular importance in Section 3.2, where we will show how
to numerically evaluate the energy spectrum of the elliptic systems.
Trigonometric case
Let us start by reviewing the known analytic solution to the 2-tRS system, along the same
lines of Section 2.1. For generic half-period ω˜ the 2-tRS Hamiltonian reads
Ĥ(T)ψ(T)(x) = ⎡⎢⎢⎢⎢⎢⎣
¿ÁÁÀsin(pi x+igx2ω˜ )
sin(pi x2ω˜ ) eih̵x∂x
¿ÁÁÀsin(pi x−igx2ω˜ )
sin(pi x2ω˜ ) +
¿ÁÁÀsin(pi x−igx2ω˜ )
sin(pi x2ω˜ ) e−ih̵x∂x
¿ÁÁÀsin(pi x+igx2ω˜ )
sin(pi x2ω˜ )
⎤⎥⎥⎥⎥⎥⎦ψ(T)(x)
= (epia2ω˜ + e−pia2ω˜ )ψ(T)(x),
(3.20)
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where for later convenience we reparametrized the energy E(T) in terms of an auxiliary
variable a as
E(T)(a) = epia2ω˜ + e−pia2ω˜ . (3.21)
L2([0,2ω˜]) eigenfunctions for (3.20) can be constructed out of the Rogers polynomials,
defined as (for ∣q−1∣ < 1, ∣µ−1∣ < 1) [66]
Cn(x;µ−1∣q−1) = n∑
k=0
(µ−1; q−1)k(µ−1; q−1)n−k(q−1; q−1)k(q−1; q−1)n−k e−i(n−2k)x2 , (3.22)
also representable as the basic hypergeometric series
Cn(x;µ−1∣q−1) = (µ−1; q−1)n(q−1; q−1)n e− inx2 2φ1(qn, µ−1;µqn−1; q−1µeix∣q−1); (3.23)
notice that we can move from ∣q−1∣ < 1 to ∣q−1∣ > 1 thanks to
Cn(x;µ−1∣q−1) = (µ−1q)nCn(x;µ∣q). (3.24)
These orthogonal polynomials play the same role for 2-tRS of the Gegenbauer polynomials
for 2-tCM. The Rogers polynomials are known to satisfy the finite-difference equation [67]
(for q = epih̵xω˜ , µ = epigxω˜ )⎡⎢⎢⎢⎢⎣e
pigx
2ω˜
1 − e−pigxω˜ e ipixω˜
1 − e ipixω˜ eih̵x∂x + epigx2ω˜ 1 − e
−pigx
ω˜ e− ipixω˜
1 − e− ipixω˜ e−ih̵x∂x
⎤⎥⎥⎥⎥⎦Cn(pixω˜ ; e−
pigx
ω˜ ∣e−pih̵xω˜ )
= ⎡⎢⎢⎢⎢⎣
sin(pi x+igx2ω˜ )
sin(pix2ω˜ ) eih̵x∂x + sin(pi
x−igx
2ω˜ )
sin(pix2ω˜ ) e−ih̵x∂x
⎤⎥⎥⎥⎥⎦Cn(pixω˜ ; e−
pigx
ω˜ ∣e−pih̵xω˜ )
= (epi gx+nh̵x2ω˜ + e−pi gx+nh̵x2ω˜ )Cn(pixω˜ ; e−pigxω˜ ∣e−pih̵xω˜ ).
(3.25)
Therefore, if we multiply them by the square root
√
w(x) of an appropriate weight function
(which is actually the orthogonality measure for the Rogers polynomials)
w(x) = (e ipixω˜ ; e−pih̵xω˜ )∞(e− ipixω˜ ; e−pih̵xω˜ )∞(e ipixω˜ e−pigxω˜ ; e−pih̵xω˜ )∞(e− ipixω˜ e−pigxω˜ ; e−pih̵xω˜ )∞ , (3.26)
which satisfies
w(x + ih̵x) = (1 − e−pigxω˜ e ipixω˜ )(1 − epih̵xω˜ e− ipixω˜ )(1 − e ipixω˜ )(1 − epih̵xω˜ e−pigxω˜ e− ipixω˜ )w(x) = sin(pi
x+igx
2ω˜ ) sin(pi x+ih̵x2ω˜ )
sin(pi x2ω˜ ) sin(pi x−igx+ih̵x2ω˜ )w(x),
w(x − ih̵x) = (1 − e−pigxω˜ e− ipixω˜ )(1 − epih̵xω˜ e ipixω˜ )(1 − e− ipixω˜ )(1 − epih̵xω˜ e−pigxω˜ e ipixω˜ )w(x) = sin(pi
x−igx
2ω˜ ) sin(pi x−ih̵x2ω˜ )
sin(pi x2ω˜ ) sin(pi x+igx−ih̵x2ω˜ )w(x),
(3.27)
it is easy to realize that
ψ(T)n (x) ∝ √w(x)Cn(pixω˜ ; e−pigxω˜ ∣e−pih̵xω˜ ) (3.28)
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is an L2([0,2ω˜]) eigenfunction of the 2-tRS system with eigenvalue
E(T)n = epi gx+nh̵x2ω˜ + e−pi gx+nh̵x2ω˜ ; (3.29)
in fact
Ĥ(T)ψ(T)n (x) = √w(x) ⎡⎢⎢⎢⎢⎣
sin(pi x+igx2ω˜ )
sin(pix2ω˜ ) eih̵x∂x + sin(pi
x−igx
2ω˜ )
sin(pix2ω˜ ) e−ih̵x∂x
⎤⎥⎥⎥⎥⎦Cn(pixω˜ ; e−
pigx
ω˜ ∣e−pih̵xω˜ )
= (epi gx+nh̵x2ω˜ + e−pi gx+nh̵x2ω˜ )ψ(T)n (x).
(3.30)
Moreover, if we introduce the normalized Rogers polynomials
Gn(pixω˜ ; e−pigxω˜ ∣e−pih̵xω˜ ) =
=
¿ÁÁÁÀ 1
4ω˜
1 − e−pigxω˜ e−npih̵xω˜
1 − e−pigxω˜ (e−
pih̵x
ω˜ ; e−pih̵xω˜ )n(e− 2pigxω˜ ; e−pih̵xω˜ )n (e
−pih̵x
ω˜ ; e−pih̵xω˜ )∞(e− 2pigxω˜ ; e−pih̵xω˜ )∞(e−pigxω˜ e−pih̵xω˜ ; e−pih̵xω˜ )∞(e−pigxω˜ ; e−pih̵xω˜ )∞Cn(pixω˜ ; e−pigxω˜ ∣e−pih̵xω˜ ),
(3.31)
then the normalized eigenfunctions
ψ(T)n (x) = √w(x)Gn(pixω˜ ; e−pigxω˜ ∣e−pih̵xω˜ ) (3.32)
satisfy the orthonormality condition
∫ 2ω˜
0
dxψ(T)m (x)ψ(T)n (x) = ∫ 2ω˜
0
dxw(x)Gm(pixω˜ ; e−pigxω˜ ∣e−pih̵xω˜ )Gn(pixω˜ ; e−pigxω˜ ∣e−pih̵xω˜ ) = δm,n.
(3.33)
To sum up, we have completely determined the normalized L2([0,2ω˜]) 2-tRS eigenfunctions
ψ
(T)
n (x) (3.32) and the corresponding discrete energies E(T)n (3.29). These energies can
also be thought as E(T)n = E(T)(an), i.e. as coming from (3.21) for a = an satisfying the
quantization conditions
an = ±(gx + nh̵x), n ∈ N; (3.34)
these are the same quantization conditions we previously found for 2-tCM (2.17), modulo
having redefined a→ a2 and shifted gx by h̵x/2.
Hyperbolic case
Let us now shortly comment on the 2-hRS system, whose Hamiltonian reads
Ĥ(H)ψ(H)(y) =⎡⎢⎢⎢⎢⎣
¿ÁÁÁÀsinh(pi y+igy2ω˜ )
sinh(piy2ω˜ ) eih̵y∂y
¿ÁÁÁÀsinh(pi y−igy2ω˜ )
sinh(piy2ω˜ )
+
¿ÁÁÁÀsinh(pi y−igy2ω˜ )
sinh(piy2ω˜ ) e−ih̵y∂y
¿ÁÁÁÀsinh(pi y+igy2ω˜ )
sinh(piy2ω˜ )
⎤⎥⎥⎥⎥⎦ψ(H)(y)
= (epia2ω˜ + e−pia2ω˜ )ψ(H)(y),
(3.35)
– 26 –
where we again reparameterized the energy E(H) in terms of an auxiliary variable a as
E(H)(a) = epia2ω˜ + e−pia2ω˜ . (3.36)
This Hamiltonian can clearly be obtained from (3.20) by sending x→ iy, gx → igy, h̵x → ih̵y.
However, it is not possible to recover the 2-hRS solution from the “off-shell” (generic a)
solution of 2-tRS (as we did instead in the Calogero-Moser case, Section 2.1). This is
because the 2-hRS Hamiltonian is a finite-difference equation rather than a differential one,
therefore any possible formal solution to (3.35) will be ambiguous: in fact if we multiply a
formal solution by any ih̵y-periodic function (usually referred to as “quasi-constant”), this
will still be a formal solution. Of course, this would in principle be a problem also for the
2-tRS system; however, while such quasi-constants cannot be present for 2-tRS since they
will spoil the polynomial nature of the eigenfunction, they may affect the 2-hRS solution
which doesn’t need to be polynomial [65].
From the works [51, 52, 65], it appears that the proper way to fix these quasi-constant
ambiguities is to study themodular double version of the problem, similarly to what happens
for the relativistic open Toda chain [31]; that is, we should require ψ(H)(y) to be a solution
not only of the original 2-hRS Hamiltonian Ĥ(H) (3.35), but also of a “modular dual” 2-hRS
Hamiltonian ̂̃H(H), related to the original one by the exchange 2ω˜ ←→ h̵y:
̂̃H(H)ψ(H)(y) = ⎡⎢⎢⎢⎢⎣
¿ÁÁÁÀsinh(pi y+igyh̵y )
sinh(piyh̵y ) ei2ω˜∂y
¿ÁÁÁÀsinh(pi y−igyh̵y )
sinh(piyh̵y )
+
¿ÁÁÁÀsinh(pi y−igyh̵y )
sinh(piyh̵y ) e−i2ω˜∂y
¿ÁÁÁÀsinh(pi y+igyh̵y )
sinh(piyh̵y )
⎤⎥⎥⎥⎥⎦ψ(H)(y)
= (e piah̵y + e− piah̵y )ψ(H)(y),
(3.37)
where the “dual” energy
Ẽ(H)(a) = e piah̵y + e− piah̵y (3.38)
is also related to the original one (3.36) by the exchange 2ω˜ ←→ h̵y. Since ̂̃H(H) is a
finite-difference equation in 2ω˜, requiring (3.37) in addition to (3.35) will completely fix
the quasi-constant ambiguity of the solution ψ(H)(y), which should then be 2ω˜ ←→ h̵y
symmetric [51, 52]. We will later see how modular duality plays an important role also for
the 2-eRSA system.
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3.2 Elliptic case: B-model
We are finally ready to study the 2-eRSB quantum mechanical problem, which in the form
(3.10) reads
Ĥ ′Bψ(B)(x,Q5d) = ⎡⎢⎢⎢⎢⎣
¿ÁÁÁÀθ1(pi x+igx2ω˜ ,Q1/25d )
θ1(pi x2ω˜ ,Q1/25d ) eih̵x∂x
¿ÁÁÁÀθ1(pi x−igx2ω˜ ,Q1/25d )
θ1(pi x2ω˜ ,Q1/25d )
+
¿ÁÁÁÀθ1(pi x−igx2ω˜ ,Q1/25d )
θ1(pi x2ω˜ ,Q1/25d ) e−ih̵x∂x
¿ÁÁÁÀθ1(pi x+igx2ω˜ ,Q1/25d )
θ1(pi x2ω˜ ,Q1/25d )
⎤⎥⎥⎥⎥⎦ψ(B)(x,Q5d)
= E′(B)ψ(B)(x,Q5d),
(3.39)
where we made explicit the dependence on Q5d of the eigenfunction ψ(B)(x,Q5d) (which
will depend also on the other parameters of the model). As for the 2-eCMB case, also this
problem can be studied both analytically as a perturbation series in Q5d and numerically.
Analytical study
To solve the 2-eRSB problem analytically on L2([0,2ω˜]) we may use perturbation theory
around Q5d = 0 (or ω˜′ → i∞), i.e. around the trigonometric limit. For this purpose it will be
more convenient to rewrite the Hamiltonian operator Ĥ ′B in a form better suited to study
the small Q5d limit. To do this we factorize (in analogy with (3.32))
ψ(B)(x,Q5d) = √w(x,Q5d)Φ(B)(x,Q5d); (3.40)
if now we introduce the elliptic Gamma function
Γ(z; t, p) = ∏
m⩾0∏n⩾0 1 − t
m+1pn+1z−1
1 − tmpnz = ∏m⩾0 (t
m+1pz−1;p)∞(tmz;p)∞ =∏n⩾0 (p
n+1tz−1; t)∞(pnz; t)∞ , (3.41)
then by choosing
w(x,Q5d) = Γ(e ipixω˜ e−pigxω˜ ; e−pih̵xω˜ ,Q5d)Γ(e− ipixω˜ e−pigxω˜ ; e−pih̵xω˜ ,Q5d)
Γ(e ipixω˜ ; e−pih̵xω˜ ,Q5d)Γ(e− ipixω˜ ; e−pih̵xω˜ ,Q5d) , (3.42)
which is such that
w(x + ih̵x,Q5d) = θ1(pi x+ih̵x2ω˜ ,Q1/25d )θ1(pi x+igx2ω˜ ,Q1/25d )
θ1(pi x2ω˜ ,Q1/25d )θ1(pi x+ih̵x−igx2ω˜ ,Q1/25d )w(x,Q5d),
w(x − ih̵x,Q5d) = θ1(pi x−ih̵x2ω˜ ,Q1/25d )θ1(pi x−igx2ω˜ ,Q1/25d )
θ1(pi x2ω˜ ,Q1/25d )θ1(pi x−ih̵x+igx2ω˜ ,Q1/25d )w(x,Q5d),
(3.43)
the problem (3.39) reduces to
Ĥ ′′B Φ(x,Q5d) = E′(B)Φ(B)(x,Q5d), (3.44)
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where the transformed Hamiltonian
Ĥ ′′B = 1√
w(x,Q5d)Ĥ ′B√w(x,Q5d) (3.45)
reads explicitly
Ĥ ′′B = θ1(pi x+igx2ω˜ ,Q1/25d )
θ1(pix2ω˜ ,Q1/25d ) eih̵x∂x +
θ1(pi x−igx2ω˜ ,Q1/25d )
θ1(pix2ω˜ ,Q1/25d ) e−ih̵x∂x . (3.46)
We can now consider the small Q5d expansion of the transformed Hamiltonian Ĥ ′′B:
Ĥ ′′B = Ĥ ′′B(0) +Q5dĤ ′′B(1) +Q25dĤ ′′B(2) +O(Q35d), (3.47)
where
Ĥ ′′B(0) = sin(pi x+igx2ω˜ )sin(pix2ω˜ ) eih̵x∂x + sin(pi
x−igx
2ω˜ )
sin(pix2ω˜ ) e−ih̵x∂x ,
Ĥ ′′B(1) =4sin( ipigx2ω˜ )sin(pix2ω˜ ) [sin(pi x+igx2ω˜ ) sin(pi 2x+igx2ω˜ )eih̵x∂x − sin(pi x−igx2ω˜ ) sin(pi 2x−igx2ω˜ )e−ih̵x∂x] ,
Ĥ ′′B(2) = . . . .
(3.48)
The discrete energy levels and eigenfunctions will admit similar expansions:
E′(B)n = E′(0)n +Q5dE′(1)n +Q25dE′(2)n +O(Q35d),
Φ(B)n (x,Q5d) = Φ(0)n (x) +Q5dΦ(1)n (x) +Q25dΦ(2)n (x) +O(Q35d). (3.49)
We already know from Section 3.1 that
E′(0)n = E(T )n = epian2ω˜ + e−pian2ω˜ (3.50)
with an as in (3.34), while Φ
(0)
n (x) will be the normalized Rogers polynomial (3.31):
Φ(0)n (x) ≡ ∣Φ(0)n ⟩ = Gn(pixω˜ ; e−pigxω˜ ∣e−pih̵xω˜ ). (3.51)
What we have to do then is to solve the transformed 2-eRSB problem
Ĥ ′′B Φ(B)n (x,Q5d) = E′(B)n Φ(B)n (x,Q5d) (3.52)
order by order in the Q5d expansion. This can be done if we further consider expanding all
Φ
(l)
n (x) ≡ ∣Φ(l)n ⟩, l ⩾ 1 in terms of the basis Φ(0)n (x) ≡ ∣Φ(0)n ⟩, i.e.
∣Φ(l)n ⟩ = ∞∑
m=0 c(l)nm∣Φ(0)m ⟩, (3.53)
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where at the practical level the summation range can be truncated to 0 ⩽m ⩽ n+2l because
of the properties of Ĥ ′′B(l). In this way we find for example13
E
′(B)
0 = epi gx2ω˜ + e−pi gx2ω˜ +Q5d (epi gx2ω˜ − e−pi gx2ω˜ )(epi 2gx2ω˜ − e−pi 2gx2ω˜ )(epi gx−h̵x2ω˜ − e−pi gx−h̵x2ω˜ )
epi
gx+h̵x
2ω˜ − e−pi gx+h̵x2ω˜ +O(Q25d),
E
′(B)
1 = epi gx+h̵x2ω˜ + e−pi gx+h̵x2ω˜ +Q5d (epi gx2ω˜ − e−pi gx2ω˜ )(epi gx+h̵x2ω˜ + e−pi gx+h̵x2ω˜ )(epi gx−h̵x2ω˜ − e−pi gx−h̵x2ω˜ )2
epi
gx+2h̵x
2ω˜ − e−pi gx+2h̵x2ω˜ +O(Q25d),
E
′(B)
2 = . . .
(3.54)
Higher order terms in the Q5d expansion can easily be obtained with the help of some
computer program, at least for the lowest energy states (lowest values of n).
Numerical study
In those cases for which studying this problem analytically requires too much computational
power, we can still compute the 2-eRSB spectrum numerically. For numerical computations
it may be easier to work with ĤB (3.9) rather than Ĥ ′B (or Ĥ ′′B), due to the properties of
the Weierstrass σ-function. In this case we need to diagonalize the matrix (truncated to
some finite size) constructed out of the matrix elements
⟨m∣ĤB∣n⟩ = ∫ 2ω˜
0
dxψm(x)ĤBψn(x), (3.55)
at fixed 0 < gx < h̵x + 2ω˜ and Q5d. Here we are using the L2([0,2ω˜]) 2-tRS orthonormal
basis ψ(T)n (x) = ∣n⟩ (3.32) to perform diagonalization. The expectation is that by increasing
the size of the matrix, the numerical eigenvalues will converge to the actual energies of the
2-eRSB system; in this way we can compute both the numerical spectrum and the numerical
eigenfunctions of the 2-eRSB system.
3.3 Elliptic case: A-model
Lastly, let us comment on the 2-eRSA quantum mechanical problem in the form (3.13), i.e.
Ĥ ′Aψ(A)(y,Q5d) = ⎡⎢⎢⎢⎢⎣
¿ÁÁÁÀθ1(ipi y+igy2ω˜ ,Q1/25d )
θ1(ipi y2ω˜ ,Q1/25d ) eih̵y∂y
¿ÁÁÁÀθ1(ipi y−igy2ω˜ ,Q1/25d )
θ1(ipi y2ω˜ ,Q1/25d )
+
¿ÁÁÁÀθ1(ipi y−igy2ω˜ ,Q1/25d )
θ1(ipi y2ω˜ ,Q1/25d ) e−ih̵y∂y
¿ÁÁÁÀθ1(ipi y+igy2ω˜ ,Q1/25d )
θ1(ipi y2ω˜ ,Q1/25d )
⎤⎥⎥⎥⎥⎦ψ(A)(y,Q5d)
= E′(A)ψ(A)(y,Q5d).
(3.56)
For the same reasons of its 2-eCMA counterpart, it seems quite complicated to solve this
problem analytically on L2([0,2∣ω˜′∣]) in terms of perturbation theory around Q5d = 0 (or
13Computing E′(l)n for generic n as we did in Section 2.2 would require the knowledge of a set of identities
between Φ(0)n (x ± ih̵x) and Φ(0)n (x) which we are not aware of.
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Gauge theory (NS) 2-eRS model (complex) 2-eRSB model 2-eRSA model
1 h̵ h̵x ih̵y
m g gx igy
R−1 2ω˜ 2ω˜ 2ω˜
Q5d e
2pii ω˜
′˜
ω e2pii
ω˜′˜
ω e2pii
ω˜′˜
ω
− i2 ω˜pi lnQ5d ω˜′ ω˜′ ω˜′
Table 6: Map of 5d SU(2) N = 1∗ gauge theory and 2-eRSB, 2-eRSA parameters.
ω˜′ → i∞); in addition, already the solution to the 2-hRS system is not entirely understood.
It may however be possible to construct eigenfunctions using the quantum Separation of
Variables approach, which involves the study of entire solutions to the associated Baxter
equation; we will sketch how gauge theory would suggest us to proceed in Section 3.5.
Fortunately, for our purposes it will be sufficient to study the 2-eRSA problem numer-
ically. In order to perform numerical diagonalization, it will again be more convenient to
work with the Hamiltonian ĤA (3.12) rather than Ĥ ′A. In fact, according to what we dis-
cussed around (3.16), diagonalizing ĤA with periods (ω˜, ω˜′) is equivalent to diagonalizing
ĤB with exchanged periods (−iω˜′, iω˜) once we identify h̵y ↔ h̵x, gy ↔ gx, y ↔ x, and as a
consequence
E(A)(h̵y, gy, ω˜, ω˜′) = E(B)(h̵y, gy,−iω˜′, iω˜). (3.57)
We can therefore apply the same procedure described in Section 3.2 to compute the spec-
trumE(A) of the 2-eRSA model ĤA numerically, although we will need to use the L2([0,2∣ω˜′∣])
orthonormal basis ∣n⟩ = ψ(T)n (y) (3.32) with half-period ∣ω˜′∣ = −12 piω˜ lnQ5d rather than ω˜ to
perform diagonalization.
3.4 Ruijsenaars-Schneider energy spectrum from gauge theory
We have seen in the previous Sections how the 2-eRSB and 2-eRSA problems, as well as
their 2-tRS and 2-hRS limits, can be solved (analytically or numerically) with the standard
tools of quantum mechanics. We now want to understand if it is possible to reproduce the
same results from gauge theory arguments, at least at the level of energy spectrum.
As we mentioned in the Introduction, it should be possible to do so by considering
five-dimensional gauge theories or topological string theory quantities in the NS limit [8],
although for relativistic quantum integrable systems non-perturbative contributions in h̵
are also expected [19, 21]. Based on the proposal by [8] and the analogy with the 2-eCM
case, the 2-eRSB and 2-eRSA systems are expected to be related to the N = 1∗ SU(2)
supersymmetric gauge theory on R41,2 ×S1R, always in the NS limit 2 → 0. The dictionary
between gauge theory and 2-eRSB, 2-eRSA models is given in Table 6, where in particular
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R is the radius of the S1R circle while Q5d = e2piiτ˜ is the instanton counting parameter (with
τ˜ inverse gauge coupling); the real VEV a of the scalar field in the N = 1 vector multiplet
will also play a role in what follows as a different way of parametrizing the energy.
As in Section 2.4, we should proceed in two steps:
Step I: general analysis
First, we would need to construct two (generically) linearly independent formal solutions
ψ(i)(z, a, h̵, g, ω˜, ω˜′), i = 1,2 to the complex 2-particle elliptic Ruijsenaars-Schneider system
ĤeRS (3.5), such that
ĤeRSψ
(i)(z, a, h̵, g, ω˜, ω˜′) = E(a, h̵, g, ω˜, ω˜′)ψ(i)(z, a, h̵, g, ω˜, ω˜′), (3.58)
for any generic z, a, h̵, g ∈ C; clearly these will also solve
Ĥ ′eRSψ(i)(z, a, h̵, g, ω˜, ω˜′) = E′(a, h̵, g, ω˜, ω˜′)ψ(i)(z, a, h̵, g, ω˜, ω˜′), (3.59)
with Ĥ ′eRS as in (3.6) and
E(a, h̵, g, ω˜, ω˜′) = exp(−g(g − h̵)
24
pi2
ω˜2
E2(Q5d))E′(a, h̵, g, ω˜, ω˜′). (3.60)
As for the elliptic Calogero-Moser case, five-dimensional gauge theory provides explicit,
convergent Q5d-series expressions for the energy and the formal solutions as functions of a;
these again coincide with the NS limit of VEVs of codimension four and two defects with
h̵ = 1, g =m, 2ω˜ = R−1:
E′(a, h̵, g, ω˜, ω˜′) ⇐⇒ codim. 4 defect ⟨WSU(2)2 (a, 1,m,R,Q5d)⟩NS,
ψ(i)(z, a, h̵, g, ω˜, ω˜′) ⇐⇒ codim. 2 defect (monodromy, NS). (3.61)
The relevant codimension two defects are still of monodromy (or Gukov-Witten) type: their
explicit computation can be found for example in [62], where it was also checked that such
defects satisfy (3.59) at the first few orders in Q5d. The codimension four defect associated
to the energy is instead a line observable, and more precisely corresponds to the Wilson
loop in the fundamental representation 2 of SU(2) wrapping S1R, again as explained in [62]:
its first few orders in the Q5d expansion are (from the formulae in Appendix B)
E′(a, h̵, g, ω˜, ω˜′) = ⟨WSU(2)2 (a, 1,m,R,Q5d)⟩NS∣
1=h̵,m=g,R−1=2ω˜= α1/2 + α−1/2 −Q5d (α1/2 + α−1/2)(1 − µ)2(1 − q1µ−1)2(1 − q1α)(1 − q1α−1) +O(Q25d),
(3.62)
where (for a1 = −a2 = a2 )
α = e2piRa = e 2pia2ω˜ , q1 = e2piR1 = e 2pih̵2ω˜ , µ = e2piRm = e 2pig2ω˜ . (3.63)
This gauge theory expression for the energy enjoys many symmetries, in particular it is
invariant under the simultaneous exchange (q1, µ)↔ (q−11 , µ−1) as well as under α↔ α−1.
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ω˜ = pi, ω˜′ = − i2 ln(10−3) E(B)0 E(B)1
Gauge theory - O(Q5d) 2.84510702564. . . 4.33733466191. . .
Gauge theory - O(Q25d) 2.84895354164. . . 4.33886116831. . .
Gauge theory - O(Q35d) 2.84895527508. . . 4.33886980397. . .
Gauge theory - O(Q45d) 2.84895528865. . . 4.33886979749. . .
Numerical 2.84895528863. . . 4.33886979750. . .
Table 7: Energies for the 2-eRSB model (3.9) at gx = 2, h̵x = 1.
ω˜ = pi23 , ω˜′ = ipi E(B)0 E(B)1
Gauge theory - O(Q5d) 3.39999656871. . . 6.31299288979. . .
Gauge theory - O(Q25d) 3.41632604117. . . 6.31880651657. . .
Gauge theory - O(Q35d) 3.41635025554. . . 6.31891130483. . .
Gauge theory - O(Q45d) 3.41635065566. . . 6.31891099761. . .
Numerical 3.41635065432. . . 6.31891099879. . .
Table 8: Energies for the 2-eRSB model (3.9) at gx = √7, h̵x = √2.
Step II: Hilbert integrability
Having constructed the formal solution to the generic complex 2-eRS system (3.59) from
gauge theory, we can start discussing about Hilbert integrability. For generic values of a
(i.e. of the energy), our formal solution is not expected to belong to any Hilbert space of
some quantum mechanical system, such as 2-eRSB or 2-eRSA; however, as for the 2-eCM
case, according to [8] Hilbert integrability should emerge in two special cases:
2-eRSB model: Fixing 1 = h̵x ∈ R+ andm = gx ∈ R+, if a satisfies the B-type quantization
conditions
a = gx + nh̵x, n ∈ N, (3.64)
the gauge theory expression (3.62) is conjecturally expected to reproduce the discrete energy
levels for the 2-eRSB model Ĥ ′B (3.10) with Hilbert space L2([0,2ω˜]). This can indeed be
checked analytically, for example by comparing (3.62) with (3.64) imposed against our pre-
vious computations (3.54). We can also perform some numerical test: remarkably enough,
as we can see from Tables 7 and 8 our gauge theory results seem to converge to the nu-
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merical ones when adding more and more instanton corrections.14 It is also important to
remark that the gauge theory proposal correctly reproduces the known 2-tRS energy spec-
trum (3.29) in the trigonometric limit Q5d → 0, and that B-type quantization conditions
for 2-eRSB (3.64) coincide with the 2-tCM quantization conditions (3.34), i.e. they do not
receive corrections in Q5d.
2-eRSA model: Fixing 1 = ih̵y and m = igy with h̵y, gy ∈ R+, the conjecture by [8] states
that if a satisfies the A-type quantization conditions
anaïveD ∶= −4piiω˜′a2ω˜h̵y + 2pi2ω˜h̵y gy(gy − 2ω˜ − h̵y)
+ 2∑
k⩾1
1
k
cos(pikh̵y2ω˜ )
sin(pikh̵y2ω˜ ) e−
2pika
2ω˜ − 2∑
k⩾1
1
k
cos(pik(h̵y−2gy)2ω˜ )
sin(pikh̵y2ω˜ ) e−
2pika
2ω˜
− 2i ∂
∂a
[WSU(2)5d,inst(a, ih̵y, igy, (2ω˜)−1, e 2pii(2ω˜′)2ω˜ )] = 2pin , n ∈ N,
(3.65)
our gauge theory expression (3.62) should reproduce the discrete energy levels for the 2-
eRSA model with Hilbert space L2([0,2∣ω˜′∣]). What enters in the A-type quantization
conditions is the total (classical + 1-loop + instanton) twisted effective superpotential of
the five-dimensional N = 1∗ SU(2) theory on flat space R41,2 × S1R, whose instanton part
defined as (see Appendix B)
WSU(2)5d, inst(a, 1,m,R,Q5d) = lim2→0 [−2 lnZSU(2)5d, inst(a, 1, 2,m,R,Q5d)] (3.66)
admits a Q5d expansion whose first orders are
WSU(2)5d, inst(a, 1,m,R,Q5d) =
−Q5d (1 − µ)(1 − q1µ−1)(1 − q1)(1 − q1α)(1 − q1α−1)[(1 + µ)(1 + q21µ−1) + q1(µ + µ−1)− 2q1(α + α−1) − 2q1] +O(Q25d),
(3.67)
with parameters as in (3.63). Despite not having analytic results for 2-eRSA, we can still
test whether the gauge theory conjecture by [8] makes sense by checking it against the
energy spectrum computed numerically: however, even if it seems to work for the special
case gy = 2h̵y15 considered in Table 9, its validity seems to break down in more generic cases
such as the one considered in Table 10, in which the gauge theory energies tend to converge
to a value which does not correspond to the numerical one.
However, this is not completely unexpected. As we mentioned in the Introduction,
we already know that for “relativistic” integrable systems such as relativistic Toda chains
[19] and relativistic cluster integrable systems [21], the naïve all-order WKB quantization
14In the Tables we compute the numerical energy values E for the model (3.9) starting from E′ given by
the gauge theory Wilson loop (3.62) and using the relation (3.60).
15This is also the special case discussed in [6].
– 34 –
ω˜ = −12 ln(10−3), ω˜′ = ipi E(A)0 E(A)1
Gauge theory - O(Q5d) 2.84563654275. . . 4.33743438960. . .
Gauge theory - O(Q25d) 2.84887535665. . . 4.33883850492. . .
Gauge theory - O(Q35d) 2.84895429911. . . 4.33886948412. . .
Gauge theory - O(Q45d) 2.84895527734. . . 4.33886979429. . .
Numerical 2.84895528864. . . 4.33886979750. . .
Table 9: Gauge theory energies for the 2-eRSA model (3.12) at gy = 2, h̵y = 1
obtained from the naïve WKB quantization conditions (3.65).
ω˜ = pi, ω˜′ = ipi23 E(A)0 E(A)1
Gauge theory - O(Q5d) 3.41360804483. . . 6.31772996010. . .
Gauge theory - O(Q25d) 3.41642587059. . . 6.31890324086. . .
Gauge theory - O(Q35d) 3.41644610533. . . 6.31891130715. . .
Gauge theory - O(Q45d) 3.41644619284. . . 6.31891133951. . .
Numerical 3.41635065432. . . 6.31891099879. . .
Table 10: Gauge theory energies for the 2-eRSA model (3.12) at gy = √7, h̵y = √2
obtained from the naïve WKB quantization conditions (3.65).
conditions obtained by the proposal of [8] are ill-defined and need to be corrected by non-
perturbative terms in h̵y. Exactly the same situation arises in our case: indeed the naïve
WKB quantization conditions (3.65) are ill-defined for h̵y2ω˜ ∈ Q, as we can see by noticing
that at those values they develop poles. In order to fix this problem we can proceed as in
[19, 21], where it was pointed out that the poles at h̵y2ω˜ ∈ Q disappear if we complete (3.65)
by adding non-perturbative contributions in h̵y; these can be completely determined by
requiring the full (WKB + non-perturbative) exact quantization conditions to be invariant
under “modular duality”, i.e. under the exchange h̵y ↔ 2ω˜. For the cases considered
in [19, 21] modular duality is encoded in the quantum group structure underlying the
relativistic integrable system; in our 2-eRS case such modular duality also appears, and
was already noticed in a number of papers [5–7].
According to this prescription therefore the full A-type quantization conditions for
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2-eRSA should be given by
aD ∶= − 4piiω˜′a
2ω˜h̵y
+ 2pi
2ω˜h̵y
gy(gy − 2ω˜ − h̵y)
+ 2∑
k⩾1
1
k
cos(pikh̵y2ω˜ )
sin(pikh̵y2ω˜ ) e−
2pika
2ω˜ − 2∑
k⩾1
1
k
cos(pik(h̵y−2gy)2ω˜ )
sin(pikh̵y2ω˜ ) e−
2pika
2ω˜
+ 2∑
k⩾1
1
k
cos(2pikω˜h̵y )
sin(2pikω˜h̵y ) e−
2pika
h̵y − 2∑
k⩾1
1
k
cos(pik(2ω˜−2gy)h̵y )
sin(2pikω˜h̵y ) e−
2pika
h̵y
− 2i ∂
∂a
⎡⎢⎢⎢⎢⎣WSU(2)5d,inst(a, ih̵y, igy, (2ω˜)−1, e
2pii(2ω˜′)
2ω˜ )
+WSU(2)5d,inst(a, i2ω˜, igy, h̵−1y , e 2pii(2ω˜′)h̵y )⎤⎥⎥⎥⎥⎦ = 2pin , n ∈ N,
(3.68)
where the symmetry under exchange h̵y ↔ 2ω˜ is manifest. Poles at h̵y2ω˜ ∈ Q disappear in
these exact quantization conditions almost by construction, as one can show by following
the same arguments used in [19, 21].16 Having such well-defined quantization conditions, we
can now check if a “non-perturbatively corrected” version of the proposal by [8] can be valid:
that is, if the values of a satisfying (3.68) reproduce the 2-eRSA numerical spectrum when
inserted in the gauge theory expression for the energy. Quite remarkably, this indeed seems
to be the case. This can be seen from the example in Table 11: differently from the previous
version of this example (Table 10) in which we were using the naïve WKB quantization
conditions, it is now evident that the gauge theory results approach the numerical ones by
increasing the number of instanton corrections considered. Notice also that nothing changes
for the example of Table 9, since we can easily see that non-perturbative corrections vanish
when gy = kh̵y with k ∈ N.
Finally, let us mention that we can also think of the exact A-type quantization con-
ditions (3.68) as an S-dual (electro-magnetic dual) version of the B-type conditions (3.64)
where we quantize aD instead of a, with aD, a related as
aD = −2i∂aWSU(2)full (a); (3.69)
hereWSU(2)full is the full, non-perturbatively corrected twisted effective superpotential which
contains also classical and 1-loop part. Equation (3.69) can be interpreted as an 1-deformed
version of the Seiberg-Witten relation between a and aD: however, differently from the ana-
logue formula (2.56) valid for four-dimensional theories, in the five-dimensional case non-
perturbative corrections in 1 are essential in order to restore S-duality when the Omega
background is turned on. We will see in Section 3.5 how exact A-type quantization condi-
tions may arise from a quantum Separation of Variables approach to the 2-eRSA problem.
16In [19, 21] in order to ensure poles cancellation one sometimes needs to shift a, or the Kähler parameters,
by a constant B-field. For the N -particle relativistic closed Toda chain, the B-field is only needed for N
odd; in our elliptic systems instead it seems that the B-field is not needed for any N .
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ω˜ = pi, ω˜′ = ipi23 E(A)0 E(A)1
Gauge theory - O(Q5d) 3.41351261316. . . 6.31772961937. . .
Gauge theory - O(Q25d) 3.41633033157. . . 6.31890290001. . .
Gauge theory - O(Q35d) 3.41635056648. . . 6.31891096630. . .
Gauge theory - O(Q45d) 3.41635065398. . . 6.31891099866. . .
Numerical 3.41635065432. . . 6.31891099879. . .
Table 11: Gauge theory energies for the 2-eRSA model (3.12) at gy = √7, h̵y = √2,
obtained from the exact quantization conditions (3.68).
To summarize, we have seen that although the conjecture by [8] seems to work nicely
for the 2-eRSB system, it is not consistent in the 2-eRSA case: first of all the conjectural
quantization conditions are ill-defined, that is have poles for h̵y2ω˜ ∈ Q, and even if we consider
them for non-singular values of h̵y the gauge theory results are in disagreement with the
2-eRSA numerical spectrum. This happens because the proposal by [8] does not take into
account possible non-perturbative contributions in h̵y; in fact once these are properly taken
into account, in a way dictated by modular duality [19, 21], we obtain pole-free quantization
conditions which moreover seem to reproduce the 2-eRSA numerical spectrum. Therefore,
similarly to what happened for the 2-eCM system, also in this case the discrete energy
levels for 2-eRSB and 2-eRSA can be obtained from the same gauge theory expression for
the energy (3.62) by quantizing a in two different ways related by S-duality τ˜ ↔ − 1τ˜ , where
however this time the S-duality relation involves non-perturbative corrections in 1. S-
duality is also reflected in (3.17), which is indeed realized in gauge theory as evident from
comparing Tables 7, 9 or Tables 8, 11 (rather than Tables 8, 10).
3.5 Comments on Baxter equation and quantum Separation of Variables
For the sake of completeness, in this Section we would like to comment on the possibility of
constructing L2([0,2∣ω˜′∣]) eigenfunctions for the 2-eRSA system via the quantum Separation
of Variables approach, appropriately reinterpreted in gauge theory language; we will follow
the same line of reasoning as in Section 2.5, again without any pretence of rigorousness.
The starting point in the quantum Separation of Variables approach is to consider the
Baxter equation associated to our system: as we already mentioned, this is an auxiliary
1-dimensional problem which can be thought as a quantum version of the spectral/Seiberg-
Witten curve. Following [59, 60] we can construct the Baxter equation for the 2-eRSA
system from gauge theory by considering the NS limit of the VEV of the five-dimensionalN = 1∗ SU(2) fundamental qq-character ⟨χSU(2)5d (σ, a, 1,m,R,Q5d)⟩NS [46, 68, 69]. Intro-
ducing for later convenience the variables (σ ∈ R)
X = e 2piσ2ω˜ , µ = e 2piigy2ω˜ , q1 = e 2piih̵y2ω˜ , α = e 2pia2ω˜ , Q5d = e2pii 2ω˜′2ω˜ , (3.70)
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from the formulae in Appendix B we find
⟨χSU(2)5d (σ, a, 1,m,R,Q5d)⟩NS =X −E′(a, ih̵y, igy, ω˜, ω˜′) +X−1, (3.71)
where E′ = E′(a, ih̵y, igy, ω˜, ω˜′) is the VEV of the fundamental Wilson loop in the NS limit
given in (3.62).17 The Baxter equation is then obtained as in (2.60); in a more compact
form, using the θ(X,Q) function defined in (A.14) we get
X θ(µ−1q1eih̵y∂σ ,Q5d) −E′ θ(eih̵y∂σ ,Q5d) +X−1 θ(µq−11 eih̵y∂σ ,Q5d) = 0, (3.72)
which again is a complicated infinite-order finite-difference operator on R. However, we
already know from previous examples [31, 51–55, 70] that when the integrable system
is relativistic and has an underlying “modular double” structure, we should in addition
consider a “modular dual” Baxter equation
X˜ θ(µ˜−1q˜1ei2ω˜∂σ , Q˜5d) − E˜′ θ(ei2ω˜∂σ , Q˜5d) + X˜−1 θ(µ˜q˜−11 ei2ω˜∂σ , Q˜5d) = 0, (3.73)
related to the original one (3.72) by h̵y ↔ 2ω˜ exchange, where E˜′ = E′(a, i2ω˜, igy, h̵y/2, ω˜′)
and
X˜ = e 2piσh̵y , µ˜ = e 2piigyh̵y , q˜1 = e 2pii2ω˜h̵y , α˜ = e 2piah̵y , Q˜5d = e2pii 2ω˜′h̵y , (3.74)
and look for two generically linearly independent functions Q(f)(σ, a, h̵y, gy, ω˜, ω˜′) andQ(af)(σ, a, h̵y, gy, ω˜, ω˜′) formally satisfying both (3.72) and (3.73) simultaneously.18 Sim-
ilarly to Section 2.5, such formal solutions can conjecturally be obtained by considering
the NS limit of the VEVs of codimension two defects corresponding to coupling the five-
dimensional theory to two free three-dimensional N = 2∗ hypermultiplets, whose SU(2)
part of the flavour symmetry is gauged and identified with the five-dimensional gauge
group [61–63]. Schematically, these two functions can be written as
Q(f)(σ, a, h̵y, gy, ω˜, ω˜′)= Q(f)0 (σ, a, h̵y, gy, ω˜)⟨Q(f)5d,inst(σ, a, ih̵y, igy, (2ω˜)−1,Q5d)⟩NS⟨Q(f)5d,inst(σ, a, i2ω˜, igy, h̵−1y , Q˜5d)⟩NS ,
Q(af)(σ, a, h̵y, gy, ω˜, ω˜′)
= e 4piσω˜′2ω˜h̵y Q(af)0 (σ, a, h̵y, gy, ω˜)⟨Q(af)5d,inst(σ, a, ih̵y, igy, (2ω˜)−1,Q5d)⟩NS⟨Q(af)5d,inst(σ, a, i2ω˜, igy, h̵−1y , Q˜5d)⟩NS ;
(3.75)
here
Q(f)0 (σ, a, h̵y, gy, ω˜) = S−12 (−i(σ − a2)∣h̵y,2ω˜)S−12 (−i(σ + a2)∣h̵y,2ω˜)S−12 (−i(σ − a2 − igy + ih̵y + i2ω˜)∣h̵y,2ω˜)S−12 (−i(σ + a2 − igy + ih̵y + i2ω˜)∣h̵y,2ω˜) ,
Q(af)0 (σ, a, h̵y, gy, ω˜) = S−12 (i(σ − a2)∣h̵y,2ω˜)S−12 (i(σ + a2)∣h̵y,2ω˜)S−12 (i(σ − a2 + igy − ih̵y − i2ω˜)∣h̵y,2ω˜)S−12 (i(σ + a2 + igy − ih̵y − i2ω˜)∣h̵y,2ω˜) ,
(3.76)
17The fundamental qq-character for five-dimensional theories can indeed be interpreted as the generating
function of Wilson loops in all possible antisymmetric representations [68, 69].
18This was also suggested in [71, 72] in the context of open topological strings in the NS limit.
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where the double sine function is defined in Appendix A.2, while the instanton corrections
contained in ⟨Q(f)5d,inst(σ, a, 1,m,R,Q5d)⟩NS, ⟨Q(af)5d,inst(σ, a, 1,m,R,Q5d)⟩NS and their dual
can be computed with the formulae in Appendix B. We will not try to report here their
explicit expression since they are rather complicated already at one instanton, but we will
just mention that, apart from their a↔ −a symmetry, they satisfy
⟨Q(af)5d,inst(σ, a, 1,m,R,Q5d)⟩NS = ⟨Q(f)5d,inst(σ, a,−1,−m,R,Q5d)⟩NS, (3.77)
as well as
⟨Q(f)5d,inst(−σ, a,−1,−m,R,Q5d)⟩NS = ⟨Q(f)5d,inst(σ, a, 1,m,R,Q5d)⟩NS. (3.78)
Assuming that (3.75) indeed satisfy both Baxter equations, then for any constant ξ ∈ C the
linear combination
Q(σ, a, h̵y, gy, ω˜, ω˜′) = Q(f)(σ, a, h̵y, gy, ω˜, ω˜′) − ξ−1Q(af)(σ, a, h̵y, gy, ω˜, ω˜′) (3.79)
formally satisfies
[X θ(µ−1q1eih̵y∂σ ,Q5d) −E′ θ(eih̵y∂σ ,Q5d) +X−1 θ(µq−11 eih̵y∂σ ,Q5d)]Q(σ, a, h̵y, gy, ω˜, ω˜′) = 0,[X˜ θ(µ˜−1q˜1ei2ω˜∂σ , Q˜5d) − E˜′ θ(ei2ω˜∂σ , Q˜5d) + X˜−1 θ(µ˜q˜−11 ei2ω˜∂σ , Q˜5d)]Q(σ, a, h̵y, gy, ω˜, ω˜′) = 0.
(3.80)
Exactly as in Section 2.5, also in this case (3.79) is not entire in σ for generic values of a, ξ,
since by studying the denominator structure of their first instanton corrections it appears
that (3.75) have simple poles at σ = ±a2 + ikh̵y + in2ω˜ and σ = ±a2 + igy + ikh̵y + in2ω˜ for
k,n ∈ Z. We notice however that requiring the poles at σ = ±a2 to vanish, i.e. requiring
ξ = Resσ=a/2 [Q(af)(σ, a, h̵y, gy, ω˜, ω˜′)]
Res
σ=a/2 [Q(f)(σ, a, h̵y, gy, ω˜, ω˜′)] =
Res
σ=−a/2 [Q(af)(σ, a, h̵y, gy, ω˜, ω˜′)]
Res
σ=−a/2 [Q(f)(σ, a, h̵y, gy, ω˜, ω˜′)] , (3.81)
seems to be equivalent to imposing the full A-type quantization conditions (3.68); it would
therefore be natural, although highly non-trivial, to expect that all simple poles will cancel
in the linear combination (3.79) for the values of a, ξ satisfying full A-type quantization
conditions, in which case our solution (3.79) to the two Baxter equations would be entire
in σ.
Of course, all we said insofar is highly conjectural and we do not see any easy way to
make it even slightly more rigorous. Let us however push this line of reasoning a bit further.
Let us assume that (3.79) is indeed an entire solution to the two 2-eRSA Baxter equations
for the values of a, ξ satisfying (3.81), and let us also assume it decays rapidly enough at
infinity. We could then consider its Fourier transform
Φa(y, h̵y, gy, ω˜, ω˜′) = ∫
R
dσe
− 2piiσy
2ω˜h̵y Q(σ, a, h̵y, gy, ω˜, ω˜′); (3.82)
– 39 –
this will satisfy the modular double pair of equations⎡⎢⎢⎢⎢⎣θ(µ
−1e− 2piy2ω˜ ,Q5d)
θ(e− 2piy2ω˜ ,Q5d) eih̵y∂y + θ(µe
− 2piy
2ω˜ ,Q5d)
θ(e− 2piy2ω˜ ,Q5d) e−ih̵y∂y −E′
⎤⎥⎥⎥⎥⎦Φa(y, h̵y, gy, ω˜, ω˜′) = 0,⎡⎢⎢⎢⎢⎣θ(µ
−1e− 2piyh̵y ,Q5d)
θ(e− 2piyh̵y ,Q5d) ei2ω˜∂y +
θ(µe− 2piyh̵y ,Q5d)
θ(e− 2piyh̵y ,Q5d) e−i2ω˜∂y − E˜′
⎤⎥⎥⎥⎥⎦Φa(y, h̵y, gy, ω˜, ω˜′) = 0.
(3.83)
If we now proceed as indicated in [73] and multiply Φa(y, h̵y, gy, ω˜, ω˜′) by an appropriate
weight function
√
w(y) involving the elliptic Gamma function, the combination
ψ(A)n (y,Q5d)∝√w(y)Φa(y, h̵y, gy, ω˜, ω˜′) (3.84)
should provide the desired (unnormalized) eigenfunction for the 2-eRSA Quantum Mechan-
ical problem (3.56) on the appropriate L2([0,2ω˜′]) Hilbert space, thanks to the analytic
properties of the Baxter solution Q(σ, a, h̵y, gy, ω˜, ω˜′). Eigenfunctions for the 2-hRS systems
are then recovered in the limit ω˜′ → i∞.
4 N-particle systems of Ruijsenaars-Schneider type
Up until now we restricted our attention to quantum elliptic integrable systems involving
only two particles: these are the easiest ones one can study, since they are described by a
single Hamiltonian which moreover reduces to a one-dimensional problem after decoupling
the center of mass of the system. In the present Section we will consider instead N -
particle systems; here we only focus on the elliptic Ruijsenaars-Schneider model, since the
Calogero-Moser one and the various trigonometric/hyperbolic versions can be obtained as
special limits of it.
The complex N -particle elliptic Ruijsenaars-Schneider system (N -eRS) is defined on a
torus of half-periods (ω˜, ω˜′) and describes the motion of N particles at positions zj , dictated
by the finite-difference equation
ĤeRSψ(z⃗,Q5d) = Eψ(z⃗,Q5d), (4.1)
where the Hamiltonian is given by [5]
ĤeRS = N∑
j=1Wjeih̵∂zjW∗j , (4.2)
with
Wj = N∏
k≠j
¿ÁÁÀσ(zj − zk + ig∣ω˜, ω˜′)
σ(zj − zk∣ω˜, ω˜′) (4.3)
and all parameters zi, h̵, g, E ∈ C. The Hamiltonian ĤeRS = Ĥ1 is actually part of a set of
N commuting linearly independent operators Ĥl,
[Ĥl, Ĥm] = 0 ∀ l,m = 1, . . . ,N, (4.4)
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which are such that (renaming E = E1)
Ĥlψ(z⃗,Q5d) = Elψ(z⃗,Q5d) , l = 1, . . . ,N ; (4.5)
we will however mostly focus only on the first Hamiltonian ĤeRS and the associated equation
(4.1). As in Section 3, we can also equivalently study the problem
Ĥ ′eRSψ(z⃗,Q5d) = E′ψ(z⃗,Q5d), (4.6)
where the new Hamiltonian
Ĥ ′eRS = N∑
j=1W′jeih̵∂zjW′
∗
j (4.7)
with
W′j = N∏
k≠j
¿ÁÁÁÀθ1(pi zj−zk+ig2ω˜ ,Q1/25d )
θ1(pi zj−zk2ω˜ ,Q1/25d ) (4.8)
is related to the previous one by
ĤeRS = exp(−(N − 1)g(g − h̵)
24
pi2
ω˜2
E2(Q5d)) Ĥ ′eRS. (4.9)
As we did for the 2-particle case, by restricting the values of the parameters in (4.2), (4.7)
to some real slice we can define the N -eRSB and N -eRSA quantum mechanical problems:
B-model: Restricting to the real slice zj = xj ∈ R and requiring h̵ = h̵x ∈ R+, g = gx ∈ R+,
E = E(B) ∈ R+ problems (4.1), (4.6) reduce to
ĤBψ
(B)(x⃗,Q5d) = [ N∑
j=1Wjeih̵x∂xjW∗j ]ψ(B)(x⃗,Q5d) = E(B)ψ(B)(x⃗,Q5d),
Ĥ ′Bψ(B)(x⃗,Q5d) = [ N∑
j=1W′jeih̵x∂xjW′
∗
j ]ψ(B)(x⃗,Q5d) = E′(B)ψ(B)(x⃗,Q5d), (4.10)
with
Wj = N∏
k≠j
¿ÁÁÀσ(xj − xk + igx∣ω˜, ω˜′)
σ(xj − xk∣ω˜, ω˜′) , W′j = N∏k≠j
¿ÁÁÁÀθ1(pi xj−xk+igx2ω˜ ,Q1/25d )
θ1(pi xj−xk2ω˜ ,Q1/25d ) . (4.11)
For 0 < gx < h̵x +2∣ω˜′∣ and decoupling the center of mass of the system, (4.10) should define
the N -eRSB quantum mechanical problem on L2x([0,2ω˜]N−1) whose energy spectrum (as
well as the eigenvalues of the other commuting operators Ĥ2, . . . , ĤN ) is real and discrete
[5–7].
In the limit ω˜′ → i∞ (i.e. Q5d → 0) the second line of (4.10) reduces to the N -particle
trigonometric Ruijsenaars-Schneider quantum integrable system (N -tRS)
Ĥ(T)ψ(T)(x⃗) = ⎡⎢⎢⎢⎢⎣
N∑
j=1
N∏
k≠j
¿ÁÁÁÀsin(pi xj−xk+igx2ω˜ )
sin(pi xj−xk2ω˜ ) eih̵x∂xj
¿ÁÁÁÀsin(pi xj−xk−igx2ω˜ )
sin(pi xj−xk2ω˜ )
⎤⎥⎥⎥⎥⎦ψ(T)(x⃗) = E(T)ψ(T)(x⃗),
(4.12)
which is again a quantum mechanical problem on L2x([0,2ω˜]N−1) with discrete energy levels
and known analytic solution.
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A-model: Restricting instead on the slice zj = iyj ∈ iR and requiring h̵ = ih̵y ∈ iR+,
g = igy ∈ iR+, E = E(A) ∈ R+ problems (4.1), (4.6) reduce to
ĤAψ
(A)(y⃗,Q5d) = [ N∑
j=1Wjeih̵y∂yjW∗j ]ψ(A)(y⃗,Q5d) = E(A)ψ(A)(y⃗,Q5d),
Ĥ ′Aψ(A)(y⃗,Q5d) = [ N∑
j=1W′jeih̵y∂yjW′
∗
j ]ψ(A)(y⃗,Q5d) = E′(A)ψ(A)(y⃗,Q5d), (4.13)
with
Wj = N∏
k≠j
¿ÁÁÁÀσ(i(yj − yk + igy)∣ω˜, ω˜′)
σ(i(yj − yk)∣ω˜, ω˜′) , W′j = N∏k≠j
¿ÁÁÁÀθ1(ipi yj−yk+igy2ω˜ ,Q1/25d )
θ1(ipi yj−yk2ω˜ ,Q1/25d ) . (4.14)
For 0 ⩽ gy ⩽ h̵y + 2ω˜ and decoupling the center of mass of the system, (4.13) should define
the N -eRSA quantum mechanical problem on L2y([0,2∣ω˜′∣]N−1) whose energy spectrum is
real and discrete.
In the limit ω˜′ → i∞ (i.e. Q5d → 0) the second line of (4.13) reduces to the N -particle
hyperbolic Ruijsenaars-Schneider quantum integrable system (N -hRS)
Ĥ(H)ψ(H)(y⃗) = ⎡⎢⎢⎢⎢⎣
N∑
j=1
N∏
k≠j
¿ÁÁÁÀsinh(pi yj−yk+igy2ω˜ )
sinh(pi yj−yk2ω˜ ) eih̵y∂yj
¿ÁÁÁÀsinh(pi yj−yk−igy2ω˜ )
sinh(pi yj−yk2ω˜ )
⎤⎥⎥⎥⎥⎦ψ(H)(y⃗) = E(H)ψ(H)(y⃗);
(4.15)
this is still a quantum mechanical problem, although with continuous spectrum, whose
analytic solution was partially studied in [51, 52] for the lowest values of N .
Exacly as in the 2-particle case, the two problems N -eRSB and N -eRSA are related as
ĤA(y, h̵y, gy, ω˜, ω˜′) = ĤB(y, h̵y, gy,−iω˜′, iω˜), (4.16)
which implies
E(A)(h̵y, gy, ω˜, ω˜′) = E(B)(h̵y, gy,−iω˜′, iω˜). (4.17)
The gauge theory approach will again treat problems B and A differently, however the
different treatments should be such that (4.17) is respected.
4.1 Elliptic case: B- and A-models
As for the 2-particle case discussed in Section 3.2, we can in principle study the N -eRSB
quantum mechanical problem both numerically and analytically in terms of a convergent
perturbation series in small Q5d; the energy levels for the N -eRSA model will then be
obtained by using the relation (4.17). In order to do this it is however necessary to know
the analytic solution to the N -particle trigonometric Ruijsenaars-Schneider model, which
we review next.
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Trigonometric case
Let us then consider the N -tRS problem
Ĥ(T)ψ(T)(x⃗) = ⎡⎢⎢⎢⎢⎣
N∑
j=1
N∏
k≠j
¿ÁÁÁÀsin(pi xj−xk+igx2ω˜ )
sin(pi xj−xk2ω˜ ) eih̵x∂xj
¿ÁÁÁÀsin(pi xj−xk−igx2ω˜ )
sin(pi xj−xk2ω˜ )
⎤⎥⎥⎥⎥⎦ψ(T)(x⃗) = E(T)ψ(T)(x⃗).
(4.18)
It is well known that eigenfunctions for this system can be constructed out of the Macdonald
polynomials19 Pλ(x⃗; q, µ), which depend on two parameters
q = e 2pih̵x2ω˜ , µ = e 2pigx2ω˜ . (4.19)
The definition of Macdonald polynomials is not immediate and requires several steps [74].
We should first introduce the degree k monomial symmetric functions mλ(x⃗) in N variables
x⃗ = {x1, . . . , xN}:
mλ(x⃗) = ∑
σ∈SN
N∏
j=1 (e ipiω xσ(j))λj , (4.20)
where SN is the symmetric group of degree N and λ = (λ1, . . . , λN) is a partition of k in N
parts, that is λ1 ⩾ . . . ⩾ λN ⩾ 0 and ∣λ∣ = ∑Nj=1 λj = k. Next we should introduce the degree
k = ∣λ∣ power-sum symmetric function pλ(x⃗) for the same partition λ:
pλ(x⃗) = N∏
j=1pλj(x⃗) , pλj(x⃗) =
N∑
n=1 (e ipiω xn)λj , (4.21)
as well as the inner product ⟨pλ(x⃗), pλ′(x⃗)⟩q,µ between two such functions, which depends
on the parameters q, µ:
⟨pλ(x⃗), pλ′(x⃗)⟩q,µ = δλ,λ′zλ l(λ)∏
j=1
1 − qλj
1 − µλj , zλ =∏a⩾1anλ(a)nλ(a)! , (4.22)
where l(λ) = #{j such that λj ≠ 0} and nλ(a) = #{j such that λj = a}. The Macdonald
symmetric polynomial Pλ(x⃗; q, µ) associated to a partition λ is then uniquely determined
by the following two conditions [74]:
(1) Pλ(x⃗; q, µ) =mλ(x⃗) +∑λ′<λ cλλ′(q, µ)mλ′(x⃗) with cλλ′(q, µ) ∈ Q(q, t) and ∣λ′∣ = k;
(2) ⟨Pλ(x⃗; q, µ), Pλ′(x⃗; q, µ)⟩q,µ = 0 for λ ≠ λ′.
Here we are using the natural ordering for partitions, i.e. we say that λ ⩾ λ′ if λ1+ . . .+λj ⩾
λ′1 + . . . + λ′j for all 1 ⩽ j ⩽ N . For our purposes it is actually more convenient to consider
the functions P ′λ(x⃗; q, µ) defined as20
P ′λ(x⃗; q, µ) = (m(1,...,1)(x⃗))− ∣λ∣N Pλ(x⃗; q, µ); (4.23)
19In our convention, they are polynomials in the exponentiated variables e
ipi
ω
xi .
20The difference between Pλ(x⃗; q, µ) and P ′λ(x⃗; q, µ) is related to decoupling of the center of mass:
more precisely while Pλ(x⃗; q, µ) has (exponentiated) total momentum q∣λ∣, that is ∏Nj=1 eih̵x∂xj Pλ(x⃗; q, µ) =
q∣λ∣Pλ(x⃗; q, µ), P ′λ(x⃗; q, µ) has instead (exponentiated) total momentum 1.
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these can be shown to be eigenfunctions of the quantum mechanical problem [74]⎡⎢⎢⎢⎢⎣
N∑
j=1
N∏
k≠j
sin(pi xj−xk+igx2ω˜ )
sin(pi xj−xk2ω˜ ) eih̵x∂xj
⎤⎥⎥⎥⎥⎦P ′λ(x⃗; q, µ) = E(T)λ P ′λ(x⃗; q, µ) (4.24)
with eigenvalue
E
(T)
λ = q− ∣λ∣N N∑
j=1 qλjµ
N+1
2
−j , (4.25)
which implies that the functions
ψ
(T)
λ (x⃗)∝√w(x⃗)P ′λ(x⃗; q, µ) (4.26)
satisfy the N -tRS problem (4.18) with eigenvalue (4.25) for
w(x⃗) = N∏
j≠k
(e ipiω˜ (xj−xk); e−pih̵xω˜ )∞(e ipiω˜ (xj−xk)e−pigxω˜ ; e−pih̵xω˜ )∞ . (4.27)
Let us also point out that because of the “normalization” performed in (4.23), sometimes
different partitions are associated to the same eigenfunction: more precisely
P ′λ(x⃗; q, µ) ≡ P ′λ′(x⃗; q, µ) if λ′ = λ + n(1, . . . ,1), n ∈ Z. (4.28)
Among other things, this means that we can limit ourselves to consider partitions with
λN = 0. In the N = 2 case we are therefore left with partitions λ = (n,0) with n ⩾ 0, and
the associated functions (4.23) coincide with the Rogers polynomials already introduced in
Section 3.1. More in general, we can use this fact to alternatively label eigenfunctions and
eigenvalues by a set of N − 1 positive integers n⃗ = (n1, . . . , nN−1) rather than by partitions(λ1, . . . , λN−1,0), where ni = λi − λi+1 for i = 1, . . . ,N − 1:
λ = (λ1, . . . , λN−1,0) ⇐⇒ n⃗ = (n1, . . . , nN−1) for ni = λi − λi+1. (4.29)
This relabelling will be helpful in making contact with the gauge theory approach to the
problem.
Elliptic case
We can now consider the N -eRSB quantum mechanical problem, for example in the form
Ĥ ′Bψ(B)(x⃗,Q5d) = [ N∑
j=1W′jeih̵x∂xjW′
∗
j ]ψ(B)(x⃗,Q5d) = E′(B)ψ(B)(x⃗,Q5d), (4.30)
with
W′j = N∏
k≠j
¿ÁÁÁÀθ1(pi xj−xk+igx2ω˜ ,Q1/25d )
θ1(pi xj−xk2ω˜ ,Q1/25d ) . (4.31)
The spectrum of this operator can always be evaluated numerically, by diagonalizing it
in terms of the L2([0,2ω˜]N−1) N -tRS basis constructed out of Macdonald polynomials,
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similarly to what we did in previous cases. This procedure however appears to be quite
time consuming for generic N ; trying to solve this problem analytically as a series in Q5d
instead appears to be a more efficient way to proceed. To this purpose it is more convenient
to consider the transformed operator
Ĥ ′′B = 1√
w(x⃗,Q5d)Ĥ ′B√w(x⃗,Q5d) =
N∑
j=1
N∏
k≠j
θ1(pi xj−xk+igx2ω˜ ,Q1/25d )
θ1(pi xj−xk2ω˜ ,Q1/25d ) eih̵x∂xj , (4.32)
where
w(x⃗,Q5d) = N∏
j≠k
Γ(e ipiω˜ (xj−xk)e−pigxω˜ ; e−pih̵xω˜ ,Q5d)
Γ(e ipiω˜ (xj−xk); e−pih̵xω˜ ,Q5d) , (4.33)
and study the problem
Ĥ ′′BΦ(B)(x⃗,Q5d) = E′(B)Φ(B)(x⃗,Q5d) (4.34)
order by order in Q5d. We can now proceed exactly as in Section 3.2, the only difference
being that the discrete set of eigenvalues and eigenfunctions will be labelled by a partition
λ = (λ1, . . . , λN−1, λN) (or, equivalently, by a set of N − 1 integers n⃗ = (n1, . . . , nN−1) (4.29)
if we fix λN = 0) rather than a single integer n (or its associated partition (n,0)): we will
then have
Ĥ ′′B = Ĥ ′′B(0) +Q5dĤ ′′B(1) +Q25dĤ ′′B(2) +O(Q35d),
E
′(B)
λ = E′(0)λ +Q5dE′(1)λ +Q25dE′(2)λ +O(Q35d),
Φ
(B)
λ (x⃗,Q5d) = Φ(0)λ (x⃗) +Q5dΦ(1)λ (x⃗) +Q25dΦ(2)λ (x⃗) +O(Q35d),
(4.35)
where since
Ĥ ′′B(0) = N∑
j=1
N∏
k≠j
sin(pi xj−xk+igx2ω˜ )
sin(pi xj−xk2ω˜ ) eih̵x∂xj (4.36)
as in (4.24) we can immediately conclude that
E
′(0)
λ = E(T)λ = q− ∣λ∣N N∑
j=1 qλjµ
N+1
2
−j , Φ(0)λ (x⃗) = P ′λ(x⃗; q, µ). (4.37)
By further expanding all Φ(l)λ (x⃗) = ∣Φ(l)λ ⟩, l ⩾ 1 in terms of the basis Φ(0)λ (x⃗) = ∣Φ(0)λ ⟩, i.e.
∣Φ(l)λ ⟩ =∑
λ′ c
(l)
λλ′ ∣Φ(0)λ′ ⟩, (4.38)
and noticing that at the practical level the summation can be truncated to those λ′ such
that21 ∣λ′∣ = ∣λ∣+Nl because of the properties of Ĥ ′′B(l), we can completely solve the problem
21Here we are having in mind to consider partitions λ′ with λ′N not restricted to zero.
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(4.34) at each order in the Q5d expansion. In this way we find, for example for N = 3:
E
′(B)(0,0,0) = µ + 1 + µ−1 +Q5d (µ − µ−1)(µ 32 − µ− 32 )(µ 12 q− 12 − µ− 12 q 12 )
µq
1
2 − µ−1q− 12 +O(Q25d),
E
′(B)(1,0,0) = µq 23 + q− 13 + µ−1q− 13
+Q5d (µ − µ−1)(µ 12 q− 12 − µ− 12 q 12 )(µ2q − µq2 + µq − µ + 1 + µ−1 − µ−1q−1 − µ−1q + µ−2q−1 − q−1)
q
1
3 (µ 12 q 12 − µ− 12 q− 12 )(µq − µ−1q−1)+O(Q25d),
E
′(B)(1,1,0) = µq 13 + q 13 + µ−1q− 23
+Q5d (µ − µ−1)(µ 12 q− 12 − µ− 12 q 12 )(µ2q2 − µq2 + µq − µ + q − q2 + µ−1 − µ−1q−1 − µ−1q + µ−2)
q
2
3 (µ 12 q 12 − µ− 12 q− 12 )(µq − µ−1q−1)+O(Q25d),
E
′(B)(2,1,0) = . . . ,
(4.39)
where q, µ are as defined in (4.19). Higher order corrections are too lengthy to be reported
here, but can be computed straightforwardly with the help of some computer program; the
same procedure also applies for higher N .
4.2 Energy spectrum from gauge theory
Having discussed how to compute, both numerically and analytically, the energy levels of
the N -eRSB and N -eRSA problems, let us try to reproduce the same results from N = 1∗
SU(N) gauge theory quantities, following what we did in Section 3.4 for the 2-particle case
and what was done in [19] for the similar case of the N -particle relativistic Toda chain.
The first thing we should do is to look for a basis of linearly independent formal solutions
ψ(i)(z⃗, a⃗, h̵, g, ω˜, ω˜′) to the complex N -particle elliptic Ruijsenaars-Schneider problem (4.1)
or (4.6) for generic z⃗, a⃗, h̵, g ∈ C, such that
ĤeRSψ
(i)(z⃗, a⃗, h̵, g, ω˜, ω˜′) = E(a⃗, h̵, g, ω˜, ω˜′)ψ(i)(z⃗, a⃗, h̵, g, ω˜, ω˜′),
Ĥ ′eRSψ(i)(z⃗, a⃗, h̵, g, ω˜, ω˜′) = E′(a⃗, h̵, g, ω˜, ω˜′)ψ(i)(z⃗, a⃗, h̵, g, ω˜, ω˜′), (4.40)
where
E(a⃗, h̵, g, ω˜, ω˜′) = exp(−(N − 1)g(g − h̵)
24
pi2
ω˜2
E2(Q5d))E′(a⃗, h̵, g, ω˜, ω˜′) (4.41)
as follows from (4.9). Both the energy and the formal solutions can be computed from
gauge theory as convergent power series in Q5d with coefficients depending on the set of
auxiliary variables a⃗ = (a1, . . . , aN) satisfying ∑Nl=1 al = 0 (which parametrize the VEV of
the scalar field in the vector supermultiplet). As in the 2-particle case previously discussed,
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these correspond to the NS limit of VEVs of certain codimension four and two defects; more
precisely the energy E′ will be given by the Wilson loop in the fundamental representation
N of SU(N), while the formal solutions are associated to full monodromy defects [62]:
E′(a⃗, h̵, g, ω˜, ω˜′) ⇐⇒ codim. 4 defect ⟨WSU(N)N (a⃗, 1,m,R,Q5d)⟩NS,
ψ(i)(z⃗, a⃗, h̵, g, ω˜, ω˜′) ⇐⇒ codim. 2 defect (full monodromy, NS). (4.42)
Although we will not be interested in them, let us mention that these formal solutions
actually also satisfy the finite-difference equations (4.5) associated to the whole set of N
commuting operators Ĥl, with the various energies El corresponding to Wilson loops in
the rank l antisymmetric representation of SU(N); both the fundamental and the various
antisymmetric Wilson loops can be computed via the formulae collected in Appendix B.
Once we have a formal solution to the complex N -eRS system, we can restrict ourselves
to consider only those values of parameters associated to quantum mechanical problems
with discrete energy spectrum, such as N -eRSB or N -eRSA. Let us discuss these two cases
separately.
N-eRSB model: After fixing 1 = h̵x ∈ R+ and m = gx ∈ R+, conjecturally when the
parameters a⃗ satisfy the B-type quantization conditions
al − al+1 = gx + nlh̵x, nl ∈ N, l = 1, . . . ,N − 1, (4.43)
the N = 1∗ SU(N) fundamental Wilson loop (4.42) should reproduce the discrete energy
levels E′(B) for the N -eRSB model Ĥ ′B (4.10) with Hilbert space L2([0,2ω˜]N−1).
N-eRSA model: After fixing 1 = ih̵y and m = igy (for h̵y, gy ∈ R+), based on what we
understood from the 2-particle case studied in Section 3.4 and from the relativistic Toda
chain case analysed in [19], we conjecturally expect that if the parameters a⃗ satisfy the
A-type quantization conditions
− iN−1∑
l=1 Ckl
∂WSU(N)full (a⃗, h̵y, gy, ω˜, ω˜′)
∂al l+1 = 2pink, k = 1, . . . ,N − 1, (4.44)
then the fundamental Wilson loop should reproduce the discrete energy levels E′(A) for the
N -eRSA model Ĥ ′A (4.13) with Hilbert space L2([0,2∣ω˜′∣]N−1). The matrix Ckl entering
(4.44) is the Cartan matrix of SU(N), while the variables al l+1 are defined as al l+1 = al −
al+1. The function WSU(N)full (a⃗, h̵y, gy, ω˜, ω˜′) instead is the full, non-perturbatively corrected
twisted effective superpotential for the N = 1∗ SU(N) theory, free of poles at h̵y2ω˜ ∈ Q22 and
symmetric under the exchange h̵y ↔ 2ω˜. In order to compute this function we will follow
the approach suggested in [30, 53]: that is, we start by considering the integrand Z intS5 of the
partition function on the squashed 5-sphere S5ω1,ω2,ω3 for the N = 1∗ SU(N) theory, which
factorizes into a perturbative (classical + 1-loop) and instanton part [75–82]
Z intS5 = ZpertS5 Z instS5 , (4.45)
22As we already mentioned earlier, differently from theN -particle relativistic closed Toda chain, it appears
that for the N -eRSA model no shift by the B-field is required for poles cancellation at any N .
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and we define the exact twisted effective superpotential by taking the “NS limit” ω3 → 0 on
S5ω1,ω2,ω3 ,
23 WSU(N)full = limω3→0 [−iω3 lnZ intS5 ] . (4.46)
The perturbative part of Z intS5 admits an expression in terms of triple sine functions (see
Appendix A.2) as
Zpert
S5
= N∏
l=1 e
2iω˜′pia2l
ω1ω2ω3 ∏
α>0
S3 (iα(a⃗) ∣ω1, ω2, ω3)S3 (iα(a⃗) + ∣ω∣ ∣ω1, ω2, ω3)
S3 (iα(a⃗) + gy ∣ω1, ω2, ω3)S3 (iα(a⃗) − gy + ∣ω∣ ∣ω1, ω2, ω3) , (4.47)
where we identify ω1 = h̵y, ω2 = 2ω˜ and define ∣ω∣ = ω1 + ω2 + ω3. The instanton part
instead is often assumed to factorize into three copies of the instanton partition function
on R41,2 × S1R, where the identification between ω1, ω2, ω3 with 1, 2, R is different for
each of the copies; in the “NS limit” ω3 → 0 this contributes to the full twisted effective
superpotential as
lim
ω3→0 [−iω3 lnZ instS5 ] = − iWSU(N)5d,inst (a⃗, ih̵y, igy, (2ω˜)−1, e 4piiω˜′2ω˜ )− iWSU(N)5d,inst (a⃗, i2ω˜, igy, h̵−1y , e 4piiω˜′h̵y ), (4.48)
with WSU(N)5d,inst the instanton part of the twisted effective superpotential for the theory on
R41,2 × S1R defined in (B.23).
4.3 An example: the 3-particle case
Although it may be hard to prove the conjectures stated in Section 4.2, we can still test
them against numerical or analytical results (obtained as discussed in Section 4.1): let us
do this explicitly for the 3-particle case.
The main quantity we should consider is the NS limit of the Wilson loop in the funda-
mental representation 3 of SU(3), which should correspond to the energy of the complex
3-eRS system for generic complex values of the parameters. From the formulae in Appendix
B we find
E′(a12, a23, h̵, g, ω˜, ω˜′) = ⟨WSU(3)3 (a12, a23, 1,m,R,Q5d)⟩NS∣
1=h̵,m=g,R−1=2ω˜
= α 2312α 1323 + α− 1312 α 1323 + α− 1312 α− 2323
+Q5dα− 1312 α 1323
µ3q31
(1 − µ)2(q1 − µ)2(α12(1 + α23 + α12α23)(1 + q1 + q21) − q1(1 + α12 + α12α23)2)(1 − q1α12)(1 − q−11 α12)(1 − q1α23)(1 − q−11 α23)(1 − q1α12α23)(1 − q−11 α12α23)× ((1 + µ)(1 + q1)(µ + q1)α12α23 − µq1(1 + α12)(1 + α23)(1 + α12α23)) +O(Q25d),
(4.49)
23This procedure may be interpreted as computing the twisted effective superpotential for a theory on
S3ω1,ω2×R2, whose extrema (i.e. solutions to the quantization conditions (4.44), aka Bethe Ansatz equations)
enter into the computation of the partition function for five-dimensional theories on S3ω1,ω2 ×Σg with partial
topological A-twist along the Riemann surface Σg [83] (see also [84] for closely related set-ups).
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ω˜ = pi23 , ω˜′ = ipi E(B)0,0 E(B)0,1 E(B)1,0
Gauge theory - O(Q5d) 10.7676364819. . . 16.8160803048. . . 24.9327146426. . .
Gauge theory - O(Q25d) 10.8224190473. . . 16.8976767493. . . 24.9594982573. . .
Gauge theory - O(Q35d) 10.8229752647. . . 16.8979569599. . . 24.9600693306. . .
Gauge theory - O(Q45d) 10.8229758745. . . 16.8979601849. . . 24.9600712318. . .
Numerical 10.8229758847. . . 16.8979601851. . . 24.9600712270. . .
Table 12: Energies E(B)n1,n2 for the 3-eRSB model at gx = √7, h̵x = √2.
ω˜ = pi, ω˜′ = ipi23 E(A)0,0 E(A)0,1 E(A)1,0
Gauge theory - O(Q5d) 10.8124160070. . . 16.8833616281. . . 24.9545309653. . .
Gauge theory - O(Q25d) 10.8228828498. . . 16.8978499870. . . 24.9600268738. . .
Gauge theory - O(Q35d) 10.8229752954. . . 16.8979596523. . . 24.9600709871. . .
Gauge theory - O(Q45d) 10.8229758811. . . 16.8979601821. . . 24.9600712258. . .
Numerical 10.8229758847. . . 16.8979601851. . . 24.9600712270. . .
Table 13: Energies E(A)n1,n2 for the 3-eRSA model at gy = √7, h̵y = √2.
where similarly to (3.63) we defined (in terms of the variables a12 = a1 − a2, a23 = a2 − a3)24
α12 = e2piRa12 = e 2pia122ω˜ , α23 = e2piRa23 = e 2pia232ω˜ , q1 = e2piR1 = e 2pih̵2ω˜ , µ = e2piRm = e 2pig2ω˜ .
(4.50)
According to the general discussion in Section 4.2, the gauge theory Wilson loop (4.49)
should reproduce the 3-eRSB energy levels once we restrict to 1 = h̵x ∈ R+, m = gx ∈ R+
and impose the B-type quantization conditions (4.43), which in our case simply reduce to
a12 = gx + n1h̵x , a23 = gx + n2h̵x , n1, n2 ∈ N; (4.51)
more precisely, a state labelled by (n1, n2) should correspond to a state labelled by the
partition (λ1, λ2,0) via n1 = λ1 − λ2, n2 = λ2, as dictated by (4.29). This can be easily
checked analytically, for example by noticing that our Wilson loop indeed reproduces the
energy levels we previously computed in (4.39) when the B-type quantization conditions
are imposed. Tests against numerical results can also be performed (see for example Table
12), which further confirm the validity of the gauge theory prescription.
24When needed we use a1 = 2a123 + a233 , a2 = −a123 + a233 , a3 = −a123 − 2a233 .
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For what the 3-eRSA model is concerned instead, in addition to the energy (4.49) and
the requirement 1 = ih̵y ∈ iR+, m = igy ∈ iR+ we also need the explicit expression for the
A-type quantization conditions (4.44), which for the case at hand are given by⎧⎪⎪⎪⎨⎪⎪⎪⎩
−i(2∂a12 − ∂a23)WSU(3)exact (a12, a23, h̵y, gy, ω˜, ω˜′) = 2pin1,−i(−∂a12 + 2∂a23)WSU(3)exact (a12, a23, h̵y, gy, ω˜, ω˜′) = 2pin2, (4.52)
where
− iWSU(3)exact (a12, a23, h̵y, gy, ω˜, ω˜′) = −4piiω˜′6ω˜h̵y (a212 + a12a23 + a223) + 2pi2ω˜h̵y gy(gy − 2ω˜ − h̵y)
+∑
k⩾1(− 2ω˜2pik) 1k cos(
pikh̵y
2ω˜ )
sin(pikh̵y2ω˜ ) [e−
2pika12
2ω˜ + e− 2pika232ω˜ + e− 2pik(a12+a23)2ω˜ ]
−∑
k⩾1(− 2ω˜2pik) 1k cos(
pik(h̵y−2gy)
2ω˜ )
sin(pikh̵y2ω˜ ) [e−
2pika12
2ω˜ + e− 2pika232ω˜ + e− 2pik(a12+a23)2ω˜ ]
+∑
k⩾1(− h̵y2pik) 1k cos(
2pikω˜
h̵y
)
sin(2pikω˜h̵y ) [e−
2pika12
h̵y + e− 2pika23h̵y + e− 2pik(a12+a23)h̵y ]
−∑
k⩾1(− h̵y2pik) 1k cos(
pik(2ω˜−2gy)
h̵y
)
sin(2pikω˜h̵y ) [e−
2pika12
h̵y + e− 2pika23h̵y + e− 2pik(a12+a23)h̵y ]
− iWSU(3)5d,inst(a12, a23, ih̵y, igy, (2ω˜)−1, e 2pii(2ω˜′)2ω˜ ) − iWSU(3)5d,inst(a12, a23, i2ω˜, igy, h̵−1y , e 2pii(2ω˜′)h̵y ).
(4.53)
Conjecturally, at fixed n1, n2 the values of a12, a23 satisfying (4.52) should reproduce the
3-eRSA energy levels when inserted in (4.49). This is indeed what seems to happen, as can
be seen for example from Table 13; as for the 2-particle case, in order to achieve agreement
with numerical results and to satisfy the S-duality relation (4.17) it was crucial to take
into account non-perturbative corrections to the A-type quantization conditions, in a way
dictated by the modular double symmetry h̵y ↔ 2ω˜.
5 Conclusions
In this paper we proposed and tested full, non-perturbatively corrected quantization condi-
tions for the N -particle elliptic Ruijsenaars-Schneider system, inspired by previous results
on relativistic quantum integrable systems of cluster type [19, 21], and we also checked
the validity of the elliptic Calogero-Moser quantization conditions proposed by [8]. Fur-
thermore, we gave a few comments on how gauge theory could help us constructing entire
solutions to the Baxter equation of these quantum integrable systems, which after tak-
ing an appropriate integral transformation produce the normalizable eigenfunctions for the
systems in the spirit of quantum Separation of Variables.
Among the many open problems, the main one would be to provide a rigorous proof of
our conjectural full quantization conditions, which at the moment can only be tested against
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numerical computations. Another interesting question concerns the problem of constructing
eigenfunctions for the elliptic Calogero-Moser or Ruijsenaars-Schneider systems: in partic-
ular it would be nice to be able to make more rigorous our sketchy derivation based on the
quantum Separation of Variables approach.
Finally, it may be interesting to look at the N -particle elliptic Ruijsenaars-Schneider
quantum spectral curve from the point of view of [26, 29] (concering the energy spectrum)
and [85–87] (concerning the eigenfunctions). From this point of view the quantum spectral
curve is not interpreted as the Baxter equation associated to a quantum integrable system,
but is regarded instead as a quantum mechanical operator on L2(R); as such, boundary
conditions for its eigenfunctions will in general be different from the ones required for the
solution to the Baxter equation (unless N = 2). Clearly this quantum mechanical problem
is more general than the one associated to the underlying integrable system, but should
be equivalent to the latter at those special values of energies corresponding to quantum
integrability: this is indeed what seems to happen for relativistic cluster integrable systems,
and can also be seen in the enhanced decay properties of the eigenfunction [86]. We expect
similar structures will appear when studying the N -particle elliptic Ruijsenaars-Schneider
quantum spectral curve as a quantum mechanical operator.
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A Special functions
A.1 Elliptic functions
Let us introduce, in the standard notation of [88], the parameter
q = eipiτ , τ = ω′
ω
= iK ′
K
, (A.1)
where ω ∈ R+, ω′ ∈ iR+ are respectively the real and imaginary half-periods of the torus of
modulus τ . In the main text we also often work with the variable
Q = q2 = e2piiτ , (A.2)
(Q = Q4d in Section 2 and Q = Q5d in Sections 3, 4), since this is more natural from the
gauge theory point of view; in terms of this variable the imaginary half-period reads
ω′ = −i ω
2pi
lnQ. (A.3)
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Always according to [88], the first Jacobi theta function θ1(x, q) is defined as (x ∈ C)
θ1(x, q) = ∑
n∈Z(−1)n−1/2q(n+1/2)2e(2n+1)ix= −iq1/4eix∑
n∈Z(−1)nqn(n−1)e−2inx= 2q1/4∑
n⩾0(−1)nqn(n+1) sin[(2n + 1)x].
(A.4)
From the Jacobi theta we can construct the Weierstrass sigma function
σ(x∣ω,ω′) = 2ω
piθ′1(0, q) exp(− pi
2θ′′′1 (0, q)
24ω2θ′1(0, q)x2) θ1 (pix2ω , q) , (A.5)
where q is related to (ω,ω′) as in (A.1) and
θ′′′1 (0, q)
θ′1(0, q) = −∑n⩾0(−1)
n(2n + 1)3qn(n+1)∑n⩾0(−1)n(2n + 1)qn(n+1) = −1 + 24∑n⩾1 q
2n(1 − q2n)2 ; (A.6)
for notational convenience we will sometimes write this last factor in terms of the quasi-
modular form E2(Q) as
E2(Q) = E2(q2) = −θ′′′1 (0, q)
θ′1(0, q) = 1 − 24∑n⩾1 Q
n(1 −Qn)2 . (A.7)
The logarithm of the sigma function therefore is
lnσ(x∣ω,ω′) = ln( 2ω
piθ′1(0, q))− pi
2θ′′′1 (0, q)
24ω2θ′1(0, q)x2+ln(−iq1/4)+ipix2ω+ln [∑n∈Z(−1)nqn(n−1)e− ipinxω ] ,
(A.8)
and its second x derivative is related to the Weierstrass elliptic function ℘(x∣ω,ω′) of half-
periods (ω,ω′) as
℘(x∣ω,ω′) = − d2
dx2
lnσ(x∣ω,ω′) = − d2
dx2
ln [∑
n∈Z(−1)nqn(n−1)e−nx] + pi
2
12ω2
θ′′′1 (0, q)
θ′1(0, q)= − d2
dx2
ln θ1 (pix
2ω
, q) + pi2
12ω2
θ′′′1 (0, q)
θ′1(0, q) ,
(A.9)
which in the limit q → 0 (i.e. ω′ → i∞) behaves as
℘(x∣ω, i∞) = − pi2
12ω2
+ pi2
4ω2 sin2 pix2ω
= 1
x2
+ pi4x2
240ω4
+ pi6x4
6048ω6
+ . . . . (A.10)
It may also be useful to consider the Weierstrass invariants
g2(ω,ω′) = pi4
12ω4
(1 + 2
ζ(−3) ∑n⩾1 n
3q2n
1 − q2n) ,
g3(ω,ω′) = pi6
216ω6
(1 + 2
ζ(−5) ∑n⩾1 n
5q2n
1 − q2n) ,
(A.11)
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which are such that
℘(x∣ω,ω′) = 1
x2
+ g2(ω,ω′)
20
x2 + g3(ω,ω′)
28
x4 +O(x6). (A.12)
Finally, we sometimes use in the main text the functions θ(x,Q) and θ(X,Q) defined as
θ(x,Q) = iQ−1/8e−ixθ1(x,Q1/2)= (Q;Q)∞(e−2ix;Q)∞(Qe2ix;Q)∞ = ∑
n∈Z(−1)nQn(n−1)2 e−2inx, (A.13)
θ(X,Q) = θ( i
2
lnX,Q)
= (Q;Q)∞(X;Q)∞(QX−1;Q)∞ = ∑
n∈X(−1)nQn(n−1)2 Xn, (A.14)
where the infinite q-Pochhammer symbol is
(X; q)∞ =∏
n⩾0(1 − qnX). (A.15)
A.2 Sine functions
Double sine function
Let us consider the function S(x∣ω1, ω2) defined as
S(x∣ω1, ω2) = exp(∫
R+i0 e
xz(eω1z − 1)(eω2z − 1) dzz ) , (A.16)
in the strip 0 < Re z < Re(ω1 + ω2) when all Re(ωj) > 0. This function is related to the
quantum dilogarithm Φ(x∣ω1, ω2) introduced in [89]
Φ(x∣ω1, ω2) = exp(∫
R+i0 e
−2ixz
2 sinh(ω1z) ⋅ 2 sinh(ω2z) dzz ) , (A.17)
according to S (−ix + ω1 + ω2
2
∣ω1, ω2) = Φ(x∣ω1, ω2). (A.18)
When Im (ω1/ω2) > 0 or ω1/ω2 ∉ Q it admits the infinite product representation
S (ix + ω1 + ω2∣ω1, ω2) = Φ(−x + iω1 + ω2
2
∣ω1, ω2) = (qe−2pix/ω2 ; q)∞(e−2pix/ω1 ; q̃−1)∞ , (A.19)
where we introduced the parameters
q = e2piiω1/ω2 , q̃ = e2piiω2/ω1 , (A.20)
and the q-Pochhammer symbol
(w; q)∞ = ∞∏
k=0(1 − qkw). (A.21)
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A useful formula related to the q-Pochhammer symbol is
exp
⎛⎝−∑k⩾1 q
kwk
k(1 − qk)⎞⎠ =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
∏k⩾0(1 − qk+1w) , ∣q∣ < 1;∏k⩾0 1(1 − q−kw) , ∣q∣ > 1. (A.22)
The S(x∣ω1, ω2) function satisfies the identitiesS (ix + ω1 + ω2 − ω1∣ω1, ω2) = (1 − e−2pix/ω2)S (ix + ω1 + ω2∣ω1, ω2) ,S (ix + ω1 + ω2 − ω2∣ω1, ω2) = (1 − e−2pix/ω1)S (ix + ω1 + ω2∣ω1, ω2) , (A.23)
and
S (ix + ω1 + ω2 + ω1∣ω1, ω2) = 1(1 − qe−2pix/ω2)S (ix + ω1 + ω2∣ω1, ω2) ,
S (ix + ω1 + ω2 + ω2∣ω1, ω2) = 1(1 − q̃e−2pix/ω1)S (ix + ω1 + ω2∣ω1, ω2) ,
(A.24)
as well as
S (−ix + ω1 + ω2
2
∣ω1, ω2)S (ix + ω1 + ω2
2
∣ω1, ω2) =
= Φ(x∣ω1, ω2)Φ(−x∣ω1, ω2) = eipi x2ω1ω2 +ipi ω21+ω2212ω1ω2 . (A.25)
Closely related to S(x∣ω1, ω2) is the double sine function S2(x∣ω1, ω2) defined as
S2(x∣ω1, ω2) = e ipi2 B2,2(x∣ω1,ω2)S(x∣ω1, ω2), (A.26)
where
B2,2(x∣ω1, ω2) = x2
ω1ω2
− ω1 + ω2
ω1ω2
x + ω21 + 3ω1ω2 + ω22
6ω1ω2
. (A.27)
The double sine function can be thought as the regularization of the infinite product
S2(x∣ω1, ω2) = ∏
m,n⩾0
mω1 + nω2 + x
mω1 + nω2 + ω1 + ω2 − x. (A.28)
This function satisfies
S2(x∣ω1, ω2)S2(−x + ω1 + ω2∣ω1, ω2) = 1, (A.29)
as well as
S2(x∣ω1, ω2) = S2(x∣ω1, ω2) (A.30)
and
S−12 (−ix + ω1∣ω1, ω2) = −i ⋅ 2 sinh [pixω2 ]S−12 (−ix∣ω1, ω2),
S−12 (−ix + ω2∣ω1, ω2) = −i ⋅ 2 sinh [pixω1 ]S−12 (−ix∣ω1, ω2),
S−12 (−ix − ω1∣ω1, ω2) = 1−i ⋅ 2 sinh [pixω2 − ipi ω1ω2 ]S−12 (−ix∣ω1, ω2),
S−12 (−ix − ω2∣ω1, ω2) = 1−i ⋅ 2 sinh [pixω1 − ipi ω2ω1 ]S−12 (−ix∣ω1, ω2).
(A.31)
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Triple sine function
We can also introduce the function S(x∣ω1, ω2, ω3) defined as
S(x∣ω1, ω2, ω3) = exp(−∫
R+i0 e
xz(eω1z − 1)(eω2z − 1)(eω3z − 1) dzz ) (A.32)
in the strip 0 < Re z < Re(ω1 + ω2 + ω3) when all Re(ωj) > 0. When Im (ω1/ω2) > 0,
Im (ω1/ω3) > 0, Im (ω3/ω2) > 0 or when ω1/ω2, ω1/ω3, ω3/ω2 ∉ Q this admits the infinite
product representation
S(x∣ω1, ω2, ω3) =
= (e2piix/ω2 ; e2piiω1/ω2 ; e2piiω3/ω2)∞(e−2piiω3/ω1e−2piiω2/ω1e2piix/ω1 ; e−2piiω3/ω1 ; e−2piiω2/ω1)∞(e−2piiω2/ω3e2piix/ω3 ; e2piiω1/ω3 ; e−2piiω2/ω3)∞ ,
(A.33)
where we introduced the notation
(e2piix/ω2 ; e2piiω1/ω2 ; e2piiω3/ω2)∞ = ∏
j,k⩾0 (1 − e2piix/ω2e2piiω1j/ω2e2piiω3k/ω2) =
= exp(−∑
n⩾1
e2pinix/ω2
n(1 − e2piiω1n/ω2)(1 − e2piiω3n/ω2)) .
(A.34)
Closely related to S(x∣ω1, ω2, ω3) is the triple sine function defined as
S3(x∣ω1, ω2, ω3) = e− ipi6 B3,3(x∣ω1,ω2,ω3)S(x∣ω1, ω2, ω3) (A.35)
satisfying
S3(x∣ω1, ω2, ω3) = S3(−x + ω1 + ω2 + ω3∣ω1, ω2, ω3), (A.36)
where
B3,3(x∣ω1, ω2, ω3) = x3
ω1ω2ω3
− 3
2
ω1 + ω2 + ω3
ω1, ω2, ω3
x2
+ ω21 + ω22 + ω23 + 3(ω1ω2 + ω1ω3 + ω2ω3)
2ω1ω2ω3
x
− (ω1 + ω2 + ω3)(ω1ω2 + ω1ω3 + ω2ω3)
4ω1ω2ω3
.
(A.37)
B Gauge theory formulae
B.1 Four dimensional case
The instanton part of the partition function for an N = 2∗ U(N) theory on R41,2 is given
by the Q4d-series
Z
U(N)
4d,inst(a⃗, 1, 2,m,Q4d) = ∑
k⩾0Qk4dZ
U(N),(k)
4d,inst (a⃗, 1, 2,m), (B.1)
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where a⃗ = (a1, . . . , aN) are the VEVs of the complex scalar field in the N = 2 vector
multiplet. The coefficients of the Q4d-series can be computed from the contour integral
formula
Z
U(N),(k)
4d,inst (a⃗, 1, 2,m) = 1k! ∮ k∏s=1 dφs2piiZU(N),(k)4d,ADHM(φ⃗, a⃗, 1, 2,m), (B.2)
with φ⃗ = (φ1, . . . , φk) integration variables and
Z
U(N),(k)
4d,ADHM(φ⃗, a⃗, 1, 2,m) =
(− (2+)(12) (m + −)(m − −)(m + +)(m − +))
k k∏
s=1
N∏
l=1
(φs − al +m)(φs − al −m)(φs − al + +)(φs − al − +)
k∏
s≠t
φ2st(φ2st − 42+)(φ2st − 21)(φ2st − 22) (φ
2
st − (m + −)2) (φ2st − (m − −)2)(φ2st − (m + +)2) (φ2st − (m − +)2) .
(B.3)
Here we are using the short-hand notation + = 1+22 , − = 1−22 and φst = φs − φt. The
integral is evaluated by residues, and the relevant poles are labelled by N -tuples of Young
tableaux Y⃗ = (Y1, . . . , YN), ∑Nl=1 ∣Yl∣ = k corresponding to
φs = al + + + (i − 1)1 + (j − 1)2, l = 1, . . . ,N, (B.4)
with (i, j) position of a box in the l-th Young tableau Yl. When in the main text we refer
to SU(N) quantities, we simply mean that we impose ∑Nl=1 al = 0: for example, we define
SU(2) quantities as the U(2) ones with a1 = −a2 = a. In the NS limit, the instanton partition
function reduces to the instanton part of the twisted effective superpotential defined as
WU(N)4d, inst(a⃗, 1,m,Q4d) = lim2→0 [−12 lnZU(N)4d, inst(a⃗, 1, 2,m,Q4d)] ; (B.5)
this is the quantity entering in the A-type quantization conditions for the N -particle elliptic
Calogero-Moser system of type A.
The instanton part of the fundamental qq-character, which enters in the construction of
the Baxter equation for the N -particle elliptic Calogero-Moser system of type A, is instead
given by
χ
U(N)
4d,inst(σ, a⃗, 1, 2,m,Q4d) = ∑
k⩾0Qk4dχ
U(N),(k)
4d,inst (σ, a⃗, 1, 2,m), (B.6)
where the coefficients of the Q4d-series are obtained from
χ
U(N),(k)
4d,inst (σ, a⃗, 1, 2,m) = 1k! ∮ k∏s=1 dφs2piiZU(N),(k)4d,ADHM(φ⃗, a⃗, 1, 2,m)χU(N),(k)4d,ADHM(φ⃗, σ, a⃗, 1, 2,m),
(B.7)
and the extra part of the integrand reads
χ
U(N),(k)
4d,ADHM(φ⃗, σ, a⃗, 1, 2,m) = N∏
l=1(σ − al)
k∏
s=1
(φs − σ + −)(φs − σ − −)(φs − σ + +)(φs − σ − +) . (B.8)
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The poles to be considered in this case are labelled by (N+1)-tuples of Young tableaux
Y⃗ = (Y1, . . . , YN , YN+1), ∑N+1n=1 ∣Yn∣ = k corresponding to
φs = an + + + (i − 1)1 + (j − 1)2, n = 1, . . . ,N or
φs = σ − + − (i − 1)(m + +) − (j − 1)(−m + +), n = N + 1. (B.9)
Being a string theory observable defined as a system of two stacks of branes intersecting
on a point, its natural normalization involves the partition function of the theory living on
both stacks, that is [90]
⟨χU(N)4d (σ, a⃗, 1, 2,m,Q4d)⟩ = χU(N)4d,inst(σ, a⃗, 1, 2,m,Q4d)
Z
U(N)
4d,inst(a⃗, 1, 2,m,Q4d)ZU(1)4d,inst(σ,−+ +m,−+ −m, −,Q4d) ;
(B.10)
its NS limit is then defined as
⟨χU(N)4d (σ, a⃗, 1,m,Q4d)⟩NS = ⟨χU(N)4d (σ, a⃗, 1,0,m,Q4d)⟩. (B.11)
Finally, the instanton part of the partition function for the theory coupled to an N -plet
of two-dimensional free hypermultiplets is
Q(f)4d,inst(σ, a⃗, 1, 2,m,Q4d) = ∑
k⩾0Qk4dQ(f),(k)4d,inst (σ, a⃗, 1, 2,m), (B.12)
where the coefficients are given by
Q(f),(k)4d,inst (σ, a⃗, 1, 2,m) = 1k! ∮ k∏s=1 dφs2piiZU(N),(k)4d,ADHM(φ⃗, a⃗, 1, 2,m)Q(f),(k)4d,ADHM(φ⃗, σ, a⃗, 1, 2,m),
(B.13)
with Q(f),(k)4d,ADHM(φ⃗, σ, a⃗, 1, 2,m) = k∏
s=1
(φs − σ + 2 + −)(φs − σ −m)(φs − σ + −)(φs − σ + 2 −m) . (B.14)
Relevant poles are again labelled by (N+1)-tuples of Young tableaux Y⃗ = (Y1, . . . , YN , YN+1),∑N+1n=1 ∣Yn∣ = k, where this time
φs = an + + + (i − 1)1 + (j − 1)2, n = 1, . . . ,N or
φs = σ −m − 2 + (i − 1)1 − (j − 1)(m + +), n = N + 1. (B.15)
From the normalized observable
⟨Q(f)4d,inst(σ, a⃗, 1, 2,m,Q4d)⟩ = Q(f)4d,inst(σ, a⃗, 1, 2,m,Q4d)
Z
U(N)
4d,inst(a⃗, 1, 2,m,Q4d) (B.16)
we obtain its NS limit as
⟨Q(f)4d,inst(σ, a⃗, 1,m,Q4d)⟩NS = ⟨Q(f)4d,inst(σ, a⃗, 1,0,m,Q4d)⟩, (B.17)
which is part of the solution to the Baxter equation of theN -particle elliptic Calogero-Moser
system of type A.
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B.2 Five dimensional case
The instanton part of the partition function for an N = 1∗ U(N) theory on R41,2 × S1R is
given by the Q5d-series
Z
U(N)
5d,inst(a⃗, 1, 2,m,R,Q5d) = ∑
k⩾0Qk5dZ
U(N),(k)
5d,inst (a⃗, 1, 2,m,R), (B.18)
whose coefficients are determined by the contour integral formula
Z
U(N),(k)
5d,inst (a⃗, 1, 2,m,R) = 1k! ∮ k∏s=1 dϕsϕs ZU(N),(k)5d,ADHM(ϕ⃗, a⃗, 1, 2,m,R), (B.19)
with ϕ⃗ = (ϕ1, . . . , ϕk) integration variables (related to the 4d ones by ϕs = e2piRφs) and
Z
U(N),(k)
5d,ADHM(ϕ⃗, a⃗, 1, 2,m,R) =( (1 − q1q2)(1 − q1)(1 − q2) (1 − µq−11 )(1 − µq−12 )(1 − µ)(1 − µq−11 q−12 )))
k
k∏
s≠t
(1 − ϕsϕ−1t )(1 − q1q2ϕsϕ−1t )(1 − q1ϕsϕ−1t )(1 − q2ϕsϕ−1t ) (1 − µq
−1
1 ϕsϕ
−1
t )(1 − µq−12 ϕsϕ−1t )(1 − µϕsϕ−1t )(1 − µq−11 q−12 ϕsϕ−1t )
k∏
s=1
N∏
l=1 q1q2µ−1
(1 − ϕsα−1l µq− 121 q− 122 )(1 − ϕ−1s αlµq− 121 q− 122 )(1 − ϕsα−1l q 121 q 122 )(1 − ϕ−1s αlq 121 q 122 ) ,
(B.20)
where for convenience we used the exponentiated variables
αl = e2piRal , q1 = e2piR1 , q2 = e2piR2 , µ = e2piRm. (B.21)
This integral is still evaluated by residues, and receives contributions only from poles la-
belled by N -tuples of Young tableaux Y⃗ = (Y1, . . . , YN), ∑Nl=1 ∣Yl∣ = k corresponding to
ϕs = αlq 121 q 122 qi−11 qj−12 , l = 1, . . . ,N, (B.22)
with (i, j) position of a box in the l-th Young tableau Yl. As for the four-dimensional case,
when in the main text we refer to SU(N) quantities we simply mean to impose ∑Nl=1 al = 0:
in particular, we define SU(2) quantities as the U(2) ones with a1 = −a2 = a2 . From the
NS limit of the instanton partition function we obtain the instanton part of the twisted
effective superpotential defined as
WU(N)5d, inst(a⃗, 1,m,R,Q5d) = lim2→0 [−2 lnZU(N)5d, inst(a⃗, 1, 2,m,R,Q5d)] ; (B.23)
this is the quantity entering in the A-type quantization conditions for the N -particle elliptic
Ruijsenaars-Schneider system of type A.
The instanton corrections to fundamental qq-character, whose NS limit contains the
energies of the N -particle elliptic Ruijsenaars-Schneider system, are similarly given by
χ
U(N)
5d,inst(σ, a⃗, 1, 2,m,R,Q5d) = ∑
k⩾0Qk5dχ
U(N),(k)
5d,inst (σ, a⃗, 1, 2,m,R), (B.24)
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where the coefficients read
χ
U(N),(k)
5d,inst (σ, a⃗, 1, 2,m,R)
= 1
k!
∮ k∏
s=1
dϕs
ϕs
Z
U(N),(k)
5d,ADHM(ϕ⃗, a⃗, 1, 2,m,R)χU(N),(k)5d, ADHM(ϕ⃗, σ, a⃗, 1, 2,m,R), (B.25)
with (for X = e2piRσ)
χ
U(N),(k)
5d, ADHM(ϕ⃗, σ, a⃗, 1, 2,m,R)
= N∏
l=1(X 12α− 12l −X− 12α 12l )
k∏
s=1
(1 − ϕsX−1q 121 q− 122 )(1 − ϕsX−1q− 121 q 122 )(1 − ϕsX−1q 121 q 122 )(1 − ϕsX−1q− 121 q− 122 ) .
(B.26)
Poles are labelled by (N+1)-tuples of Young tableaux Y⃗ = (Y1, . . . , YN , YN+1), ∑N+1n=1 ∣Yn∣ = k
corresponding to
ϕs = αnq 121 q 122 qi−11 qj−12 , n = 1, . . . ,N or
ϕs =Xq− 121 q− 122 µ−(i−1)(µq−11 q−12 )j−1, n = N + 1. (B.27)
Since the fundamental qq-character is the partition function of a system of N D4 branes
intersecting a single different D4’ brane along a circle, its natural normalization involves
the U(N) partition function of the D4 theory as well as the U(1) partition function of the
D4’ theory, that is [90]
⟨χU(N)5d (σ, a⃗, 1, 2,m,R,Q5d)⟩ = χU(N)5d,inst(σ, a⃗, 1, 2,m,R,Q5d)
Z
U(N)
5d,inst(a⃗, 1, 2,m,R,Q5d)ZU(1)5d,inst(σ,−2+ +m,−m,−2,R,Q5d) .
(B.28)
Its NS limit defined as
⟨χU(N)5d (σ, a⃗, 1,m,R,Q5d)⟩NS = ⟨χU(N)5d (σ, a⃗, 1,0,m,R,Q5d)⟩ (B.29)
can be used both to construct the Baxter equation for the N -particle elliptic Ruijsenaars-
Schneider system of type A and to compute its energies: for example in the SU(2) case we
have (3.71) where the energy is nothing but the NS limit of the fundamental Wilson loop
(3.62), while for general SU(N) we find
⟨χU(N)5d,inst(σ, a⃗, 1,m,R,Q5d)⟩NS = N∑l=0(−1)nX N2 −l⟨WSU(N)⋀l ⟩NS =
N∑
l=0(−1)lX N2 −lE′l , (B.30)
with ⟨WSU(N)⋀l ⟩NS the NS limit of the SU(N) Wilson loop in the l-th antisymmetric repre-
sentation and E′l energy of the l-th eRS Hamiltonian Ĥ ′l (here Ĥ ′1 = Ĥ ′eRS in (4.7)).
To conclude, the instanton corrections to the partition function coupled to an N -plet
of three-dimensional free hypermultiplets is
Q(f)5d,inst(σ, a⃗, 1, 2,m,R,Q5d) = ∑
k⩾0Qk5dQ(f),(k)5d,inst (σ, a⃗, 1, 2,m,R), (B.31)
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where the coefficients areQ(f),(k)5d,inst (σ, a⃗, 1, 2,m,R)
= 1
k!
∮ k∏
s=1
dϕs
ϕs
Z
U(N),(k)
5d,ADHM(ϕ⃗, a⃗, 1, 2,m,R)Q(f),(k)5d,ADHM(ϕ⃗, σ, a⃗, 1, 2,m,R), (B.32)
with
Q(f),(k)5d,ADHM(ϕ⃗, σ, a⃗, 1, 2,m,R) = k∏
s=1
(1 − ϕsX−1q 121 q 122 )(1 − ϕsX−1µq− 121 q− 122 )(1 − ϕsX−1q 121 q− 122 )(1 − ϕsX−1µq− 121 q 122 ) . (B.33)
Relevant poles are once more labelled by (N+1)-tuples of Young tableaux Y⃗ = (Y1, . . . , YN , YN+1),∑N+1n=1 ∣Yn∣ = k corresponding to
ϕs = αnq 121 q 122 qi−11 qj−12 , n = 1, . . . ,N or
ϕs =Xµ−1q 121 q− 122 qi−11 µ−(j−1) , n = N + 1. (B.34)
From the normalized observable
⟨Q(f)5d,inst(σ, a⃗, 1, 2,m,R,Q5d)⟩ = Q(f)5d,inst(σ, a⃗, 1, 2,m,R,Q5d)
Z
U(N)
5d,inst(a⃗, 1, 2,m,R,Q5d) (B.35)
we obtain its NS limit as
⟨Q(f)5d,inst(σ, a⃗, 1,m,R,Q5d)⟩NS = ⟨Q(f)5d,inst(σ, a⃗, 1,0,m,R,Q5d)⟩, (B.36)
which is part of the solution to the Baxter equation of the N -particle elliptic Ruijsenaars-
Schneider system of type A.
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