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РОЗРОБКА МЕТОДУ І АЛГОРИТМУ ПЕРЕВІРКИ ТЕКСТУ
НА УНІКАЛЬНІСТЬ
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The article is a study of methods and models that can analyze text. In an analysis of methods defined
method that fully satisfies the task, but requires completion – is the theory of character recognition. The
mathematical model and algorithm for checking the uniqueness of the text.
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Вступ
Один з найбільш важливих способів просування сайту – це створення унікального кон-
тенту різними методами. Мається на увазі не тільки текстова складова, але і будь-яка інша, що
може бути представлена у вигляді відео, рисунком, фото тощо.
Для пошукових систем (і для користувача) дуже важливим є саме унікальний контент
сайту, оскільки дублікати статей не відображатимуться у видачі пошукових систем. Унікальний
контент – це матеріал, який ще не був опублікований на інших сайтах. Наявність на сайті уні-
кального контенту також може вберегти його від різних санкцій і фільтрів пошукових систем,
що теж буде забезпечувати спокійне і надійне існування в Інтернеті. Важливі не тільки наяв-
ність на сайті певної кількості унікальних матеріалів, а й його регулярне поповнення новими
статтями [1].
В нашій статті розглядається метод і алгоритм перевірки тексту на унікальність, які мо-
жна застосувати для організації роботи сайту.
1. Постановка завдання
Мета роботи – розробка методу та алгоритму перевірки тексту на унікальність на осно-
ві теорії розпізнавання образів.
Основними етапами запропонованої технології є:
− обробка вхідного тексту;
− пошук тематично близьких текстів серед бази текстів;
− визначення процента унікальності вхідного тексту відносно відібраних тематично
близьких текстів.
2. Вибір методів реалізації інтелектуальної технології
Існує багато методів та моделей, які допомагають визначити унікальність тексту. Одним
з ефективних способів вирішення проблеми є розпізнавання образів.
Розпізнавання образів (а часто кажуть – об'єктів, ситуацій, явищ або процесів) – найпо-
ширеніше завдання, яку людині доводиться вирішувати практично щомиті від першого до
останнього дня. У своїй практиці люди вирішують різноманітні завдання щодо класифікації та
розпізнавання об'єктів, явищ і ситуацій (миттєво впізнають один одного, з великою швидкістю
читають друковані та рукописні тексти, безпомилково водять автомобілі в складному потоці
вуличного руху, здійснюють відбраковування деталей на конвеєрі і т.д.).
Розпізнавання образів можна визначити як віднесення вихідних даних до певного класу
за допомогою виділення істотних ознак або властивостей, які характеризують ці дані, із загаль-
ної маси несуттєвих деталей.
Під класом образів розуміється деяка категорія, яка формулюється поряд з властивос-
тями спільних для всіх її елементів. Образ – це опис будь-якого елемента як представника від-
повідного класу образів. У разі, коли множина образів поділяється на непересічні класи, бажа-
но використовувати для віднесення цих образів до відповідних класів автоматичний пристрій.
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Автоматичне розпізнавання образів має велике практичне значення. Вперше воно було
використане для машинного зчитування рукописних цифр. В даний час сфера його застосуван-
ня значно розширилася: починаючи від вимірів, контролю, сортування та складання у виробни-
чих процесах і закінчуючи аналізом зображень, зчитуваних на відстані, діагностикою за медич-
ними знімками, якісною оцінкою експериментальних даних, ідентифікацією людини, автома-
тичним проектуванням, розумінням зображень як функції технічного зору роботів і т.д. Розпі-
знавання образів традиційно відносять до завдань штучного інтелекту [2].
3. Опис математичної моделі
Є текст-зразок, і є певний довільний текст, необхідно кількісно оцінити, наскільки бли-
зька тематика довільного тексту до тематики заданого тексту-зразка, тобто обчислити ступінь
тематичної приналежності тексту до зразка (тематична близькість).
І довільний текст, і текст-зразок можуть бути представлені у вигляді тематичних класів.
Це дозволяє реалізувати метод частотно-контекстної класифікації [3]. Тепер необхідно розро-
бити алгоритм обчислення тематичної близькості двох довільних тематичних класів, заданих
множинами ключових елементів (слів).
Нехай:
S – множина ключових елементів тексту зразка:
},,...,,{ 2211 nnikikikS 
де коефіцієнти k1, k2, ..., kn перед i – це ваги інформаційних елементів, що визначають
значимість даного елемента в тематиці тексту зразка.
Sf – множина ключових елементів деякого знайденого в результаті пошуку тексту (до-
кумента, знайденого інформаційно-пошуковою системою), який нам необхідно проаналізувати
на тематичну близькість по відношенню до тексту-зразка:
},,...,,{ 2211 nfnfff ikikikS 
де коефіцієнти kf1, kf2, ..., kfn перед i – це ваги інформаційних елементів, що визначають
значимість даного елемента в тематиці знайденого тексту і відповідають ступеням інформацій-
них елементів.
При цьому інформаційні елементи i1, i2, ..., in визначають тематику обох множин S і Sf
співвідносяться між собою, тобто інформаційний елемент i1 з множини S, ідентичний інформа-
ційному елементу i1 з множини Sf.
Сума всіх коефіцієнтів як для множини S, так і для множини Sf повинна дорівнювати
одиниці.
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Якщо ця умова спочатку не виконується, а це може бути пов'язано з особливостями ал-
горитмічної реалізації виділення тематики, необхідно привести ці суми до одиниці (норму-
вати по 1):
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Аналогічно для kfi.
Після цього можна обчислювати тематичну близькість по кожному з інформаційних
елементів.
Тематичну близькість i по кожному з інформаційних елементів будемо обчислю-
вати, як:
i
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fiifiiii kkkkkk  maxmin , ,
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ifiiifii kkkkkk  maxmin , .
Сенс цієї формули зводиться до обчислення відношення між ваговими коефіцієнтами,
яке враховує різницю (відмінність) між ними.
Використання модуля різниці |ki – kfi| в якості оцінки їх відмінності в даному випадку не
прийнято, тому що різниця не чутлива до малих значень коефіцієнтів kfi і ki, і відмінність цих
коефіцієнтів при їх малих значеннях не буде помітною. У цьому випадку використання відно-
шення більш коректне: у чисельнику цього відношення коефіцієнт kimin, рівний ki, якщо ki<kfi, і
kfi, якщо kfi<ki. Відповідно в знаменнику – залишився коефіцієнт. Це необхідно для того, щоб
i лежало в діапазоні від 0 до 1.
Коефіцієнт загальної тематичної близькості для всього тексту, буде обчислюватися як
сума всіх i :



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 .
При цьому  буде приймати значення в діапазоні від 0 до 1.
Облік контексту: розглянутий вище спосіб розрахунку тематичної близькості необхідно
доповнити одним важливим міркуванням.
Як вже було сказано вище, значення слова визначається за його контекстом, за тими
словами, які вживалися разом з ним. Особливо це має значення при обчисленні тематичної бли-
зькості.
Одне і те ж слово, присутнє в S і Sf, може нести в собі абсолютно різний смисловий від-
тінок, смислове навантаження. І простого порівняння вагових коефіцієнтів недостатньо для ко-
ректного обчислення тематичної близькості.
Пропонується спосіб обліку контексту на базі самого тексту без додаткового аналізу до-
кументів колекції і без використання словників.
Виходячи із запропонованої моделі структурної організації тексту, при обчисленні те-
матичної близькості необхідно виділяти для кожного ключового слова (безліч ключових слів,
що визначають тематику, вже визначено до цього моменту) контекст, тобто слова входять в
околицю даного слова. І потім враховувати контекст при порівнянні ключових слів різних текс-
тів, тобто порівнювати контекст, в якому це слово використовувалося в тексті-зразку та тексті,
аналізованому на тематичну близькість.
Контекстною близькістю будемо називати коефіцієнт, що враховує відміну контекстів
деякого заданого слова для двох різних текстів.
Визначення контексту, як було вже сказано вище, виконується щодо деякого інформа-
ційного елемента i, що є ключовим елементом тексту-зразка і тексту, аналізованого на темати-
чну близькість fSiSi  , ,
де: S – множина ключових елементів тексту зразка;
Sf – множина ключових елементів аналізованого тексту;
F – інформаційний потік, що описує текст зразок;
Ff – інформаційний потік, що описує аналізований на тематичну близькість деякий
знайдений текст (документ).
1) Для i виділяємо множину інформаційних елементів, що входять до його околиці
(окремо для F і Ff).
Це виконується таким чином: виділяємо множину всіх потоків, що проходять через ін-
формаційний елемент fSi в деякій околиці заданої :
]),,[,,(  rriFDA
;rr 
.rr 
]).,[,,( rriFDA 
Тепер з набору інформаційних елементів A виділяємо множину інформаційних елеме-
нтів I:
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,IA 
I = {i1, i2, ..., in}.
Потім виконуємо все те ж саме для потоку Ff:
]),,[,,( rriFDA f
,fIA 
If = {i1, i2, ..., in}.
У підсумку маємо дві множини I і If, що визначають відповідно околу інформаційного
елемента тексту-зразка і тексту, аналізованого на тематичну близькість.
2) Порівнюємо около і обчислюємо коефіцієнт контекстної близькості.
Позначимо коефіцієнт контекстної близькості  :
f
f
II
II

 2 ,
Очевидно, що  лежить в діапазоні від 0 до 1: 1 – найбільша і 0 – найменша ступінь
близькості.
Обчислення тематичної близькості з урахуванням контексту перепишемо в наступному
вигляді:
i
n
i
i  
1
.
В результаті було визначено тематичну близькість всіх текстів. Для перевірки тексту на
унікальність необхідно порівняти його з текстами, які мають спільну тематику. Для цього бу-
демо розглядати тексти, які мають 0 .
Для тексту-зразка і порівнювального тексту формуємо текстові множини, які містять всі
слова без урахування регістру та знаків пунктуації:
}..,,{ 321 naaaaA  ;
}..,,{ 321 nbbbbB  ,
де A – текстова множина тексту-зразка,
ia – слова тексту-зразка,
B – текстова множина порівнювального тексту,
ib – слова порівнювального тексту.
Кожну множину треба розбити на шингли. Оптимальною довжиною шинглів вважаєть-
ся 5 слів:
},,,,{ 4321  iiiiii aaaaal ;
},,,,{ 4321  iiiiii bbbbbp ,
де il – шингли тексту-зразка;
ip – шингли порівнюваного тексту.
Для кожного шингла необхідно визначити контрольні суми, які будуть дорівнювати су-
мі букв в кожному шинглі. Контрольні суми шинглів тексту-зразка (hi) порівнюються з контро-
льними сумами шинглів порівнювального тексту (vi). Якщо hi = vi, тоді поелементно порівнює-
мо il з ip .
Для відстеження кількості спільних шинглів необхідно ввести лічильник f = 0. При зна-
ходженні спільних шинглів лічильник буде збільшуватися на одиницю, окрім того випадку,
коли знайдені шингли одного порівнюваного тексту були вже враховані при обстежені другого
порівнюваного тексту.
Визначаємо процент унікальності тексту-зразка:
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%1001 

 
n
fq ,
де q – процент унікальності тексту.
n – кількість шинглів.
Розроблена математична модель дозволяє: знайти тематично близькі тексти та вияви-
ти процент унікальність вхідного тексту. Розроблена модель задовольняє вимогам до постав-
леної задачі.
4. Словесний опис алгоритму
1) Моделювання тексту і формування інформаційної структури M (I, R).
2) Виділення множини всіх інформаційних елементів, ранжованих за їх ступеня d(i).
Елемент з d(M(I, R))max буде першим, і далі за зменшенням.
3) Виділення множини ключових елементів. З множини всіх інформаційних елемен-
тів (отриманих на попередньому етапі) беремо n перших (n визначається на основі порогової
величини), які будуть первинною множиною ключових елементів Sp.
4) Формування уточнюючої множини Ss, на основі контекстного аналізу інформа-
ційних елементів множини Sp.
5) Отримання загальної множини ключових елементів, що визначає тематику текс-
ту S.
6) Приведення суми ваг S і Sf до одиниці.
7) Обчислення тематичної близькості по вагових коефіцієнтах.
8) Обчислення контекстної близькості по кожному ключовому елементу множини S.
9) Обчислення загальної тематичної близькості по всьому тексту.
10) Формуємо множини тематично близького тексту і тексту-зразка: А і В.
11) Розбиваємо множини тексту-зразку і порівнювального тексту на шингли і.
12) Визначаємо контрольні суми всіх шинглів hi, vi та поелементно порівнюємо шинг-
ли з однаковою контрольною сумою.
13) Визначаємо процент унікальності тексті.
Висновки
Проведено дослідження методів та моделей, які дозволяють аналізувати текст. У про-
цесі аналізу визначено метод, що повністю задовольняє поставленим задачам, але потребує
доповнення – використання теорії розпізнавання тексту. Розроблено математичну модель та
алгоритм перевірки тексту на унікальність.
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