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Resumen
En el presente trabajo se pretenden abordar uatro ténias de regresión lineal simple y múltiple,
no usuales, las uales forman parte de una gran variedad de métodos estadístios onoidos omo
métodos robustos. Estos métodos en su orden son: regresión MINMAD, MINMAXAD, MINSADBED
y MINSADBAD, son ontraiones de las frases en inglés on su respetivo signiado y metodología.
Se realizará su deniión, representaión geométria uando fuere posible, representaión matriial,
reduión a un problema de Programaión Lineal, desripión de algunos algoritmos. Finalmente se
realizará una omparaión apliada utilizando metodología Bayesiana, estimando parámetros mediante
Cadenas de Markov y Métodos Montearlo, metodología onoida omo MCMC.
Palabras lave: Minmad, Minmaxad, Minsadbad, Minsadbed, Mínimos Cuadrados, MCMC.
Abstrat
In this master's thesis we study four relatively unusual tehniques of simple and multiple linear regres-
sion, whih are part of the so-alled robust statistial methods. These tehniques are known respetively
as MINMAD, MINMAXAD, MINSADBED and MINSADBAD (their English abbreviations). We pre-
sent their denitions, geometri representations (when possible), matrix representations, redutions to
linear programming problems and a desription of their algorithms. We also perform an applied ompa-
rison by means of Bayesian methods and parameter estimation via MCMC (Markov Chains and Monte
Carlo methods).
Keywords and Phrases: Minmad, Minmaxad, Minsadbad, Minsadbed, Least Squares, MCMC.
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Introduión
Uno de los métodos más extensos y disutidos entre las herramientas estadístias para el análisis de
datos es la regresión. La temátia relaiona teóriamente la prediión de una o más variables llamadas
variables dependientes o respuesta, utilizando omo base otras variables llamadas independientes. En
algunos asos las variables independientes reiben otros nombres, ovariables por ejemplo, también se
les denomina variables expliativas o preditoras. Tales problemas son enontrados en asi todas las
áreas de la ienia experimental y la tenología.
Cuando el modelo usado para la expliar la variable dependiente en términos de variables independientes
asume una relaión lineal en los parámetros, se tiene un modelo de regresión lineal, en otro aso se tendrá
un modelo de regresión no lineal. Abundante literatura referente a difereniar los asos de linealidad
y no linealidad es onoida, pero ese tópio está fuera del alane de este trabajo, se puntualizará
úniamente en el modelo de regresión lineal simple y múltiple.
En la gran mayoría de los textos de regresión lineal simple y múltiple se desriben dos métodos para
la estimaión de parámetros, el método de los mínimos uadrados, y el de máxima verosimilitud. Estos
dos métodos oiniden teóriamente en sus propiedades uando el modelo que relaiona las variables
dependiente e independientes umple el supuesto de normalidad en los errores, situaión que en la
realidad difíilmente se presenta y puede llevar a onlusiones erróneas y modelos que no desriben
apropiadamente la realidad de los datos poblaionales. Estos dos métodos anteriores se onoen omo
métodos lásios. No obstante, existen otros métodos menos onoidos, que en algunos textos espeia-
lizados se enuentran en uno o dos apítulos y son refereniados omo temas espeiales, algunas vees
on poa profundidad teória y pobre apliaión, generando desinterés por parte del letor.
Uno de los métodos anteriormente menionados es el de la minimizaión de la desviaión media absoluta
entre los valores del modelo observado y el modelo teório de la variable dependiente, onoido omo
13
minimizaión de la norma L1. Otro método poo omún onsiderado en la literatura es el riterio
de Thebyshev, el ual onsiste en minimizar la mayor de las desviaiones absolutas entre el valor
observado y prediho. Un terer método estudia diferentes transformaiones de los errores dando origen
a un sinnúmero de estimadores, dentro de los que se uentan los estimadores Ridge o robustos.
El presente trabajo pretende realizar una reopilaión de algunos métodos de regresión lineal, no on-
venionales, basados en la norma L1 que dan origen a estimadores que son una alternativa en onjuntos
de datos que no umplen los supuestos de normalidad de los errores y desriben on mayor laridad la
realidad de los mismos.
Adjunto a lo anterior, el objetivo fundamental del trabajo onsiste en estudiar la profundidad mate-
mátia de estos métodos, su representaión matriial, la reduión a problemas de programaión lineal,
validaión de hipótesis en los parámetros y la bondad que ofreen estos métodos ante la presenia
de valores atípios, y nalmente realizar una omparaión apliada frente a un método de estimaión
Bayesiana, mediante simulaión, utilizando Métodos Montearlo y Cadenas de Markov (MCMC).
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1. Anteedentes
Para poder hablar de Regresión se hae neesario haer una retrospetiva história de lo que antee-
dió a su desubrimiento. Tal omo lo señala Lozano (2010) en su página prezi.om/qpxysldeq4u/
regresion-lineal/ el término regresión fue introduido por Franis Galton en su libro Natural Inhe-
ritane (1889) y fue onrmada por su amigo Karl Pearson. Su trabajo se entró en la desripión de
los rasgos físios de los desendientes (variable A) a partir de los de sus padres (variable B). Estudiando
la altura de padres e hijos a partir de más de mil registros de grupos familiares, se llegó a la onlusión
de que los padres muy altos tenían una tendenia a tener hijos que heredaban parte de esta altura, pero
que revelaban también una tendenia a regresar a la media. Galton generalizó esta tendenia bajo la
ley de la regresión universal: Cada peuliaridad en un hombre es ompartida por sus desendientes,
pero en media, en un grado menor.
La primera forma de regresión lineal doumentada fue el método de los mínimos uadrados, el ual
fue publiado por Legendre en 1805, en priniple of Least Squares , itado por Eisenhart (1961, [2℄)
y en dónde se inluía una versión del teorema de Gauss-Márkov. Mínimos uadrados es una ténia
de análisis numério enajada dentro de la optimizaión matemátia, en la que, dados un onjunto de
pares (o ternas, et), se intenta enontrar la funión que mejor se aproxime a los datos, de auerdo on
el riterio de mínimo error uadrátio.
En su forma más simple, intenta minimizar la suma de uadrados de las diferenias ordenadas (llamadas
residuos) entre los puntos generados por la funión y los datos (el modelo observado y el modelo
estimado). Espeíamente, se llama mínimos uadrados promedio (LMS) uando el número de datos
medidos es 1 y se usa el método de desenso por gradiente para minimizar el residuo uadrado. Se
puede demostrar que LMS minimiza el residuo uadrado esperado, on el mínimo de operaiones (por
iteraión), pero requiere un gran número de iteraiones para onverger.
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No obstante el desubrimiento de los mínimos uadarados, medio siglo antes, entre 1755 y 1757, R.J.
Bosovith, una de las más inusuales guras de la ienia en el siglo 18, artiuló un interesante riterio
para ajustar una línea a n ≥ 2 puntos en el plano (Eisenhart (1961, [2℄)), Si (x, y) es el entroide de los
n puntos (xi, yi), la línea propuesta por Bosovith esoge c para minimizar:
n∑
i=1
|yi − y − c(xi − x)|
Esta es la línea que minimiza el riterio LAD (Least Absolute Deviations) entre todas las líneas res-
tringidas a pasar por la media de los datos. En 1760 Bosovith propone un algoritmo geométrio para
enontrar c, teniendo muhas diultades omputaionales, sinembargo Laplae ofree una soluión
algebraia y elegante, la ual se puede parafrasear de la siguiente manera:
Sin pérdida de generalidad imagínese x = y = 0 y se observa que la línea LAD a través del origen
minimiza:
f(c) =
n∑
i=1
|yi − cxi| =
n∑
i=1
|ri(c)| (1)
se puede asumir que xi 6= 0 a ausa de que f(c) =
∑n
i=1 |yi|+
∑n
i=1 |yi − cxi|, donde la primera suma
es para los xi = 0 y la segunda para los xi 6= 0, entones f es mínimo uando la segunda suma lo es.
Ahora imagínese que
yi
xi
≤ yi+1xi+1 pueden ser ordenados en forma asendente y si c se restringe al intervalo
(
yp
xp
,
yp+1
xp+1
), f llega a ser:
f(c) =
p∑
i=1
|xi|
(
c− yi
xi
)
−
n∑
i=p+1
|xi|
(
c− yi
xi
)
(2)
difereniar la euaión anterior permite obtener:
f ′(c) =
p∑
i=1
|xi| −
n∑
i=p+1
|xi| (3)
lo ual genera una funión lineal a trozos ontínua on una derivada no dereiente.
Si f ′ = 0 para un intervalo J = (
yp
xp
,
yp+1
xp+1
) ualquier c en la lausura de J minimiza (1). Esto permite
proponer el siguiente lema:
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Lema 1.1 f en (1) tiene un minimizador cˆ = yixi para algún i = 1, . . . , n, llámese i = p. De esta forma
la línea LAD atraviesa el origen onteniendo (xp, yp), así al menos un residuo en (1), rp(cˆ) es ero.
El anterior lema motiva un algoritmo:
Algoritmo 1.1 (1) Calule ci =
yi
xi
on i = 1, . . . , n
(2) Evaluar f(ci) para todo i = 1, . . . , n y enontrar la funión mínima, supóngase f(cp) y su orres-
pondiente minimizador cp.
Según Laplae el optimal c es la menor razón en la que la derivada dereha de f es no negativa. de (3)
se puede ver que min
(
j :
∑j
i=1 |xi| ≥
∑n
i=j+1 |xi|
)
. En otras palabras:
p = min
(
j :
j∑
i=1
|xi| ≥
n∑
i=j+1
|xi| /2
)
(4)
El valor c =
yp
xp
es la mediana ponderada de los
yi
xi
on pesos |xi|, y la mediana ponderada puede ser
obtenida en aproximadamente un tiempo proporional a nlog(n).
Lema 1.2 La línea LAD a través del origen es la mediana ponderada de los
yi
xi
on pesos |xi| (xi, yi)
son aquellos puntos para los uales xi 6= 0. la omplejidad esperada no es mayor de O(nlog(n)).
1.1. Regresión LAD según Charnes, Cooper y Ferguson
Charnes, Cooper y Ferguson (1955, [33℄), dos siglos después de que R.J. Bosovith propusiera la reta
de ajuste LAD, retomaron la propuesta y plantearon un interesante problema para la asignaión salarial
de los ejeutivos de una empresa, situaión en la que es improbable utilizar mínimos uadrados. No
sólo realizaron la apliaión, sino que también dieron los elemento teórios fundamentales e hiieron
una representaión geométria del problema. A ontinuaión se presenta la parte ténia propuesta por
estos autores.
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1.1.1. Representaión Analítia del Problema
En este punto, lo mejor es omenzar señalando las neesidades de la empresa en una forma matemátia
preisa. Se requiere determinar una fórmula de la siguiente manera:
s =
n∑
i=1
aiyi
Donde:
s = Salario
yi = Cantidad del fator i que tiene la persona uyo salario va a ser determinado.
ai = Peso asignado al fator i.
Sean:
1. xik : La antidad (onoida) del fator i (según la lasiaión) requerida en el nivel de trabajo
k = 1, 2, . . . , L.
2. Los trabajos son rankeados en forma desendente 1, 2, . . . , L, así que el k-ésimo subíndie india
la posiión del trabajo en la jerarquía. Se asume que:
3. Salarios alto sM y bajo sm, se han estableido por adelantado, uando se puedan usar valores
intermedios. Finalmente las restriiones de no negatividad en los pesos son introduidas:
4. ai ≥ 0
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Los requerimientos de onsistenia pueden ser inluídos en una serie de desigualdades:
n∑
i=1
aixi1 ≤ sM
n∑
i=1
aixi2 ≤
n∑
i=1
aixi1
. . . . . .
n∑
i=1
aixiL ≤
n∑
i=1
aixi(L−1)
sm ≤
n∑
i=1
aixiL
Y ai ≥ 0 donde los requerimientos de nivel son dados por sM y sm. Es deseable para la ompañía
que estos niveles al ser reunidos sean lo más errados posible. Esta ondiión puede ser interpretada
matemátiamente en términos de esoger los ai, de tal forma que la suma de las desviaiones absolutas
de estos niveles onoidos sea mínima. Esto es los ai son esogidos de tal forma que:
∑
k∈K
∣∣∣ n∑
i=1
aixik − sk
∣∣∣ = sea mínima (5)
Donde K es el onjunto de índies alto - bajo y niveles de salario intermedio espeiados por adelan-
tado. Cuando solamente índies alto y bajo son espeiados el problema se redue a:∣∣∣∣∣
n∑
i=1
aixi1 − sM
∣∣∣∣∣ +
∣∣∣∣∣
n∑
i=1
aixiL − sm
∣∣∣∣∣ = min (6)
1.1.2. Transformaión del Problema
Para reduir el problema no lineal a un problema de programaión lineal, se introduen nuevas variables
uk y vk por medio de las euaiones:
n∑
i=1
aixik − sk = uk − vk = wk
Es laro que wk no es restringida, puesto que representa la diferenia entre dos variables no negativas.
Sin embargo en el álulo de una soluión por el método Simplex, alguna de las variables uk ó vk ,
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para ualquier k, en todo estado de los álulos deberá ser distinta de ero. Esto resulta del teorema
propuesto en Dantzig, de que los vetores olumna seleionados en ualquier estado Simplex son
linealmente independientes. Claramente los oeientes del vetor olumna de uk es el negativo de los
oeientes del vetor olumna de vk . En onseuenia los dos son linealmente dependientes y no
pueden apareer simultáneamente en el onjunto de vetores seleionados Pj 's , donde Pj representa
el vetor de oeientes, j = 1, 2, . . . , n.
1.1.3. Representaión Geométria
Antes de proeder a dar un ejemplo numério se puede examinar la geometría de transformar una
variable sin restriiones a la diferenia de dos variables no negativas. Considérese, por ejemplo, el
onjunto onvexo on puntos extremos E1, E2, E3, E4 en el espaio de dos dimensiones x−w omo se
ilustra en la Figura I. Si aquí w es una variable de restriión omo se ha indiado por la existenia de
E3 a la izquierda de 0, w = 0. Se desea transformar ésta por w onsiderada omo la diferenia entre
dos variables no negativas, u, v > 0. El onjunto onvexo orrespondiente en el espaio tridimensional
x−u−v (véase la Figura II) es sólido y tiene dos puntos extremos adiionales F1 y F2. Desriptivamente
este nuevo onjunto onvexo puede ser onsiderado omo formado plegando el plano x−w a lo largo del
eje x mediante la rotaión del plano medio, w ≤ 0, 90 grados alrededor del eje x. Por lo tanto, después
de haer este plegado de un onjunto de puntos, U , en el plano u y un onjunto de puntos, V , en el
plano v se obtienen. Conetando ada par de puntos, uno en U y uno en V , por medio de un segmento
de línea reta en el espaio tridimensional x − u − v y adjuntando todos los puntos de estas líneas, el
sólido onvexo dibujado omo se india en la gura II se obtiene. Este es el onjunto orrespondiente
en el espaio x − u − v el ual reemplaza el onjunto original en el espaio x − w para los propósitos
de análisis. Supóngase que el onjunto original en el plano x−w representa un onjunto de soluiones
de un sistema de desigualdades lineales en x y w para que el mínimo de una funional lineal en x y
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w fuera busada. Evidentemente, la nueva soluión estableida en x, u, y v la funional transformada
en x, u, y v son diferentes del onjunto de la soluión original y la funional, sin embargo, los valores
mínimos de los dos funionales será el mismo. Además, todo punto en el espaio x−u− v será asoiado
on una soluión en el espaio x− w. En este sentido, los dos problemas son equivalentes. Es por esta
razón por la que una extensión de este enfoque se utiliza aquí. Esto es, el problema de estimaión de
salarios de ejeutivos fue transformado de un problema no lineal a un problema lineal equivalente. La
equivalenia lineal se deriva del heho de que el interés se entró en las soluiones que minimizan el
funional.
Teniendo esto en mente, el foo de atenión ahora puede ser alterado desde la transformaión de las
restriiones a la transformaión de la funional. En la Figura III se dibujan dos urvas on propiedades
del tipo mostrado por (1) y (2). Cualquiera de los dos puntos que se enuentran en una de estas urvas de
rendimiento de la misma funional valor, A1, por ejemplo, para la urva primera y A2 para la segunda.
Estas urvas son lineales. Sin embargo, en el problema transformado los puntos orrespondientes a
valores onstantes de la transformada funional por ejemplo, A1 y A2 de mentiras en planos indiados
por f(x, u, v) = A1 y A2 en la Figura IV. Planos orresponden a funionales lineales en el espaio
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x−u−v aunque las funiones originales en el espaio x−w son no lineales. El proedimiento de plegado
desrito anteriormente transforma los segmentos de línea quebrada del x−w espaio bidimensional en
interseión de los segmentos de línea en el espaio tridimensional x − u − v que generan planos por
onexiones entre los pares adeuados de puntos omo se ha desrito previamente. De esta manera,
el problema iniial no lineal se onvierte en un problema equivalente lineal en un espaio de mayor
dimensión.
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Combinando las Figuras I, II, III y IV se exponenlas propiedades eseniales de la geometría. Se desea
enontrar el valor que umple on las restriiones representadas en la Figura II y que minimizan f˜ .
Esenialmente, esto implia seuenias de loalizaión de estos planos paralelos que ortan el onjunto
onvexo de la gura II hasta que se enuentra uno que se enuentra a la distania mínima desde el
origen.
2. Regresión Lineal Simple y Múltiple
2.1. Regresión Lineal Simple
En muhos análisis estadístios se desea investigar ómo los ambios en una variable afetan a otra
variable. Por ejemplo, altura y peso, ingreso y antidad de alimento onsumido, produto interno bruto
y ambios en la moneda. En agriultura produión y fertilizante usado, et. Supóngase que se tienen
n parejas de observaiones (Xi, Yi) on i = 1, . . . , n. Se pueden graar estos puntos y se intenta
ajustar una urva suave a través de estos. Tal diagrama es llamado satter plot ó diagrama de puntos
23
(ver gura 5). Usualmente el tipo de urva ajustada es sugerida por evidenia empíria o argumentos
teórios. Cuando no se tienen bases es difíil deidir qué tipo de urva debería ser ajustada, en muhos
asos y uando los datos lo sugieren, la línea reta paree apropiada. En primer lugar se debe omenzar
on un modelo, posteriormente se debe analizar uidadosamente si éste es el adeuado. Supóngase que
se asume una relaión lineal entre las dos variables X e Y , esto signia que la relaión funional es de
la forma:
Y = β0 + β1X + ǫ (7)
el ual es onoido omo un modelo de regresión lineal simple de Y en X . β0 y β1 son llamados
parámetros y deben ser enontrados. La euaión (5) signia que para un Xi dado, el orrespondiente
Yi onsiste de β0 + β1Xi y un ǫi, para el ual una observaión debe aer dentro de la línea de regresión
verdadera. Sobre las bases de la informaión disponible, se deben enontrar β0 y β1. El término ǫ es
una variable aleatoria y se llama error. Se puede esribir.
Yi − β0 − β1Xi = ǫi (8)
el proedimiento para enontrar el valor de los parámetros β0 y β1 se llama estimaión. existen diferentes
métodos para obtener tales estimaiones.
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2.1.1. Mínimos Cuadrados
Este método está basado en esoger β0 y β1 omo el mínimo de las sumas de uadrados de las desvia-
iones vertiales entre los datos y la reta ajustada. La suma de los uadrados de las desviaiones de
la línea es:
SSD =
n∑
i=1
ǫi
2 =
n∑
i=1
(Yi − β0 − β1Xi)2 (9)
luego de enontrar las estimaiones de β0 y β1, se sustituyen en la euaión anterior y la suma de
uadrados de las desviaiones es mínima. Difereniando la euaión (7) on respeto a β0 y β1 e
igualando las derivadas pariales a ero, se tiene:
∂SSD
∂β0
=− 2
n∑
i=1
(Yi − β0 − β1Xi) = 0
∂SSD
∂β1
=− 2
n∑
i=1
(Yi − β0 − β1Xi)Xi = 0
(10)
de donde se puede deduir:
n∑
i=1
(Yi − β0 − β1Xi) = 0
n∑
i=1
(Yi − β0 − β1Xi)Xi = 0
(11)
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después de un poo de álgebra se llega a:
nβ0 + β1
n∑
i=1
Xi =
n∑
i=1
Yi
β0
n∑
i=1
Xi + β1
n∑
i=1
X2i =
n∑
i=1
YiXi
(12)
las euaiones en (10) son llamadas euaiones normales. al desarrollar este sistema de euaiones se
obtienen:
βˆ1 =
∑n
i=1 YiXi − (
∑n
i=1Xi)(
∑n
i=1 Yi)/n∑n
i=1X
2
i − (
∑n
i=1Xi/n)
2
βˆ0 = Y − βˆ1X
(13)
Y βˆ1 y βˆ0 son llamados los estimadores de mínimos uadrados de β1 y β0 respetivamente. Finalmente
se puede esribir la euaión de regresión estimada:
Yˆ = βˆ0 + βˆ1X (14)
la ual es llamada euaión de prediión.
2.2. Regresión Lineal Múltiple
Los resultados obtenidos en esta seión están basados en diferentes autores dentro de los uales se
enuentran Arthanari y Dodge (1981, [1℄), Draper y Smith (1981, [13℄), Seber (1977, [7℄), Weisberg
(1985, [8℄), Dodge y Birkes (1993, [4℄), Graybill (1961, [6℄), Graybill (1976, [5℄) y Bloomeld y Steiger
(1983, [3℄) entre otros. Considérese el modelo:
Y = β0 + β1X1 + . . .+ β1Xp + ǫ (15)
donde X1, . . . ,Xp son onoidas y los β
′
js son parámetros desonoidos a ser estimados y ǫ es el término
de error. Si n valores de Y son observados, se puede esribir Y′ = (Y1, Y2, . . . , Yn), y el modelo anterior
esrito en forma matriial es:
Y = Xβ + ǫ (16)
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En la anterior expresión X = (X1, . . . ,Xp) y Xi = (1, xi1, xi2, . . . , xip). También β
′ = (β0, β1, . . . , ) y
ǫ′ = (ǫ1, ǫ2 . . . , ǫn).
Tal omo se propuso en la seión inmediatamente anterior, el método de mínimos uadrados para
estimar el vetor de parámetros β, onsiste en minimizar
∑n
i=1 ǫi
2
on respeto a β esto es minimizar
la norma uadrátia ǫ′ǫ = ‖Y −Xβ‖2. Esta forma uadrátia se puede esribir:
ǫ′ǫ = (Y −Xβ)′(Y −Xβ)
realizando los produtos en la anterior expresión, se tiene:
Y′Y − 2β′X′Y + β′X′Xβ
Difereniando parialmente esta forma uadrátia on respeto a β e igualando la derivada parial a
ero, se tiene:
−2X′Y + 2X′Xβ = 0
la ual simpliada es:
X′Xβ = X′Y (17)
estas son las llamadas euaiones normales. Si X es de rango k, en donde k = p+1, entones la matriz
X′X es denida positiva y por tanto no singular, en onseuenia se tiene una soluión únia:
βˆ = (X′X)−1X′Y (18)
Entones para ualquier β se tiene:
(Y −Xβ)′(Y −Xβ) = [Y −Xβ +X(βˆ − βˆ)]′[Y −Xβ +X(βˆ − βˆ)]
= (Y −Xβˆ)′(Y −Xβˆ) + (βˆ − β)′X′X(βˆ − β)
≥ (Y −Xβˆ)′(Y −Xβˆ).
lo ual muestra laramente que el mínimo de (Y−Xβ)′(Y−Xβ) es (Y−Xβˆ)′(Y−Xβˆ) y se obtiene
uando β = βˆ.
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2.2.1. Modelo estimado y residuos
Una vez obtenido el estimador de mínimos uadrados para el modelo de regresión lineal múltiple, el
modelo estimado es:
Yˆ = Xβˆ = X(X′X)−1X′Y (19)
a la matriz X(X′X)−1X′ se le onoe omo matriz hat (sombrero), se nota H. Esta a su vez satisfae
una serie de propiedades importantes, a saber:
1. H es simétria, esto es, H′ = H.
2. H es idempotente, H′H = HH′ = H.
3. Traza(H) =
∑n
i=1 hii = k, el número de parámetros del modelo.
4. (I −H), donde I es la idéntia de orden n hereda las propiedades (1) y (2) de la matriz H, no
obstante su traza es n− k.
5. La matriz (I−H) es ortogonal a la matriz X, esto es, (I−H).X = 0
Teniendo en uenta lo anterior, el modelo estimado se puede esribir:
Yˆ = HY (20)
El vetor de residuos es la diferenia entre el modelo observado y el modelo estimado:
r = Y − Yˆ = Y −HY = (I−H)Y (21)
2.2.2. Algunos supuestos y resultados importantes
Según Graybill (1976, [5℄) en el modelo matriial (14), si las variables independientes Xj que omponen
la matriz X son no aleatorias, además E(ǫ) = 0 y ov(ǫ) = Σ, la relaión espeia un Modelo Lineal
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General . Si por su parte las variables independientes Xj son aleatorias, Y y X tienen distribuión
onjunta y la estimaión de los parámetros se realiza en la distribuión ondiional (Y|X = x), se está
frente a un Modelo de Regresión propiamente diho. En este modelo hay dos importantes supuestos
para el error:
1. Caso 1. E(ǫ) = 0 y ov(ǫ) = Σ.
2. Caso 2. ǫ ∼Nn(0, σ2I).
Teorema 2.1 Sea el modelo (14) on los supuestos del Caso 2, se obtienen los siguientes resultados:
1. βˆ es el estimador de máxima verosimilitud de β.
2. σˆ2 = [1/(n− k)]Y′(I−H)Y es el estimador de máxima verosimilitud de σ2.
3. βˆ ∼Nk
(
β, (X′X)−1
)
σ2.
4. (n− k)σˆ2/σ2 ∼ χ2(n−k).
5. βˆ y σˆ2 son independientes.
6. βˆ y σˆ2 son estadístias suientes para β y σ2.
7. βˆ y σˆ2 son estadístias ompletas.
8. r ∼ Nn
(
0, (I−H)σ2).
9. r y βˆ son independientes.
Es de alarar que los resultados del teorema anterior son exatamente iguales a los resultados obtenidos
mediante el método de mínimos uadrados, para el modelo (14) bajo los supuestos Caso 2, en otras
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palabras, bajo el supuesto de normalidad de los errores, la estimaión de parámetros y resultados
posteriores, bajo los métodos de mínimos uadrados y máxima verosimilitud oiniden.
También el modelo de regresión lineal simple, es un aso partiular del modelo de regresión lineal
múltiple ó el modelo de regresión lineal múltiple es un aso general del modelo de regresión lineal
simple.
2.2.3. Prueba de los oeientes de regresión
Uno de los primeros problemas en regresión onsiste en ensayar si las variables independientes o regre-
soras ontienen ualquier informaión expliativa signiante. Se busa omparar el modelo ompleto
onteniendo todas las variables expliativas, on el modelo reduido Y = β0 + ǫ que no ontiene varia-
bles expliativas.
Prueba Estadístia. La idoneidad de un modelo puede ser juzgada por el tamaño de los residuos.
Si SSR representa la suma de uadrados de los residuos de un modelo. Se puede omparar el modelo
ompleto ompleto on el modelo reduido, es deir omparando SSRf on SSRr. Espeíamente la
estadístia para probar la hipótesis nula H0 : β1 = β2 = · · · , βp = 0 es
F =
SSRr − SSRf
4 σˆ2
(22)
donde σˆ2 es una estimaión de la varianza de los errores, estipulada en el numeral (2) del teorema
anterior.
Valor P. La evidenia en ontra de la hipótesis nula H0 : β1 = β2 = · · · = βp = 0 es medida por la
magnitud de la estadístia F , la ual si es grande redunda en un valor pequeño de P , es deir si P es
muy pequeña, por ejemplo 0,01 signia que el valor observado F es tan grande que resulta improbable
que la hipótesis nula sea ierta, o es más sensato onluír que la hipótesis nula es falsa. Para alular el
valor P se hae neesario onoer la distribuión de la variable F uando la hipótesis nula es verdadera.
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Prueba de H0 : βq+1 = · · · = βp = 0. Al onsiderar el modelo Yi = β0 + β1X1 + · · · + βpXp + ǫ.
La prueba de hipótesis anterior se puede extender, para omparar el modelo ompleto on un modelo
reduido de ualquier subonjunto de variables expliativas. Este modelo reduido puede ser Yi =
β0+β1X1+ · · ·+βqXq+ ǫ on q < p. Se puede notar que omparar estos dos modelos equivale a probar
la hipótesis nula H0 : βq+1 = · · · = βp = 0. Sea σˆ2 una estimaión insesgada de σ2 dada por:
σˆ2 =
SSRf
n− p− 1 (23)
la estadistia para probar la hipótesis nula H0 : βq+1 = · · · = βp = 0 es:
F =
SSRr − SSRf
(n− p)σˆ2 (24)
Prueba de βj = 0. El valor de βˆj debería indiar si βj = 0 o no. La estadístia para probarH0 : βj = 0
en el modelo de regresión lineal simple es:
|t| =
∣∣∣βˆj∣∣∣
est.SD(βˆj)
esta euaión representa una estadístia razonable para probar la hipótesis H0 : βj = 0. Luego se hae
indispensable ómo obtener est.SD(βˆj). En el modelo de regresión lineal simple, se umple que:
Var(βˆj) = σ
2/
n∑
i=1
(xi − x)2
Similarmente en regresión lineal múltiple Var(βˆj) puede ser obtenida multipliando σ
2
por la (j+1)ésima
entrada en (X′X)−1 para ualquier j = 0, 1, 2, . . . , p. La estimaión de σ2 está dada por σˆ2 =
SSRf
(n−k) ,
al saar raiz uadrada de esta expresión se obtiene est.SD(βˆj). Cuando βj = 0 la estadístia t ∼ t(n−k)
asoiada on σˆ2.
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2.2.4. Coeiente de determinaión.
El oeiente de determinaión es una medida de uánto las variables independientes explian la va-
riable respuesta. Se dene por:
R2 =
∑n
i=1(yˆ − y)∑n
i=1(yi − y)
R2 es la proporión de la variabilidad total en la variable respuesta, que ha sido expliada por las
variables independientes. El oeiente de determinaión está estrehamente relaionado a la estadístia
F para probar la hipótesisH0 : β1 = β2 = . . . = βp. En efeto R
2
puede ser expresado omo una funión
de F . En el aso de regresión simple, R2 es el uadrado de la orrelaión muestral entre X y Y .
2.3. Inuenia Loal
Tal omo lo señala Paula (2004, [15℄), uno de los métodos más modernos de diagnóstio fué propuesto por
Cook (1987, [16℄). La idea básia onsiste en estudiar el omportamiento de alguna medida partiular
de inuenia según pequeñas perturbaiones (inuenia loal), en los datos de un modelo. Esto es,
veriar la existenia de puntos que sobre modiaiones modestas en el modelo, ausan variaiones
desproporionales en los resultados. Supóngase que el logaritmo de la funión de verosimilitud para el
parámetro β se exprese de la siguiente forma:
Lδ(β;y) =
n∑
j=1
δjL(β;yj) (25)
en donde L(β;yj) es el logaritmo de la funión de verosimilitud orrespondiente a la j-ésima observaión
y δj es un tipo de perturbaión, denida tal que 0 ≤ δj ≤ 1. Cuando δj = 1, ∀j signia que no hay
perturbaión en el modelo y uando δj = 0 signia que la j-ésima observaión fué exluída. Una
estimaión de mínimos uadrados, bajo la estrutura (23) es dada por:
βˆδ = (X
T∆X)−1XT∆y
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donde ∆ = diag{δ1, δ2, . . . , δn}. En partiular uando apenas la i-ésima observaión es perturbada,
esto es, uando δi = δ y δj = 1 para j 6= i se muestra que
βˆδ = βˆ − (1− δ)ri{1− (1− δ)hii}(X
TX)−1xi. (26)
Para δ = 0, o sea que el i-ésimo punto es exluído (2) queda expresada en forma simpliada
ˆβ(i) = βˆ −
ri
(1− hii) (X
TX)−1xi (27)
que es bastante onoida en Regresión Lineal normal (Cook y Weisberg, [17℄). La medida de inuenia
más onoida está en la región de onanza para el parámetro β,
(βˆ − β)(XTX))(βˆ − β) ≤ ps2Fp,(n−p)(α)
que para el aso p = 2 es un elipsoide de R2 entrado en βˆ. Tal medida, onoida omo distania de
Cook es denida por:
Dδ =
(βˆ − βˆδ)(XTX))(βˆ − βˆδ)
ps2
(28)
y mide uánta perturbaión δ = (δ1, δ2, . . . , δn)
T
aleja βˆδ de βˆ, según la métria (X
TX). Por ejemplo,
si Dδ > Fp,(n−p)(1 − α), signia que una perturbaión está distorsionando el ontorno de la elipse a
un nivel de signiania menor que α . En partiular, uando el i-ésimo punto es exluído, la distania
de Cook queda expresada en la forma:
Di =
(βˆ − βˆi)(XTX))(βˆ − βˆi)
ps2
=
{
ri
s(1− hii) 12
}2
hii
(1− hii)
1
p
= t2i
hii
(1− hii)
1
p
Por tanto Di será grande uando el i-ésimo punto es aberrante (ti grande) o uando hii es próximo a
1. La distania Di podrá no ser adeuada uando ri sea grande y hii pequeño. En este aso, s
2
podrá
quedar inado y no se tendría ninguna ompensaión por parte de hii, Di puede quedar pequeño. Una
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medida supuestamente más apropiada fué propuesta por Belsley, Kuh y Welsh (1980):
DFFITSi =
|ri|
s(i)(1− hii) 12
{
hii
(1− hii)
} 1
2
= |t∗i |
{
hii
(1− hii)
} 1
2
Como el valor esperado de hii es
p
n paree razonable dar más atenión a aquellos puntos tales que
DFFITSi ≥ 2
{
p
n− p
} 1
2
Aparentemente Di y DFFITSi serían medidas de inuenia ompetitivas, una vez que DFFITSi paree
ser más adeuada para validar la inuenia en las estimaiones de los oeientes de un punto aberrante
on hii pequeño. En tanto, omo muestran Cook, Peña y Weisberg (1988, [17℄) Di y DFFITSi miden
osas diferentes. Las dos pueden ser expresadas a partir de una medida más general de inuenia
denominada alejamiento de verosimilitud ó likelihood displaement propuesta por Cook y Weisberg
(1982). La medida Di mide esenialmente la inuenia de las observaiones en los parámetros de
loalizaión, en tanto DFFITSi tiene el propósito de medir la inuenia de las observaiones en los
parámetros de loalizaión y esala. Como es poo probable que un punto on ri alto y hii pequeño
sea inuyente en las estimaiones de los oeientes, el uso de Di no ompromete una deteión de
observaiones inuyentes. Cook, Peña y Weisberg observan también que losDFFITSi no es una medida
ompleta de inuenia en los parámetros de loalizaión y esala simultáneamente, pudiendo fallar en
algunas situaiones. Atkinson (1985) propone otra medida de inuenia que es un perfeionamiento
de los DFFITSi,
Ci =
{
n− p
p
hii
(1− hii)
} 1
2
|t∗i |
Aquí uando el experimento es balaneado, esto es, todos los hii son iguales, se tiene Ci = |t∗i |. Una
ventaja de Ci es que la misma puede ser utilizada en gráos de probabilidad normal. A n de introdu-
irnos en la metodología, supóngase que el logaritmo de verosimilitud dado omo en (1) es una medida
de Cook omo en (4). El objetivo aquí es estudiar los ambios produidos en Dδ uando δi −→ 1, ∀i.
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Expandiendo Dδ en series de Taylor de segundo orden alrededor de δ0 = 1, se obtiene:
Dδ ∼= Dδ0 + (δ0 − δ)TDδ0 ′ +
1
2
(δ0 − δ)TDδ0 ′′(δ0 − δ)
∼= 1
2
(δ0 − δ)TDδ0 ′′(δ0 − δ)
se muestra que para el proeso de perturbaión dado en (1), que
Dδ0
′′ = diag(r)Hdiag(r)
en donde diag(r) = diag{r1, . . . , rn}. Una sugerenia de Cook, que usa oneptos de geometría dife-
renial, es estudiar la mayor variaión de Dδ alrededor de δ0. Eso es equivalente a maximizar la forma
uadrátia dTAd, en donde d = δ0 − δ y dTd = 1 además A = diag(r)Hdiag(r). Note que el máximo
de dTAd orresponde al mayor valor propio de la matriz A, el ual se denota omo λmax. Los valores
de dmax ontienen una inuenia loal de las observaiones en esa direión partiular. Luego un gráo
de |dmax| ontra el orden de las observaiones puede revelar aquellos puntos on mayor inuenia en la
veindad de Dδ0 . Tales puntos pueden ser responsables por ambios sustaniales en las estimaiones de
los parámetros, sobre pequeñas perturbaiones en el modelo. Sería por tanto prudente ojear on más
uidado esos puntos, a n de entender mejor la inuenia de los mismos y onseuentemente intentar
proponer una forma segura de usar el modelo ajustado. Se han publiado numeroso artíulos aera de
inuenia loal en los últimos años. Por ejemplo, en la lase de errores normales, Lawrene (1988, [18℄)
investiga una apliaión de inuenia loal en Modelos Lineales on parámetros en la transformaión de
respuesta, Bekman, Nahtsheim y Cook (1987) presentan estudios de inuenia en modelos de análisis
de varianza on efetos mixtos, Tsai y Wu (1992, [19℄) investiga la inuenia loal en modelos autorre-
gresivos de primer orden y modelos heteroedástios. Por su parte Paula (1993) aplia inuenia loal
en modelos lineales on restriiones en los parámetros, en forma de desigualdades lineales. Saliendo
de la lase de errores normales, se tiene por ejemplo, el trabajo de Petit y Bin Daud (1989, [21℄) que
investiga inuenia loal en Modelos de Cox on riesgos proporionales. Esobar y Meeker (1992, [22℄)
adaptan inuenia loal en una lase paramétria de modelos para análisis de sobrevivenia. O'Hara
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Hines, Lawless y Carter (1992) y Pan, Fang y Von Rosen (1997) aplian métodos de inuenia loal en
regresión multivariada. Mas reientemente Galea, Paula y Bolfarine (1997, [24℄), Liu (2000), y Galea,
Paula y Uribe-Opazo (2003, [25℄) presentan estudios de inuenia loal en modelos eliptios lineales, en
uanto Kwan y Fung (1998, [26℄) aplian una metodología en análisis fatorial, Gu y Fung (1998, [27℄)
en análisis de orrelaión anónia, Paula (1996) en modelos propios de dispersión y Ortega, Bolfarine y
Paula (2003) en modelos log-gamma generalizados on datos ensurados. Svetliza y Paula (2001, 2003,
[29℄,[30℄) disuten inuenia loal en modelos on respuesta binomial negativa. Estos últimos modelos
han sido usados para orregir problemas de sobredispersión, freuentemente enontrados en modelos
on respuesta Poisson. Una disusión bastante interesante on respeto al uso de inuenia loal es
presentado por Fung y Kwan (1997, [31℄). Los autores muestran que el desplazamiento del logaritmo
de verosimilitud (likelihood displaement) es una medida de inuenia invariante on ambios de esala
en los datos, heho que no ourre on otras medidas de inuenia propuestas.
3. Métodos de Regresión Alternativa
Los siguientes métodos onstituyen una alternativa, para los modelos de regresión lineal simple y
múltiple vistos en la seión anterior.
3.1. Regresión MINMAD
Charnes, Cooper y Ferguson (1955, [33℄) en un interesante artíulo proponen la neesidad de utilizar
la minimizaión de la norma L1, para ajustar un modelo simple, en una situaión donde no es posible
utilizar mínimos uadrados, on el n de determinar el porentaje de distintos fatores apliados, para
determinar el salario de los ejeutivos en una empresa del setor industrial. Es deir, dos siglos después
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de que R.J. Bosovith propusiera la reta de ajuste LAD (Least Absolute Deviations), estos autores
deiden retomar esta metodología. En este artíulo los autores proponen que se realie la estimaión,
utilizando elMétodo Simplex . Tres años más tarde Karst (1958, [34℄), propone una metodología estadís-
tia para enontrar la soluión a este problema. Se trata de minimizar la media de los valores absolutos
de las desviaiones de las observaiones on respeto a la línea de regresión, de ahí su nombre MINMAD
(Minimizing Mean of Absolute Deviations), en un modelo de regresión lineal simple, a diferenia de
mínimos uadrados que minimiza la norma uadrátia ó eulideana. Es deir, ahora se trata de estimar
β0 y β1 minimizando:
1
n
n∑
i=1
|Yi − β0 − β1Xi| (29)
lo ual equivale a minimizar:
n∑
i=1
|Yi − β0 − β1Xi| (30)
Para simpliar el análisis, primeramente se imponen restriiones a β0 y β1 para que satisfagan la
ondiión Y0 = β0+β1X0 para un par dado (X0, Y0). Además dado el par (X0, Y0) es posible transformar
los datos:
xi =Xi −X0
yi =Yi − Y0
Luego al reemplazar los datos transformados en (28), se tiene:
n∑
i=1
|Yi − β0 − β1Xi| =
n∑
i=1
|yi + Y0 − β0 − β1(xi +X0)|
n∑
i=1
|yi + β0 + β1X0 − β0 − β1xi − β1X0| =
n∑
i=1
|yi − β1xi|
Así el problema se redue ahora a alular un β que minimie la expresión
n∑
i=1
|yi − βxi| (31)
Arthanari y Dodge (1981, [1℄) presentan un senillo ejemplo on el n de visualizar la interpretaión
geométria del problema. Para ello utilizan los siguientes tres datos:
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i xi yi
1 1 3
2 1 1
3 2 4
Se puede visualizar en la gura 7 que |yi − βxi| para ualquier i son dos líneas retas on un mínimo
en ( yixi , 0) y pendientes −|xi| y |xi|
La gráa de |yi − βxi| para i = 1, 2, 3 y
∑ |yi − βxi| es una funión lineal a trozos y onvexa (ver
gura 8).
Proposiión 3.1 La funión f(β) =
∑n
i=1 |yi−βxi| , para los valores dados de (xi, yi), on i = 1, · · · , n
es una funión lineal a trozos y onvexa.
Demostraión:
Se debe demostrar que para β′ < β′′ y 0 ≤ λ ≤ 1, y β = λβ′ + (1 − λ)β′′:
f(β) ≤ λf(β′) + (1− λ)f(β′′)
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En efeto, se sabe que fi(β) = |yi − βxi|
fi(β) = fi(λβ
′ + (1− λ)β′′) = |yi − λβ′xi − (1− λ)β′′xi|
= |λ(yi − β′xi) + (1− λ)(yi − β′′xi)|
≤ λ|yi − β′xi|+ (1− λ)|yi − β′′xi|
= λfi(β
′) + (1− λ)fi(β′′)
Sabiendo que la suma de dos funiones onvexas es onvexa, se tiene que f(β) es onvexa. Además
sabiendo que fi(β) es lineal a trozos, la suma de funiones lineales a trozos es lineal a trozos, en
onseuenia el resultado.
Proposiión 3.2 La funión f(β) tiene las siguientes propiedades:
1. La pendiente del segmento del extremo de la izquierda es −∑ni=1 |xi| , y de la dereha es∑ni=1 |xi|.
2. Los vérties de la funión poligonal f(β) son de la forma
(
yi
xi
)
, donde
yi
xi
es el mínimo de fi(β).
Si (i1, · · · , in) es un onjunto de índies tales que yi1xi1 ≤ . . . ≤
yin
xin
, entones la pendiente de f(β)
se inrementa en 2|xik | al pasar por βk = yikxik .
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Estos resultados proporionan un método para alular el mínimo de f(β). El mínimo se alanza en un
βr tal que:
−
n∑
i=1
|xi|+ 2
r−1∑
k=1
|xik | <0
−
n∑
i=1
|xi|+ 2
r∑
k=1
|xik | ≥0
(32)
Si −∑ni=1 |xi|+ 2∑rk=1 |xik | = 0 entones β(r) ≤ β ≤ β(r+1) son optimales. Entones se puede esoger
β(r) o β(r+1) on igual probabilidad. Los parámetros estimados en este aso son:
β˜1 =
yr
xr
β˜0 = Y0 −
( yr
xr
)
X0
(33)
si se esoge β(r) omo soluión. La teoría anterior permite generar un algoritmo:
Algoritmo 3.1 Dados los puntos muestrales (Xi, Yi) para i = 1, . . . , n de (X,Y ) alular:
1. (X0, Y0) = (X,Y ).
2. Calular las variables transformadas xi = Xi −X0 y yi = Yi − Y0.
3. Calular los mínimos de las funiones fi omo
yi
xi
.
4. Asignar rangos a los mínimos anteriores en forma asendente, dando el valor 1 al más pequeño
y n al más grande.
5. Calular −∑ni=1 |xi| y omiene a sumar 2|xi|, siguiendo el orden de los rangos.
6. Cuando la suma anterior pase de negativa a positiva esójase el mínimo
yi
xi
en ese paso omo
estimador de β1. Si esto ourre en el paso r, entones β˜1 =
yr
xr
y alúlese β˜0.
Dodge y Birkes (1993, [4℄) proponen un algoritmo, que aunque pareza eiente, es demasiado lento y
neesita muhas tablas para ser omparadas, lo ual a su vez implia muhas iteraiones.
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Algoritmo 3.2 El objetivo de este algoritmo es enontrar la mejor línea de ajuste entre todas las
líneas. Dado un punto (X0, Y0) de los datos, para ada punto (Xi, Yi) alular:
1. La pendiente
(Yi−Y0)
(Xi−X0)
de la línea pasando a través de los dos puntos (X0, Y0) y (Xi, Yi). Si Xi = X0
para algún i tales puntos pueden ser ignorados.
2. Reindexar los puntos tal que:
(Y1−Y0)
(X1−X0)
≤ (Y2−Y0)(X2−X0) ≤ · · · ≤
(Yn−Y0)
(Xn−X0)
. Sea T = |Xi −X0|.
3. Enontrar el índie k que satisfaga las ondiiones:
|Xi −X0|+ · · · |Xk−1 −X0| < 1
2
T
|Xi −X0|+ · · · |Xk−1 −X0|+ |Xk −X0| > 1
2
T
4. La mejor línea pasando a través de (X0, Y0) es la línea Yˆ = β0
∗ + β1
∗X, donde:
β1
∗ =
Yk − Y0
Xk −X0
β0
∗ = Y0 − β1∗X0
3.2. Regresión MINMAXAD
Este método onsiste en estimar los parámetros β0 y β1 minimizando la máxima de las desviaiones
absolutas (Minimizing Maximum of Absolute Deviations). Bajo este riterio, la funión objetivo es:
Min(β0,β1)
[
Máx
∣∣Yi − β0 − β1Xi∣∣] (34)
De momento se disute el problema sin el término β0. Si fi(β) = |Yi − βXi| y g(β) = máxifi(β)
, se puede demostrar que g(β) es una funión lineal a trozos onvexa. Los vérties de g(β) no son
neesariamente los puntos
Yi
Xi
omo ourría antes. Los vérties de g(β) son las oordenadas β de las
interseiones de las líneas g(β) = Yi +Xiβ o g(β) = −(Yi +Xiβ) on las líneas g(β) = Yj +Xjβ o
g(β) = −(Yj + Xjβ) para ada i 6= j. La interpretaión geométria de este método es ampliamente
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disutida por Wagner (1959, [36℄), quien propone un algoritmo para variables aotadas y por Stiefel
(1960, [35℄), quien redue el problema al método Simplex. La gura 9 ilustra la idea geométria, se
pretende enontrar el mínimo de la funión g(β).
3.3. Regresión MINSADBED
Este tipo de regresión onsidera la estimaión de los parámetros β0 y β1 minimizando la suma de las
diferenias absolutas entre desviaiones (Minimizing Sum of Absolute Dierene Betwen Deviations),
esto es:
Minimizar
∑
i<j
|di − dj |
es de alarar que las distanias di y dj representan las diferenias entre el modelo observado Yi y el
modelo a ser estimado β0 + β1Xi en el primer aso y β0 + β1Xj en el segundo. Así:
∑
i<j
|di − dj | =
∑
i<j
|(Yi − β0 − β1Xi)− (Yj − β0 − β1Xj)|
=
∑
i<j
|(Yi − Yj)− β1(Xi −X − j)
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Haiendo Yij = Yi − Yj y Xij = Xi −Xj , se tiene:∑
i<j
|di − dj | =
∑
i<j
|Yij − β1Xij |
este problema se redue al problema MINMAD, exepto que se deben realizar las diferenias entre Yi
y Yj y entre Xi y Xj las uales suman un total de
n(n−1)
2 . El parámetro β0 se alula haiendo:
βˆ0 = Y −Xβˆ1
y otra forma alternativa de estimarlo es:
βˆ0 = Medianai<j
1
2
(Yi + Yj)
3.4. Regresión MINSADBAD
Este método onsiste en estimar los parámetros β0 Y β1 minimizando la suma de las diferenias abso-
lutas entre desviaiones absolutas (Minimizing Sum of Absolute Dierenes Between Absolute Devia-
tions). Es deir:
Minimizarβ0,β1
∑
i<j
||di| − |dj ||
donde di = Yi − (β0 + β1Xi). Este método resulta ser más apropiado expliarlo, uando se onsidera el
modelo de regresión lineal múltiple.
3.5. Prueba de H0 : β = 0 en Regresión MINMAD
Primero se alulan las estimaiones MINMAD β˜0 y β˜1 y los residuos e˜i = yi−(β˜0+β˜1xi). Seam = n−2,
el número de residuos distintos de ero. Se ordenan los residuos en orden asendente, de tal forma que
e˜(1) sea el menor, e˜(2) el siguiente y e˜(m) el mayor. Sea k1 el entero más erano a (m+ 1)/2−
√
m y
k2 el entero más erano a (m+ 1)/2−
√
m Se alula:
τ˜ =
√
m
[
e˜(k2) − e˜(k1)
]
4
(35)
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Luego se alula la desviaión estándar de β˜:
est.SD(β˜) =
τ˜√∑n
i=1(xi − x)2
(36)
El estadístio de prueba es:
|t| = |β˜|
est.SD
(37)
Esta prueba se enuentra sin demostraión en Dodge y Birkes (1993, [4℄, p.p. 63), no obstante en el
apéndie D, se presenta una justiaión de la prueba, basada en el Teorema del Límite Central.
El valor P de la prueba es alulado omo la probabilidad P[|T | ≥ |t|], donde T representa una variable
aleatoria on distribuión t-Student de n− 2 grados de libertad.
Importania del Parámetro τ . La antidad τ˜ es una estimaión del parámetro τ en regresión
MINMAD el ual juega un papel importante análogo al de σ en mínimos uadrados. La desviaión
estándar de βˆ es σ/
√∑
(xi − x), mientras que la desviaión estándar de β˜ es τ/
√∑
(xi − x). τ es
grande uando σ también lo es, pero la razón τ/σ depende de la forma de la distribuión poblaional
de los errores. Si los errores tienen distribuión normal τ/σ = 1,253 > 1, y así, para grandes muestras,
las estimaiones de regresión MINMAD son menos seguras que las estimaiones de la regresión por
mínimos uadrados. Si los errores tienen distribuión de Laplae, entones τ/σ = 0,707 < 1.
3.6. MINMAD para Regresión Lineal Múltiple
Dado el modelo Y = Xβ+ ǫ. La situaión ahora es presentar el siguiente problema, para la estimaión
del vetor de parámetros β:
Minimizar
∑n
i=1 |di|
sujeto a Xβ + d = Y
d, β ualesquiera.
(38)
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Haiendo |di| = d1i + d2i on d1i d2i ≥ 0, y di = d1i − d2i, el problema se puede reformular omo:
Minimizar
∑
d1i +
∑
d2i
sujeto a Xβ + d1 − d2 = Y
β no restringido en signo.
d1 d2 ≥ 0
(39)
Se dene:
A = (X, I,−I) matriz de orden n× (k + 2n)
W ′ = (β′,d′1,d
′
2) vetor de orden k + 2n
aj la j-ésima olumna de A
C ′ = (0′(1×k), e
′
(1×n), e
′
(1×n)) los oeientes de la funión objetivo
(40)
De esta manera el problema se transforma en el siguiente:
Minimizar C′W
sujeto a AW = Y
Wk ≥ 0 r = 1, 2, . . . , 2n
W1,W2, . . . ,Wk ualesquiera.
(41)
Deniión 3.1 Cualquier (β,d1,d2) que satisfaga Xβ + Id1 − Id2 = Y es llamada una soluión
fatible al problema (34).
Deniión 3.2 Cualquier soluión W para (36) si además satisfae:
Wj ≥ 0 j = k + 1, . . . , k + 2n
es llamada una soluión fatible al problema.
Una soluión básia fatible del problema anterior es:
Wk+r =

Yr si Yr > 0
0 en otro aso
Wn+k+r =

−Yr si Yr < 0
0 en otro aso
(42)
45
y ero en el resto de los Wj .
3.6.1. Proedimiento del simplex para la regresión MINMAD
A pesar de que Arthanari (1981, [1℄), disute el problema de una manera razonada y detallada; el
proedimiento del simplex adaptado en este trabajo se limita a resumir brevemente el algoritmo.
Algoritmo 3.3 Empezar on la soluión básia fatible dada en la seión anterior. Si Wk+n+r está
en la base, multipliar por −1 la la orrespondiente de la tabla iniial del simplex. Como de ostumbre,
Cj − Zj = Zj − CBαj , donde CB es el vetor de oeientes básios y αj es la j-ésima olumna de la
tabla del simplex. El valor Z de la funión objetivo se alula omo de ostumbre, pero ambiando de
signo, y se debe tener en uenta que en tablas suesivas el valor de la funión objetivo es −Z.
Criterio para esoger el vetor que sale de la base.
Si Cj − Zj > 0 esoger r tal que WBrαrj = maxi∈RB
[
WBi
αij
, αij < 0
]
Si Cj − Zj < 0 esoger r tal que WBrαrj = maxi∈RB
[
WBi
αij
, αij > 0
]
donde RB denota el onjunto de variables básias que están restringidas en el problema, WBi es la
i-ésima variable básia, y αrj es el elemento de la la r y olumna j de la tabla del simplex.
Una vez alanzado el óptimo, los parámetros βi se hallan en las variables W1, . . . ,Wp, y el error absoluto
en la r-ésima observaión es Wp+r +Wp+r+n.
3.6.2. Algoritmo modiado de Barrodale y Roberts.
Barrodale y Roberts (1973, [37℄) proponen un algoritmo que modia el simplex, permitiendo enontrar
más rápidamente la soluión básia fatible del problema.
Se onsideran úniamente los βj no básios para entrar en la base en las primeras iteraiones. El valor
de la variable βj que entra en la base se inrementa o disminuye según sea Cj −Zj menor ó mayor que
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0.
Se puede modiar el algoritmo omo sigue:
Calular Cˆj − Zˆj = Cj − Zj + 2αrj(∗).
Si Cj − Zj y Cˆj − Zˆj son de distinto signo, se introdue la variable orrespondiente en lugar de la
r-ésima en la base.
En aso ontrario se ambian todos los Ck − Zk por Ck − Zk + 2αrk, y Z por Z − 2WBr . Cambiar la
variable básia d1r ó d2r por d2r ó d1r, respetivamente. Multipliar la r-ésima la por -1. Desartar Br
para salir de la base. Ir a (∗). La tabla Simplex para resumir este tipo de problema, se puede esribir
de la siguiente forma:
CB Vetores en la base WB α1 α2 · · · αj · · · αk+2n
1 ak+1 ó ak+n+1 |Y1| α11 α12 · · · α1j · · · α1,k+2n
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 ak+n ó ak+2n |Yn| αn1 αn2 · · · αnj · · · αn,k+2n
Ck − Zk Z =
∑n
i=1 |Yi| Cj − Zj
3.7. MINMAXAD para Regresión Lineal Múltiple
Para la estimaión del vetor de parámetros, mediante este método se supone el umplimiento de 3
supuestos:
1. Y no es ombinaión lineal de X 1, ...,X p.
2. Xj 6= 0 para todo j = 1, ..., p.
3. Cualquier submatriz de orden p de X es no singular.
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Si no se umpliera el supuesto 1,Xβ−Y = 0 tendría soluión β∗ que sería óptima. Si no se umpliera el
supuesto 2, se podría presindir de las olumnas nulas y de las variables orrespondientes. El supuesto
3 es neesario en la demostraión de las proposiiones. Sea:
d = max1≤i≤n
∣∣Yi − p∑
j=1
Xijβj
∣∣
Se puede suponer que las X j 's están normalizadas, es deir:
p∑
j=1
Xij
2 = 1 i = 1, . . . , n. (43)
Así Yi−
∑p
j=1Xijβj = 0 i = 1, . . . , n son las euaiones de n hiperplanos en R
p
respeto de la variable
β . Si β ∈ Rp , |Yi −
∑p
j=1Xijβj | es la distania de β al i-ésimo hiperplano. d es el máximo de estas
distanias. Luego el problema se puede plantear omo:
Minimizar d
sujeto a d+
∑p
j=1 βjXij ≥ Yi
d−∑pj=1 βjXij ≥ −Yi
i = 1, . . . , n
d, βj ualesquiera.
(44)
No hay problema en suponer d > 0. Luego se transforman las variables omo sigue:
b0 =
1
d
bj =
βj
d
j = 1, . . . , p
y queda el problema equivalente siguiente:
Minimizar b0
sujeto a b0Yi +
∑p
j=1 bjXij ≤ 1
−b0Yi −
∑p
j=1 bjXij ≤ 1
i = 1, . . . , n
d, bj ualesquiera.
(45)
Entones basta on apliar el algoritmo del simplex a este problema minimizando −b0.
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3.8. MINSADBED para Regresión Lineal Múltiple
Sea di la desviaión entre los valores observados y esperados de Yi:
di = Yi − (Xβ)i i = 1, . . . , n
donde X es una matriz de orden n× p, β es un vetor de dimensión p y (Xβ)i es la i-ésima la de Xβ.
Aquí se onsidera el problema de alular β que minimie la expresión:
∑
i<j
∣∣∣di − dj ∣∣∣
Al intentar transformar en un problema de programaión lineal.
Si dij = di − dj , dij no restringido en signo. Sea dij = dij1 − dij2, donde dijk ≥ 0 para k = 1, 2. De
esta forma |di − dj | la diferenia absoluta entre las desviaiones, está dada por:
|di − dj | = (dij)1 + dij2
di − dj − dij1 + dij2 = 0
dij
k ≥ 0, k = 1, 2 1 ≤ i ≤ j ≤ n.
(46)
La funión objetivo se puede esribir omo:
Minimizar
∑
i<j
dij
1 +
∑
i<j
dij
2
Ressribiendo este problema en forma matriial, y usando:
Dk =
[
d12
k, d13
k, . . . , d(n−1)n
k
]
para k = 1, 2
se tiene:
Minimizar D1e+D2e
sujeto a Xβ + d = Y
d, D1, D2 satisfaiendo (43).
β no restringido en signo.
(47)
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Se enuentra así la matriz orrespondiente a (44). Obsérvese que se tiene una euaión para ada eleión
del par (i, j), i < j. Hay r = n(n − 1)/2 restriiones. La variable di aparee en n − i restriiones
donde dj aparee on oeiente −1 para todo i + 1 ≤ j ≤ n y dijk aparee sólo una vez en estas r
restriiones. dij
1 − dij2 aparee en la restriión orrespondiente a (i, j). estas restriiones se pueden
expresar por [0,H, Ir,−Ir]V = 0, donde V′ = (β′,d′,D1′,D2′) y D1 ≥ 0, D2 ≥ 0, donde:
H =

en−1 −In−1
0(n−2)×1 en−2 −In−2
.
.
.
.
.
.
.
.
.
01×(n−2) e1 −I1

Finalmente el problema (44) se esribe:
Minimizar D1e+D2e
sujeto a

Xn×p In 0n×r 0n×r
0r×p Hr×n −Ir Ir
V =

Y
0

β, d no restringidos en signo.
D1 ≥ 0, D2 ≥ 0
V′ = (β′,d′,D1
′
,D2
′
)
(48)
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3.9. MINSADBAD en Regresión Lineal Múltiple
Ahora se onsidera la estimaión de β usando omo funión objetivo la minimizaión de la suma de
diferenias absolutas entre desviaiones absolutas. Es deir se tiene:
Minimizar
∑
i<j |di − dj |
sujeto a d ≤ Y −Xβ ≤ d
d ≥ 0.
β no restringido en signo.
(49)
Aquí d′ = (d1, d2, . . . , dn) son las desviaiones absolutas en las observaiones. Este problema puede ser
formulado omo un problema de Programaión Lineal
Minimizar D1e+D2e
sujeto a

Xn×p In 0 0
−Xn×p In 0 0
0r×p Hr×n Ir −Ir

V =

β
d
D1
D2


≥
≥
=


Y
−Y
0

β no restringido en signo.
d,D1,D2 ≥ 0
(50)
3.10. Prueba de H0 : βq+1 = · · · = βp = 0
Al onsiderar el modelo de regresión Y = β0 + β1X1 + · · · + βpXp + ǫ. La estadístia para ensayar
βq+1 = · · · = βp = 0 es:
FLS =
SSRr − SSRf
(p− q)σˆ2
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donde SSR es la suma de uadrados de los residuos, SSR =
∑
eˆ2i . Una prueba estadístia similar para
regresión MINMAD es usado:
FMDA =
SARr − SARf
(p− q)(τ˜ /2) (51)
donde SAR es la suma de los valores absolutos de los residuos SAR =
∑ |e˜i|. La estimaión de τ˜ es dada
por (35) on m = n− k. Cuando se asume que los errores tienen distribuión normal y uando H0 es
ierta, la estadístia FLS tiene distribuión F . Cuando la distribuión de los errores no es espeiada,
FMDA tiene aproximadamente distribuión F , teniendo en uenta que n el tamaño de la muestra sea
grande. De esta forma, uando n es grande se alula el valor P aproximado omo P[F ≥ FMDA],
donde F ∼ F(p−q),(n−k). La aproximaión de P se enuentra utilizando la siguiente modiaión:
alular P[G ≥ (p− q)(1 − (p − q)/n)FMAD], donde G denota una variable aleatoria on distribuión
hi-uadrado on p − q grados de libertad. Para todo n grande, es asi lo mismo P[F ≥ FMAD], a
ausa de que 1 − (p − q)/n ≈ 1 y (p − q)F on n = ∞ tiene la misma distribuión omo G. Para n
moderadamente, el valor P basado en G se ha enontrado que es muy seguro.
4. Disusiones y Algunos Proedimientos de Simulaión
4.1. Disusiones
Según Auña (2011, [42℄, p.193) el método de los mínimos uadradados ha sido el más popular desde
sus iniios, sin embargo, es un heho reonoido por muhos autores que ante la presenia de datos
outliers
1
(vertiales u horizontales), hay una gran inuenia en el ajuste por mínimos uadrados. Un
outlier entre más exagerado sea, hará que el ajuste lineal tienda a pasar era de el, y el análisis de los
residuos no sería muy onable ya que estos darían la impresión de que nada malo estuviera pasando.
Ante la presenia de datos inueniales, las alternativas de mínimos uadrados son:
1
Según Dodge y Birkes un outlier es un dato on un residual estandarizado mayor a 2,5 en valor absoluto.
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1. Utilizar mínimos uadrados omo si nada hubiera pasado.
2. Realizar un análisis exploratorio de los datos antes de realizar el ajuste del modelo, esto inluye
uso de diagnóstios (dentro de los uales se enuentran distintos métodos para la deteión de
valores inueniales ó outliers), transformaiones, gráas dinámias, et.
3. Usar Modelos Lineales Generalizados.
4. Utilizar métodos de Regresión Robusta, los uales son modiaiones de los mínimos uadrados,
y tienen omo objetivo ajustar un modelo que resista la inuenia de los outliers.
Los iniios de la regresión robusta, se remontan haia los años sesenta, uando Huber (1964, [40℄)
publió el método de regresión M. Según el mismo Huber, existen gran variedad de métodos de regresión
Robusta, los uales se agrupan en tres lases:
1. Regresión M (M es por Máxima Verosimilitud).
2. Regresión R (R es por Rangos).
3. Regresión L (L es por ombinaión lineal de estadístios de orden).
Existen también distintas variaiones de éstos, pero los que mayor popularidad han alanzado son es-
timadores de Regresión M, así el método MINMAD, es una modiaión del grupo 3. Ante la gran
antidad de métodos robustos existentes, se podría pensar que el uso de la regresión robusta debería
ser bastante amplio, pero ese no es el aso. La mayoría de paquetes estadístios existentes, exepto
S-PLUS y GRETL los ignoran. Después de los textos de Hampel (1986, [44℄) y Rousseeuw y Leroy
(1987, [43℄), la investigaión en regresión robusta ha disminuído, y desde 1990 no ha apareido ningún
otro texto al respeto. La mayoría de investigadores se han inlinado haia otras áreas, espeialmente
la no paramétria. Vale la pena alarar que la regresión MINMAD es más onoida en los paquetes
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omo MAD lo ual signia Minimizing Absolute Deviation, el nombre MINMAD fué asignado por
Edgeworth (1887)
2
. El método MINMAXAD fué estudiado por Wagner (1959, [36℄) quien sugiere la
aproximaión dual para su soluión, mientras que Stiefel (1960, [35℄) da una onexión entre la progra-
maión lineal y la eliminaión de Jordan, además de presentar aspetos geométrios del problema. Por
su parte los métodos MINSADBED y MINSADBAD fueron propuestos por Arthanari y olaboradores
(1977, [45℄), quienes en su libro presentan un ejemplo simple de simulaión. La Regresión MINMAD, ha
reibido distintos nombres: Regresión LAD (Least Absolute Deviation), Bloomeld y Steiger (1983, [3℄),
Regresión LAV (Least Absolute Value), Armstrong, Elam y Hultz (1977, [46℄), Regresión MAD (Mini-
mum Absolute Deviations), Ashar y Wallae (1963, [47℄), entre muhos otros. La Regresión MINMAD
ha sido restritiva en su uso, debido a uatro razones:
1. El vetor de oeientes estimados no es únio.
2. La regresión MINMAD resiste a la presenia de datos anormales en la direión vertial, pero es
poo efetiva en la direión horizontal.
3. La eienia del estimador disminuye ha medida que aumenta el número de asos.
4. Para obtener las estimaiones del oeiente de regresión, hay que resolver un problema de pro-
gramaión lineal, el ual es muy lento omputaionalmente.
4.2. Algunos Proedimientos de Simulaión
Desde la propuesta de Charnes, Cooper y Ferguson (1955, [33℄), muhos autores dirigieron sus esfuerzos
a enontrar algoritmos de aproximaión ada vez más sofostiados que se pudieran apliar en metodos
alternativos de regresión, no obstante y según Bloomeld y Steiger (1983, [3℄), los resultados durante
25 años, no fueron más que Reminisenias del redesubrimiento de la rueda, en los que los esritos
2
Citado por Arthanari y Dodge, 1981
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ignoraban trabajos anteriores. Fueron Barrodale y Roberts (1973, [37℄) quienes siguiendo los prinipios
expuestos por Charnes, Cooper y Ferguson, propusieron un algoritmo eiente, basado en el simplex,
el ual se sigue utilizando hoy en día. Dentro de los muhos trabajos de simulaión, en este trabajo
solamente se presentan tres en forma ronológia y en su respetivo orden: Bloomeld y Steiger (1983),
Arthanari y olaboradores (1977) y Torres (2001). En el año 1983, Bloomeld y Steiger llevaron a abo
un problema de simulaión usando Métodos Montearlo, para estimar los parámetros del modelo Yi =
β0+Xi1+Xi2+Ui, on tamaños de muestra n = 10 (pequeñas muestras), n = 50 (muestras moderadas)
y n = 100 (muestras grandes) utilizando oho distribuiones de probabilidad para U (normal estándar,
doble exponenial, logístia, pareto(1,2), normal ontaminada al 5%, normal ontaminada al 25%,
distribuión de olas pesadas al 5% y distribuión de olas pesadas al 25%). Los autores proponen
omo normal ontaminada a la siguiente distribuión:
fǫ(t) =

(1− ǫ)e t22 /(2π) si|t| ≤ k
(1− ǫ)e−k(|t|−k/2)/(2π) si|t| ≥ k
es deir normal si t ∈ [−k, k] y exponenial si t /∈ [−k, k], k(ǫ) es soluión de 2φ(k)/k − 2Φ(−k) =
ǫ/(1 − ǫ), donde φ y Φ son respetivamente la densidad y la distribuión de una normal estándar,
fǫ tiene una derivada ontínua y mínima informaión de Fisher para loalizaión, entre todas las
distribuiones ontaminadas. Los autores tomaron:
ǫ = 0,05 y k = 1,399 = k(0,05)
ǫ = 0,25 y k = 0,776 = k(0,25)
para distribuiones de olas más pesadas que la exponenial, los autores utilizaron una distribuión de
Pareto de índie a, es deir:
hǫ(t) =

(1− ǫ)e t22 /(2π) sit ∈ [−k(ǫ), k(ǫ)]
a/(2(1 + |t|1+a)) sit /∈ [−k(ǫ), k(ǫ)]
es de alarar que en la distribuión de Pareto si a > 2 la varianza es nita, pero si a ≤ 2 se tiene
varianza innita. Cuando a = 1,2 se tiene media nita pero varianza innita. Finalmente los autores
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realizaron 901 iteraiones de ada distribuión y los resultados los muestran en 24 engorrosas tablas de
números, los uales no muestran laramente los resultados, tampoo las onlusiones de la simulaión.
Arthanari y olaboradores (1977, [45℄) proponen simular el modelo Yi = 16+4Xi1+Xi2+0,25Xi3+ǫi on
i = 1, 2, . . . , 20. Los vetores X1, X2, X3 on orrelaión no signiativa r12 = 0,03, r13 = −0,06, r23 =
−0,28 se obtuvieron usando un onjunto de números aleatorios entre −10 y 10. Los errores fueron
seleionados aleatoriamente e independientemente de distribuiones simétrias on media 0 y varianza
1. Se esogieron las distribuiones: Uniforme, Normal y Laplae. Finalmente y usando un programa en
fortran realizaron ino tipos de estimaión alternativa: Mínimos Cuadrados, MINMAD, MINMAXAD,
MINSADBED y MINSADBAD. En su texto los autores solamente se limitan a mostrar la media y la
varianza para ada una de las distribuiones y los métodos de estimaión sin dar más detalles.
Por último Torres (2001, [39℄) presenta una omparaión entre tres métodos de Regresión: Mínimos
Cuadrados, MINMAD y Regresión No Paramétria, usando proedimientos de simulaión. En este
trabajo el autor pretende dar más y mejores detalles de lo que Bloomeld y Steiger pretendían mostrar.
En este trabajo se utilizaron dos modelos: uno de regresión lineal simple y otro de regresión lineal
múltiple, el primero Y = 4 + 5X1 + ǫ, dejando a X1 ∼ U(2, 5) jo para ada iteraión y el segundo
Y = 3 + 4X1 + 5X2 + ǫ on X1 ∼ U(1, 4) y X2 ∼ U(2, 5). El objetivo de su trabajo fué determinar
uál de los tres métodos de regresión presenta mejor ajuste, uando la distribuión de los errores tiene
forma distinta a la normal en elongaión y uando hay presenia de observaiones atípias u outliers .
Torres realizó las simulaiones y las estimaiones on el paquete estadístio SAS.
Se utilizaron 1000 simulaiones on tamaños de muestra de 20 y 50. Para la distribuión normal on
porentaje de outliers se utilizó la normal ontaminada, dada por, on valores de ǫ de 0,05, 0,10, 0,15 y
0,20, lo que equivale a ontaminar la distribuión normal estándar on porentajes de outliers de 5%,
10%, 15% y 20%, para ada uno de los modelos desritos anteriormente. Para asimetría y elongaión
de los errores, se utilizaron las distribuiones g y h de Tukey.
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4.3. Distribuiones g y h de Tukey
Es una familia de distribuiones on araterístias muy espeiales en uanto a asimetría y elongaión,
utilizadas para realizar estudios de sensibilidad, bastante útiles para realizar estudios de simulaión de
datos provenientes de distribuiones on formas distintas a la normal.
4.3.1. Asimetría
Si Z es una variable aleatoria normal estándar, y g es una onstante real, la variable aleatoria Yg(Z) =
g−1(e(gZ) − 1) se die tiene una distribuión g de Tukey para un valor dado de g. El parámetro g
ontrola la magnitud y la direión de la asimetría.
4.3.2. Elongaión
Si Z es una variable aleatoria normal estándar, y h es una onstante real, la variable aleatoria Yh(Z) =
ZehZ
2/2
se die tiene una distribuión h de Tukey para un valor dado de h. El parámetro h ontrola la
antidad de la elongaión de la distribuión. Las distribuiones de la familia h de Tukey son simétrias
y su valor esperado es 0.
Los autores introduen parámetros de loalizaión y esala (A) y (B), on el n de determinar la
distribuión de una variable aleatoria X y asumiendo que p > 0,5 se deben estimar uatro parámetros
que satisfaen ualquiera de las siguientes relaiones:
Xp = A+BYp y X1−p = A−B exp
{−gZp}Yp (52)
donde Xq denota la q-ésima uantila de la variable aleatoria X tal que:
Xq = inf
{
x |P [X ≤ x] > q} = sup{x |P [X < x] ≤ q}
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En la tabla 4 del apéndie A, se enuentra una tabla de distribuiones de la familia de Tukey, on el
valor de los parámetros, trabajo desarrollado por Jiménez (2011, [38℄). Torres utilizó ino valores de
los parámetros g y h en sus simulaiones: 0,2, 0,4, 0,6, 0,8 y 1. Los resultados de las simulaiones se
enuentran en las tablas 2−3 del Apéndie A. Aquí se reeren dos gráas y las onlusiones obtenidas
por Torres.
1. Cuando la distribuión de los errores es simétria, de olas pesadas, generadas de las distribuiones
h de Tukey, se obtienen mejores estimaiones de los parámetros del modelo on la regresión
No Paramétria basada en rangos y la regresión MINMAD que on la regresión de Mínimos
Cuadrados. Si la distribuión de los errores es simétria de olas muy pesadas, se obtienen mejores
estimaiones on la regresión MINMAD.
2. Se puede observar la robustez de los métodos de regresión MINMAD y No Paramétria, frente a
la regresión de Mínimos Cuadrados, uando la distribuión de los errores presenta olas pesadas.
3. Cuando la distribuión de los errores es normal on porentaje de outliers mayor o igual al 5%,
se obtienen mejores estimaiones on regresión no paramétria y le sigue la regresión MINMAD.
4. En uanto a la deteión de outliers, uando la distribuión de los errores es normal, el método
que detetó más en promedio fué el método MINMAD, seguido de la regresión no paramétria.
5. Ninguno de los tres métodos fué uniformemente mejor, para la estimaión de los parámetros. Si la
distribuión de los errores es simétria de olas muy pesadas, es mejor usar regresión MINMAD.
Si la distribuión de los errores es normal on altos porentajes de outliers, se reomienda usar
no paramétria.
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5. Estadístia Bayesiana y Metodología MCMC
5.1. Estadístia Bayesiana
La Estadístia Bayesiana se atribuye a Thomas Bayes (1702-1761), propuso el teorema que lleva su
nombre y fué uno de los primeros en estudiar la probabilidad en forma indutiva, además de fundamen-
59
tar los prinipios de la inferenia probabilístia. Su teoría está siendo atualmente apliada en modelos
omplejos, que hae algún tiempo eran difíiles de resolver. Según Ntzoufras (2009, [48℄) desde media-
dos de los años 80's, el desarrollo en potenia y apaidad de los omputadores y la implementaión
de las Cadenas de Markov y métodos Monte Carlo (MCMC) han llevado a una explosión de interés en
Estadístia Bayesiana y Modelamiento.
5.2. Teorema de Bayes
Considérense dos posibles salidas de un experimento A y B. Se puede asumir que A = A1 ∪ · · · ∪ A,
para los uales Ai ∩Aj = 0, para todo i 6= j. Entones, el teorema de Bayes provee una expresion para
la probabilidad ondiional de Ai , dado B, la ual es igual a:
P (Ai |B) = P (B |Ai)P (Ai)
P (B)
=
P (B |Ai)P (Ai)∑n
i=1 P (B |Ai)P (Ai)
(53)
En una forma simple y más general, para ualquier salida A y B, se puede esribir
P (A |B) = P (B |A)P (A)
P (B)
∝ P (B |A)P (A) (54)
Esta euaión es también llamada regla de Bayes, aunque fué originalmente enontrada por Piere-Simon
de Laplae (Homann-Jorgensen, (1994, [49℄, p. 102)).
La anterior regla puede ser usada para inferenia inversa. Si se asume que B es la salida nalmente
observada y que A, denota posibles ausas que provoan B. Entones P (B|Ai) puede ser interpretada
omo la probabilidad que B apareerá uando Ai, ause su presenia mientras P (Ai |B) es la probabi-
lidad que A, es responsable por la ourrenia de que B haya sido observado. La inferenia Bayesiana
está basada en esta raionalidad. La euaión anterior, ofree un meanismo para aprender de los datos
(Bernardo y Smith (1994, [51℄, p. 2)). En onseuenia, después de observar datos (yl, y2, . . . yn) se
alula la distribuión posterior f(θ | y1, y2, . . . yn), la ual ombina distribuión apriori e informaión
muestral. Esta distribuión posterior es el elemento fundamental en inferenia Bayesiana.
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5.3. Deniión de un Modelo Estadístio
Una de las más importantes uestiones en ienia estadístia es la onstruión de modelos probabilís-
tios que representen, o aproximen suientemente, el verdadero meanismo generador de un fenómeno
bajo estudio. La onstruión de tales modelos está usualmente basada en argumentos lógios y proba-
bilístios onernientes a la naturaleza y funión del fenómeno dado. Se asume una variable aleatoria
Y , llamada respuesta, la ual sigue una regla probabilístia on densidad ó funión de probabilidad
f(y | θ), donde θ es el vetor de parámetros. Al onsiderar una muestra independiente e idéntiamente
distribuída y = (yl, . . . , yn)
T
de tamaño n de ésta. La distribuión onjunta
f(y | θ) =
n∏
i=1
f(yi | θ)
es llamada la verosimilitud del modelo y ontiene toda la informaión provista por la muestra.
Usualmente los modelos son onstruídos on el n de evaluar ó interpretar relaiones ausales entre la
variable respuesta Y y algunas araterístias expresadas omo variablesXj ∈ ν, llamadas ovariables o
variables expliativas ; Xj india una ovariable o término del modelo, ν el onjunto de todos los términos
bajo onsideraión. En tales asos, las variables expliativas están enlazadas on la variable respuesta
mediante una funión determinístia y parte del vetor de parámetros es sustituído por un onjunto
alternativo de parámetros (denotado por β) que usualmente enapsula el efeto de ada ovariable en
la variable respuesta.
5.4. Modelo basado en Inferenia Bayesiana
La Estadístia Bayesiana diere de la teoría estadístia lásia en que todos los parámetros desonoidos
son onsiderados omo variables aleatorias. Por esta razón, la distribuión a priori debe ser denida
iniialmente. Esta distribuión a priori expresa la informaión disponible por el investigador antes de
que ualquier dato sea involurado en el análisis estadístio. El interés se entra en el álulo de la
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distribuión posterior ó f(θ |y) del vetor de parámetros θ dados los datos observados y. De auerdo
al teorema de Bayes, la distribuión posterior puede ser esrita omo
f(θ |y) = f(y | θ)f(θ)
f(y)
∝ f(y | θ)f(θ) (55)
Esta distribuión posterior involura, tanto la distribuión a priori ó anterior, omo los datos observados
en la muestra, los uales se representan mediante f(θ) y la verosimilitud
f(y | θ) =
n∏
i=1
f(yi | θ)
respetivamente.
La espeiaión de la distribuiónn apriori es importante en inferenia Bayesiana puesto que ésta
inuye en la inferenia posterior. Usualmente, se enfatiza en la espeiaión de la media y la varianza
apriori. La media apriori provee una estimaión puntual para los parámetros de interés, mientras que la
varianza expresa la inertidumbre onerniente a esta estimaión. Usualmente la informaión apriori no
está disponible. En este aso se neesita una apriori que no inuya en la distribuión posterior y dejar
que los datos hablen por si mismos. Tales distribuiones son llamadas no informativas ó distribuiones
apriori vagas . Una de tales distribuiones es f(θ) ∝ 1, la ual es la uniforme apriori sobre el espaio
paramétrio. Se puede usar la regla de Bayes para inferir aera de ualquier parámetro de interés θ
siempre y uando los datos observados hayan sido reoletados seuenialmente en diferentes puntos
del tiempo (por ejemplo, en estudios prospetivos). Antes de que ualquier dato esté disponible, se usa
sólo la distribuión apriori f(θ) para inferenia. Cuando un onjunto datos y(1) es observado, se puede
usar la distribuión posterior f(θ |y(l)) ∝ f(y(l) | θ)f(θ). Cuando un segundo onjunto de datos está
disponible, se puede usar la posterior de la primera instania omo una apriori e inorporar los nuevos
datos en una nueva distribuión posterior. En onseuenia la distribuión posterior será dada por
f(θ |y(1), y(2)) ∝ f(y(2) | θ)f(θ |y(1))
∝ f(y(2) | θ)f(y(1) | θ)f(θ)
(56)
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Esta euaión puede ser generalizada para datos reoletados in t diferentes instantes de tiempo usando
la euaión
f(θ |y(1), . . . ,y(t)) ∝ f(y(t) | θ)f(θ |y(1), . . . ,y(t−1))
∝
t∏
k=1
f(y(k) | θ)f(θ)
(57)
donde es obvio que la teoría Bayesiana suministra un medio fáil que permite atualizar el onoimiento
del parámetro de interés θ.
Con el n de desribir más apropiadamente la onstruión de un modelo estadístio, realizamos los
siguientes pasos:
1. Identiar la variable prinipal del problema (llamada variable respuesta Y) y sus orrespondien-
tes datos y.
2. Enontrar una distribuión que desriba adeuadamente aY.
3. Identiar otras variables que puedan inueniar la variable respuesta Y (llamadas ovariables o
variables expliativas).
4. Construír una estrutura para los parámetros de la distribuión (usando funiones determinísti-
as).
5. Espeiar la distribuión apriori (seleionar la familia distribuional y espeiar la apriori de
los parámetros; seleionar entre una apriori no informativa ó inorporar informaión apriori ó
someter a opinión de expertos).
6. Esribir la verosimilitud del modelo.
En un segundo estado se puede identiar primero el método de álulo de la distribution posterior
(analítiamente, asintótiamente, o usando ténias de simulaión) y luego implementar el método
seleionado para estimar la distribuión posterior.
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Conerniente al análisis de la distribuión posterior, se puede proeder on (todas o algunas) de las
medidas que se proponen:
1. Inspeionar visualmente las distribuiones marginales posteriores de interés. Posibles gráas
que pueden ser obtenidas omo sigue
a) Densidades marginales posteriores ó gráos de probabilidad si el método es analítio ó
asintótio.
b) Histograms marginales posteriores (ó densidades estimadas) para variables ontínuas.
) Diagramas de ajas de las distribuiones marginales posteriores.
d) Gráos bivariados posteriores (por ejemplo gráos de ontorno) para identiar y estudiar
orrelaiones.
2. Calular resúmenes posteriores (medias, medianas, desviaiones estándar, orrelaiones, odds ra-
tios y gráos de barras para variables disretas o ategórias, uantilas e intervalos de onanza
posteriores)
3. Calular la moda posterior y el área de la densidad posterior (uando fuere posible).
5.5. Inferenia usando distribuiones apriori onjugadas
Usualmente la distribuión objetivo posterior no es analítiamente tratable. En el pasado, este inon-
veniente fué evitado mediante el uso de distribuiones apriori onjugadas. Estas distribuiones apriori
tienen la propiedad de resultar en posteriores de la misma familia distribuional. Una distribuión
apriori que es miembro de la familia distribuional D on parámetro α es onjugada a la distribu-
tion f(y | θ) si la distribuión resultante posterior f(θ |y) es también un miembro de la misma familia
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distribuional. De esta manera
Si θ ∈ D(α) entones θ |y ∈ D(α˜)
donde α y α˜ son los parámetros apriori y posterior de D. En muhos asos los parámetros posteriores
son medias ponderadas de los parámetros apriori y la verosimilitud. En la siguiente seión se ilustra
un ejemplo de una distribuión ombinada y su respetiva inferenia.
5.5.1. Inferenia para la distribuión de Poisson
Considérense un onjunto de datos de onteo y = (y1, y2, . . . , yn) en los que se desea estimar la media
λ. Se asume la distribuión de Poisson para ada uno de los datos y se esribe:
yi ∼ Poisson(λ) para i = 1, 2, . . . , n
en este aso el parámetro de interés es λ, por tanto θ = λ, mientras que la verosimilitud está dada por
f(y |λ) =
n∏
i=1
e−λλyi
yi!
=
e−nλλ
∑n
i=1
yi∏n
i=1 yi!
Se puede ahora onsiderar la densidad gamma on parámetros a y b omo apriori para λ, uya densidad
es:
f(λ) =
ba
Γ(a)
λa−1e−bλ
El vetor de parámetros apriori está dado por a = (a, b) y la distribuión posterior resultante es
f(λ |y) ∝ f(y |λ)f(λ) ∝ e
−nλλ
∑
n
i=1
yi∏n
i=1 yi!
× b
a
Γ(a)
λa−1e−bλ
∝ e−(n+b)λλny+a
donde y es la media muestral. Sabiendo que la distribuión gamma de parámetros a y b, notada Γ(a, b)
es proporional a λ(a−1)e−bλ, se llega a la onlusión
λ |y ∼ gamma(ny + a, n+ b) (58)
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lo ual quiere deir que la distribuión posterior es una gamma on parámetros a˜ = (ny + a, n + b)′.
De esta forma la distribuión gamma es onjugada para la distribuión de Poisson.
La media posterior es:
E(λ |y) = µ˜λ = ny + a
n+ b
Y la varianza posterior:
V (λ |y) = σ˜λ2 = ny + a
(n+ b)2
Las antidades anteriores pueden ser reesritas de la siguiente forma
E(λ |y) =
( n
n+ b
)
y +
( b
n+ b
)(a
b
)
= wy + (1− w)
(
a
b
)
= wy + (1− w)E(λ)
V (λ |y) = n
2
(n+ b)2
(
y
n
)
+
b2
(n+ b)2
(
a
b2
)
= w2
(
y
n
)
+ (1− w)2V (λ)
donde w = n/(n + b). De esta manera la media posterior es expresada omo un promedio ponderado
entre la media muestral y la media apriori, la ual a su vez es un estimador de máxima verosimilitud .
5.5.2. Inferenia para la media de una distribuión normal
No es el propósito de este trabajo dar un ompendio aera de distribuiones onjugadas, pero es im-
portante resaltar algunas de las distribuiones onjugadas más utilizadas, por ende se meniona el aso
normal, sin entrar en detalles teórios. En el apéndie de tablas se enuentran resumidas las distribuio-
nes onjugadas más importantes. También paree relevante menionar que las distribuiones: Normal,
Binomial, Poisson, Gamma e Inversa Gaussiana, entre otras perteneen a una gran familia onoida
omo la Familia Exponenial .
Cuando un onjunto de datos y = (y1, y2, . . . , yn) proviene de una poblaión normal, on media deso-
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noida µ y varianza onoida σ2, la verosimilitud es:
f(y) =
n∏
i=1
{
1√
2πσ2
exp
(
− (yi − µ)
2
2σ2
)}
=
(
2πσ2
)−n/2
exp
(
− 1
2σ2
(
n∑
i=1
yi
2 + nµ2 − 2nµy
))
usando omo apriori para la media una distribuión normalN(µ0, σ0
2), es deir f(µ |σ2) = fN (µ;µ0, σ02),
la distribuión posterior está dada por
f(µ |σ2,y) ∝ f(y |µ, σ2)f(µ |σ2)
∝ f(y |µ, σ2)fN (µ;µ0, σ02)
∝ exp
(
−1
2
[
nσ0
2 + σ2
σ2 σ02
]{
µ2 − 2µ
[
nyσ0
2 + µ0σ
2
nσ02 + σ2
]})
La distribuión posterior es una normal on media y varianza dadas por
E(µ |y) = µ˜ = nyσ0
2 + µ0σ
2
nσ02 + σ2
y V (µ |y) = σ˜2 = σ
2 σ0
2
nσ02 + σ2
Las anteriores expresiones pueden ser reesritas omo
µ˜ = wy + (1− w)µ0 y σ˜2 = wσ
2
n
donde w = nσ0
2/(nσ0
2 + σ2) y onseuentemente la media posterior es expresada omo un promedio
ponderado de la media muestral y la media de la distribuión apriori.
5.6. Método de Jereys
Cuando se trata un problema en donde el investigador no tiene onoimiento previo de la situaión,
es deir desonoe por ompleto la distribuión apriori del onjunto de parámetros θ, así onoza la
evidenia de la muestra y, Jereys (1961) propone omo apriori invariante a:
Pr(θ) ∝
√
I(θ)
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donde I(θ) es la matriz de informaión de Fisher:
I(θ) = −Eθ
[
∂2 Ln f(y | θ)
∂ θ2
]
Si θ = (θ1, θ2, . . . , θn)
′
es un vetor se tiene
Pr(θ) ∝
√
det I(θ) (59)
donde I(θ) es la matriz de informaión de Fisher de orden p× p. El elemento (i, j) de esta matriz es
Iij = −Eθ
[
∂2 Ln f(y | θ)
∂θi ∂θj
]
Por transformaión de variables la densidad apriori f(θ) = Pr(θ) es equivalente a la siguiente densidad
apriori para φ:
Pr(φ) = Pr
(
θ = h−1(φ)
)∣∣∣ d θ
dφ
∣∣∣ (60)
El prinipio general de Jereys onsiste en que al apliar el método para alular la densidad apriori
Pr(θ), se debe obtener un resultado equivalente en Pr(φ) si se aplia la transformaión del parámetro
para alular Pr(φ) a partir de Pr(θ) en la euaión (60) o si se obtiene Pr(φ) diretamente a partir del
método iniial. Es deir, debe umplirse la siguiente igualdad:
√
I(φ) =
√
I(θ)
∣∣∣ d θ
dφ
∣∣∣
5.7. Estimaión en Inferenia Bayesiana
5.7.1. Aproximaión a la teoría de la deisión
En estadístia Bayesiana, la estimaión es un problema de deisión. Es posible asoiar on ada esti-
mador a una funión de pérdida L(θ, a), la ual establee la diferenia entre θ y a.
La funión de pérdida permite uantiar las posibles penalidades, al esoger a omo estimador de θ.
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Existen muhas funiones de pérdida que se pueden utilizar, dependiendo del ontexto ó del problema.
Las más utilizadas son:
1. Pérdida uadrátia: L(θ, a) = (θ − a)2
2. Pérdida lineal absoluta ó error absoluto: L(θ, a) = |θ − a|
3. Pérdida 0, 1:
L(θ, a) =

0 si |θ − a| ≤ ǫ
1 si |θ − a| > ǫ
4. Pérdida lineal para g, h ≥ 0
L(θ, a) =

g(a− θ) si a > θ
h(θ − a) si a < θ
Se debe alarar que la funión de pérdida L(θ, a), signia la pérdida inurrida al adoptar la aión a,
uando el verdadero estado de la naturaleza es θ. Pr(a, y) es la pérdida esperada posterior. Con base
en esto se tiene:
Ra(θ) = E
(
L(θ, a)
)
= Pr(a, y) =
∫
L(θ, a)Pr(a, y) dθ
La Regla de Deisión d(y) es la aión que minimiza Pr(a, y) y el Riesgo de Bayes es RB(d) =∫
ρ
(
d(y), y
)
ρ(y)dy
Un estimador puntual en el ontexto Bayesiano, es una simple estadístia desriptiva de la distribuión
posterior f(θ |y). Usando la alidad del estimador a través de una funión de pérdida, la teoría de la
deisión ondue a eleiones óptimas de estimadores puntuales. Lo más natural, es que la eleión de
funiones de pérdida llevan a estimadores omo la media posterior, mediana y moda omo estimadores
óptimos.
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5.7.2. Intervalos de redibilidad
Un intervalo de redibilidad es el análogo a un intervalo de onanza en estadístia lásia. Los estima-
dores puntuales no proporionan una medida de la preisión de la estimaión. Esta situaión oasiona
problemas en la estadístia lásia, puesto que los parámetros no son aleatorios, por tanto no es posible
dar un intervalo, para que on ierta probabilidad el parámetro se enuentre dentro de ese intervalo, no
obstante en estadístia Bayesiana no hay diultad puesto que los parámetros se onsideran aleatorios.
Deniión 5.1 Una región de redibilidad 100(1− α) de θ es un subonjunto C de θ tal que:
1− α ≤ Pr (C | θ)
∫
C
dF (θ |y)(θ) =

∫
C
f(θ |y) d(θ) aso ontínuo
∑
θ∈C f(θ |y) aso disreto
Las regiones de redibilidad (llamadas también onjuntos veraes, por algunos autores) no son denidos
de manera únia (lo mismo ourre on los intervalos de onanza en estadístia lásia). Cualquier región
on probabilidad (1− α) umple on la deniión (5,1). La idea es enontrar el intervalo que ontiene
los valores más posibles del parámetro, por tanto se hae impresindible imponer una restriión
adiional la ual india que el anho de la región debe ser tan pequeño omo sea posible. Para haer
esto se deben sólo onsiderar aquellos puntos on f(θ |y) más grandes, esto da lugar a una región de
la forma
C = Cα(y) =
{
θ | f(θ |y) ≥ γ}
donde γ es elegido de tal manera que
∫
C
f(θ |y) dθ = 1− α
La región que umple las anteriores ondiiones es llamada Región de densidad posterior más grande y
sólo puede ser resuelta por métodos numérios.
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5.7.3. Pruebas de Hipótesis en Inferenia Bayesiana
Una prueba de hipótesis relaiona una deisión en la que se debe elegir entre dos onjeturas, relaionadas
on el (los) parámetro (os) de interés. 
H0 : θ = Ω0
H1 : θ = Ω1
Se puede también tener el aso en el que los onjuntos Ω0 y Ω1 son valores simples de θ, es deir:
H0 : θ = θ0
H1 : θ = θ1
Aproximaión lásia
Se ejeuta la prueba usando la razón de verosimilitud:
λ =
f(y | θ1)
f(y | θ0)
Cuando λ toma valores grandes, signia que los datos observados Y fueron tomados si el verdadero
valor del parámetro es θ en lugar de θ0.
Aproximaión Bayesiana
Para la estadístia Bayesiana, paree natural realizar la prueba de los valores en la hipótesis, on las
distribuiones posteriores relativas, esto es:
λB =
f(y | θ1)
f(y | θ0) =
f(y | θ1)
f(y | θ0) =
f(θ1) f(y | θ1)
f(θ0) f(y | θ0)
Lo anterior en palabras signia: Razón de apuestas apriori es igual a Razón de apuestas posteriores
por Razón de verosimilitud . Si λB toma valores grandes signia que hay preferenia por H1.
Deniión 5.2 El oiente
α1
α0
= f(θ1 | y)f(θ0 | y) es la razón de apuestas posterior de H1 a H0, y
∏
1∏
0
es la
razón de apuestas apriori. La antidad
B =
Razón de apuestas posterior
Razón de apuestas apriori
=
f(θ1 | y)
f(θ0 | y)
f(θ1)
θ0
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B =
f(θ1 | y) f(θ0)
f(θ0 | y) f(θ1) =
α1
∏
0
α0
∏
1
= λ =
f(y | θ1)
f(y | θ0)
se denomina fator de Bayes en favor de Θ1.
B es una medida del peso que tienen los datos en favor de H1 sobre H0. Si B es grande, se anula
ualquier preferenia apriori por H0. La preferenia posterior es H1.
5.8. Simulaión Montearlo y su implementaión en Inferenia Bayesiana
En muhos ampos de la ienia y la tenología es importante determinar integrales de la forma:
I =
∫
x
g(x)dx
Muhísimas soluiones han sido propuestas a este tipo de problemas, omenzando desde los métodos
teórios, hasta soluiones omputaionales sostiadas. Una de tales ténias está basada en la ge-
neraión de muestras aleatorias de una densidad, y luego obtener la integral mediante la obtenión
de estadístias insesgadas, omo por ejemplo la media muestral. Se puede asumir que la funión de
densidad f(x) de una variable aleatoria X , puede generar valores aleatorios. esto se puede esribir
I =
∫
x
[
g(x)
f(x)
]
dx =
∫
x
g∗(x)dx
donde g∗ = g(x)/f(x) y la integral I puede ser estimada eientemente por:
1. Generar (x(1), x(2), . . . , x(T )) de la distribuión objetivo on funión de densidad de probabilidad
(p.d.f.) f(x).
2. Calular la media muestral:
Iˆ =
1
T
T∑
t=1
[
g(x(t))
f(x(t))
]
(61)
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Este onepto fué utilizado en los iniios del primer omputador eletrónio y adoptado por Metrópolis
y su equipo de investigaión (1949 y 1986, [50℄, [52℄).
El método desrito anteriormente es diretamente apliable a muhos problemas en inferenia Baye-
siana. Por tanto para toda funión del parámetro de interés G(θ), se pueden alular la media y la
varianza posteriores por simpliidad.
1. Generar una muestra θ
(1), θ(2), . . . , θ(T ) de la distribuión posterior f(θ |y).
2. Calular la media muestral de G(θ) por simpliidad utilizando
Iˆ =
1
T
T∑
t=1
G(θ(t))
La simulaión puede también ser utilizada para estimar y visualizar la distribuión posterior de G(θ),
la ual puede ser obtenida on la asistenia de las estimaiones kernel de los valores
G(θ(1)), G(θ(2)), . . . , G(θ(T ))
El prinipal problema es ómo enontrar la distribuión posterior, lo ual muhas vees no es senillo.
La distribuión posterior de aprioris onjugadas paree ser el amino más senillo, uando la posterior
de G(θ) se pretende enontrar uando el onjunto de parámetros θ, no sea analítiamente tratable.
5.9. Métodos Montearlo y Cadenas de Markov MCMC
Los métodos de simulaión desritos en la seión inmediatamente anterior (también llamados métodos
de simulaión direta), no pueden ser apliados en todos los asos. Ellos se reeren prinipalmente
a distribuiones unidimensionales. Sinembargo, algunos de ellos están enfoados en el álulo efetivo
de integrales espeías (Givens and Hoeting, (2005, [53℄ p. 183)) y no pueden ser usadas para obte-
ner muestras de alguna distribuión posterior de interés. Las ténias de simulaión basadas superan
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tales problemas, a ausa de su exibilidad y generalidad. Estas araterístias, junto on el desarro-
llo masivo de failidades de ómputo han heho de las Cadenas de Markov y Métodos Montearlo
(MCMC), ténias populares desde omienzos de los años 90. No obstante, los métodos MCMC no son
nuevos pues fueron introduidos en la físia en 1953 mediante una versión simpliada de Metrópolis
y olaboradores (1953, [54℄). Publiaiones intermedias inluyeron generalizaiones del algoritmo de
Metrópolis omo Hastings (1970, [56℄) y el desarrollo de los Muestreadores de Gibbs por Geman and
Geman (1984). Sinembargo, este pensamiento duró era de 35 años hasta que los métodos MCMC
fueron redesubiertos por ientíos Bayesianos tales omo Tanner and Wong (1987, [58℄); Gelfand y
olaboradores (1990, [57℄); Gelfand and Smith (1990, [55℄) hasta llegar a ser una de las prinipales
herramientas omputaionales en inferenia estadístia moderna.
Las Cadenas de Markov y Métodos Montearlo motivaron a investigadores uantitativos a utilizar
modelos ompliados y estimar las orrespondientes distribuiones posteriores on muha seguridad.
En este sentido, los métodos MCMC han ontribuído al desarrollo y propagaión de la teoría Baye-
siana. Extensivos detalles del uso del uso de los métodos MCMC pueden ser enontrados en Gilks y
olaboradores (1996, [59℄). BUGS (Spiegelhalter y olaboradores 1996, [60℄) y el software WinBUGS
(Spiegelhalter y olaboradores 2003, [61℄). Además el uso de ténias MCMC para generar muestras de
distribuiones posteriores de modelos ompliados, ha provisto una forma efetiva para evaluar modelos
Bayesianos.
5.9.1. Algoritmo MCMC
Una Cadena de Markov es un proeso estoástio
{
θ
(1), θ(2) , . . . , θ(T )
}
tal que
f(θ(t+1) | θ(t), θ(t−1) , . . . , θ(1)) = f(θ(t+1) | θ(t))
esto es, la distribuión de θ en la seuenia t+1, dados todos los valores θ preedentes (para tiempos t, t−
1, . . . , 1), depende sólo del valor preedente inmediatamente anterior θ(t). Sinembargo, f(θ(t+1) | θ(t)) es
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independiente del tiempo t, Finalmente uando la adena es irreduible, aperiódia y positiva reurrente,
uando t→∞ la distribuión de θ(t) onverge a su estado de equilibrio, el ual no depende de valores
iniiales de la adena θ(0), para detalles se puede ver Gilks y olaboradores (1996, [59℄).
Con el n de generar una muesta de la distribuión posterior f(θ |y), se debe onstruír una adena de
Markov on dos propiedades deseables:
1. f(θ(t+1) | θ(t)) debería ser fáil de generar, y
2. La distribuión de equilibrio de la adena de Markov seleionada, debería ser la distribuión
posterior de interés f(θ |y).
Asumiendo que se ha generado una adena de Markov on estos requerimientos, entones
1. Seleionar un valor iniial θ(0).
2. Generar T valores hasta que la distribuión de equilibrio es alanzada.
3. Monitorear la onvergenia del algoritmo usando diagnóstios de onvergenia. Si el diagnóstio
de onvergenia falla, generar más observaiones.
4. Cortar las primeras B observaiones.
5. Considerar
{
θ(B+1), θ(B+2) , . . . , θ(T )
}
omo la muestra para el análisis posterior.
6. Graar la distribuión posterior (usualmente debe enfoarse en las distribuiones marginales
univariadas).
7. Finalmente, obtener resúmenes de la distribuión posterior (media. mediana, desviaión estándar,
uantilas y orrelaiones).
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6. Simulaión y Estimaión de Parámetros
6.1. Estimaión vía MCMC
Para utilizar este proeso de estimaión en el presente trabajo se utilizaron los dos modelos propuestos
por Torres (2001, [39℄), uno de Regresión Lineal Simple y otro de Regresión Lineal Múltiple, el primero
Y = β0+β1X+ ǫ, donde β0 = 4, β1 = 5, X se estableió ja on distribuión uniforme en el intervalo
(2, 5), los errores se onsideraron on distribuión normal de media ero y desviaión estándar 3. El
segundo modelo Y = β0 + β1X1 + β2X2 + ǫ on β0 = 3, β1 = 4, β2 = 5, X1 y X2 se pusieron jas
on distribuiones uniformes en (1, 4) y (2, 5) respetivamente, de igual forma el error se onsideró on
distribuión normal de media ero y desviaión estándar 3.
Una vez propuestos estos modelos, los errores fueron ontaminados para generar outliers, on poren-
tajes de 5, 10, 15 y 20 por iento. También se utilizó la distribuión g de Tukey para asimetría, on
valores para g de 0,2, 0,4, 0,6, 0,8 y 1. Luego se proedió a generar elongaión en los errores usando la
distribuión h de Tukey on valores para h de 0,2, 0,4, 0,6, 0,8 y 1. Posteriormente muestras de tamaños
10, 20, 50 y 100 fueron generadas mediante el paquete estadístio R, el error normal sin ontaminaión
también se tuvo en uenta.
Las muestras anteriores se proesaron en el lenguaje de programaión WinBUGS, utilizando la ver-
sión experimental OpenBUGS, de la Universidad de Helsinki (Finlandia), disponible en la website
http://www.mr-bsu.am.a.uk/bugs, la ual puede orrerse dentro de otro Software tal omo R,
Matlab ó Exel. Con los programas desritos en el apéndie B, utilizando dos adenas de mil iteraio-
nes ada una, se obtuvieron los estimadores Bayesianos para β0 , β1 en el modelo de regresión lineal
simple y β0 , β1 , β2 para el modelo de regresión lineal múltiple. Los estimadores puntuales para ada
tamaño de muestra y modelo se enuentran en las tablas 5 y 6 del apéndie A. De igual manera las
regiones de redibilidad entre el 2,5% y el 97,5% se enuentran esritas para ada modelo y tamaño
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de muestra en las tablas 7 a la 12 del mismo apéndie.
Estimaión Robusta
El objetivo prinipal del presente trabajo es omparar las estimaiones obtenidas en el proedimiento
desrito anteriormente on las estimaiones de los parámetros ajustadas mediante los uatro métodos
de regresión robusta MINMAD, MINMAXAD, MINSADBED y MINSADBAD, los uales fueron desa-
rrollados on los programas en Matlab del apéndie C. El riterio de omparaión utilizado en este
trabajo es el Error Cuadrátio Medio, también utilizado por Torres y olaboradores. Es bueno anotar
que las estimaiones proesadas on estos métodos no son únias, y por esta razón fue neesario realizar
1000 iteraiones. Esto signia que se generaron 1000 modelos on tamaños de muestra de 10, 20 y 50,
utilizando errores normales, normales ontaminados al 5%, 10%, 15% y 20%, normales on asimetrías
utilizando la distribuión g de Tukey on valores de g = 0,2 0,4 0,6 0,8 y 1, normales on elongaión
mediante la distribuión h de Tukey y valores de h = 0,2 0,4 0,6 0,8 y 1 respetivamente. A ada modelo
se le implementó el algoritmo simplex, para la estimaión de los parámetros mediante Programaión
Lineal. Además en ada algoritmo se utilizó la Región de Credibilidad Bayesiana orrespondiente en
ada aso, on el n de alular el porentaje de obertura de ada uno de los parámetros, es deir
ontar uántas vees de las mil, la estimaión ae dentro de la Región en porentaje. Los programas en
Matlab propuestos para tal n se enuentran en el Apéndie C, para ada uno de los uatro métodos
MINMAD, MINMAXAD, MINSADBED y MINSADBAD. Los algoritmos para ada uno de los mé-
todos anteriores, se enuentran desritos en los problemas: (41), (44), (48) y (50), de la seión 3. Los
resultados obtenidos están en las tablas 13 a la 36 del Apéndie A.
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6.2. Análisis de algunos resultados de la simulaión.
Es importante resaltar graamente algunos resultados de las simulaiones y realizar una breve pero
lara desripión de algunos detalles, los uales permiten visualizar las ventajas y desventajas de los
uatro métodos de regresión robusta que se proponen en esta tesis.
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En las gráas anteriores se puede apreiar la estabilidad en Error Cuadrátio Medio del método
MINSADBED (línea azul lara), tanto para porentaje de outliers, omo para asimetría (g de Tukey).
Es importante alarar que el método de elongaión (h de Tukey) se realizó úniamente para los métodos
MINMAD (olor rojo) y MINMAXAD (olor verde), puesto que para los métodos MINSADBED y
MINSADBAD (olor violeta), el programa que realiza las simulaiones aborta. Las estimaiones de los
anteriores gráos orresponden a la estimaión del parámetro β1 en los modelos de regresión lineal
simple y múltiple, on tamaños de muestra 10, 20 y 50.
Un buen observador diría que el método MINMAD también tiene una muy buena estabilidad al igual o
aún mejor que el método MINSADBED, pero esto ya fué indiado por Torres y olaboradores. Se puede
inluso peribir que MINMAD tiene un exelente omportamiento uando la distribuión de los errores
tiene olas pesadas ó una alta elongaión (h-Tukey). Se puede también evideniar la poa estabilidad
y los valores grandes del método MINMAXAD. Por su parte, el método MINSADBAD, aunque no
presenta tanta inestabilidad omo el método MINMAXAD, si evidenia serias variaiones. No se puede
pasar por alto que MINMAXAD en porentaje de outliers tiene un omportamiento aeptable.
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En los anteriores gráos, se ontinúa evideniando el buen omportamiento y estabilidad en Error
Cuadrátio Medio del método MINSADBED, para porentaje de Outliers y Asimetría (g-Tukey), para
la estimaión del parámetro β2 en el modelo de regresión lineal múltiple.
En uanto al porentaje de obertura para el parámetro β1 en el modelo de regresión lineal simple, se
peribe un valor bajo para el método de regresión robusta MINSADBED uando el tamaño de muestra
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es 50, sinembargo presenta un exelente porentaje de obertura en muestras de tamaño 10 y 20.
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Por último en los gráos anteriores se exhibe el buen porentaje de obertura para la estimaión del
parámetro β1 en el modelo de regresión lineal múltiple, on el método MINSADBED. Para el parámetro
β2, se nota una pequeña disminuión uando el tamaño de muestra es 50, pero no ourre lo mismo on
tamaños de muestra 10 y 20.
No se puede pasar por alto la omplejidad omputaional del método MINSADBED, el ual presenta
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la matriz H , inluída la fórmula (48) de la seión 3. Esta matriz ontiene 10 las y 5 olumnas en el
de aso de manejar un tamaño de muestra igual a 5. En el aso de tener una muestra tamaño 10, la
matriz H posee 45 las y 10 olumnas. Si se maneja una muestra tamaño 50, H tendría 1225 las y 50
olumnas. Esta matriz forma parte de las restriiones A en el algoritmo Simplex.
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7. Apliaión
7.1. Método Minmad
Con el propòsito de ilustrar estos métodos, se utilizaron los datos expuestos en el libro de Dodge y
Birkes (1993, [4℄, p. 67). Los datos representan 47 áreas resideniales en la iudad de Chiago, para
el año 1975. La primera variable (la ual representa la variable dependiente ó respuesta Y ) son los
inendios presentados por ada 1000 asas en el área. La segunda variable, orresponde a la primera
variable expliativa ó independiente es Edad, representa la proporión de asas onstruídas antes de
1940. La terera variable representa el número de robos por ada 1000 residentes, por último la variable
Ingresos, representa la mediana del ingreso familiar omo múltiplo de 1000.
El siguiente gráo muestra la distribuión aproximada de la variable respuesta Y (Inendios):
Histogram of Incendios
Incendios
Fre
que
ncy
0 10 20 30 40
0
2
4
6
8
10
12
En el gráo anterior se puede apreiar una moderada asimetría positiva en los datos.
Los siguientes gráos representan la variable respuesta Y : Inidenia de inendios, versus ada una de
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las tres variables independientes ó expliativas X1: Proporión de asas viejas, X2: Inidenia de robos
y X3: Mediana del ingreso familiar.
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Ver Dodge y Birkes ([4℄, p. 20-24).
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En la gráa de Y versus X2 un punto está más haia la dereha que los demás, esto signia que la
inidenia de robos en el área 24 es 147, mientras que en las demás áreas no supera los 75. Un punto
que tiene un valor extremo para ualquiera de las variables expliativas es llamado leverage point, que
traduido es punto de apalanamiento. El término outlier está reservado para puntos que tienen valores
extremos en la variable respuesta. Los puntos de apalanamiento tienen una inuenia desproporional
en las estimaiones de los oeientes de regresión, puesto que éstos no siguen la misma distribuión
de los demás datos. Por tanto se sugiere borrar el área 24 de los datos y ontinuar el proedimiento
on áreas que presentan robos no superiores a 75. También en la gráa de Y versus X3 el área 7
es también un punto de apalanamiento pues presenta ingresos de 21,480, el siguiente mayor valor es
16,250, mientras que los demás ingresos no superan 14,000, también se sugiere borrar el área 7 de los
datos.
En la gráa de Y versus X1 la nube de puntos tiene una forma de abanio, lo ual india varianzas
desiguales. La gráa de Y versus X3 también tiene forma de abanio on la diferenia que on respeto
a la anterior abre en direión opuesta. Este problema se puede orregir utilizando la transformaión
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logarítmia de la variable Y . Por esta razón se propone el modelo:
logY = β0 + β1X1 + β2X2 + β3X3 + ǫ
Dodge y Birkes proponen utilizar el método de estimaión MINMAD, para lo ual se pueden proesar
los datos en el paquete estadístio GRETL
4
, mediante la rutina de regresión robusta. En el siguiente
uadro se presentan los estadístios básios:
Cuadro 1: Estadístias básias MINMAD
Mediana Media σˆY SARf SARr SSR
2.251 2.19953 0.754192 15.78 27.29 9.12609
Fuente: autor(2013)
Cuadro 2: Modelo estimado MINMAD
Parámetro Estimaión Desv.Tip Est.T P Signiania
β0 4.36214 0.731929 5.960 0.00001 ∗ ∗ ∗
β1 -0.0909789 0.420823 -0.216 0.82991
β2 0.0129898 0.00697726 1.862 0.06982 ∗
β3 -0.242533 0.0479510 -5.058 0.00001 ∗ ∗ ∗
τ 0.6371
Fuente: autor(2013)
En la tabla anterior se estima el modelo de regresión MINMAD Yˆ = 4,36214 − 0,0909789X1 +
0,0129898X2 − 0,242533X3. La estimaión de la desviaión estándar de los errores estimados ó re-
4
La versión libre de este paquete se enuentra en http://es.kioskea.net/download/desargar-16584-gretl.
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siduos es 0,5100. Los n − k = n − (p + 1) = 45 − 4 = 41 residuos debidamente ordenados en forma
asendente se enuentran en Dodge y Birkes (1993, [4℄, p. 77). Se propone entones onstruír la esta-
dístia F
MAD
on el n de probar la hipótesis nula H0 : β1 = β2 = β3 = 0, la ual fué ya disutida y
expuesta en la fórmula (51) de la seión 3. Para ello se hae neesario estimar el parámetro τ , también
disutido en la fórmula (35) de la seión 3, el ual emula la desviaión estándar en regresión robusta.
Se hae también neesario alarar que el valor q inluído en la hipótesis H0 : βq+1 = · · ·βp = 0 expre-
sada en la seión (3,10) tiene un valor q = 0. Los m = n−k = n− (p+1) = 45− (3+1) = 45− 4 = 41
residuos distintos de ero, son usados para alular el parámetro τˆ .
k1 = (m+ 1)/2−
√
m = (41 + 1)/2−
√
41 = 14,60 ≈ 15.
k2 = (m+ 1)/2 +
√
m = (41 + 1)/2 +
√
41 = 27,40 ≈ 27.
En la tabla de residuos expuesta en la página 77 del texto en menión, se puede apreiar que ǫˆk1 =
ǫˆ15 = −0,1492 y ǫˆk2 = ǫˆ27 = 0,2488, de donde se puede alular:
τˆ =
√
m
[
ǫˆk2 − ǫˆk1
]
4
=
√
41
[
0,2488 + 0,1492
]
4
= 0,6371
F
MAD
=
SARr − SARf
(p− q)(τˆ )/2 =
27,29− 15,78
3(0,6371)/2
= 12,04
Para obtener la probabilidad de signiania P, se alula primero:
(p− q)(1 − (p− q)/n)F
MAD
= (3− 0)(1− (3 − 0)/45)× 0,0464 = (2)(1− 0,02)× 12,04 = 33,71
El valor P es aproximadamente Prob[G ≥ 33,71], donde G tiene distribuión hi-uadrado on p = 3
grados de libertad, se obtiene P = 0,001. Con este valor se puede armar ualquiera de las variables
independientes tiene signiania alguna sobre la variable inidenia de inendios.
Probando seuenialmente ada una de las tres hipótesis H01 : β1 = 0, H02 : β2 = 0 y H03 : β3 = 0. En
la primera hipótesis se ve la neesidad de eliminar la variable X1, on lo que se propone el modelo:
logY = β0 + β2X2 + β3X3 + ǫ
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Al realizar nuevamente la estimaión MINMAD de los parámetros se obtiene el modelo estimado: Yˆ =
4,252 + 0,01156X2 − 0,2330X3, el ual produe una estimaión de la varianza residual de σˆe = 0,5232.
Posteriormente al probar las hipótesis H02 y H03, se evidenia que se debe borrar la variable X2 del
modelo, on lo que nalmente se onsidera el nuevo modelo:
logY = β0 + β3X3 + ǫ
Realizando una vez más la estimaión MINMAD de los parámetros, se obtiene nalmente el modelo es-
timado: Yˆ = 4,988−0,2718X3 que produe una desviaión estándar residual de σˆe = 0,5225. Al realizar
los gráos entre los residuos estandarizados y el valor estimado de Y y las variables independientes,
no se evidenia no linealidad ni varianza no onstante (estos gráos se obvian), pues se enuentran
desritos en Dodge y Birkes (1993, [4℄, p. 23).
Finalmente on el n de probar los eientes resultados de esta regresión robusta y siguiendo a Paula
(2013, [15℄), éste autor propone, teniendo en uenta la asimetría de la variable respuesta, utilizar un
modelo multipliativo en lugar de un modelo aditivo y apliar un Modelo Lineal Generalizado, para el
ajuste de los parámetros, utilizando una densidad Gamma para la omponente aleatoria del modelo
(variable respuesta Y ), on funión de enlae log. Paula propone el modelo:
µ = eβ0+β1X1+β2X2+β3X3 .eǫ
Al apliar logaritmo, se obtiene:
log (µ) = β0 + β1X1 + β2X2 + β3X3 + ǫ
Empleando el programa en R el ual se enuentra en el apéndie E1, se obtiene:
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Cuadro 3: Estimaión GLM
Parámetro Estimaión Desv.Tip Est.T P Signiania
β0 3.996344 0.661223 6.044 3.7e-07 ∗ ∗ ∗
β1 0.352791 0.409176 0.862 0.394
β2 0.008529 0.006761 1.262 0.214
β3 -0.204680 0.042529 -4.813 2.04e-05 ∗ ∗ ∗
Fuente: autor(2013)
Es deir el modelo estimado es: Yˆ = 3,996344 + 0,352791X1 + 0,008529X2 − 0,204680X3. En la tabla
se visualiza que las variables X1 y X2 no son signiativas, lo ual permite proponer el modelo:
log (µ) = β0 + β3X3 + ǫ
Utilizando el programa en R, del apéndie E2, se obtiene la estimaión del modelo anterior: Yˆ =
4,9040− 0,2466X3. La tabla siguiente muestra los resultados:
Cuadro 4: Estimaión GLM
Parámetro Estimaión Desv.Tip Est.T P Signiania
β0 4.9040 0.3604 13.607 2e-16 ∗ ∗ ∗
β3 -0.2466 0.0335 -7.362 3.8e-09 ∗ ∗ ∗
Fuente: autor(2013)
Se puede evideniar laramente la similitud entre el modelo robusto reduido y el modelo lineal gene-
ralizado. La gráa siguiente muestra la bondad del ajuste:
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Por último la siguiente gráa presenta el diagnóstio del modelo ajustado.
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En el gráo que representa la distania de Cook, se observa que sólo dos observaiones tienen una
distania de Cook onsiderable, la ual no supera 2,5 y en general ésta distania se onsidera inoherente
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para el onjunto de datos.
No se puede pasar por alto la apliaión de los métodos MINSADBAD y MINSADBED a éste onjunto
de datos, se realizaron las estimaiones de los parámetros, obteniendo los siguientes resultados:
Cuadro 5: Estimaión MINSADBAD
Parámetro Estimaión Desv.Tip Est.T P Signiania
β0 2.2062 0.4121 5.3535 1e-6 ∗ ∗ ∗
β1 0 0.7681 0 1
β2 0.0047 0.0134 0.3507 0.7275
β3 0.2564 0.07772 3.2990 0.0019 ∗∗
Fuente: autor(2013)
Se observa que se obtiene el modelo estimado Yˆ = 2,2062 + 0,25X3, pues las variables independientes
X1 y X2 no son signiativas. La desviaión estándar residual es σˆe = 1,2271, la ual es muho mayor
que la obtenida en la regresión MINMAD. Los estadístios para la regresión robusta MINSADBAD se
resumen en la siguiente tabla:
Cuadro 6: Estadístias básias MINSADBAD
σˆe SARr SARf τ FMSBAD P (G > F1)
1.2271 27.2880 127.8938 1.16824 57.14 0.0000
Fuente: autor(2013)
En esta tabla se observa que SARr > SARf lo ual signiaría que el modelo estimado explia más del
100% de los datos, lo ual es imposible y por tanto MINSADBAD no sería un método apropiado para
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este onjunto de datos. No obstante se realiza el diagnóstio gráo de este proedimiento utilizando el
programa en Matlab, expuesto en el apéndie E3.
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En estas gráas se observan varios aspetos a desribir:
Todos los residuos son negativos.
Persiste la heteroedastiidad.
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Existen tres puntos inuyentes.
Se presentan tres valores extremos de la variable respuesta que pueden ser outliers.
Se realizó el análisis para el mismo onjunto de datos, usando el método MINSADBED, obteniendo los
resultados de la siguiente tabla:
Cuadro 7: Estimaión MINSADBED
Parámetro Estimaión Desv.Tip Est.T P Signiania
β0 2.2062 0.2270 9.7189 0.00000 ∗ ∗ ∗
β1 0.6860 0.4231 1.6213 0.1122
β2 0.0217 0.007424 2.9230 0.0055 ∗
β3 0 0.0428 0 1
Fuente: autor(2013)
Se observa el modelo estimado Yˆ = 2,2062+0,0217X2, las variables independientes X1 y X3 se exuyen
del modelo pues no son signiantes. La desviaión típia residual es σˆe = 0,6056, la ual sigue siendo
mayor que la obtenida on regresión MINMAD. Los estadístios básios para este tipo de estimaión
son:
Cuadro 8: Estadístias básias MINSADBED
σˆe SARr SARf τ FMSBAD P (G > F1)
0.6056 27.2880 47.8745 0.6436 21.3243 0.0000
Fuente: autor(2013)
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Al igual que el método MINSADBAD SARr > SARf , lo ual evidenia sobreestimaión del modelo
y por tanto el método no es reomendable. Los gráos para el diagnóstio de este método fueron
obtenidos on base en los resultados del programa en Matlab del apéndie E4.
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A diferenia del método anterior se puede desribir:
Hay más residuos negativos que positivos.
No se evidenia heteroedastiidad.
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Existen dos valores inuyentes.
Se presentan dos valores extremos de la variable respuesta que pueden ser outliers.
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8. Conlusiones
1. El método de regresión MINMAD es bastante robusto, estable en error uadrátio medio, presenta
un alto grado de obertura frente a los estimadores bayesianos del modelo, obtenidos mediante el
proedimiento MCMC (Métodos Montearlo y Cadenas de Markov). Además es bastante robusto
uando la distribuión de los errores es simétria de olas pesadas. En la apliaión propuesta en
este trabajo, se evidenia la similitud de los estimadores a los de un Modelo Lineal Generalizado.
2. El método de regresión MINMAXAD, aunque paree exible ante el manejo de poas variables,
resultó tener demasiada inestabilidad en error uadrátio medio y en porentaje de obertura.
Estas araterístias lo haen inapliable a ualquier onjunto de datos a ser proesados mediante
regresión robusta.
3. El método de regresión MINMAD presenta una exelente exibilidad en su manejo omputaional,
uando la distribuión de los errores presenta una alta elongaión e inluso uando la varianza es
innita, no obstante uando la distribuión de los errores es altamente asimétria, el programa que
permite alular la estimaión de los parámetros aborta, es deir no onverge a ningún resultado.
4. Los métodos de regresión robusta MINSADBAD y MINSADBED, pueden onsiderarse omo
modiaiones alternas del método MINMAD, esto permite utilizar las mismas fórmulas para la
apliaión inferenial de los parámetros, es deir estos dos métodos se pueden onsiderar asos
partiulares on su propia metodología de apliaión del método MINMAD.
5. Los métodos MINSADBAD y MINSADBED a diferenia del método MINMAD, presentan una
buena exibilidad omputaional en su apliaión, uando la distribuión de los errores es altamen-
te asimétria, pero uando la distribuión de los errores tiene una alta elongaión, no onvergen
a ningún resultado.
6. Cuando la distribuión de los errores es simétria de olas pesadas, la alidad de la estimaión
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de los parámetros del modelo mediante MINMAD, es tan buena omo la estimaión obtenida
mediante la apliaión de un Modelo Lineal Generalizado, método bastante robusto que permite
obtener estimaiones de máxima verosimilitud, usando el algoritmo de Newton-Raphson-Fisher.
7. La Estadístia Bayesiana, utilizada en Modelos de Alta Complejidad, mediante la utilizaión de
Métodos Montearlo y Cadenas de Markov (MCMC), es la alternativa más moderna y poderosa-
mente robusta, que permite obtener no sólo la estimaión de los parámetros, sino su distribuión
aproximada y permite alular las regiones de onabilidad de ada parámetro, inluso en peque-
ñas muestras.
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9. Reomendaiones
1. Se propone reomendar el uso de métodos alternativos, espeialmente el método MINMAD, uan-
do existan datos uyos residuos sean simétrios de olas pesadas, y no exagerar en el uso y abuso
de Mínimos Cuadrados.
2. Es indispensable realizar pruebas de ensayo y error on los métodos MINSADBAD y MINSAD-
BED en onjuntos de datos, los uales representan un modelo uyos residuos revelen demasiada
asimetría en su distribuión. No obstante es indispensable realizar el respetivo diagnóstio del
modelo estimado.
3. Sería importante desarrollar muhas apliaiones simuladas del método MINMAXAD, el ual
demostró demasiadas falenias, y examinar en detalle las posibles ventajas en la utilizaión de
este método..
4. El presente estudio se limitó a estudiar sólo los modelos de regresión lineal simple y múltiple
on sólo dos ovariables, se reomienda estudiar los mismos métodos on un mayor número de
ovariables y por que no en modelos que no sean lineales.
5. Proponer el estudio de estos mismos métodos mediante proedimientos matemátios que onlleven
a otros resultados (por que no más relevantes), por ejemplo las Metaheurístias y métodos de
Programaión Dinámia.
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Apéndies
A. Apéndie de Tablas
Cuadro 9: Distribuiones h de Tukey simuladas on su varianza teória
h V(e) h V(e)
0 1 0.6 Innita
0.2 2.1517 0.8 Innita
0.4 11.1803 1 Innita
Fuente:Torres (2001, p. 36)
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Cuadro 10: Estimaiones Regresión Lineal Simple
Distribuión β0 β1
MC NP LAD MC NP LAD
normal 1.1716 1.2739 1.8169 0.0448 0.0472 0.0688
h
0.2 2.8079 1.8567 2.2316 0.1047 0.0708 0.0869
0.4 12.2780 2.4435 2.6841 0.3529 0.0972 0.1051
0.6 60.3540 3.3256 3.2183 2.6535 0.1332 0.1269
0.8 828.1600 4.2417 3.2424 27.5080 0.1738 0.1318
1 5432.562 5.4006 3.6525 174.5601 0.2148 0.1440
% outliers
5 1.7075 1.5531 2.1669 0.0652 0.0588 0.0827
10 2.1565 1.8126 2.4468 0.0835 0.0687 0.0938
15 2.7169 1.9623 2.4529 0.1058 0.0755 0.0965
20 3.4506 2.5211 3.0297 0.1345 0.0963 0.1164
Fuente:Torres (2001, p. 38)
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Cuadro 11: Resultados de regresión simple n = 50
Distribuión β0 β1
MC NP LAD MC NP LAD
normal 0.4407 0.483 0.7151 0.0154 0.0166 0.0248
h
0.2 1.0208 0.676 0.7780 0.0356 0.0235 0.0271
0.4 3.4151 0.7573 0.7885 0.1207 0.0260 0.0271
0.6 17.2182 0.9823 0.8817 0.7438 0.0341 0.0306
0.8 236.1500 1.1016 0.8631 7.7681 0.0382 0.0295
1 1546.770 1.3799 0.9745 49.4998 0.0485 0.0338
% outliers
5 0.5962 0.5575 0.7769 0.0207 0.0187 0.0267
10 0.8799 0.6575 0.8821 0.0307 0.0226 0.0309
15 0.99689 0.6949 0.9055 0.0342 0.0238 0.0316
20 1.1307 0.7779 1.0061 0.0391 0.0271 0.0359
Fuente:Torres (2001, p. 38)
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Cuadro 12: Distribuiones Familia de Tukey
Estimate values
Name of distribution Parameters A B g h
Cauhy µ, σ > 0 µ σ 0 1
Double exponential α, β > 0 µ σ 0 1
Exponential λ > 0 (1/λ) ln 2 g/λ 0,773 −0,09445
Logisti α, β > 0 α β 0 0,0017771
Lognormal µ, σ2, C > 0 Cµ gCµ σ lnC 0
Normal µ, σ2 µ σ 0 0
t10 v = 10 0 1 0 0,057624
Fuente: Jiménez(2011, p. 100)
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Cuadro 13: Modelo de Regresión Lineal Simple
Coef. β0 β1
n 10 20 50 100 10 20 50 100
normal 3.49 3.18 3.03 3.41 5.20 4.89 5.21 5.16
h
0.2 3.62 3.78 3.61 3.67 5.20 4.89 5.18 5.06
0.4 3.95 3.13 4.14 3.96 5.66 5.16 4.89 4.98
0.6 3.78 4.01 3.00 3.97 5.17 4.59 4.70 5.12
0.8 5.54 3.20 4.20 3.86 4.61 5.09 5.18 5.29
1 3.08 5.45 5.93 7.58 5.18 4.56 4.18 4.25
g
0.2 4.04 4.00 4.28 4.77 4.94 4.99 4.92 4.88
0.4 2.63 5.82 4.69 4.09 5.68 4.47 4.82 4.97
0.6 3.77 3.87 4.59 3.77 5.11 5.10 4.93 5.10
0.8 3.88 3.83 3.92 4.10 5.10 5.16 5.17 5.08
1 6.19 3.67 3.50 4.50 4.52 5.17 5.33 4.96
% NC
5 2.58 4.51 4.04 4.02 5.43 4.88 4.97 4.97
10 3.53 3.78 3.87 3.89 4.98 4.99 4.98 4.97
15 2.64 3.49 3.59 3.56 5.45 5.11 5.08 5.14
20 3.81 4.23 4.43 4.41 5.08 5.05 4.85 4.91
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Cuadro 14: Modelo de Regresión Lineal Múltiple
Coef. β0 β1 β2
n 10 20 50 100 10 20 50 100 10 20 50 100
normal 3.20 3.34 2.88 2.72 4.00 4.05 3.88 4.25 4.52 4.87 5.07 4.89
h
0.2 3.19 2.50 3.09 2.94 3.85 4.40 3.79 4.02 5.05 5.15 5.11 4.95
0.4 2.60 1.51 2.80 3.20 4.12 4.72 4.30 4.08 5.00 4.99 4.85 5.29
0.6 2.81 2.63 2.81 2.10 3.87 3.70 4.38 4.60 5.14 5.42 4.79 5.10
0.8 2.54 2.79 2.33 2.58 3.89 3.88 4.03 3.60 5.21 5.08 5.11 5.40
1 3.20 2.64 2.78 2.40 4.01 4.30 4.55 3.81 5.02 4.99 4.58 5.80
g
0.2 2.44 3.50 2.86 2.36 4.04 4.02 3.91 4.08 5.08 4.79 5.14 5.11
0.4 3.25 3.03 2.79 3.50 3.84 4.18 4.22 3.95 5.07 4.90 4.95 4.91
0.6 2.83 2.50 2.53 3.25 4.31 3.82 3.75 3.71 4.82 5.43 5.34 5.20
0.8 3.40 2.85 2.63 3.37 4.03 4.37 4.20 3.88 4.77 5.07 5.06 5.13
1 3.50 3.50 6.72 4.84 4.04 2.47 4.71 3.92 4.79 6.34 3.20 4.69
% NC
5 3.20 2.46 3.16 2.28 3.54 3.45 4.05 4.11 5.30 5.70 4.79 5.14
10 3.46 3.32 2.45 3.09 3.66 4.50 4.37 4.01 5.16 5.90 5.11 4.94
15 2.32 2.81 2.87 2.88 3.68 3.80 3.78 4.13 5.55 5.23 5.35 4.95
20 2.34 2.47 2.63 2.61 4.17 4.18 3.93 4.26 4.06 5.01 5.11 4.98
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Cuadro 15: Modelo de Regresión Lineal Simple n = 10
Coef. β0 β1
IC 2.5 IC 97.5 IC 2.5 IC 97.5
normal -6.37 13.6 2.10 8.33
h
0.2 0.48 6.78 4.25 6.15
0.4 -3.48 7.708 4.21 7.11
0.6 -1.91 9.85 3.40 6.86
0.8 -3.82 15.0 1.47 7.77
1 -4.6 11.0 2.74 7.63
g
0.2 0.65 7.50 3.86 6.00
0.4 0.24 5.07 4.85 6.47
0.6 -0.78 8.61 3.78 6.37
0.8 0.09 7.90 3.96 6.24
1 2.07 10.2 3.27 5.80
% NC
5 -0.50 5.87 4.60 6.22
10 0.14 6.92 4.06 5.93
15 -1.5 7.13 4.32 6.54
20 2.62 5.06 4.74 5.42
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Cuadro 16: Regresión Lineal Simple n = 20
Distribuión β1
R.C.B
normal [2.50;7.22℄
% outliers
5 [4.13;5.60℄
10 [4.23;5.75℄
15 [4.59;5.66℄
20 [4.17;5.90℄
g
0.2 [4.38;5.60℄
0.4 [3.68;5.62℄
0.6 [4.44;5.98℄
0.8 [4.22;6.10℄
1 [4.44;5.85℄
h
0.2 [3.84;5.92℄
0.4 [4.02;5.15℄
0.6 [2.49;6.66℄
0.8 [3.45;6.72℄
1 [3.50;5.64℄
Fuente:autor(2013)
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Cuadro 17: Regresión Lineal Simple n = 50
Distribuión β1
R.C.B
normal [3.99;4.99℄
% outliers
5 [4.69;5.42℄
10 [4.53;5.75℄
15 [4.70;5.47℄
20 [4.48;5.16℄
g
0.2 [4.46;5.34℄
0.4 [4.92;5.23℄
0.6 [4.55;5.32℄
0.8 [4.61;5.73℄
1 [4.65;5.32℄
h
0.2 [4.65;5.84℄
0.4 [3.72;6.06℄
0.6 [4.12;5.27℄
0.8 [4.14;6.21℄
1 [1.85;6.60℄
Fuente:autor(2013)
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Cuadro 18: Modelo de Regresión Lineal Múltiple n = 10
Coef. β0 β1 β2
IC 2.5 IC 97.5 IC 2.5 IC 97.5 IC 2.5 IC 97.5
normal -6.3 13.6 2.10 7.26 0.97 9.32
h
0.2 0.60 7.52 3.12 4.60 3.86 6.12
0.4 3.70 8.16 2.78 5.54 3.55 6.46
0.6 2.08 8.53 2.91 4.87 3.60 6.56
0.8 3.27 9.19 2.78 5.07 3.42 6.85
1 2.34 4.06 2.89 4.90 3.89 7.02
g
0.2 1.23 6.57 2.94 5.20 3.93 6.19
0.4 0.31 7.33 3.15 4.55 3.98 6.08
0.6 0.67 6.63 3.44 5.23 3.88 5.76
0.8 1.02 9.88 3.15 4.90 3.33 5.84
1 0.69 7.63 3.05 5.07 3.76 5.77
% NC
5 1.92 8.12 2.14 4.96 4.08 6.49
10 0.33 7.06 2.88 4.46 4.40 5.87
15 0.61 4.90 2.93 4.28 4.73 6.33
20 0.63 4.29 4.34 5.22 4.04 5.15
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Cuadro 19: Regresión Lineal Múltiple n = 20
Distribuión β1 β2
R.C.B R.C.B
normal [2.84;4.16℄ [4.44;6.00℄
% outliers
5 [2.03;4.83℄ [3.88;7.27℄
10 [2.51;6.00℄ [-1.8;15.00℄
15 [2.63;6.46℄ [4.62;5.75℄
20 [3.78;4.59℄ [4.49;5.47℄
g
0.2 [3.58;4.46℄ [4.00;5.47℄
0.4 [3.67;4.74℄ [4.25;5.48℄
0.6 [3.23;4.44℄ [4.69;6.09℄
0.8 [2.42;10.25℄ [4.23;5.84℄
1 [1.06;3.89℄ [4.34;8.14℄
h
0.2 [3.92;5.05℄ [4.30;5.92℄
0.4 [1.96;7.63℄ [1.99;8.18℄
0.6 [2.50;4.84℄ [3.93;6.71℄
0.8 [1.98;5.04℄ [3.56;7.20℄
1 [3.72;5.09℄ [4.28;5.64℄
Fuente:autor(2013)
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Cuadro 20: Regresión Lineal Múltiple n = 50
Distribuión β1 β2
R.C.B R.C.B
normal [3.93;4.58℄ [4.46;5.26℄
% outliers
5 [3.23;4.85℄ [3.69;5.69℄
10 [3.43;5.34℄ [3.78;6.28℄
15 [2.89;4.66℄ [4.18;6.32℄
20 [3.63;4.22℄ [4.72;5.44℄
g
0.2 [3.59;4.21℄ [4.77;5.45℄
0.4 [3.88;4.56℄ [4.52;5.29℄
0.6 [3.41;4.09℄ [4.93;5.72℄
0.8 [3.85;4.56℄ [4.58;5.49℄
1 [2.52;4.01℄ [3.66;5.50℄
h
0.2 [3.37;4.20℄ [4.59;5.55℄
0.4 [3.83;4.78℄ [4.34;5.29℄
0.6 [3.80;4.99℄ [4.14;5.34℄
0.8 [3.64;4.96℄ [4.36;5.74℄
1 [3.68;5.69℄ [3.49;5.51℄
Fuente:autor(2013)
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Cuadro 21: Regresión simple Minmad, n = 10
Distribuión β0 β1
Estimaión Estimaión MSE %Cob
normal 0.1343 6.4272 0.1974 23.80
% outliers
5 4.7927 4.7142 0.0225 70.10
10 2.0876 5.7038 0.0216 72.20
15 3.7632 5.1393 0.0270 64.50
20 3.0759 5.0321 0.0443 53.30
g
0.2 0.00 6.3876 0.0518 49.50
0.4 2.3871 5.4861 0.1972 31.80
0.6 7.0738 4.0804 0.2851 31.40
0.8 1.664 5.810 0.2717 40.30
1 3.2793 5.0230 0.4891 32.60
h
0.2 4.8653 4.7887 0.0226 96.70
0.4 5.0494 5.0647 0.0586 81.90
0.6 4.6813 4.9132 9.0438 88.10
0.8 2.7553 5.2365 0.0785 81.70
1 6.8514 4.0608 0.0853 81.60
Fuente:autor(2013)
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Cuadro 22: Regresión simple Minmad, n = 20
Distribuión β0 β1
Estimaión Estimaión MSE %Cob
normal 5.0747 4.5106 0.0403 99.40
% outliers
5 3.8526 4.8894 0.0061 100
10 5.3016 4.6785 0.0061 100
15 4.1989 5.0539 0.0069 100
20 4.7560 4.7444 0.0124 100
g
0.2 3.8639 5.0225 0.0164 100
0.4 7.5875 3.9177 0.0518 97.40
0.6 7.3142 4.0644 0.0509 97.10
0.8 0.3823 6.673 0.0890 92.60
1 7.2309 4.2069 0.0976 92.80
h
0.2 3.1736 5.3187 0.0069 100
0.4 4.5886 4.9020 0.0063 100
0.6 4.7356 4.7181 0.0102 100
0.8 4.5376 4.7537 0.0092 100
1 2.6593 5.3180 0.0111 100
Fuente:autor(2013)
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Cuadro 23: Regresión simple Minmad, n = 50
Distribuión β0 β1
Estimaión Estimaión MSE %Cob
normal 1.5096 5.7380 0.0056 93.40
% outliers
5 3.5922 5.0418 0.0011 100
10 4.5650 4.9416 0.0011 100
15 5.1485 4.6152 0.0014 100
20 3.0617 5.3297 0.0015 100
g
0.2 6.7722 54.2720 0.0023 99.50
0.4 4.2571 4.7621 0.0073 91.10
0.6 3.2886 5.0746 0.0092 86.50
0.8 4.3878 4.6995 0.0115 85
1 5.6256 4.8969 0.0149 84.50
h
0.2 4.8276 4.7756 0.00094 100
0.4 3.3374 5.1838 0.00091 100
0.6 3.0402 5.2704 0.00079 100
0.8 3.3266 5.2123 0.00013 100
1 5.6914 4.5592 0.0010 99.80
Fuente:autor(2013)
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Cuadro 24: Minmad Regresión Multiple n = 10
Distribuión β0 β1 β2
Estimaión Estimaión MSE1 %Cob Estimaión MSE2 %ob
normal 4.1602 4.5350 0.1367 61.30 3.9911 0.1535 58.10
% outliers
5 4.4929 3.90325 0.0280 94.20 4.4694 0.0158 99.00
10 6.9473 3.3054 0.0349 90.80 4.2222 0.02877 94.20
15 3.2345 4.1963 0.0456 85.50 4.8276 0.0287 93.40
20 2.6440 3.6338 0.0583 80.20 5.2743 0.0356 91.60
g
0.2 3.1511 4.0360 0.0363 90.50 4.8221 0.0336 91.40
0.4 2.0202 3.7736 0.2891 57.40 5.1047 0.1811 66.30
0.6 21.8592 5.1777 0.7354 49.40 0 0.3965 51.30
0.8 30.3905 0 0.7836 48.60 0.7577 0.04253 60.10
1 0 3.7814 0.9517 57.30 6.1222 0.4432 58.40
h
0.2 5.0512 4.0290 0.0468 87.10 4.4920 0.0390 89.50
0.4 4.0254 4.3032 0.0506 88.00 4.3127 0.0531 87.20
0.6 4.1724 3.3359 0.0747 79.90 5.0198 0.0477 88.50
0.8 3.1918 4.0254 0.1615 76.50 4.9892 0.1533 76.40
1 5.3875 3.9829 0.0847 83.80 4.3867 0.1214 77.80
Fuente:autor(2013)
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Cuadro 25: Minmad Regresión Multiple n = 20
Distribuión β0 β1 β2
Estimaión Estimaión MSE1 %Cob Estimaión MSE2 %ob
normal 1.7149 4.2704 0.0439 42.10 5.0487 0.0474 39.30
% outliers
5 3.1623 4.4580 0.0066 82.90 4.7144 0.0068 83.80
10 1.5405 3.9669 0.0066 83.00 5.4753 0.0069 81.60
15 2.7954 4.4078 0.0071 81.30 4.8039 0.0102 71.50
20 2.4003 4.1262 0.0105 72.10 5.0227 0.0129 65.40
g
0.2 3.2494 4.6404 0.0122 68.10 4.6014 0.0123 69.50
0.4 0 4.0458 0.0410 48.70 5.5728 0.0503 42.10
0.6 2.0046 4.0009 0.0680 40.20 5.0955 0.0673 47.20
0.8 1.8128 5.1176 0.0815 48.50 4.5968 0.0920 47.70
1 6.1836 5.5449 0.1530 46.20 3.2767 0.1016 44.40
h
0.2 5.1539 4.0086 0.0069 83.00 4.3450 0.0085 76.10
0.4 2.8038 3.9575 0.0069 84.60 5.0564 0.0056 87.30
0.6 1.8233 4.2545 0.0078 83.70 5.0629 0.0099 75.30
0.8 2.9232 4.1927 0.0096 77.80 4.7984 0.085 81.50
1 7.2113 3.5569 0.0093 81.80 3.9221 0.0196 65.40
Fuente:autor(2013)
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Cuadro 26: Minmad Regresión Multiple n = 50
Distribuión β0 β1 β2
Estimaión Estimaión MSE1 %Cob Estimaión MSE2 %ob
normal 5.8583 3.4157 0.0076 58.70 4.7602 0.0080 57.60
% outliers
5 3.0449 4.0431 0.0012 95.60 4.9669 0.0013 95.80
10 3.0304 3.9037 0.0012 96.80 5.1064 0.0012 95.60
15 3.0566 3.7226 0.0013 95.40 5.1022 0.0012 95.90
20 2.1473 3.7226 0.0017 91.80 5.0829 0.0017 91.50
g
0.2 0.0850 4.4270 0.0016 91.80 5.7273 0.0018 91.10
0.4 0.5879 3.8962 0.0070 63.00 5.8632 0.0018 91.10
0.6 3.4971 3.6641 0.0077 63.00 5.0361 0.0077 60.10
0.8 1.8055 3.5478 0.0106 62.00 5.7266 0.0079 64.30
1 3.8314 5.8410 0.0102 65.00 4.0128 0.0087 66.40
h
0.2 3.611 4.0171 0.0011 95.90 4.8435 0.00092 97.80
0.4 2.3649 4.3617 0.0013 95.50 4.9007 0.0010 97.10
0.6 4.8990 3.8278 0.00097 96.40 4.5877 0.0011 96.60
0.8 0.7374 4.4661 0.0012 95.40 5.2332 0.0012 95.70
1 3.5189 4.0127 0.0012 94.70 4.8759 0.0012 96.20
Fuente:autor(2013)
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Cuadro 27: Regresión simple Minmaxad, n = 10
Distribuión β0 β1
Estimaión Estimaión MSE %Cob
normal 6.1886 5.0147 0.1818 29.50
% outliers
5 4.1058 4.9940 0.0151 75.10
10 3.7345 5.0283 0.0212 66.50
15 3.2015 5.0155 0.0241 64.70
20 3.9539 5.0113 0.0150 76.00
g
0.2 3.2503 5.3957 0.2309 24.50
0.4 2.0231 6.1437 0.7382 27.70
0.6 0.3765 8.3614 9.7925 16.60
0.8 37.9885 16.7126 589.3245 8.50
1 671.9371 70.6021 1299 9.80
h
0.2 4.1929 4.9705 0.0335 60.10
0.4 2.7919 5.0520 0.2021 43.50
0.6 3.7193 5.0465 2.2664 32.10
0.8 7.5801 4.0425 21.9893 32.30
1 0.8486 6.7176 267.0801 23.90
Fuente:autor(2013)
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Cuadro 28: Regresión simple Minmaxad, n = 20
Distribuión β0 β1
Estimaión Estimaión MSE %Cob
normal 3.8641 4.9954 0.0565 45.60
% outliers
5 4.3214 5.0092 0.0065 91.80
10 4.1626 5.0146 0.0129 79.90
15 4.0357 4.9996 0.0109 84.00
20 4.7207 4.9951 0.0169 73.10
g
0.2 2.2872 5.7511 0.1453 32.20
0.4 -2.3887 7.2206 1.4536 16.10
0.6 -16.8448 12.9901 43.9115 6.90
0.8 -87.2444 36.5878 15694 4.70
1 -305.8155 115.8893 18655 2.60
h
0.2 3.7336 5.0167 0.0162 79.20
0.4 3.8959 4.9698 0.1432 55.50
0.6 4.9182 5.1519 1.5058 40.90
0.8 8.1978 3.8027 28.99 31.30
1 -3.0450 7.5286 284.4700 19.60
Fuente:autor(2013)
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Cuadro 29: Regresión simple Minmaxad, n = 50
Distribuión β0 β1
Estimaión Estimaión MSE %Cob
normal 2.9442 4.9929 0.0254 64.10
% outliers
5 3.7854 4.9974 0.0037 98.40
10 4.1260 4.9955 0.0045 96.50
15 4.1079 4.9995 0.0057 93.70
20 3.9788 4.9972 0.0064 91.90
g
0.2 1.3879 6.2399 0.2118 18.00
0.4 -7.9272 9.3018 2.8773 2.40
0.6 -42.2778 19.9133 51.2307 0.30
0.8 -229.1764 76.9280 3184.6 0
1 -1519.5 431.1459 72424 0
h
0.2 4.3354 4.9787 0.0207 78.10
0.4 3.7716 5.0244 0.2115 50.90
0.6 3.7846 5.0156 3.0893 28.30
0.8 0.6242 4.7736 24.8024 16.50
1 -35.4045 716.7339 72497 9.00
Fuente:autor(2013)
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Cuadro 30: Minmaxad Regresión Múltiple n = 10
Distribuión β1 β2
Estimaión MSE1 %Cob Estimaión MSE2 %ob
normal 3.9646 0.1233 30.60 5.0042 0.1190 33.30
% outliers
5 4.0054 0.0197 69.20 5.0202 0.0139 78.40
10 4.0010 0.0345 57.40 4.9757 0.0249 62.70
15 3.9895 0.0521 43.90 4.9793 0.0268 61.60
20 3.9847 0.0293 59.50 4.9958 0.0387 52.00
g
0.2 3.9201 0.4270 25.50 5.0622 0.4089 19.70
0.4 3.3862 1.6880 25.60 5.5247 1.8283 21.00
0.6 3.1919 26.4785 15.10 6.2104 19.3981 15.10
0.8 8.6164 1807.6 9.40 0.9430 866.0063 7.30
1 39.2911 36922 7.20 50.6893 51502 7.10
h
0.2 4.0300 0.0462 57.00 4.9971 0.0418 55.90
0.4 4.0368 0.5309 40.00 5.0389 0.2238 46.90
0.6 4.2253 1.6646 29.90 5.0472 0.5269 40.70
0.8 3.8239 24.2723 24.70 4.9427 9.3491 26.60
1 7.0291 503.0509 21.40 5.3604 376.0979 19.20
Fuente:aautor(2013)
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Cuadro 31: Minmaxad Regresión Múltiple n = 20
Distribuión β1 β2
Estimaión MSE1 %Cob Estimaión MSE2 %ob
normal 4.0546 0.1001 35.50 4.9452 0.0737 40.40
% outliers
5 3.9974 0.0105 84.30 4.9930 0.0140 78.30
10 3.9929 0.0248 62.90 5.0110 0.0252 63.60
15 4.0095 0.0164 72.20 4.9777 0.0148 76.50
20 3.9969 0.0222 66.60 5.0202 0.0159 76.00
g
0.2 3.8356 0.2398 27.30 5.1676 0.2427 29.50
0.4 4.1263 1.4011 20.20 4.9642 1.2126 21.40
0.6 2.9866 13.8478 12.40 5.8076 13.1560 16.60
0.8 11.7993 4244 6.50 5.4105 5038 7.50
1 -39.8040 38341 3.10 69.8668 62005 3.90
h
0.2 3.9981 0.0467 54.50 5.0428 0.0420 58.10
0.4 3.9657 0.1818 41.70 5.0624 0.1640 43.00
0.6 3.9200 0.6884 25.50 5.0611 0.4793 33.70
0.8 3.0173 98.5491 18.60 4.9513 100.2075 20.70
1 6.5516 3716.70 13.30 3.7171 363.20 14.00
Fuente:autor(2013)
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Cuadro 32: Minmaxad Regresión Múltiple n = 50
Distribuión β1 β2
Estimaión MSE1 %Cob Estimaión MSE2 %ob
normal 4.0082 0.0651 44.80 4.9856 0.0676 38.50
% outliers
5 3.9992 0.0072 91.10 4.9821 0.0081 88.80
10 3.9921 0.0079 89.70 5.0050 0.0075 91.00
15 3.9989 0.0097 86.50 4.9994 0.0097 85.50
20 4.0118 0.0106 85.00 4.9762 0.0109 83.90
g
0.2 4.0152 0.1508 39.30 4.9798 0.1373 43.20
0.4 3.5677 1.1718 19.80 5.4063 1.1068 21.30
0.6 2.3756 58.1669 6.90 6.3168 48.0263 6.20
0.8 -4.1886 5029.0 2.10 12.4359 2279.0 3.60
1 -81.8915 451860 0.70 40.3480 92067 1.70
h
0.2 3.9663 0.0435 57.30 5.0296 0.0408 60.40
0.4 3.9911 0.2303 31.30 5.0003 0.2322 32.10
0.6 3.7952 2.4056 16.30 5.1378 2.2164 15.30
0.8 4.1442 97.2468 9.10 4.8477 75.7355 11.30
1 5.3863 152.0984 5.20 4.6177 201.1546 6.00
Fuente:autor(2013)
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Cuadro 33: Regresión simple Minsadbed, n = 10
Distribuión β1
Estimaión MSE %Cob
normal 4.6980 0.0928 100
% outliers
5 5.0336 0.0133 100
10 5.3557 0.0248 100
15 5.2055 0.0228 100
20 4.9669 0.0289 100
g
0.2 4.5875 0.1074 98.70
0.4 4.7659 0.01792 95.40
0.6 4.8112 0.1121 97.40
0.8 4.8370 0.1144 97.70
1 5.4602 0.1888 93.90
Fuente:autor(2013)
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Cuadro 34: Regresión simple Minsadbed, n = 20
Distribuión β1
Estimaión MSE %Cob
normal 5.2999 0.0399 99.40
% outliers
5 5.1411 0.0040 100
10 4.8666 0.0061 100
15 5.4287 0.0064 100
20 4.8044 0.0056 100
g
0.2 4.7426 0.0173 99.80
0.4 4.7102 0.0154 99.60
0.6 5.1138 0.0188 99.50
0.8 4.9811 0.0245 98.50
1 4.9905 0.0401 96.10
Fuente:autor(2013)
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Cuadro 35: Regresión simple Minsadbed, n = 50
Distribuión β1
Estimaión MSE %Cob
normal 6.123 0.0246 5.60
% outliers
5 6.1063 0.0245 0
10 6.0243 0.0239 0
15 5.9995 0.0215 0.002
20 6.0607 0.0221 0.001
g
0.2 6.0366 0.0221 0.082
0.4 6.4032 0.0264 0.008
0.6 6.3162 0.0326 0
0.8 6.3256 0.0323 0.001
1 6.0832 0.0254 0.001
Fuente:autor(2013)
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Cuadro 36: Minsadbed Regresión Múltiple n = 10
Distribuión β1 β2
Estimaión MSE1 %Cob Estimaión MSE2 %ob
normal 4.4886 0.2380 24.10 4.5837 0.1042 38.70
% outliers
5 4.2970 0.0135 83.20 4.9677 0.0159 79.70
10 3.8944 0.0201 73.30 4.4211 0.0126 85.30
15 3.2346 0.0271 67.00 4.5038 0.0200 77.20
20 43.6314 0.0363 62.40 5.0360 0.0202 77.70
g
0.2 3.6095 0.1714 32.60 4.5359 0.0881 42.20
0.4 5.1974 0.1448 46.90 3.6636 0.1040 50.00
0.6 3.8755 0.211 46.00 4.9639 0.1845 55.60
0.8 3.9314 0.3303 45.70 5.5696 0.2847 43.20
1 2.1781 0.5096 44.30 2.4972 0.4095 45.00
Fuente:autor(2013)
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Cuadro 37: Minsadbed Regresión Múltiple n = 20
Distribuión β1 β2
Estimaión MSE1 %Cob Estimaión MSE2 %ob
normal 3.2442 0.0271 82.90 5.5399 0.0277 83.30
% outliers
5 4.2945 0.0031 99.90 4.9390 0.0039 99.90
10 3.7647 0.0049 99.70 4.8543 0.0053 99.60
15 3.9975 0.0060 99.70 4.9620 0.0054 99.80
20 3.6131 0.0057 99.50 5.3437 0.0073 98.10
g
0.2 3.37446 0.0235 84.40 5.3362 0.0217 88.10
0.4 4.2812 0.0235 87.00 4.7436 0.0340 86.60
0.6 5.2743 0.0345 83.30 3.2792 0.0377 84.80
0.8 5.3745 0.0438 84.00 1.9752 0.0438 85.00
1 3.9127 0.0505 83.50 5.0659 0.0426 87.30
Fuente:autor(2013)
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Cuadro 38: Regresión Múltiple Minsadbed, n = 50
Distribuión β0 β1 β2
Est Est ECM1 C Est ECM2 C
normal 7.1069 3.5951 0.0089 81.5 3.9727 0.0124 1.5
% outliers
5 3.5887 3.7972 0.00056474 61 5.0178 0.0014 36.5
10 2.6458 4.1123 0.00099356 59.5 5.104 0.0012 33.5
15 5.0556 3.7469 0.00063725 66.5 4.5738 0.00092162 17.5
20 5.0143 3.5274 0.0014 71.5 4.7775 0.0011 22.5
g
0.2 5.2992 3.7533 0.0038 68 4.7949 0.003 15
0.4 5.2744 3.8744 0.0028 57.5 5.1876 0.0061 34.5
0.6 6.9693 4.3121 0.0026 52 4.9507 0.0024 40.5
0.8 11.7571 3.9938 0.0024 54 5.0089 0.0028 39.5
1 14.2402 3.8634 0.0079 57.5 5.0733 0.0021 36.5
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Cuadro 39: Regresión simple Minsadbad, n = 10
Distribuión β1
Estimaión MSE %Cob
normal 4.6051 0.0384 100
% outliers
5 5.4252 0.0505 100
10 61374 0.0624 100
15 5.6767 0.0696 100
20 5.6336 0.0521 100
g
0.2 5.3174 0.0519 100
0.4 5.3927 0.0842 98.80
0.6 5.5369 0.0878 98.80
0.8 5.6330 253.6022 85.00
1 5.7765 0.3569 97.70
Fuente:autor(2013))
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Cuadro 40: Regresión simple Minsadbad, n = 20
Distribuión β1
Estimaión MSE %Cob
normal 6.2846 6.2846 100
% outliers
5 5.6303 0.0217 44.30
10 5.7569 0.0355 43.70
15 5.6750 0.127 65.10
20 5.3988 0.0205 90.70
g
0.2 5.2259 0.0213 72.40
0.4 5.5681 0.08272 0.20
0.6 6.5051 0.0372 57.30
0.8 6.9436 0.081 95.00
1 5.7875 0.7578 70.40
Fuente:autor(2013)
144
Cuadro 41: Regresión simple Minsadbad, n = 50
Distribuión β1
Estimaión MSE %Cob
normal 5,6113 0,0068 88.00
% outliers
5 5.6122 0.007 97.00
10 5.4993 0.0071 95.00
15 5.7962 0.0064 96.00
20 5.5226 0.0059 95.00
g
0.2 5.4537 0.0044 96.00
0.4 5.8002 0.0104 91.00
0.6 5.4694 0.0101 91.00
0.8 5.7195 0.0121 90.00
1 5.7033 0.0249 90.00
Fuente:autor(2013)
145
Cuadro 42: Minsadbad Regresión Múltiple n = 10
Distribuión β1 β2
Estimaión MSE1 %Cob Estimaión MSE2 %ob
normal 6.6357 0.7950 67.40 2.9779 0.4389 97.70
% outliers
5 7.8738 0.3274 88.70 1.9423 0.1901 99.70
10 4.7383 0.0706 100 5.1823 0.0319 100
15 8.0878 0.8258 71.20 2.1004 0.3294 97.70
20 4.0020 0.1916 94.30 5.4130 0.0778 100
g
0.2 6.4957 1.0762 70.60 3.7793 0.2814 98.00
0.4 4.4750 1.4876 75.50 4.9747 0.3343 95.10
0.6 3.8407 0.3085 91.50 5.5205 0.1240 98.50
0.8 4.3644 0.9171 89.60 5.2542 0.1701 96.70
1 3.6717 0.6818 89.50 5.7405 0.3301 93.80
Fuente:autor(2013)
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Cuadro 43: Minsadbad Regresión Múltiple n = 20
Distribuión β1 β2
Estimaión MSE1 %Cob Estimaión MSE2 %ob
normal 5.1077 0.0614 0 3.3995 0.1281 53.10
% outliers
5 2.2233 0.1578 0 5.9512 0.0452 58.30
10 4.961 0.0462 0 4.4759 0.0137 92.70
15 4.5883 0.0173 0 4.9822 0.00001587 90.60
20 3.8015 0.002 0 5.276 0.0038 95.00
g
0.2 4.1543 0.0012 0 5.8086 0.0327 98.50
0.4 4.0105 0.0000055 0 5.6957 0.0242 65.60
0.6 4.5659 0.016 0 5.3716 0.0069 87.40
0.8 6.3907 0.2858 0 3.4065 0.127 89.80
1 2.948 0.0553 0 6.1358 0.0645 13.30
Fuente:autor(2013)
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Cuadro 44: Minsadbad Regresión Múltiple n = 50
Distribuión β1 β2
Estimaión MSE1 %Cob Estimaión MSE2 %ob
normal 2.9337 0.0227 0 4.7106 0.0017 80.00
% outliers
5 4.2223 0.00098869 0 4.9252 0.00011198 98.00
10 3.9062 0.00017581 0 5.2515 0.0013 96.00
15 4.6478 0.0084 0 4.6153 0.003 100
20 4.5847 0.0068 0 4.6257 0.0028 94.00
g
0.2 3.9689 0.000019291 0 5.7826 0.0122 85.00
0.4 6.3953 0.1148 0 3.5188 0.0439 43.00
0.6 4.6527 0.0085 0 5.1756 0.000617 98.00
0.8 4.0108 0.00000233 0 5.6097 0.0074 99.00
1 4.9611 0.0185 0 5.4479 0.004 52.00
Fuente:autor(2013)
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B. Programas Estadístia Bayesiana(OpenBUGS)
B.1. Regresión Lineal Simple
model{
# verosimilitud del modelo
for (i in 1:n) {
y[i℄~ dnorm( mu[i℄, tau) # omponente estoastia
# link and linear preditor
mu[i℄ <- beta0 + beta1 * x1[i℄
}
# distribuiones apriori
tau ~ dgamma ( 0.01 , 0.01)
beta0 ~ dnorm (0,3)
beta1 ~ dunif (2,5)
# definiion de varianza
s2<-1/tau
s <-sqrt(s2)
# alulo de la varianza muestral para la variable respuesta
for (i in 1:n) { .y[i℄<-y[i℄-mean(y[℄) }
sy2 <- inprod( .y[℄, .y[℄ )/(n-1)
# alulo de la version Bayesiana R^2
R2B <- 1 - s2/sy2
# valor esperado de y
typial.y <- beta0 + beta1 * mean(x1[℄)
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}INITS
list( tau=1, beta0=1, beta1=2.5)
DATA (LIST)
list(n=100,
x1=(3.369036,2.638369,4.978520,4.390894,3.960217,2.594490,3.724941,2.512857,
4.779123,4.946744,3.960334,3.157394,2.139286,2.909687,2.092179,3.481447,
3.235954,3.785947,2.909188,2.649335,3.068273,2.977080,4.059418,3.831005,
3.820610,2.338611,3.755091,3.166892,4.938693,2.157227,3.460418,3.023992,
3.468771,4.302082,4.549101,2.661688,2.494754,4.439532,3.322084,3.844718,
3.858668,2.841569,4.288095,2.418747,4.122178,4.987347,3.458187,4.023094,
2.995630,4.779492,4.032437,3.869618,3.298186,2.977520,2.508340,2.233123,
2.638009,2.297929,4.522603,3.477912,3.469292,2.469749,2.744943,2.714848,
2.552606,4.917489,4.802364,4.498290,3.138148,2.424305,3.507171,3.217334,
4.221438,4.390198,4.885068,3.131517,2.952914,2.102326,4.780119,3.565400,
3.880853,2.327184,3.590379,2.097006,2.083146,2.523031,2.986532,3.395459,
3.627606,3.994757,4.464868,3.838983,4.066209,3.524064,2.518466,3.854188,
3.415106,2.589722,2.054058,4.745748),
y=(20.911438,13.926528,29.557449,24.856243,25.474648,18.024376,23.616320,
16.827445,28.665728,33.742677,23.788233,19.206917,17.940784,20.376047,
10.961215,19.604431,19.232208,24.657263,18.455379,19.529388,19.407485,
17.466545,23.370772,23.661729,23.625807,19.837095,24.048531,26.649293,
23.325541,19.314997,21.806615,17.804434,19.442232,25.933845,30.462297,
15.254909,17.069147,30.216531,20.603790,23.162432,24.180963,21.104522,
29.418725,17.587800,21.610071,30.826588,21.863643,18.922138,16.259928,
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28.480222,24.099171,21.623381,25.157509,18.128161,18.348143,11.357449,
12.584765,14.608542,28.744271,20.648025,17.360502,16.557327,20.843631,
19.666850,17.897292,27.259942,26.396685,27.942339,18.612465,22.698387,
23.736809,19.144932,24.673344,27.570602,24.716213,21.800097,16.046213,
17.508671,31.308398,22.889749,17.914193,22.040649,18.846272,16.263107,
6.067392,16.395247,21.526002,17.138402,25.009921,22.576589,29.709809,
24.671807,19.593384,25.191925,14.512331,22.440637,21.866986,13.739254,
13.645954,22.364616))
B.2. Regresión Lineal Múltiple
model{
# verosimilitud del modelo
for (i in 1:n) {
y[i℄~ dnorm( mu[i℄, tau) # omponente estoastia
# link and linear preditor
mu[i℄ <- beta0 + beta1 * x1[i℄ + beta2 * x2[i℄
}
# distribuiones apriori
tau ~ dgamma ( 0.01 , 0.01)
beta0 ~ dnorm (0,2)
beta1 ~ dunif (1,4)
beta2 ~ dunif (2,5)
# definiion de varianza
s2<-1/tau
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s <-sqrt(s2)
# alulo de la varianza muestral para la variable respuesta
for (i in 1:n) { .y[i℄<-y[i℄-mean(y[℄) }
sy2 <- inprod( .y[℄, .y[℄ )/(n-1)
# alulo de la version Bayesiana R^2
R2B <- 1 - s2/sy2
# valor esperado de y
typial.y <- beta0 + beta1 * mean(x1[℄) + beta2 * mean(x2[℄)
}
INITS
list( tau=1, beta0=0, beta1=2, beta2=3)
DATA (LIST)
list(n=100,
x1=(2.726786,1.210701,2.191515,3.418909,3.471436,3.367960,1.652081,2.598071,
2.790578,2.897141,3.216606,2.905180,2.047608,3.185786,1.011556,1.680415,
1.237320,3.363733,3.526320,1.244242,2.190324,1.237819,1.375986,1.808491,
2.865313,2.380941,1.068823,1.991547,3.555827,3.662744,2.724804,1.734620,
2.580241,2.200802,1.208111,1.036582,3.830443,3.224681,1.064499,3.741742,
3.919919,1.194220,3.573584,1.060416,2.432723,1.672227,2.806749,2.698222,
1.773456,1.957861,1.035968,2.600530,1.028772,1.200448,3.010708,1.072707,
3.949594,2.718692,3.307578,3.697287,2.151372,3.353857,3.739878,1.704622,
2.168416,3.414069,1.955535,3.298062,2.490829,1.498211,2.704712,2.718397,
1.615395,2.351690,3.802050,2.332879,3.680059,1.576711,2.283289,2.357411,
2.289802,2.851911,1.824298,2.799798,2.502588,1.093990,1.314889,1.064768,
2.750444,1.046763,1.293708,1.241020,3.489780,3.725710,2.490593,2.583232,
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3.310457,3.408742,3.887595,2.227674),
x2=(3.208643,4.686160,4.680358,2.561109,4.760384,2.871363,3.017710,4.927725,
4.502121,3.071495,4.654251,3.618172,3.562965,2.500819,4.611072,3.510341,
3.588345,2.884058,3.868227,2.736974,3.479042,4.428796,3.915051,2.681092,
2.098110,3.946128,2.117732,2.630932,2.802104,3.703967,3.343721,4.383313,
2.840064,3.338914,2.082062,2.178019,4.567134,3.506668,4.708884,4.956110,
3.854867,4.751532,4.437755,4.154916,2.323515,4.467364,4.092077,2.160920,
3.533430,4.501731,4.639138,4.366032,2.782976,3.134635,4.114264,3.392308,
4.974000,3.634704,2.984813,4.944685,2.365931,2.052924,2.863046,4.064647,
2.547703,2.629479,2.020121,2.786361,2.687341,2.743242,3.933449,3.633729,
3.788332,2.859656,3.633781,3.515543,2.032822,4.672569,2.460005,2.991986,
4.786734,2.755090,4.029458,2.191689,2.553415,3.159769,3.308293,4.118657,
3.534685,3.199253,4.494359,2.966876,2.532181,2.002699,2.261798,3.104813,
2.744403,4.809484,2.438697,2.001708),
y=(30.74408,22.30531,34.91612,27.23840,43.54390,34.54778,22.47031,32.10621,
38.57775,29.66503,41.04908,31.10935,27.50321,28.18103,34.10262,23.40192,
28.05114,31.78894,35.03924,20.21550,29.09439,26.31261,27.56980,25.92392,
26.69487,33.32311,21.36979,25.32200,30.93489,36.27814,36.39591,32.20101,
24.49631,25.02108,17.48424,15.90272,45.09695,33.06235,36.35443,45.95841,
34.51487,28.05995,35.54635,34.38546,23.36452,31.52497,39.17928,23.02236,
29.00015,35.94789,33.57187,35.83769,22.11580,29.91158,33.76747,29.58973,
47.11690,30.44498,32.41734,45.00516,22.73006,30.11377,37.25608,28.34880,
24.77123,34.34650,20.40647,35.04580,25.76625,20.65363,33.01909,32.78392,
30.08374,24.16115,35.75988,32.71895,24.16254,27.36703,30.95254,27.63749,
32.96217,25.96401,34.64889,27.60795,26.19792,22.93901,21.73065,27.73126,
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29.01448,24.14208,36.07354,19.33274,32.00929,33.07673,24.86188,24.40409,
28.77298,44.08836,32.08025,16.70128))
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C. Programas Matlab Regresión Robusta
C.1. Minmad
n=10;
L1=[3,5℄;
L2=[4,6℄;
r1=0;
r2=0;
X1=unifrnd(1,4,n,1);
X2=unifrnd(2,5,n,1);
e=normrnd(0,3,n,1000);
%e1=0.05*e+0.95*(e/3);
%e2=0.10*e+0.90*(e/3);
%e3=0.15*e+0.85*(e/3);
%e4=0.20*e+0.80*(e/3);
%e5=((0.2).^(-1))*(exp(e*(0.1))-1);
%e6=((0.4).^(-1))*(exp(e*(0.4))-1);
%e7=((0.6).^(-1))*(exp(e*(0.6))-1);
%e8=((0.8).^(-1))*(exp(e*(0.8))-1);
%e9=((1).^(-1))*(exp(e*(1))-1);
%e10=(e/3).*exp((0.2).*(e/3).^2/2);
%e11=(e/3).*exp((0.4).*(e/3).^2/2);
%e12=(e/3).*exp((0.6).*(e/3).^2/2);
%e13=(e/3).*exp((0.8).*(e/3).^2/2);
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e14=(e/3).*exp((1).*(e/3).^2/2);
for i=1:length(e)
y=3+4*X1+5*X2+e14(:,i);
A=[ones(n,1) X1 X2 eye(n) -eye(n)℄;
f=[0;0;0;ones(n,1);ones(n,1)℄;
b=y;
Aeq=[℄;
beq=[℄;
lb=[zeros(1,23)℄;
options = optimset('LargeSale', 'off', 'Simplex', 'on', 'Display', 'Iter');
[x fval exitflag output℄=linprog(f,[℄,[℄,A,b,lb,[℄,[℄,options)
if x(2)<L1(2) & x(2)>L1(1)
r1=r1+1;
end
if x(3)<L2(2) & x(3)>L2(1)
r2=r2+1
end
MSE1(:,i)=(x(2)-4).^2/n;
MSE2(:,i)=(x(3)-5).^2/n;
end
Beta0=mean(x(1))
Beta1=mean(x(2))
Beta2=mean(x(3))
ECM1=mean(MSE1)
ECM2=mean(MSE2)
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reub1=r1/1000
reub2=r2/1000
C.2. Minmaxad
n=10;
r=0;
X1=unifrnd(1,4,n,1);
X2=unifrnd(2,5,n,1);
e=normrnd(0,3,n,1000);
%e1=0.05*e+0.95*(e/3);
%e2=0.10*e+0.90*(e/3);
%e3=0.15*e+0.85*(e/3);
%e4=0.20*e+0.80*(e/3);
%e5=((0.2).^(-1))*(exp(e*(0.1))-1);
%e6=((0.4).^(-1))*(exp(e*(0.4))-1);
%e7=((0.6).^(-1))*(exp(e*(0.6))-1);
%e8=((0.8).^(-1))*(exp(e*(0.8))-1);
%e9=((1).^(-1))*(exp(e*(1))-1);
%e10=(e/3).*exp((0.2).*(e/3).^2/2);
%e11=(e/3).*exp((0.4).*(e/3).^2/2);
%e12=(e/3).*exp((0.6).*(e/3).^2/2);
%e13=(e/3).*exp((0.8).*(e/3).^2/2);
%e14=(e/3).*exp((1).*(e/3).^2/2);
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for 1=1:length(e)
y=3+4*X1+5*X2+e(:,i);
X=[X1 X2℄;
A1=[y' -y'℄;
A2=[X' -X'℄;
A=[A1;A2℄;
f=[ones(n,1);ones(n,1)℄;
b=[ones(n,1);zeros(n,1)℄;
Aeq=[℄;
beq=[℄;
lb=[zeros(1,20)℄;
options = optimset('LargeSale', 'off', 'Simplex', 'on', 'Display', 'Iter');
[x fval exitflag output℄=linprog(f,[℄,[℄,A,b,lb,[℄,[℄,options)
end
mean(X(1))
mean(x(2))
C.3. Minsadbed
n=20;
L1=[2.504,7.219℄;
L2=[3.8,5.41℄;
r1=0;
r2=0;
r=n*(n-1)/2;
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X1=unifrnd(1,4,n,1);
X2=unifrnd(2,5,n,1);
e=normrnd(0,3,n,1000);
%e1=(0.05*e)+(1-0.05)*(e/3);
%e2=(0.10*e)+(1-0.10)*(e/3);
%e3=(0.15*e)+(1-0.15)*(e/3);
%e4=(0.20*e)+(1-0.20)*(e/3);
%e5=((0.2).^(-1)).*(exp((0.2).*e)-1);
%e6=((0.4).^(-1)).*(exp((0.4).*e)-1);
%e7=((0.6).^(-1)).*(exp((0.6).*e)-1);
%e8=((0.8).^(-1)).*(exp((0.8).*e)-1);
%e9=((1).^(-1)).*(exp((1).*e)-1);
%e10=(e/3).*exp((0.2).*((e/3).^2)/2);
%e11=(e/3).*exp((0.4).*((e/3).^2)/2);
%e12=(e/3).*exp((0.6).*((e/3).^2)/2);
%e13=(e/3).*exp((0.8).*((e/3).^2)/2);
%e14=(e/3).*exp((1).*((e/3).^2)/2);
for i=1:length(e)
Y=3+4*X1+5*X2+e(:,i);
X=[ones(n,1) X1℄;
B=inv(X'*X)*X'*Y;
H1=[ones(n-1,1) -eye(n-1)℄;
H2=[zeros(n-2,1) ones(n-2,1) -eye(n-2)℄;
H3=[zeros(n-3,2) ones(n-3,1) -eye(n-3)℄;
H4=[zeros(n-4,3) ones(n-4,1) -eye(n-4)℄;
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H5=[zeros(n-5,4) ones(n-5,1) -eye(n-5)℄;
H6=[zeros(n-6,5) ones(n-6,1) -eye(n-6)℄;
H7=[zeros(n-7,6) ones(n-7,1) -eye(n-7)℄;
H8=[zeros(n-8,7) ones(n-8,1) -eye(n-8)℄;
H9=[zeros(n-9,8) ones(n-9,1) -eye(n-9)℄;
H10=[zeros(n-10,9) ones(n-10,1) -eye(n-10)℄;
H11=[zeros(n-11,10) ones(n-11,1) -eye(n-11)℄;
H12=[zeros(n-12,11) ones(n-12,1) -eye(n-12)℄;
H13=[zeros(n-13,12) ones(n-13,1) -eye(n-13)℄;
H14=[zeros(n-14,13) ones(n-14,1) -eye(n-14)℄;
H15=[zeros(n-15,14) ones(n-15,1) -eye(n-15)℄;
H16=[zeros(n-16,15) ones(n-16,1) -eye(n-16)℄;
H17=[zeros(n-17,16) ones(n-17,1) -eye(n-17)℄;
H18=[zeros(n-18,17) ones(n-18,1) -eye(n-18)℄;
H19=[zeros(n-19,18) ones(1,1) -1℄;
H=[H1;H2;H3;H4;H5;H6;H7;H8;H9;H10;H11;H12;H13;H14;H15;H16;H17;H18;H19℄;
A1=[X1 X2 eye(n) zeros(n,r) zeros(n,r)℄
A2=[zeros(r,2) H -eye(r) eye(r)℄;
AEje1=[A1;A2℄;
fEje1=[0;0;zeros(n,1);ones(r,1);ones(r,1)℄;
b1=Y;
b2=zeros(r,1);
bEje1=[b1;b2℄;
lb=[zeros(1,402)℄;
options = optimset('LargeSale', 'off', 'Simplex', 'on', 'Display', 'Iter');
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[x fval exitflag output℄=linprog(fEje1,[℄,[℄,AEje1,bEje1,lb,[℄,[℄,options)
MSE1(:,i)=((x(1)-4).^2)/n;
MSE2(:,i)=(x(2)-5).^2)/n;
if x(1)<L1(2) & x(1)>L1(1)
r1=r1+1;
end
if x(2)<L2(2) & x(2)>L2(1)
r2=r2+1;
end
end
Beta1=mean(x(1))
Beta2=mean(x(2))
ECM1=mean(MSE1)
ECM2=mean(MSE2)
reub1=r1/1000
reub2=r2/1000
C.4. Minsadbad
n=20;
L1=[3,5℄;
L2=[4,6℄;
r1=0;
r2=0;
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r=n*(n-1)/2;
X1=unifrnd(1,4,n,1);
X2=unifrnd(2,5,n,1);
e=normrnd(0,3,n,1000);
%e1=(0.05*e)+(1-0.05)*(e/3);
%e2=(0.10*e)+(1-0.10)*(e/3);
%e3=(0.15*e)+(1-0.15)*(e/3);
%e4=(0.20*e)+(1-0.20)*(e/3);
%e5=((0.2).^(-1)).*exp((0.2.*e)-1);
%e6=((0.4).^(-1)).*exp((0.4.*e)-1);
%e7=((0.6).^(-1)).*exp((0.6.*e)-1);
%e8=((0.8).^(-1)).*exp((0.8.*e)-1);
%e9=((1).^(-1)).*exp((1.*e)-1);
%e10=(e/3).*exp((0.2).*((e/3).^2)/2);
%e11=(e/3).*exp((0.4).*((e/3).^2)/2);
%e12=(e/3).*exp((0.6).*((e/3).^2)/2);
%e13=(e/3).*exp((0.8).*((e/3).^2)/2);
%e14=(e/3).*exp((1).*((e/3).^2)/2);
for i=1:length(e)
Y=3+4*X1+5*X2+e(:,i);
X=[ones(n,1) X1 X2℄;
X3=[X1 X2℄;
B=inv(X'*X)*X'*Y;
YE=X*B;
R=Y-YE;
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H1=[ones(n-1,1) -eye(n-1)℄;
H2=[zeros(n-2,1) ones(n-2,1) -eye(n-2)℄;
H3=[zeros(n-3,2) ones(n-3,1) -eye(n-3)℄;
H4=[zeros(n-4,3) ones(n-4,1) -eye(n-4)℄;
H5=[zeros(n-5,4) ones(n-5,1) -eye(n-5)℄;
H6=[zeros(n-6,5) ones(n-6,1) -eye(n-6)℄;
H7=[zeros(n-7,6) ones(n-7,1) -eye(n-7)℄;
H8=[zeros(n-8,7) ones(n-8,1) -eye(n-8)℄;
H9=[zeros(n-9,8) ones(n-9,1) -eye(n-9)℄;
H10=[zeros(n-10,9) ones(n-10,1) -eye(n-10)℄;
H11=[zeros(n-11,10) ones(n-11,1) -eye(n-11)℄;
H12=[zeros(n-12,11) ones(n-12,1) -eye(n-12)℄;
H13=[zeros(n-13,12) ones(n-13,1) -eye(n-13)℄;
H14=[zeros(n-14,13) ones(n-14,1) -eye(n-14)℄;
H15=[zeros(n-15,14) ones(n-15,1) -eye(n-15)℄;
H16=[zeros(n-16,15) ones(n-16,1) -eye(n-16)℄;
H17=[zeros(n-17,16) ones(n-17,1) -eye(n-17)℄;
H18=[zeros(n-18,17) ones(n-18,1) -eye(n-18)℄;
H19=[zeros(n-19,18) ones(1,1) -1℄;
H=[H1;H2;H3;H4;H5;H6;H7;H8;H9;H10;H11;H12;H13;H14;H15;H16;H17;H18;H19℄;
A1=[-X3 -eye(n) zeros(n,r) zeros(n,r)℄;
A2=[X3 -eye(n) zeros(n,r) zeros(n,r)℄;
A3=[zeros(r,2) H eye(r) -eye(r)℄;
A4=[zeros(r,2) -H -eye(r) eye(r)℄;
AEje1=[A1;A2;A3;A4℄;
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fEje1=[0;0;zeros(n,1);ones(r,1);ones(r,1)℄;
b1=-Y;
b2=Y;
b3=[zeros(r,1)℄;
b4=[zeros(r,1)℄;
bEje1=[b1;b2;b3;b4℄;
lb=zeros(1,402);
options = optimset('LargeSale', 'off', 'Simplex', 'on', 'Display', 'Iter');
[x fval exitflag output℄=linprog(fEje1,[℄,[℄,AEje1,bEje1,lb,[℄,[℄,options)
MSE1=(x(1)-4).^2/n;
MSE2=(x(2)-5).^2/n;
if x(1)<L1(2) & X(1)>L1(1)
r1=r1+1
end
if x(2)<L2(2) & x(2)>L2(1)
r2=r2+1
end
end
Beta1=mean(x(1))
Beta2=mean(x(2))
ECM1=mean(MSE1)
ECM2=mean(MSE2)
reub1=r1/1000
reub2=r2/1000
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D. Justiaión álulo de τ .
D.1. Justiaión de (35).
El parámetro τ en regresión MINMAD es análogo al parámetro σ en estimaión de mínimos uadrados.
La desviaión estándar en una regresión por mínimos uadrados tiene la formaσ c, mientras que la
desviaión estándar de la orrespondiente regresión MINMAD es aproximadamente τ c para la misma
antidad c. En partiular uando se onsidera el aso de una regresión on p = 0, es deir, no hay va-
riables independientes y simplemente se tiene una muestra aleatoria de n observaiones independientes
de la misma poblaión e1, e2, . . . , en. La regresión por mínimos uadrados estima la media muestral
e, a ausa de que a = e es el valor de a que da la mínima suma de uadrados de las desviaiones∑
(ei − a)2. La desviaión estándar es σ/
√
n. La regresión MINMAD estima la mediana muestral e˜, a
ausa de que a = e˜ da la mínima suma de desviaiones absolutas
∑ |ei − a|. Su desviaión estándar es
aproximadamente τ/
√
n.
El Teorema del Límite Central die que para grandes tamaños de muestra n, la distribuión de la media
muestral es aproximadamente normal. De igual forma para grandes tamaños de muestra n, la mediana
muestral es también aproximadamente normal. Por su parte, el valor esperado de la media muestral es
igual a la media poblaional. También el valor esperado de la mediana muestral es aproximadamente
igual a la mediana poblaional. Si ν denota la mediana poblaional, se puede armar que para n gran-
de, e˜ tiene aproximadamente una distribuión normal on media ν y desviaión estándar τ/sqrtn. En
onseuenia si τˆ es una estimaión de τ , se puede onstruír un intervalo de onanza aproximado del
95% para ν omo e˜ ± 2τˆ/√n. Al estar interesado en ν y no en su intervalo de onanza, si se puede
onsiderar su longitud 4τˆ/
√
n.
Se puede mostrar que el intervalo desde e(k1) hasta e(k2) es también un intervalo de onanza apro-
ximado al 95% para ν, así que los dos intervalos son similares, al menos, para grandes muestras. En
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partiular, sus longitudes son similares: 4τˆ/
√
n ≈ e(k2) − e(k1). Esogiendo τˆ , para haer de la aproxi-
maión una igualdad y reemplazando e por e˜, n por m = n − 2, permite obtener la fórmula (35). Se
ha enontrado que usando sólo m residuos distintos de ero, mejora el rendimiento de la prueba para
pequeñas muestras.
E. Programas en R para estimaión GLM
E.1. Programa GLM ompleto
Birkes1.dat=san("G:/AYUDA/Tareas/ALFONSO/Birkes1.txt", what=list(Inendios=0,
linendios=0, edad=0, robos=0, ingresos=0))
attah(Birkes1.dat)
fit1.Birkes=glm(Inendios~edad+robos+ingresos, family=Gamma(link=log))
summary(fit1.Birkes)
X <- model.matrix(fit1.Birkes)
n <- nrow(X)
p <- nol(X)
w <- fit1.Birkes$weights
W <- diag(w)
H <- solve(t(X)%*%W%*%X)
H <- sqrt(W)%*%X%*%H%*%t(X)%*%sqrt(W)
h <- diag(H)
library(MASS)
fi <- gamma.shape(fit1.Birkes)$alpha
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ts <- resid(fit1.Birkes,type="pearson")*sqrt(fi/(1-h))
td <- resid(fit1.Birkes,type="deviane")*sqrt(fi/(1-h))
di <- (h/(1-h))*(ts^2)
par(mfrow=(2,2))
a <- max(td)
b <- min(td)
plot(fitted(fit1.Birkes),h,xlab="Valores Ajustados", ylab="Medida h", ph=16)
#title(sub="(a)")
#identify(fitted(fit1.Birkes), h, n=1)
#
plot(di,xlab="Indie", ylab="Distania de Cook", ph=16)
#title(sub="(b)")
#identify(di, n=2)
#
plot(fitted(fit1.Birkes),td,xlab="Valores Ajustados", ylab="Componente do Desvio",
ylim=(b-1,a+1),ph=16)
#title(sub="()")
abline(2,0,lty=2)
abline(-2,0,lty=2)
#identify(fitted(fit1.Birkes),td, n=1)
#
w <- fit1.Birkes$weights
eta <- predit(fit1.Birkes)
z <- eta + resid(fit1.Birkes, type="pearson")/sqrt(w)
plot(predit(fit1.Birkes),z,xlab="Preditor Linear",
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ylab="Variavel z", ph=16)
lines(smooth.spline(predit(fit1.Birkes), z, df=2))
#title(sub="(d)")
E.1.1. Programa GLM Reduido
Birkes1.dat=san("G:/AYUDA/Tareas/ALFONSO/Birkes1.txt", what=list(Inendios=0,
linendios=0, edad=0, robos=0, ingresos=0))
attah(Birkes1.dat)
fit1.Birkes=glm(Inendios~ingresos, family=Gamma(link=log))
summary(fit1.Birkes)
E.1.2. Programa Diagnóstio Regresión MINSADBAD
load G:\AYUDA\Tareas\ALFONSO\Birkes1.txt
L=Birkes1;
n=length(L);
Y=L(:,2);
X1=L(:,3);
X2=L(:,4);
X3=L(:,5);
U=ones(n,1);
X=[U X1 X2 X3℄;
B=(inv(X'*X))*X'*Y;
I=eye(n);
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H=X*(inv(X'*X))*X';
DH=diag(H);
R=I-H;
D=diag(R);
YE=[℄;
SSE=[℄;
t=[℄;
DC=[℄;
DFIT=[℄;
for i=1:n
Li=L;
Li(i,:)=[℄;
ni=length(Li);
ri=ni*(ni-1)/2;
Yi=Li(:,2);
X1i=Li(:,3);
X2i=Li(:,4);
X3i=Li(:,5);
X4i=[X1i X2i X3i℄;
Ui=ones(ni,1);
Xi=[Ui X4i℄;
Hi=[℄; Fi=[℄;
for j=1:n-1
Hi=[Hi' [zeros(ni-j,j-1) ones(ni-j,1) -eye(ni-j)℄'℄';
Fi=[Fi' [zeros(ni-j,j-1) ones(ni-j,1) eye(ni-j)℄'℄';
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end
Q=(1/2)*Fi;
C=Q*Yi;
A1i=[-X4i -eye(ni) zeros(ni,ri) zeros(ni,ri)℄;
A2i=[X4i -eye(ni) zeros(ni,ri) zeros(ni,ri)℄;
A3i=[zeros(ri,3) Hi eye(ri) -eye(ri)℄;
A4i=[zeros(ri,3) -Hi -eye(ri) eye(ri)℄;
AEje1i=[A1i;A2i;A3i;A4i℄;
fEje1i=[0;0;0;zeros(ni,1);ones(ri,1);ones(ri,1)℄;
b1i=-Yi;
b2i=Yi;
b3i=[zeros(ri,1)℄;
b4i=[zeros(ri,1)℄;
bEje1i=[b1i;b2i;b3i;b4i℄;
lb=zeros(1,length(fEje1i));
options = optimset('LargeSale', 'off', 'Simplex', 'on', 'Display', 'off');
[xi fval exitflag output℄=linprog(fEje1i,[℄,[℄,AEje1i,bEje1i,lb,[℄,[℄,options);
B1i=xi(1);
B2i=xi(2);
B3i=xi(3);
B0=median(C);
Bi=[B0;B1i;B2i;B3i℄;
YEi=X(i,:)*Bi;
Ii=eye(ni);
Hi=Xi*(inv(Xi'*Xi))*Xi';
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SSEi=Yi'*(Ii-Hi)*Yi;
Si=sqrt(SSEi);
Ei=Y(i)-YEi;
ti=Ei/(Si*sqrt(D(i)));
DCi=(B-Bi)'*X'*X*(B-Bi);
DFITi=abs(ti)*(DH(i)/D(i));
YE(i,1)=YEi;
SSE(i,1)=SSEi;
t(i,1)=ti;
DC(i,1)=DCi;
DFIT(i,1)=DFITi;
end
YE, SSE, t, DC, DFIT
RES=[L YE t SSE DC DFIT℄;
E.1.3. Programa Diagnóstio Regresión MINSADBAD
load G:\AYUDA\Tareas\ALFONSO\Birkes1.txt
L=Birkes1;
n=length(L);
Y=L(:,2);
X1=L(:,3);
X2=L(:,4);
X3=L(:,5);
U=ones(n,1);
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X=[U X1 X2 X3℄;
B=(inv(X'*X))*X'*Y;
I=eye(n);
H=X*(inv(X'*X))*X';
DH=diag(H);
R=I-H;
D=diag(R);
YE=[℄;
SSE=[℄;
t=[℄;
DC=[℄;
DFIT=[℄;
for i=1:n
Li=L;
Li(i,:)=[℄;
ni=length(Li);
ri=ni*(ni-1)/2;
Yi=Li(:,2);
X1i=Li(:,3);
X2i=Li(:,4);
X3i=Li(:,5);
X4i=[X1i X2i X3i℄;
Ui=ones(ni,1);
Xi=[Ui X4i℄;
Hi=[℄; Fi=[℄;
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for j=1:n-1
Hi=[Hi' [zeros(ni-j,j-1) ones(ni-j,1) -eye(ni-j)℄'℄';
Fi=[Fi' [zeros(ni-j,j-1) ones(ni-j,1) eye(ni-j)℄'℄';
end
Q=(1/2)*Fi;
C=Q*Yi;
A1i=[X4i eye(ni) zeros(ni,ri) zeros(ni,ri)℄;
A2i=[zeros(ri,3) Hi -eye(ri) eye(ri)℄;
AEje1i=[A1i;A2i℄;
fEje1i=[0;0;0;zeros(ni,1);ones(ri,1);ones(ri,1)℄;
b1i=Yi;
b2i=[zeros(ri,1)℄;
bEje1i=[b1i;b2i℄;
lb=zeros(1,length(fEje1i));
options = optimset('LargeSale', 'off', 'Simplex', 'on', 'Display', 'off');
[xi fval exitflag output℄=linprog(fEje1i,[℄,[℄,AEje1i,bEje1i,lb,[℄,[℄,options);
B1i=xi(1);
B2i=xi(2);
B3i=xi(3);
B0=median(C);
Bi=[B0;B1i;B2i;B3i℄;
YEi=X(i,:)*Bi;
Ii=eye(ni);
Hi=Xi*(inv(Xi'*Xi))*Xi';
SSEi=Yi'*(Ii-Hi)*Yi;
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Si=sqrt(SSEi);
Ei=Y(i)-YEi;
ti=Ei/(Si*sqrt(D(i)));
DCi=(B-Bi)'*X'*X*(B-Bi);
DFITi=abs(ti)*(DH(i)/D(i));
YE(i,1)=YEi;
SSE(i,1)=SSEi;
t(i,1)=ti;
DC(i,1)=DCi;
DFIT(i,1)=DFITi;
end
YE, SSE, t, DC, DFIT
RES=[L YE t SSE DC DFIT℄;
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