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Let r) 3 be an integer, and E > 0 a real number. It is shown that there is an 
integer N(r, E) such that for all n ) N (if r is even) or for all even n ) N (if r is 
odd), there is an r-connected regular graph of valency r on exactly n vertices whose 
longest cycles have fewer than cn vertices. That is, the number E > 0, no matter 
how small, is a “shortness coetlicient” for the family of r-valent regular r-connected 
graphs. 
1. INTRODUCTION 
Our use of “graph” excludes loops and multiple edges. Let r > 3 be an 
integer, and let “rcnh” abbreviate “r-valent regular r-connected 
nonhamiltonian.” Meredith [7] has constructed rcnh graphs for every r > 3. 
In [5], we discussed several other constructions for rcnh graphs. 
For any graph G, let n(G) be the number of vertices of G and let c(G) be 
the length of any longest cycle of G (where c(G) = 0 if G has no cycles). Let 
the “shortness coefficient” s(G) = c(G)/n(G). For any infinite family F of 
graphs, define the shortness coefficient of F to be s(F) = 
lim inf{s(G) ] GE F). This is equivalent to the definition of the shortness 
coefficient for F given by Grilnbaum and Walther [4], who also defined the 
“shortness exponent” a(F) = lim inf{(log c(G)/log n(G)) ] G E F}. Clearly 
a(F) < 1 implies s(F) = 0, so the “exponent” u is a stronger measure of 
“shortness” than the “coefficient” s. 
Let F, be the family of all regular r-valent r-connected graphs. It is well- 
known that u(F3) < 1, and in fact that a(F) < 1 for various interesting 
infinite subfamilies F of F, . [ 24, 10, 11 I.) 
For d any integer such that d > r, let F,(d) be the family of all regular d- 
valent r-connected graphs; thus F, = I;,(r). It is known that u(F,(d)) Q 
log@ - l)/log(d - 1) except when r is odd and d is even, and in this case 
0(10,(d)) < log(r)/log(d - 1). (See [4, p. 382; 6; 91.) Thus u(F,(d)) < 1, and 
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so s(Fr(d)) = 0, if d > I + 2 or if d = r + 1 and r is even. However, except 
for r = 3, the case d = r has remained open until now. We shall show that 
s(F,) = 0. 
Let I,(n) = min{c(G) ] GE F, and n(G) = n}, provided that n(G) = n for 
some G E F,.. (It is easy to see that this proviso is satisfied for all large n 
when r is even, or all large even n when r is odd.) Bondy and Simonovits [ I] 
have shown that there exist positive constants a and b such that b < 1 and 
exp(a&) < l,(n) < rrb for all large n. L. Babai has asked us whether 
such results hold for I,(n) for any r > 3, and it is his question which led to 
our study of rcnh graphs. We have so far been unable, for any r > 3, to show 
that Z,(n) ( n’-’ for any positive constant E. However, we shall prove for 
every r > 3 that lim,+,(f,(n)/n) = 0, w  h ere n -+ co (of course) within the 
domain of the function I,. We have not yet studied the difficult question of 
lower bounds for 1,. 
2. A RECURSIVE CONSTRUCTION 
We shall now construct recursively a sequence { Gi} of rcnh graphs Gi, for 
each r > 3, such that n(Gi) --f 00 and s(Gi) + 0 as i -+ CO. 
Let r > 3 be an integer, which will remain fixed throughout the following 
discussion. Let G, be any rcnh graph such that n(G,) is even and 
c(G,) > $n(GJ. Such graphs G, always exist. Indeed, for r = 3 we can let G, 
be the Petersen graph, and for r > 3 we can take G, to be a certain rcnh 
graph on lO(2r - 1) vertices which was constructed by Meredith [7], and for 
which it is easy to see that c(G,) 2 9(2r - 1). Using the techniques of [5], it 
to construct many other such initial graphs G,. Let 
z =et($,,) - c(G,). Since G, is rcnh, m is a positive integer, and m < fn(G,) 
by the choice of G,. 
Starting from any such G,, we now define recursively a sequence (Gi}. 
Suppose we have already defined Gi. Choose a vertex w  of Gi such that w  is 
on some longest cycle of Gi. Let wr , w2 ,..., w, be the neighbors of w  in Gi. 
Let Hi be the graph obtained by taking r - 1 pairwise vertex-disjoint 
copies (Gi - w), ,..., (Gi - w),-, of the graph Gi - w, plus r new vertices 
a, ,**-, a,, and joining uj to the vertex Wj in each copy of Gi - w, for 
j= 1, 2,..., r. (See Fig. I.) 
Now we shall replace each vertex v of Gi by a copy of Hi so as to obtain 
an r-regular graph. Namely, if e e , , z ,..., e, are the edges of Gi incident to the 
vertex v of G,, then we think of these edges as copies of one-dimensional 
simplices and we remove the endjoint v from each ej and re-attach ej to 
vertex aj of the graph Hi, for j = 1, 2 ,..., r. (See Fig. 2.) 
We do this for each vertex v E V(G,), and we call the induced copy of Hi 
at “location” v of Gi by the name Hi(v). After we have carried out such a 
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FIG. 1. The graph Hi. 
replacement of v by H,(v) at every vertex u of Gi, we obtain a new graph 
G i+ i . It is true that Gi+ , will depend in general on the labelings e, ,..., e,. 
chosen for the edges incident to the vertices u of Gi, but this is of no impor- 
tance. We just let Gi+l be any such resulting graph. Our proofs will be valid 
for every sequence {Gi} constructed in this manner. Henceforth, we let G,, 
G i ,,,., G,,... be any particular such sequence, which will remain fixed in the 
following discussion. 
The fact that Gi is rcnh for all i > 0 follows from the results of [5]: 
However, the reader should find it unnecessary to consult our earlier paper, 
because Gi is obviously r-regular, is very easily seen to be r-connnected, and 
is shown to be non-hamiltonian by the stronger results proved below. 
Let ni = n(G,), ci = c(G,), mi = ni - ci, and si = s(Gi) = ci/ni. It is clear 
from the construction that n,, r = n,(r + (r - l)(r$ - 1)) = n,(l + (r - 1) ni) 
for i > 0. 
THEOREM 1. Gi E F,. for all i > 0, and limi,m si = 0. 
v in Gi 
HI(v) in 'i+l 
FIGURE 2 
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3. PROOF OF THEOREM 1 
We omit the easy proof that Gi E F,., or refer the reader to [5]. We shall 
prove si-+ 0 as i-+ co. First we attempt to motivate our proof. When r = 3, it 
is easy to see that si+ 0; in this case no complications arise from the 
replacements pictured in Fig. 2, because any cycle of Gi+ I which enters some 
Hi(u) can, at best, travel through H,(v) and exit from Hi(v), but it can never 
return to H,(v) thereafter. However, when r > 3, it is possible for the cycle to 
‘return to H,(v) several times, so that cycles in Gi+ 1 involve closed trails in 
Gi. To see this, think of the induced subgraphs H,(v) of Gi+ 1 as “super- 
vertices” of Gi+, , and let C be a cycle in Gi+ i. Now if each supervertex 
H,(u) is shrunk to a point u, then we obtain a copy of Gi from Gi+ i, and the 
unshrunk edges of C induce a closed trail C* in Gi. Unfortunately, it is 
possible that C* might visit every vertex of Gi. But note that if the cycle C 
of Gi+ 1 visits a supervertex Hi(u) several times, then C must necessarily miss 
some entire copies of Gi - w  in that Hi(u). Therefore, although for C to hit 
as many vertices as possible in Gi+ , there would be an advantage in having 
C enter many (or all) supervertices Hi(u) (which would require C* to be a 
closed trail which is not a cycle of Gi), there would also be a penalty for 
such behavior. It is a careful examination of this “trade-off’ which gives our 
proof. 
If T is a closed trail in a graph G, and if u E G, then we define index, (u), 
“the index of u in T,” to be 0 if u is not a vertex of T or f (d,(u) - 2) if 
u E V(T), where d=(u) is the degree of u in T. We define the index of T itself 
by index (0 = CveVcTj index, (u). Note that T is a cycle if and only if 
index (7’) = 0. 
Now let T be a closed trail in the graph Gi+ i. Let T* denote the closed 
trail in Gi obtained from T by the shrinking of every supervertex of Gi+, to a 
point. Let U = {u E V(G,) ] V(T) n Hi(u) # 0} = V( T*), and let W = 
V(G,)\U. For each vertex u E U, we now define certain parameters relative 
to T. 
Let u E U. If the vertex uj of Hi(u) is incident to an edge of T whose other 
endpoint is outside H,(u), let aj(u) = 1; otherwise, let ai = 0. Let pi(U) be 
the number of edges of T which are incident to vertex aj of H,(u) and which 
have both their endpoints in H,(u). This defines a,(u) and /I,(u) for j = l,..., r. 
Now for j = l,..., r - 1, let y,(u) be the sum of the indices index, (x) over all 
vertices x of the copy (G, - w)~ of Gi - w  in H,(u). (See Fig. 2.) 
Let o(u) = CJ= i ai( B(U) = CJ=, pi(U), and Y(U) = CJzi y,(U). Let h(u) 
be the number of indices j for which a,(u) + a,(u) > 0. Clearly, h(u) < r. 
LEMMA 1. index (0 = Cusu [%4u> + P(u)) + Y(U) - h(u)l. 
Proof: Vertices of Gi+, in supervertices H,(w) for w  6$ U contribute 0 to 
index (?J Consider the vertices of any H,(u) for u E U. The degree of vertex 
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a, of H,(U) in T is a,(u) +/3,(u). If a,(u) + /Ij(u) > 0, then a, contributes 
f(a,(u) + /I,(U) - 2) = $(a,(~) t p,(u)) - 1 to index (T); and otherwise Uj 
contributes 0 = a,(u) t/I,(u). Therefore a, ,..., a, in Hi(u) contribute a total 
of Q(a(u) t/?(u)) - h(u) to index (7’). The vertices inside the copies 
(G, - w)~, j = l,..., r - 1, of H,(u) contribute Cf:: y,(u) = y(u) to index (7). 
Thus the vertices of H,(U) contribute f(a(u) t p(u)) + y(u) - h(u) to 
index (7). Summing over u E U gives Lemma 1. 
Define ,u~ = M, and for i> 1 define,q=m(r- l)‘q-,ni-, e-v n,n,. 
LEMMA 2. Any closed trail of index p in Gi misses at least ,ui - mp 
vertices of Gi. 
Proof. The proof is by induction on i. When i = 0, the lemma asserts 
that any closed trail of index p in G, misses at least cl0 - mp = m - mp 
vertices of G,. If p > 1, m - mp < 0, so the claim is true. If p = 0, then the 
trail is a cycle in G,, and so misses at least n, - c0 = m = m - m . 0 vertices 
of G,. Therefore the lemma holds for i = 0. 
Suppose that the lemma holds for i, and let T be a closed trail of index p 
in Gi+l, where T has the maximum possible number of vertices. We adopt 
the notations used just prior to Lemma I. 
Let u E U, and consider the graph obtained from H,(u) in Gi+ 1 by iden- 
tifying the vertices a, ,..., a, of H,(U) into a single vertex Q. (See Fig. 3.) 
The edges of T in H,(u) give induced closed trails T, ,..., T,-, in the r - 1 
copies G: ,..., Gf- * of G, induced in this new graph by vertex a and 
(Gi - w), v***v (G, - w),-i. Let /3; be the number of edges of trail Tj which 
are incident to the vertex a. Note that & is an even integer, 0 < & < r, and 
C;i: Pj = P(u), th e parameter defined just prior to Lemma 1. Also note that 
yj(u), the sum of the indices of the vertices of (Gi - w)~ of Z-Z,(u) in trail T, is 
also the sum of the indices of the vertices of (Gi - w)~ in the trail Tj. We 
claim that T, (and therefore also ZJ misses at least ,ui - m(f& - 2) + JJj(U)) 
vertices of (G, - w),. If /I; > 0, this follows from the hypothesis of induction 
applied to Tj in @, since the index (Tj) = fGo; - 2) t y,(u) in this case. On 
the other hand, if /Ii’ = 0, then yj(u) = 0 and neither T nor Tj enters 
FIGURE 3 
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(Gi - w)~, so that Tj misses all rri - 1 points of (Gi - w)~; but ni - 1 > 
pi + m =pi - m(f(j?j - 2) + y,(u)) in this case. [Indeed, n, > pi + m follows 
by induction on i, for no > ,q, + m = 2m by our choice of G,; and assuming 
i>l and pie1 <nip,--mm, we get Pj=nj-,(r- l)Pu,-1 < nj-l(r- 1) 
(n,_,-rn)<q-,(l +(r- l)ni-I)-m=ni-m.] 
Possibly T also misses some of the points a,,..., a, of H,(u), but we will 
not bother about these. Summing overj = l,..., r - 1, we see that T misses at 
least CJ:: [pi - m(f(& - 2) + yj(u))] = (r - I)@, + m) - m@(u) + y(u)) 
vertices of Hi(u). Next, summing over all u E U, and using the fact that T 
misses all the 1 + (r - 1) ni vertices of each supervertex Hi(w) for w  E IV, 
we get that the number M, of vertices of Gi+, missed by T satisfies 
MT >, I WI (1 + Cr- 1) nj) + x [(r - l)@j + ml - mM@) + Y(U))] 
ucu 
= 1 WI (1 + (r - 1) nJ + (r - l)tpi t m) ) UI - m C (#(u) t y(u)). 
ucv 
By Lemma 1, 2 UEU <iP(u> + Y(U)) = index (r) t LLi [h(u) - fa@)] <P + 
(r - 1) 1 UI, since h(u) < r and a(u) > 2 for all u E U, and p = index (7’). 
Therefore 
M, > 1 WI (1 + (r - 1) nj) t (r - l)@j t m) 1 UI - mp - m(r - 1) I U/ 
=IWJ(1+(~-1)ni)t(~-l)~jIUI-~p 
= ) WJ (1 + (r - l)(Ci + mi)) t (r - l)PU, ) U( - mp 
~Iwl(lt(r-l)(Cjt~u,))+(r-l)~iIU/-mP 
= I WI (1 t (r - 1) Ci) t (r - l)Pi(l WI t I VI) - w 
=lWl(l t(r-I)ci)+(r-l)pini-mp 
=IWI(lt(r-l)Ci)t~i+*-mp 
>Pi+l -v. 
Here we have used ci + m, = n, = I UJ + I WI, along with the fact that 
mi > ,ui, by the hypothesis of induction. Indeed, a longest cycle in Gi is a 
closed trail of index 0, and so misses at least pi - m -0 = ,q vertices of Gi by 
the hypothesis of induction; but such a cycle has ci vertices, and so misses 
exactly m, = ni - ci vertices of Gi ; thus mi >pi. 
We have shown M, > ,q+, - mp, so the lemma follows by mathematical 
induction. 
LEMMA 3. For all i > 0, we have ci+, <n, (1 + (r - 1) ci) - 
Cuilm)(Ci - 1). 
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ProoJ: Let i > 0, and let C be a longest cycle in Gi+ r, so 1 V(C)1 = ci+ , . 
First, we regard C as a closed trail of index 0 in Gi+ ,, and we adopt the 
previous notations U, W, a(u), /3(u), etc., as they apply to the closed trail C, 
and in particular we let C* be the closed trail in Gi obtained from C when 
all supervertices of Gi+ , are shrunk to a point. Then U= V(C*). We let 
q = index (C*). Note that for u E U, index,, (u) = f(cz(u) - 2), so that 
q=C”s”f (a(u) - 2). Also, W is the set of vertices of Gi which are missed 
by C*, and by Lemma 2,/ WI >pui - mq. 
We now consider the number of vertices in a given supervertex Hi(u), 
u E 17, of Gi+r which lie on the cycle C. Observe that for vertex uj of H,(u), 
we have q(u) = 0 =p,(u) if uj $ V(C), and either aj(u) = 1 =/Ij(u) or 
oj(u) = 0 and /3,(u) = 2 if aj E V(C). This is from the definitions of ai and 
pi(~), and from the fact that C is a cycle. 
Let t = +a(u). Then, since u E U, t > 0, and t is the number of paths 
induced in H,(u) by C. Let P, ,..., P, be these paths, which are vertex-disjoint. 
Each P, has as its endpoints two vertices a,, a,, (depending on k) from 
{a I ,..., a,} in H,(u), such that a,(u) = 1 = a,,(u), and so /3,(u) = 1 =flJu). 
Let 7rk be the total number of vertices {a, ,,.., a,} of Hi(u) which are on path 
P,. Then nk - 2 of these are interior vertices of P,, and each such interior 
vertex aj gives the corresponding value p,(u) = 2. The deletion from P, of the 
7rk vertices from {a,,..., a,} separates Pk into zk - 1 paths, each of which is 
contained in some copy (Gi - w)~ of H,(u). The total number of such paths 
isC:=,(7Ck-1)=C:=1Kk-t~r-t.ThereforeCmissesatleast(r-l)- 
(r - t) = t - 1 of the copies (Gi - IV)~ of H,(u). Also, we observe that B(U) = 
2$j(u) = c:=l (l + 2(n, - 2, -k l) = x:=1 (2n, - 2, = 2 c:=, Rk - 2t < 
Now let h be the number of copies (Gi - w)~ of H,(u) which are entered by 
C, and let these copies be (Gi - w)~ ,,..., (Gi - w)~,,. We have shown that 
h < r - t. The cycle C misses the remaining r - 1 - h copies (Gi - w)~ for 
j 6-L (jl,...,jh). 
Construct the graph obtained from Hi(u) by first identifying all of a, ,..., a, 
into a single vertex a, and then deleting all copies (Gi - w)~ forj @ (j, ,...,jh} 
along with the edges from a to these copies. Note that C induces closed trails 
g;-: w). 
T,, in the copies of Gi induced by a and the copies (Gi - w)~,,..., 
respectively. Let /I; (k = l,..., h) be the number of edges of Tk 
from a t:\Gi - w)~~ in this new graph. Then Cf!, /I; = p(u). The only vertex 
(if any) of positive index in the trail T, is the vertex a, which has index 
j(j?; - 2) in T,. (See Fig. 4.) 
If the vertex a and the edges incident to it are deleted from this new graph, 
then the remaining parts of the trails T, ,..., T,, will be precisely the 
c:=,(&- l) t -d ver ex isjoint paths induced by C interior to the copies of 
Gi - w  in H,(u). Each of these paths has at most cI - 1 vertices, since any 
such path plus the edges from its endpoints to w  in G, gives a cycle in Gi. 
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(oi-w)j 
h 
FIGURE 4 
The number of these paths in the copy (Gi - w)jr is i/3;. Therefore T, 
contains at most #L(c, - 1) vertices of (Gi - W)jr in Hi(u), for k = l,..., h. 
Counting the vertices u, ,..., II, of Hi(u), we see that C contains at most 
r + Cf=, &?;(c, - 1) = r + #(u)(ci - 1) vertices of H,(u). Since /3(u) < 
2r - 2t and t = $x(u), C contains at most r + (r - fa(u))(c, - 1) vertices of 
H,(U). Summing over u E U, and using the fact that C does not meet Hi(w) 
for w  6Z U, we see that 
cl+ i< uTu P + (r - Mu))(Ci - 111 
= 5” {r+(r-- l)(Cj- 1)-f(a(u)-2)(ci-l)l 
= [y+ (r- l)(C,- l)] (UI-q(cf- 1). 
NOW )UJ+IWI=ni and (W(>pu,-mq, SO (U(gni+mq--Cr,. If 
q>~,/m=(r-l)ini_lni_z...n,n,, then since IUj<n,, we get Ci+l< 
[r + (r - l)(ci - l)] nj - (ui/m)(ci - 1). On the other hand, if q < ,u,/m, then 
= [l +(r- l)c,]ni-$(c,- 1). 
Therefore we conclude that 
citl< [l +(r- l)ci]n,-$(c,- 1). 
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This completes the proof of Lemma 3. 
LEMMA 4. For all i> 0, 
1 
(I - 1) II&, + 1) > (r - l)(no + 1) * 
Proof. The proof is by induction on i. When i = 0, ,uO = m, so the 
inequality holds as an equation. Suppose that the lemma holds for 
i=j- 120. Now nj=n,-r +(r-1)nj2_,~(r-1)nf_,+(r-1)nj-I-1, 
since r-122 and n/-r> 1. Therefore nj+l<(r-l)rzj-I(nj-,+l), so 
that 
(r- l) nj-lPj-l 
= (r- l)m. (r- l)nj-r(?Ij-I+ 1) = (r- l)$rl-, + l) 
1 
’ (r- l)(n,f I) ’ 
where the last inequality is the hypothesis of induction. The lemma follows 
by induction. 
LEMMA 5. c,> 2’c,jbr all i>O. 
Proof. Recall that, in constructing G1+ I , we chose w  E V(G,) to lie on a 
longest cycle of G,. Suppose ww,Pw,,w is a longest cycle (of length ci) in 
Gi, where P is some path in G,. Let H,(u) be any supervertex of Gr+,, and 
let w:P, wi be the path in (G, - w), in Hi(u) corresponding to the path 
w,Pw, in G,. Also, let w:Q, wf be the path in (G, - w)* in H,(u) 
corresponding to the path wyP-‘w, in G,. Then axw:P, wia,wiQ, wza, is a 
cycle of length 2ci in H,(u) in Gi+ I . Therefore ci+ I > 2ci for all i > 0. By 
induction, it follows that ci > 2’c, for all i > 0. 
Recall that si = s(Gi) = cl/n,. Let 6 = 1 - (n, - 2)/[n,(r - l)(nO + l)]. 
Note that 0~6~1. Also observe that (r-l)n,d=(r-l)n,- 
(no - Wn, + 1) > (r - 1) n,-1>2n,-1>2(r+l)-127, a fact we 
shall use later. 
Theorem 1 is an immediate consequence of the following lemma. 
LEMMA 6. For all i >, 0, s, < (s,, + i) 6’. 
Proof. Dividing both sides of the inequality of Lemma 3 by n,, , , and 
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using the fact that (r- 1) nf < nit, = n,(l +(r- 1)nJ < (r- l)n,(n,+ l), 
we get 
Si+l= 
ci+l 
---< 
ni(l + (‘- l)ci) Pi(ci- ‘) 
ni+l ni+l - m  * nitl 
< fZi(l + (r- I) ci) cCi(ci - ‘1 . - (r- 1)nf m(r- 1) n,(n, + 1) 
1 1 
= +;-2 ( 
ci- 
(r- l)ni ci 1 
Pi 
m(r - l)(ni + 1) 
Gsi+ 
1 
-si ( ci 
- 1 
(r- 1)q 1 
1 
ci (r- 1)(&J t 1) * 
Here the last inequality uses Lemma 4. Now ci > c,, follows from Lemma 5, 
and c, > in0 by our choice of G,. Thus (ci - 1)/c, > (fn, - I)/(&) = 
(n, - 2)/n,. Using this in our last upper bound for sit,, 
1 
‘i+lG’i+ tr- l)ni-Si 
n, - 2 
( ) 
1 
n, 
(I - l)(no t 1) * 
That is, s it, < s,S + l/(r - 1) ni, for all i > 0. Using this inequality, by 
mathematical induction we easily prove that, for all i 2 0, 
i-l 6i-j-1 
s,(s,6’+ c 
j=O (r- l)fIj’ 
NOW nj> (r- l)nf-,, SO forj> 1, 
gi.-i 
where the last inequality uses nj-, > n,. That is, 
6i-j- 1 1 
(r- l)nj’ 
ai-(j-l)-1 
no(r- 1)6 ’ (r- l)nj-,’ 
so by mathematical induction on j, we easily see that 
ai-j- 1 
(r- l)nj ’ ( no(r! 1)s )i (r”r;n,’ 
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Therefore 
i-’ 8-j-’ 
j=o (r- 1) nj ’ (r- l) n(l j=O c gi-’ 2 (@I l)(j)’ 
gi-l 1 - (l/n& - 1)S)i 
= (r- l)n, 1 - l/n&- 1)s 
6’ 6’ 
G (I- l)nJ- 1 % 
where we recall that nO(r - 1)s > 7 so (I - 1) n,6 - 1 > 6. 
It follows that sI Q s,6’ + 6’/6, which proves the lemma. 
Theorem 1 follows at once, since 0 < 6 < 1, so that limi+, 6’ = 0. 
4. THE BEHAVIOR OF l,(n) 
Recall that I,(n) is the minimum of the longest cycle lengths c(C), as G 
ranges over all r-regular r-connected graphs on n vertices (and I,(n) is 
undefined if no such G exists). 
Theorem 1 immediately implies that lim,,, inf I,(n)/n = 0, where IZ + co 
through the domain of I,. We shall now prove that lim,,, r,(n)/n = 0. To do 
this, for any E > 0 we shall find an integer N(r, E) such that for every II > N 
(or if r is odd, for every even n > N) we can construct a graph G E F, on n 
vertices for which c(G) < err. As a preliminary, we construct two special 
graphs D, and D,, depending on E and r, from which we then construct the 
number N(r, E) and the desired graphs G. 
Suppose we are given any integer r 2 3, and any real number E > 0. Since 
si + 0 and n, --t co as i + co, and since ci > 2’c, by Lemma 5, we may choose 
(and thereafter fix) an integer i > 0 such that the following conditions hold: 
(1) Si < e/4-‘, 
(2) 2r/ni < E/4, 
(3) ni/(ni - 2, < 29 
(4) ci > 2r + 1. 
We now define the graphs D, and D,. First, let w  E V(G,), and let 
w, ,..., w,. be the neighbors of w  in Gi. Let (G,- w)i ,..., (G, - w),-, be 
pairwise vertex-disjoint copies of G, - w. Let A be a complete graph K,, , , 
and let B be a copy of Kr+3 - E(C,+ 3), the complete graph on r + 3 vertices 
minus the edges of a hamiltonian cycle. Let A and B be chosen so that V(A) 
and V(B) are disjoint from each other and from the vertex-sets of the 
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FIG. 5. The graph D, 
(Gi - w)~ for j= l,..., r - 1. Let z E V(B), and let z, ,..., z, be the vertices 
adjacent to z in B. Let V(A) = {h, h, ,..., h,}. 
Now let a, ,..., a, be new vertices not in A, B or any (G, - w)~. Let D, be 
the graph obtained from A - h, the (Gi - w)~ (j = l,..., r - l), and a, ,..., a, 
by joining uk to h, and to the copy of wk in each (Gi - w)~, for k = I,..., r. 
Let D, be the graph obtained from B - z, the (Gi - w)~ (j = l,..., r - l), and 
a, ,..., a, by joining uk to zk and to the copy of wk in each (Gi - w)~, for 
k = l,..., r. (See Fig. 5 for the graph D,. A figure for graph D, would be 
similar, with A - h replaced by B - z and h, ,..., h, replaced by zr ,..., z,.) 
Note that both A and B are in Fr. 
The results in [5] imply that D, and D, are rcnh graphs. (The reader can 
easily convince himself that they are rcnh.) Observe that n(D,) = 
(r- l)ni+r+ 1 and n(DJ=(r- l)ni+r+3=n(D,)+2. Let d=n(D,). 
Note that since n, is even by choice of G,, and because nj divides n,i+, = 
nj(l + (r - 1) nj) for all j > 0, it follows that n, divides n, so ni is even. 
Therefore if r is even then d is odd. Of course, if r is odd, then d is even. 
Let c = max{c(D,), c(D,)}. 
LEMMA 7. c/d ( &/4r. 
Proof: Let j be such that c = c(D,), where j E { 1,2). Let C be a longest 
cycle in Dj, and let c = 1 V(C)]. S ince n(Dj) > d > ni, if c Q ci then c/d < 
ci/ni = si < c/4r2 by (1). Thus we may assume that c > ci. By (4), then 
c > 2r + 1 > r + 2. Therefore C contains some of the points a, ,..., a, of Dj. 
Then C - {a, ,.,., a,} consists of at most r pairwise vertex-disjoint paths, each 
of which is contained in some (G, - w)~ or else in A - h (if j = 1) or in 
B - z (if j = 2). The number of vertices in such a path is at most ci - 1 = 
max(c, - 1, r + 2). Therefore c < r + r(ci - 1) = rc,. Then c/d < c/n, < 
rci/nl = rs, < r(e/4r2) = e/4r by (1). This completes the proof. 
Now let Q and T be disjoint copies of the complete graph K,, r, with 
v(Q) = {sv ql,..., 4,) and. V’J = 0, t , ,..., t,}. Let u, b be positive integers, 
and let Pi (1 <j < a) and 0: (1 < k < b) be pairwise disjoint copies of D, 
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and D, which are also disjoint from Q and T. Let x,, yi be a pair of adjacent 
vertices in @, (1 <j< a), and z+, vlr a pair of adjacent vertices in 0: 
(1 Q k < b). We shall now “splice together” all these graphs in a linear 
sequence, as shown in Fig. 6. 
We obtain a graph G with n(G) = 2r + a(d - 2) + bd vertices, such that G 
is r-regular and r-connected. To see this, note that G can be considered to 
have been obtained by a sequence of a + b - 1 binary splicing operations of 
the type shown in Fig. 7. 
The operation in Fig. 7 is easily seen to preserve r-regularity plus r- 
connectedness; such operations are discussed extensively in [5]. This 
establishes our claim that G E F,, since Q, T, all Pi and all D$ are r-regular 
and r-connected. 
The reader will notice that one edge of G actually goes from Q -q to 
T - f, since in the successive splicings, the edges x1 y, ,..,, x, y,, or v, ,..., z+, vb 
are seen to become part of a single edge. We may thus describe more 
precisely the structure of G as follows: Let Xj (Yj) be the set of all neighbors 
in o’, of x, ( yi) except y, (except xI, respectively) for j = 1,2,..., a. Let U, 
(Vk) be the set of all neighbors in 0: of uk (uk) except uk (u,), for 
k= 1,2 ,..., 6. Let Q’ = {ql ,..., qrel} and T’ = {tr ,..., t,-r}. Take the graphs 
Q - q, Pi - Xj - yj (1 <j < a), 0’; - Us - vk (1 < k < b), and T - t. Join qr 
by an edge to t,. Then successively join the pairs (Q’, X,), (Y,, X,), 
V’,J,),..., (Ya-l,&)v (Y,, U,>, (VI9 u,),..., (vbeIT UJ, and (v,, T’) of 
vertex subsets of cardinality r - 1 by matchings. (The G obtained will 
graph M graph M’ spliced graph M* 
FIG. 1. “Both M and M’ in F,” implies “M* is in F,.” 
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FIG. 8. Possibly Xjfl Y, # 0. 
depend on these matchings, but this is of no importance-we let G be any 
particular graph obtained in this manner.) 
Recall c = max{c(D,), c(Dz)}. Let C* be a longest cycle in G, and let 
c* = ] V(C*)l. If we delete from G the edge qrtr, along with all the edges of 
the matchings just described, then either C* lies inside one of the resulting 
a + b + 2 components (in which case c* ( c = max(c, r)) or else the 
remaining edges of C* span a family of pairwise vertex-disjoint paths 
containing all vertices of C* where each such path is contained entirely in 
some one of the II + b + 2 components. Any such path contained in a 
component D{ - xi - yj has at most c - 1 vertices. Indeed, if both endpoints 
of the path were in Xi (or Yj) then the path plus the two edges of Wi joining 
the endpoints of the path to Xj (respectively, to vi) would be a cycle in Pi. If 
instead one endpoint of the path was in Xi and the other in Yj, then the path 
plus the edges joining its endpoints to Xi and yj, plus the edge in @, from xj 
to yi, would be a cycle in o-‘;. (See Fig. 8.) 
Since no cycle in D{ has more than c vertices, the path has at most c - 1 
vertices. Also, there are at most r - 1 such paths in 0’; - Xj - yj, since the 
paths are disjoint and the endpoints of the paths are all in XjU Yj, where 
]Xju Yjl ,< 2(r - 1). Therefore C* has at most (r - l)(c - 1) points in the 
component D{ - xi - vj. Similarly, C* has at most (r - 1) (c - 1) points in 
the component D$ - uk - vk. Allowing for the possibility that C* might also 
contain all 2r vertices of Q - q and T - t, we find that c* < 
a(r-l)(c-l)+b(r-l)(c-1)+2r. 
Now n(G) = a(d - 2) + bd + 2r, and c(G) = c* < a(r - I)(c - 1) + 
b(r - l)(c - 1) + 2r < arc + brc + 2r. Therefore s(G) = c(G)/n(G) < (arc + 
brc -t Zr)/(a(d - 2) + bd + 2r) < arc/a(d - 2) + brc/bd + 2r/(a(d - 2) + 
bd + 2r) < (r(c/d)) . (d/(d - 2)) + r(c/d) + 2r/n, < 2r(c/d) + Q/d) + 2r/n, 
= 3r(c/d) + 2r/rzi < 3r(&/4r) + s/4r = E. Here we have used the facts that 
a>0 and b>O, so u(d-2)+bd>d=(r-l)n,+r+l>n,; that since 
d > n,, and ni/(ni - 2) < 2 by (3), we have also d/(d - 2) < 2; that 
c/d < e/4r by Lemma 7; and that 2r/n, < c/4 by (2). 
Now a and b were arbitrary positive integers. Let N(r, E) = d(d - 2) + 
2r + 1. If r is even, then the greatest common divisor (d, d - 2) = 1 since d 
is odd; if r is odd, then d is even, so instead (d, d - 2) = 2. By a well-known 
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result of elementary number theory [8, p. 1031, if g = (4 d - 2) then for 
every positive integer m such that g divides m and gm > d(d - 2), there is a 
solution in positive integers a, b of the equation a(d - 2) + bd = m. 
It follows that if n > N(r, E), then when r is even we have n = a(d - 2) + 
bd + 2r for some integers a, b > 0; and when Y is odd and n is even, we also 
have n = a(d - 2) + bd + 2r for some integers a, b > 0. Thus the graph G we 
constructed has n(G) = n and s(G) < E. 
We have proved our main result: 
THEOREM 2. Given r >, 3 and any real E > 0. There exists an integer 
N(r, E) > 0 such that if r is even and n > N(r, E), or if r is odd and n is even 
and n > N(r, E), then there exists a graph G E F, such that n(G) = n and 
c(G) < en. 
COROLLARY. lim,,, l,(n)/n = 0. 
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