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ABSTRACT
The Tattice space structure’ is one of the groups of space structures and a typical 
structure of this type consists of a large number of elements o f different lengths. The 
objective of this thesis is to regularise these different element lengths, which is desirable 
in practice. To this end, the nodal positions of the structure are altered, such that the 
required geometry will be obtained. This process is referred to as the ‘traviation 
process’. Normally, this process involves a number o f constraint conditions. To solve 
this non-linear optimisation problem, one of the optimisation techniques, namely the 
‘genetic algorithm’, is used because this technique is robust and is found to be suitable 
for the geometric optimisation problem.
The fundamental procedure of the genetic algorithm is first introduced and its 
advantages are discussed. Then, the procedure is applied to the régularisation of element 
lengths using a number of new concepts that are required for the operation. The 
effectiveness of the proposed algorithm is investigated through a number of examples 
and it is found that it is capable of regularising element lengths.
The genetic approach established for the régularisation o f element lengths is found to be 
suitable for generating a new structural system, ‘nexorade’. That process is described in 
this thesis as another application o f the geometric optimisation. Although finding the 
geometry of nexorades is generally difficult, the proposed method, referred to as the 
‘fanning process’, can achieve this objective. The results are discussed through a 
number of examples.
The above two processes are implemented as ‘formex functions’, which make it 
possible to use them in conjunction with the other concepts o f ‘formex algebra’. This 
gives rise to a large number of possibilities of generating configurations. Also, several 
outcomes of the research are described in this thesis such as random number generators.
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CHAPTER 1
Introduction
1.1 Introduction
This chapter contains some introductory remarks in relation to the study in this thesis.
1.2 Space Structure
The term ‘plane structure’ is used to describe a structure that involves two dimensions. 
This means that external loads, internal forces and displacements of the structure as well 
as its geometry are in a single plane. In contrast, the term ‘space structure’ is used to 
refer to a structure that involves three dimensions. That is, a space structure is a system 
that transfers external loads and internal forces three-dimensionally. In this sense, it may 
be said that space structures are represented in many different forms, e.g., a bridge, an 
umbrella, an aeroplane and bodies of animals and plants. However, from the viewpoint 
of civil engineering, a space structure is normally a three-dimensional system that spans 
large spaces. Examples of a number of space structures are shown in Figs 1.1 to 1.6.
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Space structures may be divided into three categories [35]:
■ ‘Lattice space structures’ that consist of discrete, normally elongated, elements.
■ ‘Continuous space structures’ that consist of components such as slabs, shells and
membranes.
■ ‘Biform space structures’ that consist of a combination of discrete and continuous 
parts.
The structures shown in Figs 1.1 and 1.2 are lattice space structures since each of them 
consists of a number of elongated elements. The space structure o f Fig 1.1 is a vault 
type and was constructed as one of the commemorative activities of Osaka 
municipality’s fiftieth anniversary. The structure of Fig 1.2 is a tropical greenhouse in 
Tokyo, consisting of three intersecting spherical domes and a flat wall.
In contrast, the structure shown in Fig 1.3 is a continuous space structure made of a 
continuous membrane. This particular structure was built as the first permanent 
membrane structure in the world, using fibreglass membrane with Teflon coating 
(U.S.A., 1973). Fig 1.4 shows a typical example of a reinforced concrete shell, which is 
categorised as a continuous space structure. This structure was built by H. Isler in 1980 
for tennis courts in Switzerland.
The other two examples shown in Figs 1.5 and 1.6 may be recognised as the third 
category, that is, biform space structures. To elaborate, the structure in Fig 1.5 has a 
continuous wooden lattice roof with a membrane and a large arched truss above the 
roof. This structure was built for an ice-skating rink in Germany in 1983. The space 
structure shown in Fig 1.6 was built in Italy in 1992. This structure consists of five 
membrane roofs and four discrete parts (arched pipes). They are supported by large 
columns through a number of cables.
The field of space structures is extensive and a number of aspects need to be considered 
when actual space structures are designed. For instance, analysis method, construction 
procedure, cost management, choice of materials ... etc. Among various aspects, 
generating geometry of space structures is one of the most difficult and important 
topics. This crucial topic is discussed in the following section.
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1.3 Configuration Processing
The term ‘configuration’ is used to mean an ‘arrangement o f parts’. For instance, a 
structure is such an arrangement since it normally consists of a number of elements. The 
most common usage o f the term configuration is in reference to geometric compositions 
that consist o f points, lines and surfaces. The term ‘configuration processing’ is used to 
mean the creation and manipulation of configurations [29].
‘Formex algebra’ is a mathematical system that provides a convenient environment for 
configuration processing. The term ‘formex configuration processing’ may be used to 
mean configuration processing using formex algebra. The fundamental ideas of formex 
algebra were developed during the years 1972-73 and the early ideas were published in 
1975 [22]. The first textbook in this field came out in 1984 [23] and the recent features 
o f the concepts are described in another concise textbook published in 1993 [29].
E
concepts that allow 
movement o f  forms
G=verad(0,0) | E
concepts that allow 
propagation o f  forms
G=lamid(5,5/2)|E
concepts that allow 
deformation o f  forms
G =bb(L3/2)|bp(l,9)|E
concepts that allow 
curtailment o f  forms
G=°lux(rosad(H6)[[14,5]) | E
Fig 1.7 Manipulation in formex algebra
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It is assumed in this thesis that the reader is familiar with formex algebra. Four 
fundamental concepts of the manipulation in formex algebra, namely ‘movement’, 
‘propagation’, ‘deformation’ and ‘curtailment’ [33] are illustrated in Fig 1.7. Since the 
idea of formex algebra emerged, a large number of concepts have been studied and 
developed. The combination of these concepts allows one to create complex 
configurations as shown in Fig 1.8. More details regarding the formex configuration 
processing can be found in the textbooks mentioned before [23][29]. Also, recent 
developments of formex algebra are described in Refs. 24 to 39.
Fig 1.8 Complex configurations
In order to apply the concepts of formex algebra, a suitable computer system is required 
together with appropriate software. ‘Formian’ [29] is a programming language which 
has been developed for formex configuration processing and has continued to develop 
together with the concepts of formex algebra. The latest version o f Formian is referred 
to as ‘Formian 2 ’, which works under the MS-Windows operating system. The 
configuration processing operations described in this thesis use this latest version of 
Formian.
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1.4 Grid Patterns for Lattice Space Structures
Since designing space structures requires both architectural and engineering knowledge, 
this process is normally a collaborative work among architects and engineers. 
Generally, the properties of space structure such as ‘volume’, ‘surface’, ‘type’ ... etc are 
designed by architects in the first stage. After that, it is common that engineers revise 
the design from the engineering point of view and then, the architects can improve the 
first design with advice from the engineers. This process is normally repeated or 
simultaneously proceeds until the final design is achieved.
As far as lattice space structures are concerned, the grid pattern is one of the most 
important factors for its design since the grid pattern is related to a number of properties 
o f the lattice space structure. For instance, each grid pattern has its own layout and 
provides a different ‘space’ and ‘atmosphere’ from the architectural point of view. To 
elaborate, compare some grid patterns that are typically used for spherical domes, see 
Fig 1.9 [35].
(a) Ribbed dome (b) Trimmed ribbed dome (c) Schwedler dome (d) Trimmed Schwedler dome
(e) Lamella dome (() Trimmed lamella dome (g) Diamatic dome
(!) Three-way grid dome (j) Four-way grid dome (k) Geodesic dome
(h) Diamatic dome
(I) Geodesic dome
Fig 1.9 Typical grid patterns for spherical domes
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The grid pattern is also associated with other properties of the lattice space structure, for 
instance:
■ Joint size and type,
■ element size,
■ cladding/secondary element size,
■ structural behaviour, ... etc.
All these properties are, o f course, related to the cost of the structure. For example, if  all 
the joints of the lattice space structure are identical, the cost o f the structure will be 
relatively low since the same manufacturing and construction processes can be applied 
to all o f the joints. The grid pattern that gives rise to such joints is preferable in terms of 
cost o f the structure. In a similar manner, the grid pattern may be determined such that 
other aspects will improve from various viewpoints. However, it is rather complex to 
find such a grid pattern since a large number of factors are intricately involved. For this 
reason, the grid pattern for a lattice space structure is normally designed by means of the 
experience of architects and engineers.
1.5 Optimisation Techniques
Finding the most suitable grid pattern for a lattice space structure is a form of the 
‘optimisation’ process. Although designer’s experience and careful consideration are 
necessary, a computational approach may also be used to achieve this optimisation 
process as described in this section.
Consider the curved surface shown in Fig 1.10. This surface is a graphic representation 
o f a particular function and has two peaks and two depressions. The objective of an 
‘optimisation’ regarding this surface may be to find the lowest or highest position of the 
surface. The term ‘optimum’ is used to mean one o f these positions, which is the ‘goal’ 
o f the optimisation process.
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Local depression
Local peak
Highest peak
Suifaee to be explored
Lowest depression
Fig 1.10 Surface to be explored
Optimisation problems frequently arise in various fields such as economics and 
engineering. In general, a ‘surface’ of an optimisation problem cannot graphically be 
represented in the manner shown in Fig 1.10. However, such a ‘surface’ conceptually 
exists for any optimisation problem and this surface can be explored by using numerical 
optimisation techniques. Normally, optimisation techniques are divided into two groups:
■ Gradient methods
■ Non-gradient methods
A ‘gradient method’ uses gradient information on the conceptual surface. The ‘Newton- 
Raphson method’ and the ‘conjugate gradient method’ are examples of this group [43]. 
On the other hand, a ‘non-gradient method’ uses its own strategy instead of gradient 
information. The ‘downhill simplex method’ and the ‘direct search method’ are in this 
group [43]. Normally these traditional methods start exploring the surface from a certain 
position (starting point) and gradually approach the optimum as shown in Fig 1.11(a), 
where the conceptual surface is represented by a number o f contour lines. But, when a 
number of ‘local’ optimums exist, a traditional method may find a local optimum rather
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than the global one. For instance, such a situation is illustrated in Fig 1.11(b), where the 
local optimum that is close to the starting point has been found as a solution.
Contour line
Startmg point Exploring path
Starting point
/
Conceptual surface
Global optimum 
(a) Path for the optimum
Local
optimum
Contour line
(b) Failure of optimisation
Fig 1.11 Traditional optimisation approach
In the 1960’s, another robust optimisation technique emerged, namely the ‘genetic 
algorithm’ [10], whose strategy is related to the evolutionary process of nature. Because 
this technique uses no gradient information, it may be categorised as a non-gradient 
method. However, it has been found that this optimisation technique can solve the 
problems that traditional techniques fail to solve [11]. Accordingly, the genetic 
algorithm is categorised in another group in this thesis, namely the ‘evolutionary 
method’ or ‘genetic approach’ and the details o f the algorithm are described in Chap. 3.
1.6 Objactives of Thesis
The geometry of a configuration may be optimised in terms of one or more required 
aspects. For instance, as described in Section 1.4, a lattice space structure may be 
optimised so that its construction cost will be reduced with respect to its joints, elements 
and claddings/secondary elements etc. One of the most popular attempts in this field is 
probably the régularisation of element lengths as follows:
Butterworth proposed a new method for dividing a spherical surface into lattice 
elements [1]. To do this, a new concept of ‘geometric potential’ was introduced, see 
Section 4.5. The author found that minimising the geometric potential was related to the
Yoshihiko Kuroiwa 20
Chapter 1 Introduction_______________________________________________ Ph.D. Thesis
régularisation of element lengths. To minimise the geometric potential, Butterworth 
used a conjugate gradient method as an optimisation technique. However, he found that 
this optimisation method might find a local minimum rather than the global one.
To implement Butterworth’s method effectively, Ishikawa and Nooshin investigated a 
number of optimisation techniques, namely a direct search method, a conjugate gradient 
method, an SQP method, a quasi-Newton method and a modified-Newton method [2]. 
The conclusion was that the direct search method [42] could find the global optimum 
most consistently.
Nooshin et al introduced a method of improving the grid pattern in terms of element 
lengths [3]. The grid pattern was initially specified on a spherical dome and its topology 
was modified by altering the nodal positions of the configuration. To do this, a modified 
geometric potential, called a ‘relative geometric potential’, was introduced and the 
direct search method was used to minimise this geometric potential.
Ikehata et al [4] reported that the direct search method occasionally failed to minimise 
the geometric potential since this technique may find the local optimum rather than the 
global one as briefly explained in Section 1.5. For this reason, the genetic algorithm was 
used for the same problem. However, it was found that the geometry obtained by the 
algorithm was a ‘quasi-global optimum’. That is, the resulting solution was close to the 
global optimum, but the genetic algorithm was not efficient enough to find the required 
solution.
Ishikawa and Ikehata [5] [6 ] proposed a hybrid optimisation algorithm that consisted of 
the genetic algorithm and the direct search method. During this optimisation process, 
the genetic algorithm was used to find the region where the global optimum existed and 
after that, the direct search method was used to explore the region to find the global 
optimum. Although this hybrid method was able to find the global optimum 
successfully, it is difficult to know the proper timing of switching over between the two 
optimisation techniques.
Taking these past studies into consideration, the objectives o f this thesis are described 
below:
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Although the geometry of space structures tends to be complicated these days, only 
spherical and elliptical domes were dealt with in the above past studies. This is because 
the coordinate system proposed by Butterworth is a polar system, which is convenient 
for constraining nodal positions on a spherical or elliptical surface, but a configuration 
with general geometry cannot be handled. From this point of view, it can be said that the 
methods proposed so far are limited. In the work of this thesis, the Cartesian coordinate 
system is employed such that a configuration with general geometry can be 
manipulated.
Because the genetic algorithm is capable of finding the global optimum, this algorithm 
is used for geometric optimisation problems, which may have a number of local 
optimums. However, as reported in Refs. 1 and 4, the solution obtained by the genetic 
algorithm may be a quasi-global optimum. To eliminate this drawback, the process of 
the genetic algorithm is revised and a new procedure is proposed in this thesis. Also, the 
capabilities of this new procedure are investigated through a number of optimisation 
problems of régularisation of element lengths.
The proposed genetic algorithm is found to be suitable for different kinds of geometric 
optimisations. The versatility of the algorithm is investigated through configuration 
processing of a new structural system, namely ‘nexorade’.
The algorithm proposed in this thesis is implemented as a number of standard functions 
of Formian so that other concepts in formex algebra can be used together with the 
geometric optimisation procedure.
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1.7 Organisation of Thesis
The thesis contains 6  chapters, as follows:
The current chapter, that is Chapter I, provides an introduction to the research.
Chapter 2 is devoted to a description of the concept o f random numbers and the 
techniques for the generation of random numbers.
Chapter 3 is concerned with establishing the basic principles o f the genetic algorithm 
which is used as an optimisation method for the present research. In Chapter 3, the basic 
ideas of the genetic algorithm are explained in terms of simple optimisation problems.
In Chapter 4, the concept o f the genetic algorithm is applied to a particular 
configuration processing which is referred to as the ‘traviation process’. This is the 
process that allows the régularisation of the element lengths in structural configurations.
Chapter 5 deals with the generation of geometric information for structural forms that 
are referred to as the ‘nexorades’ or ‘multi-reciprocal grids’. The basic approach for the 
generation of geometric information in Chapter 5 is rather similar to the traviation 
process.
Chapter 6  is devoted to the discussion of results of the research and the conclusions 
together with suggestions for future work.
Finally, the thesis contains a number of appendices dealing with some secondary 
outcomes of the research.
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CHAPTER 2
Random Numbers
2.1 Introduction
Random numbers are of pivotal importance for the current research as will be 
described in Chapters 3, 4 and 5. Since ‘generating random numbers’ is an extensive 
subject in mathematics and computer science, describing all the aspects o f the random 
numbers is impractical. Instead, this chapter is devoted to the explanation o f the basic 
concepts o f random numbers and to the description o f some methods for generating 
random numbers. A method for the generation o f random numbers is chosen for the 
present work and its reliability is assessed by two primary tests.
2.2 What are Random Numbers?
Suppose that a dice is thrown to obtain a number between 1 and 6 . One of the numbers 
on a face o f the dice will then appear in each throw. This throwing process is repeated 
60 times with the results as shown in Fig 2.1. From these results, it is recognised that 
each number appeared a different number of times. For instance, number 1 appeared 5 
times while number 3 appeared 14 times. If  one throws the same dice 60 times again, 
the result will be different. In fact, nobody can predict which number will appear in the 
following throw.
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I
I
14 
12 
10 
8
6 -  
4 -  
2 
0
1 2 3 4 5 6
Number
Fig 2.1 Frequency of numbers (60 attempts)
Now, suppose that the same process of throwing the dice is repeated 6000000 times. A 
result o f this test is shown in Fig 2.2. Although the frequency o f each number is of 
course different, the differences among the numbers are relatively small and the 
differences cannot be recognised from the bar chart in the figure. That is, each number 
appeared around 1 0 0 0 0 0 0  times.
1200000
I
I
1000000
800000
600000
400000
200000
0
1 2 3 4 5 6
Number
Fig 2.2 Frequency of numbers (6000000 attempts)
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From the above tests, two characteristics may be stated as follows:
■ Precise prediction of the result of a single throw is impossible.
■ Each number is equally likely to appear.
The sequence of numbers that has the above characteristics is referred to as ‘uniform 
random numbers’ or simply ‘random numbers’. The above process, that is, throwing a 
dice, is a typical method for the generation of random numbers.
When a long sequence of random numbers is required, a computational method may be 
employed. Such a method is normally called a ‘random number generator’. However, in 
general, no random number generator can generate ‘true’ random numbers. To 
elaborate, consider the sequence of numbers in Fig 2.3. This sequence of numbers is a 
repetition of the same five numbers, namely ‘5, 3, 7, 6 , 4 ’. A sequence of this type is 
said to have a ‘period’. The period in the current example is 5. In contrast, the ‘true’ 
random numbers never have a period. Nevertheless, if  the period of a sequence of 
numbers is considerably long, such numbers are effectively considered as ‘random
numbers’. In this sense, a sequence of numbers with a ‘long’ period is sometimes called
‘pseudo-random numbers’, which are the results o f random number generators. In the 
current work, the term ‘random numbers’ is normally used to mean ‘pseudo-random 
numbers’.
Period 5
... 6, 4, 5, 3, 7, 6, 4, 5, 3, 7, 6, 4, 5, 3, 7, 6, 4, 5, 3,...
i i À À il
Fig 2.3 Sequence of numbers with period of 5
2.3 Random Number Generators
Many random number generators have been suggested by experts in the field
[44][45][46]. However, it can be said that no ‘perfect’ random number generator exists. 
For this reason, the experts in the field are still searching for improved random number
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generators. As far as the current study is concerned, it would be prudent not to use 
controversial random number generators, which are under investigation, but to use a 
typical one that is widely used. Two types of random number generators are considered 
in the following sections, namely the ‘linear congruential generators’ and 
‘multiplicative linear congruential generators’.
2.3.1 Linear Congruential Generators
‘Linear congruential generators’ (LCGs) are popular and have been studied extensively
[45]. This type o f random number generator can be expressed by
Xj = (AXj. j + C)mod M 2.1
Here, A, C and M are constants, called the ‘multiplier’, the ‘increment’ and the 
‘modulus’, respectively. X; represents the ith number in the sequence of random 
numbers. As Equation 2.1 shows, the ith number X, is generated from the i-lth  number 
Xi-i. For instance, the following process may be carried out to generate a sequence of 5 
numbers:
A=5, C=l, M=17, Xo=3
Xi = (AXo + C) mod M = (5x3+1) mod 17 =16
X2 = (AXi + C) mod M = (5x16+1) mod 17 =13
X3 = (AX2 + C) mod M = (5x13+1) mod 17 =15
X4 = (AX3 + C) mod M = (5x15+1) mod 17 = 8
X5 = (AX4 + C) mod M = (5x8+1) mod 17 = 7
To elaborate, three values for the constants and the ‘seed’ Xo are specified at the outset. 
These values are used to generate the first number Xi. That is, the remainder o f the 
division of 17 into 5x3+1 is taken as X%. ‘mod M ’ represents such an operation. After 
that, the same process is carried on and consequently, a sequence o f 5 numbers
16, 13, 15, 8 ,7
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is obtained. As this example demonstrates, X| is given as the remainder of the division 
of M into AXi-i + C. Therefore, X; is generated as an integer number between 0 and M- 
1. This implies that the greater the value of M is, the longer the period of the resulting 
random numbers will be. For this reason, a relatively great number is often taken as the 
modulus M. However, unsuitable selection of the other constants A and C will also 
result in a ‘bad’ random number generator. Hence, A, C and M should be chosen 
carefully so that the period of resulting random numbers will be as long as possible. 
Three suggestions which are the results of extensive research are shown in Table 2.1 
together with the corresponding periods of the resulting random numbers [44].
Table 2.1 Constants for LCGs
A C M Period
69069 1 2^ 2 232
3141592621 1 232 2 “
1103515245 12345 2 'i 2 ^'
It is seen from Table 2.1 that the period of each random number generator is equal to its 
modulus M, which means that it is the longest period possible. Such a random number 
generator is desirable and is referred to as a ‘full period generator’.
2.3.2 Multiplicative Linear Congruential Generators
When the increment C of a LCG is specified as zero, then the resulting random number 
generator is called a ‘multiplicative linear congruential generator’ (MLCG). This can be 
represented by
Xj = AXj_i mod M 2.2
This type of random number generator has been studied in depth and works fast. 
Therefore, this type is frequently chosen as the ‘standard’ random number generator for 
a number of applications [45]. However, like LCGs, the constants A and M should be 
chosen carefully to make the period of the resulting random numbers longer. Two 
suggestions for the constants A and M are shown in Table 2.2 [44].
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Table 2.2 Constants for MLCGs
A M Period
16807 2f ' - l 2 ^ ‘- 2
630360016 2 ' i - l 2 ^ ‘- 2
It can be shown that when 2^  ^ is selected as the modulus M, the period of the resulting 
random numbers will be 2^° at most. Also, when 2^  ^ is chosen for the value of the 
modulus, the longest period will be 2^  ^ [45]. Both these periods are rather shorter than 
the corresponding periods of LCGs with the same values for the modulus. In contrast, 
when 2 ^^-l is chosen as the modulus, the period will be 2 ^ ^ -2  at most, which is longer 
than those of the other two cases. This is due to the fact that 2^^-l (= 2147483647) is a 
prime number. This type of random number generator is called a ‘prime modulus 
multiplicative linear congruential generator’ (PMMLCG). The random number 
generators suggested in Table 2.2 are of this type.
2.4 Implementation of a PMMLCG for This Study
A random number generator of the type PMMLCG is employed for the current study. 
As far as the constants for the generator are concerned, the recommended values 16807 
and 2^^-l are employed for A and M, respectively. In the following sections, some 
aspects of the implementation of this random number generator are discussed.
2.4.1 Seed for the Random Number Generator
As described by Equation 2.2 in Section 2.3.2, each random number generated by a 
PMMLCG is calculated from the previously generated number. Therefore, ‘seed’ Xo, 
which is given to the random number generator as the first value, is necessary for the 
production of a sequence of random numbers. Actually, a series of random numbers 
obtained through a particular seed is always identical since the same numerical 
calculations are performed every time. Therefore, in order to generate ‘random’ 
numbers, a randomly chosen seed is required. This paradoxical feature is inevitable and 
somehow a suitable seed needs to be given. To this end, a seed may manually be given 
to the random number generator at the first stage of the application. Since this seed is 
arbitrarily chosen by the user, such a seed is considered to be ‘random’. This method is 
frequently used for a number of applications.
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However, a different method is used in the current work where a seed is given to the 
random number generator automatically. To do this, the internal time on the computer is 
used. To elaborate, when the random number generator is activated for the first time, a 
seed will be obtained using the internal time at that moment and will be given to the 
generator. Although the calculation of a seed may be achieved by various methods. 
Formula 2.3 is used in the current study.
seed = minute x 60 + second ............................................................ 2.3
For instance, when the random number generator is activated at a particular time, say 
lOhr 37min 42sec, the seed will be 37 x 60 + 42 = 2262. It should be noted that the 
value for hour is not involved in the equation. Formula 2.4 may be used instead.
seed = hour x 3600 + minute x 60 + second........................................................2.4
However, computational calculation tends to be carried out in a specific period, for 
example, during daytime only. This means that the seed generated by Formula 2.4 could 
be biased, which is inappropriate for the purpose of generating ‘good’ random numbers. 
For the same reason, the values for year, month and date are too long to generate a 
‘randomly chosen’ seed unless a careful treatment is adopted.
2.4.2 Standard Random Number Generator
The integer numbers generated by the PMMLCG as described so far will be in the range 
between 0 and M-1 (= 2^^-2), where M is the modulus as described in Section 2.3.2. 
However, such numbers are not convenient for practical use because the range is too 
large. Therefore, a ‘standard’ random number generator is designed so that it will give 
real numbers between 0 and 1, inclusively. The conversion is achieved by dividing a 
random number X| by the upper limit M-1 :
x:=
M -1  2.5
where X,' is referred to as the ‘normalised’ random number. In contrast, Xj may be 
called the ‘raw’ random number.
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2.4.3 Scaling
In practice, a specific range is normally required for random number generation rather 
than the range between 0 and 1 of the normalised random numbers. For example, a 
range between 10 and 100 may be required. Such random numbers can be obtained 
from normalised random numbers as follows:
R, = ( R „ - R j - X ' + R , 2.6
where Rl and Ru are the lower and upper limits of the required range, respectively, and 
where Ri is a random number within the required range. This process is called ‘scaling’.
2.4.4 Random Integer Numbers
Random integer numbers may be required for various purposes. For example, 0 or 1 
random numbers can simulate tossing a coin. To obtain a random integer number 
between two integers II and lu (II ^  lu), inclusively, the following formula can be used:
2.7
where X{ is a normalised random number between 0  and 1 , inclusively, and h is the 
resulting random integer number. The square brackets in the formula indicate truncation 
whereby the integer part of the contents is calculated.
However, the value Xi' at the lower limit may be slightly less than zero because of the
floatal nature o f the value. In this case. Formula 2.7 results in a value o f I l -1  for h. Also,
the value of Xi' at the upper limit can be one or may be slightly larger than one, giving 
rise to a value of Iu+1 for T. To safeguard against these unacceptable possibilities, it is 
prudent to add the following conditions to Formula 2.7:
If li < II li — II ............................................................ 2.8
If  li > lu li — lu ............................................................ 2.9
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2.5 Tests on Random Numbers
Any random number generator should be investigated to see whether or not it can 
generate suitable random numbers. To this end, two primary tests are now considered, 
namely the ‘chi-squared test’ [47] and the ‘correlation test’ [45][46].
‘Good’ random numbers are distributed uniformly, but also their uniformity must not 
involve a ‘pattern’. These two aspects of random numbers can be evaluated by the chi- 
squared test. On the other hand, the correlation test is used to make sure that there is no 
undesirable correlation among the random numbers. These tests were carried out for the 
random number generator for the current study and the results confirmed that the 
generator does produce suitable random numbers.
2.6 Ran Function
The random number generator described in this chapter is implemented as a standard 
function of Formian, namely the ‘ran function’. The particulars of the function are 
illustrated in Fig 2.4.
Abbreviation for random number
R  — r a n  I X  ^ —  Argument (Range for the random number) 
\ Random number
Fig 2.4 Particulars of the ran function 
This function can produce a random number that will be within the following range:
- (abs I X) < R < abs I X
where function ‘abs’ indicates the absolute value of its argument. For example, if  X is 
given as 5, the random number will be generated within the range -5  to 5.
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2.7 Conclusions
Although a number of random number generators have been proposed in the literature, 
none o f them can be a perfect random number generator. However, a careful study of 
various random number generators indicated that a PMMLCG is the most suitable 
generator for the current study. This random number generator was subjected to two 
primary tests, namely the chi-squared test and the correlation test. The results of these 
tests showed that the random numbers generated by the PMMLCG were suitable for the 
basic procedures in the current study. The process for generating random numbers was 
implemented as a standard function of Formian, namely the ran function.
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CHAPTER 3
Genetic Algorithm
3.1 Introduction
This chapter is devoted to the explanation of the fundamental procedure of the genetic 
algorithm. For this purpose, a number o f biological terms related to the genetic 
algorithm are introduced in Section 3.2. After that, a simple optimisation problem is 
solved to describe the genetic algorithm that has been established for the present 
research. Also, a number of basic studies are carried out to explain the significance of 
the genetic algorithm. Finally, the proposed genetic algorithm is implemented as a 
standard function of Formian and applied to two optimisation problems.
3.2 Biological Processes and Terminology Relevant to the Genetic Algorithm
Before starting the discussion about the genetic algorithm, some biological processes 
and the related terminology should be introduced since they are the basis of the genetic 
algorithm and this would be helpful in understanding the procedure.
3.2.1 Natural Selection and Fitness
It is believed that the first life on the earth emerged in oceans more than 2000 million 
years ago. Since then, the history o f living things on the earth has been continued. 
During this history, many kinds of species appeared and some o f these became extinct.
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For example, a dinosaur is one of the most typical animals which have died out even 
though it had been flourishing for a long time as the predominant life form on the 
planet.
Charles Darwin (1809-82) is the first man who theorised about the rules of survival and 
extinction of species. This theory is known as ‘natural selection’ [7], which is the one of 
the foundations of biology. The summarised theory may be described as follows:
■ Living things survive or become extinct according to their ability to adapt 
themselves to their environment.
In other words, fitter ones are going to survive and less fit ones are going to die out. 
However, the definition of ‘fitter’ is not governed by an absolute rule but depends on a 
particular situation. For instance, a penguin living in the Antarctic has a good ability to 
live there since it has suitable wings and flippers for swimming but not for flying or 
walking. As long as it lives on ice or snow, it can also travel by using its stomach like a 
sledge. Suppose that a penguin is taken from the Antarctic and released at the middle of 
a jungle on the equator. It probably could not travel as well as it previously did in its 
homeland and thus it would suffer from thirst. Eventually, it may be attacked and eaten 
by a snake living there. This means that the penguin has a ‘fitness’ for living in the 
Antarctic but not in a jungle. The term ‘fitness’ is used in biology to represent the 
ability, owing to which a creature is adapted well to its environment. In other words, 
fitness is a measure for natural selection.
3.2.2 Chromosomes and Genes
What does determine the characteristics that relate to the fitness? In 1902, a threadlike 
substance was recognised as the carrier o f ‘genes’, which had been thought o f the cause 
of the characteristics of a creature. The substance which is found in plant and animal 
cells was named ‘chromosome’. Each body cell o f a particular member of species 
basically has the same number of chromosomes. For instance, human beings have 46 
chromosomes in every cell. Contrasting with this, a kind o f crustacean has 208 
chromosomes in its cells [8 ].
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A gene is considered to be a unit o f genetic information that has been inherited from 
parents and determines the individual eharaeteristies, such as colour of hair. A large 
number o f genes in a row form a chromosome as shown in Fig 3.1.
Gene
Chromosome
Fig 3.1 Chromosome and genes
3.2.3 Crossing Over
Children inherit genetic information from their parents through genes. This means that 
the children’s chromosomes include the genes from both parents. Owing to this fact, 
children generally have similar features to both of their parents. As an example, there is 
genetically a high probability that a child would have blue eyes if its parents both have 
blue eyes.
Figs 3.2(a) and 3.2(b) show the process during which a father cell and a mother one get 
together in a cell. Each of them has half the number o f chromosomes that a body cell 
usually has. For this reason, the first cell o f a new individual contains the normal 
number of chromosomes.
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Chromosome
from male parent
Chromosome
from female parent
Chromatids
(a) Chromosomes from parents
■=>
(b) Paired chromosomes
(c) Crossing over (d) Resulting chromosomes
Fig 3.2 Crossing over procedure
Fig 3.2(a) illustrates a pair of male and female chromosomes which have the same order 
o f genes relating to particular eharaeteristies. For example, the genes relative to colour 
o f eyes exist at the same position in both the coupled chromosomes. As far as human 
beings are concerned, 23 pairs of chromosomes are arranged in a cell in this manner.
In the second step. Fig 3.2(b), each chromosome is transformed into two ‘chromatids’, 
which look like a ribbon since they are connected together at a point. In a later stage, 
they separate completely and each of these becomes a chromosome. In order to keep the 
genetic information, each of the paired chromatids has the same information of the 
previous chromosome. After this process, the cell under consideration will divide into a 
large number of body cells so that the new individual will be formed.
Figs 3.2(e) and 3.2(d) show the process referred to as ‘crossing over’, during which the 
paired chromosomes exchange their parts with each other. This process may occur for 
producing children and the cell division after the process will result in four germ cells 
each of which contains half the normal number of chromosomes. A typical form of 
crossing over is illustrated in the figures. As a result, the two chromosomes depicted in 
Fig 3.2(d) have genes from both parents.
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3.2.4 Mutation
‘Mutation’ is a biological terminology that represents a sudden change in a chromosome 
and it may cause the owner of the chromosome to differ from the normal type. Mutation 
occurs at random and may change a gene to another in such a way illustrated in Fig 3.3.
i= >
Mutation
Mutated gene 
Chromosome
Fig 3.3 Mutation
In the above example, a gene in a chromosome changes to another. If  the gene relates to 
the colour of eyes, the colour may unexpectedly change to different one, for instance, 
from blue to yellow. Although this type of mutation is one o f the simplest ones, other 
complex types are not considered in this research.
Some diseases owing to mutation are known and thus mutations are generally 
considered to be adverse for individuals. However, some mutations may contribute to 
development o f living things. If  a mutated creature has better fitness than normal type, it 
would become predominant in the future. Otherwise, it is just going to die out according 
to the natural selection theory. It is said that mutation may have caused a great deal of 
significant evolution. For instance, an ancestor of human beings might have been 
mutated from monkeys.
Generally, mutation occurs at a low rate. If it occurs at more than 50%, for example, a 
particular type o f species would not be able to survive.
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3.3 Operation of Genetic Algorithm
The ‘genetic algorithm’ is one of the evolutionary optimisation techniques. This method 
has a strategy that is based on Darwin’s theory of ‘natural selection’, see Section 3.2.1. 
This algorithm was developed by John Holland in the 1960’s and was popularised by 
David Goldberg in the 1970’s [9][11][21].
The genetic algorithm is robust and can be applied to various optimisation problems. 
One of the reasons is that its basic concept is so simple that the procedure o f the 
algorithm can be modified for a particular problem. As a result, a number o f strategies 
have been developed in the field, see Refs. 9 to 21.
In the sequel, a simple optimisation problem is considered in order to describe the 
process of the genetic algorithm proposed in the present work.
3.3.1 Illustrative Example
The illustrative example of an optimisation problem is described as follows:
■ Using the genetic algorithm, find the global maximum of the function plotted in Fig
3.4 with the independent variable x  being within the range 20 to 40.
10
8
6
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0
•2
4
•6
8
20 22 24 26 28 30 32 34 36 38 40
Fig 3.4 Fitness function
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The function plotted in Fig 3.4 is represented by
3%^y  = - ( x  -  30) X cos   ^ j
Equation 3.1 is called the ‘fitness function’ of the problem. The term ‘fitness function’ 
or ‘objective function’ is used to mean the function that represents the ‘conceptual 
surface’ o f an optimisation problem, where the ‘optimum’ is to be explored, see Section 
1.5. The fitness function o f the example of Fig 3.4 represents a curved line and the 
optimum of the example is the highest position of the curve.
The fitness function of the present example has a number of peaks and depressions, as 
can be seen from Fig 3.4. Among the peaks, the global maximum can be found in the 
region between x  = 39 and x = 40. The exact solution of the global maximum is as 
follows:
x = 39.52134868 and y  = 9.509108929
3.3.2 Initiation
The first stage o f the genetic algorithm is referred to as an ‘initiation’. In this stage, a 
number o f values for the independent variable are created within the specified range 
using a random number generator, see Chapter 2. For the current example, 20 values for 
X are generated within the range 20 to 40 as shown in the second column of Table 3.1. 
Each o f these values is called a ‘member’ and the whole group o f them is referred to as 
the ‘population’. This concept of the population is important for the genetic algorithm 
and the population shown in Table 3.1 is called the ‘initial population’.
The values shown in the last column of Table 3.1 are the corresponding values of y  
obtained by the fitness function of Equation 3.1. Therefore, the member with the 
greatest value of y  is ‘closest’ to the maximum and the member with the smallest value 
is ‘farthest’ from the optimum. In this sense, these values represent the ‘fitness’ of the 
members and thus they are called ‘fitness values’.
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The distribution of the members of the initial population is shown in Fig 3.5, where 
each small circle indicates a position of {x,y). Since the members are generated 
randomly, the plots o f the circles also scatter randomly throughout the curved line.
Table 3.1 Initial population and initial fitness values
Member
number
Initial population 
(value of x)
Initial fitness value 
(value of y)
1 29.69205 -0.14255
2 23.29266 -0.44708
3 24.98279 -4.04819
4 31.78874 -0.43922
5 26.04294 1.81811
6 28.91431 -1.07986
7 39.69166 8.91183
8 21.43093 7.33952
9 33.42393 1.92754
1 0 29.89049 -0.01871
11 30.97868 -0.97864
1 2 23.74635 -3.66110
13 38.58205 -2.52892
14 34.22768 -3.10704
15 26.52406 3.15763
16 28.63622 -1.18166
17 37.67051 -6.54727
18 24.61765 -5.31546
19 28.54125 -1.14801
2 0 37.42956 -3.87725
10
8 y  = ~ (x-30)xcos—
6
4
2
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Fig 3.5 Initial population
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3.3.3 Tournament Pairing
After the initiation process, the fitness values of the members are gradually improved by 
repeating the following process:
■ Two members, called ‘parents’, are chosen from the population in order to produce 
two new members which are called ‘children’. Then, the two worst members in the 
population are replaced by the new members.
The choice o f two parents from the population is called a ‘pairing’ and one of the 
techniques for the process, namely the ‘tournament pairing’ [2 0 ][2 1 ] is used for the 
present work. The name of the technique comes from the term ‘tournament’, which is a 
method for determining the winner in a competition.
Member number 19 15 5 9
Fitness value -1.14801 3.15763 1.81811 1.92754
Parent 1 Parent 2
Fig 3.6 Tournament pairing for the genetic algorithm
Suppose that members 19 and 15 of the initial population. Table 3.1, are randomly 
chosen and then nominated as candidates for the privilege of becoming a parent. As 
shown in Fig 3.6, member 15 defeats its opponent as a result o f the comparison of their 
fitness values, to wit, the member 15 has a larger fitness value than its rival. Similarly, 
the other competition is held between members 5 and 9, each of which is also chosen 
randomly. As a result, member 9 becomes the other parent in the same manner as 
before. The selected parents are named ‘parent 1’ and ‘parent 2 ’ as shown in Fig 3.6.
As long as the objective of the current example is to find the maximum point of the 
fitness function, the candidate with a greater fitness value is considered to be the fitter 
member than the other with a small fitness value. In contrast, when a minimisation
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process is considered, a candidate with a smaller fitness value is considered to be fitter 
than the other with a greater fitness value.
There is no guarantee that the fitter members are always selected as parents through 
tournament pairing because the first selection of a candidate from the population is a 
random procedure. However, the probability of the selection can be evaluated and the 
fitter member tends to be selected as a parent more frequently than less fit ones. For 
instance, in the present example, the probability o f the fittest member in the population 
being selected as a parent is 0.0975. On the other hand, the least fit member in the 
population would be selected as a parent with the probability o f 0.0025. This means that 
the fittest member will be selected as a parent roughly 40 times as likely as the worst 
one. The detail of this matter will be explained in Section 3.4.1.
3.3.4 Mating
‘Mating’ is the process where two children are produced from the parents selected in the 
pairing procedure. The mating process consists of four steps, namely ‘encoding’, 
‘crossover’, ‘mutation’ and ‘decoding’, as described in the sequel.
3.3.4.1 Encoding
In the encoding process, the parents selected in the pairing procedure are converted into 
two ‘chromosomes’. An example of chromosome is shown below:
1011110101
This is referred to as a ‘binary chromosome’. As can be seen from the example, a 
chromosome consists of a number of bits o f O’s and I ’s, each of which is called a 
‘gene’. Also, the number of genes is called the ‘length’ of the chromosome. For 
example, the length of the above chromosome is 10. Considering this chromosome as a 
binary number, it represents the decimal integer number 757, obtained as
1 - 2^+0- 2^+1- 241- 241- 2 4 i -  24o- 241- 24 o - 2 ^ 1  • 2° = 757
Thus, a number like 757 can be converted into a binary number and vice versa. The 
concept of binary chromosomes has been extensively used in the field o f genetic 
algorithms since John Holland [9] [10] proposed the method. Actually, binary
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chromosomes are rather convenient for numerical calculations since computer 
procedures are based on binary numbers.
The parent selected in Fig 3.6, namely 26.52406 and 33.42393, are now encoded into 
two binary chromosomes. This process is illustrated in Fig 3.7.
20.00000 26.52406 33.42393 40.00000
(Lower limit) (Parent 1) (Parent 2) (Upper limit)
Parent | | | |
Chromosome
Lower limit Parent chromosome 1 Parent chromosome 2 Upper limit
Fig 3.7 Encoding of binary chromosomes
As shown in Fig 3.7, the lower limit for parents, that is, 20, is converted to the lower 
limit for the chromosome which is chosen to be
0000000000000000000000000000000 (Lower limit)
This binary ‘zero’ is a computer word of length 31. Similarly, the upper limit for 
parents, that is, 40, is converted into
1111111111111111111111111111111 (Upper limit)
This is the greatest value that a computer word of length 31 can represent. The parents 
between the limits 20 and 40 are then mapped into the range for the chromosome so that 
the proportions o f the locations of them would be the same as in the original range, as 
shown in Fig 3.7. In other words, the parents are linearly converted into the new range.
It is desirable for the chromosomes to be as long as possible such that the original 
parents can be represented with good accuracy. Therefore, it is ideal to use 32-bit long
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chromosomes when a 32-bit computer is used. However, in some compilers, one bit of 
the 32-bit word is always used to represent the sign of the values. In such a case, an 
attempt to use the sign bit as a ‘normal bit’ will give rise to an error. To avoid this 
problem, 31-bit long chromosomes are used in this work. The following formulas are 
used to convert parents into chromosomes:
2 ^ ^ - l
U - L  • ............................................................ 3.2
Pc = Round[f X (P - L)] ^ ^
The values designated by f  in Equation 3.2 is referred to as an ‘encoding factor’, which 
is calculated from the upper and lower limits of the independent variable %. These limits 
are denoted by U and L in the equation. Currently, f  is obtained as follows:
2 ^^  - 1
f  = -  ^ = 107374182.4
40-20
In Equation 3.3, P denotes a parent, Pc is the integer decimal number that corresponds 
to a parent chromosome and ‘Round’ denotes the function that rounds a number into an 
integer number. The parent chromosomes of the current example are calculated as 
follows:
■ For parent chromosome 1 :
Pci =R ound[f x(Pj - L)] = Round[l07374182.4x (26.52406-20)] = 700515608
■ For parent chromosome 2:
Pc2 = Round[f X (P2 - L)] = Round[l07374182.4x (33.42393 -  20)] = 1441383508
The corresponding binary chromosomes to Pci and Pc2 are respectively obtained as 
follows:
0101001110000010000010100011000 (Parent chromosome 1 )
1010101111010011100010001010100 (Parent chromosome 2)
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3.3.4.2 Crossover
The next step is called ‘crossover’, in which two ‘child chromosomes’ are produced 
from the parent chromosomes obtained in the encoding procedure. Section 3.3.4.1. The 
operation is illustrated in Fig 3.8.
0101001110
1010101111
0101001 l i e  
1010101111
y  Crossover site
*
000010000010100011000 (Parent chromosome 1) 
010011100010001010100 (Parent chromosome 2)
{ }  Crossover
010011100010001010100 (Child chromosome 1) 
000010000010100011000 (Child chromosome 2)
Fig 3.8 Crossover
The two parent chromosomes are shown at the top of Fig 3.8 with a vertical line 
denoting the ‘crossover site’. This crossover site works as a separator that splits each 
parent chromosome into two parts. Using a random number generator, the position for 
the crossover site is randomly chosen. For instance, in the current example, the 
crossover site is placed after the 10th gene from the left. In a similar manner, the 
crossover site can be placed at the 0th to 31st places. To elaborate, the 0th place for the 
crossover site is before the first gene and the 31st place is after the last gene from the 
left o f the chromosomes.
After plaeing the crossover site, all the genes on the right-hand side o f the crossover site 
are exchanged between the parent chromosomes. This will give rise to two new 
chromosomes, as shown at the bottom of Fig 3.8. In these chromosomes, the genes from 
parent chromosome 1 are represented in normal type and the genes from parent 
chromosome 2 are in bold type. The new chromosomes are called ‘child chromosomes’ 
and each of them contains a mixture of information from both parent chromosomes as 
can be seen from the figure.
Actually, there is another possibility of crossover as follows:
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0101001110
1010101111
1010101111
0101001110
y  Crossover site
000010000010100011000 (Parent chromosome 1) 
010011100010001010100 (Parent chromosome 2)
'0' Crossover
000010000010100011000 (Child ehromosome 1) 
010011100010001010100 (Child chromosome 2)
Fig 3.9 Another possibility of crossover
In Fig 3.9, the left segments of the parent chromosomes are exchanged to generate child 
chromosomes rather than the right segments. Compared with the previous version of Fig 
3.8, the order o f the above child chromosomes is reversed. That is, the current child 
chromosome 1 is identical to the previous child chromosome 2  and the current child 
chromosome 2 is identical to the previous child chromosome 1. The effects o f this 
difference seem to be small because the identical child chromosomes are involved in the 
population in either way. For this reason, the type of crossover in Fig 3.8 is normally 
used and this kind of argument will not be discussed any more.
Further details of the crossover process will be discussed in Sections 3.4.2, 3.4.3 and 
3.4.4.
3.3.4.3 M utation
‘Mutation’ is performed after creating the child chromosomes in the crossover process. 
An example of mutation for the present example is shown in Fig 3.10.
0101001110010011100010001010100 (Child chromosome 1) 
Mutation { }
0101001111010011100010001010100 (Child chromosome 1)
Fig 3.10 Mutation
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Here, the 10th gene of the child chromosome 1, shown in bold type, is changed from 0 
to 1. This gene is called a ‘mutated gene’. The gene being mutated is selected randomly. 
To this end, an integer number between 1 and 31 is found using a random number 
generator. If  the number found is i, the ith gene from the left is mutated. To elaborate, if 
the ith gene is 0 then it is made 1 and if it is 1 then it is made 0. The significance of 
mutation will be discussed in Section 3.4.5.
Mutation occurs at random but its frequency can be controlled by using the ‘mutation 
rate’, which is a number between 0 and 1. The procedure for the control is as follows:
■ The mutation rate between 0 and 1 is initially specified.
■ Using a random number generator, a random number between 0 and 1 is produced 
for each child chromosome.
■ If the random number is less than the mutation rate, one of genes of the child 
chromosome is mutated. Otherwise, the chromosome is left unchanged.
Consequently, the ratio o f the number o f mutated chromosomes to the total number of 
chromosomes generated should be nearly the same as the mutation rate. For example, if 
0 .0 1  is chosen as a mutation rate, a chromosome is expected to be mutated while a 
hundred chromosomes are produced.
3.3.4.4 Decoding
The term ‘decoding’ is used to mean the process in which two child chromosomes 
obtained through crossover and mutation are converted to the corresponding values in 
the original range. These converted values are referred to as ‘children’. To begin with, 
the current child chromosomes are shown below:
0101001111010011100010001010100 (Child chromosome 1)
1010101111000010000010100011000 (Child chromosome 2)
The integer decimal numbers that are equivalent to these child chromosomes are 
respectively obtained as
703186004 and 1440810264 
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In a similar manner to the encoding process, these integer numbers are linearly 
converted to the corresponding values in the original range. To do this, Formula 3.4 is 
used.
C = - ^  + L 
f 3.4
where C represents a child related to Cc, which is the integer decimal number 
equivalent to the child chromosome. L and f  in the formula are the original lower limit 
and the encoding factor, see Section 3.3.4.1. To elaborate, the current child 
chromosomes 1 and 2 are converted to 26.54893 (child 1) and 33.41859 (child 2) 
respectively as shown below:
C l  -
_ ^ C 2
+ L =
+ L =
703186004
107374182.4
1440810264
107374182.4
+ 20 = 26.54893
+ 20 = 33.41859
Finally, the decoding process for the example under consideration is illustrated in Fig 
3.11. Comparing this figure with Fig 3.7 in Section 3.3.4.1, it is recognised that the 
decoding process is the reversed procedure of encoding.
Lower limit Child chromosome 1 Child chromosome 2 Upper limit
Chromosome
Child I 1- - - - - [
20.00000 26.54893 33.41859 40.00000
(Lower limit) (Child 1) (Child 2) (Upper limit)
Fig 3.11 Decoding
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3.3.5 Replacement
As the next step, the children produced during the mating procedure are included into 
the population as new members. This process is referred to as ‘replacement’ and is 
carried out as follows:
■ Two least fit members in the population are found (That is, the two members with 
the smallest fitness values for the present example).
■ The children produced in the mating process replace these members.
Following the above process, members 3 and 18 are found as the least fit members in 
the population, as shown in bold type in Table 3.2. Subsequently, they are replaced by 
the children produced in the mating process, see Table 3.3.
Table 3.2 Two least fit members
Member
number
Initial population 
(value of x)
Initial fitness value 
(value o f y)
1 29.69205 -0.14255
2 23.29266 -0.44708
3 37.67051 -6.54727
4 31.78874 -0.43922
5 26.04294 1.81811
6 28.91431 -1.07986
7 39.69166 8.91183
8 21.43093 7.33952
9 33.42393 1.92754
1 0 29.89049 -0.01871
11 30.97868 -0.97864
12 23.74635 -3.66110
13 38.58205 -2.52892
14 34.22768 -3.10704
15 26.52406 3.15763
16 28.63622 -1.18166
17 24.98279 -4.04819
18 24.61765 -5.31546
19 28.54125 -1.14801
2 0 37.42956 -3.87725
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Table 3.3 New population after replacement
Member
number
Initial population 
(value of x)
Initial fitness value 
(value of y)
1 29.69205 -0.14255
2 23.29266 -0.44708
3 26.54893 3.18301
4 31.78874 -0.43922
5 26.04294 1.81811
6 28.91431 -1.07986
7 39.69166 8.91183
8 21.43093 7.33952
9 33.42393 1.92754
1 0 29.89049 -0.01871
11 30.97868 -0.97864
12 23.74635 -3.66110
13 38.58205 -2.52892
14 34.22768 -3.10704
15 26.52406 3.15763
16 28.63622 -1.18166
17 24.98279 -4.04819
18 33.41859 1.95088
19 28.54125 -1.14801
2 0 37.42956 -3.87725
Note that the fitness values of members 3 and 18 become larger than the previous ones. 
This means that the population in Table 3.3 has been improved, compared with the 
initial population of Table 3.2. However, there is no guarantee that the new children are 
always better than the least fit members of the population. In other words, the new 
children may have smaller fitness values than those o f the least fit members in the 
population. Nevertheless, even in such a situation, the new children always replace the 
two least fit members. This policy is adopted for the present genetic algorithm since the 
new members may introduce ‘good genes’ to the population.
Another important aspect of the present replacement process is that the fittest member 
in the population is never replaced and will be preserved in the population.
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3.3.6 Evolution Cycle and Generation
After the replacement process described in Section 3.3.5, the processes o f pairing, 
mating and replacement are subsequently repeated. Therefore, the members in the 
population are gradually altered. This process will continue until an acceptable solution 
is found. This cyclic process is referred to as an ‘evolution cycle’, which is illustrated in 
Fig 3.12.
Mating
Replacement
Pairing
Fig 3.12 Evolution cycle
The concept of ‘generation’ is now introduced in order to measure the process o f the 
genetic algorithm. If the number of the members in the population, ‘npop’, is even, one 
generation is defined as the period during which as many new children as npop are 
produced. This means that the evolution cycle is carried out npop/2 times since each 
evolution cycle gives rise to the production of two children. On the other hand, if  npop 
is odd, one generation means the period in which npop-1 children are generated. That is, 
the evolution cycle is repeated (npop-l)/2 times. To elaborate, as far as the current 
example is concerned, 2 0  children will be produced during one generation since the 
number of members in the population is 20, see Table 3.1 (or Table 3.3). For instance, if  
the process continues for 1 0 0  generations, 2 0 0 0  children will be generated.
Now, the actual behaviour of the members under consideration is observed, see Fig 
3.13. This figure shows the population of the 2nd generation together with the fitness 
function of Equation 3.1. The members in the population are plotted as small circles as 
before. Compared with the initial population shown in Fig 3.5, the current members 
have congregated around the two highest peaks: one at around x = 2 2  and the other at
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around x  = 39. Here, most of the plots are close together and appear on top of each 
other. To elaborate, 8 members are around the left peak and the other 12 members are 
around the right peak. From this observation, it can be said that the members with 
smaller fitness values have been eliminated while the members with relatively greater 
fitness values tend to survive during the evolution cycle.
10
8
6
4
2
0
■2
■4
■6
8
20 22 24 26 28 30 32 34 36 38 40
Fig 3.13 Population of the 2nd generation
The members in the population after another 28 generations are plotted in Fig 3.14. At 
this stage, the 8  members that were around the left peak in Fig 3.13 have been 
eliminated. It can be seen that all the members in the population have gathered together 
around the highest peak of the fitness function.
From the above observation, it can be said that the present evolutionary optimisation 
proceeds in parallel. That is, 20 chromosomes evaluate the fitness function 
simultaneously through the whole range of the independent variable x. This 
‘parallelism’ is considered to contribute to finding the global optimum rather than the 
local optimums.
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10
8 y  = - (x-30)xcos—
6
4
2
0
■2
■4
■6
•8
20 22 24 26 28 30 32 34 36 38 40
Fig 3.14 Population of the 30th generation
3.3.7 Termination
The evolution cycle shown in Fig 3.12 will be terminated when an ‘acceptable solution’ 
is obtained. However, the definition of the ‘acceptable solution’ is not obvious since the 
correct answer is generally unknown. For this reason, the method of termination of the 
evolution cycle is not a simple problem.
For the present example, the improvement of the best fitness value in the population is 
used for the termination process. That is, if  the difference between the best fitness 
values in two successive generations is small enough, it may be concluded that no 
improvement of the fitness value is expected any more. In this case, the current best 
member in the population is taken as an acceptable solution. To this end, the 
‘convergence test’ is carried out as follows:
abs
fit;
< 8 3.5
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where fih is the best fitness value of the ith generation and ‘abs’ is the function 
representing the absolute value of its argument. To elaborate, the left term of Formula
3.5 represents how much the best fitness value improved in the last generation since the 
numerator of the term, namely fit, - fiti-i, represents the improvement o f the best fitness 
values between two successive generations. Therefore, the satisfaction of the 
convergence test guarantees that the improvement of the fitness value is less than the 
‘convergence tolerance’ s. A small number is chosen as the convergence tolerance, say 
le - 1 0 .
However, only one satisfaction o f the convergence test is not enough to terminate the 
evolution cycle. The reason of this is described below:
In general, as the evolution cycle proceeds, the best fitness value in the population 
gradually improves. That is, this value converges to a ‘correct’ solution. An example of 
such a convergence can be seen from Fig 3.15, in which the history o f the best fitness 
value obtained from a particular experiment is shown.
I
b-i
9.6
'Solution (y = 9.509109)
9.5
9.4
9.3
Best fitness value
9.2
9.1
9.0
8.9
0 10 20 30 40 50 60 70 80
Generation
Fig 3.15 History of the best fitness value
In the above particular ease, three sharp improvements of the best fitness value occurred 
between generations 10 and 25 as can be seen from Fig 3.15. However, the behaviour of
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the convergence is not always o f the same form. To confirm this statement, another 3 
attempts at solving the current problem are made. The results o f these attempts are 
shown in Fig 3.16, where the first result o f Fig 3.15 is also plotted again.
I
CO
O
B
iZ
Attempt 49.6
Solution (y=  9.509109)
9.5
9.4
Attempt 3
9.3
9.2 Attempt 2 Attempt 1
9.1
9.0
8.9
0 10 20 30 40 50 60 70 80
Generation
Fig 3.16 Comparison of histories of the best fitness value
As can be seen from Fig 3.16, every attempt has a different form of convergence. This 
is because the genetic algorithm is based on a random procedure. That is, random 
numbers are used to carry out the initiation, pairing, crossover and mutation processes. 
Therefore, it is impossible to predict how the best fitness value converges.
Table 3.4 shows the best fitness values in 8  successive generations o f the second 
attempt of Fig 3.16. It is seen from the table that the best fitness values in generations 
50 to 55 are identical. This means that the convergence tests o f Formula 3.5 will be 
satisfied during these generations. However, after that, fitness value improved from 
9.50136 to 9.50137 as can be seen in the last line o f the table. Therefore, the 
optimisation process should not be terminated before generation 56. This demonstrates 
that even after a number of satisfactions o f the convergence test, say 5, the fitness value 
may improve in further generations. This random nature of the genetic algorithm makes 
the termination process rather difficult.
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Table 3.4 Improvement of the best fitness value
Generation Best fitness value y
49 9.50130
50 9.50136
51 9.50136
52 9.50136
53 9.50136
54 9.50136
55 9.50136
56 9.50137
On the contrary, if  the convergence test is satisfied a significant number of times, say 
20, the process may be considered to have been converged. This required number of 
successive satisfactions of the convergence test is specified as a parameter, referred to 
as the ‘confirmation count’. Although the best value for this parameter is not certain, its 
default value is chosen to be 20 for the present example. In all, the ‘convergence 
criterion’ can be described as follows:
■ Convergence test is performed after each generation to assess the improvement of 
the best fitness value. If  the convergence test is satisfied consecutively as many 
times as the confirmation count, the genetic algorithm is terminated and the best 
fitness value at that moment is taken as a solution.
However, the optimisation process may continue for a long time with no convergence to 
an acceptable solution. To avoid this problem, another criterion is used, namely 
‘maximum number of generations’, which is described as follows:
■ When the number of generations reaches an initially given value, called ‘maximum 
number of generations’, the optimisation process of the genetic algorithm is 
terminated.
For example, if the maximum number of generations is specified as 1000, the 
optimisation process is not allowed to continue after the 1000th generation. This 
parameter is specified as 1 0 0 0  for the present illustrative example.
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3.3.8 Results of the Illustrative Example
The genetic algorithm described so far was carried out four times to solve the current 
illustrative example, see Section 3.3.1. The results of these attempts are compared in 
Table 3.5.
Table 3.5 Results o f the illustrative example
Total number 
of generations Value ofx
Value of y 
(Fitness value)
^Accuracy
o fx
*Accuracy
ofy
Attempt 1 80 39.52142 9.509109 5 7
Attempt 2 1 0 0 39.52217 9.509095 4 5
Attempt 3 48 39.52140 9.509109 5 7
Attempt 4 79 39.51163 9.507175 3 3
* Number of correct digits
To begin with, consider the ‘total numbers o f generations’, which are shown in the 
second column of Table 3.5. The result shows that all the four attempts were terminated 
by the convergence criterion since the maximum number of generations, 1 0 0 0 , was not 
reached. This means that a converged solution was obtained in each attempt.
It should be noted that the resulting values for % andy, which are shown in the third and 
fourth columns o f the table, are different one to another. This is because the genetic 
algorithm is based on a random procedure and the same results cannot be expected in 
every attempt. This characteristic of the genetic algorithm should be borne in mind 
through the present research.
As shown in Section 3.3.1, the correct values fo rx  and y  o f the illustrative example are 
known, that is,
x = 39.52134868 and y  = 9.509108929
Compared with these values, the accuracy of the resulting values for x and y  is assessed. 
In the fifth and sixth columns of Table 3.5, the numbers of correct digits of the resulting 
values are shown. As can be seen from the table, the first and third attempts succeeded 
in finding more accurate values than the others. However, in a sense, all the solutions of 
the four attempts have found the ‘correct’ solutions with different levels of accuracy.
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Finally, the flow chart o f the proposed genetic algorithm is shown in Fig 3.17.
Nogeneration ended?
I Yes
No Termination?
Replacement
Start
Initiation
Pairing
Encoding
Crossover
Mutation
Decoding
End
Fig 3.17 Flow chart of the genetic algorithm
3.4 Further Discussion on the Genetic Algorithm
In Section 3.3, a number of concepts relating to the proposed genetic algorithm are 
introduced through an illustrative example. Here, three main concepts of the genetic 
algorithm are further discussed, namely tournament pairing, crossover and mutation. 
Also, a genetic algorithm with more than one independent variable is considered.
3.4.1 General Tournament Pairing
The tournament pairing is applied to the illustrative example in Section 3.3.3. However, 
this pairing process can be extended to tournament pairing with more than two 
candidates. That is, more than two members in the population are involved in the 
competition for becoming a parent. This general tournament paring is considered in this 
section.
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The general tournament pairing may be illustrated as shown in Fig 3.18, where four 
notations are used as follows:
■ ncan is the number o f candidates for the parent.
■ npop is the number o f members in the population.
■ CAi represents the ith candidate involved in the competition (1  < i < ncan).
■ Mj represents the jth  member in the population ( 1 < j < npop).
Parent
/ / / /
/ / / /
Candidate CAj 
Population
Random choice
npop
Fig 3.18 General tournament pairing
As Fig 3.18 shows, a number of candidates for a parent are randomly chosen from the 
population. After this, the fittest one of the chosen candidates will become the parent. 
Since the candidates are randomly chosen, all the members in the population are 
provided the same chance to enter the competition. However, in the competition, only 
the fittest candidate will survive. This implies that a fitter member will be selected as a 
parent more frequently than a less fit one. From this point of view, the probability of 
becoming a parent is investigated in the sequel.
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3.4.1.1 Probability of Becoming a Parent
To make the problem simpler, let the members in the population be in the ascending 
order regarding their fitness values. Also, it is assumed that there is no member that has 
the same fitness value. Therefore, the jth member in the population, Mj, is always fitter 
than the j+1th member, Mj+i.
Now, suppose that M3 is to be selected as the parent through a general tournament 
pairing. To achieve this selection, two conditions must be satisfied. The first condition 
is that Ms must be involved in the competition, otherwise there is no chance to become 
the parent. The other condition is that the other candidates must not be fitter than Ms in 
order for Ms to be selected as a parent. That is, the rivals to Ms must be chosen from the 
members between M4 and Mnpop. Considering these two conditions, all possibilities that 
Ms becomes a parent can be considered as follows:
M 3 (Parent)
Candidate MjCCAj) CA ^... 
Population
CA: CA.
npop-3
ncan - 1
(npop-3) X (npop-3) x  x (npop-3) = (npop-3)
ncan -1
Fig 3.19 Arrangement of candidates when Ms is chosen once
ncan-1
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Firstly, suppose that only one M3 is involved in the competition. Fig 3.19 illustrates an 
example of such a situation where M3 is chosen as candidate CAi. Therefore, ncan-1 
unoccupied places are available for the other candidates, which must be chosen from 
members between M4 and Mnpop in the population.
Since the same member may be chosen more than once, the number of possible 
arrangements of the candidates can be calculated as (npop-3)”^^ "'^  as shown at the 
bottom of Fig 3.19. This is because there are npop-3 possibilities for each remaining 
place.
In the same manner, M3 may be chosen as either CA2, CA3, ... or CAncan- In either case, 
the number of possible arrangements is again obtained as (npop-3)"^^"'^ since the 
number of the remaining places for the other candidates is the same. Considering all 
these cases, the number o f possible arrangements in the case when M3 is chosen once is 
obtained as
/  ncan-1ncan • (npop -  3j 3.6
Next, suppose that M3 is to be chosen twice as a candidate for the competition. Fig 3.20 
shows such a situation where M3 is chosen as CAi and CA2. In this case, npop-3 
possibilities exist for each remaining place as before. However, the number of 
unoccupied places decreases to ncan- 2  and therefore the number of possible 
arrangements o f candidates is calculated as (npop-3)"^^"'^, in a similar manner to the 
previous case of Fig 3.19.
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M , (Parent)
Candidate M 3 (C A J Mg(CA2) ... 
Population
CA:
npop-3
npop
ncan - 2
CA,
(npop-3) X (npop-3) x  x (npop-3) = (npop-3)
ncan - 2
ncan-2
Fig 3.20 Arrangement of candidates when M3 is chosen twice
The positions for two M3’s are changeable and all such arrangements must be 
considered. However, the arrangement of two M3’s is slightly complicated since they 
must be arranged at two places out of ncan possibilities. This is the problem of the 
selection of ncan objects taken 2 at a time. Therefore, the number of such arrangements 
of two M3’s is obtained as ncanCz, which is a mathematical expression. To elaborate.
ncan ^ 2
ncan!
2 ! (n c a n -2 )! 3.7
From the above discussion, the number of the arrangements of candidates in the case 
when M3 is chosen twice is represented by
C2 • (npop -  3) ncan-2 3.8
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Moreover, suppose that M3 is to be chosen k times as a candidate for the competition. 
Since this is the general case of the previous one, the number of the required 
arrangements of candidates is represented by Equation 3.9, which is obtained by 
substituting variable k for 2 of Equation 3.8. Accordingly, the sum of Equation 3.9 
while k varies from 1 to ncan represents the total number o f arrangements of candidates 
when M3 is selected as a parent.
n ...Q  (n p o p -3 )— "  3  g
If  the general form of member, Mj, is considered instead of M3, the total number of 
arrangements o f candidates is obtained as
X „ea„Q -(n p O p -j)"“"-^
k = l ..................................................................
Finally, this number gives rise to the probability of member Mj being selected as a 
parent as follows:
E n c n Q  - (n p o p - j)— ^
k=l______________________
"can   3 .1 1npop
where the denominator represents the number of all the possible arrangements of the 
candidates in the competition.
3.4.1.2 Characteristics of Tournament Pairing
The characteristics of the tournament pairing process are investigated in this section. To 
do this, some types o f tournament pairings with different number of candidates are 
considered.
Now, Formula 3.11 that was derived in Section 3.4.1.1 is used for the eurrent 
investigation. That is, the number of candidates varies from 2 to 5 and the 
corresponding probabilities of general member Mj being selected as a parent are 
formulated as Formulas 3.12 to 3.15. Also, these are plotted in Fig 3.21 with the number 
o f members in the population being 1 0 0 .
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1) ncan= 2
2  • (npop -  j) + 1
npop' 3.12
2) ncan=3
3 • (npop -  j)^ + 3 • (npop -  j) +1
npop 3.13
3) ncan=4
4 • (npop -  j)^ + 6  • (npop -  j)^ + 4 • (npop -  j) +1
npop 3.14
4) ncan=5
5-(npop-j) +10* (n p o p - j)  +10 - (npop -  j)^ + 5 - (npop -  j) +1
npop^ 3.15
1
0.050
A 0.045
Cj
0.040
g 0.035<u
0.030
bO
•S 0.025
0.020
q-iO 0.015
%
0.010
1 0.005
2 0
5-candidate
4-candidate
3-candidate
2 -candidate
0 10 20 30 40 50 60 70 80 90 100 j
The jth fittest member in the population
Fig 3.21 Comparison of probabilities of Mj being selected as a parent (npop=100)
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From the results shown in Fig 3.21, two points should be noted as the characteristics of 
tournament pairing.
■ Firstly, a fitter member has higher probability of becoming a parent than a less fit 
one. For example, as can be seen from Fig 3.21, the fittest member M% has the 
highest probability of becoming a parent and the least fit member Mioo has the 
lowest probability. Also, each other member in the population has the probability 
corresponding to its fitness value.
■ Secondly, each member in the population is provided a chance of becoming a 
parent. That is, although its probability is very low, the least fit member in the 
population (currently, Mioo) may become a parent.
The two characteristics described above are considered to be significant for the pairing 
process of the genetic algorithm. That is, the first characteristic seems to be reasonable 
because if  a fitter member is chosen as a parent, its genes will be a part of the new 
members in the population, see Section 3.3.4.2. If  ‘good genes’ are introduced into the 
population, the improvement of the population is expected. Therefore, a higher 
probability of becoming a parent should be provided for a fitter member rather than a 
less fit one. However, from the different point o f view, there is also possibility that a 
less fit member might have ‘good genes’ that may improve the population considerably. 
Because of this possibility, the chance of becoming a parent should be provided for all 
the members in the population.
The two characteristics of tournament pairing under consideration are contrary to each 
other. That is, if  the probability of becoming a parent is too high for the fitter members, 
the less fit members will be eliminated too quickly. In this case, ‘good genes’ that the 
less fit members might have will be lost. In contrast, if  the probability of becoming a 
parent is too high for the less fit members, the process of the improvement o f the 
population would become inefficient.
Therefore, it can be said that the elimination of less fit members needs to be carried out 
gradually not to lose ‘good genes’. That is, a ‘good balance’ between the fitter and less 
fit members is required in terms of the probability of becoming a parent. From this point
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of view, 2 -candidate tournament pairing is suitable since the probabilities of becoming a 
parent distribute linearly and the differences among members are relatively small, see 
Fig 3.21. On the other hand, the difference o f the probabilities between the fittest and 
least fit members increases as the number of candidates increases. In this case, less fit 
members will be eliminated too quickly. For this reason, 2-candidate tournament pairing 
is employed for the genetic algorithm proposed in this thesis.
3.4.2 Crossover Alternatives
The type of crossover considered in Section 3.3.4.2 is called the ‘one-site crossover’, 
which is one of the most popular crossover operations for the genetic algorithm. 
However, there are a number of alternatives for the crossover process. In this section, 
two such alternatives are introduced, namely the ‘multi-site crossover’ and the ‘ripple 
crossover’.
3.4.2.1 Multi-site Crossover
Fig 3.22 illustrates a particular operation of the ‘4-site crossover’. As can be seen from 
the upper sketch, four crossover sites are chosen and each parent chromosome is divided 
into five segments. Then, every other segment is exchanged between the parent 
chromosomes to create two child chromosomes, which are shown in the lower sketch of 
Fig 3.22. The idea illustrated in Fig 3.22 may be generalised for any number of sites. 
This type of crossover is referred to as the ‘multi-site crossover’. From this viewpoint, it 
can be said that the one-site crossover is a special case o f the multi-site crossover.
Crossover site
1 0 11 0 1  
0 1 0 1 1
0 1 0 1 1 1 0
01101011
1 0 1 0 0 1
1 0 1 0 1 1
010101101010
001010010101
(Parent chromosome 1) 
(Parent chromosome 2)
'v" Crossover
1 0 1 1 0
0 1 0 1 1
01101011
10101110
1 0 1 0 0 1
1 0 1 0 1 1
o o lo io d
0 1 0 1 0 1 1
0 1 0 1 0
1 0 1 0 1
Fig 3.22 4-site crossover
(Child chromosome 1) 
(Child chromosome 2)
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Fig 3.23 shows an example of a 31-bit long chromosome with 32 possible positions for 
the crossover sites, namely from 0 to 31. Generally, an n-bit long chromosome has n+1 
possible positions for crossover sites. From these positions, a particular number of 
places for the required crossover sites are randomly chosen.
1 0 1 1 0 1 0 1 0 1 1 0 1 0 1 1 1 0 1 0 1 0 1 0 1 0 0 1 0 1 1
1
2 00 1 2 10 31
Fig 3.23 Possibilities for crossover sites
For instance, when four-site crossover is carried out, four random numbers between 0 
and 31 are generated and the corresponding positions of the 31-bit long parent 
chromosome are used for the crossover sites. Because of this random selection, the 
same position may be chosen twice or more. In such a case, the crossover sites chosen at 
an identical position will be recognised as one site. Such an example is illustrated in Fig 
3.24, where two crossover sites are chosen at the same position.
Crossover site
10110101
01011011
01110101
01011101
/  \
looioioioilioioio
b i i o o i o i o b i o i o i
(Parent chromosome 1) 
(Parent chromosome 2)
’V" Crossover
10110101
01011011
01011101
01110101
001010101010101
011001010101010
(Child chromosome 1) 
(Child chromosome 2)
Fig 3.24 4-site crossover when two crossover sites are chosen at the same position
3.4.2.2 Ripple Crossover
The ‘ripple crossover’ or ‘uniform crossover’ [21] is another type o f crossover and the 
concept of crossover site is not used in this strategy. An example o f the ripple crossover 
is shown in Fig 3.25.
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1011010101110101001010101101010 (Parent chromosome 1)
0101101101011101011001010010101 (Parent chromosome 2)
{ }  Crossover
0011011101011101011011110001111 (Child chromosome 1)
1101100101110101001000001110000 (Child chromosome 2)
Fig 3.25 Ripple crossover
As can be seen from the figure, some genes of the parent chromosomes are exchanged. 
The operation proceeds as follows: a random number between 0 and 1 is generated for a 
particular pair of genes of parents 1 and 2 at the same position. If  this random number is 
less than 0.5, the genes under consideration remain unchanged. Otherwise, they are 
exchanged between the parent chromosomes. The same operation is performed for all 
the remaining genes throughout the parent chromosomes. This process is called ‘ripple 
crossover’.
In the ripple crossover, as described above, around 50% of the genes o f the parent 
chromosomes are likely to be exchanged. This percentage o f the exchanging genes can 
be altered by changing the criterion. For instance, one can use the rule that if  a created 
random number is less than 0.25, the corresponding genes are exchanged and otherwise 
they are not exchanged. In this case, 25% of the genes are likely to be exchanged. This 
ripple crossover is referred to as the ‘half-ripple crossover’. In the same manner, the 
ripple crossover with expectation of 12.5% of exchanging genes is called the ‘quarter- 
ripple crossover’. In the present work, the term ‘ripple crossover’ is used to mean the 
ripple crossover with 50% probability of gene exchange.
Now, consider the two chromosomes shown at the top o f Fig 3.26. Suppose that they 
are subjected to a ripple crossover. The following sketches (a), (b), (c) and (d) illustrate 
four possible child chromosomes that may be generated from the parent chromosomes.
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1011010101110101001010101101010
0101101101011101011001010010101
(Parent chromosome 1) 
(Parent chromosome 2)
^  Crossover
(a)
(b)
(c)
(d)
1 0 1 1 0 1 0 1 0 1 1 1 0 1 0 1 0 1 1 0 0 1 0 1 0 0 1 0 1 0 1
0101101101011101001010101101010
0101101101111101001001011101101
1 0 1 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 1 0 1 0 1 0 0 0 1 0 0 1 0
1111000101110101011011111000000
0 0 0 1 1 1 1 1 0 1 0 1 1 1 0 1 0 0 1 0 0 0 0 0 0 1 1 1 1 1 1
1011000101110101001010101101010
0101111101011101011001010010101
(Child chromosome 1) 
(Child chromosome 2)
(Child chromosome 1) 
(Child chromosome 2)
(Child chromosome 1) 
(Child chromosome 2)
(Child chromosome 1) 
(Child chromosome 2)
Fig 3.26 Some possibilities for child chromosomes
The child chromosomes (a) are seen to be similar to the results of a one-site crossover. 
Also, the child chromosomes (b) are seen to be similar to the results of a 6 -site 
crossover. Furthermore, the child chromosomes (c) and (d) are found to be similar to the 
results of a 30-site and a 2-site crossovers, respectively. These results show that the 
results of a ripple crossover can always be produced by a multi-site crossover.
3.4.3 Disposition of Children
The objective of this section is to investigate typical patterns o f disposition o f children 
through three illustrative examples.
Consider the range of 8 -bit long chromosomes shown in Fig 3.27. This range is between 
the binary numbers 0 0 0 0 0 0 0 0  and 1 1 1 1 1 1 1 1 , that is, integer decimal numbers from 0  to 
255.
Binary 0000000
^ ( 0)
l U U l l I
(255)n
Decimal->  o 20 40 60 80 100 120 140 160 180 200 220 240 255
Fig 3.27 Range of 8 -bit long chromosomes
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Now, consider two 8 -bit binary parent chromosomes 01110010 and 01111101, as 
shown in Fig 3.28. Suppose that these parent chromosomes are subjected to a one-site 
crossover. Considering all the possibilities of the crossover sites, it is found that there 
are 8  possible child chromosomes, which are shown in the first column of Table 3.6. It 
should be noted that different positions for the crossover site might result in an identical 
child chromosome. To elaborate, such a pair o f child chromosomes is 01110010 and 
0 1 1 1 1 1 0 1 , which are generated from 6  different positions of crossover sites.
Parent chromosome 1 
Parent chromosome 2
Crossover site
0  1 1 1 0  0  1 0  
0  1 1 1 1 1 0  1
2 3 4 5 6  7
Fig 3.28 Possible positions for the crossover site in 8 -bit long chromosomes
Table 3.6 Possible child chromosomes
Child chromosome Decimal number 
(Child)
Position for crossover site
0 1 1 1 0 0 0 1 113 6
0 1 1 1 0 0 1 0 114 0 ,1 ,2 , 3 ,4 ,8
0 1 1 1 0 0 1 1 115 7
0 1 1 1 0 1 0 1 117 5
0 1 1 1 1 0 1 0 1 2 2 5
0 1 1 1 1 1 0 0 124 7
0 1 1 1 1 1 0 1 125 0, 1,2, 3 ,4 , 8
0 1 1 1 1 1 1 0 126 6
The resulting children in Table 3.6 are plotted in the range of 8 -bit long chromosomes 
by short vertical lines. Fig 3.29. It is found from the figure that the possible children are 
congregated around the parents, which are indicated by the large arrows in Fig 3.29. 
This result shows that the resulting children of a one-site crossover will appear in a 
limited zone rather than in the whole range under consideration. Currently, such a zone 
is from 113 to 126 as shown in Fig 3.29.
Lower limit 01110010 01111101 Upper limit 
01110001 ^(114) n n (125)^ 01111110 
(113) (126)
20 40 60 80 100 120 140 160 180 200 220 240 255
Fig 3.29 Distribution of children (Table 3.6)
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Now, another pair of parent chromosomes, namely 01100100 and 11110011 is 
subjected to a one-site crossover. In this case, the results are shown in Table 3.7 and Fig
3.30.
Table 3.7 Possible child chromosomes
Child chromosome Decimal number 
(Child)
Position for crossover site
0 1 1 0 0 0 1 1 99 4 ,5
0 1 1 0 0 1 0 0 1 0 0 0 , 8
0 1 1 0 0 1 0 1 1 0 1 7
0 1 1 0 0 1 1 1 103 6
0 1 1 1 0 0 1 1 115
1 1 1 0 0 1 0 0 228 1 ,2 ,3
1 1 1 1 0 0 0 0 240 6
1 1 1 1 0 0 1 0 242 7
1 1 1 1 0 0 1 1 243 0 , 8
1 1 1 1 0 1 0 0 244 4 ,5
20
Lower limit 01100100
01100011 ^ ( 100) fl 
(99)
40 60 80 100 120 140 160 180 200 220
11110011
H (243)
Upper limit 
11110100 
(244)
I III ^
2 4 0 l 255
Fig 3.30 Distribution of children (Table 3.7)
Here again, the children appear in a limited zone from 99 to 244 as can be seen from Fig
3.30. However, in the current case, the distance between the parents is relatively large 
and the possibilities for children are split up into two regions.
As far as the results o f Figs 3.29 and 3.30 are concerned, it can be said that the children 
tend to appear near their parents. Therefore, in the process o f the genetic algorithm, 
more members close to the parents will pass into the population in the following 
generation. This means that the genetic algorithm will explore the regions near the 
parents. Consequently, it will be likely to find the optimum that may exist around the 
parents.
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Furthermore, another pair of parent chromosomes is considered, namely 0110000 and 
10010000. In the same manner, they are subjected to a one-site crossover and their 
possible child chromosomes are obtained as shown in Table 3.8 and Fig 3.31.
Table 3.8 Possible child chromosomes
Child chromosome Decimal number 
(Child)
Position for crossover site
0 0 0 1 0 0 0 0 16 1
0 1 0 1 0 0 0 0 80 2
0 1 1 1 0 0 0 0 1 1 2 0, 3 ,4 , 5, 6 , 7, 8
1 0 0 1 0 0 0 0 144 0, 3 ,4 , 5, 6 , 7 ,8
1 0 1 1 0 0 0 0 176 1
1 1 1 1 0 0 0 0 240 2
Lower limit 
00010000 
(16)
01110000 10010000
(112) H  n (144)
Upper limit 
11110000 \  
(240)
20 40 60 80 100 120 140 160 180 200 220 240 255
Fig 3.31 Distribution o f children (Table 3.8)
These results show that the possible children are distributed all over the range, and in 
this case, the resulting children may appear far away from the parents. This effect is in 
contrast with that of the previous two cases. Figs 3.29 and 3.30, and may help with 
finding a global optimum that is not near the parents.
On the whole, the above study shows that the pattern of the distribution o f the children 
depends on their parents. Since the parents are chosen randomly, the children can 
appear at any position within the range, providing the chances o f exploring through the 
range. Although this conclusion is derived in relation to the one-site crossover, the other 
types of crossover described in this thesis will also lead to the same conclusion.
3.4.4 Investigation of Behaviour of Various Types of Crossover
Each type of crossover has its own characteristics that are different from those of the 
others. The objective of this section is to carry out a statistical investigation regarding 
the behaviour of various types of crossover, namely one-site crossover, two-site 
crossover, three-site crossover and ripple crossover.
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To begin with, one-site crossover is repeated 10000 times with respect to the same 
parents as those of the previous investigation of Table 3.6, that is, parents 114 and 125. 
The results o f the frequency of the resulting children are shown in Fig 3.32. This 
experimental result shows that each of the dominant children, either 114 or 125, is 
generated around 6700 times while the others are produced around 1100 times each. 
Therefore, children 114 and 125 (that is, 01110010 and 01111101) are generated around 
six times more frequently than the others. These results are reasonable since the number 
o f positions for the crossover site that give rise to the dominant children is 6  while that 
o f the others is 1 as shown in Table 3.6. In the current case, the dominant children 
happen to be identical to their parents.
oooo
I
o
0
1<D
8000
7000
6000
5000
4000
3000
2 0 0 0
1 0 0 0
Parent 1 Parent 2 
125
U
50 100 150
Generated children
2 0 0 250
Fig 3.32 Frequency of children obtained by one-site crossover
Now, two-site and three-site crossovers are applied to the same parents as those of the 
above investigation. Then, the results of these are plotted in Figs 3.33 and 3.34. To wit, 
in the two-site crossover the frequencies o f the dominant children are around 4900 times 
each and the other children appear about 1500 and 250 times. As far as the three-site 
crossover is concerned, the results show that the frequencies of the two dominant 
children are around 3700. Also, some children are generated around 1600, 500 and 100.
Yoshihiko Kuroiwa 74
Chapter 3 Genetic Algorithm Ph.D. Thesis
^  8000 
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4000
3000
2 0 0 0
1 0 0 0
Parent 1 Parent 2 
125
1 1
50 100 150
Generated children
2 0 0 250
Fig 3.33 Frequency of children obtained by two-site crossover
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2 0 0 0
1 0 0 0
0
Parent 1 Parent 2  
125
■“ M
0 50 100 150 2 0 0 250
Generated children 
Fig 3.34 Frequency of children obtained by three-site crossover
From the results o f Figs 3.33 and 3.34, it can be said that the frequencies of the 
dominant children are getting less as a larger number of crossover sites are involved. To 
confirm this statement, a twenty-site crossover is performed with the same parents and
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the results are shown in Fig 3.35. As can be seen from the figure, the frequencies of the 
generated children become around 1 2 0 0  and there are no dominant children any more.
CO
COO
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oooo
Ü
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aID
k
8000
7000
6000
5000
4000
3000
2 0 0 0
1 0 0 0
0
Parent 1 Parent 2 
125
J L
0 50 100 150 2 0 0 250
Generated children 
Fig 3.35 Frequency of children obtained by twenty-site crossover
Another result obtained through 10000 ripple crossovers with respect to the same 
parents is shown in Fig 3.36. It is seen that the distribution of children in Fig 3.36 is 
similar to that in Fig 3.35. In other words, the number of appearances of children is 
around 1200 and there are no dominant children. This result implies that a ripple 
crossover has a similar behaviour to that of a multi-site crossover with a large number 
o f crossover sites.
Since the parents are known to have an influence on the distribution of possible 
children, see Section 3.4.3, the current investigation is carried out with different parents. 
As the first choice, the pair of parents 100 and 120 is used for the study and the 
appearances of their children are investigated in the same manner as before. The results 
are shown in Figs 3.37 to 3.40.
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Fig 3.36 Frequency of children obtained by ripple crossover
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Fig 3.37 Frequency of children obtained by one-site crossover
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Fig 3.38 Frequency of children obtained by two-site crossover
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Fig 3.39 Frequency of children obtained by three-site crossover
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Fig 3.40 Frequency of children obtained by ripple crossover
Here again, it is seen that the frequencies of the dominant children decrease, as the
number of crossover sites increases. This tendency can be described as follows:
■ The distribution of the children becomes more uniform as a larger number of 
crossover sites are involved. Specifically, when the ripple crossover is used, the 
frequencies of the children become virtually the same, see Figs 3.36 and 3.40.
It may also be concluded that:
■ The number of possible children may change if  a different number o f crossover sites 
are used. For example, when the one-site crossover is used, the number o f possible 
children is 6 , see Fig 3.37. In contrast, when the other types of crossovers are carried 
out, the number increases to 8 . Generally, a greater number o f crossover sites result 
in a greater number of possibilities for children since the number o f combinations of 
genes increases.
Another investigation is now performed with 24 and 231 as the parents. The results of
this investigation are illustrated in Figs 3.41 to 3.44.
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Fig 3.41 Frequency of children obtained by one-site crossover
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Fig 3.42 Frequency of children obtained by two-site crossover
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Fig 3.43 Frequency of children obtained by three-site crossover
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Fig 3.44 Frequency of children obtained by ripple crossover
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The characteristics previously recognised can be seen again from the results of Figs 3.41 
to 3.44. That is, as the number of crossover sites increases, children are distributed more 
uniformly and that the number of possible children also increases. In fact, the ripple 
crossover in the current investigation can create all the numbers in the range under 
consideration, see Fig 3.44. This is because the combination of parents 24 and 231 can 
produce all the children in the range under consideration since the genes of their 
chromosomes are arranged in a complementary manner as shown in Fig 3.45. That is, 
when a gene of parent 24 is 0, the corresponding gene of parent 231 is 1 and when a 
gene of parent 24 is 1, the corresponding gene of parent 231 is 0.
1 and 0
OOOnOOO Parent 24
11100111 Parent 231
\ f
0 and 1
Fig 3.45 Arrangements of genes of parents 24 and 231
3.4.5 Significance of Mutation
The actual process o f mutation is described in Section 3.3.4.3. However, the 
significance of mutation has not yet been discussed. This, one of the most important 
aspects of the genetic algorithm, is considered in this section. To this end, the 
illustrative example of Section 3.3 is considered again. As described before, all the 
members in the population congregate at the highest peak of the fitness function after 30 
generations, see Fig 3.14 (page 54). This particular state of the population is shown in 
Table 3.9, where the members in the population are shown together with their 
corresponding chromosomes.
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Table 3.9 Population of the 30th generation
Member
number Chromosome Value of X
Value of y 
(Fitness value)
1 1 1 1 1 1 0 0 1 1 0 0 0 1 1 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 39.49653 9.49653
2 1 1 1 1 1 0 0 1 1 0 0 0 1 1 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 39.49653 9.49653
3 1 1 1 1 1 0 0 1 1 0 0 0 1 1 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 39.49653 9.49653
4 1 1 1 1 1 0 0 1 1 0 0 1 1 1 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 39.50142 9.50099
5 1 1 1 1 1 0 0 1 1 0 0 0 1 1 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 39.49653 9.49653
6 1 1 1 1 1 0 0 1 1 0 0 0 1 1 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 39.49653 9.49653
7 1 1 1 1 1 0 0 1 1 0 0 0 1 0 1 0 0 0 1 0 1 1 0 1 0 0 0 0 1 1 0 39.49529 9.49524
8 1 1 1 1 1 0 0 1 1 0 0 0 1 0 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 39.49531 9.49527
9 1 1 1 1 1 0 0 1 1 0 0 0 1 0 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 39.49531 9.49527
1 0 1 1 1 1 1 0 0 1 1 0 0 0 1 0 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 39.49531 9.49527
11 1 1 1 1 1 0 0 1 1 0 0 0 1 0 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 39.49531 9.49527
1 2 1 1 1 1 1 0 0 1 1 0 0 0 1 0 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 39.49531 9.49527
13 1 1 1 1 1 0 0 1 1 0 0 0 1 0 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 39.49531 9.49527
14 1 1 1 1 1 0 0 1 1 0 0 0 1 0 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 39.49531 9.49527
15 1 1 1 1 1 0 0 1 1 0 0 0 1 0 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 39.49531 9.49527
16 1111100110001010001IIIOIOOOOIIO 39.49531 9.49527
17 1 1 1 1 1 0 0 1 1 0 0 0 1 0 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 39.49531 9.49527
18 1 1 1 1 1 0 0 1 1 0 0 0 1 0 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 39.49531 9.49527
19 1 1 1 1 1 0 0 1 1 0 0 0 1 0 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 39.49531 9.49527
2 0 1 1 1 1 1 0 0 1 1 0 0 0 1 0 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 39.49531 9.49527
If the chromosomes in Table 3.9 are compared with one another, the similarity of the 
arrangement of genes will be noticed. For example, members 8 to 20 are identical. Even 
if some chromosomes in the population are not identical, most o f their genes are the 
same. For instance, the only difference between chromosomes 7 and 8  is the 20th gene 
from the left (they are shown in bold type).
It should be noted from Table 3.9 that all the genes at certain positions are identical. For 
instance, all the genes at the 10th place from the left are O’s (shown in bold type in the 
table). If the gene of 1 at the position under consideration is necessary for generating a 
better chromosome, the gene can only be created through mutation since a gene of 1 in 
the 10th position cannot be obtained by crossover. In other words, the 10th gene will 
remain 0 after any number of crossover operations. In this sense, the mutation process is 
vital for the genetic algorithm.
Suppose that chromosome 12 in Table 3.9 is mutated with respect to the 10th gene as 
shown in Table 3.10, where the corresponding row in the table is shown in bold type 
and the mutated gene is underlined. As a result, the fitness value o f member 12 becomes
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9.50824, which is the greatest one in the population. This means that a gene of 1 in the 
10th place is necessary for generating a better solution. Once the gene is injected in the 
1 0 th place, it is gradually propagated into other chromosomes in the population by 
means of the crossover process. If the injected gene is not necessary, it will be 
eliminated as the genetic algorithm proceeds.
Table 3.10 The population of the 30th generation after a mutation
Member
number Chromosome Value o f X
Value of y 
(Fitness value)
1 1 1 1 1 1 0 0 1 1 0 0 0 1 1 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 39.49653 9.49653
2 1 1 1 1 1 0 0 1 1 0 0 0 1 1 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 39.49653 9.49653
3 1 1 1 1 1 0 0 1 1 0 0 0 1 1 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 39.49653 9.49653
4 1 1 1 1 1 0 0 1 1 0 0 1 1 1 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 39.50142 9.50099
5 1 1 1 1 1 0 0 1 1 0 0 0 1 1 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 39.49653 9.49653
6 1 1 1 1 1 0 0 1 1 0 0 0 1 1 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 39.49653 9.49653
7 1 1 1 1 1 0 0 1 1 0 0 0 1 0 1 0 0 0 1 0 1 1 0 1 0 0 0 0 1 1 0 39.49529 9.49524
8 1 1 1 1 1 0 0 1 1 0 0 0 1 0 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 39.49531 9.49527
9 1 1 1 1 1 0 0 1 1 0 0 0 1 0 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 39.49531 9.49527
1 0 1 1 1 1 1 0 0 1 1 0 0 0 1 0 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 39.49531 9.49527
11 1 1 1 1 1 0 0 1 1 0 0 0 1 0 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 39.49531 9.49527
12 1111100111001010001111010000110 39.51484 9.50824
13 1 1 1 1 1 0 0 1 1 0 0 0 1 0 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 39.49531 9.49527
14 1 1 1 1 1 0 0 1 1 0 0 0 1 0 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 39.49531 9.49527
15 1 1 1 1 1 0 0 1 1 0 0 0 1 0 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 39.49531 9.49527
16 1 1 1 1 1 0 0 1 1 0 0 0 1 0 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 39.49531 9.49527
17 1 1 1 1 1 0 0 1 1 0 0 0 1 0 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 39.49531 9.49527
18 1 1 1 1 1 0 0 1 1 0 0 0 1 0 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 39.49531 9.49527
19 1 1 1 1 1 0 0 1 1 0 0 0 1 0 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 1 0 39.49531 9.49527
2 0 1111100110001010001IIIOIOOOOIIO 39.49531 9.49527
3.4.6 Multi-variable Optimisation
One independent variable % is manipulated for the illustrative example in Section 3.3. 
However, generally, more than one independent variable may be involved in the fitness 
function. For example, the following equation may be considered as a fitness function:
e = a-s inb  + logc
3H6
where a, b, e and d are independent variables, each of which has a specified range. 
Suppose that it is required to minimise the function in Equation 3.16 with respect to a.
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b, c and d. This is an optimisation problem with four independent variables. The term 
‘multi-variable optimisation’ may be used to describe sueh a process.
Using a random number generator, a number of values for the independent variables are 
generated such that each value will be within the corresponding range. As an example, 
100 sets o f values are generated and partially shown in Table 3.11. Each set of four 
values in the same row is considered to be a member o f the population and the 
corresponding value for e can be calculated using Equation 3.16. The result is the fitness 
value and is shown in the last column of Table 3.11.
Table 3.11 Initial population
Member number a b c d e
1 4.39534 0.49430 8.94843 4.94843 0.12402
2 0.84393 0.49863 6.83443 3.84303 0.08384
3 2.84393 0.99044 4.93843 4.83434 0.13144
1 0 0 3.49238 (163832 5.33890 4.89390 0.11726
Suppose that a member is selected from the population through the tournament pairing 
process with respect to its fitness value. Section 3.3.3. Then, the value of a, b, c and d 
for the selected member are encoded into binary numbers in the same manner as 
described in Section 3.3.4.1. That is, four binary numbers are encoded as shown at the 
top of Fig 3.46.
0101110101001010010001010100101
1010101010010101010101110100101
0111010101101001010101001101111
1101010111010101001010101010101
0101110101001010010001010100101101010...010101
A part of b A part of d
Fig 3.46 Four binary numbers and the corresponding chromosome
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The combination of the four binary numbers is then considered as a chromosome for the 
multi-variable optimisation problem. Since the length of each binary number for an 
independent variable is 31, see Section 3.3.4.2, the length of the chromosome will be 
124 in the current example. The corresponding chromosome for the above four binary 
numbers is shown at the bottom of Fig 3.46.
When one-site crossover is performed, a position for the crossover site is randomly 
chosen from 125 possibilities, see Section 3.4.2.1. The only difference between the 
current crossover process and the previous one with one independent variable is that the 
chromosomes are longer. As a result, two child chromosomes with 124 bits are 
obtained. When the number of independent variables is more than the current example, 
say 1 0 , the same crossover process is carried out using 310-bit long parent 
chromosomes.
After the crossover process, mutation is performed as follows:
■ A random number between 0 and 1 is generated for each independent variable. If 
this random number is less than the mutation rate, one o f the genes of the 
corresponding 31-bit long chromosome is mutated. This process is carried out for all 
the independent variables involved.
In the current example, four random numbers will be generated for the 124-bit long 
chromosome and therefore 4 genes in the chromosome may be mutated at most. This 
process is carried out for the two child chromosomes and then each of them is decoded 
to the corresponding four values in the original range in a similar manner as before, see 
Section 3.3.4.4.
The performance of mutation described above changes the definition of the mutation 
rate given in Section 3.3.4.3. Since the previous statement is for the optimisation with 
one independent variable being involved, the definition of the mutation rate p is now, 
generalised as follows:
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where nm denotes the total number of mutated genes, niv represents the number of 
independent variables and nc is the number of the chromosomes handled. For example, 
consider an optimisation problem involving 10 independent variables. I f  the mutation 
rate is chosen to be 0 .0 1 , 1 0  genes are expected to be mutated when 1 0 0  chromosomes 
are handled.
As far as the replacement and termination processes are concerned, they are carried out 
as before, see Sections 3.3.5 and 3.3.7.
3.5 N atum  Function
Consider the following function that involves two independent variables, x and y, and a 
dependent variable, z:
z = 0.3xsin4x + 1.5sin3y (0 < x < 6 , 0 < y  < 5) ^
where the ranges for the independent variables are specified in the brackets. Suppose 
that the maximum value for z of the function is being sought. The genetic algorithm 
proposed in this chapter can deal with this type of optimisation problem. The proposed 
algorithm is implemented as a standard function o f Formian, namely the ‘natum 
function’. The effect of the natum function is to find the global minimum or maximum 
or a root of a numeric function such as Equation 3.18. The term ‘natum’ is a Latin based 
word and is used to mean ‘naturally constituted’.
The form of the natum function is shown in Fig 3.47. As can be seen from the figure, 
the natum function includes three parameters, namely ‘mode’, ‘range’ and ‘option’. The 
first two parameters are compulsory and the last one can be omitted. The details of the 
natum function are described in the sequel.
Abbreviation for natum
G = nat(mode, range, option) IM Argument
(Mandate expression)
Fig 3.47 Particulars of the natum function
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3.5.1 Mandate
The argument o f the natum function is a ‘mandate’ expression, see Appendix B. This 
argument represents a numeric function that is subjected to the optimisation process. 
For instance. Equation 3.18 can be expressed by the following mandate:
Register  Numerie relation___________
M = ’[:x,y,z:z = 0.3 *x* sin|(4 *x*l80/pi) +1.5 * sin|(3*y*l80/pi)]'
Fig 3.48 Mandate corresponding to Equation 3.18
Since angles are measured in degrees in Formian, the angles in the sine functions in the 
numeric relation are converted from radians to degrees using pi, which needs to be 
specified as 3.14159265... before the above statement is used.
3.5.2 Mode
Mode is an integerian expression, see Appendix A, whose value is -1 , 0 or 1. The value 
- 1  indicates the requirement for finding the global minimum, the value 0  indicates the 
requirement for finding a root and the value 1 indicates the requirement for finding the 
global maximum. When value 0 is used for mode, the member whose fitness value is 
the closest to 0 is considered to be the best one and is taken as a solution. In this ease, 
the absolute value of the fitness function is considered. That is, minimising the absolute 
fitness value is equivalent to finding a root of the fitness function.
3.5.3 Range
The second parameter of the natum function is referred to as the ‘range’ and specifies 
the ranges of the independent variables. For example, as far as Equation 3.18 is 
concerned, the ranges of the independent variables x and y  are from 0 to 6  and 0 to 5, 
respectively. These ranges can be specified by a formex as follows:
{[0, 6 ], [0 , 5]}
This formex contains two signets [29] each of which specifies the range of an 
independent variable. The order of the signets corresponds to the order of the 
independent variables in the register of the mandate. That is, the first signet corresponds 
to the first independent variable in the register and the second signet specifies the range
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of the second independent variable and so on. In the current ease, the first signet [0, 6 ] 
corresponds to x and the second one [0,5] corresponding to y  as illustrated in Fig 3.49. 
Actually, the two limits for an independent variable are reversible. That is, the current 
range fbrx and y  may be written as [6 , 0] and [5, 0], respectively.
Register 
' [ : x , y , z : z =  ... ]'
Range
Fig 3.49 Correspondence between the range and the independent variables
If  the number of independent variables increases, the number of signets in the register 
increases correspondingly. For instance, the following range may be used when 5 
independent variables are involved:
{[7.5, -19], [-10, 0.0005], [23, 56], [101, -1.45], [34.2, 35]}
Alternatively, the range can be represented by a eantle. In this case, each signet in the 
eantle represents a range for an independent variable. The equivalent form for the above 
range is
[7.5, -19; -10, 0.0005; 23, 56; 101, -1.45; 34.2, 35]
The general form o f the range for n independent variables is
{[limn, limn], [limzi, lim22], ... , [limii, limi2], ... , [limni, limn2] |  
or
[limn, limn; lim2i, lim22; ... ; limn, limi2; ... ; limni, limn2]
where limn and lim n are the lower (upper) and the upper (lower) limits for the first 
independent variable, respectively. Similarly, lim2i, lim22 are the corresponding limits 
for the second independent variable and so on.
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3.5.4 Option
The last parameter of the natum function is referred to as the ‘option’ and its particulars 
are illustrated in Fig 3.50. As can be seen from the figure, an option is a formex 
consisting of five uniples each of which represents a parameter for the genetic 
algorithm. The significance of each parameter has been described in the preceding 
sections. When the option is omitted, the default values shown in Table 3.12 are used.
Number of chromosomes Convergence tolerance
in the populations^ |
[2000,100, 0.15, le-8, 30]
/  / tMaximum number of Mutation rate Confirmation count 
generations
Fig 3.50 Particulars of the option 
Table 3.12 Default values for the parameters in the option
Total number of generations 1 0 0 0
Number o f members in the population 2 0 0
Mutation rate 0.05
Convergence tolerance le-5
Confirmation count 2 0
3.5.5 Solution
The results from the natum function are given as a signet each uniple of which 
represents a value for a variable. The order of the values corresponds to that of the 
variables in the register of the mandate. An example is shown in Fig 3.51.
Register 
'[:x,y,z:z= ... ]'
t ^
G = [3.456341, 4.834535, 2.387319]
Fig 3.51 Order of the values for variables
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3.5.6 Applications
In this section, two examples of optimisation problems are solved by the natum 
function, as described in the sequel.
3.5.6.1 Example with Two Independent Variables
The optimisation process regarding Equation 3.18 is considered in this section. The 
graphic representation o f the function is shown in Fig 3.52. As can be seen from the 
figure, a number of peaks exist in the region under consideration. To obtain the 
maximum of the function, the scheme in Fig 3.53 is used with Formian 2.
2 = 0.3xsin 4x +1.5 sin 3y
  C
Global maximums
Fig 3.52 Graphic representation of Equation 3.18 
pi=3.1415926536;
M-[:x,y,z:z=0.3*x*sin|(4*x*180/pi)+1.5*sin|(3*y*180/pi)]';
L11=0; L12=6; L21=0; L22=5; 
mode=1 ; range={[L11 ,L12],[L21 ,L22]};
G=nat(mocie,range)|M; 
give G;
Fig 3.53 Scheme for the maximisation problem of Equation 3.18
To find the optimum, the scheme in Fig 3.53 was repeated several times. Because of the 
random nature of the genetic algorithm, a different result was obtained with each 
attempt. Three best results are shown in Table 3.13. Each of them is considered to be a
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global maximum since the value for z is the same. Their positions are graphically shown 
in Fig 3.52.
Table 3.13 Resulting values
X T z
Global maximum A 5.117182 0.523753 3.033359
Global maximum B 5.117368 2.617932 3.033359
Global maximum C 5.117339 4.712435 3.033359
3.5.6.2 Example with Ten Independent Variables
Another optimisation problem is taken from Ref. 19. The fitness function is give as
(
y  =
X3 ' X4 ^6 "^7 " (*^ 8 '^ 9 )
X10 3.19
where ten independent variables are involved, namely xi, X2, . .., xio. Their ranges are 
specified as follows:
0.1 <Xj < 5  ( i  = l, ..., 10)
3.20
The requirement of the problem is to find the maximum value for y. To solve this 
problem by the natum function, the scheme shown in Fig 3.54 was used.
M='[:x1 ,x2,x3,x4,x5,x6,x7,x8,x9,x10,y:y=(x1 *x2-x3*x4/x5)'^2-x6*x7*(x8+x9)/x10]'; 
L11=0.1: L12=5; L21=0.1; L22=5; L31=0.1; L32=5; L41=0.1; L42=5;
L51=0.1; L52=5; L61=0.1; L62=5; L71=0.1; L72=5; L81=0.1; L82=5;
L91=0.1; L92=5; 1101=0.1; LI 02=5; 
mode=1;
range=[L11 ,L12;L21 ,L22;L31 ,L32;L41 ,L42;L51 ,L52;
L61 ,L62;L71 ,L72;L81 ,L82;L91 ,L92;L101 ,L102]; 
ngen=1000; npop=100; mutar=0.05; covt=1e-10; conf=20; 
option=[ngen,npop,mutar,covt,conf];
G=nat(mode,range,option)|M; 
give G;
Fig 3.54 Scheme for the optimisation problem of Equation 3.19
In Table 3.14, the result from the natum function are compared with two sets of 
solutions from Ref. 19, where another genetic algorithm using different strategies was
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used. These solutions are the two best results in the reference. As can be seen from the 
table, the solution from the natum function is different from those of Ref. 19. However, 
as far as value of y  is concerned, all the three solutions in Table 3.14 seem to be 
indistinguishable global maximums of Equation 3.19.
Table 3.14 Comparison of the resulting values with the two solutions from Ref. 19
Xi X2 X3 Xa X5 X6 Xi Xg X9 XlO y
Ans. 1 0 .1 0 .1 5.0 5.0 0 .1 0 .1 0.15 0.27 0.64 1.60 62495
Ans. 2 0 .1 0 .1 5.0 5.0 0 .1 0 .1 1 0.16 0.91 0.47 4.42 62495
Natum 0 .1 0 0 .1 0 5.00 5.00 0 .1 0 0.17 0 .1 1 0.33 0.26 4.82 62495
Actually, the analytical solution of the present problem can be obtained by observing 
Equation 3.19. That is.
r
y  = 0.1 0 . 1-
5-5^^
0.1
0.1 0.1 (o.l + o.l)
= 62494.9997
It is seen that the above value of y is the same as those of the solutions in Table 3.14.
3.6 Conclusions
The fundamental procedure of the genetic algorithm was proposed through a simple 
example of an optimisation problem. Also, the significance o f the main processes of the 
algorithm, namely initiation, pairing, crossover, mutation and replacement, was 
discussed. These considerations provide the basic concepts for the genetic algorithm 
that is used in the following chapters.
The genetic algorithm proposed in this chapter has been implemented as a standard 
furietion of Formian, namely the ‘natum function’. Using the concept o f mandate, this 
function can minimise or maximise a numeric function or find its root.
The proposed genetic algorithm was carried out to solve two optimisation problems 
with different numbers of independent variables. The results showed that this genetic 
algorithm was capable of finding the global optimum even when a number o f local 
optimums exist.
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CHAPTER 4
Traviation Function
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4.1 Introduction
In this chapter, the procedure of the genetic algorithm proposed in Chapter 3 is applied 
to solving a number of ‘geometric optimisation problems’. Geometric optimisation in 
the general context aims at finding the best geometry in terms of various aspects sueh as 
joints, elements and cladding/secondary elements etc, see Section 1.4. Although this 
optimisation process can deal with any of these aspects, throughout this chapter the 
régularisation of element lengths in a configuration is mainly considered. To this end, 
several new concepts are introduced and described through some simple examples. 
Since each parameter involved in the optimisation process is influential, its effects on 
the resulting configuration are investigated. The proposed algorithm is referred to as the 
‘traviation process’ and is implemented as a standard function o f Formian, namely the 
‘traviation function’. Using this function, several further examples are subjected to the 
geometric optimisation process at the end of this chapter.
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4.2 Illustrative Example
Consider the configuration shown in Fig 4.1. This star-like configuration is a two- 
dimensional structure which has 8  nodes and 12 elements. The node numbers are 
indicated as N l, N2, ..., N 8 and their coordinates are shown in Table 4.1.
y
N7 N8
N5
N6
L=7.2111
N3
N4
L=5.6569
N2
Fig 4.1 An example
►  X
Table 4.1 Nodal coordinates of the configuration
Node number X coordinate y  coordinate
N l 0 .0 0 0 0 0 .0 0 0 0
N2 1 0 .0 0 0 0 0 .0 0 0 0
N3 4.0000 4.0000
N4 6 .0 0 0 0 4.0000
N5 4.0000 6 .0 0 0 0
N 6 6 .0 0 0 0 6 .0 0 0 0
N7 0 .0 0 0 0 1 0 .0 0 0 0
N 8 1 0 .0 0 0 0 1 0 .0 0 0 0
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As can be seen from Fig 4.1, the nodes N l and N4 are connected by an element. Let this 
element be designated as element N1-N4, using the node numbers o f its ends. The 
length of this element is calculated as
^ ( 6 - 0 ) '+ ( 4 - 0 ) '  =7.2111
where the nodal coordinates of N l (0, 0) and N4 (6 , 4) are used. Similarly, the lengths 
o f all the other elements of the configuration in Fig 4.1 can be obtained as shown in 
Table 4.2 where there are three different element lengths.
Table 4.2 Element Lengths
Element Element length L
N1-N3, N2-N4, N5-N7, N 6 -N8 5.6569
N1-N4, N2-N6, N3-N7, N5-N8 7.2111
N3-N4, N3-N5, N4-N6, N5-N6 2 .0 0 0 0
The aim of the current example is to obtain a configuration where all the elements are 
identical in length. To modify the lengths of the elements, the nodal positions of the 
configuration are changed in the x-y plane. An example o f this is shown in Fig 4.2 
where four of the nodes, namely N3, N4, N5 and N 6 , are moved. The other nodes 
indicated by small circles in the figure, namely N l, N2, N7 and N 8 , remain at their 
positions because they are fully constrained.
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►  X
Fig 4.2 Modified configuration of the example
The configuration in Fig 4.2 has different element lengths and is not acceptable as the 
required configuration. However, if  the nodal positions of N3, N4, N5 and N 6  keep on 
changing, the required configuration, which has identical elements in lengths, may be 
obtained. Nevertheless, if  this process is carried out totally at random, it may take very 
long time to find the required configuration if indeed it is obtainable. In other words, 
such a random search method is inefficient. A suitable strategy must be involved to find 
the solution effectively. The genetic algorithm is considered to be a possible technique 
for this purpose since a genetic strategy aids the random search method. Therefore, the 
process will be more efficient and the global optimum can be found even when a 
number of ‘free’ nodes are involved.
4.2.1 Chromosomes and Genes
In using a genetic approach, the nodal coordinates o f the configuration of Fig 4.1 are 
arranged in a string as shown in Fig 4.3. To elaborate, the first two O’s from the left o f 
the string are the x and y  coordinates for node N l, the following 1 0  and 0  are the x and y 
coordinates for node N2 and so on. The term ‘chromosome’ is used to refer to this string 
of nodal coordinates and each pair of x and y  coordinates is considered to be a ‘gene’.
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frPriP.
Chromosome 
Node number
0^, 4,4, 6,4, 4,6, 6,6, 0,10,10,10
Nl N2 N3 N4 N5 N6 N7 N8
Fig 4.3 A chromosome for traviation process
The chromosome in Fig 4.3 contains all the nodal coordinates o f the configuration of 
Fig 4.1. Therefore, since the connectivity of the elements is known, this chromosome 
can represent the configuration of Fig 4.1. For instance, element N1-N3 is represented 
by the first and third genes of the chromosome. Therefore, a chromosome can be 
transformed into a configuration and vice versa.
4.2.2 Initiation
In the initiation process, a number of chromosomes are randomly created and the 
configuration in Fig 4.1 is used as the ‘primitive form’ for their creation. That is, new 
configurations are generated such that they will be ‘close to’ the initial configuration. 
Fig 4.1, as described below:
y y
N7 N8 N7 N8Range Range10
N6 N6Range Range
Square region 
for N6 N2 N2X
10Nl
(a) The square region for node 6
► %
Fig 4.4 The creation of a new nodal position
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The initial configuration in Fig 4.1 is again shown in Fig 4.4(a) together with a square 
area whose centre coincides with node N 6 . This square area is referred to as a ‘region’ 
and the length of its sides is called the ‘range’. The new position for node N 6  will be 
randomly generated within the region. A possible result o f this operation is shown in 
Fig 4.4(b). Because the randomly found coordinates are within the region, the new 
nodal position of N 6  is likely to be close to the original position as shown in the figure.
If  the range of the region is too large, the new nodal position may be too far away from 
the original position and if the range is too small, there will be little ‘room’ for 
exploring the possibilities. Therefore, the size of the range is significant and it is 
necessary to find a suitable one. For the above example, the range is chosen as the 
average length o f the elements of the initial configuration as calculated below:
2-h 5.6569 + 7.2111
The same operation is repeated for the other ‘free’ nodes, namely N3, N4 and N5, and 
these results in a new configuration as shown in Fig 4.5. This configuration can be 
transformed into a chromosome in the same manner as for Fig 4.3. The corresponding 
chromosome is also shown at the bottom of Fig 4.5. Note that the positions o f the four 
supports, namely N l, N2, N7 and N 8  have not been changed from the initial 
configuration since they are fully constrained.
The processes described so far are repeated and a number o f chromosomes are 
generated, say 100, as shown in Fig 4.6(a), where %’s and y ’s are used instead of the 
actual values of the coordinates. Each subscript for an % or y  indicates the nodal number 
of the coordinates. For instance, %s represents the % coordinate o f node 3, see Fig 4.6(b).
A set of coordinates % and y  represents the position o f a node and is enclosed in 
parentheses representing a gene. The subscript of the gene indicates the chromosome 
number to which the gene belongs, as elaborated in Fig 4.6(b).
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6.944
4.444
Nl 3.519 5.370 7.130 
3.515
0,0,10,0, 3.519,4.444, 5.370,3.315, 3.515,6.944, 7.130,6.111, 0,10,10,10
Nl N2 N3 N4 N5 N6 N7 N8
Fig 4.5 Randomly generated configuration and its chromosome
(Xp (X3, Xglp (:^ 4, 3^ 4)1, (^5» 3^ 5)1, 3 6^)n {Xp X?)i’ (^8’ 3^ 8)1
(^1, •^ 1)2’ {Xj, 3^ 2)2’ (^3, 3^ 3)2: (^4, 3^ 4)2, 3^ 5)2, (^6, 3^ 0)2’ (x-j, 3^ 7)2’ (^8’ 3^ 8)2
(^1, 3^ 1)3, 3^ 2)3) (^3, y 3)3, (^4' 3^ 4)3’ (^5, 3^ 5)3’ 3^ 0)3' (x~j, 3^ 7)3' (■^ 8’ 3^ 8)3
3"l)4, (■^2’ 72)4' (■^3? 3^ 3)45 (;^ 4. 34)4’ 3^ 5)4, (^6, 3^ 0)4’ {x-j. >’7)45 (Xg, 3^ 8)4
( 4 , C^ 2’ 3^ 2)5, (X3, 3/3)3, K , 3^ 4)5’ (^5. 3^ 5)5, 3^ 6)5’ {Xp 3^ 7)5’ (^8’ 3^ 8)5
(Xp Ti)ioo (^2’ 3^ 2)100 (■^3’ 3^ 3)100 (^ 45 34)100 (x^. 3^ 5) 100 (^6, Tô)ioo (^ 75 3^ 7)100 {Xg, T8) i00
(a) Initial population
(x^, 3 3^)25 (■^4? 3 4^)2’
A gene representing the coordinates
of node 3 of the second chromosome
A gene representing the coordinates
of node 4 of the second chromosome
(b) Notation
Fig 4.6 Population and genes
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The group of chromosomes in Fig 4.6(a) is referred to as the ‘initial population’ for the 
traviation process. It is important to note that the first chromosome of this population 
represents the initial configuration of Fig 4.1 while the other 99 chromosomes are 
randomly generated.
4.2.3 Fitness Function
Consider three groups of line elements shown in Figs 4.7(a), 4.7(b) and 4.7(c). Each of 
these groups consists of ten straight lines.
Lmin
k -
Lmin
k -
Lmax
j ------1------1------1------1------1------1------1------1------1— ^
10
(a) Group A
Lmax
J I I I I I I I U
(c) Group C 10
-►L
Lmin
N -
Lmax
-H
J— I— I— I— I— I— I— I— I— I—^  L
10
(b) Group B
Fig 4.7 Comparison of the regularities o f the line lengths
Suppose that the ‘regularity’ of the lengths of lines in each group is discussed. Which 
group can be considered to have the highest regularity in terms of line length? One may 
say that group A has the highest regularity because nine of the lines are of identical 
length while the other two groups have fewer lines with identical lengths. Alternatively, 
one may say that group B must be considered as having the highest regularity because 
the difference between the longest (Lmax) and shortest (Lmin) lines is less than those in 
the other two groups as shown in the figure. Also, one may insist that group C is the
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most regular one. It can be seen from Fig 4.7(c) that the difference between two 
neighbouring line lengths is either 0 or 1. For instance, the difference between the fourth 
and fifth line lengths is indicated by ôL which is the largest ‘gap’ between two 
neighbouring lines in group C. The corresponding values for ôL in Figs 4.7(a) and 
4.7(b) are 8  and 4, respectively. From this point of view, it can be said that the line 
lengths of group C are closer one to another as compared with the other two groups 
because the maximum gap ôL is smaller than the other two groups.
Trying to define ‘regularity’ in general is a near impossible task. Even in very specific 
cases, one may come up with widely varying definitions o f regularity depending on the 
point of view adopted, as the above examples demonstrate. As far as the regularity of 
element lengths in a configuration is concerned, a useful idea that is introduced by 
Nooshin [3] is the concept of ‘length profile chart’ (LEP chart). To describe the concept, 
consider the two configurations illustrated in Figs 4.8(a) and 4.8(b). The LEP chart may 
be used to describe the regularity of the element lengths. Two LEP charts corresponding 
to the configurations in Figs 4.8(a) and 4.8(b) are shown in Figs 4.8(c) and 4.8(d), 
respectively
The vertical axis of the LEP chart indicates the number o f the element lengths in 
percentage with respect to the total number o f elements of the configuration. For 
instance, if  the height of a bar in the chart is 30%, the bar represents 30% of the 
elements of the configuration. On the other hand, the horizontal axis shows the ratios of 
the element lengths with respect to the average length of the elements. Therefore, a 
value that is less than 1 .0  indicates an element that is shorter than the average element 
length and a value that is more than 1.0 indicates a longer element length. As a whole, 
the LEP chart represents the distribution of the element lengths o f a configuration. The 
range of element lengths represented by each bar in the LEP chart is 1/20 of the average 
length. For instance, a bar at 0.9 of the horizontal axis o f a LEP chart indicates the 
number of the elements whose lengths are between 0.875 and 0.925.
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(a) (b)
50 n 
^  40 -
I
-3  30
 ^ 20
I^ 10
“ I— I— I 1 I— I— — I— I— I I I— I— I I I
0.0 0.5 1.0 1.5 2.0
Element length (as proportion of average element length)
(c) LEP chart for (a)
50 1
^  40
I-g 30
B 20
I .^  104
“ 1— I— I— I— I— I— I— I— I— I— I— I— r
0.0 0.5
I I 11 :—I—I—I—I—I—I—I—I—I—1—I—I—I—I—I—I—I
1.0 1.5 2.0
Element length (as proportion of average element length)
(d) LEP chart for (b)
Fig 4.8 Length profile chart (LEP chart)
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Now, comparing the LEP charts for the configurations of Fig 4.8(a) and 4.8(b), as 
shown in Figs 4.8(e) and 4.8(d), it can be seen that the bars in Fig 4.8(c) spread more 
widely than those in Fig 4.8(d). This means that the element lengths o f the configuration 
in Fig 4.8(a) are relatively ‘farther away’ from the average length as compared with 
those in Fig 4.8(b). In this sense, it can be said that the configuration in Fig 4.8(b) has 
more regularity than that in Fig 4.8(a). As far as the example of Fig 4.1 (and Fig 4.5) is 
concerned, this sense is used to describe the regularity o f the element lengths. In other 
words, an element whose length is not near the average element length is to ‘disturb’ the 
regularity.
The sense of regularity discussed above can be quantified by using the concept of 
‘variance’ as given by
v  =  — -----------------
n 4.1
where V is the variance and, L; and Lav designate the length o f element i and the average 
length o f all the elements of the configuration, respectively. The numerator of Equation
4.1 is the sum of the square of all the differences between the lengths of the elements 
and the average length. The total number o f elements of the configuration is given as n 
in the equation.
The value for V will be zero when all the elements o f the configuration are identical in 
length. On the other hand, when the differences between the lengths of the elements and 
the average length are large, the variance V will be large. Therefore, a configuration 
with a small value for V is considered to be ‘better’ than a configuration with a large 
value for V.
For example, using Equation 4.1, the variance o f the configuration in Fig 4.1 is obtained 
as
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2^5.6569 + 7 .2111^^^3^^
3
4 .1 (2 -4 .9 5 6 0 )' + (5.6569 -  4.9560)' + (7.2111 -  4.9560)' |
V = — -------------       = 4.7716
12
Also, the variance of the configuration in Fig 4.5 is obtained as 2.6522. Comparing 
these variances, the latter configuration is considered to be better than the former one. 
From this point of view, the variance is used as a measure to assess the regularity of the 
element lengths. In other words, the variance can represent the ‘fitness’ of the 
configuration for the purposes o f the genetic algorithm.
The variance represented by Equation 4.1 has the dimension of length squared. To 
create a dimensionless ‘measure of fitness’. Equation 4.2 is normalised by the initial 
value as shown below.
V Ml
Ë(L| -  La,)'
Z ( L « - L . J '  ............................................... ...................
i=l
where V is called the ‘normalised variance’ and, Vo, Lio and Lavo are the corresponding 
values for V, Li and Lav for the initial configuration, respectively. Equation 4.2 is used 
as the ‘fitness function’ when the genetic algorithm is applied to the example o f Fig 4.1.
4.2.4 Tournament Pairing
The tournament pairing discussed in Section 3.4.1 is employed for the traviation 
process. That is, two chromosomes are randomly chosen from the population and they 
are compared in terms of their fitness values. The ‘better’ chromosome o f these will be 
chosen as a parent chromosome. Then, the same procedure is repeated to choose the 
other parent chromosome.
4.2.5 Mating
The mating process is performed with two parent chromosomes that are selected by 
tournament pairing. The mating process consists of two steps, namely ‘crossover’ and
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‘mutation’. (The processes of encoding and decoding, which are parts of the mating 
process in the natum function. Section 3.3.4, are not involved in the current problem 
since binary chromosomes are not used in the traviation process).
4.2.5.1 Crossover
Through the tournament pairing process, two parent chromosomes have been chosen 
from the population as shown in Fig 4.9.
(:Ç2, •^ 5^A’ (::6' ;^6)A' (^7, •^ 7^A’ ^^8’
(^ 1> JT;)g , ( ^ , JMzls ’ O 3’ ’ O 4’ > 4)3 > (^ ÿ (^6, 6-7; >'7)3» (^8’
Fig 4.9 Parent chromosomes
These parent chromosomes are considered to be the Ath and Bth chromosomes of the 
population as indicated by the subscripts of the genes.
Crossover site
(•^15 0 )^ y~^ A’
(•^ 1’ Ti)b» y ^ ’ 3^ 3)b’
(^4 5 3^ 4)a’ Ts)a’ Tô)a’ TtIa’ 0%) y^ A
(^ 45 ^4)3 ’ (^ 5’ 3 5^)3 ) (% y ^ ’ 0^7» ^7)3 ’ (•% 3 8^)3
^  Crossover
(a) Parent chromosomes
(^ 1) ^ l)A» y'^A’ TsIa’ (^ 45 (^ 5’ -15)3 ’ 3 7^)3 » (% 3 3^)3
(^ 1» 3 2^)3 ’ y^A’ (^ 5’ J^ A» Tô)a’ yj^A’ TsIa
(b) Child chromosomes
Fig 4.10 One-site crossover
When the one-site crossover is used (see Section 3.3.4.2), a position for the crossover 
site is randomly chosen. Fig 4.10(a) shows a particular example where the crossover site 
is chosen to be between the third and fourth genes from the left o f the chromosomes. 
Here, all the genes of the second chromosome are underlined. The genes on the right- 
hand side of the crossover site are exchanged as shown in Fig 4.10(b). As a result, two 
child chromosomes consisting of the genes from the parent chromosomes are generated.
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Each of these chromosomes represents a new configuration for the example under 
consideration.
Alternatively, the multi-site crossover or the ripple crossover can be used (see Section 
3.4.2). Fig 4.11 shows an example of the child chromosomes after a ripple crossover. As 
can be seen from the figure, the genes o f the parent chromosomes have been blended 
more randomly than the child chromosomes in Fig 4.10(b).
(^1»V i)a’ (^2’ ' (^3' -^ 3^ ’ y4^A’ -^ S^B’ ^^ 6’ -^ ô^ B ’ ^ 7 ’ -^ 7^A’ ^^8’ -^ 81a
(^ 1»Vi)b5 (^2’ -^ ^A' (^ 3' -^3 '^ ^^4’ -^ 4^B’ -^ 5^A’ ^^ 6’ -^ e^ A’ ^7’ -^ 7^B’ (^ 8* -^ S^B
Fig 4.11 Resulting child chromosomes after a ripple crossover
The suitability of ripple crossover as compared with the one-site crossover in relation to 
the traviation process is discussed in Section 4.6.4. For the present example, the ripple 
crossover is employed.
4.2.S.2 M utation
The significance of mutation has been discussed in Section 3.4.5. To demonstrate the 
application of this concept in the context of the traviation process, suppose that the first 
chromosome in Fig 4.11 represents the configuration shown in Fig 4.12(a). Let this 
configuration be subjected to mutation. In the traviation process, the mutation procedure 
consists o f a ‘random modification of one or more nodal positions of the configuration’. 
An example of this operation is shown in Fig 4.12(b), where a new position for node N4 
is randomly chosen within its square region. The centre of this region corresponds to the 
initial position of node N4.
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y y
m,N710
Initial position of N4
N2
X
Square region 
for N4
(a) Configuration corresponding to 
a child chromosome
N8
N4
N2
Square region 
for N4
(b) Configuration after mutation at node N4
Fig 4.12 Mutation for the traviation process
The mutated configuration in Fig 4.12(b) corresponds to the first child chromosome in 
Fig 4.13, where the fourth gene of the chromosome is randomly mutated within the 
region of node N4. The mutated gene in the first chromosome in Fig 4.13 is shown 
enclosed in a rectangle. It should be noted that the genes corresponding to the support 
points will never be mutated. Thus, the first, second, seventh and eighth genes from the 
left will not be mutated.
Mutated gene
(•^ p Ti)a’ T2)b’ 13)3’ y^A^ (^ 5’ T5)b> y^A^ 0 %) Tg)/
(^ p Ti)b> (^’ y^A  ^ 3 ^ )  (^ 5’ Ts)a’ y^A’ y ^ ’ 0%?
Fig 4.13 Mutated gene in the child chromosomes
The ‘frequency’ of mutation is specified by the ‘mutation rate’. For instance, if  the 
mutation rate is 0 .0 1 , then, on average, one gene in every 1 0 0  genes handled is expected 
to be mutated. In general, an approximate indication o f the number o f mutated genes is 
given by
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Total number of genes handled in the mating process x Mutation rate
The technique used for the mutation in the context o f the traviation process is described
below:
Consider the two child chromosomes in Fig 4.11 that have been generated through the 
crossover process. For each chromosome, the following value m is calculated using a 
random number r between 0  and 1 :
m = trunc(r + np) ^ ^
where n is the number of genes in each chromosome and p is the mutation rate. The 
function
trunc( )
indicates the truncated value of its argument. Currently, p is given as 0.01 and the 
number o f genes in each chromosome is 8 . Therefore, Equation 4.3 will be
m = trunc(r + 0.08) ^ ^
If  the random number r is obtained as 0.018, m will be 0. This value m indicates the 
number of genes that are to be mutated in the chromosome. Therefore, no gene will be 
mutated in the current case. By contrast, if  r is 0.934, m will be 1 and a gene will be 
mutated. In this case, a gene is randomly chosen from the 8  genes of the chromosome 
and the chosen gene is mutated in the manner shown in Fig 4.12. I f  the chosen gene 
represents a support position, mutation is not carried out.
When Equation 4.4 is analysed, it is clear that the value m depends on the random 
number r as follows:
If  r < 0.92 m = 0
otherwise m = 1
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Because the random number r is generated to be between 0 and 1, around 8 % of the 
chromosomes will have a gene mutated and the other 92% of chromosomes will have no 
mutated genes. Therefore, for instance, if  10000 chromosomes are created, around 800 
genes will be mutated. In this case, the total number of genes handled is 80000. This 
means that the required ratio of the mutated genes (that is, 1%) is satisfied.
Consider another case when each chromosome consists of 400 genes. In this case. 
Equation 4.3 becomes
m = trunc(r + 4) ^ ^
and the relation between the random number r and the value m is described as follows:
If  r < 1 m = 4
otherwise m = 5
In this case, at least 4 genes will be mutated in every chromosome and very rarely 5 
genes will be mutated. Therefore, for instance, when 10000 chromosomes are 
considered, 4000000 genes are involved. The number of mutated genes will be around 
40000, which is 1% of the genes involved.
Comparing with the two examples above, it is seen that the role o f the random number r 
becomes less important for large chromosomes. In other words, the influence of r is 
significant when the number of genes in a chromosome is small.
4.2.6 Replacem ent
The replacement for the traviation process is the same as described in Section 3.3.5. 
That is, the two child chromosomes replace the worst two chromosomes in the current 
population. Even if the worst chromosomes are better than the child chromosomes, this 
operation is carried out.
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4.2.7 Evolution Cycle
The processes described so far, namely pairing, mating and replacement, are repeated as 
shown in Fig 4.14.
Pairing — ► Mating — ►Replacement
t , . . . .
Fig 4.14 Evolution cycle
This evolution cycle continues for a generation as described in Section 3.3.6. That is, 
until the number of child chromosomes generated during the operation is the same as 
that of the chromosomes in the population. For instance, in the current example, the 
evolution cycle is repeated 50 times where 100 child chromosomes are generated.
4.2.8 Checks
After each generation, the ‘improvement’ of the population is assessed in the manner 
described in the sequel.
4.2.8.1 Nodal Movement
A part of
the previous configuration \ \
( ^ , k
/ )
A part of 
\  the current configuration
Fig 4.15 Nodal movement
Consider the best configuration (chromosome) in the population at the end of a 
generation. A part of this configuration is shown by solid lines in Fig 4.15. The position 
of the node to which the elements are connected is given as (%', y') in the figure. Now, 
assume that the same part of the configuration represented by the best chromosome at
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the end of the previous generation is as shown by the dotted lines with corresponding 
node denoted by {x, y). An arrow in the figure indicates the movement of the node 
between the two generations. This ‘nodal movement’ is calculated as
+ { y ' - y ) ‘ 4.6
It is assumed that as the traviation process proceeds, each node is likely to move toward 
its ‘correct’ position. Therefore, if  the nodal position is close to its destination, the nodal 
movement will be small. In contrast, if  the nodal position is far from its final one, the 
nodal movement will be large. Using these assumptions, the nodal movement can be 
used to deduce the current state of the configuration. In other words, the nodal 
movement suggests how far the current configuration is from the required one. This 
concept is used in two types of assessment, namely ‘phasing criterion’ and 
‘convergence criterion’ as described below.
4.2.S.2 Phasing C riterion
Nodal movement
' Square region 
A part of the configuration
Fig 4.16 Decrease in the nodal movement
During the evolution process, the nodal movements in the configuration will normally 
decrease gradually as the population is improved. That is, the nodal positions are 
assumed to converge to their destinations. This process is chronologically illustrated in 
Fig 4.16 where the arrows indicate the nodal movements and the squares represent the 
corresponding regions for the node.
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When the nodal movement has become small, as shown in the right-hand sketch in Fig 
4.16, it can be said that the current position of the node is close to its destination. In this 
case, a new nodal position which is randomly created within the current region may be 
‘far away’ from the destination if  it is near the edges of the region. On the other hand, 
suppose that the range is gradually reduced as shown in Fig 4.17. In this case, new 
nodal positions will be created within a smaller region. It may be expected that this 
reduction of the range makes the traviation process more efficient as compared with that 
in Fig 4.16. The period during which the range is of a particular size is referred to as a 
‘phase’ and the reduction in the size of the range heralds the beginning o f a new phase.
Nodal movement
 ^Square region 
A part of the configuration
Fig 4.17 Phasing
To find the appropriate timing for the phasing process, the nodal movement is assessed 
after every generation. This assessment is referred to as the ‘phasing test’ and it is 
represented by
4.7
where M is the maximum nodal movement, R is the range and (j) is a parameter referred 
to as the ‘phasing ratio’. For the current example, the value o f 0.2 is chosen for the 
phasing ratio and in this case. Condition 4.7 means that the maximum movement M 
should be less than 20% of the range for the start o f a new phase. This condition 
guarantees that all the other nodal movements of the configuration are also less than 
2 0 % of the range.
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If the phasing test is satisfied, the current region is considered to be relatively large as 
shown in Fig 4.18(a), where a nodal movement o f less than 20% of the range is 
illustrated together with the region. Because of the satisfaction of the phasing test 
(Condition 4.7), one may think that it is the time when the phasing process is carried 
out. However, due to the randomness of the traviation process, the nodal movement may 
increase in the following generation and may become more than 0.2R as shown in Fig 
4.18(b). This demonstrates that the satisfaction of Condition 4.7 does not necessarily 
mean that the nodal movements will be less than 2 0 % of the range in the subsequent 
generations. This randomness makes it difficult to know the behaviour o f the next nodal 
movement. For this reason, only one time satisfaction of the phasing test is insufficient 
to deduce the ‘genuine trend’ of the nodes of the configuration in converging.
; Square region
Nodal movement
!<■ R
(a) Nodal movement less than 0.2R (b) Nodal movement more than 0.2R
Fig 4.18 Random nature o f the nodal movement
However, if  the phasing test is consecutively satisfied for a number of generations, say 
ten times, then one can with more confidence say that the current nodal positions have 
converged. Using this idea, the satisfaction of the phasing test is checked for a number 
of consecutive generations and if  all the phasing tests are satisfied, the reduction of the 
range is performed. The term ‘phasing criterion’ is used to represent this criterion and 
the number of satisfactions of the phasing test is referred to as the ‘confirmation count’.
If  the confirmation count is too small, then the phasing process will be performed too 
often and the current nodal positions may fall outside the regions. In contrast, when the 
confirmation count is too large, the traviation process will become inefficient. For these 
reasons, a reasonable confirmation count should be chosen. For the current example, the 
value 20 is used for the confirmation count. Further discussion about the confirmation 
count will be given in Section 4.6.7.
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4.2.S.3 Convergence Criterion
When the position attained by the nodal points of the configuration cannot be 
‘improved’ any longer, then the configuration is assumed to have converged to a form 
that is taken as the solution to the problem. In order to ensure that the convergence has 
occurred, the best chromosome in the population is checked after every generation. This 
test is referred to as the ‘convergence test’ and involves the checking of the relation
M
........................................................... 4.8
where M is the maximum nodal movement. Lav is the average element length and s is 
the ‘convergence tolerance’. The convergence tolerance is chosen as a small number, 
say le-5. In this case, the satisfaction of the convergence test guarantees that the 
maximum nodal movement M is smaller than 1/100000 of the average element length of 
the configuration. As a consequence, it is also guaranteed that all the other nodal 
movements are less than 1 /1 0 0 0 0 0  of Lay.
When relation 4.8 is satisfied, it may be assumed that the solution is likely to have 
reached a satisfactory state. However, before the traviation process is terminated, the 
convergence tests must be satisfied consecutively for a number o f generations to ensure 
the genuine trend of the nodal movements. This argument is similar to that discussed in 
relation to the phasing criterion in Section 4.2.8.2. For this reason, the concept of the 
‘confirmation count’, as used in the phasing criterion, is also employed here. That is, the 
number o f the consecutive satisfactions o f the convergence test is to be counted and 
when this value becomes equal to the confirmation count, say 2 0 , the current nodal 
positions are assumed to have converged to their correct positions. The confirmation 
count for this termination process is chosen to be the same as that for the phasing 
criterion. If this ‘convergence criterion’ is satisfied, the traviation process is terminated 
and the best chromosome at that moment is taken as the solution.
4.2.8.4 Maximum Number of Generations
If the convergence criterion described in Section 4.2.8.3 is not satisfied, the evolution 
cycle (see Section 4.2.7) is carried out again. That is, the pairing, mating and 
replacement processes are repeated in the same manner as described before. However,
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this cyclic process may continue for a ‘very long’ time without any convergence to a 
solution. The process may even carry on indefinitely without finding a solution. To 
avoid these problems, it is prudent to specify a limit for the cyclic process. That is, 
when the number of generations in the traviation process reaches the limit specified, say 
1 0 0 0 0  generations, the cyclic process is terminated even when the convergence criterion 
is not satisfied. The limit of the generation number is referred to as the ‘maximum 
number o f generations’, as used in the natum function as well, see Section 3.3.7. When 
the traviation process is terminated by the maximum number of generations, it can be 
said that the final solution has not converged. However, the final result is the best 
configuration obtained through the particular genetic process.
4.2.9 Modification of the Regions for the Next Generation
Before the next generation begins, the square regions for the nodes of the configuration 
(see Section 4.2.2) are revised in terms of their positions and range. These processes are 
further discussed in the following sections.
4.2.9.1 Repositioning of Regions
Best configuration Best configuration
Region for
Initial configuration 10 
(a) Best configuration after a generation
Region for N5
Region for N6 
N2
legion for
(b) Rearranged regions
Fig 4.19 Repositioning of regions
As described in Section 4.2.2, the square regions for nodes N3, N4, N5 and N 6  are 
placed at their corresponding nodal positions of the initial configuration, which is 
shown in Fig 4.19(a) by dotted lines. Subsequently, new nodal positions are randomly
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generated within the regions throughout a generation. Suppose that the configuration 
shown by solid lines in Fig 4.19(a) is obtained after the generation as the best 
configuration (chromosome) in the population. Then, the square regions are 
repositioned for the next generation such that their centres will coincide with the 
corresponding nodal positions of the best configuration as shown in Fig 4.19(b). This is 
because the best chromosome is likely to be closer to the required configuration than the 
initial one. Therefore, it is likely that the new regions will contain the destinations of the 
nodal movements. Even if  this is not case, the regions are expected to be in better 
positions than before.
4.2.9.2 Phasing
Best configuration
Region for 
N3
Region for N5
Best configuration 
,N7 UAcrinn fhr ^N8
Region for N6 
/
Region for N4 
(a) Previous regions
Region for N4
Region for 
N3
\
Region for N6
(b) Reduced regions
Fig 4.20 Reduction of the regions
The same sketch in Fig 4.19(b) is shown again in Fig 4.20(a). When the phasing 
criterion is satisfied, the ‘phasing process’ described in Section 4.2.8.2 is carried out. 
That is, each region is reduced in size with respect to its centre as shown in Fig 4.20(b). 
Therefore, in the next generation, new nodal positions are created within smaller 
regions. In contrast, when the phasing criterion is not satisfied, the repositioned regions 
in Fig 4.20(a) are used with their unreduced range in the next generation. The 
significance o f the phasing criterion and phasing is explained below:
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Consider one of the regions in Fig 4.20(a) and the corresponding one in Fig 4.20(b) as 
shown in Fig 4.21. In this figure, the corresponding node is represented by a small circle 
at the centre of each region. Also, the maximum nodal movement M in the last 
generation is denoted by an arrow at the nodal position as shown in Fig 4.21.
R
A
Node
/
f
Maximum
nodal movement
V
Maximum nodal movement (M < R(j))
2.5R(j)
Phasing
R
(a) Previous range and
the maximum nodal movement
A
: J lo  )
\  M /'
V . . . ^A circle
2.5R(j)
(b) Reduced range and
the maximum nodal movement
Fig 4.21 Reduction of a region
Let the range of the previous region in Fig 4.21(a) be R. The maximum nodal 
movement M is assumed to be relatively small so that the phasing criterion is satisfied,
i.e., M is less than R(|) as indicated by Condition 4.7, where the phasing ratio ^  has been 
chosen as 0.2 for the current example (see Section 4.2.8.2). Therefore, M will be less 
than 20% of R (R (|) = 0.2R). The zone that the nodal movement can cover is the inside 
o f the dotted circle with the radius R(j) as shown in Fig 4.21(b).
As discussed in Section 4.2.8 .2, the region must not be reduced too quickly by the 
phasing process because the destination of the nodal movement may then lie outside the 
region. Therefore, the reduced region is desirable to be larger than the circum-square of 
the dotted circle. For this reason, the range of the reduced region is chosen to be 2.5R(|). 
For the current example, the new range will be reduced to half the previous range, 0.5R.
It may be argued that the range of the region should be reduced to 2R(|) since such a 
region will contain the dotted circle in Fig 4.21(b) as well. However, it is prudent to 
provide ‘extra space’ so that the final nodal position is less likely to go outside the
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region because the traviation process is based on a random procedure and the behaviour 
of nodal movements may be erratic.
4.2.10 Reinitiation
New chromosomes are continuously generated through the evolution cycle (see Section 
4.2.7) until the traviation process is terminated. Between two generations in the context 
of this process, an initiation process as described in Section 4.2.2 is occasionally carried 
out to renew the chromosomes in the population. This process is referred to as 
‘reinitiation’. The timing of the reinitiation process is dictated by the result of the 
phasing criterion (see Section 4.2.S.2) as described in the sequel.
4.2.10.1 Developing Population
When the phasing criterion is not satisfied, it can be said that good chromosomes are 
frequently generated through the evolution cycle and the best chromosome is repeatedly 
replaced. In this sense, the population may be called ‘developing’. The evolution cycle 
is repeated again for the next generation using the current chromosomes that contain the 
same genes as before.
4.2.10.2 Stagnant Population
When the phasing criterion is satisfied, it can be said that the population has become 
‘stagnant’. This is normally due to the lack of some important genes within the 
population. In this case, the mutation process is the only way to introduce ‘new’ genes 
into the population since the crossover process cannot create new genes (see Section 
4.2.5.1). However, to help the introduction of new genes into the population, the whole 
population with the exception of the best chromosome is ‘reinitiated’. That is, the 
regions are reduced as described in Section 4.2.9.2 and new nodal positions are 
randomly generated within them. After this ‘reinitiation’, the evolution cycle is carried 
out in the same manner as described in Section 4.2.7. The keeping o f the best 
chromosome ensures that the best previous result is preserved. Thus, the best 
chromosome in the population just before the reinitiation becomes the first chromosome 
in the new population and the other chromosomes are randomly generated. For the 
current example, for instance, 99 new chromosomes are randomly generated using the 
reduced regions.
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4.2.10.3 Overview of the Traviation Process
A flow chart for the traviation process is illustrated in Fig 4.22.
NoGeneration ended?
Yes
Condition A Condition BChecks
Condition C
Replacement
Mutation
Initiation
Crossover
Pairing
Start
End
Condition A  
Convergence criterion 
is not satisfied, 
maximum number of 
generations is not 
reached,
phasing criterion is 
not satisfied.
Condition B: 
Convergence criterion 
is not satisfied, 
maximum number of 
generations is not 
reached,
phasing criterion is 
satisfied.
Condition C: 
Convergence criterion 
is satisfied or, 
maximum number of 
generations is reached.
Fig 4.22 Flow chart of the traviation process
As this flow chart shows, the proposed method is basically a ‘cyclic’ procedure. That is, 
the evolution cycle (see Section 4.2.7) is repeated until an acceptable solution is 
obtained. When the population becomes ‘stagnant’ as described in Section 4.2.10.2, the 
initiation process is carried out to renew the genes in the population. After this, the 
evolution cycle is repeated again. To control the traviation process, ‘checks’ are 
performed after every generation and result in one of Conditions A, B or C to be 
satisfied. Each one of these conditions will then dictate the manner in which the process 
is to be continued.
The flow chart in Fig 4.22 describes the traviation process as a repetitive production of 
generations. However, it is also possible to consider the traviation process as a sequence 
o f phases. From this viewpoint, the traviation process can be shown in Fig 4.23, where
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the history of the reduction of the regions is visually illustrated. Rk in the figure 
represents the range that is used during the kth phase.
Region
□ A n  ► Continue
I Phase 1 I I Phase k-1  ^ Phase k ^
Initiation Initiation Initiation Initiation Initiation
I------------► Continue
Fig 4.23 Repetition o f phases
As discussed in Section 4.2.9.2, Rk can be obtained from the previous range Rk-i as
4.9
Thus, the general formula for Rk may be written as
^ k  — ^ k - 1  ^  — I ^ k -2  ^  ( 2 .5 ( | ) ^  — = Rj X (2.5(1))
k-1
4.10
The use of the concept of phasing has proved to be an efficient way o f helping the 
convergence of the traviation process. Also, the number of phases during the process 
can give an indication of the accuracy of the solution. That is, the higher the number of 
phases the higher will be the likelihood of an accurate solution.
4.2.11 Result of the Illustrative Example
The traviation process in relation to the example of Fig 4.1 is performed as described in 
the preceding sections. The actual values o f the parameters used for the example are 
summarised in Table 4.3.
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Table 4.3 Parameter values
Maximum number of generations 2 0 0 0
Number of chromosomes in the population 1 0 0
Mutation rate 0 .0 1
Convergence tolerance le-5
Confirmation count 2 0
Phasing ratio 0 .2
4.2.11.1 Resulting Configuration
The resulting configuration is shown in Fig 4.24. Also, the nodal positions of the 
configuration are given in Table 4.4.
Resulting configuration,
N1 1.340
L = 5.1764
5 /  8.660 10 
L= 5.1764
Fig 4.24 Resulting configuration
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Table 4.4 Nodal coordinates o f the resulting configuration
Node number % coordinate y  coordinate
N1 0 .0 0 0 0 0 .0 0 0 0
N2 1 0 .0 0 0 0 0 .0 0 0 0
N3 1.3396 5.0000
N4 5.0000 1.3400
N5 5.0000 8.6601
N 6 8.6604 5.0000
N7 0 .0 0 0 0 1 0 .0 0 0 0
N 8 1 0 .0 0 0 0 1 0 .0 0 0 0
The traviation process for the current example was terminated by the convergence 
criterion rather than by the maximum number o f generations. This means that all the 
nodal movements of the configuration have converged to their final positions in the 
manner described in Section 4.2.8.3. However, it should be noted that the current result 
is a particular solution and a slightly different solution may be obtained if the traviation 
process is repeated even when the same parameters as in Table 4.3 are used. This is 
because the traviation process is based on a random procedure. However, the current 
result is expected to be a typical solution of the example and is further discussed in the 
sequel.
4.2.11.2 Result of the Traviation Process
The particulars of the traviation process for the above example are shown in Table 4.5. 
Table 4.5 Particulars for the traviation process
Total number o f phases 15
Total number o f generations 599
Total number of chromosomes 61400
Total number of mutated genes 2361
Final fitness value 4.1089C-10
As can be seen from Table 4.5, the process was terminated after the 599th generation. 
Meanwhile, the initiation process occurred 15 times. In this ease, using Formula 4.10, 
the final range of the traviation process for the current example is calculated as
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4.9560 X (0.5)'^-' =3 .0249e-4
Thus, the final position of each node in the resulting configuration is expected to be 
within the distance of half of 3.0249e-4 from the ‘correcf position of the node.
The total number of chromosomes handled in the current traviation process was 61400 
as shown in the third row of Table 4.5. This number is calculated as
100x15 + 100x599 = 61400
In this calculation, the term 100 x 15 denotes the number of chromosomes generated in 
the 15 initiations and the term 100x599 represents the number of chromosomes 
generated by crossovers.
The total number of mutated genes is given in Table 4.5, namely 2361. Using this value, 
the actual mutation rate of the traviation process can be calculated as
= 0.00493
8x 1 0 0 x 5 9 9  ■  4.11
where the numerator is the total number of mutated genes and the denominator is the 
total number of genes that were subjected to the mutation process. As described in 
Section 4.2.5.2, mutation is involved in the mating process and therefore, the total 
number of genes handled in the process is obtained as
Number of genes in a chromosome x 
Number of chromosomes in the population x 
Total number of generations
As shown in Equation 4.11, the actual mutation rate is obtained to be around 0.5%, 
which is considerably less than the specified mutation rate o f 1% (see Table 4.3). This is 
because half of the nodes of the configuration are fully constrained and are not mutated. 
Thus, it may be seen that the actual mutation rate may be different from the specified 
one when fully constrained nodes are involved in the configuration. However, in 
practice, the number of such nodes is usually relatively small and the actual mutation 
rate will be close to the specified one.
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4.2.11.3 Regularity of the Element Lengths
To evaluate the regularity of the resulting configuration in Fig 4.24, its element lengths 
are shown in Table 4.6, where there are three different lengths, namely 5.1763, 5.1764 
and 5.1765. Considering the ‘regularity’ as discussed in Section 4.2.3, all the element 
lengths are almost identical and therefore they are close to their average length. From 
this point of view, it is concluded that the resulting configuration in Fig 4.24 has a 
‘good’ regularity. This conclusion is also confirmed by the final fitness value of 
4.9368e-10, which is small enough in the present context.
Table 4.6 Element length of the resulting configuration
Element Element Length L
N1-N3 5.1764
N1-N4 5.1764
N2-N4 5.1764
N2-N6 5.1763
N3-N4 5.1764
N3-N5 5.1764
N3-N7 5.1763
N4-N6 5.1764
N5-N6 5.1764
N5-N7 5.1765
N5-N8 5.1763
N 6 -N8 5.1763
Other quantitative indications o f the regularity of element lengths may be used instead 
of the normalised variance function. Equation 4.2. Nooshin introduced two such 
indications, namely ‘length ratio’ and ‘length deviation’ [3]:
The ‘length ratio’ is defined as the ratio of the maximum element length to the 
minimum element length of the configuration. Therefore, this value is always greater 
than or equal to 1. When the length ratio is 1, all the element lengths in the 
configuration are identical. For instance, the length ration of the current resulting 
configuration is calculated as
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= 1.00004
5.1673  4 .1 2
The ‘length deviation’ is the indication based on the variance function o f Equation 4.1 
and therefore the smaller value means the better regularity of the element lengths. The 
actual formula is defined as
Z ( L , - L . , r j / n
j  4.13
where L, is the length of the ith element of the configuration, Lav is the average length of 
the members and n indicates the number of elements o f the configuration. If all the 
elements in the configuration are identical in length, the length deviation will be zero as 
well as the normalised variance function.
4.2.11.4 History of the Fitness Value
The history o f the fitness value is used to study the overall flow o f the traviation 
process. For the current example, the fitness values from the first initiation to the 100th 
generation are plotted against the number of generations in Fig 4.25. The fitness values 
in the graph are calculated by Formula 4.2 and therefore the fitness value at the first 
initiation is 1. As the traviation process proceeds, the fitness value decreases gradually. 
When the value approaches zero, the lengths of the elements become almost identical. 
In this particular case, the fitness value decreases rapidly during the first few 
generations. Actually, this behaviour is normally observed in many practical problems.
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History of the fitness value
10 20 30 40 50 60 70 80 90 1000
Number of generations (fi’om the first initiation to the 100th generation)
Fig 4.25 History of the fitness value (from the initiation to the 100th generation)
Fig 4.26 shows the history of the fitness value from the 500th generation to the 599th 
generation when the traviation process was terminated. This graph shows that the fitness 
function keeps on decreasing even after 500 generations. However, the speed of the 
improvement of the fitness value became less with the increasing number of 
generations. This can be recognised from both Figs 4.25 and 4.26. For instance, the 
fitness value was improved from 1 to 4.28e-2 during the first ten generations and this 
improvement may be evaluated as follows:
1-0.0428
10
= 0.09572
This represents the rate of improvement of the fitness value. Compared with this, the 
corresponding rate of improvement in the last fifty generations is much smaller as 
shown below:
1 .0 3 e -9 -4 .1 1 e -1 0
50
= 1 .2 4 e - l l
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Although these values are particular instances, but they illustrate the tendency of the 
fitness value to improve quickly at the beginning of the traviation process with the 
improvement becoming gradually smaller as the generations proceed.
It should be noted that there is a flat part of the curve in Fig 4.26 between generations 
580 and 599. During these generations, there was no improvement of the fitness value 
and therefore the traviation process was terminated. The fiat part of the curve 
corresponds to the confirmation count 20. Therefore, if  a larger confirmation count was 
used, the final solution may have been more accurate (see Section 4.2.S.3).
3.5C-9
% 3.0e-9 -
 ^ 2.5e-9-
2.0e-9 -
S  L5e-9-
> l.Oe-9-
.5 0.5e-9 -j
History of the fitness value
T ermination at the 599th generation
-1— I— I— I— I— I— 1— I— I— I— 1— I— I— I— I— I
500 510 520 530 540 550 560 570 580 590 600
Number of generations (fi-om the 500th to the 599th generations)
Fig 4.26 History of the fitness value (the 500th to the 599th generations)
4.3 A Three-dimensional Problem with Constraint Conditions
Suppose that the nodes of the previous example (Fig 4.1) are projected vertically onto a 
spherical surface as illustrated in Fig 4.27. This spherical surface is represented by the 
equation:
(A :-5 y + (y -5 y + (^ z  + y j  =
59
6 4.14
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The maximum height of this surface from the x-y plane is 3, Fig 4.27(d), and the support 
nodes N l, N2, N7 and N 8 are on the spherical surface and in the x-y plane. Figs 4.27(a) 
and 4.27(c). The nodal coordinates of this configuration are given in Table 4.7. Because 
all the nodes of the previous example are projected vertically (parallel to the z-axis), 
their X and y  coordinates are identical to those in Table 4.1.
z (Out of paper)
( x - 5 j + ( y - 5 j =  { S n f  
(in the x-y plane)
10
(a) Plan view
N3 & N4 N5& N6
\  /
(e) Perspeetive view 
K 1 0 ^ . >1
^  X (Out of paper) 
Nl & N2
—► y /
N 7 & N 8 ^ 1 0  A  /  (5 .5 .-f)  I
(b) Side view (d) Constraining spherical surface
Fig 4.27 Initial configuration with constraining spherical surface
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Table 4.7 Nodal coordinates o f the configuration
Node number % coordinate y  coordinate z coordinate
N l 0 .0 0 0 0 0 .0 0 0 0 0 .0 0 0 0
N2 1 0 .0 0 0 0 0 .0 0 0 0 0 .0 0 0 0
N3 4.0000 4.0000 2.8978
N4 6 .0 0 0 0 4.0000 :18978
N5 4.0000 6 .0 0 0 0 :18978
N 6 6 .0 0 0 0 6 .0 0 0 0 2.8978
N7 0 .0 0 0 0 1 0 .0 0 0 0 0 .0 0 0 0
N 8 1 0 .0 0 0 0 1 0 .0 0 0 0 0 .0 0 0 0
The aim of the current example is the same as for the previous one. That is, the 
configuration is to be regularised in terms of its element lengths. To do this, the 
normalised variance (Equation 4.2) is used as the fitness function for the genetic 
algorithm. The support nodes of the configuration, namely N l, N2, N7 and N 8  are fully 
constrained and the other nodes, namely N3, N4, N5 and N 6 , can move on the spherical 
surface given by Equation 4.14. Under these conditions, the traviation process described 
in Section 4.2 is performed. This procedure is basically the same as before and the same 
parameters as in Table 4.3 (page 122) are used. However, the example involves a 
number of new aspects that are discussed in the sequel.
4.3.1 Chromosomes and Genes
To perform the traviation process, the relationship between a configuration and the 
corresponding chromosome must be considered. In the present example, the 
configuration in Fig 4.27 can be related to the chromosome given in Fig 4.28, where 
each gene is underlined together with the corresponding node number.
Gene
0,0,0,10,0,0, 4,4,2.8978, 6,4,2.8978, 4,6,2.8978, 6,6,2.8978, 0,10,0,10,10,0 
~ W  N2 N3 N4 N5 M  N7 N8
Fig 4.28 Chromosome corresponding to the initial configuration
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Each gene o f the chromosome has three components, namely the y  and z coordinates 
of the corresponding node. Since the initial configuration in Fig 4.27 is in the three- 
dimensional space, the number of the coordinates in a gene is greater than that of the 
previous example (see Fig 4.3). That is, there are three coordinates involved in every 
gene, although, the number of genes in the chromosome is identical since the number of 
nodes in the configuration is the same as before.
4.3.2 Initiation and Constraint Conditions
In the example of Fig 4.1 in Section 4.2, new nodal positions are randomly generated 
within square regions each of which is placed at a nodal position of the initial 
configuration (see Section 4.2.2). However, a square region does not have the z 
direction, as shown in Fig 4.29(a). In other words, the square region implies exploration 
in a two-dimensional space rather than a three-dimensional space. Therefore, a square 
region cannot be used for creating three-dimensional configurations. Thus, as far as the 
example of Fig 4.27 is eoneemed, it is necessary to employ cubic regions, as shown in 
Fig 4.29(b). Unlike the square region in Fig 4.29(a), a cubic region can allows the 
creation of new nodes three-dimensionally. The length of a side o f the cubic region is 
called the ‘range’ and its initial value is chosen to be the average element length o f the 
initial configuration in the same manner as described in Section 4.2.2 for the example of 
Fig 4.1. For the example of Fig 4.27, such cubic regions are placed so that their centres 
will coincide with nodes N3, N4, N5 and N 6  and new nodal positions are randomly 
generated within these regions.
Possible area for nodal creation Possible volume for nodal creation
(a) Square region
R
V
R
(b) Cubic region
Fig 4.29 Square and cubic regions
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Now, consider a cubic region that is placed at a node of the configuration of Fig 4.27, 
say node N3. This means that the centre of the cubic region coincides with node N3 and 
possible new nodes are randomly generated ‘around’ the current node within the cubic 
region. A node is shown in Fig 4.30(a) as an example of this random generation.
Randomly generated node
A part of the spherical surface Projected node 
(on the surface)
(a) Randomly generated node (b) Projection of the node
Fig 4.30 Randomly generated node and its projection onto the spherical surface
Generally, the node that is randomly generated within the cubic region. Fig 4.30(a), is 
taken as a gene and its coordinates will be introduced in a chromosome. However, node 
N3 of the example in Fig 4.27 is constrained to remain on the spherical surface 
(Equation 4.14) as described in Section 4.3 and the randomly generated node is 
incompatible with this condition. For this reason, the position of the node must be 
modified as shown in Fig 4.30(b), where the randomly generated node is vertically 
projected onto the spherical surface. This means that the current % and y  coordinates of 
the node are used but its z coordinate is changed such that the constraint condition is 
satisfied. To do this, the z coordinate of the node is obtained as
z = l |( f ]
41
6 4.15
or
z = ■ |f ] 6 4.16
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These equations are derived from Equation 4.14. To elaborate, Equation 4.15 represents 
the hemispherical surface of the upper part of the sphere in Fig 4.27(d) and Equation 
4.16 represents the hemispherical surface of the lower part of the sphere in the same 
figure. In both cases, z is chosen as the dependent variable and the randomly generated x 
and y  are used as independent variables. As far as the current example is concerned. 
Equation 4.15 is used. That is, only the upper part o f the sphere is considered. After 
projecting of the node by using Equation 4.15, the resulting nodal coordinates constitute 
a gene. The same process is repeated for the other nodes that are constrained to remain 
on the spherical surface, namely nodes N4, N5 and N 6 . Since the support nodes, N l, 
N2, N7 and N 8 , are fully constrained, their nodal coordinates remain unchanged. All the 
nodes of the configuration constitute a chromosome in the same manner as described in 
Fig 4.28. Then, a number o f chromosomes, say 100, are generated in a similar manner 
and the initial population for the present example is formed as shown in Fig 4.31. As 
described in Section 4.2.2, the chromosome representing the initial configuration (Fig 
4.28) will be also placed in the population.
(;:i, Tp ^i)p (^ , T2, ^2)1, (X3, y^, Zs)i, . . . . . . ,  (x-j. Tp ^7)1, (;^ 8, T8, ^8)1
(•^ p Tp ^1)2, (^ , T2, ^2)2, (^3, T3, ^3)2» • • • . . . ,  (Xj, Tp ^7)2’ (^8, ^8)2
(^1, Tp ^1)3» (;^ 2' ^2)3» (•^ 3» Tsj ^3)35 ••• . . . ,  (x-j, Tp ^7)3’ (^8’ T8, ^8)3
(^ 1, Tp ^1)4’ (^ , y i’ ^2)4, (X3, ^3, ^3)4» ••• . . . ,  (x-j, T?’ ^7)4» (^8, T8, ^8)4
(4 , Tp ^1)5, (;^ 2, T2, ■^2)5’ (X3, ^3, ^3)5’ ••• . . . ,  (x-j, y j’ ^7)5’ (•^ 8’ T8, ^8)5
(:^ i, Tp l^)lOO’ (^2’ Ty ^2)100’ (^3, T3, ^3)100’ ••• ; (Xy, Tp ■^7)100’ (::8. Ty ^8)100
Fig 4.31 Initial population
4.3.3 Evolution Cycle
After the completion of the initiation process for the example under consideration (Fig 
4.27), the evolution cycle is performed as described before, see Section 4.2.7. This 
evolution cycle involves the sequence of processes: tournament pairing (Section 4.2.4), 
mating (Section 4.2.5), and replacement (Section 4.2.6).
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As far as tournament pairing and replacement are concerned, the processes for the 
current example are exactly the same as for the previous example of Fig 4.1.
On the other hand, the mating process, consisting of crossover and mutation, is 
described again in the sequel. The reason of this is because nodes N3, N4, N5 and N 6  of 
the current example are constrained on the spherical surface of Equation 4.15 and the 
influence of these constraint conditions on the mating process should be described.
4.3.3.1 Ripple Crossover
Fig 4.32(a) shows two chromosomes of the population that are selected through 
tournament pairing. These chromosomes are labelled A and B. These chromosomes are 
subjected to ripple crossover and their genes are randomly exchanged as described in 
Section 4.2.5.1. The two child chromosomes in Fig 4.32(b) are the results of this 
operation.
(Xp Ti, ^l)A, (^ 2’ T2, ^2)a’ (;c3, Ts, ^3)A, (^ 4» T4, ^4)A’ . . . ,  (Xy, ^?)a’ (•Xgj Tg, ^ A
(X|, Ti, ^i)b’ (■^ 2’ ^2)b’ (x ,^ ^s)b’ (;:4, T4, ^4)3’ . . . , (Xy, ^?)b’ (Xg, Tg, ^s)b
(a) Parent chromosomes 
^  Ripple crossover
(Xp Tp ^i)a’ (^ 2’ T2, 2^)b’ (^ 3, T3, 3^)b’ (:x:4, T4, 4^)A’ **•’ . . . ,  (Xy, ?^)a’ (^ 8’ ^8» 8^)b
(;:i, Tp ^i)b’ (■^2’ T2, 2^)A, (X3, T], 3^)a’ (;^ 4' T4, 4^)3? •• • 5 . . . , (Xy, T?, ?^)b’ (^ 8, yg,
N l N2 N3 N4 N7 N8
(b) Child chromosomes
Fig 4.32 Ripple crossover
Now, consider the second child chromosome in Fig 4.32(b). The first gene of the 
chromosome comes from the parent chromosome B as its subscript shows. This gene 
corresponds to the support node N l of the current example, see Fig 4.27. This support is 
fully constrained and therefore the first genes of all the chromosomes in the population 
are identical, that is, 10,0,0. For this reason, as far as the first gene is concerned, the 
crossover process has effectively no influence. Also, the other supports N2, N7 and N 8 
of the configuration will remain unchanged for the same reason.
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Now, consider the genes corresponding to the nodes that are constrained to remain on 
the spherical surface of Equation 4.15, namely nodes N3, N4, N5 and N 6 . These genes 
may be exchanged between the parent chromosomes during the crossover process. For 
instance, the third genes of the parent chromosomes in Fig 4.32(a) were exchanged to 
constitute the child chromosomes in Fig 4.32(b). Since these genes are likely to be 
different, this exchange of the genes contributes to the creation of new chromosomes in 
the population. This effect is different from that of the exchange of the fully constrained 
genes such those corresponding to node N2 of the current example. However, because 
the constrained genes are generated such that they will satisfy the constraint conditions 
of Equation 4.15, they will satisfy the condition even after being exchanged. This means 
that the child chromosomes generated by the crossover processes will be compatible 
with the constraint condition.
4.3.3.2 M utation
Mutation may be performed after every crossover process as described in Section 
4.2.5.2. Using the method described in that section, the genes that are to be mutated are 
randomly chosen such that the rate of the mutated genes to the total number o f genes 
handled would be approximately the same as the mutation rate. Now, suppose that the 
fourth gene of the second child chromosome in Fig 4.32(b) is mutated as shown in Fig 
4.33.
(xj, yj, Zj) ,^ (X2, y2, 22)3 , (xg, yg, Zg)g, (^45 y4j ^4)A’ ' • • ’ • • ' ’ ^Xp yp • 7^) a ’ (^ 8’ ^ 8’ ■^ 8^ B
{xp yp ^ i ) b ’ (^2’ T2’ ^2^A’ (^3) T35 ^ 3^A’ (•^ 45 y45 ^4)1 5 • • • 5 • • • 5 (Xy, yy, Zy)g, (Xg, yg, Zg)y^
Mutated gene
Fig 4.33 Mutation
It is important that the mutated gene in Fig 4.33 must represent a point which is on the 
spherical surface of Equation 4.15. Therefore, the coordinates %4, j 4 , 24 o f the gene must 
satisfy Equation 4.15. To satisfy this condition, a node is randomly generated within the 
corresponding region as shown in Fig 4.34(a). Then, the node is vertically projected 
onto the constraining surface as shown in Fig 4.34(b). This procedure is basically the 
same as the method used where the constrained nodes are generated in the initiation
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process, Fig 4.30. If the other constrained nodes N3, N5 and N 6  are chosen for 
mutation, they will be similarly treated.
The genes corresponding to the fully constrained nodes will not be mutated. Therefore, 
the gene corresponding to nodes N l, N2, N7 and N 8  o f the current example will remain 
unchanged.
Node represented by the gene
A part of the spherical surface Projected node
\ (on the surface)
to be mutated (before mutation)  ^ /  \  / /A-------------
Projection
Cubic region^/
Randomly generated node '
(a) Randomly generated node (b) Projection of the node
Fig 4.34 Two steps for the current mutation process
4.3.4 Checks
In the current example, the movement of a node during a generation is obtained as:
^ { x ' - x f  + {y ' - y y  +(z ' - zy 4.17
where %, y  and z represent the coordinates of a node at the end of a generation and ÿ  
and z' represent the coordinates o f the same node at the end of the previous generation. 
The maximum of the nodal movements in the whole configuration is then denoted by M 
as described in Section 4.2.8.1. Using the same checking procedures as described in 
Section 4.2.10.3, after every generation, the improvement in the population is checked 
by the phasing and convergence tests as follows:
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Phasing test:
M , 
—  <  è  
R 4.18
Convergence test:
M
l T
< s 4.19
where R, Lav, ^  and 8 are the range of the cubic regions, the average element length, the 
phasing ratio and the convergence tolerance, respectively.
As previously explained, the consecutive satisfactions of the phasing and convergence 
tests ensure the genuine trend of the nodal movement, see Sections 4.2.8.2 and 4.2.8.S 
(phasing and convergence criteria). That is, when the number of satisfactions o f each 
test reaches the confirmation count, it is assumed that a genuine trend is confirmed.
The phasing process for the current example is carried out as illustrated in Fig 4.35. The 
zone where the maximum nodal movement is expected to exist is a sphere with a radius 
R(|) as shown in Fig 4.35(b). After the phasing process, the initiation process is 
performed again and the evolution cycle is carried on until the traviation process is 
terminated. The significance of this phasing process is detailed in Section 4.2.9.2.
R
Maximum nodal movement
Spherical room with the radius of Rcj)
2.5R(|)
Phasing ■
2.5R(t)
K- R
(a) Previous cubic region
71 
^  -J
(b) Cubic region after phasing
Fig 4.35 Phasing for a cubic region
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When the convergence criterion is satisfied, the best configuration at that point is taken 
as the solution. Additionally, it should be pointed out that the traviation process may be 
terminated by the maximum number of generations as described in Section 4.2.S.4.
4.3.5 Results of the C urren t Example
The traviation process for the current example was terminated by the convergence 
criterion after the 400th generation and 15 phases occurred during the process as shown 
in Table 4.8. The other particulars of the process are also given in the table.
Table 4.8 Particulars of the traviation process
Total number of phases 15
Total number of generations 400
Total number of chromosomes 41500
Total number of mutated genes 1572
Final fitness value 8.3811e-ll
The resulting configuration is shown in Fig 4.36 and its nodal coordinates are given in 
Table 4.9.
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z (Out of paper)
(x-5j+(y-5j=(5^f2f 
(on the x-y plane)
(a) Plan view
N3 & No 
-----
(c) Perspective view 
1 0 / 2 "
^ i(ü u to fp a p e r )  ^ ^  — [  (5, 5, .^ )  \
Nl &N2
(x -5) + ( y -5) + (z  + ^ f =
(b) Side view (d) Constraining spherical surface
^Radius \  /
6 /
Fig 4.36 Resulting configuration 
Table 4.9 Nodal coordinates of the resulting configuration
Node number % coordinate y  coordinate z coordinate
N l 0 .0 0 0 0 0 .0 0 0 0 0 .0 0 0 0
N2 1 0 .0 0 0 0 0 .0 0 0 0 0 .0 0 0 0
N3 1.0695 5.0000 2.1803
N4 5.0000 1.0696 2.1803
N5 5.0000 8.9305 2.1803
N 6 8.9305 5.0000 :kl803
N7 0 .0 0 0 0 1 0 .0 0 0 0 0 .0 0 0 0
N 8 1 0 .0 0 0 0 1 0 .0 0 0 0 0 .0 0 0 0
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The plan view of the resulting configuration (Fig 4.36(a)) looks similar to that of the 
previous two-dimensional example (Fig 4.24). Nevertheless, nodes N3, N4, N5 and N 6  
of the current configuration have converged to their final positions that are above the x-y 
plane and the resulting configuration is three-dimensional. When the nodal coordinates 
in Table 4.9 are compared, it can be concluded that the configuration is symmetrical. 
Also, it can be seen from Table 4.9 that the z coordinates o f nodes N3, N4, N5 and N 6  
are identical (2.1803).
To evaluate the regularity of the resulting configuration, the element lengths are given 
in Table 4.10. As can be seen from the table, the lengths of the elements are either 
5.5585 or 5.5586 with the accuracy of four decimal places. Therefore, it can be said that 
the resulting configuration has good regularity in terms of element length. This result 
shows that the traviation process can deal with a configuration even when a number of 
nodes are constrained.
Table 4.10 Element length of the resulting configuration
Element Element Length L
N1-N3 5.5586
N1-N4 5.5586
N2-N4 5J586
N2-N6 5.5585
N3-N4 5.5586
N3-N5 5^586
N3-N7 5.5585
N4-N6 5^586
N5-N6 5^586
N5-N7 5^586
N5-N8 5.5586
N 6 -N8 5.5585
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4.4 Constraint Conditions
The eight nodes of the configuration of Fig 4.27 are all constrained. However, the 
constraints are of two different types, as explained below.
4.4.1 Invariant Constraints
Consider a node in a three-dimensional Cartesian coordinate system as shown in Fig 
4.37(a). This node is not constrained and therefore, it can move in the %, y  and z 
directions as illustrated by the arrows. This state of the node may be represented by 
three zeros in square brackets as shown in the figure. The first zero from the left 
represents the absence of a constraint in the % direction. Similarly, the second and third 
zeros represent the absence of constraints in the y  and z directions, respectively.
Node [0, 0, 0]
X
y
Node [0, 0,1 ]
(a) Free node (b) Node constrained in the z direction
Node [0,1,1 ] Node [1,1,1]
y
(c) Node constrained in the y and z directions (d) Fully constrained node
Fig 4.37 Invariant constraint
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In contrast, Fig 4.37(b) shows a node that is constrained in the z direction. In this ease, 
the node can move only in the % and y  directions as shown in the figure. The third digit 
in the square brackets is now 1 , which represents the presence of a constraint in the z 
direction. Similarly, Figs 4.37(e) and 4.37(d) show two nodes that are constrained in the 
y, z and %, y, z directions, respectively. The constraints of the nodes in Fig 4.37 are 
referred to as ‘invariant constraints’. It follows that the constraint conditions for nodes 
N l, N2, N7 and N 8 of the configuration of Fig 4.27 are of the invariant type.
4.4.2 Relational Constraints
A node may be constrained as shown in Fig 4.38(a), where the node can move only 
along the dotted line in the x-y plane. This line may be specified as
y  = - x ,  z = 0 4.20
This implies that the % and y  coordinates of the node are related to each other. That is, 
when the % coordinate is changed, the y  coordinate will change correspondingly. This 
type of constraint is referred to as a ‘relational constraint’.
Constraining line segment 
in the x-y plane
x-y plane x-y plane
Node,
Constraining line in the x-y plane
(a) Node constrained on a line (b) Node constrained on a limited line
Fig 4.38 Constraining line
A relational constraint may be associated with further conditions. For instance, the 
constraining line in Fig 4.38(a) may be linked to the condition
- 8 < x < 7
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In this case, the % coordinate of the node will vary between - 8  and 7, and 
correspondingly the y  coordinate will vary between -12  and 10.5 in accordance with the 
relationship of Equation 4.20. This constraint is represented by the line segment in Fig 
4.38(b) and the node must be between its ends as shown in the figure.
Similarly, a node may be constrained on a surface as shown in Fig 4.39(a). In this case, 
the coordinates of the node are related to each other such that the node will be on the 
surface. For instance, nodes N3, N4, N5 and N 6  o f the configuration in Fig 4.27 are 
constrained in this way.
When other conditions are involved, the constraining surface in Fig 4.39(a) may be 
limited further. Such a situation is illustrated in Fig 4.39(b), where the node is required 
to remain in the zone bordered by solid lines.
Constraining surface
Node
X
Limiting zone
y Node
Constraining surface
(a) Node constrained on a surface (b) Node constrained on a part of a surface 
Fig 4.39 Constraining surface
4.4.3 Example
Consider the configuration in Fig 4.27 again. This configuration is subjected to the 
traviation process and regularised in terms of element length. However, in this 
procedure, the constraint conditions of the nodes are changed as shown in Fig 4.40.
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Nl Fixed
N8 In the x-y plane
In the plane
Nodes N3, N4, N5 and N6 are constrained 
to remain on a spherical surface. 
Also, the 2  coordinate of nodes N3 and N6 
must be less than or equal to 2 .
{ x - 5 j + ( y - 5 f =  { S n f
(in the x-j^  plane)
(a) Perspective view and constraint conditions 
N5&N6
^  Limiting height for N3 & N6
/
I z <2
N3 & N4
X (Out of paper) 
Nl &N2 N7&N8
y
X  1 0  \  x-j; plane
(b) Side view
I (5,5,--^) \
(c) Constraining spherical surface
Fig 4.40 New constraint conditions for the example in Fig 4.27
As Fig 4.40 illustrates, nodes N l and N2 are fully constrained as before. However, the 
constraint conditions for the other nodes have been altered. To elaborate, nodes N7 and 
N 8  are constrained in the x-y plane (invariant constraints) and nodes N3, N4, N5 and N 6  
are constrained to remain on the spherical surface shown in Fig 4.40(c) (relational 
constraints). Additionally, another condition is given for nodes N3 and N 6 , namely
z < 2 4.21
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To solve the current problem, the traviation process as described in Section 4.3 is 
performed. However, the constraint conditions implemented are as shown in Fig 4.40. 
The manner in which an invariant constraint is considered in the traviation process is 
described before in Section 4.4.1. The implementation o f the relational constraints are 
achieved in the manner described latter in Section 4.4.3.2. However, before that the ease 
of a general invariant constraint is discussed.
4.4.3.1 General Invariant Constraint
Fig 4.41 shows node N7 of the current example and its corresponding cubic region. 
Since this node is constrained to remain in the x-y plane (see Fig 4.40), new genes 
created for the node must be in the plane. To achieve this, the x and y  coordinates o f a 
new gene are randomly generated within the region while the z coordinate remains zero. 
Therefore, such a node can be expressed as (%?', y?', z?), where ‘dash’ implies randomly 
generated coordinates and z? is equal to the previous value (zero). In the same manner, a 
new gene for node N 8  of the configuration can be generated since it is constrained in the 
x-y plane as well.
When new genes are randomly created in the initiation process (see Section 4.3.2), the 
method described above is used for nodes N7 and N 8 . Also, when nodes N7 and N 8 are 
chosen to be mutated (see Section 4.3.3.2), that is, only x and y  coordinates are mutated. 
Consequently, the genes for nodes N7 and N 8  in the population will always satisfy the 
current invariant constraint condition.
^  A part of the configuration
Previous node
(X7, yy, Z7)
Randomly generated node 
y?', z?)
^z = 0  (x-y plane)
Cubic region
Invariant constraint conditions [0, 0,1 ]
Fig 4.41 Creation of a gene for node N7
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The method described above is generalised to deal with any invariant constraint, as 
follows:
Suppose a node is constrained by the invariant constraint condition [Cx, Cy, c^ ] as shown 
in Fig 4.42, where C;c is 0 or 1 and represents the constraint condition in the % direction 
and Cy, Cz represent the corresponding conditions in the y  and z directions, respectively. 
If  C;c is 0, the node under consideration is free in the % direction. Therefore, the current 
coordinate % can be replaced by which is a randomly generated % coordinate within 
the region. By contrast, if  C;^  is 1, the node is constrained in the % direction and thus the 
current coordinate remains unchanged. The same procedure is repeated for the y  and z 
directions. These operations are summarised in Fig 4.42. Consequently, a new node is 
obtained with the required invariant constraint conditions being satisfied.
Node (A; y,  z)
If Cz = 0 z -►z' 
If Or = 1 z -►z
A .
\
Randomly generated coordinates 
(%', y', z')
If C),= 0 y - ^ y '
If c /= l  y - ^ y
If C;c = 0 X -► X '
If Cx=l X -► X
Cubic region
Invariant constraint conditions [Cx, Cy, Cz]
Fig 4.42 General node with invariant constraint
4.4.3.2 Compound Relational Constraints
A child chromosome generated during the mating process in the current example is 
shown in Fig 4.43 together with the node numbers under the corresponding genes. Now, 
two genes of the chromosome are considered, namely the genes for nodes N3 and N4, 
as shown in the figure.
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^1’ y I’ 2^’ ^ 2 ’ ys’ 3^’ •^4’ ^ ^ ^ 5 ’ .^5’ ^5’ ^6’ .^6’ ^ 6 ' •^7’ .^7’ ^7’ '^ 8’ .^S’ ^8
Nl N2 X ^ 3  N4 y  N5 N6  N7 N8
X  —
Node number
...,(2.3454, 6.3453,(2.5388)7.2453, 1.0565, L8903j...
Incompatible coordinate
Fig 4.43 Two genes in a particular child chromosome
The % and y  coordinates of nodes N3 and N4 are randomly generated and each z 
coordinate is obtained using Equation 4.15 and therefore the resulting nodes will be on 
the constraining spherical surface in Fig 4.40 (see Sections 4.3.2 and 4.3.3.2). However, 
in the current example, the satisfaction of Condition 4.21 is also required for nodes N3 
and N 6 , and therefore their z coordinates must be less than or equal to 2. But, as can be 
seen from Fig 4.43, the z coordinate of node N3 is more than 2 (2.5388>2) and is 
incompatible with the required condition.
(a) ^1’ y\’ ^2’ ^2’ ^2’ '^ 4’ 3 4^’ ^4’ ^5’ T55 ^55 ^6’ Tô’ ^6’ T7’ ^7’ ^8’ Tg’ g^
(b)
Nl N2 N3 \  N4 N5 N6 N7 N8 
= 0.628
Incompatible genes
\■^1’ T p  -^2’ T 2 ’ 2^> ^ 4 ’ T 4 )  ■^ 45 -^55 y$’ 5^’ ■^7’ T75 ^75  ^ g )  j^g) ^8
Nl N2 N 3 \  N4 N5 N6  \  N7 N8
Vy= 0.564
Fig 4.44 Incompatible genes with Condition 4.21
To deal with the problem, a ‘penalty’ approach is used. To elaborate, the fitness value 
for a chromosome is obtained as
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V + PX “   4.22
where V represents the normalised variance (Equation 4.2), p is a ‘penalty value’ 
(normally taken as 1) and n is the number of incompatible genes in the chromosome. 
For example, for the chromosomes (a) and (b) shown in Fig 4.44, the fitness values are 
obtained as
fit. = V  +1x1 = 1.628
fity = Vy + 1 X 2 = 2.564
It should be noted that the value V is the normalised variance (see Equation 4.2) and 
therefore it is initially 1 and it is expected to decrease to 0 as the configuration is 
improved. Compared with this normalised variance, the penalty will be relatively large. 
That is, even when only one incompatible gene is involved, the fitness value will be 
more than 1 while the fitness value of any chromosome without incompatible genes will 
be always less than 1. Consequently, a chromosome with compatible genes will 
normally be chosen as the solution. Also, when all the chromosomes in the population 
have incompatible genes, the chromosome with the least number of incompatible genes 
will be chosen as the solution.
The current method as proposed above is an example o f the ‘penalty method’ but a 
number o f other penalty techniques have been proposed [40][41]. As far as the 
traviation process is concerned, the method proposed above is considered to be one of 
the simplest ways to deal with incompatible constraint conditions.
4.4.3.3 Result
In order to solve the example o f Fig 4.40, the parameters in Table 4.3, which were used 
for the previous example of Fig 4.27, are employed again. In fact, the same traviation 
process as for the previous example in Fig 4.27 is carried out for the current example, 
with the only difference being the constraint conditions (see Fig 4.40).
The traviation process for the example of Fig 4.40 was terminated by the convergence 
criterion and the particulars of this traviation process are shown in Table 4.11. As can
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be seen from the table, the total number of generations was 1959 and the phasing 
process occurred 15 times.
Table 4.11 Particulars of the traviation process
Total number of phases 15
Total number of generations 1959
Total number o f chromosomes 197400
Total number of mutated genes 11873
Final fitness value 1.6268e-10
As explained in Section 4.2.11.2, the actual mutation rate for the current example can be 
calculated as
11873 = 0.00759
8x1956x100
Compared with the specified mutation rate (that is, 1%), the mutation rate obtained 
above is seen to be smaller. The reason of this is that nodes N l and N2 of the 
configuration are fully constrained and even when their corresponding genes are chosen 
to be mutated, they will remain unchanged as explained in Section 4.2.11.2. In other 
words, their ‘nominations’ for mutation will be ignored. On the other hand, the genes 
for the other support nodes, N7 and N8, will be mutated when they are randomly 
chosen. To elaborate, they are constrained in the z direction but their coordinates in the 
X and y  directions can be changed as discussed in Section 4.4.1. Therefore, in the current 
example, effectively only six genes are subjected to mutation and thus the expectation 
of the mutation rate should be calculated as
Mutation rate x
Number of genes that can be mutated 
Number of genes in a chromosome
= 0.01 X — = 0.0075 
8
Note that this value is close to the actual mutation rate 0.00759.
The resulting configuration for the current example is shown in Fig 4.45. Also, the 
nodal coordinates of the configuration are given in Table 4.12.
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z (Out of paper) 
\
(x-5j+iy-5f=( ,5/7f  
(in the x-7 plane)
N8 \
(a) Plan view 
Limiting height for N3 and N6
(Out of paper) 
Nl &N2
^ N7 & N8
10 \  A:-)/plane
(c) Perspective view 
lO /T _
I (5,5,--^) \
N ~ f3
-A—*-
(b) Side view (d) Constraining spherical surface
Fig 4.45 Resulting configuration 
Table 4.12 Nodal coordinates of the resulting configuration
Node number % coordinate y  coordinate z coordinate
N l 0.0000 0.0000 0.0000
N2 10.0000 0.0000 0.0000
N3 0.4011 5.6186 1.8362
N4 5.0000 1.9454 2.5135
N5 5.0001 9.3507 1.9851
N6 9.5990 5.6186 1.8362
N7 -0.2626 11.2124 0.0000
N8 . 10.2627 11.2123 0.0000
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As can be seen from Fig 4.45, all the nodal positions of the configuration have changed 
from the initial ones except for nodes N l and N2, which are fully constrained. Also, 
nodes N7 and N8 moved in the x-y plane towards the positive direction of the y-axis and 
they also moved slightly outwards in the x  direction with respect to the centre of the 
configuration. As far as nodes N3, N4, N5 and N6 are concerned, they have moved on 
the constraining spherical surface as specified. As shown in Table 4.12, nodes N3 and 
N6 have the same value 1.8362 for the z coordinates while nodes N4 and N5 have 
different values, namely 2.5135 and 1.9851, respectively. This result is different from 
that of the previous example, where the corresponding z coordinates were the same for 
nodes N3, N4, N5 and N6 (see Table 4.9). The reason of this is that Condition 4.21 for 
nodes N3 and N6 affects the whole geometry of the current example.
If the nodal coordinates in Table 4.12 are carefully investigated, it is found that the 
resulting configuration in Fig 4.45 is approximately symmetrical with respect to the 
vertical plane that goes through both nodes N4 and N5.
Table 4.13 Element lengths of the resulting configuration
Element Element Length L
N1-N3 5.9247
N1-N4 5.9247
N2-N4 5.9247
N2-N6 5.9247
N3-N4 5.9247
N3-N5 5.9247
N3-N7 5.9247
N4-N6 5.9247
N5-N6 5.9248
N5-N7 5.9247
N5-N8 5.9246
N6-N8 5.9247
Element lengths of the resulting configuration are shown in Table 4.13. As can be seen 
from this table, the resulting configuration has elements o f almost identical length. The
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same result is also deduced from the final fitness value in Table 4.11 since it may be 
considered to be effectively zero in the current context (that is, 1.6268e-10).
On the whole, the resulting configuration is considered as an acceptable solution to the 
current example since its element lengths have been regularised under the required 
conditions.
4.4.3.4 Non-uniqueness of Solutions
Fixed node 
N 3(0,10) NvN4(15,10)
Fixed node
Nl (0, 0) N2 (:
(a) Initial configuration
N3 (1.915,13.378)
N4(15,10)
Nl (0, 0)
N2 (13.085, -3.378)
(b) Resulting configuration
Fig 4.46 A simple example
Consider the two-dimensional configuration in Fig 4.46(a), where nodes N l and N4 are 
fully constrained but the other nodes, namely nodes N2 and N3, can move in the plane 
o f the configuration. Suppose that it is required to use the traviation process to 
regularise the element lengths o f the configuration of Fig 4.46(a). As a solution to this 
problem, the configuration in Fig 4.46(b) has been found with all the element lengths 
being identical.
However, another solution to the problem actually exists as shown in Fig 4.47(a). As 
compared with the configuration in Fig 4.46(b), the element lengths in the configuration 
o f Fig 4.47(a) are shorter but they are identical in length. In fact, if  nodes N2 and N3 
move along the dotted line in Fig 4.47(b) such that they are symmetrical with respect to 
line N1-N4, the resulting configurations will be a series o f rhombuses as shown in the 
figure. In each one of these configurations, all the four elements will be identical in 
length.
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N3
N4(15,10)N4(15,10)N3 (5.437, 8.095)
N21(9.563,1.905)
 ►x
N1 (0, 0)N1 (0, 0)
N2
(b) Possible solutions(a) Another solution
Fig 4.47 Multiple solutions
As demonstrated above, in some cases a problem may have more than one solution. In 
such a case, the traviation process will choose a solution as described below:
Consider the population in Fig 4.48, where a number of chromosomes are denoted by 
broken and solid lines. This population is assumed to relate to a problem with more than 
one solution at the end of the traviation process.
/ Population
Solution 1
Solution 2
Solution 3
Chromosomes
Fig 4.48 Three different solutions in the population
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The three chromosomes represented by solid lines in the population are ‘equally 
acceptable’. That is, their fitness values are identical and smaller than those of the other 
chromosomes. However, each of these solutions represents a totally different 
configuration, in the way demonstrated in Fig 4.47(b). In this case, one of the three 
solutions will be chosen by the traviation process on a random basis.
From the viewpoint described above, the resulting configuration in Fig 4.45 is a 
randomly found solution amongst infinitely many possible solutions. By repeating the 
traviation process, one is able to find alternative solutions to that of Fig 4.45. Two of 
these solutions are shown in Figs 4.49 and 4.50.
z (Out of paper)
( x - 5 j + ( y - 5 j =  { S n f  
(in the x-y plane)
0 N7
(a) Plan view
/  Limiting height for N3 and N6 
N4 N3 & N6 ,N5
(c) Perspective view 
10/2 _
(Out of paper) 
N1 &N2
\  x-y plane
I ( 5 , 5 ,- -^ )  \
\
\  '
(b) Side view (d) Constraining spherical surface
Fig 4.49 An alternative solution
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z (Out of paper)
{ x - 5 j + { y - 5 j = { 5 / 2 f  
(in the x-y plane)
(a) Plan view
Limiting height for N3 and N6 
[h&N5
(c) Perspective view
10/T _
%
y x  (Out of paper) " x-y plane  7---------- ^
N1&N2 N7&N8 /  ' I )
l3
59
(b) Side view (d) Constraining spherical surface
Fig 4.50 An alternative solution
When these configurations were obtained, the traviation processes were terminated by 
the convergence criterion with the required constraints being satisfied. In fact, their final 
fitness values (normalised variances) were almost zero and therefore the element 
lengths in each of the configurations are almost identical in length, as in the case of the 
previous result in Fig 4.45. The average element lengths o f the resulting configurations 
are compared in Table 4.14. From this table, it is found that the resulting configurations 
are not identical in terms of element length. Even so, as long as the elements are 
identical in each configuration, the normalised variance (Equation 4.2) will be zero and 
such a configuration is considered to be an acceptable solution.
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Table 4.14 Average element lengths of the resulting configurations
Result Average element length
Fig 4.45 5.9247
Fig 4.49 5.7990
Fig 4.50 6.7640
4.4.4 Raft Surfaces
As described in the example of the previous section, a relational constraining surface 
may be represented by a mathematical equation. However, not all surfaces are easily 
represented by mathematical equations. For instance, the surface of the face of a person 
is too complicated to be represented in this way. If  such a complex surface as a 
relational constraining surface is required for the traviation process, the method 
described in this section may be used.
•  •  
•  • •  •  •
Fig 4.51 A number of points representing a three-dimensional surface
Consider any surface in the three-dimensional space together with a number of points 
(normally regularly spaced) on it. Fig 4.51. If the surface is defined by specifying the 
coordinates of the points on the surface, then these coordinates can provide an 
approximate definition of the surface. A surface that is approximately defined by the 
coordinates of a number of points is referred to as a ‘raft surface’ and the points that are 
used to define the surface are referred to as ‘raft points’, [36][38].
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z (Out of paper)
Raft points
(a) Plan view of the raft surface (b) Magnified area around the cross mark
Fig 4.52 Three raft points closest to a certain position
Now, consider a particular position indicated by the cross mark in Fig 4.52(a), which is 
a point on the raft surface of Fig 4.51. To obtain a z coordinate for the raft surface at this 
position, the three raft points (horizontally) closest to the cross mark are considered. 
These are raft points RPi, RP2 and RP3 shown in Fig 4.52(b). The horizontal distances 
between these three raft points and the cross mark are designated as di, d2 and dg. Also, 
the coordinates of the three raft points are indicated as shown in Fig 4.52(b). Using the 
coordinates of these raft points, the z coordinate at the position of the cross mark is 
defined as
1/di +l/d2 +l/dg 4.23
This formula obtains the z coordinate of the cross mark by interpolation (extrapolation). 
Also, it is seen that the influences of the raft points on the resulting value depend on the 
distances, di, d2 and dg. That is, the closer to the cross mark a raft point is, the greater its 
influence will be. In particular, if  the horizontal distance between the cross mark and 
one of the raft points under consideration is equal to zero (that is, less than the 
‘tolerance’), the z coordinate at the position of the cross mark will be as the same as the 
z coordinate of that raft point. For the current study, the tolerance is specified as
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tolerance 4.24
For instance, consider the configuration of Fig 4.53(a) that consists of line elements and 
whose plan boundary coincides with that raft surface of Fig 4.51. Suppose that it is 
required to change the z coordinates of the nodal points o f the mesh o f Fig 4.53(a) such 
that all the nodal points are on the raft surface of Fig 4.51. Using Equation 4.23, the 
mesh of Fig 4.53(a) will be transformed to that of Fig 4.53(b).
(a) Original square mesh (b) Raft surface
Fig 4.53 Resulting raft surface represented by a mesh
The concept of the raft surface described above permits a very general way o f defining 
surfaces. That is, one can define any ‘arbitrary’ surface by arranging a set o f raft points. 
In particular, the concept can be used for constraining nodal positions to remain on 
complex relational surfaces for the traviation process. The implementation o f this ‘raft 
traviation’ is basically the same as that of the traviation process with normal relational 
constraint conditions. To elaborate, the nodal positions of the configuration are 
projected onto the raft surface during the process of initiation and mutation, see Sections 
4.3.2 and4.3.3.2.
Experience shows that the number of raft points affects the accuracy of the results. To 
demonstrate this, consider a raft surface represented by a number of points (61 points) 
distributed on a spherical cap, see Fig 4.54(a). Using these raft points, the corresponding 
raft surface may be represented as a meshed surface in the same manner as described for
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Fig 4.54(b). It is seen from this figure that a spherical part has appeared at the middle of 
the mesh, but it is also seen that the surface of this ‘bump’ is rather uneven. Now, 
consider 331 raft points distributed on the same spherical cap, see Fig 4.54(c). 
Following the same procedure, a raft surface is defined by these raft points, see Fig 
4.54(d), where a spherical part appears as before. However, in this case, the shape of the 
spherical part is smoother than that of Fig 4.54(b). In other words, the raft surface of Fig 
4.54(d) has been rendered more accurately than before.
(a) 61 raft points (b) Raft surface defined by 61 raft points
(c) 331 raft points (d) Raft surface defined by 331 raft points
Fig 4.54 Raft points on a spherical cap
The above demonstration implies that the larger the number o f raft points, the more 
accurate the corresponding raft surface will be. Therefore, if  a user-defined constraining 
surface is complex, a large number of raft points will be required to approximate the 
surface with good accuracy.
An actual application of the raft traviation is carried out in Section 4.8.5.
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4.5 Geometric Potential Function
During the traviation process, the ‘fitness’ of each chromosome in the population is 
assessed by a ‘fitness function’. For instance, the normalised variance function. 
Equation 4.2, was used for the previous examples in Sections 4.2 and 4.3. However, 
there are other possibilities for fitness function and one such fitness function is 
described in the sequel.
4.5.1 Concept of the Geometric Potential Function
Node j
Attraction g>j
Node i
Fig 4.55 Attraction between two nodes i and j
Consider two nodes i and j and suppose that they are attracting each other as shown in 
Fig 4.55. Let the magnitude of the attraction be defined by
.................................................................. 4  25
where gÿ designates the magnitude of the attraction between nodes i and j, dÿ is the 
distance between the nodes, and p is a parameter called ‘power rate’. The above 
equation for four different values of p is plotted in Fig 4.56.
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p=1.55
4
p=1.03
2 p=0.5
1
0
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Fig 4.56 Attractions between two nodes with different power rates
Equation 4.25 implies that the greater the distance dÿ, the greater the magnitude of the 
attraction will be as shown in Fig 4.57. This situation may be visualised by connecting 
the two nodes by a rubber band. In this case, the internal force in the rubber band will 
increase when the nodes are pulled apart.
Node—
• = >  < = •
^Attraction gij
Fig 4.57 Attraction between two nodes
In a configuration that consists of a number of nodes, there will be attractions between 
every pair of the nodes in the configuration. The summation of these attractions, that is.
E s i j 4,26
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is referred to as the 'geometric potential’ o f the configuration. For instance, consider the 
configuration shown in Fig 4.58. This configuration is two-dimensional and consists of 
four nodes N l, N2, N3 and N4. The attractions between the nodes are indicated by the 
arrows in the figure.
y
N3(5,10)
Attraction
\  N4(7,5)
•  N 2 ( l l , l )
Fig 4.58 Attractions between four nodes
The ‘geometric potential’ for the configuration of Fig 4.58 can be obtained by summing 
up all the attractions in the configuration. That is, the attractions between nodes:
N l and N2,
N l and N3,
N l and N4,
N2 and N3,
N2 and N4
and N3 and N4
are to be considered. In general, the ‘geometric potential function’ is given by
G -  %|gij - 4.27
where G denotes the ‘geometric potential function’ (OFF) and where the summation 
extends over all possible pairs of nodes in the configuration. The concept of the 
geometric potential function was introduced for the first time by Butterworth in 1984 
[1].
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There is a variant of the concept of the GPF that is referred to as the ‘relative geometric 
potential function’ (RGPF) [3]. This function is defined in a manner similar to the GPF 
except that the attraction between two nodes are considered only if they are connected 
by an element. For instance, consider the configuration shown in Fig 4.59(a). This 
configuration consists of the same nodes N l, N2, N3 and N4 as in Fig 4.58, but these 
nodes are connected by three elements N1-N4, N2-N4 and N3-N4. In this case, only 
three attractions are considered, that is, the attractions between nodes:
N l and N4,
N2 and N4 
and N3 and N4.
If the power rate 2 is used, the relative geometric potential of the configuration of Fig 
4.59(a) is obtained as 113.0009 as shown in Table 4.15, where the corresponding values 
for dij and gÿ are shown.
In contrast to the relative geometric potential function, the GPF involving all the 
attractions in a configuration is referred to as the ‘absolute geometric potential function’ 
(AGPF). The use of the concept of the geometric potential function in this thesis is in its 
relative form and therefore, the term ‘geometric potential function’ will be used 
henceforth to mean ‘relative geometric potential function’.
y y
N3(5,10) N3 (5,10)
Configuration
N4(7, 5)
N4 (5.6667, 4)
N 2 ( l l , l )N 2 ( l l , l )
N l( l , l )N l( l , l )
X
(a) (b)
Fig 4.59 Two simple configurations
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Table 4.15 Comparison with Figs 4.59(a) and 4.59(b)
Element Fig 4.59(a) Fig 4.59(b)
dij gij (P = 2) dij gij (P = 2)
N1-N4 7.2111 52.0000 5.5478 30.7781
N2-N4 5^669 32.0005 6.1192 37.4446
N3-N4 53852 29.0004 6.0369 36.4442
- - G = 113.0009 - G = 104.6669
The value of the GPF is dependent on nodal coordinates o f a configuration and a set of 
the nodal coordinates that minimises the geometric potential function will represent an 
optimum state of the nodal disposition. For instance, consider the example of Fig 
4.59(a), where nodes N l, N2 and N3 are fully constrained but node N4 is allowed to 
move in the x-y plane. Under these conditions, the nodal position for N4 that gives rise 
to the minimum of the GPF with the power rate o f 2 is obtained by the traviation 
process using the GPF with the power rate of 2. The result of this traviation process is 
graphically shown in Fig 4.59(b) and the values for dÿ, gÿ and fitness value G 
corresponding to the resulting configuration are given in Table 4.15.
It should be noted that the element lengths of the configuration o f Fig 4.59(b) are not 
identical, but it is found that the position of node N4 is the centroid of the triangle N l- 
N2-N3 as shown in Fig 4.60(a). In contrast, when the variance function, Equation 4.1, is 
applied to the same example, the goal of the traviation process is the configuration with 
elements of identical length. That is, the position for node N4 will be obtained as the 
centre of the circumcircle of the triangle under consideration, see Fig 4.60(b). Actually, 
the geometric potential o f this configuration is obtained as 105.0824, which is larger 
than that of the configuration of Fig 4.60(a). Therefore, in this case, the configuration of 
Fig 4.60(b) does not relate to the minimum of the GPF for the current example even 
though all the elements are identical in length.
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Circumcircle
N3(5,10)N3(5,10)
N4 (6, 4.1667) 
\  Circumcentre
N4 (5.6667, 4) 
Centroid
N 2 ( l l , l )
.M U D N 2 ( l l , l )
Middle point
(b) Goal of traviation (variance function)(a) Goal of traviation (GPF, p=2)
Fig 4.60 Different goals by different fitness functions
As demonstrated above, the minimisation o f the GPF does not necessarily give rise to a 
configuration consisting of identical element length. However, it has been found that 
this optimisation process may be used for regularising the element lengths of certain 
configurations [1][3]. In the following section, this régularisation process is discussed.
4.5.2 Régularisation of Element Lengths by the GPF
Consider the spherical dome, called Schwedler Dome [35], in Fig 4.61. Suppose that 
this dome is to be regularised by the traviation process in terms of element length. The 
nodes indicated by small circles in the figure are supports and are fully constrained. On 
the other hand, the other nodes can move but are constrained to remain on the spherical 
surface on which they are initially positioned. For the current example, the GPF 
(Equation 4.27) is employed as the fitness function for the genetic algorithm. As far as 
the power rate is concerned, the value 5 is used. The other parameters in relation to the 
genetic algorithm are shown in Table 4.16.
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Table 4.16 Parameter values
Maximum number of generations 2000
Number o f chromosomes in the population 100
Mutation rate 0.01
Convergence tolerance le-5
Confirmation count 20
Phasing ratio 0.2
(a) Plan view
(c) Perspective view
(b) Side view
Fig 4.61 Schwedler dome as the initial configuration
As a result, a ‘traviated’ dome has been obtained as shown in Fig 4.62. The process was 
terminated by the convergence criterion after 785 generations and 14 phases.
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(a) Plan view
(c) Perspective view
(b) Side view
Fig 4.62 Resulting configuration with the GPF
Compared with the initial configuration o f Fig 4.61, the grid pattern o f the resulting 
configuration has been changed completely. However, all the nodes o f the resulting 
configuration have remained on the constraining spherical surface.
As described in Section 4.2.3, the concept of the LEP chart is helpful for the assessment 
of the regularity of element lengths. The LEP charts corresponding to the configurations 
in Figs 4.61 and 4.62 are shown in Figs 4.63 and 4.64, respectively.
Yoshihiko Kuroiwa 167
Chapter 4 Traviation Function Ph.D. Thesis
60i
504
I
I "
otg 2030-
10-
I  I  I I I  I  I  I  I  I  I  I ‘ i ‘ I  I  I  I I  I  I  I  I ‘ i ‘ I ' I ' I  I  I I I I  I  r  I  I  I  I  I  I
0.0 0.5 1.0 1.5 2.0
Element length (as proportion of average element length)
Fig 4.63 LEP chart of the initial configuration
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Fig 4.64 LEP chart o f the configuration o f Fig 4.62
Comparing the above two LEP charts, it can be seen that the distribution o f the element 
lengths has been changed. To elaborate, the bars of the chart for the initial configuration 
are distributed within the range between 0.70 and 1.70 while the corresponding range 
for the resulting configuration of Fig 4.62 is between 0.75 and 1.30. Also, the number of 
bars has decreased from 4 to 3. Therefore, it can be said that the resulting configuration 
o f Fig 4.62 has been improved in terms of the regularity o f element lengths.
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As far as this particular example is concerned, it turns out that the previously used 
fitness function, that is, the normalised variance function, will not give rise to an 
acceptable solution. The result of the traviation process using the variance function for 
the dome of Fig 4.61 is shown in Fig 4.65. Also, the LEP chart of this traviated 
configuration is shown in Fig 4.66.
(a) Plan view
(c) Perspective view
(b) Side view
Fig 4.65 Resulting configuration with the variance fitness function being used
Yoshihiko Kuroiwa 169
Chapter 4 Traviation Function Ph.D. Thesis
50i
a 40I
% 30'
I 20 .
o
o
^  10
0 1‘ T ‘ I‘ T T - T  I I I I I I I I I I I I
1.5 2.00.0 0.5 1.0
Element length (as proportion of average element length)
Fig 4.66 LEP chart of the configuration of Fig 4.65
Compared with the LEP chart of Fig 4.63, the current LEP chart of Fig 4.66 shows that 
the bars become closer to one another. Therefore, it may be said that the element lengths 
of the resulting configuration have been regularised. However, a number o f elements of 
the resulting configuration are placed on top o f each other as shown in Fig 4.65 and 
hence this configuration is unacceptable. The configuration of which elements are 
completely identical in length is the goal of the current traviation process since the 
normalised variance function is minimised to become zero. If  such a configuration is 
impossible to obtain under the required constraint conditions, the result may be a 
‘strange’ configuration such as the configuration shown in Fig 4.65.
The minimisation of the GPF does not necessary imply that the traviated configuration 
consists of the elements of identical length. In fact, the resulting configuration of the 
traviation process with the GPF as the fitness function normally has elements of 
different lengths. However, when the GPF is used, the problem that the variance fitness 
function may cause. Fig 4.65, tends not to occur. This is because minimising the value 
for the GPF gives rise to the effect of the attractions between the nodes o f the 
configuration as explained in Section 4.5.1. This implies that the elements normally do 
not cross each other, as in Fig 4.65. In this sense, the GPF is stable and can be used as 
the fitness function even when the variance fitness function cannot find an acceptable 
solution.
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4.5.3 Effects of Power Rate
Consider the two-dimensional configuration in Fig 4.67(a). This configuration has four 
fully constrained nodes, which are represented by small circles, and the other nodes can 
move in the x-y plane. Suppose that this configuration is subjected to the traviation 
processes, with the GPF as the fitness function, using different values for the power 
rate, namely 2, 5, 10 and 100. For these cases, the values in Table 4.16 of Section 4.5.2 
are used for the parameters relating to the genetic algorithm. The corresponding results 
are shown in Figs 4.67(b), (c), (d) and (e).
i 1
36—
(a) Initial configuration
(b) p = 2 (c) p = 5
(d) p = 10
V---- — Ï
— j)
(e) p = 100
Fig 4.67 Resulting configurations obtained by using different power rates
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Comparing the resulting configurations in Fig 4.67, it is found that the power rate 
affects the geometry. For example, the configuration of Fig 4.67(b) has four sharp 
comers around the constrained nodes while the configuration of Fig 4.67(e) has a shape 
similar to the original configuration of Fig 4.67(a). The other two results shown in Figs 
4.67(c) and 4.67(d) seem to have intermediate shapes between the configurations of 
Figs 4.67(b) and 4.67(e). According to these results, it has been found that the element 
lengths in the configuration will be closer to one another when a larger value is used for 
the power rate. For example, the regularity of the element lengths in the configuration of 
Fig 4.67(e), where the power rate is 100, is much better than that of the configuration of 
Fig 4.67(b), where the power rate is 2.
To demonstrate the effect of the power rate as described above, the configuration of Fig 
4.61 in Section 4.5.2 is again subjected to the traviation process using the GPF as the 
fitness function. For this case, the power rate is chosen to be 20. This traviation process 
was terminated by the convergence criterion after 976 generations with 15 phases. The 
resulting configuration and the corresponding LEP chart are shown in Figs 4.68 and 
4.69, respectively.
As can be seen from Fig 4.68, the grid pattern o f the resulting configuration is similar to 
that of the previous result of Fig 4.62. However, Fig 4.69 shows that the regularity of 
the element lengths of the configuration has been improved. That is, the range of the 
bars of the LEP chart becomes between 0.80 and 1.30, which is closer than that of the 
LEP chart of Fig 4.64. Also, the number of the bars has decreased from 3 to 2. The 
current improvement is due to the power rate 20, which is greater than the previous 
value 5, see Section 4.5.2.
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(a) Plan view
(b) Side view
(c) Perspective view
Fig 4.68 Resulting configuration with the GPF being used (p = 20)
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Fig 4.69 LEP chart of the configuration o f Fig 4.68
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4.5.4 Geometric Potential Function with a Negative Power Rate
Consider the two triangular configurations in Fig 4.70. They are two-dimensional and 
each of them consists o f three nodes and three elements. The broken line around each 
configuration is a circle on which each node is constrained to remain. The radius of each 
circle is chosen to be 1 as shown in the figure.
Constraining circle
N3
Configuration 2 2^ /  Configuration
N2
( a ) (b)
Fig 4.70 Constrained triangular configurations
Now, the configurations shown in Fig 4.70 are compared in terms o f the geometric 
potential. That is, all the attractions existing in the configurations are calculated by 
Equation 4.25 with the power rate of 5 and the corresponding geometric potentials are 
obtained as shown in Table 4.17. The geometric potential for the configuration of Fig 
4.70(a) is found to be 46.7654 and that for the configuration of Fig 4.70(b) is obtained 
as 6.2901.
Table 4.17 Comparison with Figs 4.70(a) and 4.70(b)
Element Fig 4.70(a) Fig 4.70(b)
dij gij (P = 5) dij gij (P = 5)
N1-N2 1.7321 15.5885 0.5000 0.0313
N2-N3 1.7321 15.5885 1.3937 5.2588
N1-N3 1.7321 15.5885 1.0000 1.0000
- - 0  = 46.7654 - 0  = 6.2901
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According to the previous example o f Fig 4.59, the configuration with a smaller 
geometric potential is expected to have higher regularity of element lengths. However, 
as far as the current configurations are eoneemed, the above rule is found to be untrue. 
That is, the configuration of Fig 4.70(a) consists o f elements of identical length while 
the configuration of Fig 4.70(b) is composed of elements with different lengths. 
Therefore, the former should be considered to be better than the latter in terms of the 
regularity of element lengths. This implies that the minimisation of the GPF does not 
always lead to the régularisation of element lengths. However, in this particular 
example, the GPF may be used in a different way as explained below:
The GPF described so far always involves a ‘positive power rate’, see Fig 4.56. 
However, it is also possible of use a ‘negative power rate’. The effect of this change 
may be elaborated by the plots of Equation 4.25 with different negative power rates in 
Fig 4.71.
p=-0.5
p=-1.0
p=-1.5
0.5 2.5
p=-2.0
Fig 4.71 Repulsions between two nodes with negative power rates
It may be seen from Fig 4.71 and in the case of negative power rate, when the distance 
dij between two nodes i and j increases, the magnitude of gÿ decreases. This means that 
minimising the geometric potential is equivalent to increasing the distances between the
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nodes in the configuration. In this sense, the effect of the negative power rate may be 
visualised by nodes that are repelling each other as shown in Fig 4.72. That is, the 
greater the distance, the smaller the repulsion will be. This relationship may be likened 
to the relationship between two magnets of the same polarity.
Repulsion g ij
< = = •
—Node
• = >
•= >
Fig 4.72 Repulsion between two nodes
Now, the configurations in Fig 4.70 are assessed again by using the GPF, Equation 4.27, 
with a negative power, say -5 . As a result, the geometric potential for the configuration 
of Fig 4.70(a) is obtained as 0.19245 and the corresponding value for Fig 4.70(b) is 
obtained as 33.1902, see Table 4.18. Therefore, the former will be recognised as the 
better configuration in terms of the current GPF.
Table 4.18 Comparison with Figs 4.70(a) and 4.70(b) with negative power rate
Element Fig 4.70(a) Fig 4.70(b)
dij gij (P = -5) dij gij (P = -5)
N1-N2 1.7321 0.06415 0.5000 32.0000
N2-N3 1.7321 0.06415 1.3937 0.1902
N1-N3 1.7321 0.06415 1.0000 1.0000
- - G = 0.19245 - G = 33.1902
It is important to note that when a positive power rate is used, the minimisation of the 
GPF has the effect of letting the nodes in the configuration attract one another, and 
when a negative power rate is used, the effect is to let the nodes repel one another. Both 
GPFs may be used for the régularisation of the lengths of the elements as demonstrated 
in the two examples of Figs 4.59 and 4.70. However, the constraint conditions must be 
considered carefully. For instance, if the GPF with a positive power rate is used, the 
resulting configuration of the traviation process will be a point on the circle as shown in 
Fig 4.73(a) since the three nodes of the configuration will attract each other. On the
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other hand, when a negative power rate is used for the previous example of Fig 4.59, 
node N4 will keep on going away from the other nodes as shown in Fig 4.73(b) since 
the nodes of the configuration are repelling each other.
Constraining circle
Configuration
FG C^IO) /Previous result
Previous resu
\N2
N 2 ( l l , l )N l ( l , l )
Configuration
(b) Negative power rate(a) Positive power rate
N4
Fig 4.73 Results of traviation when different power rates are used
In fact, the GPF with a negative power rate is the normal choice in the past studies, 
notably [3][6 ], since the nodes of the initial configurations in the studies were 
constrained on a spherical or elliptical surface. That is, all the nodes were constrained in 
an enclosed surface such as the example of Fig 4.70. In this situation, the repelling 
nodes will give rise to the régularisation of element lengths rather than the attracting 
nodes.
4.5.5 Transfactors
Although mainly the régularisation of element lengths in a configuration is considered 
in this thesis, elements of different lengths may be required in certain occasions. To 
tackle this type of traviation process, a new concept, referred to as ‘transfactor’ [3], is 
discussed below:
Consider the two-dimensional configuration in Fig 4.74, where nodes, N l, N2 and N3, 
are connected by two elements N1-N2 and N2-N3. As shown in the figure, nodes N l 
and N3 are fully constrained but node N2 is allowed to move between them. The 
distance between nodes N l and N3 is 10 and therefore, if  the length of element N1-N2 
is d, the length of element N2-N3 should be 10-d, as shown in Fig 4.74.
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gi2 = d^
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# = > -----------< = * = >
-e-
-3-
10
g23=(10-dy
N3
10-d
Fixed
Fig 4.74 Initial configuration
Suppose that the above configuration is subjected to the traviation process using the 
GPF with the power rate of 2, see Equation 4.27. In this case, the geometric potential G 
is calculated as
G = d '+  (1 0 - d /
4
g l2
4
g23
where the first term represents the attraction between nodes N1 and N2, that is, gu, and 
the second term represents the attraction between nodes N2 and N3, that is, g23- These 
two attractions are represented by the arrows in Fig 4.74.
The position of node N2 that gives rise to the minimum value for G is the correct 
solution for the traviation process with the GPF as the fitness function. The GPF in this 
case is a quadratic equation and the value of d that makes the derivative o f G zero is the 
analytical solution, that is
dG
dd
= 2 d - 2 - ( l 0 - d )  = 4 d -2 0
—  = 0 => d = 5 
dd
To confirm the above result, the traviation process described in this chapter was carried 
out using the GPF with the power rate of 2 as the fitness function. The traviated 
configuration is shown in Fig 4.75 and the resulting position of node N2 is found to be 
at the middle of the straight line between nodes N1 and N3. This result coincides with 
the analytical solution obtained above.
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g,2_ g23
N1 N2 N3
< = #
5.0000 5.0000
Fig 4.75 Traviated configuration
Now, let the GPF of Equation 4.27 be modified as follows:
4.28
where T, and Tj are referred to as ‘transfactors’ and their significance is described 
below:
Ti Ti-T2-d Y2 T2'T3<10-d) ^3
N1 /  \  N2 X  \  N3
#=> < #  > <  #
<-
1 0 -d
10
Fig 4.76 Attractions with transfactors
A transfactor is specified for each node and the attractions between the nodes are 
affected by these factors. That is, the attraction between nodes N1 and N2 is defined as
g,2 = T ,-T ,-d^
Also, the attraction between nodes N2 and N3 is obtained as
g , ,= T ,- T 3 - ( lO - d /
Therefore, the geometric potential of the configuration of Fig 4.76 is presented by
G = T, T^-d^+T; T, ( lO - d / 4.29
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For instance, suppose that the transfactors for nodes N l, N2 and N3 are given as 1,1 
and 2, respectively. In this case, the analytical solution for the value of d that gives rise 
to the minimum of G can be obtained in the same manner as before. Thus:
G = d '+ 2 - ( l 0 - d /
—  = 2 d - 4 - ( l 0 - d )  = 6d-40  
dd
—  = 0 => d = 6.667 
dd
The results are graphically represented in Fig 4.77. It can be seen that in this case node 
N2 is closer to node N3 as compared with the previous result o f Fig 4.75.
T r T 2-d ' T 2= l  T2 T3 ( lO - d ) '
Nl T i = l > /  \ v  N2 /  \  N3 T3=2
#  — >----------------------- 4 ...#  >----------< = #
H --------------- H6.667 3.333
Fig 4.77 Analytical solution for the position o f N2
Next, let the transfactor T3 be 10, but let the other particulars remain unchanged. In this 
case, the analytical solution for the position of N2 is found to be closer to node N3 than 
before, see Fig 4.78.
G = d '+ 1 0 - ( l0 - d f
—  = 2 d -2 0 - ( l0 -d )= 2 2 d -2 0 0
dd
—  = 0  => d = 9.091 
dd
T i- T 2 'd ' T2 T3 ( lO - d ) '
N l  T i= l  t /  X  N 2 T î= l  I I
*  < # x #  N3 T3=1 0
0.909
Fig 4.78 Analytical solution for the position of N2 when T3 is equal to 10
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The d versus T3 relationship for the current example is obtained as plotted in Fig 4.79. 
This relationship can be obtained in a similar manner to the previous examples of Figs 
4.77 and 4.78 as shown below:
G = d '+ T 3 -(lO -d)'
æ
dà
dG
dà.
= 2d-2T3-(l0-d) = 2-(T3 + l)-d-20T3
=  0
IOT3
T3 + I
Position ofnode N310
lOT8 d =
6
4
2
0
0 5 10 15 20 25 30 35 40 45 50
Fig 4.79 Relationship between d and T3
Fig 4.79 shows that as T3 increases, node N2 will become closer to node N3. More 
precisely, when T3 approaches 0, node N2 approaches node N l and when T3 approaches 
00, node N2 approaches node N3. Therefore, it is possible to control the position o f node 
N2 by using the value of T3.
Now, a similar study is carried out for the previous example of Fig 4.59. Suppose that 
node N3 of this example is given transfactor of T3, which is unknown, while the other 
nodes N l, N2 and N4 are given transfactor 1, see Fig 4.80(a). When the power rate o f 2 
is used, the GPF for the configuration of Fig 4.59 is obtained as follows:
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G -  y (^ 4  +(T 4 j + |v (^ 4  +(T 4 j +T3 • y(x4 -5)^  +(;^4 -1 0 ^
= (%4 -  ly  + {y  ^ -  i f  + (%4 - 11 )^  + (t4 “  f f  + T3 • (%4 -  5 )^  + T3 • {y  ^ - 10 )^
N3(5,10) N3(5,10)
Configuration CO
= -9x4 + 55 •
Ti = 1 N 2 (ll , l )
N l(l,l) X
(a) Transfactors (b) Relationship between N4 and transfactor Ts
Fig 4.80 Configuration controlled by transfactors
To obtain the position of N4 (X4, ^ 4) that leads to the minimum of G, the partial 
derivatives o f G with respect to both X4 and y 4 are considered. Since the derivative of G 
at the required position is always zero in any direction, both partial derivatives must be 
zero. Thus the relationships between X4 and T3, andy4 and T3 are obtained as follows:
æ
&4
6 G
— 2 - (%4 — 1) + 2 ' (%4 — 11) + 2T3 • (%4 — 5)
=  0
5 T3 + I 2  
T3 + 2
dG
^ 4
dG
^ 4
-  2 • (^4 -  1)+ 2 • (^4 -  1)+ 2T3 • (^4 -  10)
=  0 T4 -
10T3 + 2
T3+2
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Using these results, the relationship between the position of N4 and the value T3 is 
shown in Fig 4.80(b). That is, as the value for T3 increases, node N4 approaches node 
N3. On the other hand, as the value for T3 decreases, node N4 will move away from 
node N3. The dotted line in the figure indicates the route of N4, which is represented by
T4 = —9^4 + 55
Although the relationships shown in Figs 4.79 and 4.80(b) are particular cases, the 
above examples imply that the element lengths in the configuration are controllable. For 
instance, the length o f element N3-N4 in Fig 4.80(b) can be modified as required by 
specifying a suitable value for T3.
In general, every node in a configuration can have a different value for its transfactor, 
see Equation 4.28, and thus a suitable set o f transfactors may lead to the required 
element lengths for the configuration. In this sense, Equation 4.28 is considered to be a 
more general form of the GPF. In fact. Equation 4.28 is the standard form of the GPF 
[1].
4.5.6 Normalised Geometric Potential Function
It is clear from Equation 4.28 that the current geometric potential function has the 
dimension of length to the power of p. However, in practice, it is best to work with a 
non-dimensional version of the GPF that may be obtained by normalisation. To this end, 
the GPF represented by Equation 4.28 is normalised with respect to the GPF of the 
initial configuration. Therefore, Equation 4.28 is rewritten as
o .  Z T , T |d ! .   4 Î 0
where G is called the ‘normalised geometric potential function’ and Go and dyo are 
initial values for G and dy, respectively. Consequently, the normalised geometric 
potential function can represent the state of the configuration as follows:
■ G > 1 implies that the configuration is worse than the initial one.
■ G = 1 implies that the configuration is as good as the initial one.
■ G < 1 implies that the configuration is better than the initial one.
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4.6 Effects of the Parameters of the Traviation Process
In the traviation process, seven parameters that are unrelated to the fitness function are 
involved. There are:
maximum number of generations,
number of chromosomes in the population,
type o f crossover,
mutation rate,
convergence tolerance,
confirmation count and
phasing ratio.
Each one of these parameters has a significant influence on the traviation process. To 
obtain the required solution, it is necessary to use suitable parameters, otherwise, the 
traviation process may become inefficient or may sometimes find an unacceptable 
solution. Therefore, it is important to study the effects of the parameters on the 
traviation process. The results of investigations relating to these parameters are 
presented in the sequel.
4.6.1 Standard Traviation Process for the Investigation
A simple way of investigating the effects of a parameter on the traviation process is to 
alter the value of that parameter while the other parameters are kept the same. To this 
end, the standard properties for the parameters are specified as shown in Table 4.19.
Table 4.19 Standard parameters for the investigation
Maximum number of generations 2 0 0 0
Number of chromosomes in the population 1 0 0
Type of crossover Ripple crossover
Mutation rate 0 .0 1
Convergence tolerance le-5
Confirmation count 2 0
Phasing ratio 0 .2
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Also, the configuration to be subjected to the traviation process must be consistent. For 
the current investigation, the Schwedler dome illustrated in Fig 4.81 is used as the 
standard initial configuration. This dome has 25 nodes and 60 elements. The small 
circles in the figure denote support nodes and are fixed. The other nodes of the dome are 
constrained to remain on the spherical surface on which they are initially positioned. 
Using the relative GPF with the power rate of 5, the dome in Fig 4.81 is traviated in the 
manner described in Section 4.5.2. The resulting configuration is a spherical dome as 
shown in Fig 4.82.
(a) Plan view
(c) Perspective view
(b) Side view
Fig 4.81 The standard initial configuration for the investigation
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(a) Plan view
(b) Side view
-►  X (c) Perspective view
Fig 4.82 The resulting configuration
Since the traviation process is a random procedure, the result o f each traviation process 
will be different. Therefore, a particular result o f a single traviation process is not 
reliable enough for the study of the effects of the parameters. For this reason, more than 
one traviation process is carried out for each parameter. Statistically, it can be said that 
the greater the number of tries, the more reliable the trend derived from the results 
would be. For the current investigation, each case is repeated 10 times and the average 
of the resulting values is used.
If  the traviation process is terminated by the maximum number o f generations (see 
Section 4.2.8.4), the process is considered to have failed to converge to a solution. 
Therefore, in this case, another traviation process is carried out and its results are used
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instead. That is, 10 ‘healthy’ results of the traviation process are considered for the 
current investigation.
4.6.2 M aximum N um ber of Generations
Fig 4.83 shows three graphs denoting the relationships between the total number of 
generations (at which the required accuracy is reached) and the number of nodes in a 
configuration. Each relationship was found from actual traviation process by using 
different number of chromosomes in the population, namely 100, 200 and 300. Also, for 
this investigation, four types of Schwedler domes with different numbers of nodes were 
subjected to the traviation process. One of these was the standard configuration shown 
in Fig 4.81 and the others were obtained by altering the number of divisions in the 
latitudinal and longitudinal directions of the dome.
Fig 4.83 shows that the total number of generations increases as the number of nodes in 
the configuration increases. Also, there is the tendency that the smaller the number of 
chromosomes in the population, the greater would be the total number of generations 
required for the same configuration.
B<oticd
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o
(DÛÛcd
c
.2
V-I<Dc
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i-i(U
1
oH
Maximum number of generations 
= 100xNumber of nodes
100 chromosomes 
-ED-* 200 chromosomes 
3QQ chromosomes
10 20 30 40 50
Number of nodes in a configuration
60
Fig 4.83 Relationship between the total number generations and the number o f nodes
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From the results shown in Fig 4.83, the maximum number o f generations may be 
defined as
100 X Number of nodes in the configuration 
The broken straight line represented by the above formula is plotted in Fig 4.83. As can 
be seen from this figure, the three curves under consideration are below the broken line 
and therefore the traviation process is expected to be terminated by the convergence 
criterion rather than by the maximum number o f generations.
4.6.3 N um ber of Chromosomes in the Population
The relationship between the final fitness value and the number of chromosomes in the 
population is shown in Fig 4.84. This figure shows that the final fitness value decreases 
as the number of chromosomes in the population increases. To wit, when 100 or more 
chromosomes are used, the fitness value o f the resulting configuration converges to the 
value, 0.24566. On the other hand, if  the number of chromosomes is less than 100, the 
resulting fitness value is greater. From this point of view, the number of 100 is the 
optimum number of chromosomes that allows the traviation process to converge to the 
solution with enough accuracy.
ci
O
0
%
n
1
g
I
I
I
0.24582
0.24580
0.24578
0.24576
0.24574
0.24572
0.24570
0.24568
0.24566
0.24564 ±
50 100 150 200 250
Number of chromosomes in the population
300
Fig 4.84 Effects of the number of chromosomes in the population (25 nodes)
However, it turns out that when the initial configuration becomes simpler or more 
complex than the current one (Fig 4.81), the optimum number of chromosomes will
Yoshihiko Kuroiwa 188
Chapter 4 Traviation Function Ph.D. Thesis
change. To illustrate this, another two domes with different numbers of nodes are 
subjected to the traviation process in the same manner. These domes are obtained from 
the standard initial configuration of Fig 4.81 by changing the number of divisions in the 
latitudinal and longitudinal directions. The first modified dome has 41 nodes and 104 
elements and the second dome has 11 nodes and 20 elements. The results of the 
investigation regarding these two domes are compared in Figs 4.85 and 4.86, where a 
view of each dome is also shown.
0.2840
0.2835
c3
O
0.2830
&2S25
I
^  0.2820 
I 0.2815
0.2810
0.2805
0.2800
1000 50 150 200 250 300
Number of chromosomes in the population 
Fig 4.85 Effects of the number of chromosomes in the population (41 nodes)
CO 0.425I
s
0.420
I  0.415I^
 0.410
1
0.405
0.400
0 50 100 150 200 250 300 350 400 450 500
Number of chromosomes in the population 
Fig 4.86 Effects of the number of chromosomes in the population (11 nodes)
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The above results show that the final fitness value in each case converges to an 
optimum value as the number of chromosomes in the population increases, similar to 
the previous example of Fig 4.84. To elaborate, the results of Fig 4.85 show that the 
final fitness values converges to a constant value when the number of chromosomes is 
more than 80. However, the final fitness value of the other dome converges to around 
0.402 when more than 200 chromosomes are used, see Fig 4.86.
Now, compare the fitness values shown in Table 4.20, taken from the results plotted in 
Figs 4.85 and 4.86. It is seen that the fitness values of the dome with the larger number 
elements are identical within six decimal places of accuracy if  the number of 
chromosomes in the population is equal to or more than 80. On the other hand, the 
fitness values of the dome with the smaller number o f elements are identical within 
three decimal places of accuracy if  the number of chromosomes in the population is 
more than 2 0 0 .
Table 4.20 Final fitness values of the results of Figs 4.85 and 4.86
Number of 
chromosomes 80 1 0 0 2 0 0 300 400
500
Fig 4.85 0.280152 0.280152 0.280152 0.280152 - -
Fig 4.86 0.403734 0.403189 0.402316 0.402043 0.401916 0.402112
It may be seen that the optimum number of chromosomes in the population varies from 
case to case. However, experience shows that a population o f 100 chromosomes is 
normally satisfactory in the traviation process. If  100 chromosomes are insufficient to 
obtain the required accuracy such as the example of Fig 4.86, one may increase the 
number of chromosomes to improve the traviated configuration.
4.6.4 Type of Crossover
The types of crossover used in the traviation process are categorised into two types, 
namely ‘multi-site crossover’ and ‘ripple crossover’, see Section 3.4.2. The multi-site 
crossover is characterised by the number of crossover sites, which varies from 0  to 2 0  
for the current investigation. The effects of the ripple crossover are also investigated and 
compared with those of the multi-site crossovers.
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Actually, it was found from the current investigation that the final fitness value was the 
same, whichever type of crossover was used. Therefore, it may be said that the type of 
crossover does not have a great effect on the resulting configuration. However, the total 
number o f generations of the traviation process (for reaching the required solution) was 
found to be affected by the type of crossover as shown in Fig 4.87.
Oh
S 1800 
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I^
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Ripple crossover.
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Number of crossover sites
Fig 4.87 Effects o f types of crossovers
Fig 4.87 shows that the total number of generations gradually decreases as the number 
o f crossover sites increases. In other words, the required configuration may be found 
‘faster’ when a larger number of crossover sites are used, since the computational time 
depends on the total number of generations. Therefore, the crossover with a large 
number o f crossover sites is preferable.
In contrast, when no crossover site is involved, only initiations and mutations give rise 
to new combinations of genes in the population. This means that the required 
configuration is found in a purely random fashion. In this case, the total number of 
generations will be large as the result in Fig 4.87 shows.
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As far as the ripple crossover is concerned, the required total number of generations is 
found to be relatively small. This result seems to be similar to that of the multi-site 
crossover with a large number of crossover sites because the ripple crossover is really a 
‘random’ multi-site crossover, as described in Section 3.4.4.
4.6.5 M utation Rate
The graph in Fig 4.88 shows the relationship between the final fitness value and the 
mutation rate. It can be seen from the figure that the final fitness value is relatively large 
when the mutation rate is either small or large. That is, there is a flat part of the curve 
for the mutation rate between 0 .0 1  and 0.06, where the corresponding final fitness 
values are found to be 0.24566. Therefore, it may be said that the mutation rate should 
be chosen between 0 .0 1  and 0.06.
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the final fitness value is around 0.438.
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Fig 4.88 Effects of the mutation rate on the final fitness value
Now, the effects of the mutation are investigated from the viewpoint o f the total number 
of generations. The relationship between the total number of generations and the 
mutation rate is shown in Fig 4.89. When the mutation rate is less than 0.005, the total 
number of generations (for obtaining the required solution) is less than 700. Also, when 
the mutation rate is more than 0.08, the total number of generations is less than 400. In
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either case, the resulting configuration is not accurate enough as seen from Fig 4.88. 
Therefore, the traviation process may be terminated too early to find the required 
configuration unless the mutation rate is chosen within the range 0 .0 1  to 0.06.
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0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2cd
Mutation rate
Fig 4.89 Effects o f the mutation rate on the total number of generations
According to the results described in this section, the effects of the mutation rate may be
summarised as follows:
■ When the mutation rate is too small, enough mutated genes (that is, new genes) will 
not be introduced into the population. As a result o f this, the required configuration 
cannot be found because of the lack o f necessary genes.
■ When the mutation rate is too large, too many new genes will be introduced into the 
population. Consequently, the process of searching for the required configuration 
will become a type of random search. Therefore, the required configuration cannot 
be found since the genetic strategy is spoilt by ‘too much’ randomness.
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4.6.6 Convergence Tolerance
The relationship between the final fitness value and the convergence tolerance is shown 
in Fig 4.90, where the horizontal axis indicates the negative of the logarithm of the 
convergence tolerance s, that is, -logio £. For instance, the value o f 5 on the axis denotes 
the convergence tolerance le-5.
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Fig 4.90 Effects of the convergence tolerance
Theoretically, it can be said that the smaller the convergence tolerance, the more 
accurate will be the result obtained. Also, it is found from Fig 4.90 that the final fitness 
value decreases as the convergence tolerance becomes smaller. Nevertheless, when the 
convergence tolerance is less than le-4, the same final fitness value is obtained with the 
accuracy of seven decimal places, namely 0.2456567. If  this accuracy is considered to 
be sufficient, the value le-4 may be used for the convergence tolerance. O f course, it is 
possible to use a smaller value than le-4 for the parameter, but in this case, the 
traviation process will continue longer. On the other hand, the difference in the accuracy 
of the final fitness value will be unimportant from a practical viewpoint. Therefore, a 
sensible value that is neither too small nor too large should be used for the convergence 
tolerance, say le-5.
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4.6.7 Confirm ation Count
The relationship between the final fitness value and the confirmation count, for the 
standard case described in Section 4.6.1, is shown in Fig 4.91. As can be seen from the 
figure, when the confirmation count is equal to or larger than 1 0 , the corresponding 
fitness value obtained is the same value (0.2456567).
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Fig 4.91 Effects o f the confirmation count
As described in Sections 4.2.8.2 and 4.2.S.3, a larger confirmation count gives rise to 
more reliable phasing and convergence criteria. However, as the convergence count 
increases, the computational time for the traviation process will o f course increase 
correspondingly. Therefore, it is important to choose the minimum confirmation count 
that leads to the final fitness value with enough accuracy. According to the result of Fig 
4.91, the value of 10 seems to be suitable for the parameter. However, experience shows 
that in most cases it is better to use a larger confirmation count, say 20. A justification 
for this is given in terms of the concept of phase, as follows:
Fig 4.92 shows the relationship between the number of phases and the confirmation 
count. As can be seen from the figure, the curve in the region from 20 to 50 is virtually 
flat around 16 phases. This means that the phasing process occurred around 16 times for
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each case and therefore the range of the region at the end of the traviation process is 
approximately the same size, see Section 4.2.10.3. On the other hand, when the 
confirmation count is 1 0 , the average of the number o f phases is found around 15, so 
that, the final range of the regions is larger than those for the above cases. Since a 
relatively small range gives rise to better accuracy of nodal positions, the confirmation 
count o f 2 0  is considered to be better than 1 0 .
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Fig 4.92 Effects of the confirmation count
4.6.8 Phasing Ratio
Following the standard process described in Section 4.6.1, the relationship between the 
final fitness value and the phasing ratio (see Section 4.2.10.3) is obtained as shown in 
Fig 4.93. The graph in this figure shows that when the phasing ratio varies from 0.15 to 
0.35, the final fitness value is around 0.2457. More precisely, when the phasing ratio is 
between 0.15 and 0.25, the smallest fitness value, that is, 0.2456567, is obtained. 
Therefore, a phasing ratio in this range will be a suitable value. To elaborate, when the 
phasing ratio is relatively small (say, 0 .1), the regions for the nodes of the configuration 
will be reduced too ‘quickly’, see Section 4.2.10.3. On the other hand, when the phasing 
ratio is relatively large (say, 0.35), the regions will not be reduced fast enough. 
Therefore, the results obtained from Fig 4.93 indicates that the phasing ratio in the range
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0.15 to 0.25 allows the regions to be reduced with an appropriate speed, not too quickly 
nor too slowly.
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Fig 4.93 Effects of the phasing ratio on the final fitness value
The data for Fig 4.93 is obtained by studying the range of the regions at the end of each 
traviation process. The final range for each case can be calculated by Equation 4.10 
(Section 4.2.10.3) and the resulting values are compared in Table 4.21, where the final 
ranges are shown as ratios of the initial one. As this table shows, when the phasing ratio 
is intermediate, that is, between 0.1 and 0.25, the corresponding range is found to be 
smaller than the other eases. That is, if  the regions are reduced too quickly or too 
slowly, the traviation process would be terminated with the regions being relatively 
large. This may result in low accuracy in the traviated configuration. Experience shows 
that the value of 0 .2  is the most suitable phasing ratio.
Table 4.21 Ratio of the finial range to the initial one
Phasing
ratio 0.05 0 .1 0 0.15 0 .2 0 0.25 0.30
0.35 0.40
Number of 
phases 2.3 7.7 10.4 15.9 21.4 25.3 5.1
5.9
Rpinal/Rl 0.067 9.3e-5 9.9e-5 3.3e-5 6.9e-5 0 .0 0 1 0.578 1
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4.7 Particulars of the Traviation Function
The traviation process described in this chapter is implemented as a standard function of 
Formian, namely the ‘traviation function’. The particulars of the traviation function are 
shown in Fig 4.94. As can be seen from the figure, formex E representing an initial
-c:--------------------------------------------------------------n - F  +V1 0  a n A  ’ r * m r F i c n i r f l t i n t i  1 R
LtJL H  V / Ü  X O  L X X \/ CXX <U^XXX W X4. %» V **  ^  ^  VA A A w A A  VA- VA A vp> —A w  » — — 'A A—------------------------ 1—,   — - - — - '
obtained as formex G. Two of the listed parameters in Fig 4.94 are compulsory, namely 
‘mode’ and either ‘invariant constraint plenix’ or ‘relational constraint plenix’. The 
other parameters are optional. Details of each parameter are explained in the sequel.
Abbreviation for traviation
/ Relational constraint plenix
G = trav(mode, icp, rep, tfp, option) |E
\  \
Argument
(Initial configuration)
Transfactor plenix
Invariant constraint plenix
Fig 4.94 Particulars of the traviation function
4.7.1 Mode
The first parameter ‘mode’ is an integerian expression (see Appendix A). This is a 
compulsory parameter. The value of this parameter specifies the fitness function that is 
to be used for the traviation process. Currently, three fitness functions are available, 
namely ‘relative geometric potential function’, ‘variance function’, and ‘absolute 
geometric potential function’, see Sections 4.2.3 and 4.5. These fitness functions are 
designated by the mode as follows:
Table 4.22 Mode specification
Mode Fitness function
1 Relative geometric potential function
2 Variance function
11 Absolute geometric potential function
Yoshihiko Kuroiwa 198
Chapter 4 Traviation Function________________________________________ Ph.D. Thesis
4.7.2 Invariant Constraint Plenix
The ‘invariant constraint plenix’ is used to provide information about the nodal 
constraints of the initial configuration. An example of an invariant constraint plenix is
-{pi: P2: p?: {[0 ,0 ,1]: [1 -1-1 ]- [l-l-O ]))- 
This is a ‘plenix’ expression [29], involving four formices, namely
pi, p2, P3 and
{[0,0,1], [1,1,1], [1,1,0]}
Each of these elements of the plenix is called a ‘panel’ [29]. The first three panels are 
referred to as the ‘node panels’ and the last one is called the ‘invariant constraint 
quantie panel’.
Each node panel specifies a group of one or more nodal positions o f the initial 
configuration. For instance, let the first node panel pi be
{[2,1,3],[4,3,2]}
This formex contains two eantles each of which is a signet. This type of formex is 
referred to as an ‘ingot’ in formex algebra. The above ingot represents two ‘points’ in 
the three dimensional space. That is, each signet represents a nodal position of the initial 
configuration. Similarly, the other node panels p2 and p3 can specify other groups of 
nodal positions in the initial configuration. Therefore, in all, three groups of nodal 
positions are specified in the current plenix.
The invariant constraint quantie panel represents the ‘invariant constraints’ for the 
nodes specified by the node panels. In the current example, three invariant constraints 
are given as
[0 ,0 ,1], [1 ,1 ,1], and [1 ,1 ,0 ]
All the uniples of these signets must be either 0 or 1 as shown above. Here, numbers 0 
and 1, respectively, indicate absence and presence of constraints. For instance, the first
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invariant constraint means that the nodes specified by p% are constrained in the third 
direction while they are free in the other directions. In the same way, the second 
invariant constraint implies that the nodes represented by p2 are constrained in all three 
directions, see Section 4.4.1. The correlation between the node panels and the invariant 
constraints are implied by the order nf their appearance in the invariant constraint 
plenix. Therefore, the first constraint corresponds to node panel pi and the second 
constraint corresponds to p2, etc. Thus, the number of invariant constraints must be the 
same as that of the node panels. Alternatively, the above invariant constraint quantie 
panel can be written as
[0,0,1;1,1,1;1,1,0]
This form consists of a cantle with three signets, each of which represents an invariant 
constraint.
To summarise, the general form of the invariant constraint plenix with n invariant 
constraints is
~ { p i , P 2 ,  . . . , P n ,  { [ i C i ] ,  [ i C 2 ] ,  . . . ,  [ i C n ] } } ~
or
~ {p i,P 2, ...,Pn, [ ic i;ic 2; ...;icn]}~
where p%, p2, ..., Pn are node panels and ici, ic2, ..., icn are signets representing invariant 
constraints. Here, pi corresponds to ici, p2 corresponds to ic2 and so on.
4.7.3 Relational Constraint Plenix
The third parameter of the traviation function, referred to as a ‘relational constraint 
plenix’, is either compulsory or optional. It is compulsory when the ‘invariant constraint 
plenix’ is not used. Otherwise, it can be optional. The form of the relational constraint 
plenix may be given as
~{Pb P2, P3, -{ m i, m2, m s} -} -
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in which the first three panels, pi, p2 and ps, are node panels. That is, each of them is a 
formex expression and specifies a group of nodes of the initial configuration in the same 
manner as described for the invariant constraint plenix. Section 4.7.2.
The last panel of the relational constraint plenix is called a ‘relational constraint quantie 
panel’ and is given as a plenix expression. In the present case, mi, m2 and m3 are given 
as ‘mandate expressions’, see Appendix B, and contain the ‘relational constraints’ for 
the corresponding node panels, pi, p2 and p3, respectively. For instance, a ‘relational 
constraint mandate’ may be given as
Dependent variable
— Independent variables
'[:x,y, z : z = x ^ 2 -y ^ ^ '
' Register '— Relational constraint
In this ease, the register of the mandate specifies the x-y-z space. The part that follows 
the register represents a relational constraint. The variable on the left-hand side of the 
equation, that is z, is considered to be the dependent variable and the others, that is x and 
y, are considered to be the independent ones. The term ‘equality relational constraint’ is 
used to describe the type of the above relational constraint.
Another type of relational constraint is the ‘inequality relational constraint’ as 
exemplified by the mandate:
’[:x, y, z:z < x^2 - y ^ iy
To deal with this type of relational constraint, the ‘penalty method’ is used, see Section 
4.4.3.2.
A node may be constrained by more than one relational constraint. For instance, the 
following relational constraint plenix may be used:
~{p, y, z:z = x^2 - y^2; z >=
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where an equality constraint and an inequality one are simultaneously applied to the 
nodes specified by node panel p. These relational constraints are separated by a 
semicolon as can be seen. In this ease, the corresponding nodes will be constrained so 
that both relational constraints will be satisfied. This form of mandate can be extended 
to the general form with more than two constraint conditions as follows:
~{p, ~{'[:register: q%; qz; ...; qn]'}~}~
where each one of the entries qi, q2, qn is either an equality relational constraint or 
an inequality relation constraint. Therefore, the nodes specified by node panel p will be 
constrained such that all the constraints involved are satisfied.
However, some relational constraints in a mandate may be ‘incompatible’ with one 
another. For instance, consider the following mandate that involves three relational 
constraints:
'[:x, y, z:z = x^2 - y^2; z<2; z>=3]'
It is clear that the second and third inequalities in the mandate are incompatible with 
each other, that is, they can never be satisfied simultaneously. If  such incompatible 
relational constraints are given in a mandate, the result will be indeterminate.
Generally, when more than one relational constraint is involved in a mandate, each one 
is implemented in turn in the order they appear in the mandate. This implementation is 
carried out as follows:
■ When the relational constraint is an equality one, the value for the dependent 
variable is simply replaced by the new value obtained from the numerical expression 
on the right-hand side of the equality constraint.
■ When the relational constraint is an inequality one, the corresponding nodal 
positions are assessed by the inequality condition. If the required condition is not 
satisfied, the penalty method is performed, see Section 4.4.3.2.
Four illustrative examples of mandates with two relational constraints are given below 
in terms of a particular nodal position (2, 3, 1):
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■ Example 1 :'[:x,y^:z = x^2; z = j^3 ]'
In this case, the nodal position (2, 3, 1) will become (2, 3, 27). The process is shown
below:
z = 2^2 = 4 and z = 3^3 = 27
As can be seen from the process, the z coordinate is changed twice. Accordingly, the
last relational constraint, z =y^3, is effectively used for the final value of z.
■ Example 2:'[:x,y^:y = x^2; z = %^3]'
The resulting nodal position will be (2, 4, 8 ) and the process is as follows:
y  = 2^2 = 4 and z = 2^3 = 8
In this case, both results of the calculations remain as the final coordinates.
■ Example 3:'[:x,y,z:y = x^2\ z  =y^3]'
The result will be (2, 4, 64) as shown below:
y  = 2^2 = 4 and z = 4^3 = 64
As can be seen from the process, the value for y  is firstly calculated by the first 
relational constraint. After that, the value for z is changed by the second relational 
constraint. Since the variable z depends on the value of y  in the second calculation, the 
results will be different if  the order of the relational constraints is reversed. This case is 
demonstrated as Example 4.
■ Example 4:'[:%,y,z:z =y^3; y  = x^2]'
The resulting nodal position will be (2, 4, 27), that is:
z = 3^2 = 27 and y  = 2^2 = 4 
Finally, the general form of the relational constraint plenix is as shown below:
Yoshihiko Kuroiwa 203
Chapter 4 Traviation Function________________________________________ Ph.D. Thesis
~{pi, p2, ..., pn, ~{mi, m2, mn}~}~
where pi, p2, ..., pn are node panels and m%, m2, ..., m„ are the corresponding mandates, 
respectively.
4.7.4 T ransfactor Plenix
A ‘transfactor plenix’ is an optional parameter for the traviation function. This is a 
plenix o f the form.
~{PhP2, P3, [tfi,tf2, t fs ]} -
where pi, p2, and ps are node panels, each of which is a formex expression indicating a 
group of nodal positions of the initial configuration in the same manner as for the node 
panels in the invariant and relational constraint plenices.
The last panel of the plenix is a formex, called a ‘transfactor quantic panel’. Each uniple 
of this formex, namely tf%, tf2 or tfs, is a ‘transfactor’, where tf%, tf2 and tfs correspond to 
the node panels pi, p2, and ps, respectively. This means that three different transfactors 
are specified for the corresponding nodes of the initial configurations. The nodes of the 
configuration that are not listed in pi, p2 and ps are considered to have value 1 as their 
transfactors. Another alternative form of the above transfactor quantic panel is as 
follows:
[tfi; tf2; tfs]
As discussed in Section 4.5.5, the transfactors are used in the geometric potential 
function. Therefore, when a fitness function other than the geometric potential function 
is used, the values specified in the transfactor plenix will be ignored.
The general form of the transfactor plenix with n different transfactors is given by
~{pi,P2, ...,Pn, [ t f l , t f 2 ,  . . . , t f n ] } ~
or
' { p i , P 2 ,  ...,Pn, [ t f i ; t f 2 ;  . . . ; t f n ] } '
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4.7.5 Option
The last parameter of the traviation function, which is non-compulsory, is referred to as 
‘option’. This parameter is a formex expression whose value contains nine items as 
shown in Fig 4.95. Most of these items have been explained before and their effects on 
the traviation process are investigated in Section 4.6. However, additional comments are 
required regarding some of the items in option.
Mutation rate Phasing ratio
Number of chromosomes \  Convergence tolerance 
in the population \  |
[10000, 200, 5, 0.05, 3, le-5, 30, 0.1, 20]
Type of crossover j  Confirmation count
Maximum number of Power rate for Number of generations
generations geometric potential function for display
Fig 4.95 Particulars of the option
The third value of the option indicates the type of crossover. This item is an integerian, 
see Appendix A. If  it is positive, the given value represents the number of crossover 
sites and causes a multi-site crossover to be performed in the traviation process. If this 
value is negative, such as -1, the ripple crossover is carried out, see Section 4.2.5.1.
The fifth item of the option represents the power rate for the geometric potential 
function, see Section 4.5.3. Therefore, this item will be ignored when another fitness 
function is used.
The traviation function can show intermediate configurations obtained during the 
process. This allows one to observe how the initial configuration ‘evolves’. The last 
item of the option indicates the number of generations after which the results should be 
displayed. For instance, if  this value is 20, the current configuration will be shown on 
the computer screen every 2 0  generations until the traviation process is terminated. If 
zero is given for the value, no intermediate configurations will be shown but the 
resulting configuration will be displayed at the end of the traviation process.
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4.7.5.1 Default Values
The values for the items in the ‘option’ should be chosen carefully to obtain an 
acceptable solution efficiently. However, the effects of the parameters on the traviation 
process are complicated as discussed in Section 4.6 and suitable choices for their values 
require experience with the application of the genetic algorithm. For this reason, default 
values for the parameters, which are considered to be reasonable according to the 
investigations in Section 4.6, are specified as shown in Table 4.23. If the option 
parameter is not given, these default values are automatically used.
Table 4.23 Default values in option
Total number of generations Number of genes x 100
Number of chromosomes in the population 100
Type of crossover -1 (Ripple crossover)
Mutation rate 0.01
Power rate for geometric potential function 5
Convergence tolerance le-5
Confirmation count 20
Phasing ratio 0.2
Number of generations for display 10
4.7.6 Output Files
The traviation function will create three output files, namely trav.fmx, travdata.out and 
travhist.out. Each of these files is created in the current folder and contains the 
information about the last traviation process as follows:
■ Trav.fmx: The ‘traviated’ configuration is saved as this binary formex file.
■ Travdata.out: The particulars of the traviation process, such as the total number of 
generations, total number of mutations and fitness value, are recorded in this file.
■ Travhist.out: The history of the normalised fitness values is recorded in this file.
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4.8 Further Examples
Using the traviation process described in this chapter, a number of further examples are 
discussed in the following sections. The actual schemes for generating these examples 
are shown in Appendix E.
4.8.1 Spherical Dome
Consider the configuration shown in Fig 4.96. This is a spherical dome and consists of 
121 nodes and 396 elements. The LEP chart for this configuration is shown in Fig 4.97. 
Suppose that this dome is subjected to the traviation process with the default parameters 
shown in Table 4.23 (page 206). The nodes denoted by small circles in Fig 4.96 are 
fully constrained and the other nodes are constrained to remain on the spherical surface 
on which they are initially placed. As far as the fitness function is concerned, the 
normalised variance function. Equation 4.2, is used.
Fig 4.96 Initial configuration
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Fig 4.97 LEP chart for the initial configuration of Fig 4.96
The traviation process for the current example was terminated by the convergence 
criterion after 11123 generations and 16 phases. The resulting configuration and the 
corresponding LEP chart are shown in Figs 4.98 and 4.99, respectively.
Fig 4.98 The traviated configuration
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Fig 4.99 LEP chart for the traviated configuration of Fig 4.98
Comparing the configurations of Figs 4.96 and 4.98, it is seen that the traviated 
configuration has been regularised in terms of element lengths. This fact can be clearly 
confirmed by comparing the LEP charts of Figs 4.97 and 4.99, where it is shown that 
the element lengths of the traviated configuration are regularised considerably. Also, the 
fitness values, length ratios and length deviations regarding the current example are 
compared in Table 4.24. These values confirm that the traviated configuration of Fig 
4.98 has much better regularity of element lengths than the initial configuration of Fig 
446.
Table 4.24 Comparison between the initial and traviated configurations
Initial configuration Traviated configuration
Fitness value 1.0000 0.0437
Length ratio 2.6165 1.2955
Length deviation 0.3020 0.0611
4.8.2 Hyperbolic Paraboloid
Consider the hyperbolic paraboloid configuration in Fig 4.100 which consists of 121 
nodes and 320 elements. The surface on which this configuration lies is dictated by the 
equation
Yoshihiko Kuroiwa 209
Chapter 4 Traviation Function Ph.D. Thesis
z = 0.2xy .4.31
The plan view of the configuration is a square pattern with the length of the sides being 
10, see Fig 4.100(a). As the side view shows, Fig 4.100(b), the distance of the highest 
position of the configuration from the x-y plane is 5 and that of the lowest position is -5.
Fixed node
z = O.zxv
\ / \ / \ /(a) Plan view
(c) Perspective view
X- 7 plane
(b) Side view
Fig 4.100 Initial configuration
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The configuration of Fig 4.100 is subjected to the traviation process with the nodes 
required to remain in the original hyperbolic paraboloid surface and with the boundary 
nodes to remain on the original boundaries and with the four comer nodes to remain at 
their original positions. To achieve this, all the nodes of the configuration are 
constrained to remain on the surface represented by Equation 4.31. Also, two types of 
invariant constraints are used as follows:
■ Four comer nodes represented by the small circles in Fig 4.100 are fully 
constrained.
■ The nodes on the perimeter of the configuration of Fig 4.100, except for the four 
comer nodes, are allowed to move along the straight lines of the perimeter. That is, 
the nodes on the sides parallel to the x-axis in the plan view are free in the x 
direction and the nodes in the sides parallel to the y-axis in the plan view are free in 
the y direction, as shown in Fig 4.100(a).
Under the relational and invariant constraint conditions described above, the traviation 
process is carried out using the GPF with the power rate of 5 as the fitness function. The 
parameters for the traviation are chosen as the default values shown in Table 4.23. 
Consequently, the resulting configuration shown in Fig 4.101 has been obtained after 
10387 generations and 16 phases.
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Fixed node
z = 0.2xy
(a) Plan view
(c) Perspective view
X- y plane
(b) Side view
Fig 4.101 Traviated configuration
Now, the initial and resulting configurations are compared in terms of the regularity of 
element lengths. The LEP charts corresponding to these configurations are shown in 
Figs 4.102 and 4.103. The element lengths of the initial configuration are distributed 
within the region from 0.75 to 1.7 (0.95 wide) while those of the resulting configuration 
are within the range from 0.35 to 1.6 (1.25 wide). Since the element lengths of the 
resulting configuration are distributed within a wider range than the initial one, it may 
be said that the traviated configuration has deteriorated. However, the LEP chart for the 
initial configuration shows that the majority of element lengths are in the group of the 
80% of the average element length while the LEP chart for the traviated configuration
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shows that the majority of element lengths are in the group of the average element 
length. From this point of view, it may be said that the traviated configuration has 
improved.
50 1
40-I ,
ia 3 0 -I(U (w
t  20 i
10  4
nfl l l  III n  n  n
I I I I I I I I I I I I I I r  I i r  I I ■ i " r  i  r  |  r  i i  r
0.0 0.5 1.0 1.5
Element length (as proportion of average element length)
2.0
1
(4-10
1
Fig 4.102 LEP chart for the initial configuration of Fig 4.100
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Fig 4.103 LEP chart for the traviated configuration of Fig 4.101
Now, the same initial and resulting configurations (Figs 4.100 and 4.101) are evaluated 
quantitatively using the length ratio and the length deviation, see Table 4.25. From this
Yoshihiko Kuroiwa 213
Chapter 4 Traviation Function Ph.D. Thesis
table, it is seen that the length ratio of the resulting configuration is larger than that of 
the initial configuration. This implies that the element lengths of the resulting 
configuration are distributed within a relatively wide range. In contrast, it is found that 
the length deviation of the traviated configuration is smaller than that of the initial one. 
Since the length deviation indicates the gaps between the element lengths and the 
average length, see Section 4.2.11.3, this result implies that the element lengths of the 
traviated configuration are closer to the average than those of the initial one. These two 
results are rather contradictory and so are the results derived from the LEP charts of 
Figs 4.102 and 4.103.
Table 4.25 Comparison between the initial and traviated configurations
Initial configuration Traviated configuration
Fitness value 1.0000 0.6655
Length ratio 2.2891 4.7204
Length deviation (L2386 0.2299
4.8.3 Mesh Generation for FEM
Consider the rectangular plate shown in Fig 4.104 that has a square hole at the middle. 
Suppose that this plate is pulled in a testing machine on two sides as shown in the 
figure. To find the distribution of the stresses and strains in the plate, the finite element 
method (FEM) may be applied. To this end, a finite element mesh needs to be specified. 
Since the plate under consideration is symmetrical, only the shaded area in Fig 4.104 is 
considered for the analysis.
It is known that if holes or notches exist in a continuum subjected to external loading, 
stress concentrations will occur around them. In the example of Fig 4.104, this 
phenomenon is expected to occur around the comers of the square hole and the comers 
of the plate as indicated by circles. To deal with the stress concentration, each area 
around the comers is divided into smaller elements than those of the other parts. To do 
this, the traviation process with the GPF as the fitness function may be applied as 
follows:
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Tensile foree Region for’FEM analysis
Square hole
Area where stress eoneentration may oeeur
Reetangular plate
Fig 4.104 Rectangular plate with a square hole under tensile forces
Consider the mesh shown in Fig 4.105(a), which comprises a number of triangular 
elements and fits the shaded zone of Fig 4.104. This configuration is generated by using 
a basic formex formulation and is used as the initial configuration for the traviation 
process. The nodes on the boundaries of the mesh are constrained to remain on their 
corresponding boundary lines except for the five comer nodes of the mesh, which are 
fully constrained.
In this example, two different values are used for transfaetors, namely 1 and T. To 
elaborate, the value 1 is used as the default transfactor for the nodes of the mesh and the 
transfaetor T is used for the nodes indicated by small circles in Fig 4.105. This would 
allow the element sizes to be controlled by changing the value of the transfaetor T, see 
Section 4.5.5. For the current example, five different values are used for T, namely 0.01, 
0.1, 1, 10 and 100. Using the default parameters in Table 4.23, the traviation process for 
each case was carried out. The resulting meshes are shown in Figs 4.105(b) to 4.105(f).
Yoshihiko Kuroiwa 215
Chapter 4 Traviation Function Ph.D. Thesis
T
/ / / / / / / / / / /1/ / / / / / / / / / / // / / / / / / / / / // / / / / / / / / // / / / / / / / // / / / / / / // / / / / / /
/ / / / / /
(a) Initial mesh (b)T = 0.01 (c)T = 0.1
(d)T = l (e)T = 10 (f)T = 100
Fig 4.105 Initial mesh and the traviated meshes with different transfaetors
The results show that different transfaetors give rise to different mesh forms. To 
elaborate, when the transfaetor for the nodes indicated by small circles is relatively 
small (T=0.01 and T=0.1) the sizes of the elements that are near the nodes will be 
larger. In contrast, when the transfaetor is relatively large (T=10 and T=100) the sizes of 
the elements that are near the nodes will be smaller. Using the resulting mesh of Fig 
4.105(e), the whole mesh for the plate of Fig 4.104 will be as shown in Fig 4.106, where 
relatively small elements are generated around the comers where the stress 
concentration is expected to occur.
Longish elements
Fig 4.106 Finite element mesh for the plate of Fig 4.104 (T=10)
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However, it is seen from Fig 4.106 that there are some longish triangular elements in the 
areas above and below the square hole. It is known that such elements may cause 
numerical problems in the FEM analysis. To avoid the problem, different transfaetors 
may be used such that the element sizes will become more uniform. Thus, another 
transfaetor T is specified for the two nodes indicated by solid circles in Fig 4.107(a). 
These nodes are close to the longish elements of Figs 4.105(e) and 4.106 and a 
relatively small transfaetor, say 0 .01 , may be specified for them since a small transfaetor 
gives rise to larger element sizes around the nodes, see Fig 4.105. Consequently, the 
mesh shown in Fig 4.107(b) was obtained by the traviation process. The whole FEM 
mesh corresponding to this result is shown in Fig 4.108, which shows an improvement, 
as compared with the result of Fig 4.106.
T = 10
T' = 0.01
T = 10
T' = 0.01
T = 10
T = 10 
(a) Initial mesh
T = 10 
(b) Resulting mesh
Fig 4.107 Mesh generation with three different transfaetors (T=IO, T-0.01)
Fig 4.108 Whole finite element mesh obtained from the result of Fig 4.107(b)
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The above example demonstrates that one can control the element sizes by using 
different transfaetors. However, in general, it is not a simple task to find a set of 
transfaetors that leads to the required configuration.
However, it is sometimes possible to obtain suitable transfaetors automatically. For 
instance, the resulting stress distribution obtained from the FEM analysis for the plate of 
Fig 4.104 may be used to find suitable transfaetors for the example. To elaborate, all the 
transfaetors for the nodes of the FEM mesh may be determined using the resulting stress 
distribution. This means that if the stress concentration occurs in a certain area, the 
transfaetors for the nodes in this area will be larger than the other parts and thus, the 
elements around the area will become relatively small through the traviation process. A 
process of this kind is referred to as ‘adaptive mesh generation’. This process may be 
repeated until the result of the analysis converges.
4.8.4 Double-layer Geodesic Dome
Consider the geodesic dome shown in Fig 4.109. This dome consists of 182 nodes and 
741 elements and is generated by using the concepts of ‘polymation’ and ‘tractation’ of 
formex algebra [36]. It is known that a geodesic dome has a relatively good regularity in 
terms of element lengths. However, it is also known that the regularity of the geodesic 
dome can be improved by the traviation process as introduced in past studies, see Refs.
2 . 3 . 5  and 6 . However, the geodesic domes dealt with in these studies are single-layer 
ones. The traviation function described in Section 4.7 is capable of dealing with more 
than one relational constraint condition. This makes it possible to constrain the nodes of 
the top layer to remain on a larger spherical surface and the nodes of the bottom layer to 
remain on a smaller spherical surface. As far as the invariant constraint conditions are 
concerned, all the nodes in the circumference of the dome can be fully constrained. For 
the traviation process, the GPF with the power rate of 5 is used as the fitness function. 
For the confirmation count, the value of 50 is used since the default value of 20 was 
found to be inadequate for the current problem. Also, the value of 100000 is used for the 
maximum number of generations. As far as the other parameters are concerned, the 
default values shown in Table 4.23 are employed.
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Fig 4.109 Perspective view of the Initial configuration
The traviation process for this example was terminated by the convergence criterion 
after 49054 generations and 16 phases. The plan view of the initial configuration is 
shown in Fig 4.110 and that for the traviated configuration is shown in Fig 4.111.
Fig 4.110 Plan view of the Initial configuration
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Fig 4.111 Plan view of the traviated configuration
To assess the regularity of the element lengths, the LEP chart for the initial geodesic 
dome is shown in Fig 4.112 and that for the traviated dome is shown in Fig 4.113. 
Comparing these two LEP charts, it is found that the number of elements in the middle 
region of the LEP chart of Fig 4.113 is greater than the corresponding number shown in 
the LEP chart of Fig 4.112. That is, the number of elements whose lengths are close to 
the average has increased. In this sense, it may be said that the regularity of the double­
layer geodesic dome has been improved.
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Fig 4.113 LEP chart for the traviated configuration of Fig 4.111
Table 4.26 shows the fitness values, length ratios and length deviations for the initial 
and traviated configurations under consideration. These assessments indicate that the 
regularity of the traviated configuration is better than that of the initial one since the 
fitness value and length deviation have decreased. However, it is found that the length 
ratio has increased from 1.5113 to 1.6025 and therefore it might possibly be considered 
that the form of the resulting configuration has deteriorated from this point of view. 
Nevertheless, what the length ratio indicates is the ratio of the maximum element length
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to the minimum one, see Section 4.2.11.3. This mean that the length ratio depends on 
only two element lengths and thus it is not a good general representative of the state of 
all the element lengths. As far as the present example is concerned, there are a number 
of elements whose ends are fully constrained in the circumference of the dome. 
Actually, some of these elements have the maximum element length and therefore the 
length ratio shown in Table 4.26 cannot assess the effect of the traviation process 
correctly.
Table 4.26 Comparison between the initial and traviated configurations
Initial configuration Traviated configuration
Fitness value 1.0000 0.8757
Length ratio 1.5113 1.6025
Length deviation 0.0962 0.0798
4.8.5 Raft Traviation
Consider the configuration shown in Fig 4.114. This configuration consists of 217 
nodes and 600 elements and has six arched sectors as shown in the figure. The shape of 
this configuration looks like a ‘scallop’, which is a marine creature, and therefore, the 
structure is referred to as a ‘scallop dome’. This configuration may be generated by a 
standard function of Formian, namely the ‘scallop basispherical function’ [34].
Fig 4.114 Scallop dome
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Suppose that the current scallop dome is to be subjected to the traviation process with 
the shape of the surface of the dome being retained. In this case, the surface of the dome 
is rather complex and therefore the relational constraining surface for the nodes of the 
dome cannot be represented by a simple numeric expression. When such a complex 
constraining surface is required, the concept of raft surface may be applied, see Section 
4.4.4. For the current example, the 817 raft points shown in Fig 4.115 are used to define 
the raft surface on which the positions of the nodes will be constrained to remain. To 
this end, the following mandate can be used in the relational constraint plenix to specify 
the constraining raft surface:
'[:x, y , z:z =  lev(%, y)|raft]'
where formex ‘raft’ contains the raft points that is used to define the raft surface, and 
‘lev(x, y)’ is referred to as the ‘level function’, which is available for the purpose of 
specifying the raft surface. To elaborate, this ftinction will return the z coordinate of the 
raft surface corresponding to the given coordinates x and y  of the initial configuration. 
The actual scheme of this process can be found in Appendix E.5.
On the other hand, the nodes on the perimeter of the dome are fully constrained during 
the traviation process. For this operation, the GPF with the power rate of 5 is chosen as 
the fitness function. It was found that the default value for the confirmation count (that 
is, 20) was not large enough and thus the value of 50 was used instead. Also, the value 
of 100000 was used as the maximum number of generations for the traviation process. 
As far as the other parameters are concerned, the default values shown in Table 4.23 
were employed.
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Fig 4.115 Raft points for the scallop dome of Fig 4.114
Fig 4.116 Traviated configuration
After 28576 generations and 16 phases, the traviation process was terminated by the 
convergence criterion. The resulting configuration is shown in Fig 4.116. Also, the LEP 
charts for the initial and traviated configurations are shown in Figs 4.117 and 4.118, 
respectively. Comparing these LEP charts, it is found that the number of the elements of 
which lengths are close to the average has increased in the traviated configuration. From 
this point of view, it may be said that the traviated configuration of Fig 4.116 has
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improved in terms of the regularity of element lengths. This result is confirmed by the 
other criteria, see Table 4.27. That is, both length ratio and length deviation have 
decreased.
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Table 4.27 Comparison between the initial and traviated configurations
Initial configuration Traviated configuration
Fitness value 1.0000 0.7763
Length ratio 2.4368 2.1642
Length deviation 0.1927 0.1345
The plan view of the traviated configuration of Fig 4.116 is now compared with the 
initial one, see Fig 4.119. From this figure, it is seen that the traviated configuration has 
an irregular arrangement of the elements while the initial configuration is perfectly 
symmetrical. This means that the resulting configuration has ‘poor’ accuracy in terms of 
the nodal positions even though the convergence criterion was satisfied. The reason of 
this is not certain, but it may imply that the number of the raft points involved is not 
enough. Of course, it is possible to increase the number of the raft points to obtain a 
better result. However, in this case, the computational time for the traviation process 
will increase.
(a) Plan view of the initial configuration (b) Plan view of the traviated configuration 
Fig 4.119 Comparison of the initial and traviated configurations
4.9 Conclusions
This chapter has been devoted to the explanation of the concept of the traviation process 
together with its applications. The traviation process allows one to modify the geometry 
of configurations by altering the positions of their components. Although this field is 
huge, a specific aspect of traviation was considered in this chapter, namely the
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‘régularisation of element lengths’. To this end, the genetic algorithm described in 
Chapter 3 was used to obtain the nodal positions that gave rise to the required 
configuration.
Although the basic structure of the traviation process is similar to that of the natum 
process described in Chapter 3, several new concepts for the traviation process were 
introduced and their details were described through a number of simple examples, see 
Sections 4.2 to 4.4. Some important concepts introduced for the traviation process are 
summarised below:
■ Phasing is a new concept for the traviation process. Experience shows that the
phasing process leads to a quick convergence and an accurate solution.
■ The manipulation of nodal constraints that must be taken into account for the
traviation process. They were classified into two types, namely invariant and 
relational constraints. The combination of these constraints allows one to deal with a 
number of different conditions which may affect the geometry of the resulting 
configuration.
■ Since the fitness function dictates the resulting configuration, the type chosen for the 
traviation process is important. In this chapter, two types of fitness function were 
found to be suitable for regularising element lengths, namely variance and geometric 
potential functions.
■ Convergence and phasing criteria based on nodal movements were introduced for
the traviation process. Since these criteria depend on the actual behaviour of the
nodal movements, the random nature of the traviation process can be manipulated 
adaptively.
The parameters involved in the traviation process were investigated in Section 4.6. 
Although this investigation was not extensive, the results obtained showed the 
characteristics of each parameter, which would be invaluable information for carrying 
out the traviation process for future work. A set of parameters that is considered to be 
appropriate for a typical traviation process has been proposed.
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The process proposed in this chapter has been implemented as a standard function of 
Formian, namely the ‘traviation function’. This function allows one to operate the 
traviation process with respect to a configuration generated by the other concepts of 
formex algebra. Therefore, a large number of possibilities of generating initial 
configurations will arise. As examples, some configurations were subjected to the 
traviation process. Section 4.8, and it was found that geometric optimisation was still a 
challenging problem in some cases. Nevertheless, it was also found that the traviation 
process proposed in this chapter successfully regularised element lengths in most cases. 
The capability of the proposed procedure should be investigated in the future.
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CHAPTER 5
Fanning Function
5.1 Introduction
In Chapter 4, the traviation process was carried out in terms of element lengths of 
configurations. However, the genetic algorithm proposed in this thesis is considered to 
be suitable for other geometric optimisation problems since the fundamental process of 
the algorithm is versatile. For this reason, the proposed algorithm is applied to another 
geometric optimisation problem in this chapter, namely the ‘fanning process’. This 
process gives rise to a ‘nexorade’, which is currently developing as a structural system. 
Firstly, this new system, nexorade, is introduced and after that, a number of concepts 
involved in the fanning process are described through illustrative examples. The fanning 
process described in this chapter is implemented as a standard function of Formian.
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5.2 Nexorade
Nexor
4
3
Nexor
3
(a) (b)
Fig 5.1 A fan and its simplified configuration
Fig 5.1(a) shows a structure which is formed from four tubular elements that are 
numbered from 1 to 4. As can be seen from the figure, element 1 is touching its 
neighbouring elements 2 and 4. An end of element 1 is touching an intermediate point 
of element 4 and an end of element 2 is touching an intermediate point of element 1. It 
can be said that element 1 is supported by element 4 and supports element 2 at the same 
time. This mutual relationship is the principal feature of the structure of Fig 5.1(a). Each 
one of the elements in the arrangement of Fig 5.1(a) is referred to as a ‘nexor’ and the 
whole arrangement is referred to as a ‘fan’. The term ‘nexor’ is a Latin based word 
meaning a ‘connector’.
A simplified configuration of the fan of Fig 5.1(a) is given in Fig 5.1(b). In this figure, 
each nexor is represented by its central axis. Also, the positions of the contacts of the 
nexors are indicated by short line segments. Each of these line segments is 
perpendicular to both of the nexors involved. Fig 5.2 provides further clarification 
regarding this point.
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Nexor 1Nexor 2
Central axes of nexors
(b)
Fig 5.2 Relationship between two touching nexors
The perpendicular distance between end A of the central axis of the second nexor and 
point B of the central axis of the first nexor is equal to the sum of the radii of the two 
nexors. This distance is referred to as the ‘eccentricity’ and is designated by e as shown 
in Fig 5.2(b).
A number of fans can form a structure when assembled as shown in Fig 5.3. The term 
‘nexor structure’ or ‘nexorade’ is used to refer to a structure of this type. The term 
‘multi-reciprocal-grid (MRG) structure’ may also be used to refer to a nexorade. In the 
particular case of Fig 5.3, the nexorade consists of nine fans.
Fig 5.3 A nexor structure
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Fig 5.5 shows an interior view of an existing theatre in Japan [60]. The ceiling consists 
of a number of wooden elements each of which supports as well as being supported by 
other elements. It can be said that the basic concept of a nexorade is also used in this 
example.
Conceptually, various kinds of nexor structures can be considered as shown in Figs 5.4 
and 5.5. Nevertheless, a type of nexor structure shown in Fig 5.3 is brought into focus in 
this chapter. Fig 5.6 shows an actual example built by Baverel [49][50][51][52] using 
wooden long elements. His studies about this type of structure provide useful 
information and the study in this chapter is the collaborative work with him.
Fig 5.6 Actual nexor structure
The genetic algorithm is used to find the shapes of nexor structures. An illustrative case 
will be solved first and a number of further examples will be considered subsequently. 
These examples will demonstrate the power of the genetic algorithm for dealing with 
complex geometry.
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5.3 Illustrative Example
A nexorade that consists of a single fan is shown in Fig 5.7 where its plan, side and 
perspective views are illustrated as (a), (b) and (c) respectively. In this configuration, 
four nexors are involved, identified as nexors 1 , 2 ,3 and 4 as shown in Fig 5.7(a). An 
end of each nexor, indicated by a small circle, is fixed in the x-y plane and the other end 
is supported by another nexor. As a result, a ‘truncated pyramid-like’ shape with a 
square base is formed; the length of the side of the base is 10. Suppose that this 
configuration is the structure that one wants to generate and the genetic algorithm is to 
be applied for obtaining the geometry of this particular problem.
z (Out of paper) 10
Nexor 4
Nexor 1
Nexor 3
Nexor 2
10
(a) Plan view
y
X (Out of paper)
(b) Side view
10
(c) Perspective view
Fig 5.7 A nexor structure
It is assumed that all the nexors in the nexorade of Fig 5.7 are tubular having the same 
length and the same external diameter D of the cross-section, as shown in Fig 5.8.
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Engagement length (1)
Nexor1
Nexor 4
Engagement
windowNexor 2
Nexor 3
Fig 5.8 Dimensions of a fan
In Fig 5.8, the third and fourth nexors are shown in their actual tubular forms, but as far 
as the first and second nexors are concerned, only their longitudinal axes are shown. 
The distance between the end point of the axis of a nexor and the nearest intermediate 
point on the axis of the nexor corresponding to the position where it supports the end of 
another nexor is referred to as the ‘engagement length’. This dimension is indicated by 
X for nexor 1 in Fig 5.8. The term ‘engagement window’ is used to refer to the ‘hole’ 
that is formed by all the nexors o f the fan as shown in the figure.
For the current problem, all the four nexors are assumed to have the same dimensions. 
To be specific, the diameter D is chosen as 0.5 and the engagement length X is assumed 
to be 20% of the length of a nexor. However, the length of nexor is not specified 
directly and will be obtained during the genetic algorithm process as described later.
5.3.1 Fanning Process
Suppose that the configuration in Fig 5.9(b) is the plane view of the required fan in the 
current example. To obtain this configuration, an ‘elementary configuration’ as shown 
in Fig 5.9(a) is considered. This elementary configuration consists of four elements, 
namely 1-5, 2-5, 3-5 and 4-5, which are connected at node 5. These elements are to be 
displaced appropriately to create a fan. To elaborate, elements 1-5, 2-5, 3-5 and 4-5 in 
the elementary configuration will be turned into nexors l-5a, 2-5b, 3-5c and 4-5d as 
shown in Fig 5.9(b), respectively. This process is referred to as the ‘fanning process’. It
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should be noted that node 5 in the elementary configuration is to be transformed to four 
nodal positions 5a, 5b, 5c and 5d.
4 1
Fanning
3 322
(a) Elementary configuration (b) Required configuration
Fig 5.9 Fanning
5.3.2 Elementary Configuration
z (Out of paper) 10
Element 4
Element 1
Element 3
Element 2
10
(a) Plan view
10
(c) Perspective viewX
o ►y
X (Out of paper) 10
(b) Side view
Fig 5.10 Elementary configuration
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The elementary configuration of Fig 5.9(a) is shown again in Fig 5.10 with further 
details. This is a cross-shaped configuration in the x-y plane, where elements 1 ,2 ,3  and 
4 in Fig 5.10(a) are corresponding to nexors 1 ,2 ,3  and 4 in Fig 5.7(a), respectively. The 
nodal coordinates of the elementary configuration as given in Fig 5.10 will be used in 
the process of the genetic algorithm in the subsequent sections.
5.3.3 Chromosome and Genes
The elementary configuration is again shown in Fig 5.11(a) with its five nodes indicated 
by N l, N2, ..., N5. Also, coordinates of each node are given in parentheses in the 
figure.
Nl (0,0.0) o -------
N4 (0,10,0)
^ 5  (5,5,0)
N3 (10,10,0)10 N2 (10,0,0)
X
(a) Elementary configuration
Element 1 Element 2 Element 3 Element 4
-i r
0,0,0,5,5,04 0,0,0,5,5,0,10,10,0,5,5,0,0,10,0,5,5,0
Nl N5 N2 N5 N3 N5 N4 N5
Gene
(b) Chromosome of the elementary configuration 
Fig 5.11 Chromosome and genes
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In order to apply the genetic algorithm to the current example, the elementary 
configuration is to be represented by a ‘chromosome’. To this end, the nodal 
coordinates are arranged as shown in Fig 5.11(b). The first three numbers of the 
chromosome from the left are the coordinates of node N l and the following three 
numbers are the coordinates of node N5. The nodes N l and N5 are the ends of element 
1 as may be seen in Fig 5.11(a). Thus, the first six numbers o f the chromosome 
represent the first element of the elementary configuration. Similarly, the next three 
numbers of the chromosome are the coordinates of N2 and the following three numbers 
are the coordinates o f N5 where N2 and N5 are the ends o f the second element of the 
elementary configuration. This pattern is repeated until all the four elements of the 
elementary configuration are included in the chromosome. This example shows how to 
constitute a chromosome for the elementary configuration as summarised below:
■ The nodal coordinates of the elementary configuration are arranged in a string to 
form a chromosome. For this purpose, the coordinates of the ends o f each element 
are placed in the ascending order of the element numbers. That is, the coordinates of 
the ends of the first elements are placed first and they are followed by the 
coordinates of the ends of the second element and so on. Also, the coordinates of the 
ends for each element are placed in the ascending order o f the numbers o f the end 
nodes of the element.
The term ‘gene’ is used to refer to a set of coordinates which represents a nodal point as 
shown in Fig 5.11(b), where each gene is underlined.
5.3.4 Initiation
In the initiation process, a number of chromosomes are randomly generated. For this 
purpose, a cubic region is considered as shown in Fig 5.12.
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z (Out of paper) 10
N4Range
Element 4
Element 1
Range,N5
Element 3
Element 2
N3N2
% (a) Plan view
Range
Range
% (Out of paper)
(b) Side view
Cubic region
N4
N5
N3
(c) Perspective view
Fig 5.12 Cubic region for initiation
The cubic region is located such that its centre coincides with node N5. The range of 
this region is taken as the sum of the engagement length (1) and half o f the average 
length of the elements of the elementary configuration. In the present example, the four 
elements in the elementary configuration are identical in length which is given as
+5" +0" = 5 a/2
Since the engagement length is specified as 20% of the element length for the present 
example, the range of the cubic region will be obtained as
5V2x(0.2 + 0.5)
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Within the region, new positions for the nexor ends are to be randomly generated. The 
result o f this process for one random choice is illustrated in Fig 5.13.
N4
N5a
Nexor 4N5cNexor 1
N5b
N5d
Nexor 3 N3
N2 Nexor 2
X
Fig 5.13 Random choice of nodal points within a region
Node N5 in the elementary configuration is turned into four nodes, namely N5a, N5b, 
N5c and N5d. On the other hand, nodes N l, N2, N3 and N4, which are indicated by 
little circles, do not need to be altered because their positions correspond to the correct 
support positions of the required configuration. The four nexors shown in Fig 5.13 are 
represented by the chromosome in Fig 5.14.
Nexor1 Nexor 2 Nexor 3 Nexor 4
0,0,0,3.25,6.56,1.51,10,0,0,6.52,4.98,-0.62,10,10,0,3.37,4.15,1.02,0,10,0,6.01,6.52,-l .65
Nl N5a N2 N5b N3 N5c N4 N5d
Fig 5.14 A randomly generated chromosome
Since these nexors are randomly generated, their lengths are different as shown in Table 
5.1.
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Table 5.1 Lengths of randomly generated nexors of a chromosome
Nexor 1 Nexor 2 Nexor 3 Nexor 4 Average
7.4750 6.1070 8.9006 7.1381 7.4052
The nexors in the present nexorade are required to be identical in length and this 
condition is not satisfied with the randomly generated nexors. For this reason, their 
lengths are to be modified by changing the positions of their ends so that the length of 
each nexor becomes equal to the average length of the nexors in the randomly generated 
chromosomes of Fig 5.14. This process is illustrated in Fig 5.15.
Free end
Free end
Nexor-Nexor-
Fixed endFixed end
(b)( a )
Fig 5.15 Length modification for nexors
When the length of a nexor is shorter than the average length such as nexor 2 in the 
current example, the free end of the nexor is moved along the direction o f the axis o f the 
nexor such that the length will be increased as shown in Fig 5.15(a). When the length of 
a nexor is longer than the average length such as nexor 3 in the current example, the free 
end of the nexor is moved along the axis of the nexor such that the length will be 
decreased as shown in Fig 5.15(b). In both eases, it should be noted that the position of 
the fixed end must not be altered. Consequently, a modified chromosome is obtained as 
shown in Fig 5.16 where all the nexors have the same length of 7.4052.
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Nexor1 Nexor 2 Nexor 3 Nexor 4
0,0,0,3.22,6.50,1.50,10,0,0,5.78,6.04,-0.75,10,10,0,4.48,5.13,0.85,0,10,0,6.23,6.39,-1.71
Nl N5a N2 N5b N3 N5c N4 N5d
Fig 5.16 A modified chromosome
However, the coordinates shown in the chromosome of Fig 5.16 are actually rounded 
numbers. Their more precise values are shown in Table 5.2. In this table, the set of 
coordinates y\, z, represents the position of one end (end i) o f a nexor and the set of 
coordinates xj, yj, zj represents the position of the other end (end j) o f the nexor. The 
nodal number of end i is assumed to be smaller than that of end j.
Table 5.2 Precise coordinates of the modified chromosome
Xi Ti Zi Xj Tj
Nexor 1 0.0000 0.0000 0.0000 3.2197 6/W87 1.4959
Nexor 2 10.0000 0.0000 0.0000 5.7802 6.0386 -0.7518
Nexor 3 10.0000 10.0000 0.0000 4JW39 5.1329 &8486
Nexor 4 0.0000 10.0000 0.0000 6.2349 &3898 -1.7117
This chromosome of Fig 5.16 will become a member of the population. However, it 
should be noted that the chromosome in Fig 5.11(b), which represents the elementary 
configuration, is used as the first member of the population and the chromosome in Fig 
5.16 will be the second member of the population. Now, suppose that it is required to 
have 50 chromosomes. The process described above is then repeated to produce the 
remaining 48 members in the population. The population will have the form shown in 
Fig 5.17.
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( ^ l i ' ^ i i ) p ( ^ , j ^ l j \ ’ (^2 i' ^ 2 i ' ^ 2 i \ (^2j y 2]’ ^ 2 j) l’ • • (^4 i' y  4P ^4 -)p (^4j* 3^ 4j> ^4 j) |
(% ir (^ ,j (^2!' ■ 2^i’ ^ 2 ^ 2 ’ (%2j y 2}’ ^2j)2’ • • (^4p ^ 4 i ' ^4i^2’ (^4j» •^4j’
(^ l i j ^ 11) 3 » (^ ,j (^2 i’ -^2i’ ^21^3’ (^2j y 2}’ • (^4i» •^4i’ ^4i^3’ (•^4jj •^4j’
(% ,r (%,j >’lj> (^2 i’ (%2j y 2}’ ^ 2 jV  • • (-^ 41» >*4iJ ^4i^4’ (^4jj y 4}’ 2 4 3 ) 4
(%u, (%lj •^Ij’ (^2 i’ ^2 i’ ^21^5’ (^2j y 2}’ ^2j^5’ • • (^4i> •^4i’ ^4i^5’ (^4j> •^4j’ 2 4 3 ) 5
(^li» (^lj> ^ I J ’ ^ Ip 5 0 ’ (^ 2 r  •^2i’ ^21^50’ (%2j, ^2 ]’ ^2j^50’ • ■ (^4 i’ y  4P ^4i^50’ (^4j» •^4j’ 2 4 3 ) 5 0
Fig 5.17 Initial population
In Fig 5.17, each line represents a chromosome and each of them represents a possible 
solution for the problem. The notation used in Fig 5.17 to describe the genes is further 
elaborated upon in Fig 5.18.
• • • i^3i’ ^ 3 i ’ -^31) 2’ ( ^ 3 j  ’ ^ 3 j  ’ ^ 3 j
A gene representing the coordinates of end i 
of the nexor 3 of the second chromosome
A gene representing the coordinates of end j 
of the nexor 3 of the second chromosome
Fig 5.18 Notation for genes
To elaborate, each gene is enclosed in parentheses with a subscript representing the 
number of the chromosome to which the gene belongs. Therefore, all the genes of the 
second chromosome have the subscript 2 as shown in Fig 5.18. Also, each coordinate of 
a gene has a subscript such as 3i. This subscript indicates that the coordinate represents 
the position of the end i of nexor 3. Similarly, subscript 3j is used to refer to a 
coordinate o f end j of nexor 3.
The nexors in a chromosome are identical in length after the length modification shown 
in Fig 5.15. However, it should be noted that the length of nexors in each chromosome 
is possibly different from that of the other chromosomes. This is because the length 
modification for each chromosome is carried out separately.
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5.3.5 Fitness Function
A ‘fitness function’ for the fanning process is proposed in this section. To describe how 
to assess the ‘fitness’ of a chromosome, the second chromosome of the initial 
population shown in Fig 5.16 is considered as an example. The nexors that the 
chromosome represents are shown in Fig 5.19.
Nexor1Nl N4
N5c, Nexor 4
N5bN2
Nexor 2 Nexor 3 'N3
X
Fig 5.19 Nexors represented by the second chromosome
In the figure, nexors 1 and 4 are represented by their central axes. Nexors 2 and 3 are 
represented as tubular elements and their relative positions are considered for the 
‘fitness’ evaluation. Nexors 2 and 3 are neighbours and must be in contact with each 
other as shown in Fig 5.20.
N5b
N5c
N2 Nexor 2
Nexor 3 N3
Fig 5.20 Required relationship between nexors 2 and 3
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In this figure, the end of nexor 3 is supported by nexor 2 with the required engagement 
length 0.2L. Compared with this ‘perfect’ relationship, nexors 2 and 3 in Fig 5.19 are 
not related correctly and this difference is used to evaluate their ‘fitness’. The 
relationship between nexors 2 and 3 in Fig 5.19 is further elaborated in Fig 5.21(a).
N5cN5c,
N2N2
Nexor 3Nexor 3 Nexor 2Nexor 2 N3'N3
(b)( a )
Fig 5.21 The gap between nexors 2 and 3
The ‘gap’ shown in the figure is the distance between the end of nexor 3 and the 
position where the end should be. That is, when this gap becomes zero, nexors 2 and 3 
will contact each other correctly. The gap is also illustrated in Fig 5.21(b) where nexors 
2 and 3 are represented by their central axes. The line segment AB in Fig 5.21(b) is 
equal to the sum of the radii of the cross-sections of nexors 2 and 3. This line segment is 
perpendicular to the axis of nexor 2 and point B indicates the correct position of end 
N5e o f the axis of nexor 3. The distance between point A and end N5b is equal to the 
required engagement length 0.2L as shown in Fig 5.21(b). The ‘gap’ between nexors 2 
and 3 is defined as the distance between point B and end N5e.
In order to obtain the gap in Fig 5.21, two vectors nx2 and nx3 are considered where 
nx2 is along the longitudinal axis of nexor 2 and nx3 is along the longitudinal axis of 
nexor 3. The directions of these vectors are outwards with regard to the central part of 
the fan as shown in Fig 5.22, where the corresponding vectors for nexors 1 and 4 are 
also shown as n x l and n x 4 .
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,N4
nx4
(Nexor 4)
nxl
(Nexor 1 )
N5b
N5c N5a
:N5d
nx3(Nexor3)nSbnSc
‘N3
0
Fig 5.22 Vectors representing directions of nexors
Vectors nx2 and nx3 may be represented by the position vectors of the ends o f nexors 
2 and 3, that is,
nx2 = n2 - n5b  ^ ^
nx3 = n3 - nSc  ^ 2
where n2, n3, n5b and nSc are the position vectors for ends N2, N3, N5b and N5c, 
respectively as shown in Fig 5.22. Point A in Fig 5.21(b) is an intermediate point on the 
central axis o f nexor 2 and its position is described by
a = n5b + Xjh • nx2  ^ 2
where X jh  is the ‘engagement ratio’ representing the ratio of the engagement length to 
the length of nexor 2. Currently, 0.2 is used for the value of X f h .
Now, the vector product of nx2 and nx3 is considered. From the definition of a vector 
product, the vector nx2 x nx3 is perpendicular to both the centre axes of nexors 2 and
3. Also, the direction of this vector is given as shown in Fig 5.23.
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nx2x nx3
nx3
nx2
Fig 5.23 The direction of the vector product nx2 x nx3
This means that the direction of this vector is parallel to the line segment AB (AB) in 
Fig 5.21(b). Using this fact, the position o f point B is obtained as follows:
b = a + e u 5.4
where e represents the eccentricity and u is the unit vector o f nx2 x nx3. a and b are 
the position vectors of points A and B in Fig 5.21(b), respectively. This unit vector is 
obtained by dividing the vector nx2 x nx3 by its own length, that is.
u
nx2 X nx3 
nx2 X nx3 5.5
The denominator of Equation 5.5 represents the length o f vector nx2 x nx3 . The gap 
between nexors 2 and 3 can be represented by
nSc-b 5.6
The actual value of this gap is obtained as 1.199 in the current example.
In a similar way, the gaps between nexors 1 and 2, 3 and 4, and 1 and 4 can be obtained. 
The fitness function for the current example is then defined as
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Vgap? +gaP2 +gap3 +gap]
0 .5 x 4   5.7
where gapi represents the gap between nexors 1 and 2, gap2 represents the gap between 
nexors 2 and 3 and so on. The value 0.5 in the denominator is the eccentricity and the 
number 4 is the total number of the gaps. When all the gaps are zero, the value of 
Expression 5.7 will be zero and thus the expression can be used as the fitness function.
In general, the fitness function for the fanning process can be defined as
J Z g a P i
drift = -----
en  ............................................................
where e is the average eccentricity in the configuration and n is the total number of 
gaps. The term ‘drift’ is used to refer to this fitness function.
5.3.6 Pairing
The tournament selection is employed for pairing. That is, two randomly chosen 
chromosomes are compared and the one with the smaller drift is chosen as the first 
parent. The process is repeated for choosing the second parent.
5.3.7 Mating
The mating process for fanning consists of three processes, namely crossover, mutation 
and length modification.
5.3.7.1 Crossover
Suppose that two chromosomes chosen from the population as parents in the pairing 
process are shown in Fig 5.24.
(^U (^Ij’ -^Ij •^ 2i’ ^2i^A’ (^2)’ -^ 2j ^2j^A’ ( 3^i> •^ 31’ ^3pA’ (^3j>^3j >4P ^4i^A’ ^4j^A
(^li y  li’ ^ l iV (^lj> >’ij ^ I j ^ ’ ^2i> •^ 2i’ ^2i^B’ (■^ 2j’ *^ 2j ^2j)e’ •^3i’ ^3pB’ (^3j >4i’ (X,., ^4j)b
Fig 5.24 Parent chromosomes chosen from the population
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The genes of the second parent are underlined in the figure. The ripple crossover is used 
for the crossover and the result is shown in Fig 5.25.
^ 2 i’ •^ 2i’ ^ 2 i^ ’ -^ 2j’ ^2j^ A’ (^3i» -^ 3i’ ^3i^ A’ -^3j’ ^^4i’ -^ 4i’ ^4^A’ -^4’ ^4pB
C^lj» 7ij» ^ij)A’ 6^2i’ -^2i’ ^2pA’ •^2j’ (^3i' -^3i’ ^3i^B’ -^3j’ ^g^A’ (^4i' ■^ 4i’ ^4i^B’ ^4pA
Fig 5.25 Child chromosomes after the ripple crossover
In this particular example, four genes are swapped between the chosen parents and two 
children are produced. Underlined genes in the figure are from parent B and, as can be 
seen, genes from both parents are mixed up. For instance, nexor 1 in the first child 
chromosome in Fig 5.25 has one end from parent A and the other end from parent B as 
shown in Fig 5.26.
(^ 1 i’ Tiis^i î)a ’ Tij> pB
N l N5a
Fig 5.26 Effect of crossover on nexor 1
S.3.7.2 M utation
After the crossover, a number of genes in the child chromosomes may be mutated in a 
manner similar to the traviation process. In the current example, each child chromosome 
has eight genes and the genes that are to be mutated are chosen randomly such that the 
rate of the number of mutated genes to the total number o f genes will be close to the 
mutation rate. For instance, suppose that the mutation rate is specified as 0.01. In this 
case, a gene will be mutated for approximately every 12 chromosomes processed. The 
actual method of mutation is the same as explained in Section 4.3.3.2. An example of a 
mutated chromosome is shown in Fig 5.27, where mutated gene is in a box. The 
mutated values o f the x-y-z coordinates are obtained randomly within the corresponding 
cubic region.
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Mutated gene
^ \)a’ (^Ij’ y^l’ ( ^ j’ -^ 2j’ ^2j)a’ ^3î)a’ .^3j’ ^3j)b’ (-^ 41’ ^4i)a’ ^ j ’ -^ 4j’ ^4j)b
(^li’ }^ li) ^ ü)b’ (^Ij) .^ Ij’ 1^j)a’ (^ i’ }2i) % )a’ (-^j’ .^ 2j’ ^2j)s’ (^ i’ %  '^ 3i)B’ 0 ^ ' 3^ 3j’ 3^j)a’ (-^ 4i’ -^ 4i’ ^4i)b’ 4^j)a
Fig 5.27 Mutation
Fig 5.27 shows, the eighth gene of the first ehromosome was mutated. This means that 
the position of the free end of nexor 4 was altered by the mutation. The new position of 
the end of nexor 4 is shown in Fig 5.28.
Nexor 4 (Before mutation)
N4
Nexor 4
(After mutation)
Nexor1
Cubic region
Nexor 3 N3Nexor 2N2
Fig 5.28 Mutated ehromosome
It should be noted that the first, third, fifth and seventh genes of each ehromosome must 
not be mutated because each of these represents a fixed support.
5.3.7.3 Length Modification
Lengths of nexors in the child chromosomes are changed by the processes of crossover 
and mutation. However, the required fan is composed of identical nexors as assumed
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before. To satisfy this requirement, the length modification procedure used in the 
initiation process. Section 5.3.4, is again applied to the generated child chromosomes.
5.3.8 Replacem ent
The replacement process is the same as described in Section 4.2.6. That is, the two 
worst chromosomes in the population are replaced by the generated new child 
chromosomes.
5.3.9 Evolution Cycle
The processes described so far, namely pairing, mating and replacement, are repeated 
25 times, which is half the number of members in the population of the current example. 
This ‘evolution cycle’ gives rise to 50 child chromosomes and this period is called a 
‘generation’.
5.3.10 Checks
As the evolution cycle proceeds, the positions of the nexors in the configuration are 
changing and the arrangement of the nexors becomes closer to the required solution. 
This ‘improvement’ is assessed after each generation. Basically, the checks performed 
after each generation in the fanning process is the same as that in the traviation process. 
That is, ‘movements’ of nexors are used to assess the improvement of the population. 
To be specific, a movement of nexor 1 (Fig 5.7) is illustrated in Fig 5.29. Note that 
because end N l is fixed, only end N5a can move.
Nexor 1 ^  (% ',/,z')
(at the end of the generation)
.Movement
N5a (x,y, z)
Fixed end Nexor 1
Nl (at the beginning of a generation)
Fig 5.29 Movement of nexor 1
Now, suppose that the position of end N5a at the beginning of a generation is 
represented by the coordinates
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and, at the end of the generation, the end has been moved to the position 
Therefore, the movement of the end is given by
]^ (x' -  x f  + { y  -  y f  + (z' - z f 5.9
It is important to note that the positions {x ,y ,z)  and (x',y ',z')  are taken from the ‘best’ 
chromosomes in the population at the considered moments. As the nexor moves closer 
to the correct position, the movement given by Expression 5.9 will become smaller.
In general, both ends o f a nexor may be free and, in such a case, two movements 
corresponding to ends i and j are involved for every nexor as shown in Fig 5.30.
Nexor
(at the end of the generation]^
I Movement
end j
Movement \ _______ ^
Nexor
 ^ (at the beginning of a generation)
Fig 5.30 Movement o f a general nexor
The movements of all the nexor ends are considered and the maximum one is used as a 
‘measure’ for the ‘improvement’ in a generation.
The maximum movement implies the current situation of the fanning process and this 
value determines the following process, which is chosen from
■ Repositioning of the cubic region
■ Initiation
■ Termination
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The ‘convergence test’ and the ‘phasing test’ as carried out in the traviation process are 
also performed in the fanning process. That is, when the ‘convergence criterion’ is 
satisfied with regard to the maximum movement of the nexor ends, the fanning process 
is terminated. If  it is not, then the ‘phasing test’ is carried out. If  it is necessary to start a 
phase, then the initiation process is performed. Otherwise, the repositioning of the cubic 
region is carried out. After one of these processes, the evolution cycle is repeated. The 
convergence test and the phasing test are further discussed below:
The condition for the convergence criterion is given as
M < s
L .  "  5.10
where M, Lav and s denote the maximum movement of the nexor ends, the average 
length of nexors and the convergence tolerance, respectively. The convergence 
tolerance is given as a parameter with value le-5 being used for the current example. As 
described in Chapter 4, Condition 5.10 is required to be satisfied for a number o f times 
consecutively before the fanning process is terminated. This number is referred to as the 
‘confirmation count’. The confirmation count is also given as a parameter with a typical 
value of 20. When this convergence criterion is satisfied, the nexorade represented by 
the ‘best’ chromosome is taken as the solution.
The condition for the phasing criterion is given as 
M .
..............................................................5.11
where M, R and ([) represent the maximum movement o f the nexor ends, the range and 
the phasing ratio, respectively. The phasing ratio is given as a parameter with value of 
0.2 being used in the current example. When this condition is satisfied consecutively as 
many times as the confirmation count, the range of the cubic region is reduced to 2.5R(j). 
Using the new cubic regions at the nexor ends represented by the best chromosome so 
far, the initiation process is performed. If  the phasing criterion is not satisfied, the cubic 
regions with the current range are repositioned at the nexor ends o f the best 
configuration.
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This fanning process continues until the convergence criterion is satisfied. However, it 
is prudent to have a Timif for the total number of generations because the fanning 
process may continue for a ‘very long’ time or ‘effectively forever’ when the 
convergence criterion is not satisfied for whatever reasons. The maximum number of 
generations is given as a parameter and normally 100 times of the number of genes is 
used, see Section 4.6.2. The flow char for the fanning process is shown in Fig 5.31.
NoGeneration ended?
Yes
Condition BCondition A Checks
Condition C
Pairing
Length modification
Start
Crossover
Mutation
Length modification
Replacement
End
Initiation Condition A: 
Convergence criterion 
is not satisfied, 
maximum number of 
generations is not 
reached,
phasing criterion is 
not satisfied.
Condition B: 
Convergence criterion 
is not satisfied, 
maximum number of 
generations is not 
reached,
phasing criterion is 
satisfied.
Condition C: 
Convergence criterion 
is satisfied or, 
maximum number of 
generations is reached.
Fig 5.31 Flow char for the fanning process
5.3.11 Result of the Illustrative Example
After the process described so far, a nexorade shown in Fig 5.32 is obtained as a 
solution of the current example. The parameters used in this process are summarised in 
Table 5.3.
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z (Out of paper)
Nexor 4
Nexor1
Nexor 3
Nexor 2 ,gapi10
(a) Plan view
Length of nexor = 8.124
(c) Perspective view
Height = 2.302 
-►7
X (Out of paper)
(b) Side view
Fig 5.32 Result obtained by the fanning process 
Table 5.3 Parameters used in the fanning process
Number of chromosomes 50
Mutation rate 0.01
Convergence tolerance le-5
Confirmation count 20
Phasing ratio 0.2
As can be seen from Fig 5.32, the height of the resulting nexorade is 2.302 and the 
length o f the nexors is 8.124. It should be understood that these values are the results 
obtained in a particular attempt. The fanning process is based on the use of random 
numbers and, therefore, there may be some variations in the results obtained in different 
attempts. To assess the accuracy of the result, the drift o f the resulting nexorade is 
shown in Table 5.4 together with the four gaps between the related nexors.
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Table 5.4 Drift and the gaps in Fig 5.32
Drift Gapi Gap: Gaps Gap4
9.5970e-4 8.5439e-4 1.0262e-3 9.7270e-4 9.7718e-4
The maximum gap (gap:) is around 0.2% of the diameter of the nexors (0.5). Although 
small errors are involved in the calculation of the gaps, these ‘errors’ are acceptable 
from a practical viewpoint. If  necessary, it is possible to change the parameters of the 
process such that more accurate solution can be obtained. For instance, when the 
convergence tolerance is changed to a smaller value, say le-8, another nexorade with a 
smaller drift is obtained. The drift and the four gaps for this particular convergence 
tolerance are shown in Table 5.5.
Table 5.5 Drift and the gaps obtained with less convergence tolerance
Drift Gapi Gap: Gaps Gap4
1.9989e-6 2.1493e-6 2.0297e-6 1.8077e-6 1.9937e-6
In this case, the ratio o f the maximum gap (gapi) to the diameter o f the nexors is around 
0.0004%. However, the computation time of the fanning process in the latter example 
will o f course be longer than the previous example.
5.4 The Fanning Process with Specified Lengths of Nexors
The length of nexors can be determined during the fanning process by averaging the 
lengths of the randomly generated nexors, as described before. This means that the 
length of the nexors may change gradually as dictated by the fanning process. In other 
words, the length o f the nexors is specified by the chromosomes as if  it were a gene.
Alternatively, the length of nexors can be specified at the outset rather than being 
obtained during the fanning process. This allows nexors with an exact length to be used 
for a nexor structure. Also, this method allows one to specify a different length for each 
nexor, which gives rise to more flexibility for the fanning process. To do so, the length 
modification process is slightly changed, that is, each nexor is modified so that its 
length will be its own specified value rather than the average length of all the nexors.
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As an example o f a nexorade with a specified nexor length, the current problem is 
solved with the specified length of 7 for all the nexors. The results are shown in Fig 
5.33.
N1 (0,0.0) P ►T
N4 (0,10,0)
N5a
N5d
N5bN5c
Length of nexor = 7
N3 (10,10,0)10 N2 (10,0,0)
X
Fig 5.33 The results when the length of nexors is specified as 7
In this case, the specified length o f nexors is shorter than the length obtained in the 
previous attempt (8.124). The drift and the gaps o f the resulting configuration are given 
in Table 5.6.
Table 5.6 Drift and the gaps in Fig 5.33
Drift Gapi Gap2 Gaps Gap4
1.1253 1.1253 1.1254 1.1253 1.1254
As can be seen from Table 5.6, the maximum gap (gapz or gap4) is around 225% of the 
diameter of the nexors, which is unacceptable. This is because the four supports of the 
nexorade are fully fixed in the x-y plane and constrain the movements of the nexors. In 
other words, the length of 7 for the nexors is too short to form the required nexor 
structure. As long as the four supports are fixed, nexors that are too long will not form 
the required configuration either.
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5.4.1 Effects of Support Conditions
The required form of a nexorade is generally difficult to obtain when a large number of 
nexors are involved. The reason is that the nexors in a configuration are related to each 
other and therefore a large number of nexors result in a large number of constraints for 
the shape finding problem.
When the lengths of nexors are specified, then the specifications are of the nature of 
constraints. Even when the lengths of nexors are not directly specified, all the nexors 
have to become identical in length as described in Section 5.3.4 and this is also a type of 
constraint.
These constraints are necessary and constitute the main conditions for generating the 
form of the required nexorade. This aspect of the constitution of a nexorade may be 
described by the word ‘self-building’ structure. Because of this characteristic, the 
support conditions affect the shape finding of nexorades considerably. That is, when an 
unsuitable support condition is used, it will be impossible to obtain the required 
nexorade as demonstrated in Fig 5.33. For this reason, support conditions must be 
carefully chosen to suit the problem. An example regarding this aspect is given in the 
following section.
5.4.2 Example
The elementary configuration of Fig 5.10 was used to obtain the nexorade o f Fig 5.32. 
In this section, this elementary configuration is considered again with different 
conditions. That is, the length of all the nexors are specified as 7 and the support 
conditions are as follows:
Two supports, namely N3 and N4, are allowed to move in the x-y plane while the other 
two supports, namely N1 and N2, are fixed to remain at the original positions. For the 
parameters of this fanning process, the values given in Table 5.3 are used except for the 
convergence tolerance where the smaller value o f le-8 is used. As discussed in Section 
5.3.11, a ‘precise’ result is expected by using this value. The resulting nexorade 
obtained under these conditions is shown in Fig 5.34.
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z (Out of paper) 10
N4' N4Nexor 1
Nexor 4
Nexor 3
Nexor 2 gapi
N3N2
N3
Length of nexor = 7(a) Plan view
N3
N3'
(c) Perspective view
N2
Height = 2.218, 2.238 
  O ►v
X (Out of paper)
(b) Side view
Fig 5.34 Resulting nexorade when supports N3 and N4 are released
In the figure, little circles show the positions of the supports o f the elementary 
configuration and N3’ and N4' denote the final positions of supports N3 and N4, 
respectively. The supports N3 and N4 are seen to have moved nearer to the x-axis from 
their original positions. The resulting nexorade has good accuracy as shown in Table 
5.7, where the maximum gap (gaps) is less than 0.0001% of the diameter of the nexors.
Table 5.7 Drift and gaps in Fig 5.34
Drift Gapi Gap2 Gaps Gap4
3.6654C-7 3.0977C-7 3.0047C-7 4.8089C-7 3.4629C-7
Actually, the resulting nexorade has an interesting geometry. To describe this, the 
resulting coordinates of the nexor ends are given in Table 5.8.
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Table 5.8 Coordinates of the nexor ends of the nexorade of Fig 5.34
Xi Ti Zi Xj Tj Zj
Nexor 1 0.0000 0.0000 0.0000 5.1319 4.2018 2.2381
Nexor 2 10.0000 0.0000 0.0000 4.1301 3.1032 2.2179
Nexor 3 10.6221 6.7044 0.0000 5.4902 2.5026 2.2381
Nexor 4 0.6221 6.7044 0.0000 6.4916 3.6012 2.2179
The nexor ends represented by the coordinates (%i, yi, zi) in the table are in the x-y plane 
and the nexor ends represented by (xj, yj, zj) are the ends that are at the comers of the 
central engagement window.
Firstly, the positions of N3' and N4' are considered. Their positions are shown as 
coordinates (xi, yu z,) of nexors 3 and 4 in Table 5.8. Here, the y  coordinates of both 
nexor ends are the same (that is, 6.7044) and this means that the line N1-N2 is parallel 
to the line N4'-N3'. Also, the lengths o f both these lines are 10. Consequently, the 
resulting nexorade has a parallelogram base in the x-y plane.
Secondly, the height of the nexorade is considered. The four nexor ends that are 
represented by their coordinates in Table 5.8 seem to be the highest points of the 
nexorade. However, their z coordinates are not identical as shown in the last column of 
Table 5.8. The nexor ends that are in diagonally opposite positions have the same z 
coordinates and the highest positions of the nexorade are the ends of nexors 1 and 3.
5.4.3 General Length Modification
Nexors 3 and 4 in Fig 5.34 have the same constraint conditions for their ends in terms of 
their movements. That is, one end is constrained on the x-y plane and the other end is 
free. To describe these constraint conditions, the digits 0 or 1 are used for each end of 
the nexors as shown in Fig 5.35, where the solid line indicates a nexor and the dotted 
lines represent its possible positions. The digits representing the constraining state are 
enclosed in square brackets and correspond to the x, y  and z directions. A digit 0 means 
‘free’ and a digit 1 means ‘fixed’.
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\  Possible positions 
\
\
\
/
U
/ [0, 0, 0]
end j
Nexor 3 or 4
end i 
[0, 0, 1]
x-y plane ►T
X (Out of paper) Movement of end i
Fig 5.35 End conditions for nexors 3 or 4 in Fig 5.34
The length modification process shown in Fig 5.15 is a specific case when the nexor has 
a free end and a fully fixed end. However, the constraint conditions for nexor ends are 
not always in this way as demonstrated by the nexors shown in Fig 5.35. For this 
reason, a general method for length modification needs to be discussed.
5.4.3.1 Length Modification in Two Dimensions
The general length modification is performed in the three-dimensional space. However, 
a two-dimensional nexor is demonstrated in this section to illustrate the technique for a 
length modification.
Randomly generated nexor
Fig 5.36 Randomly generated nexor in two dimensions
Consider a randomly generated nexor in the x-y plane as shown in Fig 5.36. In the 
figure, [C;ci, c i^] and [C;g, c^ j] represent the constraint conditions for ends i and j, 
respectively. Since this nexor is in a two-dimensional space, each of these brackets
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contains two numbers which correspond to the % and y  directions. For instance, c^ i 
represents the constraint condition in the x-direction for end i. These conditions are 
either 0 or 1 as shown in Fig 5.35. The length of the nexor in Fig 5.36 is denoted as Lr.
end j
\ Randomly generated nexor .end j
Randomly generated nexor
end i
end i
Fig 5.37 Symmetrical length modification
Suppose that the length of the nexor is required to be L. The length L is specified in two 
ways; it may be specified as the average length of all the nexors or it may be specified 
directly at the beginning of the fanning process. In either case, both ends of the nexor 
are moved along its longitudinal axis symmetrically as shown in Fig 5.37. That is, when 
the required length L is longer than Lr, the nexor is lengthened as shown in Fig 5.37(a) 
and when the required length L is shorter than Lr, the nexor is shortened as shown in Fig 
5.37(b). This modification gives rise to the correct length of the nexor. The shortened 
nexor shown in Fig 5.37(b) is used to describe the procedure for length modification.
When the constraint conditions for both ends are free, the nexor modified by the 
operation of Fig 5.37 is taken as the resulting nexor, as shown in Fig 5.38.
Randomly generated nexor 
\ ^ [ 0. 0]
 ^%
"end j
\
i Resulting nexor
[0, 0] -►X
Fig 5.38 Resulting nexor when both ends are free
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When the nexor ends have constrained conditions, they will not be generally satisfied 
after the shortening of the nexor. Therefore, another operation has to be carried out so 
that the constraint conditions are satisfied.
In Fig 5.39(a), end i is constrained in the x direction and end j is free. In this case, the 
shortened nexor is moved parallel to itself such that the constraint condition for end i is 
satisfied. When this is performed, the y  coordinate of end i is taken as that of end i of 
the shortened nexor. Consequently, the length of the nexor is the required length L and 
the constraint condition is satisfied as shown in Fig 5.39(a).
I Randomly generated nexor
Resulting nexor end j V  ^
end i
y
[1, 0]
(a)
■►X
Randomly generated nexor
0]
[0, 1]
end i
\
Resulting nexor
(b)
Fig 5.39 Resulting nexor when an end is free
Fig 5.39(b) shows another case where end i is constrained in the direction and end j is 
free. In a manner similar to the case of Fig 5.39(a), the nexor is moved parallel to itself 
and the constraint condition of end i is imposed.
As the two examples in Fig 5.39 show, when one end of a nexor is free, it is possible to 
obtain a nexor which is parallel to its original direction even when the other end is 
totally constrained. This ‘parallel movement approach’ is found to be suitable for the 
fanning process because the positions of both ends of the nexor are relatively close to 
the original ones and the direction of the original nexor is preserved. This means that the 
length modification does not change the ‘trend’ of the nexor very much and therefore, 
the fanning process improves the positions of the nexors gradually.
When ends i and j are constrained at the same time, the freedom of the movement of the 
shortened nexor decreases. An example of this case is shown in Fig 5.40.
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f endi -'i
Constraining lines
[0, 1]
[1, 0] Randomly generated nexor ------------------------- ►x
Fig 5.40 Shortened nexor when both ends are constrained
Both ends i and j o f the shortened nexor in Fig 5.40 are constrained. However, it is 
possible to obtain a nexor parallel to the original direction under these conditions. This 
is because ends i and j are not constrained simultaneously in the same direction. That is, 
end i is only constrained in the % direction and end j is only constrained in the 
direction. In this case, the resulting nexor can be obtained as illustrated in Fig 5.41.
Temporary nexor Resulting nexor
[0, 1] end j
[1,01 [0, 1]end i
end
(a) Horizontal movement (b) Vertical movement
Fig 5.41 Horizontal and vertical movements of the nexor in Fig 5.40
The shortened nexor is moved in the horizontal direction until end i reaches the vertical 
‘constraining line’ in Fig 5.40 such that the constraint condition for end i will be 
satisfied as shown in Fig 5.41(a). Because end j is free in the x direction, this does not 
violate the constraint condition for end j. After this operation, similarly, it is possible to 
move the nexor vertically without any violation of the constraint conditions for end i. 
The resulting nexor is shown in Fig 5.41(b).
Another two examples o f constrained nexors are shown in Fig 5.42.
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• ^  Randomly generated nexor
_ Constraining line \  .
^  / 5 d j  to, 1]
Resulting
nexor
end i [1,1]
( a )
-►X
Resulting nexor 
end i [1,1 ] _____________
(b)
Fig 5.42 Resulting nexor when both ends are constrained
In Fig 5.42(a), end i is totally fixed and end j is constrained in the jk direction. For this 
particular case, end i must remain at the original position after shortening of the nexor. 
Also, end j must remain on the horizontal constraining line with y  coordinate being the 
same as the original value for end j. The resulting nexor is shown in Fig 5.42(a). The 
resulting nexor, as can be seen, is not parallel to its original direction. Nevertheless, this 
nexor is the ‘besf solution under the current constraints.
Fig 5.42(b) shows another case where both ends of a nexor are totally fixed. In this case, 
it is impossible to obtain a nexor that has the required length L and therefore the 
originally generated nexor is used although its length is not the required length L.
5.4.3.2 Implementation of Length Modification
In this section, the details regarding the length modification in the three-dimensional 
space is described. Consider a randomly generated nexor as shown in Fig 5.43.
end j (xj, yi, zj)
[ C 4  Cy'}, Czj]
Randomly generated nexor
end i (xi, y,  zi)
[c%i, C>i, Czi]-^- Constraint conditions
Fig 5.43 General nexor
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The constraint conditions for ends i and j of the nexor are given as [C;ci, Cyi, c^ i] and [C;cj, 
Cyj, Czj], respectively. Each of the items c ,^, Cy\, ..., Cq represents a free or fixed degree of 
freedom by using a 0 or 1 digit, as used in the previous section.
Firstly, the nexor in Fig 5.43 is lengthened or shortened into the required length L by 
moving ends i and j symmetrically in the same way as shown in Fig 5.37. The resulting 
positions of ends i and j are indicated as Z{) and (xj', yj', zj'), respectively.
Secondly, the constraint conditions C;n and c^ j are checked with these values dictating 
the X coordinates of ends i and j as follows:
■ Case 1 : Cxi= Cx]= 0
The current X coordinates of ends i and j are used (that is, x,' andxj').
■ Case 2: C;ci= 1 and C;cj= 0
The X coordinate of end i is changed to the constraint value Xi.
The X coordinate of end j is changed to Xi + (xj' - Xi').
■ Case 3: C;ci= 0 and C;cj= 1
The X coordinate of end j is changed to the constraint value xj.
The X coordinate of end i is changed to xj + (xi' - xj').
■ Case 4: Cxi= Cxÿ= 1
Both X coordinates of ends i and j are changed to the constraint values,
Xi andxj.
Thirdly, the above procedure is repeated for the and z directions.
When case 4 is performed in any direction, the length o f the nexor will be generally 
changed and will no longer be the same as the required length L. When this happens, the 
nexor is to be modified such that the length will be L. To achieve this, the equation
(xj-Xi)  +(Tj-Ti)  +(^j-^i) 5.12
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is used. This is the equation whose satisfaction guarantees that the length of the nexor is 
equal to L. From the six coordinates of nexor ends, namely %i, yu Z[, xj, yj and zj, a 
coordinate that is not constrained is randomly chosen and its value is obtained from 
condition 5.12. For instance, if  the z coordinate of end j is chosen, its coordinate can be 
obtained as
J .-Zj±-Jl^ (xj (yj yi)  ^ 13
As this equation demonstrates, in general, two possible solutions exist. Fig 5.44 shows a 
particular two-dimensional situation where possible nexors A and B are shown together 
with their original position.
y
Constraining line 
[0, 1]
Nexor A Original nexorNexor B
Circle with the radius L
Fig 5.44 Two possible nexors
Suppose that nexor A is taken as the resulting nexor after the length modification. The 
direction of the nexor is almost opposite to its original one. This means that nexor A has 
lost the ‘trend’ o f the original direction. Compared with this, nexor B is closer to the 
original one. To preserve the original trend of the nexor, nexor B is considered to be the 
better choice in the case shown in Fig 5.44. To carry out the choice o f the better nexor 
automatically, two alternative positions for the modified nexor end are compared. Then, 
the nexor whose end is closer to its original position is taken as its ‘correct’ nexor.
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The same process is applied to the general ease in the three-dimensional space. That is, 
two alternative coordinates obtained by Equation 5.13 are compared and the nexor 
whose end under consideration is closer to the original position is automatically chosen 
as the resulting nexor.
5.5 Particulars of the Fanning Function
The particulars of the fanning function are shown in Fig 5.45. Five parameters are 
involved in the function with the last one being optional. In the following sections, the 
significance of each parameter is described. An elementary configuration is given as the 
argument for the function and the resulting nexorade is represented by G.
 Abbreviation for fanning
/ Invariant constraint plenix
G = fan(mode, sdp, icp, nexp, option)|E —  X'.Üryc.x-.g-s»)
\  ^--------Nexor property plenix
' Style and disposition plenix
Fig 5.45 Particulars o f the fanning function
5.5.1 Mode
The first parameter of the farming function is an integerian expression (see Appendix A) 
that is referred to as ‘mode’. The mode may have values specifying 1 ,2 , 11 and 12. If 
the mode is 1, the lengths of the nexors will be altered during the process, that is, the 
average length of all the nexors is used as discussed before. If  the mode is 2, the lengths 
o f the nexors are directly specified at the begiiming of the fanning process. The 
significance of values 11 and 12 in the mode is described below:
Subsequent to the performance of a farming process, the resulting nexorade may be 
taken as the starting point of another fanning process, for which the conditions, e.g. 
support conditions or mutation rate, can be changed. To carry out this ‘refanning’ 
process, the mode value 11 or 12 is used. These values correspond to the mode values 1 
and 2, respectively. The elementary configuration is again used as the argument to 
provide the compretic information [29]. The information on the previous resulting 
nexorade is kept in a file, namely fanconf.out.
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The mode values are given in Table 5.9.
Table 5.9 Mode values
Average length Specified length
Normal 1 2
Continuous 11 12
5.5.2 Style and Disposition Plenix
An example of a ‘style and disposition plenix’ is
~{pi,P2, {[1,1],[1,2]}}~
where pi and p2 are formex expressions, the value of each representing one or more 
‘nodes’ of the elementary configuration. The last panel of the plenix is referred to as the 
‘style and disposition quantic panel’ indicating how to form the ‘fans’ at nodes specified 
by Pi and p2. The quantic panel is a formex expression whose value is a cantle or an 
ingot. The number of the signets in the quantic panel is the same as that in the node 
panels. For instance, in the current example, two signets are involved, namely [1,1] and
[1,2], corresponding to pi and p2, respectively. When an ingot is used for the quantic 
panel, the equivalent form for the current example will be
~ { p i , P 2 ,  [1,1;1,2]}~
Each signet contains two numbers; the first uniple represents the ‘style’ of the fan and 
the second one specifies the ‘disposition’ of the nexor ends at the fan, as further 
discussed later.
Consider Fig 5.46 showing two styles o f the creation of fans from a node of the 
elementary configuration. In this figure, each nexor is represented by a vector directed 
outward from the fan. When these vectors are assumed to be forces, the fan shown in 
Fig 5.46(a) has the tendency to rotate around the centre in the leftward direction. In this 
sense, the style of the fan is referred to as being ‘leftward’ and the fan may be referred 
to as a ‘left fan’ or a ‘leftward fan’. In contrast, the fan shown in Fig 5.46(c) is referred 
to as a ‘right fan’ or a ‘rightward fan’ since it has the tendency to rotate in the rightward
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direction. When the first uniple of the signet of the quantic panel is 1, left fans will be 
created at the corresponding nodal positions of the elementary configuration. If the 
uniple is 2, right fans will be created. The upward direction of Fig 5.46 is the z positive 
direction of the global Cartesian coordinate system of the elementary configuration. 
When the elementary configuration is not in the x-y plane, its projection onto this plane 
has to be considered.
4 1 4 1
FanningFanning
33 23 22
(a) Left fan (b) Elementary configuration 
Fig 5.46 Styles o f a fan
(c) Right fan
When a nexor end touches another nexor at its intermediate point, two types of 
arrangements of the nexors are possible. When a nexor end is ‘above’ the other nexor, 
then it is said to be in the ‘up-position’ and when the nexor end is ‘below’ the other 
nexor, then it is said to be in the ‘down-position’, as shown in Fig 5.47. The term 
‘disposition’ of a nexor end refers to the state of being in an up-position or a down- 
position. Also, shown in Fig 5.47 are two fans with the nexorades in up-position and 
down-position.
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Nexor end in up-position
Engagement length
Engagement length
M ^
Œ
Nexor end in down-position
(b) down-position(a) up-position
Fig 5.47 Dispositions of nexor ends
In this work, it is assumed that the elementary configuration is specified relative to a 
right-handed Cartesian coordinate system (the global coordinate system) and that the 
positive and negative directions of the z-axis will determine the sense of ‘up’ and 
‘down’ with respect to the style of the fans and the disposition of the nexor ends.
When the second uniple of the signet of the style and disposition quantic panel is 1, all 
the nexor ends at the corresponding nodes will be in the up-position. If  the uniple is 2, 
the nexor ends will be in the down-position.
The general form of the style and disposition plenix is 
~ { p i , P 2 ,  . . . ,P n ,  { [s d i] ,  [sd2], . . . ,  [s d n ]} }~
or
'{pi,P2, ...,Pn, [sdi; sd2: ...; sd„]}'
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where pi represents the ith node panel and sdi is the signet specifying a style and a 
disposition for the corresponding nodes.
5.5.3 Invariant Constraint Plenix
The form of the ‘invariant constraint plenix’ is similar to that o f the traviation function. 
An example of this plenix is
~{P1,P2,P3, {[0,0,1], [1,1,1], [1,0,1]}}-
where pi, p2 and p3 are formiees representing one or more ‘support points’ which are to 
be constrained during the fanning process. The last panel of the plenix is referred to as 
the ‘invariant constraint quantic panel’ where each signet represents the constraint 
condition for the supports specified by the corresponding node panel. A uniple 0 in the 
signets represents the absence of constraint and a uniple 1 means the presence of 
constraint. As for the invariant constraint quantic panel of the traviation function, a 
cantle can also represent the quantic panel in the current example, that is,
~{Pn P2, P3, [0,0,1;1,1,1;1,0,1]}~
It is important to know that the form of a node panel for the fanning function is different 
from that for the traviation function. For instance, an example of pi is given by
{[1,3,1,2], [2,3,3,0], [8,3,4,4],... [2,3,1,2]}
As shown in this example, the grade o f this formex is four. The first three uniples of 
each signet indicate a nodal position of the elementary configuration and the fourth 
uniple indicates the element number related to the node represented by the first three 
uniples. An example of this element numbering system is demonstrated in Fig 5.48 
where four elements are involved.
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Outward vector
N^rojection of the elementary configuration 
Node
x-y plane (z direction is out of paper)
Fig 5.48 Element numbering system
As shown in the figure, the elements at a node of the elementary configuration are 
numbered. To do this, the elementary configuration is projected onto the x-y plane and 
the angle o f each projected element with respect to the x-axis is considered in the anti­
clockwise direction. In terms of these angles, the ‘closest’ element to the x-axis is 
numbered 1 and the other elements are numbered subsequently. Using this numbering 
system together with the coordinates of the nodal position, one can specify which nexor 
end is to be constrained. For example, the first signet in the current node panel, that is,
[1,3,1,2]
represents the end of the second nexor at the nodal position (1,3,1) of the elementary 
configuration. When the fourth number is zero, such as the second signet of the example
[2,3,3,0],
all the ends at the position (2,3,3) are to be constrained. That is, this signet is equivalent 
to
{[2,3,3,1], [2,3,3,2], [2,3,3,3], [2,3,3,4],...}
The general form of the invariant constraint plenix is
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~ { p i , P 2 ,  . . . , P n ,  { [ i C l ] ,  [ i C 2 ] ,  . . . ,  [ i C n ] } } ~
or
~{pi,P 2, . . . , p n ,  [ici; ic2; ...; i c j } -
where pi, p2, ..., Pn are node panels and ici, ic2, ..., icn are signets representing the 
corresponding invariant constraint conditions, where pi corresponds to ici, p2 
corresponds to ic2 and so on.
5.5.4 Nexor Property Plenix
The fourth compulsory parameter is called the ‘nexor property plenix’. An example of 
this parameter is
- { p i ,  p 2 ,  {[0.01, 30, 0.2, 0.2], [0.02,40, 0.1, 0.2]}}-
This particular plenix consists of three panels, namely two ‘nexor panels’ pi and p2, and 
a ‘nexor property quantic panel’ that is given as the last one in the plenix. An example 
of the nexor panel pi is given as
{[0 ,0,0;1,1,0], [0,2 ,0;1,1,0], [2 ,0,0; 1,1,0]}
This is a formex expression representing three elements of the elementary configuration. 
The nexors specified by the panel are to be characterised by the first signet o f the 
quantic panel
[0.01,30, 0.2, 0.2]
/  f  \ \
Diameter Length Ratio Ratio 
D L LjXi LjXi
Fig 5.49 Particulars of the nexor property quantic panel
where four dimensions of the nexors are specified, namely the diameter (D), the length 
(L), the ratio of the engagement length i to L (^,/L) and the ratio o f the engagement 
length j to L (Xj/L). The engagement lengths X[ and Xj are as shown in Fig 5.50. The 
ends i and j in the figure are determined when the elementary configuration is
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generated. The nexor end with the smaller nodal number is considered to be the end i 
and the other end is considered to be as end j.
Nexor
End j 
Engagement length j
\
End
\  \
Engagement length i^
Fig 5.50 Engagement lengths i and j
The second signet o f the quantic panel characterises the nexors specified by p2 in a 
similar manner. Therefore, using the nexor property plenix, one can control the 
dimensions o f the nexors as required. It should be noted that the specified length of 
nexors will be ignored when mode 1 is used since in this case the lengths of nexors are 
controlled during the fanning process. Only when mode 2 is used, the lengths of nexors 
as specified by the nexor property panel will be used.
The general form of the nexor property plenix is
~{pi,P2, . ..,pn, {[npi], [np2], .. . ,  [npn]}}~ 
or
~{pi,P2, ...,pn, [npi;np2; . . . ;n p n ]}-
where pi, p2, ..., pn are nexor panels and npi, np2, ..., np„ are signets representing the 
dimensions of the corresponding nexors. It should be noted that all the elements of the 
elementary configuration must be involved in the nexor property plenix. In other words, 
the dimensions o f the nexors must be specified for the fanning process.
Yoshihiko Kuroiwa 275
Chapter 5 Fanning Function Ph.D. Thesis
5.5.5 Option
The last parameter of the fanning function is referred to as the ‘option panel’ and can he 
omitted. This parameter contains seven values, most of which are related to the genetic 
algorithm procedure. Actually all the values have been explained in Section 4.7.5 for the 
traviation function. The option panel for the fanning function is o f the form
Number of chromosomes Convergence toleranee Phasing ratio
in the population |
[1000, 200, 0.01,1 e-5, 20, 0.2,10]
Mutation rate Number of generations
Maximum number of Confirmation count for display 
generations
Fig 5.51 Particulars of the option panel
When the option panel is not given, the default values are used for the fanning process. 
Their values are the same as those of the traviation function as shown in Table 5.10.
Table 5.10 Default values in option panel
Maximum number o f generations Number of genes x 100
Number of chromosomes in the population 100
Mutation rate 0.01
Convergence tolerance le-5
Confirmation count 20
Phasing ratio 0.2
Number of generations for display 10
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5.5.6 Output Files
The fanning function will create four output files, namely fan.fmx, fandata.out, 
fanhist.out and fanconf.out. Each of these files is created in the current folder and 
contains information on the last fanning process. Details are as follows:
■ Fan.fmx: The resulting nexorade is saved as a binary formex file under this file 
name.
■ Fandata.out: The details of the procedure for the fanning process such as total 
number of the generations, total number of mutations and drift value are recorded in 
this file.
■ Fanhist.out: This file contains the history data with regard to the fitness value (drift). 
All the fitness values in the file are normalised with respect to the initial fitness 
value of the elementary configuration.
■ Fanconf.out: The information in this file is used for the continuous mode as 
described in Section 5.5.1.
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5.6 Examples
Six applications of the fanning function are illustrated in Figs 5.52 to 5.57. In each of 
these figures, an elementary configuration and its resulting nexorade are shown together 
with their Formian schemes. The nexors in the figures are represented by their central 
axes.
(*) Elementary Configuration (*) 
dear; m=6;
eiem=rosad(1,1 ,m,360/m)|[0,1,0;1,1,0]; 
fxnod=rosad(1,1 ,m,360/m)|[0,1,0]; 
use&,c(1,43),vm(2),vh(0,0,1.5,1,1,0,1,1,1); 
draw eiem#fxnod;
(a) Elementary configuration
(*) Fanning (*) 
dear; mode=1;
po=pex|med|eiem; vaip=~{po,[1,1]}~; 
dia=0.05; ien=1.0; iami=0.2; iamj=0.2; 
nexp=~{struct,[dia,ien,iami,iamj]}~; 
fx=pan(4,1 )|fxnod; inv=~{fx,[1,1,1]}~; 
ngen=10000; npop=100; mrate=0.01; 
covt=1e-5; confc=20; phar=0.2; ndraw=10; 
option=
[ngen,npop,mrate,covt,confc,phar,ndraw]; 
nex=fan(mode,vaip,nexp,inv,option)|eiem; 
use c(1,12); 
draw nex#fxnod;
(b) Resulting nexorade
Fig 5.52 Example A
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(*) Elementary Configuration (*) 
clear; n=2; h=1; 
t=(sqrt|3)/2;
e=rosad(t,1,3,120)|[t,0,0;t,1,0]; 
elem=genid(n,n,2*t,1.5,t,-1 )|e; 
fxnod=
rosad(n*t,(n+1)/2,3,120)|rin(1,n,2*t)|[t,0,0]; 
aa=fxnod#[n*t,(n+1 )/2,0]; 
bb=fxnod#[n*t,(n+1 )/2,hj; 
elem=nov(3,aa,bb)|elem; 
use &,c(1,43),vm(2),vh(1 ,-2,2,0,0,0,0,0,1); 
draw elem#fxnod;
(a) Elementary configuration
(*) Fanning (*) 
clear; mode=1;
po=pex|med|elem; valp=~{po,[1,1]}~; 
dia=0.05; len=1.5; lami=0.3; lamj=0.3; 
nexp=~{elem,[dia,len,lami,lamj]}~; 
fx=pan(4,1)|fxnod; inv=~{fx,[0,0,1]}~; 
ngen=10000; npop=100; mrate=0.01; 
covt=1e-5; confc=20; phar=0.2; ndraw=10; 
option=
[ngen,npop,mrate,covt,confc,phar,ndraw]; 
nex=fan(mode,valp,nexp,inv,option)|elem; 
use c(1,12); 
draw nex#fxnod;
(b) Resulting nexorade
Fig 5.53 Example B
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(*) Elementary Configuration (*)
clear; m=3; n=3; h=1;
elem=rinid(m-1 ,n,1,1 )|[1,0,0;1,1,0]#
rinid(m,n-1,1,1 )|[0,1,0;1,1,0];
fxnod=rinid(m-1,2,1 ,n)|[1,0,0]#
rinid(2,n-1,m,1)|[0,1,0];
aa=fxnod#[1.5,1.5,0]; bb=fxnod#[1.5,1.5,h];
elem=nov(3,aa,bb)|elem;
use &,c(1,43),vm(2),vh(-5,1,5,0,0,0,0,0,1 );
draw elem#fxnod;
(a) Elementary configuration
(*) Fanning (*) 
clear; mode=1;
po=pex|med|elem; valp=~{po,[1,1]}~; 
dia=0.05; len=1.0; lami=0.3; lamj=0.3; 
nexp=~{elem,[dia,len,laml,lamj]}~; 
fx=pan(4,1)|fxnod; inv=~{fx,[0,0,1]}~; 
ngen=10000; npop=100; mrate=0.01; 
covt=1e-5; confc=20; phar=0.2; ndraw=10; 
option=
[ngen,npop,mrate,covt,confc,phar,ndraw]; 
nex=fan(mode,valp,nexp,inv,option)|elem; 
use c(1,12); draw nex#fxnod;
(b) Resulting nexorade
Fig 5.54 Example C
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(*) Elementary Configuration (*)
clear; m=2; n=1; h=1;
a=rin(1 ,m,2)|rosad(1,1 )|[0,0,0;1,1,0];
b=rinid(m-1,2,2,3)|[2,-1,0;2,0,0];
elem=pex|rin(2,n,3)|(a#b);
fxnod=rinid(2,n,2*m,3)|{[0,0,0],[0,2,0]}#
rinid(m-1,2,2,3*n+1 )|[2,-1,0];
aa=fxnod#[2,1,0]; bb=fxnod#[2,1 ,h];
elem=nov(3,aa,bb)|elem;
use &,c(1,43),vm(2),vh(0,2,1.5,1,1,0,1,1,1);
draw elem#fxnod;
(a) Elementary configuration
(*) Fanning (*) 
clear; mode=1;
po=pex|med|elem; valp=~{po,[1,1]}~; 
dia=0.05; len=2; lami=0.3; lamj=0.3; 
nexp=~{elem,[dia,len,lami,lamj]}~; 
fx=pan(4,1 )|fxnod; inv=~{fx,[0,0,1 ]}~; 
ngen=10000; npop=100; mrate=0.01; 
covt=1e-5; confc=20; phar=0.2; ndraw=10; 
option=
[ngen,npop,mrate,covt,confc,phar,ndraw]; 
nex=fan(mode,valp,nexp,inv,optlon)|elem; 
use c(1,12); 
draw nex#fxnod;
(b) Resulting nexorade
Fig 5.55 Example D
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(*) Elementary Configuration (*)
clear; m=5; n=5; h=1;
elem=rinid(m-1 ,n,1,1 )|[1,0,0;1,1,0]#
rinid(m,n-1,1,1 )|[0,1,0;1,1,0];
fxnod=rinid(m-1,2,1 ,n)|[1,0,0]#
rinid(2,n-1,m,1)|[0,1,0];
aa=fxnod#[m/2, n/2,0] ; bb=fxn od#[m/2, n/2, h] ;
elem=nov(3,aa,bb)|elem;
use &,c(1,43),vm(2),vh(-5,1,5,0,0,0,0,0,1 );
draw elem#fxnod;
(a) Elementary configuration
(*) Fanning (*) 
clear; mode=1;
po=pex|med|elem; valp=~{po,[1,1]}~; 
dia=0.05; len=1.0; lami=0.3; lamj=0.3; 
nexp=~{elem,[dia,len,lami,lamj]}~; 
fx=pan(4,1)|fxnod; inv=~{fx,[0,0,1]}~; 
ngen=100000; npop=100; mrate=0.01 ; 
covt=1e-5; confc=20; phar=0.2; ndraw=10; 
option=
[ngen,npop,mrate,covt,confc,phar,ndraw]; 
nex=fan(mode,valp,nexp,inv,option)|elem; 
use c(1,12); 
draw nex#fxnod;
(b) Resulting nexorade
Fig 5.56 Example E
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(*) Elementary Configuration (*) 
clear; m=4; n=3; h=2; 
a=rin(1 ,m,2)|rosad(1,1 )|[0,0,0;1,1,0]; 
b=rinid(m-1,2,2,3)|[2,-1,0;2,0,0]; 
elem=pex|rin(2,n,3)|(a#b); 
fxnod=rinid(2,n,2*m,3)|{[0,0,0],[0,2,0]} 
#rinid(m-1,2,2,3*n+1 )|[2,-1,0]; 
aa=fxnod#[4,4,0]; bb=fxnod#[4,4,h]; 
elem=nov(3,aa,bb)|elem; 
use&,c(1,43),vm(2),vh(0,2,1.5,1,1,0,1,1,1); 
draw elem#tknod;
(a) Elementary configuration
(*) Fanning (*) 
clear; mode=1;
po=pex|med|elem; valp=~{po,[1,1]}~; 
dia=0.05; len=2; lami=0.3; lamj=0.3; 
nexp=~{elem,[dia,len,lami,lamj]}~; 
fx=pan(4,1)|fxnod; inv=~{fx,[0,0,1]}~; 
ngen=10000; npop=100; mrate=0.01; 
covt=1e-5; confc=20; phar=0.2; ndraw=10; 
option=
[ngen,npop,mrate,covt,confc,phar,ndraw]; 
nex=fan(mode,valp,nexp,inv,option)|elem; 
use c(1,12); 
draw nex#fxnod;
(b) Resulting nexorade
Fig 5.57 Example F
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Table 5.11 Results of the examples
Total number of 
generations
Total number of 
phases Final drift
Average
gap Gap/D
Example A 1894 15 4.850e-4 5.910e-5 0.12%
Example B 6376 15 4.537e-4 7.629e-5 0.15%
Example C 6880 14 2.978e-4 5.895e-5 0.12%
Example D 8202 15 4.849e-4 8.964e-5 0.18%
Example E 100000 13 1.601e-2 5.609e-3 11.22%
Example F 646 1 1.441e-l 6.656e-2 133.12%
Table 5.11 shows the actual results of the fanning process for the examples A to F in 
Figs 5.52 to 5.57. The values in the table are for the particular cases since the fanning 
process is based on a random procedure.
For each example, the final drift value and the average gap o f the nexor ends are shown 
in the fourth and fifth columns of the table, respectively. To evaluate the accuracy of a 
resulting nexorade, the ratio of the average gap to the diameter of nexors is shown in the 
sixth column of Table 5.11. These values show that all the resulting nexorades, except 
for Examples E and F, are acceptable results in practice. That is, the error o f the fanning 
process is less than 1% of the diameter of the nexors as shown in the table. However, as 
far as Examples E and F are concerned, their errors are 11.22% and 133.12%, 
respectively. These results are not acceptable.
The inaccuracies in Examples E and F are due to different reasons. To elaborate, the 
fanning process for Example E was not terminated by the convergence criterion but by 
the maximum number of generations (100000 generations). In contrast, the fanning 
process for Example F was stopped by the convergence criterion. For this reason, there 
is a possibility that Example E may converge to an acceptable result if  the fanning 
process is carried on. This is implied by the total number o f phases in the third column 
of Table 5.11, since as compared with the other successful examples, the number of 
phases is smaller than the others. Therefore, another one or two additional phases may 
give rise to an acceptable solution. On the other hand. The fanning process for Example 
F failed completely. The process was attempted several times but none of these 
succeeded.
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Actually, the configuration o f Example E is a large version of Example C. Also, the 
configuration of Example F consists of six units, one of which was obtained in the 
attempt of Example D. These results imply that when a large number of nexors are 
involved, the proposed process of fanning cannot obtain the required nexorade or would 
take a long time to obtain accurate results. The reason for this problem is not known. 
However, as can be seen from Figs 5.56 and 5.57, the resulting nexorades of Examples 
E and F are ‘close’ to the required shapes. Therefore, it can be said that the proposed 
fanning process is able to find the ‘locality of the fitness landscape’ where the global 
solution exists.
5.7 Conclusions
The concept of a nexorade was described in this chapter. This type of structure is 
considered to have a number of beneficial characteristics in practice [49]. However, in 
general, it is not simple to find the geometry o f a nexorade. To solve this problem, the 
genetic algorithm was used.
The process of finding the shape of a nexorade was described through simple examples. 
The new aspects of this fanning process may be summarised as follows:
■ Using the concept of the elementary configuration, one can arrange a number of 
nexors such that the required nexorade will be obtained. This process is considered 
as an efficient method for the generation of nexorades.
■ The genetic algorithm is found to be suitable for the fanning process. The proposed 
fanning process has been developed using a number of concepts including the 
fitness function ‘drift’.
■ The fanning process has been implemented through a standard function of the 
programming language Formian. Therefore, all the concepts o f formex algebra can 
be used to generate the elementary configuration of a nexorade.
■ A number of examples of the application of the fanning function have been shown. 
They illustrate the possibility of generating new geometry of the nexorades.
■ The proposed fanning procedure can generate accurate geometry for nexorades with 
a small number of nexors. However, when a large number o f nexors are involved, it 
is still difficult to obtain an accurate shape for this type of structure.
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CHAPTER 6 
Conclusions and Suggestions for 
Future Work
6.1 Introduction
This chapter contains the summary and conclusions o f the study in this thesis. 
Following these, a number o f suggestions for future work will be given.
6.2 Summary
In this thesis, the optimisation process in relation to geometry was considered using the 
genetic algorithm, which is known as one o f the most robust optimisation techniques. 
The main subject tackled in this thesis was the régularisation of element lengths. To this 
end, the studies described below have been considered:
Chapter 1 provided an introduction to the topics that were relevant to the study in this 
thesis, namely ‘space structures’, ‘configuration processing’, ‘grid patterns for lattice 
space structures’ and ‘optimisation techniques’.
Chapter 2 was devoted to the description of the basic concept of random numbers and 
the method of generating random numbers. The random number generator employed for
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the current study was a type of PMMLCG, which has been investigated in depth and is 
one of the most reliable random number generators. Another reason of its employment 
is that the operation of this type of generator is simple and fast. Since many thousands 
of random numbers are generated during a typical process of genetic algorithm, this fast 
generation of random numbers is important. The random number generator employed 
was subjected to two primary tests, which concluded that it was able to generate 
acceptable random numbers.
In Chapter 3, the fundamental processes of the genetic algorithm were proposed for the 
research in this thesis, that is:
■ initiation,
■ pairing,
■ mating,
■ replacement and
■ termination.
The above processes were discussed through a number of illustrative examples. It was 
found that the proposed algorithm was capable o f finding the global optimum even 
when a number of local optimums existed. This algorithm has been implemented as a 
standard function of Formian, namely the ‘natum function’.
The geometric optimisation process regarding the régularisation o f element lengths was 
studied in Chapter 4, namely the ‘traviation process’. The genetic algorithm proposed in 
Chapter 3 was applied to this optimisation because of its robustness and capability of 
finding the global optimum. To achieve the traviation process, a number o f new 
concepts were introduced, that is,
■ phasing process,
■ manipulation of nodal constraints and
■ convergence and phasing criteria based on nodal movements.
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Normally the genetic algorithm involves a number of parameters each of which has 
influence on the resulting configuration. These parameters were investigated so that an 
acceptable solution will be obtained. Although the investigation on the parameters was 
carried out under limited conditions, the information derived from the results is 
invaluable, see Section 4.6.
The results obtained in Chapter 4 showed that the traviation process was capable of 
generating the optimised geometry in terms of element lengths. This process has been 
implemented as a standard function of Formian, namely the ‘traviation function’. This 
function allows one to carry out the traviation process with respect to any configurations 
that are generated in formex configuration processing. This means that all the concepts 
in this field are available for generating the initial configuration for the traviation 
process. Also, the traviated configuration may be handled by other concepts of formex 
algebra.
The genetic algorithm proposed in this thesis was found to be suitable for other 
configuration processing. In particular, this algorithm was applied to the generation of 
‘nexorades’, see Chapter 5. To this end, a fitness function, referred to as ‘drift’, was 
introduced and the other related techniques were established. The proposed algorithm is 
referred to as the ‘fanning process’ and has been implemented as a standard function of 
Formian, namely the ‘fanning function’.
Although the geometry o f nexorades is complex and is generally difficult to obtain, the 
results of the fanning process showed that this process was able to generate a nexorade 
with a small number of nexors. However, it was found that the resulting nexorades with 
a relatively large number of nexors did not have enough accuracy. Nevertheless, the 
results o f this attempt provide a hope that the genetic approach may make it possible to 
find the geometry of general nexorades.
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6.3 Conclusions
Two attempts at geometric optimisation with respect to different aspects have been 
studied, namely the traviation and fanning processes. Both processes are based on the 
genetic algorithm that has been revised in this thesis. This algorithm is so versatile that 
it can be applied to other geometric optimisations by modifying or adding some 
concepts in the manner described when the fanning process was established from the 
traviation process. Although the field of the geometric optimisation is still challenging, 
the results o f the attempts have shown the effectiveness o f this new design approach. 
Since computers and numerical techniques are rapidly developing, it is expected that the 
geometric optimisation will be carried out with reliability and more effectiveness. From 
this point of view, geometric optimisation may become one of the normal design 
approaches in the future. The research in this thesis is a step towards this future 
possibility.
6.4 Suggestions for Future Work
Suggestions for future work are given in the sequel in terms o f the traviation and 
fanning processes.
6.4.1 Traviation Process
Let it be supposed that a double-layer lattice space structure is subjected to the 
traviation process to regularise its element lengths (For instance, see Section 4.8.4). In 
this case, the lengths of all the elements o f the configuration are expected to become 
similar one to another since they are equally manipulated. However, there are three 
types of elements in such a double-layer lattice space structure, namely the top-layer, 
bottom-layer and web elements. Thus, it would be preferable that the element lengths in 
each group were regularised to a similar size. But, it is not necessary to regularise all the 
elements of the configuration to a similar length since, in general, the lengths o f web 
elements tend to be different from those of the others. Therefore, this type of 
régularisation would be useful from the practical point of view. To this end, a suitable 
fitness function must be found.
Although the régularisation of element lengths was mainly considered in this thesis, the 
concept of the traviation process is applicable to other geometric optimisations. For
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instance, a grid pattern of a configuration may be optimised so that the cost o f its joints 
will be reduced, see Section 1.4. This application of the traviation process will give rise 
to a gain in profits since the cost of joints in space structures is relatively high. But, this 
approach is opposite to the ordinary method for designing structures. That is, the cost of 
joints is normally an outcome of designing a space structure since the process of 
designing a lattice space structure tends to be carried out from the architectural point of 
view.
Compared with this, the approach of traviation is unusual and also difficult to achieve 
since finding geometry in the current context is a highly non-linear optimisation 
problem. Nevertheless, because of the capability of the genetic algorithm, this approach 
to designing structures was found to be viable and may be carried out so that various 
aspects of space structures will be improved, for example:
■ Minimisation of the sum of all the element lengths
■ Minimisation/regularisation of the size of the joints
■ Régularisation of the size of the cladding/secondary elements
To achieve each case, an appropriate fitness function must be found, or a fitness 
function that involves all the above aspects may be used. However, finding a suitable 
fitness function is not always easy and this is worth researching in future work. Once a 
suitable fitness function is found, the traviation process may be suitable to achieve a 
complex geometric optimisation. In this sense, the approach of traviation has high 
potential.
6.4.2 Fanning Process
It was found that the fanning process proposed in this thesis was capable of generating 
nexorades, see Chapter 5. However, when the number of nexors increases, the 
nexorades generated in the fanning process tend to have ‘errors’ and may not be 
accurate enough. The reason for this problem is not certain and should be investigated 
in future work. Two thoughts regarding the above problem are given below:
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■ During the fanning process, the range of the regions for nodes is reduced to get the 
process to converge quickly. Although this phasing process works properly with the 
traviation process, the same method may be unsuitable for the fanning process. If so, 
the ends of nexors may be ‘stuck’ due to too small regions being available and thus 
the resulting nexorade may lose its accuracy.
■ Another possible cause for the problem is the length modification, see Sections 5.3.4 
and 5.4.3. This operation causes sudden changes in genes in child chromosome, 
which is effectively similar to the mutation process with a high mutation rate. This 
means that the genes in the child chromosome are modified randomly and thus it 
may lose important information inherited from its parents.
In the fanning process, the lengths of nexors are specified in two ways, namely modes 1 
and 2, see Section 5.5.1. To elaborate, when the former mode is used, all the nexors in a 
nexorade will be identical in length, see Section 5.3.4. Therefore, this method cannot 
generate a nexorade with various nexor lengths. On the other hand, when mode 2 is 
used, a nexorade with different nexor lengths may be generated. To that end, the length 
of each nexor needs to be specified. However, in such case, the resulting nexorade may 
have ‘large errors’ since the lengths of nexors will remain unchanged and never be 
modified during the fanning process, see Section 5.4. From these viewpoints, the 
fanning process proposed in this thesis is limited.
In general, a nexorade can consist of a number of nexors of different lengths [51] and 
thus another strategy will be required to produce such a general nexorade. To achieve 
this, it may be a good idea to involve the lengths o f nexors in the chromosomes as 
genes. Then, their values will ‘evolve’ during the fanning process so that the required 
nexorade will be obtained.
In a similar manner, it is also possible that the engagement lengths of nexors are 
involved in the chromosomes as genes. This approach may make it possible to generate 
more elaborate nexorades.
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A; Integerian
An ‘integerian value’ is either an integer value or a floatal value that is close to an 
integer value. In this context, a floatal value V is considered to be close to an integer 
value provided that
abs|(V-ric|V)<le-5
where the functions ‘abs’ and ‘ric’ are formex functions representing an absolute value 
and a rounded integer value of their arguments, respectively.
The term ‘integerian expression’ is used to mean a numeric expression that has an 
integerian value. Similarly, each term of ‘integerian number’, ‘integerian constant’, 
‘integerian variable’, ... is used in the sense of ‘having an integerian value’. For 
instance,
2.8e6
and 3e5
are integerian constants and if  m=144 and n=7.6 then 
m+7, 
m 2^,
(sqrt|m)/3 
and 4-(n*5) 
are integerian expressions.
For any formex function designator or use-item, if  a parameter is required to have an 
integer value, then this value can be provided through an integerian expression. In this 
case, if the value of the integerian expression is V, then the value of the parameter is 
obtained as ric| V, where it will be required that
abs|(V-ric|V)<le-5 
For instance, if  t=16, then the Formian statement
Yoshihiko Kuroiwa 293
Appendix A: Integerian______________________________________________ Ph.D. Thesis
f  = rinid(t/2,sqrt|t, 1.5,1.7)| [ 1,1 ; 1.5,2];
is acceptable. Here, the first two parameters of the rinid function [29] require integer 
values and since the floatal expressions t/2 and sqrt|t are valid integerian expressions 
then the required integer values are obtained as ric|(t/2) and ric|(sqrt|t). Thus, the 
statement will be taken to be equivalent to
f=rinid(8,4,1.5,1.7)|[l,l;1.5,2];
However, the statement
f  = rinid(t/3,sqrt|t, 1.5,1.7)|[1,1 ; 1.5,2]; 
is not acceptable because t/3 does not have an integerian value (t/3=5.333...).
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B: Mandate
‘Mandate’ is a new concept which is used for the natum and traviation functions. In this 
appendix, the general form of mandate is described together with the process of its 
installation.
B.l Form of Mandate
Consider the string variable shown in Fig B .l. This string variable is an example of a 
‘mandate’, whose particulars are illustrated in the same figure.
—1—  Variables /-----Semicolons------ \
’[ : v l ,v 2 ,v n : v l+ 3 * v 3  = cos|(v2 + 3)+vl;v2+3<=vl*tan|a+2;
Register
-Numeric relations-
Fig B .l An example of a mandate
This mandate contains one or more than one ‘numeric relation’ preceded by a ‘register’, 
see Fig B .l. To elaborate, the first part of the string that is enclosed by colons is the 
register and the remaining part comprises a number of numeric relations.
In the register of the above mandate, n variables, v l, v2, ..., vn, are listed with n-1 
commas being used as separators for them. A register must contain at least one variable, 
but there is no upper limit for the number of variables. The names o f variables are given 
by user and these may be used in the following numeric relations. In most cases, the 
register defines the ‘space’ with which the numeric expressions are associated. That is, 
the number of dimensions of the space is equal to the number of variables in the 
register.
In the example of Fig B .l, only the first two numeric relations are described and the 
others are not shown. As can be seen from the figure, when more than one numeric 
relation is involved, a semicolon is used to separate two successive relations. Now, the 
two numeric relations shown in Fig B.l are elaborated in Fig B.2.
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Left expression Right expression Left expression Right expression
vl+3*v3=cos|(v2+3)+vl ; v2+3<=vl*tan|a+2
-Numeric function f  /  t
Relational operators ' ^ Numenc function
Fig B.2 Numeric relations in the mandate
Here, it is seen that each numeric relation consists of three parts, namely the ‘left 
expression’, the ‘right expression’ and the ‘relational operator’. The relational operator 
for the first numeric relation of Fig B.2 is equality, that is, ‘= ’ and the second one uses 
inequality, that is, ‘<=’. Six relational operators are available for numeric relations, that 
is,
!= not equal to
= equal to
<= less than or equal to
< less than
>= more than or equal to
> more than
The left and right expressions in the mandate may contain a number o f parameters, 
formex variables and numeric ftinctions. In the case o f Fig B.2, parameter ‘a ’ and two 
numeric ftinctions, ‘cos’ and ‘tan’, are used. In the same manner as the ordinary scheme 
for Formian, the parameters and formex variables that are involved in mandates must be 
specified before they are used. The numeric ftinctions available for mandates are listed 
in the function of ‘ftincrecg’ as can be found in the source code of ‘polish.c’ and if  
needed, one can add a new function to the list.
Mandate is an interface between Formian and users, and allows one to control the 
formex configuration by means of numeric expressions. Since numeric expressions are 
versatile, a large number of possibilities will arise by using the concept of mandate, see 
Sections 3.5.1 and 4.7.3. In the following section, the actual process o f installation of 
mandate is explained.
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B.2 Installation of Mandate
Consider the following two equations:
z  =
.......................................................... B.l
z = tanx + ^sin(y + 2)
B.2
Suppose that particular values 45.32 and 76.84 are given for the variables o f x  m d y .  In 
this case, the corresponding values for z will be obtained from the above equations, that 
is,
26.72960 and 2.001733
This process is now carried out by a formex function, namely the ‘getans function’. That 
is, the equations under consideration are passed to the function in a form of mandate and 
the values for x and j  are given as its parameters, see the following scheme:
x=45.32; y=76.84;
M=’[:x,y,z:z=x'^2/y;z=tanIx+sqrt|(sin|y+2)]’;
ans=getans(x,y)|M ;
give ans;
Then, the formex ‘ans’ will be obtained as 
ans=[2.672960E +001, 2 .001733E+000];
The source code o f the getans function is shown in Fig B.3. This source code contains a 
number of entities that are essential to the application o f mandate. These entities are 
explained in the sequel.
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/* Source code of the getans function */
#include <stdio.h>
#include <stdlib.h>
#include <string.h>
#include "formian.h"
#include "mandate.h"
#define MAXP 10 /* Maximum Limit for the Number of Parameters */
extern USE ITEM u; 
extern VALUE TABLE *value_table; 
extern VARIABLE TABLE var; 
extern int error_sfatus[10];
int getans(int n,int *v)
 ^ FMX Ff;
MANDATE *m;
char *string,*para[MAXP+1];
int ij,k,r;
double value[MAXP+1]:
/* Reading Parameters */ 
value[0]=v[01:
if(v[0]>MAXP){error status[0]=20; error rtn(4000);} 
for(|=1;i<=v[0]-i++){“
if(value_table[v[i]].type==1 ) value[i]=(double)value table[v[i]l.u.i: 
e lse  if(value_fable[y[i]].type==2) value[iJ=value_ta51e[v[i]J.u.T;
 ^ e lse  {error_status[0]=30; error_rtn(4000);}
/* Reading Mandate */
if (value_table[v[v[0]+1]].type==4){string=value_table[v[v[0]+1]].u.string;} 
else{
for(i=1 ;i<=var.max;i++){
if(strcmp(value table[v[v[01+1]].name,var.table[i].name)==0){ 
if(var.table’[i]-ordv==4){string=var.tableni.u.string; break;}
 ^ e lse  {error_status[0]=50; error_rtn(4000);}
/* Opening Mandate */
if((m=(MANDATE*)malloc(sizeof(MANDATE)))==NULL){
error_status[0]=10;error_rtn(4000);}
mandate_open(string,m);
/* Opening Formex */ 
file_name_make(f.f_name,n);
f.a_mode=2; f.fd.type=2; f.fd.grade=m->neq; f.fd.homog=1; 
f.cantle=cantle; f.cn_size=s_cantle; 
if(r=open_fmx(&f)) return(r);
/* Main Loop */ 
for(i=1 ;i<=m->neq;i++){ 
k=1;
for(j=1 ;j<=m->nva;j++){
if(j==m->eq[i].type) continue;
*(para+k)=m->va[k].name; k++;
î.cantle[i]=(float)parsing(value,para,m->eq[i].rpolish);
lf(r=write fmx(&f)) return(r);
/* Main Loop End */
/* Closing Formex */
close_fmx(&f); value_table[n].type = 3; value_table[n].u.i = n;
/* Closing Mandate */ 
m andate_close(m); free(m);
return(O);
Fig B. 3 Source code of the getans function
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■ Lines 1 to 11 : Header files and declarations of global variables
In the first part of the source code of Fig B.3, a number of header files are included and 
some global variables are declared. To use mandates in a standard function, the header 
file of ‘mandate.h’ must be included, see line 5, since this header file specifies the new 
data type ‘MANDATE’, whose structure is illustrated in Fig B.4. Details of each 
member o f the structure will be explained later.
MANDATE
int nva : Number of variables
int neq : Number of numeric relations
VARIABLE * v a  *char name : Names of variables
EQUATION *eq — —  int ope : Indicator of relational operator
—  int ordv : Order of the dependent variable
—  *char equation : Numeric relation 
- *char Ipolish : Polish notation of left expression
—  *char rpolish : Polish notation of right expression
Fig B.4 Structure o f the data type of MANDATE
■ Lines 15 to 19: Declarations of local variables
A number of local variables are declared in these lines. Specially, line 16 should be 
noted since a variable of MANDATE is declared, namely ‘m ’, which will store all the 
information on the mandate that is passed to the getans function. Also, the variables 
declared in lines 17 and 20 will be used to deal with the mandate, namely ‘string’, ‘para’ 
and ‘value’.
■ Lines 21 to 28: Reading the parameters
These lines are performed to fill the array ‘value’ as shown below: 
value [0] = 2 
value[l] = 45.32 
value[2] = 76.84
To elaborate, the number o f parameters are stored in value[0], and the values forx  and y 
are stored in value[l] and value[2], respectively.
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■ Lines 30 to 39: Reading the mandate
These lines are devoted to the passage of the mandate that is given to the getans 
function as the argument. The mandate is indicated by a pointer of char type, namely 
‘string’.
■ Lines 41 to 44: Opening the mandate
Lines 42 and 43 are the operation of the memory allocation for the variable ‘m ’ by using 
the standard function ‘malloc’. After that, the function ‘mandate open’ is used to open 
the MANDATE data type ‘m ’ as shown in line 44. The first parameter of this function 
is the pointer ‘string’ and the second one is the MANDATE data type ‘m ’. This function 
creates all the members of the structural data type ‘m ’ and their values for the example 
under consideration will be specified as follows:
m->nva = 3 
m->neq = 2
m->va[l
m->eq[l
m->eq[l
m->eq[l
m->eq[2
m->eq[l
m->eq[l
m->eq[2
m->eq[2
Meanings of a
.name = m->va[2].name = “y”, m->va[3].name = “z”
.ope = 2, m->eq[2].ope = 2 
.ordv = 3, m->eq[2].ordv = 3 
.equation = “z=%^2/y”
.equation = “z=tan|x+sqrt|(sin[y+2)”
.Ipolish = “"z"”
.rpolish = “'Y '2 "^ 'y /"”
.Ipolish = “"z"”
.rpolish = “"x"tan|"y'sin|"2"+''sqrt|"+"”
1 the above members are shown in Fig B.4. However, some o f them are
not completely described. Additional explanations for such members are given below:
The member ‘ope’ indicates the relational operator of the corresponding numeric 
relation. That is, ‘m->eq[l].ope’ indicates the relational operator o f the first numeric
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relation and ‘m->eq[2].ope’ indicates the relational operator of the second numeric 
relation etc. The value of this member is an integer value as specified in Table B .l.
Table B .l Specification for the member of ope
Value of member ope Relational operator
1 != not equal to
2 = equal to
3 <= less than or equal to
4 < less than
5 >= more than or equal to
6 > more than
The member ‘ordv’ indicates the order of the dependent variable in the register. For 
example, variable z is the dependent variable of both numeric relations of the present 
example and thus, the values of ‘m->eq[l].ordr’ and ‘m->eq[2].ordr’ will be specified 
as 3 since z is the third variable in the register. If  the dependent variable does not exist, 
the value of the member is specified as zero. For instance, the numeric relation in the 
following mandates does not have the dependent variable and therefore the value of the 
corresponding member ‘ordr’ will be zero, see Table B.2:
y, z:x + y  = sin|x + z]'
Table B.2 Specification for the member o f ordv
Value of member ordv Type of the numeric relation
0 No dependent variable exists
Order of the dependent variable in the register Dependent variable exists
The members ‘Ipolish’ and ‘rpolish’ contain the ‘polish notations’ [53] o f the left and 
right expressions of the corresponding numeric relation, respectively. To elaborate, 
members ‘m->eq[l].Ipolish’ and ‘m->eq[2].rpolish’ represent the polish notations o f the 
left expression of the first numeric relation and the right expression o f the second 
numeric relation, respectively. Polish notation is a modified form of the numeric 
expression and this form is convenient for numerical manipulation on computers. For
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instance, consider the right expression of the first numeric relation of the present 
example, that is,
x^Hy
The form of the polish notation of this expression is 
"x"T^ "y"r
Here, and V’ are called ‘operators’ and ‘x ’, ‘2 ’ and ‘y ’ are called ‘operands’. 
Characters ‘"’ are used as the separators between these entities. This polish notation is 
read from the left to the right until an operator appears. The order o f the operators and 
operands in the polish notation has been modified such that the operands that are related 
to a certain operator will be read in advance of the operator. For instance, in the above 
case, two operands ‘x ’ and ‘2’ will be read before the operator ‘^ ’ appears and thus the 
calculation x^2 can be achieved effectively when the operator ‘^ ’ is found. After the 
calculation, the same process is repeated until the value of the numeric expression is 
obtained. This process is referred to as ‘parsing’ [53]. More information on polish 
notation and parsing is found in many references in computer science.
■ Lines 46 to 50: Opening formex f
These lines are devoted to the creation o f the formex variable ‘f  which will represent 
the resulting formex ‘ans’ in the example under consideration, see Ref. 36.
■ Lines 52 to 62: Main loop
These lines are the main process of the getans function. That is, the values for x and y  
are substituted to Equations B .l and B.2 and then the resulting values are stored in the 
formex variable ‘f .
To begin with, lines 55 to 58 are performed to let the names of independent variables be 
indicated by the set of the pointers ‘para’ as follows:
*para[l] = “x”
*para[2] =
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It should be noted that these pointers indicate only the independent variables. To skip 
the dependent variable z, line 57 is used in the source code.
The next step is ‘parsing’, which is carried out by the ‘parsing function’ of line 59. This 
function will return the value of z from the polish notation o f a numeric expression. To 
elaborate, the first parameter of this function is a pointer of the array that contains the 
values for the independent variables (that is, value), the second parameter is the set of 
pointers that indicates the names of the independent variables (that is, para) and the last 
parameter is the polish notation that is required to be ‘parsed’ by the parsing function. 
Consequently, the resulting value for z will be stored in the formex ‘f .
■ Lines 64 to 65: Closing formex f
Line 65 is for closing formex ‘f , see Ref. 36.
■ Lines 67 to 68: Closing the mandate
The function ‘mandate close’ releases all the memory that used for the member of the 
MANDATE data type ‘m ’. After this, the memory allocated by the malloc function of 
lines 42 and 43 needs to be released by the standard function ‘free’.
■ Line 71 : The end of the getans function
The value zero is returned at the end of the getans function.
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C: Vestigation Function
C.l Introduction
Consider the polynomial function o f C .l. This function has the cubic form and its form 
is rather difficult to visualise unless it is plotted. However, if  it is graphically 
represented, see Fig C .l, the shape of the curve is easily seen. This example shows that 
a graphic representation of a function is useful to understand the function visually.
/(;c) = 0 .1 x '-0 .5 x '+ l .C.l
f(x)
%
Fig C.l A numeric function
Suppose that the curve of Fig C.l is divided into ten line segments as shown in Fig C.2, 
where each segment is drawn so that its ends will be plotted on the curve of Fig C. 1. 
Because of this division, the plotted curve is no longer smooth as shown in the figure. 
However, this curve may be considered as an ‘approximation’ of the original curve.
Yoshihiko Kuroiwa 304
Appendix C: Vestigation Function Ph.D. Thesis
fW
Curve consisting of 10 line segments
Fig C.2 Approximation of the curve with 10 line segments
When the number o f the line segments increases, the accuracy of the curve under 
consideration will be improved. That is, the length of the line segments will become 
small enough to ignore the discontinuity in the curve. For instance, another 
approximation of the same function of Fig C.l is shown in Fig C.3. Since the number of 
the line segments of this representation is large, that is, 100, the discontinuity in the 
curve is invisible.
f(%)
 ^^ Curve consisting of 100 line segments
Fig C.3 Approximation of the curve with 100 line segments
In the programming language Formian, a numeric function may be plotted in the 
manner described above by using a standard formex function, Tibra function’, which
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allows one to configure a formex serially [29]. Using this function, the curve of 
Equation C. 1 may be plotted by the following scheme:
clear;
ndiv=100; lwlx=-2; uplx=6 range=uplx-jwix; dx=range/ndiv; 
fx=libd=0.ndiv-1l|nwlx+i*dx. 0.1*nwlx+i*dxl^3-0.5*flwlx+i*dxl^2+1: 
lwlx+fi+1 fd x . 0.1*(lwlx+n+1 Tdxl^3-0.5*(lwlx+d+1 l*dxl^2+1]: 
use &,vm(2); 
draw fx;
where ‘ndiv’ is the number of segments and Twix’ and ‘uplx’ are lower and upper limits 
for X,  respectively. The line underlined in the scheme is the configuration of the curve 
under consideration. That is, formex ‘fx’ consists of 100 line segments o f the curve and 
is plotted by the last statement.
Although the example of Fig C.3 is a graphic representation in the two-dimensional 
space, the idea that discrete segments can represent a continuous function can be applied 
to more than two-dimensional configurations. To achieve this, the ‘vestigation function’ 
has been implemented as a standard function of Formian and will be explained in the 
sequel.
C.2 Particulars of Vestigation Function
The vestigation function is in the form of
/ Abbreviation for vestigation
V = ves(mode, scope) IAigument
V (Mandate expression)\
' Vestigation of the mandate
Fig C.4 Particulars of the vestigation function
The vestigation function has two compulsory parameters, namely ‘mode’ and ‘scope’ as 
shown in Fig C.4. The argument of the vestigation function is a mandate that contains a 
numeric relation, see Appendix B. For instance, the following mandate may be used:
M = '[:x,y,z:z = x^2 -y^2]';
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The effect of the vestigation function is to create a formex o f which the plot is a graphic 
representation of the mandate. This formex is referred to as ‘vestigation’ of the 
mandate. The term ‘vestigation’ is a Latin based word meaning ‘tracing’. For instance, 
the vestigation of the above mandate is shown in Fig C.5 together with the actual 
scheme for the generation.
z  =  x L  y
(*) The First Example for Vestigation (*) 
clear;
IVI='[:x,y,z:z=x^2-y^2]';
scope={[-2,2,20],[-2,2,20]};
V =ves(2,scope)|M ;
u se  & ,vm (2),vh(20,30,80,0,0,0,0,0,1);
draw V;
Fig C.5 A graphic representation generated by the vestigation function
C.2.1 Mode
The first parameter for the vestigation function, see Fig C.4, is referred to as the ‘mode’, 
which is an integerian expression whose value is 1, 2 or 3 indicating the type of 
vestigation as follows:
■ mode = 1 : ‘Point vestigation’ where the plot consists o f a number o f points.
■ mode = 2: ‘Line vestigation’ where the plot consists of a number of line segments.
■ mode = 3: ‘Facet vestigation’ where the plot consists o f a number of quadrilateral
elements.
For instance, the example in Fig C.5 is a line vestigation.
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C.2.2 Scope
The second parameter of the vestigation function is the ‘scope’, see Fig C.4. This is a 
formex expression specifying the range(s) of the independent variable(s) of the numeric 
relation in the mandate and the number of its/their divisions. For instance, the scope of 
the example of Fig C.5 specifies the particulars of the independent variables x and y. 
That is, the range for each variable is from -2  to 2, and is to be divided into 20 segments 
as shown Fig C.5. The general form of the scope is:
scope = [limn, limn, divi ; limii, limc22, div2; ...]; 
or
scope = {[limn, limn, divi], [lim2i, limc22, div2], ...};
where limn and limn are the minimum (maximum) and the maximum (minimum) 
values for the first independent variable of the numeric expression, divi represents the 
number of divisions into which the range of the first independent variable is to be 
divided. Such terms as lim2i, lim22, div2 are similarly defined for the second and any 
subsequent independent variable(s). Therefore, the number of ranges in the scope must 
coincide with that of the independent variables in the mandate.
C.2.3 Mandate
The mandate given to the vestigation function cannot contain more than one numeric 
relation. The details of a general mandate are described in Appendix B.
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C.2.4 Examples
In this section, a number of vestigations are plotted as examples.
■ Limaçon: r  = 10 +15c o s ( i n  polar coordinates, x  = rcos0,  y - r s m û )
(*) Vestigation Limaçon (*) 
dear;
a=10; b=15; 
M='[:r,s:r=a+b*cos|s]'; 
scope={[0,360,100]}; 
V =ves(2,scope)|M ; 
u se &,vm(2); 
draw bpfl.DIV;
Fig C.6 Line vestigation representing the limaeon
25Lituus: r = (in polar coordinates, x = rcosO, y  = rsmO)
y
X
(*) Vestigation Lituus (*)
ciear;
a=25;
M='[:r,s:r=a/sqrt|s]'; 
scope={[5,720,100]}; 
V=ves(2,scope)IM ; 
u se  &,vm(2); 
draw bp(1,1)|V;
Fig C.l  Line vestigation representing the littus
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Function 1 : z = - y ^ )
+y^
(*) Vestigation Function 1 (*) 
ciear;
IVI='[:x,y,z:z=x*y*(x^2-y^2)/(x^2+y/^2)]'; 
iwix=-3; uplx=3; iwiy=-3; uply=3; 
scope={[iwlx,uplx,29],[iwiy,upiy,29]}; 
V =ves(2,scope)|M ;
u se  & ,vt(2),vm (2),vh(20,25,70,0,0,0,0,0,1);
draw V;
Fig C.8 Line vestigation representing Function 1
Function 2: z = -H-H
(*) Vestigation Function 2 (*) 
clear;
M -[:x,y,z:z=
0.5*(abs|(abs|x-abs|y)-abs|x-abs|y)]'; 
lwlx=-1; upix=1; lwiy=-1; uply=1; 
scope={[iwlx,uplx,30],[lwiy,upiy,30]}; 
V=ves(2,scope)|M ;
use& ,vt(2),vm (2),vh(20,25,70,0,0,0,0,0,1);
draw V;
Fig C.9 Line vestigation representing Function 2
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Function 3 : z = x sin(4x)+1.1 sin(2 j) (in degrees)
(*) Vestigation Function 3 (*) 
clear; pi=3.141592654;
M='[:x,y,z:z= 
x*sin|(4*x*180/pi)+1.1*sin|(2*y*180/pi)]'; 
lwix=0; upix=10; iwly=0; uply=10; 
scope={[iwlx,uplx,40],[lwiy,uply,40]}; 
V =ves(2,scope)|M ;
u se  & ,vm (2),vh(20,20,200,0,0,0,0,0,1); 
draw V;
Fig C.IO Line vestigation representing Function 3
Function 4: z = sin(x^ + (ii  ^radians)
(*) Vestigation Function 4 (*) 
ciear;
IVI='[:x,y,z:z=sin|(x^3+y^3)]';
lwix=-10; upix=10; lwiy=-10; uply=10;
scope={[iwix,upix,40],[lwiy,upiy,40]};
V =ves(2,scope)|M ;
u se  & ,vm (2),vh(20,20,60,0,0,0,0,0,1 );
draw V;
Fig C. 11 Line vestigation representing Function 4
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Although a more than three-dimensional vestigation cannot be shown as a reality, its 
projection onto the three-dimensional space can be plotted. To this end, any excessive 
dimension can be reduced from the original vestigation. For instance, a four­
dimensional line may be projected to different three-dimensional spaces as shown 
below:
Linei.2-3-4 = [1,2,3,4;5,6,7,8]; 
Reduction o f the first dimension 
Reduction of the second dimension 
Reduction of the third dimension 
Reduction of the fourth dimension
Line2-3-4 = [2,3,4;6,7,8] 
Linei-3-4 = [1,3,4;5,7,8] 
Line 1.2.4 = [1,2,4;5,6,8] 
Linei.2.3 = [1,2,3;5,6,7]
Here, the formex Linei.2.3.4 in the first line represents a four-dimensional line. 
Projections of this line onto the three-dimensional space are given as Line2.3-4 , Linei.3.4 , 
Linei.2.4 and Linei-2-3 , which are obtained by reducing the first, second, third and fourth 
dimensions, respectively. Using this approach, a vestigation with more than three 
dimensions can be plotted. For example, a four-dimensional line vestigation specified 
by the following mandate is projected onto the a-b-d space as shown in Fig C.12.
M = '[:a,b,c,d:d = sqrt|abs|((a-b)*c)]';
(*) Vestigation in 4D (*) 
clear;
M='[:a,b,G,d:d=sqrtiabs|((a-b)*c)]'; 
lwia=-20; upia=20; 
lwib=-20; upib=20; 
iwic=-20; upic=20; 
iwid=-20; upid=20; 
scope={[lwia,upla,10],[lwlb,upib,10], 
[lwlc,upic,10]}; 
V=dep(3)Ives(2,scope)|M ; 
use &,vm(2), 
vh(20,20,60,0,0,0,0,0,1); 
draw V;
Fig C.12 Projection of a four-dimensional line vestigation to a three-dimensional space
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D: Dxfout Function
Consider the configuration shown in Fig D .l(a), which is generated by formex algebra. 
Since this space structure is three-dimensional, its geometry is rather difficult to 
recognise. If the same configuration is drawn with real volumes o f the elements, it is 
much easier to recognise its geometry, see Fig D.l(b).
(a) Three-dimensional configuration
(b) Same configuration with real volumes of the elements 
Fig D .l Formex configuration and its rendered result
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The rendered configuration o f Fig D .l(b) is drawn with a graphic package by adding the 
actual volume to the elements o f the configuration of Fig D .l (a). To elaborate, a point is 
converted to a ‘ball’ and a line element is converted to a ‘pipe’. Although this idea of 
conversion is simple, the form rendered in this way is useful to realise the actual 
appearance of the space structure [36]. To this end, one of the most popular formats for 
graphic representation, the ‘d x f format, may be used [37]. Recently, this format is so 
popular that most of the graphic packages can deal with it by ‘exporting’ and 
‘importing’. A configuration generated by formex algebra can be converted to the 
corresponding dxf format by a standard function, namely the ‘dxfout function’. This 
appendix is devoted to the explanation of this new function.
D .l Particulars of the Dxfout Function
The particulars of the dxfout function are illustrated in Fig D.2. As this figure shows, 
this function contains three parameters, namely ‘mode’, ‘volume property plenix’ and 
‘output’. The details of these are explained in the sequel.
■Abbreviation for dxf output 
Options
G = dxfout(mode, volume, '[output]')|E
'— volume property plenix 
Number of converted components
Argument
Fig D.2 Particulars of the dxfout function
D.1.1 Mode
The first parameter ‘mode’ is compulsory and an integerian expression of either 1 or 2 
(see Appendix A). The value of mode specifies the type of the conversion as follows:
Table D .l Types of conversions
Mode Type of conversion
1 Exporting a dxf file with no volume
2 Exporting a dxf file with volumes
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D.1.2 Volume Property  Plenix
The second parameter of the dxfout function is referred to as the ‘volume property 
plenix’, which is optional. When mode 2 is used, the volume property plenix specifies 
the ‘volumes’ for the components in the argument. If the mode is chosen to be 1, all the 
dimensions specified in the parameter will be ignored. The form of the volume property 
plenix is:
volume = -{p i, P2 , . . Pn, ~{qi, q2, • • qn}~}~;
where pi, p2, ..., Pn are node and element panels and qi, qz, qn are their 
corresponding quantic panels. Each panel p is a formex and contains a group of either 
‘points’ or ‘lines’ of the argument E. The dimensions of the elements in this panel are 
specified by its corresponding quantic panel as shown in Table D .l and Fig D.3. This 
parameter allows one to render a number of different types of nodes and elements in a 
single configuration. As far as surface elements, which may exist in the argument, are 
concerned, they will be converted to the corresponding surfaces in the dxf format, but 
the thickness o f the surfaces is not added by the dxf function.
Table D .l Forms of quantic panel
Formex in panel p Result of rendering Quantic panel q
Point Ball q =  [D]; or q = D;
Line Strut q = [dp]; or q = d?;
Line System A q = [dp, Lc];
Line System B q = [dp, dc, Lci, Lcz];
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Mode 1
Point
/
Line
/
Mode 2
Ball
Pipe
StrutD
\i
Ball
y  Connector Pipe
System AD
V
K
Ball
y  Connector Pipe
A
System BD
\i
\<  > \—  
L et Lc2
Fig D.3 Types of renderings and their dimensions
It is not necessary to specify all the elements of the argument in the volume property 
plenix since the elements that are not specified will be rendered to the default form, 
which is the combination of ‘balls’, ‘struts’ and ‘surfaces’. This default form is also 
applied when the volume property panel is not given to the dxf function while mode 2 is 
chosen. In these cases, the dimensions D and d? are give as follows:
If no line elements are involved in the argument, D = 1, otherwise.
Average length of all the line elements in E 
D = --------------------------------------------------------
dp -
Average length of all the line elements in E 
15
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D.1.3 Output File
The third parameter of the dxfout function is optional and must be a string variable as 
shown in Fig D.l .  This parameter specifies the name of the resulting dxf file and this 
file will be created in the current folder. The extension of the resulting file is ‘dxf and 
automatically added to the end of the name in the parameter. For instance, if  this 
parameter is named as '[result]', the name of the dxf file will be ‘result.dxf. If this 
parameter is not given to the dxf function, the resulting dxf file will be named as 
‘output.dxf.
D .l.4 Resulting Formex G
The resulting formex G will contain the information of the number of components that 
are converted by the dxfout function, see below:
[Number of points. Number of line elements. Number of surfaces]
D.2 Examples
Two configurations, a diamatie dome (see Section 1.4) with plate elements and a 
nexorade (see Chapter 5), were generated by formex algebra and then, they were 
converted to the corresponding dxf files by using the dxfout function. The results are 
shown in Figs D.4 and D.5. The schemes used for generating these results are given in 
Appendix E.
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Fig D. 4 Diamatie dome with plate elements
1
'-S.'Tv *
• v t .-a-V.
Fig D. 5 Nexorade
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E: Formex Schemes
This appendix eontains a number of schemes that are used for generating the 
configurations in Section 4.8 and Appendix D.
E.l Spherical Dome (Section 4.8.1)
(*) Spherical Dom e (*) 
clear;
ny=6; nz=6; rd=100; n=ny; riz=50; b2=1.2; 
f1 =rin(2,nz-1,1 )|lib(i=0,ny-1 )|[i,0;i,1];
f2=lib(i=0,ny-1 )|lib(j=1 ,nz-2)|{[ij+1 ;i+1/(j+1 )J+1],[i+j/Ü+1 )J+1 ;i+1 J+1]}; 
f3=lib(i=0,ny-1 )|libO=1 ,nz-2)|lib(k=0,j-2)|[i+(k+1 )/(j+1 ),j+1 ;i+(k+2)/G+1 ) J+1]; 
f4=lib(i=0,ny-1 )|libG=1 ,nz-2)|lib(k=0,j-
1 )|{[i+k/j.j:i+(k+1 )/C+1 )J+1].[i+(k+1 )/j.j;i+(k+1 )/G+1 )J+1].[i+k/jJ;i+(k+1 )/j J]};
f5=libG=0,ny-1 )|lib(k=0,nz-2)|{[i+k/(nz-1 ),nz-1 ;i-0.5/(nz-1 )+(k+1 )/(nz-1 ),nz],[i+(k+1 )/(nz-1 ),nz-1 ;i-
0.5/(nz-1 )+(k+1 )/(nz-1 ),nz],[i+k/(nz-1 ),nz-1 ;i+(k+1 )/(nz-1 ),nz-1 ]};
f=f1#f2#f3#f4#f5;
a=1;b=1;
b=b+a*b2; a=a*b2; 
b=b+a*b2; a=a*b2; 
b=b+a*b2; a=a*b2; 
b=b+a*b2; a=a*b2; 
b=b+a*b2;
ff=pan(1,1 )|bb(1 ,nz/b)|m b(1,1,1 ,b2)|f; 
struct=bs(rd,360/ny,riz/nz)|ff;
fxnod=bs(rd,360/ny,riz/nz)|pan(1,1 )|lib(i=0,ny-1 )|lib(k=0,nz-2)|{[i-0.5/(nz-1 )+(k+1 )/(nz-1 ),nz],[i- 
0.5/(nz-1 )+(k+1 )/(nz-1 ),nz]};
(*) Constrained Node (*) 
finofi =fxnod; (*) Fix node (*) 
finof2=lux(fxnod)|med|struct; 
inv=~{finof1,[1,1,1]}~;
rel=-{finof2,'[:x,y,z:z=sqrt|(rd^2-x^2-y^2)]'}-;
use & ,lw(0.7),vm (2),c(1,43),vh(10,10,15,0,0,0,0,0,1);
draw struct#fxnod;
<><><>
(*) Traviation (*) 
clear; mode=2; 
trn=trav(mode,inv,rel)|struct; 
use c(1,12); 
draw trn#fxnod;
<><><>
E.2 Hyperbolic Paraboloid (Section 4.8.2)
(*) Hyperbolic Paraboloid (*) 
clear; n=10; p=0.1;
f=pex|rinid(n,n,1,1 )|rosad(-0.5*n+0.5,-0.5*n+0.5)|[-0.5*n,-0.5*n,0;-0.5*n+1 ,-0.5*n,0]; 
f=f#rosad(0,0)|rinid(0.5*n,0.5*n,1,1 )l[-0.5*n,-0.5*n,0;-0.5*n+1 ,-0.5*n+1,0]; 
struct=bhp(1,1,1,p)|f;
g1=bhp(1,1,1 ,p)|rinid(2,2,n,n)|{[-0.5*n,-0.5*n,0]}; 
g2=bhp(1,1,1 ,p)|rinid(n-1,2,1 ,n)|{[-0.5*n+1 ,-0.5*n,0]};
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g3=bhp(1,1,1 ,p)|rinid(2,n-1 ,n,1 )|{[-0.5*n,-0.5*n+1,0]}; 
fxnod=g1#g2#g3;
(*) Constrained Node (*) 
finofi =g1; (*) Fix node (*) 
finof2=g2; (*) x direction free (*) 
finof3=g3; (*) y direction free (*) 
finof4=med|struct;
inv=~{finof1 ,finof2,finof3,[1,1,1 ;0,1,0;1,0,0]}-; 
rel=~{finof4,'[:x,y,z:z=2*p*x*y]'}~; 
u se &,vm(2),vh(5*n,-5*n,120,0,0,0,0,0,1); 
draw structA^xnod;
<><><>
(*) Traviation (*) 
clear; mode=1; 
trn=trav(mode,inv,rel)|struct; 
u se c(1,12); 
draw trn#fxnod;
<><><>
E.3 Mesh Generation for FEM (Section 4.8.3)
(*) Mesh Generation for FEM (*) 
clear;
m=12; n=8; rd=5; tf1=10; tf2=0.01; 
a=rinid(m,n+1,1,1 )|[0,0;1,0]; 
b=rinid(m+1 ,n,1,1 )|[0,0;0,1]; 
c=rinid(m,n,1,1)|[0,0;1,1]; 
d=genid(1 ,rd,1,1 ,-1,0)|[rd,0;rd-1,1]; 
e=genid(rd,rd,1,1,0,-1 )|[0,0]; 
m esh=lux(e)|(a#b#c#d);
(*) Constrained Node (*) 
corner={[0,rd],[rd,0],[m,0],[0,n],[m,n]}; 
xfree=lux([0,n]#rin(1 ,rd+1,1)|[0,0])|rinid(m,2,1 ,n)|[0,0]; 
yfree=lux([m,0]#rin(2,rd+1,1 )|[0,0])|rinid(2,n,m,1 )|[0,0]; 
diagn=genid(1 ,rd-1,1,1 ,-1,0)|[rd-1,1];
tnode1={[0,rd],[0,rd+1],[1,rd-1],[rd,0],[rd+1,0],[rd-1,1],[m,n-1],[m-1,n],[m,n]};
tnode2={[0,n-1],[1,n-1]};
mand='[:x,y:y=-x+rd]';
inv=-{corner,xfree,yfree,[1,1 ;0,1 ;1,0]}-;
rel=~{diagn,-{mand}~}~;
tf=-{tnode1 ,tnode2,[tf1 ,tf2]}~;
u se &,vm(2);
draw mesh;
<><><>
(*) Traviation (*) 
clear; mode=1;
trn=trav(mode,inv,rel,tf)|mesh; 
use &,lw(0.7),vm(2),c(1,43); 
use c(1,12); draw trn;
<><><>
E.4 Double-layer Geodesic Dome (Section 4.8.4)
(*) Polymation (*) 
clear; s=sqrt|3;
top=pan(4,1 )|pan(3,1 )|genid(6,6,2,s,1 ,-1 )|{[0,0;2,0],[2,0;1 ,s],[1 ,s;0,0]};
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bot=pan(4,2)|pan(3,0)|tranid(1,1/s)|genid(5,5,2,s,1 ,-1 )|{[0,0;2,0],[2,0;1 ,s],[1 ,s;0,0]};
w eb=genid(6,6,2,s,1 ,-1 )|rosad(1,1/s,3,120)|{[0,0,1,1 ;1,1/s,0,2]};
topb=med|top; botb=med|bot;
fxt=pan(4,1 )|pan(3,1 )|rinid(6,1,2,1 )|[0,0];
fxb=pan(4,2)lpan(3,0)|tranid(1,1/s)|rinid(5,1,2,1)|[0,0];
fx=fxt#fxb;
f=top#bot#web;
struct=pex|pol(1,5,'[1-5]',[2,4;1,12;2,10],[0,0,1 ;12,0,1],[1,1/s;11,1/s])[f; 
fxnod=pex|pol(1,5,'[1-5]',[2,4;1,12;2,10],[0,0,1;12,0,1],[1,1/s;11.1/s])|fx; 
fxtop=lux(fxnod)|pex|pol(1,5,'[1-5]',[2,4;1,12;2,10],[0,0,1 ;12,0,1],[1,1/s;11,1/s])|topb; 
fxbot=lux(fxnod)lpex|pol(1,5,'[1-5]',[2,4;1,12;2,10],[0,0,1 ;12,0,1],[1,1/s;11,1/s])|botb; 
u se &,vm(2),lw(0.5),vh(10,10,20,0,0,0,0,0,1 ); 
draw struct#fxnod;
<><><>
(*) Tractation (*) 
clear;r=10;
struct=trac([2,4,1,2],1,[0,0,0,12,0,0,0,10],4,13)|struct;
fxnod=trac([2,4,1,2],1,[0,0,0,12,0,0,0,10],4,13)|fxnod;
fxtop=trac([2,4,1,2],1,[0,0,0,12,0,0,0,10],4,13)|fxtop;
fxbot=trac([2,4,1,2],1,[0,0,0,12,0,0,0,10],4,13)|fxbot;
(*) Constrained Node (*) 
inv=~{fxnod,[1,1,1,1]}~;
rel=-{fxtop,fxbot,-{'[:x,y,z:z=sqrt|(12^2-x^2-y/^2)]','[:x,y,z:z=sqrt|(10^2-x^2-y^2)]'}-}-; 
draw struct#fxnod;
<><><>
(*) Traviation (*) 
clear;
m ode= 1;n gen =100000;
npop=100; nsite=-1 ; mutra=0.01; powra=5;
covtl=1.0e-5; confc=50; phar=0.2;ndraw=10;
option=[ngen,npop,nsite,mutra,powra,covtl,confc,phar,ndraw];
trn=trav(mode,inv,rel,option)|struct;
use c(1,12);
draw trn#fxnod;
<><><>
E.5 R aft Traviation (Section4.8.5)
(*) Raft Surface (*) 
clear; m=16; n=6; t=40;
e=genid(1 ,m ,1,1,0,1 )|{[0,0;0,1],[0,1 ;1,1]}#genid(1 ,m-1,1,1,0,1 )|[0,1 ;1,2]; 
e=pan(1,10)|lib(i=0,n-1)|glisid(atan|i)|e; 
struct=sbd(1,360/n,[10,m ,2.5,-1],1,60,t/m )|e; 
raft=med [struct;
use & ,vm (2),vt(2),vh(20,20*tan|30,35,0,0,0,0,0,1 ); 
draw raft;
<><><>
(*) Scallop Dome (*) 
clear; m=8; n=6; t=40;
e=genid(1 ,m ,1,1,0,1 )|{[0,0;0,1],[0,1 ;1,1]}#genid(1 ,m -1,1,1,0,1 )|[0,1 ;1,2];
e=pan(1,10)|lib(i=0,n-1 )|glisid(atan|l)|e;
f=rinid(1 ,m*n,1,1 )|[10,0,m];
struct=sbd(1,360/n,[10,m ,2.5,-1],1,60,t/m )|e;
fxnod=sbd(1,360/n,[10,m,2.5,-1],1,60,t/m)|f;
(*) Constrained Node (*)
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finofi =fxnod;
finof2=iux(fxnod)|med|struct; 
inv=~{finof1,[1,1,1]}~; 
rel=~{finof2,'[:x,y,z:z=iev(x,y)|raft]'}~; 
draw struct#fxnod;
< > < > < >
(*) Traviation (*) 
clear;
mode=1; ngen=100000;
npop=100; nsite=-1 ; mutra=0.01; powra=5;
covtl=1 .Oe-5; confc=50; phar=0.2;ndraw=10;
option=[ngen,npop,nsite,mutra,powra,covtl,confc,phar,ndraw];
trn=trav(mode,inv,rel,option)|struct;
u se c(1,12);
draw trn#fxnod;
< > < > < >
E.6 Example of the Dxfout Function of Fig D .l (Appendix D)
(*) Pentagonal Double Layer (*) 
clear; m=5; n=2; a=2/3; 
e1={[0,0,1;2,0,1],[2,0,1;1,1,1],[1,1,1;0,0,1]}; 
e2={[0,0,1 ;1,1-a,0],[2,0,1 ;1,1-a,0],[1,1,1 ;1,1-a,0]}; 
e3=rinad(0,-a,1,-1-a,n)|[0,-a,0;(a*sin|(360/m))/tan|(180/m ),-a*cos|(360/m ),0]; 
e4=bb(tan|(180/m),1 )|tranid(-n,-n)|genid(n,n,2,1,1 ,-1 )|e1 ; 
e5=bb(tan|(180/m),1 )|(e3#tranix(1-n,1-n-a,-1 )|genid(n-1 ,n-1,2,1,1 ,-1 )|e1 ); 
e6=bb(tan|(180/m),1 )|tranid(-n,-n)|genid(n,n,2,1,1 ,-1 )|e2; 
top=pex|rosad(0,0,m ,360/m )|e4; 
bot=rosad(0,0,m ,360/m )|e5; 
web=rosad(0,0,m ,360/m )|e6; 
u se & ,vm (2),vt(2),vh(2.8,4.3,4.5,0,0,0,0,0,1); 
struct=top#botW eb; 
node=med|struct; 
draw struct;
(*) Dxf Conversion (*)
D=0.2; dp1=0.1; Ic1=0.2; dp2=0.08; Ic2=0.2; 
volume=~{node,top#bot,web,~{D,[dp1,lc1],[dp2,lc2]}~}~; 
info=dxfout(2,volume,'[pentagon]')|(node#struct); 
give info;
< > < > < >
E.7 Example of the Dxfout Function of Fig D.4 (Appendix D)
(*) Diamatie dom e with plate elem ents (*) 
clear; m=5; n=5; mm=3; t=40;
e=genid(1 ,m ,1,1,0,1 )|{[0,0;0,1],[0,1 ;1,1]}#genid(1 ,m -1,1,1,0,1 )|[0,1 ;1,2];
e=pan(1,10)|lib(i=0,n-1 )|glisid(atan|i)|e;
struct=bd(1,360/n,t/m)|e;
g=genid(1 ,mm,1,1,0,1 )|[0,0;1,1 ;0,1];
g=g#genid(1 ,mm-1,1,1,0,1 )|[0,1 ;1,1 ;1,2];
g=pan(1,10)|lib(i=0,n-1 )|glisid(atan|i)|g;
memb=bd(1,360/n,t/m)|g;
u se &,vm(2),vt(2),vh(20,0,30,0,0,0,0,0,1 );
draw struct#memb;
< > < > < >
(*) Dxf Conversion (*)
D=0.1; dp=0.04; lc=0.1;
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node=med|struct:
volum e=-{node,struct,-{D ,[dp,lc]}-}-; 
info=dxfout(2,volume,’[diamatic]’)|(node#struct#memb); 
give info;
< > < > < >
E.8 Example of the Dxfout Function of Fig D.5 (Appendix D)
(*) Nexorade (*) 
clear;
a=verad(0,0,60)|[0,-1,0;0,-2,0];
elem =rosad(0,0,3,120)|(rosad(0,-1,3,120)|[0,-1,0;0,-2,0]#a);
fxnod=rosad(0,0,6,60)|[0,-2,0];
u se  &,vm(2);
draw elem#fxnod;
< > < > < >
(*) Fanning (*) 
clear; mode=1;
po=pex|m ed|elem ; valp=-{po,[1,1]}-; 
dia=0.05; len=1.5; lami=0.3; lamj=0.3; 
nexp=-{elem,[dia,len,lami,lamj]}-; 
fx=pan(4,1)|fxnod; inv=-{fx,[0,0,1]}-;
ngen=10000; npop=100; mrate=0.01; covt=1e-5; cern=20; phar=0.2; ndraw=0;
option=[ngen,npop,mrate,covt,cern,phar,ndraw];
nex=fan(mode,valp,nexp,inv,option)|elem;
use c(1,12);
draw nex#fxnod;
< > < > < >
(*) Dxf Conversion (*) 
dp=dia;
volum e=-{nex,-{dp}-}-; 
info=dxfout(2,volume,’[nexorade]’)|nex; 
give info;
< > < > < >
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F: Description of Source Codes
The source codes of the functions that have been implemented for the study in this 
thesis are described in this appendix. These functions can be installed to the Formex 
project by following the instruction provided in Appendix IV o f Ref. 36.
F.l Source Files
The source files of the functions described in this appendix are written in C language. 
Five source files need to be added to the Formian project as follows:
Table F.l Source files for the functions implemented
Function name Source file
Ran function ran.c
Natum function natum.c
Traviation function trav.c
Fanning function fan.e
Vestigation function vestigation.e
Dxfout function dxfout.e
F.2 Amended Files
To install a new formex function to the Formian project, two source files o f the project
are required to be amended, see Ref. 36, that is:
■ Ffunc.c: The formex functions available in Formian are listed in this file. Therefore, 
to install a new function, it needs to be added in this list together with the particulars 
o f its parameters.
■ Ferror.c: This file contains error messages for the Formian project. Each error 
message has an ‘error number’ and belongs to an ‘error class’. All the error 
messages regarding the functions in this thesis belong to the error class o f 4000.
F.3 Header Files
The header files used for the functions in this thesis may be categorised in two groups,
namely the ‘standard header files’ and the ‘run-time header files’ as shown below:
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F.3.1 Standard Header Files
■ stdio.h File I/O
■ stdlib.h Miscellaneous declarations
■ string.h String functions
■ math.h Various definitions used by the math library
■ time.h System time and date functions
■ ctype.h Character handling
F.3,2 Run-time Header Files
■ formian.h Formian functions
■ natum.h Declarations for natum
■ trav.h Declarations for traviation
■ mandate.h Declarations for mandate
■ nexchrom.h Declarations of chromosomes for the fan function
F.4 Libraries
A number of functions that are available in the Formian project are frequently used in
the source codes of Table F .l. Most of these functions are used for manipulating
formiees as shown in Table F.2.
Table F.2 Functions available in the Formian project
Type Function Description
void fillcu sto m ex eeu tio n b ar 
(*char, int, int, int, int, int)
Progress indicator, specified in 
‘Editvw.cpp’
int open_fmx_m(*FMX_F) Opening a formex, specified in 
‘ftool.e’
int close_fmx_m(*FMX_F) Closing a formex, specified in 
‘ftool.c’
int file_name_make(*char, int) Making a name for a formex, 
specified in ‘ftool.c’
int f_graph(*char, int) Drawing a formex, specified in 
‘fgm2.c’
int f_clear() Clearing the screen, specified in 
‘fgm2.e’
int int_value_tran(int) Converting an integerian to the 
corresponding integer, specified 
in ‘F4.C’
double errcheck(double) Error check for numeric 
functions, specified in ‘Fmath.c’
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Also, a number of functions have been developed for the study in this thesis. These 
functions are specified in the following source files:
■ yutilities.c Various functions as utilities
■ polish.e Functions for manipulating polish notation
■ mandate.c Functions for manipulating mandate
The details of the functions in the above source files are described in Tables F.3 to F.5.
Table F.3 Functions in yutilities.c
Type Function Description
void swapi(*int, *int) Swapping two integer variables
void swapf(*float, *float) Swapping two floatal variables
void swapd(*double, *double) Swapping two double variables
void quieksi(int, *int, int, int) Quick sort for integer variables
void quicksf(int, * float, int, int) Quick sort for floatal variables
void quicksd(int, ^double, int, int) Quick sort for double variables
void quicksid(int, *int, *double, int, 
int)
Quick sort for double variables 
referring an integer list
void getseed(*int) Getting a seed from the internal 
time
void killtime(int) Killing time
void check_write(*char, *char, int, 
*void)
Writing error messages for 
debugging
void shiftvectorc(int, **char) Shifting char variables
void shiftvectori(int, *int) Shifting integer variables
void shiftveetorf(int, *float) Shifting floatal variables
void shiftvectord(int, *double) Shifting double variables
void vectorpro(int, ^double, ^double, 
^double)
Obtaining a vector product of 
two vectors
void cmfree(int, **char) Memory release for a two- 
dimensional char variable
void imfree(int, **int) Memory release for a two- 
dimensional integer variable
void fmfree(int, **float) Memory release for a two- 
dimensional floatal variable
void dmfree(int, **double) Memory release for a two- 
dimensional double variable
char *chrallocv(int) Memory allocation for a one­
dimensional char variable
char **ehrallocm(int, int) Memory allocation for a two- 
dimensional char variable
char *eharsplit(*char, int, int) Taking a part o f a string
Yoshihiko Kuroiwa 326
Appendix F: Description of Source Codes Ph.D. Thesis
Type Function Description
char *charemove(*char, int, int) Removing a part of a string
char *charconect(*char, in t , int, 
*char)
Inserting a string into another 
string
char *chareplace(*char, *char, *char) Replacing a part o f a string by 
another string
char *readstring(*int, 
*VALUE TABLE, 
VARIABLE TABLE)
Reading a mandate from a string
unsigned int round 1 (double) Rounding a double variable
int *intallocv(int) Memory allocation for a one­
dimensional integer variable
int **intallocm(int, int) Memory allocation for a two- 
dimensional integer variable
int round2(double) Rounding a double variable
int radint(int, int, *int) Integer random number 
generator
int countlist(int, *PLENIX) Counting the number of 
variables in a plenix variable
float *fltallocv(int) Memory allocation for a one­
dimensional floatal variable
float **fltalloem(int, int) Memory allocation for a two- 
dimensional floatal variable
float pmmlcg(*int) PMMLCG random number 
generator
double *dblallocv(int) Memory allocation for a one­
dimensional double variable
double **dblallocm(int, int) Memory allocation for a two- 
dimensional double variable
double veetorlen(int, ^double) Obtaining a length of a vector
double sealarpro(n, ^double, *double) Obtaining a scalar product of 
two vectors
Table F.4 Functions in polish.e
Type Function Description
void checkform(*char, *int) Checking the grammar of a 
mathematical expression
void fmodify(*char) Modifying a mathematical 
expression for the polish 
notation
void dealexp(*char) Dealing with exponential 
expressions
void dealfunc(*char) Dealing with functions in a 
mathematical expression
void dealsepa(*char, *int) Dealing with separators for the 
polish notation
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Type Function Description
char *ypolish(*char) Obtaining a polish notation from 
a mathematical expression
int putbraeket(*char) Enclosing functions with 
brackets
int formrecg(*ehar) Recognising formices available
int dealmand(*char, *ehar, **char, 
in t , *int)
Dealing with mandate
double funcrecg(*int, *ehar, ^double) Recognising functions available
double parsing(*double, **ehar, *char) Parsing of a polish notation
double pararecg(*char, ^double, **char) Recognising parameters 
available
double lev(*double, *int) Level function
Table F.5 Functions in mandate.e
Type Function Description
int mandate create(*char, 
^MANDATE)
Creating a mandate structure 
with the memory allocation
int func_operator(*ehar) Recognising the relational 
operator o f a numeric expression
int mandate_close(*MANDATE) Memory release for the mandate 
structure
F.5 Ran Function
The ran function, see Section 2.6, is a ‘numeric function’ o f Formian [29] and the 
method of its installation is different from the way described in Ref. 36. That is, the ran 
function must be installed as a member of the structure data type, 
B_FUNCTION_TABLE, which is specified in the source file o f ‘ffunc.c’. To explain 
this installation, a part of the source file is shown below:
Int f_Ric(), f_Tic(), f_Sign(), f_Floc(), f_Fabs(), f_Sqrt(), f_Sin(), 
f_Cos(), f_Tan(), f_Asin(), f_Acos(), f_Atan(), f_Log(), f_Exp(), 
pex(), sev(), med(), tig(), ran();
struct B_FUNCTION_TABLE{ 
char key[7] ;
int (*func)() ;
unsigned int type[2] ; /* type of vaiue 1:int 2:float
type of process 1 :mathematicai 2:fmx
7
} tbi1Q = {
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"RIC", f Rio, 1.1.
"TIC", f_Tic, 1.1.
"SIGN", f_Sign, 1.1.
"FLOG", f_Floc, 2.1,
"ABS", f_Fabs, 0,1,
"SORT", f_Sqrt, 2.1,
"SIN", f_Sin, 2.1,
"COS", f_Cos, 2,1.
"TAN", f_Tan, 2.1.
"ASIN", f_Asin, 2.1.
"ACCS", f_Acos, 2.1.
"ATAN", f_Atan, 2,1,
"LN", f_Log, 2,1,
"EXP", f_Exp, 2,1,
"REX", pex. 0.2,
"SEV", sev. 0.2,
"MED", med. 0.2,
"TIG", tig, 0,2,
"RAN", ran, 2,1,
NULL, 0,0
The two parts shown in bold type in the above source code need to be added to install 
the ran function. Firstly, the declaration of the function ran(), which is specified in the 
source file of ‘ran.e’, is necessary as follows:
int ran()
Secondly, the particulars of the resulting value and the ran function need to be specified 
as
“RAN”, ran 2,1
where “RAN” is the name of the formex function, ‘ran’ indicates ‘ranQ’ in the source 
file of ‘ran.e’, number 2 in the line means that the resulting value o f the ran function is 
floatal and the last number of 1 means that the ran function is a mathematical function 
and its argument is a number.
The variables mainly used in ‘ran.e’ are described in Table F.6.
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Table F.6 Variables used in ran.e
Type Variable Description
int seedid Identity for the first seed
If  seedid is equal to zero, a new 
seed is taken from the internal 
clock of the computer.
int radseed Seed for the random number 
generator
float rad Random number between 0 and 
1
F.6 Natum Function
The variables and functions mainly used in the source file of the natum function are 
described in Tables F.7 and F.8.
Table F.7 Variables used in natum.c
Type Variable Description
FMX F fl Solution
FMX F f2 Scope
FMX F 13 Option
FILE *alout Output file of natum.out
char * string Mandate
char *fitf Fitness function
char *pofitf Polish notation o f the fitness 
function
char **indvar List o f the names of the 
independent variables
unsigned int capch Maximum number that a 
chromosome can represent
int parent 1 Member number o f parent 1 in 
the population
int parent2 Member number of parent 2 in 
the population
int mode Mode
int npop Number of the chromosomes in 
the population
int hpop Number of loops of the 
evolution cycle
int cleng Length of the chromosomes 
before being combined
int npara Number o f independent 
variables
int engen Current number of generations
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Type Variable Description
int ngen Maximum number of 
generations
int confc Confirmation count
int tleng Total length of the chromosomes 
after being combined
int ndpv Order of the dependant variable 
in the register
int opgen Generation in which the 
optimum solution is found
int opops Member number of the optimum 
chromosome in the population
int tcros Total number of crossovers
int tmuta Total number of mutations
int wrstl Member number of the worst 1 
chromosome in the population
int wrst2 Member number of the worst 2 
chromosome in the population
int mnpop Member number of the 
chromosome that gives rise to 
the minimum fitness value
int zrpop Member number of the 
chromosome that gives rise to 
the fitness value that is the 
closest to zero
int mxpop Member number of the 
chromosome that gives rise to 
the maximum fitness value
int nterm Number o f convergence tests
int *oppop Member number o f the 
chromosome that gives rise to 
the optimum fitness value
float mutar Mutation rate
float opfit Optimum fitness value
float minft Minimum fitness value
float zerft Fitness value closest to zero
float maxft Maximum fitness value
float gnopt Optimum fitness value in the last 
generation
float covtl Convergence tolerance
float dimp Improvement of the fitness value 
between the consecutive 
generations
float *optft Optimum fitness value in the 
current generation
float *minra List o f the lower limits of the 
independent variables
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Type Variable Description
float *range List of the ranges o f the 
independent variables
float *faetr List of the encoding factors of 
the independent variable
float *opara Independent variables that give 
rise to the optimum fitness value
float *objar Fitness values in the population
float **genar Chromosomes
Table F.8 Functions used in natum.c
Type Function Description
void initiation(*FMX F) Initialising data
void pairing(*int, *int) Pairing
void selectworstQ Selecting the two worst 
chromosomes in the population
void toumament(*int, *int) Tournament pairing
void eneode(*float,*int) Encoding
void ocrossover(int, int) One-site crossover
void biteross 1 (^unsigned int, 
^unsigned int, int)
Bitwise one-site crossover
void calcfitO Calculating all the fitness values 
in the population
void (*erossover)(int, int) Pointer for the crossover 
function
unsigned int fltoint(float, int) Converting from a floatal value 
to an integer value
int datainptO Inputting the parameters of the 
natum function
int report(*FMX_F) Reporting the results of the 
current generation
int flreport(FMX F *) Reporting the final results
float intoflt(unsigned int, int) Converting from an integer 
value to a floatal value 
(Decoding)
float obj(int, * float) Fitness function
float (*objeetf)(int, * float) Pointer for the fitness function
F.7 Traviation Function
The variables and functions mainly used in the source file of the traviation function are 
described in Tables F.9 and F.IO.
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Table F.9 Variables used in trav.c
Type Variable Description
FMX F fl The resulting configuration
FMX F f2 The initial configuration
FMX F f3 Option
PLENIX *plenix Plenix variable for the invariant 
constraint, relational constraint 
and transfaetor plenices
FILE *outd Output file o f travdata.out
FILE *outh Output file o f travhist.out
char **reeonst List of the relational constraints
int parent 1 Member number o f parent 1 in 
the population
int parent! Member number o f parent 2 in 
the population
int nshow Number of generations modified 
for displaying intermediate 
results
int grade Grade of the initial configuration
int mshow Number o f generations inputted 
for displaying intermediate 
results
int mode Mode
int npop Number o f chromosomes in the 
population
int hpop Number o f loops of the 
evolution cycle
int npara Number o f nodal coordinates of 
the configuration
int engen Current number of generations 
for each phase
int ngen Maximum number of 
generations
int tgen Total number o f generations
int mnpop Member number o f the 
chromosome that gives rise to 
the minimum fitness value
int mxpop Member number of the 
chromosome that gives rise to 
the maximum fitness value
int wrstl Member number of the worst 1 
chromosome in the population
int wrst2 Member number o f the worst 2 
chromosome in the population
int nmemb Number of the elements of the 
configurations
int tmuta Total number o f mutations
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Type Variable Description
int tehro Total number of the 
chromosomes handled
int nnode Number of the nodes of the 
configuration
int nsite Number o f the crossover sites 
for multi-site crossover
int confc Confirmation count
int nsatph Number o f satisfactions of the 
phasing test
int nsatev Number o f satisfactions of the 
convergence test
int idterm Identity for termination
int nphase Number o f phases
int ieonst Number o f the invariant 
constraints
int reonst Number o f the relational 
constraints
int *oppop Member number of the optimum 
chromosome in the population
int *nodea List of node numbers of the 
configuration
int *sitem List o f the crossover sites
int *reeode List o f the relational operator 
codes
int *releq List o f the types of the relational 
constraints
int **ivconst List o f the invariant constraints
int **eonec List of the connectivity of the 
elements of the configuration
int **bouar List o f the boundary conditions
int **inodlist List o f the nodes being 
constrained by the invariant 
constraints
int **modlist List o f the nodes being 
constrained by the relational 
constraints
float mutra Mutation rate
float lenrai Length ratio of the initial 
configuration
double range Range of the regions for the 
nodes of the configuration
double Phaser Phasing ratio
double powra Power rate for the geometric 
potential function
double lenga Average length of the elements 
of the configuration
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Type Variable Description
double eovtl Convergence tolerance
double optin Optimum fitness value of the 
initial configuration
double gnopt Optimum fitness value of the 
last generation
double minft Minimum fitness value in the 
population
double maxft Maximum fitness value in the 
population
double maxmove Maximum nodal movement in 
the configuration
double *optft Optimum fitness value
double *opara Nodal coordinates that give rise 
to the optimum fitness value
double *objar Fitness values in the population
double *transf List o f the transfactors
double **genar Chromosomes
double **eorda Nodal coordinates of the 
configuration
t i m e t times Starting time of the traviation 
process
t i m e t timee Ending time of the traviation 
process
Table F.IO Functions used in trav.e
Type Function Description
void defaultfO Specifying the default 
parameters
void initiationO Initialising data
void mutationO Mutation
void replaeementO Replacement
void drawform(*FMX_F) Drawing the intermediate 
configuration on the screen
void history(*FILE) Outputting travhist.out
void report(*FILE) Reporting the results of the 
current generation
void flreport(*FILE) Reporting the final results
void pairing(*int, *int) Pairing
void selectworstQ Selecting the two worst 
chromosomes from the 
population
void toumament(*int, *int) Tournament pairing
void mparsing(*int, ^double, 
^MANDATE)
Parsing for a group o f the polish 
notations of the mandates
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Type Function Description
int read_option(FMX_F) Reading the parameters in the 
option
int datainpt(int, *FILE, *FILE) Inputting data
int getinfb(FM XF) Getting the information from the 
initial configuration
int dealtransf(*PLENIX) Dealing with the transfaetor 
plenix
int dealiconst(*PLENIX) Dealing with the invariant 
constraint plenix
int dealrconst(*PLENIX, *int) Dealing with the relational 
constraint plenix
int seeknode(*float) Seeking nodes of the 
configuration
int create_fhix(int, FMX F) Creating the binary formex file 
of the resulting configuration
double penaltyf(*double) Adding the penalty to the fitness 
value
F.8 Fanning Function
The variables and functions mainly used in the source file for the fanning function are 
described in Tables F .l 1 and F.12.
Table F. 11 Variables used in fan.e
Type Variable Description
FMX F fl Resulting nexorade
FMX F 12 Elementary configuration
FMX F f3 Option
PLENIX *vplenix Style and disposition plenix
PLENIX *nplenix Nexor property plenix
PLENIX *iplenix Invariant constraint plenix
FILE *outd Output file of fandata.out
FILE *outh Output file o f fanhist.out
FILE *oute Output file o f fanconf.out
NEXCHROM *chrom Structure data for chromosomes
VALENCY *valeney Structure data for type of fans
int idterm Identity for the termination
int mode Mode
int outm Mode for the output files
int resume Identity for the continuous mode
int nphase Number o f phases
int confc Confirmation count
int tgen Total number o f generations
int nnex Number of nexors
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Type Variable Description
int parent 1 Member number of the parent 1 
in the population
int parent2 Member number of the parent 2 
in the population
int ngen Maximum number of 
generations
int mshow Number of generations inputted 
for displaying intermediate 
results
int nshow Number o f generations modified 
for displaying intermediate 
results
int nsatph Number of the satisfactions of 
the phasing tests
int nsatev Number of the satisfactions of 
the convergence tests
int engen Current number of generations 
for each phase
int hpop Number of loops o f the 
evolution cycle
int nnode Number of the nodes of the 
initial configuration
int npop Number of the chromosomes in 
the population
int grade Grade of the elementary 
configuration
int tehro Total number of chromosomes 
handled
int mnpop Member number of the 
chromosome that gives rise to 
the minimum fitness value
int mxpop Member number o f the 
chromosome that gives rise to 
the maximum fitness value
int wrstl Member number of the worst 1 
chromosome in the population
int wrst2 Member number of the worst 2 
chromosome in the population
int tmuta Total number of mutations
int *oppop Member number of the optimum 
chromosome in the population
int **conee List o f the connectivity of the 
elements of the elementary 
configuration
float mutra Mutation rate
float covtl Convergence tolerance
float phaser Phasing ratio
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Type Variable Description
double minft Minimum fitness value
double maxft Maximum fitness value
double optin Optimum fitness value
double gnopt Optimum fitness value of the 
last generation
double range Range o f the regions for nodes
double lenga Average length of the nexors
double maxmove Maximum nodal movement
double ** corda Nodal coordinates o f the 
configuration
t i m e t times Starting time of the fanning 
process
t i m e t timee Ending time of the fanning 
process
Table F.12 Functions used in fan.e
Type Function Description
void defaultf(*int, * float, * float, *int, 
* float, *int)
Specifying the default values of 
the parameters
void valency creat(*PLENIX) Creating the valency structure
void nexehrom creat(*FILE, 
*PLENIX, *PLENIX, int)
Creating the chromosomes for 
nexorades
void initiation(int) Initiation
void alterlen(NEXCHROM) Length modification
void ealefitO Calculating all the fitness values 
in the population
void selectworstQ Selecting the two worst 
chromosomes in the population
void toumament(*int, *int) Tournament pairing
void nexpairing(*int, *int) Pairing for the fanning process
void nexerossover(int, i n t , int, float) Crossover for the fanning 
process
void nexmutation(float) Mutation for the fanning process
void nexreplaeementQ Replacement for the fanning 
process
void subconeet(int) Calculating the intermediate 
nodal coordinates o f nexors of a 
nexorade
void nexlengave(*NEXCHROM) Calculating the average length of 
the nexors o f a nexorade
void drawform(*FMX_F) Drawing the intermediate 
configuration on the screen
void history(*FILE, int) Outputting fanhist.out
void report(*FILE, i n t , int) Reporting the results o f the 
current generation
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Type Function Description
void flreport(*FILE, *FILE, int, int, 
int)
Reporting the final results
void fdriftf(*FILE, NEXCHROM) Fitness function (drift) for the 
resulting nexorade
int getinfb(FM XF) Getting the information from the 
elementary configuration
int read_option(FMX_F, *int, 
*float, * float *, * float, *int)
Reading the parameters in the 
option
int dealvalen(*PLENIX) Dealing with the style and 
disposition plenix
int dealnexorp(*PLENIX) Dealing with the nexor property 
plenix
int dealiconst(*PLENIX) Dealing with the invariant 
constraint plenix
int datainitial(*FILE, *FILE, 
*FILE, i n t , int, float, float, int, 
float, int, int, *int, *int, *int, 
*int, *int, *int)
Initialising data
int seeknode(float *) Seeking nodes of the 
configuration
int seeknexor(float *) Seeking nexors
int output 1 (*FMX_F) Outputting the resulting 
configuration without 
eccentricities
int output2(*FMX_F) Outputting the resulting 
configuration with eccentricities
int create_fmx 1 (FMX_F) Creating the binary formex file 
o f the resulting configuration 
without eccentricities
int create_fmx2(FMX_F) Creating the binary formex file 
o f the resulting configuration 
with eccentricities
double driftf(NEXCHROM) Fitness function (drift)
double calmaxmoveQ Calculating the maximum 
movement of the ends of the 
nexors
double avelengO Calculating the average length of 
the nexors in the resulting 
nexorade
double (*objeetf)(NEXCHROM) Pointer of the fitness function
F.9 Vestigation Function
The variables and functions mainly used in the source file for the vestigation function 
are described in Tables F.13 and F.14.
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Table F.13 Variables used in vestigation.c
Type Variable Description
FMX F fl Vestigation
FMX F f2 Scope
char * string Mandate
char ^formula Equation in the mandate
char *poformu Polish notation of the numeric 
expression on the right-hand side 
of the equation in the mandate
char **chpara List o f the names of the 
independent variables
int mode Mode
int ndpv Order o f the dependent variable 
in the register
int npa Number o f independent 
variables
int *ndiv List o f the number o f divisions 
for the independent variables
double *para List of the values for the 
independent variables
double *lowl List of the lower limits for the 
independent variables
double *uppl List of the upper limits for the 
independent variables
double *dtpara List of the ranges for the 
independent variables
Table F.14 Function used in vestigation.c
Type Function Description
int infdiv(*FMX_F, *double, 
*double, ^double, int, int, int, 
int, int, *int, ^double, **ehar, 
*ehar)
Self-calling function for 
generating the vestigation
F.IO Dxfout Function
The variables and functions mainly used in the source file for the dxfout function are 
described in Tables F .l5 and F .l6.
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Table F .l5 Variables used in dxfout.e
Type Variable Description
FMX F fl Number of components
FMX F f2 Argument
PLENIX *volum Volume property plenix
FILE *dxf Resulting dxf file
char file[21] File name of the resulting dxf 
file
int mode Mode
int idp Identification for the volume 
property plenix
int npanel Number o f node and element 
panels
int nlen Number o f line elements
int *PP Panel indicators
double len Length of line element
double lena Average length of the line 
elements
float **qq Dimensions for node and 
element panels
Table F .l6 Functions used in dxfout.e
Type Function Description
void dxfheader(*FILE) Adding a header to the dxf file
void dxfooter(*FILE) Adding a footer to the dxf file
void dxfpoint(*FILE, * float, * float, 
*float)
Generating a point in the dxf 
format
void dxfline(*FILE, * float, *float, 
*float)
Generating a line in the dxf 
format
void dxfaee(*FILE, int, * float, *float, 
*float)
Generating a surface in the dxf 
format
void dxfdisk(*FILE, float, float, float, 
float, float, float, float)
Generating a disk in the dxf 
format
void dxfcylinder(*FILE, float, float, 
float, float, float, float, float, 
float, float)
Generating a sylinder in the dxf 
format
void dxfsphere(*FILE, float, float, 
float, float, float, float, float)
Generating a sphere in the dxf 
format
void transform(int, Afloat, *float,
* float, float,float, float, float, 
float, float)
Transformation
void rotate(double, float, float, * float, 
* float)
Roatation
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Type Function Description
int read_volum(FMX_F, *PLENIX, 
*int, **float)
Reading the volume property 
plenix
int renderl(*FMX F, *FMX F, 
*FILE)
Rendering for mode 1
int render2(*FMX_F, *FMX_F, 
*FILE, *int, **float)
Rendering for mode 2
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