In this paper, we investigate the performance of the Viterbi decoding algorithm with/without Automatic Repeat reQuest (ARQ) over a Rician flat fading channel with unlimited interleaving. We show that the decay rate of the average bit error probability with respect to the bit energy to noise ratio is of order between d f and d f + 1 at high bit energy to noise ratio for both cases (with ARQ and without ARQ), where d f is the free distance of the convolutional code. The Yamamoto-Itoh flag helps to reduce the average bit error probability by a factorof 4 d f with a negligible retransmission rate. We also prove an interesting result that the average bit error probability decays exponentially fast with respect to the Rician factor for any fixed bit energy per noise ratio. In addition, the average bit error exponent with respect to the Rician factor is shown to be d f .
I. INTRODUCTION
Automatic Repeat reQuest (ARQ) is an error-control method for data transmission that uses acknowledgments to achieve reliable data transmission over an unreliable service. As the turnaround time of the communication link increases, however, retransmission becomes expensive and a more elaborate technique with reduced retransmission is required. Coded ARQ, which combines error-correcting coding and retransmission, is then an alternative to ARQ. Fang [1] and Yamamoto-Itoh [2] studied convolutionally coded ARQ schemes with Viterbi decoding [3] and showed that a low error probability is attained by having a moderate increase in complexity for Discrete Memoryless (DM) and Additive White Gaussian Noise (AWGN) channels. However, the frequency of retransmission in the Yamamoto-Itoh algorithm is much less than that of the Fang algorithm. The Yamamoto-Itohs decoding flag has been implemented in the Keystone Architecure ViterbiDecoder Coprocessor (VCP2), Texas Instruments [4] . The performance of convolutional codes with modified Viterbi decoding algorithms at finite code block-length has been recently considered in [5] .
In this paper, we investigate the performance of the original Viterbi decoder [3] and the modified Viterbi decoding algorithm by Yamamoto-Itoh [2] over Rician fading channels with unlimited interleaving. The original Viterbi decoder [3] can be considered as the Yamamoto-Itoh algorithm when setting the Yamamoto-Itoh flag equal to zero (u = 0) [2] . We show that the decay rate of the average bit error probability of the original Viterbi decoding scheme [3] is between d f and d f +1 at high bit energy to noise ratio E b /N 0 . In addition, there exists a Yamamoto-Itoh flag such that the bit error probability of the Yamamoto-Itoh algorithm is lowered by at least a factor of 4 d f . When the Rician factor becomes very large, the bit error probability is shown to decay exponentially fast with the convolutional code free-distance being its exponent.
II. CHANNEL MODELS

Fig. 1. System Model
A. Channel Models
We investigate a communication channel model in Fig. 1 where the decoder uses the Yamamoto-Itoh algorithm for decoding the convolutional code [2] . The Yamamoto-Itoh algorithm is a modification of the original Viterbi decoding, [3] , to make it work better for DM and AWGN channels with ARQ. A block of Hk c bits from the data source for H ∈ Z + are first encoded by a convolutional code of rate R c = k c /n c and with constraint length k c K, where K = m+1 and m is the memory order of the code. Before encoding, mk c tail bits are added to each block of Hk c bits to terminate the code trellis into a known state. The n c (H + m) encoder output bits are denoted by x ij , where i ∈ {1, 2, . . . , n c } indicates the code generator polynomial and j ∈ {1, 2, . . . , H + m}. In the analysis, we assume that antipodal modulation, i.e., x ij = ±1. The output bits x ij are interleaved over L subchannels. To simplify the analysis, we assume that L = n c .
The subchannels are assumed to be frequency nonselective fading Rician and independent of each other. In this model, the fading process is assumed to be constant over a block of L channel symbols (coherence time). This assumption allows the receiver to be able to estimate channel state information, i.e.,{α ij } j=1,H+m i=1,nc , perfectly. Assuming coherent detection, the received signal samples can be written as
where i ∈ {1, 2, . . . , n c } indicates the subchannel, or, equivalently, the generator polynomial used, j ∈ {1, 2, . . . , H + m} is the sample within a subchannel, E c is the energy per transmitted code symbol, and n ij 's are zero-mean white Gaussian noise samples with variance N 0 /2. The average energy per transmitted bit can be easily shown to be equal to
The fading envelopes α ij of the L subchannels involved in each decoding process are assumed to be independent of each other, identically distributed, and constant over a block of n c channel symbols. Here, α ij are assumed to be Rician distributed with noncentrality parameter s ≥ 0, scale parameter σ > 0, and the probability density function
The Rician factor γ is defined as γ = s 2 /(2σ 2 ), and
B. Decoding Algorithm
The Viterbi decoder with repeated request proposed by Yamamoto-Itoh (Yamamoto-Itoh algorithm) is used for the decoding of convolutional codes, which employs the samples y ij as well as the ideal channel state information (CSI), α ij = α ij [2] . The branch metrics are calculated as
where
are obtained by reading the elements of the coded symbol matrix {x ij } j=1,H+m i=1,nc of size n c × (H + m) column-by-column from top-to-down. In general x (r) ij = x ij , however for the case L = n c , it is clear that x (r) ij = x ij . Notice that on each branch in the trellis the first bit comes from one subchannel, the second bit from another subchannel, etc.
Note that the Viterbi Decoder with Yamamoto-Itoh Flag in Fig. 1 is a modified version of the Yamamoto-Itoh Algorithm [2] to deal with the above fading channel model. This modified decoding algorithm is as follows. To begin with, at level K −1, put a label C (correct) on all 2 K−1 paths. At each node of level t for t = K, K + 1, K + 2, . . ., the decoder estimates the sum of branch metrics t j=1 λ (r) j by using dynamic programming as the original Viterbi decoding algorithm [6] , and then selects the path {x ij ) : i = 1, 2, . . . , n c , j = 1, 2, . . . , t} that have the largest sum of branch metrics t j=1 λ (r) j and the second largest one, respectively. This means that after first round of choice, we have
Now, if path {x (r)
where u is a nonnegative constant, is satisfied, path {x (r)
. . , n c , j = 1, 2, . . . , t − 1} has label X at level t − 1, it will have the label X at level t. Retransmission is requested if at some level all the survivors are labeled with X . By making use of the dynamic programming of LHS and RHS of (7), the complexity of this overall decoding scheme can be easily shown to be O(2 K H), i.e. exponential in the convolutional code constraint length and linear in the convolutional code length. Note that for the polar code [7] , the complexity is O(H ln H). Hence, the Viterbi Decoder with Yamamoto-Itoh Flag considered in this paper has lower complexity compared with modern codes such as turbo codes, LDPC codes, polar codes. However, it should be mentioned that the constraint length K has an effect on the reliability of the convolutional code (or free distance of the code d f ). Note that when u = 0, this decoding strategy coincides with the traditional MLSD (Maximum Likehood Sequence Decoding) decoding scheme (or the original Viterbi decoding for the no-ARQ case).
III. SOME MATHEMATICAL PRELIMINARIES
In this paper, we use the notation x + = max{x, 0}, and R + is the set of positive real numbers. We also use asymptotic notation such as O(·) in the standard manner; f (x) = O(g(x)) holds if and only if lim sup x→∞ f (x)/g(x) < C for some positive constant C < ∞. The symbol error probability, the bit error probability, and the retransmission probability for the Yamamoto-Itoh algorithm with the Yamamoto-Itoh flag u [2] are denoted by P e (u), P b (u), P x (u). For u = 0, the Yamamoto-Itoh algorithm is the original Viterbi decoding algorithm, so P e (0) and P b (0) are the symbol error probability and bit error probability of the original Viterbi decoding [3] , [6] , respectively. Note that P x (0) = 0.
for some L which does not depend on the variables (x i1 , x i2 , · · · , x im ) but may depend on other variables {x 1 , x 2 , · · · , x n } \ {x i1 , x i2 , · · · , x im }.
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Here, ω xi 1 ,xi 2 ,··· ,xi m simulates the small omega concept in Landau's notations if we fix all variables in the subset {x 1 , x 2 , · · · , x n } \ {x i1 , x i2 , · · · , x im }. The difference is that small omega is an asymptotic concept, but (8) holds for any tuple (x i1 , x i2 , · · · , x im ). For example, we have
Definition 2. The average bit error exponent of a convolutional code with/without ARQ with respect to Rician factor is defined as lim γ→∞ − ln P b (u)/γ.
Next, we prove two preliminary lemmas which will be used later in upper bounding and approximating reliability performances.
Lemma 1. For any variables
Then, the following expressions hold:
In addition, for any Φ 2 ≤ 0 we have
wherẽ
and and {c k } ∞ k=1 are coefficients in the power series expansions of 1 Here, two variables are said to be dependent if one variable is a function of the other variable. Two variables are said to be independent if no variable is a function of the other. 2 The transfer function for convolutional codes is defined by Viterbi [6] .
the transfer function and the derivative of the transfer function, respectively, i.e.,
(16)
Then, the following bounds hold:
IV. MAIN RESULTS Theorem 1. The decay rate of the bit error probability P b (0) of the original Viterbi decoding scheme satisfies the following constraints
. (18) If the channel allows ARQ, then there exists a Yamamoto-Itoh flag u 0 > 0 such that the retransmission probability P x (u 0 ) and the decay rate of the bit error probability P b (u 0 ) for the Yamamoto-Itoh algorithm satisfy
In addition, for any fixed transmission bit energy to noise ratio (E b /N 0 ) and Yamamoto-Itoh flag u ≥ 0 the following holds
for any convolutional code using the Yamamoto-Itoh algorithm for decoding, wherẽ
The sketch proof of lower bounds in Theorem 1 is provided in Subsection V-B. The sketch proof of upper bounds in Theorem 1 is provided in Section VI. The detailed proofs can be found in [8] . coincide with each other, which exactly establishes the average bit error exponent with respect to the Rician factor lim γ→∞ − ln P b (u)/γ = d f for any u ≥ 0. • Yamamoto-Itoh flag is well-known to double the reliability function for the DM channel [2] . For the fading channel, this paper shows that it can help to reduce the error probability by a factor of 4 d f with the same resources First, we prove the following Proposition 1 which allows us to bound performance at finite H and as H → ∞.
Proposition 1. For any convolutional code with transfer function T (D, N ) which uses the Yamamoto-Itoh algorithm with flag u for decoding, the following inequalities hold
and
Here, {a k } ∞ k=1 and {c k } ∞ k=1 are defined in (16).
B. Sketch of Lower Bound Evaluations
It can be shown from (26) that
where A is defined in (27). Therefore, from (24) and (28) and Lemma 2 we can show that
Now, we choose u = u 0 where
and δ > 0 arbitrary small. Then from (30) we achieve
so P x (u 0 ) → 0 as E b /N 0 → ∞. With this choice of u 0 we have from (25) that
In addition, by noting that the Viterbi decoding without Yamamoto-Itoh flag corresponds to the case δ = 1, from (34) we see that
Since δ > 0 can be arbitrarily chosen, we have
Now, we also obtain from (30) that if the condition (31) holds (or u < 2E c /N 0 ), then
Next, by using the Dominated Convergence Theorem [9] and some mathematical tricks, we can show that for each fixed pair (A, σ) the following holds
as γ → ∞, whereh(u) is defined in (22). From (39) and Proposition 1 we can draw (20) and (21) with some simple manipulations.
VI. SKETCH PROOF OF UPPER BOUNDS ON PERFORMANCE
To prove upper bounds in Theorem 1 for any u > 0, we can use exactly the same arguments as the case u = 0. Therefore, for simplicity of notations, we provide the following proof for u = 0. For u = 0, the Viterbi decoding algorithm is MLSD (Maximum Likehood Sequence Decoding), i.e., by comparing the correlation metrics between paths. By the modified Yamamoto-Itoh algorithm in Section II, it follows that where α 1 , α 2 , . . . , α nc(H+m) is a permutation of {α ij } : i = 1, 2, . . . , n c , j = 1, 2, . . . , H + m}. Evaluating (40) and using Lemma 1 we can show that
By using some tricks in inequality bounds such as changing upper and lower limits of integrals, we finally come up with upper bounds in Theorem 1. Similarly, for u < 5 2Ec N0 we also obtain
A. Numerical Evaluations
Here, D(E c /N 0 , u/d f , σ 2 , s) is defined as (26) of Proposition 1. Figure 2 shows a tradeoff between the bit error probability log 10 (P e (u)) and retransmission probability log 10 (P x (u)) as a function of Yamamoto-Itoh flag u.
The associated sub-figures indicate that, as we increase the Yamamoto-Itoh flag u, the bit error probability P e (u) decreases but the retransmission probability P x (u) increases. Figure 3 shows that the increasing of Yamamoto-Itoh flag u leads to the decreasing of the bit error probability P b (u). The Viterbi decoding scheme using Yamamoto-Itoh flag helps to reduce the bit error probability P e (u) compared with the Viterbi's decoding scheme without using this flag (i.e., u = 0).
