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( )P z  and  are completely specified by the angular position of their roots on the upper semicircle 
of the z-plane. The corresponding angles are the m LSP parameters, denoted by . Hereafter we use 
the LSPs in the frequency domain, with 
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Immittance spectral pairs (ISP) [4] are said to have slightly better quantization properties and lesser 
computational complexity. Their derivation is similar to LSP. In fact, the first  ISPs of a system 
of order  are the LSPs of the system of order , while the  ISP is derived from the last LP 
coefficient  using 
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The Spectral Distortion (SD), expressed in dB, of a speech frame is given by [6]: 




2 1 10 10100 ( ) log ( ) log ( ) ,
f
f
SD f f S f Sq f df= − ⋅ −∫   (3)
where f  is the frequency in Hz, 1f  and 2f  specify the frequency range and  and  are the 
original and quantized spectrum of 
( )S f ( )Sq f
1 . In case of narrowband coders, the quantization process is 
considered “transparent” (i.e. does not introduce audible distortion) if the average SD is less than 
1 dB, and if there are less than 2% of outliers with 2 dB < SD ≤ 4 dB, and no outliers with SD > 4 dB 
[6]. A different criterion for transparency in wideband speech coders is proposed in [7]. We have 
found that (at least for our speech databases) this criterion does not yield at all transparency and that 
the criterion used for narrowband coders, with a frequency range of 0-7 kHz, seems to yield 
transparency also for wideband coders. We thus decided to use the latter criterion, coupled with 
listening test verifications. 
(z)mA
a. Quantization techniques  
Vector Quantization (VQ) exploits the (intra-frame) correlation between neighboring LSPs for bit-
rate reduction [6]. Sub-optimal VQ, such as Split Vector Quantization (SVQ) and Multi-Stage Vector 
Quantization (MSVQ) [8], is used to decrease the storage and complexity of the full-search VQ. In 
SVQ the LSP vector is partitioned into smaller sub-vectors, and each sub-vector is quantized using a 
full-search VQ. SVQ is particularly adapted to LSP quantization, as the localized spectral sensitivity 
of the LSPs limits the spectral distortion leakage from one region to the other. MSVQ consists of a 
sequence of vector quantization stages, each operating on the error signal of the previous stage. 
Split Multistage VQ (S-MSVQ) combines SVQ and MSVQ [8] as depicted in the shadowed box of 
Figure 1 (two-stage case). At the first stage, SVQ is applied, and then the residual (difference between 
the unquantized and quantized LSP vector) is used as input of a second SVQ stage. The notation used 
hereafter with this quantization scheme is illustrated with an example: In the first stage, a 16-
dimensional input vector is split into two sub-vectors of dimension 5 and 11 respectively, and each of 
these sub-vectors is coded using 7 bits. In the second stage, the residual vector is split into five sub-
vectors of dimensions 2-4-3-3-4 and these sub-vectors are coded with 5-6-6-6-5 bits respectively. A 
total of 42 bits is used. We refer to this case as the 42-[(5,11)7,7; (2,4,3,3,4)5,6,6,6,5] quantization scheme. 
The VQ methods discussed above are memoryless, as no information from previous frames is used in 
the quantization of the current frame, whereas predictive VQ [9] exploits the temporal (inter-frame) 
correlation of consecutive LSP vectors. We use moving average (MA) prediction, instead of auto-
regressive (AR) prediction, due to its robustness to channel transmission errors. The MA predictors 
were calculated open-loop, using high order AR approximation of the MA process [3]. The 2-stage 
S-MSVQ quantization scheme including 1st order MA prediction is shown in Figure 1. Note that the 
mean LSP vector is removed before quantization and added to the decoded LSP. The experimental 
choice of the number of splits and bit allocation, in order to achieve transparency while minimizing 























Figure 1: 2-stage S-MSVQ quantization scheme with 1st order MA prediction. 
3. EXPERIMENTAL  DESIGN 
The training and testing LSP databases are built up using three speech databases [3]: the TIMIT 
(US English), the BDSONS (French), and the ITU multi-Lingual Speech Database. The LSPs are 
calculated from the speech data, as it is done in our proprietary Wideband CELP coder [3]. This coder 
uses a full-band approach, 16 kHz sampling rate and a 20 ms frame size, with four 5 ms sub-frames. 
An asymmetric window is applied on a 30 ms frame: 20 ms of present speech and 10 ms of past 
speech. A 16th order LP analysis is done and the resulting LP coefficients are transformed to LSP. 
a. Determination of the optimal split and bit allocation 
In previous work [3] we have used a one-stage SVQ with a fixed split of 5 codebooks with 
dimension 4-3-3-3-3. The optimal bit allocation to these codebooks was determined iteratively, at 
every iteration increasing the bit budget by one bit, allocating it tentatively to each codebook, and 
choosing the configuration that gives the best marginal improvement in SD. The codebooks were 
trained using Linde-Buzo-Gray algorithm, with Euclidean distance for training and testing [10]. 
Transparency is achieved with the 45-[(4,3,3,3,3)12,10,9,8,6] quantization scheme (#1 in Table 1). MA 
prediction was tested, observing considerable reduction in the SD with prediction order of one and 
little improvement in further increasing the prediction order. Perceptual weighting was also tested, 
obtaining an improvement of 0.03 dB in the average SD, at the cost of a considerable complexity 
increase. The procedure for optimal bit allocation was then repeated, this time with 1st order MA 
prediction and weighting. Transparency was achieved with the 40-bit [(4,3,3,3,3)11,9,8,7,5] scheme (#2 in 
Table 1). So far we focused on minimizing the bit rate only. The work described hereafter consists in 
minimizing both the bit rate and the complexity, by choosing the optimal split and bit allocation to 
each split. Based on the results of previous work, we focus on a 40-45 bit budget, 1st order MA 
prediction and no weighting.  
In SVQ, for a given bit-budget, the best solutions in terms of complexity are those who assign an equal 
number of bits to each split [11]. We found that, although not strictly true, this is true for the range of 
values considered in practice. Firstly we wanted to improve in complexity upon scheme #1. For a 45-
bit budget, we tested all possible 5-split configurations (with at least 2 LSP per split) assigning 9 bits 
per split. For each configuration, training and testing was performed, choosing the best in terms of SD 
(#3 in Table 1). This scheme is much less complex than #1, for a slightly higher SD. We have also 
tested 4- and 6- split solutions using the same approach, producing schemes #4 (too complex) and #5 
(less complex but not transparent at 45-bits). Here we observe the trade-off among complexity and 
number of splits typical of SVQ. 
For a 40-bit budget and (1st order) MA prediction, we tested 5 splits with 8 bits per split, choosing the 
two best configurations (#6 and #7). As transparency is not achieved, we optimally allocate (to the 
split that gives the best marginal improvement) an extra bit, obtaining scheme #8, which achieves 
transparency with less complexity than #2. Tests were repeated for all combinations of 5 splits and 
4*8 +1*9 bits, finding that #8 is definitely the best solution and one of the few that are transparent. We 
also studied the 6-split solution, obtaining scheme #9, less complex, but at the cost of two extra bits. 




























ADD MAC MEM 
1 45-[(4,3,3,3,3)12,10,9,8,6] 0.9889 0.35 0 21952 21952 21952 
2 40-[(4,3,3,3,3)11,9,8,7,5] MA, weight 0.9815 0.73 0 10976 21952 10976 
3 45-[(3,3,3,3,4)9,9,9,9,9] 1.0017 0.47 0 8192 8192 8192 
4 44-[(4,3,4,5)11,11,11,11] 0.9915 0.31 0 32768 32768 32768 
5 45-[(3,2,3,2,2,4)8,8,8,7,7,7] 1.0789 0.93 0 3072 3072 3072 
6 40-[(3,2,3,3,5)8,8,8,8,8] MA 1.0297 1.47 0 4096 4096 4096 
7 40-[(3,3,3,3,4)8,8,8,8,8] MA 1.0334 1.63 0 4096 4096 4096 
8 41-[(3,3,3,3,4)8,9,8,8,8] MA 0.9818 1.03 0 4864 4864 4864 
9 43-[(3,2,2,2,3,4)8,7,7,7,7,7] MA 0.9594 0.76 0 2432 2432 2432 
10 21-[(4,4,8)7,7,7] MA 1.9946 44.50 0.31 2048 2048 2048 
11 42-[(4,4,8)7,7,7 ;(5,5,6)7,7,7] MA 0.9773 1.34 0 4096 4096 4096 
12 41-[(4,4,8)7,7,7 ;(4,4,3,5)5,5,5,5] MA 1.0344 1.53 0 2560 2560 2560 
13 41-[(4,4,8)7,7,7 ;(2,4,3,3,4)4,4,4,4,4] MA 1.0372 1.63 0.01 2304 2304 2304 
14 42-[(4,4,8)7,7,7 ;(3,5,3,5)5,5,5,6] MA 0.9901 1.21 0 2720 2720 2720 
15 42-[(4,4,8)7,7,7 ;(3,3,3,3,4)4,4,4,5,4] MA 1.0016 1.30 0 2352 2352 2352 
16 43-[(4,4,8)7,7,7 ;(2,3,3,3,5)4,4,4,5,5] MA 0.9654 1.10 0 2432 2432 2432 
17 28-[(3,3,4,6)7,7,7,7] MA 1.5720 15.09 0.02 2048 2048 2048 
18 42-[(3,3,4,6)7,7,7,7; (8,8)7,7] MA 0.9920 1.31 0 4096 4096 4096 
19 43-[(3,3,4,6)7,7,7,7; (6,5,5)5,5,5] MA 0.9748 1.23 0 2560 2560 2560 
20 30-[(3,2,3,3,5)6,6,6,6,6] MA 1.5164 11.89 0.02 1024 1024 1024 
21 42-[(3,2,3,3,5)6,6,6,6,6; (4,6,6)4,4,4] MA 1.0439 1.72 0 1280 1280 1280 
22 44-[(3,2,3,3,5)6,6,6,6,6; (4,6,6)4,5,5] MA 0.9683 1.19 0 1472 1472 1472 
23 43-[(3,2,3,3,5)6,6,7,6,6; (4,7,5)4,4,4] MA 1.0073 1.63 0 1472 1472 1472 
24 42-[(3,2,3,3,5)6,6,6,6,6; (3,5,4,4)3,3,3,3] MA 1.0429 1.64 0.01 1152 1152 1152 
25 44-[(3,2,3,3,5)6,6,6,6,6; (4,4,3,5)4,3,3,4] MA 0.9727 1.30 0 1224 1224 1224 
26 42-[(5,11)7,7 ; (2,4,3,3,4)5,6,6,6,5] MA 0.9656 0.96 0 2880 2880 2880 
27 42-[(5,11)7,7 ; (2,3,2,2,3,4)4,5,4,5,5,5] MA 0.9763 0.98 0 2496 2496 2496 
28 42-[(16)6; (16)6; (2,3,3,3,5)6,6,6,6,6] MA 1.0018 0.65 0 3072 3072 3072 
ble 1:  SD measure and complexity of the different designed quantization schemes (the complexity of 
the MA prediction, namely 16 ADD and 16 MULT, being not included).  f we assign an equal amount of bits to each split, the complexity depends only on the number of bits, 
nd not on the amount or dimension of the splits. So, we should put no more than 7 bits per split in the 
irst and second stages, to obtain schemes that are less complex than #8. We consider bit-budgets 
round 40-42. For the first stage we studied 2-, 3- , 4- and 5-split solutions, as more splits would make 
t difficult to achieve transparency with this bit-budget. We started with 3 splits of 7 bits each, in the 
irst stage, followed by 4 splits with 5 bits or 5 splits with 4 bits, for a total of 41 bits, or 3 splits with 
-7 bits for a total of 39-42 bits. Considering all possible splits, the best solution found for the first 
tage is #10. Using this solution in the first stage, we found the best solution for the second stage, in 
he case of 3, 4, and 5 splits (#11, #12 and #13). For the 3-split case, transparency could not be 
chieved with 6 bits per split, and not even adding two extra bits. It was achieved with 7 bits per split 
#11) but with little complexity decrease with respect to #8. In the 4-split case, to achieve transparency 
e tested all combinations of 4 splits and 3*5 +1*6 bits, obtaining scheme #14. In the 5-split case, we 
ested all combinations of 5 splits and 1*5 + 4*4 bits and 2*5 + 3*4 bits obtaining #15 and #16. 
e considered 4 splits with 7 bits each in the first stage, obtaining best solution as #17. Using it, we 
ested different options for the second stage. The best 2-split with 7 bits each is #18. In the case of 3 
plits on the 2nd stage we could not achieve transparency with less than 5 bits per split (#19).  
hen we tested a first stage of 5 splits of 6 bits, best result is #20. Using this solution, we tried a 
econd stage of 3 splits with 4 bits, obtaining #21. We added up to two extra bits to this configuration, 
chieving transparency (at 44 bits) with #22. We also tried to increase one bit in the first stage, 
obtaining #23 which is basically transparent, for the same complexity of #22 and one bit less. In the 
case of a second stage of 4 splits with 3 bits each, we obtain configuration #24, and then #25 by 
adding two extra bits to achieve transparency. With a similar procedure as explained above we 
obtained schemes #26 and #27 (two splits of 7 bits in the first stage, followed by a 5- and 6-split 
second stage). Finally, we also studied a three-stage solution (#28). 
The designed schemes, which are transparent and use MA prediction are given in Table 2, ordered first 
according to bit rate and within each bit rate according to complexity. Schemes #29 and #30 are the 
ones used in the WB-AMR coder (see Section 4) reported for comparison reasons. It is seen that there 
is a trade-off between bit-rate and complexity, as none of the (less complex) schemes has the same bit-
rate of the (more-complex) scheme #8. We performed blind listening tests finding that scheme #26 
yields the best quality. This scheme is for us a good compromise in quality and complexity and it was 
chosen for implementation in our proprietary CELP coder. The schemes with more than 1 % of 
outliers within 2-4 dB showed slight but noticeable distortion, suggesting that the criterion for 
transparency should be tightened, allowing only 1 % of outliers within 2-4 dB. Accordingly, to further 










ADD MAC MEM 
a) 8 41-[(3,3,3,3,4)8,9,8,8,8] MA 0.9818 1.03 0 4864 4864 4864 
 15 42-[(4,4,8)7,7,7 ;(3,3,3,3,4)4,4,4,5,4] MA 1.0016 1.30 0 2352 2352 2352 
 27 42-[(5,11)7,7 ; (2,3,2,2,3,4)4,5,4,5,5,5] MA 0.9763 0.98 0 2496 2496 2496 
 14 42-[(4,4,8)7,7,7 ;(3,5,3,5)5,5,5,6] MA 0.9901 1.21 0 2720 2720 2720 
 26 42-[(5,11)7,7 ; (2,4,3,3,4)5,6,6,6,5] MA 0.9656 0.96 0 2880 2880 2880 
 28 42-[(16)6; (16)6; (2,3,3,3,5)6,6,6,6,6] MA 1.0018 0.65 0 3072 3072 3072 
 11 42-[(4,4,8)7,7,7 ;(5,5,6)7,7,7] MA 0.9773 1.34 0 4096 4096 4096 
 18 42-[(3,3,4,6)7,7,7,7; (8,8)7,7] MA 0.9920 1.31 0 4096 4096 4096 
 23 43-[(3,2,3,3,5)6,6,7,6,6; (4,7,5)4,4,4] MA 1.0073 1.63 0 1472 1472 1472 
 9 43-[(3,2,2,2,3,4)8,7,7,7,7,7] MA 0.9594 0.76 0 2432 2432 2432 
 16 43-[(4,4,8)7,7,7 ;(2,3,3,3,5)4,4,4,5,5] MA 0.9654 1.10 0 2432 2432 2432 
 19 43-[(3,3,4,6)7,7,7,7; (6,5,5)5,5,5] MA 0.9748 1.23 0 2560 2560 2560 
 25 44-[(3,2,3,3,5)6,6,6,6,6; (4,4,3,5)4,3,3,4] MA 0.9727 1.30 0 1224 1224 1224 
 22 44-[(3,2,3,3,5)6,6,6,6,6; (4,6,6)4,5,5] MA 0.9683 1.19 0 1472 1472 1472 
         
b) 29 46- [(9,7)8,8 ; (3,3,3,3,4)6,7,7,5,5] MA 0.8761 0.46 0 5280 5280 5280 
 30 36- [(9,7)8,8 ; (5,4,7)7,7,6] MA 1.1979 2.64   0 5696 5696 5696 
Table 2:  a) SD measure and complexity of the different designed quantization schemes of Table 1, 
which are transparent and have MA prediction, ordered first according to bit rate and within 
each bit rate according to complexity. b) Schemes used in the WB-AMR [5].  
4. SPECTRAL  QUANTIZATION  IN  THE  ETSI  WB-AMR [5] 
In the new ETSI WB-AMR the 16 kHz input speech signal is first decimated to 12.8 kHz, and then 
used to perform 16-order LPC analysis, every 20 ms, with a 30 ms window size (5 ms look-ahead and 
5 ms past speech). The computed LP coefficients are converted to ISPs, and quantized using two-stage 
S-MSVQ, with 1st order MA prediction and no-weighting. The coder has 9 modes, corresponding to 
different bit rates from 6.6 to 23.85 kbps. ISP quantization uses a 46-[(9,7)8,8 ; (3,3,3,3,4)6,7,7,5,5] 
scheme in all modes except the lowest bit-rate mode, which uses a 36-[(9,7)8,8 ; (5,4,7)7,7,6] scheme. 
These schemes are reported in Table 2, together with complexity and measured SD. 
An attempt of comparing our designed schemes with those of the WB-AMR is done, with the caveats 
that (slightly) different quantization parameters are used (ISP instead of LSP), and especially that the 
WB-AMR uses a 6.4 kHz bandwidth instead of 7.0 kHz, rendering the quantization task somewhat 
easier. To measure the WB-AMR SD, the ISP databases for training and testing were generated using 
5
the same speech material as in Section 3 and in [3]. The ISPs were calculated as in the ETSI WB-
AMR, but using double precision instead of fixed-point arithmetic. We observe that all our S-MSVQ 
schemes have lower complexity than the WB-AMR schemes. Regarding SD performance, the 
comparison is difficult as our bit rates are different from the WB-AMR. A rough estimation of the 
WB-AMR SD obtained with linear interpolation at 42 bits results in an SD that is higher than for the 
“best” found (#26) scheme. 
Note also that in the ETSI WB-AMR, the 4 closest vectors in the first stage (survivors) are kept, and 
then the search in the second stage is done for each of the survivors. Complexity would increase to 
8832 (ADD, MAC and MEM) for the 46-bit scheme and 10496 (ADD, MAC and MEM) for the 36-bit 
scheme, for a performance improvement of 0.07 dB in SD. 
5. CONCLUSIONS  AND  FUTURE  WORK 
We have investigated the design of spectral quantization for a wideband CELP coder. Different 2-
stage S-MSVQ schemes with 1st order MA prediction were designed in order to achieve transparency 
while minimizing total number of bits and complexity. Extensive listening tests were applied to the 
obtained schemes. Compared to our initial one stage SVQ solution (#2 in Table 1), the finally chosen 
scheme (#26) uses 2-bits more, but complexity is reduced by a factor of 5. This scheme also compares 
favorably to the existing schemes of the WB-AMR coder, in spite of the fact that it processes 
12.8 kHz-sampled speech. The design procedure should be repeated using ISPs, to see if there is an 
improvement in performance. 
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