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General Introduction 2
Context
An era of global changes
Climate change is one of the biggest concerns of our century. Indeed, over the last
decades, the Earth has been undergoing many global changes. These changes are
responsible for the increase of pollution and greenhouse gases emissions and have
caused a great rise of global warming [Tilman et al., 2001, Millennium Ecosystems
Assessment, 2005]. Population growth is probably the most significant global change
because it induced other global changes through the increase of human activities, such
as urbanization, industrialization and agriculture expansion.
In particular, the growing demand for food led to the "Green Revolution" which
involved changes and intensification of agricultural practices — mineral fertilizing,
use of chemicals (such as herbicides and pesticides), deep ploughing, intensive animal
farming — to become more productive [Tilman et al., 2001, Robinson and Sutherland,
2002]. In addition to contributing to climate change, these agricultural changes have
implied modifications of the landscapes with the mechanization and the increase of the
size of the crop fields. They have caused the destruction or the fragmentation of semi-
natural elements such as hedgerows, permanent grasslands or woodlands, which are
important sources of biodiversity [Tscharntke et al., 2005]. Hence, the last decades have
been synonymous with global warming but also reduction of landscape diversity, both
implying worldwide decline in biodiversity [Wilcox and Murphy, 1985, Tilman, 1999,
Robinson and Sutherland, 2002, Millennium Ecosystems Assessment, 2005]. Today,
agriculture intensification is considered as one of the major drivers of biodiversity
loss [Tilman et al., 2001].
To cope with this alarming state, policies have been adopted in Europe to protect
biodiversity in natural habitats with the European Union Habitats Directive (92/43/EEC).
The Convention on Biological Diversity (CBD) was adopted during the 1992 Rio Earth
Summit. In the frame of this international agreement for biological conservation, mea-
sures have been undertaken to reduce the rate of biodiversity loss [Butchart et al.,
2010]. In Europe, agri-environmental policies have been set up for a more sustainable
agriculture [Tscharntke et al., 2005], with among them, the Greening of the Common
Agriculture Policy in 2013 that is an incentive for farmers to use their farmland more
sustainably and to care for natural resources. The notion of ecosystem services, i.e.,
the benefits that the humans obtain from the ecosystems, has arisen with the 2005 Mil-
lennium Ecosystem Assessment [Millennium Ecosystems Assessment, 2005]. Among
the habitats referred by these policies, grasslands are considered as environmentally
valuable habitats that provide a large number and variety of ecosystem services.
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The importance of grasslands
Indeed, grasslands are species-rich habitats [WallisDeVries et al., 2002, Plantureux
et al., 2005]. They are among the largest ecosystems in the world representing 40.5%
of the terrestrial area (excluding Greenland and Antarctica) [Suttie et al., 2005] and
covering 18% of France territory [Eurostat, 2010].
By definition, grasslands are lands covered with herbaceous plants with less than
10% tree and shrub cover [White et al., 2000]. These open habitats are prevented from
woody plant encroachment by natural conditions — climatic (fire, drought, freeze),
soil and topographic conditions — or agricultural activities (mowing, grazing). The
heterogeneity of this habitat, composed of an association of spontaneous grasses and
legume plants, is favorable to insects and micro-organisms [Fahrig et al., 2011, Gardi
et al., 2002,Cole et al., 2006]. This diversity supports many ecosystem services such as
carbon storage, erosion regulation, protection of water quality, food production, crop
pollination, pest regulation (Table 1) [Sala and Paruelo, 1997, Peeters, 2009, Tilman
et al., 2001, Millennium Ecosystems Assessment, 2005, Hönigová et al., 2012, Werling
et al., 2014].
Table 1.: Essential ecosystem services provided by grasslands and classified into four
categories according to the Millennium Ecosystem Assessment [Millennium
Ecosystems Assessment, 2005].
Supporting Provisioning
Nutrient cycle (carbon, nitrogen...) Food production
Water cycle (meat, milk, honey)
Wildlife habitat Bioenergy
Genetic library
Regulating Cultural
Carbon storage Biodiversity
Climate regulation Aesthetic beauty
Erosion regulation Tourism and Recreation
Protection of water quality
Pollination
Pest regulation
In Europe, the Common Agriculture Policy (CAP) distinguishes between two types
of grasslands based on their age: permanent or temporary. Permanent grasslands
are grasslands that have not been ploughed for at least six years, whereas temporary
grasslands are part of a 5-year crop rotation. The Greening of the 2013 CAP reform
incites farmers to maintain their permanent grasslands.
However, from an ecological viewpoint, this typology is not very relevant. Indeed,
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permanent grasslands can be improved to increase the biomass production, mainly
through fertilizing and reseeding, that tend to select the most productive species to
the detriment of species diversity [Socher et al., 2012,Allan et al., 2015]. But ecologists
are more interested in the potential for biodiversity of grasslands. Although agricul-
tural management of grasslands — mowing and/or grazing — is essential to maintain
their biodiversity, an intensive use constitutes a threat for this biodiversity [Hansson
and Fogelfors, 2000,Moog et al., 2002,Muller, 2002,Zechmeister et al., 2003,Plantureux
et al., 2005, Allan et al., 2015]. Hence, a grassland categorized as "permanent" in the
regulation may be intensively-used and thus may not necessarily hold a high biodiver-
sity level. Extensively-used (few anthropogenic perturbations) grasslands with natural
plant communities are more commonly referred to as "semi-natural grasslands" [Sul-
livan et al., 2010, Fahrig et al., 2011], even if for some ecologists, the term "permanent
grassland" refers to this definition of grasslands (and not to the CAP definition). To
illustrate this, Figure 1 shows pictures of three types of grasslands: (a) intensively-
used grassland poor in diversity and where the seeding lines are visible (that can be
classified as "permanent" in the regulation but not from the ecological viewpoint), (b)
extensively-used ("semi-natural" or "permanent" from the ecological viewpoint) grass-
land rich in plant species, and (c) unused/abandoned grassland with woody plant
encroachment that is turning into a fallow.
(a) (b) (c)
Figure 1.: Pictures of (a) an intensively used grassland, (b) an extensively used grass-
land, (c) an abandoned grassland.
Despite the regulations in favor of grasslands in Europe, semi-natural grasslands
are degrading because of their intensified use or their abandonment, and their surface
is continuously decreasing (Figure 2), leading to a loss of biodiversity and associated
services [Eriksson et al., 1995,Millennium Ecosystems Assessment, 2005,Carboni et al.,
2015]. Grassland species are also affected by global warming, which causes shifts in
their phenology [Cleland et al., 2006, Richardson et al., 2013, CaraDonna et al., 2014].
A recent study [Butchart et al., 2010] revealed that most indicators of the state of
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biodiversity show worldwide declines while indicators of pressures on biodiversity
(resource consumption, nitrogen pollution, overexploitation, invasive alien species and
climate change impacts) show worldwide increases.
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Figure 2.: Evolution of the "permanent meadows and pastures" surface area in the
European Union. Source: FAO stat (http://www.fao.org/faostat/).
Hence, there is an important need to monitor biodiversity over large extents (na-
tional to international scales) in grasslands from a conservation perspective in order to
assess the effectiveness of the environmental policies on grasslands’ biodiversity [Sul-
livan et al., 2010, Pettorelli et al., 2014]. This monitoring should use similar method-
ologies to enable the comparison between countries.
Usually, ecologists monitor grasslands through field surveys. However, these sur-
veys require important human and material resources, the knowledge of the assessor
and a sampling strategy, which make them expensive and time consuming [Magurran,
2004, Rocchini et al., 2016]. Moreover, different methodologies can be employed and
they tend to be influenced by the assessor [Rocchini et al., 2016]. Hence field surveys
differ in their type and reliability, which can make difficult the comparison between
study areas. Ecological surveys are thus limited in spatial extent and in temporal fre-
quency, limiting grassland monitoring to a local scale and over a short period of time.
Therefore, field surveys alone cannot address the needs to monitor biodiversity over
large extents and other techniques should be considered.
Remote sensing, a useful tool to monitor grasslands
Remote sensing of vegetation
Remote sensing is a unique tool that can address the aforementioned needs. Indeed,
thanks to their broad spatial coverage and their regular revisit frequency, satellite sen-
sors acquire regular and repeatable observations over large extents, providing contin-
uous information about vegetated areas [Duro et al., 2007, Pettorelli et al., 2014, Cord
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et al., 2017]. Passive sensors measure the electromagnetic radiation reflected by ter-
restrial surfaces in a wide range of the electromagnetic spectrum (from visible to mid-
infrared). The way vegetation reflects the light depends on its nature, state and config-
uration. For instance, healthy vegetation that is photosynthetically active absorbs the
light in the blue and red wavelengths domain while it reflects in the green and near
infrared wavelengths [Tucker, 1979] (Figure 3, green line). A dry/senescent/stressed
vegetation will have a different spectral signature (Figure 3, red line). Hence, remotely
sensed data give access to properties of the vegetation that cannot be seen by the
human eye.
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Figure 3.: Spectral signature of healthy vegetation (green) and of dry vegetation (red).
The spectra were acquired with an ASD FieldSpec (ASD Inc.) in the same
grassland at two different phenological periods (details are provided in
Chapter 1).
Remote sensing has been used in ecology to detect land use change, monitor and
map natural habitats, assess habitat structure and heterogeneity, estimate the species
diversity, map primary productivity of a wide panel of land covers [Nagendra, 2001,
Turner et al., 2003, Kerr and Ostrovsky, 2003, Groom et al., 2006, Duro et al., 2007,
Nagendra et al., 2013, Pettorelli et al., 2014, Corbane et al., 2015].
Remote sensing of grasslands
However, grasslands have relatively not been studied much in the remote sensing
literature compared to other land covers like crops or forest [Newton et al., 2009].
Most of the studies focusing on grasslands have agronomic applications, such as es-
timating biomass productivity and growth rate [Gu et al., 2013, Li et al., 2013, Gu
and Wylie, 2015] or derivating biophysical parameters like the Leaf Ara Index (LAI),
the Fraction of Photosynthetically Active Radiation (fPAR), the fraction of Vegeta-
tion Cover (fCOVER) and the chlorophyll content [Friedl et al., 1994, Wylie et al.,
2002, Darvishzadeh et al., 2008, He et al., 2009, Asam et al., 2013].
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Regarding ecological applications, works are relatively new and were applied to the
mapping of grasslands types in Natura 2000 zones [Corbane et al., 2013, Buck et al.,
2015], the identification of high nature value grasslands [Stenzel et al., 2017], the study
of phenological response to climate change [Whittington et al., 2015], the assessment
of species richness [Oldeland et al., 2010, Hall et al., 2012, Möckel et al., 2016], the
mapping of groups/patterns of species [Schmidtlein and Sassin, 2004, Ishii et al., 2009,
Feilhauer et al., 2011,Feilhauer et al., 2013,Schuster et al., 2015], of flowers [Chen et al.,
2009, Shen et al., 2010, Carvalho et al., 2013, Landmann et al., 2015] and of pollination
types [Feilhauer et al., 2016].
However, most of the works having ecological schemes were conducted at the scale
of the grassland using hyperspectral data issued from a field spectroradiometer or an
airborne sensor or satellite data with a very high spatial resolution (≤ 5 meters/pixel)
such as RapidEye. But these types of acquisitions are limited in time because they are
expensive. Thus the works are constrained by the low temporal resolution and the
small spatial cover of these sensors and they do not allow for a continuous monitoring
of grasslands over the years and over large spatial extents.
Hence, grasslands have been mostly studied at regional to national scales with
medium to low spatial resolution sensors that provide freely images with a high tem-
poral resolution but where the Minimum Mapping Unit (MMU) is at least of hun-
dreds of meters (i.e., MODIS: 250 m/pixel, SPOT-VEGETATION and NOAA AVHRR:
1 km/pixel) [Reed et al., 1994, Fontana et al., 2008, Verbesselt et al., 2010, Poças et al.,
2012, Li et al., 2013, Hilker et al., 2014, Cao et al., 2015, Halabuk et al., 2015]. Al-
though these sensors provide information over large spatial extents, this scale is only
suitable for large, extensive, homogeneous and contiguous regions like steppes [Cao
et al., 2015], but not for fragmented landscapes which are usually found in Europe
and in France particularly [Eriksson et al., 2002, Zillmann et al., 2014]. These frag-
mented landscapes are made of a patchwork of different land covers that have a small
area [Zillmann et al., 2014]. For these types of landscapes, grasslands can be smaller
(less than 10,000 m2) than the pixel resolution [Ali et al., 2016]. As a consequence,
pixels containing grasslands are usually a mixture of other contributions, which can
limit the analysis [Nagendra, 2001, Nagendra et al., 2013, Blaschke et al., 2014]. For
instance, Poças et al. [Poças et al., 2012] had to select manually large contiguous areas
of semi-natural grasslands in a mountain region of Portugal to be able to use SPOT-
VEGETATION data. Halabuk et al. [Halabuk et al., 2015] also had to select only one
MODIS pixel per homogeneous sample site in Slovakia to classify mown grasslands.
A 30-m pixel resolution, provided by Landsat sensor, might be still not sufficient for
grassland characterization. Indeed, Lucas et al. [Lucas et al., 2007] and Toivonen and
Luoto [Toivonen and Luoto, 2003] showed that it was more difficult to classify frag-
mented and complex elements, like semi-natural grasslands, than homogeneous habi-
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tats, using Landsat imagery. Therefore, high spatial resolution images are required to
detect small grasslands in fragmented landscapes [Gamon et al., 1993, Corbane et al.,
2015, Ali et al., 2016].
Regarding high and very high spatial resolution sensors (about 10 m/pixel or less),
as stated earlier, few intra-annual images are usually available for a given location
because they are usually expensive [Wulder et al., 2004]. However, the monitoring
of grassland phenology requires time series of remotely sensed images. Moreover,
many studies involving grasslands type classification using RapidEye imagery (5 m)
concluded that three inter-annual images were not enough and they increased the
classification accuracy by increasing the number of observations [Franke et al., 2012,
Schmidt et al., 2014, Buck et al., 2015, Schuster et al., 2015]. Hence, high temporal
resolution data is recommendable for the study of grasslands.
Additionally, for the assessment of grasslands’ plant species diversity, high spec-
tral resolution is preferable [Rocchini et al., 2010, Wang et al., 2010, Oldeland et al.,
2010, Feilhauer et al., 2013]. But hyperspectral data is also usually limited by its tem-
poral resolution, because there are very few hyperspectral satellite sensors and their
acquisitions are costly. Hence, very high spectral resolution data are usually acquired
with airborne sensors or field spectroradiometers.
Finally, some studies using active data (radar, Lidar) to characterize grasslands can
be reported [Bork and Su, 2007, Schuster et al., 2011, Voormansik et al., 2013, Ali et al.,
2016], but the use of this type of data has not been addressed a lot in ecological
applications compared to optical data
Therefore, given the heterogeneity of grasslands in fragmented landscapes, their
phenological cycle and the punctuality of the anthropogenic events (e.g., mowing),
dense high spatial and spectral resolutions time series are required for the monitoring
of grassland biodiversity [Psomas et al., 2011, Hill, 2013, Schuster et al., 2015, Ali et al.,
2016].
The new generation satellites
Until recently, satellite missions offering high revisit frequency (1–16 days) had
coarse spatial resolution (i.e., NOAA AVHRR, 1 km; MODIS, 250/500 m; PROBA-
V, 100 m) (Figure 4). Conversely, high spatial resolution missions did not provide
dense time series and/or were costly (i.e., QuickBird, RapidEye, WorldView, Pléiades).
Hence, the study of semi-natural grasslands in Europe has been limited by the resolu-
tions of sensors or the cost of the images.
However, new missions like Sentinel-2 [Drusch et al., 2012] — launched in 2015 but
fully operational in 2018 —, with a very high revisit frequency (five days) and high spa-
tial resolution (10 m in four spectral channels, 20 m in six channels) provide new op-
portunities for grasslands’ monitoring over the years in fragmented landscapes [Hill,
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2013] at no cost, thanks to the European Space Agency (ESA) free data access policy.
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Figure 4.: Spatial and temporal resolutions of optical sensors providing free data. The
radius of the circle is proportional to the number of spectral bands of the
sensor.
New opportunities...
The properties of this type of sensor enable the acquisition of data with a high pre-
cision at national scales. First of all, the high spatial resolution allows for the detection
of more details, such as intrafield variations [Ali et al., 2016]. For grasslands, it makes
possible the identification of pure grassland pixels that are not mixed with other types
of land cover. Moreover, several pixels can belong to the same grassland, and sev-
eral pixels representing a smaller area in the grassland are more likely to capture the
heterogeneity in a grassland (Figure 5).
Secondly, the high temporal resolution enables a finer monitoring of grasslands’
phenology, with the possibility to detect with more precision (five days) the pheno-
logical events and the management practices during the vegetation cycle. In Figure 6,
with a temporal resolution of one month (b) it is not possible to detect short pheno-
logical events, for instance the vegetation regrowth in the end of June that is visible
with a temporal resolution of 5 days (a).
Finally, the high spectral resolution with spectral bands in the red edge (Figure 7)
allows for a more complete characterization of the vegetation. Additionally, it has
been shown that classification accuracies of vegetation are better when the spectral
resolution is higher [Feilhauer et al., 2013, Zillmann et al., 2014, Sheeren et al., 2016].
Therefore, the new generation satellites make possible a finer and more precise
analysis and monitoring of grasslands over wider areas.
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(a) 250 meters (b) 30 meters (c) 10 meters
Figure 5.: (a) Simulated MODIS, (b) simulated Landsat 8, and (c) Sentinel-2 images in
the NIR band of the same area (southwest France). The red lines correspond
to real grasslands spatial limits.
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Figure 6.: Normalized Difference Vegetation Index (NDVI) temporal profile of a
grassland’s pixel with (a) acquired with a very high temporal resolu-
tion (Formosat-2, around 5 days) and (b) a medium temporal resolution
(1 month). The x-axis represents the months of the year 2006.
... But also new challenges
However, the use of both the spectral and the temporal information in dense multi-
spectral time series with a high spatial resolution involves high dimensional and big
data issues. Indeed, we have to deal with a high number of spectro-temporal variables
but with a small number of samples, because grasslands are relatively small objects
in the landscape. Even with high spatial resolution sensors (around 10 meters), on
average only a hundred of pixels compose these grasslands while there is about the
same number of spectro-temporal variables during a year of acquisitions.
Moreover, decreasing the pixel size implies increasing the number of pixels to pro-
cess for the same ground surface area. Hence, processing an entire regional area with
high spatial resolution data implies dealing with a very large number of pixels. For
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Figure 7.: Comparison of Sentinel-2 spectral bands with Landsat 8 and Landsat 7
(30 meters spatial resolution). Source: Landsat Science, NASA (https:
//landsat.gsfc.nasa.gov/.
instance, processing the French department "Haute-Garonne" (this administrative di-
vision is below the regional administrative level), that covers an area of 6,309 km2,
means processing more than 63 millions Sentinel-2 pixels. But the complexity of clas-
sification algorithms such as Support Vector Machine (SVM) [Cortes and Vapnik, 1995]
increases proportionally (between n2 and n3) with the number n of pixels to process
[Bottou and Lin, 2007].
In contrast, such a high spatial resolution makes possible the work at the object
level, by considering several pixels in the grassland. Object-oriented approaches are
more likely to characterize grasslands ecologically [Wang et al., 2010, Brenner et al.,
2012, Stenzel et al., 2017] because landscape ecologists usually study grasslands at the
parcel scale [Laliberte et al., 2007]. At the object level, objects are commonly modeled
by their mean spectral value [Duro et al., 2012, Li et al., 2013, Dusseux et al., 2014b,
Gómez Giménez et al., 2017]. However, such a representation might be too coarse for
a grassland since it does not capture its heterogeneity. Semi-natural grasslands with a
high biodiversity level are characterized by their heterogeneity [Öster et al., 2007] that
should be accounted for. Hence, a spectral modeling of the grasslands at the object
level is needed to account for the distribution of their pixels.
For statistical analysis, a similarity measure between each pair of grasslands is usu-
ally required. When a grassland is represented by the mean value of its set of pix-
els, or by its set of pixels itself, conventional measures used in supervised learning
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models such as the Euclidean distance or the standard inner product between feature
vectors, can be used. However, many similarity measures used to compare two ob-
jects represented by a distribution (Jeffries-Matusita distance, Bhattacharyya distance,
Kullback-Leibler divergence) [Cha, 2007] are not numerically stable in a high dimen-
sional space [Donoho, 2000, Fauvel et al., 2013]. Hence, when working with objects
issued from SITS, specific derivations are required.
To deal with the high spatio-spectro-temporal resolutions new satellite sensors are
now offering, dimension reduction is usually performed through the use of a vegeta-
tion index [Ding et al., 2014, Pan et al., 2015, Schmidt et al., 2014, Schuster et al., 2015],
Principal Component Analysis [Cingolani et al., 2004] or seasonal metrics [Zillmann
et al., 2014,Müller et al., 2015]. However, a large amount of spectro-temporal informa-
tion is lost with these solutions. Hence, the high spatio-spectro-temporal resolutions
have not really been addressed in the literature of remote sensing of vegetation.
As a conclusion of this introduction, the type of data provided by new generation
satellites provides new opportunities for grassland monitoring but also new method-
ological and statistical challenges given the high dimension of data (i.e., number of
spectral and temporal measurements) and the large number of pixels to process. Suit-
able models are lacking with such high resolution data. Hence, new stakes have ap-
peared with the new generation of satellites.
Objectives of this thesis
The objectives of this thesis are to:
1. Provide statistical tools suitable for the analysis and the monitoring of semi-
natural grasslands using satellite image time series with a high spatial and a
high temporal resolutions.
2. Define ecological variables issued from this type of data, that characterize grass-
lands and that can be used as inputs of ecological models.
3. Assess the potential of Sentinel-2 to characterize and to monitor semi-natural
grasslands in fragmented landscapes.
These objectives imply:
• Analyzing the spectro-temporal response of semi-natural grasslands.
• Developing fast and robust methods and statistical models able to cope with the
high dimensionality of the data for the classification of semi-natural grasslands.
• Working at the grassland level (one index/response variable per grassland) to be
consistent with ecological studies.
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• Finding an effective representation of the grasslands, through their pixels distri-
bution, that accounts for their heterogeneity and their diversity.
The scope of this thesis is the semi-natural grasslands or "permanent grasslands"
extensively-used, with a high biodiversity potential, providing ecosystem services re-
lated to pollination and pest regulation. Therefore, contrarily to many studies, we are
not focused on the biomass production or the vegetation cover of the grasslands, but
in their potential for biodiversity. We are interested in the characterization of factors
that influence biodiversity in grasslands: species diversity, heterogeneity, age, type
and intensity of management practices.
Hence the originality of this thesis lies in its thematic viewpoint since the work is
performed with an ecological perspective. The research conducted in this thesis is
exploratory and is aimed at giving research tracks for the analysis of semi-natural
grasslands using satellite image time series with a high spatial and a high temporal
resolutions.
The frame of this work is the new generation satellites providing time series of
multispectral images such as Sentinel-2. Thus, no radar data are used in this work.
Moreover, it does not deal with the pre-processing of the images (orthorectification,
correction of atmospheric effects) since it is assumed that Sentinel-2 images are de-
livered at a level 1C (orthorectified, reflectance in top of atmosphere) by ESA and at
a level 2A (ground reflectance, with a cloud mask) by THEIA land data center for
several regions of the world including France.
Thesis organization
This thesis is divided into three parts, each of them comprising one to three chapters
in the form of scientific articles. Introduction and conclusions are given for each part.
The first part is dedicated to the analysis of the spectro-temporal response of semi-
natural grasslands under management practices. The aim is to describe and analyze
the response according to the natural phenology and to the practices, in order to
be able to interpret the spectro-temporal profile of grasslands. In Chapter 1, a field
campaign was conducted with a spectroradiometer to collect spectral data in a set of
grasslands during the growing season. We simulated the Sentinel-2 spectral bands
to assess the potential of this sensor to monitor managed semi-natural grasslands.
The analysis led us to make hypothesis about the mowing effect on the grassland’s
spectro-temporal signal through the proposition of an NDVI evolution model of mown
semi-natural grasslands.
The second part deals with the development of methods for the supervised clas-
sification of grasslands using dense satellite image time series with a high spatial
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resolution, suitable to the high dimensionality of the data. We proposed to model the
distribution of grassland’s pixels while accounting for their heterogeneity by a Gaus-
sian distribution. First, in Chapter 2 we assess the efficiency of several smoothing
algorithms to reconstruct missing data in time series due to the occurrence of clouds
and their shadows. Then in Chapter 3 we introduce a similarity measure for the su-
pervised classification of grasslands modeled by a Gaussian distribution, that is fast to
compute. It was applied to classify the management practices using an intra-annual
NDVI time series. Finally in Chapter 4 we present a similarity measure based on a
flexible kernel that encompasses several similarity measures for the supervised classi-
fication of grasslands. It was applied using an intra-annual multispectral time series
for the classification of management practices, and using an inter-annual NDVI time
series for the discrimination between young and old grasslands.
While the second part was focused on the methodology with an application to the
age and the management practices in grasslands, the third part is focused on the
assessment of the species diversity and the definition of ecological indicators of the
grasslands issued from remote sensing data. Hence this part is more thematic. In
Chapter 5, we assess the potential of satellite image time series with a high spatial and
a high temporal resolutions to predict the biodiversity indices of grasslands using a
regression model based on kernels. In Chapter 6 we propose to use spectro-temporal
heterogeneity measures, derived from the unsupervised clustering of the grasslands
using a robust clustering algorithm, as a proxy for the species diversity.
Finally, all the results are discussed and outlooks of this work are provided in the
general discussion.
Part I.
Analysis of grasslands
spectro-temporal response
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Introduction of Part I
Grasslands are semi-natural elements in farmed landscapes. They hold a significant
biodiversity resource and are of major interest for ecologists. Grasslands have a natural
phenology which depends on their plant composition, the soil properties and the
weather conditions. This natural phenology is disturbed by the practices conducted in
the grassland, which are necessary to prevent it from turning into a fallow and from
woody plant encroachment. The management of the grasslands vary from a region
to another, and practices also depend on the climate, the topography and the farming
systems. In this work, we focus on grasslands in Europe that are used for feeding
the livestock by grazing and/or producing hay or silage. They may receive fertilizing
inputs but they are not irrigated.
Hence, many factors have an influence on the spectro-temporal response of this type
of grasslands. These factors need to be accounted for when interpreting the signal and
the classifications resulting from this signal.
The purpose of Part I is to analyze the spectro-temporal response of grasslands un-
der different management practices, with a particular attention on the mowing prac-
tice. We only focus on the growing season of grasslands, which usually starts in the
end of winter (February) and ends in the end of fall season (November).
Chapter 1 consists in a description of the spectro-temporal signal of managed grass-
lands measured on the field with a spectroradiometer resampled at Sentinel-2 spectral
resolution.
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1. Analysis of semi-natural grasslands’
spectro-temporal response from field
spectral data
1.1. Introduction
Semi-natural grasslands are an important source of biodiversity in farmed land-
scapes [Eriksson et al., 1995, Gardi et al., 2002, Sullivan et al., 2010]. They are open
habitats with an association of grasses and legume plants which are favorable to in-
sects and micro-organisms [Cole et al., 2006]. This diversity is maintained by an exten-
sive agricultural management (mowing and/or grazing) that prevent the woody plant
encroachment [Hansson and Fogelfors, 2000,Moog et al., 2002,Plantureux et al., 2005].
Thanks to their plant and animal composition, semi-natural grasslands provide many
ecosystem services such as carbon storage, erosion regulation, food production, crop
pollination, pest regulation [Sala and Paruelo, 1997,Werling et al., 2014]. However, the
number and the area of these grasslands is in decline because of agriculture intensifi-
cation, abandonment and urbanization [Peeters, 2009]. Hence, semi-natural grasslands
are elements of substantial ecological interest that need to be monitored through the
years. Usually, ecologists monitor grasslands with field surveys. But these field sur-
veys require a lot of human and material resources, making them time-consuming and
limited to local spatial and temporal scales [Skidmore et al., 2015].
Remote sensing constitutes a unique tool for monitoring grasslands because it pro-
vides repeatable spectral measurements of vegetated areas over large spatial extents
[Pettorelli et al., 2014]. However, to properly analyze and monitor grasslands using
remotely sensed data, it is important to be able to interpret their spectro-temporal
signal [Asrar et al., 1986] which is related to their phenology. But contrarily to crops
for which spectral signatures are well known [Odenweller and Johnson, 1984, Foer-
ster et al., 2012] because their phenology is controlled by anthropogenic events, the
spectro-temporal response of grasslands is not well defined. Indeed, in semi-natural
grasslands, the effects of management practices (mowing, grazing...) are added to the
natural phenology of grasslands [Ansquer et al., 2009]. The natural phenology de-
pends among others on the type of grasslands (composition, structure, age) and the
soil and weather conditions [Losvik, 1991]. The practices depend on the region, the
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climate and on the farmers themselves. Hence, there is no unique spectral trend for
semi-natural grasslands.
To give some examples, the spectral response of grasslands has been mostly studied
according to their biophysical variables such as the aboveground biomass, the Leaf
Area Index (LAI), the chlorophyll content [Wylie et al., 2002, Lu, 2006, Clevers et al.,
2007, Darvishzadeh et al., 2008, Ullah et al., 2012], but not according to their phenol-
ogy. Some works described the grasslands inter-annual phenology using long-term
temporal data [Verbesselt et al., 2010, Sha et al., 2016] and detected natural events of
the phenology such as the start and the end of the growing season [Fontana et al.,
2008,White et al., 2009,Cao et al., 2015,Sha et al., 2016]. Most of these works were esti-
mations at regional or national scales using low spatial resolution satellite data (from
250 meters to 1 km/pixel).
Only a few remote sensing works focused on the description of managed grassland’s
phenology at the grassland’s scale. Among them, Turner et al. [Turner et al., 1992] stud-
ied the effect of management on the radiometric response of a tallgrass prairie with
a field spectroradiometer. They provided a detailed description of the mowing and
grazing effects with one to three measurements per month, but the study of mowing
effect was conducted on experimental plots in a controlled environment. Maskova et
al. [Mašková et al., 2008] also described the Normalized Difference Vegetation Index
(NDVI) evolution (one measurement per month) of experimental grasslands under
different treatments (mowing, mulching and unmanaged). But an experimental plot
does not represent the diversity and heterogeneity within and among grasslands that
can be found in a landscape.
Regarding works conducted in non-experimental grasslands, Pocas et al. [Poças
et al., 2012] studied the impacts of management practices on the vegetation dynamics
of irrigated semi-natural grasslands in Portugal using inter-annual SPOT-VEGETATION
imagery (36 images per year). Nitze et al. [Nitze et al., 2015] described the EVI and
NDVI curves of improved and semi-improved grasslands in Ireland using inter-annual
MODIS imagery (23 images per year), but the definition of these two categories of
grasslands was not provided. Dusseux et al. [Dusseux et al., 2014c] described the ef-
fect of management practices on the intra-annual variability of intensively used grass-
lands’ LAI derived from satellite data (one acquisition per month), in Brittany, France.
However, although the LAI is consistent to estimate the biomass production, it is not
related to the diversity in species of a grassland. Hence, the study of the spectro-
temporal response of semi-natural grasslands, extensively managed and with a high
biodiversity potential has never been addressed yet.
In terms of Earth observations data used, the aforementioned works relied on medium
to low spatial resolution satellite data such as MODIS (250 meters per pixel), SPOT-
VEGETATION or AVHRR (1 km) with high temporal resolution, or (very) high spatial
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resolution data (a few meters: field spectrometer, Quickbird) but with a low temporal
resolution (one acquisition per month). For semi-natural grasslands in fragmented
landscapes such as found in Europe, high spatial resolution data are required [Cor-
bane et al., 2015] because they are small elements with an area of around 1 hectare (i.e.,
10,000 m2). Moreover, high temporal resolution data are necessary to monitor the phe-
nology and the management practices. Until recently, satellite missions with a high
temporal resolution (1 day) had low to medium spatial resolution (MODIS, AVHRR)
and satellite data with high spatial resolution were costly and hence, a time series with
a high temporal resolution was difficult to obtain. Landsat mission constituted a trade-
off between spatial and temporal resolution (16 days, 30 meters), but these resolutions
are not fine enough for grassland’s monitoring. Now, new generation satellites such as
Sentinel-2 [Drusch et al., 2012] provide freely images with a high temporal resolution
(5 days) jointly with a high spatial resolution (10 m) in 13 spectral bands. Moreover,
the THEIA land data centre provides pre-processed Sentinel-2 images of Europe. The
unique properties of Sentinel-2 offer new opportunities for grasslands monitoring.
The scope of this work is to investigate the effects of the natural phenology of exten-
sively managed semi-natural grasslands combined with their management practices
on their spectro-temporal response using high spatial and high temporal resolution
data, which has never been done before. The aim is to assess the potential of Sentinel-2
time series to monitor grasslands with a high potential in biodiversity, with a particu-
lar focus on mown grasslands. However, in 2016, Sentinel-2 was not fully operational
and had a temporal resolution of 10 days. If an acquisition occurred on a cloudy day
— which is frequent in the spring —, it would result in 20 days, or more, without spec-
tral information. Hence, to ensure spectral acquisitions around the mowing season, a
field campaign was conducted to simulate Sentinel-2 data with a spectroradiometer.
The stakes were to monitor a set of selected grasslands with as much acquisitions as
possible to simulate Sentinel-2 data. Five grasslands in southwest France managed dif-
ferently (mowing, mixed — mowing and grazing —, two mowings) were monitored
during the growing season, from March to September 2016. One or more acquisitions
per month and per grassland were collected. The hyperspectral spectra were resam-
pled to simulate the Sentinel-2 spectral bands and they were described according to
the grassland’s state.
In the next section, the materials and methods used in this study are presented.
Then, the results are presented and discussed, before giving conclusions.
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1.2. Materials and method
1.2.1. Study area
The study area is situated in the Long-Term Ecological Research site "Coteaux et
Vallées de Gascogne" (LTER_EU_FR_003), located in Gascony, in southwest France
near the city of Toulouse (43◦17′N, 0◦54′E, Figure 1.1). This hilly area is characterized
by a mosaic of crops, small woods and grasslands. It is dominated by mixed crop-
livestock farming. Grasslands provide food for cattle by grazing and/or producing hay
or silage. Most of the grasslands are under mixed management — used for mowing
and grazing. Grasslands are mainly located on steep slopes whereas annual crops
are in the valleys on the most productive lands. The climate is sub-Atlantic with
sub-Mediterranean and mountain influences (mean annual temperature, 12.5◦C; mean
annual precipitation, 750 mm) [Ryschawy et al., 2012, Carrié et al., 2017]. The weekly
cumulated rainfalls and the daily average temperatures recorded in the study area
during the field campaign can be seen in Figure 1.2.
Figure 1.1.: Location of the sampled grasslands within the Long-Term Ecological Re-
search site "Coteaux et Vallées de Gascogne", southwest France. The back-
ground layer is a topographic map from the French national database "BD
Topo Scan25", c©IGN.
1.2.2. Grasslands’ sampling design
Grasslands composing the dataset have been selected on different criteria. The grass-
land’s area should correspond to at least one hundred Sentinel-2 pixels, i.e., at least
100 × 100 m2 = 1 hectare. The slope should be limited (lower than 20◦) for grasslands
1.2. Materials and method 21
03 04 05 06 07 08 09 10
0
10
20
30
40
m
m
0
5
10
15
20
25
◦C
Figure 1.2.: Weekly cumulated rainfall (mm) in blue and daily average temperature
(◦C) in red in the study area. The x-axis corresponds to the months of year
2016. Data acquired at the weather station of St André, France (43◦15′25′′N,
0◦51′35′′E).
located in hills. All the grasslands should be mown, but no grazing before the mow-
ing was allowed for the selection, in order to study the effect of the mowing on the
spectral response. Among these fixed criteria, grasslands were selected on a gradient
of use intensity, from annual and improved grassland mown twice to semi-natural
grasslands extensively used. 18 grasslands were selected based on these criteria, after
interviewing the farmers in January 2016. However, only 12 grasslands could actually
be monitored since the start of the growing season in March, and only four grass-
lands have more than five measurement dates. These four grasslands are presented
in this work as well as the only grassland being mown twice (Tables 1.1 and B.1 and
Figure 1.1).
The grasslands are under mowing or mixed managements. For mixed management,
grazing is normally conducted at least a few weeks after the mowing, in order to let the
grassland regrow. Most of the selected grasslands receive fertilizing inputs as organic
(manure) or mineral (Nitrogen, Potassium) fertilization in low quantities except for
grassland 406 (Table 1.1). This grassland is annual and was sown with ryegrass (Lolium
perenne) the year before the field campaign (ID 406) (Table B.1). It is used for producing
silage and it is mown twice and grazed. Three grasslands are semi-natural grasslands
that have not been ploughed and sown for at least a hundred years, composed of
spontaneous species and having a high potential in biodiversity (IDs 131, 405 and 500,
Table B.1). They are extensively-used. One grassland is "temporary", part of a rotation
and more intensively-used than the semi-natural grasslands (ID 36). It is dominated
by clover (Trifolium repens, Table B.1), characteristic of grazed grasslands.
Three grasslands are located on the top of a hill, with limited slope, and two semi-
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Table 1.1.: Characteristics of the five monitored grasslands. ID is the grassland’s num-
ber. Age refers to the number of years since last sowing. "Old" signifies the
grassland has been there and never ploughed since the establishment of the
current farmer’s family. The grazing dates are approximate. The topogra-
phy corresponds to the location in the area: top of a "hill" or bottom of a
"valley".
ID Age Management Input Mowing date Grazing Area (ha) Topography
36 8 Mixed Minerals May 27 July 6-15 and August 4-15 1.1 Hill
131 Old Mixed Organic June 9 September 1-15 1.2 Valley
405 Old Mixed None July 5 Not during the campaign 1.2 Hill
406 1 Mixed Organic April 29 and June 20 July 19 - August 15 2.6 Hill
500 Old Mowing Organic June 20 None 1.7 Valley
natural grasslands are at the bottom of a valley (Table 1.1), where the soil is more
humid.
The spectra were collected throughout the growing season, between March and
September 2016 (Figure 1.3). Due to the weather conditions in the beginning of the
growing season, the first acquisition dates were March 14, 15 or 23, although ear-
lier dates would have been preferred. There is about one acquisition per month per
grassland — sometimes two acquisitions per month, sometimes no acquisition in one
month — which is fewer than intended. Ideally, the field campaign should have lasted
until the end of October, but due to lending constraints, the last acquisition date was
September 27 for two grasslands, and July 29 or August 25 for the other grasslands.
36
04 05 06 07 08 09 10
131
04 05 06 07 08 09 10
405
04 05 06 07 08 09 10
406
04 05 06 07 08 09 10
500
04 05 06 07 08 09 10
Figure 1.3.: Synthesis of spectra acquisition dates for each grassland (the correspond-
ing ID is above the axis). The axis represents the months of year 2016.
1.2. Materials and method 23
1.2.3. Field spectral data acquisitions
An ASD FieldSpec (ASD Inc., Boulder, CO, USA) was used to collect the spectral
data. Its full spectral range is between 350 and 2500 nm, with a 3 nm spectral resolution
in the VNIR (Very Near Infrared) wavelengths (350 - 1000 nm) and 10 nm spectral
resolution in the MIR (Mid-Infrared) wavelengths (1001 - 2500 nm).
The spectroradiometer was calibrated over a Spectralon reflectance panel (Labsphere
Inc., North Sutton, NH, USA) to obtain the spectra in reflectance. The device was cal-
ibrated every 10 measurement plots and every time the light and atmospheric condi-
tions changed. Spectra were collected under sunny and cloud-free conditions, between
10 a.m. and 4 p.m. local time, when the sun provides good lightning conditions.
In each grassland, between 40 and 60 sampling plots (depending on the grassland
area) were measured on a random S-shaped pattern covering the whole extent of the
grassland. Each plot had to be at least 10 meters (one Sentinel-2 pixel size) from the
field boundaries to avoid edge effects [McCoy, 2004] (Figure 1.4.a). At each sampling
plot, five measurements, each of them comprising 25 internal averaged spectrum col-
lections, were recorded. The spectra were acquired with a field-of-view of 25◦ at a
height of approximatively one meter above ground, which results in a ground surface
area of around 45 cm of diameter per plot (Figure 1.4.b). The ground composition had
to be homogeneous within the plot, i.e., not a boundary between two very different
soil occupations, in order to facilitate the interpretation of the collected spectra.
1.2.4. Signal processing
For each sampling plot, the average of the five measurements was computed to
get a unique spectrum per plot. If an aberrant measure was present, it was removed
from the average. It resulted in between 40 and 60 mean spectral measurements per
grassland and date of acquisition.
There are three sensors in the spectroradiometer, corresponding to wavelengths 350-
1000 nm, 1001-1830 nm and 1831-2500 nm. A break-point exists between the sensors
which causes a jump in reflectance that requires correction. Jump correction was
performed using a method based on tangents calculation that is used in the soft-
ware Spectral Analysis and Management System (SAMS 2.0, developed at the Center for
Spatial Technologies and Remote Sensing (CSTARS), University of California, Davis,
USA, https://github.com/carueda/sams). The wavelengths corresponding to water
absorption, i.e., 1350-1410 nm, 1810-1970 nm and 2400-2500 m were removed.
In this study, we only focus on the visible and near infrared (NIR) spectral domain
useful for vegetation characterization, i.e., between 350 and 1100 nm [Peñuelas and
Filella, 1998]. The hyperspectral data were resampled to simulate Sentinel-2 spectral
bands [Feilhauer et al., 2013] corresponding to the 10-m and 20-m spatial resolutions
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Measurement point
0 50 100  m
(a) (b)
Figure 1.4.: (a) Example of S-shaped pattern within the grassland. The red dots cor-
respond to the sampling plots. The plots are at least 10 meters from the
boundaries. The plot positions were acquired with a GPS device with a
precision of around 2-3 meters. The background is an aerial photograph
from the French orthophoto database "BD Ortho" c©IGN. (b) Schematic of
the measure acquired with a sensor with a field-of-view of 25◦ at a height
of one meter above ground.
Table 1.2.: Characteristics of Sentinel-2 spectral bands simulated in this study [Drusch
et al., 2012].
Band Central wavelength (nm) Band width (nm) Spatial resolution (m)
B2 (Blue) 490 65 10
B3 (Green) 560 35 10
B4 (Red) 665 30 10
B5 (Red edge 1) 705 15 20
B6 (Red edge 2) 740 15 20
B7 (Red edge 3) 783 20 20
B8 (NIR) 842 115 10
B8A (Narrow NIR) 865 20 20
bands of the visible and near infrared domain: B2, B3, B4, B5, B6, B7, B8, B8A (Ta-
ble 1.2). The resampling is based on a simple weighted average of the wavelengths
comprised in each spectral channel. The weights were attributed following the spec-
tral responses of Sentinel-2 given in the document downloadable at: https://earth.
esa.int/documents/247904/685211/Sentinel-2+MSI+Spectral+Responses. Hence,
1.2. Materials and method 25
only the spectral resolution of Sentinel-2 is taken into account in this study, not the
spatial resolution.
Several vegetation indices were computed using the Sentinel-2 simulated spectral
bands (Table 1.2):
• Normalized Difference Vegetation Index (NDVI) [Rouse et al., 1973] which re-
flects the photosynthetic activity of the vegetation:
NDVI =
B8− B4
B8+ B4
,
• Modified Soil-Adjusted Vegetation Index 2 (MSAVI2) [Qi et al., 1994] which is
equivalent to the NDVI but eliminates the soil contribution:
MSAVI2 =
2× B8+ 1−√(2× B8+ 1)2 − 8(B8− B4)
2
,
• Sentinel-2 Red Edge Point (S2REP) [Frampton et al., 2013] which estimates the
red edge (RE) point (point of maximum slope along the RE) for Sentinel-2 that
is used to estimate the chlorophyll content:
S2REP = 705+ 35×
B7+B4
2 − B5
B6− B5 .
1.2.5. Spectral signatures of vegetation and soil
Prerequisites for the signal interpretation of grasslands can be found in Appendix A,
where the typical spectral signature of vegetation and soil measured during this field
campaign can be seen in Figures A.1 and A.2. The chlorophyll present in the leaves
absorbs the electromagnetic signal in the blue and red wavelengths and reflects the
light in the green wavelengths during the photosynthesis process [Tucker, 1979]. The
spongy mesophyll tissue reflects the light in the near infrared (NIR) wavelengths. A
dense vegetation with a high photosynthetic activity has a sharp increase in the NIR
bands, making higher the red edge jump. The vegetation index values, such as NDVI,
are usually high [Tucker, 1979,Jackson and Huete, 1991,Myneni et al., 1995]. Senescent
vegetation has a lower photosynthetic activity, decreasing the reflectance in the NIR
and decreasing the absorption in the blue and red wavelengths [Colwell, 1974, Asrar
et al., 1986]. Therefore, the NDVI value is lower than for green vegetation [Jackson
and Huete, 1991]. The soil reflectance increases slightly along the wavelengths axis
from the visible to the NIR bands. The soil reflects more in the visible wavelengths
— especially in the red — and less in the NIR bands than the vegetation. The NDVI
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value of soil is close to zero [Jackson and Huete, 1991]. The reflectance depends on the
soil type, its roughness, color and humidity [Huete et al., 1985, Asrar et al., 1986].
Dense vegetation and bare ground are two "extreme" land covers that can be found
in a grassland. Usually, a mix of green vegetation, senescent vegetation and soil is
measured in a grassland [Asrar et al., 1986], with proportions depending on the grass-
land state.
1.3. Results: Description of the signal depending on
management practices
The spectral response of the monitored grasslands is described according to their
management practice: one mowing, two mowings, mowing and grazing (mixed). We
limit the analysis to the aforementioned Sentinel-2 spectral bands and vegetation in-
dices. Full range of the spectral acquisitions as well as digital photographs of the
measurement plots can be seen in Appendix B (Figures B.1 to B.5) for each grassland
and each acquisition date.
1.3.1. One mowing
Two grasslands were mown once and not grazed during the growing season: grass-
lands 500 and 405 (Table 1.1). Grassland 500 was mown on June 20 while grassland 405
was mown later in the season, on July 7. These grasslands are both semi-natural grass-
lands extensively used, but grassland 500 is at the bottom of a valley while grassland
405 is on top of a hill.
We can see from Figure 1.5 that from the start of the growing season until the
growth peak in mid-May, the reflectance in the green and NIR bands increases while
the reflectance in the red band decreases. It results in a sharper red edge jump. Then,
in June, the reflectance in the NIR for grassland 405 starts to decrease, while it remains
stable for grassland 500. The mowing occurring on June 20 in grassland 500 makes
the spectral response increase in the visible bands, while it decreases in the NIR band,
reducing drastically the red edge jump. Moreover, just after the mowing, the standard
deviation of the reflectances is higher in most bands but particularly in the visible and
the red edge. Then, the vegetation starts regrowing but slower than the spring growth.
The reflectance in the NIR bands slightly increases while it decreases in the visible
bands. The spectral response of grassland 405 is different since it was mown later in
July. By the end of June, the NIR reflectance has already started decreasing. However,
this decrease is much more pronounced in July after the mowing. The reflectance
in the visible bands also increases after the mowing and their standard deviation is
higher after this event. Then, the vegetation starts regrowing again, the reflectance in
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Figure 1.5.: Temporal dynamics of the (a) mean and (b) standard deviation of the mea-
surements resampled at Sentinel-2 spectral resolution acquired in a semi-
natural grassland mown on June 20 (red line) (ID 500), and of the (c) mean
and (d) standard deviation of the measurements acquired in a semi-natural
grassland mown on July 5 (red line) (ID 405). The x-axis is the wavelength
(nm) and the y-axis is (a, c) the reflectance, (b, d) the standard deviation of
the reflectance.
the visible bands decreases and increases gradually in the NIR bands. The standard
deviation of NIR bands remains large in the summer. At the end of the summer on
September 27, the reflectance in the visible bands and in the NIR bands is globally
lower.
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In terms of vegetation indices (VI), the NDVI has higher values than the MSAVI2,
but it does not seem less sensitive to grassland’s phenology (Figure 1.6). The S2REP
shows similar trends to the other indices. Until the growth peak, the average VI values
increase while their variances decrease, except for S2REP. The mowing in grassland 500
makes the VI values drastically decrease and their variances increase, particularly the
NDVI variance. Then, the VI averages increase again to values almost equivalent to
values before the mowing. NDVI variance is larger than before the mowing, contrarily
to S2REP variance. Grassland 405 was mown later in the season. Therefore, before
the mowing, the VI values start to decrease smoothly (approximatively from 0.9 to
0.8 for NDVI) with a slight increase of the variance. However, the mowing still has a
significant impact on the NDVI, reducing its value to 0.5 and increasing its standard
deviation. These effects are less visible with the other indices. Then, after this late
mowing, the VI values rise again but with a high variance, especially for NDVI and
MSAVI2, and at values lower than before the mowing. At the end of the summer, the
values remain more or less stable.
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Figure 1.6.: Evolution of the mean ± standard deviation of the distribution of vegeta-
tion indices computed from Sentinel-2 spectral bands in (a) a semi-natural
grassland mown on June 20 (dotted red line) (ID 500) and (b) a semi-
natural grassland mown on July 5 (dotted red line) (ID 405). The x-axis is
the acquisition date and the the y-axis is the vegetation index value.
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1.3.2. Two mowings
Only one grassland was mown twice. It is a monospecific grassland of ryegrass that
is used for producing silage (ID 406). It receives a high amount of fertilizer and it
is grazed after the second mowing. Unfortunately, there were no measurement dates
close to the two mowing dates (April 29 and June 20). After the first mowing occurring
in spring, the regrowth is high and the NIR reflectances reach as high values as before
the mowing (Figure 1.7). Indeed, the grassland received fertilization inputs during this
period. However, after the second mowing occurring in the grassland on August 15,
its spectral response becomes close to bare ground’s spectral signature because of an
important soil exposure (Figure B.3 in Appendix B). The standard deviation becomes
equivalent and relatively low in all bands. Later in August, the grassland was grazed,
preventing the grass from regrowing. The spectral response thus does not change a
lot but its standard deviation is increases in all bands.
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Figure 1.7.: Temporal dynamics of the (a) mean and (b) standard deviation of the mea-
surements resampled at Sentinel-2 spectral resolution acquired in a sown
grassland mown twice: April 29 and June 20 (red lines) and grazed be-
tween July 19 and August 15 (green line) (ID 406). The x-axis is the wave-
length (nm) and the y-axis is (a) the reflectance, (b) the standard deviation
of the reflectance.
The NDVI was close to saturation (NDVI ≈ 1) before the mowing, with a low stan-
dard deviation, and it reached this same level one month after the mowing in June
(Figure 1.8). The MSAVI2 and the S2REP show generally higher standard deviations
than NDVI, and their values are lower after the first mowing. However, after the sec-
ond mowing, the values decrease for all VI. NDVI decreases to values close to 0.2,
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which is lower than for the semi-natural grasslands. The standard deviation of the
NDVI increases after the mowing, unlikely to the other indices that had a higher stan-
dard deviation before the mowing. After the grazing period, the NDVI and MSAVI2
decrease while the S2REP increases.
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Figure 1.8.: Evolution of the mean ± standard deviation of the distribution of vegeta-
tion indices computed from Sentinel-2 spectral bands in a sown grassland
mown twice: April 29 and June 20 (dotted red lines) and grazed between
July 19 and August 15 (green filled zone) (ID 406). The x-axis is the acqui-
sition date and the the y-axis is the vegetation index value.
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1.3.3. Mowing and grazing
Two grasslands were mown and grazed during the field survey (Table 1.1): grass-
land 131 which is a semi-natural grassland extensively grazed at the bottom of a valley
and grassland 36 which is a temporary grassland more intensively grazed on the top
of a hill.
In this subsection, only the grazing part is presented because the mowing occurred
before the grazing and has similar effects to those described for grasslands 500 and
405. Grassland 131 was grazed in the end of the summer, during the first half of
September. The grazing makes the NIR reflectances decrease and the visible and red
edge reflectances increase (Figure 1.9.a.). In terms of VI (Figure 1.10.a), their average
value decreases while the variance of NDVI and S2REP increases.
Grassland 36 was grazed during two periods: July 6-15 and August 4-15. The graz-
ing impact in grassland 36 seems stronger than for grassland 131 (Figure 1.9.b). The
second period of grazing makes the spectral signature of the grassland close to dry
grass’ spectral signature (Figure B.5). The VI values (Figure 1.10.b) are also decreased
after the grazing periods (except for the S2REP after the first grazing period). The
standard deviation of NDVI increases a lot after the first period, unlikely to MSAVI2
and S2REP standard deviation. After the second period, all the VI standard deviations
are lower. The VI values are globally lower than for grassland 131 after the grazing
period.
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Figure 1.9.: Temporal dynamics of the (a) mean and (b) standard deviation of the
measurements resampled at Sentinel-2 spectral resolution acquired in a
semi-natural grassland mown on June 9 (red line) and grazed between
September 1-15 (green line) (ID 131) and of the (c) mean and (d) standard
deviation of the measurements acquired in a temporary grassland mown
on May 27 (red line) and grazed between July 6-15 and August 4-15 (green
lines) (ID 36). The x-axis is the wavelength (nm) and the y-axis is (a, c) the
reflectance, (b, d) the standard deviation of the reflectance.
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Figure 1.10.: Evolution of the mean ± standard deviation of the distribution of veg-
etation indices computed from Sentinel-2 spectral bands in (a) a semi-
natural grassland mown on June 9 (dotted red line) and grazed between
September 1-15 (blue filled zone) (ID 131) and (b) in a temporary grass-
land mown on May 27 (dotted red line) and grazed between July 6-15
and August 4-15 (blue filled zone) (ID 36). The x-axis is the acquisition
date and the the y-axis is the vegetation index value.
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1.4. Discussion
1.4.1. Semi-natural grasslands’ spectro-temporal response
1.4.1.1. Mowing effect
From the start of the growing season to the growth peak, the green biomass develops
and the reflectance in the red wavelengths decreases while the reflectance in the green
and NIR wavelengths increases, making higher the red edge peak. Following the
growth peak, the vegetation becomes little by little senescent and its photosynthetic
activity reduces [Reed et al., 1994, Merzlyak et al., 1999], especially if the grassland is
on top of a hill. Hence, the trend is reversed: visible reflectance increases while NIR
reflectance decreases [Asrar et al., 1986,Gitelson and Merzlyak, 1994,Sims and Gamon,
2002]. In terms of vegetation indices (VI), their value increases until the growth peak
and then it decreases. Therefore, if the grassland is mown late in the growing season,
the VI already start decreasing before the mowing event because of senescent material
accumulation [Turner et al., 1992] (Figure 1.11.b). Hence, contrarily to several studies
that based the mowing detection on a unique NDVI decrease [Peterson and Aunap,
1998,Courault et al., 2010,Halabuk et al., 2015,Gómez Giménez et al., 2017], we showed
that this is not the case in non-irrigated grasslands. These results are more in line with
the study on unmown grasslands in the work of Turner et al. [Turner et al., 1992].
However, the results showed that the mowing still implies a sharp decrease of the
NIR reflectance and of the VI values. The decrease is sudden whereas it is slower
for natural senescence. More importantly, the mowing also implies an increase of the
variance of the VI accounting for the soil effect (such as NDVI) within the grassland.
Indeed, before the mowing, the vegetation is dense and it covers all the ground (Fig-
ure 1.11.a). Therefore the signal measured by the sensor is homogeneous and it only
comes from vegetation. Hence, the NDVI can saturate around the growth peak with
values close to 1. After the mowing, the soil is exposed (bare soil) in some areas of
the grassland, the vegetation is sparse and composed both of senescent and green
materials [Louault et al., 2005] (Figure 1.11.c). Therefore, the spectral response of the
grassland is heterogeneous. The increase of variance for MSAVI2 and S2REP is less
visible than for NDVI because they are less affected by soil effect. The VI values are
globally lower than before the mowing. We could suppose that the increase of NDVI
variance after the mowing is related to its saturation before the mowing. However,
red and NIR reflectance variances increase after the mowing, confirming the NDVI
variance increase.
The regrowth after the mowing is heterogeneous and sparse within the grassland.
Some areas of the grassland grow faster than others, depending on the plant species,
the soil properties, the topography and the water availability. Its explains why the
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variance of VI, and of NDVI particularly, is higher than during the first part of the
growing season.
(a) (b)
(c) (d)
Figure 1.11.: Photographs of (a) dense vegetation after growth peak, (b) senescent veg-
etation before mowing, (c) ground cover after the mowing of a semi-
natural grassland. (d) Photograph of the ground cover after the second
mowing of an annual grassland.
The regrowth thus behaves differently between grasslands mown early and late.
Indeed, plant regrowth is dependent on weather conditions and on rainfalls in non-
irrigated environments. When the grassland is mown early in the season (spring),
the plant regrowth is usually fast [Turner et al., 1992], because it benefits from the
spring rainfalls and temperatures not too high (Figure 1.2). If the grassland is mown
late (summer), there was more senescent biomass accumulation [Turner et al., 1992,
Mašková et al., 2008]. The regrowth suffers from the scarcity of water combined with
high temperatures (Figure 1.2). It is less dynamic because the plants are under stress.
From Figure 1.2, we can notice that August was particularly dry and there were few
rainy days until mid-September, combined with high temperatures. It explains why
the spectral response did not vary a lot between the measures acquired in August and
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September (grasslands 405 and 131).
In this study area, we also noticed a difference between grasslands located at the
bottom of a valley (grasslands 500 and 131) and on the top of a hill (grassland 405).
At the bottom of a valley, the soil is deeper and more humid, resulting in increased
biomass compared to the top of a hill [Schimel et al., 1991]. Hence, grasslands tend to
stay green longer than grasslands on the hills, which start to become senescent earlier.
Grasslands on top of a hill are more exposed to the sun and have a drier and thiner
soil [Schimel et al., 1991]. It results in higher VI values for grasslands in the valleys,
while grasslands on hills have VI decreasing earlier. Moreover after the mowing, the
regrowth is faster and greener for grasslands at the bottom of a valley, while it is slower
for grasslands on top of a hill. Hence, the VI values increase rapidly for grasslands in
the valleys and tend to be as high as before the mowing, while for grassland on hills,
the VI values increase slower and do not reach values as high as before the mowing.
The high values of the VI after the second growth for grasslands located at the
bottom of a valley (Figures 1.6.a and 1.10.a) confirm that these indices can saturate with
a dense biomass. Indeed, if there was the same biomass production after the mowing
than before the mowing, then a second mowing would be possible and necessary.
However, after the second growth, the vegetation is not as green and as dense as
before the first growth peak (Figure B.1 and B.4). Moreover, the NIR reflectance is
always lower after the regrowth than after the first growth, regardless of the grassland
(Figures 1.5.a and 1.9.a).
1.4.1.2. Mowings in annual grasslands
In our study area, grasslands mown twice are usually fertilized to speed up and
enhance the growth. Our example was an annual ryegrass grassland which is closer
to a crop than a grassland in terms of practices and phenology. The first mowing
occurs usually very early in the growing season (April) and the regrowth rate is also
high, thanks to the rainfalls and the inputs. Therefore, if there is no acquisition right
after the first mowing (i.e., a few days), one can miss the event. After the second
mowing in June, the grassland has a spectral signal very close to bare soil’s spectral
signature with low NDVI (Figure A.2). Indeed, since it is an annual grassland sown
with one species, the herbaceous stratum is almost nonexistent [Ovalle et al., 2006],
the vegetation follows only the rows of seeding and its cover is not dense. Therefore,
after the mowing in summer, the regrowth is very slow and there are large areas of
bare soil because of the absence of herbaceous stratum, i.e., of other species than the
sown one (Figure 1.11.d). This does not occur in semi-natural grasslands, because
there is a thick herbaceous layer composed of diverse diverse plant communities with
an understorey below the tall herbaceous grasses. Hence there is a greater biomass
accumulation and a dense vegetation cover [Chiarucci et al., 1999,Grytnes, 2000,Ovalle
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et al., 2006]. Therefore, the spectro-temporal response of sown grasslands cannot be
assimilated to the one of semi-natural grasslands.
1.4.1.3. Grazing effect
During grazing activity, biomass is removed from the grassland like for mowing.
Hence, grazing increases the reflectance in the visible wavelengths, decreases the re-
flectance in the NIR wavelengths, making the NDVI decrease. However, in the case
of mowing, the defoliation is usually homogeneous at the grassland scale, while in
the case of grazing, it is heterogeneous with areas refused by the animals [Cid and
Brizuela, 1998, Kohler et al., 2006]. Therefore, the variance of NDVI within the grass-
land is much higher for grazed grasslands than for mown grasslands.
The reflectance also depends on the grazing intensity. If the stocking rate is higher,
the grazing amount will be higher, intensifying the soil degradation because of tram-
pling [Sala and Paruelo, 1997, Louault et al., 2005, Klumpp et al., 2011]. Hence, the
NDVI will be lower and with a higher standard deviation than for a grassland being
extensively grazed. This effect was shown with grassland 36 that was more intensively
grazed than grassland 131.
However, our study of grazing effect on the spectral-response is limited to grazing
after mowing and for a short period of time. No grassland continuously grazed or
grazed before the mowing were present in our dataset. For these types of management,
the grazing effect is likely to differ from what we described.
Compared to other works, the NDVI averages found in this study are in agreement
with those found by Dusseux et al. [Dusseux et al., 2014b] who separated grasslands
on vegetation height statuses. The NDVI and the visible and NIR reflectances trends
are in line with the results found by Turner et al. [Turner et al., 1992] on defoliation —
mowing and grazing — and senescent accumulation effects.
1.4.1.4. Early and late mowing
The studied year had a particularly rainy spring (Figure 1.2) for the study area,
resulting in shifting forward the usual timing for mowings and for the start of the
senescence. Despite this time shift, we found that the effect of the mowing on the
spectral response is very different if the mowing occurs early or late in the growing
season. Contrarily to what has been found in irrigated-environments [Courault et al.,
2010], the decrease of the NDVI does not mean a mowing occurred. It can be due
to natural senescence of the vegetation [Reed et al., 1994] and this has not been often
accounted for prior to the present work.
Hence, parametric models such as TIMESAT [Jönsson and Eklundh, 2004] that
model the seasonal variations of the vegetation based on uni- or bi-modal seasonality
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should be used carefully for semi-natural grasslands monitoring.
1.4.1.5. Assessment of the three vegetation indices for detecting the practices
Among the three vegetation indices computed in this study, the NDVI seemed to be
better at detecting the mowing. Indeed, its variance increases after the mowing, be-
cause of heterogeneous plant regrowth, but also soil exposure. MSAVI2 was designed
to not account for the soil influence. S2REP assesses the red edge point of vegetation.
Hence, these two indices do not account for the soil exposure, while it seems to be
an indicator of the mowing. Hence, MSAVI2 and S2REP have less variance and have
higher values than NDVI after the mowing and grazing periods that expose the soil.
Thus, we recommend to use the NDVI to detect the mowing.
Some studies report that the Enhanced Vegetation Index (EVI) is more sensitive to
grasslands phenology and to the mowing than the NDVI [Nitze et al., 2015, Halabuk
et al., 2015]. Indeed, around the growth peak, the NDVI can saturate [Huete et al.,
2002]. We did not use EVI in our study because its computation requires several
coefficients that are not known yet in our conditions, while NDVI is a band ratio with
no parameters.
Finally, the NIR band seems interesting to describe the grassland phenology because
it does not saturate. However, it can be more sensitive to the atmospheric effects than
the VI.
1.4.2. Proposition of a NDVI trend model of mown semi-natural grasslands
Based on the observations made in this study, we propose a NDVI trend model for
semi-natural grasslands (Figure 1.12):
1. The NDVI increases from the start of the growing season until the peak, then it
stabilizes (solid line, a and b). Its standard deviation is low because of the dense
vegetation cover (c).
2. If the grassland is not mown, the NDVI smoothly decreases as vegetation be-
comes senescent (solid line, a and b). The decrease will occur earlier in the
season if the grassland is on top of a hill (solid line, b).
3. If the grassland is mown, it induces a sharp NDVI decrease (dotted and dash-
dotted lines, a and b) combined with an increase of its standard deviation be-
cause of soil exposure (c).
4. After the mowing, the vegetation starts regrowing. The NDVI increase is fast
if the grassland is in a valley (dotted and dash-dotted lines, a) and if the mow-
ing occurred early in the season for a grassland on a hill (dotted line, a). The
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(a) (b)
(c)
Figure 1.12.: NDVI trend model of a mown semi-natural grassland. (a) Grassland lo-
cated at the bottom of a valley. (b) Grassland located at the top of a hill.
The solid line corresponds to the natural trend of a grassland with no
practice, but that was managed the season before (mowing or grazing).
The dotted line corresponds to a grassland mown early (before June, red
stick). The dash-dotted line corresponds to a grassland mown late (June
and after, orange stick). (c) Trend of the standard deviation of NDVI be-
fore and after the mowing. The x-axis correspond to the months of year.
regrowth is slower than before the mowing if the mowing occurred late and
the grassland is on top of a hill, implying a slower NDVI increase (dash-dotted
line, b). For all cases, the NDVI has a higher standard deviation than before the
mowing (c).
5. The NDVI values are almost as high as before the mowing for grasslands at the
bottom of a valley mown early (dotted line, a). They are lower than before the
mowing if the grassland is on top of a hill and mown early (dotted line, b). The
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regrowth reach low values for grasslands at the bottom of a valley and mown
late (dash-dotted line, a) and even lower for grasslands on top of hill and mown
late (dash-dotted line, b).
This model gives approximate trends of NDVI between grasslands located on more
or less fertile lands (valleys and hills) and mown early or late. Its depends on weather
conditions that are different from a year to another.
The phenology of semi-natural grasslands and the management practices calendar
depend on the regions and the climatic regions. Therefore, there could be differences
in the spectral response of grasslands depending on the geographic area and the to-
pography — such as the timing of the growth peak, the start of the senescence, the
regrowth speed — and we suggest more investigations relating to this subject.
1.4.3. Potential of Sentinel-2 time series to monitor semi-natural grasslands
1.4.3.1. Spectral resolution
The spectral bands and the vegetation indices were all simulated using Sentinel-2
radiometric response. The NIR and red bands seemed to be good indicators of the
grassland’s phenology (greenup, senescence, mowing, regrowth). The red edge bands
were also sensitive to the phenology but these bands have a spatial resolution of 20
meters with Sentinel-2 sensor. Hence, they may be less sensitive to the heterogeneity
within grasslands than 10 meters bands.
From the results, the NDVI computed from Sentinel-2 red and NIR bands is poten-
tially appropriate to monitor the phenology and the management practices in semi-
natural grasslands. Since NDVI is a band ratio, it has the advantage of canceling out
signal variations due to calibration, noise and changing irradiance conditions caused
by changing sun angles, topography, clouds and atmospheric conditions [Tucker, 1979,
Huete et al., 1999], facilitating the comparison between grasslands and study sites. Its
main drawback is its saturation around the growth peak, when the biomass is the
densest and the photosynthetic activity is the strongest.
More details about the analysis of spectral bands can be found (in French) in [Dallery,
2016].
1.4.3.2. Temporal resolution
The results showed the importance of a high revisit frequency, especially during the
growing season. During this period, phenological events occur more rapidly because
of great growth rate and the effects of management practices are quite local. Moreover,
spring is usually rainy, which increases the occurrence of clouds in the time series.
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This issue is illustrated with a time series acquired with Landsat 8 in Figure 1.13.
It shows the NDVI temporal profile of grassland 36 (Figure 1.10). Landsat 8 has a
medium temporal resolution (16 days) and a medium spatial resolution (30 meters).
We removed the acquisitions contaminated by clouds. We can see that our model
would be validated: the mean NDVI decreases and its standard deviation increases af-
ter the mowing. However, due to the coarse spatial resolution of this sensor, the mean
and standard deviation are computed from only three pixels (see next subsection for
explanations). Moreover, there is one month and a half between the two acquisitions
before and after the mowing. Hence, the increase of NDVI standard deviation is slight.
In addition, the detection of the mowing would be imprecise.
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Figure 1.13.: Mean ± standard deviation of NDVI temporal profile of grassland 36
acquired with Landsat 8. The red line corresponds to the mowing date.
For grassland 406 with Landsat 8 acquisitions (Figure 1.14), our model would not
be validated for the first mowing. Indeed, the acquisition after the mowing is too late
and the vegetation has already regrown. Even if we can see a decrease of NDVI with
an increase of the standard deviation, the decrease of NDVI is not steep.
Hence if one wants to detect the mowing, one should use hypertemporal data during
the period of mowings. The same conclusions were drawn in [Nitze et al., 2015, Ha-
labuk et al., 2015]. Sentinel-2 temporal resolution (5 days) should be suitable for
managed grasslands monitoring. However, in 2016, Sentinel-2 was not fully opera-
tional. There were not enough clear images acquired during the growing season (only
five images) to conduct an analysis with this sensor and to benchmark the simulated
Sentinel-2 measurements against the actual acquisitions.
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Figure 1.14.: Mean ± standard deviation of NDVI temporal profile of grassland 406
acquired with Landsat 8. The red line corresponds to the mowing dates.
1.4.3.3. Spatial resolution
The spatial resolution was not assessed in this study. However, we know that the
average grassland size in the study area is around 1 hectare, which is equivalent to
100 Sentinel-2 pixels or 11 Landsat 8 pixels. Moreover, mixed pixels at the boundaries
are usually removed to avoid the edge effects, by applying an inner buffer equivalent
to the size of one pixel. Depending on the shape of the grassland, it could contain
no more pixels after the buffer application (Table 1.3). With a buffer of 30 m, grass-
land 405 boundaries are so narrow (Figure 1.15.a, red lines) that they do not contain
any Landsat 8 pixel after rasterization (Table 1.3). However with a buffer of 10 m
(Figure 1.15.b, red lines), the grassland’s boundaries still contain a certain number of
Sentinel-2 pixels after rasterization (Table 1.3).
Table 1.3.: Number of pixels in the grasslands after applying an inner buffer and ras-
terizing the polygons.
ID Area (ha) Nb of Landsat 8 pixels Nb of Sentinel-2 pixels
36 1.1 3 92
131 1.2 0 92
405 1.2 0 93
406 2.6 12 234
500 1.7 0 132
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(a) (b)
Figure 1.15.: Boundaries of grassland 405 (blue lines). (a) Inner buffer of 30 m from
the grassland’s boundary (red lines) with a Landsat 8 image in the back-
ground. (b) Inner buffer of 10 m from the grassland’s boundary (red
lines) with a Sentinel-2 image in the background.
Hence, even a spatial resolution of 30 meters is too coarse for the study of grass-
lands in fragmented grasslands. Sentinel-2 spatial resolution should be fine enough to
ensure a minimum number of pixels per grassland.
1.5. Conclusion
This study investigated the effect of the phenology and of the management practices
on the spectro-temporal response of semi-natural grasslands. To do so, a set of five
grasslands on a gradient of use intensity was monitored during the growing season
using a field spectroradiometer and Sentinel-2 spectral bands were simulated from
these measurements. Our results showed that the spectro-temporal response does not
only depend on the practice itself but also on the phenological stage when the practice
occurs, the weather conditions and the topography. We pointed out differences in the
spectro-temporal profile of grasslands mown early and late, particularly because the
vegetation starts to become senescent before the mowing for grasslands mown late,
inducing a decrease of the vegetation indices. We also showed that vegetation indices
sensitive to soil effect could be used to detect the management practices (mowing or
grazing) because of the soil exposure and the sparse vegetation regrowth and their
effect on the signal after these events.
We highlight the need of hypertemporal data to detect the management practices.
A temporal resolution of more than 15 days is not sufficient to detect the mowing.
Indeed, the natural phenology of grasslands can mask the effect of the practices.
Sentinel-2 time series, with their spatial, spectral and temporal properties, should
enable the monitoring of grasslands’ phenology and the detection of the management
practices. A model of NDVI evolution for extensively managed grasslands — mown
early or late, and located at the bottom of a valley or on top of a hill — was proposed
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and could be used with Sentinel-2 time series to monitor semi-natural grasslands.
This model requires additional investigations to validate it in other regions because
grasslands’ phenology is subject to local climate.
This work was based on ground hyperspectral data and thus, with a very high
spatial resolution. The results and conclusions may differ using satellite data with
coarser spatial resolution because the soil effect on the signal might be less important.
Therefore, the proposed spectro-temporal response must be compared with Sentinel-2
data when the sensor is fully operational.
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Conclusion of Part I
This first part was aimed at analyzing the spectro-temporal response of grasslands
according to their natural phenology and to the management practices. The prac-
tices conducted in the grasslands should be known prior to any signal interpreta-
tion because they have a non-negligible influence on the signal. Their impact on the
spectro-temporal response will depend on their intensity, their date of occurrence, the
weather conditions and the topography. A grassland mown early during the season
will not have the same spectro-temporal profile than a grassland mown late because
the weather conditions differ and the vegetation is not at the same stage. We proposed
an NDVI evolution for mown semi-natural grasslands that are located in a valley or
on a hill, and that are mown early or late (i.e., after the vegetation starts to become
senescent naturally).
The importance of the signal variability within the grassland was underlined in this
work. Indeed, grasslands are heterogeneous because of differences of soil, topography
and species composition. This heterogeneity have an influence on the signal measured
by the sensor. For instance, we showed the high standard deviation of the signal after
the mowing and the grazing, and during the regrowth.
In addition, the results presented in this first part highlighted the need of hyper-
temporal resolution data to analyze grasslands with satellite imagery. A temporal
resolution of 15 days or more is not sufficient to capture grasslands’ phenology which
is particularly dynamic in the growing season when most of the management prac-
tices occur. When fully operational, Sentinel-2 should be able to monitor semi-natural
grasslands.
In the next part, methodological developments will be conducted to address the
requirements for grassland’s analysing using satellite image time series with a high
spatial and temporal resolutions.
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Part II.
Methodological developments for
the supervised classification of
grasslands using satellite image time
series
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Introduction of Part II
The previous part emphasized the need of hypertemporal data for the analysis of
grasslands. The use of satellite image time series requires some smoothing, because of
the presence of noise in the time series due to clouds and their shadows. An accurate
smoothing is essential for analysis based on phenology. It should smooth the local
extrema caused by noise but it should not underestimate the extrema that correspond
to important phenological events such as the growing peak and the mowing. More-
over, it should be able to reconstruct the time series based on regular time samples
to enable the comparison of geographic areas that were monitored on different and
irregular temporal grids.
Furthermore, the use of dense time series issued from new generation satellites such
as Sentinel-2 (i.e., associated with high spatial resolution and multispectral data) im-
plies big data issues. Indeed, because grasslands are small elements in the landscape,
we have to deal with a large number of spectro-temporal variables with a number of
samples of the same range. Reducing the data dimension by considering the mean
value in grasslands is not appropriate because it leads to a loss of information that is
important for the grassland characterization. Indeed, grassland heterogeneity must be
accounted for their analysis. Moreover, an analysis at the grassland level is needed to
be consistent with ecological studies which work at the parcel scale. Hence, how to
account for the pixels distribution in a grassland while working with high dimensional
data? Fast techniques and algorithms, able to deal with larger and larger amounts of
data with high dimension are required.
This part consists in methodological developments to respond to the aforementioned
issues and appropriate for the analysis of grasslands. The first chapter (Chapter 2) in-
troduces and compares techniques for the smoothing of dense inter-annual satellite
image time series. The second chapter (Chapter 3) presents a similarity measure that
was developed for the supervised classification of grasslands modeled by a Gaussian
distribution. In the last chapter (Chapter 4), a similarity measure based on a flexible
kernel that encompasses several similarity measures known in the literature is devel-
oped.
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2. Time series reconstruction
2.1. Introduction
Missing or noisy data can be encountered when analyzing dense optical satellite im-
age time series (SITS), due to the occurrence of clouds and their shadows in parts or
in the whole images [Goward et al., 1991]. For instance, Figure 2.1 shows a Formosat-
2 acquisition disturbed by clouds and shadows. We can see that the reflectance of
cloudy pixels is completely changed while shadowed pixels have a lower reflectance.
Figure 2.2 represents the temporal profile of a given vegetation pixel in the near in-
frared band. The red dots correspond to noisy temporal measurements, i.e., tagged as
clouds or shadows by the mask issued from [Hagolle et al., 2010].
Usually, the reflectance in the visible and NIR bands increases with the presence of
clouds, while it decreases with the shadows. Hence, the noisy temporal measurements
introduce pseudo-hikes and pseudo-lows in the SITS [Shao et al., 2016] and they could
deteriorate the analysis conducted on the observed SITS. Knowing this phenomenon,
several ways of dealing with the noisy SITS were proposed in the literature:
1. Use the noisy SITS as it is [Halabuk et al., 2015],
2. Remove from the SITS the images affected by clouds [Franke et al., 2012],
3. Filter or smooth the time series to clean the data [Shao et al., 2016].
The first option is risky as it will induce uncertainties in the SITS and thus in the
analysis [Cihlar and Howarth, 1994]. The second option can drastically reduce the
number of observations depending on the clouds/shadows cover of the study area. A
solution would be to remove the noisy data at the pixel scale. However, this will result
in irregular time intervals between pixels which is difficult to manage. Moreover,
removing the images affected by clouds in large scale scenarios (e.g., national scale)
where different tiles are exploited seems fastidious. Hence, in order to exploit the full
SITS, the reconstruction of the missing data is required and it is usually performed
with a temporal filter.
Many smoothing algorithms have been developed to reduce the noise in SITS [Shao
et al., 2016]. They recover missing values from the available data. They can be classi-
fied into two model categories:
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Figure 2.1.: A cloud and its shadow causing noise in the image. The red lines cor-
respond to the contours of the cloud mask [Hagolle et al., 2010] ( c©
CNES/Kalideos NSPO - Distribution Airbus DS).
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Figure 2.2.: Example of a temporal profile of a vegetation pixel in the NIR band of
Formosat-2. The black crosses correspond to not noisy data and the red
ones correspond to missing/noisy data due to the clouds/shadows.
• Parametric models
– Linear models: Linear interpolation [Inglada et al., 2015]. The non-noisy
tagged data is not smoothed and it is used to interpolate the missing data.
In [Inglada et al., 2015], very large areas implying several satellite tracks
and thus different observation dates among the tracks were processed. All
image tracks were resampled on the same temporal grid. The time series of
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every pixel were linearly interpolated using only the non-noisy tagged data.
The results showed the temporal resampling did not significantly influence
the crop classification accuracy.
– Non-linear / curve fitting models: Assymetric Gaussian [Jönsson and Ek-
lundh, 2004], Double logistic [Jönsson and Eklundh, 2004, Beck et al., 2006].
A specific functional form is imposed to the temporal profile. These meth-
ods are used on even interval NDVI time series of vegetation. They are
appropriate to model the annual vegetation cycle (phenology) and are gen-
erally used to extract seasonal metrics.
• Non-parametric models
– Kernel and polynomial fitting: Savitzky-Golay filter (local polynomial re-
gression) [Jönsson and Eklundh, 2004, Chen et al., 2004, Pan et al., 2015],
Whittaker filter [Atzberger and Eilers, 2011a]. No specific form is imposed
but the roughness of the smooth curve is controlled by a roughness param-
eter. These methods are particularly useful when dealing with unequally
spaced time series. They have also been used under the assumption that
NDVI was negatively biased by clouds and they were modified to fit the
upper envelope of the data.
– Basis functions: Splines [Bradley et al., 2007,Hermance et al., 2007], Fourier
transform [Moody and Johnson, 2001,Hermance et al., 2007], Wavelet trans-
form [Sakamoto et al., 2005]. Data are projected on basis. Thse methods
have been used when periodicity of data is assumed, usually for inter-
annual analysis.
The smoothing algorithm must be selected with care and depends on the nature of
the time series to smooth [Hird and McDermid, 2009]. In our case, the use of dense
optical SITS with high spatial resolution, such as Sentinel-2, to analyze semi-natural
elements carry some constraints:
• The local extrema are important in the analysis because they correspond to phe-
nological events. The smoothing algorithm must preserve the original extrema
of the temporal profile.
• The mask of clouds can be incomplete because of undetected/non-tagged clouds
or shadows (Figure 2.3). The data tagged as non-noisy must be smoothed a little.
• Possibly consecutive noisy observations which imply unequally-spaced inter-
vals of non-missing data. The smoothing algorithm must handle properly the
unequally-spaced intervals of time.
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• A large number of pixels needs to be smoothed. The algorithm must be compu-
tationally efficient.
Figure 2.3.: Example of incomplete mask of clouds. The red lines correspond to the
contours of the cloud mask [Hagolle et al., 2010]
Therefore, a smoothing algorithm which combines efficient computation, fidelity
to the data, low roughness and appropriate for unequally-spaced intervals of time
is required. The linear models and the parametric models were excluded from our
selection because they did not meet these requirements. Three algorithms potentially
meeting these requirements were retained from the literature and benchmarked in
order to select the most appropriate one: the splines, the Kernel smoother and the
Whittaker filter. Their principle is developed and their characteristics are discussed in
the following.
2.2. Smoothing algorithms for satellite image time series of
grasslands
Let T be the length of the time series to smooth, i.e., the total number of temporal
observations/images. Let x = [x(t1), . . . , x(tT)]
> be the (noisy) temporal vector of one
pixel composed of each observed value x(ti) at time ti during the time series, with
i ∈ {1, . . . , T}. For simplicity reasons, only one spectral band (or vegetation index)
will be considered.
The mask of clouds for each image of the time series enables the definition of a
temporal vector of weights w = [w(t1), . . . , w(tT)]
> for each pixel, with w(ti) = 0
for missing (i.e. noisy) values and w(ti) = 1 for non-missing values at time ti. Note
that even if the mask provides different values for clouds and shadows, the vector of
weights is binary. No difference is made between a thin cloud, a thick cloud and a
shadow.
The objective is to fit a smooth time series xˆ = [xˆ(t1), . . . , xˆ(tT)]
> from the series x.
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2.2.1. Splines
Splines are a linear basis expansions model for fitting curves. They are piecewise
polynomial functions between knots. Knots are particular points of the input temporal
domain used to split it into several parts. A simple model is then learned on each part
while particular condition can be imposed for the global model. Continuity between
knots can be imposed with derivatives constraints at the knots. The model is expressed
as:
xˆ(t) =
Q
∑
i=1
βisi(t) (2.1)
where xˆ(t) is the smoothed time series, si(t) are the basis depending on the time
intervals, βi are the basis coefficients, Q is the number of basis functions, which is
related to K the number of knots, M the order of the basis (degree of the spline) and
the type of basis used.
The estimation of the coefficients is conventionally done using least square approx-
imation. It is done by solving the following optimization problem:
min
β
[
T
∑
j=1
(
x(tj)− s(tj)>β
)2
w(tj)
]
(2.2)
with s(tj) =
[
s1(tj), . . . , sQ(tj)
]
and β = [β1, . . . , βQ].
The solution is given, in matrix form, by:
βˆ = (S>S)−1S>x (2.3)
with
S =

s1(t1) . . . sQ(t1)
s1(t2) . . . sQ(t2)
...
s1(tT) . . . sQ(tT)

.
The quality of the reconstruction depends on several factors, the number of knots
and their positions, the order of local basis function and the types of basis used. Some
parameters can be cross-validated, for instance the number of knots K. Other param-
eters can be tuned with prior information. For instance, to have a smooth second
derivative, the order of the splines should be M = 2 + 2 = 4. For an intra-annual
time series of vegetation, the splines should be linear and their order should be 2.
Finally, some parameters can be tuned empirically from the data, for instance, the po-
sition of knots. Given their numbers, one can use equally space knots in [t1, tT] or use
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percentiles.
2.2.2. Kernel smoother
A Kernel smoother method is a regression technique that estimates a smooth func-
tion xˆ(t) from x(t) by fitting a simple model separately at each query point t0 belong-
ing to [t1, tT]. The observations ti close to t0 are used to fit the simple model. Closeness
is defined using a kernel function Kλ(t0, ti) which assigns a weight to ti based on its
temporal distance from t0. There are different kernels which give a different weight
to each point in the neighborhood of t0, but it has been shown that the influence of
the kernel is not significant. Therefore, we chose a simple kernel, the Epanechnikov
quadratic kernel (Figure 2.4):
Kλ(t0, t) = D
( |t− t0|
λ
)
(2.4)
with
D(z) =

3
4 (1− z2) if |z| ≤ 1
0 otherwise.
(2.5)
The parameter λ controls the width of the neighborhood.
Figure 2.4.: Illustration of Kernel smoother with Epanechnikov kernel taken
from [Hastie et al., 2009]. The green curve is the kernel-weighted aver-
age of the 100 circles generated from the blue curve, using Epanechnikov
kernel with window width λ = 0.2. The red point is the fitted constant
fˆ (x0) and the red circles indicate the observations contributing to the fit at
x0. The solid yellow region indicates the weights assigned to observations.
Locally weighted polynomial regression solves a separate weighted least squares
problem at each target point t0 to learn a polynomial function. At any order p, the
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polynomial is fitted locally by:
min
β0,...,βp
T
∑
i=1
Kλ(ti, t0)[x(ti)− β0 − β1(ti − t0)− ...− βp(ti − t0)p]2w(ti) (2.6)
with ti is in the neighborhood of t0, controlled by λ. The solution is given by βˆ0, ..., βˆp
and xˆ(t0) is approximated by βˆ0. The estimated curve is obtained computing the
regression polynomial for each t0.
At order p = 0, the solution of the local linear regression is called the Nadaraya-
Watson kernel weighted average:
xˆ(t0) = βˆ0 =
∑Ti=1 Kλ(t0, ti)x(ti)w(ti)
∑Ti=1 Kλ(t0, ti)
. (2.7)
At order p = 2, the local quadratic regression is equivalent to the Savitzky-Golay
filter except that the Kernel smoother has a flexible window size, meaning that it can
deal with irregular temporal intervals and with unequally-spaced missing data.
Two parameters need to be determined: the order of the polynomial p and the width
of the neighborhood λ. The order of the polynomial can be tuned empirically with
the input data. When the temporal profile has a local parabolic form with minima
and maxima, it can be estimated with a polynomial of order 2 (Figure 2.5). λ can be
found by cross-validation as discussed in section 2.2.3.2. Larger λ values imply higher
smoothness (averages over more observations) but at the cost of a worse fit to the data
(higher bias) [Hastie et al., 2009].
Figure 2.5.: Left panel: Local linear fits (green curve) exhibit bias in regions of cur-
vature of the true function (blue curve). Right panel: Local quadratic fits
tend to eliminate this bias. Illustration taken from [Hastie et al., 2009].
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2.2.3. Whittaker smoother
2.2.3.1. Principle
The Whittaker smoother is based on penalized least squares [Eilers, 2003]: the
smoothing must be a tradeoff between fidelity to the data (S) and roughness of the
reconstructed series (Rd). We are looking for the smooth time series xˆ such that:
xˆ = arg min
z
S(z) + λRd(z).
λ is the positive smoothing parameter that controls the compromise between the fi-
delity and the roughness. The larger it is, the smoother xˆ will be, increasing the lack
of fit to the data.
The fidelity to the data S is expressed as the sum of squares of differences and it
measures the lack of fit to the data:
S(xˆ) =
T
∑
i=1
[x(ti)− xˆ(ti)]2 w(ti). (2.8)
In its matrix form,
S = ‖x− xˆ‖2 = (x− xˆ)>W(x− xˆ), (2.9)
with W is the diagonal matrix with w on its diagonal.
The roughness of the data Rd is expressed as the norm of derivatives of order d with
respect to the time:
Rd(xˆ) =
T
∑
i=d+1
(∆dxˆ(ti))
2 (2.10)
with ∆d is the dth order divided differences which accounts for the intervals of time
between the acquisitions. It is suitable for unequally spaced intervals. In its matrix
form,
Rd = ‖Ddxˆ‖2 = (Ddxˆ)>Ddxˆ = xˆ>D>d Ddxˆ (2.11)
where Dd is the derivative matrix of order d.
Finding the smooth time series xˆ is equivalent to minimizing:
S + λRd = (x− xˆ)>W(x− xˆ) + λxˆ>D>d Ddxˆ. (2.12)
Eq. (2.12) is a regularized least-square problem. Its solution is given by computing
the derivative with respect to xˆ and setting it to zero:
xˆ = (W + λD>d Dd)
−1Wx. (2.13)
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Two parameters need to be tuned: the order of the derivatives d and the smoothing
parameter λ. d can be tuned according to the degree of smoothness we want to impose.
If we want the original SITS to be smoothed, the order of the derivatives will be 2.
2.2.3.2. Selection of the smoothing parameter
The optimal parameter λ (i.e, which gives a good fit to the data while reducing
the roughness) can be estimated by cross-validation. It consists in minimizing the
average residual sum of squares between the original time series and its smoothed
counterpart, that is called the "Ordinary Cross-Validation" (OCV, or Leave One Out
Cross Validation):
OCV(λ) =
1
∑i w(ti)
T
∑
i=1
w(ti)
(
x(ti)− xˆ(ti)−i
)2
(2.14)
with xˆ(ti)−i is the estimated value of x(ti) after removing the ith observation.
From the previous section, we know that xˆ = A−1Wx with A = W + λD>d Dd. We
introduce the hat matrix H (or the smoother matrix [Hastie and Tibshirani, 1986]) such
that xˆ = Hx (solving AH = W to find H). Hastie and Tibshirani [Hastie et al., 2009]
proved the following relationship:
x(ti)− xˆ(ti)−i = x(ti)− xˆ(ti)1− hii (2.15)
where hii is the ith element on the diagonal of H.
Therefore:
OCV(λ) =
1
∑i w(ti)
T
∑
i=1
w(ti)
[
x(ti)− xˆ(ti)
1− hii
]2
. (2.16)
In the matrix form:
OCV(λ) =
(x− xˆ)>W˜(x− xˆ)
∑i w(ti)
with w˜ii =
w(ti)
(1− hii)2
. (2.17)
The optimal λ is the value which results in the minimum of OCV.
OCV can be computed for the splines and the Kernel smoother in a similar way than
for the Whittaker smoother since they all are linear estimators.
2.2.3.3. Illustrations
Figure 2.6 illustrates the reconstruction every 5 days of the NIR time series showed
in Figure 2.2 for different values of the Whittaker smoothing parameter. The OCV
values associated with different values of λ are shown in Figure 2.7.
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Figure 2.6.: Example of a time series reconstruction resampled every 5 days with dif-
ferent smoothing parameters of the Whittaker smoother for a pixel in the
NIR spectral band.
OCV seems to choose the optimal λ value (λˆ = 45700). Indeed, a low λ results in
aberrant values at the periods of the time series when there are a lot of consecutive no
data, while higher values result in a too smoothed time series.
2.2.4. Comparison
An example of smoothing with optimal parameters found by cross-validation for
each method is shown in Figure 2.8, with the time intervals resampled every 5 days.
The Kernel smoother at order p = 2 does not behave well in the case of several con-
secutive noisy dates with the width of the neighborhood found by cross-validation
(λˆ = 44). Splines, at order M = 2 have a high number of knots found by cross-
validation (Kˆ = 11). Hence, they are influenced by most of the local extrema and
result in a rough time series. The Whittaker smoother at order d = 2 is more stable
compared the Kernel smoother and the splines, with the smoothing parameter found
by OCV (λˆ = 45700).
The main characteristics of the methods are synthesized in Table 2.1. The Whittaker
Smoother was chosen because of its fast execution, its combination of fidelity to the
data and low roughness of the smoothing curve.
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Figure 2.7.: OCV values depending on the smoothing parameter λ, on the 5-day-
resampled time series with Whittaker smoother. The red line corresponds
to the minimum of OCV: λˆ = 45700.
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Figure 2.8.: Comparison of algorithms to smooth a resampled time series every 5 days.
Parameters found by OCV and computing times: Splines, Q = 3, M = 2,
Kˆ = 11, 7ms; Kernel smoother, p = 2, λˆ = 44, 20ms; Whittaker filter, d = 2,
λˆ = 45700, 3ms.
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Table 2.1.: Characteristics of the selected smoothing algorithms. + indicates a high
property while - indicates a low one.
Algorithm Nb of param. Speed Fidelity Roughness Reference
Whittaker smoother 2 + + - [Eilers, 2003]
Kernel smoother 2 - - - [Fan and Gijbels, 1996, Hastie et al., 2009]
Splines 2 + + + [Hermance et al., 2007]
2.3. Outlook
In this work, the smoothing is done temporally pixel per pixel and band per band.
One could imagine adding a spatial smoothing [Shen et al., 2015], which accounts for
the neighborhood of the smoothed pixels, such as non-local means [Buades et al., 2011]
or context-based methods [Melgani, 2006]. A spectral smoothing could be considered
too because of the correlation between the spectral bands [Shen et al., 2015].
3. High Dimensional Kullback-Leibler
Divergence for grassland management
practices classification from high
resolution satellite image time series
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Abstract
The aim of this study is to build a model suitable to classify grassland management practices
using satellite image time series with high spatial resolution. The study site is located in
southern France where 52 parcels with three management types were selected. The NDVI
computed from a Formosat-2 intra-annual time series of 17 images was used. To work at the
parcel scale while accounting for the spectral variability inside the grasslands, the pixels signal
distribution is modeled by a Gaussian distribution. To deal with the small ground sample
size compared to the large number of variables, a parsimonious Gaussian model is used. A
high dimensional symmetrized Kullback-Leibler divergence (KLD) is introduced to compute
the similarity between each pair of grasslands. Our proposed model provides better results than
the conventional KLD in terms of classification accuracy using SVM.
Keywords: Satellite image time series, high dimension, Kullback-Leibler divergence,
grassland management practice, classification.
3.1. Introduction
In the frame of sustainable development, the study of landscape state and its evo-
lution are required to understand environmental changes and biodiversity loss. To
this aim, research in landscape ecology is devoted to understanding how the land-
scape configuration and composition impact on biodiversity and services provided.
This research requires the identification and the characterization of semi-natural ele-
ments in the landscape. Indeed, semi-natural habitats are perennial and less inclined
to be disturbed. They are sources of biodiversity in farmed landscapes. Particularly,
permanent grasslands, as they represent one of the largest terrestrial landscape (they
cover 18% of France territory [Eurostat, 2010]), are a source of significant animal and
plant biodiversity [Gardi et al., 2002, Sullivan et al., 2010], providing many ecosys-
tem services such as carbon storage, erosion regulation, crop pollination, biological
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regulation of ravagers [Werling et al., 2014]. Although policies have been adopted to
protect biodiversity in semi-natural landscapes (European Union Habitats Directive,
92/43/EEC), the permanent grasslands area is continuously decreasing, leading to a
loss of biodiversity [Sullivan et al., 2010].
Grasslands being the main livestock feeding resource, the species composition in
semi-natural grasslands is also impacted by the management practices [Zechmeister
et al., 2003]. Indeed, the anthropic events in the grasslands, like mowing and/or casual
grazing, disturb the natural cycle and the structure of the vegetation. Therefore, it is
essential to identify the management practices in each parcel to predict their effect on
biodiversity and related ecosystem services.
In this context, remote sensing appears to be an appropriate tool to characterize
grasslands at the landscape scale, because of the large spatial coverage and revisit fre-
quency of satellite sensors. However, the reflected signal of the grasslands is more
difficult to interpret compared to mono-specific lands like crops, due to the diversity
and the mix of grassland species. Furthermore, grasslands are relatively small ele-
ments of the landscape (in average 1 hectare), which require high spatial resolution
data to be detectable [Corbane et al., 2015]. Given their phenological cycle and the
punctuality of the anthropic events (e.g., mowing), very dense time series through the
vegetation cycle are necessary to identify the management types [Schuster et al., 2015].
Until recently, satellite missions offering high revisit frequency had low spatial res-
olution (i.e., MODIS), and high spatial resolution missions did not provide dense time
series. New missions like Sentinel-2, with very high revisit frequency (5 days) and high
spatial resolution (10 meters) enable new possibilities for grassland monitoring [Hill,
2013].
In this study, a statistical model is proposed to identify grassland management
practices using time series of a spectral vegetation index (NDVI) with high tempo-
ral resolution. Management practices are defined at the parcel scale. Conventional
pixel-oriented approaches result in the appearance of misclassified pixels within a
class [Bock et al., 2005], leading to non-homogeneous objects that are ecologically un-
realistic. Thus, an object-oriented method is developed in this paper.
The first contribution of the method was to account for the spectral variability in
a grassland. We considered that the distribution of the pixel spectral reflectance in
a given grassland can be modeled by a Gaussian distribution. Then, the Kullback-
Leibler divergence was used to compute the distance between each pair of grasslands.
To deal with the small sample size compared to the number of temporal variables, a
parsimonious Gaussian model was proposed as a second contribution.
The object-oriented approach was compared to a pixel-based approach, through
supervised classification.
In section 3.2, the dataset is introduced. Then, the high dimensional Kullback-
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Leibler divergence method that we developed is described in section 3.3. In section 3.4,
the experimental results on real satellite image time series are presented. Finally,
conclusions and perspectives conclude this paper.
3.2. Dataset
3.2.1. Study site
The study site is located in south-west France, near Toulouse, in a semi-rural area
where livestock farming is in decline in favor of field crops. Grasslands are mostly
used for forage or silage production. The extent of the area corresponds to the satellite
image extent (4400 km2).
3.2.2. Field Data
The dataset is composed of 52 parcels with their management methods. The homo-
geneity has been controlled during a field survey in May, 2015, where the past and
current management practices were also determined, by interviewing the farmers or
grassland owners. We identified 3 management types during the vegetation cycle:
one mowing (34 parcels), grazing (10 parcels) and mixed management (mowing then
grazing, 8 parcels). We used them as classes for the classification. The grasslands have
been digitalized by hand.
3.2.3. Satellite data
The satellite image time series (SITS) is composed of 17 multispectral Formosat-2
images (8 meters spatial resolution) from 2013. The images are provided with a mask
of clouds and shadows [Hagolle et al., 2010]. The Normalized Difference Vegetation
Index (NDVI) was used during this study. Each pixel x is represented by a vector of
size 17.
To remove the noise due to clouds and shadows in the SITS, the NDVI was smoothed
applying the Whittaker filter pixel-by-pixel [Eilers, 2003].
3.3. High Dimensional Kullback-Leibler divergence
3.3.1. Symmetrized Kullback-Leibler divergence
The pixel reflectance distribution of grasslands is modeled by a Gaussian distribu-
tion, i.e. the density function of pixels x is, conditionally to grassland gi, a Gaussian
distribution. To compute the similarity of the distribution between two grasslands,
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we used the symmetrized Kullback-Leibler divergence (KLD) [Kullback, 1987]. The
symmetrized KLD between two Gaussian distributions can be written as:
KLD(gi, gj) =
1
2
[
Tr
[
Σ−1i Σj + Σ
−1
j Σi
]
+ (µi − µj)>
(
Σ−1i + Σ
−1
j
)
(µi − µj)
]
− d (3.1)
where Σi is the covariance matrix, µi is the mean vector of the signal, d the number of
variables and Tr is the trace operator. The parameters are estimated by their empirical
counterparts µˆi =
1
ni ∑
ni
l=1 xl and Σˆi =
1
ni ∑
ni
l=1(xl − µˆi)(xl − µˆi)> with ni the number of
pixels in grassland gi, gi ∈ {1, ..., G} and G is the total number of grasslands.
Unfortunately, the number of pixels used in the estimation is low compared to the
number of variables. Figure 3.1 shows that the number of pixels of most grasslands is
lower than the number of parameters to estimate. Thus, the covariance matrix is non
invertible for these grasslands. Furthermore, for the other grasslands, the estimated
covariance matrices in eq.(3.1) are ill-conditioned making the computation of their in-
verse numerically unstable. To cope with this issue, specific derivations are considered
in the next section.
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Figure 3.1.: Distribution of the number of pixels per grassland. The red line corre-
sponds to the number of parameters to be estimated for each grassland for
a conventional multivariate Gaussian model. This number is derived from
the number of variables using the formula d(d + 3)/2 = 170 for d = 17.
3.3.2. High Dimensional Symmetrized KLD
In this work, a high dimensional model is used to model the Gaussian distribution
of grasslands [Bouveyron et al., 2007b]. The model assumes that the last (lowest)
eigenvalues of the covariance matrix are equal. According to this model, the covariance
matrix of grassland gi can be written as:
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Σi = QiΛiQ>i + λiId (3.2)
where: Id is the identity matrix of size d = 17, Qi =
[
qi1, . . . , qipi
]
, Λi = diag
[
λi1 − λi, . . . ,λipi − λi
]
,
qij,λij are the jth eigenvalues/eigenvectors of the covariance matrix Σi, j ∈ {1, . . . , d}
such as λi1 ≥ . . . ≥ λid, pi is the number of non-equal eigenvalues, λi is the multiple
eigenvalue corresponding to the noise term (last and equal eigenvalues).
Following this model, the inverse of the covariance matrix can be computed explic-
itly:
Σ−1i = −QiViQ>i + λ−1i Id (3.3)
with Vi = diag
[
1
λi
− 1λi1 , . . . , 1λi − 1λipi
]
, and eq.(3.1) can be written as:
HDKLD(gi, gj) =
1
2
[
− ‖Λ 12j Q>j QiV
1
2
i ‖2F − ‖Λ
1
2
i Q
>
i QjV
1
2
j ‖2F
+ λ−1i Tr
[
Λj
]− λj Tr [Vi]+ λ−1j Tr [Λi]− λi Tr [Vj]
− ‖V 12i Q>i (µi − µj)‖2 − ‖V
1
2
j Q
>
j (µi − µj)‖2
+
λi + λj
λiλj
‖(µi − µj)‖2 +
λ2i + λ
2
j
λiλj
d
]
− d (3.4)
where ‖L‖2F = Tr(L>L) is the Frobenius norm.
3.3.3. Estimation
The parameters of eq.(3.4) are estimated for each grassland gi from the empirical
mean vector and covariance matrix such as [Bouveyron et al., 2007b]:
• λˆij and qˆij are the first eigenvalues/eigenvectors of Σˆi, j ∈ {1, . . . , pi}. Thus, only
the pi first eigenvalues/eigenvectors are required and the unstable estimation of
the eigenvectors associated to small eigenvalues is avoided,
• pˆi corresponds to the number of eigenvalues needed to reach a given percentage
of variance t, ∑
pˆi
i=1 λˆi
∑di=1 λˆi
≥ t, t being tuned during learning,
• λˆi = Tr(Σˆi)−∑j≤ pˆi λˆijd− pˆi .
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3.3.4. Construction of a positive definite kernel with HDKLD
The (HD)KLD measure is a semi-metric, i.e., it satisfies only three first axioms of a
metric [Abou–moustafa and Ferrie, 2012]: (HD)KLD(gi, gj) ≥ 0, (HD)KLD(gi, gi) =
0 and (HD)KLD(gi, gj) = (HD)KLD(gj, gi). This semi-metric can be turned to a
positive definite kernel function by plugging it into a radial basis function [Haasdonk
and Bahlmann, 2004]: K(gi, gj) = exp
[− (HD)KLD(gi ,gj)2σ ] with σ ∈ R∗+. This kernel is
used in the experimental section with a SVM.
3.4. Experimental results
3.4.1. Competitive method
In order to test the effectiveness of the proposed approach, the kernel built in the
previous section was used to classify the data using SVM, both for the conventional
KLD and the HDKLD. In order to make tractable the inverse problem in KLD, a small
(10−9) ridge regularization was done for the covariance matrices. The Gaussian mod-
eling was further compared to the simple case where the pixel reflectance distribution
of a grassland is modeled by the mean vector value. Then grasslands are classified
by SVM with a conventional RBF kernel. Finally, a pixel-wise SVM classification with
a RBF kernel was performed and a majority rule inside each grassland was done to
extract one class label at the grassland scale. The SVM and the HDKLD were im-
plemented in Python through the Scikit library. In the remaining of the paper, the
methods are denoted, KLD-SVM, HDKLD-SVM, µ-SVM and P-SVM, respectively.
3.4.2. Protocol
All the parameters of each method were optimized using cross-validation. The
search ranges were σ ∈ {2−5, 2−4, . . . , 25} for P-SVM and µ-SVM, σ ∈ {28, 29, . . . , 212}
for KLD-SVM and HDKLD-SVM, C ∈ {1, 10, 100} (penalty parameter) for all the meth-
ods and t ∈ {0.80, 0.85, 0.90, 0.95, 0.99} for HDKLD-SVM.
Given the small size of the reference data, a Leave One Out procedure was chosen.
One grassland is iteratively classified given all the other grasslands. The confusion
matrix is built during the process. The classification accuracy is assessed with the
overall accuracy (OA) and the Kappa coefficient. The statistical significance of the
observed differences are computed using the Z-test.
3.4.3. Results
Table 3.1 gives the confusion matrices associated to each method, their overall accu-
racy (OA) and Kappa coefficient.
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P-SVM µ-SVM KLD-SVM HDKLD-SVM
PR
ED
REF
32 4 2
1 4 1
1 0 7
REF
31 6 3
1 0 0
2 2 7
REF
32 8 8
1 0 0
1 0 2
REF
33 4 4
0 3 0
1 1 6
OA 0.83 0.73 0.66 0.81
Kappa 0.64 0.41 0.09 0.57
Table 3.1.: Confusion matrices for each classification method. Bold numbers corre-
spond to the best results in terms of Kappa. The observed differences are
not significant according to the Z-test and the 95% confidence level.
The KLD-SVM is the worst method in terms of Kappa coefficient. The conventional
KLD does not perform well in this small sample size context. The proposed parsi-
monious model is robust to this configuration and it outperforms the conventional
KLD.
However, with this dataset, the classifications based on object and pixel-wise ap-
proaches are equivalent since the Kappa coefficients between HDKLD-SVM and P-
SVM are not significantly different. As an example, there was only one more well-
classified grassland with P-SVM compared to HDKLD-SVM. Thus, at this step, no
conclusion can be drawn about the performance of HDKLD against P-SVM. Indeed,
for HDKLD-SVM, G grasslands instead of n pixels are processed, with G  n (here
G = 52 and n = 8741). Moreover, the proposed model provides a statistical description
of the grasslands through the distribution parameters: mean and covariance.
3.5. Conclusion
A suitable model for high dimensional data was developed to deal with the dense
images time series which will be provided by Sentinel-2 mission. This model is able
to classify grassland management practices from dense time series in a small ground
sample size context. We proposed to account for the spectral variability in grasslands
by modeling the pixels value distribution with a parsimonious Gaussian model. This
model is used to define a semi-metric between two grasslands that is used in a super-
vised classifier.
From the experimental results, HDKLD-SVM is the most-efficient object-oriented
method compared to KLD-SVM and to µ-SVM. No significant differences have been
observed with the pixel-wise approach. However this model enables a proper model-
ing of the grassland at the parcel scale.
This model was investigating for future Sentinel-2 image time series. At this step,
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our model has been tested with a spectral vegetation index only. We will further
extend the method for multispectral data to account for all the spectral information
provided by the SITS.
4. Object-based classification of grasslands
from high resolution satellite image time
series using Gaussian Mean Map Kernels
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Abstract
This paper deals with the classification of grasslands using high resolution satellite image
time series. Grasslands considered in this work are semi-natural elements in fragmented land-
scapes, i.e., they are heterogeneous and small elements. The first contribution of this study is
to account for grassland heterogeneity while working at the object level by modeling its pixels
distributions by a Gaussian distribution. To measure the similarity between two grasslands,
a new kernel is proposed as a second contribution: the α-Gaussian mean kernel. It allows one
to weight the influence of the covariance matrix when comparing two Gaussian distributions.
This kernel is introduced in support vector machines for the supervised classification of grass-
lands from southwest France. A dense intra-annual multispectral time series of the Formosat-2
satellite is used for the classification of grasslands’ management practices, while an inter-annual
NDVI time series of Formosat-2 is used for old and young grasslands’ discrimination. Results
are compared to other existing pixel- and object-based approaches in terms of classification ac-
curacy and processing time. The proposed method is shown to be a good compromise between
processing speed and classification accuracy. It can adapt to the classification constraints, and
it encompasses several similarity measures known in the literature. It is appropriate for the
classification of small and heterogeneous objects such as grasslands.
Keywords: supervised classification; SVM; Gaussian mean map kernels; kernel
methods; object analysis; grasslands
4.1. Introduction
Grasslands are semi-natural elements that represent a significant source of biodi-
versity in farmed landscapes [Eriksson et al., 1995, Cousins and Eriksson, 2002, Gardi
et al., 2002, Critchley et al., 2004]. They provide many ecosystem services such as
carbon storage, erosion regulation, food production, crop pollination and biological
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regulation of pests [Werling et al., 2014], which are linked to their plant and animal
composition.
Different factors impact grassland biodiversity conservation. Among them, the age
of a grassland (i.e., the time since last ploughing/sowing) is directly related to its
plant and animal composition. Old “permanent” grasslands, often called semi-natural
grasslands, hold a richer biodiversity than temporary grasslands [Austrheim and Ols-
son, 1999, Norderhaug et al., 2000, Cousins and Eriksson, 2002, Waldhardt and Otte,
2003]. Indeed, they had time to establish and stabilize their vegetation cover, con-
trarily to temporary grasslands, which are part of a crop rotation. Additionally, agri-
cultural management of grasslands (i.e., mowing, grazing, fertilizing, reseeding, etc.)
influences their structure and composition [Hansson and Fogelfors, 2000, Moog et al.,
2002, Zechmeister et al., 2003, Plantureux et al., 2005]. Management is essential for
their biodiversity conservation because its prevents woody establishment. Conversely,
an intensive use constitutes a threat for this biodiversity [Muller, 2002,Plantureux et al.,
2005]. Therefore, it is important to know the age of a grassland and to identify the
management practices in order to monitor their effect on biodiversity and related ser-
vices. However, these factors are defined at different temporal scales: over the years for
the age of a grassland and during a vegetation season (i.e., a year) for the management
practice.
Usually, ecologists and agronomists characterize grasslands at the parcel scale through
field surveys. However, these surveys require important human and material re-
sources, the knowledge of the assessor and a sampling strategy, which make them
expensive and time consuming [Rocchini et al., 2016]. They are thus limited in spatial
extent and in temporal frequency, limiting grassland characterization to a local scale
and over a short period of time.
Conversely, remote sensing offers the possibility to provide information on land-
scapes over large extents, thanks to the broad spatial coverage and regular revisit
frequency of satellite sensors [Pettorelli et al., 2014]. In this context, satellite images
have already appeared to be an appropriate tool to monitor vegetation over large areas
with a high temporal resolution.
In the remote sensing literature, grasslands have relatively not been studied much
compared to other land covers like crops or forest [Newton et al., 2009]. Most of
the studies focusing on grasslands have agronomic applications, such as estimating
biomass productivity and growth rate [Gu et al., 2013, Li et al., 2013, Gu and Wylie,
2015] or derivating biophysical parameters like the Leaf Ara Index (LAI), the Frac-
tion of Photosynthetically Active Radiation (fPAR) and the chlorophyll content [Friedl
et al., 1994,Wylie et al., 2002,Darvishzadeh et al., 2008,He et al., 2009,Asam et al., 2013].
Studies having biodiversity conservation schemes such as assessing plant diversity and
plant community composition in a grassland are usually based on ground spectral
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measurements or airborne acquisitions at a very high spatial resolution [Schmidtlein
and Sassin, 2004, Ishii et al., 2009,Fava et al., 2010,Oldeland et al., 2010,Feilhauer et al.,
2011,Duniway et al., 2012,Punalekar et al., 2016]. However, such acquisitions are time
consuming and expensive, and thus, they do not allow for continuous monitoring of
grasslands over the years.
Using satellite remote sensing images, grasslands have been much studied at a re-
gional scale with medium spatial resolution sensors (i.e., MODIS, 250 m/pixel [Li
et al., 2013, Gu et al., 2013, Hilker et al., 2014]), where the Minimum Mapping Unit
(MMU) is at least of hundreds of meters. This scale is suitable for large, exten-
sive, homogeneous and contiguous regions like steppes [Cao et al., 2015], but not
for fragmented landscapes, which are usually found in Europe and in France par-
ticularly [Eriksson et al., 2002, Zillmann et al., 2014]. These fragmented landscapes
are made of a patchwork of different land covers, which have a small area [Zillmann
et al., 2014]. In these types of landscapes, grasslands can be smaller (less than 10,000
m2) than the pixel resolution [Ali et al., 2016] (see Figure 4.1 for a graphical example).
As a consequence, pixels containing grasslands are usually a mixture of other contribu-
tions, which can limit the analysis [Nagendra, 2001,Blaschke et al., 2014]. As examples,
Poças et al. [Poças et al., 2012] had to select large contiguous areas of semi-natural
grasslands in a mountain region of Portugal to be able to use SPOT-VEGETATION
data (1-km resolution). Halabuk et al. [Halabuk et al., 2015] also had to select only
one MODIS pixel per homogeneous sample site in Slovakia to detect cutting in hay
meadows. A 30-m pixel resolution is still not sufficient for grassland characteriza-
tion. Indeed, Lucas et al. [Lucas et al., 2007] and Toivonen and Luoto [Toivonen and
Luoto, 2003] showed that it was more difficult to classify fragmented and complex
elements [Nagendra et al., 2013], like semi-natural grasslands, than homogeneous
habitats, using Landsat imagery. Price et al. [Price et al., 2002] classified six grass-
land management types in Kansas using six Landsat images, but the accuracy of the
classification was not satisfying (less than 70%). Therefore, to detect small grasslands
in fragmented landscapes, high spatial resolution images are required [Gamon et al.,
1993, Corbane et al., 2015, Ali et al., 2016].
For high spatial resolution images (about 10 m/pixel), few intra-annual images are
usually available for a given location [Wulder et al., 2004]. However, Buck et al. [Buck
et al., 2015] concluded that three RapidEye images per year were not enough to de-
tect the mowing practices in grasslands. It was confirmed by Franke et al. [Franke
et al., 2012] who classified grassland use intensity into four categories: semi-natural
grassland, extensively-used grassland, intensively-used grassland and tilled grassland.
They increased the classification accuracy when increasing the number of RapidEye
images from three to five scenes. Additionally, Schmidt et al. [Schmidt et al., 2014]
concluded that about seven to ten images, depending on the vegetation index used,
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Figure 4.1.: Digitalized grasslands (in red) from the dataset used in this study on (a) a
Sentinel-2 image (10-m pixel resolution) and (b) a MODIS image (250 m).
are a good tradeoff between the amount of satellite data and classification accuracy
of grassland use intensity. Some works report results with few images per year,
such as Dusseux et al. [Dusseux et al., 2014b], but they worked on LAI. In their
study for mapping grassland habitat using intra-annual RapidEye imagery, Schus-
ter et al. [Schuster et al., 2015] concluded the more acquisition dates used, the better
the mapping quality.
Given the heterogeneity of grasslands in fragmented landscapes, their phenologi-
cal cycle and the punctuality of the anthropogenic events (e.g., mowing), dense high
spatial resolution intra-annual time series are necessary to identify the grassland man-
agement types [Psomas et al., 2011, Hill, 2013, Schuster et al., 2015, Ali et al., 2016].
Moreover, to discriminate semi-natural grasslands from temporary grasslands, inter-
annual time series are necessary. Until recently, satellite missions offering high re-
visit frequency (1–16 days) had coarse spatial resolution (i.e., NOAA AVHRR, 1 km;
MODIS, 250/500 m). Conversely, high spatial resolution missions did not provide
dense time series and/or were costly (i.e., QuickBird, RapidEye). For these reasons
and compared to crops, grasslands’ differentiation through Earth observations is still
considered as a challenge [Schuster et al., 2015]. However, new missions like Sentinel-
2 [Drusch et al., 2012], with a very high revisit frequency (five days) and high spatial
resolution (10 m in four spectral channels, 20 m in six channels), provide new opportu-
nities for grasslands’ monitoring over the years in fragmented landscapes [Hill, 2013]
at no cost, thanks to the ESA free data access policy. For instance, the high spatial res-
olution is assumed to make possible the identification of grassland-only pixels in the
image, and several pixels can belong to the same grassland plot. Hence, the analysis
can be done at the object level, not at the pixel level, which is suitable for landscape
ecologists and agronomists who usually study grasslands at the parcel scale [Laliberte
et al., 2007]. Thus, object-oriented approaches are more likely to characterize grass-
lands ecologically [Brenner et al., 2012, Stenzel et al., 2017]. Yet, many works consider
pixel-based approaches without any spatialconstraints [Schuster et al., 2015,Price et al.,
2002,Toivonen and Luoto, 2003,Evans and Geerken, 2006,Franke et al., 2012,Gu et al.,
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2013, Buck et al., 2015].
At the object level, grasslands are commonly represented by their mean NDVI [Li
et al., 2013]. However, such a representation might be too simple since it does not
account for the heterogeneity in a grassland. Sometimes, distributions of pixels as
individual observations are still better than the mean value to represent grasslands,
as in [Hill, 2013]. Lucas et al. [Lucas et al., 2007] used a rule-based method on seg-
mented areas for habitat mapping, but it did not work well on complex and heteroge-
neous land covers. Esch et al. [Esch et al., 2014] also used an object-oriented method
on segmented elements then represented by their mean NDVI. These methods based
on mean modeling do not capture grasslands’ heterogeneity well. Other representa-
tions can be found in the literature, taking the standard deviation and object texture
features as variables [Duro et al., 2012], but they were not applied to time series.
To our knowledge, these methods do not use the high spatial and the high temporal
resolutions jointly. Moreover, all of these studies used vegetation indices as a vari-
able, although it has been shown that classification results are better when using more
spectral information [Zillmann et al., 2014, Sheeren et al., 2016].
To deal with the high spatio-spectro-temporal resolutions new satellite sensors are now
offering, dimension reduction is usually performed through the use of a vegetation in-
dex such as NDVI [Ding et al., 2014, Pan et al., 2015, Schmidt et al., 2014, Schuster
et al., 2015], PCA [Cingolani et al., 2004] or spectro-temporal metrics [Zillmann et al.,
2014, Müller et al., 2015]. However, a large amount of spectro-temporal information
is lost with these solutions. Franke et al. [Franke et al., 2012] developed an indicator
of the spectral variability of a pixel over the time series, the mean absolute spectral
dynamics, but its efficiency was assessed using a decision tree algorithm. Decision
trees are usually not recommended because they tend to over-fit the data [Mitchell,
1997]. Therefore, the high spatio-spectro-temporal resolutions have not really been
addressed in the literature of remote sensing classification. Indeed, such time series
bring new methodological and statistical constraints given the high dimension of data
(i.e., number of pixels and number of spectral and temporal measurements). Dealing
with more variables increases the number of parameters to estimate, increasing the
computation time and making the computation unstable (i.e., ill-conditioned covari-
ance matrices, etc.) [Donoho, 2000, Fauvel et al., 2013]. Hence, conventional models
are not appropriate if one wants to use all of the spectro-temporal information of time
series with high spatial and temporal resolutions. Thus, classifying grasslands with
this type of data is still considered as a challenge [Schuster et al., 2015].
In the present study, we introduce a model suitable for the classification of grass-
lands using Satellite Image Time Series (SITS) with a high number of spectro-temporal
variables (e.g., Sentinel-2 data). Two temporal scales are considered in this work: (i)
an inter-annual time series of three years to discriminate old grasslands from young
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grasslands and (ii) an intra-annual time series to identify the management practices.
Note that in this work, the objects are not found from segmentation [Blaschke et al.,
2014], but from the existing dataset in a polygon form.
The first contribution of this study is to model a grassland at the object level while
accounting for the spectral variability within a grassland. We consider that the dis-
tribution of the pixel spectral reflectance in a given grassland can be modeled by a
Gaussian distribution. The second contribution is to propose a measure of similar-
ity between two Gaussian distributions that is robust to the high dimension of the
data. This method is based on the use of covariance through mean maps. The last
contribution is the application of the method to old and young grasslands’ discrimina-
tion and of management practices’ classification, which are non-common applications
in remote sensing. Moreover, to our knowledge, mean maps have not yet been used
on Gaussian distributions for supervised classification of SITS at the object level.
In the next section, the materials used for the experimental part of this study are
presented. Then, the methods, including the different types of grassland modeling
and the measures of similarity between distributions, are introduced in Section 4.3.
Following that, we experiment with the proposed methods on the classification of a
real dataset in Section 4.4. Finally, conclusions and prospects are given in Section 4.5.
4.2. Materials
4.2.1. Study Site
The study site is located in southwest France, near the city of Toulouse (about 30
km), in a semi-rural area (center coordinates: 43◦27′36′′N 1◦8′24′′E; Figure 4.2). This
region is characterized by a temperate climate with oceanic and Mediterranean influ-
ences. The average annual precipitation is 656 mm, and the average temperature is 13
◦C. The north of the site, closer to the urban area of Toulouse, is flat, whereas the south-
west of the site is hilly. The eastern part corresponds to the Garonne River floodplain,
and this location is dominated by crop production. Within this study site, livestock
farming is declining in favor of annual crop production. Grasslands are mostly used
for forage or silage production. Some grasslands, located in the southwestern part
of the area, are pastures for cattle or sheep. The extent of the area is included in the
satellite image extent (Figure 4.2) and is about 24× 24 km2.
4.2.2. Satellite Data
Time series of Formosat-2 were used in this experiment. Formosat-2 has four spec-
tral bands with an 8-m spatial resolution: B1 “Blue” (0.45–0.52 µm), B2 “Green” (0.52–
0.6 µm), B3 “Red” (0.63–0.69 µm), B4 “Near Infra-Red (NIR)” (0.76–0.9 µm). The ex-
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and temporal measurements). Dealing with more variables increases the number of parameters
to estimate, increasing the computation time and making the computation unstable (i.e., ill-conditioned
covariance matrices...) [68,69]. Hence, conventional models are not appropriate if one wants to use
all the spectro-temporal information of time series with high spatial and temporal resolutions. Thus,
classifying grasslands with this type of data is still considered as a challenge [52].
In the present study, we introduce a model suitable for the classification of grasslands using
satellite image time series (SITS) with a high number of spectro-temporal variables (e.g., Sentinel-2
data). Two temporal scales are considered in this work: (i) an inter-annual time series of three years
to discriminate old grasslands from young grasslands and (ii) an intra-annual time series to identify
the management practices. Note that in this work, the objects are not found from segmentation [38]
but from existing dataset in a polygon form.
The first contribution of this study is to model a grassland at the object level while accounting
for the spectral variability within a grassland. We consider that the distribution of the pixel spectral
reflectance in a given grassland can be modeled by a Gaussian distribution. The second contribution
is to propose a measure of similarity between two Gaussian distributions that is robust to the
high dimension of the data. This method is based on the use of covariance through mean maps.
The last contribution is the application of the method to old and young grasslands discrimination
and of management practices classification, which are non common applications in remote sensing.
Moreover, in our knowledge, mean maps have not yet been used on Gaussian distributions for
supervised classification of SITS at the object level.
In the next section, the materials used for the experimental part of this study are presented.
Then the methods, including the different types of grassland modeling and the measures of similarity
between distributions are introduced in Section 3. Following that, we experiment the proposed
methods on the classification of a real dataset in Section 4. Finally, conclusions and prospects are given
in Section 5.
2. Materials
2.1. Study Site
The study site is located in south-west France, near the city of Toulouse (about 30 km), in a semi-rural
area (center coordinates: 43◦27′36′′N 1◦8′24′′E, Figure 2). This region is characterized by a temperate
climate with oceanic and Mediterranean influences. The average annual precipitation is 656 mm and the
average temperature is 13 ◦C. The north of the site, closer to the urban area of Toulouse, is flat, whereas
the south-west of the site is hilly. The eastern part corresponds to the Garonne river floodplain and this
location is dominated by crop production. Within this study site, livestock farming is declining in favor
of annual crop production. Grasslands are mostly used for forage or silage production. Some grasslands,
located in the south-western part of the area, are pastures for cattle or sheep. The extent of the area
is included in the satellite image extent (Figure 2) and is about 24× 24 km2.
Figure 2. Study site location in south-west France. It is included in the satellite image extent.
Figure 4.2.: Study site location in southwest France. It is included in the satellite image
extent.
tent of an acquisition is 24 km × 24 km. The images were all acquired with the same
viewing angle. They were orthorectified, radiometrically and atmospherically cor-
rected by the French Spatial Agency (CNES). They were provided by the Center for the
Study of the Biosphere from Space (CESBIO) in reflectance with a mask of clouds and
shadows issued from the MACCS (Multi-sensor Atmospheric Correction and Cloud
Screening) processor [Hagolle et al., 2010], in the frame of the Kalideos project.
For the inter-annual analysis, we used all of the acquisitions of the consecutive years
2012 (13 observations), 2013 (17 observations) and 2014 (15 observations) (Figures 4.3
and S1 in the Supplementary Materials). The acquisitions of the year 2013 and of the
year 2014 were used separately for the classification of management practices.
To reconstruct the time series due to missing data (clouds and their shadows),
the Whittaker filter [Eilers, 2003] was applied pixel-by-pixel on the reflectances in each
spectral band for each year independently. The Whittaker filter is a non-parametric
filter that has a smoothing parameter that controls the roughness of the reconstructed
curve. It has been successfully applied to smooth NDVI time series in the litera-
ture [Atzberger and Eilers, 2011a, Atzberger and Eilers, 2011b, Nitze et al., 2015, Shao
et al., 2016]. The smoother was adapted for unequally-spaced intervals and accounted
for missing data (see [Sheeren et al., 2016] for a detailed description of the method).
The smoothing parameter was the same for all of the pixels. It was equal to 105 for
the year 2013 and to 104 for 2012 and 2014, after an ordinary cross-validation done on
a subset of the pixels for each year. An example of smoothing on a grassland pixel is
provided in Figure 4.4. This pixel is hidden by a light cloud during one image acqui-
sition (red cross). Notice that the smoothing is done at the cost of under-estimating
the local maxima of the temporal profile.
For the intra-annual time series, we used all of the spectral information. Therefore,
the smoothed time series associated with each of the four spectral bands were concate-
nated to get a unique time series per pixel. For the inter-annual time series, as using
all of the spectral bands would result in a too large number of variables to process, we
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Figure 4.3.: Formosat-2 acquisition dates in 2012 (green dots), 2013 (blue dots) and
2014 (red dots) used in this experiment.
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Time series of Formosat-2 were used is this experiment. Formosat-2 has four spectral bands with157
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classification of management practices.168
To reconstruct the time series due to missing data (clouds and their shadows), the Whittaker169
filter [71] was applied pixel-by-pixel on the reflectances in each spectral band for each year170
independently. The Whittaker filter is a non-parametric filter which has a smoothing parameter171
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Figure 3. For sat-2 acquisition dates in 2012 (green dots), 2013 (blue dots) and 2014 (red dots) use
in this experiment.
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Figure 4. Example of time series reconstruction (blue dots) with Whittaker smoother for a pixel of a
grassland in the four spectral bands. The black crosses correspond to the original 2013 Formosat-2 time
series and the red ones correspond to missing/noisy data due to the clouds. The x-axis represents the
month of year 2013 and the y-axis is the reflectance.
Figure 4.4.: Example of time series reconstruction (blue dots) with the Whittaker
smoother for a pixel of a grassland in the four spectral bands. The black
crosses correspond to the original 2013 Formosat-2 time series, and the
red ones correspond to missing/noisy data due to the clouds. The x-axis
represents the month of year 2013, and the y-axis is the reflectance.
worked on the NDVI, computed from the red and NIR bands.
4.2.3. Reference Data
4.2.3.1. Old and Young Grasslands
In this study, “old” grasslands are 14 years old or more, whereas “young” grasslands
are less than five years old. The French agricultural land use database (Registre Parcel-
laire Graphique) was used to extract the grasslands depending on their age. It registers
on an annual basis the cultivated areas declared by the farmers in a GIS. Grasslands
are declared as “permanent” or “temporary”. Permanent grasslands are at least five
years old, whereas temporary grasslands are less than five years old (Commission
Regulation EU No. 796/2004). For every plot declared as a grassland in 2014, its age
4.2. Materials 79
was computed from the previous years’ declarations. We kept only the grasslands that
were at least 14 years old in 2014 (“old”) and the grasslands that were less than 5 years
old in 2014 (“young”). A negative buffer of 8 m was then applied to all of the polygons
to eliminate the edge effects (Figure 4.5). Then, they were rasterized using the GDAL
command gdal_rasterize (http://www.gdal.org/gdal_rasterize.html) to obtain the
pixels inside each grassland. Only the grasslands having an area of at least 1000 m2
were kept to ensure a minimum number of 16 pixels to represent each grassland. In
the end, there were 59 old grasslands (at least 14 years old) and 416 young grasslands
(Table 4.1), for an average area of about 26,600 m2.
(a) (b)
(c) (d)
Figure 4.5.: False color Formosat-2 images of the same grassland on two close dates
(June and October) in 2013 and 2014 with the same color scale. (a) 6 June
2013, (b) 27 October 2013, (c) 5 June 2014, (d) 23 October 2014. The blue
line represents the polygon limits of the grassland.
Table 4.1.: Composition of the old and young grasslands’ dataset.
Class No. of Grasslands No. of Pixels
Old 59 31,166
Young 416 129,348
Total 475 160,514
4.2.3.2. Management Practices
The information of the agricultural practices performed in the crops is not featured
in the land use database. Therefore, this dataset comes exclusively from field data.
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As mentioned in the Introduction, ground data are difficult to obtain in ecology since
field work is fastidious. A field survey was conducted in May 2015 to determine the
past and current management practices of 52 grasslands by interviewing the farmers
or grasslands’ owners. The practices remained stable for the years 2013 and 2014. Four
management types during a vegetation cycle were identified: one mowing, two mow-
ings, grazing and mixed (mowing then grazing). We eliminated the type “two mow-
ings” of the dataset because of its under-representation (only three grasslands).
The management types were used as classes for the classification (Table 4.2). The
grasslands were digitalized manually after field work. A negative buffer of 8 m
was then applied to eliminate the edge effects, before rasterizing the polygons. The av-
erage grasslands surface area is about 10,000 m2. The smallest grassland is 1632 m2
(which represents 25 Formosat-2 pixels), and the largest is 47,111 m2 (735 pixels) (Fig-
ure 4.6).
Table 4.2.: Grassland management types and composition of the dataset.
Class No. of Grasslands No. of Pixels
Mowing 34 6265
Grazing 10 1193
Mixed 8 1170
Total 52 8628
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Figure 4.6.: Histogram of grasslands’ size in the number of pixels ni. The red line
corresponds to the number of spectro-variables d = 68 in 2013.
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4.3. Methods
4.3.1. Grassland Modeling
In this work, each grassland gi is composed of a given number ni of pixels xik ∈
Rd, where k is the pixel index such as k ∈ {1, ..., ni}, i ∈ {1, . . . , G}, G is the total
number of grasslands, N = ∑Gi=1 ni is the total number of pixels, d = nBnT is the
number of spectro-temporal variables, nB is the number of spectral bands and nT is the
number of temporal acquisitions. In the experimental part, when working on the intra-
annual time series of 2013 using the four spectral bands, d = 4× 17 = 68. In 2014,
d = 4× 15 = 60. When working on the inter-annual times series using NDVI, d =
1× (13 + 17 + 15) = 45. With each grassland gi is associated a matrix Xi of size (ni × d)
and a response variable yi ∈ R, which corresponds to its class label.
In the following, two types of grassland modeling are discussed, at the pixel level
and at the object level. A more informative object level modeling is then proposed.
Then, similarity measures are discussed.
4.3.1.1. Pixel Level
The representation of a grassland at the pixel level has been much used in the re-
mote sensing literature [Schuster et al., 2015, Price et al., 2002, Toivonen and Luoto,
2003, Evans and Geerken, 2006, Franke et al., 2012, Gu et al., 2013, Buck et al., 2015].
The grassland can either be represented by all of its pixels or by one pixel when the
spatial resolution of the pixel is too coarse; see, for instance, [Poças et al., 2012, Hal-
abuk et al., 2015]. In this representation, a sample is a pixel. Therefore, with each xik
is associated the response variable yi of gi, but xik is processed independently of all
other xik′ of gi. However, this representation usually leads to aberrant classification re-
sults (e.g., salt and pepper effect) [Blaschke et al., 2014], which are not expected when
working at the grassland level.
4.3.1.2. Object Level
At the object level, the mean vector µi of the pixels belonging to gi is generally used
to represent gi. It is estimated empirically by:
µˆi =
1
ni
ni
∑
l=1
xil . (4.1)
In this case, a vector µˆi ∈ Rd and a response variable yi ∈ R are associated with
each grassland. This representation might be limiting for heterogeneous objects such
as grasslands since the spectro-temporal variability is not encoded. To illustrate this
bias, Figure 4.7 shows on the left the set of pixel values in the NIR band for two
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grasslands (a and b). From this figure, it can be seen that if the mean vector cap-
tures the average behavior, higher variability can be captured by including the vari-
ance/covariance (middle and right plots). The figure shows that the first and second
eigenvectors of the covariance matrix capture well the general trend in the grassland
and the main variations due to different phenological behaviors in the grassland. This
information cannot be recovered by considering the variance feature only: covariance
must also be included.Version June 12, 2017 submitted to Remote Sens. 9 of 25
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Figure 7. Examples of 2013 time series evolution in the NIR reflectance band of Formosat-2 for a
grassland of management practice (a) "mowing" and (b) "grazing". The x-axis is the month of the year.
The y-axis is the NIR reflectance value. The plot on the left shows the evolution of all the pixels in the
grassland and the temporal mean of these pixels in red. The plot in the middle shows the temporal
mean in red, the temporal mean +0.2× the first eigenvector in blue and the temporal mean −0.2× the
first eigenvector in black. The plot on the right shows the temporal mean in red, the temporal mean
+0.2× the second eigenvector in blue and the temporal mean −0.2× the second eigenvector in black.
for each grassland is d(d + 3)/2 (d parameters for the mean vector and d(d + 1)/2 parameters for the266
symmetric covariance matrix). In the case where d is large, the number of parameters to estimate can267
be much larger than the number of samples, making the inverse problem ill-posed. This issue is faced268
in this study because grasslands are small elements of the landscape. They are characterized by a269
number of spectro-temporal variables which is about of the same order as the number of pixels ni (see270
Figure 6). Therefore, most of the estimated covariance matrices are singular and their determinants are271
null. Hence, conventional similarity measures used for moderate dimensional Gaussian distributions272
are not suitable for high dimensional Gaussian distributions. In the following, we propose to use273
mean map kernels and we introduce a derivation of mean map kernels to weight the influence of the274
covariance matrix.275
3.2.2. Mean map kernels between distributions276
Mean map kernels are similarity measures which operate on distributions [78]. They have277
been used in remote sensing for semi-supervised pixel-based learning in [79]. In their work, the278
authors define the similarity between two distributions pi and pj as the average of all pairwise kernel279
evaluations over the available realizations of pi and pj (i.e., pixels that belong to grasslands gi or gj). It280
corresponds to the empirical mean kernel [79, eq.(8)]:281
Ke(pi, pj) =
1
ninj
ni ,nj
∑
l,m=1
k(xil , xjm), (3)
where ni and nj are the number of pixels associated with pi and pj respectively, xil is the lth realization282
of pi, xjm is the mth realization of pj and k is a semi-definite positive kernel function.283
(b)
Figure 4.7.: Examples of 2013 time series evolution in the NIR reflectance band of
Formosat-2 for a grassland of management practice (a) “mowi g” and (b)
“grazing”. Th x-axis is the month of the y ar. The y-axis is the NIR re-
flectance value. The plot on the left shows the evolution of all of the pixels
in the grassland and the temporal mean of these pixels in red. The plot
in the middle shows the temporal mean in red, the temporal mean +0.2×
the first eigenvector in blue and the temporal mean −0.2× the first eigen-
vector in black. The plot on the right shows the temporal mean in red,
the temporal mean +0.2× the second eigenvector in blue and the tempo-
ral mean −0.2× the second eigenvector in black.
In this study, to account for the spectro-temporal variability, we assume that the dis-
tribution of pixels xi is, conditionally to grassland gi, a Gaussian distributionN (µi,Σi),
where Σi is the covariance matrix est mated empirically by:
Σˆi =
1
ni − 1
ni
∑
l=1
(xil − µˆi)(xil − µˆi)>. (4.2)
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In this case, we associate with each gi its estimated distribution N (µˆi, Σˆi) and a
response variable yi ∈ R. The Gaussian modeling encodes first and second order
information on the grassland by exploiting the variance-covariance information. It is
worth noting that if we constrain Σˆi = Id, the identity matrix of size d, for i ∈ [1, . . . , G],
the Gaussian modeling is reduced to the mean vector. In the following, N (µˆi, Σˆi) is
denoted by Ni.
4.3.2. Similarity Measure
4.3.2.1. Similarity Measure between Distributions
For classification purposes, a similarity measure between each pair of grasslands
is required. With pixel-based or mean modeling approaches, conventional kernel
methods such as Support Vector Machine (SVM) with a Radial Basis Function (RBF)
kernel can be used since the explanatory variable is a vector. However for a Gaussian
modeling, i.e., when the explanatory variable is a distribution, specific derivations are
required to handle the probability distribution as an explanatory variable.
Many similarity functions generally used to compare two Gaussian distributions
(e.g., Kullback–Leibler divergence [Kullback, 1987] and Jeffries–Matusita distance, which
is based on Bhattacharyya distance [Richards and Jia, 1999]) require the inversion of
the covariance matrices and the computation of their determinants. For a conventional
multivariate Gaussian model, the number of parameters to estimate for each grassland
is d(d + 3)/2 (d parameters for the mean vector and d(d + 1)/2 parameters for the
symmetric covariance matrix). In the case where d is large, the number of parameters
to estimate can be much larger than the number of samples, making the inverse prob-
lem ill-posed. This issue is faced in this study because grasslands are small elements
of the landscape. They are characterized by a number of spectro-temporal variables,
which is about of the same order as the number of pixels ni (see Figure 4.6). There-
fore, most of the estimated covariance matrices are singular, and their determinants
are null. Hence, conventional similarity measures used for moderate dimensional
Gaussian distributions are not suitable for high dimensional Gaussian distributions.
In the following, we propose to use mean map kernels, and we introduce a derivation
of mean map kernels to weight the influence of the covariance matrix.
4.3.2.2. Mean Map Kernels between Distributions
Mean map kernels are similarity measures that operate on distributions [Mehta and
Gray, 2010]. They have been used in remote sensing for semi-supervised pixel-based
learning in [Gomez-Chova et al., 2010]. In their work, the authors define the similarity
between two distributions pi and pj as the average of all pairwise kernel evaluations
over the available realizations of pi and pj (i.e., pixels that belong to grasslands gi
4.3. Methods 84
or gj). It corresponds to the empirical mean kernel (Equation (8) [Gomez-Chova et al.,
2010]):
Ke(pi, pj) =
1
ninj
ni ,nj
∑
l,m=1
k(xil , xjm), (4.3)
where ni and nj are the number of pixels associated with pi and pj, respectively, xil
is the l-th realization of pi, xjm is the m-th realization of pj and k is a semi-definite
positive kernel function.
It is possible to include prior knowledge on the distributions by considering the
generative mean kernel [Mehta and Gray, 2010]:
Kg(pi, pj) =
∫
Rd
∫
Rd
k(x, x′) pˆi(x) pˆj(x′)dxdx′. (4.4)
Note that Equation (4.3) acts on the realizations of pi, while Equation (4.4) acts on
its estimation. When dealing with a large number of samples, the latter can drastically
reduce the computational load with respect to the former.
In our grassland modeling, pi and pj are assumed to be Gaussian distributions.
In that case, if k is a Gaussian kernel such as k(x, x′) = exp(−γ2 ‖x − x′‖2), Equa-
tion (4.4) reduces to the so-called Gaussian mean kernel [Muandet et al., 2012]:
KG(Ni,Nj) =
exp
{
−0.5(µˆi − µˆj)T
(
Σˆi + Σˆj + γ
−1Id
)−1
(µˆi − µˆj)
}
|Σˆi + Σˆj + γ−1Id|0.5
, (4.5)
where γ is a positive regularization parameter coming from the Gaussian kernel k and
| · | stands for the determinant.
This kernel is not normalized, i.e., KG(Ni,Ni) 6= 1, but the normalization can be
achieved easily:
K˜G(Ni,Nj) =
KG(Ni,Nj)
KG(Ni,Ni)0.5KG(Nj,Nj)0.5
= KG(Ni,Nj)|2Σˆi + γ−1Id|0.25|2Σˆj + γ−1Id|0.25. (4.6)
With respect to the Kullback–Leibler Divergence (KLD) and the Jeffries–Matusita
Distance (JMD), the Gaussian mean kernel introduces a ridge regularization term
γ−1Id in the computation of the inverse and of the determinant [Tarantola, 2005].
Thus, the Gaussian mean kernel is more suitable to measure the similarity in a high
dimensional space than KLD and JMD. The value of γ tunes the level of regularization.
It is tuned during the training process as a conventional kernel parameter.
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However, in the case of very small grasslands, two problems remain. The first lies
in the ridge regularization: in this case, so low γ values are selected that it becomes
too regularized, and it deteriorates the information. The second problem is that the
estimation of the covariance matrix has a large variance when the number of samples
used for the estimation is lower than the number of variables. Therefore, the covari-
ance matrix becomes a poorly-informative feature. In the following, we propose a new
kernel function that allows one to weight the covariance features with respect to the
mean features.
4.3.2.3. α-Gaussian Mean Kernel
Depending on the level of heterogeneity and the size of the grassland, the covariance
matrix could be more or less important for the classification process. We propose a
kernel including an additional positive parameter α, which allows one to weight the
influence of the covariance matrix, the α-generative mean kernel:
Kα(pi, pj) =
∫
Rd
∫
Rd
k(x, x′) pˆi(x)(α
−1) pˆj(x′)(α
−1)dxdx′. (4.7)
When pi and pj are Gaussian distributions, k is a Gaussian kernel and the normal-
ization is applied, the expression gives rise to the α-Gaussian mean kernel:
K˜α(Ni,Nj) =
exp
{
−0.5(µˆi − µˆj)T
(
α(Σˆi + Σˆj) + γ
−1Id
)−1
(µˆi − µˆj)
}
|α(Σˆi + Σˆj) + γ−1Id|0.5
|2αΣˆi +γ−1Id|0.25|2αΣˆj +γ−1Id|0.25.
(4.8)
The proof is given in the Appendix. It is interesting to note that particular values of
α and γ lead to known results:
1. α = 0: In this case, Equation (4.8) reduces to the Gaussian kernel between the
mean vectors. It becomes therefore equivalent to an object modeling where only
the mean is considered.
2. α = 1: It corresponds to the Gaussian mean kernel defined in Equation (4.6).
3. α → +∞: We get a distance, which works only on the covariance matrices.
It is therefore equivalent to an object modeling where only the covariance is
considered.
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4. γ → +∞ and α = 2: The α-Gaussian mean kernel simplifies to an RBF kernel
built with the Bhattacharyya distance computed between Ni and Nj.
This proposed kernel thus includes several similarity measures known in the lit-
erature. Furthermore, new similarity measures can be defined by choosing different
parameters’ configuration. The α-Gaussian mean kernel (αGMK) is therefore more
flexible since it can adapt to the classification constraints:
• Whether the heterogeneity of the object is relevant or not,
• Whether the ratio between the number of pixels and the number of variables is
high or low.
4.4. Experiments on Grasslands’ Classification
In this section, the experiments for grassland classification are detailed. We first
introduce the seven competitive methods, then the classification protocol is described,
and we finally present and discuss the results.
4.4.1. Competitive Methods
Several existing pixel-based and object-based classification methods using SVM are
presented below. They are compared to assess the effectiveness of the proposed object-
based method, which relies on the weighted use of the covariance matrix, αGMK, for
the classification of grasslands.
4.4.1.1. Pixel-Based and Mean Modeling
These conventional methods use a RBF kernel.
• PMV (Pixel Majority Vote): The pixel-based method was described in Section 4.3.1.1.
It classifies each pixel with no a priori information on the object to which the
pixel belongs. In order to compare to other object level methods, one class label
is extracted per grassland by a majority vote done among the pixels belonging
to the same grassland.
• µ (mean): The distribution of the pixels reflectance of gi is modeled by its mean
vector µi (see Section 4.3.1.2).
4.4.1.2. Divergence Methods
These methods are based on a distance D between two Gaussian distributions. They
are used in a Gaussian kernel such as KD(Ni,Nj) = exp(−D
2
ij
σ ), with σ > 0:
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• HDKLD (High Dimensional Kullback–Leibler Divergence): This method uses the
Kullback–Leibler divergence for Gaussian distributions with a regularization on
covariance matrices such as described in [Lopes et al., 2016].
• BD (Bhattacharyya Distance): This method uses the Bhattacharyya distance in
the case of Gaussian distributions:
B(Ni,Nj) = 18 (µˆi − µˆj)
>
( Σˆi + Σˆj
2
)−1
(µˆi − µˆj) +
1
2
ln
( | Σˆi+Σˆj2 |
|Σˆi|0.5|Σˆj|0.5
)
.
Small eigenvalues of the covariance matrices are shrinked to the value 10−5 to
make the computation tractable [Ledoit and Wolf, 2004].
4.4.1.3. Mean Map Kernel-Based Methods
These methods are based on mean map kernels presented in Section 4.3.2:
• EMK (Empirical Mean Kernel): This method uses the empirical mean map kernel
of Equation (4.3) and it is pixel-based.
• GMK (Gaussian Mean Kernel): This method is based on the normalized Gaus-
sian mean kernel (Equation (4.6)).
• αGMK (α-Gaussian Mean Kernel): This method is based on the proposed nor-
malized α-Gaussian mean kernel (Equation (4.8)).
Figure 4.8 illustrates the relationships between the different methods. The charac-
teristics of each method are synthesized in Table 4.3.
For memory issues during the SVM process, the number of pixels processed for the
old and young grasslands’ classification was divided by 10 for the two methods based
on pixels (PMV and EMK). Only one pixel out of 10 was kept per grassland.
Table 4.3.: Characteristics of the methods used in this study.
Method PMV EMK µ HDKLD BD GMK αGMK
Level Pixel Object Object Object Object Object Object
Explanatory variable xik xik µi Ni Ni Ni Ni
Kernel RBF RBF RBF KHDKLD KB K˜G K˜α
Parameters σ, C σ, C σ, C σ, C σ, C γ, C γ, α, C
No. of samples 16,250/8628 16,250/8628 475/52 475/52 475/52 475/52 475/52
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Figure 4.8.: Contribution of the proposed method in grassland analysis for supervised
classification. αGMK consists of a general modeling of the grassland at
the object level, and it encompasses several known modelings. The under-
lined methods are tested in this study. PMV, EMK and µ are not based
on Gaussian modeling, while the others are.
4.4.2. Classification Protocol
We compared the efficiency in terms of classification accuracy and processing time
of all of the presented methods by classifying the two grassland datasets on inter-
annual and intra-annual time series (Section 4.2).
For each method, a Monte Carlo procedure was performed for 100 runs. For each
run, the dataset was split randomly into training and testing datasets (75% for train-
ing and 25% for testing), preserving the initial proportions of each class. The same
grasslands were selected for a given Monte Carlo repetition regardless of the method.
During each repetition, the optimal parameters were tuned by cross-validation based
on the best F1 score. Table 4.4 contains the parameters grid search for all of the meth-
ods. Note that a wide grid was searched for the parameter α of αGMK to further
analyze the distribution of selected values. The penalty parameter C of the SVM pro-
cess was chosen empirically and fixed to C = 10, after running several simulations.
The classification accuracy for each repetition was assessed by the F1 score computed
from the confusion matrix. The Overall Accuracy (OA) was computed, but it is not
presented here, because it does not reflect the accuracy of the classification well since
unbalanced datasets were used.
In order to compare each pair of methods, a Wilcoxon rank-sum test was processed
on the pair of distributions of the 100 F1 scores. This nonparametric test is designed for
two independent samples that are not assumed to be normally distributed [Wilcoxon,
1945]. It tests if the two samples are drawn from populations having the same distri-
bution.
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The kernels and the SVM were implemented in Python through the Scikit library [Pe-
dregosa et al., 2011].
Table 4.4.: Parameters tested for each method during cross-validation.
Method
Parameters Values
Inter-Annual Analysis Intra-Annual Analysis
PMV σ ∈ {20, 21, . . . , 210} σ ∈ {2−17, 2−16, . . . , 2−10}
EMK σ ∈ {20, 21, . . . , 210} σ ∈ {2−18, 2−17, . . . , 2−10}
µ σ ∈ {20, 21, . . . , 210} σ ∈ {2−18, 2−17, . . . , 2−10}
HDKLD σ ∈ {210, 211, . . . , 220} σ ∈ {215, 216, . . . , 225}
BD σ ∈ {20, 21, . . . , 210} σ ∈ {210, 211, . . . , 218}
GMK γ ∈ {20, 21, . . . , 210} γ ∈ {2−17, 2−18, . . . , 2−10}
αGMK γ ∈ {20, 21, . . . , 210} γ ∈ {2−18, 2−17, . . . , 2−13}
α ∈ {0, 0.1, 0.5, 1, 2, 5, 10, 15, 20, 25, 50} α ∈ {0, 10−3, 10−2, 10−1, 0.3, 0.5, 0.7, 0.9, 1, 2, 5, 10, 15, 20, 25}
4.4.3. Results
4.4.3.1. Old and Young Grasslands: Inter-Annual Time Series
Figure 4.9 sums up the old and young grasslands’ classification results for each
method over the 100 repetitions as a boxplot of F1 scores. The Kappa coefficients can
be found in Figure S2 in the Supplementary Materials. Since the cross-validation was
not based on the Kappa coefficient, the results are discussed in terms of F1 scores. The
method reaching the best scores is αGMK with a F1 average of 0.71 followed by PMV
and GMK with an average of 0.69.
Table 4.5 contains the Wilcoxon rank-sum test statistics between each pair of meth-
ods. It tests the null hypothesis that the two sets of observations are drawn from the
same distribution. The null hypothesis is rejected if the test statistics is greater than
1.96 with a confidence level of 5% (p-value < 0.05). In this case, it accepts the alternative
hypothesis that values in one population are more likely to be larger than the values
from the other. The two best methods, αGMK and PMV are not significantly different.
However, αGMK is significantly better than all of the other methods, whereas PMV
is not significantly different than the mean map methods (EMK and GMK). The worst
method is HDKLD with a mean F1 of 0.59.
In terms of processing load and time, the pixel-based methods are clearly the most
demanding. Indeed, processing the 160,514 pixels was not possible with SVM, so we
had to reduce the number of samples. These issues are not faced with object-oriented
methods. The fastest methods are µ and HDKLD, but they did not reach acceptable
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Figure 4.9.: Boxplot of F1 score repartitions for the classification of the old and young
grasslands. The line in the box stands for the median, whereas the dot
stands for the mean.
Table 4.5.: Absolute value of Wilcoxon rank-sum test statistics on the F1 score for the
old and young grasslands’ classification. ** indicates that the results are
significantly different, i.e., p-value < 0.05.
Method PMV µ HDKLD BD EMK GMK αGMK
PMV - 3.52 ** 8.66 ** 4.83 ** 1.93 0.98 1.32
µ - 7.48 ** 1.76 1.55 2.28 ** 4.80 **
HDKLD - 5.68 ** 8.26 ** 8.65 ** 9.77 **
BD - 3.23 ** 3.95 ** 6.09 **
EMK - 0.94 3.35 **
GMK - 2.42 **
αGMK -
classification accuracies. The best method in terms of ratio accuracy/processing time
is αGMK. It is appropriate for processing a large number of grasslands.
4.4.3.2. Management Practices: Intra-Annual Time Series
The classifications accuracies for management practices are shown in Figure 4.10
(F1 score) and in Figure S3 in the Supplementary Materials (Kappa coefficient) for
year 2013 and for year 2014.
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In terms of classification accuracy, methods based on divergences (BD and HDKLD)
provided the worst results. Pixel-based methods, the mean modeling method and
mean generative kernel methods provided similar results in terms of F1 score, except
for PMV, which was significantly worse than the others for the year 2013. αGMK pro-
vided the highest values in 2013 (average F1 of 0.65), but it was not significantly better
than the others for this dataset. Indeed, due to the very low number of grasslands
composing this dataset, confusion matrices were quite similar whatever the method.
It is therefore difficult to compare the methods’ efficiency in this configuration.
Nevertheless, this dataset makes possible the comparison in terms of processing
times, because the same spectral information was used for all of the methods. Fig-
ure 4.11 illustrates the training processing time relative to the one of PMV versus the
average F1 score for each method. In terms of computational time, the pixel-based
methods required the largest processing times. BD was also very long, mainly be-
cause of the shrinkage procedure. Mean modeling was the fastest, followed closely
by HDKLD. αGMK and GMK were equivalent in terms of computational times. For
this configuration with a low number of grasslands, the mean modeling was the most
efficient in terms of accuracy/processing time ratio.Version June 12, 2017 submitted to Remote Sens. 15 of 25
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Figure 10. Boxplot of F1 score repartitions for classification of management practices using time series
of year (a) 2013 and (b) 2014. The line in the box stands for the median whereas the dot stands for the
mean.
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Figure 11. Relative training processing times to PMV and average F1 of each method for intra-annual
time series of 2013.
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Figure 4.10.: Boxplot of F1 score repartitions for classification of management practices
using time series of year (a) 2013 and (b) 2014. The line in the box stands
for the median, whereas the dot stands for the mean.
It is worth noting that the times series of 2014 produced higher classification accu-
racies (maximum F1 average of 0.73 for GMK) than the time series of 2013 (maximum
F1 average of 0.65 for αGMK).
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Figure 4.11.: Relative training processing times to PMV and average F1 of each method
for intra-annual time series of 2013.
4.4.4. Discussion
The purpose of this work was to develop a model suitable for the classification of
grasslands from dense inter- or intra-annual SITS and robust to the dimension of the
data. The proposed method based on a weighted use of the covariance, namely αGMK,
was compared to several competitive methods.
4.4.4.1. Methods’ Efficiency
The methods’ efficiency is discussed for the old and young grasslands’ classification,
since the results provided with the other dataset are not significantly different, mostly
because of the small dataset size.
The diverg nce methods (BD and HDKLD) provide the worst results, showing that
they are not robust enough to a high dimensional space.
Although they provided results close to the best results, pixel-based methods (PMV
and EMK) are the most demanding in terms of computational time, and they do not
scale well with the number of pixels. Indeed, they have to process N pixels instead of
G grasslands with G  N. Therefore, we had to reduce the number of pixels used for
the classification. Using them on a large area might be difficult, as the old and young
grasslands’ dataset showed.
Representing grasslands by the estimated distribution of their set of pixels decreases
the complexity during the SVM process. Therefore, the object level methods offer a
lower computational load when compared to empirical mean kernels and pixel-based
methods.
The mean generative kernel methods performed significantly better than the mean-
only method (µ). Among them, αGMK performed better than GMK. It was also one
of the most stable methods.
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In this context, including the covariance information helps to discriminate grass-
lands. However, if the dimensionality is not properly handled, it deteriorates the pro-
cess (e.g., BD and HDKLD). In this case, it is preferable to use the mean values only.
αGMK offers the possibility to weight the influence of the covariance information com-
pared to the mean. As a result, it provided better results than the mean modeling and
than GMK, since it encompasses both.
It is furthermore interesting to analyze the optimal values of the weighting parame-
ter α found during the cross-validation and the average of associated F1 scores (Figure
4.12). The highest F1 scores were reached for high values of αˆ. The worst F1 scores
were obtained with αˆ < 2, and the value αˆ = 0 was never selected. It shows the
importance of the covariance information in grasslands’ modeling: the heterogeneity
in a grassland must be accounted for, and it is not entirely well represented by the
mean only.
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Figure 4.12.: Bar plot of αˆ values chosen by cross-validation and the average of associ-
ated F1 scores (red dots) for the classification of old and young grasslands
using αGMK. Nota Bene : The value αˆ = 0 was never selected.
4.4.4.2. Grassland Modeling
Following on from the methods’ discussion, the choice of modeling grasslands pix-
els’ distribution by a Gaussian distribution makes sense in this context. It is particu-
larly appropriate for semi-natural grasslands, which are very heterogeneous, contrary
to crops or annual “artificial” grasslands, which can be assimilated to crops.
However, modeling grasslands by the mean only produced equivalent results to the
methods based on Gaussian modeling for the classification of management practices,
contrary to the old and young grassland discrimination. Indeed, management prac-
tices are supposed to be uniform at the grassland scale. Therefore, the mean appears
to be sufficient for this application, contrary to the old and young grasslands’ discrim-
ination, which requires capturing more variations between the grasslands. The best
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modeling might be different depending on the application. Moreover, some grasslands
are so small that the covariance matrix is too badly estimated.
In the proposed kernel, this modeling was made flexible by regularizing the weight
given to the covariance matrix. αGMK benefits from its high level of adaptability
in front of the object configuration: no choice has to be made between a Gaussian
or a mean modeling since the method encompasses both. It also includes several
object level methods known in the literature. However, this is at the cost of one more
parameter to tune. Therefore, the classification process takes more time than GMK,
for instance.
Above all, although it is the first application of generative mean kernels in remote
sensing classification, the α-Gaussian mean kernel proved its efficiency and stability in
these experiments. The results suggest it is appropriate for grasslands’ classification.
4.4.4.3. Acquisition Dates
For the management practice classification, using time series of 2014 produced better
results than using 2013. This might be explained by the acquisition dates in the time
series. Although 2014 has less images, more clear images were acquired during spring
compared to 2013, which has a lack of acquisitions in April and May (Figure 4.3).
Indeed, many studies showed that the best season to discriminate grasslands is during
the growing season [Psomas et al., 2011, Franke et al., 2012, Hill, 2013, Ali et al., 2016].
Spring is the period of the vegetation cycle where the management practices begin.
Therefore, it is easier to differentiate the practices during this period. It might thus
affect the accuracy of the classification of the year 2013.
It is not shown in this experiment, but using only one or two years of acquisitions to
discriminate old from young grasslands did not produce sufficient classification accu-
racies. This is the reason why three years of data were used. Old “permanent” grass-
lands are supposed to have a more stable phenology over the years than the young
“temporary” grasslands, which have been recently sown (less than five years) [Aus-
trheim and Olsson, 1999]. The young grasslands phenology is closer to crops in their
very first years. We suppose this makes possible their discrimination with inter-annual
SITS. However, the optimal number of years needed to discriminate these types of
grasslands could constitute a research topic.
In general, the results could also be enhanced by removing some winter images,
which can have a negative influence on the entire annual time series [Halabuk et al.,
2015]. However, the scope of this study was to develop a method that is able to use a
given time series, without having to process a date selection.
4.4. Experiments on Grasslands’ Classification 95
4.4.4.4. Grassland Typology
On the whole, the classification did not reach high accuracies (F1 maximum average
of 0.73 for management practices and of 0.71 for old and young grasslands’ classifica-
tion). This can be explained by the unbalanced dataset with under-representation of
grazing and mixed grasslands in the first application and under-representation of old
grasslands in the second one. These classes obtained the lowest producer and user ac-
curacies (cf. Tables S1 and S2 in the Supplementary Materials) because of their limited
number of samples for training the models. The methods should be tested on a more
balanced dataset of grasslands’ classes.
Moreover, as many times emphasized, semi-natural grasslands (which are present in
these datasets) are characterized by their high level of heterogeneity. Therefore, there
might be a large amount of intra-class variability because of grasslands’ diversity.
The discrimination might be improved by using more distinct classes: intensively-
used grasslands against extensively-used grasslands, artificial (monospecific) grass-
lands against semi-natural grasslands, for instance.
4.4.4.5. Comparison with Existing Works
To our knowledge, only the work of Möckel et al. [Möckel et al., 2014] relates to
the classification of grasslands’ age using remote sensing data. They reached a Kappa
value of 0.77 in classifying three different grassland age-classes. However, they used
airborne hyperspectral data from a single date. Their recommendation was to use
multitemporal data to improve the classification or to use satellite hyperspectral data
to monitor grasslands over wider areas. Our study was based on using multi-spectro-
temporal satellite data, but our proposed method would also work with hyperspectral
data.
As described in the Introduction, few studies have been carried out on the analysis of
semi-natural grasslands using high spatio-spectro-temporal resolution SITS. Usually,
methods were pixel-based, and they were applied on a few images or on a precise date
selection to avoid dealing with the high dimension of data [Price et al., 2002,Toivonen
and Luoto, 2003, Franke et al., 2012]. Schuster et al. [Schuster et al., 2015] successfully
classified grassland habitat using 21 RapidEye images on a pixel basis, but there was
no mention of the processing times.
At the object level using a time series, grasslands were often represented by their
mean NDVI, such as in [Esch et al., 2014], who noticed the difficulty to discrimi-
nate grasslands from crops because of mean seasonal NDVI similarities. The closest
configuration might be the work of Zillman et al. [Zillmann et al., 2014], who used
an object-based analysis and spectral reflectances combined with seasonal statistics
of vegetation indices for mapping grasslands across Europe. The seasonal statistics
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were particularly relevant in the classification, because they captured well the spectral
diversity of the grassland phenology. The use of these metrics could be considered
for discriminating grassland management practices, which impact on the phenology.
The authors also concluded that the object-based analysis improves the classification
compared to a pixel-based classification. However, the objects were determined by seg-
mentation.
4.4.5. Prediction of Management Practices on the Land Use Database
Grasslands
To show the efficiency of αGMK, we classified all of the grasslands from the French
agricultural land use database (Registre Parcellaire Graphique) covered by the Formosat-
2 time series to predict their management practice in 2014. All of the plots declared as
grasslands in 2014, i.e., “permanent grassland” and “temporary grassland” regardless
of their age, were selected. After applying a negative buffer of 8 m and rasterizing the
polygons, we removed the plots representing less than 10 Formosat-2 pixels. In the
end, there were 797 grassland plots covered by the extent of Formosat-2 for a total of
252,472 pixels.
The multispectral SITS of 2014 was used. The SVM was trained on the whole field
data (Section 4.2.3.2) using the same grid search as in the experiments. The parameters
chosen after cross-validation based on F1 score were αˆ = 5 and γˆ = 2−15. Then, the
model was used to predict the management practices of the 797 grasslands of the land
use database.
The classification accuracy could not be assessed since the true labels of the grass-
lands are not known. However, as described in the study site, a spatial distribution of
the classes could be expected. Indeed, grazed and mixed grasslands should be found
in the southwest of the site, whereas more mown grasslands should be in the north.
An extract of the classification result is shown in Figure 4.13. It represents the
classified grasslands in their raster format. As expected, most of the grazed and mixed
grasslands are located in the southwest of the image, whereas the north of the image
is mostly composed of mown grasslands. Therefore, αGMK was very likely able to
classify with an acceptable accuracy the grasslands management practices without any
a priori geographic information. However, specific care should be considered, as not
all of the possible management practices were predicted. For instance, grasslands
mown twice or unused grasslands were not in the training dataset, but it does not
mean these managements do not exist in the rest of the data. The method deserves to
be tested with an exhaustive grassland typology to produce more detailed grasslands
maps.
In terms of processing times, the proposed method is able to classify 800 grasslands,
representing more than 250,000 pixels, at the object level from a high spatial resolution
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Figure 4.13.: Extract of the management practices classification of the grasslands from
the French agricultural land use database (Registre Parcellaire Graphique)
in 2014. The background is a May, 2014 Formosat-2 image in the NIR
channel.
SITS within a few seconds on a conventional personal computer.
4.5. Conclusions
This study aimed at developing a model for the classification of grasslands using
satellite image time series with a high number of spectro-temporal variables. A grass-
land modeling at the object level was proposed. To deal with grasslands’ heterogeneity,
their pixels distribution was modeled by a Gaussian distribution. Then, to measure the
similarity between two grasslands, i.e., two Gaussian distributions, a kernel function
based on mean maps was introduced, namely the α-Gaussian mean kernel. The pro-
posed method was compared to existing pixel-based and object-based classification
methods for the supervised classification of grassland using inter- and intra-annual
SITS. The Gaussian mean kernels provided the highest classification accuracies, show-
ing that the covariance information must be accounted for. In terms of processing
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times, the object-based methods were much faster than pixel-based methods.
Several contributions have been made in this work. The first lies in the grasslands’
pixel distribution modeling at the object level. A flexible kernel was proposed to
encompass both the Gaussian and mean modeling of grasslands, so no choice has to be
made between these two modelings. It can therefore be used on homogeneous objects
such as artificial grasslands or on very small objects, as well as on heterogeneous
semi-natural grasslands. The second contribution is that this kernel is suitable for
high dimensional data in a small ground sample size context. It enables the use of
all of the multispectral data instead of a single vegetation index or the use of a long
time series. Furthermore, it can be used on a whole time series without date selection.
Indeed, this new kernel offers very low computational load. It can therefore be applied
on a large dataset. With this kernel, we were able to process and to classify more than
250,000 pixels on a conventional personal computer within a few seconds. Even if it
is the first application of generative mean kernels in remote sensing classification, the
αGMK proved its efficiency and stability in these experiments. It is a good compromise
between processing speed and accuracy for the classification of grasslands.
The αGMK deserves to be tested on a larger dataset with more balanced classes.
Seasonal statistics could be used to improve the representation of grassland phenology.
These ideas will be considered in the future. This method was designed to deal with
the dense SITS, which will be provided by Sentinel-2 and to efficiently produce maps
from this type of data. Other applications of the method are still possible (e.g., small
and heterogeneous objects, such as peatlands, urban areas, etc.).
Supplementary Materials
The supplementary materials can be found in Appendix C.
Appendix
Proof of Equation (4.8). First, let us write the Gaussian distribution pi to the power of
α−1:
pi(x|µi,Σi)α
−1
=
1
(2pi)d/2α
× 1|Σi|1/2α × exp
{
−0.5(x− µi)> (αΣi)−1 (x− µi)
}
=
(2pi)
d
2 (1− 1α )
(2pi)d/2
× α1/2 × |Σi|
1
2 (1− 1α )
|αΣi|1/2 × exp
{
−0.5(x− µi)> (αΣi)−1 (x− µi)
}
= α1/2(2pi)
d
2 (1− 1α )|Σi| 12 (1− 1α ) × p(x|µi, αΣi)
= C(Σi, α)p(x|µi, αΣi). (4.9)
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Then, plugging Equation (4.9) in Equation (4.7), we get:
Kα(Ni,Nj) = C(Σi, α)C(Σj, α)
exp
{
−0.5(µˆi − µˆj)T
(
αΣˆi + αΣˆj + γ
−1Id
)−1
(µˆi − µˆj)
}
|αΣˆi + αΣˆj + γ−1Id|0.5
,
which is Equation (4.5) with the covariance matrix of the Gaussian distribution scaled
with α. The constants C(Σi, α) and C(Σj, α) are removed when normalizing the kernel,
and we get Equation (4.8).
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Conclusion of Part II
This part developed methods for the supervised analysis of grasslands using dense
satellite image time series. In the first chapter, we proposed a smoothing algorithm
to reconstruct and smooth the time series due to noise caused by clouds and their
shadows. The Whittaker smoother was chosen because it combines fidelity to the data
and low roughness and it is fast to execute.
Then, we emphasized the need to account for the heterogeneity of the grassland
while working at the grassland level. We proposed to model the grassland’s pixels
distribution by a Gaussian distribution. Two similarity measures based on a Gaussian
modeling that can be plugged in the kernel of SVM for the supervised classification
of grasslands were introduced: the High Dimensional Kullback-Leibler Divergence
and the α-Gaussian Mean Kernel that encompasses several similarity measures. These
measures are robust to high dimensional data and they are fast to compute. They
have been applied using intra- and inter-annual NDVI or multispectral time series
to classify the grasslands according to their management practices (mowing, grazing,
mixed) and to their age (less than five years or more than 14 years).
The next part will focus on thematic applications of the methods to define continu-
ous ecological indicators of grasslands from remote sensing data.
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Introduction of Part III
In the previous part, methodological developments were conducted for the super-
vised classification at the grassland level using satellite image time series with high
spatial and temporal resolutions. These methods were applied to classify grasslands’
management practices and age, which provide information on the type of grasslands
in a discrete way.
Plant species diversity is influenced by grassland’s management practices and age,
but this diversity is usually quantified with continuous measures. Hence, continuous
indicators of grasslands’ biodiversity issued from satellite data should be defined to
monitor the biodiversity over large extents.
In this part, the methodological developments are applied to the thematic needs for
ecological indicators of grasslands. In Chapter 5, we assess the potential of SITS with
a high spatial and a high temporal resolutions to predict two biodiversity indices in
grasslands through a kernel least-mean square regression. Chapter 6 is based on the
Spectral Variation Hypothesis that assumes that the spectral heterogeneity measured
in a habitat can be used as a proxy for its species diversity. We made the hypothesis
that the species differ in their phenology and hence, that the temporal variations could
be used in addition to the spectral variation. We propose several spectro-temporal het-
erogeneity measures based on the unsupervised clustering of grasslands from dense
SITS with a high spatial resolution. Then, we assess the relationship between these
measures and the species diversity in grasslands represented by the Shannon index.
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Abstract
The aim of this study is to assess the potential of satellite image time series with high spatial
and high temporal resolutions for the prediction of grasslands plant biodiversity. The grasslands
are modeled at the object scale to be consistent with ecological measurements (one biodiversity
index per grassland). A kernel regression is used to predict the biodiversity index of a grassland
from its spectro-temporal reflectance. The method is applied using two intra-annual multispec-
tral or NDVI time series of SPOT5 Take5 (18 dates) and Sentinel-2 (7 dates) to predict the
Shannon and the Simpson indices of about 200 grasslands in south-west France. The best co-
efficient of determination for the prediction of the Shannon index is 0.13 and it is 0.17 for the
Simpson index prediction. The unsatisfactory results suggest that a high temporal resolution
combined with a high spatial resolution and multispectral bands are not sufficient to estimate
grassland biodiversity at the grassland scale.
Keywords: Kernel regression, high resolution time series, SPOT5 (Take5), Sentinel-
2, biodiversity, grasslands.
5.1. Introduction
Grasslands are one of the most largest land covers on Earth. They represent a sig-
nificant source of biodiversity in farmed landscapes, because of their plant and animal
composition [Eriksson et al., 1995, Critchley et al., 2004]. Thanks to this diversity, they
provide many ecosystem services such as carbon and erosion regulation, pest control,
crop pollination [O’Mara, 2012]. However, global grassland surface area is decreasing
and grassland diversity is declining because of agriculture intensification and urban-
ization [O’Mara, 2012]. To understand these effects, it is of utmost matter to determine
and monitor grassland diversity and composition at a large extent.
In ecology, grasslands are usually monitored through ground surveys. But they
are limited in time and space, since they are time-consuming and require important
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human and materials resources [Rocchini et al., 2010]. Remote sensing is a tool which
has already proven its ability for habitat mapping [Kerr and Ostrovsky, 2003,Pettorelli
et al., 2014]. However, the study of grasslands in fragmented landscapes, such as
found in Europe, has been limited because of sensors resolutions. Indeed, grasslands
are rather small elements in the landscape which require a high spatial resolution to
be detectable [Corbane et al., 2015]. Moreover, for biodiversity related applications,
very high spatial resolution (less than 1 meter) is more relevant to discriminate the
species communities [Turner et al., 2003, Corbane et al., 2015, Rocchini et al., 2016].
For biodiversity application, most of the remote sensing research is based on the
Spectral Variation Hypothesis [Palmer et al., 2002,Oldeland et al., 2010,Rocchini et al.,
2016]. It supposes that the spatio-spectral variability in the image is related to the
spatial heterogeneity in the environment, and therefore it can be used as a proxy for
species diversity. Hence, the study of grasslands biodiversity is usually performed
with hyperspectral data issued from a field spectroradiometer or an airborne sensor
(around 1-m spatial resolution) [Schmidtlein and Sassin, 2004, Oldeland et al., 2010,
Feilhauer et al., 2011,Möckel et al., 2014]. Although these works showed good results,
they were limited to a very local scale, because of the costs involved by such a mission.
When this type of data is not accessible and when a larger extent is required, a tradeoff
can be considered by using time series with high temporal resolution. Indeed, species
communities differ in their temporal behavior, i.e., their phenology. In addition, new
satellite missions for continuous vegetation monitoring, such as Sentinel-2, provide
freely multispectral time series with high spatial and high temporal resolutions.
In this context, this study aims at evaluating the potential of multispectral satellite
image time series (SITS) to determine grassland plant biodiversity at the grassland
scale. Two intra-annual SITS with high spatial and high temporal resolutions are
compared.
In this experiment, grasslands are modeled at the object scale to be consistent with
ecological studies which usually characterize grasslands at the parcel scale. A non-
parametric regression method to predict grasslands biodiversity index is used. The
method is experimented to predict the Shannon index and the Simpson index of grass-
lands in south-west France using a SPOT5 (Take5) and a Sentinel-2 time series. Results
are analyzed in terms of prediction accuracy and stability.
5.2. Data
5.2.1. Study site
The study site is part of a Long-Term Ecological Research site located in Gascony
("Coteaux et Vallées de Gascogne", LTER_EU_FR_003), in south-west France near the
city of Toulouse (43◦17′N, 0◦54′E). This hilly area of around 900km2 is characterized
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by a mosaic of crops, small woods and grasslands. It is dominated by mixed crop-
livestock farming. Grasslands provide food for cattle by grazing and/or producing
hay or silage. They are mainly located on steep slopes whereas annual crops are
in the valleys on the most productive lands. The climate is sub-Atlantic with sub-
Mediterranean and mountain influences (mean annual temperature, 12.5◦C; mean an-
nual precipitation, 750 mm) [Carrié et al., 2017].
5.2.2. Dataset
The dataset is composed of more than 200 grasslands. A botanical survey was
conducted in the Springs 2015 (on 171 grasslands) and 2016 (on 45 grasslands), after
the flowering and before the mowing (April-May), to record the botanical composition
of all these grasslands. From this floristic record, several biodiversity indices can be
computed. They represent the biodiversity in the grassland at the grassland scale,
and not at the plot scale. The Shannon index (H) and the Simpson index (D) were
chosen because of their wide-spread utilization in ecology: H = −∑Ri=1 pi ln pi and
D = ∑Ri=1 p
2
i where pi is the proportion of the i
th species and R is the total number
of species in the grassland (species richness). H values are usually between 0 and 4,
and D always ranges between 0 and 1. H increases and D decreases as the diversity
increases. The statistics of the dataset for each variable are presented in Table 5.1.
Three examples of grasslands temporal profiles along the H and D axis, from very
poor to very rich in biodiversity, are shown in Fig. 5.1.
The grasslands were digitalized in a GIS from aerial photographs (BD Ortho database,
IGN). For this study, a negative buffer of 10m was applied to all the grassland polygons
to avoid edge effects due to mixed pixels at the edges. Only the grasslands composed
of at least 10 pixels of 10-m resolution, i.e. having an area higher than 1000m2, were
kept, to ensure a minimum number of pixels in a grassland. In the end, there were
192 grasslands.
Table 5.1.: Summary of biodiversity indices of the dataset. H = Shannon index, D =
Simpson index, G = number of grasslands, SD = standard deviation, CV =
coefficient of variation.
Variable G Min Max Mean SD CV
H 192 0.096 3.512 2.274 0.491 0.216
D 192 0.049 0.973 0.168 0.126 0.752
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(a) H = 0.10, D = 0.97 (b) H = 1.66, D = 0.29 (c) H = 2.89, D = 0.09
Figure 5.1.: NDVI temporal profiles from SPOT5 time series of all the pixels belonging
to three grasslands along the H and D gradients: (a) grassland poor in
biodiversity, (b) grassland quite rich and (c) grassland very rich. The x-
axis corresponds to the day of year of 2015 and the y-axis corresponds to
the NDVI. Grasslands have been voluntarily chosen on their high number
of pixels for better visualization.
5.2.3. Satellite images
The SPOT5 (Take5) time series was used in this experiment (www.spot-take5.org).
18 images were available over the present study site from April to September 2015
(Fig. 5.2). SPOT5 has a spatial resolution of 10 meters in four spectral channels (visible
to near infrared (NIR)).
The Sentinel-2 [Drusch et al., 2012] time series acquired over the year of 2016 was
also used for comparison in this experiment. We used the available images from April
to September 2016 (Fig. 5.3). The four 10-m spectral bands were used as well as the
four 20-m spectral bands corresponding to the red edge and NIR bands. The 20-m
bands were resampled at 10 meters with a bilinear resampling algorithm, using the
gdalwarp function of GDAL (http://www.gdal.org/gdalwarp.html). It resulted in a
time series of seven dates with eight spectral bands. Therefore, this time series is
characterized by less dates than SPOT5 series but with a higher number of spectral
bands.
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Figure 5.2.: Dates of SPOT5 (Take5) images used in this study (2015).
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Figure 5.3.: Dates of Sentinel-2 images used in this study (2016).
5.3. Methodology
5.3.1. Grassland modeling
In this work, each grassland gi is composed of a given number ni of pixels rep-
resented by a spectro-temporal vector xik ∈ Rd, where k is the pixel index such as
k ∈ {1, ..., ni}, i ∈ {1, . . . , G}, G is the total number of grasslands, d = nBnT is the
number of spectro-temporal variables, nB is the number of spectral bands and nT is
the number of temporal acquisitions (here, nB = 4 and nT = 18 for SPOT5, nB = 8 and
nT = 7 for Sentinel-2, but nB = 1 if using a single vegetation index). Two grassland
representations are proposed, at the pixel and at the object scales.
At the pixel scale, with each grassland gi are associated a matrix Xi = [xi1, . . . , xini ]
>
of size (ni × d) and a response variable yi ∈ R (its biodiversity index).
At the object scale, the mean spectro-temporal vector µi of the pixels belonging to gi
is used to represent gi. It is estimated empirically by µˆi =
1
ni ∑
ni
k=1 xik. In this case, a
vector µˆi ∈ Rd and a response variable yi ∈ R are associated with each grassland.
5.3.2. Kernel least mean square regression
In order to predict the response variable (H or D) for each grassland represented by
its reflectance, a kernel least mean square (KLMS) regression was used. The KLMS
regression [Liu et al., 2008] consists in solving:
min
f
G
∑
i=1
(
yi − f (gi)
)2
+ θ‖ f ‖2 (5.1)
with yi is the response variable associated with grassland gi, f is the regression func-
tion such as f (gi) = yˆi, yˆi is the predicted variable of gi, f (gi) = ∑Gj=1 β jK(gi, gj) + b,
K is the kernel function, β j’s are the parameters of f , b is the intercept and θ is the
regularization hyperparameter.
The solution to this problem is given by:
βˆ = (K + θI)−1y, bˆ = y¯ (5.2)
where β is the vector of linear coefficients β j, K is the kernel matrix issued from the
kernel function K applied between each pair of grasslands gi, I is the identity matrix,
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y is the response vector made of yi and y¯ is the mean value of yi.
In this experiment, two kernels were tested. For the representation at the object
scale, the conventional RBF kernel was used between two grasslands gi and gj modeled
by their mean vectors µi and µj:
KRBF(gi, gj) = exp(−σ‖µi − µj‖2) (5.3)
with σ > 0. This method is denoted by "µ-KLMS" in the following.
The second kernel tested is the empirical mean kernel between two distributions pi
and pj [Gomez-Chova et al., 2010] for the grassland representation at the pixel scale. It
corresponds to the average of all pairwise RBF kernel evaluations over the realizations
of the two distributions (i.e., pixels that belong to grasslands gi or gj):
KEMK(gi, gj) =
1
ninj
ni ,nj
∑
k,l=1
KRBF(xik, xjl), (5.4)
where ni and nj are the number of pixels associated with gi and gj respectively and
xik is the kth realization (pixel) of gi. This method is denoted by "EMK-KLMS" in the
following.
In these two cases, two hyperparameters must be tuned during the regression pro-
cess: the kernel parameter σ and the regression regularization parameter θ.
5.3.3. Regression protocol
The regression was investigated for two reflectance configurations: the Normalized
Difference Vegetation Index (NDVI) and the four (SPOT5) or eight (Sentinel-2) con-
catenated multispectral bands (MS).
For each configuration, the regression process was repeated 10 times through a
Monte Carlo procedure. For each repetition, the dataset was split randomly into two
subsets: 80% for training and 20% for testing. The optimal hyperparameters (σ and θ)
were tuned during a 5-fold cross-validation based on the highest coefficient of deter-
mination (r2) to minimize the prediction error: r2 = 1− ∑i(yi − yˆi)
2
∑i(yi − y¯)2
.
The efficiency of each configuration (i.e., kernel, spectral information and sensor) to
predict the responses variables was compared in terms of regression accuracy, stability
and processing time.
The kernels and the regression were implemented in Python through the Scikit
library (http://scikit-learn.org).
5.4. Experimental results 110
5.4. Experimental results
Table 5.2.: Mean (standard deviation) r2 for H prediction over the 10 repetitions.
Method µ-KLMS EMK-KLMS
Data train test train test
SITS SPOT5
NDVI 0.10 (0.06) 0.08 (0.08) 0.12 (0.06) 0.10 (0.09)
MS 0.11 (0.08) 0.12 (0.10) 0.12 (0.09) 0.13 (0.13)
SITS Sentinel-2
NDVI 0.06 (0.06) 0.07 (0.05) 0.04 (0.06) 0.04 (0.07)
MS -0.02 (0.03) 0.01 (0.05) -0.01 (0.03) 0.04 (0.06)
Table 5.3.: Mean (standard deviation) r2 for D prediction over the 10 repetitions.
Method µ-KLMS EMK-KLMS
Data train test train test
SITS SPOT5
NDVI 0.11 (0.09) 0.13 (0.08) 0.13 (0.09) 0.12 (0.11)
MS 0.14 (0.11) 0.17 (0.13) 0.15 (0.10) 0.14 (0.14)
SITS Sentinel-2
NDVI 0.05 (0.06) 0.15 (0.10) 0.04 (0.07) 0.14 (0.12)
MS -0.05 (0.04) 0.01 (0.04) -0.01 (0.05) 0.05 (0.06)
The mean coefficient of determination and its standard deviation over the 10 rep-
etitions during training and testing phases of the regression model for each method
to predict the Shannon index and the Simpson index, respectively, are synthesized in
Tables 5.2 and 5.3.
With SPOT5, results were improved when using the MS data (four bands) instead
of the NDVI, regardless of the method. It increased the r¯2 of about up to 0.04. For
H prediction, the EMK-KLMS method was better than µ-KLMS in all configurations.
The best results were obtained with the EMK-KLMS method with MS data (r¯2 = 0.13).
For D prediction, µ-KLMS was always better than EMK-KLMS. The best result was
achieved with µ-KLMS on MS data (r¯2 = 0.17).
With Sentinel-2, the results were worse than with SPOT5 for H prediction (best
score is r¯2 = 0.07, µ-KLMS with NDVI). However, the regression was better for D
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prediction using Sentinel-2 NDVI (best r¯2 = 0.15, µ-KLMS) than SPOT5 NDVI (r¯2 =
0.13). Sentinel-2 showed opposite results to SPOT5: results are worse using MS data
than using NDVI, regardless of the method and the variable. It seems that accuracies
are decreased when using the 20-m bands. Indeed, results were better when using
only the four Sentinel-2 10-m bands with µ-KLMS. It could explain why the MS data
did not perform better than NDVI.
No conclusion can be drawn about the performance of the µ-KLMS method against
EMK-KLMS. However, EMK-KLMS did not provide the most stable results (high stan-
dard deviation compared to mean value). It is also more time consuming than the
mean modeling.
Globally, the Simpson index D was more accurately predicted than the Shannon
index H. Nevertheless, the prediction results for both indices are not satisfying.
5.5. Discussion and Conclusion
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Figure 5.4.: Observed vs. predicted D for the best run (r2test = 0.43), µ-KLMS using
SPOT5 MS data. Red dots corresponds to elements of the training phase.
Blue dots corresponds to predicted elements of the testing phase.
A scatter plot of observed vs. predicted D value for the best run of the µ-KLMS
method using SPOT5 MS data is plotted in Fig. 5.4. There is a lack of variance in the
predicted dataset, either for H or D. The model predicts always the same range of
values. Extreme, and especially higher D values/lower H values (they correspond to
grasslands very poor in biodiversity, almost monospecific) are less represented in the
dataset (only three grasslands with D > 0.8), and are less represented in the training
dataset. Thus, they are badly learned during the training phase, compared to richer
grasslands. The regression quality could be improved if having more grasslands with
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high D values (low H values), making the dataset more balanced along the biodiversity
indices gradients.
There might also be more variability inter-grasslands than along the H or D gradi-
ents. Grasslands can be managed differently (one or two mowings, grazing, mowing
and grazing, or no utilization) with a different use intensity. These disturbances might
have a higher impact on the signal than the species composition. This was confirmed
by Feilhauer et al. [Feilhauer et al., 2013] who assessed the floristic composition with
simulated Sentinel-2 data from field hyperspectral data. They showed that multisea-
sonal data decreased the model fit compared to monotemporal data. Therefore, it
would be of interest to separate grasslands depending on their management.
Accuracies of prediction were much lower than those found using hyperspectral
imagery at the plot scale (r2 of 0.4 and 0.45 for inverse Simpson’s diversity in [Möckel
et al., 2016], and up to 0.62 for Shannon index in [Oldeland et al., 2010] with spectral
variability measure). However, these studies were conducted at the plot scale for the
floristic record and the associated spectral information. They used the pixels corre-
sponding only to the sampling unit. Our protocol was different, since the botanical
survey was conducted at the grassland scale by a random walk strategy and only one
biodiversity index was computed from it. In this case, there is no direct correspon-
dence between a given pixel and the floristic record. Indeed, even if one grassland is a
homogeneous unit from an agronomic viewpoint (one field, same practices), because
of topography, soil depth, presence of a stream, it can present very different ecological
sub-units with different plant compositions.
Despite the unsatisfactory results, the Simpson index (D) was always better pre-
dicted than the Shannon index (H). D is a measure of the dominance in a community,
while H is more sensible to rare species [Magurran, 1988]. Thus, one can suppose that
dominance in a plant community is more predictable by satellite remote sensing than
the presence of rare species, and dominance-based indices should be favored.
The lack of a balanced dataset along the biodiversity gradients does not allow a for-
mal conclusion on the actual potential of multispectral SITS with a high temporal and
a high spatial resolutions to predict the biodiversity indices of grasslands. However,
current results suggest that this type of data is not suitable to predict such indices
measured at the scale of the grassland. Indeed, the species composition of grasslands
does typically fall in the hyperspectral domain. As future prospects, the use of spec-
tral heterogeneity [Rocchini et al., 2010] as a proxy for species diversity should be
considered [Oldeland et al., 2010]. It could be adapted to temporal data.
6. Spectro-Temporal Heterogeneity
Measures from Dense High Spatial
Resolution Satellite Image Time Series:
Application to Grassland Species
Diversity Estimation
113
114
Spectro-Temporal Heterogeneity Measures from Dense High Spatial Resolution
Satellite Image Time Series: Application to Grassland Species Diversity Estimation
Published in Remote Sensing 2017, 9(10), 993; doi:10.3390/rs9100993.
Mailys Lopes1, Mathieu Fauvel1, Annie Ouin1 and Stéphane Girard2
1 Dynafor, University of Toulouse, INRA, INPT, INPT-EI PURPAN, Chemin de
Borde-Rouge, 31326 Castanet Tolosan, France
2 Team Mistis, Inria Grenoble Rhône-Alpes, LJK, 655 Avenue de l’Europe, 38334
Montbonnot, France
Abstract
Grasslands represent a significant source of biodiversity that is important to monitor over
large extents. The Spectral Variation Hypothesis (SVH) assumes that the Spectral Heterogene-
ity (SH) measured from remote sensing data can be used as a proxy for species diversity. Here,
we argue the hypothesis that the grassland’s species differ in their phenology and, hence, that
the temporal variations can be used in addition to the spectral variations. The purpose of this
study is to attempt verifying the SVH in grasslands using the temporal information provided
by dense Satellite Image Time Series (SITS) with a high spatial resolution. Our method to
assess the spectro-temporal heterogeneity is based on a clustering of grasslands using a robust
technique for high dimensional data. We propose new SH measures derived from this cluster-
ing and computed at the grassland level. We compare them to the Mean Distance to Centroid
(MDC). The method is experimented on 192 grasslands from southwest France using an intra-
annual multispectral SPOT5 SITS comprising 18 images and using single images from this
SITS. The combination of two of the proposed SH measures—the within-class variability and
the entropy—in a multivariate linear model explained the variance of the grasslands’ Shannon
index more than the MDC. However, there were no significant differences between the predicted
values issued from the best models using multitemporal and monotemporal imagery. We con-
clude that multitemporal data at a spatial resolution of 10 m do not contribute to estimating
the species diversity. The temporal variations may be more related to the effect of management
practices.
Keywords: Spectral Variation Hypothesis; Spectral heterogeneity; Dense satellite
image time series; Alpha-diversity; Grasslands.
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6.1. Introduction
Grasslands represent one of the largest land covers on Earth. They are an important
source of biodiversity in farmed landscapes, thanks to their plant and animal compo-
sition [Eriksson et al., 1995, Critchley et al., 2004]. This biodiversity supports many
ecosystem services such as carbon regulation, erosion regulation, food production, bi-
ological control of pests and crop pollination [O’Mara, 2012,Werling et al., 2014]. How-
ever, global grassland surface area is decreasing, and grassland diversity is declining
because of agriculture intensification, abandonment and urbanization [O’Mara, 2012],
leading to a loss of biodiversity and associated services. To understand these effects,
it is of utmost importance to determine and monitor grassland species diversity and
composition over large extents.
Biodiversity can be characterized by alpha-diversity [Magurran, 1988], which is re-
lated to the diversity in species of a community. Alpha-diversity is commonly mea-
sured by the species richness (number of species in the sampling area). However, this
diversity can also be quantified with heterogeneity measures, such as the Shannon in-
dex [Shannon, 1948], which combines richness and evenness (even abundance between
species), and the Simpson index [Simpson, 1949], which measures the dominance of
species over the others.
Usually, ecologists measure and monitor biodiversity during field surveys. How-
ever, these surveys are time consuming, and they require important human and ma-
terial resources, making them costly and limited in time and space [Rocchini et al.,
2010,Skidmore et al., 2015]. Moreover, they tend to be influenced by the assessor [Roc-
chini et al., 2016], which can make the comparison between study areas difficult.
Ecological field surveys are thus limited to a local scale, whereas there is an impor-
tant need to monitor biodiversity over larger extents (national to international scales).
To circumvent this issue, remote sensing appears to be an appropriate tool. Indeed,
thanks to the broad spatial coverage and regular revisit frequency of satellite sensors,
remote sensing provides continuous, regular and repeatable observations over large
extents [Pettorelli et al., 2014, Cord et al., 2017]. It has already proven its ability for
habitat mapping [Kerr and Ostrovsky, 2003,Pettorelli et al., 2014], and it can be seen as
an indirect approach for biodiversity estimation [Rocchini et al., 2010, Skidmore et al.,
2015].
Considerable progress has been made in the remote sensing of biodiversity during
the last few decades [Rocchini et al., 2016]. Many works are based on the Spectral
Variation Hypothesis (SVH) [Gould, 2000,Palmer et al., 2002], which assumes that the
spectral heterogeneity in the image is correlated with the heterogeneity of the habitat.
The diversity of species being related to the heterogeneity of the habitat [Wilson et al.,
2002, Tews et al., 2004], the spectral heterogeneity can be used as a proxy for species
diversity [Rocchini et al., 2016].
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The measures of grasslands’ species diversity in the context of SVH have been dis-
cussed in the work of Oldeland et al. [Oldeland et al., 2010]. Most of the studies are
based on species richness. However, this measure gives equal weight to every species,
regardless of their proportion in the community. The contribution of rare individuals
in the spectral heterogeneity can be doubtful. Abundance-based measures of species
diversity, such as the Shannon index, give more weight to species with higher propor-
tions. Therefore, these measures should be preferred to species richness in the context
of SVH [Oldeland et al., 2010, Möckel et al., 2016].
Many ways to quantify the Spectral Heterogeneity (SH) and to relate it to alpha-
diversity have been developed in the remote sensing community [Rocchini et al., 2010].
SH has been quantified with the standard variation or the coefficient of variation of
the Normalized Difference Vegetation Index (NDVI) [Gould, 2000, Oindo and Skid-
more, 2002], using Principal Components Analysis (PCA) [Fairbanks and McGwire,
2004, Oldeland et al., 2010] and with the mean Euclidean distance to the spectral cen-
troid [Palmer et al., 2002, Rocchini, 2007, Oldeland et al., 2010, Möckel et al., 2016].
However, these measures do not describe well the variability in the spectral space. Re-
cently, Féret and Asner [Féret and Asner, 2014] developed an original approach to ac-
count for both the spatial and the spectral information of imaging spectroscopy. Their
approach is based on the hypothesis that species can be categorized according to their
spectral reflectance. They performed an unsupervised clustering using the k-means
algorithm, assigning each pixel of the image to a cluster called a “spectral species”.
Then, they computed the “spectral species distribution”, which is the entropy (Shan-
non index) of the spectral species and which was found highly correlated with the
ground Shannon index of a tropical forest. However, since they were using hyperspec-
tral data with very high spatial resolution (2 m), simplifying steps were necessary prior
to the clustering because k-means is not suitable for high dimensional data, resulting
in a significant loss of spectral information and possibly of the heterogeneity.
Most of the aforementioned works were performed with hyperspectral data issued
from a field spectroradiometer or an airborne sensor, thus with a very high spatial
resolution. Although these works showed good results, they were limited to a very
local scale, because of the costs involved by such a mission. Conversely, new satel-
lite missions for continuous vegetation monitoring, such as Sentinel-2 [Drusch et al.,
2012], provide freely multispectral time series with high spatial and high temporal
resolutions. Therefore, a tradeoff could be considered by using time series of satellite
images to monitor grasslands biodiversity over large extents. Indeed, species com-
munities differ in their temporal and seasonal behaviors, i.e., their phenology, making
the phenological diversity related to the species diversity [Hooper, 1998, Sakai, 2001].
Therefore, in this study, we argue the hypothesis that the spectro-temporal hetero-
geneity of a community can be related to its species diversity, such as suggested by
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Rocchini et al. [Rocchini et al., 2016]: “Multispectral satellite sensors with high to very
high spatial resolution and short revisit period, such as Sentinel-2, Venµs, and other
high spatial resolution multispectral sensors may be good candidates for biodiversity
mapping based on spectro-temporal variations”. We could name this hypothesis the
“Spectro-Temporal Variation Hypothesis” (STVH) in reference to the SVH.
However, the use of both the spectral and the temporal information in dense time
series involves big data issues. Indeed, we have to deal with a high number of spectro-
temporal variables, but with a small number of samples, because grasslands in Europe
are relatively small objects in the landscape (around one hectare). Even with high spa-
tial resolution sensors (around 10 m), on average, only a hundred pixels compose these
grasslands, while there is about the same number of spectro-temporal variables during
a year of acquisitions. Clustering algorithms and measures of spectral heterogeneity
that are suitable for high dimensional data are thus required.
The objective of this study is to verify if the spectro-temporal variations in grass-
lands are related to their species diversity, using dense Satellite Image Time Series
(SITS) with a high spatial resolution (10 m). To verify this hypothesis, we propose to
link spectro-temporal and spectral-only heterogeneity measures derived from the un-
supervised clustering of grasslands to their species diversity through linear regression
models. To address the high dimensional issue, we propose to use a robust clustering
algorithm that does not require dimension reduction prior to the clustering. We in-
troduce new SH measures derived from the clustering and computed at the grassland
level, to be consistent with ecological studies that usually estimate the biodiversity at
the grassland level. The SH measures make possible the comparison of grasslands of
varying sizes.
The proposed method is experimented on the Shannon index measured in 192 grass-
lands from southwest France with a dense intra-annual SPOT5 (Take5) multispec-
tral time series and with single images extracted from this SITS. Note that contrary
to [Féret and Asner, 2014], the spatial units are determined by the grasslands’ spatial
limits that are defined in a GIS, such as a land cover database.
In the next section, we present the materials used in this study. Then, the method
proposed to measure the spectro-temporal heterogeneity is detailed in Section 6.3.
Finally, the results are given in Section 6.4 and discussed in Section 6.5. Conclusions
are given in Section 6.6.
6.2. Materials
6.2.1. Study Area
The study area is part of the Long-Term Ecological Research site “Coteaux et Vallées
de Gascogne” (LTER_EU_FR_003), located in Gascony, in southwest France near the
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city of Toulouse (43◦17′N, 0◦54′E, Figure 6.1). This hilly area of around 900 km2 is
characterized by a mosaic of crops, small woods and grasslands. It is dominated by
mixed crop-livestock farming. Grasslands provide food for cattle by grazing and/or
producing hay or silage. They range from monospecific grasslands sown with rye-
grass (improved with mineral fertilizing and mown up to three times a year) to semi-
natural grasslands composed of spontaneous plant species (not fertilized and mown
once a year). Grasslands are mainly located on steep slopes, whereas annual crops
are in the valleys on the most productive lands. The climate is sub-Atlantic with sub-
Mediterranean and mountain influences (mean annual temperature, 12.5 ◦C; mean
annual precipitation, 750 mm) [Ryschawy et al., 2012, Carrié et al., 2017].
Figure 6.1.: Location of the study area in southwest France and of the grasslands
within the study area. The background is an aerial photograph issued
from the French orthophoto database “BD ORTHO R© ” ( c©IGN).
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6.2.2. Satellite Image Time Series
The time series issued from the SPOT5 (Take5) mission (https://www.spot-take5.
org) was used in this study. Eighteen images at a spatial resolution of 10 m were
available from April–September 2015 (Table 6.1).
Table 6.1.: Characteristics of SPOT5 (Take5) imagery used in this study.
Pixel Size 10 m
Spectral bands
B1 “Green” (500–590 nm)
B2 “Red” (610–680 nm)
B3 “Near-Infrared” (780–890 nm)
B4 “Short Wave Infrared” (1580–1750 nm)
Acquisition dates
20-04-2015, 25-04-2015, 30-04-2015, 10-05-2015, 20-05-2015, 04-06-2015,
24-06-2015, 29-06-2015, 04-07-2015, 09-07-2015, 14-07-2015, 19-07-2015,
24-07-2015, 13-08-2015, 18-08-2015, 28-08-2015, 02-09-2015, 07-09-2015
The images were orthorectified, radiometrically and atmospherically corrected by
the French Spatial Agency (CNES). They were provided in reflectance with a mask of
clouds and shadows issued from the MACCS (Multi-sensor Atmospheric Correction
and Cloud Screening) processor [Hagolle et al., 2010].
To reconstruct the time series due to missing data (clouds and their shadows), the
Whittaker filter [Eilers, 2003, Atzberger and Eilers, 2011b] was applied pixel-by-pixel
on the reflectances in each spectral band. The smoothing parameter was the same
for all the pixels and all the spectral bands. It was fixed to 104 after an ordinary
cross-validation done on a subset of the pixels.
The smoothed time series associated with each of the spectral bands were concate-
nated to get a unique spectro-temporal vector xk per pixel k, such as
xk = [xkB1(t1), . . . , xkB1(tT), xkB2(t1), . . . , xkB2(tT), xkB3(t1), . . . , xkB1(tT), xkB4(t1), . . . , xkB4(tT)]>,
where xkB1(tj) is the value of pixel k in band B1 at the j-th acquisition, and T = 18 is
the number of acquisitions.
6.2.3. Field Data
Grasslands composing the dataset have been monitored for several years in the
frame of different research projects. They represent more than 200 managed grass-
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lands. The management practices and their intensity (i.e., number of mowings, inten-
sity of grazing) are known for some grasslands.
The grasslands were digitalized in a GIS from aerial photographs (“BD ORTHO R© ”
French database of orthophotos, c©IGN). For this study, an inner buffer of 10 m was
removed from all the grasslands’ polygons to avoid edge effects due to mixed pixels at
the parcel edges. After rasterizing the polygons, only the grasslands composed of at
least 10 pixels of 10-m resolution, i.e., having an area higher than 1000 m2, were kept
to ensure a minimum number of pixels per grassland. After this treatment, the dataset
is composed of 192 grasslands. Their location can be seen in Figure 6.1.
A botanical survey was conducted in the spring of 2015 and 2016 after the flowering
and before the mowing (April–May), to record the botanical composition of these
grasslands. The grassland composition is supposed to remain stable from one year
to the following year. The survey consisted of an exhaustive visual recording of all
the species present in the grassland. The recording was processed while walking on
a “W-shaped” transect, and the percentage of cover of each species was estimated at
the grassland scale. The cover was estimated with the Braun-Blanquet abundance-
dominance coefficients [Braun-Blanquet et al., 1932] for each present species (*: one
individual, +: cover <1%, 1: 1–5%, 2: 5–25%, 3: 25–50%, 4: 50–75%, 5: 75–100%). An
average abundance was kept for each coefficient (*: 0.1%, +: 0.2%, 1: 2.5%, 2: 15%, 3:
37.5%, 4: 62.5%, 5: 87.5%). From these absolute abundance-dominance covers, relative
proportions of cover in the grassland can be retrieved for each species.
In this study, the species richness (number of species in the plot) was not considered
because it accounts for rare species in the grassland, which might impact its functional
diversity, but which do not have an impact on the spatio-spectral heterogeneity [Old-
eland et al., 2010]. Therefore, an abundance-based biodiversity index was preferred to
measure the alpha-diversity, the Shannon index (H):
H = −
R
∑
s=1
ps ln ps (6.1)
where ps is the proportion of the s-th species with ∑Rs=1 ps = 1 and R is the total
number of species in the grassland (species richness). H values usually range between
0 and 5, increasing as the diversity increases. The Shannon index is a measure of the
entropy in the grassland. It reflects the evenness of a population: a community with
one or two dominating species is considered less diverse than a community that has
different species with a similar number of individuals [Oldeland et al., 2010].
Most of the grasslands are semi-natural grasslands with a medium to high level of
biodiversity (H > 2) (Figure 6.2a). Only a few are monospecific grasslands (sown with
one species, H < 0.5). Three examples of grasslands’ temporal profiles along the H
axis, from a low to a high level of biodiversity, are shown in Figure 6.3.
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The average grassland size in pixels is 135 pixels, and the median is 94 pixels (Fig-
ure 6.2b). In total, there are 25,903 pixels in the dataset.
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Figure 6.2.: Histogram of (a) Shannon index H and (b) grasslands’ size in number of
pixels ni.
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Figure 6.3.: SPOT5 NDVI temporal profiles of all the pixels belonging to three grass-
lands along the H gradient: (a) grassland with a low level of biodiversity,
(b) grassland with a medium level of biodiversity and (c) grassland with
a high level of biodiversity. The floristic record of these three grasslands
can be found in Appendix, Table 6.3. The x-axis corresponds to the day
of the year of 2015, and the y-axis corresponds to the NDVI. Grasslands
have been voluntarily chosen by their high number of pixels for better
visualization.
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6.3. Method
The objective of this part is to describe the proposed method to measure the spectro-
temporal heterogeneity in the grasslands from SITS and to link it with the Shannon
index measured in the field in order to verify the STVH.
Each pixel k is represented by a vector xk of dimension d, d being the number of
variables. For instance, in the case of hyperspectral data, d is the number of spectral
bands, which is a few hundred. In the case of multitemporal data, usually a vegetation
index is used, and d corresponds to the number of temporal measurements. In this
study, where we use both the spectral and the temporal information, d = nBnT,
with nB the number of spectral bands and nT the number of temporal acquisitions,
as presented in Section 6.2.2.
6.3.1. Measures of Spectral Heterogeneity in the Literature
In the literature, the measure of spectral heterogeneity is based on measures of dis-
persion [Rocchini et al., 2010] such as the standard deviation [Gould, 2000] or the
coefficient of variation [Oindo and Skidmore, 2002]. However, these measures require
selecting single bands or performing band reduction, such as using a vegetation index
or using ordination methods like Principal Components Analysis (PCA), and thus,
they lose some relevant information. To enable the use of all the spectral informa-
tion, Rocchini [Rocchini, 2007] proposed the mean of the pairwise Euclidean distances
from the spectral centroid (MDC) [Palmer et al., 2002] for all the pixels covering the
sampling plot:
MDCi =
1
ni
ni
∑
k=1
‖xik − µi‖2 (6.2)
where ni is the number of pixels in the plot i, xik is the spectral vector associated with
pixel k, µi is the plot’s spectral centroid and ‖ · ‖2 stands for the Euclidean distance.
In our case, the plot is the grassland. Hence, the centroid is the grassland’s pixels’
centroid, i.e., the mean spectro-temporal value of the grassland’s pixels.
To reduce the dimensional-space, some studies compute the MDC on the first few
components of PCA performed on the spectral variables [Rocchini, 2007, Oldeland
et al., 2010,Möckel et al., 2016]. Theoretically, it is almost equivalent to the original MDC.
MDC is in fact the trace of the pixels’ empirical covariance matrix Vi, which mea-
sures the spectral variability in the plot:
Vi =
1
ni
ni
∑
k=1
(xik − µi)(xik − µi)> (6.3)
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and:
trace(Vi) =
1
ni
ni
∑
k=1
‖xik − µi‖2. (6.4)
However, several drawbacks can be raised from the MDC. This measure is flawed
because it assumes homoscedasticity of the variables (same variance), and it does not
differentiate between monomodal and multimodal distributions in the spectral space.
Different spectral configurations can have the same distance to the centroid [Féret and
Asner, 2014] as illustrated in a two-dimensional space in Figure 6.4.
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Figure 6.4.: Simulated pixels’ distributions for two different plots (a) and (b). Pixels
are displayed in blue, and the centroids of the plots are displayed in red.
The estimated MDC are very close while the spectral distributions of the
plots are clearly different.
To address this issue, Féret and Asner [Féret and Asner, 2014] introduced a clus-
tering step to account for the global distribution in the spectral space. The unsuper-
vised clustering is used to obtain “spectral species” (clusters), which are related to
one or several species sharing similar spectral signatures. The clusters were estimated
through a PCA and a k-means procedure. Although this clustering algorithm is often
used, it is not robust in a high dimensional space [Parsons et al., 2004]. Moreover,
it assumes homoscedasticity of the clusters (same variance for each cluster), and it
does not reflect well the distribution in the spectral space. An illustration can be seen
in Figure 6.5 where (a) a simulated plot made of three different spectral species was
clusterized by (b) the pipeline PCA + k-means and (c) by Gaussian mixture models.
With PCA + k-means, the spectral species (clusters) are not well found contrary to the
clustering using Gaussian mixture models.
Thus, in the following, we propose a clustering technique that is robust to high
dimensional data. Hence, no dimension reduction such as PCA is necessary. Moreover,
it assumes heteroscedasticity of the clusters, i.e., each cluster could have a different
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Figure 6.5.: (a) Simulated distributions of three spectral species (blue, yellow, red) in
a 3-dimensional space. (b) Clustering of the three distributions with PCA
and k-means. (c) Clustering of the three distributions with Gaussian mix-
ture models.
variability. This clustering algorithm enables the computation of other measures of
spectral heterogeneity.
6.3.2. Spectral Clustering Algorithm for High Dimensional Data and
Derived Measures of Spectral Heterogeneity
We suggest to use a robust clustering algorithm that encompasses k-means, but
that is suitable in a context of a small sample size with a large number of variables:
the High Dimensional Data Clustering (HDDC) [Bouveyron et al., 2007a] (available
in the R package at https://cran.r-project.org/web/packages/HDclassif/index.
html). HDDC is based on a mixture model where each mixture component follows a
Gaussian distribution. Under this model, a given sample (i.e, pixel) x is the realization
of a random vector, for which distribution p is such that [Lagrange et al., 2017]:
p(x) =
C
∑
c=1
pic fc(x|µc,Σc) (6.5)
where C is the number of clusters, pic is the proportion of cluster c and fc(x|µc,Σc) is
a Gaussian distribution with parameters µc and Σc, i.e.,
fc(x|µc,Σc) =
1
(2pi)
d
2 |Σc| 12
exp
(
−1
2
(x− µc)>Σ−1c (x− µc)
)
. (6.6)
The parameters of the mixture model are estimated using a conventional expectation-
maximization algorithm. Once the optimal parameters are found, each sample x is
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assigned to the cluster c for which the log-probability Qc(x) is maximal. Qc(x) is
computed as:
Qc(x) =
1
2
×
(
−(x− µc)>Σ−1c (x− µc)− log(|Σc|) + 2 log(pic)− d log(2pi)
)
. (6.7)
The computation of Equation (6.7) requires the inversion of the covariance matrix
Σc and the computation of the logarithm of its determinant, which can be numerically
unstable in a high dimensional context. To circumvent these issues, HDDC assumes
that the last (lowest) eigenvalues of the covariance matrix are equal. It results that the
inverse of the covariance matrix and its determinant can be computed explicitly while
the numerical stability is controlled [Bouveyron et al., 2007b].
In this study, the clustering is applied to all the grasslands’ pixels xk ∈ Rd, regardless
of the grassland to which they belong. The clustering splits all the pixels into C
clusters. Then, for each grassland gi, its corresponding pixels xik are assigned to Ci
clusters with k ∈ {1, ..., ni}; ni is the number of pixels in gi, Ci ∈ {1, . . . , C} and Ci  C.
For each cluster c in the grassland, the mean vector µic and the covariance matrix
associated with the pixels belonging to this cluster are updated from the initial clus-
tering on all the pixels. The proportion of this cluster pic is also updated, pic =
nic
ni
with nic the number of pixels of gi associated with c. Hence, by considering several
clusters inside a given grassland, it is possible to assess the between-class variability,
the within-class variability and the entropy within the grassland. They provide addi-
tional information with respect to MDC to assess the spectral heterogeneity, and they
are defined in the next subsections.
6.3.2.1. Between- and Within-Class Variabilities
The covariance matrix of gi can be decomposed as [Girard and Saracco, 2016]:
Vi = Bi + Wi (6.8)
with:
• Bi = ∑Cic=1 pic(µic − µi)(µic − µi)> is the between-class covariance matrix,
• µic is the spectro-temporal mean of pixels in gi assigned to cluster c,
• µi is the mean spectro-temporal value computed from all the pixels of gi,
• Wi = 1ni ∑
Ci
c=1 ∑k∈c(xik − µic)(xik − µic)> = ∑Cic=1 picVic is the within-class covari-
ance matrix,
• Vic is the empirical covariance matrix of pixels of gi assigned to cluster c.
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Therefore, using Equation (6.4), the MDC associated with gi can be written as:
MDCi = trace(Vi) = trace(Bi) + trace(Wi). (6.9)
From Equation (6.9), two measures of spectral heterogeneity can be extracted: the
between-class variability and the within-class variability. The trace of Bi quantifies the
between-class variability:
trace(Bi) =
Ci
∑
c=1
pic‖µic − µi‖2. (6.10)
This measure reflects the inter-classes variance: how the means of clusters in the
grassland are different or similar. The more the clusters are different, the higher the
between-class variability. If there is only one class in the grassland, then trace(Bi) = 0.
The within-class variability is quantified by the trace of Wi:
trace(Wi) =
1
ni
Ci
∑
c=1
∑
k∈c
‖xik − µic‖2. (6.11)
This measure represents the mean of the clusters variances. The more the grassland
has heterogeneous clusters with high variance, the higher the within-class variability.
However, if the grassland has many homogeneous clusters, trace(Wi) will be low.
Contrary to the between-class variability, if there is only one cluster, the within-class
variability still provides information on the heterogeneity in the grassland.
6.3.2.2. Entropy
Another measure of spectral heterogeneity that can be derived from the spectral
clustering of grasslands is the entropy. The entropy is linked to the proportions of
clusters within the grassland gi and is quantified by:
Ei =
Ci
∑
c=1
−pic log(pic). (6.12)
The more the dataset has equally-balanced clusters, the higher Ei. The least balanced
is the dataset, the closer Ei is to 0. If there is only one cluster in the grassland, Ci = 1
and pi1 = 1, then Ei = 0.
The HDDC algorithm provides for each pixel the probability that it belongs to each
cluster, which can be understood as a soft assignment with respect to the hard as-
signment of k-means (Figure 6.6). Therefore, a “finer” measure of entropy can be
computed using the probability of assignment of the grassland’s pixels to each cluster
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c of the global clustering, piic:
piic =
1
ni
∑
k∈gi
piick (6.13)
with piick the assignment probability of pixel k from gi to cluster c provided by the
algorithm, ∑Cc=1 piick = 1 (Figure 6.6). Therefore, a finer measure of entropy can be
written by replacing pic by piic in Equation (6.12) and by summing it to the total number
of clusters C:
Esi =
C
∑
c=1
−piic log(piic). (6.14)
This measure of entropy hardly ever reaches null values, unless all the pixels of the
grasslands are assigned to the same cluster with a probability of 1.
(a) (b) (c) (d)
Figure 6.6.: Grassland clustered with an initial clustering of the landscape into 8 clus-
ters. (a) Hard assignment of the pixels. One color corresponds to one
cluster (orange, yellow, blue). (b–d) Soft assignment of the pixels. The
grey-scaled color corresponds to the assignment probability piick to cluster
(b) orange, (c) yellow and (d) blue.
The entropy reflects the grassland’s clusters evenness: whether it is dominated by
one cluster or numerous equally-distributed clusters.
6.3.3. Methodology
To link the proposed SH measures issued from SITS to the Shannon index mea-
sured from the species, univariate and multivariate (combining several SH measures),
linear regressions are performed. The response variable is the Shannon index, and the
explanatory variables are the global variability or MDC (Equation (6.9)), the between-
class variability (Equation (6.10)), the within-class variability (Equation (6.11)) and the
entropy with soft assignment (Equation (6.14)).
Since the linear regressions assume normality of the distributions, the global vari-
ability, the between-class variability and the within-class variability are log-transformed
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to Gaussianize them [Neyrinck et al., 2009], as done in [Hall et al., 2012, Möckel et al.,
2016]. In the following, the entropy with soft assignment is denoted by E, and the log-
transformed global (or MDC), within-class and between-class variabilities are denoted
by V, W and B, respectively.
The adjusted coefficient of determination R¯2 is used to measure the goodness of fit of
the regressions. It is defined as the proportion of variance explained by the regression
model adjusted for the number of explanatory variables.
The proposed methodology including the clustering is synthesized in Figure 6.7. To
assess the contribution of temporal variations to the SVH through the use of multitem-
poral data, we also applied the same methodology using only one acquisition issued
from the SITS. We compared the results obtained with the SITS and obtained with a
single image by computing a Wilcoxon signed-rank test between the two distributions
of predicted values issued from their best models.
SITS of
the grass-
lands’ pixels
HDDC
clustering
Cluster map
of grasslands
Compute SH SH map of
grasslands
Linear regressionShannon index
(field data)
Figure 6.7.: Overview of the method to compare the Spectral Heterogeneity (SH) mea-
sures (explanatory variables) to the Shannon index (response variable).
Square rectangles correspond to data, and rounded rectangles correspond
to a process.
The clustering algorithm, the computation of the SH measures and the statisti-
cal analysis were performed in Python through the SciPy (https://www.scipy.org),
scikit-learn [Pedregosa et al., 2011] and pandas (http://pandas.pydata.org) libraries.
The initial number of clusters for the clustering has an influence on the clusters
found in each grassland (Figure 6.8). Hence, the correlations are studied for different
numbers of initial clusters, from 2–150 clusters (every 2 clusters in the range [2, 60] and
every 25 clusters in the range [75, 150]). For each number of clusters, 10 runs of the
algorithm with different random initializations are performed, and the best result in
terms of the Integrated Classification Likelihood (ICL) [Biernacki et al., 2000] is kept.
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(a) (b) (c)
Figure 6.8.: (a) False color image of a grassland acquired on 30 April 2015. The same
grassland clustered using HDDC on multitemporal data with an initial
clustering into (b) 8 clusters and (c) 150 clusters. Each cluster is repre-
sented by one color.
6.4. Results
The proposed SH measures were computed using the spectro-temporal data for
all the grasslands for different numbers of clusters. Then, the adjusted coefficient
of determination of the linear regression between the Shannon index measured in the
field (H) and the individual or combined SH measures was calculated (Figure 6.9). The
entropy computed with soft assignment (Equation (6.14)) was slightly better correlated
with H than the “simple” entropy (Equation (6.12)); therefore, the usual entropy is
not shown.
6.4.1. Univariate Correlation with Multitemporal Data
The global variability, or MDC computed at the grassland scale, is significantly
correlated with the Shannon index (R¯2 = 0.071, p-value <0.001). Depending on the
number of clusters, the entropy and the within-class variability reach higher correla-
tion coefficients than the global variability. For instance, for the entropy, with C = 8
and C = 75, the adjusted coefficient of determination is R¯2 = 0.099 and R¯2 = 0.105, re-
spectively (p-value <0.001). Its minimum is R¯2 = −0.005 and not significant for C = 2.
The within-class variability reaches maximum correlation values of R¯2 = 0.097 for
C = 2 and R¯2 = 0.074 for C = 6 (p-value <0.001). Its minimum value is R¯2 = 0.034 for
C = 75 (p-value <0.05). The between-class variability never reaches as high values as
MDC except for C = 14 (R¯2 = 0.072, p-value < 0.001). The problem with this measure
lies with its null values, which make it not continuous.
The relationships between H and the proposed SH measures for each grassland that
reach the highest coefficients of determination are shown in Figure 6.10. The entropy
is the SH measure showing the highest coefficient of determination with H. All the
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Figure 6.9.: Adjusted coefficient of determination in the multivariate linear regression
between different combinations of SH measures (V: log-transformed global
variability or MDC, W: log-transformed within-class variability, B: log-
transformed between-class variability, E: entropy) computed from multi-
temporal data and the Shannon index (response variable) depending on
the number of clusters.
SH measures tend to increase with the Shannon index suggesting that the spectro-
temporal heterogeneity is linked to the species diversity.
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Figure 6.10.: Shannon index (H) best univariate linear correlations with different SH
measures (E: entropy, V: log-transformed global variability or MDC,
W: log-transformed within-class variability, B: log-transformed between-
class variability) computed from multitemporal data. C is the correspond-
ing number of clusters, R¯2 is the adjusted coefficient of determination and
** signifies p-value <0.001. The black line is the linear regression line.
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6.4.2. Multivariate Correlation with Multitemporal Data
Multivariate linear regressions were run with different combinations of SH measures
to assess which combinations of variables are the most related to H.
The models combining several variables explain better the Shannon index than the
univariate models (Figure 6.9, blue and red lines). Indeed, the multivariate model com-
bining the entropy (E) and the within-class variability (W) and the model combining
the four proposed SH measures (E, W, B and V) always has higher coefficients of deter-
mination than SH measures alone, regardless of the number of clusters. Moreover, for
the number of clusters reaching the maximum adjusted coefficient of determination
(C = 8), the variables contributing the most to explain H are W and E (p-value <0.05),
whereas V and B do not contribute much (p-value >0.05, Table 6.2). Therefore, the
combination of W and E (R¯2 = 0.131) explains H better than the combination of W,
B, V and E (R¯2 = 0.127, Figure 6.9 and Table 6.2). This is the case for most of the
numbers of clusters. Additionally, the combination of V and E (data not shown) is
worse to explain H than the combination of W and E.
6.4.3. Univariate and Multivariate Correlation with Monotemporal Data
To evaluate the contribution of multitemporal data to the SVH, we compared the
above results to results obtained from monotemporal data. We chose two acquisitions
dates from the time series: 30 April (near the growth peak, before the occurrence of
the management practices such as mowing and grazing) and 29 June (after most of the
management practices occurred).
Higher coefficients of correlations are obtained with only one acquisition (Figure 6.11).
Using the image of 30 April, the maximum adjusted coefficient of determination is
0.139 (p-value <0.001) with the model combining W and E for C = 150 and R¯2 = 0.169
(p-value <0.001) with the model combining W, B, V and E for C = 150 (for higher num-
bers of clusters, R¯2 was lower, data not shown). Using the image of 29 June, R¯2 = 0.137
with the model combining W and E, and R¯2 = 0.140 (p-value <0.001) with the model
combining W, B, V and E, both for C = 20.
For both images, the combination of the four proposed SH and the combination
of W and E are better at explaining the Shannon index than MDC. However, the
contributions of each SH measure in the model are not the same as for the model
using multitemporal data.
We compared the distributions of the predicted Shannon index values issued from
the best models using the three types of data (i.e., multitemporal data: C = 8, ex-
planatory variables: W and E; 30 April image: C = 150, explanatory variables: W, B,
V and E; and 29 June image: C = 20, explanatory variables: W, B, V and E) by con-
ducting a Wilcoxon signed-rank test. There were no significant differences between
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Table 6.2.: Multivariate linear models for C = 8 to explain the Shannon index (H)
from the SH measures (V: log-transformed global variability or MDC, W:
log-transformed within-class variability, B: log-transformed between-class
variability, E: entropy) computed from multitemporal data. Reg. Coeff.
is the regression coefficient; Std Err. is the standard error; F stands for
the F-value with degrees of freedom in brackets; R2 is the coefficient of
determination; and R¯2 is the adjusted coefficient of determination.
Response Variable Explanatory Variables Reg. Coeff. Std Err. p-Value
H W 0.29 0.14 0.04
B 0.01 0.02 0.61
V −0.15 0.14 0.30
E 0.40 0.13 0.003
intercept 0.73 0.51 0.16
Model summary: F(4, 187) = 8.0, p-value <0.001, R2 = 0.145, R¯2 = 0.127
H W 0.16 0.06 0.005
E 0.37 0.09 <0.001
intercept 0.65 0.51 0.20
Model summary: F(2, 189) = 15.4, p-value <0.001, R2 = 0.140, R¯2 = 0.131
the values predicted by the best models for each data type (p-value >0.05 for each pair
of distributions). Therefore, the models are equivalent in terms of predicted H values.
6.5. Discussion
6.5.1. Spectral Heterogeneity Measures
Globally, the variance of the species diversity (represented by the Shannon index)
explained by the SH measures derived from the clusterings of grasslands using SITS
is weak.
Indeed, low species diversity grasslands are not associated with low SH measures,
except for E (Figure 6.10). High species diversity grasslands can be associated with any
SH measures: low to medium E values, medium V values, high W values and medium
B values. Medium species diversity grasslands, that represent a great percentage of
the dataset, can be associated with any SH measures. As a result, the unexplained
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Figure 6.11.: Adjusted coefficient of determination in the multivariate linear regression
using one image acquired on (a) 30 April and (b) 29 June between differ-
ent combinations of SH measures (V: log-transformed global variability
or MDC, W: log-transformed within-class variability, B: log-transformed
between-class variability, E: entropy) and the Shannon index (response
variable) depending on the number of clusters.
variance of H is very high (87%) with the model combining E and W (C = 8). Indeed,
it predicts a much smaller range of values than the actual ones (Figure 6.2a): the
maximum predicted H is 2.8, while the minimum is 1.8 with a mean of 2.3 and a
standard deviation 0.2.
The spatial, but also the spectral resolution of the sensor may have limited the analy-
sis. Indeed, individual grassland’s species are particularly small and mixed. A spatial
resolution of 10 m is too coarse to detect individual species. In a pixel of 10 m, there
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can be a large number of mixed grassland plant species. Moreover, some species are
spectrally too similar to be discriminated with low spectral resolution [Price, 1994,Na-
gendra, 2001]. Consequently, if a grassland has a high level of biodiversity, with a
large number of species, and if these species are homogeneously mixed within the
grasslands, the pixels will be spectrally similar even if they contain a mix of species.
Thus, there would be one cluster in the grassland. This would result in a low spectral
entropy, although this grassland has a high Shannon index. This could explain the
wide range of SH values associated with grasslands with high species diversity. These
SH measures seem to reflect more the variability of homogeneous species assemblages
(i.e., the clusters) in the grasslands than the diversity of species, explaining the low,
but significant relationship with the ground Shannon index.
Despite the weak relationship with the Shannon index, we proposed SH measures
that provide supplementary information on the grassland’s heterogeneity with regard
to MDC. Indeed, the combination of the entropy and the within-class variability was
always more correlated with the species diversity than the MDC alone, regardless of
the type of imagery used. These two SH measures contributed the most to explain H.
The within-class variability is an interesting measure since it provides a quantitative
information on the grassland’s heterogeneity even if there is only one cluster, which
cannot be provided by the entropy. Thus, the within-class variability and the entropy
are complementary. Their combination was better than the combination of the four
proposed SH measures together, or the univariate models, regardless of the number
of clusters (Figures 6.9 and 6.11, blue line).
Beyond the relationship with species diversity of the SH measures, the proposed
method makes possible the detection of assemblages of species within the grasslands,
which share common spectro-temporal properties. These assemblages can indirectly
give information about the heterogeneity within the grasslands. The heterogeneity of
these groups of species can be quantified with their spectral variability (Figure 6.12).
Such a spectral map at the grassland scale would not be possible using MDC.
6.5.2. Clustering
To understand the meaning of the clusters found using multitemporal data (C =
8), the mean vectors corresponding to each cluster were extracted, and their NDVI
temporal profiles were computed (Figure 6.13). The profiles seem consistent with
typical profiles of grasslands. The pixels associated with cluster C7 in Figure 6.13
belong to grasslands varying in species diversity, but all intensively-used. These pixels
usually represent the whole grasslands, while grasslands less intensively used can be
associated with several other clusters.
Hence, the clusters seem to be more related to phenological profiles linked to man-
6.5. Discussion 135
(a) (b) (c)
Figure 6.12.: Maps of spectral heterogeneity inside three grasslands (a–c). The first row
shows the grasslands’ polygon limits in yellow on the SPOT5 false color
image acquired on 10 May 2015. The second row shows the clusters after
an HDDC clustering into eight clusters using multitemporal data. The
color scale corresponds to the log-transformed variability of each cluster
c in the grassland gi. (a) H = 0.10, E = 0, V = 10.13, W = 10.13, B = 0; (b)
H = 1.57, E = 0.68, V = 10.06, W = 9.41, B = 9.33; (c) H = 2.89, E = 1.06, V
= 9.58, W = 9.22, B = 8.42. The floristic record of these three grasslands
can be found in the Appendix, Table 6.3.
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Figure 6.13.: Mean NDVI temporal profiles of each cluster from the clustering into
C = 8 clusters using multitemporal data. The x-axis is the month of year
2015, and the y-axis is the NDVI.
agement practices than to phenological profiles of species. Indeed, the management
practices have an influence on the species distribution and composition [Moog et al.,
2002], but they may have a stronger impact on the spatial, temporal and spectral pro-
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files of the grasslands because they induce abrupt changes in the grassland (mowing,
grazing, fertilizing). In particular, due to the use of acquisitions from April–September,
the effect of management practices that usually occur within this period may be very
significant.
More precisely, we suspect that clusters are related to the intensity of practices. In-
deed, an intensive use with constant defoliation does not allow for the expression of
the phenology of species. However, when the grassland is extensively used, species
can express different phenologies (during the regrowth after the mowing for instance),
and different clusters related to these phenologies can be detected. This could ex-
plain the multiple clusters found in extensively-used grasslands (for instance, in Fig-
ure 6.12c), while intensively-used grasslands are represented by one cluster, which has
a typical signature of intensively-used grassland (Figure 6.12a).
Hence, at a spatial resolution of 10 m, the clusters found using multitemporal data
seem to reflect more the intensity of practices in the grasslands than the species com-
position. This could explain the weak correlations with the Shannon index.
Regarding the number of clusters, the proposed clustering algorithm (HDDC) pro-
vides model selection criteria (ICL and BIC) that were not efficient in our experiment.
Indeed, the theoretical optimal number of spectral clusters may not correspond to the
number of expected clusters of species [Schäfer et al., 2016]. Therefore, our strategy
was to test a wide range of numbers of clusters and to keep the one that gives the best
R¯2. From an operational viewpoint, this strategy can be time consuming, but it can
adapt to any spatial configurations (size and location).
6.5.3. Contribution of Multitemporal Imagery
In this study, we made the assumption that the spectro-temporal variations of a
grassland could be related to its species diversity. The results obtained with the
monotemporal imagery showed that the multitemporal data do not improve the re-
lationship with the Shannon index. Indeed, higher coefficients of determination were
reached with the two dates proposed than with the full SITS. Hence, the SVH with
temporal variations, the so-called STVH, is not verified in this work, at a spatial reso-
lution of 10 m.
However, the clusters found in the grasslands using the full SITS create homoge-
neous patterns within the grasslands, contrary to the clusters found with one image,
which are quite “pixelized” and do not seem spatially consistent (Figure 6.14). Con-
sidering that the predicted values with models issued from these three datasets were
not significantly different, we can also doubt the relationship of the clusters found
using one image with the species diversity. However, this would require verification
in the field, but this was not possible in the frame of this work.
As previously suggested, the temporal variations measured by the sensor seem to
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Figure 6.14.: Clustering of the same grassland (false color image of (a) 30 April and (d)
29 June) with an initial clustering into 150 clusters, using (b) the image of
30 April and (c) the full SITS, and into 20 clusters, using (e) the image of
29 June and (f) the full SITS.
be more related to the management practices than to the species diversity. Indeed, we
used a time series covering the period from mid-April–September. Most of the man-
agement practices such as mowing and/or grazing usually occur within this period.
To circumvent this effect, the time series could be limited to a period or a combi-
nation of periods when there is no management practices, such as the beginning of
the growing season, before the growth peak. Moreover, previous studies have shown
that the relationships between species diversity and remote sensing metrics can be
season-dependent [Maeda et al., 2014]. Therefore, specific care should be considered
regarding the dates of the imagery selected.
6.5.4. Limitations
The weak relationships found in this work can be due to the unbalanced H values
present in our dataset. Indeed, it was mostly composed of grasslands with a medium
level of biodiversity (H between two and 2.5, Figure 6.2a). The H gradient was not
very well sampled, with very few grasslands low in species diversity (H < 1) and rich
in species diversity (H > 3). Hence, the regression models were more calibrated on
medium level biodiversity and lacked generality. This may be why the models have
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an average predicted H value of around 2.3 (Section 6.5.2).
Moreover, we obtained lower coefficients of determination than in other studies that
related the species diversity in grasslands with the SH using monotemporal imagery
at a very high spatial resolution. For instance, Oldeland et al. [Oldeland et al., 2010]
used airborne hyperspectral data at a spatial resolution of 5 m and found signifi-
cant correlations between the Shannon index of savannah plots and the MDC com-
puted from PCA. They reached significant R2 ranging from 0.31–0.62 depending on
the 20 m × 50 m plots. Möckel et al. [Möckel et al., 2016] investigated the predic-
tion of grassland species diversity (species richness and inverse Simpson’s diversity)
in Sweden from airborne hyperspectral data with a spectral response approach and
a spectral heterogeneity approach. However, they failed to detect a significant rela-
tionship between species diversity and spectral heterogeneity (PCA + MDC) at the
plot scale, contrary to the spectral response approach. In the same study area, Hall
et al. [Hall et al., 2012] related the species richness (alpha-diversity) and the species
turnover (beta-diversity) measured in three plots per grassland with the spectral het-
erogeneity in the four bands of the QuickBird sensor (2.4 m resolution) and other field
variables. The spectral heterogeneity was measured as the mean difference between
the mean of each individual 3× 3 pixel window (corresponding to each plot) and the
mean of all three pixels windows within each grassland site. It can be assimilated to
the between-class variability, but with three plots of the same size. They found low,
but significant linear correlations between the species richness and the spectral hetero-
geneity measured with the NIR band (R2 = 0.08) and between the species turnover
and the spectral heterogeneity measured in the red band (R2 = 0.10), the NIR band
(R2 = 0.19) and the NDVI (R2 = 0.14). Better correlations were found with multivari-
ate models, but only the model predicting the species turnover included the spectral
heterogeneity (NIR, R¯2 = 0.33).
However, these studies were conducted at the plot scale, both for the floristic record
and the associated spectral information. They used the pixels corresponding only to
the sampling unit. Our protocol was different, since the botanical survey was con-
ducted at the grassland scale by a random walk strategy, and only one biodiversity
index was computed from it. Yet, grasslands are characterized by patterns of small
scale species composition and spatial distribution [Pärtel and Zobel, 1999, Bruun,
2000, Franzén and Eriksson, 2001]. Hence, this estimation of the biodiversity at the
grassland level may be difficult to relate to remote sensing data and might have lim-
ited our analysis.
Furthermore, the influence of the topography should be considered for future stud-
ies because it is known that the topography influences the reflectance.
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6.5.5. Outlooks
In terms of methodology, the proposed method could be used to assess the beta-
diversity among grasslands. Indeed, in light of the Bray–Curtis dissimilarity [Bray and
Curtis, 1957], a spectral dissimilarity could easily be computed from the proportions
of clusters in each grassland [Féret and Asner, 2014]. It could be improved by using
the probability of belonging to each cluster, similarly to the way done with the entropy.
The pairwise spectral Bray–Curtis dissimilarity between grasslands gi and gj would be
defined as:
BCijspectral =
∑Cc=1 |piic − pijc|
∑Cc=1 piic + pijc
(6.15)
where piic and pijc are the mean assignment probabilities to cluster c of pixels of grass-
lands gi and gj, respectively, defined in Equation (6.13).
In terms of application, the proposed method is not specific to grasslands, and it
could be used to assess the species diversity of other habitats. For instance, it could
be used on forest, since the method is not required to work at a specific object scale: it
can be applied to a plot of fixed size.
In addition, this work could be extended to the relationship of the spectral hetero-
geneity with the functional diversity of the habitat. Indeed, some functional traits are
related to the way plants reflect light and thus to the signal measured by the sen-
sor [Ustin and Gamon, 2010, Homolová et al., 2013, Skidmore et al., 2015, Jetz et al.,
2016] and may be related to the spectral heterogeneity. However to our knowledge,
functional diversity has not yet been related to remotely-sensed measures [Jetz et al.,
2016, Abelleira Martínez et al., 2016] and has not been discussed in the context of
SVH [Rocchini et al., 2010, Rocchini et al., 2016]. The stakes would be to determine
which traits and which measures of functional diversity are the most consistent with
SVH. Using SITS, we would suggest to select functional traits that are linked to the
phenology of the species such as the flowering date, the flowering length and the leaf
life span.
6.6. Conclusions
The aim of this work was to attempt to verify the Spectral Variation Hypothesis
(SVH) in grasslands under the assumption that the temporal variations could be used
in addition to the spectral variations of the habitat as a proxy of its species diver-
sity: the Spectro-Temporal Variation Hypothesis (STVH). To do so, we proposed a
method based on an unsupervised clustering of the grasslands using multitemporal
and multispectral data, allowing for the derivation of spectro-temporal heterogeneity
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measures computed at the grassland level: the within-class variability, the between-
class variability and the entropy. We compared them to the commonly-used mean
distance to the centroid. The method was applied on 192 grasslands from southwest
France using an inter-annual multispectral time series of SPOT5 images. Univariate
and multivariate regression models combining several spectro-temporal heterogeneity
measures were run with different numbers of clusters to assess their correlation with
the Shannon index measured from field data.
The tested spectral heterogeneity measures were found significantly, but weakly
correlated with the Shannon index. The combination of the within-class variability
and the entropy was found always better correlated with the Shannon index than the
mean distance to the centroid, regardless of the number of clusters. The best regression
model explained 13.1% of the variance of the ground Shannon index while the mean
distance to the centroid explained 7.1% of the variance. Hence, the clustering makes
possible the extraction of spectral heterogeneity measures that give supplementary
information to the mean distance to the centroid. However, equivalent results were
obtained using monotemporal imagery.
Therefore, the spectro-temporal variation hypothesis was not verified using multi-
spectral multitemporal imagery at a spatial resolution of 10 m. The proposed spectro-
temporal heterogeneity measures seemed to be more related to the management prac-
tices performed in the grasslands than to the species diversity. The use of a whole time
series covering the growing season or the season when the management practices oc-
cur does not seem to be suitable to detect the diversity in species. A period when no
practice occurs should be more appropriate.
More research should be conducted on the extension of the SVH to the functional
diversity. The STVH might be more related to functional traits linked to the phenology
of species.
Appendix
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Table 6.3.: Braun-Blanquet abundance-dominance coefficients associated with each
plant species recorded in three grasslands a, b and c having a Shannon
index of 0.10, 1.57 and 2.89, respectively. “spp.” means that the species
from the given genus was not identified.
Species a b c
Agrimonia eupatoria +
Agrostis capillaris 1
Anthoxanthum odoratum 1
Arrhenatherum elatius 1
Bellis perennis 1
Bromus erectus 1
Carex divulsa +
Carex flacca 1
Centaurea nigra +
Cirsium arvense 1
Cirsium dissectum 1
Cirsium vulgare +
Convolvulus arvensis 1 1
Crepis capillaris 1
Crepis spp. +
Dactylis glomerata 1 3
Daucus carota 1
Festuca arundinacea 2 3
Festuca rubra 1
Galium mollugo 1
Gaudinia fragilis 1
Holcus lanatus 1
Hypericum perforatum +
Hypochaeris radicata 1 1
Lathyrus pratensis 2
Leucanthemum vulgare 1
Linum usitatissimum 1
Lolium perenne 5
Lotus corniculatus 1
Species a b c
Medicago spp. +
Muscari comosum +
Orchis purpurea +
Plantago lanceolata 1
Poa pratensis 2
Poa trivialis + 5
Potentilla reptans 1 1
Prunus spinosa 1
Rafanus spp. +
Ranunculus acris 1
Ranunculus bulbosus 1
Ranunculus repens 2
Rasica oleacera +
Rhinanthus minor +
Rubus spp. +
Rumex acetosa 1
Rumex crispus 1 +
Senecio jacobaea 1
Sonchus asper +
Stachys officinalis +
Taraxacum officinalis 1 1
Tragopogon pratensis +
+
Trifolium dubium 2
Trifolium pratense 1 2
Trifolium repens 1
Verbena officinalis 1
Veronica arvensis +
Vicia sativa + 1
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Conclusion of Part III
This part was focused on the definition of continuous ecological indicators of grass-
lands using satellite image time series. The first chapter assessed the potential of
SPOT5 and Sentinel-2 time series to predict the Shannon and the Simpson indices in
grasslands through a kernel least-mean square kernel. The second chapter introduced
a method to estimate the species diversity of grasslands through their spectro-temporal
heterogeneity. We made the assumption that the spectral and the temporal variations
could be used as a proxy of species diversity (the Spectro-Temporal Variation Hy-
pothesis). The proposed measures of spectro-temporal heterogeneity derived from the
unsupervised clustering of grasslands explained more the Shannon index of grass-
lands than the commonly used mean distance to centroid. However, the coefficients of
determination were low, and there were no significant difference between the Shannon
index predicted using monotemporal data and using multitemporal data. Hence, the
Spectro-Temporal Variation Hypothesis was not verified with SITS with a high spatial
resolution. The results suggested that the clusters found were more related to the
intensity of use of grasslands.
Therefore, the results of this part showed that the spatial and spectral resolutions
of sensors like Sentinel-2 are too coarse to discriminate the plant species. However,
spectro-temporal heterogeneity measures derived from this type of data still give an
information of the heterogeneity within the grasslands that can be useful for ecologists.
Functional diversity based on functional traits related to the phenology might be a
possible outlook of this method.
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Summary
The objectives of this thesis were to provide statistical tools suitable for the analysis
and the monitoring of semi-natural grasslands from dense satellite image time series
(SITS) with a high spatial resolution, to define ecological indicators of grasslands is-
sued from this type of data and to assess the potential of this type of data to monitor
grasslands.
To do so, we analyzed the semi-natural grassland’s spectro-temporal response by
monitoring a set of grasslands from the start to the end of the growing season in the
first part of this thesis. Then, in the second part, we developed methods suitable for the
supervised classification of semi-natural grasslands using dense satellite image time
series with a high spatial resolution. Finally, in the third part, we proposed ecological
indicators of grasslands linked to their species diversity issued from SITS.
Analysis of grassland’s spectro-temporal response
In the first chapter, we analyzed the spectro-temporal response of semi-natural
grasslands according to their natural phenology and to their management practices
(one mowing, two mowings, mowing and grazing). Since the Sentinel-2 sensor was
not fully operational during this thesis, a field campaign was conducted to collect the
spectra during the growing season of a set of grasslands and Sentinel-2 spectral bands
were simulated from the hyperspectral data.
The analysis showed differences in the spectro-temporal response depending on the
topographic location of the grasslands, their type (annual, semi-natural), the inten-
sity and date of occurrence of the practices. The increase of the variance of the signal
appeared to be good indicators of the mowing and the grazing events because they ex-
pose the soil. Hence, the analysis led us to build an NDVI evolution model for mown
semi-natural grasslands depending on their topographic location (top of a hill or bot-
tom of a valley) and on the period of mowing (before or after the start of senescence)
that accounts for the standard deviation of the signal.
We concluded that variance in grasslands should be accounted for, and that hyper-
temporal data (less than 15 days) were necessary to monitor grasslands’ phenology
and management practices, especially during the spring. Sentinel-2, with its temporal
resolution of five days, should make possible this continuous monitoring. However,
the analysis was conducted with data collected from a field spectroradiometer, and
hence, at a very high spatial resolution. The spatial resolution of Sentinel-2 and the
atmospheric effects influencing the signal measured by satellite sensors were not ac-
counted for.
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Regarding the limits of this study, the analysis was based on a very small sam-
ple of grasslands (five grasslands) that were all different, from the annual grassland
intensively-used to the semi-natural grassland extensively-used. It was also a very
local analysis, specific to the study area (hills and valleys, sub-Atlantic with sub-
Mediterranean and mountain influences climate). Hence, the results found might
not be very generalizable and further investigations should be conducted on a wider
and larger sample. In addition, we did not study much the grazing effect because we
were focused on the mowing effect, although grazing is a very common practice in
the study area. However, many studies have already investigated the grazing effect on
the signal [Turner et al., 1992, Kawamura et al., 2005, Numata et al., 2007, Paudel and
Andersen, 2010, Poças et al., 2012, Li et al., 2013, Hilker et al., 2014].
Moreover, we focused the analysis on the widely-used NDVI. Yet, NDVI is not
exempt of criticism (it tends to saturate, it is sensitive to canopy background and
atmospheric influences [Liu and Huete, 1995]) and we could have tested other indices.
However, in our results, NDVI was more sensitive to the mowing than the MSAVI2
and the S2REP, mostly because of the soil exposure after the mowing and its effect
on the spectral response. The high standard deviations observed with NDVI led us
to conclude that the variance is an important feature in grassland analysis and that
representing a grasslands by its mean only seems too limiting.
There were a limited number of temporal acquisitions during this field campaign.
Hence, some effects of the phenology or of the management practices might have
been missed. Additionally, our analysis was limited by the campaign duration, which
started after the start of the season (in February) and ended before the end of the
season (in November). Hence, we could not assess the effects of this phenological
events on the signal.
The presence of clouds — that was the main reason of the limited number of acqui-
sitions during this field campaign — may also limit the analysis using satellite data.
Indeed, in the spring of a temperate climate, there is a high frequency of cloud occur-
rence that induces noise and missing data in the time series. One can choose to omit
the noisy data (reducing the number of observations), or to reconstruct the time series.
In this case, an appropriate smoothing algorithm to reconstruct missing data due to
clouds is absolutely necessary for this type of application. Indeed, it should not over-
smooth/underestimate the local maxima and minima that correspond to phenological
events or effect of practices such as the mowing.
Hence, these results led us in the second part of this thesis to develop specific meth-
ods for the monitoring of semi-natural grasslands while accounting for heir hetero-
geneity using dense SITS with a high spatial resolution.
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Methodological developments
In Chapter 2, we assessed the efficiency of several smoothing algorithms to recon-
struct the time series provided by sensors with high spatial and high temporal res-
olutions. We chose the Whittaker smoother [Eilers, 2003] because it combines high
fidelity to the data and low roughness and it is fast to execute.
Then in Chapters 3 and 4, we developed robust models for the supervised classifica-
tion of semi-natural grasslands. First, we proposed a representation of the grasslands
at the object level, to be consistent with ecological studies and that accounts for their
heterogeneity. Moreover, modeling grasslands at the object level reduces the number
of samples to process during the statistical analysis, compared to pixel-based analysis.
From the behavior of grassland’s pixels, we modeled their distribution by a Gaussian
distribution, defined by the grassland’s empirical mean vector and covariance matrix.
We developed new similarity measures suitable for high dimensional data and that
can be plugged into the kernel of SVM. We compared these methods to conventional
methods that are based on pixel- and object-oriented approaches.
In Chapter 3, we proposed a high dimensional version of the Kullback-Leibler di-
vergence. The efficiency of the proposed High Dimensional Kullback-Leibler diver-
gence was assessed with an inter-annual time series of NDVI to classify the grasslands
according to their management practices. It outperformed the Kullback-Leibler diver-
gence. However, it was not significantly different than the conventional methods using
RBF kernels (pixel-by-pixel modeling + majority vote, and mean modeling) in terms
of classification accuracy.
Hence in Chapter 4 a more general similarity measure based on a flexible mean map
kernel was proposed: the α-Gaussian Mean Kernel. The method was tested for two
applications: classification of grassland’s age using an intra-annual NDVI time series,
and classification of grasslands’ management practices using intra-annual multispec-
tral (four spectral bands) time series. The α-Gaussian Mean Kernel proved its efficiency
by being significantly better than all the other methods in the age application. For the
management practices application, it was the best method but not significantly differ-
ent from the best methods. We concluded that the covariance information must be
accounted for in grassland’s classification. Hence, a Gaussian modeling makes sense
in our context. However, the flexible kernel encompasses both the Gaussian and mean
modeling, so it can be used on semi-natural grasslands as well as on more homoge-
neous grasslands such as artificial grasslands.
These methods were designed to enable the use of all the spectral and the temporal
information given by dense SITS, with no dates selection. However, it is still possible to
extract only the variables useful for a given application. Indeed, there might be useless
information when using all the available bands and dates. For instance, the spectral
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information given by all the bands may be redundant because of correlations between
certain bands. Moreover, previous works showed that classification overall accuracy
using multitemporal data tends to saturate beyond a certain number of acquisitions
used in the classification [Schmidt et al., 2014]. Hence, it might be interesting to study
which dates and which bands are the most relevant for grassland’s analysis.
One of the flaws of this work is that the temporal aspect was not really exploited
(except by the smoothing process). Indeed, the order and the link between the vari-
ables did not have any importance for the statistical analysis. Yet, this information
could help and even improve the differentiation of grasslands based on their phe-
nology. We could use seasonal metrics/statistics (such as the minimum, maximum,
mean, standard deviation, maximum derivative) to replace some variables such as
done in [Zillmann et al., 2014]. However, in our study area, temporal shifts were
very limited. Therefore, seasonal metrics might be more relevant when processing
classifications over large spatial extents.
Definition of ecological indicators
The third part was devoted to the definition of ecological indicators of grasslands
issued from SITS. In Chapter 5, we assessed the potential of SPOT5 and Sentinel-2
(both 10 meters spatial resolution sensors) to predict two biodiversity indices in grass-
lands (Shannon and Simpson indices). We used a kernel least-mean square regression,
and tested two kernels: RBF kernel with the mean vector, and the empirical mean
kernel. The results for both methods were not satisfying (coefficient of determination
of around 0.13 for Shannon index and 0.17 for Simpson index in average) and sug-
gested that a high temporal resolution combined with a high spatial resolution and
multispectral bands were not sufficient to estimate these biodiversity indices at the
grassland scale.
In Chapter 6, we used an indirect approach to estimate the species diversity based
on the Spectral Variation Hypothesis. Here, we made the assumption that the tem-
poral variations could be linked to the differences in phenology of the species and
hence to the species diversity, so we attempted verifying the SVH using dense mul-
tispectral SITS with a high spatial resolution. We proposed to use spectro-temporal
heterogeneity measures derived from the unsupervised clustering of grasslands. The
clustering algorithm we used was developed for high dimensional data. We proposed
several spectral heterogeneity measures (between-class variability, inter-class variabil-
ity, entropy with soft assignment) derived from this clustering and compared them
to the commonly used mean distance to spectral centroid. We assessed their corre-
lation with the Shannon index through linear regression models. We also compared
the results obtained using the whole time series with results obtained using one im-
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age from the SITS. For the multitemporal analysis, the best models combined the
inter-class variability and the entropy and yielded a significant but low coefficient of
determination of 0.133 with the Shannon index measured on the field. The Shannon
index was always better explained with models combining these two measures than
the models based on the mean distance to centroid. However, there were no significant
difference between the Shannon index values predicted using multitemporal data and
using mono-temporal data.
Hence, we proposed spectral heterogeneity measures derived from the unsuper-
vised clustering of grasslands that explain more the species diversity in grasslands
than the mean distance to centroid. However, the SVH was not verified in grasslands
using dense SITS with a high spatial resolution. The clusters found using multitempo-
ral data seemed more related to the intensity of management practices conducted in
the grasslands than to the species diversity. A time series that do not cover the period
when the practices occur might be more appropriate to relate the spectro-temporal
heterogeneity to the species diversity.
Globally, the low correlation coefficients found in both chapters can be explained by
the gradients of diversity among the grasslands of the dataset that were not very rep-
resentative (the same dataset was used). There were a lot of grasslands with medium
biodiversity level, but not many with low and high biodiversity levels. Furthermore,
the continuous biodiversity indicators measured on the field might be too precise to
predict them with a high accuracy. Indeed, the small variations seem to be too fine to
be detectable with a 10-meter spatial resolution and low spectral resolution sensor that
can smooth the spatial heterogeneity [Rocchini et al., 2016]. Therefore, a spatial resolu-
tion of 10 meters might be too coarse for such applications for which very high spatial
resolution hyperspectral data might be more suitable [Rocchini et al., 2016, Lopatin
et al., 2017].
Moreover, we could argue the modeling of the grasslands at the object level to be
consistent with ecologists that work at the grassland scale, for instance one biodiver-
sity indicator per grassland. Indeed, because of the presence of small-scale patterns
of species composition within grasslands [Pärtel and Zobel, 1999,Bruun, 2000,Franzén
and Eriksson, 2001], trying to link the spatio-spectro-temporal response of a grass-
land to one ecological indicator might be doubtful. Indeed, the floristic composition
on which the biodiversity indices are based were recorded following a random walk
strategy within the main facies of the grassland. Hence, some pixels of the grasslands
may correspond to parts of the grasslands that were not recorded. Thus, there may
not be direct relationship between the pixels of the grasslands and the biodiversity
index. This might have limited the relationship between the spectral indices and the
biodiversity indices in this work.
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Conclusions
In this thesis, we proposed tools for the statistical analysis of semi-natural grasslands
using dense SITS with a high spatial resolution. Instead of working at the pixel level,
we modeled the grasslands at the object level. It reduced the number of samples
to process and solved the big data issues encountered when working on a pixel-by-
pixel basis. We modeled the distribution of the pixels in a grassland by a Gaussian
distribution to account for the grassland’s heterogeneity. The methods developed are
robust in a high dimensional context. They enable the use of all the spectral and the
temporal information provided by the new generation satellites such as Sentinel-2.
We highlighted the spectral but also the temporal variability induced by the phenol-
ogy, the management practices and the composition of grasslands. Prior to this study,
most of the works represented grasslands by their mean only, sometimes adding the
standard deviation. By modeling grasslands by a Gaussian distribution, we included
the covariance feature in their representation. Given the results, this modeling proved
to be more likely to capture the trends and heterogeneity of semi-natural grasslands
found in southwest France.
However, we found difficulties to link the spectro-temporal information of grass-
lands to their species composition. The floristic composition of grasslands was recorded
visually in the most representative facies of the grassland. The spatial limits of grass-
lands were extracted from the French agricultural land use database (Registre Par-
cellaire Graphique – RPG), and hence, based on the farmers declarations. However,
even if the grassland is a homogeneous feature in an agronomic viewpoint (same prac-
tices in one parcel), it can present very different facies and gradients of composition,
due to the topography and the presence of semi-natural elements such as a stream,
hedgerows, trees, shrubs... Hence, the representation of the grassland based on its
agronomic boundaries may not make sense in an ecological viewpoint, and in a re-
mote sensing viewpoint as well, because of the presence of these facies. Working at
the pixel level would not be a solution, given the large amount of pixels to process
with high spatial resolution data. However, we could consider sub-units within the
"agronomic parcel" that would make more sense ecologically and spectrally.
Therefore, even if the spatial and spectral properties of Sentinel-2 seem limited to
assess the species diversity in grasslands, this sensor should make possible the con-
tinuous monitoring of grassland phenology and of factors influencing biodiversity in
grasslands. The high temporal resolution and the free data access policy will enable
the study of grasslands at different temporal scales, from a local scale to analyze short
phenological events to an inter-annual scale to study global phenological events.
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Outlooks
The work conducted in this thesis opens up new prospects for research on remote
sensing for ecology and natural habitats.
From a thematic viewpoint, the methods presented in this work that were ap-
plied for alpha-diversity assessment could easily by extended to beta-diversity. Beta-
diversity refers to the differentiation of communities along habitat gradients [Whit-
taker, 1972]. It is used to compare the diversity of two habitats or the evolution of
the species diversity of a habitat. Indeed, the similarity measures could be used as
"spectral beta-diversity", and we proposed a spectral dissimilarity measure based on
the clusterings of grasslands in Chapter 6.
Moreover, we focused on the species diversity, but the functional diversity is also
important for the study of biodiversity and ecosystem services [Tilman et al., 1997,
Duru et al., 2005, Cadotte et al., 2011, Jetz et al., 2016]. It might also be more related
to the spectral signal, since certain traits are linked to properties that can influence
the signal measured by the sensor [Ustin and Gamon, 2010, Homolová et al., 2013,
Skidmore et al., 2015,Jetz et al., 2016]. However, the functional traits need to be chosen
carefully. We would recommend to use functional traits related to the phenology when
using multitemporal data. Moreover, trait databases are not accessible for everyone
and are not always complete. Hence, studies relating functional diversity to remotely
sensed data are lacking but needed [Jetz et al., 2016, Abelleira Martínez et al., 2016].
We encourage future research in this direction.
The effect of climate change on the grassland’s spectro-temporal response was not
assessed in this work. Indeed, we were focused on the intra-annual phenology and
on the year-by-year state of the grasslands. However, within a few years, decades of
remote sensing data at a high spatial resolution will be accessible to anyone and it
should facilitate the monitoring of grasslands throughout the years.
In terms of methodology, the effect of the smoothing on the classification accuracy
or on the definition of ecological indicators was not assessed. It would be interesting
to compare the results with different intensities of smoothing (smoothing parameter
for the Whittaker filter) or different smoothing techniques.
From a methodological viewpoint too, several applications of this work showed that
the mowing date constitutes a useful information for grassland’s analysis. Yet, there
are currently very few methods to detect the mowing dates from optical time series
in the literature [Courault et al., 2010, Gómez Giménez et al., 2017]. These existing
models could not be applied to our grasslands since the phenology of our grasslands
was different from the described models. It confirms that grassland’s spectro-temporal
response is not unique and depends on the type of grassland, the climate, the soil, the
topography and the management practices. Hence, further research on the detection
of the mowing practice is highly needed. A possible obstacle on this subject might
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be the limited availability of hypertemporal data during the mowing period, in the
spring. To circumvent this issue, we would suggest to use radar data, such as done
in [Schuster et al., 2011, Voormansik et al., 2013].
In this work, we only worked with optical data. However, it would be interest-
ing to evaluate the contribution of radar data for the analysis of grasslands. Indeed,
the most important phenological events occur during the spring, which is generally a
cloudy/rainy season in a temperate climate. Hence, during this period, optical data is
limited by the occurrence of the clouds. Radar data could help by providing informa-
tion on the vegetation even during cloudy days. The combination of optical and radar
data has already been shown to improve the grassland classification accuracy [Dusseux
et al., 2014a]. Sentinel-2 could be used jointly with Sentinel-1 data.
Finally, in terms of applications, the methods developed in this work are not limited
to grasslands and could be used on other natural or semi-natural habitats that are
small and heterogeneous, such as peatlands, heathlands, wetlands, woodlands... In-
deed, our methods were designed to account for the heterogeneity of the objects. They
are suitable to high dimensional data, meaning that it is possible to study an object
with many variables even if this object is composed of a few pixels (in our works, 10
pixels or more). The methods could be extended to other modelings to adapt to any
habitat specificities.
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A. Spectral signatures
Figure A.1.: Typical spectral reflectance of vegetation.
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Figure A.2.: Spectral signatures of different vegetation states that can be found in a
grassland.
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B. Appendix of Chapter 1
Table B.1.: Abundance-dominance covers in percentage associated to each plant
species recorded in the grasslands 36, 131, 405, 406 and 500. "spp" means
that the species from the given genus was not identified.
Species 36 131 405 406 500
Agrimonia eupatoria 0 0.2 0 0 0
Agrostis spp 0 0 0 0 2.5
Ajuga reptans 0 2.5 0.2 0 2.5
Anthoxanthum odoratum 2.5 15 15 0 2.5
Avenula pubescens 0 2.5 0.2 0 2.5
Bellis perennis 15 0 2.5 0 0
Brachypodium pinnatum 0 0 0 0 15
Briza media 0 0.2 0.2 0 0
Bromus erectus 0 0 37.5 0 2.5
Bromus hordeaceus 2.5 0 0 0 0
Calystegia sepium 0 15 0 0 0
Cardamine pratensis 0 0.2 0 0 2.5
Carex flacca 0 2.5 2.5 0 2.5
Centaurea nigra 0 0 15 0 15
Cerastium fontanum 2.5 0 0.2 0 0
Cynosurus cristatus 0.2 0.2 2.5 0 0
Dactylis glomerata 2.5 2.5 2.5 0 2.5
Daucus carota 0 2.5 2.5 0 2.5
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Euphorbia flavicoma 0 0 0 0 15
Festuca arundinacea 2.5 0 0 0 0
Festuca rubra 0 15 0 0 3
Filipendula vulgaris 0 0 2.5 0 15
Galium mollugo 0 0 2.5 0 2.5
Galium verum 0 15 2.5 0 15
Gaudinia fragilis 0.2 0 0 0 0
Geranium dissectum 2.5 0 0 0 0
Hieracium pilosella 0 0 0.2 0 0
Holcus lanatus 0 0 2.5 0 0
Hypochaeris radicata 0.2 2.5 0.2 0 0
Lathyrus pratensis 0 15 2.5 0 15
Leucanthemum vulgare 0 0.2 0 0 0
Linum usitatissimum 2.5 0.2 0 0 2.5
Lolium perenne 0.2 0 0 87.5 0
Lotus corniculatus 0 37.5 37.5 0 2.5
Luzula campestris 0 2.5 0 0 0
Luzula spp 0 0 2.5 0 2.5
Lychnis flos-cuculi 0 0.2 0 0 2.5
Medicago arabica 2.5 0 0 0 0
Medicago lupulina 2.5 0 15 0 0
Medicago spp 0 0 0 0.2 0
Muscari comosum 0 0 2.5 0 0
Oenanthe spp 0 15 0.2 0 0
Plantago lanceolata 15 15 2.5 0 15
Plantago media 0 0 0.2 0 0
Poa pratensis 0 2.5 15 0 3
Poa trivialis 15 0 15 0.2 0
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Potentilla reptans 0 2.5 2.5 0 2.5
Rafanus spp 0 0 0 0.2 0
Ranunculus acris 0 37.5 2.5 0 0
Ranunculus bulbosus 2.5 0 2.5 0 15
Rasica oleacera 0 0 0 0.2 0
Rhinanthus minor 0 0 0.2 0 0
Rumex acetosa 0 2.5 0.2 0 2.5
Rumex crispus 0.2 0 0.2 0 0
Sanguisorba minor 0 0 0 0 15
Senecio jacobaea 0.2 0.2 0 0 0.2
Serapias lingua 0 0.2 0 0 0
Serapias spp 0 0 2.5 0 0
Sonchus asper 0 0 0 0.2 0
Sonchus oleraceus 0 0 0.2 0 15
Succisa pratensis 0 2.5 0 0 0
Taraxacum officinale 2.5 0 2.5 0 2.5
Tragopogon pratensis 0 0 2.5 0 0
Trifolium pratense 15 15 15 0 0
Trifolium repens 37.5 0 2.5 0 0
Veronica arvensis 0.2 0 0 0 0
Veronica chamaedrys 0 0.2 0 0 0
Veronica serpyllifolia 0 0.2 0 0 0
Vicia hirsuta 2.5 0 0 0 0
Vicia sativa 0 0 2.5 0.2 0
Vulpia myuros 2.5 0 0 0 0
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Figure B.1.: Spectral evolution of a semi-natural grassland mown on June 20 (ID 500)
and photographs of measurement plots (one randomly chosen per date).
The x-axis is the wavelength (nm) and the y-axis is the reflectance value.
One color corresponds to one spectrum.
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Figure B.2.: Spectral evolution of a semi-natural grassland mown on July 5 (ID 405)
and photographs of measurement plots (one randomly chosen per date).
The x-axis is the wavelength (nm) and the y-axis is the reflectance value.
One color corresponds to one spectrum.
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Figure B.3.: Spectral evolution of a sown grassland mown twice: April 29 and June 20
(ID 406) and photographs of measurement plots (one randomly chosen per
date). The x-axis is the wavelength (nm) and the y-axis is the reflectance
value. One color corresponds to one spectrum.
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Figure B.4.: Spectral evolution of a semi-natural grassland mown on June 9 and grazed
between September 1-15 (ID 131) and photographs of measurement plots
(one randomly chosen per date). The x-axis is the wavelength (nm) and
the y-axis is the reflectance value. One color corresponds to one spectrum.
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Figure B.5.: Spectral evolution of a grassland mown (on May 27) and grazed between
July 6-15 and August 4-15 (ID 36) and photographs of measurement plots
(one randomly chosen per date). The x-axis is the wavelength (nm) and
the y-axis is the reflectance value. One color corresponds to one spectrum.
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Figure C.1.: True color composite images of the Formosat-2 time series of 2014 ( c©
CNES/Kalideos NSPO - Distribution Airbus DS).
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Figure C.2.: Boxplot of Kappa coefficient repartitions for the classification of the old
and young grasslands. The line in the box stands for the median whereas
the dot stands for the mean.
Table C.1.: Average user accuracy (UA) and producer accuracy (PA) (%) over the 100
repetitions for each class, 1: Old, 2: Young.
UA1 UA2 PA1 PA2
PMV 85.8 90.9 30.9 99.2
EMK 70.0 90.8 30.9 97.9
µ 60.3 90.8 31.5 96.7
HDKLD 31.8 89.7 27.5 90.8
BD 65.4 90.1 26.3 97.5
GMK 65.5 91.1 34.4 97.0
αGMK 74.7 91.4 36.6 97.9
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Figure C.3.: Boxplot of Kappa coefficient repartitions for classification of management
practices using time series of year (a) 2013 and (b) 2014. The line in the
box stands for the median whereas the dot stands for the mean.
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Table C.2.: Average user accuracy (UA) and producer accuracy (PA) (%) over the 100
repetitions for each class, 1: Mowing, 2: Mixed, 3: Grazing.
UA1 UA2 UA3 PA1 PA2 PA3
2013
PMV 80.5 45.5 78.7 95.4 28.5 64.0
EMK 85.5 36.3 75.5 97.5 25.0 70.0
µ 87.1 37.3 69.1 97.9 25.0 71.5
HDKLD 82.7 41.4 41.5 86.3 33.5 46.5
BD 83.5 26.0 34.3 85.3 32.5 33.0
GMK 87.2 34.8 68.8 97.4 26.5 68.5
αGMK 87.1 45.0 69.8 96.9 33.5 68.5
2014
PMV 88.8 53.9 81.0 97.5 49.0 63.5
EMK 86.8 51.8 86.4 94.5 41.0 80.0
µ 86.2 52.6 88.2 94.3 41.5 80.0
HDKLD 84.0 69.5 47.2 96.4 58.0 35.5
BD 80.7 56.4 45.0 86.7 50.5 37.5
GMK 87.5 54.2 87.3 94.5 46.5 78.5
αGMK 87.9 52.5 80.3 96.5 39.5 78.5
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Long résumé en français
La biodiversité est en déclin depuis les dernières décennies et l’intensitification de l’agriculture
est une des principales causes de ce déclin. Les prairies sont d’une importance capitale pour la
biodiversité car ce sont des habitats riches en espèces et elles représentent l’un des plus grands
écosystèmes de la planète. Cependant, la surface globale des prairies diminue constamment
et les prairies sont dégradées à cause de l’intensification de l’agriculture, de l’abandon et de
l’urbanisation. Il est donc très important pour les écologues de surveiller les prairies semi-
naturelles ayant un fort potentiel en biodiversité.
La télédétection constitue un outil unique pour le suivi des prairies sur de grandes étendues
spatiales et au cours des années. Jusqu’à récemment, l’analyse des prairies dans des paysages
fragmentés était limitée par la résolution des capteurs satellite. Les satellites de nouvelle
génération tels que Sentinel-2 offrent de nouvelles opportunités pour le suivi des prairies,
grâce à leurs hautes résolutions spatiale et temporelle combinées. Cependant, le nouveau type
de données fourni par ces capteurs implique des problèmes liés au big data et à la grande
dimension en raison du grand nombre de pixels à traiter et du nombre élevé de variables
spectro-temporelles. Les méthodes statistiques conventionnelles utilisées en télédétection ne
sont pas optimales avec ce type de données, et les modèles appropriés manquent.
Les objectifs de cette thèse sont de :
1. Fournir des outils adaptés à l’analyse et au suivi des prairies semi-naturelles en utilisant
des séries temporelles d’images satellite avec une haute résolution spatiale et temporelle.
2. Définir des variables écologiques issues de ce type de données, qui caractérisent les
prairies et qui peuvent être utilisées en variables d’entrée de modèles écologiques.
3. Evaluer le potentiel de Sentinel-2 pour la caractérisation et le suivi des prairies semi-
naturelles dans des paysages fragmentés.
Le cadre de cette thèse concerne les prairies semi-naturelles ou les "prairies permanentes"
utilisées de façon extensive, avec un grand potentiel en biodiversité, et qui fournissent des
services écosystémiques liés à la pollinisation et à la régulation des ravageurs. Ainsi, contraire-
ment à la plupart des études, nous ne sommes pas focalisés sur la production de biomasse ou
la couverture végétale des prairies, mais sur leur potentiel pour la biodiversité. Nous nous
intéressons à la caractérisation des facteurs qui influent sur la biodiversité dans les prairies :
la diversité spécifique, l’hétérogénéité, l’âge, le type et l’intensité des pratiques agricoles.
Pour cela, nous avons analysé la réponse spectro-temporelle des prairies semi-naturelles
en suivant un échantillon de prairies du début à la fin de la saison de croissance dans la
première partie de cette thèse. Ensuite, dans la seconde partie, nous avons développé des
méthodes adaptées à la classification supervisée des prairies semi-naturelles à partir de séries
temporelles denses d’images satellite (STIS) avec une haute résolution spatiale. Enfin, dans
la troisième partie, nous avons proposé des indicateurs écologiques des prairies liés à leur
diversité en espèces et issus de STIS.
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Analyse de la réponse spectro-temporelle des prairies
Dans le premier chapitre, nous avons analysé la réponse spectro-temporelle des prairies
semi-naturelles en fonction de leur phénologie naturelle et de leur mode de gestion (une
fauche, deux fauches, fauche et pâture). Puisque Sentinel-2 n’était pas entièrement opéra-
tionnel durant cette thèse, une campagne terrain a été menée pour collecter des spectres du-
rant la saison de croissance d’un échantillon de prairies et les bandes spectrales de Sentinel-2
ont été simulées à partir des données hyperspectrales.
L’analyse a montré des différences dans la réponse spectro-temporelle en fonction de la
situation topographique des prairies, de leur type (annuelle à semi-naturelle), de l’intensité
et de la date des pratiques. Nous avons remarqué que l’indice de végétation par différence
normalisé (NDVI) commence à diminuer avant la fauche pour les prairies fauchées tard dans
la saison, en raison de la sénéscence naturelle de la végétation. Cependant, la fauche implique
toujours une diminution abrupte du NDVI, ainsi qu’une augmentation de son écart-type, à
cause de l’exposition du sol après la fauche. L’écart-type de toutes les bandes spectrales (du
visible au proche infra-rouge) augmente après la fauche. Puis, le NDVI ré-augmente durant
la repousse, la vitesse de croissance dépendant de la période et du type de prairies, mais
toujours avec un écart-type plus élevé qu’avant la fauche, car la repousse est hétérogène au
sein des prairies. Une telle étude avec des prairies gerées de manière extensive et qui peuvent
être fauchées tard n’avait jamais été réalisée avant à notre connaissance. Ainsi, cette analyse
nous a conduit à proposer un modèle d’évolution du NDVI pour les prairies semi-naturelles
fauchées, en fonction de leur situation topographique (haut de coteau ou fond de vallée) et de
la période de fauche (avant ou après le début de sénéscence).
Nous avons conclu que la variance dans les prairies devrait être prise en compte et que des
données hypertemporelles (moins de 15 jours) étaient nécessaires pour le suivi de la phénolo-
gie et des pratiques de gestion des prairies, particulièrement durant le printemps. Sentinel-2,
avec sa résolution temporelle de cinq jours, devrait permettre ce suivi continu. Cependant,
l’analyse a été conduite avec des données acquises par un spectroradiomètre de terrain, et
donc à une très haute résolution spatiale. La résolution spatiale de Sentinel-2 et les effets
atmosphériques influençant le signal mesuré par les capteurs satellite n’ont pas été pris en
compte.
La présence de nuages dans les STIS peut limiter l’analyse des prairies. En effet, au print-
emps dans un climat tempéré, il y a une forte fréquence d’apparition des nuages, qui cause
du bruit et des données manquantes dans la série temporelle. On peut choisir d’omettre les
données bruitées (réduisant le nombre d’observations), ou de reconstruire la série temporelle.
Dans ce cas, un algorithme de lissage approprié pour reconstruire les données manquantes
dues aux nuages est absolument nécessaire pour ce type d’application. En effet, il ne doit
pas surlisser/sous-estimer les maxima et minima locaux qui correspondent à des évènements
phénologiques ou des effets des pratiques telles que la fauche.
Ainsi, ces résultats nous ont conduit dans la seconde partie de cette thèse à développer
des méthodes spécifiques pour le suivi des prairies semi-naturelles en prenant en compte leur
hétérogénéité et en utilisant des STIS denses avec une haute résolution spatiale.
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Développements méthodologiques
Les développements méthologiques de la deuxième partie ont été appliqués sur des séries
temporelles Formosat-2.
Dans le Chapitre 2, nous avons évalué l’efficacité de plusieurs algorithmes de lissage pour
reconstruire les séries temporelles issues de capteurs à haute résolution spatiale et temporelle.
Nous avons choisi le filtre de Whittaker car il combine grande fidélité aux données et faible
rugosité, et il est rapide à exécuter, permettant de traiter un millier de pixels en quelques
secondes.
Puis dans les Chapitres 3 et 4, nous avons développé des modèles robustes pour la classi-
fication supervisée des prairies semi-naturelles adaptés à la grande dimension des données.
Tout d’abord, nous avons proposé une représentation des prairies à l’échelle de l’objet, pour
être cohérent avec les études écologiques, et qui prend en compte leur hétérogénéité. De plus,
modéliser les prairies à l’échelle de l’objet réduit le nombre d’échantillons à traiter durant les
analyses statistiques, comparé à des analyses basées sur les pixels. A partir du comportement
observé des pixels de prairies, nous avons modélisé leur distribution par une loi gaussienne,
définie par le vecteur moyen et la matrice de covariance empiriques de la prairie.
Pour des raisons de classification, des mesures de similarité sont requises entre chaque
paire de prairies, i.e., chaque paire de lois gaussiennes. La plupart des mesures de similarités
entre les distributions requièrent l’inversion de matrices de covariance et la calcul de leur
déterminant. Cependant, les prairies sont des petits éléments qui représentent en moyenne
une centaine de pixels de 10 mètres de résolution spatiale. Avec des STIS denses, le nombre
de variables spectro-temporelles acquises durant une année est généralement du même ordre
de grandeur. Les matrices de covariance sont souvent non-inversibles ou mal conditionnées,
rendant instable le calcul de leur inverse et de leur déterminant. Pour pallier ce problème,
nous avons développé des nouvelles mesures de similarité adaptées aux données de grande
dimension et qui peuvent être insérées dans le noyau des machines à vecteurs de support
(SVM). Nous avons comparé ces méthodes à des méthodes conventionnelles qui sont basées
sur des approches orientées pixel et objet.
Dans le Chapitre 3, nous avons proposé une version haute dimensionelle de la divergence
de Kullback-Leibler. Nous avons utilisé un modèle qui suppose que les plus petites valeurs
propres de la matrice de covariance sont égales. En suivant ce modèle, l’inverse de la matrice
de covariance peut être calculé explicitement. L’efficacité de la divergence de Kullback-Leibler
haute dimensionnelle proposée (i.e., High Dimensional Kullback-Leibler Divergence) a été évaluée
avec une série temporelle de NDVI intra-annuelle pour classifier les prairies en fonction de leur
mode de gestion. Elle a été plus performante que la divergence de Kullback-Leibler. Cepen-
dant, elle n’a pas été significativement différente des méthodes conventionnelles utilisant des
noyaux RBF (modélisation pixel par pixel + vote majoritaire, et modélisation par la moyenne)
en termes de précision de classification.
Ainsi dans le Chapitre 4, une mesure de similarité plus générale basée sur un noyau "mean
map" flexible a été proposée : α-Gaussian Mean Kernel. Il s’agit d’une généralisation du Gaussian
Mean Kernel qui inclut déja un terme de régularisation ridge dans le calcul de l’inverse et
du déterminant de la matrice de covariance. De plus, le paramètre α permet de pondérer
l’influence de la matrice de covariance dans le cas de très petites prairies (quand le nombre
de pixels est plus petit que le nombre de variables). La méthode a été testée pour deux
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applications : classification de l’âge des prairies en utilisant une série temporelle de NDVI
inter-annuelle, et classification des pratiques des prairies en utilisant une série temporelle
multispectrale (quatre bandes spectrales) intra-annuelle. L’α-Gaussian Mean Kernel a prouvé
son efficacité en étant significativement meilleur que les autres méthodes dans la classification
en fonction de l’âge. Concernant les pratiques, il s’agit de la meilleure méthode mais elle n’a
pas été significativement différente des autres méthodes, car le jeu de données était petit.
Nous avons conclu que l’information de covariance doit être prise en compte dans la clas-
sification des prairies. Ainsi, la modélisation gaussienne s’avère sensée dans notre contexte.
Cependant, le noyau flexible inclut la modélisation gaussienne et la modélisation par la moyenne.
Il peut ainsi être utilisé sur des prairies semi-naturelles mais aussi sur des prairies plus ho-
mogènes.
Définition d’incateurs écologiques issus de séries temporelles d’images
satellite à haute résolution spatiale et temporelle
La troisième partie est dédiée à la définition d’indicateurs écologiques des prairies issus des
STIS. Elle est centrée sur l’évaluation de la diversité spécifique dans les prairies à travers des
indices de biodiversité.
Dans le Chapitre 5, nous avons évalué le potentiel de séries temporelles issues de SPOT5
et Sentinel-2 (tous les deux à 10 mètres de résolution spatiale) pour prédire deux indices de
biodiversité dans les prairies (les indices de Shannon et de Simpson). Nous avons utilisé une
régression à noyau à moindres carrés et testé deux noyaux : le noyau RBF avec un vecteur
moyen, et le noyau moyen empirique avec une modélisation basée sur les pixels. Les résultats
pour les deux méthodes n’ont pas été satisfaisants (coefficient de détermination d’environ 0.13
pour l’indice de Shannon et de 0.17 pour l’indice de Simpson en moyenne) et ont suggéré
qu’une haute résolution temporelle combinée à une haute résolution spatiale et des bandes
multispectrales semblent limitées pour prédire de tel indices précis.
Dans le Chapitre 6, nous avons utilisé une approche indirecte pour estimer la diversité spé-
cifique basée sur l’Hypothèse de Variation Spectrale (SVH). Cette hypothèse suppose que la
variabilité spectrale est liée à la variabilité de l’habitat et qu’elle peut donc être utilisée comme
proxy pour sa diversité spécifique. Cette hypothèse a été vérifiée dans différents habitats en
utilisant des données hyperspectrales avec une très haute résolution spatiale. Ici, nous avons
supposé que les variations temporelles pouvaient être liées aux différences de phénologie des
espèces et donc à la diversité spécifique. Nous avons donc tenté de vérifier la SVH en util-
isant des STIS denses multispectrales avec une haute résolution spatiale. Nous avons proposé
d’utiliser des mesures d’hétérogénéité spectro-temporelle dérivées du clustering non super-
visé des prairies. L’algorithme de clustering que nous avons utilisé a été développé pour
des données de grande dimension. Nous avons proposé plusieurs mesures d’hétérogénéité
spectro-temporelle (la variabilité intra-classe, la variabilité inter-classe et l’entropie) dérivées
du clustering et nous les avons comparées à la distance moyenne au centroïde spectral com-
munément utilisée. Nous avons évalué leur corrélation avec l’indice de Shannon à partir de
modèles de régression linéaire univariée et multivariée. Nous avons aussi comparé les résultats
obtenus en utilisant une série temporelle entière avec ceux obtenus en utilisant une seule im-
age de la série temporelle. Pour l’analyse multitemporelle, les meilleurs modèles combinaient
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la variabilité inter-classe et l’entropie et ont atteint un coefficient de détermination significatif
mais bas de 0.133 avec l’indice de Shannon mesuré sur le terrain. L’indice de Shannon était
toujours mieux expliqué par les modèles combinant ces deux mesures que les modèles basés
sur la distance moyenne au centroïde. Cependant, il n’y a pas eu de différences significatives
entre les valeurs prédites de l’indice de Shannon en utilisant des données multitemporelles et
en utilisant des données monotemporelles.
Ainsi, nous avons proposé des mesure d’hétérogénéité spectrale dérivées du clustering non
supervisé des prairies qui expliquent plus la diversité spécifique dans les prairies que la dis-
tance moyenne au centroïde. Cependant, l’hypothèse de SVH n’a pas été vérifiée dans les
prairies en utilisant des STIS denses avec une haute résolution spatiale. En effet, les clusters
trouvés à partir des données multitemporelles semblent être plus liés à l’intensité des pra-
tiques agricoles conduites dans les prairies qu’à leur diversité spécifique. Une série temporelle
qui ne couvre pas la période où les pratiques ont lieu semble être plus appropriée pour relier
l’hétérogénéité spectro-temporelle à la diversité spécifique.
Conclusion
Les résolutions spatiale et spectrale de Sentinel-2 paraissent être limitées pour estimer la
diversité en espèces des prairies. En revanche, les propriétés spectrales, spatiales et temporelles
ce capteur semblent être un bon compromis pour assurer le suivi des facteurs influençant la
biodiversité dans les prairies.
Au cours de cette thèse, nous avons développé des outils capables de gérer la grande dimen-
sion des données, permettant d’utiliser toute l’information temporelle et spectrale fournie par
les satellites de nouvelle génération. Nous avons mis en évidence l’importance de la variabilité
spectrale et temporelle induite par la phénologie, les pratiques agricoles et la composition des
prairies. La modélisation Gaussienne de la distribution des pixels dans une prairie semble être
appropriée étant donné les résultats obtenus.
Par la suite, l’approche fonctionnelle devrait être envisagée puisque certaines traits fonction-
nels sont liés à des propriétés qui influencent le signal mesuré par le capteur.
Les méthodes développées au cours de cette thèse ne sont pas limitées aux prairies, et elles
pourraient être utilisées sur d’autres habitats naturels ou semi-naturels hétérogènes, tels que
les zones humides, les tourbières, les landes, les bois...
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English abstract
Grasslands are a significant source of biodiversity in farmed landscapes that is important to monitor.
New generation satellites such as Sentinel-2 offer new opportunities for grassland’s monitoring thanks
to their combined high spatial and temporal resolutions. Conversely, the new type of data provided by
these sensors involves big data and high dimensional issues because of the increasing number of pixels
to process and the large number of spectro-temporal variables. This thesis explores the potential of the
new generation satellites to monitor biodiversity and factors that influence biodiversity in semi-natural
grasslands. Tools suitable for the statistical analysis of grasslands using dense satellite image time series
(SITS) with high spatial resolution are provided. First, we show that the spectro-temporal response of
grasslands is characterized by its variability within and among the grasslands. Then, for the statistical
analysis, grasslands are modeled at the object level to be consistent with ecological models that rep-
resent grasslands at the field scale. We propose to model the distribution of pixels in a grassland by
a Gaussian distribution. Following this modeling, similarity measures between two Gaussian distribu-
tions robust to the high dimension are developed for the classification of grasslands using dense SITS:
the High-Dimensional Kullback-Leibler Divergence and the α-Gaussian Mean Kernel. The latter out-
performs conventional methods used with Support Vector Machines for the classification of grasslands
according to their management practices and to their age. Finally, indicators of grassland biodiversity
issued from dense SITS are proposed through spectro-temporal heterogeneity measures derived from the
unsupervised clustering of grasslands. Their correlation with the Shannon index is significant but low.
The results suggest that the spectro-temporal variations measured from SITS at a spatial resolution of
10 meters covering the period when the practices occur are more related to the intensity of management
practices than to the species diversity. Therefore, although the spatial and spectral properties of Sentinel-
2 seem limited to assess the species diversity in grasslands directly, this satellite should make possible
the continuous monitoring of factors influencing biodiversity in grasslands. In this thesis, we provided
methods that account for the heterogeneity within grasslands and enable the use of all the spectral and
temporal information provided by new generation satellites.
Key words: Remote sensing, satellite image time series, high dimension, grassland, landscape ecology, biodiver-
sity.
Résumé en français
Les prairies représentent une source importante de biodiversité dans les paysages agricoles qu’il est
important de surveiller. Les satellites de nouvelle génération tels que Sentinel-2 offrent de nouvelles
opportunités pour le suivi des prairies grâce à leurs hautes résolutions spatiale et temporelle combinées.
Cependant, le nouveau type de données fourni par ces satellites implique des problèmes liés au big
data et à la grande dimension des données en raison du nombre croissant de pixels à traiter et du nom-
bre élevé de variables spectro-temporelles. Cette thèse explore le potentiel des satellites de nouvelle
génération pour le suivi de la biodiversité et des facteurs qui influencent la biodiversité dans les prairies
semi-naturelles. Des outils adaptés à l’analyse statistique des prairies à partir de séries temporelles
d’images satellites (STIS) denses à haute résolution spatiale sont proposés. Tout d’abord, nous montrons
que la réponse spectro-temporelle des prairies est caractérisée par sa variabilité au sein des prairies et
parmi les prairies. Puis, pour les analyses statistiques, les prairies sont modélisées à l’échelle de l’objet
pour être cohérent avec les modèles écologiques qui représentent les prairies à l’échelle de la parcelle.
Nous proposons de modéliser la distribution des pixels dans une prairie par une loi gaussienne. A partir
de cette modélisation, des mesures de similarité entre deux lois gaussiennes robustes à la grande dimen-
sion sont développées pour la classification des prairies en utilisant des STIS denses: High-Dimensional
Kullback-Leibler Divergence et α-Gaussian Mean Kernel. Cette dernière est plus performante que les méth-
odes conventionnelles utilisées avec les machines à vecteur de support (SVM) pour la classification du
mode de gestion et de l’âge des prairies. Enfin, des indicateurs de biodiversité des prairies issus de STIS
denses sont proposés à travers des mesures d’hétérogénéité spectro-temporelle dérivées du clustering
non supervisé des prairies. Leur corrélation avec l’indice de Shannon est significative mais faible. Les
résultats suggèrent que les variations spectro-temporelles mesurées à partir de STIS à 10 mètres de réso-
lution spatiale et qui couvrent la période où ont lieu les pratiques agricoles sont plus liées à l’intensité
des pratiques qu’à la diversité en espèces. Ainsi, bien que les propriétés spatiales et temporelles de
Sentinel-2 semblent limitées pour estimer directement la diversité en espèces des prairies, ce satellite
devrait permettre le suivi continu des facteurs influençant la biodiversité dans les prairies. Dans cette
thèse, nous avons proposé des méthodes qui prennent en compte l’hétérogénéité au sein des prairies
et qui permettent l’utilisation de toute l’information spectrale et temporelle fournie par les satellites de
nouvelle génération.
Mots clés : Télédétection, séries temporelles d’images satellite, grande dimension, prairie, écologie du paysage,
biodiversité.

