Abstract-The class of second-order difference equations that arise in the diffraction of a plane wave at skew incidence on an impedance wedge is investigated. For a typical equation which was recently solved by the introduction of elliptic integrals, it is shown that the solution can be obtained in a very trivial manner from a convolution-type integral equation and the results are in complete agreement with those previously found.
I. INTRODUCTION
F OR many impedance wedge problems, Maliuzhinets' representation [1] - [4] for the total field leads to the secondorder difference equation (1) for linear combinations of the spectra, where and are rational functions of and . We seek two linearlyindependent solutions which are free of poles and zeros in and of an order as to be specified later. If we can find such that (2) for all , a solution of (1) satisfies the first order equation
This is true in particular if
in which case , and since is a rational function of and , (3) can be solved using Maliuzhinets' technique. If (4) holds, but (5) does not, is a branched function of and though Maliuzhinets' technique no longer applies, there are at least a few simple cases in which (3) can be used [5] , [6] to construct branch-free solutions of (1) having the required properties. Unfortunately, the method involves the use of elliptic integrals and is quite complicated.
Alternatively, suppose (1) can be reduced to the second order equation (6) for some . This is certainly possible if the wedge has the same impedance on both faces and the advantage of (6) is that for pure imaginary all three terms lie within the designated strip of analyticity. In practice there may be a number of for which (6) is equivalent to (1) . For each the corresponding is a solution of (1), but only for a particular does the solution correspond to one of the desired solutions of (1) having the specified properties, and in some rare cases none of the does so. We first illustrate the procedure for an example of (1), and then present a method for the solution of (6).
II. PARTICULAR EXAMPLE
A generalization of the second order equation obtained by Demetrescu et al. [7] for a right-angled wedge having one face perfectly conducting and the other a resistive sheet is (7) which has period with coefficients of period . Here, and are parameters such that and . By comparison with (1) we have with . Two elementary solutions of (7) satisfy the first order equations (8) where is a branched function, and Legault and Senior [6] have shown how to solve (8) to produce, by combination, two linearly independent solutions of (7) that are free of branch points in the entire plane, free of poles and zeros in the strip , and as . We can also write (7) There are 8 meromorphic that satisfy (9) and to see which lead to the desired solutions of (7) we examine a special case of . When and , and (8) 
then becomes
Two independent solutions of this are (10) where (11) and is the Maliuzhinets halfplane function [1] . Both solutions are free of poles and zeros in and as , and this is the required order of for all . Since and satisfies (6) only if and thus the solution of (9) corresponding to this for all is (12) Similarly, satisfies (6) if and the corresponding solution of (9) is (13) Two other that satisfy (9) are , but with the restriction on , the corresponding solutions of (6) are no longer free of poles and zeros in the strip. The remaining four are the negatives of , and since a negative sign multiplying the second term on the left-hand side of (6) At first glance it would appear that (15) is an eigenvalue problem for for pure imaginary . However, since is finite and nonzero as dictated by the edge condition in a diffraction problem, this constitutes an effective excitation and converts (15) into an inhomogeneous integral equation of generalized convolution type. The edge condition is now used in a similar way to that in which a boundary condition is used in the solution of an integral or partial differential equation. As is well known, the specification of a potential or a field at some boundary serves as an excitation, and in our case the finite values of serve as the excitation in the integral equation (15). Although the actual values of are unknown, this is of no concern since appears in every term of (15). This allows to be normalized in any desired manner and because at , we choose as the normalization in the following. Issues of uniqueness and existence of the solution are not discussed here.
IV. NUMERICAL SOLUTION FOR
For the numerical solution of (15) it is convenient to map the infinite range of integration into a finite one. To do so, we introduce the transformation , in which case with corresponding to and to . Accordingly, see (12) If we also write so that for pure imaginary ranges from to 1, and define (16) the integral equation (15) becomes for . We note that when , (17) shows For and the specified range of , the integrand in (16) is free of singularities, but if is small, it is necessary to sample rather finely the range of integration in the vicinity of the origin. Alternatively, the integral can be regularized by subtracting out the contribution of the factor and evaluating this analytically.
The standard procedure for solving an integral equation like (17) is to expand in a set of basis functions , viz.
where are coefficients to be determined. The choice of pulse or piecewise-linear basis functions works well for an electric or magnetic field integral equation for which the kernel is singular. The matrix for the coefficients is then strongly diagonal and well conditioned. For the present problem the kernel is not singular. Either of the above choices leads to a poorly conditioned system, but the behavior of the known solution in the special case and the fact that we only deal with lead us to consider a power series expansion. With
, (18) In (21) the term serves as the excitation. To solve (21) for the coefficients we can choose to enforce it at equally spaced points (point matching) in . This leads to the discrete system (23) where is the vector containing the coefficients, is the excitation vector with elements , and is a square matrix with entries . Inversion of the matrix specifies the and, hence, from either the Taylor series (19), or the combination of (17) and (19). The latter is referred to as the integral-Taylor series and evaluates by substituting (19) into (17). If we have , and the known solution is then , which is readily computed from the available approximations [8] for the Maliuzhinets function . For , Figs. 1 and 2 (note the expanded scale in these figures) show the real and imaginary parts of computed using the Taylor and integral-Taylor series respectively. The convergence is very rapid. When the integral-Taylor series provides two decimal-place accuracy, but the Taylor series only one. However, when both series provide three decimal-place accuracy, and this is evident from the comparison with . The behavior is similar for other and . To determine for values of throughout the strip of analyticity , it is only necessary to insert the corresponding into the right-hand side of (17), and for real ranges from to .Because of the finite radius of convergence of the Taylor series, it is not sufficient to compute directly from (19). Outside the strip of the analytic continuation, the solution is provided by the difference (14). For and a sequence of from to , the real and imaginary parts and modulus of are shown as a function of (real) , in Fig. 3 . When the results are in excellent agreement with the computed values of , which is the exact solution. Also, for all the moduli are indistinguishable from those in [6, Fig. 8 ].
V. CONCLUSION
A key feature of the method is the reduction in the period of the second order difference equation that results from the application of Maliuzhinets' technique. For an impedance wedge of arbitrary angle illuminated by a plane wave at skew incidence, this reduction is always possible if the surface impedances (which may be anisotropic) are the same on both faces. The strip of the plane within which the required solution must be free of poles and zeros then spans all three terms of the difference equation, and this permits the application of a Fourier transform. We have already found that the method works for a half plane with anisotropic boundary conditions, leading to the first exact solution for this diffraction problem. In its present form, however, the method is limited to problems that admit solutions which are O(1) as . In contrast to the approach taken in [6] that is basically analytic but still computationally cumbersome, the present method is extremely simple. The numerical solution presented is based on a 3-to 6-term Taylor series expansion and needs little more than a hand calculator to carry out. The method could even be regarded as semi-analytic since the integral expression (20) for can be evaluated analytically. An interesting aspect of the solution is the conversion of the usual edge condition to an excitation for the solution of the resulting integral equation.
