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1. INTRODUCTION 
One of the interesting problems in approximation theory is to determine 
the conditions under which a function defined on a real interval can be 
extended to a larger set so that the extended function satisfies certain 
smoothness conditions. Thus, for example, S. N. Bernstein proved the 
following theorem [ 1, 51. 
THEOREM 1.1. Let f be a continuous function on I-1, 11, 
E,(f) = inf 
PEZ” 
xyf,, If@> -all (1.1) 
where rt, is the class of all polynomials of degree at most n. Then 
lim SUP pn(f)]l'n = i/p < 1 
n-x 
(1.2) 
if and only iff can be extended as an analytic function in the interior of the 
ellipse with foci at f 1 and the sum of half axes equal top. 
Similar theorems relating the growth of analytic functions to the approx- 
imation of their restriction to the real line were proved by Bernstein [ 11, 
Varga [lo] and Mhaskar [7] among others. 
The late Professor Geza Freud suggested that I should try to obtain 
similar results when the extended function u is not necessarily analytic, but 
satisfies the heat equation 
a2upx2 = au/at, XE R. (1.3) 
Of course, the problem is interesting only when u is required to satisfy (1.3) 
for t < 0. 
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Such a backward solution of the heat equation has attracted the attention 
of many mathematicians before. Thus, in the treatise of Gelfnd and Shilov 
[ 21 one finds that if the original function f is the restriction to the real line of 
an entire function satisfying certain growth conditions, then it can be 
prolonged backwards as a solution of (1.3) for -T< t < 0, where T can be 
estimated in terms of the type of f. If one stipulates that the extended 
function u not only satisfies (1.3), but is also analytic in the variable t, and 
makes, in addition, the a priori assumption that f is infinitely many times 
differentiable, then a Cauchy-Hadamard-type formula is known to give the 
extent of such a prolongation. (See, for example, Widder [ 11) or Kampe de 
Ferriet 141.) 
In this paper, we shall consider a function f which satisfies the only a 
priori condition that 
I",: lf(~)l'dX< O"* (1.4) 
The extended function u will also be required to satisfy only a few 
relatively mild conditions. These conditions, being somewhat technical, will 
be explained later after we have developed some notation. We shall then give 
a precise formula similar to (1.2) in Theorem 1.1 of Bernstein, for the extent 
to which such a prolongation is possible. 
In fact, we shall prove a theorem which, along with its variant for periodic 
functions, will answer not only the above question, but also imply a theorem 
of Hardy-Littlewood about fractional derivatives and the theorem of 
Bernstein mentioned above, all in one stroke. 
The main problem in these investigations was to determine the appropriate 
class of approximants. The connection between analytic functions and the 
backward solution found in the Gelfand-Shilov treatise, together with the 
theorems of Bernstein, Varga, and Mhaskar, point towards polynomial 
approximation. The results of Kampe de Ferriet are also given in terms of 
the orthogonal polynomial expansion of the original function. Although we 
were able to establish several results connecting weighted polynomial 
approximation and heat equation 161 which were interesting to us, the 
original problem as posed by Professor Freud could not be solved satisfac- 
torily in th- framework of the theory of weighted polynomial approximation. 
One of the purposes of this paper is to demonstrate how approximation by 
entire functions of finite exponential type leads to a satisfactory theory. After 
the result is known, it is not too hard to prove, which reaffirms the suitabiity 
of this class of approximants for handling the problems of prolongation. 
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2. NOTATIONS 
We say thatfE L’(lR) if 
llfll = llfllz = [,“I Ifc# Qq2 < 00. (2.1) 
-lx 
Recall that a function g defined on the complex plane C is of exponential 
type at most CJ if it is analytic on the entire plane and if for every E > 0, there 
is an A, > 0 such that 
If(z)I GA,evl(a + ~1 l41, z E c. (2.2) 
The smbol M, will denote the class of all functions in L’(R) which are 
restrictions to m of entire functions of exponential type at most 0. Put 
E,(f) = ,$ llf-gll~ 0 (2.3) 
For fE L’(R), f will denote its Fourier transform and f its inverse Fourier 
transform. We have 
llfll = llfll = lI”n (2.4) 
Let m: IR --) [0, co) be an even, continuous function nondecreasing on 10, co) 
with m(x) --) 00 as x-+ co. Of particular interest to us will be the examples 
etX2 ,e ‘lx’, t > 0 and IxI”, OL > 0. Put 
F, = (fE L2(R): mfE L’(lR)}. (2.5) 
Also. 
A (f) = lim sup log m(a) 
O’cc -1% E,(f) . 
(2.6) 
3. MAIN RESULTS 
THEOREM 3.1. Letf E L’(lR). 
(a) IfA < 1, thenfEF,. 
(b) IfA > 1, then f 6J F,. 
(c) There arefunctionsf, E F,, f2 @ F, for which A(f,) =A(f,) = 1. 
Before we proceed further, let us elaborate more on what we mean by 
extending a function f E L2(IR) backwards as a solution of heat equation. 
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The main problem we face here is one of uniqueness. It is well known that in 
absence of any other conditions, the initial value problem 
a2u/ax* = au/at, XE iR, t> 47, 
4x9 to> = g(x) 




k(x, t) = (l&G) exp(-x2/(4t)). 
Thus, even if u(x, t) is a heat function in -T < t < 0 and u(x, 0-) =f(x) it is 
likely that when we solve the initial value problem for the heat equation with 
u(x, t,) (-T < t, < 0) in the standard fashion, we may not get 
U(u(*, to), to; 4 0) =f(x). w orse, there might be two functions U, and u2 
with the following properties: 
u,(x,O-) = u,(x, o-) =fix), 
a*u,lax2 = aujjat, XE iR, -Tj<t<O, T,#T>, 
uj cannot be extended as a heat function beyond -Ti. 
Such pathologies are avoided if, instead of calling every heat function u 
with u(x, 0) =f(x) an extension off, we concentrate only on those u from 
which we can reconstruct f by solving the appropriate initial value problem 
in the standard way. For our corollary to work, we have to require, in 
addition, that for every t, u(x, t) E L2(lR) as a function of x. 
Similar considerations prevail for extension as a harmonic function. 
COROLLARY 3.2. LetfE L2(lR). Then 
1 1 
T = lim+sf 2 log E,(f) > 0 (3.1) 
if and only iff can be extended to a solution u of the heat equation 
ahla.9 =aqat 
in the interior of the strip x E R, -T < t < 0 in the sense that for every t with 
-T<t<O, 
f(x) = $ill rrn exp j i 
(X-Y)’ 
- 4 ,t, 1 U(Y, t) dyy 
where u( y, t) E L’(lR). 
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COROLLARY 3.3. Let f E L2(IR). Then 
1 1 
H = li;&f o log E,(f) > 0 (3.2) 
if and only lyf is a restriction to IA of a function g(x, y) which is harmonic in 
the interior of the half-plane y > -H such that g(x, y) E L2(1Fi) for every 
y > -H and 
f(x) = I;= y2 +2;xyy- t)2 g@ y) dt. 
COROLLARY 3.4. Let f E L’(R); 0 < a < 1. Then the following are 
equivalent: 
(a) f E Lip p for every /I with 0 < p < a, i.e., /If (x + t) -f (x)1/ = 
o(144)r 0 <P < 1; 
(b) for every /I with 0 < p < a, f is the /?th-order fractional integral of 
a function in L’(R). 
Remarks. (1) Normally, in the theory of multipliers, one looks for the 
functions M such that MSE L2(IR) whenever f E L’(R). Theorem 3.1 deals 
with a sort of converse problem to determine a subspace of L’(R) which can 
be multiplied by a function which does not multiply the whole of L’(R). 
(2) From the converse theorems of approximation theory (see, for 
example, Nikolskii 181) it follows from (3.2) that if f is not infinitely many 
times differentiable, then it cannot be extended as a backward solution of the 
heat equation. However, this does not have to be assumed a priori. Similarly, 
we are not requiring any conditions on the behaviour of the backward 
solution with respect to the variable t. 
(3) Corollary 3.4 was originally proved by Hardy-Littlewood using 
completely different techniques [ 31. 
4. PROOFS 
LEMMA 4.1. For f E L2(IR), CJ > 0, 
E:(f)=~,X,>u~j(~)~2 dx. (4.1) 
ProoJ According to the Paley-Wiener theorem [9], a function g E M, if 
and only if i(x) = 0 a.e. for /x I > cr. Thus, if 
409!9ma 
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I,(x) = 0 if 1x1 > u, 
=S(x> if Ixi<a, 
(4.2) 
then 
E:(f) < Irn I f(x) - ll,(x>12 dx = la I f(x) - I,(x)1 2 dx 
-m -m 
=1 ,x,>o l.&)I’dx. 
If E > 0, then find g E M, such that 
(4.3) 
E:(f) + E > lrn I S(x) - &)I2 dx 
-m 
=im I.?(x)-i(x)l’dx -02 
=I ,x,>glf(“)12dx+j I.&> - &)I’ dx IXI<U 
> I ,x,>o l?W2 dx (by Paley-Wiener theorem). (4.4) 
(4.1) follows from (4.3) and (4.4). 1 
It is clear that forfE L’(lR), m?E L’(lR) if and only if (m + l)SE L’(R). 
Thus, we may assume that m(x) > 1 for all x. Then 
Q(x) = 1% m(x) (4.5) 
is also even, nonnegative, continuous and Q(x) + 03 as x -+ co. Then for 
sufliciently large k, say, k > K(Q), we can find pk such that 
Q(PJ = k. (4.6) 
LEMMA 4.2. For N > K(Q), 
I 4x1 f(412 dx 
n=N 1x1 >P’v 
< e2 2 e’“Ei,(f). 
n=N 
(4.7) 
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Proof: 
( ‘m(x)f(x)12 dx = f’ 1 I 44?(x>12 dx ” III >P, k=N Pk<lXI<Pk+, 
j ‘m(x)Ax)12 dx = c i’ I ~(x>.h)12 dx 
1.x >P, k:N P,< IX/ <Pk+, 
> 2 ezk . 
k = N I ‘f(x)‘2 dx pk<lXIGPk+, 
If( dx 
= (e’ - 1)/e’ c ezn i,,, )p If(x dx 
II = 1-3 n 
= (e’ - 1)/e’ T e’“E&(f>. 
” =A 
(4.9) 
(4.7) follows from (4.8) and (4.9). 1 
Proof of Theorem 3.1. By Lemma 4.2, fE F, if and only if the point 
x = e2 is within the domain of convergence of the power series C E;,(f) x”. 
Theorem 3.1(a) and (6) now follow from the Cauchy Hadamard formula. To 
prove (c), suppose that pk is defined for all k > N. Put 
g,(x) = 0 if O<lxl<pN, . 
g2(x> = 0 if O<lxl <Ph., 
1 
= <\lp,,-p,> 4x1 ew2 
if pk<‘x’<pk+l, k>N. (4.11) 
Then it is easy to check, using Lemma 4.1 with f, = g, and f2 = g2, that we 
have A(f,) = A(f2) = 1, but by Lemma 4.2, f, 66 F, andf, E F,. 1 
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Proof of Corollary 3.2. Observe that we are looking for u(x, t) such that 
f(x) = e-‘XZu^(x, t), i.e., for values of t for which elX*Ax) E L*(R). In view of 
Theorem 3.1, T of Eq. (3.1) is the supremum of all such t. 1 
Proof of Corollary 3.3 is similar. 
Proof of Corollary 3.4. From the direct and converse theorems of 
approximation theory, statement (a) is equivalent to 
E,(f) = 0( l/a4) for every p, 0 < ,6 < a. (4.10) 
Theorem 3.1 translates (4.10) into the fact that for every p with 0 < p < a, 
]x]~~(x) E L’(lR) which is statement (b). 1 
5. PERIODIC FUNCTIONS 
All of the above theorems have their obvious analogues for periodic 
functions as well as for functions of several variables. We shall elaborate on 
the case of periodic functions since it offers a few new features. 
Let IH, be the class of all trigonometric polynomials of degree at most n. 
IffELP[--7C,rr] is 27r-periodic (1 <p< oo), put 
E,*(p,f) = j$ llf - TII,. (5.1) ” 
Here 
(5.2) 
Define the Fourier coefficients c, off by c,(f) = l/e jlI,f (x) epinx dx. 
Let (m,) be an increasing sequence of positive numbers such that m, -+ 03 as 
n+ co. Put 
G,(p) = f E LP[-n, n]: 
i 
F ctlmlnle inx E LP[-7r, 7TI ) 
n=--a) I 
(5.3) 
B(p,f) = lim sup log m, 
n+m 1 . 
log E,(p,f) 
With the same arguments as before one can prove 
THEOREM 5.1. 
(a) rfB(2,f) < 1, then f’Z G,(2). 
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(b) IfB(2,f) > 1, thenfe G,(2). 
(c) There are fl,fi E L2[--7c, z] such that B(2,f,) =B(2,f,) = 1, 
A E G,(2), L @ G,(2). 
(4 If 
? k/m, = O(n/m,) 
km 
and 1 <P, r< co, then B(p,f) =W,.f), G,(P) = G,(r). 
A proof of part (d) czn be based upon the inequality 
and certain standard techniques found in the treatise of Nikolskii [8]. 
(Inequalities (5.4) can also be found there.) 
Now, we demonstrate how Bernstein’s Theorem 1.1 can be obtained using 
this theory. Let fE Cl-l, 11. Then f(cos 0) E C[--7~, rr] and 
E,*(co,f(cos 0)) = E,(f). Let f(cos 0) - C c,eine. Putting eie = z, 
g(z) =f(cos 0) defines a function on the unit circle, ]z / = 1. Now, f has an 
analytic extension to the interior of an ellipse with foci at f 1 and the sum of 
semi-major axes equal to p > 1 provided g has an analytic extension to the 
interior of the circle ]z I = p, i.e., if and only if C c,r”e”@ converges for 
1 < r < p. This happens if and only if Cn>,, c,r”e’“’ converges (since r > 1). 
Theorem 5.1 then gives us log p = lim infnAW I/n log l/(E,(f)) which can 
easily be translated into 
l/p = lim sup [E,(f)]““. 
n+m 
This proves Bernstein’s theorem. 
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