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Plastic deformation in amorphous solids is known to be carried by stress-induced localized re-
arrangements of a few tens of particles, accompanied by the conversion of elastic energy to heat.
Despite their central role in determining how glasses yield and break, the search for a simple and
generally-applicable definition of the precursors of those plastic rearrangements — the so-called
‘Shear Transformatoin Zones’ (STZs) — is still ongoing. Here we present a simple definition of
STZs — based solely on the harmonic approximation of a glass’ energy. We explain why and
demonstrate directly that our proposed definition of plasticity-carriers in amorphous solids is more
broadly applicable compared to anharmonic definitions put forward previously. Finally, we offer an
open-source library that analyzes low-lying STZs in computer glasses and in laboratory materials
such as dense colloidal suspensions for which the harmonic approximation is accessible. Our results
constitute a physically-motivated methodological advancement towards characterizing mechanical
disorder in glasses, and understanding how they yield.
Introduction.—It has been known since the seminal
works of Spaepen and Argon in the late 70s [1, 2] that
plastic flow in amorphous solids proceeds via stress-
induced localized rearrangements of small clusters of par-
ticles. Those rearrangements, their collective dissipa-
tive dynamics and spatio-temporal correlations give rise
to many emergent phenomena such as plastic strain lo-
calization [3–6], shear banding [7–9], system spanning
avalanches of plastic activity [10–17], and macroscopic
yielding [18–20].
A first-principles understanding of these emergent phe-
nomena calls for the identification and statistical quan-
tification of the microstructural entities that constitute
the precursors of stress-induced dissipative rearrange-
ments in amorphous solids. Those precursors and their
micromechanical nature were envisioned by Falk and
Langer two decades ago [21], and subsequently coined
Shear Transformation Zones (STZs). Phenomenological
theories [5, 21–24] and several variants of elasto-plastic
lattice models [7, 15, 25, 26] were since put forward,
building on the premise that a population of STZs is en-
coded in a glass’ structure, and serves as the key vehicle
for plastic deformation and macroscopic yielding.
Substantial computational research efforts have been
dedicated to the search for structural indicators that
serve as faithful representatives of STZs, see Ref. [27] for
an extensive review of those efforts. In parallel, microme-
chanical theories of elastoplastic instabilities, formulated
within the potential energy landscape picture [28], have
been put forward, both in the harmonic [11, 29, 30] and
anharmonic [31–33] regimes. In these formulations, STZs
are represented by destabilizing modes (putative dis-
placement fields about the mechanical equilibrium state)
whose associated energies vanish continuously upon ap-
proaching the onset of elastoplastic instabilities under ex-
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ternal deformation [32]. Using harmonic modes to detect
STZs is a natural starting point, as they are simple and
efficient to calculate.
One clear limitation of the harmonic formulation of
elastoplastic instabilities is the tendency of soft, quasilo-
calized vibrational modes — that destabilize under ex-
ternal deformations — to hybridize with other low-
frequency modes, primarily phononic [32, 34, 35], but also
quasilocalized [33]. Consequently, the utility of harmonic
analyses in exposing quantitative information regarding
plastic instabilities is system-size dependent; in partic-
ular, only at strains of order . L−4 away from plastic
instabilities (in systems of linear size L), does quanti-
tative micromechanical information regarding the immi-
nent instability become available by studying the lowest
vibrational mode of a glass [32]. At larger strains away
from instabilities, hybridizations spoil said information,
as demonstrated in Fig. 1 below.
A potential solution to some of the obstacles posed
by hybridization issues seen in harmonic frameworks was
recently put forward, in the form of a nonlinear microme-
chanical framework [32–34, 36]. Within this framework,
the microstructural entities that constitute the precur-
sors of elasto-plastic instabilities are (normalized) dis-
placement fields p˜i, coined plastic modes or cubic modes,
which are defined as solutions to the algebraic equation
∂2U
∂x∂x
· p˜i =
∂2U
∂x∂x : p˜ip˜i
∂3U
∂x∂x∂x : · p˜ip˜ip˜i
∂3U
∂x∂x∂x
: p˜ip˜i , (1)
where U(x) is the potential energy that depends on co-
ordinates x, and :, : · represent double and triple contrac-
tions, respectively. Cubic modes p˜i were shown to fea-
ture nontrivial statistical [33] and micromechanical [32]
properties, and can be considered as one of the most in-
formative representatives of STZs.
In parallel to the apparent utility (see e.g. [33, 37,
38]) of the nonlinear micromechanical framework within
which cubic modes are defined, its general applicability to
computer glass models is limited: in several well-studied
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2FIG. 1. Pseudo-harmonic modes (PHMs) represent STZs in glasses, ranging from ultrastable (Tp=0.2, panels (a)-(d)) to poorly-annealed
(Tp=0.7, panels (e)-(h)). (a) the squared frequencies of a destabilizing PHM pi (solid red line) and vibrational mode ψ (solid black line) of
an ultrastable glass of N=10K particles in two dimensions (2D), subjected to athermal quasistatic shear (see details in A). The horizontal
dashed line indicates the first shear wave frequency ωph=2pics/L, with L and cs(Tp) denoting the box length and (glass-history-dependent)
shear-wave speed, respectively. Panels (b)-(d) show ψ (top row) and pi (2nd row) at the strains indicated in panel (a), corresponding to
strain differences away from the instability of ∆γ= 10−1, 10−2, and 10−5, from left to right. These data show that the firstly-activated
STZ under shear is present in the as-cast glass, in the form of a PHM. Panels (e)-(h) are the same as (a)-(d), but measured in a poorly
annealed glass of N=40K particles, with ∆γ=8×10−4, 2×10−4, and 10−5, from left to right.
models, higher-order (≥ 3rd) spatial derivatives of the
potential energy — necessary for the computation of cu-
bic modes, as evident by Eq. (1) — are either impossi-
ble to evaluate, e.g. in hard sphere glasses, cumbersome
to evaluate, e.g. in the Stillinger-Weber model [39] that
features a 3-body interaction term, or singular by con-
struction, e.g. in Hertzian spheres near the unjamming
point [40–42].
Here we introduce a simple, alternative definition of
soft, quasilocalized modes — referred to in what fol-
lows as pseudo-harmonic modes (PHMs) — and directly
demonstrate that they faithfully represent STZs. A key
feature of PHMs’ is that their definition relies solely on
the availability of the harmonic approximation of the
potential (or free) energy — in the form of the Hes-
sian matrix H ≡ ∂2U/∂x∂x — and not on higher or-
der derivatives, as some previous definitions of STZs do
[33, 34, 36, 43, 44]. As demonstrated below, the PHM
framework is broadly applicable, straightforward, and
computationally efficient. We further provide physical
arguments that motivate our definition of PHMs, and
show that in the zero frequency limit, the frequencies as-
sociated with PHMs converge to those associated with
the softest nonphononic vibrational modes. Finally, we
offer a software library [45] that calculates low-energy
STZs via the presented framework, for any given Hessian
of a glass in mechanical equilibrium.
Pseudo-harmonic modes.—PHMs are putative dis-
placement fields pi about a mechanical equilibrium state,
3for which the cost function [33]
C(z) =
(H : zz)2∑
〈i,j〉
(
zij · zij
)2 , (2)
assumes local minima, i.e. they solve
∂C
∂z
∣∣∣∣
z=pi
= 0 . (3)
Here zij ≡ zj−zi, and the sum in Eq. (2) runs over all
pairs 〈i,j〉 of interacting particles [46]. It is apparent
by examining Eq. (2) that PHMs are accessible in any
system whose Hessian matrix H is available, which is
a major strength of our approach, demonstrated further
below.
Why do PHMs pi — for which the cost function C(z)
given by Eq. (2) assumes local minima — constitute
faithful descriptors of STZs? This point is demonstrated
explicitly in Fig. 1, but can be argued for as follows; when
evaluated at local minima pi of the cost function C(z),
C(pi)’s numerator is expected to be small, and its de-
nominator – large. The numerator of C(z) describes the
square of (twice) the energy associated with z (assum-
ing harmonicity), therefore pi will generally represent a
low-frequency mode. C(z)’s denominator∑〈i,j〉(zij ·zij)2
can be argued to (i) scale as k4 for waves of wavenum-
ber k – and therefore strongly suppress long wavelength
phononic modes, and (ii) be inversely proportional to
z’s participation ratio e(z)≡(N∑i (zi ·zi)2)−1 (demon-
strated in Appendix B) – and is therefore larger (smaller)
for more (less) localized modes. These features of C(z)
explain why PHMs pi that represent its local minima are
generally both soft and quasilocalized modes, as required
in order to constitute STZs.
Solutions pi to Eq. (3) can be readily obtained in two
ways described next.
1. Starting with an initial guess pi(0), repeatedly apply
the mapping
F(pi) = H
−1 · ζ(pi)√
ζ(pi) ·H−2 · ζ(pi)
, (4)
where
ζk(pi)≡
∑
〈i,j〉
(δjk− δik)(piij · piij)piij , (5)
until F(pi)'pi, which can be shown to be equiva-
lent to Eq. (3).
2. Starting with an initial guess pi(0), minimize the
cost function C(z) given by Eq. (2) to obtain a
PHM pi.
The iterative scheme (1) has the advantage of being pa-
rameter free, and only requires solving a set of linear
equations (at each iteration). The minimization scheme
(2) is computationally more efficient, however it inherents
the disadvantage of nonlinear minimization algorithms,
which require the choice of problem-dependent parame-
ters.
An example of a PHM calculated in a two-dimensional
computer glass subjected to athermal, quasistatic (AQS)
shear deformation is shown in Fig. 1. We show that the
harmonic and nonlinear descriptions of the elastoplas-
tic instability agree as the shear strain γ approaches the
instability strain γc. At strains & L−4 away from γc,
the harmonic description breaks down due to phonon hy-
bridizations [32], while the nonlinear description persists
to reflect the geometry and locus of the imminent insta-
bility, up to large ∆γ = γc−γ ' 7% (in the example of
Fig. 1).
General applicability of PHMs.—In Fig. 2 we present
PHMs calculated for various computer glass models for
which extracting soft, quasilocalized modes using the
anharmonic micromechanical framework presented in
[33, 34, 36] is either very difficult or impossible. In par-
ticular, we show a PHM found in as-cast (not deformed)
glasses of (a) hard spheres, (b) Hertzian soft spheres, (c)
the Stillinger-Weber model [39], and finally (d) a Copper-
Zirconium bulk metallic glass (BMG) model [47]. De-
tails about the models and methods are provided in Ap-
pendix A.
FIG. 2. Pseudo Harmonic Modes (PHMs) in various com-
puter glasses: (a) a hard-disk glass, (b) a glass of Hertzian soft
spheres, (c) a Stillinger-Weber tetrahedral glass with 3-body inter-
actions [39], and (d) a CuZr Bulk Metallic Glass [47].
Convergence to nonphononic harmonic modes.—A
stringent benchmark for various definitions of soft,
4quasilocalized modes is the degree of agreement between
their structural and energetic properties, to those asso-
ciated with nonphononic harmonic (vibrational) modes
representing the same soft spots in the material. De-
tailed discussions regarding this benchmarking, and its
implications, can be found in [33].
Here we build an ensemble of PHMs, one for each
glassy sample (see Appendix A for details); we do this by
setting pi(0) to be the softest harmonic mode ψ in a given
glass, which has an energy ω2ψ (setting units such that all
masses are unity). We then map pi(0) =ψ to a PHM pi
with energy ω2pi using either of the two methods described
above (the result is independent of this choice). In Fig. 3a
we compare the obtained solutions pi with low-frequency
harmonic modes by scatter-plotting each mode’s localiza-
tion — as captured by the scaled participation ratio Ne
— versus its associated frequency. We see that PHMs re-
main localized irrespectively of their frequency, whereas
harmonic modes show a strong hybridization with plane
waves above the lowest phonon-frequency ωph = 2pics/L
[35, 48], where cs denotes the shear wave speed. Finally,
we show in Fig. 3(b)-(c) the average relative energy dif-
ferences (ω2pi−ω2ψ)/ω2ψ and the average overlaps 1−|pi ·ψ|,
as a function of the harmonic modes’ frequencies ωψ,
and binned over those same frequencies. We find that
as ωψ→ 0 solutions pi converge both energetically and
structurally to harmonic modes ψ. The implications of
this convergence are discussed below.
Summary and outlook.—Revealing the micromechani-
cal entities that carry plastic flow in amorphous solids
— the Shear Transformation Zones (STZs) — is key to
understanding these materials’ failure mechanisms. To
this aim, various methods designed to identify a popu-
lation of STZs in glassy solids via a harmonic analyses
of their potential energy have been put forward [49–53].
These methods feature appreciable degrees of success in
predicting plastic flow [27], including in experimental se-
tups [54]. However, they typically do not provide a mi-
cromechanical characterization of a single, isolated STZ,
in terms of its energy, orientation, and coupling to ex-
ternal loads, and are further hindered by hybridizations
that typically occur between different vibrational modes.
In this paper we have introduced a simple and
generally-applicable micromechanical definition of STZs.
These objects are referred to here as pseudo-harmonic
modes (PHMs) because they depend solely on the har-
monic approximation of the potential (or free) energy (in
the form of its Hessian matrix). We show that PHMs
can be calculated in a variety of model systems in which
other soft, nonlinear excitations are either inaccessible
or cumbersome to obtain. We demonstrate that PHMs
are good indicators of elastoplastic instabilities in the
athermal, quasistatic limit, and show that their associ-
ated energies in as-cast glassy samples converge to non-
phononic, harmonic modes’ energies, in the low-energy
limit. Finally, an open-source library is offered [45], that
calculates PHMs given a glass’ Hessian matrix.
FIG. 3. Pseudo Harmonic Modes (PHMs) versus harmonic vi-
brational modes: (a) Scaled participation ratio Ne as a function of
frequency ω, calculated in an ensemble of computer glasses in three
dimensions, see Appendix A for model details. Panels (b) and (c)
show the convergence of PHMs’ energy and structure, respectively,
to those of their ancestral harmonic modes. In every panel the
dashed line indicates the lowest phonon-frequency.
The convergence of the spatial structure and energies
of PHMs and of low-frequency, nonphononic harmonic
modes, suggests that the formers’ frequency distribu-
tion follows the same asymptotic ∼ ω4 law, which is
universally-featured by the nonphononic density of states
of structural glasses quenched from a melt [55–57].
The ability to extract the precise displacement field as-
sociated with a single STZ, including very far (in strain)
from its eventual instability, and exclusively using the
harmonic approximation of the energy, opens up a wide
range of new analyses in computer glasses and some ex-
perimental systems. For example, our method could be
used to systematically quantify the properties of STZs in
a wide variety of glass models (available e.g. in LAMMPS
[58]), as a function of composition or material prepara-
tion [59]. In addition, our method could be used to quan-
tify the orientation and density of STZs, and study their
evolution as a function of applied shear strain [60], which
would place strong constraints on continuum models for
plasticity in amorphous solids [5, 21–24].
We note finally that while some interesting insights
into glass physics have been obtained [33, 37, 38] by
investigating soft anharmonic excitations using existing
frameworks [33, 34], an algorithm to detect all such exci-
tations in a given glassy sample is still under development
[61]. The ideas presented here might also find utility in
saddle-point search algorithms such as the Activation-
5Relaxation Technique [62], or in searches for two-level
system in computer glasses [63].
A readily usable PYTHON package to detect soft spots
in structural glasses is available at [45]. It includes doc-
umentation and a minimal example.
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Appendix A: Computer glass models
1. Inverse Power Law
The results shown in Figs. 1 and 3 in the main text are
for polydisperse soft spheres in two and three dimensions,
respectively, interacting via an inverse power law poten-
tial. A detailed description of this model is provided in
Ref. [64]. We utilize SWAP Monte Carlo [65, 66] (MC)
to prepare glasses with various degrees of stability. The
later is controlled by the parent temperature Tp of the
equilibrium states from which our glasses were instanta-
neously quenched. Finally, we quench our configurations
to zero temperature via an energy minimization using a
conjugate gradient algorithm [67].
Athermal quasistatic shear deformation [29] is per-
formed using Lees-Edwards periodic boundary conditions
[68] with a strain step δγ = 10−5, which is at least one
order of magnitude lower than the typical strain between
subsequent plastic instabilities.
2. Hard disks
We prepare dense equilibrium polydisperse hard-disk
configurations with N = 1600 particles using SWAP MC.
We choose the same continuous polydispersity as pro-
posed in Ref. [65] with diameter distribution P (σ)∼σ−3
from σm = 1 to σM = 2.2. This choice results in a high
polydispersity ∆ =
√
σ2 − σ2/σ ' 22% and as a result
one avoids crystallization. Throughout our simulations
lengths are in units of σ. Initial configurations are pre-
pared via minimization of harmonic soft spheres at a high
packing fraction φ ' 0.82−0.84. We then perform a MC
run in the NPT ensemble where the box edge is allowed
to fluctuate by around 3% of its length. In Fig. 4a, we
show the compressibility Z = P/(ρkBT ) as a function of
FIG. 4. (a) Compressibility Z = P/(ρkBT ) as a function of the
packing fraction φ. The solid line is the equation of state taken from
Ref. [69], empty black symbols are Molecular Dynamics results from
Ref. [70] , and red empty squares are SWAP Monte Carlo simula-
tions performed in the NPT ensemble. (b) Typical low-frequency
transverse phonon. (c) Density of states in hard-disk glasses with
N = 1600 prepared at Z = 35. The vertical dashed lines indicate
the frequencies of the first and second shear waves.
the packing fraction φ. As previously demonstrated [65],
SWAP MC enables the preparation of equilibrium con-
figurations far above the glass transition packing fraction
φg'0.7.
Having generated equilibrium dense hard-disk configu-
rations, we perform MC simulations in the NVT ensem-
ble to compute the positions covariance matrix
Cij = 〈ui(t)uj(t)〉T , (A1)
with the particle displacement vector ui = xi−〈xi〉 from
its average position. Note that during this procedure
we have removed possible drift due to the motion of the
center of mass of the simulation box. The Hessian matrix
of the system follows from the equality [71]
Hij =
kBTC−1ij
mi
, (A2)
with kB the Boltzman constant and where particle masses
are equal and set to unity. Full diagonalizations are per-
formed using the LAPACK library. In Fig. 4b, we show
a typical phonon found in deeply equilibrated hard-disk
glasses. Furthermore, we have generated an ensemble of
128 configurations for Z'35 and computed the density of
states D(ω) with frequency ω (see Fig. 4c). As discussed
6in depth in Ref. [35], we observe a finite size regime at
low-frequencies with distinct phonon bands followed by a
continuous “phonon sea” at higher frequencies. Consis-
tent with the degeneracy level of phonon bands, we have
found 4 modes in both the first and second bands.
The extraction of PHMs requires the contact network
of pairs {ij} to be able to compute the denominator of
the cost function defined in Eq. (2) of the main text.
As contacts are not accessible in hard particles, we have
chosen the 6 closest neighbors of each particles (first peak
of the radial distribution function). We have checked that
the energy and structure of the modes are not affected in
any appreciable manner by this choice.
3. Other models
A complete description of the Hertzian, Stillinger-
Weber, and CuZr BMG models can be found in Ref. [57].
FIG. 5. (a) The demoninator of the cost function C(z), evaluated
for PHMs pi, and plotted against the scaled participation ratio Ne,
measured for glassy samples of N = 2000 particles of the polydis-
persed soft spheres model discussed in e.g. [38]. Here the degree of
localization is varied by considering glasses quenched from different
parent temperatures Tp as indicated by the legend. (b) Same as
panel (a), this time for a single parent temperature Tp = 0.55 (in
simulation units), but different system sizes.
Appendix B: Cost function denominator
In Fig. 5 we present data that demonstrates that the
denominator of the cost function C(z) (see Eq. (2) in
the main text) follows
∑
〈i,j〉(zij · zij)2 ∼ 1/
(
Ne(z)
)
,
where e(z)≡ (N∑i (zi · zi)2)−1 is the conventional par-
ticipation ratio, N is the system size, and z denotes a
normalized (z · z= 1) putative displacement field. This
means that the denominator of the cost function C(z) is
larger (smaller) for more (less) localized modes, therefore
promoting localization of its minima pi (the PHMs). In
Fig. 5 we vary both the system size, and the degree of
modes’ localization – the latter is known to be affected
by the degree of supercooling, captured by their parent
temperature Tp [38].
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