Gradient Estimate for Solutions to Poisson Equations in Metric Measure
  Spaces by Jiang, Renjin
ar
X
iv
:1
10
1.
10
16
v2
  [
ma
th.
AP
]  
15
 Se
p 2
01
1 Gradient Estimate for Solutions to Poisson Equationsin Metric Measure Spaces
Renjin Jiang
Abstract. Let (X, d) be a complete, pathwise connected metric measure space with a locally
Ahlfors Q-regular measure µ, where Q > 1. Suppose that (X, d, µ) supports a (local) (1, 2)-
Poincare´ inequality and a suitable curvature lower bound. For the Poisson equation ∆u = f on
(X, d, µ), Moser-Trudinger and Sobolev inequalities are established for the gradient of u. The
local Ho¨lder continuity with optimal exponent of solutions is obtained.
1 Introduction
Let M be an n-dimensional (n ≥ 2) complete, connected Riemannian manifold with Rieman-
nian metric ρ. Denote by ∆, ∇ the Laplace-Beltrami operator and the gradient on M, respectively.
Assume that the Ricci curvature is bounded from below by a constant K ∈ R, i.e.,
(1.1) Ricx(X, X) ≥ −K|X|2, ∀ x ∈ M, X ∈ TxM.
Let p and {Pt}t>0 be the heat kernel and heat semigroup of the Laplace-Beltrami operator on
M, respectively. In 1986, a breakthrough was made by Li and Yau in [25], where they obtained
pointwise estimates on p and the gradient of p, ∇p. When M has non-negative Ricci-curvature,
their estimates read as:
C
V(x, √t) exp
{
−ρ(x, y)
2
ct
}
≤ p(x, y, t) ≤ C
V(x, √t) exp
{
−ρ(x, y)
2
c˜t
}
,
|∇x p(x, y, t)| ≤ C√
tV(x, √t) exp
{
−ρ(x, y)
2
ct
}
,
where V(x, √t) denotes the volume of the metric ball B(x, √t). Li-Yau type estimates have turned
out to be powerful tools in many branches of modern mathematics, see, for example, [27, 39] for
applications to Poisson equation on Riemannian manifold with non-negative Ricci curvature.
On the other hand, Gross [15] derived the remarkable Gaussian Sobolev inequality∫
Rn
| f (x)|2 ln | f (x)| dν(x) ≤
∫
Rn
|∇ f (x)|2 dν(x) + ‖ f ‖2L2(ν) ln ‖ f ‖L2(ν),
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2 R. Jiang
where ν denotes the Gaussian measure on Rn, which is also referred to as the logarithmic Sobolev
inequality. While the classical Sobolev inequality highly depends on the dimension n, the loga-
rithmic Sobolev inequality is uniform in all dimension n, which enables one to extend it to infinite
dimension. Moreover, when passing from Euclidean spaces to Riemannian manifolds, the loga-
rithmic Sobolev inequality (in different forms) even reflects some deep geometric properties.
Recall that “square of the length of the gradient”, which is due to Bakry and Emery [3], is
defined as
Γ2(u, u) = 12∆(|∇u|
2) − 〈∇∆u,∇u〉, u ∈ C∞(M).
The diffusion semigroup is said to have curvature greater or equal to some K ∈ R, if
(1.2) Γ2(u, u) ≥ −K〈∇u,∇u〉, ∀u ∈ C∞(M).
It is well known that (1.2) is equivalent to (1.1). Moreover, they are all equivalent to:
(1.3) Pt(u2) − (Ptu)2 ≤ e
2Kt − 1
K
Pt(|∇u|2), ∀t ≥ 0, ∀u ∈ C∞c (M),
Pt(u2 log u2) − (Ptu2) ln(Ptu2) ≤ 2(e
2Kt − 1)
K
Pt(|∇u|2), ∀t ≥ 0, ∀u ∈ C∞c (M),
see [2]. Wang [37] showed that (1.1) is also equivalent to the so-called dimension-free Harnack
inequality; see also [38].
Our main aim in this paper is to provide a semigroup approach via the logarithmic Sobolev
inequality (1.3), instead of Li-Yau type estimates for the gradient of the heat kernel, to study
the local behavior of solutions to the Poisson equation ∆u = f . Taking a Riemannian manifold
that satisfies (1.3) as a guiding example, we will single out the crucial assumptions necessary for
our semigroup approach, by formulating the arguments in an abstract metric space. Our results
indicate that already the logarithmic Sobolev inequality (1.3) together with a 2-Poincare´ inequality
(see (1.4) below) is sufficient to guarantee Euclidean type local behavior of solutions to Poisson
equation.
Let us now describe the metric setting. Let (X, d) be a complete, pathwise connected metric
measure space. Suppose that (X, d) is endowed with a locally Q-regular measure µ, Q > 1, where
local Q-regularity means that there exist constants CQ ≥ 1 and R0 ∈ (0,∞] such that for every
x ∈ X and all r ∈ (0,R0),
C−1Q r
Q ≤ µ(B(x, r)) ≤ CQrQ.
The reader interested in Riemannian manifolds should here think X to be a weighted Riemannian
manifold.
By the work of Buser [7], each complete Riemannian manifold with Ricci-curvature bounded
from below admits a local 2-Poincare´ inequality. Correspondingly, we assume a (weak) 2-Poincare´
inequality on (X, d, µ). That is, there exist CP > 0 and λ ≥ 1 such that for all Lipschitz functions u
and each ball Br(x) = B(x, r) with r < R0,
(1.4)
?
Br(x)
|u − uBr(x) | dµ ≤ CPr
(?
Bλr(x)
[ Lip u]2 dµ
)1/2
,
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where and in what follows, for each ball B ⊂ X, uB =
>
B u dµ = µ(B)−1
∫
B u dµ, and
Lip u(x) = lim sup
r→0
sup
d(x,y)≤r
|u(x) − u(y)|
r
.
Although our results work for λ > 1 as well, we will assume throughout the paper, that λ = 1, for
simplicity. See [20, 18, 22] for more about the Poincare´ inequality on metric measure spaces.
For a locally Lipschitz continuous function u, define its H1,p(X) norm (p > 1) by
‖u‖H1,p(X) := ‖u‖Lp(X) + ‖Lip u‖Lp(X).
Then the Sobolev space H1,p(X) is defined to be the completion of the set of all locally Lipschitz
continuous functions u with ‖u‖H1,p(X) < ∞. By the work of Cheeger [9], we can assign a derivative
to each Lipschitz function u. In what follows, let D be a Cheeger derivative operator in (X, d, µ).
It is shown in [9] that |Du| is comparable to Lip u for each locally Lipschitz continuous function
u, and D satisfies the Leibniz rule; see Section 2 for details. Actually, the construction of D is
irrelevant for our approach as long as D has the properties above and comes with an associated
inner product, with Du · Du comparable to the square of Lip u. In the Riemannian setting, we
simply consider ∇u with the Riemannian inner product 〈∇u,∇φ〉. The local Sobolev space H1,ploc (X)
is defined as usual. For an open set U ⊂ X, the space H1,p0 (U) is defined to be the closure in H1,p(X)
of Lipschitz functions with compact support in U.
Let Ω ⊆ X be a domain. As in the Riemannian setting, a Sobolev function u ∈ H1,2(Ω) is called
a solution of ∆u = g in Ω, if
(1.5) −
∫
Ω
Du(x) · Dφ(x) dµ(x) =
∫
Ω
g(x)φ(x) dµ(x), ∀φ ∈ H1,20 (Ω).
Biroli and Mosco [5] studied the Poisson equation by assuming that µ is doubling and that a 2-
Poincare´ inequality holds. In their paper, the Green function, existence of solutions and Ho¨lder
continuity of solutions are studied. We remark that the Ho¨lder continuity in [5] is obtained from
Moser iteration and the exponent of Ho¨lder continuity is not of exact form. For potential theory
on metric spaces, we refer to [6].
Our main aim is to establish a Moser-Trudinger type inequality and Sobolev inequality for
the gradients of solutions. Thus, modelling (1.3), we assume the following curvature condition.
Assume that there exists a nonnegative function cκ(T ) on (0,∞) such that for each 0 < t < T and
every g ∈ H1,2(X), we have∫
X
g(y)2 p(t, x, y) dµ(y) ≤ (2t + cκ(T )t2)
∫
X
|Dg(y)|2 p(t, x, y) dµ(y)
+
(∫
X
g(y)p(t, x, y) dµ(y)
)2
(1.6)
for almost every x ∈ X, where p(t, x, y) refers to the heat kernel associated to the Dirichlet form∫
X D f · Dg dµ, see Section 2 for details. In the Riemannian setting, p is the usual heat kernel. The
function cκ(T ) should be viewed as a consequence of some abstract lower curvature bound −κ,
and it is non-decreasing as one can deduce from the assumption. Many examples in the classical
smooth setting can be found in [2, 3, 10, 15, 37, 38].
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Further examples include compact Alexandrov spaces with curvature bounded from below. It
is well known that the (local) Poincare´ inequality (1.4) holds on Alexandrov spaces with curvature
bounded from below; see, for instance, [40]. Very recently, Gigli et al verified that (1.6) holds on
them, see [13, Theorem 4.3].
Lott and Villani ([26]) and Sturm ([35, 36]) independently introduced and analyzed Ricci cur-
vature in metric measure spaces via optimal mass transportation. On a metric space with Ricci
curvature (in the sense of Lott-Sturm-Villani) bounded from below that additionally satisfies a
local angle condition, a semi-concavity condition and that the pointwise Lipschitz constant coin-
cides with the length of the gradient, (1.6) holds by results of Koskela and Zhou [24, Corollary
6.2] (that employ the contraction property of the gradient flow of entropy due to Savare´ [30]).
Koskela et al [23] established the Lipschitz regularity of Cheeger-harmonic (i.e.∆u = 0) func-
tions under the above assumptions. They also showed for the space (Xα, | · |, dx), where | · | denotes
the Euclidean metric, dx the Lebesgue measure, α ∈ (pi, 2pi),
Xα = {(r cos φ, r sin φ) ∈ R2 : φ ∈ [0, α], r ≥ 0},
that (1.6) does not hold and that there exists a Cheeger-harmonic function which is not locally
Lipschitz continuous. On the other hand, the space (Xα, | · |, dx) with α ∈ (0, pi] satisfies our
assumptions. Under the same assumptions, for the Poisson equation ∆u = g, the local Lipschitz
continuity of solutions u is established when g ∈ Lp with p > Q in [19].
We are in position to state our first gradient estimate.
Theorem 1.1. Let Q ∈ (1,∞) and assume that (1.4) and (1.6) hold. Then there exist c,C > 0
such that for all u ∈ H1,2(8B) and g ∈ LQ(8B) that satisfy ∆u = g in 8B, where B = BR(y0) with
256R < R0, ?
B
exp
 c|Du(x)|(1 + √cκ(R2)R)C(u, g)

Q
Q−1
dµ(x) ≤ C,
where C(u, g) = R−Q/2−1‖u‖L2(8B) + ‖g‖LQ(8B).
The technical requirement 8B and R < R0/256 can certainly be relaxed. The point is that, in
the abstract setting, when dealing with an equation that ∆u = g in λB for some λ > 1, we need to
consider an auxiliary equation in a ball bigger than λB; see our arguments in Section 4.
Let us consider the Poisson equation ∆u = g with g ∈ Lploc (X) and p < Q. Since u belongs to
H1,2loc (X) by definition, it is then natural to restrict p ∈ (2∗,Q) ∩ (1,Q), where 2∗ = 2QQ+2 . Notice
that 2∗ < 1 only for Q < 2. We have the following result.
Theorem 1.2. Let Q ∈ (1,∞), p ∈ (2∗,Q) ∩ (1,Q) and assume that (1.4) and (1.6) hold. Then
there exists a constant C such that for all u ∈ H1,2(8B) and g ∈ Lp(8B) that satisfy ∆u = g in 8B,
(?
B
|Du|p∗ dµ
)1/p∗
≤ C(1 +
√
cκ(R2)R)
R−1
(?
8B
|u|2 dµ
)1/2
+ R
(?
8B
|g|p dµ
)1/p ,
where B = BR(y0) with R < R0/256 and p∗ = QpQ−p .
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How to prove the above results? As mentioned above, we use a semigroup approach. This
method was introduced in [8] in the Euclidean setting to study variable coefficient parabolic equa-
tions, and was applied in [23] to Lipschitz continuity of Cheeger-harmonic functions; see Section
3 below. By using this method, for the auxiliary equation ∆v = gχ8B in 256B, we obtain a point-
wise estimate for the gradient of v by generalized Riesz potentials based on the heat semigroup.
By using the mapping properties of the generalized Riesz potentials, we then establish the above
two theorems for the solutions of the auxiliary equations. Then, for general solutions of the Pois-
son equation, Theorem 1.1 and Theorem 1.2 follow by using density arguments and the theory of
Cheeger-harmonic functions.
As a corollary to Theorem 1.2, we have the following Ho¨lder-continuity estimate.
Corollary 1.1. Let Q ∈ (1,∞), p ∈ ( Q2 ,Q)∩ (1,Q) and assume that (1.4) and (1.6) hold. Suppose
that u ∈ H1,2loc (Ω) satisfies ∆u = g with g ∈ Lploc (Ω), where Ω ⊆ X is a domain. Then u is locally
Ho¨lder continuous with exponent 2 − Qp in Ω.
The paper is organized as follows. In Section 2, we give some basic notation and notions for
Cheeger derivatives, Dirichlet forms and Orlicz spaces. Several auxiliary results regarding Poisson
equations are also given in Section 2. Section 3 is devoted to introducing the method and some
estimates. We study auxiliary equations in Section 4 and prove Theorem 1.1 and Theorem 1.2 for
the solutions of the auxiliary equations. The main results are proved in Section 5.
Finally, we make some conventions. Throughout the paper, we denote by C, c positive constants
which are independent of the main parameters, but which may vary from line to line. The symbol
BR(x) = B(x,R) denotes an open ball with center x and radius R and BCR(x) = CBR(x) = B(x,CR).
For p ∈ (1,Q), denote QpQ−p by p∗, and for p ∈ (1,∞), denote QpQ+p by p∗.
2 Preliminaries
In this section, we give some basic notation and notions and several auxiliary results.
2.1 Cheeger Derivative in metric measure spaces
Let (X, d, µ) be a metric measure space with µ Ahlfors Q-regular for some Q > 1. Cheeger
[9] generalized Rademacher’s theorem of differentiability of Lipschitz functions on Rn to metric
measure spaces. Precisely, the following theorem provides us the differential structure.
Theorem 2.1. Assume that (X, µ) supports a weak p-Poincare´ inequality for some p > 1 and that
µ is doubling. Then there exists N > 0, depending only on the doubling constant and the constants
in the Poincare´ inequality, such that the following holds. There exists a countable collection of
measurable sets Uα, µ(Uα) > 0 for all α, and Lipschitz functions Xα1 , · · · , Xαk(α) : Uα → R,
with 1 ≤ k(α) ≤ N such that µ
(
X \ ∪∞
α=1Uα
)
= 0, and for all α the following holds: for f :
X → R Lipschitz, there exist Vα( f ) ⊆ Uα such that µ(Uα \ Vα( f )) = 0, and Borel functions
bα1 (x, f ), · · · , bαk(α)(x, f ) of class L∞ such that if x ∈ Vα( f ), then
Lip ( f − a1Xα1 − · · · − ak(α)Xαk(α))(x) = 0
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if and only if (a1, · · · , ak(α)) = (bα1 (x, f ), · · · , bαk(α)(x, f )). Moreover, for almost every x ∈ Uα1∩Uα2 ,
the “coordinate functions” Xα2i are linear combinations of the Xα1i ’s.
By Theorem 2.1, for each Lipschitz function u we can assign a derivative Du, which we call
Cheeger derivative following [23]. For each locally Lipschitz function f , we define lip f by
lip f (x) = lim inf
r→0
sup
d(x,y)≤r
| f (x) − f (y)|
r
.
By [9], under the assumptions of Theorem 2.1, for each locally Lipschitz f , Lip f and lip f
coincide with the minimal upper gradient gu of u almost everywhere, and they all are comparable
to |Du|. See also [21].
By [31] and [9], the Sobolev spaces H1,p(X) are isometrically equivalent to the Newtonian
Sobolev spaces N1,p(X) defined in [31] for p ≥ 2. Franchi et al [11] further showed that the
differential operator D can be extended to all functions in the corresponding Sobolev spaces. A
useful fact is that the Cheeger derivative satisfies the Leibniz rule, i.e., for all u, v ∈ H1,2(X),
D(uv)(x) = u(x)Dv(x) + v(x)Du(x).
2.2 Dirichlet forms and heat kernels
Having defined the Sobolev spaces H1,p(X) and the differential operator D, we now consider
Dirichlet forms on (X, µ). Define the bilinear form E by
E ( f , g) =
∫
X
D f (x) · Dg(x) dµ(x)
with the domain D(E ) = H1,2(X). It is easy to see that E is symmetric and closed. Corresponding
to such a form there exists an infinitesimal generator A which acts on a dense subspace D(A) of
H1,2(X) so that for all f ∈ D(A) and each g ∈ H1,2(X),∫
X
g(x)A f (x) dµ(x) = −E (g, f ).
Now let us recall several auxiliary results established in [23].
Lemma 2.1. If u, v ∈ H1,2(X), and φ ∈ H1,2(X) is a bounded Lipschitz function, then
E (φ, uv) = E (φu, v) + E (φv, u) − 2
∫
X
φDu(x) · Dv(x) dµ(x).
Moreover, if u, v ∈ D(A), then we can unambiguously define the measure A(uv) by setting
A(uv) = uAv + vAu + 2Du · Dv.
Also, associated with the Dirichlet form E , there is a semigroup {Tt}t>0, acting on L2(X), with
the following properties (see [12, Chapter 1]):
1. Tt ◦ Ts = Tt+s, ∀ t, s > 0,
2.
∫
X |Tt f (x)|2 dµ(x) ≤
∫
X f (x)2 dµ(x), ∀ f ∈ L2(X, µ) and ∀ t > 0,
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3. Tt f → f in L2(X, µ) when t → 0,
4. if f ∈ L2(X, µ) satisfies 0 ≤ f ≤ C, then 0 ≤ Tt f ≤ C for all t > 0,
5. if f ∈ D(A), then 1t (Tt f − f ) → A f in L2(X, µ) as t → 0, and
6. ATt f = ∂∂t Tt f , ∀t > 0 and ∀ f ∈ L2(X, µ).
A measurable function p : R × X × X → [0,∞] is said to be a heat kernel on X if
Tt f (x) =
∫
X
f (y)p(t, x, y) dµ(y)
for every f ∈ L2(X, µ) and all t ≥ 0, and p(t, x, y) = 0 for every t < 0. Let the measure on X be
doubling (i.e. µ(2B) ≤ Cdµ(B) for each ball B) and assume that the 2-Poincare´ inequality (1.4)
holds. Sturm ([34]) proved the existence of a heat kernel and a Gaussian estimate for the heat
kernel, which in our settings reads as: there exist positive constants C, C1, C2 such that
(2.1) C−1t−Q2 e−
d(x,y)2
C2 t ≤ p(t, x, y) ≤ Ct−Q2 e−
d(x,y)2
C1 t .
Moreover, the heat kernel is proved in [33] to be a probability measure, i.e., for each x ∈ X and
t > 0,
(2.2) Tt1(x) =
∫
X
p(t, x, y) dµ(y) = 1.
The following lemma was established in [23].
Lemma 2.2. Let T > 0. Then for µ-almost every x ∈ X, Dy p(·, x, ·) ∈ L2([0, T ] × X) and there
exists a positive constant CT,x, depending on T and x, such that∫ T
0
∫
X
|Dy p(t, x, y)|2 dµ(y) dt ≤ CT,x.
By a slight modification to the proof of [23, Lemma 3.3], we deduce the following estimate.
Lemma 2.3. There exist c,C > 0 such that for every x ∈ X,∫ s
0
∫
2BR(x)\BR(x)
|Dy p(t, x, y)|2 dµ(y) dt ≤ CR−Q/2e−cR2/s,
whenever R > 0 and s ∈ (0,R2].
2.3 Orlicz and Zygmund spaces
A continuous, strictly increasing function Φ : [0,∞] → [0,∞] with Φ(0) = 0 and Φ(∞) = ∞
is called an Orlicz function. If Φ is also convex, then Φ is called a Young function. The Orlicz
space Φ(X) is then defined to be the space of all measurable functions f with ∫X Φ(| f |) dµ < ∞.
For f ∈ Φ(X), we define its Luxemburg norm as
‖ f ‖Φ(X) := inf
{
λ > 0 :
∫
X
Φ
( | f |
λ
)
dµ ≤ 1
}
.
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For a Young function Φ, the space Φ(X) is then a Banach space; see [28].
Functions of the type
Φα(t) = t logα(e + t)
with α > 0 are of particular importance for us. For such functions, the spaces Φα(X) are also
called Zygmund spaces. The complementary function of Φα, Ψ1/α, is equivalent to exp t1/α − 1.
Moreover, we have the Orlicz-Ho¨lder inequality
(2.3) ‖ f g‖L1(X) ≤ C‖ f ‖Φα(X)‖g‖Ψ1/α(X),
where C depends only on Q and α; see [28, 1].
Since our aim is to prove a Moser-Trudinger type inequality, of the form
?
BR(y0)
exp (c| f |) QQ−1 dµ ≤ C,
in what follows, we modify the Orlicz function Ψα(t) = exp tα − 1 to the new function
ΨR,α(t) = e
tα − 1
RQ
,
where α,R ∈ (0,∞). Then the complementary function ΦR,1/α(t) of ΨR,α is equivalent to t[log(e +
RQt)]1/α. Moreover, ΨR,α and ΦR,1/α satisfy the Orlicz-Ho¨lder inequality
(2.4) ‖ f g‖L1(X) ≤ C‖ f ‖ΨR,α(X)‖g‖ΦR,1/α(X).
2.4 Several auxiliary results
We first recall the Sobolev-Poincare´ inequalities, which follow from the Poincare´ inequality,
see [4, 16, 17, 29]. There exist positive constants c,C, only depending on CP and CQ, such that
for all u ∈ H1,20 (Br(x)) with r ≤ R0
‖u‖L2∗ (Br(x)) ≤ C‖|Du|‖L2(Br(x)),(2.5)
when Q > 2; while
?
Br(x)
exp
(
c|u|
‖|Du|‖L2(Br(x))
)2
dµ ≤ C(2.6)
for Q = 2; and for Q ∈ (1, 2)
‖u‖L∞(Br(x)) ≤ Cr1−Q/2‖|Du|‖L2(Br(x)).(2.7)
Lemma 2.4. Let Q ∈ (1,∞) and p ∈ ( Q2 ,∞] ∩ (1,∞]. Then there exists C > 0 such that for all
u ∈ H1,20 (B) and g ∈ Lp(B) that satisfy ∆u = g in B, where B = BR(y0) with R < R0,
‖u‖L∞(B) ≤ CR2µ(B)−1/p‖g‖Lp(B).
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Proof. We note that [5, Theorem 4.1] states that the above inequality holds for p > max{Q2 , 2},
assuming that the measure is doubling. As the proof is similar to that of [5, Theorem 4.1], we here
give a sketch of proof to indicate the difference of the range of p.
For k ∈ N, let
ζk(u) := max{u − k, 0} − min{u + k, 0},
and A(k) := {x ∈ B : |u| > k}. Then we have ζk(u) ∈ H1,20 (B). Taking a truncation argument as in
[5, p.146], we arrive at ∫
B
|Dζk(u)|2 dµ ≤
∫
B
gζk(u) dµ.
Let us first assume that Q > 2. Then by the Sobolev inequality and the Ho¨lder inequality, we
obtain ∫
B
|Dζk(u)|2 dµ ≤
(∫
A(k)
|g|2∗ dµ
)1/2∗
‖ζk(u)‖L2∗ (B)
≤ Cµ(A(k))1/2∗−1/p‖g‖Lp(B)‖Dζk(u)‖L2(B),
hence, ‖Dζk(u)‖L2(B) ≤ Cµ(A(k))1/2∗−1/p‖g‖Lp(B). Applying the Sobolev inequality again, we con-
clude that (∫
B
|ζk(u)|2∗ dµ
)1/2∗
≤ C
(∫
B
|Dζk(u)|2 dµ
)1/2
≤ Cµ(A(k))1/2∗−1/p‖g‖Lp(B).
From this inequality, we further deduce that for h > k > 0, we have
(h − k)µ(A(h))1/2∗ ≤
(∫
B
|ζk(u)|2∗ dµ
)1/2∗
≤ Cµ(A(k))1/2∗−1/p‖g‖Lp(B),
and hence,
µ(A(h)) ≤ (C‖g‖Lp(B))2∗ µ(A(k))
( 12∗ − 1p )2∗
(h − k)2∗ .
By the fact that ( 12∗ − 1p )2∗ > 1 and an argument as [5, p.147], we conclude that µ(A(d)) = 0, for
d = CR2µ(B)−1/p‖g‖Lp(B). Hence, we obtain that ‖u‖L∞(B) ≤ CR2µ(B)−1/p‖g‖Lp(B).
The proof of Q = 2 is similar to the above argument, except when applying the Sobolev in-
equality, we need to choose a sufficient large exponent, depending on p, to substitute for 2∗. We
omit the details.
When Q ∈ (1, 2), by (2.7) and the Ho¨lder inequality, we have
‖u‖2L∞(B) ≤ CR2−Q‖|Du|‖2L2(B) = CR2−Q
∫
B
gu dµ ≤ CR2µ(B)−1/p‖g‖Lp(B)‖u‖L∞(B),
proving the lemma. 
Recall that ΦR,1/α(t) = t[log(e + RQt)]1/α and ΨR,α(t) = 1RQ (et
α − 1).
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Lemma 2.5. Let Q ∈ (1,∞) and p ∈ [1,∞]. Then there exists C > 0, depending on p,Q, such
that for all u ∈ H1,20 (B) and g ∈ Lp(B) that satisfy ∆u = g in B, where B = BR(y0) with R < R0:
(i) when Q > 2 and p = 2∗, ‖|Du|‖L2(B) ≤ C‖g‖L2∗ (B);
(ii) when Q = 2, for any p > 1, ‖|Du|‖L2(B) ≤ Cµ(B)1−1/p‖g‖Lp(B);
(iii) when Q ∈ (1, 2), ‖|Du|‖L2(B) ≤ CR1−Q/2‖g‖L1(B).
Proof. By using the Ho¨lder inequality and (2.5), we conclude that∫
B
|Du(x)|2dµ(x) = −
∫
B
g(x)u(x) dµ(x) ≤ ‖g‖L2∗ (B)‖u‖L2∗ (B) ≤ C‖g‖L2∗ (B)‖Du‖L2(B).
Hence, ‖Du‖L2(B) ≤ C‖g‖L2∗ (B), which proves (i).
For (ii), by (2.6), we see that for any q ≥ 1,
‖u‖Lq(Br(x)) ≤ Cµ(B)1/q‖|Du|‖L2(Br(x)).
From this and the Ho¨lder inequality, we deduce that∫
B
|Du(x)|2dµ(x) = −
∫
B
g(x)u(x) dµ(x) ≤ ‖g‖Lp(B)‖u‖
L
p
p−1 (B)
≤ Cµ(B)1−1/p‖g‖Lp(B)‖Du‖L2(B),
which implies ‖|Du|‖L2(B) ≤ µ(B)1/p−1‖g‖Lp(B).
For (iii), by (2.7), we have∫
B
|Du(x)|2dµ(x) = −
∫
B
g(x)u(x) dµ(x) ≤ ‖g‖L1(B)‖u‖L∞(B) ≤ C‖g‖L1(B)R1−
Q
2 ‖Du‖L2(B)
proving the lemma. 
Lemma 2.6. Let Q ∈ (1,∞), p ∈ ( Q2 ,∞] ∩ (1,∞] and B = BR(y0) with R < R0. For every
g ∈ Lp(B), there exists u ∈ H1,20 (B) such that ∆u = g in B.
Proof. For each k ∈ N, let gk = gχB∩{|g|≤k}. Then by [4, p.131], there exists uk ∈ H1,20 (B) such that
∆uk = gk in B. Moreover, by Lemma 2.4 and Lemma 2.5, we have
‖uk − u j‖L2(B) + ‖|D(uk − u j)|‖L2(B) ≤ CR‖gk − g j‖Lp(B) → 0,
as k, j → ∞. Hence {uk}k∈N is a Cauchy sequence in H1,20 (B), and there exists u ∈ H1,20 (B) such
that limk→∞ uk = u in H1,20 (B). Moreover, for each φ ∈ H1,20 (B), we have
−
∫
B
Du(x) · Dφ(x) dµ(x) = − lim
k→∞
∫
B
Duk(x) · Dφ(x) dµ(x)
= lim
k→∞
∫
B
gk(x)φ(x) dµ(x) =
∫
B
g(x)φ(x) dµ(x),
proving the lemma. 
Combining Lemma 2.4 and Lemma 2.6, we deduce the following estimate.
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Lemma 2.7. Let Q ∈ (1,∞) and p ∈ ( Q2 ,∞] ∩ (1,∞]. Then there exists a positive constant C
such that for all u ∈ H1,2loc (X) and g ∈ Lploc (X) that satisfy ∆u = g in 2B, where B = BR(y0) with
R < R0/2,
‖u‖L∞(B) ≤ C[R−Q/2‖u‖L2(2B) + R2−Q/p‖g‖Lp(2B)].
Proof. by Lemma 2.6, there exists u˜ ∈ H1,20 (2B) such that ∆u˜ = g in 2B. Then from Lemma 2.4,
we deduce that
‖˜u‖L∞(2B) ≤ CR2µ(B)−1/p‖g‖Lp(2B).
Now u − u˜ is Cheeger-harmonic in 2B, which together with [5, Theorem 5.4] implies that
‖u − u˜‖L∞(B) ≤ CR−Q/2‖u − u˜‖L2(2B).
The above two estimates give the desired results. 
We also need the Ho¨lder continuity of the solutions.
Lemma 2.8. Let Q ∈ (1,∞) and p ∈ ( Q2 ,∞] ∩ (1,∞]. Then there exist C > 0 and γ ∈ (0, 1)
such that for all u ∈ H1,2loc (X) and g ∈ Lploc (X) that satisfy ∆u = g in 4B, where B = BR(y0) with
R < R0/4, and almost all x, y ∈ B,
|u(x) − u(y)| ≤ C
{
R−Q/2‖u‖L2(4B) + R2−Q/p‖g‖Lp(4B)
} (d(x, y)
R
)γ
.
Proof. Let M2 = supB2R(y0) u, m2 = infB2R(y0) u, M1 = supBR(y0) u and m1 = infBR(y0) u. By Lemma
2.6, there exists u˜ ∈ H1,20 (B2R(y0)) such that ∆u˜ = g in B2R(y0).
Let MR = ‖˜u‖L∞(B2R(y0)). Applying [5, Theorem 1.1] to M2 +MR − (u− u˜) and (u− u˜)−m2 +MR
respectively, we obtain that
M2 − m1 ≤ sup
BR(y0)
M2 + MR − (u − u˜) ≤ C3 inf
BR(y0)
[
M2 + MR − (u − u˜)] ≤ C3 [M2 − M1 + 2MR] ,
M1 − m2 ≤ sup
BR(y0)
(u − u˜) − m2 + MR ≤ C3 inf
BR(y0)
[(u − u˜) − m2 + MR] ≤ C3 [m1 − m2 + 2MR] .
Adding the last two inequalities, we deduce that
(C3 + 1)(M1 − m1) ≤ (C3 − 1)(M2 − m2) + 4C3MR.
By Lemma 2.4, we conclude that for each p ∈ ( Q2 ,∞] ∩ (1,∞],
osc(u, BR(y0)) ≤ C3 − 1C3 + 1osc(u, B2R(y0)) +CR
2−Q/p‖g‖Lp(B2R(y0)),
which together with a standard iteration as in [14, p.201] and Lemma 2.7 yields the desired esti-
mate. 
By Lemma 2.7, similarly to the proof of [19, Lemma 2.2], we have the following Caccioppoli
inequality.
Lemma 2.9. Let Q ∈ (1,∞) and p ∈ ( Q2 ,∞]∩ (1,∞]. Then there exists a positive constant C such
that for all u ∈ H1,2loc (X) and g ∈ Lploc (X) that satisfy ∆u = g in BR(y0), where r < R < R0,
‖|Du|‖L2(Br(y0)) ≤ CR1+Q(
1
2− 1p )‖g‖Lp(BR(y0)) +
C
(R − r)‖u‖L2(BR(y0)).
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3 Poisson equation
Let B = BR(y0) ⊂ Ω satisfy 8B ⊂⊂ Ω. Let ψ be a Lipschitz function such that ψ = 1 on B2R(y0),
suppψ ⊂ B4R(y0) and |Dψ| ≤ C4R . For all x, x0 ∈ 8B, set wx0 (t, x) := uψ(x) − Tt(uψ)(x0). Then
Dwx0 (t, x0) = D(uψ)(x0) = Du(x0) for every x0 ∈ B2R(y0).
The following functional is the main tool for us; see [8, 23, 19]. Let x0 ∈ B = BR(y0). For all
t ∈ (0,R2), define
J(t) := 1
t
{ ∫ t
0
∫
X
|Dwx0(s, x)|2 p(s, x0, x) dµ(x) ds
+
∫ t
0
∫
X
wx0 (s, x)ψ(x)Au(x)p(s, x0, x) dµ(x) ds
}
.(3.1)
The main aim of this section is to prove the following estimate.
Theorem 3.1. Let Q ∈ (1,∞), p ∈ ( Q2 ,∞] ∩ (1,∞] and assume that (1.4) and the curvature
condition (1.6) hold. Then there exists C > 0 such that for all u ∈ H1,2loc (X) and g ∈ Lploc (X) that
satisfy ∆u = g in 8B, where B = BR(y0) with R < R0/8, and almost every x0 ∈ B,
|Du(x0)|2 ≤ C(1 + cκ(R2)R2)C(u, g)2 +
∫ R2
0
1
t
∫
X
∣∣∣wx0(t, x)ψ(x)g(x)∣∣∣ p(t, x0, x) dµ(x) dt,(3.2)
where C(u, g) = R−Q/2−1‖u‖L2(8B) + R1−Q/p‖g‖Lp(8B).
Remark 3.1. In this paper, the curvature condition (1.6) is only employed once, in the proof of
Theorem 3.1; see the proof at the end of this section.
Notice that wx0(0, x0) = 0. We use the Ho¨lder continuity of u to obtain the Ho¨lder continuity of
wx0 (t, x) at (0, x0).
Lemma 3.1. Let Q ∈ (1,∞) and p ∈ ( Q2 ,∞] ∩ (1,∞]. Then there exists C > 0 such that for all
u ∈ H1,2loc (X) and g ∈ L
p
loc (X) that satisfy ∆u = g in 8B, where B = BR(y0) with R < R0/8, and
almost all x0 ∈ B, x ∈ 2B and all t ∈ (0,R2),
|wx0 (t, x)| = |uψ(x) − Tt(uψ)(x0)| ≤ CC(u, g)R1−γ(d(x, x0)γ + tγ/2),
where C(u, g) = R−Q/2−1‖u‖L2(8B) + R1−Q/p‖g‖Lp(8B) and γ ∈ (0, 1) is as in Lemma 2.8.
Proof. In the following proof, we will repeatedly use the fact that for fixed β, δ ∈ (0,∞), tβe−tδ
and t−βe−t−δ are bounded on (0,∞).
By Lemma 2.8, we see that for almost all x0, x ∈ 2B,
|u(x) − u(x0)| ≤ CRC(u, g)
(
d(x, x0)
R
)γ
,
where C and γ are independent of u, g and B. Thus for almost all x0 ∈ B, x ∈ 2B and all t ∈ (0,R2),
by Lemma 2.7, we have
|wx0 (t, x)| = |u(x)ψ(x) − Tt(uψ)(x0)|
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= |u(x)ψ(x) − u(x0)ψ(x0) + u(x0)ψ(x0) − Tt(uψ)(x0)|
≤ CC(u, g)R1−γd(x, x0)γ +
∫
2B
|u(x0)ψ(x0) − u(y)ψ(y)|p(t, x0, y) dµ(y)
+
∫
X\2B
|u(x0)ψ(x0) − u(y)ψ(y)|p(t, x0, y) dµ(y)
≤ CC(u, g)R1−γd(x, x0)γ +CC(u, g)R1−γ
∫
2B
d(y, x0)γt−
Q
2 e
− d(y,x0)
2
2C1 t e
− d(y,x0)
2
2C1 t dµ(y)
+e−cR
2/t‖u‖L∞(4B)
∫
X\2B
t−
Q
2 e
− d(y,x0)
2
2C1 t dµ(y)
≤ CRC(u, g)
[
R−γ(d(x, x0)γ + tγ/2) + e−cR2/t
] ∫
X
(lt)−Q2 e−
d(y,x0)2
C2(lt) dµ(y)
≤ CRC(u, g)
[
R−γ(d(x, x0)γ + tγ/2)
] ∫
X
p(lt, x0, x) dµ(x)
≤ CRC(u, g)
[
R−γ(d(x, x0)γ + tγ/2)
]
,
where l = 2C1C2 , as desired. 
The following result shows the motivation for using the functional J.
Proposition 3.1. Let Q ∈ (1,∞), p ∈ ( Q2 ,∞]∩ (1,∞] and B = BR(y0) with R < R0/8. Suppose that
u ∈ H1,2loc (X) and g ∈ L
p
loc (X) satisfy ∆u = g in 8B. Then, for almost every x0 ∈ B, limt→0+ J(t) =
|Du(x0)|2.
Proof. By Lemma 2.2, for almost every x0 ∈ B, Dy p(s, x0, ·) ∈ L2(X). From this together with
the fact that for almost every s, wx0(s, ·), p(s, x0, ·) are bounded functions and belong in H1,2loc (X),
suppψ ⊂ 4B, we see that wx0ψp ∈ H1,20 (B(y0, 4R)). Thus, we conclude that∫ t
0
∫
X
wx0(s, x)ψ(x)Au(x)p(s, x0, x) dµ(x) =
∫ t
0
∫
4B
wx0 (s, x)ψ(x)g(x)p(s, x0, x) dµ(x).(3.3)
By Lemma 3.1, |wx0 (s, x)| ≤ CC(u, g)R1−γ(d(x0, x)γ + sγ/2) for some γ ∈ (0, 1) and almost every
x ∈ 2B. This further implies that∣∣∣∣∣∣
∫ t
0
∫
X
wx0(s, x)p(s, x0, x)ψ(x)Au(x) dµ(x) ds
∣∣∣∣∣∣
≤ CC(u, g)R1−γ
∫ t
0
∫
2B
(d(x, x0)γ + sγ/2)s−
Q
2 e
− d(x,x0)
2
C1 s |g(x)| dµ(x) ds
+C‖u‖L∞(4B)
∫ t
0
∫
4B\2B
s−
Q
2 e−cR
2/s |g(x)| dµ(x) ds
≤ CC(u, g)R1−γ
∫ t
0
sγ/2
∫
X
s−
Q
2 e
− d(x,x0)
2
2C1 s |g(x)| dµ(x) ds +Ct2‖u‖L∞(4B)R−Q−2‖g‖L1(4B)
≤ CC(u, g)R1−γ
∫ t
0
sγ/2Tls(|g|)(x0) ds +Ct2‖u‖L∞(4B)R−Q−2‖g‖L1(4B),
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where l = C12C2 . By the fact that Tt − I → 0 in the strong operator topology as t → 0, we obtain
lim
t→0+
∣∣∣∣∣∣1t
∫ t
0
∫
X
wx0 (s, x)p(s, x0, x)ψ(x)Au(x) dµ(x) ds
∣∣∣∣∣∣
≤ lim
t→0+
{
CC(u, g)R1−γ 1
t
∫ t
0
sγ/2Tls(|g|)(x0) ds +Ct‖u‖L∞(4B)R−Q−2‖g‖L1(4B)
}
= CC(u, g)R1−γ lim
s→0+
sγ/2Tls(|g|)(x0) = 0,(3.4)
for almost every x0 ∈ BR(y0), which implies that
lim
t→0+
J(t) = lim
s→0+
Ts(|D(uψ)|2)(x0) = |Du(x0)|2
for almost every x0 ∈ BR(y0), proving the proposition. 
By Lemma 3.1, similarly to [23, (24)] and [19, (3.5)], we deduce the following equality. We
omit the details.
Lemma 3.2. Let Q ∈ (1,∞), p ∈ ( Q2 ,∞] ∩ (1,∞] and B = BR(y0) with R < R0/8. Suppose that
u ∈ H1,2loc (X) and g ∈ L
p
loc (X) that satisfy ∆u = g in 8B. Then for almost every x ∈ B and all
t ∈ (0,R2), ∫ t
0
∫
X
(
A +
∂
∂s
)
w2x0 (s, x)p(s, x0, x) dµ(x) ds =
∫
X
w2x0 (t, x)p(t, x0, x) dµ(x).
We now begin to estimate the functional J(t).
Proposition 3.2. Let Q ∈ (1,∞) and p ∈ ( Q2 ,∞] ∩ (1,∞]. Then there exists C > 0 such that for
all u ∈ H1,2loc (X) and g ∈ L
p
loc (X) that satisfy ∆u = g in 8B, where B = BR(y0) with R < R0/8, and
almost every x0 ∈ B,
J(R2) ≤ C
(‖u‖L2(8B)
RQ/2+1
+
‖g‖Lp(8B)
RQ/p−1
)2
.
Proof. Since wx0(t, x) = u(x)ψ(x) − Tt(uψ)(x0), we have
|D(uψ)|2 = |Dwx0 |2 =
1
2
Aw2x0 − wx0 (ψAu + uAψ + 2Du · Dψ)
in the weak sense of measures. Also, in what follows we extend A formally to all of H1,2(X) by
defining ∫
X
v(x)Au(x) dµ(x) = −
∫
X
Dv(x) · Du(x) dµ(x) =
∫
X
Av(x)u(x) dµ(x).
Moreover, we set m(t) = Tt(uψ)(x0). Then ∂∂t w2x0 = 2wx0 ∂∂t wx0 = −2wx0 m′(t), which further
implies that
|Dwx0 |2 =
1
2
(
A +
∂
∂t
)
w2x0 − wx0(ψAu + uAψ + 2Du · Dψ − m′(t))
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in the weak sense of measures. Thus, we obtain∫ t
0
∫
X
|Dwx0 (s, x)|2 p(s, x0, x) dµ(x) ds
=
1
2
∫ t
0
∫
X
(
A +
∂
∂s
)
w2x0(s, x)p(s, x0, x) dµ(x) ds
−
∫ t
0
∫
X
wx0 (s, x)[ψAu + uAψ + 2Du · Dψ − m′(s)]p(s, x0, x) dµ(x) ds.(3.5)
Recall that for each s > 0 and x0 ∈ X, Ts(1)(x0) = 1. We then have∫ t
0
∫
X
wx0 (s, x)m′(s)p(s, x0, x) dµ(x) ds =
∫ t
0
∫
X
m′(s)Ts(uψ)(x0) (1 − Ts(1)(x0)) ds = 0.
We now estimate the second term in (3.5). Recall that ψ = 1 on 2B = 2BR(y0) and suppψ ⊆ 4B.
By Lemma 2.7, Lemma 2.9, Lemma 2.3 and the Ho¨lder inequality, we obtain∣∣∣∣∣∣
∫ t
0
∫
X
wx0 (s, x)u(x)Aψ(x)p(s, x0, x) dµ(x) ds
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∫ t
0
∫
X
D(wx0 (s, ·)up(s, x0, ·))(x) · Dψ(x) dµ(x) ds
∣∣∣∣∣∣
≤ Ct1/2R−1+Q2 ‖u‖2L∞(4B)
(∫ t
0
∫
5BR(x0)\BR(x0)
|Dp(s, x0, x)|2 dµ(x) ds
)1/2
+CtR−1+
Q
2 t−
Q
2 e−
R2
ct ‖u‖L∞(4B)
(∫
4B\2B
(|Du(x)|2 + |D(uψ)(x)|2) dµ(x)
)1/2
≤ Ct1/2R−1e− R
2
ct ‖u‖2L∞(4B) +CtR−1−
Q
2 e−
R2
ct ‖u‖L∞(4B)‖Du‖L2(4B)
≤ Cte−cR2/t(R−1−Q2 ‖u‖L2(8B) + R1−
Q
p ‖g‖Lp(8B))2.
Similarly, we have ∣∣∣∣∣∣
∫ t
0
∫
X
wx0 (s, x)p(s, x0, x)Du(x) · Dψ(x) dµ(x) ds
∣∣∣∣∣∣
≤ Cte−cR2/t(R−1−Q2 ‖u‖L2(8B) + R1−
Q
p ‖g‖Lp(8B))2.
Combining the above estimates, by (3.5) and Lemma 3.2, we obtain that
tJ(t) ≤ 1
2
∣∣∣∣∣∣
∫ t
0
∫
X
(
A +
∂
∂s
)
w2x0 (s, x)p(s, x0, x) dµ(x) ds
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∫ t
0
∫
X
wx0 (s, x)[u(x)Aψ(x) + 2Du(x) · Dψ(x)]p(s, x0, x) dµ(x) ds
∣∣∣∣∣∣
≤ 1
2
∫
X
w2x0 (t, x)p(t, x0, x) dµ(x) +Cte−cR
2/t
(‖u‖L2(8B)
RQ/2+1
+
‖g‖Lp(8B)
RQ/p−1
)2
.(3.6)
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Hence, by Lemma 2.7 again, we conclude that
J(R2) ≤ 1
2R2
∫
X
w2x0 (R2, x)p(R2, x0, x) dµ(x) +C
(‖u‖L2(8B)
RQ/2+1
+
‖g‖Lp(8B)
RQ/p−1
)2
≤ 1
2R2
‖u‖2L∞(4B)
∫
X
p(R2, x0, x) dµ(x) +C
(‖u‖L2(8B)
RQ/2+1
+
‖g‖Lp(8B)
RQ/p−1
)2
≤ C
(‖u‖L2(8B)
RQ/2+1
+
‖g‖Lp(8B)
RQ/p−1
)2
,
which completes the proof of Proposition 3.2. 
We use the Ho¨lder continuity (Lemma 3.1) of wx0 (t, x) to deduce the following estimate.
Proposition 3.3. Let Q ∈ (1,∞) and p ∈ ( Q2 ,∞] ∩ (1,∞]. Then there exists C > 0 such that for
all u ∈ H1,2loc (X) and g ∈ L
p
loc (X) that satisfy ∆u = g in 8B, where B = BR(y0) with R < R0/8, and
almost every x0 ∈ B, ∫ R2
0
1
t
∫
X
w2x0 (t, x)p(t, x0, x) dµ(x) dt ≤ CR2C(u, g)2,
where C(u, g) = R−Q/2−1‖u‖L2(8B) + R1−Q/p‖g‖Lp(8B).
Proof. By Lemma 3.1, we deduce that∫
X
w2x0(t, x)p(t, x0, x) dµ(x)
=
∫
2B
w2x0(t, x)p(t, x0, x) dµ(x) +
∫
X\2B
w2x0 (t, x)p(t, x0, x) dµ(x)
≤ C[C(u, g)R1−γ]2
∫
2B
(d(x, x0)γ + tγ/2)2t−
Q
2 e
− d(x,x0 )
2
2C1 t e
− d(x,x0 )
2
2C1 t dµ(x)
+C‖u‖2L∞(4B)
∫
X\2B
t−
Q
2 e
− d(x,x0)
2
2C1 t e
− d(x,x0)
2
2C1 t dµ(x)
≤ C[C(u, g)R−γ]2tγ
∫
2B
p(lt, x0, x) dµ(x) +Ce−cR2/t‖u‖2L∞(4B)
∫
X\2B
p(lt, x0, x) dµ(x)
≤ CR2C(u, g)2[R−2γtγ + e−cR2/t]
∫
X
p(lt, x0, x) dµ(x)
≤ CR2C(u, g)2R−2γtγ,
where l = 2C1C2 and we used the fact that e
−cR2/t ≤ C( tR2 )γ. From this, we further conclude that∫ R2
0
1
t
∫
X
w2x0(t, x)p(t, x0, x) dµ(x) ≤
∫ R2
0
CC(u, g)2R2−2γtγ−1 dt ≤ CR2C(u, g)2,
which completes the proof of Proposition 3.3. 
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We are now in position to prove the main result of this section.
Proof of Theorem 3.1. Let us first estimate the derivative J′(t) = ddt J(t). By (3.3), (3.1) and (3.6),
we deduce that
d
dt J(t) = −
1
t2
J(t) + 1
t
∫
X
|Dwx0(t, x)|2 p(t, x0, x) dµ(x)
+
1
t
∫
X
wx0 (t, x)ψ(x)g(x)p(t, x0, x) dµ(x)
≥ 1
t
(∫
X
|Dwx0 (t, x)|2 p(t, x0, x) dµ(x) −
1
2t
∫
X
w2x0(t, x)p(t, x0, x) dµ(x)
)
−C
t
e−cR
2/tC(u, g)2 + 1
t
∫
X
wx0 (t, x)ψ(x)g(x)p(t, x0, x) dµ(x).
For each fixed t ∈ (0,R2), either∫
X
|Dwx0(t, x)|2 p(t, x0, x) dµ(x) ≥
1
2t
∫
X
w2x0 (t, x)p(t, x0, x) dµ(x)
or ∫
X
|Dwx0 (t, x)|2 p(t, x0, x) dµ(x) <
1
2t
∫
X
w2x0 (t, x)p(t, x0, x) dµ(x).
In the first case, we have
d
dt J(t) ≥ −
C
t
e−cR
2/tC(u, g)2 − 1
t
∫
X
wx0(t, x)ψ(x)g(x)p(t, x0, x) dµ(x).(3.7)
In the second case, by the curvature condition (1.6) with T = R2, we deduce that
d
dt J(t) ≥ −cκ(R
2)
∫
X
|Dwx0 (t, x)|2 p(t, x0, x) dµ(x) −
C
t
e−cR
2/tC(u, g)2
+
1
t
∫
X
wx0 (t, x)ψ(x)g(x)p(t, x0, x) dµ(x)
≥ −cκ(R
2)
2t
∫
X
w2x0 (t, x)p(t, x0, x) dµ(x) −
C
t
e−cR
2/tC(u, g)2
+
1
t
∫
X
wx0 (t, x)ψ(x)g(x)p(t, x0, x) dµ(x).(3.8)
From (3.7) and (3.8), we see that (3.8) holds in both cases. Integrating over (0,R2) and applying
Proposition 3.3 we conclude that∫ R2
0
J′(t) dt ≥ −
∫ R2
0
{
cκ(R2)
2t
∫
X
w2x0(t, x)p(t, x0, x) dµ(x) −
C
t
e−cR
2/tC(u, g)2
}
dt
+
∫ R2
0
1
t
∫
X
wx0 (t, x)ψ(x)g(x)p(t, x0, x) dµ(x) dt
≥ −C(1 + cκ(R2)R2)C(u, g)2 +
∫ R2
0
1
t
∫
X
wx0 (t, x)ψ(x)g(x)p(t, x0, x) dµ(x) dt.
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Combining Proposition 3.1 and Proposition 3.2, we obtain that for almost every x0 ∈ B,
|Du(x0)|2 = J(R2) −
∫ R2
0
d
dt J(t) dt
≤ C(1 + cκ(R2)R2)C(u, g)2 +
∣∣∣∣∣
∫ R2
0
1
t
∫
X
wx0 (t, x)ψ(x)g(x)p(t, x0, x) dµ(x) dt
∣∣∣∣∣,
which completes the proof of Theorem 3.1. 
We end this section by using Theorem 3.1 to obtain an L∞-estimate for |Du| when g ∈ L∞.
Lemma 3.3. Let Q ∈ (1,∞) and B = BR(y0) with R < R0/8. Suppose that u ∈ H1,2loc (X) and
g ∈ L∞loc (X) that satisfy ∆u = g in 8B. Then ‖|Du|‖L∞(B) < ∞.
Proof. By Theorem 3.1, we have that for almost every x0 ∈ B,
|Du(x0)|2 ≤ C(1 + cκ(R2)R2)C(u, g)2 +
∣∣∣∣∣
∫ R2
0
1
t
∫
X
wx0 (t, x)ψ(x)g(x)p(t, x0, x) dµ(x) dt
∣∣∣∣∣,
where C(u, g) = R−Q/2−1‖u‖L2(8B) + R‖g‖L∞(8B). Applying Lemma 3.1, similarly to the proof of
Proposition 3.3, we further deduce that
|Du(x0)|2 ≤ C(1 + cκ(R2)R2)C(u, g)2 +CC(u, g)‖g‖L∞(8B),
which implies that ‖|Du|‖L∞(B) < ∞, proving the lemma. 
4 Auxiliary equations
Suppose that ∆u = g in 8B. From Section 3, we have the following pointwise boundedness of
|Du|: for almost every x0 ∈ B,
|Du(x0)|2 ≤ C(1 + cκ(R2)R2)C(u, g)2 +
∫ R2
0
1
t
∫
X
∣∣∣wx0(t, x)ψ(x)g(x)∣∣∣ p(t, x0, x) dµ(x) dt,
where C(u, g) = R−Q/2−1‖u‖L2(8B) + R1−Q/p‖g‖Lp(8B) and p ∈ ( Q2 ,∞] ∩ (1,∞]. Hence, the main
problem left is to estimate the second term on the right-hand side. We do not know how to estimate
it for general g, but we can estimate it provided that we assume that the support of g is contained
in λB for some λ ∈ (0, 1).
Thus, in this section, we study the auxiliary equation that for a ball B = BR(y0) with R < R0/8,
−
∫
8B
Du(x) · Dφ(x) dµ(x) =
∫
8B
g(x)φ(x) dµ(x), ∀φ ∈ H1,20 (8B),
where u ∈ H1,20 (8B) and g ∈ L∞(X) with supp g ⊂ B/4.
The main aim of this section is to prove Theorem 1.1 and Theorem 1.2 when u and g are as
above.
Poisson Equation 19
Theorem 4.1. Let Q ∈ (1,∞) and suppose that (1.4) and (1.6) hold. Then there exists c,C > 0
such that for all u ∈ H1,20 (8B) and g ∈ L∞(X) with supp g ⊂ B/4 that satisfy ∆u = g in 8B, where
B = BR(y0) with R < R0/8:
(i)
?
B
exp
 c|Du(x0)|(1 + √cκ(R2)R)‖g‖LQ(B/4)

Q
Q−1
dµ(x0) ≤ C;
(ii) for p ∈ ( Q2 ,Q) ∩ (1,Q),(?
B
|Du|p∗ dµ
)1/p∗
≤ C(1 +
√
cκ(R2)R)R
(?
B/4
|g|p dµ
)1/p
.
Using our assumption that the support of g lies in B/4, we deduce following estimate on
|Du(x0)| for x0 ∈ B \ 38 B.
Lemma 4.1. For p ∈ ( Q2 ,Q] ∩ (1,Q], we have
‖|Du|‖L∞(B\ 38 B) ≤ C(1 +
√
cκ(R2)R)R1−Q/p‖g‖Lp(B/4).
Proof. By Theorem 3.1, we have that for almost every x0 ∈ B,
|Du(x0)|2 ≤ C(1 + cκ(R2)R2)C(u, g)2 +
∫ R2
0
1
t
∫
X
∣∣∣wx0(t, x)ψ(x)g(x)∣∣∣ p(t, x0, x) dµ(x) dt,
where C(u, g) = R−Q/2−1‖u‖L2(8B) + R1−Q/p‖g‖Lp(B/4). By Lemma 2.4, we have that ‖u‖L∞(8B) ≤
CR2−Q/p‖g‖Lp(B/4), and hence,
|Du(x0)|2 ≤ C(1 + cκ(R2)R2)[R1−Q/p‖g‖Lp(B/4)]2
+
∫ R2
0
1
t
∫
B/4
|wx0 (t, x)g(x)|p(t, x0, x) dµ(x) dt.(4.1)
For every x0 ∈ B \ 38 B, since supp g ⊂ B/4, we have d(x, x0) > R/8 for each x ∈ B/4. Hence,
by the Ho¨lder inequality and Lemma 2.4, we deduce that
∫ R2
0
1
t
∫
B/4
|(uψ)(x) − Tt(uψ)(x0)||g(x)|p(t, x0, x) dµ(x) dt
≤ C
∫ R2
0
1
t
∫
B/4
|(uψ)(x) − Tt(uψ)(x0)||g(x)| 1
tQ/2
e−R
2/ct dµ(x) dt
≤ C‖u‖L∞(8B)‖g‖L1(B/4)
∫ R2
0
1
tQ/2+1
( t
R2
)Q/2+1
dt
≤ C[R1−Q/p‖g‖Lp(B/4)]2,
which together with (4.1) proves the lemma. 
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Recall that for R, α > 0, ΨR,α(t) = et
α−1
RQ , and its complementary function ΦR,1/α(t), is equivalent
to t[log(e + RQt)]1/α. By Lemma 3.3, our function u has a representative for which the following
holds.
Lemma 4.2. (i) There exists C > 0 such that for all x0 ∈ 38 B and x ∈ 12 B,
|u(x0) − u(x)| ≤ Cd(x0, x) log1/1∗
(
eR
d(x0, x)
)
‖|Du|‖ΨR,1∗ (B).
(ii) Let p ∈ ( Q2 ,Q) ∩ (1,Q). There exists C > 0 such that for all x0 ∈ 38 B and x ∈ 12 B,
|u(x0) − u(x)| ≤ Cd(x0, x)2−Q/p‖|Du|‖Lp∗ (B).
Proof. Notice that by Lemma 3.3, we have ‖|Du|‖L∞(B) < ∞. Thus we may assume that u is
(Lipschitz) continuous in B.
For all x0 ∈ 38 B and x ∈ B/2, d(x, x0) < 14R/8. We first consider the case that d(x, x0) ≤ R/8.
Let B1 = B(x0, d(x, x0)) and B0 = B(x, 2d(x, x0)). For j ≥ 2 and i ≥ 1 set B j = 2−1B j−1 and
B−i = 2−1B−i+1 inductively. Further,
|u(x) − u(x0)| ≤
∞∑
j=−∞
|uB j − uB j+1 |,
where for each j ≥ 0, the Poincare´ inequality yields that
|uB j − uB j+1 | ≤ Cdiam(B j)
 1
µ(B j)
∫
B j
|Du|2 dµ
1/2 .
Applying the Orlicz-Ho¨lder inequality (2.4), we have∫
B j
|Du|2 dµ ≤ C‖|Du|2‖ΨR,1∗/2(B)‖χB j‖ΦR,2/1∗ (X) = C‖|Du|‖2ΨR,1∗ (B)‖χB j‖ΦR,2/1∗ (X),
where
‖χB j‖ΦR,2/1∗ (X) = inf
λ > 0 :
∫
B j
1
λ
log2/1∗
(
e +
RQ
λ
)
dµ ≤ 1

= inf
{
λ > 0 : 1
λ
log2/1∗
(
e +
RQ
λ
)
≤ µ(B j)−1
}
≤ C(2− jd(x0, x))Q log2/1∗
(
eR
2− jd(x0, x)
)
.
Hence, we obtain that
|uB j − uB j+1 | ≤ C2− jd(x0, x) log1/1
∗
(
eR
2− jd(x0, x)
)
‖|Du|‖ΨR,1∗ (B).(4.2)
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Similarly, for each j < 0,
|uB j − uB j+1 | ≤ C2 jd(x0, x) log1/1
∗
(
eR
2 jd(x0, x)
)
‖|Du|‖ΨR,1∗ (B).
Hence, for all x0 ∈ 38 B and x ∈ B/2 with d(x, x0) ≤ R/8, we obtain
|u(x0) − u(x)| ≤
∞∑
j=−∞
|uB j − uB j+1 | ≤ Cd(x0, x) log1/1
∗
(
eR
d(x0, x)
)
‖|Du|‖ΨR,1∗ (B).
For all x0 ∈ 38 B and x ∈ B/2 with d(x, x0) ≥ R/8, by applying a similar approach as in the case
d(x, x0) ≤ R/8 to the pairs (x, y0) and (x0, y0), respectively, we obtain
|u(x0) − u(x)| ≤ |u(x) − u(y0)| + |u(x0) − u(y0)|
≤ Cd(x0, x) log1/1∗
(
eR
d(x0, x)
)
‖|Du|‖ΨR,1∗ (B)
for all x0 ∈ 38 B and x ∈ B/2, proving (i).
By the fact that p∗ > 2 for p ∈ ( Q2 ,Q) ∩ (1,Q) and the Ho¨lder inequality, we have
|uB j − uB j+1 | ≤ Cdiam(B j)
?
B j
|Du|2 dµ
1/2 ≤ Cdiam(B j)
?
B j
|Du|p∗ dµ
1/p
∗
.
Using this inequality instead of (4.2) in the “telescope” approach above, we see that (ii) holds,
proving the lemma. 
Proposition 4.1. (i) For p = Q > 1, there exists C > 0 such that for almost every x0 ∈ B,
|Du(x0)|2 ≤ C(1 + cκ(R2)R2)‖g‖2LQ(B/4)
+C
[
‖g‖LQ(B/4) + ‖|Du|‖ΨR,1∗ (B)
] ∫
B/4
log1/1∗
(
eR
d(x0 ,x)
)
|g(x)|
d(x, x0)Q−1
dµ(x).
(ii) For p ∈ ( Q2 ,Q) ∩ (1,Q), there exists C > 0 such that for almost every x0 ∈ B,
|Du(x0)|2 ≤ C(1 + cκ(R2)R2)[R1−Q/p‖g‖Lp(B/4)]2
+C
[
‖g‖Lp(B/4) + ‖|Du|‖Lp∗ (B)
] ∫
B/4
|g(x)|
d(x, x0)Q−2+Q/p
dµ(x).
Proof. By (4.1), we have that for almost every x0 ∈ B and p ∈ ( Q2 ,Q] ∩ (1,Q],
|Du(x0)|2 ≤ C(1 + cκ(R2)R2)[R1−Q/p‖g‖Lp(B/4)]2 +
∫ R2
0
1
t
∫
B/4
|wx0 (t, x)g(x)|p(t, x0, x) dµ(x) dt,
where wx0 (t, x) = (uψ)(x) − Tt(uψ)(x0)
Let us first prove (i). By Lemma 4.1, we have that ‖|Du|‖L∞(B\ 38 B) ≤ C‖g‖LQ(8B). Thus, assume
x0 ∈ 38 B.
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Now by the fact Tt1 = 1, we write∫
B/4
∣∣∣wx0 (t, x)g(x)∣∣∣ p(t, x0, x) dµ(x) ≤
∫
B/4
|uψ(x) − uψ(x0)||g(x)|p(t, x0, x) dµ(x)
+
∫
B/4
|Tt(uψ(x0) − uψ)(x0)||g(x)|p(t, x0, x) dµ(x)
=: H1 + H2.
By Lemma 4.2 (i), we have
H1 ≤
∫
B/4
|u(x) − u(x0)||g(x)|p(t, x0, x) dµ(x)
≤
∫
B/4
Cd(x0, x) log1/1∗
(
eR
d(x0, x)
)
‖|Du|‖ΨR,1∗ (B)|g(x)|p(t, x0, x) dµ(x)
≤ C‖|Du|‖ΨR,1∗ (B)
log1/1∗
(
eR2
t
)
t(Q−1)/2
∫
B/4
|g(x)|e−
d(x,x0 )2
2C1 t dµ(x).
Notice that for x < B/2 and x0 ∈ 3B/8, we have d(x, x0) > R/8. For the term H2, by Lemma 4.2(i)
again, we have
|Tt(uψ(x0) − uψ)(x0)|
≤
∫
X\B/2
|uψ(x) − uψ(x0)|p(t, x0, x) dµ(x) +
∫
B/2
|uψ(x) − uψ(x0)|p(t, x0, x) dµ(x)
≤ C‖u‖L∞(8B)e−R
2/ct
∫
X
p(lt, x0, x) dµ(x)
+
∫
B/2
Cd(x0, x) log1/1∗
(
eR
d(x0, x)
)
‖|Du|‖ΨR,1∗ (B) p(t, x0, x) dµ(x)
≤ CR‖g‖LQ(B/4)
t1/2
R
+Ct1/2 log1/1∗
(
eR2
t
)
‖|Du|‖ΨR,1∗ (B)
∫
X
p(lt, x0, x) dµ(x)
≤ C
[
‖g‖LQ(B/4) + ‖|Du|‖ΨR,1∗ (B)
]
t1/2 log1/1∗
(
eR2
t
)
,
where l = C22C1 . By this estimate, we further obtain
H2 ≤ C
[
‖g‖LQ(B/4) + ‖|Du|‖ΨR,1∗ (B)
]
t1/2 log1/1∗
(
eR2
t
) ∫
B/4
|g(x)|p(t, x0, x) dµ(x)
≤ C
[
‖g‖LQ(B/4) + ‖|Du|‖ΨR,1∗ (B)
] log1/1∗ ( eR2t )
t(Q−1)/2
∫
B/4
|g(x)|e−
d(x,x0 )2
2C1 t dµ(x).
Combining the estimates for H1 and H2, we conclude that∫
B/4
|(uψ)(x) − Tt(uψ)(x0)g(x)| p(t, x0, x) dµ(x)
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≤ C
[
‖g‖LQ(B/4) + ‖|Du|‖ΨR,1∗ (B)
] log1/1∗ ( eR2t )
t(Q−1)/2
∫
B/4
|g(x)|e−
d(x,x0 )2
2C1 t dµ(x),
and hence,∫ R2
0
1
t
∫
B/4
|(uψ)(x) − Tt(uψ)(x0)g(x)| p(t, x0, x) dµ(x) dt
≤ C
[
‖g‖LQ(B/4) + ‖|Du|‖ΨR,1∗ (B)
] ∫ R2
0
log1/1∗
(
eR2
t
)
t(Q+1)/2
∫
B/4
|g(x)|e−
d(x,x0 )2
2C1 t dµ(x) dt
≤ C
[
‖g‖LQ(B/4) + ‖|Du|‖ΨR,1∗ (B)
]
× lim inf
δ→0+
∫
B/4\B(x0,δ)
∫ ∞
d(x,x0)2
R2
|g(x)| log1/1∗
(
eR2s
d(x0, x)2
) (
s
d(x, x0)2
) Q−1
2
e−s
ds
s
dµ(x)
≤ C
[
‖g‖LQ(B/4) + ‖|Du|‖ΨR,1∗ (B)
] ∫
B/4
log1/1∗
(
eR
d(x0 ,x)
)
|g(x)|
d(x, x0)Q−1
dµ(x).
The desired estimate follows.
Using Lemma 4.2 (ii) instead of Lemma 4.2 (i) in the argument above, we see that (ii) holds as
well, proving the proposition. 
Now the main problem is reduced to estimating the Riesz potentials in Proposition 4.1. To this
end, we establish the following boundedness of Riesz potentials.
Let α ∈ (0,Q) and β ∈ [0,∞). For a non-negative measurable function f on BR(y0) and
x ∈ BR(y0), define its Riesz potential Rα,β f by
Rα,β f (x) =
∫
BR(y0)
(log eRd(x,y) )β
d(x, y)Q−α f (y) dµ(y).
It is easy to see that Riesz potential Rα,β f is well defined for f ∈ L∞(B). Recall that M denotes
the Hardy-Littlewood maximal function on X.
Theorem 4.2. Let Q ∈ (1,∞), α ∈ (0,Q) and β ∈ [0,∞). Then there exist c,C > 0 such that for
every B0 = BR(y0) ⊂ X with R < R0:
(i) for p = Q/α,
?
B0
exp
{
cRα,β(| f |)
‖ f ‖LQ/α(B0)
} Q
Q(β+1)−α
dµ ≤ C;
(ii) for β = 0 and p ∈ (1,Q/α),
‖Rα,0( f )‖
L
Qp
Q−αp (B0)
≤ C‖ f ‖Lp(B0).
Proof. Let us prove (i). Let φ(r) = rα−Q(log eR
r
)β. For r ∈ (0, 2R), write
Rα,β f (x) =
∫
B0∩Br(x)
φ(d(x, y)) f (y) dµ(y) +
∫
B0\Br(x)
φ(d(x, y)) f (y) dµ(y).
24 R. Jiang
In what follows, for a ball B = Bρ(z) and k ∈ Z, let Uk(B) := B2kρ(z) \ B2k−1ρ(z).
If α ∈ (0,Q), then∫
B0∩Br(x)
φ(d(x, y)) f (y) dµ(y) ≤
∑
k≤0
∫
Uk(Br(x))
φ(d(x, y)) f (y) dµ(y)
≤
∑
k≤0
(2kr)α−Q
(
log eR
2kr
)β ∫
Uk(Br(x))
f (y) dµ(y)
≤ C
∑
k≤0
(2kr)α
(
|k| log eR
r
)β ?
B2kr(x)
f (y) dµ(y)
≤ Crα
(
log eR
r
)β
M( f )(x).
On the other hand, by the Ho¨lder inequality, we obtain∫
B0\Br(x)
φ(d(x, y)) f (y) dµ(y)
≤ ‖ f ‖LQ/α(B0)

∫
B0\Br(x)
d(x, y)−Q
(
log eRd(x, y)
) βQ
Q−α
dµ(y)

Q−α
Q
≤ ‖ f ‖LQ/α(B0)

∑
1≤k≤2 log2 R/r
∫
Uk(Br(x))
(2kr)−Q
(
log eR
2kr
) βQQ−α
dµ(y)

Q−α
Q
≤ C‖ f ‖LQ/α(B0)
(
log eR
r
)β+Q−αQ
.
By letting rα = min{Rα, ‖ f ‖LQ/α(B0)M( f )(x) }, we obtain that
Rα,β f (x) ≤ C‖ f ‖LQ/α(B0) max
1,
(
log eR
αM( f )(x)
‖ f ‖LQ/α(B0)
)β+Q−αQ  .
Hence, by the Ho¨lder inequality, we obtain
?
B
exp
{
cRα,β(| f |)
‖ f ‖LQ/α(B0)
} Q
Q(β+1)−α
dµ ≤ C
?
B
eRαM( f )(x)
‖ f ‖LQ/α(B0)
dµ
≤ C
µ(B)‖ f ‖LQ/α(B0)
Rαµ(B) Q−αQ ‖M( f )‖LQ/α(B) ≤ C,
proving (i).
The case (ii) follows similarly, the theorem is proved. 
As an application of the mapping properties of the Riesz potential, we obtain the main result of
this section.
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Proof of Theorem 4.1. By Proposition 4.1, we have that for almost every x0 ∈ B,
|Du(x0)|2 ≤ C(1 + cκ(R2)R2)‖g‖2LQ(B/4)
+C
[
‖g‖LQ(B/4) + ‖|Du|‖ΨR,1∗ (B)
] ∫
B/4
log1/1∗
(
eR
d(x0 ,x)
)
|g(x)|
d(x, x0)Q−1
dµ(x).
Recall that for R, γ > 0, ΨR,γ(t) = 1RQ (et
γ − 1). By Theorem 4.2 with α = 1 and β = 1/1∗, we see
that
G(x0) :=
∫
B/4
log1/1∗
(
eR
d(x0 ,x)
)
|g(x)|
d(x, x0)Q−1
dµ(x) ∈ ΨR,1∗/2(B),
with
?
B
[
exp
{
G(x0)
C‖g‖LQ(B/4)
} Q
2(Q−1)
− 1
]
dµ(x0) ≤ 1.
Thus, we deduce that
?
B
[
exp
{ |Du(x0)|2
C(1 + cκ(R2)R2)‖g‖2LQ(B/4) +C‖g‖LQ(B/4)‖|Du|‖ΨR,1∗ (B)
} Q
2(Q−1) − 1
]
dµ(x0)
≤
?
B
[
exp
{
1 +
G(x0)
C‖g‖LQ(B/4)
} Q
2(Q−1) − 1
]
dµ(x0) ≤ 1,
which implies that
‖|Du|‖2ΨR,1∗ (B) ≤ C(1 + cκ(R2)R2)‖g‖2LQ(B/4) +C‖g‖LQ(B/4)‖|Du|‖ΨR,1∗ (B)
≤ C(1 + cκ(R2)R2)‖g‖2LQ(B/4) +
1
2
‖|Du|‖2ΨR,1∗ (B),
and hence,
?
B
exp
{ |Du(x0)|
c(1 +
√
cκ(R2)R)‖g‖LQ(B/4)
} QQ−1
dµ(x0) ≤ C,
proving (i).
Now for p ∈ ( Q2 ,Q) ∩ (1,Q), by Proposition 4.1, we have that for almost every x0 ∈ B,
|Du(x0)|2 ≤ C(1 + cκ(R2)R2)[R1−Q/p‖g‖Lp(B/4)]2
+C
[
‖g‖Lp(B/4) + ‖|Du|‖Lp∗ (B)
] ∫
B/4
|g(x)|
d(x, x0)Q−2+Q/p
dµ(x).
According to Theorem 4.2 (ii), we have that
G˜(x0) :=
∫
B/4
|g(x)|
d(x, x0)Q−2+Q/p
dµ(x) ∈ L Qp2(Q−p) (B),
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which implies that
‖|Du|2‖
L
Qp
2(Q−p) (B)
≤ C(1 + cκ(R2)R2)[R1−Q/p‖g‖Lp(B/4)]2µ(B)
2(Q−p)
Qp
+C
[
‖g‖Lp(B/4) + ‖|Du|‖Lp∗ (B)
]
‖G˜‖
L
Qp
2(Q−p) (B)
≤ C(1 + cκ(R2)R2)‖g‖2Lp(B/4) +C
[
‖g‖Lp(B/4) + ‖|Du|‖Lp∗ (B)
]
‖g‖Lp(8B)
≤ C(1 + cκ(R2)R2)‖g‖2Lp(B/4) +
1
2
‖|Du|‖2Lp∗ (B).
Thus, we obtain that ‖|Du|‖Lp∗ (B) ≤ C(1 +
√
cκ(R2)R)‖g‖Lp(B/4), proving the theorem. 
5 Proofs of the main results
In this section, we prove the main results of this paper. By Theorem 4.1, our proofs of Theo-
rem 1.1 and Theorem 1.2 are reduced to approximation arguments and use of Cheeger-harmonic
functions.
We first prove Theorem 1.1.
Proof of Theorem 1.1. For each k ∈ N, let gk = gχ8B∩{|g|≤k}. Then, by Lemma 2.6, there exist
uk ∈ H1,20 (256B) such that ∆uk = gk in 256B. By Theorem 4.1, we obtain
?
32B
exp
{ |Duk(x0)|
c(1 +
√
cκ(R2)R)‖gk‖LQ(8B)
} QQ−1
dµ(x0) ≤ C.
Moreover, By Lemma 2.5 and the Sobolev inequality, we have
‖uk − u j‖L2(256B) + ‖|D(uk − u j)|‖L2(256B) ≤ CR‖gk − g j‖LQ(8B) → 0,
as k, j → ∞. Hence {uk}k∈N is a Cauchy sequence in H1,20 (256B), and there exists u˜ ∈ H1,20 (256B)
such that limk→∞ uk = u˜ in H1,20 (256B) and ∆u˜ = gχ8B in 256B. By Theorem 4.1 (i) again, we
further deduce that
‖|Duk − Du j|‖Ψ32R,1∗ (32B) ≤ C(1 +
√
cκ(R2)R)‖gk − g j‖LQ(8B) → 0
as k, j → ∞, which implies that
(5.1) ‖|Du˜|‖Ψ32R,1∗ (32B) ≤ C(1 +
√
cκ(R2)R)‖g‖LQ(8B).
On the other hand, since∫
8B
Du˜(x) · Dφ(x) dµ(x) = −
∫
8B
g(x)φ(x) dµ(x) =
∫
8B
Du(x) · Dφ(x) dµ(x), ∀φ ∈ H1,20 (8B),
we see that u − u˜ is Cheeger-harmonic in 8B. By [23] or Theorem 3.1 with g = 0, we have
‖|D(u − u˜)|‖L∞(B) ≤ C(1 +
√
cκ(R2)R)
‖u − u˜‖L2(8B)
RQ/2+1
≤ C(1 +
√
cκ(R2)R)
(‖u‖L2(8B)
RQ/2+1
+ ‖g‖LQ(8B)
)
,
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which together with (5.1) implies that
?
B
exp
{ |Du(x0)|
c(1 +
√
cκ(R2)R)C(u, g)
} QQ−1
dµ(x0) ≤ C,
where C(u, g) = ‖u‖L2(8B)RQ/2+1 + ‖g‖LQ(8B), completing the proof of Theorem 1.1. 
Observe that in Theorem 4.1, the range of p lies in ( Q2 ,Q)∩(1,Q). Thus, to obtain the results for
all p ∈ (2∗,Q)∩(1,Q), we need some extra estimates. Notice that ( Q2 ,Q)∩(1,Q) , (2∗,Q)∩(1,Q)
only for Q > 2.
We want to use the interpolation theory to study the case of p ∈ (2∗, Q2 ] when Q > 2. To this
end, let us recall the nonincreasing rearrangement function. For a measurable function f , let σ f
denote its distribution function; then its nonincreasing rearrangement function, f ∗, is defined by
letting for all t > 0, f ∗(t) = inf{s : σ f (s) ≤ t}.
We also need the following Hardy’s inequalities; see [32, p.196].
Lemma 5.1. Let q ≥ 1 r > 0 and g be a nonnegative function defined on (0,∞). Then
(i) (
∫ ∞
0 [
∫ t
0 g(u) du]q t−r−1 dt)1/q ≤ (q/r)(
∫ ∞
0 [ug(u)]qu−r−1 du)1/q;
(ii) (
∫ ∞
0 [
∫ ∞
t
g(u) du]q tr−1 dt)1/q ≤ (q/r)(
∫ ∞
0 [ug(u)]qur−1 du)1/q.
Proposition 5.1. Let Q > 2 and p ∈ (2∗, Q2 ]. Suppose that u ∈ H1,20 (256B), g ∈ L∞(X) with
supp g ⊂ 8B, and ∆u = g in 256B, where B = BR(y0) with 256B ⊂⊂ Ω. Then |Du| ∈ Lp∗(32B)
with
‖|Du|‖Lp∗ (32B) ≤ C(1 +
√
cκ(R2)R)‖g‖Lp(8B).
Proof. For t > 0, define
gt(x) :=
{
g(x) if |g(x)| > g∗(t);
0 if |g(x)| ≤ g∗(t)
and gt := g − gt. We then have
(gt)∗(s) ≤
{
g∗(s) if s ∈ (0, t);
0 if s ≥ t and
(gt)∗(s) ≤
{
g∗(t) if s ∈ (0, t);
g∗(s) if s ≥ t.
Notice here that, for t ≥ µ(8B), gt = g and gt = 0.
Let G be the Green function on 256B such that for each h ∈ L∞(256B), v :=
∫
256B Gh dµ ∈
H1,20 (256B) and ∆v = h in 256B; see [5]. Write
u =
∫
256B
Gg dµ =
∫
256B
Ggt dµ +
∫
256B
Ggt dµ =: u1 + u2.
Fix a q ∈ ( Q2 ,Q). By using Theorem 4.1 (ii) and Lemma 2.5, we obtain
‖|Du|‖Lp∗ (32B)
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≤ ‖|Du1| + |Du2|‖Lp∗ (32B)
≤ C
(∫ ∞
0
[|Du1χ32B|∗(t) + |Du2χ32B|∗(t)]p∗ dt
)1/p∗
≤ C
(∫ ∞
0
[
t−
1
2 ‖gt‖L2∗ (8B)
]p∗
dt
)1/p∗
+ C(1 +
√
cκ(R2)R)
(∫ ∞
0
[
t−
1
q∗ ‖gt‖Lq(8B)
]p∗
dt
)1/p∗
=: H1 + H2.
By the assumption that p∗ > 2 and Hardy’s inequality (Lemma 5.1(i)), we obtain
H1 ≤ C

∫ ∞
0
t−
p∗
2
(∫ t
0
[g∗(s)]2∗ ds
)p∗/2∗
dt

1/p∗
≤ C
(∫ ∞
0
t−
p∗
2 [t 12∗ g∗(t)]p∗ dt
)1/p∗
≤ C
(∫ ∞
0
[t 12∗ − 12+ 1p∗ g∗(t)]p∗ dt
t
)1/p∗
≤ C
(∫ ∞
0
[t 1p g∗(t)]p∗ dt
)1/p∗
≤ C‖g‖Lp(8B).
Similarly, we have H2 ≤ C(1 +
√
cκ(R2)R)‖g‖Lp(8B) (see [32]), and the desired estimate follows,
proving the proposition. 
We now are in position to prove Theorem 1.2. The proof is similar to that of Theorem 1.1. We
give it for completeness.
Proof of Theorem 1.2. For each k ∈ N, let gk = gχ8B∩{|g|≤k}. Then there exists uk ∈ H1,20 (256B)
such that ∆uk = gk in 256B. By Theorem 4.1 (ii) and Proposition 5.1, we obtain that for all
p ∈ (2∗,Q) ∩ (1,Q),
‖|Duk |‖Lp∗ (32B) ≤ C(1 +
√
cκ(R2)R)‖gk‖Lp(8B).
By Lemma 2.5 and the Sobolev inequality, we have
‖uk − u j‖L2(256B) + ‖|D(uk − u j)|‖L2(256B) ≤ CR‖gk − g j‖Lp(8B) → 0,
as k, j → ∞. Hence {uk}k∈N is a Cauchy sequence in H1,20 (256B), and there exists u˜ ∈ H1,20 (256B)
such that limk→∞ uk = u˜ in H1,20 (256B) and ∆u˜ = gχ8B in 256B. By Theorem 4.1 (ii) and Proposi-
tion 5.1 again, we further deduce that
‖|Duk − Du j|‖Lp∗ (32B) ≤ C(1 +
√
cκ(R2)R)‖gk − g j‖Lp(8B) → 0
as k, j → ∞, which implies that
(5.2) ‖|Du˜|‖Lp∗ (32B) ≤ C(1 +
√
cκ(R2)R)‖g‖Lp(8B).
By the fact that ∆u˜ = gχ8B in 256B, we deduce that∫
8B
Du˜ · Dφ dµ = −
∫
8B
gφ dµ =
∫
8B
Du · Dφ dµ, ∀φ ∈ H1,20 (8B),
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which implies that u − u˜ is Cheeger-harmonic in 8B. By [23] or Theorem 3.1 with g = 0, we have
‖|D(u − u˜)|‖L∞(B) ≤ C(1 +
√
cκ(R2)R)
‖u − u˜‖L2(8B)
RQ/2+1
≤ C(1 +
√
cκ(R2)R)
(‖u‖L2(8B)
RQ/2+1
+ R1−Q/p‖g‖Lp(8B)
)
,
which together with (5.2) implies that
(?
B
|Du|p∗ dµ
)1/p∗
≤ C‖|D(u − u˜)|‖L∞(B) +C(1 +
√
cκ(R2)R)µ(B)−1/p∗‖g‖Lp(8B)
≤ C(1 +
√
cκ(R2)R)
R−1
(?
8B
|u|2 dµ
)1/2
+ R
(?
8B
|g|p dµ
)1/p .
This completes the proof of Theorem 1.2. 
At last, we use Theorem 1.2 to prove the Ho¨lder continuity of solutions to Poisson equations.
Proof of Corollary 1.1. For almost all x, y ∈ B = Br(y0) with 256B ⊂⊂ Ω, by Theorem 1.2 and
the Poincare´ inequality, similarly to the “telescope” approach in Lemma 4.2, we have that for
almost all x, y ∈ B,
|u(x) − u(y)| ≤ Cd(x, y)2−Q/p(1 +
√
cκ(R2)R)
R−1
(?
10B
|u|2 dµ
)1/2
+ R
(?
10B
|g|p dµ
)1/p .
From this, we conclude that u can be extended to a locally Ho¨lder continuous function in Ω, which
completes the proof of Corollary 1.1. 
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