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Sommaire
Cette thèse rend compte des résultats parus dans deux articles écrit ou coécrit
par l’auteur de cette thèse, à savoir [60, 24]. Ces articles sont assez indépendants
entre eux. C’est pour cela qu’on peut séparer la thèse en deux parties.
Dans le début de la thèse on étudie la théorie de τ -inclinaison comme une ex-
tension de la théorie d’inclinaison classique, en prouvant, par exemple, une version
τ -inclinante du théorème d’inclination. Aussi, on introduit les τ -tranches. On montre
que les τ -tranches généralisent d’autres tranches présentes dans la littérature. De
plus, on obtient des résultats reliant les τ -tranches avec les algèbres inclinées.
Dans la deuxième partie, on commence pour étudier les conditions de stabilité
introduites par King et Rudakov dans [44, 52], respectivement. Notamment, on donne
une description de la structure de chambres et parois d’une algèbre en utilisant
les g-vecteurs des modules τ -rigides indécomposables. Pour finir, on introduit les
chemins verts pour montrer que les conditions de stabilité de King et Rudakov sont
compatibles.
Mots-clefs : τ -inclinaison, τ -tranches, conditions de stabilité, structure de chambres
et parois
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Chapitre 1
Introduction
La présente thèse est dédiée à l’étude de la théorie de τ -inclinaison. Elle comporte
deux parties principales. La première est vouée à l’étude de la théorie de τ -inclinaison
en elle-même, et sera l’occasion de montrer des résultats originaux dans cette théorie.
Dans la deuxième partie, nous utilisons la théorie de τ -inclinaison pour donner une
nouvelle description des conditions de stabilité introduites par King dans [44]. Cette
nouvelle description nous permettra alors de donner une caractérisation des suites
vertes maximales dans les catégories de modules.
Un des problèmes classiques d’algèbre est de déterminer si, étant données deux
algèbres A1 et A2, il existe une équivalence de Morita entre les catégories modA1 et
modA2. Ce problème fut étudié intensément pendant des années et on s’est rendu
compte que chercher des équivalences de Morita est assez restrictif comme problème.
Donc, on a cherché d’autres foncteurs capables de transmettre information entre
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différentes catégories de modules. Dans le cas de la théorie de représentations, la
généralisation des foncteurs de Morita la plus importante est due à Brenner et Butler
dans [19], où ils ont défini et axiomatisé les foncteurs d’inclinaison.
Ces foncteurs ont révolutionné la théorie des représentations des algèbres. Depuis
la publication de [19], la théorie d’inclinaison, qui est l’étude des foncteurs d’inclinai-
son et de leurs propriétés dans différents catégories de modules, a été un des moteurs
de la recherche en théorie des représentations.
Prenons pour exemple l’application remarquable des foncteurs d’inclinaison réa-
lisée par Happel et Ringel dans [40] où ils définissent les algèbres inclinées. Dans
cet article ces deux mathématiciens démontrent que certaines caractéristiques des
algèbres inclinées peuvent être déduites des caractéristiques connues des algèbres
héréditaires desquelles elles proviennent.
Plus tard dans l’histoire, une autre révolution a vu le jour lorsque Fomin et Ze-
levinski ont défini les algèbres amassées. Ce nouveau sujet d’étude, qui est devenu
une nouvelle branche des mathématiques, s’est révélé être en lien avec bien d’autres
branches. Parmi ces dernières, nous pouvons sans conteste citer la théorie des repré-
sentations. Plus encore, il a lieu de souligner l’influence considérable que la théorie
des représentations a eue sur la théorie des algèbres amassées. À l’inverse, on ne
peut parler des avancements de la théorie des représentations depuis le début du
siècle sans parler des algèbres amassées. En témoigne, l’apparition de la théorie de
τ -inclinaison, définie par Adachi, Iyama et Reiten dans [1].
D’un côté, la théorie de τ -inclinaison généralise la théorie d’inclinaison, parce que
elle donne un cadre théorique propice pour étudier tous les paires de torsion fonc-
toriellement finies et non seulement les paires de torsion engendrées par un module
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inclinant. De l’autre, la théorie de τ -inclinaison apparaît être un bon cadre théorique
pour étudier les algèbres amassées car, pour les algèbres jacobiènnes, les modules
indécomposables τ -rigides sont en bijection avec les variables amassées de l’algèbre
amassée associée. Plus encore, elle géneralise ces dernières puisqu’elle nous permet
d’étudier des algèbres qui n’ont pas d’équivalent amassé.
En considérant la théorie de τ -inclinaison comme une généralisation de la théorie
d’inclinaison, on voudrait voir jusqu’à quel point les résultats classiques de la théorie
d’inclinaison peuvent être étendus à la théorie de τ -inclinaison, qui est l’étude des
modules τ -inclinantes. Sa définition est la suivante.
Définition 1.0.1. [1, Definition 0.1.a] Soit M un A-module. Alors M est dit τ-
rigide si HomA(M, τM) = 0. Un module τ -rigide T est τ-inclinant si |T | = |A| et
il est un module τ-inclinant sur son support s’il existe un idempotent e ∈ A tel
que T est un (A/AeA)-module τ -inclinant.
Dans ce sens, nous avons dans le Chapitre 4 deux résultats principaux.
Il est connu qu’un module donné peut être la représentation de plusieurs algèbres
au même temps. Le premier de nos résultats nous permet de donner une relation
explicite entre trois d’elles, ce qui est une généralisation complète d’un théorème
classique dans la théorie d’inclinaison.
Théorème 1.0.2 (Théorème 4.1.1). Soit T un A-module τ -inclinant sur son support,
B = EndAM son algèbre d’endomorphismes et C = A/AnnAT . Alors le morphisme
d’algèbres ϕ : A→ EndB(BT ) défini par ϕ(a)(t) = ta pour tout t ∈ T et a ∈ A induit
un isomorphisme C ∼= EndB(BT ).
On a déjà dit que la théorie d’inclination prend son nom du théorème d’inclination
prouvé par Brenner et Butler dans [19]. Dans cette thèse nous pouvons donner une
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généralisation complète de cet résultat comme conséquence de nos travaux. L’énoncé
de la dite généralisation est le suivant.
Corollaire 1.0.3 (Corollaire 4.2.2). Soit T un module τ -inclinant sur son sup-
port. Considérons la paire de sous-catégories (FacT, Sub(τAT )) de modA. Soit B =
EndA(T ) l’algèbre des endomorphismes de T et C = A/AnnT . Alors il existe une
paire de torsion (X ,Y) dans modB telle que
1. Le foncteur HomA(T,−) : FacT −→ Y est une équivalence de catégories avec
quasi-inverse −⊗B T : Y −→ FacT .
De plus τCT = τAT si et seulement si
2. Le foncteur Ext1A(T,−) : Sub(τAT ) −→ X est une équivalence de catégories
avec quasi-inverse TorB1 (−, T ) : X −→ Sub(τAT ).
Il est important de remarquer que la τ -inclinaison n’est pas la seule généralisation
de la théorie d’inclinaison. Il en existe d’autres telles que la théorie des modules silting
(qui ne sont pas de type fini) ou la théorie de complexes silting à deux termes dans
l’étude de la catégorie dérivée d’un algèbre. En outre, ces théories sont compatibles
avec la théorie de τ -inclinaison. Naturellement, on s’est intéressé à généraliser le
théorème d’inclinaison dans chaque une de ces théories. Nous référons le lecteur
aux articles [30] et [27] pour voir d’autres généralisations du théorème principal de
l’article [19].
Un autre point central de la théorie d’inclinaison sont les algèbres inclinées, dé-
finies par Happel et Ringel dans [40]. Dans cet article, ils ont donné sa défini les al-
gèbres inclinées et, en plus, ils les ont caractérisées en utilisant le concept de tranche
complète. Dans la suite de cette thèse, nous donnons la définition de τ -tranche. Sa
définition formel est la suivante.
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Définition 1.0.4 (Définition 5.1.1). Soit A une algèbre de dimension finie et Σ une
présection dans le carquois d’Auslander-Reiten ΓA de modA. Alors Σ est une τ -
tranche si TΣ =
⊕
U∈Σ
U est un A-module τ -inclinant sur son support. De plus, Σ est
une τ -tranche complète si TΣ est un module τ -inclinant.
Nous montrons que ce nouvel objet mathématique est une bonne généralisation
des tranches complètes et compatible dans certains cas avec les tranches locales
définies par Assem, Brüstle et Schiﬄer dans [5].
Théorème 1.0.5 (Proposition 5.3.4 et Proposition 5.4.3). Soit A un algèbre de di-
mension finie.
— Si A est une algèbre inclinée, alors Σ est une tranche complète dans modA si
et seulement si Σ est une τ -tranche complète dans modA.
— Si Σ est une τ -tranche complète dans modA alors elle est une tranche locale
dans modA. En outre, si A est une algèbre inclinée amassée, alors la réciproque
est vraie.
Une fois qu’on a montré que la définition est cohérente avec la littérature exis-
tante, nous étudions des propriétés des τ -tranches. Notamment nous prouvons les
résultats suivants, dont le premier a été prouvé par Liu dans [47] de forme indépen-
dante.
Corollaire 1.0.6 (Corollaire 5.1.4). Soit Σ une τ -tranche dans modA. Alors l’algèbre
C = A/AnnΣ est une algèbre inclinée. De plus Σ est une tranche complète dans
modC.
Proposition 1.0.7 (Proposition 5.1.3). Soit Σ une τ -tranche dans modA. Alors
l’algèbre B = EndA(TΣ) est héréditaire.
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Théorème 1.0.8 (Théorème 5.2.7). Soit Σ une τ -tranche dans modA et I un idéal
de A tel que I ⊂ AnnΣ. Alors Σ est aussi une τ -tranche dans modA/I.
Corollaire 1.0.9 (Corollaire 5.2.3). Soit I un idéal de A tel que I ⊂ AnnΣ. Alors
τA/IX = τAX et τ−1A/IX = τ
−1
A X pour tout X ∈ Σ.
Notons que le dernier corollaire implique que le Corollaire 1.0.3 s’applique à toutes
les τ -tranches.
De plus, nous utilisons les τ -tranches pour donner différentes caractérisations des
algèbres inclinées.
Corollaire 1.0.10 (Corollaire 5.3.2). Une algèbre A est inclinée si et seulement s’il
existe une τ -tranche fidèle Σ dans modA.
Théorème 1.0.11 (Théorème 5.4.2). Soit A une algèbre et ΓA son carquois d’Auslander-
Reiten. Alors A est inclinée si et seulement s’il existe une composante connexe, stan-
dard généralisée et convexe Γ du carquois d’Auslander-Reiten ΓA contenant une sec-
tion τ -rigide Σ telle que |Σ| = |A|.
Théorème 1.0.12 (Théorème 5.4.7). Soit A une algèbre et ΓA son carquois d’Auslander-
Reiten. Supposons que ΓA a une composante connexe Γ qui est convexe, standard
généralisée et simplement connexe. Alors Σ est une τ -tranche dans Γ si et seulement
si A est une algèbre inclinée simplement connexe ayant Σ comme tranche complète.
Finalement nous étudions les extensions ponctuelles et les extensions scindées des
algèbres avec des τ -tranches et donnons des conditions nécessaires et suffisantes pour
qu’une telle extension a une τ -tranche.
Proposition 1.0.13 (Proposition 5.5.1). Soit A une algèbre avec une τ -tranche com-
plète Σ et X ∈ addΣ. Alors l’algèbre R = A[X] a une τ -tranche Σ˜ dans modR de la
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forme Σ˜ = Σ ⊕ Px, où Px est le R-module projectif associé au sommet d’extension
du carquois ordinaire de R.
Théorème 1.0.14 (Théorème 5.5.7). Soit Σ une τ -tranche complète dans modA, Q
un A-A-bimodule et R une extension scindée de A par Q. Alors Σ est une τ -tranche
complète dans modR si et seulement si QA ∈ Fac(τ−1A Σ) et D(AQ) ∈ Sub(τAΣ). En
autre, si A est une algèbre inclinée et Σ est une tranche complète dans modA, alors
AnnRΣ = Q.
Ces résultats constituent la première partie de la thèse. On averti au lecteur
que plusieurs résultat rélient les τ -tranches aux algèbres inclinées ont été trouvé de
forme indépendante par Shiping Liu dans [47] ou ils sont des conséquences directes
des résultats que l’on peut y trouver.
Nous l’avons évoqué ci-avant, un des atouts le plus intéressant de la théorie de
τ -inclinaison est sa capacité de simuler la combinatoire des algèbres amassées dans
la catégorie de modules d’une algèbre arbitraire A = kQ/I.
Dans leur contexte initial, les suites vertes maximales, introduites par Keller dans
[43], sont des suites finies de mutations admissibles (appelées mutations vertes) d’une
algèbre amassée. Si une telle suite ne peut pas être étendue en une suite de longeuer
strictement plus grande, elle est dite maximale.
Bien que les suites vertes maximales soient in-fine intéressantes, et ce, en raison
des problèmes qui d’en découlent dans le contexte des algèbres amassées et de la
théorie des représentations (voir par exemple [22, 23, 49, 31]), là n’est pas la seule
motivation pour les étudier. Dernièrement, de manière indépendante, et avec un autre
vocabulaire, plusieurs articles de physique de haute énergie ont utilisé les suites vertes
maximales pour étudier le spectres des particules BPS (voir par exemple [29, 36, 2]).
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Ce qui fait que la résolution des problèmes liés aux suites vertes maximales implique
aussi des avancements tant dans la théorie de représentations comme dans la théorie
des algèbres amassées et la physique théorique.
Nous l’avons dit, la théorie de τ -inclinaison est une théorie qui permet l’étude
des problèmes de la théorie des algèbres amassées dans un contexte plus général. En
particulier, il est possible d’exprimer les suites vertes maximales dans le langage de
la théorie de τ -inclinaison afin de les étudier d’un point de vue plus abstrait.
La seconde partie de la thèse est le fruit d’une collaboration ([24]) cosignée par
Thomas Brüstle, David Smith et l’auteur de cette thèse.
Dans un première temps, au Chapitre 7, on introduit la définition de suite verte
maximale dans un catégorie abélienne. Après cela, on étudie les conditions de stabilité
introduite par Rudakov dans [52]. Sa définition est la suivante.
Définition 1.0.15. [52, Definition 1.1]7.1.1 Soit A une catégorie abélienne petite,
(P ,≤) un ensemble partialement ordonné et φ : Obj(A) → P une fonction telle
que φ(X) = φ(Y ) si X est isomorphe à Y . Alors le pré-ordre induit par φ est dit
structure de stabilité si pour chaque suite exacte courte 0 → L → M → N → 0
d’objets non nuls de A la propriété de bascule est satisfaite. C’est-à-dire que
exactement une des trois conditions suivantes
soit φ(L) < φ(M) < φ(N),
ou φ(L) > φ(M) > φ(N),
ou φ(L) = φ(M) = φ(N).
est vérifiée. Lorsque c’est le cas, on dit que φ est une fonction de stabilité, et φ(X)
est appelée la phase de X pour tout objet non nul X de A.
Comme résultat principal du chapitre, on caractérise les fonctions de stabilité
induisant une suite verte maximale. L’énoncé du théorème est le suivant.
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Théorème 1.0.16 (Théorème 7.3.6). Soit φ : A → P une fonction de stabilité.
Supposons que les éléments maximaux et minimaux de P n’appartiennent pas à φ(A).
Alors φ induit une suite verte maximale si et seulement s’il n’y a qu’un nombre fini
de classes d’isomorphisme d’objets φ-stables et si deux objets φ-stablesM1 etM2 sont
tels que φ(M1) = φ(M2) sont nécessairement isomorphes.
Ensuite, nous nous concentrons sur les catégories de modules. En particulier, on
veut prouver que dans ce contexte plus restreint, toutes les suites vertes maximales
de modA sont induites par une fonction de stabilité. Le Chapitre 8 développe les
outils nécessaires pour cela.
D’abord, on rapelle la définition de paire τ -inclinante.
Définition 1.0.17. Soit M un A-module et P un A-module projectif. La paire
(M,P ) est dite τ-rigide si :
— HomA(M, τAM) = 0 ;
— HomA(P,M) = 0.
Une paire τ -rigide (M,P ) est dite τ -inclinante (presque τ -inclinante) si |M |+ |P | =
|A| (|M |+ |P | = |A|, respectivement).
Dans un premier résultat on caractérise la catégorie des modules θα(M−P )-semistables,
où α(M −P ) est un vecteur induit par une paire τ -rigide (M,P ). L’énoncé du théo-
rème est le suivant.
Théorème 1.0.18 (Théorème 8.2.4). Soit A une algèbre, (M,P ) une paire τ -rigide
où M et P sont des modules sobres écrit comme M =
⊕k
i=1Mi et P =
⊕r
j=k+1 Pj
et α = (α1, . . . , αr) est un vecteur réel à coefficients positifs. Considérons le vec-
teur α(M − P ) = ∑ki=1 αigMi −∑rj=k+1 αjgPj et prenons la fonctionnelle linéaire
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θα(M−P )(−) associée à α(M −P ). Alors il existe une algèbre B˜ telle que la catégorie
de modules θα(M−P )-semistables est équivalente à modB˜. En outre il y a exactement
rg(K0(A))− r classes d’isomorphismes de modules θα(M−P )-stables.
Étant donné que dans le théorème précédent les conditions sur les vecteurs
α = (α1, . . . , αr) sont assez faibles, on en déduise des conséquences géométriques
sur la structure de chambres et parois de A (voir Définition 8.1.3, Définition 8.1.4 et
Definition 8.1.5).
Proposition 1.0.19 (Proposition 8.3.2 et Corollaire 8.3.5). Soit (M,P ) une paire τ -
inclinante. Alors (M,P ) induit une chambre C(M,P ) ayant exactement t parois D(N1),
. . . ,D(Nt), où les modules {N1, N2, . . . , Nt} peuvent être calculés de forme explicite.
En outre, si (M,P ) et (M ′, P ′) sont deux paires τ -inclinantes différentes, alors C(M,P )
est différente de C(M ′,P ′). En plus, si l’algèbre est τ -finie, toute chambre est de cette
forme.
Proposition 1.0.20 (Proposition 8.3.3). Soit (M,P ) une paire τ -inclinante presque
complète. Alors le cône C(M,P ) de (M,P ) est inclus dans la paroi définie par N , où
N est le conoyau de la addM-approximation à droite de la complétion de Bongartz
de (M,P ).
Après cela on associe à chaque chambre C une classe de torsion TC et, en particu-
lier, on montre que si une chambre C est induite par une paire τ -inclinante (M,P ),
alors TC = FacM . L’énoncé est le suivant.
Proposition 1.0.21 (Proposition 8.4.2). Soit (M,P ) une paire τ -inclinante, C(M,P )
la chambre qu’elle induit, D(N1), . . . ,D(Nt) les parois qui entourent C(M,P ) et soit
N = {Ni : θ(Ni) > 0 pour chaque θ ∈ C}. Alors TC(M,P ) = FacM = T (N ), où T (N )
est la classe de torsion la plus petite contenant N .
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Finalement on montre que les théorie développées dans le Chapitre 7 et le Cha-
pitre 8 sont compatibles. Pour faire cela on introduit les chemins verts comme suit.
Définition 1.0.22 (Définition 8.5.1). Soit A une algèbre telle que rg(K0(A)) = t
et γ : [0, 1] → Rt une fontion continue. Alors γ est un chemin vert si γ(0) =
(1, 1, . . . , 1), γ(1) = (−1,−1, . . . ,−1) et si pour tout A-moduleM il existe un unique
tM ∈ [0, 1] tel que θγ(tM )([M ]) = 〈γ(tM), [M ]〉 = 0 .
La compatibilité entre les conditions de stabilité de King et de Rudakov est
énoncée via les chemins verts comme suit.
Proposition 1.0.23 (Proposition 8.5.4). Chaque chemin vert γ induise une struc-
ture de stabilité φγ : modA→ [0, 1] définit par φγ(M) = tM , où pour tout M , tM est
le réel tel que θγ(tM )([M ]) = 0. En outre, M est φγ-semistable si et seulement si M
est θγ(tM )-semistable.
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Chapitre 2
Rappels et Notations
2.1 Categories
Dans ce chapitre, nous présentons une brève introduction des concepts de base
de théorie de représentations qui doivent être maîtrisés pour lire cette thèse.
Le traitement que nous donnerons à ces concepts n’est pas exhaustif. C’est pour
cela que l’on réfère le lecteur à [10, 14, 53] pour plus de détails. Nous supposons
que le lecteur a de bonnes connaissances générales en algèbre ainsi qu’en théorie des
catégories.
Soit A une catégorie. Si X est un objet de A, par abus de notation, on notera
X ∈ A. On dit que A est une catégorie additive si :
— HomA(X, Y ) est un groupe abélien pour tous X, Y ∈ A0 ;
— la composition de morphismes est bilinéaire ;
— toute famille finie d’objets de A admet un produit et une somme directe dans
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C.
En outre, une catégorie additive A est dite abélienne si :
— pour tout morphisme f ∈ HomA(X, Y ) il existe un noyau pour f , noté ker f ;
— pour tout morphisme f ∈ HomA(X, Y ) il existe un conoyau pour f , noté
cokerf ;
— pour tout morphisme f ∈ HomA(X, Y ) le morphisme induit f˜ : coker(ker f)→
ker(cokerf) est un isomorphisme.
Dans ce texte, on entend par algèbre, toute k-algèbre associative unitaire de
dimension finie, où k est un corps algébriquement clos. Si A est une algèbre on entend
par A-module tout A-module à droite de type fini, sauf si spécifié autrement.
On note modA la catégorie des A-modules de type fini et indA une sous-catégorie
pleine de modA constituée de modules indécomposables et contenant exactement
un représentant de chaque classe d’isomorphismes de modules indécomposables. En
général, si C est une sous-catégorie de modA, nous noterons simplement C la classe
des objets au lieu de C0. De plus, on note addC la sous-catégorie pleine de modA
formée des facteurs directs des sommes directes finies d’objets de C. En outre on
notera respectivement FacC et SubC les sous-catégories pleines de modA formées par
les quotients et sous-objets des objets de addC. De plus, si C0 = {M} est formée par
un seul objet M , on notera addM pour add{M}, et on utilisera la même convention
pour FacM et SubM . Une autre sous-catégorie d’une catégorie abélienne A qui sera
définie à partir de la sous-catégorie C est FiltC, la sous-catégorie pleine de tous les
objets de A qui admettent une filtration par des objets de C et l’objet 0, c’est-à-dire,
X ∈ FiltC s’il existe des sous-objets Xi de X tels que
0 = X0 ( X1 ( · · · ( Xn = X
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et Xi/Xi−1 appartient à C.
Considérons une sous-catégorie C de modA. Alors C est dite covariantement
finie si pour tout objet X ∈ A, il existe M ∈ C et un morphisme f : X → M tel
que la suite de foncteurs
HomA(−, X)|C HomA(−,f)|C // HomA(−,M)|C // 0
soit exacte. De façon duale, on dit que C est contravariantement finie si pour tout
objet X ∈ A, il existe un objet M ∈ C et un morphisme g : M → X tel que
HomA(X,−)|C HomA(g,−)|C // HomA(M,−)|C // 0
soit exacte. On dit que C est fonctoriellement finie si elle est covariantement et
contravariantement finie.
Soit C une sous-catégorie de A. Alors un objet M ∈ C est dit Ext-projectif
dans C si Ext1A(M,X) = 0 pour tout objet X ∈ C. De façon duale, M ∈ C est un
objet Ext-injectif dans C si Ext1A(X,M) = 0 pour tout objet X ∈ C.
Étant donnée une sous-catégorie fonctoriellement finie C de A, on note P (C) une
somme directe d’un représentant de chaque classe d’isomorphisme des objets Ext-
projectifs indécomposables de C. Dualement on notera I(C) une somme directe d’un
représentant de chaque classe d’isomorphisme des objets Ext-injectifs indécompo-
sables de C.
Pour X, Y ∈ A, on note I(X, Y ) l’ensemble des morphismes de X vers Y qui
se factorisent par un objet injectif de A et, dualement, P(X, Y ) l’ensemble de mor-
phismes qui se factorisent par un objet projectif de A. Alors, I(X, Y ) et P(X, Y )
sont des sous-espaces vectoriels de HomA(X, Y ). Donc on notera HomA(X, Y ) =
HomA(X, Y )/P(X, Y ) et HomA(X, Y ) =HomA(X, Y )/I(X, Y ).
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Si A = modA pour une algèbre A etM est un A-module, on notera |M | le nombre
des facteurs directs indécomposables non isomorphes de M . En outre l’annulateur
de M , noté AnnM , est l’idéal de A défini par AnnM = {a ∈ A : Ma = 0}. On
dira que M est fidèle si AnnM = 0. De plus, on dira que M est sincère si tout
A-module simple est un facteur de composition de M . Le résultat suivant sur les
modules sincères est bien connu.
Proposition 2.1.1. Soit M un A-module. Alors les conditions suivantes sont équi-
valents.
1. M est un A-module sincère.
2. HomA(P,M) 6= 0 pour tout A-module projectif P .
3. HomA(M, I) 6= 0 pour tout A-module injectif I.
On notera dpAM la dimension projective de M et diAM sa dimension injective.
La dimension globale de A est notée dim.gl.A.
Finalement, on note Aop l’algèbre opposée de A et D =Homk(−, k) le foncteur
de dualité standard. En outre, on note TrM le transposée de M (voir [10, Section
IV.2]). Sa définition est la suivante.
Définition 2.1.2. Soit M un A-module et P1
p→ P0 → 0 sa présentation projective
minimale. On note par Tr(M) = Coker(HomA(p,A)).
2.2 Algèbres et carquois
Dans cette section, nous nous intéresserons à la notion de carquois ainsi qu’aux
liens entre cette notion et l’étude des algèbres associatives. Nous fixons également
plusieurs notations utilisées par la suite.
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Un carquois est un quadruplet Q = (Q0, Q1, s, b) consistant en deux ensembles
Q0 (dont les éléments sont appelés les sommets) et Q1 (dont les éléments sont
appelés les flèches) et deux applications s, b : Q1 → Q0 qui associent à chaque flèche
α sa source s(α) et son but b(α). Afin de simplifier la notation, un carquois Q =
(Q0, Q1, s, b) est souvent noté Q = (Q0, Q1), ou encore Q. On dit qu’un carquois Q =
(Q0, Q1) est fini si Q0 et Q1 sont des ensembles finis, et connexe si le graphe qu’on
obtient en oubliant le sens des flèches, dit graphe sous-jacent à Q, est connexe. On
représente généralement une flèche α ∈ Q1 de source x et de but y par α : x→ y ou
bien x α→ y. Si α et β sont deux flèches de Q telles que b(α) = s(β) alors on notera
leur composition αβ. Un chemin de longueur l ≥ 1 de x vers y est une suite de
flèches ω : x = x0
α1→ x1 α2→ . . . αl→ xl = y tels que b(αi) = s(αi+1) pour 1 ≤ i < l,
et est souvent noté x ω y ou ω = α1α2 . . . αl. À chaque point x ∈ Q0, on associe
aussi un chemin de longueur 0 dit chemin stationnaire en x et noté εx. Un chemin
non stationnaire x ω y est dit un cycle si x = y. Enfin, Q est dit acyclique s’il ne
contient aucun cycle.
L’algèbre des chemins kQ de Q est la k-algèbre dont le k-espace vectoriel
sous-jacent a comme base l’ensemble de tous les chemins (y compris les chemins
stationnaires) dans Q, et dont le produit de deux éléments de la base est défini
comme étant leur concatenation, si cela est possible, et 0 sinon.
Si l’on note J l’idéal bilatère de kQ engendré par les flèches de Q, on dit qu’un
idéal I de kQ est admissible s’il existe un entier m ≥ 2 tel que Jm ⊆ I ⊆ J2. Dans
ce cas, la paire (Q, I) est appelée un carquois lié. D’autre part, une relation de
kQ de x ∈ Q0 vers y ∈ Q0 est une combinaison linéaire de chemins de x vers y dans
Q de longueur supérieure ou égale à deux. Il est connu que tout idéal admissible est
engendré par un nombre fini de relations (voir [10, Corollary II.2.9]). Aussi, si k est
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un corps algébriquement clos et que A est une algèbre sobre et connexe de dimension
finie, alors il existe un carquois lié (Q, I) tel que A ∼= kQ/I. En outre Q est connexe,
voir [35]. Le carquois lié (Q, I) est alors appelé une présentation de A, et A est dite
triangulaire lorsque Q est acyclique. En outre, lorsque I = J2, l’algèbre kQ/I est
appelée l’algèbre de radical carré nul associée à Q.
2.3 Théorie d’Auslander-Reiten
Nous avons dit que toute algèbre A est isomorphe à l’algèbre des chemins d’un
carquois lié. Maintenant, nous rappelons quelques éléments de la théorie d’Auslander-
Reiten d’une algèbre A, notamment l’existence de suites presque scindées dans modA
ainsi que la nature du carquois d’Auslander-Reiten de modA. Dans cette section on
suit la présentation faite dans [10, Chapter IV].
On commence par définir la translation d’Auslander-Reiten.
Définition 2.3.1. [10, Definition IV.2.3] La translation d’Auslander-Reiten τA
dans modA est définie par τA = DTr et la translation inverse d’Auslander-
Reiten τ−1A est définie par τ
−1
A = TrD.
De la définition de la translation d’Auslander-Reiten suit le résultat suivant, qui
est une compilation de ses propriétés.
Proposition 2.3.2. Soient M et N deux A-modules indécomposables. Alors :
1. τAM = 0 si et seulement si M est projectif ;
1’. τ−1A N = 0 si et seulement si N est injectif.
2. Si M n’est pas projectif, alors τAM n’est pas injectif et τ−1A τAM ∼= M ;
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2’. Si N n’est pas injectif, alors τ−1A N n’est pas projectif et τAτ
−1
A N
∼= N .
Avant de définir le carquois d’Auslander-Reiten de modA, nous rappelons que si
M,N ∈ modA, un morphisme f : M → N est dit minimal à gauche si, pour tout
g ∈ EndAN tel que gf = f , on a que g est un isomorphisme. De façon duale on dit
que f est minimal à droite si la condition duale est satisfaite. En outre, f est dit
presque scindé à gauche si f n’est pas une section et, pour tout homomorphisme
de A-modules u : M → U qui n’est pas une section, il existe un morphisme u′ : N →
U tel que u′f = u. On définit dualement la notion de morphisme presque scindé
à droite. De plus on dit que f est irréductible si f n’est ni une section ni une
rétraction et si pour chaque décomposition f = f1f2, on a que f1 est une rétraction
ou f2 est une section.
Étant donné deux A-modules X et Y , on dit qu’un morphisme f ∈ HomA(X, Y )
est radical si pour toute section i : M → X et toute rétraction p : Y → N la
composition ifp n’est pas un isomorphisme. On note radA(X, Y ) l’espace de tous les
morphismes radicaux de X vers Y . En outre on dit que f ∈rad2A(X, Y ) s’il existe
un A-module Z et deux morphismes f1 ∈radA(X,Z) et f2 ∈radA(Z, Y ) tels que
f2f1 = f . De façon inductive on définit radnA(X, Y ). Finalement on définit radical
infini comme suit.
rad∞A (X, Y ) =
⋂
n∈Z
radnA(X, Y ).
Il est connu que siX et Y sont deux modules indécomposables et f ∈ HomA(X, Y )
est un morphisme, alors f est irréductible si et seulement si f ∈radA(X, Y )\rad2A(X, Y )
(voir [10, Lemma IV.1.6]).
On notera
IrrA(X, Y ) = radA(X, Y )/rad2A(X, Y )
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qui est appelé l’espace de morphismes irréductibles de X vers Y .
Une suite exacte courte de modA
0→ L f→M g→ N → 0
est une suite presque scindée si f est un morphisme minimal presque scindé à
gauche et g est un morphisme minimal presque scindé à droite.
Étant donné un A-module indécomposableM , on définit la τ-orbite deM comme
étant {τmAM : m ∈ Z}. On dira que les τ -orbites de M et N sont voisines s’il existe
M ′ ∈ {τmAM : m ∈ Z}, N ′ ∈ {τnAN : n ∈ Z} et un morphisme irréductible f tel que
f : M ′ → N ′ ou f : N ′ →M ′.
Les deux théorèmes suivants, dus à Auslander et Reiten, montrent l’existence des
suites presque scindées dans modA et nous donnent une caractérisation des celles-ci.
Théorème 2.3.3. [10, Theorem IV.3.1]
(a) Pour chaque A-module indécomposable non-projectifM il existe une suite presque
scindée 0→ τAM → E →M → 0 dans modA.
(b) Pour chaque A-module indécomposable non-injectif N il existe une suite presque
scindée 0→ N → F → τ−1A N → 0 dans modA.
Théorème 2.3.4. [10, Theorem IV.1.13] Soient A une algèbre et
0→ L f→M g→ N → 0
une suite exacte courte dans modA. Alors les conditions suivantes sont équivalentes.
1. La suite exacte courte 0→ L f→M g→ N → 0 est presque scindée.
2. L est indécomposable et g est presque scindé à droite.
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3. N est indécomposable et f est presque scindé à gauche.
4. f et g sont des morphismes irréductibles.
Remarque 2.3.5. Notons que si 0 → L f→ M g→ N → 0 est une suite presque
scindée, alors elle est uniquement déterminée par L ou par N , lesquels sont toujours
des modules indécomposables. De plus, on a que L ∼= τAN et N ∼= τ−1A L.
Un des résultats sur lesquels se base cette thèse est connu sous le nom de formules
d’Auslander-Reiten. L’énoncé suit.
Théorème 2.3.6 (Formules d’Auslander-Reiten). [10, Theorem IV.2.13] Soient A
une k-algèbre et M , N deux A-modules. Alors il existe des isomorphismes
Ext1A(M,N) ∼= DHomA(N, τAM) ∼= DHomA(τ−1A N,M)
fonctoriels dans les deux variables.
Étant donnée une algèbre A on va associer à la catégorie modA un objet combi-
natoire qui prendra une place centrale dans la première partie de la thèse. Cet objet
s’appelle le carquois d’Auslander-Reiten. Sa définition suit.
Définition 2.3.7. [10, Definition IV.4.6] Soit A une algèbre et soit modA sa caté-
gorie de modules. Alors le carquois d’Auslander-Reiten de modA, noté ΓA, est
un carquois ayant pour sommets les classes d’isomorphismes [X] des A-modules in-
décomposables. En plus, le nombre de flèches de [X] vers [Y ] est égal à la dimension
de IrrA(X, Y ) comme k-espace vectoriel.
Comme on vient de dire, on utilisera de manière essentielle le carquois d’Auslander-
Reiten au cours de la thèse. Donc, pour simplifier l’écriture, on identifie les points
de ΓA avec les objets de indA.
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Cette thèse considère des propiertés particulières des composantes connexes du
carquois d’Auslander-Reiten ΓA. Leur définition suit.
Définition 2.3.8. Soient A une algèbre et ΓA son carquois d’Auslander-Reiten. Une
composante connexe Γ de ΓA est dite standard généralisée si rad∞A (X, Y ) = 0
pour tout [X], [Y ] ∈ Γ.
Une propriété de las composantes standard généralisées est la suivante, que sera
utilisée dans certaines preuves.
Proposition 2.3.9. Soient A une algèbre et Γ une composante connexe standard
généralisée de ΓA. Alors pour tous X, Y ∈ Γ et tout f ∈ HomA(X, Y ), f peut s’écrire
comme
f =
n∑
i=1
αif(i,ti) . . . f(i,1)
où αi ∈ k et f(i,j) est irréductible pour tout i et pour tout j.
Définition 2.3.10. Soient A une algèbre et ΓA son carquois d’Auslander-Reiten. Une
composante connexe Γ de ΓA est dite convexe si pour toute suite de morphismes
non nuls entre modules indécomposables
X
f0−→ X1 f1−→ . . . fn−1−→ Xn fn−→ Y
et telle que X et Y appartiennent à Γ, on a que Xi appartient aussi à Γ pour tout i
tel que 1 ≤ i ≤ n.
Finalement, on définira certaines structures dans le carquois d’Auslander-Reiten :
les présections et les sections.
Définition 2.3.11. [5, Definition 3] SoientA une algèbre, ΓA son carquois d’Auslander-
Reiten et Γ une composante connexe de ΓA. Un sous-carquois connexe Σ de Γ est
une présection si :
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1. étant donnée une flèche f : X → Y dans Γ telle que X ∈ Σ alors soit Y ∈ Σ,
soit τY ∈ Σ ;
2. étant donnée une flèche f : X → Y dans Γ telle que Y ∈ Σ alors soit X ∈ Σ,
soit τ−1X ∈ Σ ;
Définition 2.3.12. [10, Definition VIII.1.2] Soient A une algèbre, ΓA son carquois
d’Auslander-Reiten et Γ une composante connexe de ΓA. Un sous-carquois connexe
Σ de Γ est une section si :
1. Σ est acyclique ;
2. Pour chaque X ∈ Γ il existe un unique z ∈ Z tel que τ zAX ∈ Σ ;
3. Si X0 → X1 → · · · → Xn est un chemin dans Γ où X0 et Xn appartient à Σ,
alors Xi appartient à Σ pour tout i tel que 1 ≤ i ≤ n.
Les résultats suivants sont des conséquences directes de la définition de section
et présection.
Lemme 2.3.13. [10, Lemma VIII.1.4] Soient A une algèbre, Γ une composante
connexe de ΓA et Σ une section dans Γ. Alors Σ est une présection dans Γ.
Étant donné deux A-modules indécomposables X et Y , on dit que X est un
prédécesseur immédiat s’il existe un morphisme irréductible f : X → Y . La
notion de successeur immédiat est définit de forme duale. Avec cette terminologie
on peut énoncer le lemme suivante.
Lemme 2.3.14. Soit Σ une présection. Alors :
1. Aucun des successeurs immédiats de Σ qui n’appartient pas a Σ n’est projectif ;
2. Aucun des prédécesseurs immédiats de Σ qui n’appartient pas a Σ n’est injectif.
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Démonstration. Soit P un module projectif indécomposable ayant un des fac-
teurs direct indécomposable de son radical M dans Σ. Alors il existe une flèche
f : M → P dans Γ. La définition de présection implique que soit P appartient à Σ,
soit τP appartient à Σ. Or τP = 0. Donc P appartient à Σ. L’autre énoncé peut
être démontré de façon duale.
Lemme 2.3.15. Soit Σ une présection. Alors Σ est acyclique.
Démonstration. Prenons un chemin ω : X1
f1→ X2 f2→ . . . fn−1→ Xn contenu dans
Σ. Si X1 = Xn, alors X1
f1→ X2 f2→ . . . fn−1→ Xn = X1 f1→ X2 est un chemin tel que
τXi+2 6= Xi puisqu’est il est contenu dans Σ. Cela contredit [10, Corollary IX.2.3].
Donc ω n’est pas un cycle et Σ est acyclique.
2.3.1 Suites presque scindées dans différentes catégories de
modules
Soient M un A-module et I un idéal de A. Notons C l’algèbre quotient A/I. Si
I est contenu dans l’annulateur de M , alors on sait que M est aussi un C-module.
Alors on peut calculer ses translatés d’Auslander-Reiten τAM et τCM dans modA
et modC, respectivement. A priori, ces deux modules peuvent être différents. Le
résultat suivant nous donne une relation entre eux.
Lemme 2.3.16. [10, Lemma VIII.5.2] Soit A une algèbre, I un idéal bilatère de A
et C = A/I. Si M est un C-module, alors τCM dans modC est un sous-module dans
modA de τAM . Dualement, τ−1C M est un module quotient dans modA de τ
−1
A M .
Dans la présente thèse les modulesM ayant la propriété que τAM = τCM joueront
un rôle fondamental. Suivant [11], on note CA la classe tous ces modules.
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2.4 Groupe fondamental d’une algèbre
Soit A une algèbre. À chaque présentation A = kQ/I, nous pouvons associer
son groupe fondamental pi1(Q, I) (voir [48]). On dit qu’une algèbre triangulaire est
simplement connexe si le groupe fondamental pi1(Q, I) est trivial pour toute pré-
sentation A ∼= kQ/I. Nous pouvons associer aussi un groupe fondamental pi1(Γ) à
une composante connexe Γ du carquois d’Auslander-Reiten de A (voir [18]). De fa-
çon analogue, on dit qu’une composante connexe Γ est simplement connexe si son
groupe fondamental pi1(Γ) est trivial.
2.5 Quelques extensions d’algèbres
2.5.1 Extensions ponctuelles
Soient A une algèbre et M un A-module. On note B = A[M ] l’extension ponc-
tuelle de A par M , où B est l’algèbre des matrices
B =
(
A 0
M k
)
avec la somme et la multiplication habituelles des matrices. Il faut remarquer que le
carquois de B peut être obtenu du carquois de A en ajoutant un nouveau sommet,
appelé sommet d’extension, tel que le radical du B-module projectif associé au
nouveau sommet soit isomorphe à M .
De façon duale on définit la co-extension ponctuelle de A par M , notée
B = [M ]A.
24
2.5.2 Extensions scindées par des idéaux nilpotents
Soient A une algèbre et Q un A-A-bimodule équipé d’un A-A-morphisme µ :
Q ⊗A Q → Q tel que µ(µ(q ⊗ q′) ⊗ q′′) = µ(q ⊗ µ(q′ ⊗ q′′)) pour tout q, q′, q′′ ∈ Q.
On suppose toujours que le produit µ est nilpotent et que dimk(Q) est finie car on
travaille sur des algèbres de dimension finie sur le corps k. Alors l’espace vectoriel
B = A⊕Q devient une algèbre associative si on définit la multiplication par
(a, q).(a′, q′) = (aa′, aq′ + qa′ + µ(q ⊗ q′)).
En outre il existe une suite exacte scindée de k-espaces vectoriels
0→ Q ι→ B pi→ A→ 0
où ι : q 7→ (0, q) est l’inclusion de Q comme idéal bilatère de B = A⊕Q. De plus la
projection pi : (a, q) 7→ a a une section σ : a 7→ (a, 0). On dit que B est l’extension
scindée de A par Q si la section σ est un morphisme d’algèbres. En particulier, si
en outre µ(q ⊗ q′) = 0 pour tous q, q′ ∈ Q on dit que B est l’extension triviale de
A par Q. Nous referons le lecteur à [11] pour plus de précisions.
2.5.3 Extensions par relations et par relations partielles
Un cas particulier des extensions scindées qui est très lié aux concepts dévelop-
pés dans la première partie de cette thèse est celui des extensions par relations,
introduites par Assem, Brüstle et Schiﬄer dans [6]. Plus tard, Assem, Bustamante,
Dionne, Le Meur et Smith ont généralisé ce concept aux extensions par relations
partielles dans [8].
Soit A une algèbre telle que dim.gl.A ≤ 2 et soit E =Ext2A(DA,A). Alors
l’extension par relations de A, notée A˜ = A n E, est l’extension triviale de A
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par E. Si E peut être décomposé comme E = E ′ ⊕ E ′′ en tant que A-A-bimodule,
alors B = AnE ′ est appelée une extension par relations partielle de A par E ′.
2.6 Théorie de l’inclinaison
Dans la présente section on fera un bref survol des principaux résultats de la
théorie de l’inclinaison. Le lecteur intéressé par un traitement plus approfondi de
cette théorie pourra consulter [10], [9] ou [3]. Dans le restant de la thèse, sauf men-
tion contraire, on entend pour sous-catégorie de modA toute sous-catégorie pleine,
additive et stable par facteurs directs.
2.6.1 Paires de torsion
La théorie de l’inclinaison étudie comment certaines modules, appelés inclinants,
sont reliés à des sous-catégories de la catégorie de modules d’une algèbre. Ces sous-
catégories forment ce qu’on appelle une paire de torsion. La définition suit.
Définition 2.6.1. Soient T et F deux sous-catégories de modA.
— On dit que T est une classe de torsion si T est stable par extensions et co-
noyeaux ;
— On dit que F est une classe sans torsion si F est stable par extensions et
noyeaux ;
— Une paire (T ,F) de sous-catégories de modA est une paire de torsion si les
conditions suivantes sont satisfaites :
1. HomA(M,N) = 0 pour tout M ∈ T et tout N ∈ F .
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2. Pour tout M ∈ modA, si HomA(M,N) = 0 pour tout N ∈ F , alors
M ∈ T .
3. Pour tout N ∈ modA, si HomA(M,N) = 0 pour tout M ∈ T , alors
M ∈ F .
Dans ce cas T et F seront appelées la classe de torsion et la classe sans torsion
de la paire (T ,F), respectivement. En outre, tout objet de T est dit de torsion et
tout objet de F est dit sans torsion.
La proposition suivante montre des caractéristiques des classes qui forment les
paires de torsion.
Proposition 2.6.2. [10, Proposition VI.1.4]
1. Soit T une sous-catégorie de modA. Les conditions suivantes sont équivalentes :
(a) T est la classe de torsion d’une paire de torsion (T ,F) dans modA.
(b) T est stable par extensions et quotients.
(c) Il existe un sous-foncteur t du foncteur identité de modA tel que T =
{M : M = tM}.
2. Soit F une sous-catégorie de modA. Les conditions suivantes sont équivalentes :
(a) F est la classe sans torsion d’une paire de torsion (T ,F) dans modA.
(b) F est stable par extensions et sous-modules.
(c) Il existe un sous-foncteur t du foncteur identité de modA tel que F = {N :
tN = 0}.
Une conséquence de la proposition précédente est la proposition suivante.
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Proposition 2.6.3. [10, Proposition VI.1.5] Soient (T ,F) une paire de torsion dans
modA et M un A-module. Alors il existe une suite exacte courte
0→ tM →M →M/tM → 0
où tM ∈ T et M/tM ∈ F . En outre cette suite est unique dans le sens que, s’il
existe une autre suite exacte 0 → M ′ → M → M ′′ → 0 avec M ′ ∈ T et M ′′ ∈ F ,
alors les deux suites sont isomorphes.
Définition 2.6.4. Soient (T ,F) une paire de torsion dans modA etM un A-module.
Alors la suite 0 → tM → M → M/tM → 0 de la Proposition 2.6.3 est appelée
la suite canonique de M . En outre, la paire (T ,F) est dite scindée si la suite
canonique de tout A-module est scindée.
2.6.2 Modules inclinants
Parmi les paires de torsion de la catégorie modA, certaines, caractérisées dans
[4, 57], sont caractérisées par les modules dits inclinants.
Définition 2.6.5. [19, 40] Soient A une algèbre et T un A-module. Alors T est dit
inclinant si :
1. dpAT ≤ 1 ;
2. T est rigide, c’est-à-dire Ext1A(T, T ) = 0 ;
3. Il existe une suite exacte courte 0→ A→ T0 → T1 → 0, avec T0, T1 ∈ addT .
On sait aussi, que si un module T vérifie les conditions 1 et 2, alors 3 est équivalent
à la condition suivante (voir [10, Corollary VI.4.4]).
3’. |T | = |A|.
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Théorème 2.6.6. [10, Theorem VI.2.5] Soit T un A-module inclinant. Alors (FacT, Sub(τAT ))
est une paire de torsion. En outre, FacT = {M : Ext1A(T,M) = 0} et SubτT = {N :
HomA(T,N) = 0}.
Soient un A-module et B = EndA(M). Alors le A-module M admet une struc-
ture évidente de B-module à gauche. La proposition suivante nous montre que les
A-modules inclinants sont aussi des B-modules inclinants et, en plus, nous donne
l’existence d’une paire de torsion engendrée par T dans modB d’une façon construc-
tive.
Théorème 2.6.7. [10, Lemma VI.3.3 et Corollary VI.3.6] Soient T un A-module
inclinant et B =EndA(T ). Considérons les sous-catégories pleines X = {X ∈ modB :
X ⊗B T = 0} et Y = {Y ∈ modB : TorB1 (Y, T ) = 0} de modB. Alors T est un B-
module inclinant et (X ,Y) est une paire de torsion dans modB.
Une question naturelle qui émerge de la proposition précédente est l’existence ou
non d’une relation entre la paire (T ,F) et la paire (X ,Y). En étudiant de façon
axiomatique les modules inclinants, Brenner et Butler ont relié ces paires de torsion
dans [19] la relation existante. Leur résultat principal est le suivant. On donne la
formulation faite dans [10, Theorem VI.3.8].
Théorème 2.6.8. [10, Theorem VI.3.8][19, Theorem III.(a)] Soient T un A-module
inclinant, (Fac T , Sub(τAT )) la paire de torsion induite dans modA et (X ,Y) la paire
de torsion induite dans modB. Alors :
1. Le foncteur HomA(T,−) : FacT −→ Y est une équivalence de catégories avec
quasi-inverse −⊗B T : Y −→ FacT .
2. Le foncteur Ext1A(T,−) : Sub(τAT ) −→ X est une équivalence de catégories
avec quasi-inverse TorB1 (−, T ) : X −→Sub(τAT ).
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2.7 Algèbres héréditaires, inclinées et inclinées amas-
sées
La classification des représentations des algèbres est un problème très vaste et
complexe, voire impossible, si on essaie de le résoudre dans un cadre complètement
général. C’est pour cela que les mathématiciens ont défini des familles d’algèbres sur
lesquelles cette tâche est envisageable.
Cette section définit quelques familles d’algèbres qui seront utiles dans cette thèse.
2.7.1 Algèbres héréditaires et inclinées
La dimension projective d’un A-module M permet de décider s’il est projectif ou
non. En ce sens la dimension globale d’une algèbre A peut être interprétée comme
une première mesure de la complexité de l’algèbre. Par exemple, la dimension globale
d’une algèbre semi-simple est zéro. De ce point de vue, les premières algèbres en
dehors des algèbres semi-simples sont, donc, celles de dimension globale un.
Définition 2.7.1. Soit A une algèbre. Alors A est dite héréditaire si dim.gl.A ≤ 1.
À l’heure actuelle, et depuis quelques années déjà, on peut dire que les catégories
des modules des algèbres héréditaires de type de représentation fini ou de type docile
sont bien connues. Happel et Ringel ont défini dans [40] les algèbres inclinées. Leur
définition suit.
Définition 2.7.2. [40, Introduction] Soit A une algèbre. Alors A est dite inclinée s’il
existe une algèbre héréditaireH et unH-module inclinant T tels que A ∼= EndH(T )op.
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Dans le même article Happel et Ringel ont pu donner quelques précisions sur
la catégorie de modules des algèbres inclinées grâce à l’information disponible sur
les algèbres héréditaires et les outils fournis par le Théorème 2.6.8. Par exemple la
proposition suivante nous donne une borne pour la dimension globale des algèbres
inclinées.
Théorème 2.7.3. [40, Theorem 5.2] Soit A une algèbre inclinée. Alors dim.gl.A ≤
2.
La définition des algèbres inclinées est donc basée sur l’existence d’une algèbre
héréditaire et d’un module inclinant dans cette algèbre. Dans le même article où
ils ont défini les algèbres inclinées, Happel et Ringel donnent une caractérisation
des algèbres inclinées à l’aide des tranches complètes. Il faut remarquer que dans
la littérature il existe plusieurs définitions équivalentes des tranches complètes. On
prend celle parue dans [51].
Définition 2.7.4. [51, Definition 4.2.2] Soient A une algèbre et ΓA son carquois
d’Auslander-Reiten. Soient Σ un sous-carquois plein et connexe de ΓA et TΣ =⊕
[M ]∈Σ
M . Alors Σ est une tranche complète si les conditions suivantes sont sa-
tisfaites :
1. TΣ est un A-module sincère ;
2. TΣ est convexe dans modA, c’est-à-dire que pour chaque chemin
X = X0
f0−→ X1 f1−→ . . . fn−1−→ Xn = Y
dans modA tel que X, Y ∈ Σ, on a que Xi ∈ Σ pour tout i ∈ {1, ..., n− 1} ;
3. Si M est indécomposable et non projectif, alors au plus un de M ou τAM
appartient à Σ ;
31
4. Si M est un module indécomposable, N est un facteur direct indécomposable
de TΣ et f : M → N est un morphisme irréductible, alors soit M appartient à
Σ, alors M est non injectif et τ−1A M appartient à Σ.
Le théorème suivant nous donne une caractérisation de toutes les tranches com-
plètes.
Théorème 2.7.5. [51, Theorem 4.2.3] Soient H une algèbre héréditaire, T un H-
module inclinant et B = EndH(T ). Si on écrit DH =
n⊕
i=1
I(i), alors le module
Q =
n⊕
i=1
HomH(T, I(i))
est isomorphe à TΣ pour une tranche complète Σ dans modB. En outre, pour toute
tranche complète Σ il existe un B-module Q comme plus haut tel que TΣ = Q.
Comme corollaire du théorème précédent on obtient une caractérisation des al-
gèbres inclinées.
Corollaire 2.7.6. [51, Corollary 4.2.4] Soit A une algèbre. Alors A est inclinée si et
seulement si elle admet une tranche complète Σ dans son carquois d’Auslander-Reiten
ΓA. En outre, soit T =
⊕
[M ]∈Σ
M , alors H = EndA(T ) est une algèbre héréditaire, HT
est un H-module inclinant et A ∼= EndH(T ).
Une autre caractérisation des algèbres inclinées, qui est plus facile à appliquer
dans la pratique, fut développée de façon indépendante par Liu et Skowroński, dans
[46] et [55], respectivement. Cette caractérisation alternative utilise le concept de
section au lieu de celui de tranche complète.
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Théorème 2.7.7. [46, 55][Critère de Liu-Skowroński] Soit A une algèbre. Alors A
est une algèbre inclinée si et seulement si A admet une section Σ qui est fidèle et
telle que HomA(M, τAN) = 0 pour tous M,N ∈ Σ.
2.7.2 Algèbres inclinées amassées
L’étude des algèbres inclinées amassées a débuté avec leur définition, faite par
Buan, Marsh et Reiten dans [26] et, de façon indépendante, par Caldero, Chapo-
ton et Schiﬄer pour le cas An dans [28]. Depuis, certaines représentations de ces
algèbres et d’autres concepts qui leur sont associés peuvent être considérés comme
une catégorification des algèbres amassées définies par Fomin et Zelevinski dans [34].
Dans cette section on énoncera deux façons de définir ces algèbres. La première
est la définition originale de Buan, Marsh et Reiten en tant qu’algèbres d’endomor-
phismes d’un objet inclinant dans une catégorie amassée. La deuxième découle des
travaux faits par Assem, Brüstle et Schiﬄer dans [6, 5], où ils prouvent que les al-
gèbres inclinées amassées sont exactement les extensions par relations des algèbres
inclinées.
Algèbres inclinées amassées et catégories amassées
Pour donner la définition originale des algèbres inclinées amassées il faut commen-
cer par celle de catégorie amassée. On donne la définition de Buan, Marsh, Reineke,
Reiten et Todorov apparue dans [25]. Cette définition utilise le concept de catégorie
dérivée bornée, on renvoi le lecteur à [38] pour une définition précise et ses propriétés
de base.
Définition 2.7.8. [25] SoientH une algèbre héréditaire, D = Db(modH) la catégorie
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dérivée bornée de modH et prenons l’automorphisme F = [1] ◦ τ−1D de D, qui est
la composition du foncteur de décalage [1] de D, et l’inverse τ−1D de la translation
d’Auslander-Reiten de D. Alors la catégorie amassée associé à H, notée CH , est
la catégorie de F -orbites de D ayant comme objets les objets de D et, étant donné
deux objets X˜ et Y˜ de CH , alors HomCH (X˜, Y˜ ) =
⊕
i∈Z
HomD(X,F iY ). En outre, la
composition de morphismes est défini de façon naturelle.
Remarque 2.7.9. Soit H une algèbre héréditaire. Alors CH est une catégorie Krull-
Schmidt.
Leur motivation à l’introduction des catégories amassées était de donner une
catégorification des algèbres amassées. Ainsi ils réussirent nottament à décrire la
combinatoire de la mutation des amas à l’aide de celle de la mutations des objets
inclinants amassés. La définition d’un objet inclinant amassé suit.
Définition 2.7.10. Soit CH une catégorie amassée. On dit que X˜ est un objet
inclinant amassé si HomCH (X˜, X˜[1]) = 0 et |X˜| = |H|.
Dans un autre article, apparu presque au même temps que [25], Buan, Marsh et
Reiten ont défini dans [26] les algèbres inclinées amassées comme suit.
Définition 2.7.11. [26] Soit B une algèbre. Alors B est dite une algèbre inclinée
amassée si et seulement s’il existe une catégorie amassée CH et un objet inclinant
amassé T˜ tels que B ∼= EndCH (T˜ ).
En plus, ils ont prouvé que les catégories de modules des algèbres inclinées amas-
sées gardent un lien étroit avec les catégories amassées d’où elles proviennent. Leur
résultat est le suivant.
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Théorème 2.7.12. [26] Soient CH une catégorie amassée, T˜ un objet inclinant
amassé et B = EndCH (T˜ ) l’algèbre inclinée amassée correspondante. Alors le foncteur
HomCH (T˜ ,−) : CH → modB induit une équivalence de catégories entre CH/(τCH T˜ ),
la catégorie amassée CH factorisée par l’idéal formé des morphismes de C qui se
factorisent par un objet de add(τCH T˜ ), et modB, la catégorie de B-modules.
Algèbres inclinées amassées, algèbres inclinées et extensions par relations
Soit H une algèbre héréditaire et T un H-module inclinant. Dans [25] on prouve
que T induit un objet inclinant amassé T˜ . Donc T induit une algèbre inclinée amassée
C˜ = EndCH (T˜ ). D’autre part, T induit aussi l’algèbre inclinée C = EndH(T ). Étant
donnée cette situation, il est naturel de se demander quelle est la relation entre C et
C˜.
En étudiant ce problème, Assem, Brüstle et Schiﬄer produisirent une série de
quatre articles, où ils donnent une caractérisation des algèbres inclinées amassées à
partir des algèbres inclinées et ils étudient leurs catégories de modules. Dans le reste
de la sous-section on énoncera quelques résultats et définitions apparues dans [5, 6].
Le premier de ceux-là nous donne une caractérisation des algèbres inclinées amas-
sées entant qu’extension par relations des algèbres inclinées.
Théorème 2.7.13. [6] Soient C un algèbre inclinée et E = Ext2C(DC,C). Alors
l’extension par relations C˜ = C n E est une algèbre inclinée amassée. En outre,
toute algèbre inclinée amassée est de cette forme.
Maintenant, il est naturel de se demander quand deux algèbres inclinées C1 et C2
sont telles que C1nExt2C1(DC1, C1) ∼= C2nExt2C2(DC2, C2). Le théorème précédent
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nous donne une condition nécessaire : il doit exister une algèbre héréditaire H et
deux H-modules inclinants T1 et T2 tels que C1 ∼= EndH(T1) et C2 ∼= EndH(T2).
Une condition nécessaire et suffisante fut donné par Assem, Brüstle et Schiﬄer
dans [5] à l’aide d’un nouvel objet mathématique qu’ils ont introduit, les tranches
locales. D’autre part, Assem, Brüstle et Schiﬄer dans [7] et Bertani-Økland, Op-
permann et Wrålsen dans [16] ont donné une condition nécessaire et suffisante en
utilisant différents notions.
La définition de tranche locale suit.
Définition 2.7.14. [5, Definition 11] Soit A une algèbre. Un sous-carqouis Σ du car-
quois d’Auslander-Reiten ΓA de A est une tranche locale s’il satisfait aux conditions
suivantes.
1. Σ est une présection ;
2. Σ est sectionnellement convexe, c’est-à-dire que pour chaque chemin
X = X0
f0−→ X1 f1−→ . . . fn−1−→ Xn = Y
dans ΓA tel que Xi 6= τAXi+2 pour 0 ≤ i ≤ n − 2 et que X, Y ∈ Σ, on a que
Xi ∈ Σ pour tout i ∈ {1, ..., n− 1} ;
3. |Σ| = |A|.
En général, on voit que deux algèbres inclinées qui ne sont pas isomorphes peuvent
induire la même algèbre inclinée amassée. Le théorème paru dans [5] est le suivant.
Théorème 2.7.15. [5] Soit B une algèbre inclinée amassée et soit ΓB son carquois
d’Auslander-Reiten. Alors C est une algèbre inclinée telle que B ∼= CnExt2C(DC,C)
si et seulement si il existe une tranche locale Σ dans ΓB telle que C ∼= B/AnnΣ.
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Chapitre 3
Résultats connus sur la τ -inclinaison
Dans le présent chapitre nous exposons, sans démonstration, quelques résultats
sur la théorie de τ -inclinaison qui seront utilisés librement dans le cours de la thèse.
La plupart ont paru dans [1, 32, 42]. On renvoie le lecteur aux articles originaux pour
voir les preuves et un traitement plus approfondi de ces concepts.
3.1 Définition et propriétés de bases
Définition 3.1.1. [1, Definition 0.1.a] SoitM un A-module. AlorsM est dit τ-rigide
si HomA(M, τM) = 0.
Les modules τ -rigides ont été amplement étudiés (voir par exemple [55, 56, 47,
46, 12, 4, 15]), même si le terme τ -rigide est récent. De la τ -rigidité d’un module dé-
coulent deux faits qui sont d’une importance capitale pour la théorie de τ -inclinaison.
Le premier est une conséquence directe des formules d’Auslander-Reiten, voir le
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Théorème 2.3.6.
Corollaire 3.1.2. Soit M un module τ -rigide. Alors M est un module rigide.
Noter que le Théorème 2.3.6 dit que la rigidité de M peut être déduite du fait
que HomA(M, τM) = 0 ou encore du fait que HomA(τ−1M,M) = 0. On a choisi la
première de ces deux options pour définir les modules τ -rigides. De façon duale on
peut définir les modules τ−1-rigides.
Définition 3.1.3. [1, Section 2] Soit M un A-module. Alors M est dit τ−1-rigide si
HomA(τ−1M,M) = 0.
Le deuxième fait est connu sous le nom de Lemme de Skowroński.
Lemme 3.1.4. [56, Lemma 2] Soit M un module τ -rigide. Alors |M | ≤ |A|.
Maintenant on passe à la définition sur laquelle se base cette thèse.
Définition 3.1.5. [1, Definition 0.1] Soit T un module τ -rigide. Alors T est τ-
inclinant si |T | = |A| et il est un module τ-inclinant sur son support s’il existe
un idempotent e ∈ A tel que T est un (A/AeA)-module τ -inclinant.
Remarque 3.1.6. De même qu’il n’est pas vrai que tout module rigide est inclinant
partiel, il n’est pas vrai que tout module τ -rigide est un module τ -inclinant sur son
support. Par exemple, dans la catégorie de modules de l’algèbre héréditaire A de
type A2 donné par le carquois
1 // 2
le module projectif P1 =
1
2
est τ -rigide. En outre P1 est indécomposable, donc |P1| = 1.
Par contre, il n’y a pas d’idempotent e ∈ A qui fasse de P1 un module τ -inclinant
sur son support car P1 est sincère et il n’est pas τ -inclinant.
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Avec la définition en mains, les deux propositions suivantes nous donnent une
petite liste de propriétés des modules τ -rigides et τ -inclinants sur leurs supports.
Proposition 3.1.7. [1, Lemma 2.1, Proposition 2.2]
1. Soient e ∈ A un idempotent et M un (A/AeA)-module. Alors M est un A-
module τ -rigide si et seulement si M est un (A/AeA)-module τ -rigide.
2. Un module τ -inclinant sur son support est τ -inclinant si et seulement s’il est
sincère.
3. Un module τ -inclinant sur son support est inclinant si et seulement s’il est
fidèle.
4. Tout A-module τ -rigideM est un C-module inclinant partiel, où C = A/AnnM .
En outre, si M est un module τ -inclinant sur son support alors M est un C-
module inclinant.
Proposition 3.1.8. Soit T un A-module. Alors T est un module inclinant si et
seulement si M est un module τ -inclinant et dpM ≤ 1.
Démonstration. La nécessité suit de la Proposition 3.1.7.2 et de la définition
de module inclinant.
La suffisance est une conséquence directe de [14, Corollary IV.4.7], qui montre
que dans ces conditions Ext1A(T, T ) ∼= DHomA(T, τT ) = 0.
Comme dans la définition des modules inclinants, nous pouvons construire une
suite exacte qui nous donne une approximation de l’algèbre A.
Proposition 3.1.9. [42, Proposition 2.14] Soit T un A-module τ -rigide. Alors T est
un module τ -inclinant sur son support si et seulement s’il existe une suite exacte
A
f→ T ′ g→ T ′′ → 0
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où T ′, T ′′ ∈ addT et f est une (addT )-approximation à droite.
Aussi, [10, Lemma VI.2.2] nous donne une autre façon de différencier les modules
inclinants des modules τ -inclinants qui ne sont pas inclinants.
Proposition 3.1.10. Soit T un A-module τ -inclinant sur son support. Alors T est
un A-module inclinant si et seulement s’il existe une suite exacte courte
0→ A f→ T ′ g→ T ′′ → 0
avec T ′, T ′′ ∈ addT .
Démonstration. La nécessité est immédiate, donc on prouve la suffisance. Re-
marquons que, en vertu de [10, Lemma VI.2.2], l’injectivité de f dans la suite exacte
courte
0→ A f→ T ′ g→ T ′′ → 0
implique que T est fidèle. Ainsi M est inclinant en conséquence de la Proposition
3.1.7.
Chaque fois qu’on a un module inclinant partiel U , on peut trouver un module
inclinant TU tel que TU = N ⊕U , grâce à un processus développé par Bongartz dans
[17]. Ce résultat a été généralisé par Adachi, Iyama et Reiten aux modules τ -rigides.
Théorème 3.1.11. [1, Theorem 2.10] Soit U un module τ -rigide. Alors (⊥(τAU), Sub(τU))
est une paire de torsion. En outre TU := P(⊥(τU)) est un module τ -inclinant ayant
U comme facteur direct.
Remarque 3.1.12. Si dans le théorème précédent U est un module inclinant partiel,
alors TU coïncide avec le module obtenu par la complétion classique de Bongartz.
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Une des difficultés à travailler avec les modules τ -inclinants sur leurs supports
c’est que le nombre de facteurs indécomposables varie d’un module à l’autre. C’est
pour cela qu’afin d’énoncer certains résultats de la théorie de τ -inclinaison on a
besoin d’introduire les notions de projectifs associés aux modules τ -inclinants sur
leurs supports et de paires τ -rigides comme suit.
Définition 3.1.13. Soit A une algèbre. Alors :
1. Si T est un A-module τ -inclinant sur son support et e ∈ A est un idempotent
de A tel que T est un A/AeA-module τ -inclinant, alors on définit le module
projectif PT associé à T comme PT = eA.
2. Si M est un A-module τ -rigide et P est un A-module projectif, on dira que la
paire (M,P ) est compatible si HomA(P,M) = 0.
3. Soit (M,P ) une paire compatible. Alors on dit que (M,P ) est une paire τ-
inclinante si |M |+ |P | = |A|.
4. Soit (M,P ) une paire compatible. Alors on dit que (M,P ) est une paire τ-
inclinante presque complète si |M |+ |P | = |A| − 1.
Comme conséquence immédiate des définitions précédentes on a la proposition
suivante.
Proposition 3.1.14. [1, Proposition 2.3] Soit A une algèbre. Alors toute paire τ -
inclinante est de la forme (T, PT ), où T est un A-module τ -inclinant sur son support
et PT est le module projectif associé à T .
Maintenant qu’on a introduit assez de terminologie, on peut énoncer le théorème
qui a motivé la théorie de la τ -inclinaison.
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Théorème 3.1.15. [1, Theorem 2.18] Soit A une algèbre et (M,P ) une paire τ -
inclinante presque complète. Alors il existe exactement deux modules τ -inclinants
sur leurs supports T1 et T2 tels que M est une facteur direct de chaque Ti et P est
un facteur direct de chaque PTi. En autre, il existe exactement un des Ti tel que
FacTi=FacM .
Définition 3.1.16. [1, Definition 2.19] Soient T1 et T2 comme dans le théorème
précédent. Alors on dit que T2 est la mutation de T1 en M ′ ce qu’on note T2 =
µM ′(T1), et T1 est la mutation de T2 au M ′′, notée T1 = µM ′′(T2).
3.1.1 Modules τ -inclinants et extensions d’algèbres
Dans la Proposition 3.1.7 on a comparé les A-modules τ -rigides aux modules τ -
rigides les quotients de A par un idéal engendré par un idempotent. Il est clair que
les idéaux engendrés par des éléments idempotents ne sont pas les seuls idéaux d’une
algèbre arbitraire A. Donc il est naturel de se demander quelle est la relation entre
les A-modules τ -rigides et les A/I-modules τ -rigides, où I est un idéal plus général.
Ce problème est fort difficile et il est encore ouvert.
Ceci dit, on peut considérer ce problème d’un point de vue different, c’est-à-dire
qu’on peut prendre une algèbre R qui est une extension scindée d’une autre algèbre
A. Si on est dans cette situation, alors A = R/I pour un certain idéal I de R.
Prenons un A-module τ -rigideM . DoncM est un R-module de façon triviale. Par
contre on ne sait pas s’il est τ -rigide ou non en tant que R-module. C’est évidemment
le cas si τAM = τRM .
Dans la présente sous-section on énonce des résultats parus dans [11] qui nous
42
donnent des conditions pour que τAM = τRM lorsque R est une extension scindée
par un idéal nilpotent de A.
Remarque 3.1.17. Les résultats originaux de [11] sont plus généraux que ceux
qu’on énonce. Nous les avons adaptés de façon qu’ils puissent répondre à la question
principale de cette sous-section.
Théorème 3.1.18. [11, Theorem] Soient A une algèbre, M un A-module τ -rigide et
R une extension scindée de A par un idéal nilpotent Q. Si QA ∈ Fac(M) et D(AQ) ∈
Sub(τAM), alors τAM = τRM .
Démonstration. Il suffit de remarquer queQA ∈ Fac(M) etD(AQ) ∈ Sub(τAM)
implique que HomA(Q, τAM) = 0 et M ⊗A Q = 0, respectivement.
Remarque 3.1.19. Même si les extensions ponctuelles sont un cas particulier des
extensions scindées, nous énonçons le résultat correspondant aux extensions ponc-
tuelles pour son utilisation ultérieure.
Proposition 3.1.20. [11, Corollary 2.6] Soit A une algèbre, M un A-module τ -
rigide et R = A[X] l’extension ponctuelle de A par X. Si HomA(X, τAM) = 0, alors
τAM = τRM .
3.2 Modules τ -inclinants et classes de torsion
Toute comme la théorie d’inclinaison, la théorie de τ -inclinaison est intimement
liée aux paires de torsion dans la catégorie de modules.
Comme dans [1], on note sτ -tiltA la classe de A-modules τ -inclinants sur leurs
supports et f-torsA toutes les classes de torsion fonctoriellement finies dans modA.
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Le théorème suivant est un des piliers de la τ -inclinaison. Rappelons que, étant
donnée une sous-catégorie C de modA stable par extensions et facteurs directs, on
note P (C) la somme directe d’un représentant de chaque classe d’isomorphisme de
module indécomposable Ext-projectif de C.
Théorème 3.2.1. [1, Theorem 2.7] L’application Φ : sτ -tiltA→ f-torsA définie par
Φ(M) =FacM est une bijection d’inverse Φ−1(T ) = P (T ).
Donc le théorème précédent nous dit que chaque module τ -inclinant sur son
support engendre une classe de torsion fonctoriellement finie et, réciproquement, que
toute classe de torsion fonctoriellement finie est engendrée par un module τ -inclinant
sur son support.
Cette bijection induit de façon naturelle un ordre partiel dans sτ -tiltA.
Définition 3.2.2. [1, Definition-Proposition 2.28] Soient M et N deux modules τ -
inclinants sur leur support. Alors on dit que N ≤M si FacN ⊆FacM .
En plus, on verra dans le prochain résultat que cet ordre est compatible avec la
mutation.
Théorème 3.2.3. [1, Proposition 2.28][32, Theorem 3.1] Soit M et N deux modules
τ -inclinants sur leur support tels que N est obtenu par une mutation de M . Alors
soit N < M , soit N > M .
En outre, si T est une classe de torsion telle que FacM ( T alors il existe un
module L obtenu par mutation de M tel que FacM ( FacL ⊂ T . Dualement, si T
est une classe de torsion telle que T ( FacM alors il existe un module L′ obtenu par
mutation de M tel que T ⊂ FacL′ ( FacM .
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3.3 Équivalence induite par un module τ -inclinant
Un des résultats clés de la théorie d’inclinaison est le théorème d’inclinaison de
Brenner et Butler (voir Théorème 2.6.8). Le résultat suivant prouvé dans un contexte
plus général dans [30] montre qu’une de ces équivalences reste valide pour les modules
τ -inclinants. On transcrive ici le résultat tel comme peut être trouvé dans [42].
Proposition 3.3.1. [30, Theorem 4.1][42, Proposition 3.5] Soient T un A-module
τ -inclinant sur son support, B = EndA(T ) et Y la sous-catégorie de modB définie par
Y = {Y ∈ modB : TorB1 (Y, T ) = 0}. Alors le foncteur HomA(T,−) : modA→ modB
induit une équivalence de catégories entre FacT et Y. Son quasi-inverse est le foncteur
de Y dans FacT induit par −⊗B T : modB → modA.
Remarque 3.3.2. La preuve donné par Jasso consiste en considérer M comme un
C-module inclinant, où C = A/AnnM . Cette type de raisonement sera utilisé pour
prouver certains résultats de cette thèse.
Soit U un module τ -rigide, TU sa complétion de Bongartz et B = EndA(TU). Alors
HomA(TU , U) est un B-module projectif. Cela implique l’existence d’un idempotent
eU ∈ B tel que HomA(TU , U) = eUB. Posons B˜ = B/BeUB, c’est l’algèbre quotient
de B par l’idéal engendré par eU , et sτ -tiltUA la classe des A-modules τ -inclinants
sur leur support M tels que M = M ′ ⊕ U .
Théorème 3.3.3. [42, Theorem 1.1] Soient U un module τ -rigide et B˜ comme
plus haut. Alors le foncteur HomA(TU ,−) : modA → modB induit un foncteur
F : U⊥ ∩ ⊥(τAU)→ modB˜ qui est une équivalence de catégories. En outre F in-
duit une bijection Θ entre sτ -tiltUA et sτ -tiltB˜ qui respecte l’ordre, c’est-à-dire que
M ≤ N si et seulement si Θ(M) ≤ Θ(N) pour tous M et N dans sτ -tiltUA.
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Ce processus d’identification est appelé réduction τ -inclinante.
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Chapitre 4
Modules τ -inclinants sur leur
supports et leurs algèbres
d’endomorphismes
Ce chapitre est dédié à l’étude des algèbres d’endomorphismes des modules τ -
inclinants sur leurs supports.
Soient A une algèbre et T un A-module τ -inclinant sur son support. Tout au
long de ce chapitre on notera B et C les algèbres B = EndA(T ) et C = A/AnnAT ,
respectivement. Dans la première section de ce chapitre nous montrons que l’algèbre
EndB(T ) est isomorphe à C. Dans la deuxième nous prouvons une généralisation du
Théorème de Brenner-Butler (voir Théorème 2.6.8) lorsque τAT = τCT .
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4.1 Sur le quotient d’une algèbre par l’annulateur
d’un module τ -inclinant sur son support
On commence cette section directement avec son résultat principal.
Théorème 4.1.1. Soient T un A-module τ -inclinant sur son support, B = EndAT
son algèbre d’endomorphismes et C = A/AnnAT . Alors le morphisme d’algèbres
ϕ : A→ EndB(BT )op défini par ϕ(a)(t) = ta pour tout t ∈ T induit un isomorphisme
C ∼= EndB(BT )op.
Démonstration. Pour tout a ∈ A, nous avons que ϕ(a) = 0 si et seulement si
Ta = 0. Donc kerϕ = AnnT . Alors ϕ induit, par passage au quotient, un morphisme
ϕ˜ : C → EndBT op donné par c 7→ (t 7→ tc˙) pour c ∈ C et t ∈ T .
AnnAT // A

ϕ // EndB(BT )op
C
ϕ˜
66
La proposition 3.1.7 implique que T est un C-module inclinant. De plus, modC
étant une sous-catégorie pleine de modA, nous avons que EndC(T ) ∼= EndA(T ) = B.
Conséquemment, [10, Lemme VI.3.3] implique que ϕ˜ est un isomorphisme d’algèbres.
Les corollaires suivants découlent immédiatement du Théorème 4.1.1.
Corollaire 4.1.2. Soient T un A-module τ -inclinant sur son support et B = EndA(T )
son algèbre d’endomorphismes. Alors B est une algèbre connexe si et seulement si
C = A/AnnAT est connexe.
Démonstration. Soit T un A-module inclinant sur son support. Si B est une
algèbre connexe, alors [10, Corollary VI.3.5] implique que EndC(T ) est connexe, puis
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EndB(BT ) est connexe. Donc on peut appliquer le Théorème 4.1.1 pour conclure
que C est connexe. Supposons que C est connexe. On sait que T est un C-module
inclinant par la Proposition 3.1.7. En outre B = EndA(T ) = EndC(T ) parce que
modC est une sous-catégorie pleine de modA. Donc [10, Lemma VI.3.4] implique
que B est connexe.
Corollaire 4.1.3. Soit T un A-module τ -inclinant sur son support et B = EndA(T )op
son algèbre d’endomorphismes. Alors ϕ : A → EndB(BT ) est un isomorphism si et
seulement si T est un A-module inclinant.
Démonstration. Considérons le morphisme d’algèbres ϕ du Théorème 4.1.1
et supposons que c’est un isomorphisme. Alors le Théorème 4.1.1 implique que
AnnAT = 0. Donc nous pouvons appliquer la Proposition 3.1.7.(3) pour conclure
que T est un A-module inclinant. L’autre implication est prouvée dans [10, Lemma
VI.3.3].
4.2 Une version τ -inclinante du Théorème de Brenner-
Buttler
Comme on a déjà dit dans le Chapitre 3, on peut associer à chaque A-module
τ -inclinant sur son support T la classe de torsion FacT et la classe sans torsion
Sub(τAT ). Dans le théorème suivant, qui est le résultat principal de ce chapitre,
on donne une condition nécessaire et suffisante pour que le foncteur Ext1A(T,−) :
Sub(τAT )→ X du Théorème 2.6.8 soit une équivalence de catégories.
Théorème 4.2.1. Soient T un A-module τ -inclinant sur son support, B = EndAT
son algèbre d’endomorphismes et C = A/AnnAT . Alors le foncteur Ext1A(T,−) :
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Sub(τAT ) → X est une équivalence de catégories avec quasi-inverse TorB1 (−, T ) :
X → SubA(τAT ) si et seulement si τAT ∼= τCT .
Démonstration. Suffisance. De l’isomorphisme entre τAT et τCT suit immédia-
tement que τAT est un C-module, donc Sub(τAT ) = Sub(τCT ). Nous noterons τAT
et τCT simplement τT .
Soit L appartient à Sub(tauT ). Par l’absurde, supposons que IA(L, τT ) 6= 0.
Alors il existe un A-module injectif I et un morphisme f : L → τT qui se factorise
par I sous la forme f = f2f1 avec f1 : L→ I et f2 : I → τT . Comme L est aussi un
C-module, il existe une enveloppe injective i : L → I ′ dans modC. En particulier,
i est un monomorphisme dans modA parce que modC est une sous-catégorie pleine
de modA. Alors l’injectivité de I fait en sorte qu’il existe un morphisme h : I ′ → I
tel que f1 = hi.
L
i

f1 
f // τT
I
f2
>>
I ′
h
??
.
Donc f = f2hi et f2h 6= 0 parce que f 6= 0. De plus, modC est une sous-catégorie
pleine de modA et I ′ et τT sont des C-modules, donc f2h est un morphisme dans
modC. Alors IC(L, τT ) 6= 0 et ceci contredit le fait que dpCT ≤ 1 parce que T est
C-inclinant. Ceci montre que IA(L, τT ) = 0. On en déduit la suite d’isomorphismes
fonctoriels suivante
Ext1A(T, L) ∼= DHomA(L, τT ) = DHomC(L, τT ) ∼= Ext1C(T, L).
Cela prouve notre affirmation.
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Comme T est un C-module inclinant, on a que Ext1C(T,−) induit une équi-
valence de catégories de Sub(τT ) dans X de quasi-inverse induit par TorB1 (T,−)
comme quasi-inverse. Donc la suffisance se suit de l’isomorphisme entre Ext1A(T,−)
et Ext1C(T,−).
Nécessité. Supposons que Ext1A(T,−) est une équivalence de catégories. Comme
T est un A-module τ -inclinant sur son support, alors BT est un B-module inclinant.
Cela implique que EndB(T ) ∼= C et que TorB1 (T,−) induit une équivalence des caté-
gories de X vers Sub(τCT ). Donc τAM ∼= TorB1 (T, (Ext1A(T, τAT ))) est un C-module.
Alors, τAT est un sous-module de τCT . D’autre part, [10, Lemma VIII.5.2] implique
que τCT est un sous-module de τAT . Donc, on peut conclure que τAT ∼= τCT .
Avec le Théorème 4.2.1 et [30, Theorem 4.1] nous pouvons énoncer le corollaire
suivant, qui généralise le théorème d’inclinaison prouvé par Brenner et Buttler dans
[19].
Corollaire 4.2.2. Soit T un module τ -inclinant sur son support. Considérons la
paire de sous-catégories (FacT, Sub(τAT )) de modA. Soit B = EndA(T ) l’algèbre des
endomorphismes de T et C = A/AnnT . Alors il existe une paire de torsion (X ,Y)
dans modB telle que
1. Le foncteur HomA(T,−) : modAT −→ modB induit une équivalence de caté-
gories entre FacT et Y avec quasi-inverse induite par −⊗B T : Y −→ FacT .
De plus τCT = τAT si et seulement si
2. Le foncteur Ext1A(T,−) : modA −→ modB induit une équivalence de catégories
entre Sub(τAT ) et X avec quasi-inverse induite par TorB1 (−, T ) : modB −→
modA.
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Maintenant nous présentons deux exemples. Le premier montre que τAT = τCT
n’est pas toujours vrai pour un module τ -inclinant sur son support arbitraire T et
on voit que, conséquemment, SubτAT n’est pas équivalent à X . Le deuxième est un
module T τ -inclinant sur son support tel que τAT = τCT .
Exemple 4.2.3. Soit A l’algèbre de chemins du carquois
1
α
((
2
α′
hh
β
((
3
β′
hh
liée par l’idéal I = 〈α′α − ββ′, αα′, β′β〉. Prenons le module τ -inclinant sur son
support T =
1
2
3
⊕ 1
2
⊕ 1. Alors AnnT = 〈α′, β′〉 et l’algèbre quotient C = A/AnnT est
l’algèbre de chemins du carquois de type A3 suivant.
1 α // 2
β // 3 .
On sait que T est un C-module inclinant. Donc, il induit une paire de torsion (X ,Y)
dans modB, où B = EndC(T ) = EndA(T ). De plus, cette paire de torsion est telle
que HomC(T,−) induit une équivalence de catégories de FacT dans Y alors que
Ext1C(T,−) induit une équivalence de catégories de Sub(τCT ) dans X . Cependant
τCT =
2
3
⊕2 et τAT = 23⊕
3
2
. Ainsi la classe de torsion X de modB n’est pas équivalente à
la classe sans torsion Sub(τAT ) dans modA. Sinon Sub(τCT ) serait égale à Sub(τAT ).
Or, 3
2
appartient à Sub(τAT ) et il n’est pas un C-module et, donc, il n’appartient pas
à Sub(τCT ).
Exemple 4.2.4. Considérons l’algèbre A = kQ/I, où Q est le carquois
3
β  
1
α
55
2γ
oo
4
δ
^^
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et I = 〈αβ, γα〉. Prenons T =
4
2
1
⊕ 4
2
⊕
43
2
1
⊕ 4, et son translaté d’Auslander-Reiten
τAT =
3
2
1
⊕ 2 ⊕ 3
2
. Dans ce cas HomA(T, τAT ) = 0 et |T | = |A| = 4. Alors T
est un A-module τ -inclinant. De plus T n’est pas un A-module inclinant parce
que son annulateur AnnA(T ) = 〈α〉 n’est pas nul. Considérons la paire de tor-
sion (FacT, Sub(τAT )) associée à T . Un calcul simple nous montre que FacT =
add{
4
2
1
,
4
2
,
43
2
1
, 4,
43
2
, 3} et Sub(τAT ) = add{
3
2
1
, 2,
3
2
,
2
1
, 1}.
Maintenant, considérons l’algèbre C = A/AnnAT . Alors C est l’algèbre hérédi-
taire donné par le carquois suivant.
3
β  
1 2γ
oo
4
δ
^^
On a que τCT =
3
2
1
⊕ 2⊕ 3
2
∼= τAT . D’autre part, B = EndA(T ) = kQ′/I ′, où Q′ est le
carquois
2
β′
  
1 4
α′
^^
γ′  
3
δ′
^^
et I ′ est l’idéal engendré par la relation de commutativité α′β′−γ′δ′. Ainsi, le Corol-
laire 4.2.2 nous donne une paire de torsion (X ,Y) dans modB tel que HomA(T,−) et
Ext1A(T,−) induisent des équivalences de catégories de FacT vers Y et de Sub(τAT )
vers X , respectivement. sont des équivalences de catégories. Dans ce cas particu-
lier nous pouvons calculer la paire de torsion (X ,Y) de façon explicite pour obtenir
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X = add{3, 4
32
,
4
3
,
4
2
, 4} et Y = add{
4
32
1
, 2,
32
1
,
2
1
,
3
1
, 1}.
On peut voir une représentation diagrammatique de cet exemple dans la Figure
4.1.
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Figure 4.1 – Paires de torsion dans modA, modB et modC et leur équivalences de
catégories
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Chapitre 5
τ -Tranches
Dans la théorie de l’inclinaison les tranches complètes ont joué un rôle fonda-
mental. Ces objets, qui sont définis à partir d’une structure combinatoire dans le
carquois d’Auslander-Reiten induite par un module inclinant, permettent de mieux
comprendre la catégorie de modules dans laquelle ils peuvent être trouvés. Dans la
théorie de τ -inclinaison il existe des objets avec des propriétés semblables à celles des
tranches complètes. Nous les appelons τ -tranches. Ce chapitre est dédié à l’étude de
ces objets.
La structure du chapitre est la suivante. Dans la première section nous donnons la
définition des τ -tranches et leurs propriétés fondamentales. Dans un deuxième temps,
nous partons d’une algèbre avec une τ -tranche et étudions des quotients d’algèbres
qui ont des τ -tranches isomorphes -en tant que carquois- à la τ -tranche de laquelle
on est parti. Dans la troisième section nous montrons que si une algèbre est inclinée
amassée, alors les τ -tranches et les tranches locales coïncident. Après cela, dans la
quatrième section nous montrons que si A est une algèbre inclinée, alors les tranches
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complètes et les τ -tranches coïncident. En outre, on utilise les τ -tranches pour donner
une caractérisation des algèbres inclinées simplement connexes. Dans un cinquième
temps, nous étudions les extensions scindées et ponctuelles des algèbres avec des
τ -tranches. Finalement, nous achevons le chapitre avec un exemple.
On averti au lecteur que certaines résultats qui se trouvent dans les trois premiers
sections de cet chapitre ont été trouvé de façon indépendante par Liu dans [47]. On
écrit ici ces résultats pour proteger l’integrité de la thèse.
5.1 Définition
Nous commençons cette section avec la définition de τ -tranche. On rappel au
lecteur que la de présection est la Définition 2.3.11.
Définition 5.1.1. Soient A une algèbre et Σ une présection dans une compossante
connexe Γ du carquois d’Auslander-Reiten ΓA. Alors Σ est une τ -tranche si TΣ =⊕
U∈Σ
U est un A-module τ -inclinant sur son support. De plus, Σ est une τ -tranche
complète si TΣ est un module τ -inclinant.
Par la suite on notera Σ une présection dans Γ et TΣ =
⊕
U∈Σ
U le A-module
correspondant. On dira qu’une présection Σ est τ -rigide si TΣ l’est.
Remarque 5.1.2. Si Σ est une τ -tranche complète, il suit de la Définition 3.1.3 que
|Σ| = |A|. De plus TΣ est un A-module sincère en vertu de la Proposition 3.1.7.
Une des propriétés importantes des tranches complètes est que leurs algèbres d’en-
domorphismes sont héréditaires. La proposition suivante nous dit que les τ -tranches
partagent cette caractéristique.
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Proposition 5.1.3. Soit Σ une τ -tranche dans modA. Alors l’algèbre B = EndA(TΣ)
est héréditaire.
Démonstration. Soit P un B-module projectif indécomposable et u : Q → P
un monomorphisme non nul dans modB où Q est indécomposable. Considérons la
paire de torsion (X ,Y) associée à TΣ vu comme B-module. Comme TΣ est un A-
module τ -inclinant sur son support, HomA(TΣ,−) est une équivalence de catégories
entre Fac(TΣ) et Y en vertu de [42, Proposition 3.5]. Comme P ∈ Y et Y est stable
pour les sous-modules, Q appartient aussi à Y . De plus, [42, Proposition 3.5] im-
plique l’existence d’un facteur direct M de TΣ, d’un A-module N qui appartient à
Fac(TΣ) et d’un morphisme v : N → M tels que HomA(TΣ, v) = u. En outre, N
est indécomposable et v est un monomorphisme parce que HomA(TΣ,−) induit une
équivalence de catégories entre FacTΣ et Y . Notons que Σ est acyclique en vertu du
Lemme 2.3.15. Si N n’est pas un facteur direct de TΣ, le Lemme [10, VIII.5.4] nous
donne une factorisation de v comme v = gf , où f : N → τATΣ et g : τATΣ → TΣ.
Puisque N ∈ FacTΣ, il existe T ′ ∈ add(TΣ) et un épimorphisme f ′ : T ′ → N . Or
TΣ est un A-module τ -rigide, donc la composition ff ′ : TΣ → τATΣ est nulle, ce
qui implique que f = 0. Or, 0 6= HomA(TΣ, v) = HomA(TΣ, g)HomA(TΣ, f). Cette
contradiction vient de notre hypothèse que N n’appartient pas à Σ. Ainsi N est un
facteur direct de TΣ et Q = HomA(TΣ, N) est un B-module projectif.
Le résultat suivant a paru d’abord dans [47] avec une formulation équivalente.
Nous donnons une preuve alternative, en utilisant les résultats développés dans cette
thèse.
Corollaire 5.1.4. Soit Σ une τ -tranche dans modA. Alors l’algèbre C = A/AnnΣ
est une algèbre inclinée. De plus Σ est une tranche complète dans modC.
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Démonstration. Comme TΣ est un A-module τ -inclinant sur son support, il
suit du Théorème 4.1.1 que C ∼= EndB(TΣ), où B = EndA(TΣ). De plus B est
héréditaire en vertu de la Proposition 5.1.3. Donc C est l’algèbre d’endomorphismes
d’un module inclinant sur une algèbre héréditaire. Ainsi C est inclinée. En outre,
(TΣ)C ∼= HomA(TΣ, TΣ)⊗TΣ ∼= B⊗TΣ. Alors Σ est une tranche complète dans modC
parce que TΣ est un B-module inclinant et B est héréditaire, voir [51, Corollaire
4.2.3].
Quand on veut prouver qu’un A-module M est un module τ -inclinant sur son
support, il faut prouver queM est τ -rigide et trouver un idempotent e ∈ A approprié.
Maintenant si on veut prouver que M est une τ -tranche on doit de plus prouver que
M induit une présection dans une composante du carquois d’Auslander-Reiten ΓA.
Le lemme suivant (très utilisé dans le reste du chapitre) nous dit que tout module
τ -rigide induisant une présection dans ΓA est nécessairement une τ -tranche.
Lemme 5.1.5. Soit Σ une présection dans ΓA telle que TΣ est τ -rigide en tant que
A-module. Alors Σ est une τ -tranche.
Démonstration. D’abord, [47, Theorem 2.7] implique que Σ est une tranche
complète dans modC, où C = A/AnnΣ. Donc |Σ| = |C| parce que TΣ est un C-
module inclinant. Prenons l’ensemble d’idempotents orthogonaux et primitifs S :=
{ei : ei ∈ AnnΣ}, l’idempotent e =
∑
ei∈S
ei et l’algèbre A′ = A/AeA. Alors l’annula-
teur de Σ dans A′ est contenu dans rad A′ parce que TΣ est un A′-module sincère.
Donc |C| = |A′|. Ainsi TΣ est un A-module τ -inclinant sur son support. Comme Σ
est aussi une présection par hypothèse, on conclut que Σ est une τ -tranche.
Il est connu que les tranches complètes sont convexes dans la catégorie des mo-
dules. Comme dans [47], nous considérons une notion de convexité plus faible.
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Définition 5.1.6. [47, Definition 1.6.2] Soient A une algèbre et Σ un sous-carquois
plein du carquois d’Auslander-Reiten ΓA de A. Alors Σ est faiblement convexe si
pour tout chemin de morphismes entre modules indécomposables
X
f0−→ X1 f1−→ . . . fn−1−→ Xn fn−→ Y
tel que X et Y appartiennent à Σ et que le morphisme f = fn . . . f0 soit non nul,
nous avons que Xi ∈ Σ pour tout i ∈ {1, . . . , n}.
Corollaire 5.1.7. Soit Σ une τ -tranche dans modA. Alors Σ est faiblement convexe.
Démonstration. Le module TΣ est τ -rigide. Donc Σ est faiblement convexe en
vertu de [47, Proposition 2.5].
5.2 Quotients d’algèbres avec des τ -tranches
Soit A une algèbre ayant une τ -tranche Σ. Dans la présente sous-section, on étudie
les quotients C = A/I, avec I un idéal contenu dans AnnΣ. Comme conséquence des
résultats principaux de cette section nous obtenons que pour une telle algèbre C, on
a τCΣ = τAΣ. Donc le Corollaire 4.2.2 s’applique à toutes les τ -tranches.
Le premier des deux lemmes suivants décrit les prédécesseurs et successeurs im-
médiats d’une τ -tranche, alors que le deuxième décrit les morphismes irréductibles
qui les relient à la τ -tranche. Avec cette information on pourra prouver le théorème
principal de cette sous-section. On averti au lecteur que les trois résultats suivants
sont équivalents à [47, Lemma 2.7].
Lemme 5.2.1. Soient Σ une τ -tranche dans modA, I un idéal de A tel que I ⊂
AnnΣ et f : X → Y un morphisme irréductible dans modA.
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1. Si X ∈ Σ, alors Y ∈ modA/I ;
2. Si Y ∈ Σ, alors X ∈ modA/I.
Démonstration. On prouve le premier énoncé, le second étant dual.
Notons que TΣ est un A/I-module parce que I ⊂ AnnΣ. Alors tout facteur direct
de TΣ est aussi un A/I-module. Supposons que X ∈ Σ et que Y 6∈ Σ. Alors le
Lemme 2.3.14 implique que Y n’est pas projectif. Donc τAY ∈ Σ parce que Σ est
une présection dans ΓA. Considérons la suite presque scindée se terminant en Y .
0→ τAY g−→ E g
′−→ Y → 0.
Si E est un A/I-module, alors Y l’est aussi parce qu’il est le conoyau d’un morphisme
dans modA/I. Supposons que E n’est pas un A/I-module. Alors il existe un facteur
direct indécomposable Y1 de E qui n’est pas un A/I-module. Comme Y1 est un facteur
direct indécomposable de E, il existe deux morphismes irréductibles f1 : τAY → Y1
et h1 : Y1 → Y . Nous savons que τAY ∈ Σ et que Y1 6∈ Σ, donc τAY1 ∈ Σ. Considérons
la suite presque scindée se terminant en Y1.
0→ τAY1 g1−→ E1 g
′
1−→ Y1 → 0.
On peut répéter le processus de façon récursive pour trouver, pour chaque n ∈ N,
un A-module Yn qui n’est pas un A/I-module, qui est tel que τAYn ∈ Σ et des
morphismes irréductibles fn : τAYn−1 → Yn et hn : Yn → Yn−1. De plus la composition
hnhn−1 . . . h1 est un chemin sectionnel pour tout nombre naturel n.
Ainsi, nous avons construit un chemin sectionnel infini dans ΓA. Donc Yi 6= Yj
si i 6= j en vertu de [10, Corollary IX.2.3]. De plus 0 6= τAYi ∈ Σ pour tout i. Or,
|Σ| <∞ en vertu du Lemme 3.1.4. Cette contradiction vient de la supposition que Y
n’est pas un A/I-module. Alors Y est un A/I-module. Ce qui achève la preuve.
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Lemme 5.2.2. Soenit I un idéal de A tel que I ⊂ AnnΣ et f : X → Y un morphisme
avec X et Y indécomposables. Supposons que X ou Y appartient à Σ. Alors f est un
morphisme irréductible dans modA si et seulement si f est un morphisme irréductible
dans modA/I.
Démonstration. Supposons que X ∈ Σ. Par hypothèse, f est un morphisme
irréductible dans modA et le Lemme 5.2.1 implique queX et Y sont desA/I-modules.
En particulier f est un morphisme irreductible dans modA/I.
Soit f un morphisme irréductible dans modA/I. En particulier X et Y sont des
A/I-modules. Donc f est un morphisme dans modA, qui n’est pas nécessairement
irréductible. Alors f n’est pas une section dans modA parce qu’il ne l’est pas dans
modA/I. Soit X
f1...
ft

−→ E1 ⊕ · · · ⊕ Et minimal presque scindé à gauche dans modA,
avec Ei indécomposable pour tout i. Donc il existe (f ′1, . . . , f ′t) : E1⊕ · · · ⊕Et −→ Y
tel que f =
∑t
i=1 f
′
ifi. Le Lemme 5.2.1 implique que Ei est un A/I-module pour
tout i ∈ {1, . . . , t} parce que X appartient à Σ. Ainsi la factorisation que l’on vient
de donner est une factorisation dans modA/I. Par hypothèse, f est irréductible dans
modA/I. Au vu de ce qui précède, soit [f1, . . . , ft]t est une section, soit [f ′1, . . . , f ′t ]
est une rétraction. Mais chaque fi est un morphisme irréductible, de ce fait, au moins
un des f ′i est une rétraction et donc un isomorphisme. Ainsi f est irréductible dans
modA.
La preuve est achevée, l’autre énoncé étant dual.
Comme corollaire des lemmes précédents on obtient le corollaire suivant, qui a
de conséquences multiples. Nous verrons des implications de ce résultat tout au long
du chapitre.
62
Corollaire 5.2.3. Soit I un idéal de A tel que I ⊂ AnnΣ. Alors τA/IX = τAX et
τ−1A/IX = τ
−1
A X pour tout X ∈ Σ.
Démonstration. Soit X un facteur direct indécomposable de TΣ. Considérons
la suite presque scindée de modA se terminant en X.
0→ τAX u−→M v−→ X → 0
Le Lemme 5.2.1 implique que tout facteur direct de M est un A/I-module et le
Lemme 5.2.2 implique que tout summand direct de v est un morphisme irréductible
dans modA/I. En outre, comme v est un morphisme presque scindé à droite dans
modA, il l’est aussi dans modA/I aussi. Cela implique que la suite presque scindée
se terminant en X de modA coïncide avec la suite presque scindée se terminant en
X de modA/I. Alors τAX = τA/IX. On peut prouver de façon duale que τ−1A X =
τ−1A/IX.
Une conséquence immédiate du Corollaire 5.2.3 est que le Corollaire 4.2.2 s’ap-
plique aux τ -tranches.
Corollaire 5.2.4. Soient Σ une τ -tranche, B = EndA(TΣ) l’algèbre d’endomor-
phismes de Σ et C = A/AnnΣ. Alors il existe une paire de torsion (X ,Y) dans
modB telle que
1. Le foncteur HomA(TΣ,−) : modA −→ modB induit une équivalence de catégo-
ries entre FacTΣ et Y avec quasi-inverse induite par −⊗BTΣ : modB −→ modA.
2. Le foncteur Ext1A(TΣ,−) : modA −→ modB induit une équivalence de ca-
tégories entre Sub(τATΣ) et X avec quasi-inverse induite par TorB1 (−, TΣ) :
modB −→ modA(τATΣ).
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Démonstration. Le Corollaire 5.2.3 implique que τATΣ = τCTΣ, où C = A/AnnΣ.
Par conséquent les conditions du Corollaire 4.2.2 sont satisfaites pour toute τ -tranche
Σ.
Par ailleurs, le Corollaire 5.2.3 nous permet de donner une description assez ex-
plicite des classes de torsion induites par des τ -tranches.
Proposition 5.2.5. Soit Σ une τ -tranche dans modA. Alors Fac(TΣ) = addTΣ ∪
Fac(τ−1TΣ).
Démonstration. On a prouvé dans le Corollaire 5.2.3 que τ−1A (TΣ) = τ
−1
C (TΣ),
où C = A/AnnΣ. De plus Σ est une tranche complète dans modC en vertu du
Corollaire 5.1.4. Donc il suffit de prouver l’énoncé dans le cas où A est une algèbre
inclinée ayant Σ comme tranche complète. La deuxième partie de la preuve est bien
connue.
Remarque 5.2.6. Soit Σ une τ -tranche dans modA. Alors Σ est une tranche com-
plète dans modC en vertu du Corollaire 5.1.4. Donc [10, Lemma VIII..5.5] implique
que HomC(τ−1C TΣ, TΣ) = 0. Par conséquent HomA(τ
−1
A TΣ, TΣ) = 0. Ainsi toute τ -
tranche Σ est en même temps un module τ -inclinant sur son support et un module
τ−1-coinclinant sur son support dans modA. Ce comportement des τ -tranches gé-
néralise la propriété des tranches complètes qui sont en même temps des modules
inclinants et coinclinants.
Théorème 5.2.7. Soient Σ une τ -tranche dans modA et I un idéal de A tel que
I ⊂ AnnΣ. Alors Σ est aussi une τ -tranche dans modA/I.
Démonstration. Premièrement on prouve que Σ est une présection dans modA/I.
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Soit α : X → Y une flèche dans ΓA/I telle que X ∈ Σ. Si Y ∈ Σ, il n’y a rien à
prouver. Supposons le contraire. Alors le Lemme 5.2.2 implique que α est induite par
un morphisme irréductible f : X → Y dans modA. Écrivons la suite presque scindée
se terminant en Y .
0→ τAY g
′−→ E f ′−→ Y → 0
Comme X est un facteur direct de Σ et Σ est une présection dans modA, nous avons
que τAY ∈ Σ. Alors, le Corollaire 5.2.3 implique que Y = τ−1A τAY = τ−1A/IτAY . Donc
τAY = τA/IY . Ainsi τA/IY ∈ Σ.
On peut dualiser ces arguments pour prouver que si Y ∈ Σ et β : X → Y est une
flèche dans ΓA/I alors soit Y ∈ Σ, soit τ−1A/IY ∈ Σ. Donc Σ est une présection dans
modA/I.
De plus HomA/I(Σ, τA/IΣ) = HomA(Σ, τA/IΣ) = HomA(Σ, τAΣ) = 0. Donc Σ
est une présection τ -rigide dans modA/I. Le Lemme 5.1.5 implique que Σ est une
τ -tranche dans modA/I.
5.3 Algèbres inclinées et inclinées amassées
Dans cette sous-section on montre que les tranches complètes des algèbres incli-
nées et les tranches locales des algèbres inclinées amassées sont des cas particuliers
de τ -tranches. Plus précisément, on donnera d’abord une caractérisation des algèbres
inclinées en utilisant les τ -tranches complètes et après on montrera que dans la caté-
gorie de modules d’une algèbre inclinée amassée les tranches locales et les τ -tranches
complètes coïncident.
Lemme 5.3.1. Soit A une algèbre inclinée et Σ une tranche complète dans modA.
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Alors Σ est une τ -tranche complète dans modA.
Démonstration. Il est bien connu que toute tranche complète est un module
inclinant. Donc TΣ est un module τ -inclinant fidèle. De plus, Liu et Skowronski
ont prouvé indépendamment (voir [46] et [55], respectivement) que toute tranche
complète induit une section dans ΓA. Alors Σ est une présection en vertu de [10,
Lemma VIII.1.4]. Ainsi, le Lemme 5.1.5 implique que Σ est une τ -tranche complète.
Une conséquence des résultats du présent chapitre est une caractérisation des
algèbres inclinées à partir des τ -tranches complètes. Il faut noter que ce résultat a
été déjà obtenu par Liu dans [47] (avec une preuve différente) et indépendamment
par Skowronski-Yamagata (communication privée).
Corollaire 5.3.2. Une algèbre A est inclinée si et seulement s’il existe une τ -tranche
fidèle Σ dans modA.
Démonstration. Soit A une algèbre inclinée. Alors il existe une tranche complète
Σ dans modA. Le Lemme 5.3.1 implique que Σ est une τ -tranche complète. De plus,
Σ est fidèle parce que TΣ est un module inclinant.
Soit A une algèbre avec une τ -tranche complète Σ. Comme Σ est fidèle, on a que
AnnΣ = 0. Donc le Corollaire 5.1.4 implique que A est une algèbre inclinée.
Maintenant on passe à l’étude des tranches locales (voir Définition 2.7.14). Ces
tranches locales sont définies pour une algèbre arbitraire, mais elles ont été utili-
sées principalement dans le contexte des algèbres inclinées amassées (voir Théorème
2.7.15). Avant de prouver l’équivalence entre tranches locales et τ -tranches complètes
dans les catégories des modules d’une algèbre inclinée amassée, on montrera le lemme
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suivant.
Lemme 5.3.3. Soit Σ une τ -tranche. Alors Σ est sectionnellement convexe.
Démonstration. Considérons un chemin sectionnel X = X0
f0−→ X1 f1−→ . . . fn−1−→
Xn = Y tel que X, Y ∈ Σ. Alors le morphisme f = fn−1 . . . f1 6= 0 (voir [10, Corollary
IX.2.2]). Donc le Corollaire 5.1.7 implique que Xi ∈ Σ pour tout i. Ainsi Σ est
sectionnellement convexe.
Maintenant nous sommes prêts à prouver l’équivalence.
Proposition 5.3.4. Soient A une algèbre et Σ une τ -tranche complète. Alors Σ est
une tranche locale. De plus, si A est une algèbre inclinée amassée, la réciproque est
aussi vraie.
Démonstration. Soit Σ une τ -tranche complète. En particulier, Σ est une pré-
section et |A| = |Σ|. De plus Σ est sectionnellement convexe en vertu du Lemme
5.3.3. Donc Σ est une tranche locale.
Soit A une algèbre inclinée amassée et Σ une tranche locale dans ΓA. Alors Σ
est une présection et |Σ| = |A|. Soit C la catégorie amassée et T l’objet amas-
inclinant dans C tel que EndC(T )op = A. Dans [5], il est prouvé que pour toute
tranche locale Σ, il existe un objet amas-inclinant Σ˜ dans la catégorie amassée C tel
que HomC(T, Σ˜) = Σ. Sans perte de généralité on peut supposer que Σ˜ et τCT n’ont
pas de facteurs directs indécomposables communs. Maintenant, le Theorem A de [26]
implique que
HomA(Σ, τAΣ) ∼= HomA(HomC(T, Σ˜),HomC(T, τCΣ˜)) ∼= HomC(Σ˜, τCΣ˜)/I˜
où I˜ est l’ensemble des morphismes de Σ˜ vers τCΣ˜ qui se factorisent par un objet de
add(τCT ). Or HomC(Σ˜, τCΣ˜) = HomC(Σ˜, Σ˜[1]) = 0 parce que Σ˜ est un objet inclinant
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amassé. Donc HomA(Σ, τAΣ) = 0. Alors le Lemme 5.1.5 implique que Σ est une
τ -tranche complète.
Jusqu’à présent, à chaque fois qu’on trouve une tranche locale dans la catégorie de
modules d’une algèbre arbitraire, on réalise qu’elle est aussi une τ -tranche complète.
Par contre nous n’avons pas une démonstration générale ni un contre-exemple de ce
fait. La conjecture suivante reste, donc, encore ouverte.
Conjecture 5.3.5. Soit A une algèbre, ΓA son carquois d’Auslander-Reiten et Σ
une tranche locale dans ΓA. Alors Σ est une τ -tranche complète dans ΓA.
L’exemple suivant nous montre un fait intéressant : si Σ1 et Σ2 sont des τ -tranches
complètes dans modA, alors le carquois sous-jacent de Σ1 et de Σ2 ne sont pas
nécessairement isomorphes.
Exemple 5.3.6. Soit A l’algèbre des chemins du carquois
4
α

1
βoo
3
γ
@@


5
δ
@@
2ω
oo
liée par l’idéal engendré par tous les chemins de longueur deux sauf α. Son carquois
d’Auslander-Reiten est dessiné dans la Figure 5.1.
On peut voir que Σ =
4
3
2
⊕ 4
3
⊕ 54
3
⊕ 4 ⊕ 1
4
est une τ -tranche complète de type A5.
Cependant Σ˜ =
4
3
2
⊕ 4
3
⊕ 3⊕ 5
3
⊕ 3
1
est une τ -tranche complète de type D5.
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Figure 5.1 – Le carquois d’Auslander-Reiten de l’Exemple 5.3.6
5.4 τ -tranches et algèbres inclinées
On sait déjà que les tranches complètes d’une algèbre inclinée sont des τ -tranches
complètes. Dans cette section on prouve que toute τ -tranche complète dans la ca-
tégorie de modules d’une algèbre inclinée est une tranche complète. En outre, on
montre que si une algèbre simplement connexe admet une τ -tranche complète dans
sa catégorie de modules, alors cette algèbre est nécessairement inclinée.
On commence en prouvant le lemme qui sera la pierre fondamentale sur laquelle
se basent toutes les démonstrations de cette section.
Lemme 5.4.1. Soit Γ une composante connexe du carquois d’Auslander-Reiten ΓA
d’une algèbre A. Supposons que Γ est convexe, standard généralisée et qu’elle admet
une τ -tranche complète Σ. Alors A est une algèbre inclinée ayant Σ comme tranche
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complète si les conditions suivantes sont satisfaites :
1. Il n’existe pas de chemin dans Γ commençant en un sommet de Σ et finissant
en un projectif n’appartenant pas à Σ ;
2. Il n’existe pas de chemin dans Γ commençant dans un injectif n’appartenant
pas à Σ finissant en un sommet de Σ.
Démonstration. On suppose que 1. et 2. sont satisfaites. On va montrer que Σ
est une tranche complète, tel comme définit dans la Définition 2.7.4.
Soit C = A/AnnΣ. Alors C est une algèbre inclinée ayant Σ comme tranche
complète en vertu du Corollaire 5.1.4. On prouvera par recurrence sur les mailles que
la composante Γ est formée exclusivement de C-modules. Pour faire cela, il suffit de
prouver que si X n’est pas injectif, tout succeseur immediat de X est un C-module
et τ−1A X est un C-module alors X est un C-module. En effet, avec ces hypothèses on
peut construire la suite presque scindée commençant en X,
0 −→ X g−→ E f−→ τ−1A X −→ 0.
Dans ce cas, τ−1A X est un C-module par hypothèse et E est aussi un C-module parce
que tous ses facteurs directs indécomposables sont des C-modules. Donc X = ker f
est un C-module.
Si tout facteur direct indécomposable de Σ est projectif, il n’y a rien à prouver.
Sinon, un argument similaire auquel paru dans la preuve du Lemme 5.2.1 implique
qu’il existe un X tel que tous ses succeseur immédiats apartiennent à Σ. Donc, tout
succeseur immediat de X et τ−1A X sont trivialement des C-modules. Donc on vient
de montrer que la récurrence peut être initialisée.
Soit Z un prédécesseur de Σ. Alors l’hypothèse 1. implique Z n’est pas injectif.
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Donc, tout succeseur immediat de Z est un predesseseur de Σ. Par recurrence, tout
succeseur immediat de Z est un C-module. En outre, τ−1A X est un C-module parce
qu’il est le secceseur immediat d’un succeseur immediat de Z. Donc Z est un C-
module.
Dualement, on prouve que tout succeseur de Σ est un C-module.
On vérifie maintenant que Γ est connexe dans modA. On sais que Σ est une
tranche complète dans modC. Donc Σ est convexe dans modC. En particulier Σ
est convexe dans Γ. De plus, Γ est convexe dans modA par hypothèse. Ainsi Σ est
convexe dans modA.
Comme Σ est une τ -tranche complète dans modA, on a que Σ est un module
sincère.
On vérifie enfin que pour tout A-module X non injectif, au plus un de X et τ−1A X
appartient à Σ. Soit X un A-module non injectif et prenons la suite presque scindée
0 −→ X −→ Z −→ τ−1A X −→ 0.
Supposons qu’un facteur direct indécomposable Z1 de Z appartient à Σ. Alors il
existe une flèche dans Γ de X vers Z1. Il s’ensuit que soit X, soit τ−1A X (et pas les
deux) appartient à Σ parce que Σ est une présection. En outre, au plus un de X ou
τ−1A X appartient à Σ en vertu de la définition de présection.
Ainsi Σ est une tranche complète dans modA en vertu de la Définition 2.7.4.
Le lemme qu’on vient de prouver nous amène de façon directe au théorème sui-
vant, qui montre un certain paralléle avec le critère de Liu-Skowroński.
Théorème 5.4.2. Soient A une algèbre et ΓA son carquois d’Auslander-Reiten. Alors
A est inclinée si et seulement s’il existe une composante connexe, standard généralisée
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et convexe Γ du carquois d’Auslander-Reiten ΓA contenant une section τ -rigide Σ
telle que |Σ| = |A|. En outre, lorsque ces conditions sont vérifiés, alors Σ est une
tranche complète.
Démonstration. Si A est inclinée, alors il existe une tranche complète Σ dans
ΓA. En particulier Σ est une section et |Σ| = |A|. De plus Σ se trouve dans une
composante reliante Γ de ΓA. On sait que Γ est une composante convexe. En outre,
il est prouvé dans [56] et [46, Lemma 1.5] que Γ est standard généralisée.
Pour prouver la réciproque, en vertu du Lemme 5.4.1, il suffit de montrer qu’il n’y
a pas de chemin d’un sommet de Σ vers un projectif indécomposable que n’appartient
pas à Σ ni de chemin d’un injectif indécomposable qui n’appartient pas à Σ vers un
sommet de Σ. On demontre le premier cas, le deuxième est prouvé de façon duale.
Supposons qu’il existe un chemin dans Γ d’un module Y ∈ Σ vers un module
projectif P .
Y = Y0 → Y1 → · · · → Yt = P
Comme Σ est un module sincère, il existe X ∈ Σ tel que HomA(P,X) 6= 0. De plus, le
fait que Γ soit standard généralisée implique l’existence d’un chemin dans Γ comme
suit.
P = X0 → X1 → · · · → Xs = X
En concatenant les deux chemins précédents on obtient un chemin dans Γ commen-
çant en Y et finissant dans X qui passe par P . Maintenant, comme Σ est une section,
Σ est en particulier convexe. Donc P ∈ Σ. Ceci achève la preuve.
On est maintenant en messure de prouver que les tranches complètes et les τ -
tranches complètes coïncident dans la catégorie de modules d’un algèbre inclinée.
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Proposition 5.4.3. Soit A une algèbre inclinée. Alors Σ est une tranche complète
dans modA si et seulement si Σ est une τ -tranche complète.
Démonstration. Il suit du Corollaire 5.1.4 que les tranches complètes dans
modA sont des τ -tranches complètes fidèles.
Réciproquement, supposons que Σ est une τ -tranche complète dans modA et Σ˜
une tranche complète dans modA. Notons (FacΣ˜, Sub(τ(Σ˜))) la paire de torsion
associée à Σ˜. Il est connu que la paire de torsion induite par Σ˜ est scindée (voir [10,
Lemma VIII.3.2]). Cela nous donne trois cas possibles à considérer.
Premièrement, supposons que M ∈ Sub(τ Σ˜) pour tout M ∈ Σ. Alors dpTΣ ≤ 1
en vertu de [39, Lemma II.2.1]. Par conséquent Σ est un module inclinant en vertu
de la Proposition 3.1.8. Donc TΣ est fidèle.
Dualement, supposons que M ∈ FacΣ˜ pour tout facteur indécomposable M de
Σ. Alors diΣ ≤ 1. Donc Σ est un module coinclinant et donc fidèle.
Finalement, s’il existe M,N ∈ Σ tels que M ∈ Fac(Σ˜) et N ∈ Sub(τ Σ˜), cela
implique que Σ est contenue dans la même composante Γ que Σ˜ car Σ et Σ˜ sont
des sous-carquois connexes de ΓA. Donc Γ est une composante convexe et standard
généralisée.
De plus, il est connu que Γ est un sous-carquois plein de ZΣ˜. Donc Σ est une
présection dans ZΣ˜ parce que Σ est une présection dans Γ. Il est montré dans [5,
Proposition 7] que les présections et les sections coïncident dans les carquois stables
par translation. Donc Σ est une section dans ZΣ˜.
On affirme que Σ est une section dans Γ. D’abord, Σ est convexe et acyclique
dans Γ parce qu’elle l’est dans ZΣ˜. De plus, pour chaque Z ∈ Γ ⊂ ZΣ˜ il existe un
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unique Yk ∈ Σ et un unique t ∈ Z tels que Z = τ tYk parce que Σ est une section dans
ZΣ˜. Donc Σ est une section dans Γ. En outre Σ est τ -rigide car TΣ est un module
τ -inclinant. Ainsi le Théorème 5.4.2 implique que Σ est une tranche complète dans
modA.
Corollaire 5.4.4. Soit A une algèbre ayant une τ -tranche complète Σ dans ΓA. Alors
A est inclinée si et seulement si Σ est fidèle en tant que A-module.
Démonstration. Si Σ est un A-module fidèle, le Corollaire 5.3.2 implique que A
est inclinée. Réciproquement, si A est inclinée alors Σ est une tranche complète en
vertu de la Proposition 5.4.3. Donc Σ est fidèle.
Le prochain exemple nous montre que l’hypothèse de convexité de Γ ne peut pas
être omise du Théorème 5.4.2.
Exemple 5.4.5. Considérons l’algèbre de radical carré nul dont le carquois est
2
    
3 //// 1
^^ ^^ .
Prenons la composante Γ de son carquois d’Auslander-Reiten qui apparaît dans la
Figure 5.2. On peut voir que la τ -tranche complète Σ = 11
2
⊕ 1 ⊕ 3
11
est une section
τ -rigide complète dans Γ. De plus Γ est standard généralisée. Par contre A n’est pas
inclinée et Σ n’est pas une tranche complète et cela parce que Γ n’est pas convexe.
Par exemple, prenons les morphismes p3 :
3
11
→ 2
33
, p2 :
2
33
→ 1
22
et p1 :
1
22
→ 1. Alors
le chemin
3
11
p3−→ 2
33
p2−→ 1
22
p1−→ 1
est un chemin dans modA qui commence et termine dans Γ mais il passe par 2
33
et 1
22
qui ne sont pas en Γ.
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Figure 5.2 – Composante Γ de l’Exemple 5.4.5
5.4.1 Algèbres inclinées simplement connexes
Le reste de la section sera dédié à l’étude des algèbres inclinées simplement
connexes.
Lemme 5.4.6. Soit Γ une composante simplement connexe du carquois d’Auslander-
Reiten ΓA d’une algèbre A ayant une τ -tranche Σ. Alors deux points distincts de Σ
appartiennent à des τ -orbites distinctes.
Démonstration. Premièrement, notons que Γ est acyclique parce qu’elle est
simplement connexe.
On prouvera que l’appartenance de deux points de Σ à la même τ -orbite contredit
l’hypothèse que Γ est simplement connexe. En fait il suffit de prouver cela pour les
sous-carquois pleins Ω de Σ dont on numérote les points Ω0 = {X1, X2, ..., Xt} de
façon que, pour chaque i, il y a une flèche de Xi vers Xi+1 ou une flèche de Xi+1 vers
Xi.
Supposons que Ω0 = {X1, X2}. On peut supposer sans perte de généralité qu’il
existe une flèche de X1 vers X2. Si X1 appartient à la même τ -orbite que X2, alors
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il existe un n ∈ N tel que X1 = τnX2 ou X1 = τ−nX2. Si X1 = τ−nX2 alors il existe
un cycle
X1 → X2  τ−nX2 = X1
dans Γ, une contradiction. Si X1 = τnX2, alors il existe une flèche de X2 vers τ−1X1,
donc cela implique l’existence d’un cycle
X2 → τ−1X1  τ−nX1 = X2
dans Γ. C’est absurde. Alors X1 n’appartient pas à la même τ -orbite que X2.
Supposons maintenant que Ω0 = {X1, X2, X3} et que X3 = τnX1 avec n ≥ 1.
Notons que la dernière hypothèse implique que X1 n’est pas projectif et que X3 n’est
pas injectif. En outre, n 6= 1 parce que Σ est une présection. On a, sans perte de
généralité, quatre cas possibles à considérer :
1. Il y a une flèche de X1 vers X2 et une autre de X2 vers X3 : dans ce cas on voit
immédiatement que cela implique l’existence d’un cycle dans Γ ;
X1 → X2 → X3  τ−nX3 = X1
2. Il y a une flèche de X2 vers X1 et une autre de X2 vers X3 : ceci implique qu’il
y a une flèche de τX1 vers X2 et une autre de X2 vers X3. Alors il existe un
cycle comme dans le premier cas ;
τX1 → X2 → X3  τ−nX3 = X1
3. Il y a une flèche de X1 vers X2 et une autre de X3 vers X2 : ceci implique qu’il
y a une flèche de X1 vers X2 et une autre de X2 vers τ−1X3. Alors il existe un
cycle comme dans le premier cas ;
X1 → X2 → τ−1X3  τ−nX3 = X1
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4. Il y a une flèche de X2 vers X1 et une autre de X3 vers X2 : ceci implique qu’il
y a une flèche de τX1 vers X2 et une autre de X2 vers τ−1X3. Alors il existe
une cycle comme dans le premier cas.
τX1 → X2 → τ−1X3  τ−nX3 = X1
Les cas où n < −1 se prouvent de façon duale.
Donc on a prouvé que si X1 et X3 appartiennent à la même τ -orbite, alors il existe
un cycle dans Γ. Ainsi X1, X2 et X3 appartiennent tous à des τ -orbites différentes.
Supposons, par récurrence, que Ω0 = {X1, ..., Xt} est tel que Xi n’appartient
pas à la même τ -orbite que Xj si 1 ≤ |i − j| ≤ t − 2. Comme Γ est simplement
connexe, X1 n’appartient pas à la même τ -orbite que Xt. Sinon le graphe de τ -
orbites de Γ contiendrait un cycle de longeuer plus grand ou égal à 3, en contradiction
avec l’hypothèse de simple connexité (voir [18, Section 4,6]). Ainsi les τ -orbites de
X1, . . . , Xt sont deux-à-deux-distinctes.
Théorème 5.4.7. Soient A une algèbre et ΓA son carquois d’Auslander-Reiten. Sup-
posons que ΓA a une composante connexe Γ qui est convexe dans indA, standard
généralisée et simplement connexe. Soit Σ un sous-carquois de Γ, alors Σ est une
τ -tranche dans Γ si et seulement si A est une algèbre inclinée simplement connexe
ayant Σ comme tranche complète.
Démonstration. Nécessité. D’après le Lemme 5.4.1, il suffit de montrer qu’il n’y
a pas de chemin dans Γ d’un module injectif I vers Σ et qu’il n’y pas de chemins
dans Γ de Σ vers un projectif P .
Fixons une numérotation des points de Σ0, X1, . . . , Xn. Supposons qu’il existe un
chemin ω′
X → Y1 → · · · → Yt−1 → P
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dans Γ de X ∈ Σ vers un module projectif indécomposable P qui n’appartient pas à
Σ. On peut supposer sans perte de généralité que aucun Yk appartient à Σ. En outre,
comme Σ est une présection finie, on peut aussi supposer sans perte de généralité
que Y1 = τ−1X1.
Comme Σ est une τ -tranche complète, alors TΣ est un module sincère. Cela im-
plique que HomA(P, TΣ) 6= 0. Maintenant, comme Γ est une composante standard
généralisée, tout morphisme f : P → TΣ peut s’écrire comme f =
∑
i λif1i . . . fti.
Donc on peut déduire l’existence d’un chemin ω′′ dans Γ
Yt = P → Yt+1 → · · · → Ym−1 → Ym → Y
de P vers un facteur indécomposable Y de Σ. Comme Σ est une présection finie, le
[10, Corollary IX.2.3] implique l’existence d’un j ∈ {t+1, t+2, . . . ,m} et un Xk ∈ Σ
tels que Yj = τXk. On peut supposer sans perte de généralité que j = m.
Prenons le chemin composé ω = ω′ω′′.
X → Y1 → · · · → P → · · · → Ym−1 → Ym → Y.
Maintenant considérons l’ensemble I = {Yi ∈ ω : Yi = τ ziXh, Xh ∈ Σ, zi ∈ Z}. Cet
ensemble n’est pas vide parce que Y1, Ym ∈ I. En outre, si pour chaque h ∈ {1, ..., n}
on note Ih = {Yi ∈ ω : Yi = τ ziXh, zi ∈ Z} on a que
I =
n⋃
h=1
Ih.
De plus, le Lemme 5.4.6 implique que Ii ∩ Ij = ∅ si i 6= j.
Soit Ys le premier point du chemin ω tel que Ys = τ zsXs′ avec zs ≥ 1 pour un Xs′
donné dans Σ. Un tel Ys existe parce que Ym = τXk. Si Ys = Y1 alors Xs = X1 en
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vertu du Lemme 5.4.6. Ceci nous permet d’écrire un cycle en X1 passant par τ−1X1
et τ zsX1,
X1 → ∗ → τ−1X1  τ zsX1 → · · · → τX1 → ∗ → X1
ce qui contredit que Γ est simplement connexe.
Donc, Ys 6= Y1 de sorte que s > 1. Soit r ∈ {1, . . . , s − 1} l’entier tel que Yr ∈ I
et Yi 6∈ I si r < i < s. Soient zr ∈ Z et r′ ∈ {1, . . . , n} tels que Yr = τ zrXr′ . Alors il
existe un sous-chemin ω˜ de ω de Yr vers Ys. Comme Γ est simplement connexe, alors
soit Xr′ = Xs′ , soit il y une flèche entre Xr′ et Xs′ . Si Xr′ = Xs′ alors il existe un
cycle dans Γ de la forme suivante.
Xr′ → ∗ → τ−1Xr′ → · · · → τ zrXr′ ω˜= Yr  Ys = τ zsXr′ → · · · → τXr′ → ∗ → Xr′ .
Sinon il existe une flèche de Xr′ vers Xs′ (ou vice-versa). Dans le cas d’une flèche
Xr′ → Xs′ il existe un chemin de Xr′ vers lui-même passant par Yr, Ys et τXs′ (ou
Xs′) comme suit.
Xr′ → ∗ → τ−1Xr′ → · · · → τ zrXr′ ω˜ τ zsXs′ → · · · → τXs′ → Xr′ .
Donc, l’existence d’un chemin d’un somme de Σ vers un projectif qui n’est pas dans
Σ implique que Γ n’est pas simplement connexe. De ces faits on peut conclure que
comme Γ est simplement connexe, alors il n’y a pas de chemin d’un sommet de Σ
vers un projectif n’appartenant pas à Σ. Dualement, il n’y a pas de chemin d’un
module injectif n’appartenant pas à Σ vers un sommet de Σ.
En outre, en vertu du Lemme 5.4.6, le graphe sous-jacent à Σ est isomorphe à
un sous-graphe connexe du graphe de τ -orbites de Γ, lequel est un arbre parce que Γ
est simplement connexe. Donc le graphe sous-jacent à Σ est lui-même un arbre. Par
conséquent, [45, Theorem A] implique que A est simplement connexe.
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Suffisance. Soit Σ une tranche complète dans modA. Alors Σ est une τ -tranche
complète dans la composante reliante Γ de ΓA, qui est convexe et standard générali-
sée. En outre, Γ est simplement connexe en vertu du [45, Theorem 4.3]. Ceci achève
la preuve.
Exemple 5.4.8. Considérons l’algèbre A de radical carré nul et de carquois
2
''
5
77

1
4 // 3
@@
.
On a dessiné son carquois d’Auslander-Reiten dans la Figure 5.3. On peut voir que
ΓA a une seule composante connexe qui est acyclique et standard généralisée mais
qui n’est pas simplement connexe. Ici Σ = 2
1
⊕23
1
⊕2⊕ 5
42
⊕5
2
est une τ -tranche complète.
Par contre A n’est pas inclinée et Σ n’est pas une tranche complète. Notons que 2
1
et
5
2
appartiennent à la même τ -orbite.
5.5 Extensions d’algèbres avec des τ -tranches
Comme on a remarqué précédemment, étant données une algèbre A et une ex-
tension R de A, une question naturelle (et encore ouverte) dans la théorie de τ -
inclinaison est de savoir si un A-module τ -inclinant sur son support l’est aussi en
tant que R-module.
Dans la cette section on considère le cas particulier où le A-module τ -inclinant
sur son support est une τ -tranche. Dans ce cas, la structure des τ -tranches nous aide
puisque leur translaté d’Auslander-Reiten ne varie pas entre les différentes catégories
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Figure 5.3 – The Auslander-Reiten quiver of A
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de modules. Il faut remarquer que Pamela Suarez a étudié ce problème dans [58] en
considérant des foncteurs différents du foncteur de changement de variables que l’on
considère ici.
Dans la première sous-section on étudie les extensions ponctuelles des algèbres
avec des τ -tranches. Dans la deuxième on considère les extensions par des idéaux
nilpotents. Il faut remarquer que ces extensions contiennent comme cas particuliers
les extensions par relations, introduites dans [6], qui ont été largement étudiés (Voir
par exemple [54] et autres), et les extensions par relations partielles introduites dans
[8]. Finalement on donnera un exemple où plusieurs algèbres sont reliées par des
τ -tranches dans leurs carquois d’Auslander-Reiten.
5.5.1 Extensions ponctuelles
Premièrement on considère le cas où R est l’extension ponctuelle de A par un
module X, c’est-à-dire R = A[X].
Proposition 5.5.1. Soient A une algèbre avec une τ -tranche complète Σ et X ∈
addTΣ. Alors l’algèbre R = A[X] a une τ -tranche complète Σ˜ dans modR de la
forme T˜Σ = TΣ ⊕ Px, où Px est le R-module projectif associé au sommet d’extension
du carquois ordinaire de R.
Démonstration. Fixons TΣ˜ = TΣ ⊕ Px et soit ˜Sigma le sous-carquois plein de
ΓR engendré par TΣ˜.
Premièrement, notons que tout A-module projectif est aussi un R-module pro-
jectif. En outre, nous avons que HomA(X, τATΣ) = 0 parce que X ∈ addTΣ. Donc
Corollary 2.6 [11] implique que τATΣ = τRTΣ.
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On a que HomR(TΣ˜, τRTΣ˜) = HomR(Px, τRTΣ)⊕ HomR(TΣ, τRTΣ). Comme τRTΣ
est unA-module, HomR(Px, τRTΣ) = 0. De plus HomR(TΣ, τRTΣ) = HomA(TΣ, τATΣ) =
0. Donc TΣ˜ est un R-module τ -rigide.
Maintenant on prouve que Σ˜ est une présection. Soit f : M → N une flèche dans
ΓR et supposons que N ∈ Σ˜. Si N = Px alors M ∈ Σ˜ parce que tout facteur direct
indécomposable de radPx appartient à Σ et donc à Σ˜. Si N ∈ Σ alors il existe dans
ΓA une flèche de M vers N parce que les suites presque scindées se terminant en N
dans modA et modR coïncident. On sait que Σ est une présection dans ΓA, donc soit
M ∈ Σ, soit τ−1A M ∈ Σ. Ainsi soit M ∈ Σ, soit τ−1R M ∈ Σ.
Soit maintenant f : M → N une flèche de ΓR telle que M ∈ Σ˜. Si N est projectif
indécomposable, N ∈ Σ˜ lorsque N = Px, et N est aussi un A-module projectif, de
sorte que N ∈ Σ en vertu du Lemme 2.3.14, lorsque N 6∼= Px. Si, supposons que N
n’est pas projectif. Alors τRN 6= 0. Donc il existe une flèche f ′ : τRN →M dans ΓR.
On a déjà prouvé que dans ce cas que soit τRN ∈ Σ˜, soit τ−1R τRN ∈ Σ. Alors, soit
τRN ∈ Σ˜, soit N ∈ Σ.
Ainsi Σ˜ est une présection τ -rigide. Le Lemme 5.1.5 implique que Σ˜ est une τ -
tranche dans modR. De plus Σ˜ est une τ -tranche complète parce que |Σ˜| = |Σ|+1 =
|A|+ 1 = |B|.
Comme corollaire immédiat du théorème précédent, on a une nouvelle preuve du
résultat suivant, qui appartient au folklore de la théorie des représentations.
Corollaire 5.5.2. Soient A une algèbre inclinée ayant Σ comme tranche complète et
X ∈ addΣ. Alors l’algèbre R = A[X] est une algèbre inclinée ayant comme tranche
complète Σ˜ = Σ⊕Px, où Px est le R-module projectif associé au nouveau sommet du
carquois.
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Remarque 5.5.3. Des résultats semblables à ceux de cette sous-section ont été prou-
vés par Oryu et Schiﬄer dans [50] (voir par exemple [50, Lemma 3.5]) en travaillant
dans les extensions ponctuelles des algèbres inclinées amassées. En particulier ils ont
prouvé que l’extension ponctuelle d’une algèbre inclinée amassée par un module pro-
jectif qui fait partie d’une tranche locale est aussi une algèbre inclinée amassée (voir
[50, Theorem 3.6]).
Corollaire 5.5.4. Soient A une algèbre avec une τ -tranche Σ et X ∈ Fac(τ−1Σ).
Alors Σ est une τ -tranche dans modR, où R = A[X].
Démonstration. Premièrement, la Proposition 5.2.5 nous dit que Fac(τ−1TΣ) ⊂
FacTΣ. Donc nous avons que HomA(X, τATΣ) = 0. Alors, [11, Corollary 2.6] im-
plique que Y ∈ CA 1 pour chaque facteur direct indécomposable Y de TΣ. Ainsi
HomR(TΣ, τRTΣ) = HomA(TΣ, τATΣ) = 0, c’est-à-dire que TΣ est un R-module τ -
rigide. De plus HomA(X,TΣ) = 0 en vertu du Corollaire 5.2.3. Donc Z ∈ CA pour
chaque facteur direct indécomposable Z ∈ τ−1A TΣ. Donc, les suites presque scindées
de modA commençant ou terminant en un sommet de Σ coïncident avec les suites
presque scindées correspondantes de modR. Ainsi Σ est une présection dans modR
parce qu’elle est une présection dans modA. Donc le Lemme 5.1.5 implique que Σ
est une τ -tranche dans modR.
Maintenant on énonce des résultats au sujet de la co-extension ponctuelle [X]A
de A par le module X. Les preuves sont omises puisqu’elles sont duales de celles des
deux résultats précédents.
Proposition 5.5.5. Soit A une algèbre avec une τ -tranche complète Σ et X ∈ addΣ.
Alors l’algèbre R = [X]A a une τ -tranche complète Σ˜ dans modR de la forme Σ˜ =
1. voir Subsection 2.3.1
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Σ⊕Ix, où Ix est le R-module injectif associé au nouveau sommet du carquois ordinaire
de R.
Corollaire 5.5.6. Soit A une algèbre avec une τ -tranche Σ et X ∈ Sub(τΣ). Alors
Σ est une τ -tranche dans modR, où R = [X]A.
5.5.2 Extensions scindées par un idéal nilpotent
Maintenant on considère une extension scindée R de A par un A-A-bimodule
Q. Le théorème suivant nous donne une condition nécessaire et suffisante que doit
vérifier Q pour qu’une τ -tranche complète Σ dans modA soit aussi une τ -tranche
complète dans modR.
Théorème 5.5.7. Soit Σ une τ -tranche complète dans modA, Q un A-A-bimodule
et R une extension scindée de A par Q. Alors Σ est une τ -tranche complète dans
modR si et seulement si QA ∈ Fac(τ−1A TΣ) et D(AQ) ∈ Sub(τATΣ). En outre, si A est
une algèbre inclinée et Σ est une tranche complète dans modA, alors AnnRΣ = Q.
Démonstration. Supposons que QA ∈
Fac(τ−1A Σ) et D(AQ) ∈ Sub(τAΣ). Soit M un facteur direct indécomposable de Σ.
Donc la Proposition ?? et son dual impliquent queM ∈ Fac(TΣ) et queM ∈ Sub(TΣ).
Alors HomA(Q, τAM) = 0 et HomA(M,DQ) = 0. Si M est un A-module projectif,
alors M = eA pour un idempotent primitif e ∈ A. Donc le A-module simple top(eA)
n’est pas un facteur de composition de D(AQ). Alors D(eQ) = D(Q)e = 0 et cela
implique que eQ = 0. Ainsi, M est un R-module projectif en vertu de [11, Corollary
1.4]. Si M n’est pas projectif, alors [11, Theorem 2.1] implique que les suites presque
scindées se terminant enM dans modA et modR coïncident. Ceci implique que toute
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suite presque scindée dans modA se terminant en un facteur indécomposable de TΣ
coïncide avec la suite presque scindée correspondante dans modR.
Dualement, on peut prouver que les suites presque scindées dans modA commen-
çant en un facteur directe indécomposable de TΣ coïncident avec les suites presque
scindées dans modR correspondats.
Donc on peut conclure que TΣ est un R-module τ -inclinant et qu’il est aussi une
présection dans ΓR. Ainsi, grâce au Lemme 5.1.5, Σ est une τ -tranche complète dans
modR.
Dans l’autre sens, supposons que Σ est une τ -tranche complète dans modR. On
a que R ∼= A⊕Q en tant que k-espaces vectoriels. On sait en plus que Q est un idéal
bilatère de R. Si on identifie R avec A⊕Q, Q est de la forme Q = {(0, q) : q ∈ Q}.
Prouvons que Q ⊂ AnnRΣ. L’action de r = (a, q) ∈ R sur un A-module arbitraire
M est donnée par la formule suivant :
Mr = M(a, q) := Ma.
Alors Q est trivialement inclus dans l’annulateur AnnRM pour tout A-module M .
En particulier Q ⊂ AnnΣ. Donc le Corollaire 5.2.3 nous dit que τAΣ ∼= τRΣ et
τ−1A Σ ∼= τ−1R Σ. Cela implique que les suites presque scindées de modA se terminant en
un facteur direct indécomposable de Σ coïncide avec la correspondante dans modR.
Ainsi, [11, Theorem 2.1] [11, Corollary 1.4] et leurs versions duales impliquent que
QA ∈ Fac(τ−1A Σ) et D(AQ) ∈ Sub(τAΣ).
Finalement, si A est une algèbre inclinée et Σ est une tranche complète dans
modA, on a que Σ est un module fidèle. Donc AnnRΣ = Q.
Comme cas particulier du résultat précédent on obtient une généralisation d’un
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résultat de Assem, Bustamante, Dionne, Le Meur et Smith qui se trouve dans [8],
où ils ont introduit les extensions par relations partielles et ils ont étudié comment
les tranches complètes des algèbres inclinées se comportent sous cette extension.
Étant donnée une algèbre triangulaire C telle que dim.gl.C ≤ 2, on notera E =
Ext2C(DC,C).
Corollaire 5.5.8. Soient C une algèbre triangulaire telle que dim.gl.C ≤ 2, Σ une
τ -tranche complète dans modC et E˜ ∈ addC-CE. Alors Σ est une τ -tranche complète
dans modC˜, où C˜ est l’extension triviale de C par E˜.
Démonstration. Le Théorème 5.5.7 nous dit qu’il suffit de prouver que E˜C ∈
Fac(τ−1C Σ) et D(E˜)C ∈ Sub(τCTΣ). On va prouver que E˜C ∈ Fac(τ−1TΣ), l’autre
affirmation étant duale.
Il est prouvé dans [54, Proposition 4.1] que EC ∼= τ−1C Ω−1CC , où Ω−1CC est la
cosyzygie de C en tant que C-module à droite. Soit N un facteur direct indécom-
posable non-injectif de Ω−1C. Alors il existe un module injectif indécomposable IN
tel que HomC(IN , N) 6= 0. En plus, il existe un facteur direct indécomposable L de
TΣ tel que HomC(L, IN) 6= 0. Alors il existe un chemin L → IN → N → ∗ → τ−1C N
dans modC. Donc τ−1C N est un successeur propre de Σ. Ainsi EC ∈ Fac(τ−1C Σ). Ceci
achève la preuve.
5.5.3 Exemple
Nous finissons avec un exemple qui illustre quelques résultats prouvés dans ce
chapitre.
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Exemple 5.5.9. Considérons l’algèbre inclinée amassée A˜ donnée par le carquois
3
β  
1
α
55
ω
))
2γ
oo
4
δ
^^
lié par l’idéal I = 〈αβ −ωδ, βγ, δγ, γω, γα〉. Comme on peut voir dans la Figure 5.4,
le module Σ = 2
1
⊕ 2⊕ 3
2
⊕ 4
2
est une τ -tranche complète dans modA˜. Son annulateur
est AnnA˜Σ = 〈α, ω〉. Prenons l’idéal I ′ = 〈ω〉, contenu dans AnnA˜Σ et considérons
l’algèbre quotient A = A˜/I ′. Alors A est l’algèbre des chemins du carquois
3
β  
1
α
55
2γ
oo
4
δ
^^
lié par son radical au carré. Donc, comme on a prouvé dans le Théorème 5.2.7,
Σ =
2
1
⊕ 2⊕ 3
2
⊕ 4
2
est une τ -tranche complète dans modA. Voir la Figure 5.5.
On peut voir que A est égale à l’extension ponctuelle A′[2], où A′ est donnée par
le carquois
3
β  
1
α
55
2γ
oo
avec radical carré nul et 2 est le A′-module simple associé au sommet 2. Voir son
carquois d’Auslander-Reiten dans la Figure 5.6. Alors, dans ce cas, 2 appartient à
addΣ1, où Σ1 =
2
1
⊕ 2 ⊕ 3
2
. De plus, 4
2
est le module projectif indécomposable associé
au sommet d’extension et Σ = Σ1 ⊕ 42, comme prouvé dans la Proposition 5.5.1.
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
4

1
3

1 // 2
1
// 2

EE
34
2

//
DD
1
34
2
// 1
34
EE

1
4
2
EE
3
DD
1
4
EE
Figure 5.4 –
En outre, si on note Σ2 =
1
3
⊕ 1 ⊕ 2
1
, on a que 2 ∈ FacA′(τ−1A′ Σ2). Ici on peut voir
que Σ2 est une τ -tranche complète dans modA′ et une τ -tranche dans modA, comme
prévu en vertu du Corollaire 5.5.4.
Finalement considérons l’algèbre C = A/〈α〉. L’idéal nilpotent AnnAΣ de A a une
structure de C-C-bimodule. De plus A est l’extension scindée de C par AnnAΣ. On
peut faire le calcul et voir que, en tant que C-module, (AnnAΣ)C = 3 ∈ FacC(τ−1C Σ)
et
D(C(AnnAΣ)) = 1 ∈ SubτCΣ. Ainsi, le Théorème 5.5.7 nous dit que la τ -tranche
complète Σ dans modA est induite par la tranche complète Σ de l’algèbre inclinée
C.
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3
2
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4
3
DD
1

2 //
DD
4
2
// 34
2
DD
// 3

2
1
DD
1
3
Figure 5.5 –
1
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3
2
3
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1

2
CC
3
2
CC
2
1
CC
Figure 5.6 –
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Chapitre 6
Groupe de Grothendieck, vecteurs
dimension et g-vecteurs
Comme dans toute la thèse. Quand on dit que A est une algèbre, on veut dire
que A est une algèbre de dimension finie sur un corps algébriquement clos k. Dans
le même sens, on dit que M est un A-module si M est un module de type fini sur
l’algèbre A.
Soit A une algèbre. Dans cette chapitre on associera à chaque A-module M deux
vecteurs à coordonnées entières : le vecteur dimension [M ] de M et le g-vecteur gM
de M . Ces deux vecteurs nous permettront d’utiliser des outils d’algèbre linéaire
pour obtenir de l’information sur la catégorie de modules modA.
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6.1 Groupe de Grothendieck et vecteurs dimension
Dans cette section on veut introduire le groupe de Grothendieck K0(A) d’une
catégorie abélienne A ainsi que les vecteurs dimension des objets de A. On commence
avec la définition du groupe de Grothendieck.
Définition 6.1.1. Soit A une catégorie abélienne petite. Le groupe de Grothen-
dieck K0(A) de A est le groupe abélien K0(A) = F/F ′, où F est le groupe abélien
libre ayant pour base l’ensemble des classes d’isomorphisme M˜ des objets M de A
et F ′ est le sous-groupe de F engendré par les éléments M˜ − L˜− N˜ correspondant
à toutes les suites exactes courtes 0→ L→M → N → 0 dans A.
Définition 6.1.2. Une catégorie abélienne A est dite avec longueur si le théorème
de Jordan-Hölder est vérifié dans cette catégorie.
Dès maintenant, sauf mention contraire, chaque fois que l’on dira que A est une
catégorie abélienne, on suppose que A est une catégorie abélienne avec longueur avec
un petit squelette.
Maintenant on introduit la notation que l’on utilisera dans le reste de la thèse.
Soit A une catégorie abélienne ayant t objets simples non-isomorphes. On notera
S(1), . . . , S(t) une énumération de ces modules simples à isomorphisme près. En
outre, si A = modA pour une algèbre A, on notera P (i) et I(i) la couverture pro-
jective et l’enveloppe injective de S(i), respectivement. De plus, si A = modA, le
groupe de Grothendieck de modA sera noté K0(A)
Dans le restant de la thèse, on s’intéresse souvent aux dimensions de certains
espaces de morphismes. On fixe la notation suivante. Soient M et N deux objets de
A, alors dimk(HomA(M,N)) sera notée hom(M,N).
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Proposition 6.1.3. Soient A une algèbre et M un A-module. Alors les vecteurs à
coordonnées entières
[hom(P (1),M), hom(P (2),M), . . . , hom(P (t),M)]
et
[hom(M, I(1)), hom(M, I(2)), . . . , hom(I(t),M ]
sont égaux.
On appelle ce vecteur le vecteur dimension de M et on le note dimM.
Le théorème de Jordan-Hölder nous permet de donner une description précise de
la structure du groupe de Grothendieck comme suit.
Théorème 6.1.4. [10, Theorem III.3.5] Soit A une catégorie abélienne. Alors le
groupe de Grothendieck K0(A) est isomorphe à Zt, où t est le nombre d’objets simples
non-isomorphes de A et l’ensemble des classes des objets simples non-isomorphes
forment une base de K0(A). En outre, si A est une algèbre, le morphisme Φ :
K0(A)→ Zt défini par Φ([M ]) = dimM est un isomorphisme de groupes.
Si A est une algèbre, le théorème précédent nous permet d’identifier la classe
[M ] dans le groupe de Grothendieck d’un A-module M avec son vecteur dimension
dimM . Pour simplifier la notation, pour le reste de la thèse on notera donc aussi
[M ] le vecteur dimension de M .
Remarque 6.1.5. Soient M et N deux A-modules indécomposables et supposons
que [M ] = [N ] alors ceci n’implique pas que M ∼= N .
Par exemple prenons l’algèbre de Kronecker A = k( 1 //// 2 ) et considérons les
modules M = k
1 //
λ
// k et N = k
1 //
µ
// k où λ 6= µ. Dans ce cas, [M ] = [N ] = [1, 1]
mais M n’est pas isomorphe à N .
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6.2 g-vecteurs
Étant donné un A-module M , on va lui associer un deuxième vecteur à coordon-
nées entières que l’on appelle le g-vecteur de M et que l’on le note gM . Sa définition
est la suivante.
Définition 6.2.1. Soit A une algèbre et A = P (1)⊕ P (2)⊕ · · · ⊕ P (t) sa décompo-
sition en somme directe de facteurs indécomposables en tant que A-module à droite.
Le g-vecteur gP (i) de P (i) est ei, le i-ème élément de la base canonique de Zt. Plus
généralement, soit M un A-module et soit P1 → P0 →M → 0 une présentation pro-
jective minimale de M . Si P0 =
⊕t
i=1 P (i)
ci et P1 =
⊕t
i=1 P (i)
c′i , alors le g-vecteur
de M est
gM = gP0 − gP1 = (c1 − c′1, c2 − c′2, . . . , ct − c′t).
Remarque 6.2.2. Notons que le g-vecteur gM d’un A-module M est bien défini car
la présentation projective minimale d’un A-module est unique à isomorphisme près.
Supposons que V est un R-espace vectoriel de dimension t et considérons 〈−,−〉 :
V × V → k le produit scalaire défini par
〈v, w〉 =
t∑
i=1
viwi
pour tout v = (v1, . . . , vt) et w = (w1, . . . , wt) dans V . En algèbre linéaire, un résultat
important est l’existence d’un anti-isomorphisme Φ : V → V ∗ d’un k-espace vectoriel
V avec son dual V ∗, défini par Φ(v) = 〈v,−〉.
Dans cet écrit on explore la relation des g-vecteurs avec les vecteurs dimension
des A-modules. Dans le Chapitre 8 on établi des résultats qui suggèrent que l’on peut
interpréter les g-vecteurs comme espace dual au groupe de Grothendieck de l’algèbre
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A. L’outil principal de la démonstration de ces résultats est le théorème suivant,
montré par Auslander et Reiten dans [13].
Théorème 6.2.3. [13, Theorem 1.4 (a)] Soient M et N deux A-modules. Alors
〈gM , [N ]〉 = hom(M,N)− hom(N, τM).
Pour nous, il sera particulièrement intéressant de considérer le cas où l’on a une
paire τ -rigide (M,P ).
Corollaire 6.2.4. Soient (M,P ) une paire τ -rigide et N un A-module arbitraire.
Alors
〈gM − gP , [N ]〉 = hom(M,N)− hom(N, τM)− hom(P,N).
Démonstration. Il suffit de remarquer que 〈−,−〉 est bilinéaire, d’appliquer le
Théorème 6.2.3 puis de se rappeler que τP = 0.
En outre, les g-vecteurs des modules τ -rigides et des paires τ -inclinantes ont des
propriétés que l’on va exploiter dans le restant de cette thèse. Elles sont les suivantes.
Théorème 6.2.5. [1, Theorem 5.5] La fonctions M 7→ gM induit une injection de
l’ensemble de paires τ -rigides dans Z.
Théorème 6.2.6. [1, Theorem 5.1] Soit (M,P ) une paire τ -inclinante telle que M
et P sont des modules sobres et sa factorisation en somme directe d’indécomposables
est M =
⊕k
i=1Mi et P =
⊕t
j=k+1 Pj. Alors l’ensemble
{gM1 , . . . , gMk ,−gPk+1 , . . . ,−gPt}
est une base de Zt.
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Chapitre 7
Conditions de stabilité à la Rudakov
et classes de torsion
La structure de ce chapitre est la suivante. Dans la Section 7.1 nous introduirons
les conditions de stabilité définies par Rudakov dans [52], ainsi que certaines de leurs
propriétés. Dans un deuxième temps, la Section 7.2 portera sur l’étude des fonctions
de stabilité induisant des classes de torsion. Finalement, dans la Section 7.3, nous
introduirons la notion de suite verte maximale dans une catégorie abélienne. Ceci
nous permettra de démontrer le Théorème 7.3.6, lequel est une caractérisation des
fonctions de stabilité qui induisent des suites vertes maximales.
7.1 Conditions de stabilité à la Rudakov
Cette section est dédiée aux conditions de stabilité dans les catégories abéliennes
introduites par Rudakov et à la description de la filtration qu’elles induisent sur
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chaque objet de cette catégorie. Cette filtration est dite de Harder-Narasimhan.
7.1.1 Définition
Pour donner la définition de structure de stabilité, on rappelle d’abord qu’un
ensemble est dit pré-ordonné s’il est équipé d’une relation réflexive et transitive. En
particulier si on a une fonction φ : S → T , où (T,≤) est un ensemble partiellement
ordonné, alors φ induit un pré-ordre ≤φ dans S comme suit : si x, y ∈ S alors x ≤φ y
si φ(x) ≤ φ(y).
Définition 7.1.1. [52, Definition 1.1] Soit A une catégorie abélienne petite, (P ,≤)
un ensemble partiellement ordonné et φ : Obj(A∗) → P une fonction telle que
φ(X) = φ(Y ) si X est isomorphe à Y . Alors le pré-ordre induit par φ est dit struc-
ture de stabilité si pour chaque suite exacte courte 0→ L→M → N → 0 d’objets
non nuls de A la propriété de bascule est satisfaite. C’est-à-dire que exactement
une des trois conditions suivantes (voir Figure 7.1) est vérifiée :
soit φ(L) < φ(M) < φ(N),
ou φ(L) > φ(M) > φ(N),
ou φ(L) = φ(M) = φ(N).
Lorsque c’est le cas, on dit que φ est une fonction de stabilité, et φ(X) est appelée
la phase de X pour tout objet non nul X de A.
Remarque 7.1.2. Si φ est une fonction de stabilité, alors φ(M) n’est pas définie si
M est un objet nul de A. En outre, l’existence des sommes directes dans A implique
que Im(φ) est un ensemble totalement ordonné. Désormais on suppose donc, sans
perte de généralité, que P est totalement ordonné.
Jusqu’à la fin du chapitre, φ désignera une fonction de stabilité. On définit les
objets φ-stables.
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φ(N)
φ(M)
φ(L)
φ(L) φ(M) φ(N)
φ(L)
φ(M)
φ(N)
Figure 7.1 – Propriété de bascule.
Définition 7.1.3. [52, Definition 1.5 and 1.6], Un objet non nul M de A est dit
φ-stable (ou φ-semi-stable) si pour chaque sous-objet L ⊂M non trivial on a que
φ(L) < φ(M) (ou φ(L) ≤ φ(M), respectivement).
En général on dit que chaque fonction de stabilité φ induit des conditions de
stabilité sur les objets de A.
Remarque 7.1.4. Notez que, grâce à la propriété de bascule, on peut définir les
objets φ-stables (φ-semi-stables) à partir des objets quotients au lieu des sous-objets.
Maintenant nous donnons deux exemples des fonctions de stabilité importantes.
Le premier considère les conditions de stabilité que Bridgeland a introduit pour les
catégories triangulées dans [20], lesquelles sont inspirées de la physique. Le deuxième
est un exemple inspiré de l’algèbre linéaire qui sera étudié en détail dans le prochain
chapitre.
Exemple 7.1.5. [20, Definition 2.1] Soit A une catégorie abélienne et soit Z :
K0(A)→ C un homomorphisme de groupes tel que pour chaque objet non nul M de
A son image Z([M ]) par Z appartient au demi-plan de Poincaré H = {r · exp(ipiφ) :
r > 0 et 0 ≤ φ < 1}.
98
Étant donnée une telle fonction Z : K0(A)→ C, on définit φZ : Obj(A∗)→ [0, 1[
par
φZ(M) = (1/pi)argZ(M).
On peut voir que φZ est une fonction de stabilité.
Exemple 7.1.6. Soient A une algèbre et v un vecteur arbitraire de Rt. Alors la
fonction φv : A → R définie par
φv(M) = 〈v, [M ]〉 =
t∑
i=1
vi[M ]i
est une fonction de stabilité. Ces fonctions de stabilité seront étudies dans le prochain
chapitre.
Rudakov commença ses travaux sur les conditions de stabilité pour généraliser les
conditions de stabilité introduites par King pour les représentations d’algèbres, dont
on discutera dans le prochain chapitre. Dans cet esprit, on montre la proposition
suivante qui généralise un des résultats parus dans [44].
Proposition 7.1.7. Soit p ∈ P. Alors la sous-catégorie pleine
Ap = {0} ∪ {M ∈ A : M est φ-semi-stable et φ(M) = p}
est une sous-catégorie abélienne de A.
Démonstration. D’abord, la propriété bascule implique que Ap est additive.
Il suffit de montrer que Ap est stable par les noyaux et les conoyaux. Soit f :
M → N un morphisme dans Ap.
Si f est le morphisme nul, la preuve est immédiate.
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Si f est un épimorphisme, on a la suite exacte courte 0→ ker f →M → N → 0.
Alors φ(ker f) = p car φ est une fonction de stabilité et φ(M) = φ(N) = p. Ainsi,
Ker f ∈ Ap. Si f est un monomorphisme, la preuve de ce que Cokerf ∈ Ap est duale.
Finalement, prenons un morphisme non nul f : M → N qui n’est ni un mono-
morphisme ni un épimorphisme et considérons les suites exactes courtes suivantes
0→ ker f →M → imf → 0
0→ imf → N → cokerf → 0.
Il est clair que dans ce cas tous les objets sont non nuls. Maintenant, la semi-stabilité
de M implique que φ(imf) ≥ φ(M) = p et, en même temps, la semi-stabilité de
N implique que φ(imf) ≤ φ(N) = p. Ainsi φ(imf) = p. Donc φ(ker f) = p et
φ(cokerf) = p car φ est une fonction de stabilité.
Il nous reste prouver que ker f et cokerf sont des objets φ-semi-stables. Pour faire
cela, il suffit de remarquer que chaque sous-objet L de ker f est aussi un sous-objet
de M . Donc φ(L) ≤ φ(M) = φ(ker f). Ainsi ker f est un objet φ-semi-stable. De
façon duale on prouve que cokerf est φ-semi-stable. Ceci achève la preuve.
Remarque 7.1.8. Il est facile à voir que les objets φ-stables S tels que φ(S) = p
coïncident avec les objet simples de Ap.
En analogie avec la Proposition 7.1.7, nous définissons les sous-catégories pleines
de A suivantes :
— A≥p = {0} ∪ {M ∈ A : M est φ-semi-stable et φ(M) ≥ p} ;
— A≤p = {0} ∪ {M ∈ A : M est φ-semi-stable et φ(M) ≤ p} ;
— A<p = {0} ∪ {M ∈ A : M est φ-semi-stable et φ(M) < p} ;
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— A>p = {0} ∪ {M ∈ A : M est φ-semi-stable et φ(M) > p}.
Ces catégories ne sont pas abéliennes en général. On étudiera leurs propriétés par
la suite.
Le théorème suivant, paru dans [52], implique que les morphismes entre les objets
φ-semi-stables respectent l’ordre induit par φ, c’est-à-dire, HomA(M,N) = 0 si M
et N sont φ-semi-stables et φ(M) > φ(N).
Théorème 7.1.9. [52, Theorem 1] Soient M et N des objets φ-semi-stables tels que
φ(M) ≥ φ(N) et f : M → N un morphisme non nul dans A. Alors
(a) φ(M) = φ(N) ;
(b) Si N est φ-stable, alors f est un épimorphisme ;
(c) If M est φ-stable, alors f est un monomorphisme.
Comme conséquence immédiate du théorème précédent on obtient le corollaire
suivant.
Corollaire 7.1.10. Soient M et N deux objets φ-stables non isomorphes tels que
φ(M) = φ(N). Alors HomA(M,N) = 0.
On dit que un objet X d’une catégorie abélienne A est une brique si EndA(M) ∼=
k.
Remarque 7.1.11. Comme Rudakov observa dans [52], le Théorème 7.1.9 implique
que les objets φ-stables sont des briques. Ceci implique en particulier que tout objet φ-
stable est indécomposable. En fait on peut voir que les objets φ-stables sont toujours
indécomposables, pour n’importe quelle catégorie abélienne A.
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7.1.2 Filtration de Harder-Narasimhan
Dans la définition suivante on prend la terminologie utilisée dans [20], mais il faut
remarquer que ces concepts furent déjà étudiés dans [52].
Définition 7.1.12. SoitA une catégorie abélienne avec longueur et soitM ∈ Obj(A)
non nul.
(a) Une paire (N, p) consistant en un objet N ∈ Obj(A) non nul et un épimor-
phisme p : M → N est appelée un quotient déstabilisateur maximal
(QDM) deM si φ(M) ≥ φ(N) et, pour tout autre épimorphisme p′ : M → N ′,
on a que φ(N ′) ≥ φ(N), et, en outre, si φ(N) = φ(N ′), alors le morphisme p′
se factorise par p.
(b) Dualement, une paire (L, i) consistant en un objet L ∈ Obj(A) non nul et
un monomorphisme i : L → M est appelée un sous-objet déstabilisateur
minimal (SDM) de M si φ(M) ≤ φ(L) et, pour tout autre monomorphisme
i′ : L′ → L, on a que φ(L′) ≤ φ(L), et, en outre, si φ(L) = φ(L′) alors le
morphisme i′ se factorise par i.
Remarque 7.1.13. Soit M un objet non nul de A et supposons qu’il existe un
quotient déstabilisateur maximal (N, p). Alors, la définition d’objet déstabilisateur
maximal implique que N n’est pas isomorphe à l’objet nul.
Par abus de notation, on note N à la place de (N, p) lorsque ce dernier es un
quotient déstabilisateur maximal.
Lemme 7.1.14. Soient A une catégorie abélienne, φ : Obj(A)→ P une fonction de
stabilité et M un objet non nul de A.
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(a) S’il existe un quotient déstabilisateur maximal (N, p) par M , alors il est φ-
semi-stable et unique à isomorphisme près ;
(b) S’il existe un sous-objet déstabilisateur minimal (L, i) pra M , alors il est φ-
semi-stable et unique à isomorphisme près.
Démonstration. On va a prouver seulement (a) puisque la preuve de (b) est
duale.
Supposons qu’il existe un quotient déstabilisateur maximal (N, p) par M , soit
p˜ : N → N˜ un épimorphisme, où N˜ est un objet non nul. Donc la composition p˜p :
M → N˜ est aussi un épimorphisme et N˜ est un quotient de M . Donc, φ(N˜) ≥ φ(N)
en vertu de la définition du quotient déstabilisateur maximal. Conséquemment N est
φ-semi-stable.
Maintenant, supposons que (N ′, p′) est un autre quotient déstabilisateur maximal
deM . Alors il suit de la définition des quotient déstabilisateur maximaux que φ(N) =
φ(N ′). En outre, la Définition 7.1.12 nous assure l’existence de deux morphismes f :
N → N ′ et f ′ : N ′ → N tels que p = f ′p′ et p′ = fp. Donc p = f ′p′ = f ′fp. Ainsi la
composition f ′f est le morphisme identité de N parce que p est un épimorphisme. On
prouve de façon analogue que ff ′ est l’identité de N ′. Donc N et N ′ sont isomorphes.
Ceci achève la preuve.
Comme le Lemme 7.1.14 nous assure que, si ils existent, les quotients déstabili-
sateurs maximaux (respectivement les sous-objets déstabilisateurs minimaux) d’un
objet non nul M ∈ Obj(A) sont uniques à isomorphisme près, on notera (N, p)
«le» quotient déstabilisateur maximal de M et (L, i) «le» sous-objet déstabilisateur
minimal de M .
Le prochain théorème/définition, prouvé dans [52], nous montre que, étant donné
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une catégorie abélienne A et une fonction de stabilité φ, on peut trouver pour chaque
objet M ∈ Obj(A) une filtration de M qui respecte l’ordre induit par φ. Cette
filtration est appelée la filtration de Harder-Narasimhan en l’honneur d’un résultat
d’algèbre commutative prouvé par Harder et Narasimhan dans [41]. En outre, ce
résultat implique en particulier que tout objet admet un quotient déstabilisateur
maximal et un sous-objet déstabilisateur minimal. La démonstration du prochain
théorème est omise dans cette thèse.
Théorème 7.1.15. [52, Theorem 2, Proposition 1.13] Soient A une catégorie abé-
lienne, φ : ObjA → P une fonction de stabilité et M un objet non nul dans A. Alors
M admet, à isomorphisme près, une unique filtration de Harder-Narasimhan,
c’est-à-dire, une filtration
0 = M0 (M1 (M2 ( · · · (Mn−1 (Mn = M
telle que les quotients Fi = Mi/Mi−1 sont φ-semi-stables et que φ(Fn) < φ(Fn−1) <
· · · < φ(F2) < φ(F1). En outre, F1 = M1 et Fn = Mn/Mn−1 sont le sous-objet
déstabilisateur minimal et le quotient déstabilisateur maximal de M , respectivement.
Le résultat suivant est aussi paru dans [52]. La démonstration est elle aussi omise.
Théorème 7.1.16. [52, Theorem 3] Soient A une catégorie abélienne, φ : ObjA →
P une fonction de stabilité et M un objet φ-semi-stable. Alors il existe une filtration
0 = M0 (M1 (M2 ( · · · (Mn−1 (Mn = M
telle que les quotients Gi = Mi/Mi−1 sont φ-stables et φ(M) = φ(Gn) = · · · =
φ(G2) = φ(G1). En outre, l’ensemble des facteurs de composition {Gi : 1 ≤ i ≤ n}
est unique à isomorphisme et près.
104
Exemple 7.1.17. Considérons l’algèbre de chemins A = k( 1 // 2 ) et prenons la
catégorie modA de A-modules de type fini. Considérons les fonctions φ1, φ2 et φ3
ayant pour images
φ1 : modA→ Z φ2 : modA→ Z φ3 : modA→ Z
φ1(1) = −1 φ2(1) = 0 φ3(1) = 1
φ1(
1
2
) = 0 φ2(
1
2
) = 1 φ3(
1
2
) = 0
φ1(2) = 1 φ2(2) = −1 φ3(2) = −1
L’image de tout autre A-module est définie par le biais de φ(M) = φ(N) + φ(L) si
M = N ⊕ L.
Premièrement, on voit que φ2 n’est pas une fonction de stabilité car la propriété
de bascule n’est pas respectée pour la suite exacte courte 0→ 2→ 1
2
→ 1→ 0.
D’autre part, notons que la longueur des filtrations de Harder-Narasimhan d’un
module dépend de la fonction de stabilité. Par exemple, si on prend le module 1
2
,
sa filtration de Harder-Narasimhan par rapport à φ1 est 0 ( 2 ( 12. Cependant, sa
filtration de Harder-Narasimhan par rapport à φ3 est 0 ( 12, parce que
1
2
est lui même
un A-module φ3-stable.
7.2 Paires de torsion
Dans cette section on prouve comment une fonction de stabilité φ : ObjA → P
induit une paire de torsion (Tp,Fp) dans A pour chaque p ∈ P , où
Tp = {0} ∪ {M ∈ Obj(A) | M 6= 0 et φ(M ′) ≥ p, où M ′ est le QDM de M}
Fp = {0} ∪ {M ∈ Obj(A) | M 6= 0 et φ(M ′′) < p, où M ′′ est le SDM de M}
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Nous débutons la section avec la proposition suivante, où on montre que Tp est
une classe de torsion et, en outre, on donne plusieurs définitions équivalentes de Tp.
Proposition 7.2.1. Soit φ : A → P une fonction de stabilité et Tp = {0} ∪ {M ∈
Obj(A) |M 6= 0 et φ(M ′) ≥ p, où M ′ est le quotient déstabilisateur maximal de M}.
Alors Tp est une classe de torsion. En outre :
— Tp = Filt(A≥p) ;
— Tp = Filt(FacA≥p) ;
— Tp = {M ∈ A : φ(N) ≥ p pour tout quotient non nul N de M}.
Démonstration. On commence pour montrer que Tp est une classe de torsion.
Pour faire cela on doit montrer que Tp est stable pour les extensions et les quotients.
D’abord on prouve que Tp est stable pour les extensions. Supposons que
0→ L f→M g→ N → 0
est une suite exacte courte dans A avec L,N ∈ Tp et (M ′, pM) le quotient désta-
bilisateur maximal de M . Alors nous pouvons construire le diagramme commutatif
suivant.
0 // L
f //

M
g //
pM

N //

0
0 // im(pMf)
f ′ //

M ′
g′ //

cokerf ′ //

0
0 0 0
Soient (L′, pL) et (N ′, pN) les quotients déstabilisateurs maximaux de L et N , res-
pectivement. En vertu de la définition de quotient déstabilisateur maximal on a que
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φ(im(pMf)) ≥ φ(L′) ≥ p et φ(cokerf ′) ≥ φ(N ′) ≥ p. Donc la propriété de bascule
implique que φ(M ′) ≥ p. Ainsi Tp est stable pour les extensions.
Pour montrer que Tp est stable pour les quotients, prenons M ∈ Tp et soit N un
quotient de M . Soient M ′ et N ′ les quotients déstabilisateurs maximaux de M et
N , respectivement. Alors, il est facile de voir que N ′ est un quotient de M . Donc
la définition de quotient déstabilisateur maximal implique que φ(N ′) ≥ φ(M ′) ≥ p.
Ainsi, Tp est stable pour les quotients.
Alors, comme Tp est stable par quotients et extensions, c’est une classe de torsion
dans A.
Dans un deuxième temps, on montre que Tp = Filt(A≥p) = Filt(FacA≥p). Il est
immédiat que Filt(A≥p) ⊆ Filt(FacA≥p). En outre, la Proposition [32, Proposition
3.3] implique que Filt(FacA≥p) est la plus petite classe de torsion contenant A≥p et,
étant donné que A≥p ⊆ Tp, nous avons que Filt(FacA≥p) ⊆ Tp. Il nous reste à prouver
que Tp ⊆ Filt(A≥p). Soit M ∈ Tp et M ′ son quotient déstabilisateur maximal. Alors
φ(M ′) ≥ p en vertu de la définition de Tp. Donc on peut construire la filtration de
Harder-Narasimhan de M puis le Théorème 7.1.15 implique que M ∈ Filt(A≥p).
Finalement on prouve que Tp = {M ∈ A : φ(N) ≥ p pour tout quotient N de M}.
Soient M ∈ Tp, M ′ son quotient déstabilisateur maximal et N un quotient non nul
de M . Alors φ(N) ≥ φ(M ′) ≥ p pour tout quotient N de M en vertu de la Défini-
tion 7.1.12. Ainsi Tp ⊆ {M ∈ A : φ(N) ≥ p pour tout quotient N non nul de M}.
L’autre inclusion est immédiate. Ceci achève la preuve.
Si on change à la vision duale des arguments utilisés dans la preuve précédente,
on peut prouver la proposition suivante.
Proposition 7.2.2. Soit φ : A → P une fonction de stabilité et soit Fp = {0}∪{M ∈
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Obj(A) | M 6= 0φ(M ′) < p, où M ′ est le sous-objet déstabilisateur minimal de M}.
Alors Fp est une classe sans torsion. En outre :
— Fp = Filt(A<p) ;
— Fp = Filt(FacA<p) ;
— Fp = {M ∈ A : φ(N) < p pour tout sous-objet non nul N de M}.
On termine cette section en prouvant que (Tp,Fp) est une paire de torsion.
Proposition 7.2.3. Soit φ : A → P une fonction de stabilité et p ∈ P. Alors
(Tp,Fp) est une paire de torsion dans A.
Démonstration.D’abord on prouve que HomA(Tp,Fp) = 0. Soit f ∈ HomA(M,N),
oùM ∈ Tp et N ∈ Fp sont non nuls. PrenonsM ′ le quotient déstabilisateur maximal
de M et N ′′ le sous-objet déstabilisateur minimal de N . Alors est immédiat que imf
est un quotient de M et qu’il est un sous-objet de N . Supposons que f 6= 0. Alors
les définitions de quotient déstabilisateur maximal et de sous-objet déstabilisateur
minimal impliquent que φ(imf) ≥ φ(M ′) ≥ p et que φ(imf) ≤ φ(N ′′) < p. C’est
absurde. Donc f = 0.
Maintenant on prouve que tout N tel que HomA(M,N) = 0 pour tout M ∈ Tp
appartient à Fp. Soit N un tel objet. Alors, en particulier, HomA(M ′, N) = 0 pour
tout objet φ-semi-stable M ′ de Tp. Ainsi, HomA(M ′, N˜) = 0 pour tout sous-objet
N˜ de N . En particulier, si N ′′ est le sous-objet déstabilisateur minimal de N , on
a que HomA(M ′, N ′′) = 0. Si φ(N ′′) ≥ p, alors EndA(N ′′) = 0 parce que N ′′ est
φ-semistable. C’est absurde. Ainsi N ∈ Fp.
La preuve que tout M tel que HomA(M,N) = 0 pour tout N ∈ Fp appartient à
Tp est analogue en utilisant les arguments duaux. Ceci achève la preuve.
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7.3 Suites vertes maximales dans les catégories abé-
liennes à longueur
Dans la section précédente on s’est intéressés aux paires de torsion (Tp,Fp) in-
duites par une fonction de stabilité φ dans A, pour chaque p ∈ P . Maintenant, on
remarque que si p < q alors Tq ⊆ Tp et Fp ⊆ Fq. Donc une fonction de stabilité
induit une chaîne (peut être infinie) de classes de torsion dans A. Cette section est
dédiée à l’étude de ces chaînes.
En général, si on a une fonction de stabilité φ et p, q ∈ P tels que p < q il n’est
pas toujours vrai que l’inclusion de Tq dans Tp est stricte. C’est pour cela que l’on
définit une relation d’équivalence à partir du résultat suivant.
Proposition 7.3.1. Soit φ : ObjA → P une fonction de stabilité. La relation ∼
définie sur P par
p ∼ q si et seulement si Tp = Tq
est une relation d’équivalence.
Maintenant on donne la définition qui a motivé cette partie de la thèse.
Définition 7.3.2. Une suite verte dans A est une chaîne finie de classes de torsion
X0 ( X1 ( · · · ( Xn−1 ( Xn telle que X0 = {0} et Xn = A. En outre, la suite verte
est dite maximale si elle ne peut pas être raffinée, c’est-à-dire, que pour chaque
i ∈ {1, 2, . . . , n} l’existence d’une classe de torsion X telle que Xi ⊆ X ⊆ Xi+1,
implique X = Xi ou X = Xi+1.
Étant donnée une fonction de stabilité φ, on dira qu’elle induit une suite verte
maximale si la chaîne des classes de torsion induite par φ est une suite verte maximale.
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On veut donner une caractérisation des fonctions de stabilité induisant des suites
vertes maximales. Pour cela on a besoin des résultats suivants.
Lemme 7.3.3. Soit φ : A → P une fonction de stabilité et supposons que P a un
élément maximal p. Alors Tp 6= {0} si et seulement s’il existe un objet non nul M
dans A tel que φ(M) = p.
Démonstration. Supposons que Tp 6= {0}. Alors il existe M ∈ A non nul tel
que φ(M ′) ≥ p, où M ′ est le quotient déstabilisateur maximal de M . Cependant p
est l’élément maximal de P , alors φ(M ′) = p.
Dans l’autre sens, supposons qu’il existe un objetM non nul de A tel que φ(M) =
p. Soit 0→ L→M → N → 0 une suite exacte courte dans A. Comme p est maximal
dans P on a que φ(L) ≤ φ(M) et φ(N) ≤ φ(M). Cela implique que φ(L) = φ(M) =
φ(N) = p parce que φ est une fonction de stabilité. Ceci est vrai pour toute suite
exacte courte 0 → L → M → N → 0, donc M est φ-semi-stable. Ainsi, M est son
propre quotient déstabilisateur maximal. Donc M ∈ Tp.
Lemme 7.3.4. Soit φ : A → P une fonction de stabilité. On suppose que P a un
élément maximal p et un élément minimal p. Alors :
1. Il existe p ∈ P tel que Tp = {0} si et seulement si φ(M) 6= p pour tout
M ∈ Obj(A) ;
2. Il existe q ∈ P tel que Tq = A si et seulement si φ(M) 6= p pour tout M ∈
Obj(A).
Démonstration. On prouve 1, la démonstration de 2 étant duale.
Si φ(M) 6= p pour tout M ∈ A, alors il suit automatiquement du Lemme 7.3.3
que Tp = 0.
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Comme p ≥ p pour tout p ∈ P , on a que Tp est contenu dans Tp pour tout p ∈ P .
Donc, s’il existe un objet M non nul tel que φ(M) = p, on a que Tp 6= {0} en vertu
du Lemme 7.3.3. Donc {0} 6= Tp ⊂ Tp pour tout p ∈ P .
Suivant la terminologie utilisée par Engenhorst dans [33], on dira que φ est dis-
crète en p si pour tous M,N ∈Obj(A) φ-stables, si φ(M) = φ(N) = p, alors M
est isomorphe à N . En outre, on dit que φ est discrète si φ est discrète pour tout
p ∈ P .
Proposition 7.3.5. Soit φ : A → P une fonction de stabilité. Soient p, q ∈ P tels
que Tp ( Tq. Alors les énoncés suivants sont équivalents :
1. φ est discrète en q et il n’existe aucun r ∈ P tel que Tp ( Tr ( Tq.
2. Si T est une classe de torsion telle que Tp ⊆ T ⊆ Tq, alors T = Tp ou T = Tq.
Démonstration. 1. implique 2. Le fait qu’il n’existe pas r ∈ P tel que Tp (
Tr ( Tq nous permet de supposer, sans perte de généralité, que
q = max{t ∈ P : t < p et il existe un objet φ-stable Nt tel que φ(Nt) = t}.
En outre, comme φ est discrète en q, on sait que Nq est l’unique objet φ-stable de
phase q à isomorphisme près.
Supposons que T est une classe de torsion telle que Tp ( T ⊆ Tq. Nous prétendons
que Tq ⊆ T . Soit M ∈ T \ Tp et M ′ le quotient déstabilisateur maximal de M . Alors
φ(M ′) < p parce que M 6∈ Tp. Cependant, φ(M ′) ≥ q parce que M ∈ T ⊆ Tq.
Comme M ′ est un objet φ-semi-stable, le Théorème 7.1.16 implique que M ′ a une
filtrationdont l’ensemble des sous-quotients succesifs, {Gi : 1 ≤ i ≤ n}, est fait
d’objets φ-stables tels que φ(Gi) = φ(M ′) pour tout i. Or, siN est un module φ-stable
tel que q ≤ φ(N) < p on a, par hypothèse, que φ(N) = q. Donc φ(Gi) = φ(M ′) = q
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pour tout i. Cela implique que M ′ ∈ Aq. Comme φ est discrète en q, on a que M ′
est filtré par Nq. En particulier, Nq est un quotient de M ′ et, par conséquent, de M .
Donc Nq ∈ T . Alors Tq = Filt(A≥q) par la Proposition 7.2.2. En outre, comme φ est
discrète dans q, on a que Aq = A≥p ∪ {Nq}. Donc Tq = Filt(A≥p ∪ {Nq}) ⊂ T car T
est stable par les extensions. Cela établit notre affirmation.
2. implique 1. Il suit immédiatement de notre hypothèse qu’il n’existe pas de
r ∈ P tel que Tp ( Tr ( Tq. Donc, comme dans l’autre implication, on peut supposer
sans perte de généralité que
q = max{t ∈ P : t < p et il existe un objet φ-stable Nt tel que φ(Nt) = t}.
On montre que φ est discrète en q par l’absurde. Supposons qu’il existe deux objets
φ-stables non isomorphesM et N tels que φ(M) = φ(N) = q. Considérons l’ensemble
T = Filt(A≥p ∪ {N}). On prétend que T est une classe de torsion telle que Tp (
T ( Tq, ce qui contredira notre hypothèse.
Premièrement, comme φ(N) = q < p, N 6∈ Tp. Donc Tp ( T . En plus, il suit
du Théorème 7.1.7 et du Corollaire 7.1.9 que HomA(T ,M) = 0. Cela implique que
M 6∈ T . Donc T ( Tq. Dès lors Tp ( T ( Tq.
Il reste à prouver que T est une classe de torsion. Par définition, T est stable par
extension. Donc il suffit de prouver que T est stable pour les quotient pour achever
la démostration.
Soient T ∈ T , g : T → T ′ un épimorphisme où T ′ est non nul et Q le quotient
déstabilisateur maximal de T . Si φ(Q) ≥ p, alors T ∈ Tp puis T ′ ∈ Tp ⊆ T car Tp est
une classe de torsion. Sinon, T ∈ T \ Tp. Donc φ(Q) = q parce que T ∈ Tq. Prenons
la filtration de Harder-Narasimhan de T .
0 = T0 ( T1 ( T2 ( · · · ( Tn−1 ( Tn = T
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Alors le Théorème 7.1.15 nous dit que Q ∼= Tn/Tn−1. Donc Q est filtré par N parce
que T = Filt(A≥p ∪ {N}).
Maintenant, soit Q′ le quotient déstabilisateur maximal de T ′. Si φ(Q′) ≥ p, alors
T ′ ∈ Tp et donc T ′ ∈ T . Sinon φ(Q′) = q et la définition de quotient déstabilisateur
maximal nous dit que l’épimorphisme gf ′ : T → Q′ se factorise par l’épimorphisme
f : T → Q. C’est-à-dire que gf ′ = fg′ pour un certain g′ : Q → Q′. Donc Q′ est un
quotient de Q. Soit
0→ ker g′ → Q
g′
Q
′
→ 0
la suite exacte courte associée à g′. La propriété bascule implique que φ(ker g′) = q.
En outre, la Proposition 7.1.7 avec le Théorème 7.1.16 impliquent que l’ensemble
de sous-quotients de Q est égal à l’union des ensembles de sous-quotients de ker g′
et Q′. Maintenant, comme le seul élément de l’ensemble de sous-quotients de Q est
N , l’ensemble de sous-quotients de Q′ est soit vide, soit contient seulement N . Mais
comme Q′ 6= 0, cet ensemble n’est pas vide. Donc Q′ est filtré par N .
Soit
0 = T ′0 ( T ′1 ( T ′2 ( · · · ( T ′m−1 ( T ′m = T ′
la filtration de Harder-Narasimhan de T ′. Alors Q′ ∼= T ′/T ′m−1 et
q = φ(Q′) < φ(T ′m−1/T
′
m−2) < · · · < φ(T ′2/T ′1) < φ(T ′1/T ′0).
Conséquemment T ′i/T ′i−1 ∈ Tp pour tout i. Donc T ′ ∈ Filt(Ap ∪ {N}) = T . Ceci
achève la preuve.
Maintenant on est capables de prouver le théorème principal de ce chapitre.
Théorème 7.3.6. Soit φ : A → P une fonction de stabilité. Supposons que les
éléments maximaux et minimaux de P, s’il existent, n’appartiennent pas à φ(A).
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Alors φ induit une suite verte maximale si et seulement si φ est discrète et l’ensemble
de classes d’équivalence de P/ ∼ est fini.
Démonstration. Supposons que φ induit une suite verte maximale
{0} = Tp0 ( Tp1 ( · · · ( Tpn = A.
Alors il est immédiat que l’ensemble de classes d’équivalences de P/ ∼ est fini. En
outre la Proposition 7.3.5 implique que φ est discrète.
Inversement, supposons que φ est discrète et induit un nombre fini de classes
d’équivalence dans P/ ∼. Alors φ induit une chaîne de classes de torsion comme suit
Tp0 ( Tp1 ( · · · ( Tpn .
Étant donné que les éléments maximaux et minimaux de P n’appartiennent pas à
φ(A), le Lemme 7.3.4 implique que Tp0 = {0} et que Tpn = A, c’est-à-dire que φ
induit une suite verte. En outre, la Proposition 7.3.5 nous dit que cette suite verte
est maximale parce que φ est discrète.
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Chapitre 8
Conditions de stabilité de King et
τ -inclinaison
Dans ce chapitre on étudie les conditions de stabilité introduites par King dans
[44] pour les catégories de modules d’une algèbre A. Comme on verra au cours du
chapitre, ces conditions de stabilité permettent d’associer à chaque algèbre un objet
géométrique, que on appelle structure de parois et chambres. Nous utilisons ici un
complexe de cônes, inspiré du complexe simplicial défini par Demonet, Iyama et
Jasso dans [32], qui sera inclus dans la structure de parois et chambres de modA
pour associer à chaque chambre une classe de torsion dans modA et, à l’aide de
la théorie de τ -inclinaison, nous donnerons une description explicite des chambres
auxquelles nous associons une classe de torsion fonctoriellement finie.
La structure du chapitre est la suivante. Dans la première section nous donnons
la définition des conditions de stabilité pour une algèbre arbitraire A, introduite par
King dans [44], et la structures de chambres et parois que ces conditions de stabilité
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induisent dans (Rt)∗, où t = rg(K0(A)). Dans la deuxième section nous considérons
les conditions de stabilité θα(M−P ) qui sont induites par les g-vecteurs d’une paire
τ -rigide (M,P ) et nous donnons une description explicite des catégories de modules
θα(M−P )-stables dans le Théorème 8.2.4. Enfin, nous étudions les conséquences géo-
métriques du Théorème 8.2.4, ce qui nous permet de montrer que certaines chambres
et certaines parois sont induites par des paires τ -rigides. Finalement, nous achevons
le chapitre en montrant qu’on peut associer à chaque chambre C une classe de torsion
TC et que si la chambre C(M,P ) est induite par une paire τ -inclinante (M,P ), alors
TC(M,P ) coïncide avec FacM .
Il faut remarquer que certains des résultats inclus dans cet chapitre ont été prou-
vés indépendamment par Speyer et Thomas [59].
8.1 Définition
Ici on donnera les définitions de base des conditions de stabilité de King et la
notation qui nous permettra de travailler par la suite.
Définition 8.1.1. [44, Definition 1.1] Soit A une catégorie abélienne et soit θ :
K0(A) → R une fonction additive sur le groupe de Grothendieck de A. Alors un
objet M est dit θ-stable (ou θ-semi-stable) si θ([M ]) = 0 et θ([M ′]) < 0 (ou
θ([M ′]) ≤ 0) pour tout sous-objet non trivial M ′ de M .
Même si dans sa définition originale les conditions de stabilité de King s’expriment
pour les catégories abéliennes, dorénavant, A désignera une algèbre et on travaillera
avec sa catégorie de modules modA.
On sait que (étant donnée une algèbre A) le groupe de Grothendieck K0(A) de A
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est isomorphe à Zt, où t est le nombre de A-modules simples non isomorphes. Alors,
il existe une aplication Φ : K0(A) → Rt de K0(A) dans Rt défini par Φ(M) = [M ].
Cela nous amène à la définition d’espace de stabilité d’un module.
Définition 8.1.2. Soient A une algèbre telle que rg(K0(A)) = t, (Rt)∗ l’espace dual
de Rt et M un A-module. On définit l’espace de stabilité de M , noté D(M),
comme étant
D(M) = {θ ∈ (Rt)∗ : M est θ-semi-stable}.
Remarquons que chaque A-module non nul M induit un élément ϕM dans le
bidual (Rt)∗∗ de Rt défini par ϕM(θ) = θ([M ]). Il s’ensuit immédiatement que l’espace
de stabilité de tout module est contenu dans un hyperplan de (Rt)∗.
Dans le restant de la thèse, étant donné un sous-ensemble S de Rt, on dit que S
est de codimension t− r si
r = max{#({v1, . . . , vn}) : {v1, . . . , vn}est linéairement indépendant et {v1, . . . , vn} ⊂ S}.
Définition 8.1.3. Soient A une algèbre telle que rg(K0(A)) = t, (Rt)∗ l’espace dual
de Rn et M un A-module non nul. On dit que l’espace de stabilité D(M) de M est
une paroi si la codimension de D(M) est égale à 1.
Maintenant, notons qu’il n’est pas vrai que tout point de (Rt)∗ appartient à une
paroi. Par exemple si nous prenons la fonctionnelle
θ(x1, x2, . . . , xt) =
t∑
i=1
xi
on peut voir facilement que θ([M ]) > 0 pour tout A-module M non nul. Donc θ
n’appartient à aucune paroi.
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Définition 8.1.4. Soient A une algèbre telle que rg(K0(A)) = t et (Rt)∗ l’espace
dual de Rt. Considérons l’ensemble
R = (Rt)∗ \
⋃
M∈modA
D(M)
de tous les points qui n’appartiennent à la fermeture, par rapport à la topologie
euclidienne, de l’union de tous les espaces de stabilité des A-modules. Alors une
chambre est une composante connexe C de R.
Définition 8.1.5. Soit A une algèbre. Alors on appelle la structure de parois et
chambres de A la donnée de (Rt)∗ et de toutes les parois et chambres induites par
les A-modules.
Étant donnée une chambre C, on dira qu’une parois D(M) est une parois de C si
l’intersection entre D(M) et la frontière de C a codimension 1.
Pendant le reste du chapitre on va travailler sur (Rt)∗, l’espace dual de Rt. Donc,
pour pouvoir représenter graphiquement certains de nos résultats et pour alléger la
notation, chaque θ ∈ (Rt)∗ sera identifié à l’unique vecteur v ∈ Rt tel que θ(v′) =
〈v, v′〉 pour tout v′ ∈ Rt, où 〈−,−〉 indique le produit scalaire canonique de Rt.
Sous ces conditions, pour toute algèbre A, les ensembles
Rt>0 = {v = (v1, . . . , vt) : vi > 0 pour tout i}
et
Rt<0 = {v = (v1, . . . , vt) : vi < 0 pour tout i}
sont des chambres dans la structure des chambres et parois de A. En outre, dans les
deux cas les parois associées à ces chambres sont définit par les A-modules simples.
Pour finir cette section on montre un exemple d’une structure de parois et chambres.
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Exemple 8.1.6. Considérons l’algèbre A = k( 1 // 2 ). Il est bien connu qu’il
existe seulement trois classes d’isomorphisme de modules indécomposables dans modA,
à savoir S(1) = 1, S(2) = 2 et P (1) = 1
2
. Ces trois modules ont comme vecteurs dimen-
sion [1] = (1, 0), [2] = (0, 1) et [1
2
] = (1, 1), respectivement. Donc, suivant les notations
que l’on vient de donner on peut voir, après un petit calcul, que
D(S(1)) = {(0, y) : y ∈ R};
D(S(2)) = {(x, 0) : x ∈ R};
D(P (1)) = {(x,−x) : x ∈ R et x ≥ 0}.
Remarquons que D(P (1)) n’est pas la droite {(x,−x) : x ∈ R} au complet puisque
S(2) est un sous-module de P (1). On peut voir la structure de parois et chambres
de A dans la Figure 8.1.
8.2 Modules θα(M−P )-semi-stables
Avant de commencer le développement mathématique de cette section, on veut
avertir le lecteur peu familiarisé avec les g-vecteurs que l’on utilisera les définitions
et résultats de la Section 6.2 librement. On rappelle aussi que chaque fois que l’on
écrit hom(M,N) on veut dire dimk(HomA(M,N)).
Dans cette section, étant donnée une algèbre A, fixons une paire τ -rigide (M,P )
de modA telle que M et P sont des A-modules sobres. Supposons que M et P
peuvent s’écrire comme M =
⊕k
i=1 Mi et P =
⊕r
j=k+1 Pj où chaque Mi et Pj sont
indécomposables, respectivement. Soient
{gM1 , gM2 , . . . , gMk ,−gPk+1 , . . . ,−gPr}
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D(S(1))
D(S(1))
D(S(2))
D(P (1))
D(S(2))
Figure 8.1 – La structure de parois et chambres de A
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les g-vecteurs des facteurs indécomposables de M et P , lesquels sont linéairement
indépendants en vertu du Théorème 6.2.6.
Étant donné α = (α1, . . . , αt), avec αi > 0, notons α(M − P ) le vecteur
α(M − P ) =
k∑
i=1
αig
Mi −
r∑
j=k+1
αjg
Pj .
L’objectif de cette section est donner une description détaillée de la catégorie des
modules θα(M−P )-semi-stables.
Par la suite on utilisera librement les notions sur les paires de torsion introduites
dans la Section ??. Avant de donner le théorème principal de cette section, on mon-
trera quelques lemmes.
Lemme 8.2.1. Soient (M,P ) une paire τ -rigide, oùM =
⊕k
i=1Mi et P =
⊕r
j=k+1 Pj
sont des modules sobres, α = (α1, . . . , αr) un vecteur réel à coefficients positifs et
(FacM,M⊥) la paire de torsion engendrée parM . Considérons le vecteur α(M−P ) =∑k
i=1 αig
Mi −∑rj=k+1 αjgPj et prenons la fonctionnelle linéaire θα(M−P )(−) associée
à α(M − P ). Alors θα(M−P )([tN ]) ≥ 0 pour chaque N ∈ modA.
Démonstration. Soit N un A module et soit
0→ tN → N → N/tN → 0
la suite canonique de N induite par la paire de torsion (FacM,M⊥). Alors comme
tN ∈ FacM on obtient que hom(M, tN) ≥ 0, que hom(tN, τM) = 0 et qu’il existe
un épimorphisme p : Mk → tN pour un k ∈ N donné. Maintenant, comme P est
projectif, chaque morphisme f : P → tN se factorise par Mk. Or, HomA(P,M) = 0.
Donc hom(P, tN) = 0. Si nous notons β = minri=1{αi}, il suit du Corollaire 6.2.4 que
θα(M−P )([tN ]) =
k∑
i=1
αihom(Mi, tN)−
k∑
i=1
αihom(tN, τMi)−
r∑
j=k+1
αjhom(Pj, tN)
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=
k∑
i=1
αihom(Mi, tN) ≥ βhom(M, tN) ≥ 0
comme annoncé.
Remarque 8.2.2. Soit N un A-module tel que tN est non nul. Alors θα(M−P )(tN) >
0. Donc N n’est pas un module θα(M−P )-semistable.
Lemme 8.2.3. Soit (M,P ) une paire τ -rigide où M =
⊕k
i=1Mi et P =
⊕r
j=k+1 Pj
sont des modules sobres et α = (α1, . . . , αr) est un vecteur réel à coefficients posi-
tifs. Considérons le vecteur α(M − P ) = ∑ki=1 αigMi −∑rj=k+1 αjgPj et prenons la
fonctionnelle linéaire θα(M−P )(−) associée à α(M − P ). Alors N est un A-module
θα(M−P )-semi-stable si et seulement si N ∈ ⊥τM ∩M⊥ ∩ P⊥.
Démonstration. Soit β = maxri=1{αi}. Supposons que N ∈ ⊥τM ∩M⊥ ∩ P⊥.
Alors
θα(M−P )([N ]) =
k∑
i=1
αihom(Mi, N)−
k∑
i=1
αihom(N, τAMi)−
r∑
j=k+1
αjhom(Pj, N)
Or hom(M,N) = hom(N, τAM) = hom(P,N) = 0 car N ∈ ⊥τM ∩M⊥ ∩ P⊥. Donc
θα(M−P )([N ]) = 0.
En outre, pour chaque sous-module L de N on a que hom(M,L) = 0 puisque
hom(M,N) = 0. Avec le même raisonnement on déduit que hom(P,L) = 0. Donc
θα(M−P )([L]) ≤ −βhom(N, τM) ≤ 0.
Ainsi N est un A-module θα(M−P )-semi-stable.
Maintenant supposons queN est un module θα(M−P )-semi-stable. Alors θα(M−P )([L]) ≤
0 pour chaque sous-module L deN . En particulier θα(M−P )([tN ]) ≤ 0. Donc θα(M−P )([tN ]) =
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0 en vertu du Lemme 8.2.1. D’où
k∑
i=1
αihom(Mi, tN)−
k∑
i=1
αihom(tN, τAMi)−
r∑
j=k+1
αjhom(Pj, tN) = 0.
Comme tN ∈ FacM et M est τ -rigide, on obtient que ∑ki=1 αihom(tN, τAMi) = 0.
Avec le même type de raisonnement on peut montrer que
∑r
j=k+1 αjhom(Pj, tN) = 0.
Dès lors,
∑k
i=1 αihom(Mi, tN) = 0, et tN = 0.
Ainsi hom(M,N) = 0. En outre hom(N, τM) = hom(P,N) = 0 parce que
θα(M−P )([N ]) =
k∑
i=1
αihom(Mi, N)
et θα(M−P )([N ]) = 0. Alors N ∈ ⊥τM ∩M⊥ ∩ P⊥, et cela achève la preuve.
Maintenant on peut démontrer le théorème principal de la section.
Théorème 8.2.4. Soient (M,P ) une paire τ -rigide où M =
⊕k
i=1Mi et P =⊕r
j=k+1 Pj sont des modules sobres et α = (α1, . . . , αr) est un vecteur réel à coef-
ficients positifs. Considérons le vecteur α(M − P ) = ∑ki=1 αigMi −∑rj=k+1 αjgPj
et prenons la fonctionnelle linéaire θα(M−P )(−) associée à α(M − P ). Alors il existe
une algèbre B˜ telle que la catégorie de modules θα(M−P )-semi-stables est équivalente à
modB˜. En outre il y a exactement rg(K0(A))− r classes d’isomorphisme de modules
θα(M−P )-stables non nuls.
Démonstration. La première partie de l’énoncé suit directement du Lemme
8.2.3 et du Théorème 3.3.3, où B˜ est définit à partir de la completion de Bongartz
de la paire (M,P ).
Maintenant, en vertu de la construction de B˜ faite dans le Théorème 3.3.3, on a
que rg(K0(B˜)) = rg(K0(A))− r.
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En outre, le foncteur F : ⊥τM ∩ P⊥ ∩M⊥ → modB˜ du Théorème 3.3.3 preserve
les inclutions. De plus, les modules θα(M−P )-stables sont les objets simples dans la
catégorie des modules θα(M−P )-semistables. D’où F induit une bijection entre les
modules simples de modB˜ et les modules θα(M−P )-stables dans modA. Donc le nombre
de modules θα(M−P )-stables coïncide avec rg(K0(B˜)) = rg(K0(A))− r, et la preuve
est finie.
Dans toute cette section nous avons considéré un vecteur α de coordonnées po-
sitives arbitraire. Dans la prochaine section on utilisera ce fait pour déduire des
conséquences géométriques du théorème précédent.
8.3 Conséquences géométriques du Théorème 8.2.4
Dans cette section nous utiliserons le Théorème 8.2.4 pour montrer que chaque
paire τ -inclinante (M,P ) induit une chambre C(M,P ) dans la structure de parois et
chambres de A (Proposition 8.3.2) et on donnera une description complète de ces
chambres (Corollaire 8.3.5).
Nous commençons par donner la définition du cône d’une paire τ -rigide.
Définition 8.3.1. Soit (M,P ) une paire τ -rigide oùM et P sont des modules sobres
écrits par M =
⊕k
i=1 Mi et P =
⊕r
j=k+1 Pj. On définit le cône C(M,P ) de (M,P )
comme étant
C(M,P ) =
{
k∑
i=1
αig
Mi −
r∑
j=k+1
αjg
Pj : αi > 0 pour tout i
}
Suivant [32], on dit qu’une algèbre est τ -finie si l’ensemble de classes d’équiva-
lences de modules τ -rigides indécomposables non-isomorphes est fini.
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Proposition 8.3.2. Soit (M,P ) une paire τ -inclinante. Alors le cône C(M,P ) de
(M,P ) est une chambre C(M,P ) dans la structure de chambres et parois de A. En
outre, si (M,P ) et (M ′, P ′) sont deux paires τ -inclinantes différentes, alors C(M,P )
est différente de C(M ′,P ′). En plus, si l’algèbre est τ -finie, toute chambre est de cette
forme.
Démonstration. Soit α(M−P ) ∈ C(M,P ). Alors le Théorème 8.2.4 nous dit que la
catégorie de modules θα(M−P )-semi-stables est réduite au module 0 car |M |+ |P | = t.
Maintenant, comme C(M,P ) est un ouvert dans Rt, il existe une chambre C(M,P ) le
contenant. En outre, il est immédiat que C(M,P ) est connexe, donc C(M,P ) ⊆ C(M,P ).
Soit β(M − P ) un vecteur dans la frontière de C(M,P ). Alors
β(M − P ) =
k∑
i=1
βig
Mi −
t∑
j=k+1
βjg
Pj
où βi ≥ 0 pour tout i et βi = 0 pour un cenrtain i. Donc, β(M,P ) est un vecteur
appartenant à le cône d’une paire τ -rigide qui n’est pas τ -inclinante. Ainsi, on peut
appliquer encore une fois le Théorème 8.2.4 pour obtenir l’existence d’au moins un
module N non nul qui est θβ(M−P )-semi-stable. Cela montre qu’en fait C(M,P ) =
C(M,P ).
Finalement, deux paires τ -inclinantes différentes ont des g-vecteurs différentes par
le Théorème 6.2.5. Donc elles induisent deux chambres différentes dans la structure
de stabilité de A. En outre, une simple vérification permet de voir que les chambres
induites par les paires τ -inclinantes sont en bijection avec les simplex de dimension
maximal défini dans [32]. Alors [32, Theorem 1.5] implique que si l’algèbre est τ -finie,
alors toute chambre est induite par une paire τ -inclinante.
Rappelons que pour chaque paire τ -inclinante presque complète il existe exac-
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tement deux paires τ -inclinantes (M1, P1) et (M2, P2) telles que M est un facteur
direct de chaque Mi et P est facteur direct de chaque Pi. En outre, une d’entre
elles, par exemple (M1, P1), est telle que FacM = FacM1. En plus, on sait aussi qu’il
existe un A-module τ -rigide indécomposable M ′ tel que M2 = M ⊕M ′ parce que
FacM ( FacM2.
Proposition 8.3.3. Soient (M,P ) une paire τ -inclinante presque complète et M ′
comme ci-dessus. Alors le cône C(M,P ) de (M,P ) est inclus dans la paroi définie par
N , où N est le conoyau de la addM-approximation à droite de M ′.
Démonstration. Soit M ′ comme dans l’énoncé et considérons la suite exacte
courte
0→ tM ′ i→M ′ p→ N → 0
telle que tM ′ ∈ FacM et N est le conoyau de la addM -approximation à droite de
M ′. La définition de N implique que HomA(M,N) = 0.
On a aussi que HomA(P,M ′) = HomA(M ′, τM) = 0 car (M2, P2) = (M ⊕M ′, P )
est une paire τ -inclinante.
Comme P est projectif, tout morphisme f : P → N se factorise par M ′, donc
HomA(P,N) = 0. Comme p : M ′ → N est un épimorphisme et HomA(M ′, τM) = 0,
on a que HomA(N, τM) = 0. Dès lors N ∈ ⊥τM ∩ P⊥ ∩M⊥.
Maintenant on peut appliquer le Lemme 8.2.3 pour conclure que N est un module
θα(M−P )-semi-stable pour chaque α(M − P ) ∈ C(M,P ). Donc C(M,P ) ⊂ D(N). En
outre C(M,P ) est de codimension 1 en vertu du Théorème 6.2.6. Donc D(N) est une
paroi.
Remarque 8.3.4. Il n’est pas vrai que toutes les parois sont induites par les cônes
d’une paire τ -inclinante presque complète. Par exemple, si on prend l’algèbre A′ =
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k( 1 //// 2 ) et on considère le A′-module
M = k
1 //
0
// k
on voit que
D(M) = {(x,−x) : x ∈ R et x ≥ 0}
est une paroi mais il n’existe pas de A′-module N τ -rigide tel que gN = (1,−1).
Comme corollaire nous obtenons une description complète des chambres induites
par les paires τ -inclinantes. Il faut remarquer que le résultat suivant est une généra-
lisation de [37, Lemme 2.9 et Théorème 5.12].
Corollaire 8.3.5. Soit (M,P ) une paire τ -inclinante. Alors la chambre C(M,P ) (voir
Proposition ??) a exactement t parois, toutes de la forme {D(N1),D(N2), . . . ,D(Nt)},
où N1, N2, . . . , Nt ∈ modA peuvent être calculés explicitement.
Démonstration. Le fait que (M,P ) induise une chambre C(M,P ) est prouvé dans
la Proposition 8.3.2.
Maintenant supposons queM =
⊕k
i=1 Mi et P =
⊕t
j=k+1 Pj. Alors la Proposition
8.3.3 nous dit que chacun des cônes des t paires presque complètes que l’on peut
construire à partir de (M,P ) est inclus dans une paroi. De plus, dans cette même
Proposition, on calcule explicitement chaque Ni. Cela montre que les parois associés
à C(M,P ) sont exactement D(N1),D(N2), . . . ,D(Nt).
Finalement comme chaque parois dans la frontière de C(M,P ) est induite par les
g-vecteurs des paires τ -rigides presque complètes, le Théorème 6.2.6 implique que
D(Ni) 6= D(Nj) si i 6= j.
On finit cette section avec un exemple.
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C(P (1)⊕P (2),0)
C(P (2),P (1))
C(P (1)⊕S(1),0)
C(S(1),P (2))
C(0,P (1)⊕P (2))
gP (1)
gP (2)
−gP (1)
−gP (2)
gS(1)
D(S(1))
D(S(1))
D(S(2))
D(P (1))
D(S(2))
Figure 8.2 – Structure de chambres et parois de l’algèbre A
Exemple 8.3.6. Voici la continuation de l’Exemple 8.1.6. Considérons encore une
fois l’algèbre A = k( 1 // 2 ). Dans la Figure 8.2 on peut voir la structure de
chambres et parois deA où on a ajouté les g-vecteurs qui forment les paires τ -inclinant
presque complètes. On peut voir qu’ils se trouvent exactement sur les parois induites
par les modules stables, tel que l’indique la Proposition 8.3.3. En outre, chaque
chambre est étiquetée avec la paire τ -inclinante qui l’induit. On rappele au lecteur
qu’on identifi les fonctiones linéaires θ : R2 → R avec les vecteurs v de R2 tels que
θ(w) = 〈v, w〉, pour tout w ∈ R2.
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8.4 Classes de torsion associées aux chambres
Dans cette section on va associer à chaque chambre C une classe de torsion TC. En
outre, on va prouver que si une chambre C(M,P ) est induite par une paire τ -inclinante
(M,P ) alors TC(M,P ) = FacM .
Avant de commencer, on rappelle que Bridgeland a montré dans [21, Lemma 6.6]
qu’à chaque fonctionnelle θ ∈ (Rt)∗ on peut associer une classe de torsion Tθ, où Tθ
est définie comme suit :
Tθ = {M ∈ modA : θ([N ]) > 0 pour chaque quotient non nul N de M}.
La prochaine proposition associe une classe de torsion à chaque chambre.
Proposition 8.4.1. Soit C une chambre et
TC = {M ∈ modA : θ(N) > 0 pour chaque quotient non nul N de M et chaque θ ∈ C}.
Alors TC est une classe de torsion.
Démonstration. Il suffit de remarquer que TC =
⋂
θ∈C
Tθ et de se rappeler qu’une
intersection arbitraire d’une famille de classes de torsion est aussi une classe de
torsion.
Maintenant on va donner une description plus détaillée des classes de torsion des
chambres qui sont induites par une paire τ -inclinante.
Proposition 8.4.2. Soient (M,P ) une paire τ -inclinante, C(M,P ) la chambre qu’elle
induit (voir Proposition 8.3.2), D(N1),D(N2), . . . ,D(Nt) les parois qui entourent
C(M,P ) et soit N = {Ni : θ(Ni) > 0 pour chaque θ ∈ C}. Alors TC(M,P ) = FacM =
T (N ), où T (N ) est la plus petite classe de torsion contenant N .
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Démonstration. Soit (FacM,M⊥) la paire de torsion induite par (M,P ) et soit
N un A-module arbitraire. Prenons
0→ tN → N → N/tN → 0
la suite exacte canonique de N associée à (FacM,M⊥). Alors le résultat dual du
Lemme 8.2.1 implique queN ∈ TC(M,P ) seulement siN/tN = 0. En outre, siN/tN = 0
alors N = tN . Donc N ∈ FacM dû au Lemme 8.2.1. Conséquenctement, N ∈ TC(M,P )
si et seulement si N ∈ FacM .
Maintenant on va prouver que FacM = T (N ). Supposons que M et P sont écrits
comme M = M1 ⊕ · · · ⊕Mk et P = Pk+1 ⊕ · · · ⊕ Pt, où chaque Mi et chaque Pj est
indécomposable.
Quitte à renuméroter N1, . . . , Nt, onpeut supposer que l’intersection de chacune
des parois D(Ni) avec la frontière de C(M,P ) est égale au cône C(M/Mi,P ) si 1 ≤ i ≤ k
ou au cône C(M,P/Pi) si k + 1 ≤ i ≤ t.
Soit i un indice arbtraire entre 1 et t. Considérons les suites exactes M ′i
fi→Mi →
Ci → 0, où fi est la add(M/Mi)-approximation à droite de Mi. Il est immédiat que
Ci ∈ FacM . En plus, la Proposition 8.3.3 nous indique que Ni = Ci si la classe de
torsion engendrée par la paire obtenue par la mutation enMi de (M,P ) est contenue
dans la classe de torsion engendrée par (M,P ). Enfin, le Lemme 8.2.1 implique que
θ(Ni) > 0 pour chaque θ ∈ C(M,P ) si et seulement si Ni appartient à FacM . Cela
implique que θ(Ni) > 0 si et seulement si Ni = Ci. Alors on peut appliquer [32,
Lemma 3.7] pour conclure que FacM = T (N ).
Remarque 8.4.3. Pour toute paire τ -inclinante (M,P ), pour tout θ ∈ C(M,P ), on a
Tθ = FacM .
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On termine ce chapitre avec un exemple.
Exemple 8.4.4. C’est une autre continuation de l’exemple 8.1.6 où on montre, cette
fois-ci, les classes de torsion associées à chaque chambre. Voir la Figure 8.3.
8.5 Chemins verts
Dans cette section on montre que les conditions de stabilité au sens de Rudakov
et de King sont compatibles. On commence avec la définition de chemin vert.
Définition 8.5.1. Soient A une algèbre telle que rg(K0(A)) = t et γ : [0, 1] → Rt
une fonction continue. Alors γ est un chemin vert si γ(0) = (1, 1, . . . , 1), γ(1) =
(−1,−1, . . . ,−1) et pour tout A-module M il existe un unique tM ∈ [0, 1] tel que
θγ(tM )([M ]) = 0.
Remarque 8.5.2. Si on fixe un A-module non nul M , tout fonction continue γ :
[0, 1] → Rt telle que γ(0) = (1, 1, . . . , 1) et γ(1) = (−1,−1, . . . ,−1) induit une
fonction continue ρM : [0, 1] → R définie par ρM(t) = θγ(t)([M ]). On peut voir que
ρM(0) > 0 et que ρM(1) < 0. Donc le théorème des valeurs intermédiaires implique
l’existence de tM ∈]0, 1[ tel que ρM(tM) = θγ(tM )([M ]) = 0. Par conséquent, les
chemins verts sont les chemins pour lesquels ce scalaire tM est unique, pour chaque
M .
Le résultat suivant est une conséquence immédiate de la définition de chemin
vert.
Lemme 8.5.3. Soit γ un chemin vert. Alors θγ(t)([M ]) > 0 si et seulement si t < tM .
Dualement, θγ(t)([M ]) < 0 si et seulement si t > tM .
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Fac(P (2)) = T ({S(2)})
Fac(0)) = T ({0})
Fac(S(1)) = T ({S(1)})
Fac(P (1)⊕ S(1)) = T ({P (1)})
Fac(P (1)⊕ P (2)) = T ({S(1), S(2)})
D(S(1))
D(S(1))
D(S(2))
D(P (1))
D(S(2))
Figure 8.3 – Classes de torsion associées aux chambres
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Démonstration. C’est une conséquence directe de la définition des chemins verts
et du fait que la fonction ρM induite par γ est continue.
Proposition 8.5.4. Chaque chemin vert γ induit une structure de stabilité φγ :
modA → [0, 1] définie par φγ(M) = tM , où, pour tout M , tM est le réel tel que
θγ(tM )([M ]) = 0. En outre, M est φγ-semi-stable si et seulement si M est θγ(tM )-
semi-stable.
Démonstration. Soit γ un chemin vert. Alors φγ est bien défini en vertu de la
définition de chemin vert.
On prouve d’abord que φγ est une structure de stabilité dans modA. Consi-
dérons une suite exacte courte 0 → L → M → N → 0 de modA et supposons
que φγ([L]) < φγ([M ]). Alors θγ(tM )([L]) < 0 en vertu du Lemme 8.5.3. Donc
θγ(tM )([N ]) = θγ(tM )([M ] − [L]) = θγ(tM )([M ]) − θγ(tM )([L]) > 0. Ainsi φγ([L]) <
φγ([M ]) < φγ([N ]). Les autres deux conditions de la propriété de la bascule sont
prouvées de façon semblable. Ceci implique que φγ est une induit une structure de
stabilité au sens de la Définition 7.1.1.
Maintenant, soit M un A-module φγ-semi-stable. Ceci implique que φγ(L) ≤
φγ(M) pour chaque sous-module L non nul de M . Cela équivaut à dire que tL ≤ tM ,
ou encore θγ(tM )([L]) ≤ 0, pour tout sous-module non-trivial L de M en vertu du
Lemme 8.5.3. Ainsi M est un A-module θγ(tM )-semi-stable.
Dans l’autre sens, si M est un A-module θγ(tM )-semi-stable, alors θγ(tM )([L]) ≤ 0
pour chaque sous-module non nul L de M . Alors tL ≤ tM pour tout sous-module L
de M . Cela implique que φγ(L) ≤ φγ(M) pour tout sous-module L de M et donc M
est un module φγ-semi-stable.
Remarque 8.5.5. D’autres types de chemins ont été déjà considérés dans la litté-
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rature, tels que les lignes casées de Gross-Hacking-Keel-Kontsevich (voir [37]), les
chemins D-génériques de Bridgeland (voir [21]) ou les chemins discrets de Engen-
horst (voir [33]). La principale différence entre ces chemins et les chemins verts c’est
que aucune condition sur les parois est imposée aux chemins verts.
On rappelle au lecteur que, étant donnée une fonction de stabilité φ, on note par
Tx à
Tx = Filt({N : N est un module φγ-stable tel que tN ≥ x})
pour tout x ∈ P . En outre on a prouvé dans la Proposition 7.2.2 que Tx est une
classe de torsion pour tout x ∈ P . D’autre part Bridgeland a defini dans [21, Lemme
6.6] une classe de tosion Xθ pour chaque θ ∈ (Rt)∗ défini par
Xθ = {M ∈ modA : θ([N ]) > 0 pour chaque quotient non nul N de M}.
La compatibilité entre les deux conditions de stabilité qu’on considère dans cette
thèse induit aussi une compatibilité entre les classes de torsion engendrées par elles.
Lemme 8.5.6. Soient γ un chemin vert et (M,P ) une paire τ -inclinante. Supposons
que θγ(t0) ∈ C(M,P ) pour un certain t0 ∈ [0, 1]. Alors Tt0 = FacM .
Démonstration. Soient γ un chemin vert et φγ la fonction de stabilité induite
par γ. Considérons t0 comme dans les hypothèses et Tt0 sa classe de torsion associée
et N un A-module φγ-stable tel que N ∈ Tt0 et N ′ un quotient non trivial de N . Alors
comme N est φγ-stable on obtient que tN ′ > tN . Donc le Lemme 8.5.3 implique que
θγ(t0)([N
′]) > 0, d’où N ∈ Xθγ(t0) . Ainsi Tt0 ⊂ Tθγ(t0) = FacM en vertu de la Remarque
8.4.3.
Dans l’autre sens, soit M ′ ∈ FacM et N ′ le quotient déstabilisateur maximal de
M ′ relativement à la structure de stabilité induite par φγ. Alors la Proposition 8.4.2
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implique que θγ(t0)([N ′]) > 0. Donc t0 < tN ′ en vertu du Lemme 8.5.3. Ceci implique
que N ′ ∈ Tt0 en vertu de la Proposition 7.2.2. Ainsi FacM ⊂ Tt0 .
Comme corollaire du Théorème 7.3.6 on obtient le résultat suivante.
Corollaire 8.5.7. Soit A une algèbre et soit γ un chemin vert dans la structure de
chambres et parois de A. Alors γ induit une suite verte maximale si et seulement si γ
est un chemin vert tel que γ croise un nombre fini de parois D(N1),D(N2), . . . ,D(Nn)
ayant la propriété suivante : si ti et tj sont tels que γ(ti) ∈ D(Ni) et γ(tj) ∈ D(Nj)
avec i 6= j, alors ti 6= tj.
En outre, cela nous amène à la conjecture suivante.
Conjecture 8.5.8. Toute suite verte maximale est induite par un chemin vert de
cette forme.
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