(1974) constructed some artificial data (spherical clusters sitting on the vertices of a simplex) whose structure was partially revealed by projection pursuit, while the first two principal components were uninformative. We doubt that this example is a sufficient reason for discarding the more accessible methods of MA, which moreover are adapted to simple correlational structure found commonly in real data.
In our implementation of a system for graphical MA, we adopt the view that MA produces potentially informative coordinate systems. We consider coordinate systems as means for specifying subspaces to which data analysts may wish to confine projection planes. Within such subspaces, they can freely explore data projections via 3D rotations, plot interpolation and grand tour motion. A major difference of our framework from the authors' is that we provide visual clues for the position of the current projection plane in two coordinate systems: the canonical basis corresponding to raw variables on the one hand, and the basis derived from principal components or any other MA method on the other. This is achieved by two sets of variable icons (called variable boxes, Buja, Asimov, Hurley and McDonald, 1988; Hurley and Buja 1990) which largely replace the information usually supplied by tables of coefficients or loadings, such as the authors' Table 3a ). The dual clues in terms of raw and derived variables allow one to read off at any time how the current projection "loads" on raw variables and variates obtained from MA. In addition, the variable icons play an active role as input devices in activating and deactivating variables of either kind via mouse clicks. An interactive approximation to the authors' simplification method in our framework would be as follows: activate, say,-the projection onto the first two principal components; then give control to the raw variables and deactivate those which display only marginal loadings for the current projection; our system will then automatically perform a general 4D motion of the projection plane in order to zero out the deactivated variables. Such an operation would be part of what we call a "guided tour," i.e., guiding projections by playing with'subspace restrictions.
Motion is based on the principal of geodesic interpolation of pairs of planes. If applied to sequences of unrestricted random planes, one obtains an implementation of the grand tour (Asimov, 1985; Buja and Asimov, 1985) . The numerical methods used for interpolation of projection planes are described in detail in Buja, Asimov and Hurley (1989) .
We have considered additional tools for performing parallel analyses such as the authors describe in Sec- to it change automatically in a manner determined by the common pipeline element (e.g., the projection operation; see Buja, Hurley and McDonald, 1986) .
PROGRAMMING ENVIRONMENTS IN GENERAL
However useful the authors' (or our) proposal for a viewing pipeline may be, it is not the last word, and no final version should ever be expected. The problem has to do with the fortunate situation that data analysis requires creativity and allows for personal styles to some extent. The OMEGA pipeline may suit 1) specific types of data and problems, 2) the tastes of the authors, and 3) the computing environment at their disposal. In other places and for other data analysts with other computing resources, a useful viewing pipeline may look very different. What, under these circumstances, can we offer in ways of research that is of wider interest? We do not think that the answer is a monster pipeline which does everything for everyone, although it is necessary that some well-developed prototypes be implemented and published to give existence proofs of the concepts. We believe that an answer can be found in the direction of programmable pipeline modules, which give mildly sophisticated users the opportunity to concoct their own viewing machinery. This implies that a reasonable set of building blocks be found, and that they be accessible at a reasonably high level of abstraction, i.e., in a language which expresses the desired manipulations not too differently from the way we think about them. And, of course, this language should be part of a larger system which provides statistical and general purpose scientific computing at an equally high level of abstraction. It appears that computing environments close to this ideal are just now emerging. We know of at least one that is inexpensive and easily accessible on common hardware: Tierney's LISP- STAT (1990) system. It brings within everyone's reach the kinds of tools which some of the more "exotic" authors (e.g., Some of the lessons we learned (or had confirmed) from the exercise of the authors' analysis are the following.
1. Multivariate analysis can be a powerful tool in revealing structure which has nothing to do with conventional distribution theory.
2. In the presence of large numbers of variables, MA can help to locate some of the critical ones.
However, canonical correlation analysis has the same collinearity problem as regression, and therefore, assessing how strongly a certain variable contributes to a canonical variate depends heavily on the other included variables.
3. Informal inference is useful. As data analysis becomes more qualitative due to the pervasiveness of graphics, assessment of complex plots is needed in the form of simulation of null situations, resampling or leave-out methods. Results can be displayed as real-time movies (sequential presentation) or superposition plots (simultaneous presentation), or simply arranged in parallel.
CONCLUDING REMARKS
One of the more important aspects of the authors' paper is how it integrates tools in a computational framework which allows one to actually carry out complete analyses. It is one of the biases of our publishing culture that microscopic investigations of very specialized methods are easier to place in journals than attempts to integrate tools in global strategies.
As is indicated by the authors' work, in an applied context (be it industrial or academic consulting) there is no patience with partial answers and incomplete tools. To get a job done, one needs a set of strategies for data analysis and a computational framework (such as the OMEGA pipeline) to facilitate the application of these strategies. In this sense, the computational framework can be regarded as an expression of the underlying strategic ideas. If the computational framework reflects a set of strategies properly, it will allow one to perform with greatest ease those actions which are the most important ones according to the strategic ideas. It would be an error to regard strategy as a rigid game plan. A better notion is that of a hierarchy of options which an analyst may or may not choose to apply in a sensible sequence in the course of an analysis. On the other hand, the notion of a computational framework is related (although not identical) in that it describes the implementation of such a hierarchy of options on a computer. If this diagnosis of the situation is appropriate, we should
