Let K be an abelian group and G be a connected graph, both finite. Using basic properties of circulations, we show that it is easy to generate uniformly random K-circulations on G. This leads to efficient algorithms for computing the cut edges, cut edge-pairs, and cut vertices of a graph; for example, the cut edges are "usually" the edges where a random circulation vanishes. In the distributed setting, we improve the best known time complexity of any algorithm for finding cut edge-pairs to O(Diam), and for cut vertices to O(Diam + ∆/ log |V |), where Diam is the diameter of the graph and ∆ is the maximum degree. Our algorithms are the Las Vegas kind and use messages of length O(log |V |). The distributed cut vertex algorithm can also be used to find the blocks of G.
Introduction
Let G = (V, E) be a connected graph. A subset S of G is said to be a cut if G becomes disconnected when S is deleted from G. We make the following definitions:
• A cut vertex is a vertex v such that {v} is a cut.
• A cut edge is an edge e such that {e} is a cut.
• A cut pair is a cut consisting of two edges e, f such that neither e nor f is a cut edge.
These small cuts, which are the subject of our paper, have some practical importance. For example, the cut vertices and cut edges are the best places for an adversary to attack, if they want to disconnect a network. Similarly, if {e, f } is a cut pair and the communication link e crashes, then f becomes a vulnerable point of the network until e is repaired.
In this paper we abbreviate |V | to V and |E| to E in asymptotic notation. Sequential algorithms are known that can find all cut vertices [9] , edges [9] , and pairs [3] of G in O(V + E) time; this time complexity is clearly optimal. The technique described in this paper gives us new time-optimal sequential algorithms for cut edges and pairs, and distributed algorithms for cut pairs and vertices that have better time complexity than existing algorithms. Roughly speaking, using a suitably large group K, we generate a random K-circulation on G, and then we identify certain dependencies amongst the edges' values. We feel that this technique is fairly simple. In particular, our cut edge algorithm (Algorithm 3), unlike previous algorithms, does not need to use depth-first search [4] or ear decomposition [2] ; this benefits us because at present it is not known how to do either subroutine very quickly in the distributed setting.
In the distributed model, each vertex is a computer and each edge is a bidirectional communication link. We assume that the network is connected and has a single distinguished "leader" vertex. Communication takes place in synchronous rounds. In each round every vertex may send one message to each of its neighbors (different neighbours can receive different messages). The time complexity of an algorithm is the number of rounds of message passing that elapse, and the message complexity is the total number of messages that are sent. Each message must be O(log V ) bits long; Peleg [7] calls this the CON GEST model. The "local" computations performed by vertices in-between rounds are free; nonetheless, in our algorithms, their time and space complexity are polynomial in |V |. We note that if the message lengths were unbounded, then in Diam time the entire graph topology could be broadcast to every vertex, after which every vertex could locally compute all cuts.
Each of our basic algorithms is Monte Carlo, which means that there is a small probability of error. (In each case the error is one-sided.) We show how to make the distributed implementations Las Vegas, i.e., we show how to remove any chance of error. In Table 1 we show the time and message complexity of our distributed algorithms and of the best prior ones. Our distributed algorithm for cut pairs improves the best known time complexity from O(V + Diam 2 ) to O(Diam), which is at least a quadratic improvement for all graphs. Furthermore, for event-driven algorithms with a single initiator there is a time lower bound [7] of Diam/2 and hence our algorithm is timeoptimal. Our distributed cut vertex algorithm has time complexity O(Diam + ∆/ log V ). The best previous algorithm [12] has running time O(Diam + √ V log * V ), so ours is an improvement when ∆ and Diam are not too big, i.e. when Diam = o( √ V log * V ) and ∆ = o( √ V log V log * V ). We remark that we would like to extend our method to find 2-vertex or 3-edge cuts, but we do not see how this can be done efficiently.
When
Model What Time Messages [1, 5] '89 Deterministic Vert./Edges O(V ) O(E) [12] '95 Deterministic Vert./Edges O(Diam + √ V log * V ) poly(V ) [8] '05 Deterministic Edges O(Diam) O(E) [13] '06 Deterministic Pairs Table 1 : A history of distributed algorithms for identifying cut vertices, edges, and pairs. All of the algorithms use messages that are O(log V ) bits long.
In Section 2 we derive basic properties of circulations and show how to construct them. In Section 3 we introduce random circulations and show how they lead to efficient algorithms. In Section 4 we show how to turn these algorithms from Monte Carlo to Las Vegas. Finally, in Section 5 we discuss the complexity and implementation details. That section contains a new distributed technique called fundamental cycle-cast which may be of independent interest.
Circulations
In this paper we also assume that G has no loops or parallel edges. This assumption is not essential, but it simplifies the notation. The set notation {u, v} is used to denote an (undirected) edge, so {u, v} = {v, u}, but this edge has two distinct orientations (u, v) and (v, u).
Let K be a finite abelian group, where the group operation is denoted by +. A K-circulation on G is a function φ : V × V → K with the following properties:
C 2 : If {u, v} is not an edge of G, then φ(u, v) = 0.
The zero-flow condition v∈V φ(u, v) = 0 holds for all vertices u.
A function φ satisfying the first two conditions is commonly called a flow. The usual interpretation is that φ(u, v) "units" of a commodity are being transferred from u to v along {u, v}; in this setting C 1 and C 2 are natural constraints. Condition C 3 can be interpreted as saying that there are no sources or sinks. Note that, by C 1 , the zero-flow condition at u is equivalent to v∈V φ(v, u) = 0.
We remark that if φ 1 and φ 2 are circulations, then so are −φ 1 and φ 1 + φ 2 ; further, if K is a ring then for k ∈ K, kφ 1 is also a circulation. Hence the circulations form a module, but we don't need or prove this fact here.
An edge cut is a set T of edges such that G\T is not connected. For each set S such that ∅ S V, the induced edge cut corresponding to S, denoted δ(S), is the collection of all edges with exactly one endpoint in S. We also define δ(v) := δ({v}). Note δ(S) = δ(V \S). The natural orientation of δ(S) is to direct all edges from S to V \S. Every circulation enjoys the property that its net value along any naturally oriented induced edge cut is zero. We state the theorem below and prove it in Appendix A.
We now explain how to construct circulations. A partial circulation is a partial function from V × V to K that satisfies C 1 and C 2 , and such that every vertex v either satisfies the zero-flow condition, or has a neighbor u such that φ(u, v) is undefined. The next proposition states that any partial circulation that is defined on the complement of a tree can be extended to a circulation, and in exactly one way. Proposition 2. Let T be any tree in G and let φ 0 be a partial circulation defined on E\T. There is a unique circulation φ such that φ(e) = φ 0 (e) for all e ∈ E\T.
Proof. We give a constructive proof, using Algorithm 1 below. We defer the proof of correctness and uniqueness to Appendix B.
The key point of this paper is that random circulations, which are precisely defined in Section 3, are both easy to construct and useful. Algorithm 1 provides one obvious way to compute a circulation that is, in some sense, random. Pick a spanning tree T of G. For each non-tree edge {u, v}, pick a random element x of K and assign φ 0 (u, v) := x, φ 0 (v, u) := −x. Then complete φ 0 using Algorithm 1. Somewhat surprisingly, the resulting distribution over the space of circulations is independent of our choice of T. Let v be any non-root leaf of S and u be the unique neighbor of v in S.
5:
Define φ(v, u) := − w∈V \{u} φ(v, w).
6:
Assign φ(u, v) := −φ(v, u).
7:
Delete {u, v} from S.
Proof. The tree T has |V | − 1 edges, so E\T has |E| − |V | + 1 edges. Clearly, the probability that φ 0 agrees with φ * on E\T is exactly 1/|K| |E|−|V |+1 . But furthermore, by Proposition 2, φ = φ * if and only if φ 0 and φ * agree on E\T.
Algorithmic Applications
Note that in Proposition 3, every circulation has an equal probability of occurring; in other words, it samples a circulation from the uniform distribution. We will call such a sample a random circulation. In this section we show how to use random circulations to probabilistically determine the cut edges, cut pairs, and cut vertices of a graph. Proof. Since G\S is connected, it has a spanning tree T, and in fact T is a spanning tree of G. Now apply Proposition 3 with this choice of T ; it follows that in the probability space of "random circulations," the values on E\T are independent random variables, each with the uniform distribution on K. But S ⊆ E\T, and the result follows.
Note, our definitions of cut edge and cut pair are equivalent to the following: a cut edge (resp. cut pair) is an inclusion-minimal cut consisting of 1 edge (resp. 2 edges). We need the following fact.
Fact 5. If S ⊆ E is an inclusion-minimal cut, then S is an induced edge cut.
Finding Cut Edges
Proposition 6. Let {u, v} be an edge, and let φ be a random K-circulation on G. Then
Proof. If {u, v} is a cut edge then by Fact 5 it constitutes an induced edge cut, and by Theorem 1 its value is zero. On the other hand, if {u, v} is not a cut edge, then by Proposition 4 the value φ(u, v) is a uniformly random element of K.
For the purposes of complexity analysis, we make the standard assumption that the machine word size is Ω(log V ). In Algorithm 2 we can implement K as the group of integers modulo |V ||E|. Algorithm 2 Input: a connected graph G. Output: the cut edges of G.
1: Let K be an abelian group of size |V ||E|. 2: Let φ be a random K-circulation on G.
3: Output all edges {u, v} for which φ(u, v) = 0.
Then each group operation takes O(1) time and the algorithm has O(E) time complexity. The probability that a given non-cut edge is misclassified is 1/|K|, by Proposition 6; hence, using a union bound, the probability of any error is at most |E|/|K| = 1/|V |. 
Finding Cut Pairs and Cut Classes
if the edges form a cut pair;
Proof. If these two edges form a cut pair, then using Fact 5 and Theorem 1, we know that either
is always true, depending on the natural orientation of the edges in the induced cut {{u, v}, {u ′ , v ′ }}. Otherwise, we apply Proposition 4. The values of φ on the two edges are mutually independent elements of K and an easy calculation shows that
But the set {k ∈ K : k = −k} contains the zero element of K, so the result follows.
Let GF (2) denote the finite field of order 2. Proposition 7 gives us a probabilistic proof of the following structural property, although it is not too difficult to prove directly. Corollary 8. Let {e, f } and {f, g} be two cut pairs of G. Then {e, g} is a cut pair of G.
Proof. Write e = {e 0 , e 1 }, etc. Let φ be a random GF (2)-circulation on G. Then by Proposition 7, φ(e 0 , e 1 ) = ±φ(f 0 , f 1 ) and φ(f 0 , f 1 ) = ±φ(g 0 , g 1 ). So Pr[φ(e 0 , e 1 ) = ±φ(g 0 , g 1 )] = 1. But if {e, g} were not a cut pair, this would contradict Proposition 7.
Define a cut class to be an inclusion-maximal subset S of E such that |S| > 1 and every pair {e, f } ⊆ S is a cut pair. Corollary 8 implies that any two distinct cut classes are disjoint. Hence, even though there may be Θ(V 2 ) cut pairs, we can describe them compactly.
We assume in the remainder of the paper that K is a group of the form GF (2) z , i.e., the group of z-bit binary strings with xor for addition. There is little loss of generality in this assumption since such a group exists of any desired size, up to a √ 2 factor. This is convenient because we will have x = −x for all x ∈ K, and hence we can unambiguously refer to φ(e) for an edge e without specifying an orientation. Then using Proposition 4, Proposition 6, and the proof of Proposition 7, we see that the following holds for all e, f ∈ E :
if e or f is a cut edge; 1/|K| − 1/|K| 2 , otherwise.
(1) Algorithm 3 Input: a connected graph G. Output: the cut classes of G.
Sort the edges by their φ-value, using radix sort. 4: For each x ∈ K\{0}, if |{e ∈ E | φ(e) = x}| ≥ 2, then output {e ∈ E | φ(e) = x}.
The basic algorithm for identifying the cut pairs is given above in Algorithm 3. By Equation (1), the probability that a given pair of edges is misclassified is at most 1/|K|. Hence, using a union bound, the overall probability of any error is at most |E| 2 /|K| ≤ 1/|V |. Using a three-stage radix sort (i.e., three bucket sorts with |K| 1/3 = O(E) buckets each) in line 3 ensures that the total time complexity is O(E).
Finding Cut Vertices
We already know that δ(v) is an edge cut, but it may contain several smaller edge cuts.
Proposition 9. A vertex v is a cut vertex if and only if some nonempty proper subset of δ(v) is an edge cut.

Fact 10. In a matrix over GF (2), a set C of columns is linearly dependent if and only if some nonempty subset of C sums to the all-zero column vector.
Proposition 9 (whose proof is in Appendix C) and Fact 10 give some of the intuition behind our approach to finding cut vertices. Let d(v) := |δ(v)| denote the degree of v, and let ∆ denote the maximum degree of any vertex. Our cut vertex algorithm is below, and following its description we prove its correctness. The algorithm is not particularly efficient in the sequential setting so we do not analyze its complexity there.
Algorithm 4
Input: a connected graph G. Output: the cut vertices of G.
1:
Let M [v] be a matrix with t rows indexed 1, . . . , t, and d(v) columns indexed by δ(v).
4:
Fill the entries of
ie = φ i (e).
5:
The rationale for our definition of M [v] is that for any induced cut C ⊆ δ(v), the sum of the columns of M [v] indexed by C is a zero vector, by Proposition 1; so by Fact 10 these columns are linearly dependent.
Claim 11. If v is a cut vertex then Algorithm 4 always outputs v.
Proof. Let V 1 be the vertex set of one of the connected components of G\{v}. Note that δ(v) can be partitioned into two induced edge cuts δ(V 1 ) and δ({v} ∪ V 1 ). By Theorem 1, the two sets of columns of M [v] corresponding to these induced edge cuts are each linearly dependent, i.e., M [v] has at least 2 columns that are linearly dependent on the others. It follows that rank(M [v] ) ≤ d(v) − 2, so we see that v is always output in line 5.
We still need to show that Algorithm 4 is unlikely to output any vertex that is not a cut vertex.
Claim 12. Let v ∈ V and assume that v is not a cut vertex. Let S be a nonempty proper subset of δ(v). The probability that the columns of M [v] indexed by S sum to zero is 2 −t .
Proof. Note that G\S is connected. For each fixed i, by Proposition 4, for all e ∈ S, the values of φ i (e) are mutually independent uniformly random 0-1 variables. Further, since S is nonempty, e∈S φ i (e) is a uniformly random 0-1 variable. Note that the ith entry in the sum of the columns indexed by S is precisely
and applying the independence of the t rows of M [v] , we are done.
Consider a vertex v that is not a cut vertex. The sum of all columns of M [v] is zero, so the rank of M [v] is unchanged if we delete any one column. However, by Claim 12, Fact 10, and a union bound, if v is not a cut vertex, then the probability that the remaining
Hence by another union bound, the probability of any error in Algorithm 4 is at most 1/|V |.
Verification
In this section we describe how to turn our basic Monte Carlo algorithms into Las Vegas algorithms. We do so by giving deterministic verifiers that, given the output of a Monte Carlo algorithm, determine with certainty whether the output is correct or not. The time complexity of each verifier is no more than the time complexity of the corresponding Monte Carlo algorithm. This fact and the fact that our algorithms work with high probability together imply that the resulting Las Vegas algorithms have the same asymptotic complexity as the Monte Carlo ones. See [6, §1.2] for more information.
Verifier for Cut Edges
Since our cut edge algorithm does not improve on existing complexity bounds, we defer the details of its verifier to Appendix D.
Verifier for Cut Pairs
When computing the cut pairs, we claim that without loss of generality, we can assume G contains no cut edges. This simplifying assumption can be justified as follows. We first compute the set B of cut edges, using an efficient deterministic [9, 8] or randomized (Section 3.1, 4.1) algorithm. Let G 1 , . . . , G k be the connected components of G\B. Each cut class of G lies within a single G i , so we instead find all cut pairs of each G i separately. (In the parallel setting we would process all G i 's at once.) It is easy to prove that each G i has no cut edge, which justifies our assumption.
We defer full discussion of the verifier for cut pairs until Section 5.3.1, since its implementation is only efficient in the distributed setting. The main tool is Claim 13, whose proof we give in Appendix E. Given a spanning tree T of G and an edge e ∈ E(G)\E(T ), there is a unique cycle in T ∪ {e}, called the fundamental cycle of T and e. Change line 4 of Algorithm 3 to check all x ∈ K instead of all x ∈ K\{0}; then by the abovementioned assumption (that there are no cut edges) and Proposition 7, each cut class is a subset of some output set, but some output set may be too big. The verifier returns correct if, for each output set S and each fundamental cycle C, either S ⊆ C or S ∩ C = ∅. The correctness of the verifier follows from Claim 13.
Verifier for Cut Vertices and Blocks
For the rest of the paper, we freely intermingle equivalence relations and partitions corresponding to equivalence classes. If two partitions A and B of the same set are such that each part of A is a union of parts of B, then A coarsens B and B refines A. For edges e, f, define e β f if either e = f, or e = f and there is a cycle that contains both e and f. (We define that a cycle cannot have repeated edges or vertices.) Fact 14. The relation β is an equivalence relation.
The equivalence classes of β are called the blocks of G. We recall the following fact.
Fact 15. A vertex v is not a cut vertex if and only if all of δ(v) lies in a single block.
To get a Las Vegas algorithm for cut vertices, we actually modify Algorithm 4 to compute the blocks, then we verify that the blocks are correct, and finally we apply Fact 15. We spell out the details in the remainder of this section, but the proofs are deferred to Appendix F.
A family F of sets forms a boolean lattice under inclusion if whenever F contains A and B, F also contains A ∩ B, A\B, B\A and A ∪ B. For an arbitrary vertex v, let the connected components of G\{v} have vertex sets V 1 , . . . , V k . The sets δ(V j ) are induced cuts and they partition δ(v). Additionally, for any ∅ = J ⊆ {1, . . . , k}, the set ∪ j∈J δ(V j ) = δ(∪ j∈J V j ) is also an induced cut, and in fact, these are the only induced cuts within δ(v). So in total δ(v) contains 2 k − 1 induced cuts, and if we include ∅, they form a boolean lattice under inclusion. Define the events G v and H v for each vertex v as follows. We would like for v to somehow detect whether G v occurs, but this is impossible, as it doesn't actually know which subsets of δ(v) are induced cuts. However, v can detect whether H v occurs. In this event, since every column belongs to at least one zero-sum set -the set of all columns has sum zero -the columns of M [v] can be partitioned uniquely into inclusion-minimal zero-sum sets. Let β ′ v denote the equivalence relation corresponding to this partition. For each vertex v, let β v denote the restriction of β to δ(v).
Our Las Vegas algorithm for blocks is as follows. First, if H v fails at any vertex, we start over. Second, we attempt to compose the apparent local blocks β ′ v into a partition β ′ of all of the edges of G. If for all v, we have β ′ v = β v , then we will have β ′ = β; and otherwise, either the construction of β ′ may fail (in which case we start over), or β ′ will refine β . Finally, the verifier checks whether or not β ′ also coarsens β . Our block verifier outputs correct if and only if both β ′ refines β and β ′ coarsens β, which is obviously true if and only if β ′ = β . The overall probability of having to start over is O(V −1 ) by Claim 16. We defer the remaining details to Section 5.1.1, since the implementation is only efficient in the distributed setting.
Distributed Implementation
In the distributed setting, whenever our algorithms use a spanning tree, we use a breadth-first search (BFS) tree. These trees can be constructed in O(Diam) time and with O(E) messages [7] and always have height at most Diam. We will assume that edges can store data; to implement this, a copy of the data is stored at each endpoint, and each endpoint keeps note of the incident edge to which the data corresponds.
Here is how we can distributively construct a random circulation. We begin with a spanning tree T and initialize S := T, as in Algorithm 1. Each edge keeps a boolean flag indicating whether it is in S. For each edge designate one of its endpoints to be the leader. For each non-tree edge {u, v}, the leader picks a random value for φ(u, v) and sends this value to the non-leader. This constitutes the first round. In each subsequent round, every non-root leaf v of S assigns φ(v, p(v)) so as to satisfy the zero-flow condition at v. Then {v, p(v)} is deleted from S. In total this takes O(height(T )) rounds and O(E) messages.
Using the complexity analysis from Appendix D, we now see that the Las Vegas algorithm for finding all cut edges has O(Diam) time complexity and O(E) message complexity, in expectation.
Implementation of Cut Vertex Algorithm
Let π be a distributed protocol in which the number of messages sent along any single edge is bounded by some universal constant. The messages' content may be random but the messagepassing pattern must be deterministic. To pipeline k copies of π means to run k copies of this protocol, each one delayed by a unit time step from the previous. This increases the time complexity by k − 1 units and the message complexity by a factor of k, without violating the O(log n) message size bound.
Each value φ i (u, v) ∈ GF (2) can be represented by a single bit; hence we can simultaneously compute φ i for log |V | different values of i using O(log V )-bit messages. Call this protocol π; we then pipeline t/ log |V | copies of π to compute all t of the random GF (2)-circulations we need. Since π takes O(Diam) rounds and sends O(E) messages, the resulting Monte Carlo algorithm has O(Diam + ∆/ log V ) time complexity and O(E(1 + ∆/ log V )) message complexity. If the two endpoints of an edge try to assign that edge different labels, then the labeling fails, and we start over. Otherwise, the labeling succeeds, and it is not hard to show that each edge receives a label. Define e β ′ f to mean that e and f have the same label.
, it is easy to verify that for each block B, all edges of B receive the same label u, v , where u is the unique T -minimal vertex that meets B, and {u, v} ∈ B.
Consider two edges e and f that receive the same label ℓ. Because of how the labels are propagated, there must be a path x 0 , x 1 , . . . , x k such that e = {x 0 , x 1 }, f = {x k−1 , x k }, and each edge {x i−1 , x i } for 1 ≤ i ≤ k has label ℓ. However, our labeling procedure implies that
u refines β u for all u, and since β u is a restriction of β, we have e = {x 0 ,
Second Step of Verifier: Determining if β ′ Coarsens β
In order to determine if β ′ coarsens β, we use a technique originally due to Tarjan [10] . We take a rooted spanning tree T and calculate the preorder pre of V corresponding to T. The subtreeneighbourhood of v is defined to be v's descendants, in addition to every other vertex that is adjacent to a descendant of v via a non-tree edge. (For the purposes of this paper, each node is a descendant of itself.) For each vertex v let the values low(v) and high(v) denote the minimum and maximum preorder label in the subtree-neighbourhood of v. We can compute the values pre, low, high for all nodes in O(height(T )) time using O(E) messages. We describe some details in this section and the rest in Appendix G; see also [5, 8, 12] for similar distributed implementations of Tarjan's technique.
Define symmetric relations β 1 and β 2 on E(G) according to
• e β 1 f if and only if {e, f } can be written in the form {{w, v}, {v, p(v)}} where {w, v} ∈ T and w is not a descendant of v.
• e β 2 f if and only if {e, f } can be written in the form {{v, p(v)}, {p(v), p(p(v))}} and there is a path from v to p(p(v)) in G\{p(v)}. 
For conciseness in the rest of the paper we identify each relation R on E with the set {(x, y) ∈ E × E | xRy}. Define β 0 = β 1 ∪ β 2 . By definition, if e β 0 f then e and f meet at a vertex. As soon as pre, high, low are computed, have each node send its three values to its neighbours; then, by Fact 19, each vertex knows which of its incident edges are β 0 -related. This takes O(1) time and O(E) messages. The key to finding if β ′ coarsens β is the following.
Theorem 20. The reflexive transitive closure of β 0 is β .
Proof. See Appendix H.
Here is our verifier: we check that e β ′ f holds for all pairs {e, f } such that e β 0 f. By Theorem 20, β ′ coarsens β if and only if all of these conditions are met. Computing β ′ (Section 5.1.1) takes O(height(T )) time and O(E) messages, as does computing pre, low and high. Since height(T ) = O(Diam), the Las Vegas algorithm has the same asymptotic complexity as the Monte Carlo one.
Fundamental Cycle-Cast (fc-cast)
Fix a spanning tree T. A fundamental cycle-cast, or fc-cast for short, allows a distributed system to compute with all of T 's fundamental cycles at once. For a vertex v, its level l(v) is defined to be 1 plus the distance in T from v to the root. The level of tree edge {u, p(u)} is defined to be the level of p(u). Let each vertex v store some data d[v] of length O(log V ) bits. At the end of the fc-cast, each non-tree edge e will know d[x] for every vertex x in the fundamental cycle of T and e. We may assume that each vertex has a distinct O(log V )-bit name, for example given by a preordering (see [5, 12, 8] 
or Appendix G). Without loss of generality, d[v] includes the name and level of v.
There are two steps to an fc-cast. The first step is a pipelined downcast. See [7] for the definition of a downcast; we describe it here anyway. For each i and each v with l(v) > i, execution π i is responsible for sending the data of v's level-i ancestor to v. Specifically, the generic protocol π sends one message from p(u) to u at time l(p(u)). The messages of π i are empty for the first i − 1 rounds, and thereafter they propagate the data of the level i vertices down the tree. We pipeline height(T ) copies of the protocol. After this pipelining, each vertex has a list of the data of all its ancestors. In the second step, for each non-tree edge {v, w} in parallel, v sends its list to w and vice-versa.
Both steps takes O(height(T )) time. After an fc-cast, any e ∈ E\T can determine the fundamental cycle of T and e by comparing its endpoints' lists. The message complexity of fundamental cycle-cast as described above is O(E · Diam), but we can reduce this to O(min{E · Diam, V 2 }).
We defer the details of this improvement to Appendix I, but essentially, it is a caching trick that reduces redundancy.
Implementation of Cut Pair Algorithm
We need the following two claims. The first is proved in Appendix E.
Claim 21. If a cycle C and cut class
Claim 21 suggests that the fundamental cycles could help in dealing with cut pairs. We say that e ∈ E\T owns a cut class C if the fundamental cycle of T and e contains C.
Claim 22. Let K be a cut class. Then one or more non-tree edges own K.
Proof. Note that K cannot contain two non-tree edges {e, f } for then G\{e, f } would not be connected, but would also contain the spanning tree T.
Let e be an edge of K ∩ T. Since e is not a cut edge, G\{e} is connected, and hence there is a non-tree edge that spans the two connected components of T \{e}. The fundamental cycle of that edge contains e, and by Claim 21, all of K.
Recall the modified cut pair protocol from Section 4.2. Let e be an arbitrary non-tree edge and let C e be its fundamental cycle with T. For each value x ∈ K such that |{f ∈ E(C e ) | φ(f ) = x}| > 1, we say that e wants the set {f ∈ E(C e ) | φ(f ) = x}. Note that if e owns K then e wants some superset of K. If e wants S and f ∈ S, we also say that e wants f.
Define the event G as follows:
G := {∀e ∈ E\T, ∀S ⊆ E : e owns S iff e wants S}.
As argued in Section 3.2, G occurs with probability at least 1 − O(V −1 ). For the purposes of describing the Monte Carlo cut pair algorithm, assume G occurs; then by Claim 22, the wanted sets will be precisely the cut classes. First we perform an fc-cast where the data
After the fc-cast, each non-tree edge knows what it wants. We may assume that each edge has a distinct O(log n)-bit identifier that we call its edge-name; e.g. give each edge {u, v} the edge-name name(u), name(v) where w.o.l.o.g. name(u) < name(v). The next step after the fc-cast is for each tree edge f to determine the edge e with minimum edgename such that e wants f. This can be accomplished with a pipelined convergecast [7] . Roughly speaking, a convergecast is the reverse of a downcast. In execution π i , each tree edge f at level i computes the name-minimal edge r f that wants f. We pipeline height(T ) copies of the basic convergecast protocol. Each non-tree edge e can trivially compute r e in one round, since no edge other than e can want e. If G occurs then the labels r e exactly determine the cut classes, hence we have our Monte Carlo algorithm.
Verifier for Cut Pairs
Similarly to the cut vertex verifier, the cut pair verifier consists of two steps. In the first step, local information is merged into global information, while keeping the error one-sided. In the second step, we eliminate the one-sided error.
Let H denote the following event:
H := {every two distinct wanted sets are disjoint}.
Using Claim 21, we see that G implies H. We describe below how to determine if H occurs. Modify the convergecast so that when e wants S, e sends the ordered pair (e, |S|) towards all of S. In this way each tree edge f can compute (r f , c f ) ∈ (E × Z + ∪ {(ℵ, ℵ)}), where r f is the minimum edge that wants f, and r f wants S ∋ f, |S| = c f . (Here r f = c f = ℵ means no edge wants f.) Next, we perform a fc-cast with d[u] = (r {u,p(u)} , c {u,p(u)} ). We then know H is true if and only if for each non-tree edge e, for each set S wanted by e, all edges s ∈ S have the same r s and c s values, and c s = |S|. In one round, all edges e perform this local computation. If H fails we restart, and otherwise the verifier continues.
Finally, provided that H occurs, Claim 13 allows us to check that each wanted set is actually a cut class (i.e., whether or not G occurred). Namely, each non-tree edge checks that for each label (r, c) occurring in its fundamental cycle, there are exactly c edges in its fundamental cycle with that label.
The complexities of the Monte Carlo and Las Vegas cut pair algorithms are dominated by the fc-casts. As we argue in Appendix I, this complexity is O(Diam) time and O(min{E · Diam, V 2 }) messages.
A Proof of Theorem 1
Rearranging, we have
However, in the sum u∈S v∈S φ(u, v), every edge of G with both ends in S appears twice, once in each orientation. By property C 1 , that sum vanishes and then Equation (2) gives us the claimed result.
B Proof of Proposition 2
It is easy to see that property C 1 holds, and the algorithm only assigns values to edges of G, so property C 2 holds. We must now consider property C 3 . Just before line 5 of Algorithm 1 executes, all edges incident on the vertex v except for precisely {u, v} have had their φ-values assigned. Furthermore, the assignment is set up in such a way that after line 6, the zero-flow condition is satisfied at v. This establishes that the zero-flow condition holds at all vertices except possibly the root. Using the same cancelation trick as in the proof of Theorem 1 and the zero-flow condition, we have We finally need to show that φ is uniquely determined. This is true because the φ assignments performed by the algorithm are uniquely "forced" at each step by the zero-flow and antisymmetry conditions. That is to say, if there were a different completion φ ′ of φ 0 , the first assignment of φ such that φ(u, v) = φ ′ (u, v) would prove that either C 2 or C 3 is violated by φ ′ .
C Proof of Proposition 9
First, if v is a cut vertex, then consider the k > 1 connected components of G\v, and let their vertex sets be V 1 , . . . , V k . As claimed, each induced edge cut δ(V i ) is a subset of δ(v).
On the other hand, if v is not a cut vertex then G\{v} is connected. For any set T δ(v) there is a neighbor u of v such that {u, v} ∈ T, and G\T ⊃ (G\{v}) ∪ {v, {u, v}} is connected.
D Verifier for Cut Edges
Let G be a graph and B be the set of its cut edges. The edge-biconnected components of a graph are the connected vertex sets of G\B. Equivalently (e.g., by max flow-min cut) two vertices are in the same edge-biconnected component if and only if they lie on a common closed walk without repeated edges.
Note that our algorithm for finding cut edges (Algorithm 2) always outputs all cut edges, but may erroneously output some non-cut edges. The fact that all cut edges are output follows from Proposition 6. Thus, our verifier may assume that its input is always a superset of the cut edges of the graph. For this reason it seems appropriate to call our verifier one-sided.
Here is how we can efficiently implement a one-sided cut edge verifier. The input to the verifier is a set A such that B ⊆ A ⊆ E. Let T be any spanning tree of G. First, non-tree edges cannot be cut edges, so we return incorrect if A T. Second, consider the connected components C 1 , . . . , C k of T \A. If A = B were true, then the C i would be exactly the edge-biconnected components; hence, if there is a non-tree edge e that spans two different components C i , C j then the verifier returns incorrect. We furthermore claim that otherwise it is safe to return correct; in other words, we claim that if there is any edge f ∈ A\B then some non-tree edge e has its endpoints in sets C i and C j with i = j. To see this, take e as any edge other than f that spans the two connected components of T \f ; the existence of such an e is guaranteed by the fact that, when f is not a cut edge, G\f is connected.
To implement this in the distributed setting, we first label the vertices according to the connected components of T \A. Each component C of T \A is labeled according to the vertex of C that is nearest the root in T. Let p denote the parent function in T. Each vertex v such that either v is the root or {v, p(v)} ∈ A labels itself v and sends the message v to each of its children u such that {u, v} ∈ T \A. Any vertex that receives a message v labels itself v and passes the message on in the same way. This is easily seen to take O(Diam) time and V − 1 messages. The verification step takes one more time unit and E − V + 1 messages.
E Verifier for Cut Pairs
Claim 23. If C is a cycle and K is an induced cut then |C ∩ K| is even.
Proof. Let K = δ(S). As we traverse the cycle once, we enter S as many times as we exit S. Then note that |C ∩ K| is the total number of entrances and exits.
Claim 21. If a cycle C and cut class
Proof. Suppose that e ∈ K ∩ C but f ∈ K\C. Then {e, f } is an induced cut and this violates Claim 23.
The operator ⊕ will denote the xor operator, also known as the symmetric difference or mod-2 addition. We recall the following fact.
Fact 24. Let G be a graph, C be a cycle of G, and T be a spanning tree of G. Let E(C)\E(T ) = {e 1 , . . . , e k }. Then C = k i=1 C i where C i is the fundamental cycle of T and e i . Proof of Claim 13. If {e, f } is a cut pair, then by Claim 21 no cycle can contain exactly one of e and f.
If {e, f } is not a cut pair, then there is some cycle C through e but not f, for example, take a spanning tree T ′ of G\{e, f } and take C to be the fundamental cycle of T ′ and e. Using Fact 24 we write
Now, if each C i contained both or neither of e and f, by Equation (3), this would contradict the fact that C contains e but not f .
F Verifier for Blocks
We claimed that S ⊆ δ(v) is an induced cut if and only if S is a nonempty union of the sets δ(V j ). Suppose otherwise, that S is an induced edge cut but there are u, u ′ ∈ V j for some j such that {v, u} ∈ S, {v, u ′ } ∈ S. Let P be a path from u to u ′ such that V (P ) ⊆ V j . Then the cycle {v, u} • P • {u ′ , v} has exactly one edge in S, which contradicts Claim 23.
Proof of Claim 16.
It is clear from Theorem 1 that the columns indexed by an induced cut sum to zero. Conversely, consider a fixed cut S that is not an induced cut. Let I = {j | δ(V j ) ⊂ S} and let J = {j | ∅ = S ∩δ(V j ) δ(V j )}. Since S is as not an induced cut, J is nonempty. Analogously to the proof of Claim 12, the 0-1 variables {φ i (e) | e ∈ S ∩ δ(V j ), j ∈ J} are uniformly and independently distributed, and so is their sum. We have
But on the right-hand side of Equation (4), the first term is zero (by Theorem 1) and the second term is a uniformly random 0-1 variable. From here we proceed as in the proof of Claim 12.
We still need to justify three things: that each vertex can determine whether H v occurs; that when H v occurs, vertex v can determine the corresponding partition β ′ v ; and Claim 17. We use Algorithm 5 to prove the first two of these three items.
Algorithm 5 How to determine if H v occurs.
if curr ∪ {C} is linearly independent then 4:
curr := curr ∪ {C}.
5:
Let D be a zero-sum (i.e., inclusion-minimal dependent) subset of curr ∪ {C}. First of all, let us argue that the algorithm is correct when H v is true. Let the partition of the columns into inclusion-minimal dependent subsets be {P 1 , . . . , P u }. It is easy to prove that curr ∪ {C} is linearly dependent precisely when C is the last column of a part P i to be processed, and that in that iteration, P i is added to D. 
G Block Verifier Details
First, we have each vertex v compute desc(v), the number of descendants it has in T. Note: we define that each vertex is a descendant of itself. Using a downcast, a request is sent that each vertex compute desc. Then there corresponds a convergecast: each leaf vertex v immediately determines that desc(v) = 1 and reports this value to its parent; each non-leaf vertex v, upon learning the desc values of its children c 1 , . . . , c k , computes desc(v) := 1 + k i=1 desc(c i ), and reports this value to its parent.
Next, using a downcast, we compute a preorder pre of V with respect to T. The root sets its preorder label to 1. Whenever a vertex v sets its preorder label to ℓ, it orders its children in T arbitrarily as c 1 , c 2 , . . .. Then v sends the message "Set your preorder label to ℓ i " to each c i , where v computes ℓ i according to the formula ℓ i = ℓ + 1 + j<i desc(c j ).
After preordering is complete, the endpoints of each non-tree edge communicate their pre values to each other. It is then straightforward to compute the low and high values via a convergecast, see [5, 8, 12] for more details.
Each down/convergecast takes O(height(T )) time and O(V ) messages. Sending the pre values across all non-tree edges takes O(1) time and O(E) messages. So the total distributed complexity is O(height(T )) time and O(E) messages.
H Proof of Theorem 20
To prove Theorem 20 we will need the following corollary of Fact 19. 
