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We consider estimation in the single index model where
the link function is monotone. For this model a profile least
squares estimator has been proposed to estimate the un-
known link function and index. Although it is natural to pro-
pose this procedure, it is still unknownwhether it produces
index estimates which converge at the parametric rate. We
show that this holds if we solve a score equation correspond-
ing to this least squares problem. Using a Lagrangian for-
mulation, we show how one can solve this score equation
without any reparametrization. This makes it easy to solve
the score equations in high dimensions. We also compare
ourmethodwith the Effective Dimension Reduction (EDR)
and the Penalized Least Squares Estimator (PLSE) methods,
both available on CRAN as R packages, and compare with
link-freemethods, where the covariates are ellipticallly sym-
metric.
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2 BALABDAOUI ET AL.
1 | INTRODUCTION
Single index models are flexible models used in regression analysis of the type Å(Y |X) = ψ0(αT0X), whereψ0 is an
unknown link function andα0 is an unknown regression parameter. By lowering the dimensionality of the classical
linear regression problem, determined by the number of covariates, to a univariateαT0X index, single indexmodels do
not suffer from the “curse of dimensionality”. They also provide an advantage over the generalized linear regression
models by overcoming the risk of misspecifying the link functionψ0. To ensure identifiability of the single indexmodel,
one typically assumes that the Euclidean norm ‖α0 ‖ equals onewith the first non-zero element ofα0 being positive.
Several estimation approaches have been considered in the literature of single indexmodels. Thesemethods can be
classified into two groups: M-estimators and direct estimators. In the first approach, one considers a non-parametric
regression estimate for the infinite dimensional link functionψ0 and then estimatesα0 byminimizing a certain criterion
function, whereψ0 is replaced by its estimate. Examples of this type are the semi-parametric least squares estimators of
Ichimura (1993) andHärdle et al. (1993) and the pseudo-maximum likelihood estimator of Delecroix et al. (2003), all
using kernel regression estimates for the unknown link functions. An example of anM-estimator that does not depend
on an estimate of the link functionψ0 is Han’s maximum rank correlation estimator (Han, 1987).
Direct estimators, such as the average derivative estimator of Härdle and Stoker (1989) or the slicing regression
method proposed in Duan and Li (1991), avoid solving an optimization problem and are often computationally more
attractive thanM-estimators.
In this paper we focus on estimating the regression parameterα0 under the constraint thatψ0 is monotone. Shape
constrained inference arises naturally in a variety of fields. For example in economics where a concavity restriction
is assumed in utility theory to indicate the exhibition of risk conversion in economic behavior. Convex optimization
problems also appear frequently and often allow for straightforward computation and optimization. The single index
model with convex link has been studied in Kuchibhotla and Patra (2017), where the authors consider estimation of
an efficient penalized least squares estimator. An efficient estimate for the single index with smooth link function is
proposed in Kuchibhotla and Patra (2017a).
A special case of the monotone singe index model is the widely used econometric binary choice model where
interest is in estimating a choice probability based on a binary response variableY and one or more covariatesX .
Whether or not the outcome is zero or one depends on an underlying utility score, i.e.Y = 1 ifαT0X ≥ ε, where ε is an
unobserved disturbance termwith unknown distribution function F0. The binary choice model therefore belongs to the
class of monotone single indexmodels since Å(Y |X) = F0(αT0X). Estimation of the regression parameters in the binary
choicemodel is among others considered in Cosslett (1987), Cosslett (2007) and Klein and Spady (1993).
Balabdaoui et al. (2016) considered a global least squares estimator for the pair (α0,ψ0) in the general single index
model under monotonicity of the function ψ0. They derived an n1/3 convergence rate, but the asymptotic limiting
distribution for their estimator ofα0 has not been derived. A conjecture is made in Tanaka (2008) that this rate is
too slow. In this paper, wewill give simulation results on the asymptotic variance of the least squares estimator and
investigate its rate of convergence numerically.
Recently, Groeneboom and Hendrickx (2018) developed several score estimators for the current status linear
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regression modelY = βT0 Z + ε, where the distribution function F0 of ε is left unspecified. Instead of observing the
responseY , a censoring variableT and censoring indicator∆ = 1Y ≤T are observed. This model is a special case of the
monotone single indexmodel and can be formulated as Å(∆ |T ,Z) = F0(T − βT0 Z) = F0(αT0X)whereα0 = (1,−β0)T
andX = (T ,Z)T . The estimators in Groeneboom and Hendrickx (2018) are obtained by the root of a score func-
tion involving the maximum likelihood estimator (MLE) of the distribution function for fixed β. The authors prove
√
n-consistency and asymptotic normality of their estimators and show that under certain smoothness assumptions, the
limiting variance of a score estimator is arbitrarily close to the efficient variance. Their result is remarkable since it is
the first time in the current status regressionmodel that a√n-consistent estimate forβ0 is proposed based on theMLE
for F0 which only converges at n−1/3-rate to the true distribution function F0.
We consider extending the estimators in Groeneboom and Hendrickx (2018) to the more general single index
regression problem and propose two different score equations involving the least squares estimator (LSE) ψˆnα of the
unknown link functionψ0 whichminimizes
1
n
n∑
i=1
{
Yi −ψ(αTXi )
}2
, (1)
over all monotone increasing functionsψ for fixedα. We establish an n1/3/log n-rate for the estimator ψˆnα and propose
a single index score estimator ofα0 that converges at the parametric√n-rate to the true regression parameterα0.
2 | THE SINGLE-INDEX MODEL WITH MONOTONE LINK
Consider the following regressionmodel
Y = ψ0(αT0X) + ε, (2)
whereY is a one-dimensional random variable,X = (X1, . . . ,Xd )T is a d -dimensional random vector with distribution
G and ε is a one-dimensional random variable such that Å[ε |X] = 0G -almost surely. The functionψ0 is a monotone
link function inM, whereM is the set of monotone increasing functions defined onÒ andα0 is a vector of regression
parameters belonging to the d − 1 dimensional sphere Sd−1 := {α ∈ Òd : ‖α‖ = 1}, where ‖ · ‖ denotes the Euclidean
norm inÒd .
3 | THE LEAST SQUARES ESTIMATOR (LSE) FOR THE LINK FUNCTION ψ
Let (X1,Y1), . . . , (Xn ,Yn ) denote n random variables which are i.i.d. like (X,Y ) in (2), i.e. Å(Y |X) = ψ0(αT0X)G -almost
surely and consider the sum of squared errors
Sn (ψ,α) = 1
n
n∑
i=1
{
Yi −ψ(αTXi )
}2
,
which can be computed for any pair (ψ,α) ∈ M × Sd−1. For a fixedα, order the valuesαTX1, . . . ,αTXn in increasing
order and arrangeY1, . . . ,Yn accordingly. As ties are not excluded, letm = mα be the number of distinct projections
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among Zi = αTXi and Zα1 < . . . < Zαm the corresponding ordered values. For i = 1, . . . ,m , let
nαi =
n∑
j=1
1{αTXj =Zαi }
and Yαi =
n∑
j=1
Yj 1{αTXj =Zαi }
/nαi .
Then, well-known results from isotonic regression theory imply that the functionalψ 7→ Sn (α,ψ) is minimized by the
left derivative of the greatest convexminorant of the cumulative sum diagram
{
(0, 0),
( i∑
j=1
nαj ,
i∑
j=1
nαj Y
α
j
)
, i = 1, . . . ,m
}
.
See for example Theorem 1.1 in Barlow et al. (1972) or Theorem 1.2.1 in Robertson et al. (1988). By strict convexity
ofψ 7→ Sn (ψ,α), theminimizer is unique at the distinct projections. We denote by ψˆnα themonotone function which
takes the values of this minimizer at the distinct projections and is a stepwise and right-continuous function outside the
set of those projections.
In Section 4we illustrate how to derive score estimators, based on solving a score equation derived from the sum of
squares Sn . We propose two different techniques to ensure that the estimator has length one. In the first approach, we
consider a parametrization Ó : Òd−1 7→ Sd−1 of the unit sphere and solve a set of d − 1 score equations. In the second
approachwe add a Lagrange penalty to the sum of squared errors and differentiate the correspondingminimization
criterion w.r.t the d components ofα.
4 | SCORE ESTIMATORS FOR THE REGRESSION PARAMETER α
4.1 | The score estimator on the unit sphere
Consider the problem ofminimizing
1
n
n∑
i=1
{
Yi − ψˆnα(αTXi )
}2
, (3)
over allα ∈ Sd−1 , where ψˆnα is the LSE ofψα. Let Ó be a local parametrizationmappingÒd−1 to the sphere Sd−1, i.e.,
for eachα ∈ B(α0, δ0) on the sphere Sd−1, there exists a unique vectorβ ∈ Òd−1 such that
α = Ó (β) .
Theminimization problem given in (3) is equivalent tominimizing
1
n
n∑
i=1
{
Yi − ψˆnα
(
Ó(β)TXi
)}2
, (4)
over allβwhere ψˆnα is the LSE of the link function withα = Ó(β). Analogously to the treatment of the score approach
in the current status regressionmodel proposed by Groeneboom andHendrickx (2018), we consider the derivative of
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(4) w.r.t. β, where we ignore the non-differentiability of the LSE ψˆnα. This leads to the set of d − 1 equations,
1
n
n∑
i=1
(JÓ(β))T Xi
{
Yi − ψˆnα
(
Ó(β)TXi
)}
= 0, (5)
whereJÓ is the Jacobian of themap Ó andwhere 0 ∈ Òd−1 is the vector of zeros. Just as in the analogous case of the
“simple score equation” in Groeneboom andHendrickx (2018), we cannot hope to solve equation (5) exactly due to the
discrete nature of the score function in (5). Instead, we define the solution in terms of a “zero-crossing” of the above
equation. The following definition is taken fromGroeneboom andHendrickx (2018).
zero-crossing We say that β∗ is a crossing of zero of a real-valued function ζ : A 7→ Ò : β 7→ ζ(β) if each open
neighborhood of β∗ contains points β1,β2 ∈ A such that ζ¯(β1)ζ¯(β2) ≤ 0, where ζ¯ is the closure of the image of
the function (so contains its limit points). We say that an m-dimensional function ζ : A 7→ Òm : β 7→ ζ(β) =
(ζ1(β), . . . ζm (β))′ has a crossing of zero at a point β∗, if β∗ is a crossing of zero of each component ζj : A 7→ Ò, j =
1 . . . ,m .
Our simple score estimator αˆn (SSE) is defined by,
αˆn := Ó(βˆn ), (6)
where βˆn is a zero crossing of the function
φn (β) :=
∫
(JÓ(β))T x
{
y − ψˆnα
(
Ó(β)T x
)}
dÐn (x, y ), (7)
andÐn denotes the empirical probability measure of (X1,Y1), . . . , (Xn ,Yn ). The probability measure of (X,Y )will be
denoted by P0 in the remainder of the paper. For another formulation, directly in terms ofα, without reparametrization,
see the Lagrangian formulation in Section 4.2 below.
The SSE is based on a simplified version of the derivative of the sum of squared errors Sn w.r.t. the components
ofβ, where we ignored the non-differentiability of the discrete LSE ψˆnα. As a consequence, the limiting variance of
this SSE, given in Section 6, is not the efficient variance for the single indexmodel. We can improve the SSE and extend
this simplified score approach by incorporating an estimate of the derivative of the link function to obtain an efficient
estimator ofα0.
Let ψˆnα denote again the LSE of the link function for fixedα defined in Section 3 and define the estimate ψ˜′nh,α by
ψ˜′nh,α(u) =
1
h
∫
K
(u − x
h
)
dψˆnα(x ),
where h is a chosen bandwidth. Here dψˆnα represents the jumps of the discrete function ψˆnα and K is one of the usual
symmetric twice differentiable kernels with compact support [−1, 1], used in density estimation. The estimator α˜n is
given by
α˜n := Ó(β˜n ), (8)
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where β˜n is a zero crossing of ξnh (see Definition 4.1) defined by
ξnh (β) :=
∫
(JÓ(β))T x ψ˜′nh,α
(
Ó(β)T x) {y − ψˆnα (Ó(β)T x)} dÐn (x, y ). (9)
Again another formulation, directly in terms ofα is given in Section 4.2 below. A picture of the estimates ψˆn,αˆn and
ψ˜′n,αˆn for n = 1000, d = 3 and a sample for themodel used in the simulation study of Table 1 below, is shown in Figure
1. For the derivative a local linear extension of the function is used at the boundary for points with a distance to the
boundary smaller than the bandwidth. Note that we only need one bandwidth choice for the derivative and that this is
only needed for the ESE and not for the SSE.
[Figure 1 here]
In the remainder of this section we illustrate how the score estimators can be obtained in practice using a local
coordinate system representing the unit sphere. An example of such a parametrization is the spherical coordinate
system Ó : [0, pi](d−2) × [0, 2pi] 7→ Sd−1 :
(β1, β2, . . . , βd−1) 7→(cos(β1), sin(β1) cos(β2), sin(β1) sin(β2) cos(β3), . . . ,
sin(β1) . . . sin(βd−2) cos(βd−1), sin(β1) . . . sin(βd−2) sin(βd−1))T .
Themap parameterizing the positive half of the sphere Ó : {(β1, β2, . . . , βd−1) ∈ [0, 1](d−1) : ‖β ‖ ≤ 1} 7→ Sd−1 :
(β1, β2, . . . , βd−1) 7→
(
β1, β2, . . . , βd−1,
√
1 − β 21 − . . . − β 2d−1
)T
,
is another example that can be used provided αd is positive. Prior knowledge about the position ofα0 can be derived
from an initial estimate such as the LSE proposed in Balabdaoui et al. (2016). We illustrate the set of equations for the
SSE corresponding to (5) for dimension d = 3 and consider the parametrization
S3 = {(α1, α2, α3) = (cos(β1) sin(β2), sin(β1) sin(β2), cos(β2)) : 0 ≤ β1 ≤ 2pi, 0 ≤ β2 ≤ pi } ⊂ Ò2 . (10)
The SSE can be obtained by solving the problem{
s1(β1, β2) = 1n
∑n
i=1(− sin(β1) sin(β2)Xi1 + cos(β1) sin(β2)Xi2)
{
Yi − ψˆnα(αTXi )
}
= 0,
s2(β1, β2) = 1n
∑n
i=1(cos(β1) cos(β2)Xi1 + sin(β1) cos(β2)Xi2 − sin(β2)Xi3)
{
Yi − ψˆnα(αTXi )
}
= 0.
(11)
For the parameterizations discussed in this manuscript we have that for eachmap Ó and each parameter vectorβ,
(Ó(β))T Ó(β) = 1.
Taking derivatives w.r.t. β, we get
(Ó(β))T JÓ(β) = 0T ,
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so that the columns ofJÓ(β) belong to the space
{α}⊥ ≡ {Ó(β)}⊥ ≡
{
z ∈ Òd : αT z = 0
}
≡
{
z ∈ Òd : (Ó(β))T z = 0
}
.
Note that for Ó(β) = (cos(β1) sin(β2), sin(β1) sin(β2), cos(β2))T ,
JÓ(β) =

− sin(β1) sin(β2) cos(β1) cos(β2)
cos(β1) sin(β2) sin(β1) cos(β2)
0 − sin(β2)

, (12)
such that we indeed have
Ó(β)T JÓ(β) = (0, 0) , (13)
for allβ. This again implies that the columns ofJÓ(β) are perpendicular to the vectorα = Ó(β). Notemoreover that
the columns are linearly independent and hence form a basis for {α}⊥.
It is shown in Lemma 1 of Kuchibhotla and Patra (2017) that it is possible to construct a set of “local parametrization
matrices”Hα for eachα ∈ B(α0, δ0)with ‖α‖ = 1 satisfying
αT Hα = 0
T and (Hα)T Hα = Id−1
Their matrix (Hα)T corresponds to theMoore-Penrose pseudo-inverse of the matrix Hα and is the analogue of our
matrix (JÓ(β))T in the proof of asymptotic normality of their estimator. Wewill however show that the orthonormality
assumption is not needed in the proofs.
4.2 | The score estimator with Lagrange penalty
Instead of tackling the fact that our parameter space is essentially of dimension d − 1 by the parametrizationα = Ó(β)
which locally mapsÒd−1 into the sphere Sd−1, one can introduce the restriction ‖α‖ = 1 via a Lagrangian term. We
then consider the problem ofminimizing
1
n
n∑
i=1
{
Yi − ψˆnα(αTXi )
}2
+ λ
{
‖α‖2 − 1
}
, (14)
where ψˆnα is the LSE defined in Section 3 and λ is a Lagrange parameter which we add to the sum of squared errors to
deal with the identifiability of the single-indexmodel.
Analogously to the treatment given in Section 4.1 for the SSE, we consider the derivative of (14) w.r.t.α, where we
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ignore the non-differentiability of the LSE ψˆnα. This leads to the equation,
− 1
n
n∑
i=1
Xi
{
Yi − ψˆnα(αTXi )
}
+ λα = 0. (15)
Here λ has to satisfy
λ = λαTα =
1
n
n∑
i=1
αTXi
{
Yi − ψˆnα(αTXi )
}
. (16)
Plugging in the above expression for λ in (15), we consider the simple score equation
0 =
1
n
n∑
i=1
Xi
{
Yi − ψˆnα(αTXi )
} −αT ( 1
n
n∑
i=1
Xi
{
Yi − ψˆnα(αTXi )
})
α
=
1
n
(
I −ααT
) n∑
i=1
Xi
{
Yi − ψˆnα(αTXi )
}
, (17)
where I is the d × d identity matrix. The same procedure can be derived for the ESE defined in (8) andwe define the
simple and efficient score estimators of the regression parameterα0 in model (2), referred to as the score estimators
using a Lagrange penalty, by zero crossing of the corresponding score functions
α 7→ 1
n
(
I −ααT
) n∑
i=1
Xi
{
Yi − ψˆnα(αTXi )
}
, (18)
and
α 7→ 1
n
(
I −ααT
) n∑
i=1
Xi ψ˜
′
nh,α
(
αTXi
) {
Yi − ψˆnα(αTXi )
}
, (19)
respectively.
The Lagrange approach has the advantage that we do not have to deal with the reparametrizationα = Ó(β), but
has the disadvantage that we cannot assume that αˆn has exactly norm 1 becausewe again have to deal with crossings of
zero instead of exact equality to zero. Oneway to circumvent this problem is to normalize the solution of the right-hand
side of (18) or (19) at the end of the iterations. This technique gave approximately the same solutions as the approach
via reparametrization.
In Section 6wewill only derive the limiting behavior of the score estimators using the parametrization of the unit
sphere, but we conjecture that both estimators, using the parametrization or the Lagrange penalty, have the same
asymptotic properties. A conjecture that is further motivated by a simulation study presented in Section 7. Since the
Lagrange approach avoids themapping into the parameter space (which depends on the dimension d ), this technique
can easily be adapted for different dimensions and is favored over the parametrization score approach from a practical
point of view, especially if the dimension is large. Examples of R scripts, using Rcpp, of simulation runs with this method
are given in Groeneboom (2018).
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5 | LINEAR ESTIMATES IF THE COVARIATES HAVE AN ELLIPTICALLY SYM-
METRIC DISTRIBUTION
It is well-known that ifX has an elliptically symmetric distribution there exist link-free ordinary linear regression
estimates ofα0 which are√n-convergent and have an asymptotic normal distribution, see Duan and Li (1991). The
following estimator of this type is defined in Balabdaoui et al. (2016) for themonotone single indexmodel. Let αˆn be
defined by
αˆn = argminα∈Òd
n∑
i=1
{
Yi −αT (Xi − X¯n )
}2
, (20)
with X¯n = 1/n ∑ni=1Xi being the samplemean of the covariate vector. The estimate of the regression parameterα0
in model (2) is now given by α˜n = αˆn/‖αˆn ‖. Note that αˆn in (20) is the estimator onewould use if the link function is
known to be linear and one would not make the restriction that the estimator has norm 1. The following result is proved
in Balabdaoui et al. (2016).
Theorem 1 Let (X1,Y1), . . . , (Xn ,Yn ) be an i.i.d. sample from (X,Y ) such that E (Y |X) = ψ0(α0X) almost surely, where
ψ0 is non-decreasing andαT0α0 = 1. Suppose thatX has an elliptically symmetric distribution with finite meanµ ∈ Òd and a
positive definite covariance matrix Σ. Assume, moreover, that Å‖YX ‖ < ∞ and that there exists a nonempty interval [a, b]
on whichψ0 is strictly increasing. Then, as n → ∞, the estimator α˜n = αˆn/‖αˆn ‖, where αˆn is defined by (20), converges in
probability toα0. If, moreover, ÅY 2 ‖X ‖2 < ∞,√n {α˜n −α0 } converges in distribution to a normal distribution with mean 0
and covariance matrix
1
c2
(
I −α0αT0
)
Σ−1ΓΣ−1
(
I −α0αT0
)
, c = Cov
(
ψ0(αT0X),αT0X
)
/αT0 Σα0,
where Γ is the covariance matrix of {Y − ÅY − (X −µ)T Σ−1cov(X,Y )} (X −µ).
Remark To avoid unnecessarily heavy notation, we denote in this section and the corresponding Appendix ?? the
covariance matrix ofX by Σ and the corresponding sample covariance matrix bySn , but note that Σ andSn have a
different meaning in the rest of the paper (see, e.g., (30) and (36)).
Instead of first calculating the estimate αˆn in (20) and then dividing by the norm of this estimate to get norm 1, one
can also consider the estimate αˆn,Sn norm1, defined by
αˆn,Sn norm1 = argminα∈Òd ,αT Snα=1
n∑
i=1
{
Yi −αT (Xi − X¯n )
}2
, (21)
which is more in line with the estimators of our paper, where we compute the estimators under the condition that the
norm is equal to 1. HereSn , defined by
Sn =
1
n
n∑
i=1
{
Xi − X¯n
} {
Xi − X¯n
}T
,
estimates the covariance Σ, and the ordinary inner product ofx and y is replaced byxTSny. Instead of the restriction
αT0α0 = 1, we now use the restriction αT0 Σα0 = 1 in the underlying model, which is estimated by the restriction
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αTSnα = 1 in the sample.
We will call this estimator the link-free least squares estimator (LFLSE). Since the estimator discussed above first
solves another minimization problem (without a restriction on the norm), and thenmakes the (ordinary) norm equal to 1
by dividing by the norm, we call this the hybrid link-free least squares estimator (H-LFLSE). The two estimators are not the
same, even if Σ is a multiple of the identity and if we use the ordinary norm for the second estimator.
Suppose now that the true indexα0 satisfiesαT0 Σα0 = 1. Note that such normalization of the true parameterα0 is
always possible since it does not alter the direction of monotonicity of the link function nor the identifiability of the
model. Then, following the Lagrange approach of Section 4.2, we can define the estimator αˆn,Sn norm1 as theminimizer
of
1
n
n∑
i=1
{
Yi −αT (Xi − X¯n )
}2
+ λ {αTSnα − 1},
forα ∈ Òd and for suitably chosen λ ≥ 0. This time, the optimization criterion does not depend on the LSE ψˆnα of the
link functionψ0 andwe do no longer have the crossing of zero difficulty. Note that in this case (15) is replaced by
− 1
n
n∑
i=1
Xi
{
Yi −αT
(
Xi − X¯n
)}
+ λSnα = 0. (22)
Here λ has to satisfy
λ = λαTSnα =
1
n
n∑
i=1
αT
(
Xi − X¯n
) {
Yi −αT
(
Xi − X¯n
)}
. (23)
Since therefore
λSnα =
1
n
n∑
i=1
αT
(
Xi − X¯n
) {
Yi −αT
(
Xi − X¯n
)}
Snα
=
1
n
Snαα
T
n∑
i=1
αT
(
Xi − X¯n
) {
Yi −αT
(
Xi − X¯n
)}
,
we get the equation
1
n
(
I − SnααT
) n∑
i=1
(
Xi − X¯n
) {
Yi −αT
(
Xi − X¯n
)}
= 0, (24)
where, if more solutions are found, the one giving the smallest criterion is chosen. For this estimator we have the
following result.
Theorem 2 Let (X1,Y1), . . . , (Xn ,Yn ) be an i.i.d. sample from (X,Y ) such that E (Y |X) = ψ0(α0X) almost surely, where
ψ0 is non-decreasing. Suppose thatX has an elliptically symmetric distribution with finite mean µ ∈ Òd and a positive definite
covariance matrix Σ satisfying αT0 Σα0 = 1. Assume, moreover, that Å |Y | < ∞ and Å‖X ‖2 < ∞ and that there exists
a nonempty interval [a, b] on which ψ0 is strictly increasing. Then, as n → ∞, the estimator αˆn,Sn norm1, defined by (21),
converges in probability toα0. If, moreover, ÅY 2 < ∞ and Å‖X ‖4 < ∞, then√n {αˆn,Sn norm1 −α0 } converges in distribution
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to a normal distribution with mean 0 and covariance matrix which can be computed from relation (??) given in Appendix ?? in the
SupplementaryMaterial.
The proof of Theorem 2 is given in the Supplementary Material. As an example of how one can compute the
asymptotic covariance matrix, we also compute in the Supplementary Material, the asymptotic covariance matrix
for the simulation setting corresponding to Table 2, given in Section 7.1. The solution of equation (24) was done
by a C++ program, using Broyden’s algorithm. It is very fast and produces a norm {αˆTn,Sn norm1Sn αˆn,Sn norm1 }1/2 of
the solution which is equal to 1 in 10 decimals, without any need of renormalization, but just by solving in Òd . This
illustrates the soundness of the Lagrange inspiredmethod of estimating the parameterα0 by solving (24) inÒd as an
alternative to shifting to a lower dimensional parametrization. Since equation (17) for the score estimates of Section 4.2
is discontinuous and cannot be solved exactly, we use a derivative free optimization algorithm proposed by Hooke and
Jeeves (1961) instead of Broyden’s algorithm to obtain the score estimates as zero crossings of equation (17). More
information on the computation of the score estimates in Section 4 is given in Section 7. R scripts for simulations with
the estimator of Theorem 2, using the derivative free optimization algorithm, are alsomade available in Groeneboom
(2018).
Remark For the situation where the covariance matrix ofX is assumed to be a multiple of the identity (soX has a
spherically symmetric distribution), we also have a consistent estimate ofα0 if we define αˆn,norm1 by
αˆn,norm1 = argminα∈Òd ,αTα=1
n∑
i=1
{
Yi −αT (Xi − X¯n )
}2
, (25)
under the condition thatαT0α0 = 1. In this case the limiting distribution of
√
n {αˆn,norm1 − α0 } is degenerate, as is
the case for the score estimators of Section 4 (see Theorems 5-6 and Remark 6 in Section 6). The derivation of the
consistency and normal limit distribution proceeds along the same lines as the proof of Theorem 2, but is somewhat
easier since we do not have to deal with the behavior ofSn . However, this estimate will be inconsistent for the situation
that Σ is not a multiple of the identity. We give the asymptotic covariance matrix in Appendix ?? for the simulation
setting of Table 2. Remarkably, the asymptotic variances are bigger than for the estimate αˆn,Sn norm1 of Theorem 2 in
this situation.
6 | ASYMPTOTIC BEHAVIOR OF THE SCORE ESTIMATORS
In this sectionwe first give results on the behavior of the LSE ψˆnα of themonotone link function and next derive the
limiting distribution of the SSE and the ESE introduced in Section 4.1. The results stated in this Section are all proved in
the SupplementaryMaterial of this article.
Proposition 3 Let the functionψα be defined by
ψα(u) := Å[ψ0(αT0X) |αTX = u ] . (26)
Suppose that
A1. The space X is convex, with a nonempty interior. There exists also R > 0 such that X ⊂ B(0, R ).
A2. There exists K0 > 0 such that the true link functionψ0 satisfies |ψ0(u) | ≤ K0 for all u in {αT x,x ∈ X,α ∈ Sd−1 }.
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A3. There exists δ0 > 0 such that the functionψα defined in (26) is monotone increasing on Iα := {αT x,x ∈ X} for all
α ∈ B(α0, δ0) := {α : ‖α −α0 ‖ ≤ δ0 }.
Then, the functional Lα given by,
ψ 7→ Lα(ψ) :=
∫
X
(
ψ0(αT0 x) −ψ(αT x)
)2
dG (x), (27)
admits a minimizerψα, over the set of monotone increasing functions defined onÒ, denoted byM, such thatψα is uniquely
given by the function (ψα) in (26) on Iα =
{
αT x : x ∈ X
}.
Proposition 4 Under Assumptions A1-A3 and Assumptions
A4. Let a0 and b0 denote the infimum and supremum of the interval Iα0 = {αT0 x, x ∈ X}. Then, the true link functionψ0
is continuously differentiable on (a0 − δ0R , b0 + δ0R ), where R is the same radius of assumption A1 above.
A5. The distribution ofX admits a density g , which is differentiable on X. Also, there exist positive constants c0 , c¯0 , c1 and
c¯1 such that c0 ≤ g ≤ c¯0 and c1 ≤ ∂g/∂xi ≤ c¯1 on X for all i = 1, . . . , d .
A6. There exist c0 > 0 andM0 > 0 such that Å
[
|Y |m |X = x
]
≤ m!Mm−20 c0 for all integersm ≥ 2 andx ∈ X G -almost
surely.
we have,
sup
α∈B(α0,δ0)
∫ {
ψˆnα(αT x) −ψα(αT x)
}2
dG (x) = Op
(
(log n)2n−2/3
)
.
Discussion of the Assumptions A1-A6
Before presenting ourmain theorem,wewould like tofirst comment on thedifferent assumptionsmade so far. Convexity
in Assumption A1 is satisfied by a wide range of distributions, and hence is not very restrictive. It implies that the
support of the linear predictorαTX is an interval for allα ∈ B(α0, δ0), whichmakes things easier to visualize. This can
be however generalized by assuming that X is the union of convex sets; a very related assumption wasmade in Härdle
et al. (1993). Boundedness in Assumption A1 can be relaxed and replaced by sub-Gaussianity of the distribution ofX ;
see Remark 6.
In Assumption A2we only impose boundedness on the true regression function on {αT0 x,x ∈ X}, whereas other
estimation procedures require boundedness on the second derivative ofψ0, as done for example in Härdle et al. (1993)
andHristache et al. (2001).
Assumption A3 is made to enable deriving the explicit limit of the LSE ψˆnα for allα ∈ B(α0, δ0). In the Supplemen-
taryMaterial it is shown that Assumption A3 is plausible by proving that forα in a neighborhood ofα0 the derivative of
the functionψα is indeed strictly positive provided the derivative of the true link functionψ0 stays away from zero;
i.e., there exists C > 0 such that ψ′0 ≥ C on {αT0 x,x ∈ X}. However, it can be shown that the latter condition can
be made without loss of generality. A proof can be found in the Supplementary Material. The idea is to artificially
add to both sides of the regressionmodel a function ofαT0X with a strictly positive derivative without violating the
remaining assumptions. Based on several numerical experiments it seems that Assumption A3 remains plausible in
practice even ifα is not not necessarily in the neighborhood ofα0 . In Figure 2we compare the true link functionψ0 with
the functionψα for themodelE (Y |X) = ψ0(α01X1+α02X1), whereX1,X2 i .i .d∼ U [0, 1],ψ0(x) = x3 andα01 = α02 = 1/√2
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for α1 = 1/2, α2 = √3/2. Figure 2 shows how the functionψα defined in (26) inherits themonotonicity of the true link
functionψ0.
[Figure 2 here]
The Assumptions A4 and A5, and sometimes stronger versions therereof, aremade inmany references on single
indexmodels. Here, they are mainly needed to be able to control the conditional expectation ofX orαT0X givenαTX
whenα is in a small neighborhood ofα0. Finally, Assumption A6 is needed to show that max1≤i≤n |Yi | = Op (log n). As
noted in Balabdaoui et al. (2016), such an assumption is satisfied in the special case where the conditional distribution
ofY |X = x belongs to an exponential family.
Remark Boundedness in A1 can be relaxed if we assume thatX has a sub-Gaussian distribution. We recall thatX is
sub-Gaussian if there exists σ > 0 such that for allu ∈ Sd−1 and t ∈ Ò
P (uT (X − E (X)) > t ) ≤ exp(−t 2/(2σ2)) and P (uT (X − E (X)) < −t ) ≤ exp(−t 2/(2σ2)).
Following similar arguments as in Balabdaoui et al. (2016) in the proof of Proposition 4 given in the Supplementary
Material, we can easily show that sub-Gaussianity ofX implies that
sup
α∈B(α0,δ0)
∫ {
ψˆnα(αT x) −ψα(αT x)
}2
dG (x) = Op
(
(log n)5/2n−2/3
)
.
The larger power in the logarithmic factor, in comparisonwith the power 2 obtained in Proposition 4, does not affect the
conclusion about the asymptotic behavior of the score estimator since the proof still works for any uniform convergence
rate of the form (log n)γn−2/3.
An important special case of sub-Gaussian distributions is that of normal distributions. Since these are also ellipti-
cally symmetric (spherically symmetric if they are centeredwith a diagonal covariancematrix) then it is known that an or-
dinary least squares estimator can consistently estimate the true direction ofα0, provided that cov (ψ0(α0X),αT0 X ) ,
0. The latter condition can be easily shown to hold true whenψ0 is monotone and non-flat. This result, which goes back
to Brillinger (1983), can be extended to any elliptically symmetric distribution, a fact that has been exploited by Duan
and Li (1991) in inverse regression. In Section 5, we discussed this simple estimator after normalization in Balabdaoui
et al. (2016) and introduced a new estimator forα0. Both estimators are asymptotically normal.
Remark Wewould like to note that in our formulation of themodel, we do assume that the predictorX and error ε are
independent; the assumption has also beenmade in e.g. Duan and Li (1991), Cavanagh and Sherman (1998), Hristache
et al. (2001), where the ε is moreover assumed to be normally distributedwithmean 0 and some finite variance (not
depending onX). Such an assumption is unfortunately violated bymany statistical models. For illustration, take the
logistic regression with a Bernoulli responseY and success probability pi(X) = exp(αT0X)/(1 + exp(αT0X)). Then, the
conditional variance Var(Y |X) = pi(X)(1 − pi(X)) = exp(αT
0
X)/(1 + exp(αT
0
X ))2, which depends onX .
Proposition 4 is used to derive the following result on the asymptotic distribution of the SSE defined in (6) in Section
4.1.
Theorem 5 Let Assumptions A1-A6 be satisfied and assume that
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A7. For allβ , β0 such that Ó (β) ∈ B(α0, δ0), the random variable
Cov
[
(β0 − β)T JÓ(β)TX,ψ0
(
Ó(β0)
) | Ó(β)TX],
is not equal to 0 almost surely.
A8. The functions J i jÓ (β), where J i jÓ (β) denotes the i × j entry of JÓ(β) for i = 1, . . . , d and j = 1, . . . , d − 1 are d − 1
times continuously differentiable on C := {β ∈ Òd−1 : Ó (β) ∈ B(α0, δ0)} and there existsM > 0 satisfying
max
k .≤d−1
sup
β∈C
|D kJ i jÓ (β) | ≤ M (28)
where k = (k1, . . . , kd )with k j an integer ∈ {0, . . . , d − 1}, k . = ∑d−1i=1 k i and
D k s(β) ≡ ∂
k .s(β)
∂βk1 . . . ∂βkd
.
We also assume that C is a convex and bounded set inÒd−1 with a nonempty interior.
A9. (JÓ(β0))T Å
[
ψ′0(αT0X) Cov(X |αT0X)
]
(JÓ(β0)) is nonsingular.
Let αˆn be defined by (6). Then:
(i) [Existence of a root] A crossing of zero βˆn ofφn (β) exists with probability tending to one.
(ii) [Consistency]
αˆn
p→ α0, n →∞.
(iii) [Asymptotic normality] Define the matrices,
A := Å
[
ψ′0(αT0X)Cov(X |αT0X)
]
, (29)
and
Σ := Å
[{
Y −ψ0(αT0X)
}2 {
X − Å(X |αT0X)
} {
X − Å(X |αT0X)
}T ]
. (30)
Then
√
n(αˆn −α0) →d Nd (0,A−ΣA−) ,
whereA− is theMoore-Penrose inverse ofA.
It can be easily seen from expression (12) for thematrixJÓ that the spherical coordinate system satisfies Assump-
tion A8. In Section 7, we calculate thematrix specified in Assumptions A9 for the simulationmodel considered in this
section and show that this assumption is indeed satisfied in the correspondingmodel.
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Remark Note thatαT0A = 0 and that thenormal distributionNd (0,A−ΣA−) is concentratedon the (d−1)-dimensional
subspace, orthogonal toα0 and is therefore degenerate, as is also clear from its covariancematrixA−ΣA−, which is a
matrix of rank d − 1.
For the ESE, we designed the function ξnh by representing the sum of squares
1
n
n∑
i=1
{
Yi −ψα(αTXi )
}2
,
in a local coordinate system with d − 1 unknown parameters β = (β1, . . . , βd−1)T followed by differentiation of the
reparametrized sum of squares w.r.t. βwhere we also consider differentiation of the functionψα.
Theorem 6 Let Assumptions A1-A8 be satisfied. Furthermore assume that the following conditions hold:
A10. The functionψα is two times continuously differentiable on Iα for allα.
A11. (JÓ(β))T Å
[
ψ′0(αT0X)2 Cov(X |αT0X)
]
JÓ(β) is nonsingular.
Let α˜n be defined by (8) and suppose h  n−1/7. Then:
(i) [Existence of a root] A crossing of zero β˜n of ξnh (β) exists with probability tending to one.
(ii) [Consistency]
α˜n
p→ α0, n →∞.
(iii) [Asymptotic normality] Define the matrices,
A˜ := Å
[
ψ′0(αT0X)2 Cov(X |αT0X)
]
, (31)
and
Σ˜ := Å
[{
Y −ψ0(αT0X)
}2
ψ′0(αT0X)2
{
X − Å(X |αT0X)
} {
X − Å(X |αT0X)
}T ]
. (32)
Then
√
n(α˜n −α0) →d Nd
(
0, A˜−Σ˜A˜−
)
,
where A˜− is theMoore-Penrose inverse of A˜.
Remark The asymptotic variance of the estimator α˜n is similar to that obtained for the “efficient” estimates proposed
in Xia andHärdle (2006) and in Kuchibhotla and Patra (2017a). The efficient score function for the semi-parametric
single indexmodel is
˜`
α0,ψ0 (x, y ) =
y −ψ
(
αT0 x
)
σ2(x) ψ
′
(
αT0 x
) {
x − Å
{
σ−2(X)X |αT0X = αT0 x
}
Å
{
σ−2(X) |αT0X = αT0 x
} } .
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More details on the efficiency calculations can be found in e.g. van der Vaart (1998), chapter 25 for a general description
of the efficient score functions and in Delecroix et al. (2003) or Kuchibhotla and Patra (2017a) for the efficient score in
the single indexmodel.
In a homoscedastic model with var(Y |X = x) = σ2, where σ2 is independent of covariates x, the asymptotic
variance equals σ2A˜− which is the same as the inverse of Å( ˜`α0,ψ0 (X,Y ) ˜`α0,ψ0 (X,Y )T ). This indeed shows that our
estimate defined in (8) is efficient in the homoscedastic model. As also explained in Remark 2 of Kuchibhotla and Patra
(2017a), our estimator has also a high relative efficiency with respect to the optimal semi parametric efficiency bound if
the constant variance assumption provides a good approximation to the truth.
6.1 | The asymptotic relation for the score estimators
To obtain the asymptotic normality result of the SSE αˆn given in Theorem 5, we prove in the SupplementaryMaterial
that the following asymptotic relationship holds for βˆn :
B
(
βˆn − β0
)
=
∫
(JÓ(β0))T
{
x − Å(X |Ó(β0)TX = Ó(β0)T x)
} {
y −ψ0
(
Ó(β0)T x
)}
d
(
Ðn − P0
)(x, y )
+ op
(
n−1/2
)
.
where
B = (JÓ(β0))T Å
[
ψ′0(Ó(β0)TX) Cov(X |Ó(β0)TX)
]
(JÓ(β0)) = (JÓ(β0))T AJÓ(β0), (33)
inÒ(d−1)×(d−1). We assume in Assumption A9 thatB is invertible so that
√
n
(
βˆn − β0
)
=
√
nB−1
∫
(JÓ(β0))T
{
x − Å(X |Ó(β0)TX = Ó(β0)T x)
} {
y −ψ0
(
Ó(β0)T x
)}
d
(
Ðn − P0
)(x, y ) + op (1)
→d N (0,Π),
where
Π = B−1 (JÓ(β0))T ΣJÓ(β0)B−1 ∈ Ò(d−1)×(d−1) . (34)
The limit distribution of the single index score estimator αˆn defined in (6) now follows by an application of the delta-
method andwe conclude that
√
n(αˆn −α0) =
√
n
(
Ó
(
βˆn
) − Ó (β0)) = JÓ(β0)√n(βˆn − β0) + op (1)
→d Nd
(
0, JÓ(β0)Π (JÓ(β0))T
)
= Nd (0,A−ΣA−) ,
where the last equality follows from the following lemma.
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Lemma 7 Let the matrixA be defined by (29) and letA− be theMoore-Penrose inverse ofA. Then
A− = JÓ(β0)
{
(JÓ(β0))T AJÓ(β0)
}−1 (JÓ(β0))T = JÓ(β0)B−1 (JÓ(β0))T .
The proof of Lemma 7 is given the SupplementaryMaterial.
The asymptotic variance of the ESE can be obtained similarly to the derivations of the asymptotic limiting distribu-
tion for the SSE. First the asymptotic variance is expressed in terms of the parametrization Ó as in (34) and next, similar
to Lemma 7, equivalence to the expression A˜−Σ˜A˜− given in Theorem 6 is proved.
7 | COMPUTATION AND FINITE SAMPLE BEHAVIOR OF THE SCORE ESTI-
MATORS
In this section we investigate the applicability and the performance of the score estimates of Section 4 in practice. We
first describe the optimization algorithm used to obtain the score estimates and next include two simulation studies
and compare the score estimates with alternative estimates for themonotone single indexmodel. In the first simula-
tion setting, given in Section 7.1, we illustrate that the variance of the score estimates converges to the asymptotic
variances derived in Section 6. We also compare the score estimates with the maximum rank correlation estimate
(MRCE) proposed by Han (1987), and the Effective Dimension Reduction Estimate (EDRE), proposed in Hristache et al.
(2001) and the Penalized Least Squares Estimate, proposed in Kuchibhotla and Patra (2017). To compute the latter
two estimates, we used the R packages EDR and simest, respectively. As for the alternative√n-consistent “link-free"
estimates of Section 5, theMRCE also does not depend on an estimate of the link functionψ0. Finally, we discuss the
convergence of the variances for the least squares estimate (LSE) minimizing the sum of squared errors Sn defined in (1)
w.r.t. (ψ,α), for which the asymptotic distribution is still an open problem.
In the second simulation setting in Section 7.2, we investigate the quality of the score estimates if the dimension of
the parameter space increases and investigate the finite sample behavior of different efficient estimates in the single
indexmodel.
By the discontinuous nature of the score functions given in Section 4, we introduced the concept of a zero-crossing
in Definition 4.1. It is not possible to solve the score equations exactly andwe therefore search the crossing of zero, by
minimizing the sum of squared component score functions over all possible values ofβ (parametrization approach of
Section 4.1), respectivelyα (Lagrange approach of Section 4.2). Note that the crossing of zero of the score function is
equivalent to theminimizer of the sum of squared component scores so that theminimization procedure is justified.
Due to the non-convex nature of the optimization function, standard optimization approaches based on a convex loss
function cannot be used to obtain the score estimates.
Weuse a derivative free optimization algorithmproposed byHooke and Jeeves (1961) to obtain the score estimates.
Themethod is a pattern-search optimizationmethod that does not require the objective function to be continuous. The
algorithm starts from an initial estimate of theminimum and looks for a better nearby point using a set of 2d equal step
sizes along the coordinate axes in each direction, first making a step in the direction of the previousmove. For the object
function we take the sum of the squared values of the component functions, which achieves aminimum at a crossing of
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zero. If in no direction an improvement is found, the step size is halved, and a new search for improvement is done, with
the reduced step sizes. This is repeated until the step size has reached a prespecifiedminimum. A very clear exposition of
themethod is given in Torczon (1997), Section 4.3. In this paper also convergence proofs for the optimization algorithm
are presented. The optimization algorithm depends on a starting value for the regression parameters. In our simulations
we used the true parameter values as starting values. In practice, we propose to search over a random grid of starting
values on the unit sphere and select the estimate that results the smallest prediction error∑ni=1 {Yi − ψˆnαˆn (αˆnTXi )}2
among all different initial searches as a final starting value to obtain the score estimate.
7.1 | Simulation 1: The asymptotic properties of the score estimators
In this section, we illustrate the asymptotic properties of the SSE and the ESE given in Section 6 in themodel
Y = ψ0(αT0X) + ε, ,ψ0(x) = x3, α01 = α02 = α03 = 1/
√
3, X1,X2,X3
i .i .d∼ U [1, 2], ε ∼ N (0, 1),
where ε is independent of the covariate vectorX = (X1,X2,X3)T . For this model, we have
A =
17
15

2 −1 −1
−1 2 −1
−1 −1 2

, Σ = 1
36

2 −1 −1
−1 2 −1
−1 −1 2

and A˜ = Σ˜ = 89953
7560

2 −1 −1
−1 2 −1
−1 −1 2

,
where thematricesA, Σ, A˜ and Σ˜ are defined in (29), (30), (31) and (32) respectively. Note that the rank of thematrices
is equal to d − 1 = 2. For this model, using the spherical coordinate system in three dimension introduced in (10), we get
for thematrix specified in Assumption A9 that
(JÓ(β0))T Å
[
ψ′0(αT0X)Cov(X |αT0X)
]
(JÓ(β0)) =

17
15 0
0 1710
 ,
which illustrates that the nonsingularity in Assumption A9 is indeed satisfied in this simulation setup. The same holds
for thematrix given in Assumption A10.
The asymptotic variance of αˆn resp. α˜n defined in Theorem 5 resp. Theorem 6 is equal to
A−ΣA− = 25
2601

2 −1 −1
−1 2 −1
−1 −1 2

resp. A˜−Σ˜A˜− = A˜− = 840
89953

2 −1 −1
−1 2 −1
−1 −1 2

. (35)
We compare the estimates with the least squares estimates minimizing the sum of squared errors Sn defined in (1)
w.r.t. (ψ,α) andwith theMRCE proposed by Han (1987). This estimator is defined by themaximizer of
Hn (α) := 1
n(n − 1)
∑
i,j
{Yi > Yj }{αTXi > αTXj },
over allα ∈ Sd−1. TheMRCE is proved to be a√n-consistent and asymptotically normal estimator of the regression
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parameter in themonotone single indexmodel bySherman (1993),whogaveanexpression for the asymptotic covariance
matrix in an (implicit) (d − 1)-dimensional representation in his Theorem 4 on p. 133. If, in accordance with the
parametrizationmethods of our paper, we turn this into an expression in terms of our d -dimensional representation, we
obtain as the asymptotic covariancematrix of theMRCEV −SV − where
S = Å
[{
X − Å(X |αT0X)
} {
X − Å(X |αT0X)
}T
S (Y ,αT0X)2g0(αT0X)2
]
, (36)
andV − is theMoore-Penrose inverse of
V = Å
[{
X − Å(X |αT0X)
} {
X − Å(X |αT0X)
}T
S2(Y ,αT0X)g0(αT0X)2
]
,
and g0 is the density ofαT0X and S and S2 are defined by
S (y ,u) = E [1{y>Y } − 1{y<Y }  αT0X = u ] , S2(y ,u) = ∂∂u S (y ,u).
It is clear from our simulations that the factor 2 in front ofV in (20) of Sherman (1993) cannot be correct and indeed
Cavanagh and Sherman (1998) have a note on p. 361 of their paper, attributed toMyoung-Jae Lee that this factor 2
should not be there.
To obtain the LSE andMRCE under the identifiability restriction ‖α0 ‖ = 1, we also consider the parametrization of the
unit sphere and first rewrite the optimization function
S˜n (β) := 1
n
n∑
i=1
{
Yi − ψˆnÓ(β)(Ó(β)TXi )
}2
, (37)
for the LSE and
H˜n (β):= 1
n(n − 1)
∑
i,j
{Yi > Yj }{Ó(β)TXi > Ó(β)TXj }, (38)
for theMRCE in terms of the (d − 1) = 2 dimensional vectorβ using the spherical coordinate system in three dimensions.
Next we use the optimization algorithm by Hooke and Jeeves (1961), discussed above, to minimize S˜n respectively
maximize H˜n w.r.t. β to end upwith a LSE respectivelyMRCE of the regression parameter that has length one and hence
satisfies our identifiability restriction.
To illustrate the link-free least squares estimates H-LFLSE and LFLSE in Section 5, we also consider normally dis-
tributed covariatesX ,Xi i .i .d∼ N (0, 1) for i = 1, . . . , d . Since the asymptotic results for the score estimates of section 4
are proven under the assumption of bounded covariates only, this simulation provides further insight in the convergence
of the variances of our score estimates in amodel where not all Assumptions given in Section 6 are satisfied. Since the
LFLSE does not depend on the behavior of the LSE ψˆnα and no longer suffer from the crossing of zero difficulties, we
used Broyden’s method for solving nonlinear equations in higher dimensions to obtain the LFLSE, which is very fast and
of quasi Newton type.
For sample sizes n = 100, 500, 1000, 2000, 5000 and n = 10000we generatedN = 5000 datasets and show, in Tables 1
and 2, themean and n times the covariance of the estimates. Tables 1 and 2 also show the asymptotic values to which
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the results for the SSE and the ESE should converge based on Theorem 5 and Theorem 6 respectively. For the limiting
variance of theMRCE, we used the description above. The asymptotic distributions of the H-LFLSE and LFLSE, on the
other hand, are only derived for the normally distributed and not the uniformly distributed covariate setting, since the
latter setting does not satisfy the condition of elliptic symmetry. The variances to which the H-LFLSE and the LFLSE
should converge are given in Section 5. The limiting distribution of the LSE is still unknown and therefore no asymptotic
results are provided for the LSE in Tables 1 and 2.
[Tables 1 and 2]
For the two simulation studies, the results shown in Tables 1 and 2 show convergence of n times the variance-
covariancematrices towards the asymptotic values. The performance of the ESE is slightly better than the performance
of the SSE; the difference between the asymptotic limiting variances is smaller in themodelwith uniform[1, 2] covariates
Xi than the difference in the model with standard normal covariates Xi . Although the model with standard normal
covariates violates Assumptions A1, A2 and A4 given in Section 6, our proposed score estimates perform reasonably
well. We added In Table 1 the values for the estimators EDRE (“Effective Dimension Reduction Estimate”) and PLSE
(“Penalized Least Squares Estimate”) that are further studied in Subsection 7.2.
Figure3 illustrates the similarity for n ·var(αˆ3n )between the the scoreestimatesobtainedwitheither theparametriza-
tion or Lagrange approach. Similar results are obtained for the other variances reported in Table 1, which supports
the conjecture that the asymptotic properties of the score estimates with Lagrange penalty term (Section 4.2) are
equivalent to the asymptotic results presented in Section 6 for the estimates obtained via a parametrization of the unit
sphere (Section 4.1).
[Figure 3 here]
The performance of the link-free estimatesMRCE,H-LFLSE and LFLSE is considerablyworse than the performances
of our proposed score estimates in all simulation settings. In themodel with standard normal covariates, the variances
of these link-free estimates are remarkably larger than the variances of the score estimates and the LSE. This might
be caused by the fact that these estimates are not based on an estimate of the link function and hence do not take
information about this link function into account. It is clear from our experiments that the link-free estimates are for
sure not themost preferred estimates to use in themonotone single indexmodel, even if the conditions for their use are
satisfied.
Estimation of the link function ψˆnα is very straightforward. Since the number of jump points of the LSE ψˆnα is of
the order n1/3, estimation of the smooth derivate estimate ψ˜′
nhα
only requires one additional summation over these
O (n1/3) jump points for each of the n observations. The computation time for the score estimates is relatively fast
(a more in depth study of the computation time is given in Section 7.2). Although theMRCE does not depend on an
estimate of the link function, a double sum is needed for the calculation of the criterion function H˜n which increases the
computation time considerably when the sample size is large. Since the H-LFLSE only depends on an ordinary least
squares algorithm and since we can use Broyden’s algorithm for the LFLSE, these estimates do not require a hard op-
timization algorithmand the computationof the LFLSEand theH-LFLSE requires less than a second in all our simulations.
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The behavior of the LSE is rather remarkable. Table 1 suggests an increase of n times the covariancematrix, whereas
Table 2 suggests a decrease. The results presented in Table 2 show that the performance of the LSE is better than the
performance of the SSE whenXi ∼ N (0, 1). For themodel with uniform covariates, summarized in Table 1, our proposed
score estimates are better than the LSE. The variances for the LSE presented in Tables 1 and 2 suggest that the rate of
convergence for the LSE is faster than the cube-root n rate proved in Balabdaoui et al. (2016).
7.2 | Simulation 2: Further comparisons and the behavior of the estimators if the covari-
ates have a higher dimension
In this section we illustrate the applicability of the score estimates given in Section 4.2 when the dimension of the
covariate space increases. We also compare our estimateswith the EffectiveDimensionReduction Estimate (EDRE) (see
Hristache et al. (2001)) and the Smooth Penalized Least Squares estimate (PLSE) (see Kuchibhotla and Patra (2017a)).
Here we use again the R packages EDR and simest available on CRAN, just as in the previous simulation. We use the
Lagrange approach to the computation of the SSE and ESE. The computation relies on C++ programs which are used in R
(via Rcpp) scripts, seeGroeneboom (2018). The following results can be reproduced by running theR scripts, given there.
We consider themodel of Table 2more generally:
Y = ψ0(αT0X) + ε, ,ψ0(x) = x3, α = d−1/2(1, . . . , 1)T , Xi i .i .d∼ N (0, 1), ε ∼ N (0, 1),
where (dimension) d = 5, 10, 15, 25 (the case d = 3was considered in Table 2). The estimation error is measured via√
n/d ‖αˆn −α0 ‖2, where ‖ · ‖2 is the Euclidean norm. The results are comparedwith what the asymptotic distribution
of the efficient estimate would give. The asymptotic distribution of efficient estimates ofα0 is, for general d ≥ 2, given
by a degenerate normal distribution withmean zero and covariancematrix
Σd =
1
27d
{
dI − 1 · 1T } , (39)
where I is the d × d identity matrix and 1 is the column vector with d components, equal to 1. The special case d = 3
was used in Table 2. Results of these experiments are given in Figures 4 to 6. Figures 4 and 5 give the behavior of the
L2-distance for different dimensions and sample sizes n = 100 and n = 1000, respectively. Figure 6 gives the computing
time in seconds for sample size n = 1000. Clearly EDR needs the longest computing time.
[Figures 4 to 6 here]
All algorithms depend on starting values for the regression parameter. For the EDRE and SSEwe do not have to
specify tuning parameters, although for the EDRE there are if fact tuning parameters, hidden in the package EDR. Some
of the algorithms havemore need for a reasonable starting value than others. For example, one can start SSE and LSE at
a starting value having a larger distance to the real value ofα0 than others, such as the ESE. One can solve this isssue for
example by starting the ESE algorithm from the value obtained by the LSE, which is itself started from arbitrary starting
values, such as (1, 0, . . . , 0) or from a value, found by a preliminary search on starting values of the LSE algorithm, using
the sum of the squared errors as criterion (see the remark on this issue just before section 7.1 above). Clearly more
research for this selection procedure is necessary.
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Thebandwidth for the computation of the estimate of the derivativeψ′0 ofψ0 in the algorithm for the ESE is set equal
to h = 12 c˜n−1/7 where c˜ equals the rangeαTX1, . . . ,αTXn andα is the current estimate ofα0 during the iterations.
This choice gave satisfactory results in all our experiments. We do not discuss bandwidth selection procedures in this
manuscript, but note that the bootstrap techniques discussed in Groeneboom andHendrickx (2018) and Groeneboom
and Hendrickx (2017) for the current status model, can also be investigated further to select the bandwidth of the
ESE in themonotone single indexmodel in practice. For the PLSE (generalized) cross-validation can be used to select
the smoothing parameter. In our experiments; we took the smoothness penalty for the PLSE equal to 0.1 (after some
preliminary experimentation). The EDRmethod uses an average derivative estimate (derivative w.r.t. the covariateX )
as starting value, but computing this estimate is donewithin the package.
The results in Figures 4 to 6 suggest that the asymptotically efficient estimates ESE andPLSE have the best behavior.
The results for the EDRE deteriorate significantly with increasing dimension, both in L2-error and computing time. The
LSE has remarkably good behavior and there is certainly the suggestion that its rate of convergence is faster than n1/3
for the present model.
8 | SUMMARY
In this paper we introduce estimates for the regression parameter in themonotone single indexmodel. Our estimates
are obtained via the zero-crossing of an unsmooth score equation derived from the sumof squared errors and depend on
the behavior of the LSE of the underlyingmonotone link function. We prove√n-consistency and asymptotic normality
of our estimates and therefore, for the first time, define estimates that depend on the cube-root-n consistent LSE of the
link function which still converge at the parametric rate to the true regression parameter in themonotone single index
model. By introducing a score approach similar to theM-approach for the profile LSE, where simultaneousminimization
is overα and the link function, we avoid the difficulties that arise when analyzing the limiting behavior of the profile LSE.
This novel result in the field of shape constrained statistics will hopefully help us to further understand the behavior of
the profile LSE in themonotone single indexmodel, for which the limiting distribution is still unknown.
We consider two different score estimates, one very simple one that does not require any smoothing technique and
one efficient estimate that is based on a smooth estimate of the derivative of the link function. This derivative estimate
depends again only on the LSE of the link function, but, in contrast with the LSE itself, also on a kernel which is integrated
w.r.t. the jumps of the LSE.We use two techniques to ensure that the norm of the regression parameter estimate is one.
The first approach uses a parametrization of the unit sphere in d − 1 dimensions. In the secondmethod, motivated by
the Lagrange approach, we directly solve an equation in dimension d for the parameterα and divide by the norm at the
end of the iterations.
Since our score functions depend on the piecewise constant LSE of the link function, we obtain unsmooth score
functions that might not have an exact root. We therefore workwith zero-crossings instead of exact zeros and prove
that there indeed always exists a value for the regression parameter where the score functions cross zero.
We compare our score estimates with link-free estimates of the single index parameters that avoid estimation
of the link function. To that end, we also introduce a link-free least squares estimate, conditioned to have norm one
BALABDAOUI ET AL. 23
and derive the asymptotic variance of this link-free estimate for the situation where we have elliptically symmetric
distributions for the covariatesX (like the normalX in the simulation setting of Table 2). Since this estimate no longer
depends on the LSE of the link function, the crossing of zero issues disappear and we can solve the corresponding score
equation exactly. This also illustrates the applicability of themethodmotivated by the Lagrangian formulation, which
avoids the reparametrization. Our simulations clearly show that our score estimates have a better behavior than the
link-free estimates, even if the conditions for application of the latter methods are fulfilled.
A numerical comparison between the score estimate and other estimates for the single indexmodel reveals that our
score estimates performwell in higher dimensions. Our computer experiments moreover point out that the Lagrange
score approach can easily be used in higher dimensions.
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F IGURE 1 The estimates ψˆn,αˆn and ψ˜′n,αˆn ofψ0 andψ′0, respectively, for n = 1000, d = 3 and a sample for themodelused in the simulation study of Table 1. The red curves areψ0 andψ′0. The bandwidth chosen in the estimate ψ˜′n,αˆn wasequal to the range of the valuesXT αˆn times n−1/7.
F IGURE 2 The realψ0 (red, solid) and the functionψα (blue, dashed) forψ0(x ) = x3, α01 = α02 = 1/√2 and
α1 = 1/2, α2 =
√
3/2, withX1,X2 i .i .d∼ U [0, 1].
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F IGURE 3 Simulationmodel (Xi ∼ U [1, 2], d = 3): n 7→ n ·var(αˆ3n ) for (a) the SSE and (b) the ESE using the
parametrization approach (red,dashed, ×) Lagrange approach (black, solid, •). The blue, dotted line indicates the
asymptotic variance of the score estimates.
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F IGURE 4 Boxplots of√n/d ‖αˆn −α0 ‖2 for n = 100 and for (a) d = 5, (b) d = 10, (c) d = 15 and (d) d = 25 and 1000
replications for the EDR, SSE, ESE, LSE and PLSE. The algorithms for SSE, ESE, LSE and PLSEwere started atα0. The
asymptotic distribution is generated via 1000 draws from the degenerate limiting normal distribution for the efficient
estimates, withmean zero and covariancematrix Σd , defined by (39).
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F IGURE 5 Boxplots of√n/d ‖αˆn −α0 ‖2 for n = 1000 and for (a) d = 5, (b) d = 10, (c) d = 15 and (d) d = 25 and 1000
replications for the EDRE, SSE, ESE, LSE and PLSE. The algorithms for SSE, ESE, LSE and PLSEwere started atα0. The
asymptotic distribution is generated via 1000 draws from the degenerate limiting normal distribution for the efficient
estimates, withmean zero and covariancematrix Σd , defined by (39).
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F IGURE 6 Boxplots of computing times in seconds for n = 1000 and for (a) d = 5, (b) d = 10, (c) d = 15 and (d) d = 25
and 1000 replications for the EDRE, SSE, ESE, LSE and PLSE.
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TABLE 1 Simulation 1, model (Xi ∼ U [1, 2], d = 3): Themean value (µˆi =mean(αˆi n ), i = 1, 2, 3) and n times the
variance-covariance (σˆi j = n ·cov(αˆi n , αˆj n ),i , j = 1, 2, 3) of the simple score estimate (SSE), the efficient score estimate
(ESE), the least squares estimate (LSE), themaximum rank correlation estimate (MRCE), the penalized least squares
estimate (PLSE) and the effective dimension reductiosn estimate (EDRE), for different sample sizes n withXi ∼ U [1, 2].
The line, preceded by∞, gives the asymptotic values.
Method n µˆ1 µˆ2 µˆ3 σˆ11 σˆ22 σˆ33 σˆ12 σˆ13 σˆ23
SSE 100 0.5770 0.5768 0.5775 0.0260 0.0265 0.0252 -0.0137 -0.0124 -0.0128
500 0.5771 0.5774 0.5775 0.0209 0.0214 0.0207 -0.0100 -0.0100 -0.0106
1000 0.5771 0.5773 0.5775 0.0204 0.0209 0.0206 -0.0104 -0.0101 -0.0105
2000 0.5772 0.5773 0.5775 0.0201 0.0205 0.0203 -0.0101 -0.0100 -0.0103
5000 0.5773 0.5774 0.5774 0.019 0.0198 0.0200 -0.0097 -0.0099 -0.0101
10000 0.5773 0.5774 0.5774 0.0192 0.0197 0.0197 -0.0096 -0.0096 -0.0101
∞ 0.5774 0.5774 0.5774 0.0192 0.0192 0.0192 -0.0096 -0.0096 -0.0096
ESE 100 0.5761 0.5770 0.5783 0.0256 0.0265 0.0248 -0.0136 -0.0119 -0.0129
500 0.5767 0.5774 0.5779 0.0204 0.0208 0.0200 -0.0106 -0.0098 -0.0103
1000 0.5769 0.5774 0.5778 0.0199 0.0203 0.0200 -0.01001 -0.0099 -0.0102
2000 0.5771 0.5778 0.5777 0.0195 0.0199 0.0197 -0.0098 -0.0097 -0.0101
5000 0.5772 0.5774 0.5775 0.0191 0.0193 0.0194 -0.0094 -0.0096 -0.0098
10000 0.5773 0.5774 0.5774 0.0187 0.0192 0.0192 -0.0093 -0.0094 -0.0098
∞ 0.5774 0.5774 0.5774 0.0187 0.0187 0.0187 -0.0093 -0.0093 -0.0093
LSE 100 0.5769 0.5772 0.5767 0.0467 0.0474 0.0460 -0.0240 -0.0226 -0.0234
500 0.5773 0.5773 0.5772 0.0478 0.0480 0.0474 -0.0243 -0.0237 -0.0237
1000 0.5773 0.5773 0.5773 0.0496 0.0500 0.0496 -0.0250 -0.0246 -0.0250
2000 0.5774 0.5772 0.5773 0.0504 0.0517 0.0517 -0.0252 -0.0252 -0.0265
5000 0.5774 0.5773 0.5773 0.0549 0.0553 0.0541 -0.0280 -0.0268 -0.0273
10000 0.5773 0.5774 0.5773 0.0583 0.0579 0.0587 -0.0287 -0.0295 -0.0291
∞ 0.5774 0.5774 0.5774 ? ? ? ? ? ?
MRCE 100 0.5770 0.5770 0.5769 0.0465 0.0463 0.0448 -0.0241 -0.0224 -0.0223
500 0.5773 0.5774 0.5773 0.0171 0.0167 0.0170 -0.0084 -0.0087 -0.0082
1000 0.5773 0.57741 0.5773 0.0343 0.0333 0.0339 -0.0168 -0.0174 -0.0165
2000 0.5773 0.5773 0.5773 0.0302 0.0303 0.0316 -0.0145 -0.0157 -0.0158
5000 0.5774 0.5773 0.5773 0.0288 0.0288 0.0292 -0.0142 -0.0146 -0.0146
10000 0.5774 0.5774 0.5773 0.0266 0.0276 0.0277 -0.0133 -0.0134 -0.0143
∞ 0.5774 0.5774 0.57740 0.0214 0.0214 0.0214 -0.0107 -0.0107 -0.0107
EDRE 100 0.5772 0.5771 0.5772 0.0215 0.0201 0.0208 -0.0105 -0.0111 -0.0096
500 0.5773 0.5774 0.5772 0.0198 0.0195 0.0195 -0.0099 -0.0099 -0.009
1000 0.5771 0.5777 0.5771 0.0208 0.0212 0.0207 -0.0107 -0.0101 -0.0106
2000 0.5772 0.5774 0.5774 0.0222 0.0225 0.0209 -0.0119 -0.0103 -0.0106
5000 0.5773 0.5774 0.5773 0.0218 0.0236 0.0240 -0.0107 -0.0111 -0.0129
10000 0.5772 0.5774 0.5774 0.0239 0.0246 0.0249 -0.0118 -0.0121 -0.0128
∞ 0.5774 0.5774 0.5774 ? ? ? ? ? ?
PLSE 100 0.5772 0.5771 0.5772 0.0215 0.0201 0.0208 -0.0105 -0.0111 -0.0096
500 0.5774 0.5774 0.5771 0.0198 0.0194 0.0198 -0.0097 -0.0101 -0.0097
1000 0.5772 0.5777 0.5771 0.0206 0.0214 0.0211 -0.0105 -0.0101 -0.0110
2000 0.5773 0.5773 0.5774 0.0233 0.0235 0.0217 -0.0125 -0.0107 -0.0110
5000 0.5774 0.5773 0.5773 0.0268 0.0287 0.0297 -0.0129 -0.0139 -0.0158
10000 0.5769 0.5776 0.5776 0.0517 0.0489 0.0566 -0.0219 -0.0296 -0.027
∞ 0.5774 0.5774 0.5774 0.0187 0.0187 0.0187 -0.0093 -0.0093 -0.0093
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TABLE 2 Simulation 1, model (Xi ∼ N (0, 1), d = 3): Themean value (µˆi =mean(αˆi n ), i = 1, 2, 3) and n times the
variance-covariance (σˆi j = n ·cov(αˆi n , αˆj n ),i , j = 1, 2, 3) of the simple score estimate (SSE), the efficient score estimate
(ESE), the least squares estimate (LSE), themaximum rank correlation estimate (MRCE), the hybrid link-free least
squares estimate (H-LFLSE) and the link-free least squares estimate (LFLSE), for different sample sizes n with
Xi ∼ N (0, 1). The line, preceded by∞, gives the asymptotic values.
Method n µˆ1 µˆ2 µˆ3 σˆ11 σˆ22 σˆ33 σˆ12 σˆ13 σˆ23
SSE 100 0.5710 0.5756 0.5780 0.2638 0.3093 0.2828 -0.1445 -0.1141 -0.1657
500 0.5757 0.5771 0.5785 0.1414 0.1612 0.1498 -0.0761 -0.0641 -0.0856
1000 0.5764 0.5772 0.5781 0.1234 0.1248 0.1213 -0.0631 -0.0600 -0.0617
2000 0.5768 0.5771 0.5779 0.1044 0.1049 0.1037 -0.0527 -0.0517 -0.0522
5000 0.5770 0.5773 0.5776 0.0936 0.0972 0.0939 -0.0484 -0.0452 -0.0488
10000 0.5771 0.5774 0.5775 0.0878 0.0926 0.0896 -0.0454 -0.0424 -0.0473
∞ 0.5774 0.5774 0.5774 0.0741 0.0741 0.0741 -0.0370 -0.0370 -0.0370
ESE 100 0.5718 0.5770 0.5799 0.1233 0.1410 0.1218 -0.0701 -0.0495 -0.0719
500 0.5758 0.5775 0.5785 0.0565 0.0591 0.0513 -0.0321 -0.0233 -0.0278
1000 0.5764 0.5774 0.5781 0.0433 0.0432 0.0418 -0.0223 -0.0209 -0.0210
2000 0.5768 0.57730 0.5779 0.0366 0.0362 0.0365 -0.0181 -0.0184 -0.0181
5000 0.5770 0.5774 0.5776 0.0304 0.0321 0.0320 -0.0152 -0.0152 -0.0168
10000 0.5771 0.5774 0.5775 0.0296 0.0297 0.0303 -0.0145 -0.0151 -0.0152
∞ 0.5774 0.5774 0.5774 0.0247 0.0247 0.0247 -0.0123 -0.0123 -0.0123
LSE 100 0.5751 0.5748 0.5776 0.1737 0.1749 0.1731 -0.0858 -0.0869 -0.0866
500 0.5768 0.57737 0.5773 0.1072 0.1046 0.1069 -0.0523 -0.0545 -0.0523
1000 0.5770 0.5774 0.5774 0.1011 0.0982 0.1004 -0.0494 -0.0516 -0.0489
2000 0.5773 0.5774 0.5772 0.0921 0.0914 0.0895 -0.0470 -0.0451 -0.0444
5000 0.5773 0.5775 0.5772 0.0904 0.0887 0.0899 -0.0447 -0.0457 -0.0441
10000 0.5773 0.5775 0.5773 0.0890 0.0852 0.0898 -0.0421 -0.0467 -0.0431
∞ 0.5774 0.5774 0.5774 ? ? ? ? ? ?
MRCE 100 0.5687 0.5707 0.5718 0.7942 0.7960 0.8022 -0.3899 -0.3841 -0.3878
500 0.5766 0.5766 0.5762 0.5132 0.5209 0.5243 -0.2537 -0.2573 -0.2659
1000 0.5774 0.5767 0.5767 0.4875 0.4826 0.4753 -0.2467 -0.2408 -0.2343
2000 0.5772 0.5770 0.5773 0.4363 0.4347 0.4365 -0.2173 -0.2189 -0.2172
5000 0.5773 0.5773 0.5773 0.4169 0.4303 0.4268 -0.2102 -0.2068 -0.2198
10000 0.5772 0.5774 0.5773 0.3985 0.4182 0.4109 -0.2029 -0.1956 -0.2153
∞ 0.5774 0.5774 0.5774 0.3583 0.3583 0.3583 -0.1791 -0.1791 -0.1791
H-LFLSE 100 0.5733 0.5725 0.5737 0.4727 0.4710 0.4960 -0.2213 -0.2477 -0.2429
500 0.5762 0.5770 0.5762 0.5117 0.5031 0.5192 -0.2468 -0.2623 -0.2560
1000 0.5769 0.5771 0.5767 0.5205 0.5130 0.5080 -0.2634 -0.2564 -0.2500
2000 0.5771 0.5773 0.5770 0.5193 0.5284 0.5190 -0.2640 -0.2541 -0.2648
5000 0.5773 0.5773 0.5772 0.5099 0.5291 0.5135 -0.2629 -0.2467 -0.2665
10000 0.5773 0.5774 0.5772 0.5267 0.5194 0.5211 -0.2626 -0.2641 -0.2569
∞ 0.5774 0.5774 0.5774 0.5185 0.5185 0.5185 -0.2593 -0.2593 -0.2593
LFLSE 100 0.5788 0.5808 0.5798 0.6789 0.6717 0.6580 -0.0775 -0.0597 -0.0763
500 0.5786 0.5782 0.5775 0.6640 0.6975 0.6432 -0.0913 -0.0551 -0.0903
1000 0.5780 0.5775 0.5776 0.6763 0.6945 0.6467 -0.0857 -0.0775 -0.0838
2000 0.5776 0.5774 0.5777 0.7053 0.6825 0.6771 -0.0975 -0.0866 -0.0850
5000 0.5777 0.5773 0.5773 0.6957 0.6998 0.6659 -0.0848 -0.0735 -0.1040
10000 0.5774 0.5773 0.5774 0.6812 0.6716 0.6893 -0.0925 –0.0889 -0.0872
∞ 0.5774 0.5774 0.5774 0.6852 0.6852 0.6852 -0.0926 -0.0926 -0.0926
