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Soit (a$ une matrice symetrique n x n, B elements reels, b un vecteur r&A a n composantes td 
l’application de (0, I}” darts lui-meme, oh la i-*me composante st une fonction 4 seuil avec 
separateur C ” j3:, auyj< bi (yj=@ 1). Darts ce papier nous demontrons que la composition 
successive d  d par elle-meme, n’a, en regime stationnaire, que des points fixes oh des cycles de 
longueur deux. Ceci englobe le comportement pkiodique d’une certaine classe d’automates 
cellulaires et des modeles en dynamique des groupes pour lesquels existaient seulement des 
rbultats particuliers (1.45.6). 
Let (a@) be a symmetric real n x n matrix and b a real n-vector. Let A be a function from (41. )” 
to itself, whose ith component isthe threshold function with separator Cy= !adyj< bi (yi= 0,l). It 
is shown that the repeated application of d, leads either to a fixed point or to a cycle of length 
two. This includes the periodic behaviour of a class of cellular automata and some models in 
groups dynamics (1,4,5,6). 
0. Introduction 
Soit E= (41) et prenons l’application d : En +En: 
oil chaque @i, est une fonction & seuil definie par: 
(bi(Yh l am ,Yn)= 1 0 si f Q!QYj< Oi, - 1 sir& 
avec cxo, t+E IF? et a~=tZjipOur tout i,je { 1, . . . ,n}. 
Le but de ce travail est d’etablir que l’it&ation: 
Y ‘+l=dy: r=O,1,2,...; y%E” 
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est d&rite par la theoreme suivant: 
Pour le demontrer, il nous faudra quelques definitions et resultats de base. 
1. DCfinitioEns et r&Wats de base 
Comme Eff est un ensemble fini, au bout d’un nombre fini de pas, 1Wration 
conduite sur d , aboutit B un regime stationnaire, c’est-a-dire; pour chaque y E E@, il 
existe s, TE IN, T> 0 tel que: 
A sc <v=ASy et /Pry+dsy pour O<r< T. 
Ceci nous permet de dtfinir, pour tout YE En, la matrice des &tats en regime 
stationnaire: 
~I(~), ..e ,x&G I) 
=(ASy,Asc’y ,..., AS+T-$). 
I1 est evident que, pour tout ie { 1, . . . , n}: 
Ml+ l)=@i(Xl(O, ... ,Xn(l)), IE (0, . . . , T-2}. 
Appelons Xi la i-eme ligne de la matrice X(y* T) et yi, le plus petit diviseur de T, tel 
que: 
Xi(l+ yi)=Xi(l), 1~ (0, . . . , T- 1). 
On dira que yi est la ptriode associee a xi. 
Ssit mai~tenant S= {XI , . . . ,xn} l’ensemble des lignes de la matrice X( y, T) et 
definissons l’operateur L : S x S-J IR: 
(Xi,Xj)~~~ ‘i’ (Xj(i+ l)-Xj(l- l))Xi(~) 
f=O 
ou les indices IE { 0, . . . , T- 1) sont pris modulo T. 
Lemme 1. (i) L&i, Xj) + L(Xj, Xi) = 0 p0t-W i,j e { 1, . . l , ?I ). 
(ii) Si yi12 dOrS L(Xi,Xj)=OptNN jfZ (1, . . ..n). 
Demonstration. DCcoule directement de la definition de L et du fait que at&= crj;. 
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Lemme 2. Soit XiE S td quC yi2 3, alors 
DCmonstration. De la partition du supp(xi), on deduit: 
f L(Xi,Xj) = i au C (Xj(l+ 1).Xj(l- 1)) 
j=l j=l ItE SUP&) 
= i ag f 1 (Xj(l+ 1).Xj(l- 1)) 
j=l k==o 16ck 
(Xj(l+ 19 _ Xj(l- 199. 
Appeiions: 
vi&= f aii C (Xj(l+ l)-Xj(l- 199. j=i /EC& 
DeladNmitiondeC~={~&+2,...,~~-21, ona: 
C (Xj(l+ l)-Xj(l- l))=O 
reco 
(si CO est vide, la somme est nulle par definition), ce qui implique: Yio=O. Prenons 
done k > 0. Du fait que YiZ 3, il existe bien C& 3: 0, comme C& = {I&, /& + a.. . , 
I& + 2q&}, on peut hire: 
yik= f: aij f (xj(lk+a+ 1)-xj(l&+a- 1)). 
j=l s=o 
Ce qui est kgal &: 
pi& = i C&jXj(!k + 2qk + 1) - i CYijXj(!& - 19, 
j=l j=l 
mais par construction de C& on a: 
xi(ik + 2q& + 2) = 0 et xi(h) = 1; 
done, par definition de Qii: 
f aijXj(i& + 2qk + 1) < @i, 
/=I 
i a&!& - 1) 5 8i. 
J=i 
Ce qui implfyue pi&< O; done on a bien: 
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2. Dbmms~tioa da thhor9me 
Soient YE En et X(y, T) sa mat&e associk Supposons Tr 3. Soient: 
Jz={ic{l,...,n}lyidz}, 
Comme Tr 3, il existe au moins une ligne xi tel que yiz 3, done l’ensemble J3 est non 
vide. En plus: 
i L(Xi,Xj)=O pour iEJ2 (Lemme l), 
j=I 
i L(&Xj) < 0 pour i 45 J3 (Lemme 2). 
j=l 
On a done: 
C f L(Xi,Xj) = f f L(Xi, Xj) < 0, 
iEllUl2 j=l i=l j=l 
mais, comme L est antisymkique: 
f i L(Xi,Xj) =O. 
i=l j=l 
Ce qui est une contradiction. Done, nkcessairement, yiS2 pour tout ie { 1, . . . , n}, ce 
qui implique Tr2. 
Remarques. (1) Si on enkve l’hypothese de symetrie (CQ= cji) on peut avoir des 
cycles de longueur supkieure & deux. Prenons l’exemple suivant: 
A : E3+E3, 
(Yl,y2,y3)+(@l(Yh @2(Y), @3(Y)); 
@l(~W’2dd = 
0 I l 
#2(y1,Yz9Y3) = 
0 
I 1 
@3(yhYZ,Y3) = 
On peut rep&enter l’exemple sur le graphe suivant (voir la Fig. Ll). 
si y2+3y3c2, 
sinon; 
si yl +y3c 1, 
sinon; 
si -yl+y2<zt, 
sinon. 
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Done on a a13#a31. 
Fig. 
Prenons le (1, 1,O) E E3, il vient: 
Fig. 2.2. 
qui est un cycle de longueur trois. 
(2) Si les composantes de l’application A sont des fowtions du type: 
@itY 1 9 l *,yn)= 
1 si i auyjE [ai, bi], 
0 sir&, 
le comportement i Cratif est, en g&&al, beaucoup plus compiexe. 
Par exemple, prenons I’application d : E* +E*: 
Y-+{‘%dYh .-- , @8(Y)) 
Oil 
cbi(Y) = I 1 Siyi-~+yi+yi+lE[1,21, 0 sinon, 
avec les indices i E { 1, . . . , S} pris modulo 8. 
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Prenons la configuration (Q 1, 1, 1, 1, 1, 1,l) iE8, alors: 
(0,1,1.1.1.1,1,1)~(1 s 1 s 0 * 0 9 0 s 0 9 0 . s- qL(0,1,1,0,0.0,1,1) 
b 
t I A 
(0,0,1,1,0,1,1,O)lrt(O,O,O,l,lrl,O,~~(l,l,lrl.O.l,l,l) 
b 1\ 
Fig. 2.3. 
f 
qui est un cycle de longueur six. 
(3) Le thtoreme reste valable sur tout ensemble d5s &tats E= {a, b}, cr# b, a, b E R. 
11 suffit de se ramener au cas (41) via une transformation affine. 
3. Application B une famille d’automates cellulaires 
Soit l’automate cellulaire dtfini par la donnee (2?, K { 0, 1 }, 0, $) oik 
- Zn est l’espace cellulaire. 
- V un voisinage symetrique quelconque: 
V={Z_~ ,..., z_1,zo,z1,..., Zp}, Zjd", j~l-P,---,-?,O,l,---;P}- 
- 0 l’ttat de repos. 
- @ la fonction locale de transition, definie par: 
@: {0,1}~“~{0, I}, 
f 
f CY-ja-j+ f Ctjtlj<& 
@(a -p, . . . ,ao, . . . . ap)= 
i 
0 siawo+I
j=l j=l 
1 sinon 
avec 8, aj, CY+E IR, 8>0, a-j==aj pour je {-p, . . . . 0, . . . ,p}. Pour exemp?es des 
voisinages dans Z2 voir la Fig. 3.1. 
2-l EO 
7 
-2 
4 
Voisinage de J.V.Neuman Voisinage en etoile 
Fig. 3.1. 
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Posons maintenant C= {c: Zn + { 0, 1 } } . Un element c E C est appele une 
configuration sur Z”, et son support est defini par: 
supp c={zEZ”IC(Z)= 1) 
On dira que CE C est a support fini si lsupp cl est fini. 
Soit A : C+C, la fonction globale de transition, obtenue par application 
simultante (en parallele) de la fonction locale. On dire que d est “non-expansive” si 
pour toute configuration cE C, 3r support fini, on a: 
supp(d k) C H(c) pour tout s E N 
ou H(c) est un ensemble fini ne dCpendant que de c. 
11 est facile de voir qu’une condition suffisante pour que A soit “non-expansive”, 
est que: 
C aj<8 avec J+={jE(l,...,p}laj>O} 
jeJ’ 
dans ces conditions, on a le corollaire suivant: 
Corollaire. Soit l’automate cellulaire ci szk! (Zn, V, { 0, 1 }, 0, @) dPfini ci-dessus, tel 
que A soit “non-expansive”. Alors pour toute configuration c E C, is support fini, il 
existeshl telqueAS+2c=Asc. 
Wmonstration. DCcoule du theoreme precedent du fait qu’on se ram&e au cas 
d’une iteration sur l’ensembie fini H(c). 
Euemples. Prenons (Z2, V, { O9 1}, 0, 9) avec le voisinage de Neuman, et la fonction 
locale de transition: 
@ : {o,l}54{Q 1)s 
0 siao+a-2+a-1+al+a2<3, 
@(a-2,a-ha0,a19a2)= 1 c sinon . 
Dans les schemas d’evolution qui suivent (voir la Fig. 3.2), les cellules a Mat 0 ne 
figkent pas, et celles & Mat 1 sont representees par “0”. 
(ii) RL Ffl -f m point fixe 
(iii) 
A8 ; ; A8 ‘I q 
~c-----(~~~ 'I b :: 1, point fixe 
6 $ - 0 : 4 
Fig. 3.2. 
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Prenons maintenant, pour le meme voisinage: 
#W-2+- hao,aw2)= 
sia-l+a-2+al+a2<2, 
sinon 
. 
Ici, d est aussi “non-expansive”, malgre le fait que CjE~+ aj= 2 (vair la Fig. 3.3). 
A 
Fig. 3.3. cycle longueur 2 
4. Application 9 la dynamique de grwpes 
Considerons un ensemble d’individus X= ( 1, . . . , n} avec des relations d’amitie, 
inimitie ou indifference entre eux. On peut reprtsenter cette structure au moyen 
d’un graphe (non orient@ G = (X, Y,s) oh Y est l’ensemble des arcs et s une 
application s : Y+ { - 1, + I}: 
(i, j)+S(i,j)= 
On suppose ainsi que 
symetrique. 
+ 1 si i est ami de j, 
- 1 si i est enemi de j. 
s(i, j) = s( i, 0, c’est-a-dire que la relation d’amitie est 
L’absence d’un arc entre i, j E X represente l’indifference ntre les deux individus. 
Exemples. Voir la Fig. 3.4. 
3 
(ii) 
-1 +1 
bb 
1 2- 
Fig. 3.4. 
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a partir de cette structure fixe, on peut se demander quel sera le comportement 
dynamique de la population par rapport a la prise d’une decision entre deux 
courants d’opinion, appelons les + 1 et - 1. 
Un modele de comportement, assez simple, pourrait !I!tre le suivant: soit V(i), le 
voisinage de ieX dans le graphe G. On peut ecrire: 
V(i) = V+(i)U V-(i) avec V+(i)n V-(i)=0 
o-2 c/+(i) est le voisinage des amis et v-(i) ceiui des ennemis du sommet i. On notera 
1 V(i)1 la csordinalite de V(i). 
Soit x,(k) l’avis de l’individu i a F&ape k, pris parmi les elements de E = { - 1, + 1). 
Nous nous interessons Bla famille suivante des regles de comportements (regles de 
majoriti;r): Si 1 V(i)1 est impair: 
xi(k+ 1)~ +1 si C Xj(k)- C Xj(k)Zl, jE: V+(i) jE V-(i) 
c -1 sinon. 
Si 1 V(i)) est pair: 
xi(k+ 1)s + 1 si pi + Jo F+,, W) _: C xi(k) 2 1, je V-(i) 
-1 sinon, 
avec a! E { - l,O, 1 }. C’est-&-dire qu’un individu va prendre l’avis + 1, dans le cas 
i V(i)1 impair,4 le nombre de ses amis avec l’avis + 1 plus le nombre de ses ennemis 
avec l’avis - 1 est majoritaire dans son voisinage. Par contre, dans le cas 1 V(i)1 pair, 
et cy E { - 1, 1 }, il prendre compte de son propre avis pour prendre une decision. 
Exemples. Dans les exemples qui suivent, les individus qui ont l’avis -1 sont 
represent& par “0” et ceux qui ont l’avis + 1 sont represent&s par “0” En plus, on 
notera les arcs marques - 1 par “ - ” et A l’application global, simultanee, de la 
regle de comportement . 
(I) Pour a= 1. Voir les Fig. 3.5, 3.6 et 3.7. 
On peut voir ici que le sommet central (Ye president”) reste stable tandis que la 
population change d’avis B chaque coup. Par contre si on ajoute une relation 
d’inimitie (voir la Fig. 3.6): 
On aboutit A un point fixe ou chaque individu a ses avis definitivement arrCt& 
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(ii) 
cycle de longueur 2 
- 
A 
cycle longueur 2 
Fig. 3.5. 
(iii) 
point fixe 
Fig. 3.6. 
Fig. 3.7. 
cycle de longueur 2 
(2) Pour CT= -1. Voir les Figs. 3.8 et 3.9. 
(i) @ + @ cycle de longueur 2 
Fig. 3.8. 
Cette fois-ci le sommet central (“le prbident”) change syst&matiquement 
chaque pas. 
d’avis & 
- 
cycle de longueur 2 
(iii) A 
Fig. 3.9. 
cycle de longueur 2 
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On voit bien que ces regles de comportement sont cas particuliers des fonctions a 
seuil. On peut done conclure qu’avec es regles d%volution, on parvient aun regime 
stationnaire dans lequel: 
- ou bien chaque individu ;Q! son avis d&initivement fixe (point fixe) 
ou bien curtains individus (sinon tous) oscillent comstamment entre deux opinions 
(clignotement) lesautres aya& leurs avis dCfhitivement f”rxe. 
- 11 ne peut y avoir de comportement plus complexe (il n’y a pas de cycles de 
longueur sup&ieure Bdew). a 
- Si o’rl suppose que s(i, ~1 #a, i), c’est-&dire que la relation d’amitie n’est pas 
sym&rique, l’&olution est plus riche, mais, en general, il est difficil de donner des 
resultats theoriques sur le comportement en r@ime stationnaire. 
5. coaclusions 
Le r&ultat present& ici, etablit de facon g&&ale le comportement i tratif de 
divers modeles pour lesquels existaient des r&sultats particuliers: certains modtles en 
dynamique des groupes (cf. (l), (4)), des reseaux neuronaux symttriques du type 
McCulloch et Pitts. (Cf. (2), (3), (5)) et une classe d’automates cellulaires (cf. (5), 
(6)). 
Cette g&ralisation a et6 possible du fait de la nature algbbrique de notre 
dkmonstration, qui fait abstraction de la particularite du reseau associe al’iteration. 
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