We describe a specific bandpass sampling procedure that provides high efficiency for interferogram sampling. This new approach is able to mitigate the important radiometric and noise disadvantages of Fourier transform spectrometry that recent theoretical investigations have pointed out. Proof of concept is given using simulations and measurements performed with a Sagnac triangular interferometer. Adopting an information-theoretic approach to spectrometry, we demonstrate the existence of important limitations to the radiometric efficiency achieved by any interferential or dispersive multiplex spectrometers. We find an extension to optics of the well-known data processing inequality, confirming that the Fellgett (multiplex) advantage is an inappropriate expectation. We give evidence of radiometric disadvantages implicit in the coded aperture architecture typical of compressive sensing.
INTRODUCTION
Fourier transform spectrometry (FTS) and Hadamard transform spectrometry (HTS) are the leading implementations of multiplex spectrometry, their main difference being that Fourier transform (FT) spectrometers realize interferometric amplitude multiplexing while multiplex dispersive (MD) spectrometers put into operation intensity multiplexing. As a common point, any multiplex spectrometers measure not the spectrum itself, but a complex transformation of it, thus requiring specific data preprocessing for transforming back the observed data into the desired spectral estimations. Because of this preprocessing, the observation of narrow spectral regions requires a complete multiplex measurement, lowering the overall efficiency of all types of multiplex spectrometry for many applications. For a long time, multiplex spectrometry has been believed to be able to improve the experimental signal-to-noise ratio (SNR) over traditional nonmultiplexing spectrometry [1] [2] [3] . However, recent works [4, 5] have demonstrated the existence of heavy radiometric disadvantages of FTS and MD spectrometry (MDS). Despite these radiometric drawbacks, FTS and MDS together represent the widest field of spectrometry with an increasing number of applications.
In this work, we describe a novel (to the best of our knowledge) approach to FTS that is able to mitigate its radiometric drawbacks, expanding its application to the observation of narrowband sources. This new approach, called wavelet transform spectrometry (WTS), is founded on the adoption of the bandpass sampling scheme for performing interferometric measurements of a source in narrow spectral intervals, such as those resulting from the utilization of a narrow spectral filter. Different from the WTS discussed here, previous attempts to optimize interferogram sampling in FTS have been mainly directed to improve the resolution achieved in spectral estimations [6, 7] .
The theory of the noisy communication channel [8] is applied to an instrument in order to investigate the performance of various spectroscopic architectures in terms of the transmitted signal entropy. In such a way, we are able to show that an ideal nonmultiplexing dispersive spectrometer provides the best information content and no multiplex scheme adopting the same input port can improve this level of performance. This analysis confirms previous findings [4, 5] concerning the true disadvantage of the multiplex effect (Fellgett's advantage), while validating potential benefits coming from the well-known étendue (Jaquinot) advantage. We also show that WTS overcomes the radiometric and SNR limitations of FTS, constituting a viable spectroscopic architecture for visible and infrared measurements.
The paper is organized as follows. In Section 2 we give an overview of the mathematical framework of standard FTS. This mathematical structure is expanded in Section 3, where the theory of bandpass sampling is applied to the interferometric observation of narrowband sources. In Section 4 we provide experimental evidence of the functionality of this novel spectroscopic technique (WTS), using simulation outcomes and interferometric data collected with a Sagnac triangular interferometer. Section 5 is devoted to assessing the performance of FTS, WTS, MDS, and traditional nonmultiplexing spectrometry by means of the theory of information. Finally, Section 6 summarizes open problems and draws some conclusions.
BACKGROUND AND MATHEMATICAL METHODS
The traditional approach to FTS can be summarized by considering the application of the sampling theory to the interferogram of a two-beam spectrometer over a finite range of optical phase difference (OPD). In such a way, it is possible to write a system of equations that thoroughly describes the main features of this kind of spectrometry. The following equation is the theoretical modeling for the analog interferogram [1, 4, 9, 10] observed at the spatial coordinate x of the measurement domain:
where IðxÞ is the analog interferogram made of the constant term FTfiðκÞgj x¼0 and the autocorrelation functions of the incoming electromagnetic intensity. Using the complex FT in lieu of the basic cosine transform (CT) simply requires extending the source spectrum iðκÞ to negative wavenumbers κ ¼ 1=λ assuming even symmetry ið−κÞ ¼ iðκÞ. Correcting the sampled interferogram I S ðxÞ for the continuous dc term FTfiðκÞgj x¼0 , and applying the inverse FT, the following estimateĩðκÞ of the source spectrum is obtained [4] :
where d OPD is the OPD range of a sample (pixel pitch), OPD max is the maximum digitized OPD, and sincðxÞ ¼ sinðπxÞ=ðπxÞ. The theory of ideal sampling provides a systematic mathematical interpretation of the above relationship, in which FT −1 fI S ðxÞg is the sum of infinite aliases iðκ − mκ S Þm ¼ AE1; AE2; … of the original source spectrum iðκÞ as modulated by the term sinc½ðκ − mκ S Þd OPD and smoothed by the factor sincð2κOPD max Þ that limits the spectral resolution of the instrument [4, 9, 10] . This concept is illustrated in Fig. 1 , where the natural spectrum iðκÞ is shown together with its replicas iðκ − mκ S Þ and the dc term FTfiðκÞgj x¼0 . When the sampling frequency κ S is too low κ S < 2κ max , adjacent spectrum replicas overlap each other, giving rise to huge errors in every spectral estimation. This phenomenon is known as aliasing. The minimal sampling frequency that does not incur in aliasing effects corresponds to Nyquist's frequency, as specified in the next relationship:
where κ max is the maximum wavenumber limit of the observed spectrum, i.e., iðκÞ ¼ 0∀κ > κ max . Figure 1 shows an example of interferogram sampling performed at the minimal admitted frequency (only the lower order aliases are shown). Very similar reasoning has been pointed out by a number of authors in the past [4, 9, 10] . We notice that the minimum wavelength that can be reconstructed from an interferogram measurement λ min ¼ 1=κ max completely determines the interferogram sampling frequency, while the sampled OPD range depends on the requested spectral resolution δ κ ¼ 1=OPD max , which is assumed to be the full width null to null (FWNN) of spectral estimations. In other words, these two application parameters λ min and δ κ fix the number of interferogram samples M to be collected and their sampling step. As is known, an identical number M of spectral estimates covering the wavenumber interval ½0; κ max can be deduced from a single-sided interferogram, provided that the employed detector can sense this broad spectral range ½λ min ; þ∞. For a two-sided interferogram, half of the spectral data points are traded for information related to the complex valued spectral phase. This behavior enlightens a typical drawback of traditional FTS, linked to the lack of detectors able to sense almost any electromagnetic frequency. Therefore, traditional FTS may have a poor sampling efficiency, meaning that the number of acquired samples M is usually greater than the number of interpolated spectral channels K. The situation is even worse for those applications that require the observation of narrowband sources or of small wavelength ranges of a broadband source, i.e., the observation of selected spectral lines as in many spectroscopic investigations of stellar atmospheres [11] or Sun-induced fluorescence of vegetation [12] . It is useful to measure the sampling efficiency η S of a FT spectrometer as
We note that a dispersive, nonmultiplexing instrument can always be designed so as to have unitary sampling efficiency, while MDS incurs in sampling efficiency losses similar to those of FTS, at least when narrowband spectral measurements are performed.
Recently, Barducci et al. [4] noted that the interferogram always contains a constant signal component FTfiðκÞgj x¼0 =2 which does not convey information, while holding most of the interferogram power. Because of Plancherel's theorem, the informative signal component FTfiðκÞg=2 has half the amplitude of the source spectrum iðκÞ=2 but it is subjected to the same noise as the entire interferogram IðxÞ ¼ ½FTfiðκÞgþ FTfiðκÞgj x¼0 =2. As a consequence, the SNR of the effective signal (informative) of an interferometer is always far below the SNR of its physical counterpart.
The most important result depicted in [4] regards the radiometric precision δ FTS iðκÞ requested to a FT spectrometer for reaching a given spectral resolution δ κ when observing a source having full bandwidth B. These authors demonstrated in lemma 1 of their paper that The orange curves are the replicas (aliases) introduced by sampling, and they can be separated from the baseband as long as the sampling frequency κ S is greater than Nyquist's limit 2κ max . The pulse at the zero wavenumber in the baseband spectrum represents the dc contribution FTfiðκÞgj x¼0 .
Equation (5) has been deduced by applying the RiemannLebesgue lemma to the FT of the lth iðκÞ derivative that is assumed to be continuous and Lebesgue integrable [4] . The A FTS term is the unknown amplitude of the asymptotic limit of the analog interferogram, i.e., the FT of the source spectrum iðκÞ. Equation (5) 
This equation can easily be turned into a condition on the asymptotic limit of the interferogram:
It is worth noting that the Riemann-Lebesgue lemma states a sufficient condition for the existence of direct and inverse transforms (Lebesgue integrable spectra and interferograms), but it is not at all necessary. The rectðÞ and sincðÞ are examples of conjugated functions nonintegrable in the sense of Lebesgue that admit convergent Fourier integrals, i.e., a generalized FT. These two functions do not represent likely radiation sources, while Gaussian and Lorentz profiles are typical examples of source spectra that also are Lebesgue integrable with their derivatives. For a realistic source spectrum iðκÞ Eqs. (5)- (7) are usually obeyed, posing overwhelming bounds to the spectral resolution that can be achieved by FTS. The asymptotic behavior depicted in Eqs. (5)- (7) clearly shows that in the limit of a fine enough spectral resolution (large OPD max ≈ 1=δ κ ), any FT spectrometer is disadvantageous with respect to a traditional dispersive instrument [4] , the requested radiometric accuracy of which is directly proportional to the assigned spectral resolution δ DISP iðκÞ ≅ iðκÞδ κ .
THEORY OF WAVELET TRANSFORM SPECTROMETRY
In this section, we describe a new configuration and operational procedure of FTS that is able to carry out highspectral-resolution measurements of narrowband and broadband sources with high accuracy and improved sampling efficiency. In order to explain this approach, we consider a narrowband source whose spectrum vanishes outside a tiny spectral interval centered around κ c . This type of spectrum is qualitatively illustrated in Fig. 2 (blue curve), and it can be obtained filtering a broadband source with a suitable bandpass filter having a bandwidth Δκ ¼ κ max − κ min . For the sake of simplicity, we will assume the filtered spectrum to be symmetrical around its central wavenumber κ c or, equivalently, that κ c is the geometrical midpoint of its band ends κ c ¼ ðκ max þ κ min Þ=2. It is known that the large portion of space embedded within the two-sided bandpass spectrum can be reliably utilized for undersampling the signal without originating aliasing. This kind of technique is largely employed in telecommunication engineering [13] , where it is called bandpass sampling or simply undersampling. Sampling performed by means of this technique is subject to some constraints that avoid alias to overlap each other, as stated by the following equation:
The first relationship in Eq. (8) guarantees that replicas originated by spectral components at positive (or negative) wavenumbers do not overlap with themselves. However, this condition is not able to prevent overlapping between the replicas of the section at negative wavenumbers and the baseband source spectrum component at positive wavenumbers. This possibility is precluded also when the last two relationships in Eq. (8) are obeyed. In these equations, aliases of generic order n and n þ 1 [the value of index m in Eq. (2)] are adjacent to the signal baseband centered at κ c without originating superposition. This concept, together with the position of spectral aliases in bandpass sampling, is depicted in Fig. 2 . Figure 2 shows the natural bandpass spectrum of the observed source with the aliases originated by the spectrum element at negative wavenumbers in the neighbor of the baseband element at positive wavenumbers. Recalling that κ c ¼ ðκ max þ κ min Þ=2, simple mathematical steps allow us to reformulate Eq. (8) as
We note that the last two relationships in Eq. (9) requires the sampling frequency κ s to be greater than twice the bandwidth Δκ, making the first relationship unnecessary. A supplementary property that can be graphically deduced (other, from Fig. 2 ) is that the optimal sampling frequency κ s is obtained imposing that the center of the replicas n and n þ 1 have equal distances from the center κ c of the original spectrum:
When this condition holds true, we have
Equation (11) defines the bandpass sampling frequency that is most robust against aliasing; i.e., the sampling frequency that minimizes the probability of aliasing because it places both the two nearest aliases at the maximum distance from the central spectrum. Evidently, the parameter n can be considered as a sampling gain achieved by this particular approach.
Possible solutions of Eq. (11) are represented graphically in Fig. 3 , where the hyperbolic curve is the plot of the first relationship in Eq. (11) and the horizontal line is the lower bound κ s ≥ 2Δκ. The blue part of the hyperbolic curve is the ensemble of well-behaved solutions of Eq. (11), and higher n s corresponding to sampling frequencies below the horizontal line give rise to aliasing. We can show that the values of n that do not produce aliasing obey the following equation:
The above equation specifies that the most favorable sampling gain n depends on the "geometry" of the source spectrum as specified by the central wavenumber κ c to waveband Δκ ratio. We also note that this ratio precisely defines what we mean by the phrase "narrowband source." The higher this ratio, the more favorable the sampling gain allowed by bandpass sampling will be. It is worth noting that the probability of aliasing can be further reduced by overestimating the bandwidth Δκ in Eqs. (8)- (12) with respect to the true bandwidth (W ) of the input spectrum.
Adopting in Eqs. (11) and (12) a bandwidth Δκ slightly greater than necessary (Δκ ≥ W) has the effect of adding an extra guard band that protects the sampling procedure from aliasing due to minor imperfections in system implementation. Otherwise, when working at the minimal admitted sampling frequency, these possible implementation troubles would become critical. The guard band can be controlled using the simple relationship reported below:
where a is the relative measure of the guard band width as expressed in units of W . We point out that the input narrowband spectrum can be obtained filtering a broadband source with a suitable filter. The adoption of a tunable monochromator, such as a Fabry-Perot filter, would allow the sequential observation of large spectral regions with successive measurements of many narrow spectral intervals. In each measurement, the number of collected interferogram samples is only slightly greater than (or equal to) the number of interpolated spectral samples due to a possibly nonzero guard band. If Hðκ; κ c ; WÞ is the filter transfer function tuned at the central wavenumber κ c and the dc term is disregarded, the analog interferogram can be written as
Hðκ; κ c ; WÞiðκÞ expð−2πjκxÞdx: ð14Þ
The equation above closely resembles the definitions of the short-term FT [14] , and the wavelet transform (WT) [15] . Thus, we designate the approach described in this section as wavelet transform spectrometry (WTS).
WAVELET TRANSFORM SPECTROMETRY: PROOF OF CONCEPT
In this section, we give a simple proof of concept of the WTS, using simulations and interferometric measurements collected with a Sagnac common-path interferometer.
A. Simulations
Interferogram bandpass sampling with variable number of samples have been simulated according to Eqs. (1)-(13) using Gaussian sources clipped in a narrowband spectral interval. The resulting raw interferograms have been degraded by adding uniform white noise for reaching a linear SNR around 300, which is typical of many experimental setups. As shown in Section 2, this SNR is characteristic of the physical signal only [4] , while the informative part of the interferogram has a much lower SNR. According to our experience in this field, and considering that we are observing narrowband sources, we assume that the effective SNR (SNR eff ) should be between 50 and 100. Because the WTS performs the undersampling of the FTS interferogram, it also extracts a subseries from the original noise sequence, affecting the simulated FTS measurement. Extracting a subseries from a white noise sequence of samples originates a new white noise sequence that is independent of the original one. Therefore, the difference between FTS and WTS spectral estimates would be affected by a noise of higher amplitude (relative noise gain of ffiffi ffi 2 p ). Large guard bands have been utilized in order to make discernible the possible effects of aliasing in spectral estimations extended to very broad spectral intervals (0:5-2:5 μm −1 ), where baseband replicas generated by bandpass sampling are evident. OPD max s in the range from 50 to 1500 μm have been adopted, originating raw interferograms composed by from 4000 up to 15,000 independent samples. The agreement between WTS and FTS spectral estimations has been assessed, calculating (11), which is the basic constraint to avoid aliasing. The sampling frequency in this equation is a function of the sampling gain n. The purpose of bandpass sampling is adopting the n that determines the lowest sampling frequency greater than 2Δκ. The vertical axis is in logarithmic scale. their correlation in the considered spectral interval and the relative difference of the area subtended by the reconstructed source peak. We note that the area of the estimated source peak should be greater for the WTS estimation due to possible aliasing from adjacent replicas. The simulation results are summarized in Fig. 4 . Figure 4 (a) plots the raw and decimated interferogram versus OPD for a Gaussian source centered at 800:0 nm with 15:0 nm of standard deviation and OPD max ¼ 200 μm. These two interferograms give rise to the spectral estimations depicted in Fig. 4(b) , where the wide spectral interval allows the investigation of the principal effects connected with bandpass sampling scheme. The area difference between WTS and FTS spectral estimations amounts to 1.2% of the area of the FTS estimation when these parameters are averaged in the interval (768-832 nm). In the same interval, the correlation between the two estimates is R 2 ¼ 0:9995, meaning the two architectures nearly obtain the same spectral shape. Each baseband replica visible in this figure shows the characteristic ringing due to the convolution with the sincð2κOPD max Þ of Eq. (2). The far wings of this undulation clearly perturb adjacent aliases (long-range aliasing), representing a possible source of errors for WTS estimations with low spectral resolution (moderate OPD max ). However, the area of the peak retrieved by FTS is, in this case, larger than that obtained by WTS, indicating negligible effects of adjacent replicas in the WTS estimation. This behavior is further investigated by means of the simulation reported in Fig. 4(c) , where low-resolution (OPD max ¼ 50 μm) FTS and WTS spectral estimations are shown for a Gaussian source clipped to the region 680:0 nm-720:0 nm with 700 nm of central wavelength, and 5:0 nm of standard deviation. WTS estimation has been obtained with 20 interferogram samples (1024 samples for the FTS simulation) and a 50% guard band interval (a ¼ 1:5). The lower signal in the guard band range between adjacent replicas proves the secondary effect of the far wings of the sincð2κOPD max Þ function, demonstrating that the WTS scheme is able to efficiently control aliasing. The area of the WTS peak is 2.6% smaller than the peak area obtained by the FTS estimation, confirming the small effect of aliasing also for this simulation. The two methods reconstruct nearly the same spectral shape, characterized by a mutual correlation of R 2 ¼ 0:9992. Figure 4(d) shows an example of FTS and WTS estimations at higher spectral resolution (OPD max ¼ 1500 μm), adopting a central wavelength of 1000 nm and a ¼ 2:0. It is worth noting that the WTS is able to perform its estimation using only 93 of the 14,000 samples employed by the FTS, obtaining an area difference of 2.2% with respect to the standard FTS estimate. Also, in this case, the area of the source peak computed by FTS exceeds the WTS one, probably because of its greater height. The correlation between the two estimations is as high as usual R 2 ¼ 0:9989, confirming the good agreement between the spectral estimations obtained with the FTS and the WTS schemes.
B. Measurements
The experimental setup has been made as smooth as possible, thus we avoided the introduction of a tunable narrowband filter coupled with a wideband source, adopting a simpler configuration constituted by narrowband laser sources. Two types of sources have been employed: a He-Ne and various solid-state lasers. The adopted instrument was the ALISEO Sagnac imaging interferometer, a detailed description of which can be found in [16] . Using this FT spectrometer, full range raw interferograms have been gathered with an SNR around 100, and then bandpass sampling has been obtained by decimation according to Eqs. (10)- (13) . Figure 5 shows an example of a raw interferogram (He-Ne laser at 632 nm of central wavelength) acquired with the ALISEO and its optimal decimation for bandpass sampling. Raw interferograms always are made up of 1024 digital samples, while the decimated interferogram in Fig. 5 contains 14 samples only. The two interferograms in Fig. 5 have been processed in order to remove the constant dc offset FTfiðκÞgj x¼0 typical of the interferometric signal and the distortion introduced by optical vignetting.
Four examples of spectral estimation, although not radiometrically calibrated, are shown in Fig. 6 . Figure 6(a) shows the spectral estimation versus the wavelength obtained from both the raw interferogram and its bandpass sampled version when observing a laser diode source with central wavelength of 780 nm. In this case, the spectral estimation has been extended from 500 to 1000 nm in order to highlight the many aliases that limit the free spectral range of the bandpass sampling procedure. We note the presence of aliases originated by both the baseband source spectrum at positive wavenumbers and its mirror-symmetric satellite at negative wavenumbers. The two origins of the replicas are easily recognized due to the slight asymmetry in the baseband spectrum of this solid-state laser as observed by ALISEO. Let us note that the aliases' positions are not exactly symmetrical around the baseband spectrum: a behavior due to the aforementioned asymmetry and to the selection of an undersampling frequency that approximately matches Eq. (11). In fact, choosing an undersampling step integer multiple of the raw sampling step avoids signal interpolation that is otherwise necessary. Spectral estimations in Fig. 6(a) have been obtained as the modulus of the inverse FT of the concerned interferogram, an algorithm that helps to minimize possible phase errors due to a misknowledge of the true position of the interferogram center [4] . We also note that the tiny secondary peaks between the aliases are probably due to the convolution with the sincð2κOPD max Þ term in Eq. (2) . Because of the moderate OPD max digitized by ALISEO, this filtering term is significantly broad and is not well suited for the WTS sampling. We point out that interferometric acquisitions at mild OPD max do not allow the reconstruction of a high number of in-band spectral samples, significantly lowering the sampling efficiency of WTS. The area difference between FTS and WTS estimations amounts to 6.5%, with the peak reconstructed by the WTS method being larger than that obtained by FTS. Also the correlation between the two spectra is significantly worse than those achieved with simulations R 2 ¼ 0:9453. In this case, the area of the peak retrieved by the WTS is greater than that obtained by FTS. Figure 6(b) shows the spectral estimation for three additional laser sources centered at 808 (laser diode), 530 (laser diode), and 632 nm (He-Ne laser), respectively. The dark crosses shown in this figure depict the absolute difference between the FTS and WTS estimations. An independent measurement has been executed for each of the three sources, and then the inverse digital CT (DCT) has been employed as a spectral estimator for both FTS and WTS. The WTS versus FTS area difference and correlation are 8.8% and R 2 ¼ 0:9827 for the source centered at 530, 0.4% and R 2 ¼ 0:9944 for the laser at 632, 0.4% and R 2 ¼ 0:9960 at 808 nm. For all these examples of FTS and WTS spectral estimations, the peak revealed by FTS has shown a greater area and height than that interpolated by WTS. Because the spectra have been obtained using the DCT estimator, the comparison in Fig. 6 incorporates possible differential effects of the phase error between the two methods here considered in addition to uncorrelated noise. This circumstance confirms the good agreement between WTS and FTS spectral estimations.
The coarse spectral resolution δ κ shown in all plots of Fig. 6 is largely due to the moderate OPD max digitized by the interferometer in these measurements. For instance, the laser at 530 nm has been sampled up to 29:45 μm of OPD max , which, in turn, bounds the experimental spectral resolution δ λ to 9:61 nm FWNN. Considering that the original laser diode has an intrinsic bandwidth around 5 nm FWHM, it can be concluded that the apparent bandwidth of 12 nm FWHM for the source portrayed in Fig. 6(b) is coherent with the interferometer configuration. As already noted, the coarse spectral resolution of ALISEO is suboptimal for performing WTS measurements; hence, data in Figs. 5 and 6 should be retained for proof of concept only. In the examples of Fig. 6 , the convolution of the source baseband spectrum with the broad sincð2κOPD max Þ instrument response function originates spurious signals in the guard band frequency intervals between adjacent replicas and possible long-range aliasing in WTS estimates. This phenomenon is clearly shown in Fig. 6(a) .
We note the good agreement between spectral estimations obtained with FTS and WTS. The difference between spectra obtained with these interferential methods has the same amplitude as the noise affecting the informative signal component of the interferogram, which, for these measurements, should have an effective SNR between 30 and 60. This agreement clearly demonstrates the functionality of bandpass sampling for observing narrowband sources. The more general application of this sampling scheme to interferential spectrometry leads to WTS by the interposition of a tunable bandpass filter (e.g., a Fabry-Perot device) between the two-beam interferometer and the examined source. It is remarkable that two sources in Fig. 6 have been observed with 12 and 14 interferogram samples, allowing the retrieval of their spectrum in the designed spectral band. We point out that WTS can be an essential tool for optimizing the performance of FT sounders and spectrometers without imaging capabilities. For interferometers adopting a fixed FTS sampling scheme (e.g., usually imaging interferometers such as ALISEO), the bandpass sampling approach can be selected to lighten the data processing burden typical of FT spectrometry.
COMPARING WAVELET TRANSFORM SPECTROMETRY WITH OTHER SPECTROMETRY ARCHITECTURES
The WTS approach has significant advantages over standard FTS in terms of both sampling efficiency and requested radiometric accuracy. If no guard band is added to the bandpass sampling, WTS achieves unit sampling efficiency like nonmultiplexing dispersive spectrometers. Whenever some guard band is added [a > 0 in Eq. (13)] and the minimal sampling frequency κ s ¼ 2Δκ is attained, the WTS reaches the following sampling efficiency:
meaning that the WTS can achieve a sampling efficiency arbitrarily close to unity. The behavior depicted in Eq. (5) also limits the radiometric performance of WTS, but in this circumstance, the actual bandwidth Δκ is smaller than the source bandwidth (Δκ ≪ B) because the entire source spectrum B is measured observing a sequence of adjacent narrow spectral intervals. Hence, in each measurement, the desired spectral resolution δ κ gives rise to a smaller number of in-band spectral channels and the radiometric accuracy δ WTS iðκÞ requested to a WT spectrometer is a less critical parameter in instrument design and source estimation. This property can also be stated as a direct consequence of the uncertainty principle. Equation (16) recaps this important radiometric advantage of WTS over standard FTS:
It should be noted that FTS and MDS of wideband sources are subject to large photonic noise [4, 5] introduced by the predominant noninformative signal component. This contribution has lower amplitude in WTS due to the strongly reduced spectral interval Δκ, over which signals are integrated (lowering the dc term amplitude). If FTS and MDS adopt the same source prefiltering of WTS, an equal level of photonic noise would result, but in this case, the sampling efficiency of FTS and MDS would be extremely poor. In other words, FTS and MDS can match only one aspect of the WTS performance: they can achieve the same sampling efficiency but with a larger photonic noise or the same photonic noise at the price of a reduced sampling efficiency.
A. Information Theory and Spectrometry
A useful approach for investigating the efficiency of different types of spectrometers is to consider the information entropy of the data they gather. Speculations about the entropy in a dataset began with the pioneering work of Shannon [8] , who pointed out the rate at which bits can be communicated (transmitted and received) through a noisy transmission channel with arbitrarily small frequency of error. The fundamental result of his work is summarized in the following equation:
where h is the maximum information entropy, or information rate (often measured in bits per second or bits per word), that can be transmitted by a channel having a bandwidth B, a power P for the available signal, and N for the noise. This maximum entropy h is also known as channel capacity and is usually indicated by the symbol C [8] .
When the observed signal is the specific intensity iðκÞ of the radiation field, the available signal sðκÞ is proportional to iðκÞ through a measurement constant C accounting for the combined effect of a finite integration time τ, effective field of view Ω, integration area A, and spectral resolution δ κ . The radiation field specific intensity iðκÞ is called "spectral radiance" in the remote sensing literature, representing the amount of radiant power in a specific spectral interval that is transported across an element of area within an element of solid angle. While iðκÞ can be thought as a continuous electromagnetic radiation field, the signal sðκÞ is proportional to the integer number of photons collected by the telescope aperture in time τ, and, as such, it is subject to the random variability originated by the photonic noise that obeys the Poisson statistics with standard deviation σ s ðκÞ. In this case, information entropy can be associated to the signal of the observed source even before its measurement performed by the detector. For this purpose, B can be interpreted as the maximum frequency in the signal sðκÞ, which determines its most favorable sampling frequency f s ¼ 2B. This minimal sampling frequency, also known as the Nyquist limit, has the dimension of the inverse of the wavenumber κ. The only relevant difference with respect to the standard theory of communication is that the signal and the related information flow are dispersed over the wavenumber κ rather than the time t. Hence, the telescope acts as a noisy communication channel with an average power limitation, which is bounded by the intensity of the observed source. This channel inputs the ideal signal iðκÞ and outputs the noisy signal sðκÞ. Adopting the symbol E½· for the ensemble average operator, theorem 17 in Shannon's work [8] allows us to write the capacity h s of the telescope as
where the approximation holds true for large SNRs. The capacity h s represents the maximum number of error-free bits conveyed by the signal sðκÞ per unit of spectral interval. It is important to realize that h s is not necessarily the actual amount of the source information content of the signal sðκÞ but an upper bound to this quantity. As an example, sðκÞ could simply encode a source of constant intensity, an unrealistic instance in which the intrinsic information content is vanishing. Unfortunately, there is no simple way to provide a satisfactory definition of the effective source information content, independent of the mathematical model adopted for its representation (e.g., a lossless compression algorithm). However, a basic property of it can be drawn. If γ s indicates the actual source information content transmitted by the channel (telescope) and held in the signal sðκÞ, we can write
where the equal holds true for a source that transmits information enough to saturate the capacity h s permitted by the communication channel (the telescope). The result held in Eq. (19) is a direct consequence of theorem 11 in Shannon's work [8] , and it is due to the equivocation introduced in the signal sðκÞ by the finite capacity of the telescope. The circumstance γ s ¼ h s can be assumed without loss of generality for the spectrum of a natural source. Let us note that because the information content γ s largely depends on the source itself, it cannot be considered as a figure of merit of the instrument alone.
Now we turn our attention to the measurement process that will be considered as a succession of steps regarding the transmission of the input signal to the successive measurement devices, as sketched in Fig. 7 . Here, the whole instrument is represented as a sequence of three blocks: the telescope, the spectrometer, and the detector. Each element constituting the employed instrument is considered as a communication channel, which transmits to the next element the information received at its input end. The signal sðκÞ is the output of the foreoptics block, which feeds the spectrometer that outputs the signal yðxÞ. At the end we have a detector that provides the digital signal oðκÞ (the measurement), which is the input quantity for the final spectral estimationsðκÞ. Every output signal defines, through theorem 17 in [8] , the capacity h of the related communication channel that is assumed to be limited in power, and it is connected to the associated source entropy γ. For the sake of simplicity, we suppose that the γ factors describe the information content pertaining to the observed source only, while in real situations, the employed instrument may add some information contribution to this quantity (e.g., spectral attenuation). This sequence of communication channels must obey the theory developed by Shannon [8] , so that γ ≤ h for any block in Fig. 7 . In summary, the symbol h is reserved for indicating the capacities of the channels in Fig. 7 as measured in bits per spectral interval (density of entropy), while γ will be used for the source information content expressed in the same units.
Let us note that the signal at the spectrometer exit port might be dispersed over a nonspectral domain, as in the case of FTS, where yðxÞ is an interferogram dispersed over an OPD range. Without a loss of generality, the signal yðxÞ can be defined as some type of integral transform of sðκÞ, which reduces to the identity operator for a nonmultiplexing spectrometer. In order to account for any kinds of spectrometer, we refer to yðxÞ as a datagram, and we indicate x as the measurement domain. With such a naming convention, γ y is a datagram density of entropy measured in bits per measurement interval. The γ y characteristic of being a datagram density of information might give rise to some uncertainty when comparing it to the information content provided by the telescope γ s , which is instead a spectral density of information. Possible troubles at Fig. 7 . Scheme of the instrument and the measurement process using the information theory. Each element necessary for the spectral estimation is considered as a communication channel that obeys the Shannon theory. The figure indicates the signals at the I/O ports of every channel (elements), their capacity, and the information entropy pertaining to the observed source. this level can be avoided when the integrated information content is considered. We therefore introduce for each block in Fig. 7 two additional integral quantities H and Γ that will be useful for comparison and performance investigation. The following equations recap the definition of the principal entropy parameters for the spectrometer and the telescope channels:
In the equations above, the ensemble average operator has been subtended, and the channel parameters Γ and H quantify the integrated information content (Γ) and the channel capacity (H) are measured in bits. Evidently, D x and D κ represent the measurement and the spectral intervals for the variables x and κ, respectively. In such a way, Γ s ½H s can be directly compared to Γ x ½H x . Additionally, we have introduced in Eq. (20) the overall flux of information Φ measured in bits per second for the various channels in Fig. 7 . All the parameters in Eq. (20) can be defined in a similar way in terms of the signals oðκÞ andsðκÞ. We provide the following definition for a causal instrument.
Definition 1. An instrument is said to be causal if Γ s ≥ Γ y ≥ Γ o ≥ Γs, the equality being true for ideal equipment only.
When
we have a communication channel (device) that adds to its output relevant source information that has not been conveyed by its input signal. Obviously, such a system violates the cause-effect principle and is not realizable in practice. Therefore, the above definition reflects an axiomatic truth: a noncausal instrument would guess the source spectrum without the need of measurement. From the above definition and Eq. (20) , the following corollary results.
Corollary 1 [or optical data processing inequality (ODPI)]. For any causal instruments, the following inequality must hold true: Φs ≤ Φ o ≤ Φ y ≤ Φ s , the equality being true for an ideal instrument only.
The property depicted by corollary 1 can also be interpreted by relying on the wider theoretical framework of information theory. It is evident that the signal yðxÞ of a multiplex spectrometer springs from an optical processing of the input signal sðκÞ and that the corresponding source entropy Γ y can be considered as the mutual information between these two signals. The data processing inequality [17, 18] requires this mutual information Γ y to be less than or equal to the information Γ s ¼ H s carried by the input signal sðκÞ. Therefore, corollary 1 is an extension to the optics and spectroscopy of the data processing inequality detailed in information theory. The physical meaning of this principle is that no optical processing exists that can increase the information content of a signal. Now, utilizing the previous conceptual framework, we compare various multiplexing and nonmultiplexing types of spectrometers. In the comparison, the possible spectral low-pass filtering performed by the spectrometers will be disregarded and we will assume that the considered spectrometers adopt the same input port. This last point is coherent with instruments having imaging capability, where spatial integration of spectral measurements is limited by the desired image resolution. Let us note that some multiplex devices, such as FT spectrometers, do not have specific requirements for the input slit; hence, they can achieve essential radiometric and SNR advantages connected to the utilization of a larger input port (the well-known Jaquinot's advantage). In spite of its relevance, this subject is not addressed here.
B. Traditional and Multiplex Spectrometry
Multiplexing can be interferometric as in FTS or dispersive as in HTS, but in both cases the output yðxÞ is far above its input signal: yðxÞ ≈ E½sðκÞM=2, M being, as usual, the number of gathered samples [1] [2] [3] [4] [19] [20] [21] [22] [23] [24] . On the other hand, the availability of a large amplitude signal yðxÞ makes the channel capacity h y greater than h s . It is important to recall that yðxÞ is the signal at the exit port of the spectrometer, and, as such, it only holds photonic noise. The SNR of such a signal, therefore, is roughly proportional to the square root of the signal itself. We can show that
In this perspective, multiplex spectrometers can be considered as the result of a technical effort devoted to set up a highcapacity communication channel (H y ≫ H s ) for transmitting a flow of source information that, according to definition 1 and corollary 1, has to be much more tiny Γ s ≥ Γ y :
On the other hand, a dispersive nonmultiplexing spectrometer free from optical losses produces at its exit port exactly the same signal received in input yðxÞ ¼ sðκÞ and x ¼ κ. Because of this signal identity, the channel entropy as well as the source information content and its temporal flux must be identical to those output by the telescope. Thus, for an ideal nonmultiplexing spectrometer, we have
In other words, a loss-free nonmultiplexing dispersive instrument achieves the maximum allowed temporal information flux Φ nonmult y ¼ Φ s that cannot be matched by any other causal spectrometer adopting the same input port. The above reasoning can be condensed in the following lemma. Lemma 1. When possible optical losses can be disregarded, a traditional nonmultiplexing dispersive spectrometer has the highest possible temporal flow of information, higher than any other causal instrument that adopts the same input port Φ , then its time information flux must also be larger than the temporal flux Φ s at its input: Φ mult y > Φ s . But this outcome violates corollary 1; hence, this multiplexing spectrometer would not be causal.
Lemma 1 can be easily reformulated in order to account for imaging systems without spectroscopic discrimination ability (e.g., panchromatic imagers). This possible extension can be fruitfully applied to the domain of coded aperture (multiplex) imaging [25, 26] , where an optical processing of the input signal is applied before the measurement in order to magnify its SNR. Despite these expectations of improved radiometric properties, the lemma extension shows that this optical processing of the input signal (coded aperture imaging) cannot originate any advantage in terms of retrievable source information over straight (traditional) imaging, which always collects the greatest information amount. We remark that lemma 1 has direct implications on emerging optical technologies such as compressive sensing (sampling), which requires aperture coded systems (imagers or spectrometers). The performance of instruments such as those discussed in [27] [28] [29] is heavily affected by lemma 1 and the ODPI.
In view of Eqs. (18) and (21), the huge channel capacity h y of multiplex spectrometers must be connected with the presence of a noninformative signal component y noninf ðxÞ, which increases the physical SNR of the multiplexing spectrometer without improving the information flow it conveys γ y , as stated by the following equations:
yðxÞ ¼ y eff ðxÞ þ y noninf ðxÞ y noninf ðxÞ ≫ y eff ðxÞ γ y ≅ κ s log 2 ðy eff ðxÞ=σ y ðxÞÞ: ð24Þ
This result, which does not include the potential benefit from a wider input port, has been pointed out by Barducci et al. for both types of multiplexing: interferential [4] (FTS) and dispersive [5] (MTS). The theory discussed here [e.g., Eq. (22)] implicitly means that any attempts to increase the experimental SNR by a specific optical configuration (e.g., multiplexing) fed by an assigned input port will unavoidably result in the generation of a noninformative signal component. The SNR of the informative signal component determines the information flow γ y at the exit port of the spectrometer, according to Eq. (24) . This effective SNR (the amplitude of the informative signal y eff ðxÞ) cannot be expanded without bounds, unless the information conveyed by a multiplex instrument would exceed the information flow at its input port, violating the ODPI and lemma 1. The generation of a physical signal of higher SNR, as in Eq. (24), must be therefore connected with the introduction of a constant signal, the only known type of signal which does not carry information. This noninformative signal component brings, however, a high photonic noise amplitude that dims the informative part of the signal y eff ðxÞ. The noninformative component of the signal will beautify the physical SNR, reducing the true information content delivered by the instrument.
It is worth noting that the comparison of multiplexing and nonmultiplexing spectrometry has been made on the assumption of an equal integration time τ for the two instruments. The higher physical signal outputted by a multiplexing instrument does not allow any integration time reduction because of the following reasons:
• The integration time must be set taking into account only the informative component of the signal yðxÞ produced by a multiplexing spectrometer, so losing the gain of physical signal amplitude it obtains with respect to a nonmultiplexing device.
• Reducing τ for a multiplexing spectrometer would result in a lower input information content and a lower input temporal flux Φ s .
Previous papers on this subject erroneously stated that the higher physical signal should give rise to a higher level of information (higher SNR), or to a possible reduction of integration time maintaining the information collected by a nonmultiplexing spectrometer. Lemma 1 clearly shows that the bit rate (source information) at the output end of a nonmultiplexing spectrometer always is greater than or equal to that originated by a multiplex instrument. Therefore, no advantage in terms of information collected can be gained by adopting a multiplex technique with the exception of Jaquinot's advantage connected to the lack of input slit. It can easily be shown that the gain of source information γ y introduced by Jaquinot's advantage at the exit port of an FT spectrometer is γ y ðno-slitÞ ¼ γ y ðslitÞ þ ½κ s log 2 ðA no-slit =A slit Þ=2, A slit and A no-slit being the input port's areas of an FT spectrometer with and without the slit, respectively. The following observations are essential to any kind of spectroscopic approach.
The limit imposed by the ODPI on the radiometric performance of multiplex spectrometers is quite general and applies to all types of multiplexing, including multiplex imaging. Possible data processing performed after the detector block is unessential because, due to the data processing inequality, it can only lower the information received from the spectrometer.
According to Eq. (18), the only viable strategy for enriching the actual information content pertaining to the source an instrument can gather is to expand the telescope aperture or the allowed detector integration time. Both these actions increase the constant C in Eq. (18), hence strengthening the entropy of the input signal and the source information flux Φ s transmitted by the whole instrument. Astronomers have pursued this option for centuries.
C. Efficiency of Spectrometers
A generic spectrometer can be characterized using the following two parameters, which define its cost ξ and efficiency η:
The interpretation of the above efficiency η is quite simple, being the fraction of the input source information the spectrometer delivers to its output port. Because of definition 1, the efficiency of any spectrometers must be less than the unit. The spectrometer cost ξ instead is a positive measure of the "engineering effort" necessary for the instrument implementation; it is not related to its economic value. For a multiplex spectrometer, the cost ξ is far above the unit (ξ ≫ 1), whereas the maximum efficiency is less than one. In view of theorem 11 in [8] (Γ ≤ H) and recalling that for a natural source we expect that Γ s ¼ H s , it results in
The above property holds true for any spectrometers, and it is useful to determine the optimal (minimal) cost of an instrument designed to have a given efficiency η:
It can be shown, in fact, that ξ opt is the minimum cost of a spectrometer that transmits the source information Γ y ¼ ηΓ s to its output, provided that such source entropy is conveyed to its input port. Under the assumption of a constant SNR, the efficiency-to-cost ratio of a spectrometer can be stated as where the effect of the finite sampling efficiency has been made evident. We remark that the high sampling efficiency achieved by nonmultiplexing spectrometry and WTS improves the efficiency-to-cost ratio η=ξ and the source information conveyed by the measurements.
CONCLUSIONS
In this paper we have discussed a new technique of multiplex spectrometry, WTS. This new spectroscopic approach relies on the bandpass sampling scheme as applied to the FTS of a prefiltered spectral source. Our analysis has proved that WTS has a high sampling efficiency and improved radiometric performance if compared with standard FTS. The enhanced sampling and radiometric efficiency make the WTS a practical tool for observing narrowband sources, as in spectroscopic applications where single absorption/emission lines are investigated. The use of a tunable spectral filter can permit us to extend the application of WTS to the measurement of broadband sources, maintaining the advantages stated above. We have demonstrated the utilization of this experimental approach by means of numerical simulations and interferometric measurements of various laser sources, obtaining good agreement between FTS and WTS measurements. The correlation between WTS and FTS spectral estimates ranged from 0.9453 up to 0.9999 for the several experiments and simulations so far considered, with average values of 0.9992 for the simulations and 0.9796 for the experimental results. The WTS-FTS difference of the area subtended by the main peak in the reconstructed source spectrum has always been in the range 0.4%-8.8%, with an average amount of 4.025% for the experimental data and 2% for the simulations. For the experimental data, the absolute value of the relative WTS-FTS difference ranges from 0.01% near the peak centers up to about 10% in the far wings. This difference is coherent with the noise affecting the measurements, although its correlated spectrum suggests that it would be partially ascribed to possible phase distortion.
Using information theory, we have been able to demonstrate that multiplex spectrometry, including WTS, cannot bring a SNR or radiometry advantage over nonmultiplexing dispersive instruments with the exception of Jaquinot's advantage. This demonstration has been condensed in lemma 1; we have also derived the ODPI, the equivalent of the data processing inequality of the information theory. We have argued that these findings (ODPI and lemma 1) would also bound the SNR and radiometric performance of coded aperture imaging systems, demonstrating that the direct observation of the signal of interest is always preferable in terms of collected source information. The ODPI and lemma 1 also limit the radiometric performance of compressive sampling as long as it adopts coded aperture instruments.
