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Poisson Homology in Degree 0 for some Rings of Sympleti Invariants
Frédéri BUTIN
1
Abstrat
Let g be a nite-dimensional semi-simple Lie algebra, h a Cartan subalgebra of g, and W its Weyl group. The
group W ats diagonally on V := h ⊕ h∗, as well as on C[V ]. The purpose of this artile is to study the Poisson
homology of the algebra of invariants C[V ]W endowed with the standard sympleti braket.
To begin with, we give general results about the Poisson homology spae in degree 0, denoted by HP0(C[V ]
W ),
in the ase where g is of type Bn −Cn or Dn, results whih support Alev's onjeture. Then we are fousing the
interest on the partiular ases of ranks 2 and 3, by omputing the Poisson homology spae in degree 0 in the ases
where g is of type B2 (so5), D2 (so4), then B3 (so7), and D3 = A3 (so6 ≃ sl4). In order to do this, we make use
of a funtional equation introdued by Y. Berest, P. Etingof and V. Ginzburg. We reover, by a dierent method,
the result established by J. Alev and L. Foissy, aording to whih the dimension of HP0(C[V ]
W ) equals 2 for
B2. Then we alulate the dimension of this spae and we show that it is equal to 1 for D2. We also alulate it
for the rank 3 ases, we show that it is equal to 3 for B3 − C3 and 1 for D3 = A3.
Key-words
Alev's onjeture ; Pfa ; Poisson homology ; Weyl group ; invariants ; Berest-Etingof-Ginzburg equation.
1 Introdution
Let G be a nite subgroup of the sympleti group Sp(V ), where V is a C−vetor spae of dimension 2n. Then
the algebra of polynomial funtions on V , denoted by C[V ], is a Poisson algebra for the standard sympleti
braket, and as G is a subgroup of the sympleti group, the algebra of invariants, denoted by C[V ]G, is also a
Poisson algebra.
Several artiles were devoted to the omputation of Poisson homology and ohomology of the algebra of invari-
ants C[V ]G. In partiular, Y. Berest, P. Etingof and V. Ginzburg, in [BEG04℄, prove that the 0−th spae of
Poisson homology of C[V ]G is nite-dimensional.
After their works [AL98℄ and [AL98℄, J. Alev, M. A. Farinati, T. Lambre and A. L. Solotar establish a fundamental
result in [AFLS00℄ : they ompute all the spaes of Hohshild homology and ohomology of An(C)
G
for every
nite subgroup G of Sp2nC.
Besides, J. Alev and L. Foissy show in [AF06℄ that the dimension of the Poisson homology spae in degree 0 of
C[h ⊕ h∗]W is equal to the one of the Hohshild homology spae in degree 0 of A2(C)
W
, where h is a Cartan
subalgebra of a semi-simple Lie algebra of rank 2 with Weyl group W .
In the following, given a nite-dimensional semi-simple Lie algebra g, a Cartan subalgebra h of g, and its Weyl
group W , we are interested in the Poisson homology of C[V ]G in the ase where V is the sympleti spae
V := h ⊕ h∗ and G := W .
The group W ats diagonally on V , this indues an ation of W on C[V ]. We denote by C[V ]W the algebra of
invariants under this ation. Endowed with the standard sympleti braket, this algebra is a Poisson algebra.
The ation of the group W on V also indues an ation of W on the Weyl algebra An(C).
To begin with, we will give general results about the Poisson homology spae in degree 0 of C[V ]W for the types
Bn−Cn and Dn, results whih support Alev's onjeture and establish a framework for a possible proof. Setions
2.3, 2.4 and 2.5 ontain the main results of this study.
Next we will use these results in order to ompletely alulate the Poisson homology spae in degree 0, denoted
by HP0(C[V ]
W ), in the ase where g is so5 (i.e. B2)  so we reover, by a dierent method, the result established
by J. Alev and L. Foissy for so5 in the artile [AF06℄, namely dim HP0(C[V ]
W ) = 2  then in the ase where g
is so4 (i.e. D2 = A1 × A1) by showing that dim HP0(C[V ]
W ) = 1. Finally we will prove the important property
for rank 3 :
Proposition 1 (Poisson homology in degree 0− for g of rank 3)
Let HP0(C[V ]
W ) be the Poisson homology spae in degree 0 of C[V ]W and HH0
(
An(C)
W
)
the Hohshild homol-
ogy spae in degree 0 of An(C)
W
.
For g of type B3 (so7), we have dim HP0
(
C[V ]W
)
= dim HH0
(
An(C)
W
)
= 3.
For g of type D3 = A3 (so6 ≃ sl4), we have dim HP0
(
C[V ]W
)
= dim HH0
(
An(C)
W
)
= 1.
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In order to arry out the omputation we will use the funtional equation given in the artile [BEG04℄ quoted
above.
2 Results about Bn − Cn and Dn
As indiated above, we are interested in the Poisson homology of C[h⊕ h∗]W , where h is a Cartan subalgebra of a
nite-dimensional semi-simple Lie algebra g, and W its Weyl group. We will study the types Bn and Dn. Reall
that the root system of type Cn is dual to the root system of type Bn. So their Weyl groups are isomorphi, and
the study of the ase Cn is redued to the study of the ase Bn.
2.1 Denitions and notations
• Set S := C[x, y] = C[x1, . . . , xn, y1, . . . , yn].
For m ∈ N, we denote by S(m) the elements of S of degree m.
For Bn, we have W = (±1)
n⋊Sn = (±1)
n ·Sn (permutations of the variables and sign hanges of the variables).
For Dn, we have W = (±1)
n−1 ⋊Sn = (±1)
n−1 ·Sn (permutations of the variables and sign hanges of an even
number of variables).
Every element (a1, . . . , an) ∈ (±1)
n
is identied with the diagonal matrix Diag(a1, . . . , an), and every element
σ ∈ Sn is identied with the matrix (δi,σ(j))(i,j)∈[[1, n]]. We will denote by sj the j−th sign hange, i.e.
sj(xk) = xk if k 6= j, sj(xj) = −xj , and sj(yk) = yk if k 6= j, sj(yj) = −yj .
As for the elements of (±1)n−1, they are identied with the matries of the form
Diag((−1)i1 , (−1)i1+i2 , (−1)i2+i3 , . . . , (−1)in−2+in−1 , (−1)in−1),
with ik ∈ {0, 1}. We will denote by si,j the sign hange of the variables of indies i and j.
So, all these elements are in OnC, and by identifying g ∈W with
(
g 0
0 g
)
, we obtain W ⊂ Sp2nC.
• The (right) ation of W on S is dened for P ∈ S and g ∈ W by
g · P (x, y) := P
(
n∑
j=1
g1jxj , . . . ,
n∑
j=1
gnjxj ,
n∑
j=1
g1jyj , . . . ,
n∑
j=1
gnjyj
)
.
So we have h · (g · P ) = (gh) · P .
In the partiular ase where σ ∈ Sn, we have σ · P (x, y) = P (xσ−1(1), . . . , xσ−1(n), yσ−1(1), . . . , yσ−1(n)).
• On S, we dene the Poisson braket
{P, Q} := 〈∇P, ∇Q〉 = ∇P · (J ∇Q) = ∇xP · ∇yQ−∇yP · ∇xQ,
where 〈·, ·〉 is the standard sympleti produt, assoiated to the matrix J =
(
0 In
−In 0
)
.
As the group W is a subgroup of Sp(〈·, ·〉) = Sp2nC, the algebra of invariants S
W
is a Poisson algebra for the
braket dened above.
• We dene the Reynolds operator as the linear map Rn from S to S determined by
Rn(P ) =
1
|W |
∑
g∈W
g · P.
We set A = C[z, t] = C[z1, . . . , zn, t1, . . . , tn] and S
′ := A[x, y], and we extend the map Rn as a A−linear map
from S′ to S′.
Remark 2
In the ase of Bn, every element of S
W
has an even degree. (It is false for Dn).
2.2 Poisson homology
• Let A be a Poisson algebra. We denote by Ωp(A) the A−module of Kähler dierentials, i.e. the vetor spae
spanned by the elements of the form F0 dF1 ∧ · · · ∧ dFp, where the Fj belong to A, and d : Ω
p(A)→ Ωp+1(A) is
2
the De Rham dierential.
We onsider the omplex
. . .
∂5
// Ω4(A)
∂4
// Ω3(A)
∂3
// Ω2(A)
∂2
// Ω1(A)
∂1
// Ω0(A)
with Brylinsky-Koszul boundary operator ∂p (See [B88℄) :
∂p(F0 dF1 ∧ · · · ∧ dFp) =
p∑
j=1
(−1)j+1{F0, Fj} dF1 ∧ · · · ∧ d̂Fj ∧ · · · ∧ dFp
+
∑
1≤i<j≤p
(−1)i+jF0 d{Fi, Fj} ∧ dF1 ∧ · · · ∧ d̂Fi ∧ · · · ∧ d̂Fj ∧ · · · ∧ dFp.
The Poisson homology spae in degree p is given by the formula
HPp(A) = Ker ∂p / Im∂p+1.
In partiular, we have HP0(A) = A/ {A, A}.
• In the sequel, we will denote HP0(C[V ]
W ) by HP0(W ) and HH0(C[V ]
W ) by HH0(W ).
2.3 Vetors of highest weight 0
The aim of this setion is to show that SW (2) is isomorphi to sl2 and that the vetors whih do not belong to
{SW , SW }, are among the vetors of highest weight 0 of the sl2−module S
W
, an observation whih will simplify
the alulations.
Proposition 3
For Bn (n ≥ 2) and Dn (n ≥ 3), the subspae S
W (2) is isomorphi to sl2. More preisely S
W (2) = 〈E, F, H〉
with the relations {H, E} = 2E, {H, F} = −2F and {E, F} = H, where the elements E, F, H are expliitly
given by
E = n
2
Rn(x
2
1) =
1
2
x · x F = −n
2
Rn(y
2
1) = −
1
2
y · y H = −nRn(x1y1) = −x · y.
For D2, we have S
W (2) = 〈E, F, H〉 ⊕ 〈E′, F ′, H ′〉 (diret sum of two Lie algebras isomorphi to sl2).
So the spaes S and SW are sl2−modules.
Proof :
We demonstrate the proposition for Bn, the proof being analogous for Dn.
• As x21 is invariant under sign hanges, we may write Rn(x
2
1) =
1
n!
∑
σ∈Sn
σ ·x21. Moreover, we have the partition
Sn =
∐n
j=1 Aj , where Aj := {σ ∈ Sn / σ(1) = j} has ardinality (n− 1)!.
Thus Rn(x
2
1) =
(n−1)!
n!
∑n
j=1 x
2
j . We proeed likewise with Rn(y
2
1) and Rn(x1y1).
• We obviously have SW (2) ⊃ 〈E, F, H〉.
Moreover, R(x2j) = R(x
2
1), R(y
2
j ) = R(y
2
1) and R(xjyj) = R(x1y1). Last, if i 6= j, then xixj , yiyj and xiyj are
mapped to their opposite by the i−th sign hange si, and
W = si · 〈s1, . . . , si−1, si+1, . . . , sn〉 ·Sn ⊔ 〈s1, . . . , si−1, si+1, . . . , sn〉 ·Sn,
thus Rn(xixj) = Rn(yiyj) = Rn(xiyj) = 0. Hene S
W (2) ⊂ 〈E, F, H〉.
• We have ∇E =
(
x
0
)
, ∇F =
(
0
−y
)
and ∇H =
(
−y
−x
)
,
so {E, F} = H, {H, E} = 2E and {H, F} = −2F .
We denote by Ssl2 the set of vetors of highest weight 0, i.e. the set of elements of S whih are annihilated by the
ation of sl2.
For j ∈ N, we denote by S(j)sl2 the elements of Ssl2 of degree j.
As the ation of W and the ation of sl2 ommute, we may write (S
W )sl2 = (Ssl2)
W = SWsl2 and likewise
for SW (j)sl2 .
Proposition 4
• If SW ontains no element of degree 1, then the vetors of highest weight 0 of degree 0 do not belong to {SW , SW }.
• Let W be of type Bn (n ≥ 2) or Dn (n ≥ 3). If S
W
ontains no element of degree 1, 3, , then the vetors of
highest weight 0 of degree 4 do not belong to {SW , SW }.
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Proof :
• The Poisson braket being homogeneous of degree −2, we have SW (0)∩ {SW , SW } = {SW (2), SW (0)} = {0}.
• Similarly, SW (4) ∩ {SW , SW } = {SW (0), SW (6)} + {SW (2), SW (4)} = {sl2, S
W (4)}, aording to Proposi-
tion 3. With the deomposition of the sl2−modules, we have S
W (4) =
⊕
m∈N V (m), with {sl2, V (m)} = V (m) if
m ∈ N∗ and {sl2, V (0)} = {0}. So if a ∈ S
W (4) ∩ {SW , SW }, then a ∈
⊕
m∈N∗ V (m).
Proposition 5
For every monomial M = xiyj, we have
{H, M} = (|i| − |j|)M = (degx(M)− degy(M))M
{E, M} =
∑n
k=1 jk x
i1
1 . . . x
ik−1
k−1 x
ik+1
k x
ik+1
k+1 . . . x
in
n y
j1
1 . . . y
jk−1
k−1 y
jk−1
k y
jk+1
k+1 . . . y
jn
n ,
{F, M} =
∑n
k=1 ik x
i1
1 . . . x
ik−1
k−1 x
ik−1
k x
ik+1
k+1 . . . x
in
n y
j1
1 . . . y
jk−1
k−1 y
jk+1
k y
jk+1
k+1 . . . y
jn
n .
In partiular, every vetor of highest weight 0 is of even degree.
Proof : This results from a simple alulation.
Remark 6
Let j ∈ N and P ∈ SW (j). Aording to the deomposition of sl2−module S
W (j) in weight subspaes, we may
write P =
∑m
k=−m Pk with {H, Pk} = k Pk. So we have
SW (j)
{SW , SW }∩SW (j)
=
SW (j)sl2
{SW , SW }∩SW (j)sl2
.
Thus the vetors whih do not belong to {SW , SW } are to be found among the vetors of highest weight 0.
The following property is a generalization of Proposition 3 proved by J. Alev and L. Foissy in [AF06℄. It enables
us to know the Poinaré series of the algebra Ssl2 .
Proposition 7
For l ∈ N, we have Ssl2(2l + 1) = {0} and dim Ssl2(2l) = (C
n−1
l+n−1)
2 − Cn−1l+n C
n−1
l+n−2.
The following result is important for solving the equation of Berest-Etingof-Ginzburg, beause it gives a desrip-
tion of the spae of vetors of highest weight 0, spae in whih we will searh the solutions of this equation. In
the proof of this proposition, we use the artiles [DCP76℄ and [GK04℄ onerning the pfaan algebras.
Proposition 8
For i 6= j, set Xi,j := xiyj − yixj. Then the algebra C[x, y]sl2 is the algebra generated by the Xi,j 's for (i, j) ∈
[[1, n]]2. We denote this algebra by C〈Xi,j〉.
This algebra is not a polynomial algebra for n ≥ 4 (e. g. X1,2X3,4 −X1,3X2,4 +X2,3X1,4 = 0).
Proof :
• The inlusion C〈Xi,j〉 ⊂ C[x, y]sl2 being obvious, all that we have to do is to show that the Poinaré series of
both spaes are equal, knowing that the one for C[x, y]sl2 is already given by Proposition 7.
• Consider the vetors uj :=
(
xj
yj
)
for j = 1 . . . n, in the sympleti spae C2 endowed with the standard
sympleti form 〈·〉 dened by the matrix J :=
(
0 1
−1 0
)
. Let {Ti,j / 1 ≤ i < j ≤ n} be a set of indeterminates,
and let T˜ be the antisymmetri matrix the general term of whih is Ti,j if i < j. Then, aording to setion 6 of
[DCP76℄, the ideal I2 of relations between the 〈ui, uj〉 (i.e. between the Xi,j) is generated by the pfaan minors
of T˜ of size 4×4. Set PF := C〈Xi,j〉. So we have PF ≃ C[(Ti,j)i<j ] / I2 =: PF0, i.e. the algebra PF is isomorphi
to the pfaan algebra PF0. Its Poinaré series is given in setion 4 of [GK04℄ by
dim PF0(m) = (C
m
m+n−2)
2 − Cm−1m+n−2C
m+1
m+n−2.
So we have dim PF (2l) = (Cll+n−2)
2 −Cl−1l+n−2C
l+1
l+n−2. We verify that
dim PF (2l) = (Cn−1l+n−1)
2 − Cn−1l+n C
n−1
l+n−2 = dim C[x, y]sl2(2l).
We have obviously dim PF (2l + 1) = 0 = dim C[x, y]sl2(2l + 1). Hene the equality of the Poinaré series.
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2.4 Equation of Berest-Etingof-Ginzburg
We study the funtionnal equation introdued by Y. Berest, P. Etingof and V. Ginzburg in [BEG04℄. The point
is that solving this equation, in the spae SWsl2 , is equivalent to the determination of the quotient
SW
{SW , SW }
, that
is to say the omputation of the Poisson homology spae in degree 0 of SW .
Lemma 9 (Berest - Etingof - Ginzburg)
We onsider C2n, endowed with its standard sympleti form, denoted by 〈·, ·〉. Let j ∈ N.
Let S := C[x,y] = C[z], and let Lj :=
(
SW (j)
{SW , SW }∩SW (j)
)∗
be the linear dual of
SW (j)
{SW , SW }∩SW (j)
.
Then Lj is isomorphi to the vetor spae of polynomials P ∈ C[w]
W (j) satisfying the following equation :
∀ w, w′ ∈ C2n,
∑
g∈W
〈w, gw′〉 P (w + gw′) = 0 (1)
Proof :
• For w = (u, v) ∈ C2n and z = (x, y) ∈ C2n, we set Lw(z) :=
∑
g∈W e
〈w, gz〉
.
So we have {Lw(z), Lw′ (z)} = ∇xLw(z) · ∇yLw′(z)−∇yLw(z) · ∇xLw′ (z)
We dedue the formula
{Lw(z), Lw′ (z)} =
∑
g∈W
〈w, gw′〉Lw+gw′(z). (2)
• Moreover, Lw(z) is a power series in w, the oeients of whih generate S
W
:
Lw(z) =
∞∑
p=0
|W |
p!
Rn
[(
n∑
i=1
yiui − xivi
)p ]
(3)
The oeients of the series are the images by Rn of the elements of the anonial basis of S.
Remark : in the ase of Bn, there is no invariant of odd degree, so we have Lw(z) =
∑
g∈W h(〈w, gz〉).
⊲ Set Mp(z) = {z
i / |i| = p} and Mp(w) = {w
i / |i| = p}.
For a monomial m = xiyj ∈Mp(z), let m˜ = u
jvi.
Similarly, for a monomial m = uivj ∈Mp(w), let m = x
jyi.
So, for m ∈Mp(z), we have m˜ = m, and for m ∈Mp(w), we have m˜ = m.
The series Lw(z) may then be written as
Lw(z) = |W |+
∞∑
j=1
∑
mj∈Mj(w)
αmjRn(mj)mj = |W |+
∞∑
j=1
∑
mj∈Mj(z)
αm˜jRn(mj)m˜j = |W |+
∞∑
j=1
Ljw(z), (4)
with αmj ∈ Q
∗
.
⊲ Now
(∑n
i=1 yiui − xivi
)p
=
∑
|a|+|b|=p(−1)
|b|Ca,bp x
byauavb, where Ca,bp =
p!
a1!...an!b1!...bn!
is the multinomial
oeient, therefore aording to formula (3), we have
Lw(z) = |W |+
∞∑
p=1
∑
|a|+|b|=p
(−1)|b|
|W |
p!
Ca,bp Rn
(
x
b
y
a
)
u
a
v
b
(5)
By olleting the formulae (4) and (5), we obtain
αuavb = (−1)
|b| |W |
p!
Ca,bp . (6)
• We identify Lj with the vetor spae of linear forms on S
W (j) whih vanish on {SW , SW } ∩ SW (j).
Dene the map
π : Lj → {P ∈ C[w]
W (j) / ∀ w, w′ ∈ C2n,
∑
g∈W
〈w, gw′〉 P (w+ gw′) = 0}
f 7→ πf := f(L
j
w).
(7)
Then π is well dened : indeed Ljw is a polynomial in z of degree j with oeients in C[w], and expliitly, we
have
f(Ljw) =
∑
mj∈Mj(z)
αm˜j f(Rn(mj))m˜j ∈ C[w]. (8)
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⊲ If two monomials mj , m
′
j ∈ Mj(z) belong to a same orbit under the ation of Sn, then the oeients
αm˜jf(Rn(mj)) and αm˜′
j
f(Rn(m
′
j)) of mj and m
′
j are the same, thus f(L
j
w) is invariant under W .
⊲ Besides, πf is solution of En(P ) = 0 : indeed, we may extend f as a linear map dened on
SW
{SW , SW }
=⊕∞
i=0
SW (i)
{SW , SW }∩SW (i)
, by setting f = 0 on S
W (i)
{SW , SW }∩SW (i)
for i 6= j.
Then, aording to (2), we have the equality
0 = f ({Lw, Lw′}) =
∑
g∈W 〈w, gw
′〉f (Lw+gw′ ),
hene
∑
g∈W 〈w, gw
′〉f
(
Lj
w+gw′
)
= 0. So, the polynomial f(Ljw) ∈ C[w] satises equation (1).
• Dene the map
ϕ : {P ∈ C[w]W (j) / ∀ w, w′ ∈ C2n,
∑
g∈W
〈w, gw′〉 P (w+ gw′) = 0} → Lj
P =
∑
mj∈Mj(w)
βmjmj 7→
(
ϕP : Rn(mj) 7→
βmj
αmj
)
.
(9)
⊲ For f ∈ Lj , we have
ϕpif (Rn(mj)) =
αmj f(Rn(mj ))
αmj
= f (Rn(mj)),
thus ϕpif = f .
⊲ For P =
∑
mj∈Mj(w)
βmjmj ∈ C[w]
W (j), we have P =
∑
mj∈Mj(z)
βm˜j m˜j , so ifmj ∈Mj(z), then ϕP (Rn(mj)) =
βm˜j
αm˜j
.
Consequently,
πϕP =
∑
mj∈Mj(z)
αm˜jϕP (Rn(mj))m˜j =
∑
mj∈Mj(z)
αm˜j
βm˜j
αm˜j
m˜j = P.
So π is bijetive and its inverse is ϕ.
⊲ All we have to do is to show that ϕP vanishes on {S
W , SW } ∩ SW (j).
Let P ∈ C[w]W (j) be a solution of equation (1). Then as, πϕP = P , we have for k + l = j,
0 =
∑
g∈W 〈w, gw
′〉P (w + gw′) = ϕP
(
{Lkw , L
l
w′}
)
But
{Lkw, L
l
w′} =
∑
mk∈Mk(w)
∑
µl∈Ml(w
′) αmkαµlmkµl {Rn(mk), Rn(µl)},
so that ∑
mk∈Mk(w)
∑
µl∈Ml(w
′) αmkαµlmkµl ϕP ({Rn(mk), Rn(µl)}) = 0.
This last equality is equivalent to
∀ k + l = j, ϕP ({Rn(mk), Rn(µl)}) = 0,
whih shows that ϕP vanishes on {S
W , SW } ∩ SW (j).
The following orollary enables us to make the equation of Berest-Etingof-Ginzburg more expliit.
Corollary 10
We introdue 2n indeterminates, denoted by z1, . . . , zn, t1, . . . , tn, and we extend the Reynolds operator in a map
from C[x, y, z, t] to itself whih is C[z, t]−linear. Then the vetor spae Lj is isomorphi to the vetor spae of
polynomials P ∈ SW (j) satisfying the following equation :
Rn
(( n∑
i=1
ziyi − tixi
)
P (z1 + x1, . . . , zn + xn, t1 + y1, . . . , tn + yn)
)
= 0 (10)
i.e.
En(P ) := Rn
(
(z · y − t · x) P (x+ z, y + t)
)
= 0 (11)
Proof :
We have 〈w, w′〉 = w · (Jw′) =
∑n
i=1(wiw
′
n+i − wn+iw
′
i). Then equation (10) is equivalent to
∀ w, w′ ∈ C,
∑
g∈W
∑n
i=1(wi
∑n
j=1 gijw
′
n+j −wn+i
∑n
j=1 gijw
′
j)
P
(
w1 +
∑n
j=1 g1jw
′
j , . . . , wn +
∑n
j=1 gnjw
′
j ,
wn+1 +
∑n
j=1 g1jw
′
n+j , . . . , w2n +
∑n
j=1 gnjw
′
n+j
)
= 0
(12)
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This means that the polynomial
∑
g∈W
n∑
i=1
(zi
n∑
j=1
gijyj− ti
n∑
j=1
gijxj) P
(
z1+
n∑
j=1
g1jxj , . . . , zn+
n∑
j=1
gnjxj , t1+
n∑
j=1
g1jyj , . . . , tn+
n∑
j=1
gnjyj
)
(13)
is zero.
This is equivalent to
n∑
i=1
(zi g · yi − ti g · xi)
∑
g∈W
g ·
(
P (z1 + x1, . . . , zn + xn, t1 + y1, . . . , tn + yn)
)
= 0, (14)
that is to say
Rn
(( n∑
i=1
ziyi − tixi
)
P (z1 + x1, . . . , zn + xn, t1 + y1, . . . , tn + yn)
)
= 0, (15)
where Rn is the Reynolds operator extended in a C[z, t]−linear map.
Remark 11
• Case of Bn : for a monomial M ∈ C[x, y],
⊲ either there exists a sign hange whih sends M to its opposite, and then Rn(M) = 0
⊲ or M is invariant under every sign hange and then Rn(M) =
∑
σ∈Sn
σ ·M .
If Q = Rn(P ) with P ∈ C[x, y], then we may always assume that eah monomial of P , in partiular P itself, is
invariant under the sign hanges.
• Case of Dn : we have the same result, by onsidering this time the sign hanges of an even number of variables.
The aim of Proposition 12 and its orollary is to redue drastially the spae in whih we searh the solutions
of equation (11) : indeed, instead of searhing the solutions in SW , we may limit ourselves to the spae of the
elements whih are annihilated by the ation of sl2.
Proposition 12
Let P ∈ C[x, y]W . We onsider the element En(P ) dened by the formula (11) as a polynomial in the indetermi-
nates z, t and with oeients in C[x, y].
Then the oeient of z1t1 in En(P ) is
−1
n
{H, P}, that of t21 is
−1
n
{E, P} and that of z21 is
1
n
{F, P}.
Proof :
We arry out the proof for Bn. The method is the same for Dn.
• We denote by cz1t1(P ) the oeient of z1t1 in En(P ). Sine the maps P 7→ cz1t1(P ) and P 7→ {H, P} are
linear, all we have to do is to prove the property for P of the form P = Rn(M), where M = x
iyj is a monomial
whih we may assume invariant under the sign hanges thanks to remark 11.
Then the formula (11) may be written
|W |En(M) = |W |Rn
(
(z · y − t · x)(x+ z)i(y + t)j
)
=
∑
c∈(±1)n
∑
σ∈Sn
c ·
[
(z1yσ−1(1) + · · ·+ znyσ−1(n))
n∏
k=1
(zk + xσ−1(k))
ik(tk + yσ−1(k))
jk
]
−
∑
c∈(±1)n
∑
σ∈Sn
c ·
[
(t1xσ−1(1) + · · ·+ tnxσ−1(n))
n∏
k=1
(zk + xσ−1(k))
ik(tk + yσ−1(k))
jk
]
• So the oeient of z1t1 is given by
|W | cz1t1(M) =
∑
c∈(±1)n
∑
σ∈Sn
c ·
[
yσ−1(1)
(
n∏
k=1
x
ik
σ−1(k)
)
j1 y
j1−1
σ−1(1)
(
n∏
k=2
y
jk
σ−1(k)
)
−xσ−1(1) i1 x
i1−1
σ−1(1)
(
n∏
k=2
xik
σ−1(k)
)(
n∏
k=1
yjk
σ−1(k)
) ]
= |(±1)n|
∑
σ∈Sn
(j1 − i1)
(
n∏
k=1
x
ik
σ−1(k)
y
jk
σ−1(k)
)
= |W | (j1 − i1)Rn(M).
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Sine P = 1
n!
∑
σ∈Sn
∏n
k=1 x
iσ(k)
k y
jσ(k)
k , we dedue that
n! cz1t1(P ) =
∑
σ∈Sn
cz1t1
(
n∏
k=1
x
iσ(k)
k y
jσ(k)
k
)
=
∑
σ∈Sn
(jσ(1) − iσ(1))Rn
(
n∏
k=1
x
iσ(k)
k y
jσ(k)
k
)
=
∑
σ∈Sn
(jσ(1) − iσ(1))Rn (M) = (n− 1)!
n∑
k=1
(jk − ik)Rn (M)
= (n− 1)! (degy(M) − degx(M))Rn (M) = −(n− 1)! {H, P}.
• We proeed as for z1t1, by denoting by ct21(P ) the oeient of t
2
1 in En(P ). Then we have
|W | ct21(M) = −
∑
c∈(±1)n
∑
σ∈Sn
c ·
[
xσ−1(1)
(
n∏
k=1
x
ik
σ−1(k)
)
j1 y
j1−1
σ−1(1)
(
n∏
k=2
y
jk
σ−1(k)
) ]
= −|(±1)n| j1
∑
σ∈Sn
xi1+1
σ−1(1)
yj1−1
σ−1(1)
(
n∏
k=2
xik
σ−1(k)
yjk
σ−1(k)
)
= −|W | j1 Rn
(
xi1+11 y
j1−1
1
(
n∏
k=2
xikk y
jk
k
))
.
Thus
n! ct21(P ) =
∑
σ∈Sn
ct21
(
n∏
k=1
x
iσ(k)
k y
jσ(k)
k
)
= −
∑
σ∈Sn
jσ(1) Rn
(
x
iσ(1)+1
1 y
jσ(1)−1
1
(
n∏
k=2
x
iσ(k)
k y
jσ(k)
k
))
= −
n∑
p=1
∑
σ∈Sn
σ(1)=p
jσ(1) Rn
(
x
iσ(1)+1
1 y
jσ(1)−1
1
(
n∏
k=2
x
iσ(k)
k y
jσ(k)
k
))
= −(n− 1)!
n∑
p=1
jpRn
(
xi11 . . . x
ip+1
p . . . x
in
n y
j1
1 . . . y
jp−1
p . . . y
jn
n
)
.
But
n! {E, P} =
∑
σ∈Sn
{E, x
iσ(1)
1 . . . x
iσ(n)
n y
jσ(1)
1 . . . y
jσ(n)
n }
=
∑
σ∈Sn
n∑
p=1
jσ(p)x
iσ(1)
1 . . . x
iσ(p)+1
p . . . x
iσ(n)
n y
jσ(1)
1 . . . y
jσ(p)−1
p . . . y
jσ(n)
n
=
n∑
p=1
n∑
q=1
∑
σ∈Sn
σ(p)=q
jσ(p)x
iσ(1)
1 . . . x
iσ(p)+1
p . . . x
iσ(n)
n y
jσ(1)
1 . . . y
jσ(p)−1
p . . . y
jσ(n)
n
=
n∑
q=1
jq
n∑
p=1
∑
σ∈Sn
σ(p)=q
x
iσ(1)
1 . . . x
iσ(p)+1
p . . . x
iσ(n)
n y
jσ(1)
1 . . . y
jσ(p)−1
p . . . y
jσ(n)
n
= n!
n∑
q=1
jq Rn
(
xi11 . . . x
iq+1
q . . . x
in
n y
j1
1 . . . y
jq−1
q . . . y
jn
n
)
.
So ct21
(P ) = −1
n
{E, P}. Similarly we show that cz21
(P ) = 1
n
{F, P}.
Corollary 13
• Let P ∈ C[x, y]W . If P satises equation (11), then P is annihilated by sl2, i.e. P ∈ S
W
sl2
.
• Therefore the vetor spae Lj is isomorphi to the vetor spae of the polynomials P ∈ S
W
sl2
(j) satisfying
equation (11).
Thus the determination of
SW
{SW , SW }
(
=
SW
sl2
{SW , SW }∩SW
sl2
)
is equivalent to the resolution, in SWsl2 , of equation (11).
Proof :
Let P ∈ C[x, y]W satisfying equation (11). Then all the oeients of the polynomial En(P ) ∈ (C[x, y])[z, t] are
zero. In partiular, aording to Proposition 12, we have {H, P} = {E, P} = {F, P} = 0. Hene P ∈ SWsl2 .
The seond point results from Corollary 10 and from the rst point.
We end this setion by dening two variants of the equation of Berest-Etingof-Ginzburg : these are tehnial tools
whih enable us to eliminate some variables and thus to solve equation (11) more easily.
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Denition 14
We dene the (intermediate) map
snint : C[x, y, z, t] → C[x, y, z, t]
P 7→ P (0 y z t1, 0),
and we set
Enint(P ) := s
n
int(En(P )). (16)
Similarly, we dene the map
sn : C[x, y, z, t] → C[x, y, z, t]
P 7→ P (0 y1, 0 z t1, 0),
and we set
E′n(P ) := sn(En(P )). (17)
This last equation is equation (11) after the substitution
x1 = · · · = xn = y2 = · · · = yn = t2 = · · · = tn = 0.
Remark 15
If P satises equation (11), it satises obviously equation (17).
In the ase where n is an odd integer, the vetors of highest weight 0 of even degree are the same for Bn and Dn,
and equations (17) are idential for both types. Moreover, the link between equations (11) for Bn and Dn en-
ables us to prove the inequality dim HP0(Dn) ≤ dim HP0(Bn). It is the purpose of the two following propositions.
Proposition 16
By abuse of notation, we denote by SBn(2p) (resp. SDn(2p)) the set of invariant elements of degree 2p in type Bn
(resp. Dn). Then we have S
B2n+1(2p) = SD2n+1(2p), S
B2n+1
sl2
(p) = S
D2n+1
sl2
(p), and equations (17) in S
B2n+1
sl2
=
S
D2n+1
sl2
assoiated to both types are the same.
This result is false for the even indies : ounter-example : dim SD4
sl2
(6) = 1 whereas SB4
sl2
(6) = {0}.
Proof :
• We set
Φ2n+1(P ) =
∑
σ∈S2n+1
σ · P, ΨB2n+1(P ) =
∑
g∈(±1)2n+1
g · P, ΨD2n+1(P ) =
∑
g∈(±1)2n
g · P,
so that
RB2n+1(P ) =
1
|B2n+1|
Φ2n+1 ◦Ψ
B
2n+1, and R
D
2n+1(P ) =
1
|D2n+1|
Φ2n+1 ◦Ψ
D
2n+1.
We obviously have ΨB2n+1(S(2p)) ⊂ Ψ
D
2n+1(S(2p)).
Conversely, sine ΨD2n+1(S(2p)) is spanned by the elements of the form Ψ
D
2n+1(m) with m ∈ S(2p) monomial,
all we have to do is to show that ΨD2n+1(m) belongs to Ψ
B
2n+1(S(2p)), i.e. Ψ
D
2n+1(m) is invariant under the sign
hanges. Now m = xi11 . . . x
i2n+1
2n+1 y
j1
1 . . . y
j2n+1
2n+1 with
∑2n+1
k=1 (ik + jk) = 2p, therefore at least one of the ik + jk is
even. Let's denote by l the orresponding index.
So, for every k 6= l, we have sk(m) = (−1)
ik+jkm = sk,l(m) and sl(m) = m. But
ΨD2n+1(m) =
 ∑
q1=0,1...q2n+1=0,1
(−1)q1[(i1+j1)+(i2+j2)]+q2[(i2+j2)+(i3+j3)]+···+q2n[(i2n+j2n)+(i2n+1+j2n+1)]

︸ ︷︷ ︸
am
m,
therefore sk
(
ΨD2n+1(m)
)
=
{
amsk,l(m) = sk,l(amm) = sk,l
(
ΨD2n+1(m)
)
si k 6= l
amm si k = l
}
= ΨD2n+1(m).
• So we have SDn(2p) = Φ2n+1
(
ΨD2n+1(S(2p))
)
= Φ2n+1
(
ΨB2n+1(S(2p))
)
= SBn(2p).
Hene SBn
sl2
(2p) = SDn
sl2
(2p). Besides, aording to Proposition 5, SBn
sl2
(2p+ 1) = SDn
sl2
(2p+ 1) = {0}.
• For P ∈ SBn
sl2
, equation (17) may be written
2n+1∑
i=1
zi
∑
σ∈Sn
σ(1)=i
y1 P (z1, . . . , z2n+1, t1, 0, . . . , 0, y1︸︷︷︸
i
, 0, . . . , 0)− y1 P (z1, . . . , z2n+1, t1, 0, . . . , 0, −y1︸︷︷︸
i
, 0, . . . , 0)
 = 0.
It is equation (17) for P ∈ SDn
sl2
.
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Proposition 17
Let P be invariant by sign hanges. If P is solution of equation (11) for Dn, then P is solution of equation (11)
for Bn.
In partiular, we have dim HP0(D2n+1) ≤ dim HP0(B2n+1).
Proof :
Let SBn (resp. SDn) be the group of sign hanges of Bn (resp. Dn). We may write SBn = SDn ⊔ SDn · s1.
Let P be invariant by sign hanges. So we have P = RBn (P ) = R
D
n (P ), and equation (11) for Bn (resp. Dn) may
be written EBn (P ) = R
B
n (Q) (resp. E
D
n (P ) = R
D
n (Q)), with Q = (z · y − t · x)P (x+ zy + t).
If P is solution of equation (11) for Dn, then we have :
RBn (Q) =
∑
h∈SBn
∑
σ∈Sn
(σh) ·Q =
∑
h∈SBn
h ·
( ∑
σ∈Sn
σ ·Q
)
=
∑
g∈SDn
g ·
( ∑
σ∈Sn
σ ·Q
)
+
∑
g∈SDn
(gs1) ·
( ∑
σ∈Sn
σ ·Q
)
=
∑
g∈SDn
g ·
( ∑
σ∈Sn
σ ·Q
)
+ s1 ·
[ ∑
g∈SDn
g ·
( ∑
σ∈Sn
σ ·Q
)]
= RDn (Q) + s1 ·R
D
n (Q) = 0.
So, P is solution of equation (11) for Bn.
We dedue the laimed inequality, knowing that, aording to Proposition 16, S
B2n+1
sl2
= S
D2n+1
sl2
. 
2.5 Constrution of graphs attahed to the invariant polynomials
Let us reall the equality of Proposition 8 : SWsl2 = Rn (C〈Xi,j〉). Moreover, aording to Corollary 13, the om-
putation of HP0(S
W ) an be redues to solving Equation (11) in the spae SWsl2 .
In order to have shorter and more visual notations, we represent the polynomials of this spae by graphs, by the
method explained in denition 21.
But before, let us quote, for the partiular ase that we are interested in, the fundamental result established by
J. Alev, M. A. Farinati, T. Lambre and A. L. Solotar in [AFLS00℄ :
Theorem 18 (Alev-Farinati-Lambre-Solotar)
For k = 0 . . . 2n, the dimension of HHk(An(C)
W ) is the number of onjugay lasses ofW admitting the eigenvalue
1 with the multipliity k.
By speializing to the ases of Bn and Dn, we obtain :
Corollary 19 (Alev-Farinati-Lambre-Solotar)
• For type Bn, the dimension of HH0(An(C)
W ) is the number of partitions π(n) of the integer n.
• For type Dn, the dimension of HH0(An(C)
W ) is the number of partitions π˜(n) of the integer n having an even
number of parts.
The onjeture of J. Alev may be set forth as follows :
Conjeture 20 (Alev)
• For the type Bn, the dimension of HP0(S
W ) equals the number of partitions π(n) of the integer n.
• For the type Dn, the dimension of HP0(S
W ) equals the number of partitions π˜(n) of the integer n having an
even number of parts.
Now, let us show how to onstrut π(n) solutions of equation (11) for the ase of Bn.
Denition 21
For i 6= j, we note Xi,j = xiyj − yixj.
To eah element of the form M :=
∏n−1
i=1
∏n
j=i+1 X
2ai,j
i,j , we assoiate the (non-oriented) graph Γ˜M suh that
⊲ the set of verties of Γ˜M is the set of indies {k ∈ [[1, n]] / ∃ i ∈ [[1, n]] / ai,k 6= 0 or ak,i 6= 0},
⊲ two verties i, j of Γ˜M are onneted by the edge i
ai,j
j
if ai,j 6= 0.
• If σ ∈ Sn, then the graph Γ˜σ·M is obtained by permuting the verties of Γ˜M .
So, by replaing eah vertex by the symbol •, we obtain a graph ΓM suh that the mapM 7→ ΓM is onstant on ev-
ery orbit under the ation of Bn (resp.Dn). So we may assoiate this graph to the elementRn
(∏n−1
i=1
∏n
j=i+1 X
2ai,j
i,j
)
.
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To a linear ombination
∑p
k=1 αkMk, we assoiate the graph
∑p
k=1 αk ΓMk .
• We may extend this denition to elements of the form M :=
∏n−1
i=1
∏n
j=i+1 X
bi,j
i,j by denoting an edge by
•
bi,j
2
•
if bi,j is even and by •
bi,j+1
2
•
if bi,j is odd. Be areful ! We have for example • • = 0.
Example 22
The polynomial R4(X
4
1,2X
2
1,3X
2
1,4) is represented by the graph • • •
•
.
• If a graph ontains only even edges (i.e. of the form •
ai,j
•
), then it is represented in Bn and in Dn by the
same element.
This result is not valid in the ase of graphs whih ontain odd edges : for example, the element
• • •
•
is zero in B4, but dierent from zero in D4.
Remark 23
The graphs orresponding to polynomials obtained by operating the Reynolds operator for dierent indies on the
same elements of the algebra generated by the Xi,j 's are the same.
For example, the elements R3(X
2
1,2) and R44(X
2
1,2) are represented in this way by the same graph • • .
Propositions 25 and 26 show that this has no eet on the study of equation (11) for Bn.
Proposition 24
For every n ∈ N∗, the number of linear graphs without loops and without isolated verties is equal to the number
of partitions of n. (A multiple edge is viewed as a loop).
Proof : immediate. To eah partition p of the form n = 1p1 + 2p2 + 3p3 + · · · + npn, we assoiate the graph
having pj linear onneted omponents with j verties.
Proposition 25
• Let P ∈ C[x1, . . . , xn, y1, . . . , yn]. If Rn(P ) 6= 0 then Rn+1(P ) 6= 0.
• Let P1, . . . , Pm ∈ C[x1, . . . , xn, y1, . . . , yn]. If Rn(P1), . . . , Rn(Pm) are linearly independent, then Rn+1(P1), . . . , Rn+1(Pm)
are linearly independent.
Proof :
• We arry out the proof for Bn. We proeed likewise for Dn.
Let P ∈ C[x1, . . . , xn, y1, . . . , yn] suh that Rn(P ) 6= 0. Aording to remark 11, we may assume that the terms
of P are invariant under sign hanges.
We onsider the set Tn of the terms of Rn(P ) that we partition into orbits under the ation of Sn : so we have
the equality Tn =
∐r
j=1Oj . Consequently, Rn(P ) may be written
Rn(P ) =
r∑
j=1
αjRn(Mj),
where Mj ∈ Oj .
Let cn+1 := (1, . . . , n + 1) ∈ Sn+1, and sn+1 the (n + 1)−th sign hange, so that Bn+1 = 〈sn+1, cn+1〉 · Bn.
Again by the invariane under sign hanges, we dedue
Rn+1(P ) =
1
n+ 1
r∑
j=1
αj
(
n∑
k=0
ckn+1 ·Rn(Mj)
)
︸ ︷︷ ︸
tj
.
Now if i 6= j, then ti and tj belong to two distint orbits under the ation of Sn+1, Therefore the tj 's are linearly
independent. So Rn+1(P ) 6= 0.
• Let be P1, . . . , Pm ∈ C[x1, . . . , xn, y1, . . . , yn] suh that Rn(P1), . . . , Rn(Pm) are linearly independent. Let's
onsider a zero linear ombination
∑m
j=1 λjRn+1(Pj) = 0, i.e. Rn+1
(∑m
j=1 λjPj
)
= 0. Then, aording to the
11
rst point, we have
∑m
j=1 λjRn(Pj) = Rn
(∑m
j=1 λjPj
)
= 0, so by hypothesis, ∀ j ∈ [[1, m]], λj = 0.
The following proposition shows the fat that, for a graph, being solution of equation (11) for Bn is independent
of n, provided that n is not smaller than the number of verties of the graph ! This proposition justies the
n-independent notation of graphs.
Proposition 26
Let P ∈ C[x1, . . . , xn, y1, . . . , yn].
• Case of Bn : if Rn(P ) satises the equation En (Rn(P )) = 0, then Rn+1(P ) ∈ C[x1, . . . , xn+1, y1, . . . , yn+1]
satises the equation En+1 (Rn+1(P )) = 0.
• Case of Dn : if Rn(P ) satises the equation En (Rn(P )) = 0, then Rn+2(P ) ∈ C[x1, . . . , xn+2, y1, . . . , yn+2]
satises the equation En+2 (Rn+2(P )) = 0.
Proof :
We arry out the proof for Bn ; we proeed likewise for Dn.
Aording to remark 11, we may assume that P is invariant by sign hanges.
For every n ≥ 2, we note Qn := Rn(P ). Then
En+1(Qn+1) = Rn+1
((
n+1∑
k=1
zkyk − tkxk
)
Qn+1(x1 + z1, . . . , xn+1 + zn+1, y1 + t1, . . . , yn+1 + tn+1)
)
.
Let cn+1 := (1, . . . , n + 1) ∈ Sn+1, and sn+1 the (n + 1)−th sign hange, so that Bn+1 = 〈sn+1, cn+1〉 · Bn.
Then we may write
Qn+1 = Rn+1(P ) =
1
2(n+ 1)
∑
i=0,1
j=1...n+1
(sin+1c
j
n+1) ·Qn.
Now the polynomial (sin+1c
j
n+1) ·Qn ontains only the indies 1, . . . , j − 1, j + 1, . . . , n+ 1,
therefore (zjyj − tjxj)(s
i
n+1c
j
n+1) ·Qn is in the kernel of Rn+1. So,
En+1(Qn+1) =
1
2(n+ 1)
∑
i=0,1
j=1...n+1
Rn+1

n+1∑
k=1
k 6=j
zkyk − tkxk
((sin+1cjn+1) ·Qn) (x+ z, y + t)
 ,
i.e.
En+1(Qn+1) =
1
2(n+ 1)
∑
i=0,1
j=1...n+1
Rn+1
[
(s˜n+1
i
c˜n+1
j) ·
((
n∑
k=1
zkyk − tkxk
)
Qn(x+ z, y + t)
)]
=
1
n+ 1
n+1∑
j=1
Rn+1
[
c˜n+1
j ·
((
n∑
k=1
zkyk − tkxk
)
Qn(x+ z, y + t)
)]
,
where the s˜n+1 and c˜n+1 at on the x, y, z, t as the sn+1 and cn+1 at on the x, y. (In the 2−nd equality, we
have used the invariane by sign hanges of P ).
By indexing the variables by [[1, n]] instead of [[1, n + 1]]\{j}, we see that eah of the terms of this sum is by
hypothesis in the kernel of Rn, thus in the kernel of Rn+1. So, En+1(Qn+1) = 0.
Corollary 27
The sequene (dim HP0(Bn))n≥2 is inreasing.
The sequenes (dim HP0(D2n))n≥1 and (dim HP0(D2n+1))n≥1 are inreasing.
Proposition 28 is fundamental for the onstrution of the solutions of the equation of Berest-Etingof-Ginzburg
for Bn.
Proposition 28
If Ri(P ) and Rj(Q) satisfy equation (11), and if their sets of indeterminates are disjoints, then Ri+j(PQ) satises
equation (11).
In terms of graphs, it means that if two disjoints graphs satisfy equation (11), then their union also satises this
equation.
So it is suient that the onneted omponents of a graph satisfy equation (11) in order that the graph itself
satises it.
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Proof :
• Let Ri(P ) and Rj(Q) of whih the sets of indeterminates are disjoints.
We denote by EP := {xk, k ∈ IP } ∪ {yk, k ∈ IP } (resp. EQ := {xk, k ∈ IQ} ∪ {yk, k ∈ IQ}) the set of inde-
terminates of P (resp. Q), and we set n := i + j so that we have |EP | = 2i, |EQ| = 2j, IP ⊔ IQ = [[1, n]] and
C[EP , EQ] = C[x, y]. The group Bi (resp. Bj) ats only on the indeterminates of EP (resp. EQ).
Let us alulate Rn(PQ) :
|Bn|Rn(PQ) =
1
|Bi||Bj |
∑
g∈Bi
∑
h∈Bj
∑
σ∈Bn
(ghσ) · (PQ)
=
1
|Bi||Bj |
∑
σ∈Bn
σ ·
∑
g∈Bi
∑
h∈Bj
(h · (g · P ))︸ ︷︷ ︸
g·P
(h · (g ·Q))︸ ︷︷ ︸
h·Q

=
1
|Bi||Bj |
∑
σ∈Bn
σ ·
∑
g∈Bi
g · P
∑
h∈Bj
h ·Q

=
∑
σ∈Bn
σ · [Ri(P )Rj(Q)]
= |Bn|Rn (Ri(P )Rj(Q)) .
Hene Rn(PQ) = Rn (Ri(P )Rj(Q)).
• If Ri(P ) and Rj(Q) satisfy moreover equation (11), we have
(z · y − t · x) [Rn(PQ)] (x+ z, y + t)
=
1
|Bn|
∑
σ∈Bn
(z · y − t · x) [σ · (Ri(P )Rj(Q))] (x+ z, y+ t)
=
1
|Bn|
∑
σ∈Bn
[ ∑
k∈σ−1(IP )
zkyk − tkxk
 [σ · Ri(P )](x+ z, y + t)
︸ ︷︷ ︸
AP,σ
[σ ·Rj(Q)](x+ z, y + t)︸ ︷︷ ︸
AQ,σ
+
 ∑
k∈σ−1(IQ)
zkyk − tkxk
 [σ ·Rj(Q)](x+ z, y + t)
︸ ︷︷ ︸
BQ,σ
[σ ·Ri(P )](x+ z, y + t)︸ ︷︷ ︸
BP,σ
]
,
where the elements AP,σ and BP,σ (resp. AQ,σ and BQ,σ) ontain only the indies of σ
−1(IP ) (resp. σ
−1(IQ)).
• Let us show that AP,σAQ,σ is in the kernel of Rn :
|Bn|Rn(AP,σAQ,σ) =
∑
g∈Bn
g · (AP,σAQ,σ)
=
1
|Bi|
∑
h∈Bi
∑
g∈hBn
g · (AP,σAQ,σ)
=
1
|Bi|
∑
g∈Bn
g ·
∑
h∈Bi
h · (AP,σAQ,σ)

=
1
|Bi|
∑
g∈Bn
g ·
∑
h∈Bi
h ·AP,σ
AQ,σ

=
∑
g∈Bn
g ·
Ri(AP,σ)︸ ︷︷ ︸
=0
AQ,σ
 = 0.
The last equality is due to the fat that Ri(P ) satises equation (11).
Similarly, BP,σBQ,σ is in the kernel of Rn. Hene (z · y − t · x) [Rn(PQ)] (x+ z, y + t) = 0.
So Proposition 28 gives a way to onstrut solutions of equation (11) for Bn from already known solutions of
this equation for Bm with m < n, by taking the disjoint unions of the solution graphs. In fat, aording to
Proposition 26, if a graph is a solution for Bm, then it is also a solution for Bn with n > m.
Thus we may formulate the following onjeture :
Conjeture 29
For every integer n ≥ 2, there exists a unique polynomial of degree 4(n− 1) in SWsl2 (i.e. a linear ombination of
13
graphs with n − 1 edges) whih is solution of equation (11). This polynomial is represented by a graph whih is
made up with the linear graph without loops and without isolated verties, with n − 1 edges and n verties, and
with other graphs whih may be seen as orretive terms, and whih all have n − 1 edges and n (non-isolated)
verties.
This graph is alled the n−th simple graph.
By some Maple alulations, we determine the list of the rst simple graphs :
Bn n−th simple graph
B2 • •
B3 • • •
B4 • • • • − 2 • • •
•
− 10 • • • •
B5 •
• • •
•
−4 • • • • • +28 • • • • • +4 •
HHH
• • •
•
+28 • • • •
•
B6
• • • • • • +420 • • • • • • − 70 • • • • • •
−54 • • • • • • +378 • • • • •
•
+504 • • • • •
•
+ 1892 • • • •
• •
•
+90 • • • •
•
• •
+ 32 • •

<<<
• •
+14 • • • •
• •
+110 •
??
• • • •
•
+56 •
??
• • • •
•
−21 • • • • • • −15 • • • • •
•
The number of graphs that we may onstrut from the simple graphs by using Proposition 28 equals the number
of linear graphs without loops and without isolated verties of Proposition 24, sine the graphs onstruted like
this are obtained by substituting, to ertain linear graphs without loops and without isolated verties, a linear
ombination of graphs ontaining this graph and other graphs (possibly non-linear or with loops), but having the
same number of verties and the same number of edges.
Conjeture 30
For every integer n ≥ 2, the π(n) graphs onstruted aording to the proess dened above are the only solutions
of equation (11).
As for Dn, we may write, with the help of Maple and of Proposition 17, the solutions of degree lower than 4(n−1)
of equation (11) for n ∈ {2, 3, 4}. We onjeture that this equation has no solution of degree stritly higher than
4(n− 1).
Dn Solutions of equation (11)
D2 1
D3 1
D4 1 • • • • • • − 2 • • •
3 Study of B2 − C2, D2 = A1 × A1, B3 − C3, and D3 = A3
Let us now use the results of the general ase previously established by applying them to the ases of B2, D2, B3
and D3. It will enable us to alulate expliitly the dimension of their 0−th spae of Poisson homology, and so to
treat entirely the rank 3, and at the same time to verify the onjeture of J. Alev for this rank.
3.1 Study of B2 and D2
The omputation of the dimension of the 0−th spae of Poisson homology in the ase of B2 was made by J. Alev
and L. Foissy in [AF06℄. Here, we redisover this result by another method. We will then dedue the dimension
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of the 0−th spae of Poisson homology in the ase of D2.
Proposition 31
For B2, the spae of solutions of equation (11) is the plane generated by the polynomials 1 and (x1y2 − y1x2)
2
.
So, the dimension of the 0−th spae of Poisson homology of B2 is dim(HP0(B2)) = 2 .
The elements 1 and (x1y2 − y1x2)
2
do not belong to {SW , SW }.
Proof :
• Let X = x1y2 − y1x2. We have C[X] ⊂ Ssl2 . Now, aording to Proposition 7, we have dim (S(2l)sl2) = 1
therefore the Poinaré series of Ssl2 is
1
1−z2
. This series is exatly the Poinaré series of C[X], so Ssl2 = C[X].
Consequently, SWsl2 = C[X]
W = R2(C[X]) = C[X
2].
• Aording to Proposition 4, the elements 1 and X2 do not belong to {SW , SW }. We show by a diret alulation
(for example with Maple ; see setion 4) that the element X2 satises equation (11).
• In order to have the asserted result, it is suient, aording to Corollary 13, to show that for every j ∈ N\{0, 1},
the element X2j does not satisfy equation (11), i.e. E2(X
2j) 6= 0. To do this, it is suient, aording to remark
15, to show that E′2(X
2j) 6= 0. From the expression
E2int(X
2j) = z1R2
(
y1((x1 + z1)y2 − (y1 + t1)(x2 + z2))
2j
)
+ z2R2
(
y2((x1 + z1)y2 − (y1 + t1)(x2 + z2))
2j
)
,
we dedue
E′2(X
2j) =
1
8
z1
∑
sign changes
y1(−(y1 + t1)z2)
2j +
1
8
z2
∑
sign changes
y1(z1y1 − t1z2)
2j ,
i.e.
E′2(X
2j) = 1
4
[
z1y1z
2j
2 (y1 + t1)
2j − z1y1z
2j
2 (−y1 + t1)
2j + z2y1(z1y1 − t1z2)
2j − z2y1(−z1y1 − t1z2)
2j
]
.
So the term of the type αz1t1y
2j
1 z
2j
2 is
1
4
z1y1z
2j
2 (C
1
2jy
2j−1
1 t1) −
1
4
z1y1z
2j
2 (−C
1
2jy
2j−1
1 t1), and we nd α = j 6= 0.
This shows that X2j does not satisfy equation (11).
Proposition 32
For D2 = A1×A1, the spae of the solutions of equation (11) is the one-dimensional spae generated by 1. So the
dimension of the 0−th spae of Poisson homology of D2 is 1, i.e. dim(HP0(D2)) = 1 .
The element 1 is the only element whih does not belong to {SW , SW }.
Proof :
The method is the same as the one for B2 : letting X = x1y2 − y1x2, we have S
W
sl2
= C[X2]. Aording to
Proposition 4, the element 1 does not belong to {SW , SW }. We show by a alulation (for example with Maple ;
see setion 4) that the element X2 does not satisfy equation (11).
So it is suient, aording to Corollary 13, to show that for every j ∈ N\{0, 1}, E′2(X
2j) 6= 0. Now this expression
is the same as the one obtained for B2 ; therefore it is not zero.
3.2 Study of B3 - Vetors of highest weight 0
In order to study B3, we begin making by making the vetors of highest weight 0 expliit.
Proposition 33
We set X = x1y2 − y1x2, Y = x2y3 − y2x3 and Z = x3y1 − y3x1.
Then SB3
sl2
is the image of C[X, Y, Z] by R3.
Proof : aording to Proposition 8, C[X, Y, Z] = Ssl2 , thus C[X, Y, Z]
B3 = SB3
sl2
.
Remark 34
The only monomials XiY jZk (i, j, k) ∈ N3 of whih the image by R3 is not zero are
⊲ the monomials of the form XiY jZk with i, j, k even,
⊲ the monomials of the form XiY jZk with i, j, k odd and all distint. For these monomials, it is even suient
to take i < j < k.
So the vetor of highest weigh 0 of smallest degree not multiple of 4 has degree 2(1 + 3 + 5) = 18.
Proposition 35
The elements 1 and R3(X
2) do not belong to {SW , SW }.
The elements 1, R3(X
2) and R3(X
2Y 2) satisfy equation (11).
So, dim(HP0(B3)) ≥ 3.
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Proof :
We know aording to Proposition 4 that the elements 1 and R3(X
2) do not belong to {SW , SW }.
To show that the elements R3(X
2) and R3(X
2Y 2) satisfy equation (11), we make a alulation with Maple : see
setion 4.
In order to prove the equality dim(HP0(B3)) = 3, we will show that the elements of S
B3
sl2
whih do not belong to
the spae 〈1, R3(X
2), R3(X
2Y 2)〉 do not satisfy equation (11). It is suient, aording to remark 15, to show
that these elements do not satisfy equation (17). It is the aim of the following setion.
3.3 Study of B3 - Equation of Berest-Etingof-Ginzburg
To eah polynomial of the form P := R3(X
iY jZk) speied in remark 34, we assoiate a monomial MP whih
appears with a non-zero oeient in equation (17), and suh that if P1 and P2 are two distint polynomials,
then the monomial MP1 does not appear in E
′
n(P2) and the monomial MP2 does not appear in E
′
n(P1), where
E′n(P ) denotes equation (17).
To the polynomial R3(X
2j) (with j ≥ 2), we assoiate the monomial Mj = z1t1y
2j
1 z
2j
3 .
To the polynomial R3(X
2jY 2l) (with 1 ≤ l ≤ j and j ≥ 2), we assoiate Mj,l = z1t1y
2j+2l
1 z
2j
3 z
2l
2 .
To the polynomial R3(X
2jY 2lZ2k) (with 1 ≤ l ≤ k ≤ j), we assoiate Mj,k,l = z1t1y
2j+2l
1 z
2j+2k
3 z
2
2t
2k
1 z
2l−2
1 .
To the polynomialR3(X
2i+1Y 2j+1Z2k+1) (with 0 ≤ i < j < k), we assoiate M˜k,j,i = z1t1y
2i+2k+2
1 z
2j+2k+2
3 z
2
2t
2j+1
1 z
2i−1
1 .
3.3.1 First step
For every polynomial P , we alulate the oeient of the monomial MP whih appears in equation E
′
3(P ).
Case 1. P = R3(X
2j) = 1
3
(X2j + Y 2j + Z2j) (with j ≥ 2) :
We have
|W |E3int(P ) =
|W |
3
R3
[
(z1y1 + z2y2 + z3y3)
[
((z1y2 − (y1 + t1)z2)
2j + (z2y3 − y2z3)
2j + (z3(y1 + t1)− y3z1)
2j
]]
,
Thus
|W |E3int(P ) = y2 ( . . . ) + y3 ( . . . ) +
2
3
∑
sign changes
z1y1
[
((y1 + t1)z2)
2j + (z3(y1 + t1))
2j]
+
2
3
∑
sign changes
z2y1
[
(z1y1 − t1z2)
2j + (y1z3)
2j + (t1z3)
2j
]
+
2
3
∑
sign changes
z3y1
[
(t1z2)
2j + (z2y1)
2j + (z3t1 − y1z1)
2j
]
.
Therefore,
|W |E′3(P ) =
8
3
[
z1y1
[
((y1 + t1)z2)
2j + (z3(y1 + t1))
2j
]
− z1y1
[
((−y1 + t1)z2)
2j + (z3(−y1 + t1))
2j
]]
+ 8
3
[
z2y1
[
(z1y1 − t1z2)
2j + (y1z3)
2j + (t1z3)
2j
]
− z2y1
[
(−z1y1 − t1z2)
2j + (y1z3)
2j + (t1z3)
2j
]]
+ 8
3
[
z3y1
[
(t1z2)
2j + (z2y1)
2j + (z3t1 − y1z1)
2j
]
− z3y1
[
(t1z2)
2j + (z2y1)
2j + (z3t1 + y1z1)
2j
]]
,
(18)
where the underlined terms anel out.
The monomial Mj = z1t1y
2j
1 z
2j
3 appears only in the rst line of the last expression, and its oeient is
1
|W |
8
3
[
2C12j + 2C
1
2j
]
= 32
3
j.
So, the oeient of Mj in E
′
3(P ) is
2
9
j .
Case 2. P = R3(X
2jY 2l) (with 1 ≤ l ≤ j and j ≥ 2) :
We have
|W |E3int(P ) =
|W |
6
R3
[
(z1y1 + z2y2 + z3y3)[
((z1y2 − (y1 + t1)z2)
2j(z2y3 − y2z3)
2l + (z2y3 − y2z3)
2j(z3(y1 + t1)− y3z1)
2l + (z3(y1 + t1)− y3z1)
2j(z1y2 − (y1 + t1)z2)
2l
((z1y2 − (y1 + t1)z2)
2l(z2y3 − y2z3)
2j + (z2y3 − y2z3)
2l(z3(y1 + t1)− y3z1)
2j + (z3(y1 + t1)− y3z1)
2l(z1y2 − (y1 + t1)z2)
2j
]]
,
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Thus |W |E′3(P ) =
8
6
[
z1y1
[
(z3(y1 + t1))
2j((y1 + t1)z2)
2l
]
− z1y1
[
(z3(−y1 + t1))
2j((−y1 + t1)z2)
2l
]
+z2y1
[
(z1y1 − t1z2)
2j(y1z3)
2l + (y1z3)
2j(z3t1)
2l + (z3t1)
2j(z1y1 − t1z2)
2l
]
− . . .
+z3y1
[
(t1z2)
2j(z2y1)
2l + (z2y1)
2j(z3t1 − y1z1)
2l + (z3t1 − y1z1)
2j(t1z2)
2l
]
− . . .
+z1y1
[
(z3(y1 + t1))
2l((y1 + t1)z2)
2j
]
− z1y1
[
(z3(−y1 + t1))
2l((−y1 + t1)z2)
2j
]
+z2y1
[
(z1y1 − t1z2)
2l(y1z3)
2j + (y1z3)
2l(z3t1)
2j + (z3t1)
2l(z1y1 − t1z2)
2j
]
− . . .
+z3y1
[
(t1z2)
2l(z2y1)
2j + (z2y1)
2l(z3t1 − y1z1)
2j + (z3t1 − y1z1)
2l(t1z2)
2j
]
− . . .
]
,
(19)
where on eah line, the suspension points stand for the image of the expression by the sign hange y1 7→ −y1. As
in the preeding ase, the underlined terms anel out.
⊲ If j 6= l and l 6= 1, the monomial Mj,l appears only in the rst line of the preeding expression and its oeient
in this expression is
32
6
(j + l).
⊲ If j 6= l and l = 1, the monomial Mj,l also appears in the 5−th line of (19) and its oeient is
32
6
(j + l − l).
⊲ If j = l, we have l 6= 1 (beause j ≥ 2). ThenMj,l also appears in the fourth line and its oeient is thus
64
6
(j+l).
The following table ollets the oeients of the monomial Mj,l in E
′
3(P ).
(j, l) j 6= l and l 6= 1 j 6= l and l = 1 j = l
Coeient (j + l)/9 j/9 4j/9
Case 3. P = R3(X
2jY 2lZ2k) (with 1 ≤ l ≤ k ≤ j) :
we have
|W |E3int(P ) =
|W |
6
R3
[
(z1y1 + z2y2 + z3y3)
[
((z1y2 − (y1 + t1)z2)
2j(z2y3 − y2z3)
2l(z3(y1 + t1)− y3z1)
2k +
∑
permutations
of (j,l,k)
. . .
]]
,
So |W |E′3(P ) =
8
6
∑
permutations
of (j,l,k)
[
z2y1(z1y1 − t1z2)
2j(y1z3)
2l(z3t1)
2k − z2y1(−z1y1 − t1z2)
2j(y1z3)
2l(z3t1)
2k
+z3y1(t1z2)
2j(z2y1)
2l(z3t1 − y1z1)
2k − z3y1(t1z2)
2j(z2y1)
2l(z3t1 + y1z1)
2k
]
,
We denote by αj,k,l the oeient of the monomialMj,k,l in the preeding expression, and we distinguish 4 ases :
⊲ If l = k = j, we have Mj,j,j = z1t1z
2j−2
1 y
4j
1 z
4j
3 z
2
2t
2j
1 and αj,j,j = −32j.
⊲ If l = k < j, we have Mj,l,l = z1t1z
2l−2
1 y
2j+2l
1 z
2j+2l
3 z
2
2t
2l
1 , and
|W |E′3(P ) =
8
6
[
z2y1(z1y1 − t1z2)
2j(y1z3)
2l(z3t1)
2l − · · ·+ z3y1(t1z2)
2j(z2y1)
2l(z3t1 − y1z1)
2l − . . .
+z2y1(z1y1 − t1z2)
2l(y1z3)
2j(z3t1)
2l − · · ·+ z3y1(t1z2)
2l(z2y1)
2j(z3t1 − y1z1)
2l − . . .
+z2y1(z1y1 − t1z2)
2l(y1z3)
2l(z3t1)
2j − · · ·+ z3y1(t1z2)
2l(z2y1)
2l(z3t1 − y1z1)
2j − . . .
]
,
where on eah line, the suspension points stand for the image of the expression by the sign hange y1 7→ −y1. So
the searhed oeient is αj,l,l = −
32
3
l.
⊲ If l < k = j, we have Mj,j,l = z1t1z
2l−2
1 y
2j+2l
1 z
4j
3 z
2
2t
2j
1 . Similarly, we nd αj,j,l = −32j.
⊲ If l < k < j, we have
17
|W |E′3(P ) =
8
6
[
z2y1(z1y1 − t1z2)
2j(y1z3)
2l(z3t1)
2k − . . .
+z3y1(t1z2)
2j(z2y1)
2l(z3t1 − y1z1)
2k − . . .
+z2y1(z1y1 − t1z2)
2j(y1z3)
2k(z3t1)
2l − . . .
+z3y1(t1z2)
2j(z2y1)
2k(z3t1 − y1z1)
2l − . . .
+z2y1(z1y1 − t1z2)
2k(y1z3)
2j(z3t1)
2l − . . .
+z3y1(t1z2)
2k(z2y1)
2j(z3t1 − y1z1)
2l − . . .
+z2y1(z1y1 − t1z2)
2l(y1z3)
2j(z3t1)
2k − . . .
+z3y1(t1z2)
2l(z2y1)
2j(z3t1 − y1z1)
2k − . . .
+z2y1(z1y1 − t1z2)
2k(y1z3)
2l(z3t1)
2j − . . .
+z3y1(t1z2)
2k(z2y1)
2l(z3t1 − y1z1)
2j − . . .
+z2y1(z1y1 − t1z2)
2l(y1z3)
2k(z3t1)
2j − . . .
+z3y1(t1z2)
2l(z2y1)
2k(z3t1 − y1z1)
2j − . . .
]
,
(20)
where, again, the suspension points stand for the image of the expression by the sign hange y1 7→ −y1.
The searhed monomial appears only on the 7−th line, and its oeient is αj,k,l = −
32
6
l.
Finally we ollet in the following table the oeients of the monomial Mj,k,l in E
′
3(P ).
(j, k, l) l = k = j l = k < j l < k = j l < k < j
Coeient −2l/3 −2l/9 −2l/9 −l/9
Case 4. P = R3(X
2i+1Y 2j+1Z2k+1) (with 0 ≤ i < j < k) : we have
|W |E3int(P ) =
|W |
6
R3
[
(z1y1 + z2y2 + z3y3)
[
((z1y2 − (y1 + t1)z2)
2i+1(z2y3 − y2z3)
2j+1(z3(y1 + t1) − y3z1)
2k+1 +
∑
permutations
of (i,j,k)
. . .
]]
,
So |W |E′3(P ) =
8
6
∑
permutations
of (j,j,k)
[
z2y1(z1y1 − t1z2)
2i+1(y1z3)
2j+1(z3t1)
2k+1 + z2y1(−z1y1 − t1z2)
2i+1(y1z3)
2j+1(z3t1)
2k+1
+z3y1(t1z2)
2i+1(z2y1)
2j+1(z3t1 − y1z1)
2k+1 + z3y1(t1z2)
2i+1(z2y1)
2j+1(z3t1 + y1z1)
2k+1
]
= z2y1(z1y1 − t1z2)
2i+1(y1z3)
2j+1(z3t1)
2k+1 + z2y1(−z1y1 − t1z2)
2i+1(y1z3)
2j+1(z3t1)
2k+1
+z3y1(t1z2)
2i+1(z2y1)
2j+1(z3t1 − y1z1)
2k+1 + z3y1(t1z2)
2i+1(z2y1)
2j+1(z3t1 + y1z1)
2k+1
+z2y1(z1y1 − t1z2)
2i+1(y1z3)
2k+1(z3t1)
2j+1 + z2y1(−z1y1 − t1z2)
2i+1(y1z3)
2k+1(z3t1)
2j+1
+z3y1(t1z2)
2i+1(z2y1)
2k+1(z3t1 − y1z1)
2j+1 + z3y1(t1z2)
2i+1(z2y1)
2k+1(z3t1 + y1z1)
2j+1
+z2y1(z1y1 − t1z2)
2j+1(y1z3)
2i+1(z3t1)
2k+1 + z2y1(−z1y1 − t1z2)
2j+1(y1z3)
2i+1(z3t1)
2k+1
+z3y1(t1z2)
2j+1(z2y1)
2i+1(z3t1 − y1z1)
2k+1 + z3y1(t1z2)
2j+1(z2y1)
2i+1(z3t1 + y1z1)
2k+1
+z2y1(z1y1 − t1z2)
2k+1(y1z3)
2j+1(z3t1)
2i+1 + z2y1(−z1y1 − t1z2)
2k+1(y1z3)
2j+1(z3t1)
2i+1
+z3y1(t1z2)
2k+1(z2y1)
2j+1(z3t1 − y1z1)
2i+1 + z3y1(t1z2)
2k+1(z2y1)
2j+1(z3t1 + y1z1)
2i+1
+z2y1(z1y1 − t1z2)
2j+1(y1z3)
2k+1(z3t1)
2i+1 + z2y1(−z1y1 − t1z2)
2j+1(y1z3)
2k+1(z3t1)
2i+1
+z3y1(t1z2)
2j+1(z2y1)
2k+1(z3t1 − y1z1)
2i+1 + z3y1(t1z2)
2j+1(z2y1)
2k+1(z3t1 + y1z1)
2i+1
+z2y1(z1y1 − t1z2)
2k+1(y1z3)
2i+1(z3t1)
2j+1 + z2y1(−z1y1 − t1z2)
2k+1(y1z3)
2i+1(z3t1)
2j+1
+z3y1(t1z2)
2k+1(z2y1)
2i+1(z3t1 − y1z1)
2j+1 + z3y1(t1z2)
2k+1(z2y1)
2i+1(z3t1 + y1z1)
2j+1
(21)
In order to nd the monomials of the form αM˜k,j,i, we are rst interested in the exponent of z3, then in the one of
y1. So it remains only the lines 1 and 3, then only the line 3. The oeient of M˜k,j,i in |W |E
′
3(P ) is −
16
6
(2i+1).
So, the oeient of M˜k,j,i in E
′
3(P ) is −
1
18
(2i+ 1) .
3.3.2 Seond step
For two distint polynomials P1 and P2, of the same degree greater or equal to 12, we show that MP1 does not
appear in E′(P2).
Case 1. P = R3(X
2j) (j ≥ 3) : aording to (18), no term of E′3(P ) ontains at the same time z1, z2, z3.
Now if l+k = j with 1 ≤ k ≤ l and l ≥ 2, then Ml,k = z1t1y
2l+2k
1 z
2l
3 z
2k
2 , therefore Ml,k does not appear in E
′
3(P ).
Similarly, if m + l + k = j with 0 < k ≤ l ≤ m, we have Mm,l,k = z1t1y
2m+2k
1 z
2m+2l
3 z
2
2t
2l
1 z
2k−2
1 , therefore Mm,l,k
18
does not appear in E′3(P ).
Case 2. P = R3(X
2jY 2l) (with 1 ≤ l ≤ j and j ≥ 2) : equation (19) may be written
6
8
|W |E′3(P ) = z1y1(z3(y1 + t1))
2j((y1 + t1)z2)
2l − z1y1(z3(−y1 + t1))
2j((−y1 + t1)z2)
2l
+z1y1(z3(y1 + t1))
2l((y1 + t1)z2)
2j − z1y1(z3(−y1 + t1))
2l((−y1 + t1)z2)
2j
+z2y1(z1y1 − t1z2)
2j(y1z3)
2l + z2y1(z3t1)
2j(z1y1 − t1z2)
2l
−z2y1(−z1y1 − t1z2)
2j(y1z3)
2l − z2y1(z3t1)
2j(−z1y1 − t1z2)
2l
+z2y1(z1y1 − t1z2)
2l(y1z3)
2j + z2y1(z3t1)
2l(z1y1 − t1z2)
2j
−z2y1(−z1y1 − t1z2)
2l(y1z3)
2j − z2y1(z3t1)
2l(−z1y1 − t1z2)
2j
+z3y1(z2y1)
2j(z3t1 − y1z1)
2l + z3y1(z3t1 − y1z1)
2j(t1z2)
2l
−z3y1(z2y1)
2j(z3t1 + y1z1)
2l − z3y1(z3t1 + y1z1)
2j(t1z2)
2l
+z3y1(z2y1)
2l(z3t1 − y1z1)
2j + z3y1(z3t1 − y1z1)
2l(t1z2)
2j
−z3y1(z2y1)
2l(z3t1 + y1z1)
2j − z3y1(z3t1 + y1z1)
2l(t1z2)
2j .
(22)
• If m = j + l, then Mm = z1t1y
2m
1 z
2m
3 does not appear in E(P ). Indeed, the largest exponent of z3 in E(P ) is
≤ 2j + 1 < 2m.
• If m+ p = j + l, with 1 ≤ p ≤ m, m ≥ 2, m 6= j and p 6= l, then Mm,p = z1t1y
2m+2p
1 z
2m
3 z
2p
2 does not appear in
E(P ). In fat,
⊲ if m > j, neessary p < l. Then the largest exponent of z3 in E(P ) is ≤ 2j + 1 < 2m.
⊲ if m < j, neessary p > l. Then the only terms of E(P ) whih have z1t1 with the exponent 1 are
L1 = 8jz1t1y
2j+2l
1 z
2j
3 z
2l
2
L2 = 8lz1t1y
2j+2l
1 z
2l
3 z
2j
2
L3 = −4z1t1y
2j+2
1 z
2j
3 z
2
2 if l = 1
L4 = −4z1t1y
2j+2
1 z
2
3z
2j
2 if l = 1.
L1 and L3 are not olinear to Mm,p, beause they are olinear to Mj,l.
L2 is olinear to Mm,p only if m = l and j = p. But then m = l ≤ j = p ≤ m, hene m = j and p = l, whih is
absurd. The same argument may be applied to L4.
• If m+ p+ q = j+ l, with 1 ≤ q ≤ p ≤ m, then Mm,p,q = z1t1y
2m+2q
1 z
2m+2p
3 z
2
2t
2p
1 z
2q−2
1 does not appear in E(P ).
In fat,
⊲ If m+ p > j, the greatest exponent of z3 in E(P ) is ≤ 2j + 1 < 2m+ 2p.
⊲ If m + p < j, we have neessarily q ≥ l + 1, thus 2q − 1 > 2l ≥ 2. Then the only terms of E(P ) whih have z1
with the exponent 2q − 1 are
L1 = −2C
2q−1
2j y
2q+2l
1 z
2q−1
1 z
2j−2q+2
2 z
2l
3 t
2j−2q+1
1
L2 = −2C
2q−1
2j y
2q
1 z
2q−1
1 z
2j−2q+2
2 z
2l
3 t
2j−2q+2l+1
1
L3 = −2C
2q−1
2j y
2q
1 z
2q−1
1 z
2l
2 z
2j−2q+2
3 t
2j−2q+2l−1
1
L4 = −2C
2q−1
2j y
2q+2l
1 z
2q−1
1 z
2l
2 z
2j−2q+2
3 t
2j−2q+1
1 .
If L1 is olinear to Mm,p,q , we have

m+ q = q + l
2 = 2j − 2q + 2
2m + 2p = 2l
2p+ 1 = 2j − 2q + 1
, hene p = 0, whih is absurd.
Similarly, L2, L3 and L4 are not olinear to Mm,p,q .
⊲ If m+ p = j, we have neessarily q = l (but only 2q − 1 ≥ 1). Then we have two ases :
⋄ If l ≥ 2, i.e. q ≥ 2, in addition to the terms L1, . . . , L4, we obtain the terms
L5 = −4lz2y1z
2j
3 t
2j
1 z
2l−1
1 y
2l−1
1 t1z2
L6 = −4lz2y1z
2l−1
1 y
2l−1
1 t1z2y
2j
1 z
2j
3
L7 = −4lz3y1z
2j
2 y
2j
1 z3t1y
2l−1
1 z
2l−1
1
L8 = −4lz3y1z3t1y
2l−1
1 z
2l−1
1 t
2j
1 z
2j
2 .
If L5 is olinear to Mm,p,q , we have in partiular 2m+ 2l = 2l, hene m = 0, whih is absurd.
Similarly, L6, L7 and L8 are not olinear to Mm,p,q .
⋄ If l = 1, i.e. q = 1, in addition to the terms L1, . . . , L8, we also obtain the terms
z1y1z
2j
3 z
2
2(y1 + t1)
2j+2 − z1y1z
2j
3 z
2
2(−y1 + t1)
2j+2
z1y1z
2
3z
2j
2 (y1 + t1)
2j+2 − z1y1z
2
3z
2j
2 (−y1 + t1)
2j+2
Among these terms, the ones whih have t1 with the exponent 2p vanish beause of the signs in the expansion of
the binomial.
19
Case 3. P = R3(X
2jY 2lZ2k) (with 1 ≤ l ≤ k ≤ j) :
• Aording to formula (20), the greatest exponent of z3 in E
′
3(P ) is ≤ 2l + 2k. So if m = j + k + l, then
Mm = z1t1y
2m
1 z
2m
3 does not appear in E
′
3(P ).
• If m+ p = j + l + k with 1 ≤ p ≤ m, m ≥ 2, then Mm,p = z1t1y
2m+2p
1 z
2m
3 z
2p
2 doesn't appear in E
′
3(P ). In fat,
⊲ If j + k < m, then z3 never appears in E
′
3(P ) with the exponent 2m.
⊲ If j + k ≥ m, we write the terms of E′3(P ) whih have y1 with the exponent 2m+ 2p :
L1 = −4jz2y1z
2j−1
1 y
2j−1
1 t1z2y
2l
1 z
2l+2k
3 t
2k
1 L7 = −4lz2y1z
2l−1
1 y
2l−1
1 t1z2y
2j
1 z
2j+2k
3 t
2k
1
L2 = −4kz3y1t
2j
1 z
2j+2l
2 y
2l
1 z3t1y
2k−1
1 z
2k−1
1 L8 = −4kz3y1t
2l
1 z
2l+2j
2 y
2j
1 z3t1y
2k−1
1 z
2k−1
1
L3 = −4jz2y1z
2j−1
1 y
2j−1
1 t1z2y
2k
1 z
2k+2l
3 t
2l
1 L9 = −4kz2y1z
2k−1
1 y
2k−1
1 t1z2y
2l
1 z
2l+2j
3 t
2j
1
L4 = −4lz3y1t
2j
1 z
2j+2k
2 y
2k
1 z3t1y
2l−1
1 z
2l−1
1 L10 = −4jz3y1t
2k
1 z
2k+2l
2 y
2l
1 z3t1y
2j−1
1 z
2j−1
1
L5 = −4kz2y1z
2k−1
1 y
2k−1
1 t1z2y
2j
1 z
2j+2l
3 t
2l
1 L11 = −4lz2y1z
2l−1
1 y
2l−1
1 t1z2y
2k
1 z
2k+2j
3 t
2j
1
L6 = −4lz3y1t
2k
1 z
2k+2j
2 y
2j
1 z3t1y
2l−1
1 z
2l−1
1 L12 = −4jz3y1t
2l
1 z
2l+2k
2 y
2k
1 z3t1y
2j−1
1 z
2j−1
1 .
None of these terms is olinear to Mm,p, beause of the exponent of t1 whih is always too large.
• If m+p+q = j+ l+k with 1 ≤ q ≤ p ≤ m and (m, p, q) 6= (j, k, l), thenMm,p,q = z1t1y
2m+2q
1 z
2m+2p
3 z
2
2t
2p
1 z
2q−2
1
does not appear in E′3(P ). In fat,
⊲ If m+ p > j + k, then z3 never appears in E
′
3(P ) with the exponent 2m+ 2p.
⊲ If m + p ≤ j + k, we write the terms of E′3(P ) whih have y1 with exponent 2m + 2q and z2 with exponent 2,
by setting Cδn = 0 if δ /∈ [[0, 2k]] :
L1 = −4jz2y1z
2j−1
1 y
2j−1
1 t1z2y
2l
1 z
2l+2k
3 t
2k
1 L7 = −4lz2y1z
2l−1
1 y
2l−1
1 t1z2y
2j
1 z
2j+2k
3 t
2k
1
L2 = −2C
α
2kz3y1t
2j
1 z
2j+2l
2 y
2l
1 z
2k−α
3 t
2k−α
1 y
α
1 z
α
1 L8 = −2C
α
2kz3y1t
2l
1 z
2l+2j
2 y
2j
1 z
2k−α
3 t
2k−α
1 y
α
1 z
α
1
L3 = −4jz2y1z
2j−1
1 y
2j−1
1 t1z2y
2k
1 z
2k+2l
3 t
2l
1 L9 = −4kz2y1z
2k−1
1 y
2k−1
1 t1z2y
2l
1 z
2l+2j
3 t
2j
1
L4 = −2C
β
2lz3y1t
2j
1 z
2j+2k
2 y
2k
1 z
2l−β
3 t
2l−β
1 y
β
1 z
β
1 L10 = −2C
γ
2jz3y1t
2k
1 z
2k+2l
2 y
2l
1 z
2j−γ
3 t
2j−γ
1 y
γ
1 z
γ
1
L5 = −4kz2y1z
2k−1
1 y
2k−1
1 t1z2y
2j
1 z
2j+2l
3 t
2l
1 L11 = −4lz2y1z
2l−1
1 y
2l−1
1 t1z2y
2k
1 z
2k+2j
3 t
2j
1
L6 = −2C
β
2lz3y1t
2k
1 z
2k+2j
2 y
2j
1 z
2l−β
3 t
2l−β
1 y
β
1 z
β
1 L12 = −2C
γ
2jz3y1t
2l
1 z
2l+2k
2 y
2k
1 z
2j−γ
3 t
2j−γ
1 y
γ
1 z
γ
1 ,
with α ∈ [[0, 2k]], β ∈ [[0, 2l]], γ ∈ [[0, 2j]] and α, β, γ odd.
None of these terms is olinear to Mm,p, beause for eah of the twelve terms, the equality of the multi-
degrees gives a linear system whih leads to an absurdity. For example, if L1 is olinear to Mm,p, we have
2m+ 2q = 2j + 2l
2m+ 2p = 2l + 2k
2p+ 1 = 1 + 2k
2q − 1 = 2j − 1
, hene p = k, q = j, m = l, whih is absurd by hypothesis.
Case 4. P = R3(X
2i+1Y 2j+1Z2k+1) (with 0 ≤ i < j < k) :
In this ase, beause of the degree, the only monomial for whih we must show that it does not appear in E′3(P )
is M˜m,p,q with m+ p+ q = j + k + i, 0 < q < p < m and (m, p, q) 6= (k, j, i). The study is the same as the one
made in the third point of ase 3.
So we have proved the following result :
Proposition 36
The dimension of the 0−th spae of Poisson homology of B3 is 3, i.e. dim(HP0(B3)) = 3 .
This dimension oinides with dim(HH0(B3)).
As for the vetors of highest weight 0 of degree ongruent to 2 modulo 4, we obtain reursively a formula whih
enables us to express them expliitly as sums of brakets : this is the subjet of proposition 37.
Proposition 37
The vetors of highest weight 0 of degree ongruent to 2 modulo 4 are sums of brakets.
Proof :
• We have the formula
{R3(X
2p), R3(X
2q)} =
8
3
pq R3
(
X2p−1Y 2q−1Z
)
(23)
Indeed,
20
{R3(X
2p), R3(X
2q)} =
1
|S3|
{
∑
σ∈S3
(xσ1yσ2 − yσ1xσ2)
2p,
∑
τ∈S3
(xτ1yτ2 − yτ1xτ2)
2q}
=
1
9
∑
σ, τ∈〈(1,2,3)〉
{(xσ1yσ2 − yσ1xσ2)
2p, (xτ1yτ2 − yτ1xτ2)
2q}
=
4
9
pq
∑
σ, τ∈〈(1,2,3)〉
(xσ1yσ2 − yσ1xσ2)
2p−1(xτ1yτ2 − yτ1xτ2)
2q−1{xσ1yσ2 − yσ1xσ2, xτ1yτ2 − yτ1xτ2}
=
4
9
pq
∑
τ∈S3
σ · (x1y2 − y1x2)
2p−1(x2y3 − y2x3)
2q−1(x3y1 − y3x1)
=
8
3
pq R3
(
(x1y2 − y1x2)
2p−1(x2y3 − y2x3)
2q−1(x3y1 − y3x1)
)
,
where the 4−th equality results from the table
{·} X Y Z
X 0 Z −Y
Y −Z 0 X
Z Y −X 0
.
We also have
R3
(
X2p−1Y 2q−1Z
)
R3
(
X2r
)
=
1
3
[
R3
(
X2p+2r−1Y 2q−1Z
)
+R3
(
X2p−1Y 2q+2r−1Z
)
+R3
(
X2p−1Y 2q−1Z2r+1
)]
(24)
So, aording to Leibniz property and formula (23), we have
{R3(X
2p), R3(X
2q)R3(X
2r)} = {R3(X
2p), R3(X
2q)}R3(X
2r) + {R3(X
2p), R3(X
2r)}R3(X
2q)
= 8
3
pq R3
(
X2p−1Y 2q−1Z
)
R3
(
X2r
)
+ 8
3
pr R3
(
X2p−1Y 2r−1Z
)
R3
(
X2q
)
(25)
• We dedue
R3(X
2p−1Y 2q−1Z2r+1)
= 3R3(X
2p−1Y 2q−1Z)R3(X
2r)−R3(X
2p+2r−1Y 2q−1Z) −R3(X
2p−1Y 2q+2r−1Z)
= 9
8pq
{R3(X
2p), R3(X
2q)R3(X
2r)} − 3r
q
R3(X
2p−1Y 2q−1Z)R3(X
2q)−R3(X
2p+2r−1Y 2q−1Z)−R3(X
2p−1Y 2q+2r−1Z)
= 9
8pq
{R3(X
2p), R3(X
2q)R3(X
2r)} − r
q
[
R3(X
2p+2q−1Y 2r−1Z) +R3(X
2p−1Y 2r+2q−1Z) +R3(X
2p−1Y 2r−1Z2q+1)
]
−R3(X
2p+2r−1Y 2q−1Z)−R3(X
2p−1Y 2q+2r−1Z),
(26)
where the equalities 1, 2, 3 result respetively from formulae (24), (25), (24).
• Then we proeed by reurrene on r : we show that for every r ≥ 1 xed, for every (p, q) ∈ (N∗)2 suh that
r < q < p, the element R3(X
2p−1Y 2q−1Z2r−1) is a sum of brakets : in fat, the ase r = 1 omes from (23) while
the way from r to r + 1 results from (26).
3.4 Study of D3
The result for D3 may be dedued from the result for B3.
In fat, the vetors of highest weight 0 are the same as the ones of B3 (this results for example from Proposition
16), and they are given by remark 34.
The element 1 is not a braket, aording to Proposition 4.
Equation (17) is the same as for B3. This shows that the solutions of equation (11) are to be searhed in the
vetor spae 〈R3(X
2), R3(X
2Y 2)〉.
But these two polynomials have distint degrees and we verify with the help of Maple that none of them is a
solution of equation (11) : see setion 4.
So we have the following result :
Proposition 38
The dimension of the 0−th spae of Poisson homology of D3 is 1, i.e. dim(HP0(D3)) = 1 .
This dimension oinides with dim(HH0(D3)).
Remark 39
Propositions 31, 32, 36 and 38 show that the onjeture of J. Alev holds in the ases B2, D2 = A1 × A1, B3 and
D3 = A3.
Remark 40
J. Alev onjetured that the equality dim HP0(W ) = dim HH0(W ) holds not only for the Weyl groups of semi-
simple nite-dimensional Lie algebras, but also for the more general ase of wreath produts of she form W =
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Γ⌣ Sn, where Γ is a nite subgroup of SL2C. In partiular :
• If Γ = A1, we have W = Sn. In this ase, an expliit alulation shows that dim HP0(W ) = 0 = dim HH0(W ).
• If Γ = A2, we have W ≃ Bn. The ases n = 2 and n = 3 have been veried ([AF06℄ and the present artile).
For the ase n ≥ 4, this is still a onjeture !
4 Formal omputations
We ollet in this setion some veriations whih are arried out with Maple.
4.1 Denitions
• The funtion Image alulates the image of the polynomial P ∈ A[X] by the matrix J ∈ GlnC, aording to the
diagonal ation, with X = (x, y), and A = C or A = C[z, t].
Image:=pro(P,X::list,J) loal n: n:=nops(X)/2:
subs({seq(X[i℄=add(J[i,j℄*X[j℄,j=1..n),i=1..n),seq(X[i℄=add(J[i-n,j-n℄*X[j℄,
j=n+1..2*n),i=n+1..2*n)},P); end pro:
• The funtion Reynolds alulates the image by the Reynolds operator assoiated to the group W ⊂ GlnC of
the polynomial P ∈ A[X], aording to the diagonal ation.
Reynolds:=pro(P,X::list,W::list) loal ard,n: ard:=nops(W):
n:=nops(X)/2: 1/ard*add(Image(P,X,W[j℄),j=1..ard); end pro:
• The funtion kron gives the Kroneker symbol of (i, j).
kron:=pro(i,j) if i=j then 1 else 0 fi; end pro:
• The funtion repr gets a permutation σ ∈ Sn, written in the shape of a list [σ(1), . . . , σ(n)], and gives the
matrix of size n and of general term δi,σ(j), i.e. the permutation matrix assoiated to σ.
repr:=pro(sigma) loal n: n:=nops(sigma):
Matrix(n,(i,j)->kron(i,sigma[j℄)); end pro:
• Denition of the Weyl groups of B2 and D2 :
t12:=<<0,1>|<1,0>>: s1:=<<-1,0>|<0,1>>: s2:=<<1,0>|<0,-1>>:
s12:=<<-1,0>|<0,-1>>:
B2:=[seq(seq(seq(t12^i.s1^j.s2^k,i=0..1),j=0..1),k=0..1)℄:
D2:=[seq(seq(t12^i.s12^j,i=0..1),j=0..1)℄:
• Denition of the Weyl group of B3 :
with(group): S3gr:=permgroup(3,{[[1,2℄℄,[[1,2,3℄℄});
S3grbis:=[op(elements(S3gr))℄:
S3grliste:=map(x->onvert(x,'permlist',3),S3grbis):
S3:=map(repr,S3grliste): s1:=<<-1,0,0>|<0,1,0>|<0,0,1>>:
s2:=<<1,0,0>|<0,-1,0>|<0,0,1>>: s3:=<<1,0,0>|<0,1,0>|<0,0,-1>>:
B3:=[seq(seq(seq(seq(S3[i℄.s1^j.s2^k.s3^l,i=1..6),j=0..1),k=0..1),l=0..1)℄:
• Denition of the Weyl group of D3 :
s12:=<<-1,0,0>|<0,-1,0>|<0,0,1>>:s23:=<<1,0,0>|<0,-1,0>|<0,0,-1>>:
D3:=[seq(seq(seq(S3[i℄.s12^j.s23^k,i=1..6),j=0..1),k=0..1)℄:
4.2 Veriation of the alulations of propositions 31 and 32
The following alulations enable us to verify that E2(R2(X
2)) = 0 for B2 and E2(R2(X
2)) 6= 0 for D2.
ind:=[seq(x[j℄,j=1..2),seq(y[j℄,j=1..2)℄:
uB:=Reynolds((x[1℄*y[2℄-y[1℄*x[2℄)^2,ind,B2);
vB:=add(z[j℄*y[j℄-t[j℄*x[j℄,j=1..2)*subs({seq(x[j℄=x[j℄+z[j℄,j=1..2),
seq(y[j℄=y[j℄+t[j℄,j=1..2)},uB):
equaB:=Reynolds(vB,ind,B2):equaBd:=expand(equaB);
uD:=Reynolds((x[1℄*y[2℄-y[1℄*x[2℄)^2,ind,D2);
vD:=add(z[j℄*y[j℄-t[j℄*x[j℄,j=1..2)*subs({seq(x[j℄=x[j℄+z[j℄,j=1..2),
seq(y[j℄=y[j℄+t[j℄,j=1..2)},uD):
equaD:=Reynolds(vD,ind,D2):equaDd:=expand(equaD);
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4.3 Veriation of the identities of Proposition 35
The following alulations prove the identities E3(R3(X
2)) = 0 and E3(R3(X
2Y 2)) = 0.
ind:=[seq(x[j℄,j=1..3),seq(y[j℄,j=1..3)℄:
u1:=Reynolds((x[1℄*y[2℄-y[1℄*x[2℄)^2,ind,B3):
v1:=add(z[j℄*y[j℄-t[j℄*x[j℄,j=1..3)*subs({seq(x[j℄=x[j℄+z[j℄,j=1..3),
seq(y[j℄=y[j℄+t[j℄,j=1..3)},u1):
equa1:=Reynolds(v1,ind,B3):equad1:=expand(equa1);
u2:=Reynolds((x[1℄*y[2℄-y[1℄*x[2℄)^2*(x[2℄*y[3℄-y[2℄*x[3℄)^2,ind,B3):
v2:=add(z[j℄*y[j℄-t[j℄*x[j℄,j=1..3)*subs({seq(x[j℄=x[j℄+z[j℄,j=1..3),
seq(y[j℄=y[j℄+t[j℄,j=1..3)},u2):
equa2:=Reynolds(v2,ind,B3):equad2:=expand(equa2);
4.4 Veriation of the alulations of Proposition 38
The following alulations show that the polynomials R3(X
2) and R3(X
2Y 2) are not solutions of equation (11).
ind:=[seq(x[j℄,j=1..3),seq(y[j℄,j=1..3)℄:
u1:=Reynolds((x[1℄*y[2℄-y[1℄*x[2℄)^2,ind,D3):
v1:=add(z[j℄*y[j℄-t[j℄*x[j℄,j=1..3)*subs({seq(x[j℄=x[j℄+z[j℄,j=1..3),
seq(y[j℄=y[j℄+t[j℄,j=1..3)},u1):
equa1:=Reynolds(v1,ind,D3):equad1:=expand(equa1): nops(equad1);
u2:=Reynolds((x[1℄*y[2℄-y[1℄*x[2℄)^2*(x[2℄*y[3℄-y[2℄*x[3℄)^2,ind,D3):
v2:=add(z[j℄*y[j℄-t[j℄*x[j℄,j=1..3)*subs({seq(x[j℄=x[j℄+z[j℄,j=1..3),
seq(y[j℄=y[j℄+t[j℄,j=1..3)},u2):
equa2:=Reynolds(v2,ind,D3):equad2:=expand(equa2): nops(equad2);
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