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Abstract—The boundary element method (BEM) enables the
efficient electromagnetic modelling of lossy conductors with a
surface-based discretization. Existing BEM techniques for con-
ductor modelling require either expensive dual basis functions
or the use of both single- and double-layer potential operators
to obtain a well-conditioned system matrix. The associated
computational cost is particularly significant when conductors
are embedded in stratified media, and the expensive multilayer
Green’s function (MGF) must be invoked. In this work, a novel
single-source BEM formulation is proposed, which leads to a
well-conditioned system matrix without the need for dual basis
functions. The proposed single-layer impedance matrix (SLIM)
formulation does not require the double-layer potential to model
the background medium, which reduces the cost associated with
the MGF. The accuracy and efficiency of the proposed method
is demonstrated through realistic examples drawn from different
applications.
Index Terms—Electromagnetic modeling, boundary element
method, surface integral equations, single-source formulations.
I. INTRODUCTION
THE need for full-wave electromagnetic (EM) modelingof lossy conductors arises in many applications. The
design of high-speed on-chip interconnects requires an ac-
curate prediction of signal propagation and cross-talk, which
is heavily influenced by the frequency-dependent variation of
skin depth [1]. Likewise, the quantification of losses in the
sub-wavelength unit cells of metasurfaces and metamaterials
requires modeling conductors as imperfect [2].
Electromagnetic modeling of lossy conductors with the
finite element method [3] or volume integral equations [4]–
[6] requires an extremely fine volumetric discretization of the
structure to capture skin effect at high frequencies. In contrast,
the boundary element method (BEM), which is based on a
surface integral representation of Maxwell’s equations [7],
requires meshing only on the interfaces between objects. This
reduction of dimensionality allows capturing the skin effect
without the need for an extremely fine mesh, making the BEM
an appealing approach for modeling penetrable media.
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Conductor modeling with the BEM requires describing
an interior problem to capture the physics within objects,
and an exterior problem to model coupling between them.
Approximate techniques for the interior problem such as the
Leontovich surface impedance boundary condition (SIBC) [8]
are not accurate near corners or at low frequencies, where
skin effect has not yet developed. The generalized impedance
boundary condition (GIBC) [9] and related formulations [10],
[11] are well conditioned and applicable over a broad fre-
quency range, but require both single- and double-layer poten-
tial operators [12] for modeling the exterior problem. When
conductors are embedded in stratified background media,
the multilayer Green’s function (MGF) [13] is required for
computing the single-layer potential, and its curl is required
for the double-layer potential [13]. Both the MGF and its curl
are several times more expensive to compute than the homo-
geneous Green’s function. Therefore, having to compute both
the single- and double-layer operators for layered media has a
significant cost, and increases code complexity. Other methods
such as the enhanced augmented electric field integral equation
(eAEFIE) [14] require not only the same operators as the
GIBC, but also the use of expensive dual basis functions [15]
to obtain a well-conditioned system matrix [16].
The differential surface admittance (DSA) approach [17]–
[20] is a single-source formulation which requires only the
single-layer potential operator of the exterior problem. How-
ever, the DSA formulation also leads to an ill-conditioned
system matrix unless dual basis functions are employed [21],
[22]. A single-source impedance-based (SSI) formulation was
proposed as a remedy [23], but the resulting system matrix is
still not as well conditioned as the GIBC.
In this work, a novel single-source formulation is proposed,
which offers the advantages of both the GIBC and the DSA,
while overcoming their shortcomings. Like the DSA, the
proposed single-layer impedance matrix (SLIM) formulation
involves only a differential electric current density as the
source [17]. Therefore, the SLIM approach does not require
the double-layer potential operator for the exterior problem,
unlike the GIBC, which leads to a smaller matrix fill time. Fur-
thermore, the SLIM formulation leads to a well-conditioned
system matrix without the need for dual basis functions, unlike
the DSA or SSI approaches.
II. PROPOSED FORMULATION
In the following, time-harmonic fields with a time depen-
dence of ejωt are assumed, where ω is the cyclical frequency
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and j =
√−1. Primed coordinates represent source points,
while unprimed coordinates represent observation points. We
first consider a structure composed of a single object occu-
pying volume V , bounded by a surface S with outward unit
normal vector nˆ. The proposed method will be generalized to
structures with multiple objects in Section II-C. The object is
assumed to be homogeneous with permittivity ε, permeability
µ, and electrical conductivity σ. The object may be embedded
in a layered medium, where the lth layer is denoted by Vl, has
permittivity εl and permeability µl. We define V0 =
⋃Nl
l=1 Vl.
The system may be excited with an incident plane wave,
[ ~Einc (~r), ~Hinc (~r)], ~r ∈ V0, or through lumped ports [24],
resulting in a field distribution [ ~E (~r), ~H (~r)] for ~r ∈ V .
A. Interior Problem
1) Original Configuration: The tangential electric and mag-
netic fields on S can be related via the Stratton-Chu formu-
lation [25], written in the form of the magnetic field integral
equation (MFIE) [7],
jωε nˆ× L
[
nˆ′ × ~E (~r ′)
]
(~r) + nˆ×K
[
nˆ′ × ~H (~r ′)
]
(~r)
− 1
2
nˆ × ~H (~r) = 0 (1)
for ~r, ~r ′ ∈ S. Using the MFIE (1) rather than the electric field
integral equation (EFIE) will lead to better conditioning of
the final system matrix. Definitions of the integro-differential
operators L and K may be found in literature [7], and involve
the homogeneous Green’s function of the object’s material.
A triangular mesh is generated for the surface of the
object. Equation (1) is discretized by expanding nˆ × ~E (~r)
and nˆ × ~H (~r) with RWG basis functions [26] and tested with
rotated nˆ×RWG functions. This leads to the matrix equation
−jωεLE −
(
K − 1
2
I×
)
H = 0, (2)
where L and K are the discretized L and K operators.
For highly conductive media, specialized integration routines
must be used for assembling L and K, to capture the fast
oscillations of the Green’s function [9], [14]. Matrix I× is the
identity operator obtained by testing RWG with nˆ × RWG
functions. Column vectors E and H contain the coefficients of
the basis functions associated with nˆ × ~E (~r) and nˆ × ~H (~r),
respectively.
2) Equivalent Configuration: Next, we use the surface
equivalence principle [27] to replace the conductive object
with the background material in which it resides, while re-
quiring that nˆ × ~E (~r) remains unchanged for ~r ∈ S [17]. An
equivalent electric current density, ~J∆,
~J∆ (~r) = nˆ × ~H (~r)− nˆ× ~Heq (~r), (3)
must be introduced on S to keep fields in V0 unchanged. In
(3), nˆ× ~Heq (~r) is the tangential magnetic field on S in the
equivalent configuration. Enforcing an unchanged tangential
electric field will later avoid the need for the double-layer
potential operator of the exterior problem [17].
Vector fields ~J∆, nˆ × ~H (~r) and nˆ× ~Heq (~r) are now
expanded with RWG basis functions to obtain the discrete
version of (3),
J∆ = H −Heq, (4)
where column vectors J∆ and Heq contain the coefficients
of the basis functions associated with ~J∆ and nˆ× ~Heq (~r),
respectively.
In the equivalent configuration, the nˆ × ~E (~r) and
nˆ× ~Heq (~r) can also be related via the Stratton-Chu equation
in EFIE form [7], which after discretization reads
jωµl LlHeq −
(
Kl − 1
2
I×
)
E = 0, (5)
where Ll and Kl are the discretized L and K operators
involving the homogeneous Green’s function associated to Vl.
B. Exterior Problem
To enable broadband simulations of multiscale objects, the
augmented EFIE (AEFIE) [28] is employed to model the
exterior problem. The charge density ρ∆ associated to ~J∆
is introduced as an additional unknown, and discretized with
pulse basis functions [28]. The total electric field tangential to
S is written in discretized form as
jk0L
(A)
m J∆ + c0D
TL(φ)m Bρ∆ +
1
η0
I×E =
1
η0
Einc, (6)
where L(A)m and L
(φ)
m are the discretized vector and scalar
potential parts of the L operator, respectively, and ρ∆ contains
coefficients of ρ∆. Subscript m indicates that the multilayer
Green’s function of the stratified background medium is used
in their assembly. Column vector Einc is related to the incident
electric field. Quantities k0, η0, and c0 are, respectively, the
wave number, wave impedance, and speed of light in free
space. The differential current and charge densities are also
related via the continuity equation,
FDJ∆ + jk0c0Iρ∆ = 0, (7)
where I is the identity matrix. Definitions of the sparse
matrices D, B and F may be found in [28].
C. Final System Matrix
The goal now is to utilize equations (2) and (4)–(7) to derive
a well-conditioned final system matrix. First, the tangential
electric field E is expressed in terms of the tangential magnetic
field H with a rearrangement of (2),
E =
−1
jωε
(L)
−1
(
K − 1
2
I×
)
︸ ︷︷ ︸
,Z
H. (8)
Next, the equivalent tangential magnetic field Heq is expressed
in terms of E with a rearrangement of (5),
Heq =
1
jωµeq
(Leq)
−1
(
Keq − 1
2
Ix
)
︸ ︷︷ ︸
,Yeq
E. (9)
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Matrices Z and Yeq may be interpreted, respectively, as
the surface impedance of the original object [9] and the
surface admittance of the object replaced with the surrounding
medium [19].
Using (8) in (9), we may express Heq in terms of H as
Heq = YeqZH. (10)
Equations (4), (8) and (10) now allow us to write (6) and (7)
in terms of only H and ρ∆, to obtain the final system[
jk0L
(A)
m +C D
TL(φ)m B
FD (I−YeqZ) jk0I
] [
H
c0ρ∆
]
=
[
Einc/η0
0
]
, (11)
where
C =
(
−jk0L(A)m Yeq +
1
η0
I×
)
Z. (12)
Equation (11) is the proposed SLIM formulation. The top
left block of (11) has a similar form to the corresponding
matrix block in the augmented GIBC formulation [10], but
with a different definition of the matrix C, which may be
interpreted as a correction to the well-conditioned vector
potential operator for perfect electric conductors, jk0L(A)m . It
has been shown that the GIBC formulation leads to a well-
conditioned system matrix without the need for dual basis
functions [16], and the similarity to this form is responsible
for the good conditioning of the SLIM method compared to
existing single-source BEM formulations [19], [23].
Additionally, the SLIM formulation avoids the double-layer
potential operator for the exterior problem, required in the
GIBC. For objects embedded in stratified media, the single-
layer potential involves the dyadic multilayer Green’s function
(MGF), while the double-layer potential involves its curl [13].
Avoiding the double-layer operator precludes the need to com-
pute the curl of the MGF, which leads to a significant reduction
in CPU time. This feature also reduces code complexity, since
the extraction of singular and quasistatic terms for the curl of
the MGF is more challenging than for the MGF alone [29].
Although the SLIM formulation requires an additional
matrix operator Yeq in the interior problem, this operator
involves the homogeneous Green’s function, which is cheaper
to compute than the MGF. Furthermore, for large objects,
the inversions in (8) and (9) can be avoided by applying Z
and Yeq iteratively with the multiple-grid adaptive integral
method (AIM) [30] presented in [16]. To efficiently solve (11)
with an iterative solver, the constraint preconditioner in [28]
is adopted. The matrix-vector product in (11) is accelerated
with a multilayer version of the AIM [31]. For a system with
multiple objects, Z and Yeq become a block diagonal con-
catenation of Zi, and Yi,eq which are the surface impedance
and admittance operators of the ith object, respectively.
III. RESULTS
A comparison between the proposed method and the
GIBC [9], DSA [19] and SSI [23] formulations is provided
through numerical examples. In each formulation, the AEFIE
is used in the exterior problem [10], [31], and the interior
problem is accelerated with the method in [16]. All simulations
were performed single-threaded on a 3 GHz Intel Xeon CPU.
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Fig. 1: (a) Monostatic RCS compared to analytical results, and
(b) number of iterations for the proposed, GIBC, DSA and SSI
methods, for the sphere in Section III-A.
We used PETSc [32] for sparse matrix manipulation. The
GMRES iterative solver [33] with a relative residual norm of
10−4, available through PETSc, was used for solving (11).
A. Scattering from a Copper Sphere
To validate the accuracy of the proposed method, a copper
sphere (σ = 5.8×107 S/m) with diameter 1m is excited with a
plane wave at frequencies ranging from 10MHz to 750MHz,
in free space. The monostatic radar cross section (RCS) is
computed and compared with the analytical solution obtained
via Mie series [7]. Fig. 1 indicates an excellent agreement over
the entire range of frequencies considered. Fig. 1b shows the
number of iterations required at each frequency, for the SLIM,
GIBC, DSA and SSI approaches. It is clear that the SLIM and
GIBC methods lead to significantly better matrix conditioning
than the DSA and SSI formulations.
B. Inductor Array
The efficiency of the proposed method is demonstrated by
considering a 3× 4 array of copper inductor coils [6], excited
via a The´venin-equivalent port formulation [24], with ports
defined as shown in Fig. 2. The inductors are embedded in the
centre of a 50µm dielectric layer with relative permittivity 2.1.
Beneath the dielectric layer is a 50µm layer of silicon with
relative permittivity 11.9 and conductivity 10S/m, backed by
an infinite perfectly conducting ground plane. The structure is
meshed with 22,862 triangles and 34,293 edges.
Scattering parameters computed over a broad frequency
range are shown in Fig. 3, and are in excellent agreement
with both the GIBC and DSA formulations. The number of
GMRES iterations required for convergence at each frequency
is reported in Fig. 4a, and again highlights that the proposed
formulation is as well conditioned as the GIBC, while the
SSI formulation failed to converge within 800 iterations.
Furthermore, as shown in Fig. 4b, the SLIM formulation is
faster than the GIBC since it does not require computing the
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Fig. 2: Geometry of the inductor array in Section III-B, with
the electric surface current density at 30GHz.
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Fig. 3: Comparison of S parameters for the proposed SLIM
method with the GIBC and DSA-based formulations, for the
inductor array in Section III-B.
double-layer potential in the outer problem. In total, the SLIM
formulation is over 2× faster than both the GIBC and the DSA
formulations.
C. On-Chip Interconnect Network
Finally, we consider an on-chip interconnect network con-
sisting of 80 copper signal lines and a ground plane, embedded
in a 27.5µm thick dielectric layer with a relative permittivity
of 4 (courtesy of Dr. Rubaiyat Islam, Advanced Micro De-
vices). Beneath the dielectric layer is a PEC-backed 500µm
layer of silicon with relative permittivity 11.9 and conductivity
of 10S/m. The structure is meshed with 156,820 triangles
and 235,230 edges. The geometry, port definitions and electric
surface current density at 1GHz are shown in Fig. 5.
The S parameters reported in Fig. 6a confirm the accuracy
of the SLIM formulation compared to the GIBC method.
The DSA and SSI formulations failed to converge within 800
iterations, and therefore are not included in the results. Fig. 6b
confirms that the proposed method is faster than the GIBC by
a factor of over 2×, averaged over all frequency points.
IV. CONCLUSION
A novel single-source boundary element formulation is pro-
posed for modeling lossy conductors in layered media. Unlike
existing single-source techniques, the proposed formulation is
well-conditioned without the need for dual basis functions.
Unlike dual-source techniques, the proposed method avoids the
double-layer potential in the exterior problem, making it more
efficient when the background medium is modeled with the
multilayer Green’s function. Numerical examples demonstrate
that the proposed technique is more efficient than existing
single- and dual-source techniques by a factor of at least 2×.
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Fig. 4: Comparison of (a) iterative solver convergence and
(b) total simulation time for the proposed SLIM method with
the GIBC and DSA formulations, for the inductor array in
Section III-B.
Fig. 5: Geometry of the interconnect network in Section III-C,
with the electric surface current density at 1GHz.
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Fig. 6: Comparison of (a) S parameters and (b) total simulation
time for the SLIM and GIBC formulations, for the interconnect
network in Section III-C.
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