Principal component analysis (PCA), well-known for its compaction capability and robustness against noise, is a widely used technique for face recognition. However, it has major drawbacks: (i) losing image details, (ii) having a large time complexity and (iii) suffering from adverse effect of intra-class pose variations. To overcome the last drawback in PCA, Fourier magnitude (FM-PCA) has been proposed in which Fourier magnitudes have been used for feature extraction. Furthermore, to address the other two drawbacks, two-dimensional PCA (2DPCA) algorithms have been proposed. In this paper, to overcome the problems (i) and (ii) in FM-PCA and the problem (iii) in 2DPCA algorithms, Fourier magnitude 2DPCA algorithms which incorporate the advantages of FM-PCA and 2DPCA algorithms are developed. Extensive simulations on the ORL database confirm the effectiveness of the proposed algorithms in providing higher accuracy over PCA, FM-PCA and 2DPCA algorithms with a much smaller complexity compared to that of FM-PCA.
INTRODUCTION
Development of more sophisticated and effective techniques for human face recognition is becoming increasingly important in view of their applications in security and identity verification. Principal component analysis, (PCA), well-known for its compaction capability and robustness against illumination variation and noise within tolerable limits, is a widely used technique for face recognition. It allows high-dimensional data to be represented compactly with a much smaller number of coefficients [1] , [2] . In the PCA technique, each image is represented as a single point in a very high-dimensional space by converting a two-dimensional data into a onedimensional vector. Next, a transformation matrix is computed using all the training image vectors. Then, the feature vector of a test or training image is obtained. Finally, using these feature vectors, a test image is classified by employing the Euclidean distance as a metric for classification. Although PCA is a widely used technique for face recognition, it has major drawbacks of (i) losing the image details [3] - [5] , (ii) having a large time complexity [3] - [5] and (iii) suffering from the adverse effect of intraclass pose variations [6] .
To overcome the third drawback in PCA, Bhagavatula and Savvides [6] proposed a Fourier magnitude PCA (FM-PCA) approach in 2005. In FM-PCA, Fourier magnitudes are employed for the feature extraction step of the PCA algorithm. FM-PCA improves the recognition accuracy when the intra-class pose variations are substantial. However, it has a very high computational complexity. Also, the concatenation process affects the recognition accuracy.
In 2004, Yang et al. proposed an algorithm, referred to as r2DPCA [3] , with an objective of overcoming the other two drawbacks of PCA. This algorithm employs the twodimensional data directly, without concatenation, for feature extraction. Thus, the loss of image details resulting from the concatenation process is significantly reduced. Consequently, the recognition accuracy gets improved in comparison to that of the conventional PCA. Also, the covariance matrix employed in r2DPCA is smaller than the one employed in PCA. Further, r2DPCA has a lower computational complexity than PCA does due to the use of a smaller size covariance matrix [3] . However, it requires many coefficients to represent the image, and projects only the row-directional details of the image while ignoring its column-directional details. In addition, r2DPCA is not sufficiently pose-tolerant against intra-class pose variations.
In order to obtain a more efficient image representation, Zhang and Zhou developed a two-directional twodimensional PCA ((2D) 2 PCA) technique [4] . Towards this goal, they first developed the column-directional 2DPCA (c2DPCA) technique [4] , which projects the image details in the column direction. They then combined it with r2DPCA in the feature extraction step. Hence, the (2D) 2 PCA algorithm takes into consideration the variations in the information between rows and that between columns. As a result, there is some improvement in the recognition accuracy of (2D) 2 PCA over that of r2DPCA. However, the (2D) 2 PCA algorithm has a significant advantage over r2DPCA in terms of the time complexity in view of the smaller size of the feature matrix of the former. In addition to the r2DPCA, and (2D) 2 PCA algorithms in the twodimensional spatial domain, there are two other algorithms, namely, diagonal PCA (DiaPCA) and DiaPCA+r2DPCA [5] that have been reported in the literature. However, the recognition accuracies of these two algorithms, using the ORL database, have been reported to be generally about the same as that of the r2DPCA algorithm. Also, the time complexity of DiaPCA+r2DPCA is higher than that of the r2DPCA algorithm [7] . In addition, 2DPCA algorithms presented in [4] and [5] are not pose-tolerant.
In order to obtain more accurate results, this study is concerned with developing 2DPCA-based algorithms that incorporate the advantages of FM-PCA and 2DPCA algorithms. Towards this goal, FM-r2DPCA, FM-(2D) 2 PCA and FM-DiaPCA algorithms, that use Fourier-magnitudes rather than the raw pixel values, are developed. Extensive simulations on the Olivetti Research Laboratory (ORL) database [8] confirm the effectiveness of the proposed algorithms in providing higher accuracy over PCA, FM-PCA and 2DPCA algorithms. It is also shown that time complexities of the proposed algorithms are much smaller than that of FM-PCA.
PROPOSED FOURIER-MAGNITUDE TWO-DIMENSIONAL PCA ALGORITHMS
It is known that the use of the Fourier magnitudes in the PCA algorithm improves its recognition accuracy, when the intra-class pose variations are substantial. On the other hand, it is also known that the two-dimensional extensions of the PCA algorithm have lower time complexities, while providing at the same time higher accuracies compared to the PCA. Hence, in this section, we develop Fourier magnitude versions of the two-dimensional PCA algorithms, r2DPCA, (2D) 2 PCA and DiaPCA, by using the Fouriermagnitudes of the image pixels for feature extraction instead of the raw pixel values. We refer to these algorithms as FMr2DPCA, FM-(2D) 2 PCA and FM-DiaPCA, respectively. It is to be noted that DiaPCA+r2DPCA algorithm does not provide an accuracy higher than that of r2DPCA, DiaPCA or (2D) 2 PCA. Also it has a complexity that is much larger than that of (2D) 2 PCA. Therefore, DiaPCA+r2DPCA algorithm is not further pursued in this paper.
Fourier-Magnitude Row-Directional Two-Dimensional PCA (FM-r2DPCA)
In the FM-r2DPCA algorithm, the Fourier magnitudes for the pixels of an image are first computed. The magnitudes of the Fourier coefficients for the training image can be represented as an matrix given by , . Similarly, the FM version of a test image is represented as , .
The Fourier magnitude matrices of the training images are then used to obtain the covariance matrix of FM-r2DPCA as
where is the number of training samples and is the matrix in which each entry is the average of the corresponding entries in the matrices , 1,2, … , , and is given by
module of the FM-r2DPCA algorithm, matrix similarity measures, such as the Frobenius and the Yang distance metric, given by
and
respectively, is used. The distance between the feature matrix of a test sample and that of each training sample is obtained. Then, the subject of the training sample whose feature matrix has the shortest distance from the test image feature matrix is assigned as the subject of the test image.
Fourier-Magnitude Two-Directional Two-Dimensional PCA (FM-(2D) 2 PCA)
In the FM-(2D) 2 PCA algorithm, the row-directional transformation covariance matrix is computed using (1) and its column-directional counterpart is computed as
The eigenvalues and eigenvectors of and are then computed. Next, the eigenvectors of each of the two covariance matrices are normalized and arranged in descending order of the corresponding eigenvalues. Then, the row-directional and columndirectional transformation matrices … and … are obtained using sufficient numbers of the eigenvectors of and , respectively.
The feature matrices for the th i training sample and the test sample are, respectively, given by (8) and (9) Using the matrix similarity measure, given by (5) or (6), each test image is classified.
Fourier-Magnitude Diagonal-PCA (FM-DiaPCA)
In the Fourier magnitude diagonal PCA, diagonal matrix forms for Fourier-magnitude versions of the training images are first obtained [5] , [7] . If the number of columns of the entry is bigger than or equal to the number of rows, the diagonal matrix is obtained using Fig. 1(a) . Otherwise, is obtained using Fig. 1(b) . The diagonal forms for the training samples are then used to obtain the covariance matrix of FM-DiaPCA as A transformation matrix … is obtained using sufficient number of normalized eigenvectors of . The feature matrices for the training sample and the test sample are computed using (3) and (4), respectively.
Using the matrix similarity measure, given by (5) or (6), each test image is classified.
EXPERIMENTAL RESULTS
In this section, a comprehensive simulation study of the PCA, FM-PCA, r2DPCA, (2D) 2 PCA and DiaPCA algorithms as well as the proposed Fourier magnitude 2DPCA algorithms, FM-r2DPCA, FM-(2D) 2 PCA and FMDiaPCA, is provided. Simulations are performed on a 2.8 GHz Intel Core i7 CPU with 4GB RAM and Windows 7 operating system. Simulations are carried out using MATLAB [9] . The algorithms are tested on the ORL face database [8] , a benchmark database in the literature [3] , [4] , [6] , [7] . Average recognition accuracy for each algorithm is obtained based on fifty random runs. Since the time complexity is data independent, average time complexity is obtained based on ten runs. For each run, five images from each subject are used for training and remaining ones used as test images.
Using the Euclidean distance for classification, the recognition accuracies for the PCA and FM-PCA algorithms are given in Fig. 2 . Table 1 shows the time complexities of these algorithms for their highest recognition accuracies. Fig. 1 . Method of obtaining the diagonal matrix B [5] , [7] It is clearly seen from this table and the figure that the use of the Fourier magnitudes in feature extraction for PCA improves its recognition accuracy substantially at the expense of an increased time complexity due to the overhead involved in the computation of the Fourier magnitudes. Using the Frobenius and Yang distances for classification, the recognition accuracies for the 2DPCA algorithms and the proposed Fourier magnitude 2DPCA algorithms are obtained and shown in Fig. 3 and Fig. 4 , respectively. Table 2 shows the time complexities of these 2DPCA algorithms, using the Frobenius distance. Figs. 3  and 4 show the effectiveness of applying the FM approach to the two-dimensional PCA algorithms in improving their recognition accuracy. Further, the simulation results show that the time complexities of the proposed algorithms are lower than that of FM-PCA. It is also be noted that the FM-(2D) 2 PCA provides the highest recognition accuracy amongst all the PCA algorithms considered, whether they be 1-D, 2-D, spatial domain or Fourier domain; further, it has the lowest time complexity amongst all the Fourier magnitude 1-D or 2-D PCA algorithms. 
CONCLUSION
In this paper, a simulation study of the classical PCA and the FM-PCA, wherein the Fourier magnitudes of the pixel values rather than the raw pixel values are used, was performed. This study has confirmed that the use of Fourier magnitudes improves substantially the recognition performance of the PCA algorithm. This observation coupled with the fact that the two-dimensional extensions of the PCA algorithm provide higher accuracies with lower complexities as compared to PCA, motivated us to apply the concept of Fourier magnitudes to two 2DPCA algorithms. Incorporating the advantages of FM-PCA in improving the accuracy and that of 2DPCA algorithms in improving the accuracy as well as the time complexity new algorithms, FM-r2DPCA, FM-(2D) 2 PCA and FM-DiaPCA, have been proposed.
Extensive simulations have been carried out, which show the effectiveness of the three proposed algorithms in the frequency domain. These algorithms provide significantly higher recognition accuracies than their spatial domain counterparts and the FM-PCA algorithm; also, the time complexities of the proposed algorithms are much lower than that of FM-PCA. Finally, it is pointed out that the FM-(2D) 2 PCA algorithm provides a performance that is superior to all the PCA algorithms considered in this study.
