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Abstract
This thesis investigates state of the art components and subsystems to be used
in the next generation of high speed optical transmission systems at 40 Gb/s.
The thesis will provide guidelines for the design and implementation of 40 Gb/s
systems, investigating topics that could limit transmission; chromatic disper-
sion, Polarization Mode Dispersion (PMD), Self Phase Modulation (SPM) and
linear or non-linear crosstalk among others.
Regarding chromatic dispersion, sufficient evidence is presented for the need
in 40 Gb/s systems of either modulation formats that allow for higher tolerance
than the traditional Non Return to Zero (NRZ) or use of Tunable chromatic
Dispersion Compensators (TDC). Two single channel TDCs are experimentally
evaluated. The first one, based on temperature changes in a chirped fiber Bragg
grating, allows to reduce significantly chromatic dispersion induced penalty in
a series of different standard Single Mode Fiber (SMF) spans ranging from 21.5
km to 41 km. The second one, based on the controlled stretching of a non-
linearly chirped fiber Bragg grating, allows for unrepeatered transmission in
standard-SMF spans ranging from 45 km to 103 km minimizing chromatic dis-
persion induced penalty. An optical duobinary transmitter (Tx) is implemented
and its increased tolerance to chromatic dispersion is verified in a direct com-
parison to an NRZ transmitter.
The limitations induced by PMD in 40 Gb/s system design are investigated.
It is found that even for a standardized Short haul application (maximum dis-
tance of 40 km) the maximum PMD coefficient allowed in the transmission fiber,
0.4 ps/
√
km, is below the values defined by actual standards, 0.5 ps/
√
km. The
most promising PMD compensation methods are presented and their advan-
tages and disadvantages are discussed. A PMD compensator based on a single
fixed birefringent element is evaluated at 10 Gb/s and 40 Gb/s. It provides
an improvement of at least a factor of two in the total PMD allowed in a link.
However even when using the PMD compensator it is estimated that the maxi-
mum PMD coefficient in the fibers used in a five span link with 80 km per span
is 0.25 ps/
√
km, still below the maximum value allowed by standards.
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Return to Zero (RZ) and Carrier Suppressed RZ (CSRZ) modulation for-
mats are found to provide a significant advantage in multi-span transmission
compared to the traditional NRZ or the optical duobinary modulation formats.
Using a 9 ps pulsed RZ Tx, transmission is achieved over a 400 km link con-
sisting of 5 spans of 80 km standard-SMF with a Quality (Q) factor of 17.7 dB,
while for NRZ it is reduced to 15 dB. In another experimental verification over
40 km spans of standard-SMF, we could achieve transmission over 6 spans for
the aforementioned RZ Tx with a Q of 18 dB, while for NRZ, transmission over
4 spans provided a Q of 17.5 dB.
A simple analytical approach separating the limitations induced by Optical
Signal to Noise Ratio (OSNR) and SPM in multi-span transmission is presented
and verified in the comparison of NRZ and RZ for transmission over standard-
SMF with 40 km span length.
The performance of NRZ, RZ, optical duobinary and CSRZ modulation for-
mats in a 100 GHz channel spaced 40 Gb/s WDM system regarding linear
crosstalk is investigated by means of simulations. It is found that RZ is seri-
ously limited in 100 GHz channel spaced systems while NRZ and CSRZ provide
enough tolerances to allow for practical system implementation. The optical
duobinary format provides the best performance indicating the possibility of
even narrower channel spaced systems using this modulation format.
Three Wavelength Division Multiplexing (WDM) experimental demonstra-
tions are presented. The first one is a 100 GHz spaced 16 channel WDM system,
using 40 Gb/s NRZ modulation over a 200 km link of standard-SMF. The sec-
ond one is a 100 GHz spaced 32 channel 40 Gb/s WDM system, using CSRZ
modulation over a 400 km link of standard-SMF and using Raman amplifica-
tion. The third one is a 100 GHz spaced 6 channel WDM system, using NRZ as
the modulation format, Semiconductor Optical Amplifiers (SOA) as the in-line
amplifiers and in transmission over a 160 km link with span distances of 40 km
standard-SMF, traditional target distance of metro WDM systems.
Possible practical implementation of 40 Gb/s single channel and WDM sys-
tems are proposed and described following the methodology used by interna-
tional standardization bodies.
Resume´
Denne afhandling undersøger state-of-the-art komponenter og delsystemer som
vil blive brugt i næste generations højhastigheds optiske transmissionssystemer
ved 40 Gb/s. Afhandlingen vil give retningslinier for design og implementer-
ing af 40 Gb/s systemer samt undersøge emner som kan begrænse transmis-
sion, herunder kromatisk dispersion, Polarisation Mode Dispersion (PMD), Self
Phase Modulation (SPM) samt lineær og ikke-lineær krydstale.
Vedrørende kromatisk dispersion, bliver der for 40 Gb/s systemer præsen-
teret tilstrækkelige beviser for nødvendigheden af enten modulations formater
som tillader højere tolerancer p˚a den kromatiske dispersion end traditionel Non
Return to Zero (NRZ) eller brug af variable kromatiske dispersions kompen-
satorer (TDC). To enkelt kanals TDC’er bliver evalueret eksperimentelt. Den
første, som er baseret p˚a temperatur ændringer i en chirped fiber Bragg grating,
medfører en betydelig reduktion i den penalty som skyldes kromatisk disper-
sion - dette er blevet evalueret for længder af Single Mode Fibre (SMF) fra 21.5
km til 41 km. Den anden er baseret p˚a et kontrolleret stræk af en ikke-lineær
chirped fiber Bragg grating, og denne muliggør ikke-repeteret transmission over
standard SMF, p˚a strækninger fra 45 km til 103 km med en minimeret penalty
stammende fra den kromatiske dispersion. En optiske ”duobinary” sender (Tx)
er blevet implementeret og dens forøgede tolerance til kromatisk dispersion er
blevet verificeret ved direkte sammenligning med en NRZ sender.
Begrænsningerne introduceret af PMD i 40 Gb/s system er blevet undersøgt.
Det bliver konkluderet at selv for et standardiseret kort transmissions systeme
(maksimal afstand er 40 km) er den tilladte PMD koefficient, 0.4 ps/
√
km min-
dre end den tilladte standardiserede værdi p˚a 0.5 ps/
√
km. De mest lovende
PMD kompenserende teknikker bliver præsenteret og deres fordele og ulem-
per bliver diskuteret. En PMD kompensator baseret p˚a et dobbeltbrydende
element er blevet evalueret ved 10 Gb/s og ved 40 Gb/s. Den forbedrer
den totale tilladelige PMD i et transmissionsspand med mindst en faktor 2.
Til trods for brugen af denne PMD kompensator, bliver det vurderet at den
maksimalt tilladelige PMD koefficient i et fiber transmissionsspan som best˚ar
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af 5 strækninger, hver p˚a 80 km, maksimalt ma˚ være 0.25 ps/
√
km, hvilket
stadigvæk er mindre end den maksimalt tilladelige ifølge standarderne.
Modulationsformaterne ”Return to Zero” (RZ) og ”Carrier Suppressed RZ”
(CSRZ) vises at have væsentlige fordele i forhold til det traditionelle ”Non Re-
turn to Zero” (NRZ) format og det optiske ”duobinary” format med hensyn
til transmission over mange fiberstrækninger. Med en RZ sender, som frem-
bringer 9 ps pulser, er der opn˚aet transmission over 400 km best˚aende af 5
strækninger a´ 80 km standard SMF med en kvalitetsfaktor Q p˚a 17.7 dB . En
anden eksperimentel bekræftelse af fordelene ved RZ formatet er en demonstra-
tion af transmission over 6 strækninger a´ 40 km standard SMF med en Q værdi
p˚a 18 dB, mens en transmission af et NRZ signal over 4 strækninger a´ 40 km
gav en Q værdi p˚a 17.5 dB.
I afhandlingen præsenteres ogs˚a en simpel analytisk model, hvor begræn-
sningerne sat af det optiske signal-støj forhold (OSNR) og af selv-fase modu-
lation (SPM) behandles separat. Resultaterne herfra er i god overensstemmelse
med transmissionseksperimenterne med RZ og NRZ signalerne over strækningerne
a´ 40 km standard SMF.
Ved hjælp af simuleringer undersøges det, hvor gode transmissionsegenskaber
af de enkelte formater (NRZ, RZ, CSRZ og optisk duobinary) er med hensyn til
lineær krydstale i et 40 Gb/s ”wavelength division multiplex” (WDM) system
med 100 GHz kanalafstand. Det vises, at RZ formatet giver alvorlige begræn-
sninger i et s˚adant system med 100 GHz adskillelse mellem kanalerne, mens
NRZ og CSRZ formaterne er tolerante nok til praktisk anvendelse. Det op-
tiske duobinary format viser sig at have den bedste ydeevne, hvilket a˚bner for
mulighed for endnu tættere beliggende kanaler.
Der præsenteres tre eksperimentelle WDM demonstrationer. Den første
drejer sig om 16 bølgelængdekanaler adskilt med 100 GHz, hvor hver kanal
bærer et 40 Gb/s data signal, og det samlede 16 gange 40 Gb/s signal trans-
mitteres over 200 km standard SMF. Den anden demonstration handler om 32
100 GHz adskilte bølgelængdekanaler a´ 40 Gb/s med CSRZ modulationsformat
og transmitteret over 400 km standard SMF, hvor der indg˚ar distribueret Ra-
man forstærkning i transmissionsfibrene. I den tredje demonstration bruges 6
40 Gb/s NRZ bølgelængdekanaler med 100 GHz adskillelse og med ”semicon-
ductor optical amplifiers” (SOAs) som forstærkere langs transmissionsfibrene.
I dette tilfælde transmitteres der over 160 km best˚aende af 4 gange 40 km stan-
dard SMF strækninger, der betragtes som typiske fiberlængder i metro WDM
systemer.
Mulige 40 Gb/s enkelt-kanal eller WDM systemer foresl˚as og beskrives i
overensstemmelse med de metoder, der anvendes af de internationale standard-
iseringsorganisationer.
Acknowledgements
I would like to thank my supervisors Palle Jeppesen, Lars Elleg˚ard, Dennis
Olesen and Steen Krogh Nielsen for their support and good advice throughout
the project.
Special thanks to Thomas Tanggaard, Brian Hermann, Rune J. Pedersen,
Martin Nordal Petersen, Jesper Glar Nielsen, Leif Katsuo Oxenløwe, Anders
T. Clausen, and Quang Nghi Trong Le for commenting different parts of the
thesis throughout these last two specially hectic months. Jorge Seoane deserves
special thanks for his time and patience dedicated to carefully reading the whole
thesis and provide me with, it seems, wise comments even at very late hours at
night.
I would like to thank former and present colleges at Tellabs Denmark for their
support and help in one way or another to the project within the three last years
of work there: Max Skytte Christensen, Richard Bowen, Jens Adler Nielsen,
Bo Foged Jørgensen, Tobias Garde, Niels Anker Jensen, Gert Schiellerup, Bo
Kristiensen, Morten Høgdal, Morten Jørgensen, Anbeth Cohn, Christian Hansen,
Susanne von Daehne, Kjeld Dalg˚ard, Lars Lindquist among others.
I would also like to thank former and present colleges at Tellabs US; Eric St.
George, Estaban Draganovic, John Carrick, Glen Koste and Gheorge Sandu-
lanche for an always friendly treatment on my visits to the Hawthorn facilities.
I appreciate sincerely the opportunity provided by AT&T Labs-Research to
work in their facilities within the period of January to June of 2001. I would like
to acknowledge Nick Frigo, Misha Brodsky, Martin Birk for their collaboration,
good advice and intense work in the lab. I enjoyed the open atmosphere, relax-
ing lunch breaks and good tennis in company of Misha Borodisky, Alexandra
Smiljanic, Cedric Lam, Moe Win and Bhavesh Desai.
Special thanks to Marcus and Illiana Du¨lk for taking very good care of Janne
and me during our time in New Jersey and sharing unforgettable moments, the
Long Branch court house morning just to mention one...
Christophe Peucheret, Thomas Tanggaard, Martin Nordal Petersen, Beata
Zsigri, Torger Tokle, Leif Katsuo Oxenløwe, Anders T. Clausen, Jorge Seoane,
vii
viii
Roberto Nieves, Joan Gene` and Quang Nghi Trong Le are specially acknowl-
edged for their help in the research carried out within this project and for
allowing me to keep a good contact to the Research Center COM and what
goes on over there.
Thanks in general to friends and family who have put up with long working
hours and have provided me with a nursing atmosphere in which I could dedicate
the time needed to carry out the work presented in this thesis.
Janne thanks for your support, help, patience and smile. And little Luca, it
is now time for us to play long hours...
Abbreviations
ADM/XC Add Drop Multiplexer Cross Connect
APD Avalanche Photodiode
ATM Asynchronous Transfer Mode
BER Bit Error Rate
BF Broadening Factor
CAPEX CApital EXpenditure
CDR Clock and Data Recovery
CDWDM Coarse Wavelength Division Multiplexing
CFBG Chirped Fiber Bragg Grating
CNRZ Chirped Non Return to Zero
CRZ Chirped Return to Zero
CNRZ Chirped Non Return to Zero
CSRZ Carrier Suppressed Return to Zero
DC Dispersion Compensation
CW Continuous Wave
DCy Duty Cycle
DCF Dispersion Compensating Fiber
DC-FOM Dispersion Compensation Figure Of Merit
DFE Decision Feedback Equalizer
DGD Differential Group Delay
DOP Degree Of Polarization
DSF Dispersion Shifted Fiber
EA Electro Absorption
EDFA Erbium Doped Fiber Amplifier
ETDM Electrical Time Division Multiplexing
ER Extinction Ratio
FBG Fiber Bragg Grating
FEC Forward Error Correction
FEE Feedback Forward Equalizer
FWHM Full Width Half Maximum
FWM Four Wave Mixing
ix
xGb/s Gigabit per second
GNU Gain Non-Uniformity
HiBi High Birefringence
HOM Higher Order Mode
HOP High Order Path
IIC Initial Installation Cost
IL Insertion Loss
I Intra office
IP Internet Protocol
ISI Inter-Symbol Interference
ITU International Telecommunications Union
L Long haul
LOP Low Order Path
MA-OFA Mid Access Optical Fiber Amplifier
MPI-S Multiple Path Interface Sender
MPI-R Multiple Path Interface Receiver
MSA Multi Source Agreement
NRZ Non Return to Zero
NZDSF Non Zero Dispersion Shifted Fiber
OA Optical Amplifier
OFA Optical Fiber Amplifier
OIF Optical Internetworking Forum
OPEX OPerational EXpenses
OSA Optical Spectrum Analyzer
OSC Optical Supervisory Channel
OSNR Optical Signal to Noise Ratio
OTN Optical Transport Network
OTDM Optical Time Division Multiplexing
OTDD Optical Time Division Demultiplexing
PC Polarization Controller
PCB Printed Circuit Board
PDF Probability Density Function
PIN p-i-n photodiode
PM Polarization Maintaining
PMD Polarization mode dispersion
PRBS Pseudo Random Binary Sequence
PSB Phase Shaped Binary
PSBT Phase Shaped Binary Transmission
PSP Principal State of Polarization
RDS Residual Dispersion Slope
RMS Root Mean Square
xi
RS Reduced Slope
RSa Reed Salomon
RZ Return to Zero
SDH Synchronous Digital Hierarchy
S Short haul
SONET Synchronous Optical NETwork
SMF Single Mode Fiber
SMSR Side Mode Suppression Ratio
SOA Semiconductor Optical Amplifier
SPM Self Phase Modulation
SSB Single Side Band
STM Synchronous Transport Module
TDC Tunable Dispersion Compensator
TDM Time Domain Multiplexing
TM Transmission Media
TWRS True Wave Reduced Slope
Tx Transmitter
VC Virtual Container
VCO Voltage Controlled Oscillator
VOA Variable Optical Attenuator
CVSEL Vertical Cavity Surface Emitting Laser
V Very long haul
VIPA Virtually Imaged Phased Array
VSR Very Short Reach
WDM Wavelength Division Multiplex
XGM Cross Gain Modulation
X-OR Exclusive OR function
XPM Cross Phase Modulation
Contents
Abstract iii
Resume´ v
Abbreviations ix
List of Figures xvii
List of Tables xxvi
1 Introduction 1
1.1 Motivation for the project . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Thesis overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 Application of 40 Gb/s transmission systems in a telecommu-
nications network architecture 9
2.1 High capacity transmission systems in a telecommunications net-
work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 Single wavelength optical transmission systems . . . . . . . . . . 13
2.2.1 Very Short Reach and Intra-office applications . . . . . . 13
2.2.2 Single wavelength short, long and very long haul applica-
tions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3 WDM transmission systems . . . . . . . . . . . . . . . . . . . . . 17
2.3.1 Limitations to the number of channels in a WDM system 18
2.3.2 Limitations to the span length and total system distance
in a WDM system . . . . . . . . . . . . . . . . . . . . . . 19
2.3.3 Evolution towards an STM-256 WDM system . . . . . . . 22
2.4 Metro WDM networks . . . . . . . . . . . . . . . . . . . . . . . . 22
xiii
xiv CONTENTS
2.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3 Chromatic dispersion and its compensation in 40 Gb/s trans-
mission systems 25
3.1 Chromatic dispersion, origin and effects . . . . . . . . . . . . . . 26
3.1.1 Dispersion in transmission fibers . . . . . . . . . . . . . . 26
3.1.2 Dispersion induced limitations in 40 Gb/s transmission
systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2 Fixed passive dispersion compensation . . . . . . . . . . . . . . . 32
3.2.1 Methods for fixed passive dispersion compensation . . . . 33
3.2.2 Compensation for single wavelength 40 Gb/s systems . . 36
3.2.3 Compensation in 40 Gb/s WDM systems . . . . . . . . . 38
3.3 Tunable dispersion compensation . . . . . . . . . . . . . . . . . . 39
3.3.1 Tunable dispersion compensation for single wavelength
systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.3.2 Tunable dispersion compensation in WDM systems . . . . 47
3.3.3 Application of tunable dispersion compensation methods
to practical systems . . . . . . . . . . . . . . . . . . . . . 50
3.3.4 Dispersion monitoring for active compensation . . . . . . 52
3.4 Dispersion tolerant modulation formats . . . . . . . . . . . . . . 53
3.4.1 Pre-chirped NRZ modulation . . . . . . . . . . . . . . . . 53
3.4.2 Optical duobinary or phase shaped binary modulation . . 55
3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4 Polarization mode dispersion and its compensation in 40 Gb/s
systems 61
4.1 Origins of polarization mode dispersion . . . . . . . . . . . . . . 62
4.1.1 PMD in optical fibers . . . . . . . . . . . . . . . . . . . . 62
4.1.2 First- order and second-order PMD . . . . . . . . . . . . . 65
4.2 Effect of PMD on 40 Gb/s transmission systems . . . . . . . . . 67
4.2.1 Analysis of penalty induced by PMD on a 40 Gb/s signal 67
4.2.2 40 Gb/s system design taking PMD into account . . . . . 71
4.3 Compensation of PMD . . . . . . . . . . . . . . . . . . . . . . . . 75
4.3.1 Overview of methods for PMD compensation . . . . . . . 76
4.3.2 Optical PMD compensation by single fixed birefringence
element . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
CONTENTS xv
4.4 PMD tolerant modulation formats . . . . . . . . . . . . . . . . . 82
4.4.1 Return to Zero modulation . . . . . . . . . . . . . . . . . 83
4.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5 Optical power budget in 40 Gb/s single channel transmission 89
5.1 Optical power related limitations in a single channel system . . . 90
5.1.1 Sensitivity of 40 Gb/s receivers . . . . . . . . . . . . . . . 91
5.1.2 OSNR observed at the receiver . . . . . . . . . . . . . . . 92
5.1.3 SPM induced limitations . . . . . . . . . . . . . . . . . . . 93
5.2 Multi-span transmission with NRZ modulation . . . . . . . . . . 95
5.2.1 Multi-span transmission over standard-SMF with NRZ
modulation . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.2.2 Multi-span transmission over NZDSF with NRZ modulation100
5.3 Multi-span transmission with RZ modulation . . . . . . . . . . . 103
5.3.1 Multi-span transmission over standard-SMF with RZ mod-
ulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.3.2 Multi-span transmission over NZDSF with RZ modulation 108
5.4 Multi-span transmission with optical duobinary modulation . . . 109
5.5 Design rules based on analytical approximations of simulated
results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
5.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6 40 Gb/s WDM system design and experimental investigations115
6.1 Channel spacing, linear crosstalk and modulation formats in
WDM systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
6.1.1 NRZ, RZ and optical duobinary in dense WDM systems . 118
6.1.2 Carrier Suppressed Return to Zero . . . . . . . . . . . . . 121
6.2 Non-linear crosstalk in WDM systems . . . . . . . . . . . . . . . 125
6.2.1 Cross phase modulation and four wave mixing . . . . . . 125
6.2.2 16 channel WDM system with 100 GHz channel spacing . 127
6.3 Long haul WDM transmission over 400 km standard-SMF . . . . 131
6.3.1 16 channels at 200 GHz channel spacing using CSRZ . . . 131
6.3.2 32 channels at 100 GHz channel spacing using CSRZ . . . 139
6.4 Metro WDM transmission over four spans of 40 km transmission
fiber . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
6.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
xvi CONTENTS
7 Proposal of 40 Gb/s systems 147
7.1 Comparison between modulation formats to be used in 40 Gb/s
transmission systems . . . . . . . . . . . . . . . . . . . . . . . . . 148
7.2 Proposal of single wavelength 40 Gb/s application codes . . . . . 151
7.2.1 Short haul application codes . . . . . . . . . . . . . . . . 151
7.2.2 Long haul application codes . . . . . . . . . . . . . . . . . 153
7.2.3 Very long haul application codes . . . . . . . . . . . . . . 155
7.3 Proposal of a 40 Gb/s WDM transmission system . . . . . . . . . 158
7.4 Proposal of a 40 Gb/s metro WDM network system architecture 163
7.5 Availability of components used in the 40 Gb/s system designs . 165
7.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
8 Conclusion 169
Bibliography 175
A Analysis of multi span performance 201
A.1 Quality factor and Bit Error Ratio . . . . . . . . . . . . . . . . . 201
A.2 Practical measurement of Q . . . . . . . . . . . . . . . . . . . . . 202
A.3 Analytical investigation of Q in a multi span WDM system . . . 203
A.3.1 Evolution of Q in a fiber-amplifier simple chain . . . . . . 204
A.4 Evolution of Q in a repeatered system with 2 stage optical am-
plifiers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206
B Simulation parameters 209
C Implementation and characterization of Tellabs 40 Gb/s test-
bed 215
C.1 Implementation of Tellabs 40 Gb/s test-bed . . . . . . . . . . . . 216
C.2 Performance of Tellabs 40 Gb/s test-bed . . . . . . . . . . . . . . 219
D Effect of the use of OTDD in penalty measurements of NRZ
signals 223
D.1 Influence of OTDD on the measured dispersion margins for NRZ 224
D.2 Influence of OTDD on the characterization of modulators . . . . 226
D.3 Influence of OTDD on the measurement of 1st order PMD penalties229
CONTENTS xvii
E Effective noise figure of a Raman amplifier 231
F Additional results 233
List of publications 235
List of Figures
1.1 Spiral model in the telecommunications industry describing the
interaction between network operators, equipment providers and
final users. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Schematic of effects and concepts that need to be handled in 40
Gb/s system design. . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1 Example of the high capacity transport layers in telecommuni-
cations network architecture. . . . . . . . . . . . . . . . . . . . . 12
2.2 Example of single wavelength transmission codes for STM-64,
from G.691 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3 Relation between optical parameters, application codes in G.691. 16
2.4 Example of building blocks included in a typical WDM system . 18
2.5 Quality factor as a function of span number in a multi-span sys-
tem, dependence on the span attenuation. . . . . . . . . . . . . 20
2.6 Quality factor as a function of span number in a multi-span sys-
tem including DCF and considering a GNU in the amplifiers. . . 21
3.1 Dispersion and slope of dispersion for standard-SMF. . . . . . . . 27
3.2 Dispersion and slope of dispersion for TWRS. . . . . . . . . . . . 29
3.3 Evolution of 10 ps and 40 ps Gaussian pulses in a dispersive fiber. 31
3.4 Sensitivity penalty as a function of accumulated dispersion at 10
Gb/s and 40 Gb/s for NRZ modulation. . . . . . . . . . . . . . 32
3.5 Principle of operation of a chirped fiber Bragg grating used for
dispersion compensation. . . . . . . . . . . . . . . . . . . . . . . . 35
3.6 Residual dispersion as a function of span number for a 80 km
span WDM system as a function of the slope compensation ratio
of the DCF modules. . . . . . . . . . . . . . . . . . . . . . . . . . 38
xix
xx LIST OF FIGURES
3.7 Schematic of the principle behind the tunable dispersion in CFBG
by changes in the temperature gradient. . . . . . . . . . . . . . . 40
3.8 Schematic of experimental set-up used for measurement of per-
formance of a TDC based on temperature gradient change. . . . 42
3.9 Experimental measurement of the dispersion margin measured
with a TDC CFBG based on temperature gradient change. . . . 43
3.10 Sensitivity penalty evaluation as a function of span length for an
optimum tuning of the TDC CFBG based on tuning by changing
the gradient of temperature. . . . . . . . . . . . . . . . . . . . . . 44
3.11 Schematic of the effect induced by stress in the dispersion intro-
duced by linear and non-linearly chirped fiber Bragg gratings. . . 45
3.12 Schematic for the experimental set-up used in the characteriza-
tion of the non-linearly chirped FBG. . . . . . . . . . . . . . . . 46
3.13 Sensitivity penalty evaluation as a function of span length for an
optimum tuning of the non-linearly chirped FBG in a long haul
application. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.14 Schematic for the experimental set-up used in the characteriza-
tion of the VIPA based TDC device. . . . . . . . . . . . . . . . . 49
3.15 Characterization of the VIPA based TDC as a function of wave-
length for a 22 km and a 41 km of standard-SMF transmission
span. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.16 Investigation of dispersion margin for a chirped NRZ modulation
format by means of simulations. . . . . . . . . . . . . . . . . . . . 54
3.17 Schematic of the principle of optical duobinary or PSBT. . . . . 55
3.18 Practical implementation of the optical duobinary or PSBT mod-
ulation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.19 Investigation of dispersion margin for optical duobinary modu-
lation format by means of simulations. . . . . . . . . . . . . . . . 57
3.20 Experimental verification of the improvement of dispersion mar-
gin for optical duobinary modulation compared to NRZ. . . . . . 58
4.1 Illustration of the birefringence and mode coupling observed in
a fiber. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.2 Example of probability density function and accumulative prob-
ability for first order PMD. . . . . . . . . . . . . . . . . . . . . . 64
4.3 Schematic diagram of the PMD vector, and the second-order
PMD components showing their frequency dependence. . . . . . 66
LIST OF FIGURES xxi
4.4 Analysis of penalty induced by first order PMD on a 40 Gb/s
NRZ signal and schematic of 1st order PMD emulator . . . . . . 68
4.5 Example of the influence of second order PMD from a simulation
of a 40 km standard-SMF fiber with an average DGD of 9 ps in
a 40 Gb/s systems. . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.6 Probability density functions observed for a 40 Gb/s NRZ trans-
mission over fiber with 4 ps, 8 ps and 12 ps of average DGD. . . 71
4.7 Probability density functions observed for a 40 Gb/s NRZ trans-
mission over 40 km of standard-SMF with 4 ps average DGD
under different receiver configurations. . . . . . . . . . . . . . . . 72
4.8 Influence of chromatic dispersion on the broadening factor in-
duced by PMD. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.9 Design limitations induced by PMD in a 40 Gb/s WDM multi-
span system design. . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.10 Design limitations induced by PMD in WDM metro system design. 76
4.11 Illustration of the most common optical PMD compensation meth-
ods. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.12 Experimental testing of Tellabs optical PMD compensator. . . . 80
4.13 Design limitations induced by PMD in a WDM multi-span sys-
tem design when using a PMD compensator which allows a 5.5
ps average DGD in the link. . . . . . . . . . . . . . . . . . . . . . 82
4.14 Schematic of proposed shared PMD compensator for a WDM
transmission system. . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.15 Illustration describing the two different methods which can be
used as an RZ transmitter. . . . . . . . . . . . . . . . . . . . . . 84
4.16 Analysis of penalty induced by first order PMD on a 40 Gb/s
RZ signal. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.17 Tolerance of RZ modulation format to chromatic dispersion. Com-
parison to the tolerance of NRZ and pulse width influence. . . . . 87
5.1 Illustration of the curves expected when plotting the sensitivity
penalty versus the launched power into the transmission span for
a multi-span system. . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.2 Schematic of building blocks used in the simulated multi-span
set-up for 40 km and 80 km spans. . . . . . . . . . . . . . . . . . 96
5.3 Simulated performance for the multi-span transmission over standard-
SMF using NRZ transmitter. . . . . . . . . . . . . . . . . . . . . 97
xxii LIST OF FIGURES
5.4 Dispersion characterization in the experimental investigation of
40 km multi-span transmission over standard-SMF. . . . . . . . . 98
5.5 Results from the experimental investigation of 40 km multi-span
transmission over standard-SMF using NRZ transmitter. . . . . . 99
5.6 Experimental investigation of 80 km multi-span transmission over
standard-SMF using NRZ transmitter. . . . . . . . . . . . . . . . 100
5.7 Simulated performance for the multi-span transmission over NZDSF
using NRZ transmitter. . . . . . . . . . . . . . . . . . . . . . . . 101
5.8 Experimental investigation of 80 km multi-span transmission over
NZDSF using NRZ transmitter. . . . . . . . . . . . . . . . . . . . 102
5.9 Advantages of RZ over NRZ, better Q for same OSNR and re-
duced SPM induced by the fast dispersion of the pulses in the
standard-SMF. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.10 Simulated performance for the multi-span transmission over standard-
SMF using RZ transmitter in 40 km spans. . . . . . . . . . . . . 105
5.11 Simulated performance for the multi-span transmission over standard-
SMF using NRZ transmitter in 80 km spans. . . . . . . . . . . . 106
5.12 Results from the experimental investigation of 40 km multi-span
transmission over standard-SMF using RZ transmitter. . . . . . . 107
5.13 Comparison of eye diagrams for NRZ and 9 ps RZ modulation
in a 400 km standard-SMF link. . . . . . . . . . . . . . . . . . . . 107
5.14 Simulated performance for the multi-span transmission over standard-
SMF using optical duobinary modulation. . . . . . . . . . . . . . 109
5.15 Simulated performance for the multi-span transmission over NZDSF
using optical duobinary modulation. . . . . . . . . . . . . . . . . 110
5.16 Design rules for 40 km transmission over standard-SMF for NRZ
and RZ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
6.1 Illustration of the total capacity in a WDM system related to
the bit-rate, the channel spacing and the channel count. . . . . . 117
6.2 Comparison of spectrum observed for 100 GHz grid between 10
Gb/s and 40 Gb/s signals. . . . . . . . . . . . . . . . . . . . . . . 117
6.3 Schematic of set-up used in the simulations of four channel op-
tical multiplexing for NRZ, RZ and optical duobinary. . . . . . . 119
6.4 Filter bandwidth and shape influence in a 100 GHz spacing 40
Gb/s WDM system when NRZ is used as the modulation format. 119
6.5 Filter bandwidth and shape influence in a 100 GHz spacing 40
Gb/s WDM system when RZ is used as the modulation format. . 120
LIST OF FIGURES xxiii
6.6 Filter bandwidth and shape influence in a 100 GHz spacing 40
Gb/s WDM system when PSBT is used as the modulation format.121
6.7 Illustration of the implementation of a CSRZ transmitter and
example of signal format. . . . . . . . . . . . . . . . . . . . . . . 122
6.8 Filter bandwidth and shape influence in a 100 GHz spacing 40
Gb/s WDM system when CSRZ is used as the modulation format.123
6.9 Dispersion tolerance of a CSRZ transmitter compare to a 12 ps
RZ transmitter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
6.10 Simulated performance for the multi-span transmission over standard-
SMF using CSRZ transmitter. . . . . . . . . . . . . . . . . . . . . 124
6.11 Crosstalk levels induced by FWM in different fiber configurations
as a function of channel spacing. . . . . . . . . . . . . . . . . . . 126
6.12 Results from the experimental investigation of transmission of
16 WDM channels over 200 km of standard-SMF for 100 GHz
channel spacing and 40 Gb/s NRZ modulation. . . . . . . . . . . 128
6.13 FWM in a 16 channel 100 GHz spacing WDM signal in trans-
mission over standard-SMF. . . . . . . . . . . . . . . . . . . . . . 129
6.14 Investigation of the combined effect of XPM and FWM in a
16 channel 100 GHz spacing WDM signal in transmission over
standard-SMF. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
6.15 FWM in a 8 channel 100 GHz spacing WDM signal in transmis-
sion over NZDSF. . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
6.16 Schematic of transmission set-up used in the 400 km standard-
SMF link experimental investigations. . . . . . . . . . . . . . . . 132
6.17 Chromatic dispersion as a function of transmission distance and
wavelength in a 400 km link using standard-SMF and slope com-
pensating DCF modules. . . . . . . . . . . . . . . . . . . . . . . . 133
6.18 Illustration of experimental set-up used in the measurement of
Raman on-off gain and effective noise figure. Measurement ex-
ample is included. . . . . . . . . . . . . . . . . . . . . . . . . . . 134
6.19 Spectra at input of first transmission span and output from the
last span for a 16 wavelength WDM system in a 400 km standard-
SMF link. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
6.20 Sensitivity penalty dependence on the OSNR for a single wave-
length and measured OSNR at input of first span and output
from last span for a 16 wavelength WDM system in a 400 km
standard-SMF link. . . . . . . . . . . . . . . . . . . . . . . . . . . 136
xxiv LIST OF FIGURES
6.21 Eye diagrams observed directly at the input to the first span and
after transmission over 400 km standard-SMF link. . . . . . . . 136
6.22 BER versus received power measured for the channel situated
at 1550.12 nm in the 16 wavelength WDM system transmission
experiment over a 400 km standard-SMF link and channel de-
pendence on the sensitivity penalty. . . . . . . . . . . . . . . . . 138
6.23 Spectra at the input of the first transmission span and the output
from last span for a 32 wavelength WDM system in a 400 km
standard-SMF link. . . . . . . . . . . . . . . . . . . . . . . . . . . 139
6.24 Evolution of the average power levels throughout the link at spe-
cific positions in the 32 channel WDM transmission experiment
over a 400 km standard-SMF link. . . . . . . . . . . . . . . . . . 140
6.25 Eye diagrams observed directly in the 32 channel WDM experi-
ment after transmission over 400 km standard-SMF link. . . . . . 141
6.26 Effect of filtering at the receiver in a 100 GHz channel spaced
CSRZ WDM signal compared to a 100 GHz NRZ WDM signal. . 142
6.27 BER versus received power measured for the channel situated
at 1555.75 nm in the 32 wavelength WDM system transmission
experiment over a 400 km standard-SMF link and channel de-
pendence on the sensitivity penalty. . . . . . . . . . . . . . . . . 142
6.28 Illustration of XGM in SOAs, practical example with distorted
40 Gb/s NRZ eye diagram and characterization of the effect. . . 143
6.29 Illustration of the set-up used in the 4 times 40 km standard-SMF
metro WDM experimental investigation. Spectra and quality
factor are presented. . . . . . . . . . . . . . . . . . . . . . . . . . 145
7.1 Relation between optical parameters used in the definition of
V-256.a and V-256.b. . . . . . . . . . . . . . . . . . . . . . . . . . 156
7.2 Schematic of building-blocks included in the proposed 32L5-256.2(5)
WDM system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
7.3 Schematic of metro WDM network architecture. . . . . . . . . . 163
A.1 BER and Q concepts . . . . . . . . . . . . . . . . . . . . . . . . . 202
A.2 Relation between linear Q, BER and Q expressed in decibels. . . 203
A.3 Example of Q measurement method. . . . . . . . . . . . . . . . . 204
A.4 Model used in the evaluation of Q in a repeatered system with 2
stage amplifier. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206
LIST OF FIGURES xxv
A.5 Iteration for the two stage amplifier repeatered system. Presen-
tation of iterative process for estimating the total power at the
output of the amplifiers, the signal-spontaneous noise contribu-
tion and the variance of this noise contribution. . . . . . . . . . . 208
B.1 Parameters used in the simulation of 3.4. . . . . . . . . . . . . . 209
B.2 Parameters used in the simulation of 3.16 and 3.19. . . . . . . . . 210
B.3 Parameters used in the simulation of PMD in Chapter 4. . . . . 211
B.4 Parameters used in the simulation of PMD for RZ versus NRZ
in Chapter 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
B.5 Parameters used in the multi-span simulations for NRZ over
standard-SMF in Chapter 5 . . . . . . . . . . . . . . . . . . . . . 213
B.6 Parameters used in the multi-span simulations for NZDSF in
Chapter 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214
C.1 Overview block diagram of 40 Gb/s test-bed. . . . . . . . . . . . 216
C.2 Experimental set-up of 40 Gb/s ETDM transmitter in Tellabs
Test-bed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
C.3 Experimental set-up of pulsed clock generation in Tellabs 40
Gb/s test-bed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218
C.4 Operation principle of the Optical Time Domain Demultiplexing
(OTDD) technique. . . . . . . . . . . . . . . . . . . . . . . . . . . 218
C.5 Experimental set-up for the 10 Gb/s receiver used in Tellabs 40
Gb/s test-bed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
C.6 Component set-up used in the receiver implementation at the
Tellabs 40 Gb/s Test-bed. . . . . . . . . . . . . . . . . . . . . . . 219
C.7 Picture of the Tellabs 40 Gb/s test-bed . . . . . . . . . . . . . . 220
C.8 BER characterization for Tellabs 40 Gb/s test-bed. . . . . . . . . 221
C.9 Characterization of Tellabs 40 Gb/s test-bed as a function of
wavelength for a specific EA modulator . . . . . . . . . . . . . . 222
D.1 Overview block diagram of simulation set-up for analysis of OTDD
influence on penalty measurements. . . . . . . . . . . . . . . . . . 224
D.2 Comparison of eye diagrams observed in the simulated disper-
sion margin measurements measured with ETDM versus OTDD
receivers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 225
D.3 Sensitivity penalty curves as a function of applied dispersion
when measured with ETDM versus OTDD receivers. . . . . . . . 226
xxvi LIST OF FIGURES
D.4 Comparison of eye diagrams observed for different electrical rise/fall
times measured with ETDM versus OTDD receivers. . . . . . . . 227
D.5 Sensitivity penalty curves as a function of electrical rise/fall time
when measured with ETDM versus OTDD receivers. . . . . . . . 228
D.6 Sensitivity penalty curves as a function of first order PMD when
measured with ETDM versus OTDD receivers . . . . . . . . . . . 229
E.1 Schematic of power levels through a transmission link when using
a distributed Raman amplifier and its equivalent EDFA model
from which we define the effective noise figure. . . . . . . . . . . 232
F.1 Simulated performance for the multi-span transmission over NZDSF
using RZ transmitter in 40 km spans. . . . . . . . . . . . . . . . 233
F.2 Simulated performance for the multi-span transmission over NZDSF
using RZ transmitter in 80 km spans. . . . . . . . . . . . . . . . 234
List of Tables
2.1 SONET and SDH transmission layer signals and their capacity . 10
2.2 Main optical parameters specified and derived from G.691 for
STM-64 optical interfaces . . . . . . . . . . . . . . . . . . . . . . 16
3.1 Basic fiber parameters of several G.655 commercial fibers . . . . 28
3.2 Dispersion margins in a short and long application considering a
practical scenario including temperature fluctuations and DCF
tolerances. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.3 Main parameters of tunable dispersion CFBG based on temper-
ature gradient changes. . . . . . . . . . . . . . . . . . . . . . . . . 41
3.4 Main parameters of tunable dispersion compensator based on
stretching of a non-linearly chirped FBG. . . . . . . . . . . . . . 46
3.5 Main parameters of WDM tunable dispersion compensator based
on VIPA and 3D mirror. . . . . . . . . . . . . . . . . . . . . . . . 48
3.6 Table presenting main parameters of dispersion monitoring tech-
niques possible to be implemented in a transmitter-receiver module. 52
4.1 Basic characteristics of optical PMD compensators. . . . . . . . . 78
6.1 Maximum and minimum optical power levels launched at the
different positions of the 200 km standard-SMF link. . . . . . . . 127
6.2 On-off gain and effective noise figure of Raman amplification pro-
vided by the different Raman pumps used. . . . . . . . . . . . . . 135
6.3 Maximum and minimum optical power levels launched into the
transmission fibers in the 16 wavelength WDM system transmis-
sion experiment over a 400 km standard-SMF link. . . . . . . . . 137
xxvii
xxviii LIST OF TABLES
6.4 Evolution of power needed at the receiver to keep a constant
BER of 10−10 as a function of the spans travelled in the system
in the 16 wavelength WDM system transmission experiment over
a 400 km standard-SMF link. . . . . . . . . . . . . . . . . . . . . 138
6.5 Maximum and minimum optical power levels launched into the
transmission fibers in the 32 channel WDM system transmission
experiment over a 400 km standard-SMF link. . . . . . . . . . . . 140
7.1 Comparison of NRZ, RZ, PSBT and CSRZ modulation formats
regarding their performance in 40 Gb/s optical transmission sys-
tems. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
7.2 Proposal of application codes for short haul STM-256 optical
interfaces. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
7.3 Proposal of application codes for long haul STM-256 optical in-
terfaces. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
7.4 Proposal of application codes for very long haul STM-256 optical
interfaces. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
7.5 Relation between span length and dispersion of DCF modules in
the proposed WDM system implementation. . . . . . . . . . . . . 159
7.6 Proposal of 32L5-256.2 and 32L5-256.5 WDM systems . . . . . . 161
7.7 Relation between span length and dispersion of DCF modules in
the proposed metro WDM system implementation. . . . . . . . . 165
7.8 Availability of components used in the definition of the different
40 Gb/s systems. . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
C.1 Sensitivity dependence of Tellabs test-bed on the 10 Gb/s PRBS
sequence length. . . . . . . . . . . . . . . . . . . . . . . . . . . . 220
C.2 Sensitivity dependence of Tellabs test-bed on the 10 Gb/s time
domain channel demultiplexed. . . . . . . . . . . . . . . . . . . . 221
Chapter 1
Introduction
Two ground-breaking developments in 1970 paved the way for commercial op-
tical communication systems. Dr. Keck, Dr. Maurer and Dr. Schultz from
Corning demonstrated the possibility of transmission in low loss optical fibers
with an attenuation of 17 dB/km[1]. Dr. Hayashi, Dr. Panish, Dr. Foy and
Dr. Sumski from Bell Telephone Laboratories demonstrated the continuous
operation of GaAs semiconductor lasers at room temperature [2]. It took 18
years of research and development of these and other related technologies until
the first transatlantic cable using optical transmission, the TAT-8, was installed
between USA and Europe. The famous writer Isaac Asimov had the honor of
dedicating the new cable and placing the first call in December 1988. Asimov
said [3]: ”Welcome everyone to this historic trans-Atlantic crossing, this maiden
voyage across the sea on a beam of light...” He noted, ”...our world has grown
small, and this cable, which can carry 40,000 calls at one time is a sign of the
voracious demand for communications today.....”
Ten years later in 1998 the combination of a growth in the ”voracious demand
for communication” and technological advances such as Wavelength Division
Multiplexing (WDM) [4] or the Optical Fiber Amplifier (OFA) [5, 6] pushed
and allowed respectively for the installation of for example the trans-Atlantic
cable AC-1. The efficiency of the technological advances are clear if we consider
that the final installation cost for the AC-1 was less than three times that of
the TAT-8 while it allowed for close to half a million simultaneous telephone
calls between the continents.
Today optical transmission systems are widely deployed covering from sub-
marine inter-continental transmission to metropolitan networks or even Local
Area Networks (LANs). Most of telecommunications traffic is nowadays being
transported one way or another through optical fibers. This thesis will focus
on the high capacity optical transmission systems. These systems have tradi-
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tionally been used in the long distance layer of the network but are moving
closer and closer to the final users as high capacity data services are becoming
broadly used.
Commercial high capacity transmission systems installed in telecommunica-
tion operator’s networks are based today on 2.5 Gb/s and 10 Gb/s Electronic
Time Domain Multiplexing (ETDM) technology per single wavelength. To our
knowledge and even though field trials using 40 Gb/s based transmission equip-
ment have been carried out both for single channel [7] and WDM systems [8, 9],
there are not yet links in any telecommunication operator’s network using this
equipment for true life traffic from the network subscribers.
1.1 Motivation for the project
Historically each quadrupling of TDM rate (from 2.5 Gb/s to 10 Gb/s for
example) can be achieved increasing the cost of the modules by a 2.5 factor and
allowing for significant cost efficiency. If we want to achieve a total transmission
capacity of 320 Gb/s between two points by using a WDM system, we can either
install a 128 channel system at 2.5 Gb/s or a 32 channel system at 10 Gb/s.
The following advantages are observed for the latter:
• Reduction in floor space and power consumption
• Reduction in management complexity
• Reduction in product codes and inventory
Furthermore, increasing the TDM rate per channel will allow for a higher
total capacity and postpone the need to initialize transmission over a new fiber
in the link.
The relation between telecommunication network operators (or service providers),
equipment providers and the final users can be modelled by the spiral relation
depicted in Figure 1.1. The end user is always eager to use new services es-
pecially if they provide an improvement in their life style or a reduction in
their expenses. Service providers or network operators are always seeking for
these new services that will attract the end user while the equipment provider
working in a competitive environment will try to offer improved equipment at
competitive prices.
The rate at which this spiral turned increased dramatically within the second
half of the 90s mainly pushed by an opening of the market to competition, the
popular use of mobile communications and the widespread of Internet to the
public. For example the number of cellular phones in western Europe grew
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Figure 1.1: Spiral model in the telecommunications industry describing the interaction
between network operators, equipment providers and final users.
from 46.9 million in 1997 to 156.9 million by the year 1999 [10]. The number
of Internet hosts increased from 3.8 million in 1994 to 29.6 million by 1998
and estimates of traffic in the main U.S Internet backbones increased from 16.3
Terra-bytes (TB) per month in 1994 to over 10,000 TB per month by 1999 [11].
Following these growths in traffic, statistics predicted that a capacity exhaust
could be reached in the backbone networks within a short time and that even
high channel count 10 Gb/s WDM systems would be at the limit of providing
the required capacity. The clear commercial option to be considered at that
point in time by equipment providers was the increase in TDM rate to 40 Gb/s
for their high capacity transmission products. This Ph.D. project has its origin
in this context. It began in February of 2000, and at that time there was a
clear feeling that by the end of 2002 a 40 Gb/s product would be needed in the
market.
Unfortunately, time has proven that the traffic growth has not followed the
aforementioned predictions. Instead over the last three years we have witnessed
the greatest financial crash in the history of the telecommunications industry.
By 2002 in Europe, only an average of 10 % of all the fiber installed to accom-
modate for the expected traffic was actually used for transmission, and in those
fibers used, the installed systems were running only at an average 20 % of their
maximum capacity [12]. Under these circumstances the demand for 40 Gb/s
optical transmission systems has been delayed until there is higher demand for
capacity or they can provide substantial economical advantage over 10 Gb/s
systems.
4 Introduction
1.2 Thesis overview
Challenges and limitations seem to pile-up when we consider 40 Gb/s optical
transmission systems. Due to the reduced time slot, 25 ps, effects such as
chromatic dispersion in the fiber or Polarization Mode Dispersion (PMD) can
seriously limit transmission distances. The spectral width of a modulated signal
at 40 Gb/s starts to be comparable to the desired WDM channel spacing of
at least 100 GHz. Power margins are reduced compared to 10 Gb/s systems,
affected both by tolerances regarding non-linear effects and optical signal to
noise ratio limitations. New modulation formats such as return to zero, optical
duobinary or carrier suppressed return to zero have been proposed to avoid
one or another negative effect. Furthermore, the development of commercial
electronic components that can work at this bit rate is extremely challenging.
These effects and concepts are closely related to each other, and we can consider
the investigation carried out within this project as a puzzle, see Figure 1.2,
where chromatic dispersion, PMD, spectral efficiency, modulation formats and
power margins are among the pieces in it.
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Figure 1.2: Schematic of effects and concepts that need to be handled in 40 Gb/s
system design.
Since this Ph.D. project is an industrial Ph.D. project, there has been a
strong emphasis on considering components, methods and systems which have
strong possibilities of being used in future commercial products.
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Structure of the thesis
The thesis continues in Chapter 2 with an introduction to those systems in-
stalled in a telecommunications network where there is a possible application
of 40 Gb/s technology. Examples of standardized single channel and commer-
cial 10 Gb/s WDM systems are presented in terms of their building blocks,
and the main parameters to be considered in the evolution towards 40 Gb/s
systems.
Chapter 3 is dedicated to the analysis of the impact of chromatic dispersion
in 40 Gb/s transmission and to the evaluation of several available methods for
fixed and tunable chromatic dispersion compensation. The concept of chromatic
dispersion in transmission fibers is described and the limitations it induces in
40 Gb/s transmission systems are analyzed. Initially the analysis is based on
the effect of chromatic dispersion on systems using Non Return to Zero (NRZ)
as the modulation format, traditionally used in commercial systems. An im-
portant point in the organization of this thesis is that alternative modulation
formats to NRZ; Return to Zero (RZ), optical duobinary, chirped NRZ or Car-
rier Suppressed RZ (CSRZ), which can provide certain advantages in 40 Gb/s
transmission, will be introduced in the chapter were the topic in which they
are advantageous is mentioned. Wherever the new modulation format is intro-
duced we will review its performance with respect to other topics included pre-
viously in the thesis. Regarding chromatic dispersion we will introduce chirped
NRZ and optical duobinary (also named Phase Shaped Binary Transmission or
PSBT) as modulation formats with higher tolerances to chromatic dispersion
effects than NRZ. Their practical implementation will be described and their
performance under chromatic dispersion analyzed. Fixed chromatic dispersion
compensation methods will be reviewed and their limitations in single channel
and 40 Gb/s WDM transmission systems will be evaluated. The principle of
operation of two methods for tunable chromatic dispersion compensation in a
single channel system and one method for WDM will be presented. Further-
more, these methods will be experimentally investigated and their performance
analyzed.
Chapter 4 starts out with a description of the origins of PMD in optical fiber
and analyzing its effect on 40 Gb/s transmission systems. The most promising
methods for PMD compensation are presented and described. One of these
methods, the use of a single fixed birefringence element, has been further in-
vestigated and a prototype implemented in the Tellabs laboratories. The PMD
compensator is experimentally characterized and its performance evaluated. An
analysis of the tolerances the compensator allows in the system design is given.
RZ is considered as a modulation format with possible increased tolerance to
PMD. A description of possible implementations of an RZ transmitter is given
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and its performance is evaluated in the presence of PMD and chromatic disper-
sion. The experimental characterization of the PMD compensator prototype
has been carried out in collaboration with Thomas Tanggaard Larsen. 1
The optical power related limitations in the design of single channel 40 Gb/s
transmission systems are introduced, analyzed and investigated in Chapter 5.
We will analyze the limitations in a multi-span system by means of simulations
and experimental investigations. We investigate multi-span transmission by
means of simulations for NRZ, RZ and optical duobinary modulation in 40 km
and 80 km span set-ups for standard Single Mode Fiber (SMF) and Non Zero
Dispersion Shifted Fiber (NZDSF). We investigate experimentally multi-span
transmission for NRZ and RZ modulation formats in 40 km and 80 km span
set-ups over standard-SMF. These experimental investigations were carried out
at AT&T Labs-Research in collaboration with Misha Brodsky and Martin Birk.
Finally, simple design rules based on analytical approximations of the simulated
results are proposed.
Chapter 6 is dedicated entirely to the design of 40 Gb/s WDM systems and
the experimental implementation and characterization of several practical ex-
amples. We will analyze the limitations induced by linear crosstalk in a 100 GHz
channel spaced WDM system for NRZ, RZ and optical duobinary modulation.
We introduce CSRZ as a new modulation format, describe its implementation
and analyze its performance regarding linear crosstalk in a 100 GHz channel
spaced WDM system. Furthermore, we review the performance of CSRZ under
chromatic dispersion and in a multi-span single channel system to allow for com-
parison with NRZ, RZ or optical duobinary modulation formats. We will also
introduce and analyze the effect of two non-linear effects characteristic in WDM
systems; Cross Phase Modulation (XPM) and Four Wave Mixing (FWM). Ex-
perimental work includes a 32 channel WDM system allowing for transmission
over a 400 km fiber link consisting of five spans of 80 km standard-SMF. Fi-
nally we investigate the use of Semiconductor Optical Amplifiers (SOA) in a
low channel count WDM system aiming at distances characteristic of a metro
network. Some of the experimental investigation in WDM systems has been
done in collaboration with Quang Nghi Trong Le (with OFS Fitel & COM).
The experimental investigation regarding transmission with SOAs was carried
out at AT&T Labs-Research in collaboration with Misha Brodsky and Martin
Birk.
Chapter 7 is initiated by presenting a comparison of the performance of the
different modulation formats investigated throughout the thesis: NRZ, optical
duobinary, RZ and CSRZ. Different proposals for the implementation of 40
Gb/s single channel and WDM systems are presented. We will closely follow
1Now with the Research Center COM.
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the method presented in standards from the International Telecommunications
Union, Telecommunications sector (ITU-T) and define several application codes
both for single channel and WDM systems. The system implementations pro-
posed have taken into consideration the results and conclusions presented in the
previous chapters. Furthermore we evaluate the availability of the components
needed for the different proposed implementations .
The work is summarized and the thesis concluded in Chapter 8.
Chapter 2
Application of 40 Gb/s
transmission systems in a
telecommunications network
architecture
This chapter will introduce those systems installed in a telecommunications
network where there is a possible application for 40 Gb/s technology. We will
present the main building blocks of these systems, and analyze the topics that
need to be considered in the evolution from actual state of the art products at
10 Gb/s. For clarity we will focus on network functionality and applications
codes described in standards available. Mainly on Synchronous Digital Hier-
archy (SDH) [13, 14] and Optical Transport Network (OTN) [15, 16] from the
Telecommunications standardization section of the International Telecommu-
nications Union (ITU-T) or other recognized standards, the Optical Internet-
working Forum (OIF) for example.
The objective of this chapter is to introduce the main design considerations
and unknown parameters foreseen in the evolution from 10 Gb/s towards 40
Gb/s optical transmission systems. We will initiate the chapter by provid-
ing a very general picture of a telecommunications network in Section 2.1 and
indicating where 40 Gb/s optical transmission technology is expected to be im-
plemented. Section 2.2 will be dedicated to present the different application
codes defined for single wavelength system, covering from Very Short Reach
(VSR) to Very long haul (V). Wavelength Division Multiplexing (WDM) sys-
tems will be presented in Section 2.3. In this section we will analyze the typical
limitations in WDM technology to the number of channels being used and the
transmission distance covered before electronic regeneration is needed. The
9
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main characteristics of metro WDM networks and differences from traditional
WDM systems will be introduced in Section 2.4. The chapter ends with a brief
summary.
2.1 High capacity transmission systems in a telecom-
munications network
The goal of this section is not to describe a telecommunications network in
its full complexity but to point out where in this network high capacity trans-
mission systems and high speed optical modules (2.5 Gb/s and above) will be
used. We can present a telecommunications networks as a layered network.
This means that we can describe each of these layers separately and by adding
adaptation functions between the different layers (transmission rate adapta-
tion, multiplexing, aligning and pointer justification in SDH, quality of service
control etc) we can provide a detailed consistent description of the network.
In SDH for example three main layers are defined [17]. The Low Order Path
(LOP) layer deals with multiplexing and switching signals ranging from the VC-
12 level (2240 kbit/s) to the VC-3 level (48960 kbit/s). The Higher Order Path
(HOP) layer deals with the multiplexing of LOP layer signals into VC-4 (150336
kbit/s) and switching these signals in the network. Finally the Transmission
Media (TM) layer deals with the physical transmission of high capacity signals
within the network, see Table 2.1 for a relation of typical specified signals and
their capacity in SDH/SONET.
SONET SDH Capacity (Mbit/s)
OC-3 STM-1 155.520
OC-12 STM-4 622.080
OC-48 STM-16 2488.320
OC-192 STM-64 9953.280
OC-768 STM-256 39813.120
Table 2.1: Terms used in SDH and SONET to define the different signals included
in the transmission layer and capacity they can accommodate. STM: Synchronous
Transport Module.
An example of the interconnection between different transmission and switch-
ing systems in a TM layer is presented in Figure 2.1. A short explanation
follows: The ”low order” cross connects,which refer also to electrical add-drop
multiplexers, aggregate traffic from the LOP of the network and provide STM-1
level signals to the ”high order” cross connects. These are able to receive a full
range of signals from STM-1 to STM-64 and switch at VC-4 level the infor-
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mation within the signal according to the output destination in the network
intended for each container. They are also able to form new transport units
again ranging from STM-1 to STM-64, which will be connected to either other
”low order” cross connects, ”high order” cross connects or to dedicated high
capacity transmission systems. Until now all transmission has been done by
dedicated single wavelength over a single fiber for each direction of transmis-
sion (Duplex). According to the distance between the two points connected,
the links are named VSR (< 600m), Intra Office (I) (< 2km), Short haul (S)
(< 40km), Long haul (L) (< 80km) and very long haul (< 120km) [13], values
in parenthesis indicating traditional SDH target distances.
Several STM-16 to STM-64 signals from different ”high order” cross connects
can be joined in a dedicated WDM transmission system over a single fiber
in each direction to provide a more cost effective solution. In general, the
signals which are multiplexed could originate in other networks using different
protocol structures than SDH, e.g. Asynchronous Transfer Mode (ATM) or
Internet Protocol (IP) based data signals. We consider a ”WDM transmission
system” as a multi-protocol transmission system transparent to the information
content for each wavelength. Several application codes fall within these kind
of systems [15]. They are referred to as unrepeatered or repeatered systems
depending on the presence of succeeding fibre spans concatenated using optical
amplifiers. The length of each span in a repeatered system follows the single
wavelength definition for short, long and very long haul. Finally depending
on the total length reached, the system can be considered long haul (usually
up to a 640 km total distance [15]) or ultra long haul (higher than 640 km),
which in its extremes can reach transoceanic lengths for submarine systems.
As these systems are responsible for the transmission of an enormous amount
of information protection and reliability issues are of maximum importance.
In general WDM systems will have a protection path in a 1 + 1 configuration
allowing for complete signal recovery in the case of a fiber cut. In relation to
this observe the double connection between multiplexer and demultiplexer in
WDM systems of Figure 2.1.
The last application included in the example is a ”metro WDM network”,
which has attracted a lot of attention within the last years [18, 19, 20, 21].
Traditional SDH metro networks are based on optical to electrical conversion
at each node of all signals reaching a node even though those with another
destination in the network could just pass through. WDM networks make use
of wavelength group allocation to allow for those wavelengths to pass through
the node optically, leading to a reduced number of transmitter-receiver modules
and reduced system cost. Only those wavelengths leaving the WDM network
at a node will be translated to standard single wavelength application codes
to reach their origin/destination at an Add-Drop Multiplexer Cross Connect
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(ADM/XC), a WDM link or another WDM network. A second advantage of
WDM based networks is their transparency to the protocol used per wavelength
which can eliminate the need of having a network for each protocol.
Example of commercial equipment that covers the applications described can
be taken from actual Tellabs products. The Tellabs 6350 Switch Node [22] is an
SDH, ADM/XC with capability for a 768 port VC-4 cross connect matrix with
STM-1 to STM-64 interfaces and the possibility to be configured as a low order
cross-connect. Tellabs 7200 Optical Transport System [23] is a 32 channel STM-
16 or STM-64 WDM system with capability for transmission over six Long haul
spans and optical add-drop feasibility. Finally Tellabs 7100 Optical Transport
System (Metro WDM) [24] is a 32 wavelength STM-16 or STM-64 WDM metro
system with wavelength grouping capability.
2.2 Single wavelength optical transmission systems
We divide this section into two parts. The first one dedicated to very short
reach and intra-office applications. The second part will be dedicated to short,
long and very long haul applications.
2.2.1 Very Short Reach and Intra-office applications
Traditionally interconnection between equipment placed in a service providers
office (intra office communication) is done using the same kind of transceivers
as were used for transmission over longer distances (inter office communication)
or electrical connections. This approach is economically inappropriate at high
bit rates, as the performance needed in an intra office application is consid-
erably lower than that of an inter office or short reach (40 km) application.
Both ITU-T and OIF have standardized cost effective very short reach or intra
office application codes for 2.5 Gb/s (STM-16) and 10 Gb/s (STM-64) single
wavelength links [13, 15, 25]. Traditionally the VSR will cover up to 600 m
and the Intra Office will cover up to 2 km of transmission. OIF has proposed
up to 5 different solutions for VSR OC-192 [25]. For example parallel optics
over multi-mode fibers (12 fibers at 1.24 Gbps), using Vertical Cavity Surface
Emitting Lasers (VCSELs) as transmitters at 850 nm and p-i-n photodiode
(PIN) array at the receiver side [26].
Evolution of the standards towards 40 Gb/s (OC-768 or STM-256) has been
rather slow, even though STM-256 application codes are defined in [27] no
implementation methods are described. The OIF has presented a standard
[28] defining 3 methods for implementation of an OC-768 VSR link. The first
method is the use of parallel optics (12 fibers at 3.3 Gb/s) transmitters in the
14
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850 nm region over multi mode fiber and a PIN diode array [29]. The second
method is by using Coarse Wavelength Division Multiplexing (CWDM) of four
channels in the 1310 nm region over standard fiber. The final method is a single
wavelength serial 40 Gb transmitter-receiver over standard fiber either in the
1310 nm or 1550 nm region. This last method seems to go against the original
intention of defining VSR and Intra Office applications, namely reduction of
cost compared to transponder type solutions. However single wavelength has
been the choice considered in the Multi Source Agreement (MSA) for a 40 Gb
transponder for example [30] where the VSR application code has been specified
for a 1310 nm and 1550 nm solution.
2.2.2 Single wavelength short, long and very long haul applica-
tions
Single wavelength transmission modules will be generally transmitter / receiver
modules (line cards) of an ADM/XC, or the client side of a WDM system.
These modules can support the different application codes defined in standards
[13, 14]. In this section we focus on application codes for STM-64 [13] from
which future application codes for STM-256 might evolve. At the point in time
of writing this thesis the only parameters included in the standards for STM-
256 are the target distances for the short and long application codes, which
are identical to those defined for STM-64. In all the application codes included
in this section we have assumed that standard Single Mode Fiber (SMF) has
been used, other fiber types will be introduced in Section 3.1.1. In all the
application codes we will consider that the induced Differential Group Delay
(DGD) of the transmission link is below the required limits. We will look into
DGD induced limitations in the system in Chapter 4 dedicated to Polarization
Mode Dispersion (PMD).
The main building blocks of the Short, Long and Very Long haul application
codes are presented in Figure 2.2 while Figure 2.3 presents the definition of the
main optical parameters used to define the application codes. Table 2.2 finally
shows the typical limits for the optical parameters specified by ITU-T in [13].
Short reach STM-64 application is based on a straight forward link design, it
requires moderate transmitter powers, sensitivity levels, which can be handled
by available PIN receivers [31, 32] and no dispersion compensation, see Section
3.1 for details on origins and effects of dispersion.
Long haul applications are severely affected by dispersion and need some sort
of dispersion compensation. Most practical compensation methods are based on
changes at the optical transmitter, e.g. induced pre-chirp in the modulator [33,
34], or passive dispersion compensation [35]. These methods will be described
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Figure 2.2: Examples of short, long and very long haul application codes following
[13]. DC: Dispersion Compensation module, OA: Optical Amplifier. The DC and OA
modules are included as an example of the application code configuration.
in more detail in Section 3.2. A main difference between these methods is
the extra attenuation induced by the passive dispersion compensation module
(in the order of 6 dB for a module required in the long haul application),
which requires the use of an optical amplifier, severely increasing the cost of
the module. On the other hand, the pre-chirping technique can be implemented
together with state of the art Avalanche Photodiode (APD) based receivers [36]
avoiding the need for optical amplifiers and allowing for cost and complexity
reduction in the module.
The dispersion induced in a very long haul application overcomes the pre-
chirp correction capability and there is a need to use passive dispersion com-
pensation modules. Generally the insertion loss of these modules adds enough
attenuation for the system to need an optical amplifier. There are several com-
binations possible depending on whether optical amplifier and the DC module
are placed at the transmitter, at the receiver or in both ends as shown in Fig-
ure 2.2. The choice will be a compromise between cost and performance. It is
important to notice the increased output power from the transmitter used for
this application. Power levels in the 13 dBm order are close to the Self Phase
Modulation (SPM) transmission induced limit for some fiber types at 10 Gb/s
and could be a strong limitation for 40 Gb/s transmission, see Chapter 5.
Evolution of the described single wavelength application codes from STM-64
to STM-256 (and in general from any 10 Gb/s to 40 Gb/s transmission module)
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Figure 2.3: Relation between the optical parameters used in the description of the
application codes following [13].
Application Short Long Very long
Example of application code S-64.2b L-64.2c V-64.2a
Operating wavelength [nm] Any between 1530 and 1565
Fiber type Standard fiber G.652
Mean launched power [dBm] −1 < P < 2 −2 < P < 2 10 < P < 13
Minimum ER [dB] 8.2 10 10
Minimum SMSR [dB] 30 30 30
Attenuation [dB] 3 < A < 11 11 < A < 22 22 < A < 33
Chromatic dispersion [ps/nm] < 800 < 1600 800 < D < 2400
Maximum DGD [ps] 30 30 30
Minimum sensitivity1 [dBm] -14 -26 -25
Minimum overload [dBm] -1 -9 -9
Path penalty 2 2 2
Table 2.2: Main optical parameters that specify the short, long and very long ap-
plication codes [13] for STM-64 signals. ER: Extinction Ratio, SMSR: Side Mode
Suppression Ratio, BER: Bit Error Rate. 1 Sensitivity penalty considered for BER at
10−12 and end of life of the system.
should be done after careful consideration of the following questions:
• What is the dispersion induced transmission limit for 40 Gb/s?
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• What are the dispersion margins in a practical system and what kind of
granularity of the dispersion compensation modules is required?
• What are the sensitivity limits in practical 40 Gb/s receivers?
• What are the maximum launched power limits at 40 Gb/s?
2.3 WDM transmission systems
In its simplest description a WDM system is a combination of N wavelength
channels (at a predetermined channel grid [15]) that are transmitted over a
number of spans, M where the spans fall within specific single wavelength ap-
plication code (length of span L). An example of the main building blocks
characteristic of a WDM system is presented in Figure 2.4. An important dif-
ference from the single channel applications is the need for signal and system
performance control in multi-span WDM systems. Traditionally two methods
are generally used. The first one is to use an Optical Supervisory Channel
(OSC) communicating between amplifier stations which can be used to locate
faults and to communicate alarms to the end terminals. The second one is an
Optical Channel Performance Monitor (OCPM), which is based on a spectrum
analysis [37] and can provide information on laser or optical amplifier degrada-
tion. Communication from the OCPM to the end terminals could be done via
the OSC.
WDM systems are used to overcome fiber shortage and to maximize through-
put on a fiber reducing cost per transmitted bit over a certain distance. In-
stalling a WDM system requires a high Initial Installation Cost (IIC) mainly
because of two reasons. First due to the need of investment in full system
requirements (e.g. multiplexer-demultiplexer equipment, optical amplifiers).
Second as we need field stations to physically accommodate for the optical am-
plifiers. A longer span length will reduce the number of field stations needed
reducing the overall IIC. The IIC will be shared however between the number
of channels to be installed and the overall cost per channel will drop as a func-
tion of the number of channels used. The ideal WDM system will then be one
allowing for higher channel count and longer span length with lowest IIC while
allowing for cost efficient channel upgrades.
Unfortunately WDM systems are limited both in the number of channels
and the span length (as a function of the total system length). We dedicate a
subsection to each of these limitations. We will focus on limitations observed
in WDM systems with STM-64 transmitter-receiver modules.
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Figure 2.4: Building blocks of a WDM system without protection. Main parameters
are the number of transmitter-receivers, N, the length of span, L, and the number of
spans, M.
2.3.1 Limitations to the number of channels in a WDM system
The number of channels is mainly limited by two factors, the optical bandwidth
allowed by the optical amplifiers and the frequency spacing between channels.
The first limitation is induced by the inherent properties of Erbium Doped
Fiber Amplifiers (EDFAs), traditional optical amplifier used in WDM systems.
We will keep the discussion centered on applications in the C band (1530 nm to
1565 nm) even though the L band (1570 nm to 1610 nm) has attracted a lot of
attention both in the scientific community and within the system manufactures
over the last years [38, 39]. Intrinsically C-band EDFAs have a non-flat limited
gain over more than 30 nm, from which only around 18 nm is useful for a WDM
multi-span system . The ”non-flatness” is characterized by the Gain Non-
Uniformity (GNU) and determines the effective bandwidth of the amplifier in
a multi span system. Even though research groups have focused on optimizing
the gain bandwidth by changes in the materials used in the fabrication of the
Erbium fiber [40] it seems that the preferred commercial solution is to use gain-
flattening filters which can provide amplifiers with 40 nm optical bandwidth
and less than 1 dB GNU at moderate gain values [41].
The frequency spacing is inherently limited by the optical bandwidth of each
channel (determined by the rise/fall time of the optical pulses and contents of
information in the signal) and the filtering characteristics of the multiplexers
and demultiplexer used in the system. It is important to note at this point
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that it is not the amplitude frequency response of the demultiplexer, which will
determine the crosstalk induced between channels, but the effective bandwidth
including dispersion within the bandpass range that determines the filter’s ef-
fectiveness. Generally, in STM-64 WDM systems where filters are only used at
the transmitter and receiver this is not a dominant factor. However, and due to
the limitations imposed by dispersion at 40 Gb/s, see Section 3.1.2, we should
consider which kind of filters should be used in a 40 Gb/s WDM system and
their dispersive effects [42, 43, 44]. Finally when considering the filter charac-
teristics we have to take into account that the transmitter might induce some
center frequency variations originating in the laser and we must allow for these
by proper design tolerance. However the introduction of wavelength lockers has
reduced wavelength variations from the transmitter to the order of 2 pm [45]
relaxing filter tolerances considerably.
Actual WDM standards have defined a frequency grid [15] to place the chan-
nels at a fixed frequency spacing of 200 GHz, 100 GHz and 50 GHz allowing
for 16, 32 and 64 general cases of maximum channel count respectively 1. Even
though WDM systems with 25 GHz channel spacing have been demonstrated
[46] they include tight restrictions in the system design and have not been
included at this point of time in the standards.
2.3.2 Limitations to the span length and total system distance
in a WDM system
The optical amplifiers included in the transmission introduce a certain level of
noise that can be considered to accumulate linearly. The level of noise from
the OA is directly dependent on the gain (see Section A.3.1 for details) and the
gain is dependent on the span loss (usually directly related to the span length).
As an example [47] if we use an amplifier for a 150 km span we will introduce
around 100 times more noise than when using an amplifier for a 50 km span. If
we want to reach the same total distance, the need of 3 times more amplifiers
in a 50 km span system settles the relation to 33 times more noise in the 150
km span system than the 50 km span system. Of course the final best solution
is a compromise between cost and performance.
A way of representing the relation is shown in Figure 2.5 by plotting the
Quality factor, Q, as a function of the span number for different number of
span attenuations. The system considered, refer to Section A.3 for further
details, is of bit rate 10 Gb/s, 1 mW launched average power into the fiber,
and extinction ratio of 10 dB in the transmitter, a sensitivity of the receiver
1Alternatively unequal channel spacing can be used. However, in transmission over G.653
dispersion shifted fiber also included in ITU-T WDM standard G.692.
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(PIN diode) of -16 dBm and a noise figure of the amplifiers of 6 dB. It is clearly
observed that increasing the span attenuation reduces significantly the number
of spans that can be covered. For example if we assume a 22 dB span loss
for an 80 km span and a 33 dB for a 120 km span, we reduce the ideal total
transmission length from over 2000 km down to 360 km, (we require Q better
than 17 dB (BER below 10−12 for a successful system).
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Figure 2.5: Relation between Q and the span attenuation as a function of the number
of spans in a repeatered system. The lines indicate an accepted limit in the Q level
without and with Reed-Salomon forward error correction.
A main point to consider is that the Q factor is directly related to the average
power launched per span, see Equation A.12 for more details. A 3 dB increase
in launched power will improve Q by 3 dB. However it is important to remember
that at high power levels non-linear effects can distort the transmitted signal.
The simple model for a repeatered system shown previously can be upgraded
to include two new factors. First, the double stage amplifiers with dispersion
compensation modules in the middle stage, see Figure 2.4. Second, the effect
of GNU mentioned in 2.3.1, which emulates closely an actual system. GNU
will reduce the launched power for those channels which experience lower gain
reducing their Q factor as a function of the span number. On the other hand,
it will increase the launched power for those channels falling in the high gain,
which even though increases in theory their Q factor, might reach levels able
to trigger non-linear effects.
An example of a 22 dB attenuation per span case, with a dispersion compen-
sation module introducing an extra attenuation of 10.4 dB, G1 of 16 dB, G2 of
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16.4 dB, F1 and F2 of 6 dB and a GNU per amplifier stage of ±0.3 dB is shown
in Figure 2.6. Where G1 and F1 are the gain and noise figure of the first section
of the amplifier and G2 and F2 characterize the second amplifier section. The
drastic reduction of Q for those channels that fall within the low power gain of
the amplifier can be clearly observed in the figure. The example shows a worst
case situation where all amplifiers have an equal gain profile. This will however
not be the case in real life were there are small fluctuations in the production
process of gain flattening filters or a second filter can be placed every N spans
to correct for the effect of worst case accumulation.
5
10
15
20
25
30
35
0 5 10 15 20
22  dB  span
22  dB  span  with  DCF  and  2  stage  EDFA
Worse  case  due  to  GNU  in  a  22  dB  span  with  DCF
Q 
(d
B)
Span  number
No  FEC
With  RS  FEC
Figure 2.6: Calculated effect of the inclusion of a two stage amplifier and DCF in a
repeatered span and of the effect of the gain non-uniformity. The example is based on a
22 dB span with 10.4 dB attenuation in DCF, 0 dBm launched power into transmission
fiber and -6 dBm into the DCF modules, the noise figure of the amplifiers is 6 dB and
the GNU is 0.3 dB per amplifier stage.
Even though they were originally used in submarine ultra long haul applica-
tions, Forward Error Correction (FEC) techniques [48, 49] are now being used
in moderate length WDM systems to increase the margins against noise and
pulse distortion. We will not go into details regarding FEC methods2. However,
in some sections throughout the thesis we will indicate for a specific application
the coding gain obtained when using typical FEC methods. The coding gain
is defined as reduction in the Q level needed for a certain BER and usually
expressed directly in decibels. As an example we have included both in Figures
2The reader is suggested to look into reference [50] for a complete presentation of error-
control coding methods.
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2.5 and 2.6 the Q required for a BER of 10−12 in the system when we are using
a standard Reed-Salomon (RSa) FEC [51, 52] which provides an approximate
5 dB coding gain. It is clear from these examples that the use of FEC allows
for considerably relaxed system tolerances, or to provide extra transmission
distance.
2.3.3 Evolution towards an STM-256 WDM system
An important question in the evolution of WDM systems using STM-256 transmitter-
receivers is whether it is possible to use actual commercial systems designed for
STM-64 or we would need to redesign the whole system to allow for STM-256
signals. The last option will provide the best performance but will be an over-
priced and extra complex system if it carries only STM-64 signals. However
to understand this evolution it is required that we are able to answer among
others the following questions
• What is the practical channel spacing we can set for an STM-256 WDM
system?
• What power levels will allow us to avoid non-linear effects in transmission?
• What are the span lengths and total system distance that can be covered
for an STM-256?
• Are there any methods to increase these distances if they fall short of
actual standards?
• Are we limited by factors (for example Polarization Mode Dispersion or
the residual dispersion from optical components), which were not limiting
an STM-64 WDM system?
• Which is the most effective method to ensure proper dispersion compen-
sation of all WDM channels?
2.4 Metro WDM networks
It is not the intention of this section to provide a detailed study of metro WDM
networks 3, but to point out the topics that need more careful consideration if
a metro WDM network should support STM-256 signals. We consider a metro
3The reader is suggested to look into reference [18] for a complete description of Metropoli-
tan Optical Networks.
2.5 Summary 23
optical network following the structure in Figure 2.1 where designated wave-
lengths (channels) can be dropped and added at each node, the network having
a number of nodes. A channel added at a specific node will pass through a
series of nodes in the network before reaching its destination. Similar to the
WDM repeatered system described in Section 2.3.2 the metro network will be
limited in the maximum number of nodes that an optical channel can travel
before there is a need of electronic regeneration. However, this is seldom the
final limitation as total distances in metro networks are usually below the 200
km and the maximum span length is typically less than 50 km. It is important
to consider that there are serious attenuations to include in the system bud-
get from each node introduced by the optical filtering of the channels in the
demultiplexing-multiplexing process (or in the optical cross-connects if they are
used).
An important limitation in metro networks can be the effect of concatenation
of a series of filters, as mentioned in Section 2.3.1: not only the amplitude
but also the dispersion induced by the filters has to be taken into account.
Finally we have to consider that signals in the transmission fibers will travel
along different optical paths and can be exposed to different total dispersion.
Furthermore, dispersion margins for STM-64 might allow placing dispersion
compensation every two spans. This will not be adequate for an STM-256
channel, see Section 3.1.2 for further details on dispersion margins.
As mentioned previously there are two scenarios to consider for an STM-256
based metro network. In the first one we want to use a metro WDM network
designed for STM-64 to transfer STM-256 signals. In the second scenario we
design the network with an STM-256 approach which will ensure usability at
STM-64 but perhaps the design will not provide the most cost effective archi-
tecture if few STM-256 are used. Mainly the questions that need to be looked
into for the design of a metro WDM network are similar to those presented in
Section 2.3.3. We will add those regarding the node concatenation
• How many nodes can an optical channel go through before need of elec-
trical regeneration?
• What are the requirements for the components situated in the nodes to
ensure optimum performance?
2.5 Summary
We have introduced in this chapter the optical transmission systems where
application of 40 Gb/s technology can be foreseen in the future. We have
described the main building blocks of single wavelength applications, WDM
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repeatered systems and metro WDM networks. For each of these systems we
have suggested a series of questions which need to be analyzed in order to be
able to design an upgrade scenario for the use of 40 Gb/s transmission modules.
We will provide answers to these questions throughout the remaining chapters
of this thesis.
Chapter 3
Chromatic dispersion and its
compensation in 40 Gb/s
transmission systems
Fiber induced chromatic dispersion is an effect which clearly distinguishes the
design of 10 Gb/s optical transmission systems from previous 2.5 Gb/s gener-
ation. Whereas in 2.5 Gb/s externally modulated systems dispersion limited
transmission is not reached before 900 km in standard single mode fiber, the
margin is reduced down to 60 km in a 10 Gb/s system. Following the trend we
will expect 40 Gb/s systems to be limited to 4 km of transmission in standard
single mode fiber. This fact points out the importance of correct treatment of
chromatic dispersion compensation in future 40 Gb/s systems. This chapter is
intended to provide a realistic approach to the design of 40 Gb/s optical trans-
mission systems with regards to dispersion. We will do this by understanding
the limitations of fixed dispersion compensation and investigating the feasi-
bility of tunable dispersion compensation methods or alternative modulation
schemes.
We initiate the chapter by an introduction in Section 3.1 to dispersion in the
various optical fibers used for high capacity transmission and presenting the
transmission tolerance of 40 Gb/s Non Return to Zero (NRZ) optical signals in
the presence of dispersion. Section 3.2 will be dedicated to present the differ-
ent fixed dispersion compensation methods and to describe design limitations
in future 40 Gb/s systems. Examples of tunable dispersion compensators for
single channel and for WDM systems will be introduced in Section 3.3. We will
describe their working mechanism and characteristic parameters. Furthermore,
we will investigate experimentally their performance in independent characteri-
zation set-ups. Alternative modulation formats such as chirped-NRZ or optical
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duobinary might provide higher margins to chromatic dispersion than the tradi-
tional NRZ used in most of the commercial systems. These modulation formats
are described and investigated in Section 3.4 providing their tolerance margins
to chromatic dispersion. The chapter finalizes with a Summary.
3.1 Chromatic dispersion, origin and effects
Dispersion is an effect characteristic in the propagation of electromagnetic
waves. In any medium other than vacuum or in any waveguide structure elec-
tromagnetic waves of different frequencies will propagate at different speeds.
An optical pulse has a more or less wide spectral content, each frequency of the
spectra will propagate at different speed in the fiber creating a delay for the
different frequency components after travelling a distance over the fiber. The
pulse experiences a broadening in the time domain induced by the difference in
the time delays observed by the spectral components of the pulse. Following
[53] the time delay difference, ∆τ , observed after a transmission length L for a
pulse with spectral width ∆ω is related to the Dispersion parameter, D by
∆τ = L ·D ·∆λ (3.1)
where the wavelength width ∆λ is related to the frequency width of the optical
signal ∆ω by
∆ω = (−2pic
λ2
) ·∆λ (3.2)
In optical fibers D is directly related to the second derivative of the propagation
constant, β2 and the wavelength considered, λ by
D = −2pic
λ2
· β2 (3.3)
And it is measured traditionally in ps/nm · km.
3.1.1 Dispersion in transmission fibers
The dispersion parameter in optical fibers, usually referred as Chromatic Dispersion,
has its origin in the frequency dependence of the refractive index of the glass
used in the fiber, the Material dispersion, and the waveguide structure, the
Waveguide dispersion. In a standard single mode fiber, the later contribution
has a negative slope as a function of wavelength while the former has a positive
slope cancelling each other out at the Zero dispersion wavelength, λZD. In
a standard Single Mode Fiber (SMF) dispersion will be zero within the 1300
to 1324 nm wavelength range [54]. The Waveguide and Material dispersion
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contributions do not cancel out for all other wavelengths but λZD, phenomena
represented by the dispersion slope, S, and related to the chromatic dispersion
by
S =
dD
dλ
(3.4)
and measured in units of ps/nm2 ·km. For standard single mode fiber the slope
is positive and defined at λZD to be less than 0.093 ps/nm
2 · km [54].
Changes in the waveguide structure can affect the waveguide dispersion in-
ducing a shift in the zero dispersion and the dispersion slope. Small changes
induced in the manufacturing process can induce small statistical variations
of the dispersion and the dispersion slope within several samples of the same
commercial standard single mode fiber. This phenomena is shown in Figure
3.1, where dispersion has been measured for 22 spools of 40 km and 20 km
standard-SMF. Regarding the dispersion it can be observed that measurements
at any specific wavelength are spread over a 1 ps/nm · km while the slope of
dispersion measured at 1550 nm varies from a minimum of 0.057 to a maximum
of 0.068 ps/nm2 · km. The maximum dispersion margin is obtained using the
maximum dispersion at 1530 nm allowed by [54] and an average slope from the
data obtained.
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Figure 3.1: Characterization of 22 samples of 40 km and 20 km standard single mode
fibers a) Measured dispersion in the 1530 to 1570 nm wavelength range, b) slope of
dispersion at 1550 nm.
On the other hand, controlled changes in the waveguide structure allowed
fiber designers to manufacture transmission fibers with zero dispersion shifted
towards the low attenuation region, in the 1550 nm window, Dispersion Shifted
Fibers (DSF) [55], which optimized single wavelength transmission. However
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the need for high capacity and cost effectiveness provided by WDM systems
was limited in this kind of fibers [56],[57]. Fiber dispersion values close to
zero increase the walk-off length, which determines the duration over which
nonlinear effects dependent on phase matching such as Cross Phase Modulation
(XPM) or Four Wave mixing (FWM) are induced, see Section 6.2 for further
details on this topic. As an example, the effect of FWM in a fixed channel
spaced WDM system is to create a new wavelength component situated at the
frequency allocated for one of the WDM channels. The crosstalk level seen by
a transmitted signal can be increased by more than 30 dB when using DSF
compared to standard-SMF [56].
Optimization of fiber design for WDM systems has lead to the development
of Non Zero Dispersion Shifted Fiber (NZDSF). These fibers have enough dis-
persion to reduce non-linear effects to an acceptable level compared to DSF
while inducing lower dispersion than standard-SMF fibers. The dispersion and
mode field diameter limits specified in the standard G.655 [58] provide flexi-
ble margins in the design and each manufacturer has proposed different fiber
types, see Table 3.1 ranging different dispersion, dispersion slope and effective
area (influential value in the non-linear effects).
G.655 Fiber EA Attenuation Dispersion Dispersion slope
[µm2 ] [dB/km] [ps/(nm · km)] [ps/(nm2 · km]
1530-1565 nm 1530-1565 nm at 1550 nm
TrueWaver[59] 53 ≤0.25 2.6 to 6 ≤0.05
CorningrLeafr [60] 72 ≤0.25 2 to 6 typ 0.08
TeraLightTM [61] 63 ≤0.3 5.5 to 10 Typ 0.052
PureGuideTM [62] 63 ≤0.22 5.5 to 10 ≤0.063
Table 3.1: Basic fiber parameters of several commercial G.655 fibers. Data is extracted
from available datasheets on January 2003. EA: Effective Area.
The values of dispersion and dispersion slope specified in Table 3.1 provide
enough margins for uncontrolled changes in the waveguide structure. Figure
3.2 shows the measured dispersion and slope of dispersion for 31 pieces of 25 km
True Wave Reduced Slope (TWRS). Regarding the dispersion it can be observed
that measurements at any specific wavelength are spread over 1.3 ps/nm · km,
while the slope of dispersion measured at 1550 nm varies from a minimum of
0.044 to a maximum of 0.049 ps/nm2 ·km. These changes will have an influence
in dispersion compensation considerations which will be looked into in Section
3.2. The maximum and minimum dispersion margins are calculated taking the
maximum allowed dispersion at 1570 nm and minimum at 1530 nm from [58]
and an average slope from measurements.
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Figure 3.2: Characterization of 31 samples of 25 km True Wave RS fiber. a) Mea-
sured dispersion in the 1530 to 1565 nm wavelength range, b) slope of dispersion at
1550. The ”maximum dispersion” line in a) is calculated by taken a minimum slope of
0.04 ps/(nm2 · km) and a dispersion at 1565 nm of 6 ps/(nm · km). The ”minimum
dispersion” is calculated with minimum slope of 0.04 ps/(nm2 · km) and a dispersion
at 1530 nm of 2.6 ps/(nm · km).
Temperature induced dispersion fluctuations
Temperature related variations in the dispersion of a fiber are induced mainly
by material dispersion variation [63, 64]. If we consider that dispersion at a
given wavelength, λ, can be calculated from Equation 3.5 [54, 64] in the 1550
nm region, where SZD is the slope of dispersion at λZD
D =
SZD
4
· (λ− λ
4
ZD
λ3
) (3.5)
the variation of dispersion with temperature is obtained by differentiating 3.5
with respect to temperature taking into account that both the λZD and the
SZD are temperature dependent [63, 64], leaving
dD
dT
=
1
4
· (λ− λ
4
ZD
λ3
) · dSZD
dT
− SZD · λ
3
ZD
λ3
· dλZD
dT
(3.6)
By measuring the variations of λZD and SZD with temperature we can obtain
the temperature dependence of the dispersion of the fiber. Furthermore, it has
been discovered that there is a linear relation between the slope of dispersion
and the temperature dependence of dispersion [65]. Experimental results show
[65, 63, 66] a similar dependence for standard-SMF and True Wave RS NZDSF
fiber with a coefficient value of -0.0025 (ps/(nm · km)/oC) while a value of
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-0.0038 (ps/(nm · km)/oC) for Leaf NZDSF fiber is explained by the higher
dispersion slope of this type of fiber.
3.1.2 Dispersion induced limitations in 40 Gb/s transmission
systems
As it was introduced in Section 3.1.1 the main effect of dispersion is the broad-
ening of the optical pulses travelling in the fiber as a function of the distance
travelled and the actual dispersion of the fiber. As in communication systems
we are interested in the transmission of information signals at a bit rate B and
not single pulses, we will introduce a magnitude which can quantify when the
broadening of one bit of information is affecting the neighboring bit. The Dis-
persion Limited Distance, Dld is the distance at which the pulse broadening is
equal to the bit period, P , where P = 1B . Using Equation 3.1 we can write
1
B
= Dld ·D ·∆λ (3.7)
and Dld is given by
Dld =
1
D ·∆λ ·B (3.8)
If we consider a normalized equal pulse shape for any bit rate considered we
can estimate ∆λ to be proportional to B, ∆λ = k ·B and Dld will be given by
Dld =
1
D · kB · B (3.9)
This indicates that an increase in bit rate by four, from 10 Gb/s to 40 Gb/s
for example will induce a 16 time reduction in Dld. This squared reduction of
the dispersion limitations is induced by a two fold effect of linear increase of
the spectral width and linear decrease of the bit period as a function of the bit
rate. As an example and following [53] we show in Figure 3.3 the dispersion
observed in the transmission of a 40 ps and a 10 ps Full Width Half Maximum
(FWHM) Gaussian pulse over a fiber with dispersion 17 ps/(nm · km). The
pulse widths are scaled relative to a 10 Gb and a 40 Gb bit period. It is
clear when comparing a) and b) in Figure 3.3 that even though the represented
transmission length is reduced by more than four times the broadening of the
10 ps pulses is significantly higher than for the 40 ps pulses.
Receiver sensitivity can be defined as the optical power needed at the input
of the receiver to ensure a certain signal quality. Usually we will provide a
value for the receiver sensitivity which ensures a specific BER, for example
10−12. We will call back-to-back sensitivity the receiver sensitivity measured
when no component or fiber is situated between transmitter and receiver and
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no distortions are affecting the performance. When a signal is slightly distorted
we might be able to observe the same BER but for a higher input power to the
receiver. The difference between this power and the back-to-back sensitivity
is defined as the sensitivity penalty. Finally we define dispersion tolerance as
the maximum and minimum dispersion we can allow in a system to ensure a
certain sensitivity penalty in a transmitter/receiver module.
The effect of dispersion in a communication channel is more complex than
the effect observed for a single pulse. In the following example, shown in Figure
3.4, we evaluate the sensitivity penalty induced by accumulated dispersion on
a 10 Gb/s and 40 Gb/s Non Return to Zero (NRZ) Pseudo Random Binary
Sequence (PRBS) signal.
The sensitivity penalty should be considered as a reference line, but will be
dependent on chirp, rise/fall time and shape of the pulses and on the receiver
used for estimating the penalties. The accumulated dispersion allowed for a 1
dB penalty is 1200 ps/nm for a 10 Gb/s signal while only 70 ps/nm for the 40
Gb/s case 1. This indicates that transmission at 40 Gb/s for NRZ is limited to
a distance of 4 km in standard-SMF (consider 17 ps/nm · km) or in the order
of 17 km in NZDSF (using a typical value of 4 ps/nm · km). Experimental
investigation of the dispersion margin for NRZ is shown in Section 3.3.1.
In order to increase the dispersion limits characteristic of NRZ modulation
1We consider 1 dB penalty for a PIN based receiver and a 2 dB penalty for a signal
dependent receiver, EDFA or APD. These are traditionally margins allowed in standards [13]
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for 10 Gb/s and 40 Gb/s. Results are obtained by means of simulation, details on
parameters used are found on B.1.
format, several alternative modulation formats have been proposed and inves-
tigated [67, 68, 69, 70, 71] at 10 Gb/s and 40 Gb/s. We will look into the Phase
Shaped Binary Transmission (PSBT) method in Section 3.4.2.
In the following sections we will concentrate on NRZ as the modulation for-
mat since it has been employed traditionally in systems such as those described
in Chapter 2. This will provide an understanding of the dispersion limitations
imposed in system design when upgrading bit rate from 10 Gb/s to 40 Gb/s.
3.2 Fixed passive dispersion compensation
To center the discussion on dispersion compensation methods with commercial
application we will concentrate on passive methods. These differentiate from
the active methods, for example optical phase conjugation [72] by FWM in
Semiconductor Optical Amplifiers (SOAs) [73] or highly non-linear fiber, in the
fact that we do not need any active component (e.g.,pump laser) to provide the
compensation effect. We will look into the available methods for fixed passive
compensation in the next subsection trying to highlight their system related
characteristics. We dedicate the last part of this section to look into system
implications of using fixed dispersion compensation in 40 Gb/s systems, single
wavelength and WDM application.
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3.2.1 Methods for fixed passive dispersion compensation
There are basically three commercial methods for fixed dispersion compensa-
tion, Dispersion Compensating Fiber (DCF), Higher Order Mode (HOM) DCF
and Chirped Fiber Bragg gratings (CFBG). We will provide a brief introduc-
tion to these methods. Other techniques which are dispersion tunable such as
the Virtually Imaged Phased Array (VIPA) could also be used as fixed com-
pensators and will be discussed in a dedicated Section 3.3.
Dispersion compensating fiber
Making use of the ability to design complex refractive index profiles in fibers,
it is possible to reverse the positive slope of the fiber and obtain a negative
slope and dispersion in the 1550 nm region. The negative dispersion inverts the
effect induced by a positive dispersion in the transmission fiber compressing
the pulses back into their original shape. Initially the design of DCF modules
restricted dispersion compensation to a narrow optical bandwidth, due to the
slope difference between transmission and compensating fibers. The design of
modules were slope compensation was also achieved over the full C and L band
for all kinds of transmission fibers [74, 75, 76] has been a breakthrough in fiber
transmission. DCF modules however suffer from some weak points. They are
highly non-linear (due to their considerably small effective area , 15 to 20 µm2)
requiring low input powers to be launched into the modules, and have a high
insertion loss (due to high attenuation in the fiber and splicing loss). These two
characteristic force system designers to place DCF modules in specific points of
the transmission link and to even design complex double stage EDFAs where
DCF modules are placed in the middle section. We introduce here two concepts
used in dispersion compensation. The Relative Dispersion Slope (RDS) is a
parameter independent of fiber length which allows to compare directly how
a transmission fiber and a DCF module fit each other. It is defined as the
dispersion slope divided by the dispersion of the fiber
RDS =
S
D
(3.10)
with units of nm−1.
Two fibers with equal RDS can provide broadband dispersion compensation.
The second concept is a Dispersion Compensation Figure Of Merit (DC-FOM)
defined as the dispersion of the module divided by the Insertion Loss, IL
FOM =
D
IL
(3.11)
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The FOM of DCF is not constant as a function of fiber length in the module
due to the fixed splicing loss. The FOM of DCFs is higher for high dispersion
DCF modules, reaching values of 160 for a commercial module [77] designed to
compensate for 80 km of standard-SMF.
High Order Mode DCF
HOM dispersion compensating modules are designed to allow for the propaga-
tion of the high order mode LP01 where dispersion is high (< −200ps/(nm·km))
and fiber can be designed with high effective area ( 78µm2) [78]. The modules
are designed with mode converters at input and output with the HOM fiber
placed in between. The high effective area raises the non-linear threshold al-
lowing for high power levels to be launched into the modules [78]. Even though
loss in the high order mode transmission are higher per unit length and we
need to include the insertion loss of mode converters, the high dispersion per
unit length allows to use less fiber length. Relatively high FOM values, 230
for a -2300 ps/nm module can be obtained for high dispersion modules [79].
As in traditional DCF modules, dispersion slope can be tailored to match the
transmission fiber slope [80] and modules are designed for WDM multi-span
systems. A drawback of the HOM DCF modules is however the mode leakage
observed from the mode converters. It is important for the designers to reduce
the mode crosstalk allowed in the mode converters to levels where it will not
affect a repeatered system performance using several concatenated modules.
Chirped Fiber Bragg gratings
Fiber gratings2 have their origin in the photosensitivity of optical fiber to ul-
traviolet light at wavelengths around 242 nm. This photosensitivity creates
refractive index changes in the waveguide core of the fiber. The optical prop-
erties of a fiber grating are determined by the variation of the induced index
change δneff along the fiber (in the path of light direction). The main effect
of an uniform index change is the coupling between two modes, how this cou-
pling occurs defines the type of grating. Bragg gratings are those where the
coupling occurs between modes travelling in opposite direction, on the contrary
in the transmission gratings coupling occurs between modes travelling in the
same direction. Bragg gratings act as optical filters with a stop band centered
at the Bragg reflection wavelength, λb related to the refractive index neff and
the period of the grating Λ by
λb = 2 · neff · Λ (3.12)
2The reader is suggested to look into references [81, 82] for a complete description of Fiber
Bragg Gratings and their applications
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Traditional uniform-period based Bragg gratings are generally limited by a
narrow stop-band. If we induce a linear change in neff · Λ over the length of
the fibers (inducing a phase change as a function of length in the refractive
index modulation function) we will satisfy the Bragg condition for different
wavelengths along the fiber and obtain a broad reflection. However we will
also induce a delay between the different wavelength components as they travel
different distances in the fiber grating. This effect is exactly what we are looking
for in a dispersion compensating device.
The principle of pulse compression in a CFBG is sketched in Figure 3.5 and
has been demonstrated in single wavelength transmission compensating the
dispersion of more than 500 km standard-SMF using two CFBG devices [83].
The Figure shows a pulse dispersed in standard-SMF fiber, positive dispersion,
where the lower frequency components of the pulse (red) travel slower than
the high frequency components (violet). A longer period grating is created at
the beginning of the CFBG reflecting the longer wavelengths (red) first while
shorter and shorter period gratings are created towards the end of the CFBG
reflecting progressively the rest of the frequency components with increasing
delay for lower wavelengths. The pulse at the output of the CFBG has ideally
the original shape of the pulse with only an amplitude variation.
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Figure 3.5: Principle of operation of a chirped fiber Bragg grating used for dispersion
compensation.
Initial evolution of single channel CFBG to devices that could handle a series
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of WDM channels was done by writing long gratings in the fiber [84], this tech-
nique presents serious manufacturing challenges, but devices have been shown
to cover the full C-band [85]. Other approaches to WDM devices are to create
a repetitive Bragg condition by inducing a complex sampling function in the
refractive index [86] or create superimposed refractive index functions, one for
each desired channel, [87]. This last approach has the great advantage of allow-
ing to include a dispersion slope profile in the device. Advantages of CFBG are
their low insertion loss and that their threshold to non-linear effects is compa-
rable to those found in standard-SMF fibers [88]. The insertion loss is mainly
induced by the circulator needed to separate transmitted and reflected signals
and not by the grating itself. FOM values higher than 900 have been obtained
for CFBG [83].
A main disadvantage of the CFBG in a fixed dispersion application is their
temperature dependence. This is induced by the dependence of the refractive
index on temperature, which provides a change in the Bragg wavelength with
temperature in the order of 0.01 to 0.02 nm/oC. The effect will be a shift of
the center wavelength while keeping the same dispersion characteristics in the
pass-band. The temperature dependence can be avoided however with careful
thermal compensation packages. Another disadvantage is the amplitude and
group delay ripples obtained in the grating process, influence of group delay
ripple in system performance has been analyzed in [89, 90].
3.2.2 Compensation for single wavelength 40 Gb/s systems
If we follow the standardized application codes described in Section 2.2.2, for
example the Short reach application, a 40 Gb/s system should be designed so
that it is possible to be installed in any span length from 0 to 40 km. If we
consider the ±70ps/nm dispersion margin estimated in Section 3.1.2 we can
easily observe that dispersion compensation needs to be extremely precise to
allow for effective transmission.
Lets present a possible practical scenario, we will call it Scenario A.
• A system provider receives an order for a 40 Gb/s system from a telecom-
munications operator installing a new network. The operator knows the
exact measured length of the link and type of fiber used, knowing a
maximum-minimum dispersion for the wavelength of the system to be
installed as in Figures 3.1 or 3.2.
• The system provider has an agreement with the manufacturer of disper-
sion compensation modules, let us suppose DCF as data is available in
data-sheets [77, 91] from where dispersion compensation tolerances for
the modules can be obtained.
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• We consider temperature fluctuations only in the transmission fiber fol-
lowing the coefficients of Section 3.1.1. Even though some studies have
shown the temperature dependence cancellation for a positive-negative
slope span [65] in a real system the DCF will be placed in a concealed en-
vironment and will not be affected by extreme temperature fluctuations.
We consider temperature variations affecting the transmission fiber be-
tween -10 and 50 oC and consider that the dispersion data has been
taken at 20 oC.
We consider the cases of a short and long haul applications for standard-SMF
and Leaf fiber. The values considered for dispersion of transmission fiber,
Max−Min D, dispersion of DCF module, Max−Min D (DCF ), and temper-
ature coefficient, Temp. Coeff. are shown in Table 3.2 together with the total
dispersion, Max − Min Dtotal expected in the link. It is clear that the long
haul application falls out of the dispersion margin for standard-SMF and Leaf
and it indicates that the system provider is not able to provide a commercial
solution. If all the requirements described above are satisfied correctly the short
haul application could be provided as maximum and minimum dispersion fall
below the dispersion margin both for standard-SMF and Leaf.
Fiber Distance Max-Min D T.C.1 Max-Min D (DCF) Max-Min D total
type [km] [ps/(nm · km)] [ps/(nm · km)] [ps/nm]
40 -701 to -659 -44 to 44
SMF
80
16.5 to 17.5 -0.0025
-1401 to -1319 -87 to 87
40 -164 to -142 -38 to 32
Leaf
80
3.25 to 4.25 -0.0038
-326 to -285 -75 to 64
Table 3.2: Dispersion values considered and dispersion margins to be expected fol-
lowing Scenario A in a short and long haul application for standard-SMF and Leaf
fibers including temperature fluctuations and DCF tolerances. 1 TC: Temperature
Coefficient measured in [(ps/(nm · km)/oC)].
Let us consider a second situation Scenario B ,which only differs from Sce-
nario A in the first condition, now the telecommunications network operator
has not only measured the length, but also has measured the dispersion of the
link to an accuracy3 of 0.1 ps/(nm · km). Under these circumstances where
only accuracy of the dispersion measurement, temperature fluctuations and
DCF module tolerances we consider the worst case situation. For a long haul
transmission over standard-SMF the maximum-minimum dispersion is reduced
3Typical accuracy of a commercial chromatic dispersion measurement system, see for ex-
ample [92]
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now to -55 to 55 ps/(nm · km) allowing to consider it as a possible system but
with very tight margins.
3.2.3 Compensation in 40 Gb/s WDM systems
When we evolve from single channel to a WDM system the main considera-
tion regarding dispersion is; How do the slopes of transmission fiber and DCF
modules fit with each other? If we could match the slopes ideally we would
obtain a perfect dispersion compensation for all the wavelengths at the same
time. However slope compensation is rarely 100% allowing for residual slope to
accumulate with increasing number of span count. In Figure 3.6 we present an
ideal case where only the ratio of slope compensation has been considered. The
span length is of 80 km and the fiber used is standard-SMF, we do not take into
account temperature variations, tolerances or accuracy of dispersion measure-
ments. We can observe that if we want to ensure transmission at 40 Gb/s for
all wavelengths over a six span system we need to have a slope compensation
higher than 85% for all spans.
-200
-150
-100
-50
0
50
100
150
200
-200
-150
-100
-50
0
50
100
150
200
0 1 2 3 4 5 6 7 8
R.Disp.  for  1530  nm  at  95%  Slope  Comp
R.Disp.  for  1565  nm  at  95%  Slope  Comp
R.Disp.  for  1530  nm  at  85%  Slope  Comp
R.Disp.  for  1565  nm  at  85%  Slope  Comp
R.Disp.  for  1530  nm  at  75%  Slope  Comp
R.Disp.  for  1565  nm  at  75%  Slope  Comp
Re
si
du
al
 
Di
s
pe
rs
io
n
 
(p
s
/n
m
)
Span  number
Figure 3.6: Residual dispersion as a function of span number for a 80 km span WDM
system as a function of the slope compensation ratio of the DCF modules.
Let us consider now a more realistic example following Scenario B described
in the previous Section for a multi-span WDM system with standard-SMF
and 80 km spans. In addition to the conditions previously described, the net-
work operator has also measured the dispersion slope at a specific wavelength,
0.065 ps/nm2 · km at 1550 nm, and with an accuracy of 0.001 ps/nm2 · km.
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Considering the dispersion accuracy, the slope accuracy and the temperature
fluctuations we can obtain the relation of possible dispersion values expected
for highest and lowest wavelength. If finally we consider an RDS for the slope
compensating fiber of 0.0036±20%(nm−1) [77] and the tolerances of DCF from
Table 3.2 we can deduce that the worst case residual dispersion in a single long
haul span will provide 60 ps/(nm · km) for 1530 nm while -68 ps/(nm · km)
for 1565 nm. These values indicate that even a single span 40 Gb/s WDM link
over standard-SMF could be a serious challenge using available fixed dispersion
compensation modules.
3.3 Tunable dispersion compensation
We have shown in the previous Section the challenges to consider for disper-
sion compensation in 40 Gb/s commercial systems. It has been demonstrated
that for example a Long haul application could be provided under a series of
conditions: the first one, the network operator has measured dispersion of the
links, is a costly process. The second one, the dispersion compensation module
provider has available the exact match to the dispersion, is an approach that
reduces the economics of scale obtained by the standardization of distances for
transmission systems. An alternative is to consider tunable dispersion com-
pensation techniques which either alone, in single wavelength systems, or in
combination with fixed dispersion compensation modules, in multi-span WDM
systems, can reduce considerably the complexity of 40 Gb/s system design. We
focus in the following two sections on the demonstration of practical use of two
tunable dispersion compensation techniques for single channel and one tech-
nique for WDM 40 Gb systems. For a wider analysis of dynamic dispersion
compensation techniques the reader could refer to [35].
3.3.1 Tunable dispersion compensation for single wavelength
systems
For single wavelength applications we have investigated Tunable Dispersion
Compensators (TDCs) based on CFBG. The first technique we will describe
uses the mentioned dependence of CFBG on temperature to provide the tuning
mechanism by inducing a temperature gradient [93] and has been applied to a
short reach application over standard-SMF. The second technique uses changes
in the stretching applied to a non-linear CFBG as the tuning mechanism [94]
and has been investigated in a long haul application over standard-SMF.
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TDC using temperature gradient as the tuning mechanism
As mentioned in Section 3.2.1 the reflected wavelength at a fixed point in the
CFBG will change with temperature, if the same change in temperature is
applied to all the points of the CFBG we will obtain a shift in the center
wavelength. On the other hand if we apply a gradient in temperature while
keeping the center point of the grating stable with temperature, see Figure
3.7, we will shift towards higher wavelengths the reflections for heated areas
while towards lower wavelengths in cooled areas (always with respect to the
temperature of the center of the device). This will induce a spectral broadening
or narrowing (dependent on the sign of the gradient) of the reflectivity spectra
while keeping the relative delays constant (the grating has the same length).
The same differential delay over a broader bandwidth provides lower dispersion,
while over narrower bandwidth it will provide higher dispersion.
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Figure 3.7: Schematic of the principle behind the tunable dispersion in CFBG by
changes in the temperature gradient.
The main properties of the tested device are presented in Table 3.3, values
are obtained from measurements and datasheet [95]. The device uses three
temperature controllers (positions A, B and C in Figure 3.7) to create the
appropriate temperature gradient, the temperature for controllers A and C is
changed while keeping the temperature at position B constant. A look up table
for the relation between temperature settings and dispersion has been provided
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by the manufacturer.
Parameter Value Units
Wavelength 1555.47 [nm]
Insertion loss1 5 [dB]
Center dispersion -500 [ps/nm]
Dispersion tunable range -300 to -700 [ps/nm]
Group delay ripple ±5 [ps]
Operating temperature -5 to 70 [oC]
Minimum optical bandwidth2 85 [GHz]
PMD 0.5 [ps]
Dimensions3 17x12x150 [mm]
FOM4 60 to 140
Table 3.3: Main parameters of tunable dispersion CFBG based on temperature gra-
dient changes.
1 Including circulator. 2 For a tuning to -700 ps/nm . 3 Temperature control modules
are not included. 4 For maximum-minimum dispersion.
A schematic of the experimental set-up used for testing the tunable dispersion
compensator is shown in Figure 3.8. The set-up uses a 40 Gb/s NRZ electrical
time domain multiplexing (four channels at 10 Gb/s) based transmitter and an
Optical Time Domain Demultiplexer (OTDD), which allows only one 10 Gb/s
channel to reach the receiver, for further details on the set-up the reader should
refer to Appendix C 4. One variation from the general set-up described in
this Appendix is that the wavelength used for the clock will not pass through
the transmission line as the device is narrow band and is passed by directly
to the receiver. This introduces a time drift at the receiver, which restricts
the evaluation to short periods, however penalties could still be measured with
sufficient confidence for a BER of 10−10. As an example, in Figure 3.8 we can
observe the effect of de-tuning dispersion compensation by -110 ps/nm from the
optimum value in the measured eye diagrams. All eye diagrams are measured
with a time scale of 12.5 ps/division.
The device has been initially used to investigate the dispersion margin for
a 40 Gb/s system in a 21.53 km standard-SMF fiber (dispersion 368 ps/nm)
by de-tuning dispersion away from the optimum point of performance in both
directions. Results of this evaluation are shown in Figure 3.9. We have initially
4We use an OTDD receiver in all the experimental measurements presented throughout
the thesis. No test-set was available for direct evaluation of penalties at 40 Gb/s. This is a
temporal solution and should not be used when a commercial 40 Gb/s test-set is available.
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Figure 3.8: Schematic of experimental set-up used for measurement of performance of
a TDC based on temperature gradient change. Horizontal scale in eye diagrams 12.5
ps/div. Vertical scale 150 µW/div.
measured the back to back sensitivity for a BER of 10−10 to be -16 dBm using
the OTDD receiver, this value is used as the basis for the sensitivity penalty
calculation. We observe a slight de-tuning of the penalty curve towards lower
dispersion believed to be induced by a small residual chirp in the modulator
scheme. The second observation is that clearly the dispersion margin for 1 dB
penalty is reduced to ±45 ps/nm (from optimum performance) compared to
the expected ±70 ps/nm. This is believed to be directly a measurement error
induced by the OTDD receiver set-up and has been verified by means of simu-
lations, please refer to Appendix D for more details and results. Eye diagrams
are shown for best dispersion tuning and for the 2 dB penalty operation points.
Finally we demonstrate the tunability of the device over the expected range
by changing the standard-SMF fiber span from 21.5 km to 41 km. We evaluate
sensitivity penalty at the following intermediate standard-SMF span lengths:
for 24.7 km, 31.5 km, 33.3 km and 37.8 km. Sensitivity penalty results are
shown in Figure 3.10 together with eye diagrams for optimum setting of the
TDC. A maximum penalty of 0.8 dB was observed for the longest fiber length
of 41 km at maximum tuning of the device. However the performance shows the
ability for the device to be used in a short haul application over standard-SMF
for any span length included in the dispersion tuning range, from 18 km to 41
km.
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Figure 3.9: Experimental measurement of the dispersion margin measured in a 21.53
km of standard-SMF span where chromatic dispersion has been compensated for by a
TDC CFBG based on temperature gradient change. Penalties measured at 10 Gb/s
after OTDD from a 40 Gb/s signal. Horizontal scale in eye diagrams 12.5 ps/div.
Vertical scale 150 µW/div.
From a practical point of view it would be ideal to integrate the heating
capability into the device reducing the complexity of the set-up. This has
been achieved in a very interesting approach [96] where a thin-film heater is
deposited onto the outer surface of the fiber directly. The thickness of the heater
is varied along the fiber grating providing the desired temperature gradient.
These devices have proven their efficiency even compensating for dispersion in
single wavelength transmission at 160 Gb/s [97].
TDC using stretching in a nonlinear CFBG
If we apply stretching between the ends of a CFBG we will increase equally the
periods of the grating throughout the fiber moving the reflection towards longer
wavelengths but without inducing any change in the slope of the group delay,
case a) in Figure 3.11. The dispersion seen by a signal within the reflectivity
bandwidth before and after the stretching will be the same. On the other hand
if we apply a stretching function to the grating, which increases gradually the
stretching towards the end of the fiber (seen from the circulator) we will induce
a change in the chirp rate inducing a change in the slope of the group delay and
a change in dispersion [98], case b) in Figure 3.11. Finally, if we induce a non-
linear chirp in the fabrication of the grating we will obtain a non-linear group
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Figure 3.10: Sensitivity penalty evaluation as a function of span length for an optimum
tuning of the TDC CFBG based on tuning by changing the gradient of temperature
The TDC is tested in a 21.5 km, 24.7 km, 31.5 km, 33.3 km, 37.8 km and 41 km
standard-SMF span. Penalty measured at 10 Gb/s after OTDD from a 40 Gb/s signal.
Horizontal scale in eye diagrams 12.5 ps/div. Vertical scale 150 µW/div.
delay function, the slope of the function at a given wavelength provides the
dispersion. If we apply stretching between the ends of the non-linear CFBG we
will move the group delay to higher wavelengths while the center wavelength of
the signal will observe a different slope of group delay and a different dispersion,
case c) in Figure 3.11. The results presented in this section are based on a
TDC using the latter described principle [94]. It can be observed that in case
c) of Figure 3.11 the slope of the dispersion will also change within the signal
bandwidth inducing a degradation in the signal dependent on the tuning of
the device. However this can be avoided [99] if we use a double grating with
opposite curvature in the group delay shape. The device tested has included
this last improvement allowing for high dispersion tuning. The main properties
of the device are presented in Table 3.4 and are obtained from measurements
or specifications provided [100].
The dispersion tuning capability of the device makes it ideal for a long haul
application. The initial test conducted uses the TDC to compensate dispersion
for an 82 km span length of standard-SMF. A schematic of the experimental
set-up is depicted in Figure 3.12 together with eye diagrams in back to back
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Figure 3.11: Schematic showing some of the possible effects of stress on CFBG. a)
Linearly chirped FBG with applied stress only in the ends of fiber grating, b) Linearly
chirped FBG with linearly increasing stress along the fiber and c) Non-linearly chirped
FBG with applied stress only in the ends of fiber grating
situation, after 22 km of standard-SMF with no compensation and after 82 km
of standard-SMF using the TDC. Due to the long path difference between clock
and signal, sensitivity penalties were now limited to measurements for a BER
of 10−9. Close to 1 dB penalty was observed after the 82 km transmission and
compensation with the TDC. The penalty is induced by OSNR degradation and
confirmed by setting attenuators emulating the insertion loss of the standard-
SMF and the TDC in their place. When we compared to using a fiber based
dispersion compensation module instead of the TDC we observed also similar
results. However, the power into the DCF had to be reduced to -3 dBm while for
the TDC we could increase it up to 6 dBm (limited by amplifier gain) without
noticing any penalty increase.
In order to test the device in the long haul application the following standard-
SMF span lengths have been used: 45.8 km, 50.9 km, 56.0 km, 62.4 km, 67.6
km, 72.7 km, 77.8 km and 82.0 km. We kept insertion loss of the span fixed
to 16.2 dB by tuning an optical attenuator to ensure same OSNR observed at
the receiver. Sensitivity penalty for these measurements compared to the back
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Parameter Value Units
Wavelength 1551.72 [nm]
Insertion loss1 4.2 [dB]
Center dispersion -1486 [ps/nm]
Dispersion tunable range -786 to -2186 [ps/nm]
Maximum optical input power 13 dBm
Group delay ripple ±9 [ps]
Operating temperature -5 to 70 [oC]
Minimum optical bandwidth2 65 [GHz]
PMD 0.3 [ps]
Dimensions3 200x54x18.5 [mm]
Tuning speed 250 [ps/nm/sec]
FOM4 187 to 493
Table 3.4: Main parameters of tunable dispersion compensator based on stretching of
a non-linearly chirped FBG.
1 Including circulator. 2 For a given fixed center wavelength at ITU-T grid, reached
for maximum and minimum dispersion settings. 3 Including stretching mechanism. 4
For minimum and maximum tuning of dispersion.
40  Gb/s  Tx 40  Gb/s  Rx
Non-linear  CFBG
16.2  dB  Loss
10  GHz  Clk
82  km  SMFPin  =  1.4  dBm
BtB 22  km Recovered
Figure 3.12: Schematic for the experimental set-up used in the characterization of the
non-linearly chirped FBG. Eye diagrams shown for back to back performance, after 22
km and after 82 km of standard SMF with the TDC recovering the signal
to back situation are shown in Figure 3.13. For all tested spans the penalty
was kept below 1.2 dB. The device has been moreover tested in an extended
long haul application for 92.2 km and 103.8 km of still unrepeatered spans
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with increased insertion loss of 18.4 dB and 20.8 dB respectively. Sensitivity
penalties are believed to be induced by the higher span loss. However the device
could compensate up to a 122 km span of standard-SMF with an extra 1.5 dB
penalty where the transmission fiber was now separated into an 82 km and a 40
km spans. The penalty is believed to be induced mainly by OSNR degradation.
In this case the TDC might not be situated optimally at the receiver and we
could gain from placing the device at the transmitter while increasing launched
power into it, up to a level where the output power will not induce nonlinear
effects in the transmission fiber.
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Figure 3.13: Sensitivity penalty evaluation as a function of span length for an optimum
tuning of the non-linearly chirped FBG in a long haul application. The device has been
tested for the following standard-SMF span lengths : 45.83 km, 50.91 km, 56.0 km,
62.4 km, 67.6 km, 72.7 km, 77.8 km, 82.0 km, 92.2 km 103.8 km and 122 km
3.3.2 Tunable dispersion compensation in WDM systems
Unfortunately we have not been able to test any CFBG based WDM tunable
dispersion compensator. We have focused for WDM application on another
type of technology, the virtually imaged phased array (VIPA) based dispersion
compensator [101]. The VIPA technology is originally intended to provide large
angular dispersion of a WDM signal, changing the output angle as a function
of wavelength, a property used in a wavelength multiplexer/demultiplexer for
example [102]. By combining the VIPA with a moving mirror we can create dif-
ferent relative delays between the wavelength components inducing dispersion
[102]. We can also integrate a 3 dimensional mirror (the curvature of the mirror
changes from concave to convex) moving in the direction perpendicular to the
light. Moving the mirror allows to compensate for positive and negative values
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of dispersion [103]. VIPA based dispersion compensators have been used in 10
Gb/s WDM transmission experiments [104] and recently in a multi-band WDM
demonstration at 40 Gb/s used as a tuning device for dispersion per channel
at the receiver [105]. The main parameters that describe the device which has
been tested at Tellabs are presented in Table 3.5. The main limitation to the
number of channels and the free spectral range of the device is the level of
crosstalk allowed between neighboring channels.
Parameter Value Units
Free spectral range 200 [GHz]
Maximum number of channels 25
Insertion loss 10 [dB]
Center dispersion 0 [ps/nm]
Dispersion tunable range1 -400 to 400 [ps/nm]
Dispersion resolution 1 [ps/nm]
Maximum optical input power 23 dBm
Group delay ripple ±5 [ps]
Operating temperature 0 to 65 [oC]
Minimum optical bandwidth2 65 [GHz]
PMD 0.5 [ps]
Dimensions 192x95x29 [mm]
Tuning speed 50 [ps/nm/sec]
FOM < 40
Table 3.5: Main parameters of WDM tunable dispersion compensator based on VIPA
and 3D mirror.
1 Suggested to avoid slope compensation issues.
In Figure 3.14 we show experimental results from testing the VIPA in a 40
Gb/s 22 km set-up for a single channel at 1550 nm. The effect of high power
(13 dBm) being launched into the transmission (standard-SMF) fiber can be
observed in the eye diagram in Figure 3.14 a). In b) we invert the order of the
set-up, the same optical power is launched now into the VIPA with no signs of
eye degradation. In c) we evaluate the dispersion margin to de-tuning of the
device. As in the results obtained in Section 3.3.1 we observe both a smaller
margin (±35ps/nm) than expected and a shift towards negative dispersion of
the optimum dispersion compensation (accumulated dispersion of the fiber at
1550 nm is 355 ps/nm).
We evaluate the device now as a function of wavelength by using a tunable
laser at the transmitter. We keep the same set-up as shown previously where
3.3.2 Tunable dispersion compensation in WDM systems 49
40  Gb/s  Tx
VIPA  TDCPin  =  13  dBm
22  km  SMF
VIPA  TDCPin  =  13  dBm
22  km  SMF
40  Gb/s  Tx
Observed  SPM  effect
-1
-0.5
0
0.5
1
1.5
2
2.5
3
-440 -420 -400 -380 -360 -340 -320
Se
n
s
iti
v
ity
 
pe
n
a
lty
 
(d
Bm
)
Dispersion  of  TDC  (ps/nm)
a)
b)
c)
Figure 3.14: Schematic for the experimental set-up used in the characterization of the
VIPA based TDC device. a) 13 dBm optical power launched into standard-SMF, b) 13
dBm launched into VIPA based TDC, c) dispersion de-tuning margin for single wave-
length. Penalties measured at 10 Gb/s after OTDD from a 40 Gb/s signal. Horizontal
scale in eye diagrams 12.5 ps/div. Vertical scale 253 µW/div.
the VIPA is placed before the transmission fiber. Due to the limited optical
bandwidth of the receiver for BER measurements, see Appendix C for further
details, we evaluate the sensitivity only for 1545 nm, 1550 nm and 1560 nm.
The back to back sensitivity measurement included the VIPA device tuned to
zero dispersion. Sensitivity measurements are shown in Figure 3.15 for the back
to back case, for a 22 km and a 41 km of standard-SMF span length. There
is no penalty observed for the 22 km case but in the 41 km case we observe
a high penalty for the 1560 nm wavelength. The explanation for this penalty
is found in the fact that we tune the device for best performance at 1545 nm
(where no penalty is observed) and keep those settings to measure the other
WDM channels. The VIPA based TDC does not include slope compensation
and a fixed negative dispersion applies to all channels. Unfortunately as we
increase transmission distance we obtain a higher spreading of the dispersion
for the different channels, compensation with the VIPA still provides a residual
dispersion as no slope compensation is provided. This residual dispersion has
been calculated to be + 50 ps/nm for the 1560 nm wavelength and 41 km
span for the settings of the VIPA at the moment of measuring the sensitivity
penalty. If we observe the dispersion margin evaluation of Figure 3.14 we can
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estimate that the penalty for a + 50 ps/nm de-tuning can be well above the 2
dB. This was further confirmed by re-tuning the device for best performance at
1560 nm with no signs of sensitivity penalty. Eye diagrams in Figure 3.15 are
shown also for the compensation of a 62 km span using standard-SMF, where
we can clearly observe the effects of no slope compensation in the device. We
will expect future versions of the device to incorporate slope compensation as
in [103].
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Figure 3.15: Characterization of the VIPA based TDC as a function of wavelength for
a 22 km and a 41 km of standard-SMF transmission span. Eye diagrams are shown for
the 41 km case and for a 62 km case at 1545 nm and 1560 nm. Penalties are measured
at 10 Gb/s after OTDD from a 40 Gb/s signal. Horizontal scale in eye diagrams 12.5
ps/div. Vertical scale 500 µW/div.
3.3.3 Application of tunable dispersion compensation methods
to practical systems
It is clear that including tunable dispersion compensation will induce changes
in the system design. At first we have to consider how these devices will be
tuned to provide best quality for transmission. If dispersion values are available
from the network operator for the link a presetting of the TDC might be able
to be done at the factory avoiding need for tuning in the field. A more friendly
system should however be able to tune itself to the appropriate value of disper-
sion according to the span characteristics allowing for reduction in OPeration
EXpenses (OPEX) for the network operator. Several methods have been in-
vestigated to provide dispersion monitoring integrated in a transmitter-receiver
module, an overview of these methods is presented in Section 3.3.4. An im-
portant issue is where in the system we place the TDC unit. Due to the high
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tolerance to high power levels of CFBG or the VIPA based tunable dispersion
compensators we are able to situate them at points in the system where high
power is available and increase the OSNR. This could mean that we place the
TDC at the transmitter while the tuning information might be obtained at the
receiver side. We need to ensure a feedback communication channel from re-
ceiver to transmitter to allow for the tuning. This channel might be the OSC
in a WDM system, see Section 2.3, but for a single wavelength system we will
need to add it to the framing structure of the returning signal.
It seems clear that for a single wavelength application the CFBG can be
efficiently used. For a WDM multi-span system we could use a VIPA based
TDC to final tune the dispersion of the link and DCF modules as span to span
compensation. Still this requires that we have a very close to perfect slope
compensation by means of fine tuning the DCF at the other links reducing
considerably the tolerance of the system to dispersion. Moreover, as the free
spectral range of the VIPA is 200 GHz we will need two devices for a 100 GHz
spacing increasing system cost and complexity. It is clear that further work
needs to be done in WDM dispersion compensation to provide an effective
solution for dispersion and slope of dispersion compensation simultaneously for
all WDM channels. A promising approach which allows for slope compensation
is the use of all-pass filters using ring resonators [106, 107] or cavity filters
[108, 109, 110]. To provide a complete picture of the dispersion of the WDM
signal we might need to integrate a dispersion monitoring mechanism in the
lowest and highest wavelength which could provide a value of the dispersion
slope remaining to be compensated for. For application of TDC in a Metro
WDM network we have two great advantages compared to WDM multi-span
systems, first distances are shorter and reduce the dispersion slope de-tuning,
second we use wavelength grouping to route channels from node to node. We
might need only the tunable compensator at a node for the wavelength group
leaving/entering the network while other channels will pass through a passive
compensation. TDCs with reduced number of channels are possible to fabricate
with CFBG technology [111] and are promising candidates for a metro WDM
network application.
A very important parameter to consider from a TDC is the stability of the
dispersion setting to external influences, e.g. temperature, vibrations or vari-
ations in the driving mechanism over time. It is important that component
providers of TDC provide long term measurements of dispersion settings of the
device.
We have looked in this section into optical dispersion compensators. However
there is also an optional approach by using electronic dispersion compensation
[112, 113] which is increasingly attracting more attention as available products
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enter the market for 10 Gb/s modules [114]. Electronic compensation could re-
duce considerably complexity of the optical system design and reduce insertion
loss budget of the system.
3.3.4 Dispersion monitoring for active compensation
Methods suggested in literature for the monitoring of dispersion which could be
integrated in a transmitter-receiver module are: Phase to amplitude modula-
tion induced in the transmitted signal [115], fading of in -band subcarrier tone
[116], clock regeneration in NRZ and clock fading in RZ [117] and finally phase
comparison of filtered clocks by vestigial-sideband filtering [118]. A comparison
of some of the main properties of these methods is presented in Table 3.6. Data
for the four first methods is based on an investigation by means of simulations
and experimental work at 10 Gb/s carried out within a Master Thesis project
(collaboration between Tellabs and the Research Center COM) by Martin N.
Petersen [119]. Data for the last method is obtained from [118]. Scalability
of all these methods should be possible into a 40 Gb/s system, and has been
demonstrated for example in [120, 121].
PM-AM Subcarrier Clock Clock PC of
conversion in-band regenerator fading filtered clock
Equipment at Tx Yes Yes No No No
Equipment at Rx Yes Yes Yes Yes Yes
Induced penalty1 None < 0.5dB None None None
Max dispersion5 20002 15003 9004 7004 >1700
Influence of PMD Low Yes Yes Expected No
Influenced by
nonlinear effects
Low Yes Yes Expected Not described
Limited to
modulation format
No No NRZ RZ No
Table 3.6: Main parameters of the most practical techniques of dispersion monitoring
that could be implemented in a transmitter-receiver module. The four first methods
have been investigated at 10 Gb/s in [119] while the last method is presented in [118].
PM-AM: Phase modulation to amplitude modulation. PC: Phase comparison. 1 For
dispersion fully compensated in the link. 2 Dependent on phase modulation frequency
and index of modulation. 3 Dependent on frequency of the carrier used. 4 When using
only first part of power & dispersion curve to avoid possible double points. 5 Maximum
dispersion for 10 Gb/s [ps/nm].
3.4 Dispersion tolerant modulation formats 53
3.4 Dispersion tolerant modulation formats
As we mentioned in Section 3.1.2 attention within the research community
has been directed to implement modulation formats, which can provide higher
dispersion margins than those of NRZ modulation. This effort was originally
intended for 10 Gb/s systems, but has evolved into 40 Gb/s systems. Modula-
tion formats, which can increase dispersion tolerance compared to a traditional
NRZ modulation are mainly: Single Side Band (SSB) modulation [69, 70], mul-
tilevel signalling [122], PSBT (also referred to as optical duobinary) [67, 68, 123]
or chirped NRZ [33, 34]. The two first methods aim at the reduction of the
optical bandwidth of the signal, which according to Equation 3.1 will reduce
directly the maximum delay between components of the fiber induced by the
dispersion. The chirping technique relies on inducing a frequency shift in the
leading-trailing edges of the transmitted pulse, which counteracts the broaden-
ing induced by the dispersion of the fiber. The PSBT technique relies on both
a bandwidth reduction, and also on creating a phase induced correction to the
pulse broadening [67]. We focus in this Section on the last two methods due to
their reduced complexity and promising results.
3.4.1 Pre-chirped NRZ modulation
Pre-chirp in NRZ modulation is a well established technique defined as a dis-
persion accommodation method for STM-64 transmission in ITU-T standards
[13]. It generally requires the use of a dual drive Mach-Zehnder based mod-
ulator [33] where chirp can be adjusted by careful control of the amplitude
of the signals applied. Advances in the design of modulators has allowed to
predefine a chirp in single drive modulators (generally X-cut Lithium Niobate
modulators) relaxing the matching requirements needed in a dual drive. The
chirp parameter α relates the phase variations at the modulator output with
the normalized power variations and is defined as [124]
α =
(dθ
dt
)
( 1
2·P
) · (dP
dt
)
(3.13)
Where θ is the phase and P is the optical power of the modulated pulses.
We evaluate the performance of chirped NRZ under dispersion by means of
simulations both for a PIN and a preamplified receiver. We evaluate the effects
of dispersion only by turning off all non-linear effects. Results of the dispersion
margin comparing the sensitivity penalty induced for chirped NRZ with un-
chirped NRZ are shown in Figure 3.16, main parameters of the simulation
are presented in Table B.2. We observe that it is true that we obtain a higher
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margin for chirped NRZ for positive dispersion, but the margin towards negative
dispersion is reduced to -17 ps/nm, is equivalent to 1 km of standard-SMF.
Simply, the dispersion margin curve obtained for NRZ is shifted towards positive
dispersion values. Simulated optical eye diagrams are shown for a dispersion
of 80 ps/nm for comparison. The penalty for chirped NRZ is shown for a
preamplified receiver, penalties are higher due to the signal dependent noise of
this kind of receivers and the influence of ISI [125].
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Figure 3.16: Simulated effect of dispersion in a chirped NRZ signal. The sensitivity
penalty is shown as a function of the dispersion both for a PIN and EDFA preamplified
receiver. For comparison results are shown for NRZ modulation and PIN based receiver.
Eye diagrams for a dispersion of 80 ps/nm are shown both for chirped NRZ and NRZ.
If we consider transmission over NZDSF fiber and a dispersion margin for
chirped NRZ modulation up to +100ps/nm we could transmit maximally over
25 km of fiber. This will not be enough to cover the long haul application and
we would in any case need dispersion compensation fiber. On the other hand
if we use dispersion compensation fiber for a 40 km span the use of chirped
NRZ will increase the effect of fiber tolerances for over compensation while
relaxing those of under compensation. These kind of asymmetric performance
is not desired in a system design. It is interesting to observe that if we have
control of the chirp at the transmitter and can vary its sign keeping the same α
value we will obtain a completely symmetric dispersion margin curve, but now
the increased margin is obtained both for under- and over-compensation. This
method has been shown for chirped RZ modulation in [126]. Controlling the
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sign of the chirp we could obtain a dispersion margin of ±100ps/nm relaxing
tolerances in the system design.
3.4.2 Optical duobinary or phase shaped binary modulation
Background and implementation
The PSBT or optical duobinary modulation has its origins in the modulation
known as ”duobinary” in communication theory [127], we will name it ”tradi-
tional duobinary”. This modulation is based on correlative coding, which tries
to increase noise immunity of a transmitted signal by introducing a controlled
level of Inter-Symbol Interference (ISI) between adjacent pulses. The building
blocks of a theoretical optical duobinary transmitter based on the traditional
duobinary method are presented in Figure 3.17. Duobinary modulation requires
coding at the transmitter to create a two level signal. Moreover and in order
to avoid error concatenation a pre-coder is introduced (usually a exclusive-OR
gate). The three level electrical signal obtained as a traditional duobinary mod-
ulation is now applied to a Mach-Zehnder modulator setting the middle level at
the lowest point of the transfer function while the first and third level will see
the peaks. The optical signal will be a two level signal however the ones will
carry information in the phase, where a pi phase shift will be observed between
a one originated from the first and the third level of the traditional duobinary
electrical signal. An example of duobinary coding is shown in Figure 3.17 for
clarity.
Original  Binary 0    1    0    1    1    0    1    0    0 
EXOR 0    1    1    0    1    1    0    0    0
EXOR  delayed 0    0    1    1    0    1    1    0    0
Traditional  duobinary 0    1    2    1    1    2    1    0    0
Optical  Duobinary 10  0    1pi 0    0  1pi 0    10  10
Ideal  electrical
duobinary
Optical
duobinary
T T
Pre-coder Coder
CWA
B D
C
E
A-
B-
C-
D-
E-
Figure 3.17: Schematic of the principle of optical duobinary or PSBT, building blocks
and electrical to optical conversion in a Mach-Zehnder modulator.
The optical duobinary signal is an inverted copy of the original signal with
a phase change in the ones when there is an odd number of zeros since the
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last one transmitted. The phase information is not used at the receiver as
the original data appears in the amplitude of the signal. Traditionally a dual
drive modulator has been used at the transmitter to avoid chirp, which imposes
even tighter restrictions than for NRZ in the symmetry requirements for the
driving signals [128]. The complexity can be reduced substantially if we use
a single drive chirp free Mach-Zehnder modulator [129]. No changes have to
be introduced in a traditional receiver module to support optical duobinary
modulation, only notice that the signal received is inverted.
A possible practical implementation of an optical duobinary transmitter is
presented in Figure 3.18. Pre-coders using an X-OR gate have been demon-
strated working up to 40 Gb/s [130]. A Bessel filter substitutes the coder and
creates the three level signal. This substitution has shown to provide increased
performance compared to the delay based coding [131, 132], an explanation
following [67] is presented. The three level electrical signal can be observed in
Figure 3.18 to be a fluctuating signal, which applied to the modulator creates
zeros with a certain power level in the optical signal. When the ones try to
broaden due to dispersion into the bit period where a zero travels they observe
a signal with a pi phase difference which cancels part of the broadening and
keeps the ones from inducing a high ISI level.
T
Pre-coder
CW
BPF
Fc=  B/4 
0 pi 0 00 0 0pi pi pi pi pi
01 0 0 0 0 0 0 0 0 0 01 1 1 1 1 1 1 1 1 1 1 1 1
Bias
Figure 3.18: Practical implementation of the optical duobinary or PSBT modulation
using a chirp free single drive modulator and a X-OR based pre-coder.
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Dispersion tolerance
We have investigated the expected dispersion margins for optical duobinary
modulation using a dual drive Mach-Zehnder modulator and a 11.2 GHz fifth
order Bessel filter for a PIN and EDFA preamplified receiver. The sensitivity
penalty as a function of dispersion can be observed in Figure 3.19. Please
notice that we plot sensitivity penalty compared to the back to back of each
case (modulation and receiver setting) and that for NRZ and PIN diode we
obtain a sensitivity of -12.48 dBm compared to -11.6 dBm of optical duobinary,
details on simulation parameters are shown in Table B.2. Simulated optical
eye diagrams are shown for 90 ps/nm dispersion in NRZ compared to 150
ps/nm of optical duobinary. We can observe a symmetric dispersion margin of
±200ps/nm, which nearly triples the NRZ dispersion margin.
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Figure 3.19: Simulated effect of dispersion in an optical duobinary signal. The sen-
sitivity penalty is shown as a function of the dispersion both for a PIN and EDFA
preamplified receiver. For comparison results are shown for NRZ modulation and PIN
based receiver (0.9 dB better sensitivity than PIN receiver for duobinary). Eye dia-
grams are shown for 90 ps/nm NRZ and 150 ps/nm optical duobinary.
Unfortunately the OTDD based receiver requires very low zero levels to allow
for BER measurements after demultiplexing. This has restricted the evaluation
of optical duobinary dispersion margins to inspection of eye diagrams. We have
built an optical duobinary transmitter set-up, see Figure 3.20, using an X-cut
Mach-Zehnder Lithium Niobate modulator with a Vpi of 5 V . The applied
electrical signal is only equivalent to Vpi and not twice as required, however
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the reduced extinction ratio does not seem to affect the optical duobinary per-
formance in terms of dispersion tolerance [133]. We can clearly observe how
the optical duobinary eye diagrams after 12 km (204 ps/nm) are clear and
opened, while already after 8 km NRZ eyes are completely closed. Experimen-
tal demonstration of a ±190ps/nm dispersion margin has been presented in
[123] for example. It is important to mention that the back to back sensitiv-
ity degradation observed for duobinary compared to NRZ modulation can be
greatly reduced with the correct receiver design [134].
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MZ  modulator
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Vpi  =  5  V
3  km
5  km
8  km
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12  km
Optical  duobinary
NRZ
40  Gb/s
ETDM
PC
SMF
Figure 3.20: Experimental verification of the improvement of dispersion margin for
optical duobinary modulation compared to NRZ. Eye diagrams are shown after 3 km,
5 km, 8 km, 9 km and 12 km of standard-SMF fiber. The amplitude of the electrical
driving signal is 50% of Vpi .Penalties measured at 10 Gb/s after OTDD from a 40 Gb/s
signal. Horizontal scale in eye diagrams 12.5 ps/div. Vertical scale 500 µW/div for
NRZ, 348 µW/div for NRZ.
We would like finally to sum up the advantages and disadvantages of op-
tical duobinary comparing it to NRZ modulation. A clear advantage is that
the increased dispersion margin will relax fiber and system design tolerances,
moreover a short haul application over NZDSF fiber could be supported using
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optical duobinary transmission. A second advantage is that even though we
need to double the driving voltage the bandwidth of drivers can be fitted to the
filtered signal and relax speed of electronic equipment at the transmitter. A
third advantage, not presented previously, is the significant increased threshold
to Stimulated Brillouin Scattering (SBS) as a carrier-less modulation [135]. A
first disadvantage is clearly the reduction in sensitivity. A second disadvantage
is the cost, complexity and Printed Circuit Board (PCB) space added by the
pre-coder and filter to the transmitter design. We will consider again optical
duobinary modulation in Chapter 6, where we investigate WDM systems and
spectral efficiency.
3.5 Summary
In this chapter we have introduced the concept of chromatic dispersion in op-
tical fibers and presented the main characteristics of the different transmission
fibers that are available in the market. We have evaluated possible variations
of dispersion in the fiber induced by the fabrication process or by temperature.
The dispersion margin for a traditional NRZ modulated signal at 40 Gb/s has
been evaluated to be as low as ±70ps/nm, which requires careful tuning of dis-
persion compensation in any kind of link above the very short reach application.
The different techniques used traditionally for fixed dispersion compensation:
DCF modules, fiber Bragg grating based dispersion compensators or HOM DCF
modules, have been presented and analyzed from a system design perspective.
The combination of the low dispersion margins allowed at 40 Gb/s, the dis-
persion variations induced by temperature and the tolerances needed to quote
dispersion values of commercial fiber modules constrain considerably the design
of commercial 40 Gb/s transmission systems. We find that a tunable dispersion
compensator can be a necessary element for a 40 Gb/s commercial system.
The performance of two different methods of single wavelength tunable dis-
persion compensators based on chirped fiber Bragg gratings have been inves-
tigated experimentally. The first method uses control over the temperature
gradient induced on grating to tune the dispersion. We could tune the device
to minimize system penalty in a series of different transmission spans rang-
ing from 21.5 km to 41 km of standard-SMF fiber. Tuning within this range
provided a maximum sensitivity penalty of 0.8 dB. The second method uses
controlled stretching of a non linearly chirped fiber Bragg grating as the dis-
persion tuning mechanism. We evaluated the performance of the device in a
series of unrepeatered transmission spans ranging from 45.8 km to 103.8 km
with a maximum sensitivity penalty of 2 dB, observed for the longest span.
We have tested a tunable dispersion compensator intended for WDM applica-
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tion. The device is based on a combination of a VIPA and a three dimensional
mirror which allows to tune dispersion within±700ps/nm for 25 WDM channels
spaced 200 GHz. The performance of the device is mainly limited by the lack
of slope compensation which can clearly be observed if the residual dispersion
overcomes the dispersion margin. Tunability of the dispersion slope is clearly
a necessary function of a WDM tunable dispersion compensator if it wants to
compete against a channel by channel compensator technique. To include dis-
persion monitoring in a transmitter-receiver module will allow for a stable self
regulating control of the tunable dispersion compensation that could allow for
long term stability of the system. The dispersion monitoring techniques that
could be implemented in a transmitter-receiver module have been reviewed.
Finally alternative modulation formats that could relax the strict dispersion
margin observed for NRZ have been reviewed. Two methods, the pre-chirped
NRZ and the optical duobinary have been analyzed. It has been shown that
even though we obtain an improvement of the positive dispersion margin to
100ps/nm with the pre-chirp technique, the asymmetric shape of the dispersion
margin curve limits the practical application in a commercial system if no chirp
sign control is available. The optical duobinary modulation format allows to
increase the dispersion margin up to ±200ps/nm improving considerably the
system tolerances. However the complexity of the practical implementation for
the optical duobinary transmitter should be carefully considered.
Chapter 4
Polarization mode dispersion
and its compensation in 40
Gb/s systems
The purpose of this chapter is to analyze the limitations imposed by Polarization
Mode Dispersion (PMD) in 40 Gb/s system design. Chromatic dispersion in a
transmission link can be considered constant over time under small temperature
changes. PMD on the contrary, is a randomly varying effect which needs to be
treated statistically. These random variations can be observed not only in the
time but also in the frequency domain. A link that today seems to be working
under healthy conditions might perform tomorrow below the required quality
due to worsened PMD situation in the link. PMD has been described as one of
the main limiting effects for practical implementation of commercial 40 Gb/s
optical transmission systems [136].
We initiate the Chapter by an introduction in Section 4.1 to PMD and the
main concepts needed for a practical understanding of its characterization and
influence in system performance. In Section 4.2 we analyze the penalty induced
by PMD on a 40 Gb/s NRZ modulated signal and provide recommendations to
single wavelength, WDM and metro system design. The main methods of PMD
compensation are analyzed in Section 4.3, where we present the implementation
and testing of a PMD compensator build at Tellabs. Section 4.4 provides an
overview of PMD tolerant modulation formats focusing on RZ modulation. The
Chapter finalizes with a summary.
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4.1 Origins of polarization mode dispersion
In this section we will introduce the concepts of Polarization Mode Dispersion
(PMD), Differential Group Delay (DGD) and Principal State of Polarization
(PSP). We will review the main statistical properties of PMD to be considered in
the practical implementation of high speed transmission systems and introduce
the concepts of first- and second-order PMD. A more detailed description of
PMD can be found in [137], for example.
4.1.1 PMD in optical fibers
A single mode fiber supports two degenerate modes of polarization. Any plane-
polarized wave considered is composed of the linear combination of these two
orthogonal degenerate modes. In principle, single mode fibers should be per-
fectly cylindrical and both modes should travel at the same speed. However,
in a real fiber the core has an elliptical shape, which introduces a slight phase
velocity difference between the modes, birefringence, acting as a two channel
medium with the input data pulses being split and differentially delayed. More-
over, as the light travels along the fiber it encounters non-circular symmetric
stresses such as bends and inhomogeneities that affect both polarizations dif-
ferently; light can be coupled from one polarization mode to the other. The
coupling is not constant in time once a fiber is installed. It is affected by ran-
dom variations of stress introduced in the fiber by temperature variations or
other environmental changes. Figure 4.1 illustrates the birefringence and the
mode coupling in a fiber represented as a concatenation of birefringent sec-
tions. The pulse broadening induced in the pulse due to the delay between the
polarization modes and affected by the mode coupling is commonly known as
Polarization Mode Dispersion. In optical communication systems, transmission
performance is seriously degraded when the pulse broadening induced by PMD
becomes comparable to the bit period.
An important property of any transmission fiber is that we can always find
two orthogonal states of polarization at the input of the fiber at which the
optical pulses will appear undistorted at the output of the fiber. Formally,
we define a Principal State of Polarization (PSP) as an input polarization for
which the output state of polarization is independent of frequency to first order
[138]. An important point to remember is that a pulse launched at a PSP will
see distortion throughout the fiber but will be reshaped back to the original
shape if observed at the output of the fiber. The orthogonality of the PSP
makes them ideal to be defined as the polarization basis in which to decompose
any polarization. PMD is usually quantified by the instantaneous Differential
Group Delay (DGD) observed between the two PSP modes at the receiver end
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of the fiber, ∆τ usually expressed in picoseconds.
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Figure 4.1: Illustration of the birefringence and mode coupling observed in a fiber.
The final pulse broadening is highly dependent on the amount of mode cou-
pling existing in a particular fiber. We can difference two types of mode coupling
[139]; weak mode coupling and strong mode coupling. Weak mode coupling is
characteristic of Polarization Maintaining (PM) fibers and the mean DGD, ∆τ ,
will increase linearly with the fiber length. Strong coupling is characteristic of
transmission fibers with relatively long length (> 1 km for cabled fiber) were
the mean DGD increases with the square root of the length of the fiber.
The PMD of a fiber is traditionally specified by the square root dependence
using the PMD coefficient, which we will represent by PMDc, and is measured
in ps/
√
km. Specified PMD coefficient in ITU-T standards set the maximum
PMD coefficient of cabled fiber to be 0.5 ps/
√
km [54]. This value is extremely
conservative if we consider values specified in transmission fiber specifications.
All fibers presented in Table 3.1 have a PMD coefficient below 0.2 ps/
√
km
and most transmission fibers sold today can be specified with a PMDc below
0.1 ps/
√
km. Changes in PMDc when the fiber is cabled can nowadays be
kept very low. For example, maximum variations of 0.15 ps/
√
km with low
probability were observed in 45 dispersion shifted fibers of 20 km when the
fiber spools where cabled [140]. The maximum PMDc observed in this case for
cabled fibers was below 0.25 ps/
√
km.
If we observe the instantaneous DGD of a fiber over time we will measure
random variations. Statistically they follow a Maxwellian Probability Density
Function (PDF) dependent only on the average DGD [141, 13] where the prob-
ability of obtaining an instantaneous DGD, ∆τ , for a certain average DGD is
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given by
P (∆τ,∆τ ) = 32 · ∆τ
2
pi2 ·∆τ3
· exp−
(
4 ·∆τ2
pi ·∆τ2
)
(4.1)
As an example, we can see the PDF for a fiber with an average DGD of 6 ps
in Figure 4.2 a). The accumulative probability of the PDF can be represented
as a function of the average DGD providing a direct probability value of the
instantaneous DGD being a certain number of times higher than the average
DGD, see Figure 4.2 b). This accumulative probability is used in the design of
optical transmission systems following ITU-T standards [13] and we will refer
to it later.
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Figure 4.2: a) Example of Maxwellian probability density function observed for a fiber
with an average DGD of 6 ps. The inset shows the logarithmic representation which
is useful to appreciate the low order probabilities. b) Accumulative probability of the
instantaneous DGD being N times higher than the average DGD.
The fastest fluctuations of PMD have been described to occur in the millisec-
ond regime [142], however these fast changes can be followed by long periods of
stability. They are presumed to be provoked by human induced variations on
the position of fibers situated in the offices where the equipment is installed or
induced vibrations in specific locations of the cable, for example cables situated
close to railway paths. There is an observed difference in the fluctuations for an
underground and an aerial cable, seeing faster variations for the last one [143],
which can for example be induced by wind.
The fast variations are usually added to a slow variation, which follows tem-
perature changes in surroundings of the cable [144]. Temperature variations
have recently been suggested to be the dominant influence in very low PMD
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fibers [145]. Fibers situated in the same physical path will follow similar tem-
poral variations. This has been verified by measurement of the instantaneous
DGD of two different fibers situated in the same cable over a 36 days observa-
tion [144]. The main conclusion from these investigations is that enough data
exists to define the order of magnitude of time changes to be expected in the
instantaneous DGD of installed cable links, which well might be an individual
parameter for each situation.
4.1.2 First- order and second-order PMD
Observing the DGD of a fiber over a certain wavelength range shows a clear vari-
ation of the instantaneous DGD over wavelength. This wavelength/frequency
variation of the DGD is also time dependent following a complex pattern [144].
If we study the statistic distribution of instantaneous DGDs for the different
wavelengths and enough samples are taken, we will also observe a Maxwellian
distribution. Consideration presented in the previous section of the variations
of the DGD over time are included in the first-order PMD. Second-order PMD
will include the frequency dependence of the DGD and the PSPs. Furthermore,
this dependence can also be observed to be varying over time and second-order
PMD should also be treated with a statistical approach. The PMD vector is
defined as [146]
−→
Ω = ∆τ · −→q (4.2)
and defines first order PMD where −→q is the unity Stokes vector aligned with
the fast PSP and ∆τ as defined previously and following a Maxwellian PDF.
The second order PMD vector can be evaluated by direct derivation of the
first order PMD with frequency
−→
Ωw = ∆τw · −→q + ∆τ · −→q ω (4.3)
with the subscript w indicating differentiation with frequency. The main re-
lation between the different terms of the second order PMD vector are shown
for reference in Figure 4.3. Where
−−→
ΩωII and
−−→
Ωw⊥ represent the parallel and
perpendicular components of the second order PMD vector.
The first component in Equation 4.3 is parallel to the PMD vector and in-
duces polarization-dependent pulse compression and broadening, which can be
described by a change of the chromatic dispersion D · L (dispersion times the
transmission length) of the fiber to an effective dispersion (D ·L)eff defined as
(D · L)eff = D · L± τλ (4.4)
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Figure 4.3: . Schematic diagram of the PMD vector, and the second-order PMD
components showing their frequency dependence.
where τλ is related to ∆τω by
τλ = −(pi · c
λ2
) ·∆τw (4.5)
The second term in Equation 4.3 causes depolarization as a result of a rotation
of the principal states of polarization with frequency, characterized by a rotation
rate k defined as
2k = |−→q w| (4.6)
and measured in ps equivalent to mrad/GHz.
The statistical characteristics of the different terms of the second order PMD
vector have been carefully analyzed and measured in [146, 147, 148, 149, 150].
We will present here the main conclusions. The effect of the parallel term,
which affects the chromatic dispersion is rather low, we will need to have a
fiber with more than 12 ps average DGD to induce a dispersion of ±50 ps/nm,
which could be affecting a 40 Gb/s system. This would correspond to a 600
km fiber link with the highest allowed PMD coefficient of 0.5 ps/
√
km. The
second order PMD vector is mostly influenced by the depolarization term [146].
The depolarization term is statistically related to the instantaneous DGD, high
instantaneous DGD values will induce low rotation values of the PSPs, while
high rotations can be observed for low DGD values [146, 149, 150]. A positive
conclusion of the last effect is that there is a low probability of observing a high
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instantaneous DGD and a high rotation of the PSPs1.
An important property of the statistics of the second order terms is their
scaling with the mean DGD [146]. The chromatic dispersion induced by the
parallel term scales with the square of the mean DGD, while the depolarization
scales linearly with the mean DGD.
Finally, an important concept to consider for WDM systems is the bandwidth
of the principal states, ∆ωPSP . It provides an approximate value of the fre-
quency range over which the PMD vector can be considered constant and can
be related to the average DGD in the 1550 nm region by the simple expression
[137].
∆ωPSP =
pi
4
· 1
∆τ
(4.7)
The bandwidth of the PSP for a system with an average DGD of 5 ps will for
example be 25 GHz, which indicates that in a traditional 100 GHz spacing we
can not consider the same variations of the PMD vector in two neighboring
channels.
4.2 Effect of PMD on 40 Gb/s transmission systems
In this section we will first analyze the penalties induced by first- order and
second-order PMD on an NRZ based 40 Gb/s signal. Secondly, we will try to
provide a working frame for the system designer on the accumulated PMD on
a multi-span system.
4.2.1 Analysis of penalty induced by PMD on a 40 Gb/s signal
First-order PMD can be easily emulated using polarization beam splitters to
divide the input signal into two orthogonal polarizations and a variable time
delay to induce the DGD. In order to induce a worst case situation, power
should be equally distributed in both polarizations by control of a polarization
controller, see schematic set-up in Figure 4.4. This set-up has been implemented
both in a simulated and an experimental set-up at 40 Gb/s for NRZ modulation.
Please notice that due to the time scaling of PMD, an average DGD of 16 ps
will induce the same influence in a 10 Gb/s system as an average DGD of 4 ps
in a 40 Gb/s system if we keep same pulse shape and relative rise-fall times.
The horizontal axis is in this way independent of the bit rate if we consider it
in relation to the bit period of the signal treated.
1For a complete study of the statistics of first- and second-order PMD the reader is highly
recommended reference [137]
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Results of the investigation are shown in Figure 4.4. Simulations have been
carried out for a PIN and a EDFA preamplified receiver, see Table B.2 for
details on parameters. Penalties are measured at a BER of 10−10. The higher
penalty observed when using the preamplified receiver is induced by the signal
dependent noise of this kind of receivers, and has been analyzed in [151] as a
function of the electrical filtering at the receiver. The experimental penalty
observed is extremely high, but can be explained by the use of an OTDD
receiver, which has been verified by simulating the OTDD receiver in Appendix
D. Eye diagrams observed for 12 ps are opened and do not indicate the high
penalty observed in the measurements. We have in addition verified this point
by repeating the measurements for a 10 Gb/s transmitter/PIN receiver and
applying the scaling principle, results are shown for comparison also in Figure
4.4. ITU-T recommendation [13] specifies an expected penalty induced by a
DGD equivalent to 30% of the bit period of 0.5 dB for a PIN receiver and 1 dB
for a noise dependent receiver.
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Figure 4.4: Analysis of penalty induced by first order PMD on a 40 Gb/s NRZ signal
and schematic of 1st order PMD emulator. Sensitivity values are obtained for a BER of
10−10. Optical eye diagrams are obtained from experimental investigation (time scale
10 ps/div).
Emulation of second order PMD is a complex issue whether it is by means of
simulations or experimentally. The most common way of emulating the effect
of PMD is by following its origins, mode coupling and birefringence. We model
the fiber as a concatenation of birefringent sections, where each has a random
differential group delay, which follows a Gaussian distribution with a mean
value and a standard deviation. The coupling between each slice is affected
by a random angle orientation of the birefringence axis following a white noise
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distribution (0..2pi) [152, 153, 154]. This is the approach used in the commercial
simulator used to generate the results in this chapter [155]. Experimentally we
can emulate PMD the same way by for example concatenation of Polarization
Maintaining (PM) fibers with certain DGD and an arbitrary angle in between
them. There is a need of high count of PM fiber sections (> 15) and suggestions
that the angle of rotation should be randomly set in order to emulate accurately
PMD [156]. Throughout the rest of this section all results will be based on
simulation of PMD in fiber by the described method.
The main effect of second order PMD is a statistical spreading of the pulse
width broadening observed for a given set of equal instantaneous DGD samples.
We present this phenomena by simulating transmission of a 40 Gb/s NRZ signal
over a fiber with 9 ps average DGD, 1000 different PMD random settings of
the fiber and evaluating the BER with the same noise included at the receiver
in all cases. We compare the spreading of BER observed to the expected BER
for an instantaneous DGD when emulating only first order PMD. Results can
be observed in Figure 4.5 including optical eye diagrams observed for the same
instantaneous DGD with different influences of second order PMD. Without
any PMD the system is performing at a BER of 10−12.
An interesting way of representing these BER spreading results is by means
of the PDF of the BER. This method can also be applied to the Q factor [157].
The PDF will provide the probability of a system to be performing below a
desired Q or exceeding a minimum BER when having into consideration both
orders of PMD. Figure 4.6 shows in a) PDFs of the logarithm of the BER for
4 ps, 8 ps and 12 ps of emulated average DGD in the fiber when we force the
system, by setting an attenuator at the receiver, to be working at the limit
of sensitivity, providing a BER of 10−12. The broadening of the PDF can be
observed as a function of average DGD that induces probabilities in the 0.2
% order for a system under 8 ps PMD to have a BER of 10−4 instead of the
expected 10−12. In case b) we evaluate the effect of introducing a 3 dB power
margin at the receiver before reaching the power which induces a BER of 10−12.
We can observe that for 4 ps average DGD in the fiber we do not observe any
cases were the BER has been in the 10−12 area. However, for 8 ps average
DGD it seems that there is a 0.2 % probability of providing a BER close to
the 10−12. For the 12 ps case it is clear that the 3 dB margin does not alter
the probability of providing bit error rates in the 10−2 area. The accuracy of
the results and the probability level that can be observed are limited by the
number of repeated iterations applied in the simulations.
In previous simulated results we have considered an ideal receiver model
where the best sampling point and threshold can be chosen for each received
signal. However, this is not the configuration of a typical receiver were threshold
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Figure 4.5: Example of the influence of second order PMD from a simulation of a
40 km standard-SMF fiber with an average DGD of 9 ps in a 40 Gb/s systems. The
effect of first order is shown as a reference and eye diagrams at approximately same
instantaneous DGD affected differently by second order PMD effects. We plot BER for
the sample considered for 1000 different cases of the simulated fiber where the receiver
is kept to provide same noise characteristics in all simulations. The general parameters
used in the simulations can be found in Appendix B, Figure B.3.
is generally preset in factory and sampling time generally is set to the mid point
of the bit period. We have investigated the effect of using a fixed sampling
and threshold at the receiver and compared it to the ideal case. Results are
presented in Figure 4.7 for four possible cases: optimum threshold and sampling,
optimum timing and fixed threshold to best performance without PMD, fixed
timing at 1/2 bit period and optimized threshold, and fixed timing at 1/2 bit
period and fixed threshold to best performance without PMD. It would be ideal
that the timing would be optimized for each situation, this has been suggested
to occur automatically induced by the clock recovery circuit [158]. We would
be left with a dynamical fine tuning of the threshold level which would provide
best performance.
Unfortunately in a real situation we will have other factors affecting transmis-
sion at the same time as PMD. For example uncompensated residual chromatic
dispersion. In [138] this effect was analyzed by means of the broadening factor.
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Figure 4.6: Probability density functions observed for a 40 Gb/s NRZ transmission
over fiber with 4 ps, 8 ps and 12 ps of average DGD. a) When system is working in the
limit of the receiver sensitivity for BER of 10−12. b) When we allow a 3 dB margin in
power budget for receiver working below sensitivity. The general parameters used in
the simulations can be found in Appendix B, Figure B.3.
Evaluation of the Broadening Factor (BF) is another way of estimating the
influence of PMD. It is defined as the relation between the Root Mean Square
(RMS) of the pulse with PMD, σ and without PMD, σ0 [154]:
BF =
σ
σ0
(4.8)
In Figure 4.8 we can observe how not only the average BF increases as a
function of residual chromatic dispersion but also the distribution of samples
broadens affected by second order PMD. The example is based on a fiber with
average PMD of 5 ps and a pulse corresponding to a 40 Gb/s NRZ signal. This
results point out that a system with not perfect dispersion compensation will
suffer more from effects induced by second order PMD. The straight lines shows
the BF for emulation of only first order PMD.
4.2.2 40 Gb/s system design taking PMD into account
PMD will affect transmission performance in a commercial system if it induces
out of service (or outage) situations for the network operator. As it was de-
scribed in previous sections, these situations are difficult to predict due to the
statistical nature of PMD. The goal of the system designer is to minimize the
probability that an out of service situation is observed in the system. ITU-T
defines in [13] that a system should have a probability below 4 ·10−5 to observe
a 0.5 dB sensitivity penalty induced by PMD using a PIN based receiver or
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Figure 4.7: Probability density functions observed for a 40 Gb/s NRZ transmission
over 40 km standard-SMF with 4 ps average DGD under different receiver configura-
tions. Red trace: Optimum threshold and sampling; Blue trace: Optimum timing and
fixed threshold to best performance without PMD; Green trace: Fixed timing at 1/2
bit period and optimized threshold, Black trace: fixed timing at 1/2 bit period and
fixed threshold to best performance without PMD.
1 dB if a preamplified noise dependent receiver is used (e.g. EDFA or APD).
These probabilities and penalties are interrelated by the statistics of PMD (only
first order is considered), see Figure 4.2, and the expected penalty curves, see
Figure 4.4. A penalty of 1 dB will appear in a preamplified receiver for an
instantaneous DGD in the order of 8 ps and if it is required to observe this sit-
uation with a probability below 4 ·10−5 we will need to ensure an average DGD
three times lower than the instantaneous DGD. These considerations provide a
higher margin to the total average DGD that can be observed in a link, in the
order of 2.5 ps for a 40 Gb/s system using NRZ as the modulation format. The
public acceptance of the 4 · 10−5 margin is related to the debate regarding the
time constant in the changes of PMD observed in a fiber or a system, Section
4.1.1. Furthermore, this approach considers that we are always in a worst situ-
ation regarding the PSP while this is not the case of a real system. If intervals
between PMD changes in the order of one day are considered, only once every
70 years we will have an out of service induced by PMD (much higher than a
normal life time of a system). On the other hand, if the fiber is for example
aerial, changes might take place every minute [143] and as an average once ev-
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Figure 4.8: Influence of chromatic dispersion on the broadening factor induced by
PMD. Residual chromatic dispersion considered 0 to 60 ps/nm, PMD considered in
the link is 5 ps. Results appear courtesy of Thomas Tanggaard Larsen [138].
ery 17 days we will have an out of service situation induced by PMD. As the
duration of the out of service situation are significantly different in both cases,
one day against one minute, we will express the outage by using minutes per
year or minutes per life time.
The average DGD observed from a fiber is known for a given PMD coefficient
and fiber length, see Section 4.1.1. Average DGD observed for a concatenation
of fibers can be calculated by quadratic summation [159]. However, other com-
ponents have to be considered in a general optical transmission system, e.g.
dispersion compensation modules, demultiplexers or optical amplifiers. The
way in which the addition of the influence of PMD from different components
has to be realized is an open topic and depends on the mode coupling we con-
sider between components. We use in the following calculations the quadratic
summation approach independently of the components included on the system.
This will provide at least an order of magnitude for the limitations in the system
design.
Let us look first at a single wavelength system in a very long haul application
(120 km fiber). We would expect to have PMD contributions from the fiber, a
tunable dispersion compensation (TDC) and an optical amplifier (EDFA). We
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can write the total average DGD as:
DGDlink =
√
(
√
L · PMDc(Fiber))2 + PMD(EDFA)2 + PMD(TDC)2
(4.9)
We can consider a typical average DGD from an EDFA to be in the order of
0.5 ps [160] and from a TDC 0.5 ps, see Section 3.3.1. For these values the
maximum PMD coefficient allowed for the fiber would be 0.22 ps/
√
km, which
is below the allowed 0.5 ps/
√
km. Even in a short haul application (40 km fiber)
we will be limited to a maximum PMD coefficient in the fiber of 0.4 ps/
√
km
still below the allowed 0.5 ps/
√
km. However, as mentioned previously, the
maximum allowed PMD coefficient in the fiber might not be a realistic value
considering the actual state of the art in fiber design. Another approach is that
the network provider has a detailed record of PMD for all fibers in the links
where 40 Gb/s systems are to be installed. The fibers which are below the
limits described above could be chosen to ensure good system performance.
A WDM system will be modelled as a concatenation of spans each including
a transmission fiber of 80 km, an EDFA with average DGD of 0.5 ps and a fiber
based compensation module (DCF) for 80 km with 0.9 ps average DGD [77]. We
do not consider the influence of PMD in the multiplexer and demultiplexer as
these components are not repeated in the system and due to their traditionally
low values will not influence the results presented here. We do not consider the
need of tunable dispersion compensation as we are aiming to provide a design
frame. The average DGD of a full multi-span link is given by
DGDlink =
√
N · [(
√
80 · PMDc(Fiber))2 + PMD(EDFA)2 + PMD(FDC)2]
(4.10)
where N represents the number of spans considered. This relation is repre-
sented in Figure 4.9 providing the maximum fiber PMD coefficient allowed for
a number of spans considered given the maximum total average DGD of 2.5
ps. It is clear from this figure that serious limitations are induced by PMD in
a multi-span link, in order to be able to transmit over 4 spans all the installed
fiber should have a coefficient below 0.1 ps/
√
km.
Finally, we consider a metro network with 40 km span length between nodes.
At each node we have an optical multiplexer and a demultiplexer,(Mx) each
with 0.1 ps average DGD, an EDFA and a dispersion compensation module
with 0.65 ps average DGD [77]. The average DGD of a full multi-span link is
given now by
DGDlink =
√
N · [(
√
40 · PMDc(Fiber))2 + PMD(EDFA)2 + PMD(FDC)2 + 2 · PMD(MX)2]
(4.11)
Results are presented in Figure 4.10 We can observe that the situation has
improved slightly from the WDM design case as span length is reduced to 40
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Figure 4.9: Design limitations induced by PMD in a 40 Gb/s WDM multi-span system
design. We consider an average DGD in the EDFA of 0.5 ps and of 0.9 in the fiber
based dispersion compensation modules. Span length is 80 km.
km. However, we still need a fiber PMD coefficient below 0.15 ps/
√
km if we
want to design a network where signals can be routed optically through four
nodes or below the 0.1 ps/
√
km through six nodes. These are still very tight
margins for fiber PMD coefficient in a series of installed links.
It is important to notice that in a WDM system, not all channels will observe
the same instantaneous DGD due to it statistical distribution. In the case of a
WDM system designed out of the required PMD margins mentioned previously
the probability that we observe an outage situation for all channels simultane-
ously is very small [161] . This is induced by the wavelength de-correlation of
the PSP and the Maxwellian distribution observed for the instantaneous DGD
in the different channels.
4.3 Compensation of PMD
Compensation of PMD seems necessary if we want to overcome the PMD limits
in system design reviewed in the previous section. We review in this section
the most promising methods for compensation and present the implementation
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Figure 4.10: Design limitations induced by PMD in a WDM metro system design. We
consider an average DGD in the EDFA of 0.5 ps, an average DGD in each multiplexer
or demultiplexer of 0.1 ps and of 0.65 ps in the fiber based dispersion compensation
modules. The span length is 40 km.
and characterization of an optical PMD compensator designed at Tellabs.
4.3.1 Overview of methods for PMD compensation
The methods which have been investigated to allow for PMD compensation can
be separated into two main groups: optical PMD compensation methods and
electrical PMD compensation methods.
Optical PMD compensation methods
An illustration of the most common optical PMD compensation methods is
shown in Figure 4.11. The PSP method [162] uses a feedback channel to provide
information from the receiver side on the PMD observed to tune a polarization
controller at the transmitter in order to launch the signal into the actual PSP
of the fiber.
The fixed DGD method [163, 164, 165] uses a High Birefringence (HiBi)
element, usually a PM fiber, to compensate the observed instantaneous DGD
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by setting an opposite fixed delay in the HiBi element. Control is needed to
align the input state of polarization to the HiBi element with the fast-slow
axis in order to obtain the desired delay. For an observed average DGD in the
fiber link there is an optimum delay in the HiBi element for best performance of
the compensator[138]. Actually, the fixed DGD method is usually operated in a
second mode for fiber DGD values below the DGD of the compensating element
[138, 166]. In this second mode the input polarization to the HiBi element is
tuned in such a way that the PSPs of the grouping of the transmission fiber and
compensator are aligned with the input state of polarization to the transmission
fiber.
PC
Control PMD
monitoring
TX Rx
1510  nm
Splitter PC
Control PMD
monitoring
TX Rx
PC
Control PMD
monitoring
TX Rx
τ
HiBi
a) PSP method b) Fixed DGD
c) Variable DGD
PC
Control Power
monitoring
TX Rx
d) Polarizer
PBS
delay
PC1
PMD
monitoring
TX Rx
HiBi1
e) Multi-section fixed DGD
PC2
Control
HiBi2
Transmission
fiber
Figure 4.11: Illustration of the most common optical PMD compensation meth-
ods. Components characteristic of the compensation method are highlighted in blue.
a) Principal state of polarization method, b) Fixed differential group delay (DGD)
method, c) Variable DGD method, d) Polarizer method, e) Extension of method ”b)”
to a multi-section fixed DGD. PBS: Polarization Beam Splitter, HiBi: High Birefrin-
gence, PC: Polarization Controller.
The variable DGD method [167] uses a tunable delay line and allows to
always set the compensator to invert the delay induced by the DGD in the
fiber. There is a need to control two elements as the input polarization to
the first polarization beam splitter has to be tuned also to allow for a correct
splitting of the signal.
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The polarizer method has been proposed in [168] as a simple method as it
allows to control the polarization controller by a maximum power condition
after compensation.
Finally, repetition of polarization controller and HiBi sections leads to the
multi-section fixed DGD method [169, 170], which allows higher freedom to
compensate over a broader fiber DGD range by optimum combination of the
delays in the different HiBi elements. The drawback is the need for a more
complex algorithm to control all the polarization controllers and the increase
in the insertion loss with the number of elements.
PMD monitoring methods, which can be used in a practical system to control
the different active elements of the compensator are mainly reduced to three:
measurement of the Degree Of Polarization (DOP) of the received signal [166],
measurement of the power in certain frequency components of the signal [169]
and the use of a polarimetric error signal [171].
The basic characteristics of the optical PMD compensation methods men-
tioned above are presented in Table 4.1.2 The tolerable average DGD in the
link is obtained considering the tolerable average DGD after compensation to
be a 10 % of the bit period and using the RMS of broadening factor of a pulse
corresponding to an NRZ modulation in 1000 simulated samples as the suc-
cess criteria [138]. The insertion loss is an estimate considering tolerances of
available commercial components .
PSP Fixed Variable Polarizer Two-section
DGD DGD fixed DGD
Tolerable average DGD1 25 % 25 % 26.5 % 21 % 27.5 %
Insertion loss [dB]2 < 2 < 3 < 4 < 4.5 < 5
Number of elements to control 1 1 2 1 2
Need of feedback to Tx Yes No No No No
Table 4.1: Basic characteristics of optical PMD compensators. 1 Tolerable average
DGD of the link considering a tolerable average DGD observed after compensation of
10 %. Values are presented in a % mode relative to the bit period. 2 Insertion loss is
an estimate taking into account commercial components.
2[168, 172, 167] provide a detailed comparison of the methods presented and some experi-
mental verification.
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Electronic PMD compensation methods
The most extended technique in electronic PMD compensator is the use of Feed
Forward Equalizers (FFE) and Decision Feedback Equalizers (DFE) [173, 174].
The FFE delays copies of the received signal and adds the copies with a specific
weight for each sample optimizing the received signal quality. The DFE takes
into account already made decisions to eliminate ISI in future bits arriving at
the decision circuit. These mechanisms are the base for a commercial electronic
dispersion and PMD compensator [113, 114].
The use of Forward Error Correction (FEC) as a way of increasing the mar-
gins of PMD is another approach investigated, but can be limited under long
error bursts, which can originate from PMD in real link [175]. However, it has
been demonstrated that FEC will provide a certain level of correction against
PMD induced errors [176]. In [177] polarization scrambling was suggested as a
valid method to avoid the long burst errors and allow for full FEC correction
performance in the presence of PMD. An interesting combination is the use of
FEC to control the electronic compensation using FFE and DFE techniques
demonstrated in [178].
4.3.2 Optical PMD compensation by single fixed birefringence
element
A PMD compensator has been implemented at Tellabs within the Master The-
sis (collaboration between Tellabs and the Research Center COM) carried out
by Thomas Tangaard Larsen [138]. The compensator is based on the Fixed
DGD method described in the previous section, see Figure 4.11 b). It uses the
measurement of the degree of polarization by a commercial component [179] to
provide active feedback to control a Lithium Niobate based tunable polariza-
tion controller. The fixed DGD element is a PM fiber adjusted in length to the
application being tested. The response time of the compensator was limited
to 200 ms by the response time of the external power supplies used to control
the different sections of the polarization controller. However the polarization
controller by itself has a response time in the 100 ns scale and the sampling rate
of the DOP is 5 KHz, which indicates that with an appropriate control circuit
compensation could be done for the expected fast PMD changes in the 10 ms
order [142].
The automatic control of the compensator was divided into two modes: scan-
ning and tracking. In the scanning mode the polarization controller is tuned to
cover all the possible states in order to find a total maximum DOP and in order
to avoid being trapped in local maximums. Once the total maximum is found
the compensator switches to the tracking mode, where each wave-plate of the
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polarization controller is dithered to track any changes in the DOP observed
and keep it at a maximum value. The scanning mode requires a period of time
in which the PMD is stable for an optimum performance of the compensator.
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Figure 4.12: Experimental testing of Tellabs optical PMD compensator. a) Sensitivity
measured at 10 Gb/s as a function of instantaneous DGD (expressed as a ratio over
the bit period) under the following situations: 1) No PMD, 2) use of compensator
with 30 ps and optimizing threshold and sampling, 3) use of compensator with 30
ps and no optimization in threshold and sampling, 4) use of compensator with 40 ps
and optimizing threshold and sampling. b) Eye diagrams when used in a 40 Gb/s
compensation set-up: horizontal scale 12.5 ps/div, vertical scale 165 µW/div.
The compensator has been tested using a first order PMD emulator following
the principle described in Section 4.2.1, see Figure 4.4. Testing was conducted
initially at 10 Gb/s where we could measure correctly sensitivity penalties in
a commercial test-set. The transmitter is based on a chirp free Mach-Zehnder
modulator (PRBS of 231 − 1) and a PIN based receiver with clock recovery
circuit. The modulation format is NRZ and an EDFA was used in the system
to compensate for insertion loss of the PMD emulator and compensator. Two
different lengths of the PM fiber, corresponding to DGDs of 30 ps and 40 ps,
were tested in order to verify simulated optimum lengths that could provide best
performance. Testing results are presented in Figure 4.12. A sensitivity penalty
of 1 dB has been taken as the success criteria in the analysis of the observed
results. The emulator was tuned from 0 up to 70 ps of induced DGD with
maximum distortion by tuning a polarization controller at the input and the
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delay element. Without PMD compensator the maximum instantaneous DGD
for 1 dB penalty was observed for 30 ps (0.3 DGD/Bit period). When using
the 30 ps fixed DGD in the compensator the limit had shifted to 58 ps, which
could be improved to 66 ps by setting the 40 ps fixed DGD element. A small
penalty is observed at low DGD values (10 ps) when using the compensator,
which might be induced by not setting the total polarization of the system
totally aligned with the PSPs or by a slight OSNR degradation induced by
the insertion of the compensator in the system. The total insertion loss of
the compensator module was measured to be 6 dB induced mainly from a 3
dB coupler used as the splitter. A maximum instantaneous DGD accepted
when using the PMD compensator relates to an average DGD of 22 ps if we
want to ensure the 4 · 10−5 ITU-T probability of obtaining the 1 dB penalty
situation. These measurements were obtained for an optimized sampling and
threshold point in each BER measurement. As mentioned in Section 4.2.1 it is
interesting to evaluate the effect of no adjustment of the sampling and threshold
at the receiver. The result is shown also in Figure 4.12 and reduced the allowed
average DGD using a 30 ps DGD element from 58 ps to 51 ps even though
a clock recovery circuit was used and should allow for certain sampling time
optimization.
The compensator has also been tested at 40 Gb/s, but evaluation of the
performance was here restricted to inspection of eye diagrams before and after
compensation, see Figure 4.12 b). The fixed DGD element was now tuned to
a PM fiber with a DGD of 9 ps. If we consider the eye-opening as the success
criteria, we observed a reduction when using the PMD compensator to a 1 dB
penalty (eye opening in the back to back operation is the 0 dB penalty point) for
an instantaneous DGD of 17.5 ps. This value is equivalent to a 0.7 (DGD/Bit
period) and fits the results obtained at 10 Gb/s. We would expect the PMD
compensator to be able to compensate average PMD below 5.5 ps for a required
4 ·10−5 probability of inducing a 1 dB penalty in a 40 Gb/s system. Figure 4.13
provides the design limitations in span number versus fiber PMD coefficient for
the WDM system discussed in Section 4.2.2 when the maximum average DGD
in the link has increased to the 5.5 ps limit allowed by the PMD compensator.
A clear improvement is observed, however a five span system is still limited to
fibers with PMD coefficients below 0.25 ps/
√
km.
Taking into account that the probability of having several channels of a WDM
system observing a high instantaneous DGD in the link could be low we could
share the use of the PMD compensator to reduce the overall outage time. A
schematic of the proposed shared PMD compensation mechanism is presented
in Figure 4.14. If one channel, C1, observes a high DGD (tracked by a perfor-
mance monitor at the receiver side) it will be directed to the single wavelength
compensator by tuning a wavelength add-drop multiplexer to the correct wave-
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Figure 4.13: Design limitations induced by PMD in a 40 Gb/s WDM multi-span
system when using a PMD compensator which allows a 5.5 ps average DGD in the
link. We consider an average DGD in the EDFA of 0.5 ps and of 0.9 in the fiber based
dispersion compensation modules.
length. When another channel, C2, observes a high DGD it will substitute
C1 being compensated expecting that the instantaneous DGD of C1 has been
reduced. Further work has to be done in estimating the probability functions
for simultaneous multi-channel failure in a WDM system.
4.4 PMD tolerant modulation formats
Due to the complex mechanism of optical PMD compensation, it is interesting
to evaluate tolerance to PMD of other modulation formats, which might allow
to increase the margins in system design. Several articles have reviewed and
compared the tolerance to PMD of NRZ, Return to Zero (RZ), Carrier Sup-
pressed Return to Zero (CSRZ), Chirped Return to Zero (CRZ), Chirped Non
Return to Zero (CNRZ) and optical duobinary [180, 181, 182, 183, 184].
The optical duobinary or PSBT modulation format provides a spectral re-
duction compared to NRZ and it is in this aspect where the improvement might
arise from. It is however only under PMD compensation when this improvement
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Figure 4.14: Schematic of proposed shared PMD compensator for a WDM transmis-
sion system.
is clearly observed [185]. RZ has been shown to provide increased tolerance with
respect to NRZ [183]. Improvement is however dependent on the duty cycle of
the optical pulses [180] and the design of the receiver used in the comparison
[151]. Due to the asymmetry found in the chromatic dispersion tolerable mar-
gins, see Section 3.4.1 we do not consider chirped modulation formats. However
they show an improvement in tolerance to PMD in comparison to their corre-
spondent un-chirped formats [184]. CSRZ, which will be described in detailed
in Chapter 6, has been shown to provide similar margins as traditional RZ [181].
We will keep the discussion in this section centered on the use of RZ modulation,
presenting its practical implementation and PMD penalty margins.
4.4.1 Return to Zero modulation
We initiate this section by presenting practical implementation methods of a 40
Gb/s RZ transmitter. Following, tolerances of RZ to PMD will be discussed.
In order to provide a fair comparison we also present chromatic dispersion
compensation margins for RZ to provide a global picture of the advantages and
disadvantages of the modulation format.
Implementation of an RZ transmitter
There are basically two methods of implementing a 40 Gb/s RZ transmitter,
both are represented in Figure 4.15. The first method, a) in the figure, uses a 40
GHz pulsed laser directly as the light source to an electro-optical modulator,
where information is added in a pulse per pulse basis. Promising 40 GHz
pulse laser sources are actively mode-locked semiconductor lasers [186, 187] or
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passively mode-locked laser based on saturable absorption [188]. The second
method consists on carving pulses on a CW light source by using an electro-
optical modulator while using a second modulator to add the information onto
the pulses [126]. These two modulator based transmitter can be integrated into
a single device and if Electro Absorption (EA) modulators are used it is possible
to add a Semiconductor Optical Amplifier to compensate modulator loss [189].
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Optical
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τ τ
40  Gb/s  Optical
a) b)
Figure 4.15: Illustration describing the two different methods which can be used as
an RZ transmitter. a) Using a pulse source, eye diagrams are from a practical example
using a passively mode-locked laser [188] . b) Using a CW laser source and a double
stage modulation to create the pulses and modulate the data onto them. The example
in b) is obtained from a tandem EA based modulator [189]. The difference observed
in the time channels is directly related to the low quality 40 GHz signal generated
experimentally.
The eye diagrams in Figure 4.15 show practical examples of RZ transmitters.
In a) we use a device similar to the one described in [188] to generate a 40
Gb/s RZ signal. A main advantage of this device is its passive locking to the
reference clock. High power, high frequency clock signals are complicated to
generate and will introduce an additional cost in the transmitter. In b) we
use a device similar to the one described in [189]. The quality of the 40 Gb/s
optical signal is limited by the 40 GHz tone, which had to be implemented
with frequency doublers and amplifiers from a 10 GHz tone. It is important to
notice that there is a need to control the phase relation between the clock and
the data signal in order to situate and keep the optical pulses at the right point
in time in the modulation window.
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Tolerance of RZ modulation to PMD
A main advantage of RZ over NRZ is its improvement in receiver sensitivity,
usually in the order of 2 dB, induced by the higher powers in the ”one” levels
observed in RZ under an equal average power of the input signal to the receiver.
However, sensitivity for RZ and NRZ are dependent on the bandwidth of the
electrical filter placed at the receiver. In [180], where the electrical filter at the
receiver was tuned for NRZ and RZ in order to provide optimum performance
without PMD a clear advantage was observed when using RZ modulation. Av-
erage DGD acceptable with a 10−3 outage probability of having BER higher
than 10−12 increased from a 16 to a 21 % of the bit period. However, a clear
dependency on the duty cycle of the pulses was also observed. The tolerable
average DGD increased from a 16 % of the bit period for a 20 % duty cycle to a
18 % of the bit period for a 40 % duty cycle. The probability density functions
for the Q factor of NRZ and RZ modulation have been compared in [184, 190]
showing both a reduction of the tails in the RZ PDFs and a higher average Q
(related directly to the sensitivity improvement).
We follow a analysis similar to the one presented in Section 4.2.1 and results
should be compared to those observed for NRZ in Figure 4.4. The transmitter
used for experimental investigation uses a commercial PriTel fiber ring laser
as the pulsed source and an optical filter to produce 9 ps FWHM pulses. The
FWHM of the simulated optical pulses was 8 ps. First-order PMD is emulated
both in simulations and experimentally by the polarization splitting and delay
method explained previously.
The sensitivity penalty observed as a function of instantaneous DGD induced
by the PMD emulator is show in Figure 4.16. Sensitivity improvement by use
of RZ was 2.3 dB for a PIN diode and 2 dB for the EDFA preamplified receiver,
see Figure B.4 for more details. A first observation of the results indicates that
the penalty when using a PIN or an EDFA preamplified receiver is similar. The
penalty when using a PIN receiver is worst than in the case of an NRZ signal,
while better results are obtained for RZ when using a preamplified receiver. This
might be explained [183] from the fact that higher ISI will be observed in NRZ
for a similar DGD raising the level of the zeros. When using a preamplified
receiver we must include noise from the zeros while the penalty for a PIN
diode is simply related to the eye opening degradation. Relative eye opening
degradation is higher in RZ than in NRZ while PMD induced ISI is lower in
RZ than NRZ. We observed similar trends experimentally as with simulations,
and we can estimate a 1 dB penalty for RZ for an instantaneous DGD in the
order of 10 ps for a 32 % duty cycle generated pulse. We estimate from this
margin that we can tolerate a 3.5 ps average DGD as the design limitation. If
we apply this limitation to the WDM system analyzed in previous examples,
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Figure 4.16: Analysis of penalty induced by first order PMD on a 40 Gb/s RZ signal.
Sensitivity values are obtained for a BER of 10−10. Optical eye diagrams are obtained
from experimental investigation (time scale 10 ps/div).
we will observe limit in fiber coefficient around 0.15 ps/
√
km for a 5 span
system. Eye diagrams show in Figure 4.16 how the RZ signal evolves into an
NRZ shaped, but eye diagrams are of higher quality than the NRZ case for the
same applied DGD. However the improvement does not seem high enough to
justify the introduction of RZ transmitter in a system just because of its PMD
tolerance. An interesting effect to consider is that when using RZ modulation
the optical PMD compensation methods described in the previous section are
generally reduced in efficiency [138].
Tolerance of RZ modulation to chromatic dispersion
Shorter pulses need faster rise-fall time inducing a broadening in the spectrum
of the optical signal generated. Broader spectrum will observe a higher delay
between its components over a certain distance travelled in the fiber. This
indicates first that RZ will have a reduced tolerance to dispersion and second
that RZ signals generated with short low duty cycle pulses will even observe
smaller tolerances. Simulated results are presented in Figure 4.17 for a PIN-
preamplified receiver showing both effects. In a) we compare the dispersion
margins of an NRZ to an 12 ps RZ signal. In b) Two different RZ signals, 9
ps and 5 ps, are compared. The 1 dB dispersion induced penalty is observed
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Figure 4.17: Tolerance of RZ modulation format to chromatic dispersion. a) Com-
parison of NRZ with 12 ps Gaussian pulses. b) Dependence of the duty cycle on the
RZ dispersion tolerances. 9 ps and 5 ps Gaussian pulses are considered.
at ±38 ps for 12 ps pulses, at ±30 for the 9 ps pulses and at ±20 ps for the 5
ps pulses. If we recall the considerations presented in Sections 3.2.2 and 3.2.3
we can clearly understand that using RZ requires the use of tunable dispersion
compensation even in the design of a short haul link.
4.5 Summary
In this chapter we have introduced the effect of polarization mode dispersion
observed in optical fibers. We have briefly pointed out the main statistical pa-
rameters to consider in system design taking PMD into account. The effect of
PMD can be separated into a first order and a second order approximation.
While first order PMD in its worst situation can be easily emulated, second
order PMD requires complex experimental set-ups or simulation models. The
effect of PMD can only be considered completely by following a statistical ap-
proach, emulating a high number of fiber situations and observing the distribu-
tion of the BER or Q at the receiver to indicate an outage probability. We have
shown how this outage probability will depend on the receiver characteristics,
dispersion in the fiber or the margin allowed in the system.
If we consider 2.5 ps of average DGD in a link as the system design limitation
we will not be able to comply even with a short haul application code for the
allowed 0.5 ps/
√
km fiber PMD coefficient in the ITU-T recommendations. A
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four span WDM system will be limited for example to the use of fibers with
PMD coefficients below 0.1 ps/
√
km.
These considerations indicate that there will be a need to have some kind
of PMD compensation in the system if we want to be compliant with actual
recommendations. We have reviewed optical and electronic methods of PMD
compensation. A dynamic PMD compensator has been implemented following
the method of fixed DGD element and tested at 10 Gb/s and 40 Gb/s. We
estimated that average DGD allowed before compensation increases to 5.5 ps.
This new margin will allow a five span WDM system to be implemented over
fibers with PMD coefficients below 0.25 ps/
√
km.
PMD tolerant modualtion formats have been reviewed and RZ modulation
has been introduced. We have investigated the PMD margins for this modu-
lation format and found that we could allow for an average DGD of 3.5 ps for
pulses with a 32 % duty cycle. The increased PMD tolerance does not seem to
justify by itself the use of RZ as the modulation format.
Finally we have proposed a shared WDM PMD compensator as a practical
way to reduce cost in the implementation of future 40 Gb/s systems.
Chapter 5
Optical power budget in 40
Gb/s single channel
transmission
This chapter is dedicated to the investigation of optical power related limita-
tions in the design of 40 Gb/s single channel transmission systems. We will
analyze the limitations in multi-span systems by means of simulations and sev-
eral experimental investigations. The goal of this analysis is to provide final
parameters needed in the design of single wavelength application codes and to
provide the guidelines for power budgets, which can be later used in WDM
systems. In the simulation model we will consider a system free of residual
chromatic dispersion and PMD. In the experimental verification we will refer
when necessary to the design limitations induced by chromatic dispersion and
PMD which have been presented in the previous chapters.
The chapter starts with a description of the main limitations we will observe
in system design which are related to the power budgets: receiver sensitivity,
optical signal to noise ratio limitations and self phase modulation induced dis-
tortion. In Section 5.2 we will investigate limitations for NRZ modulation in
transmission over standard-SMF and NZDSF fibers. Section 5.3 is dedicated
to RZ modulation. We will investigate performance of two different RZ trans-
mitters in the same scenarios as used for the NRZ transmitter and compare
their performance. Optical duobinary modulation is investigated in Section
5.4. Based on the simulated results obtained we propose in Section 5.5 simple
design rules for estimating maximum span count in the design of a system. The
chapter will finalize with a summary.
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5.1 Optical power related limitations in a single chan-
nel system
Let us consider first a single channel/single span system where our goal will be
to allow for longest link distance without the need to use any in-line optical
amplifiers. We can reduce the design parameters related to the optical power
budget to two: maximum power we can launch and minimum we can receive.
Combinations of these parameters will provide different system performance.
Due to noise inherent in the optical to electrical conversion at the receiver a
minimum optical power is needed at the input of the receiver to ensure a certain
level of performance. Receiver sensitivity, recalling the definition presented in
Chapter 3, is defined as the optical power needed at the input of the receiver to
ensure a certain signal quality. Usually we will provide a value for the receiver
sensitivity that ensures a specific BER, for example 10−12.
The maximum power will seem to be limited only by the power we can
achieve from the transmitter. Unfortunately the refractive index of the fiber
is non-linear and induces a non-linear phase shift in the pulse for high power
optical pulses. The varying phase can be considered as a varying instantaneous
frequency across the pulse, also called chirp. This effect is known as Self Phase
Modulation (SPM) and will be the limiting factor on the maximum optical
power launched into the fiber in single channel transmission systems [191].
Let us now consider a multi-span system with optical in-line amplifiers. These
amplifiers provide gain to compensate for the span loss, but add also a certain
level of noise to the signal. The receiver will see this noise as an additional
noise to the detection process and in order to observe the same 10−12 BER we
will need to increase the optical power reaching the receiver. The difference
between the power needed to reach the receiver in order to observe a certain
BER and the receiver sensitivity is known as sensitivity penalty in this case
induced by the increased noise level.
The power penalty observed in the receiver sensitivity is directly related to
the Optical Signal to Noise Ratio (OSNR) when low optical power levels are
launched into the transmission fiber. For high optical power levels launched
into the transmission fiber the sensitivity penalty is related to the SPM, which
also accumulates with the number of spans. We will traditionally see bathtub
shaped curves when plotting the sensitivity penalty as a function of launched
power into the transmission fiber. Figure 5.1 illustrates the reduction of the
power margin as a function of the span number induced by the accumulation
of OSNR and SPM induced effects.
In the following we present design rules and considerations in 40 Gb/s system
design related to the receiver sensitivity, the optical signal to noise ratio and
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Figure 5.1: Illustration of the curves expected when plotting the sensitivity penalty
versus the launched power into the transmission span for a multi-span system.
self phase modulation.
5.1.1 Sensitivity of 40 Gb/s receivers
Receiver characterization is a complex topic, depending not only on the re-
ceiver itself but also on the electronic circuits used for the clock recovery and
decision gate that provides the BER. We provide an estimate of expected sensi-
tivity values for different 40 Gb/s receiver configurations according to published
examples. All sensitivities mentioned are for NRZ modulation.
For a PIN diode followed by an electrical preamplifier we would expect to
reach sensitivities in the order of -12 dBm for BER of 10−10 [192]. However
the state of the art commercial PIN-amplifier modules specify a sensitivity of
-9 dBm for a BER of 10−10 [193].
It has only been recently that avalanche photodiodes (APD) have demon-
strated a performance indicating that they can be used as 40 Gb/s receivers
[194]. The device provided a sensitivity of -19 dBm for a BER of 10−10 and
allowed multiplication factors of 10.
Optically preamplified receivers increase the complexity of the receiver de-
sign but allow for a substantial increase in sensitivity. Traditional EDFA based
preamplified receivers followed by PIN-amplifier front-end can provide sensitiv-
ities in the order of -27 dBm [195]. A new trend at 40 Gb/s is to integrate
a Semiconductor Optical Amplifier (SOA) with the PIN-amplifier front-end.
This has been proven as an effective method to provide a compact device with
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-17 dBm of receiver sensitivity for BER of 10−10 [196]. The main limitation of
a SOA preamplified receiver is the higher noise figure compared to an EDFA
preamplifier (traditionally 7 or 8 dB of noise figure for a SOA).
5.1.2 OSNR observed at the receiver
We can consider that the noise reaching the receiver in a multi-span system
originates from the in-line optical amplifiers and that it accumulates linearly.
The Amplified Spontaneous Emission from a single amplifier is given by [197]
PASE = 2 · nsp · (G− 1) · h · ν · Bo (5.1)
where nsp is the spontaneous emission factor of the amplifier, G is the gain,
h · ν the energy of a photon at frequency ν, and Bo the optical bandwidth
considered, in Hertz. The noise figure of an optical amplifier, F is related to
nsp by
F = 2 · nsp · (1− 1
G
) +
1
G
(5.2)
If we consider high gain values in the amplifiers and an average launched
power into the transmission spans, PL we can estimate the OSNR after a number
N of spans to be
OSNR =
PL
F ·G · h · ν ·Bo ·N (5.3)
where the gain of the amplifiers will be equal to the span loss L, and all spans are
considered to have equal span losses. Turning the expression into a logarithmic
representation the OSNR evolution in a multi-span system can be described by
the following expression [15]
OSNR(dB) = PL(dBm)−L(dB)−F (dB)−10·Log(N)−10·Log(h·ν ·Bo) (5.4)
where 10 ·Log(h ·ν ·Bo) is -58 dBm in the 1.55 µm band and for 0.1 nm optical
bandwidth.
The OSNR needed at the receiver to observe a Quality factor Q (in a linear
scale), is related to the extinction ratio of the transmitted signal r, the optical
(Bo) and the electrical bandwidth (Be) at the receiver by [197]
OSNRR =
Q2 ·Be
Bo
· 1 + r
(1−√r)2 (5.5)
if we consider ASE the main source of noise. When increasing the bit rate
by four from 10 Gb/s to 40 Gb/s we will traditionally increase the electrical
bandwidth also by four. If we require the same Q for both systems we clearly
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need a 6 dB higher OSNR at 40 Gb/s than at 10 Gb/s. We could compensate
for the need of higher OSNR by launching higher optical powers, but this will
increase on the other hand the SPM effect.
There are two methods that allow to avoid OSNR limitations in the sys-
tem design: Forward Error Correction, which relaxes OSNR requirements, and
distributed Raman amplification, which reduces the rate at which OSNR de-
generates in the systems.
FEC was introduced in Section 2.3.2 as a way to reduce the Q needed at the
receiver to provide a certain BER. If we consider Equation 5.5 in a logarithmic
scale we can observe the direct relation between improvement of Q and the
improvement in OSNR both measured in dB. For out-of-band FEC methods
the coding gain obtained from FEC should include the bandwidth increase
needed to accommodate for the coding, from 40 Gb/s to 42.8 Gb/s when using
Reed-Salomon FEC for example, the parameter typically used is the net coding
gain.
Distributed Raman amplification [198] uses the transmission fiber tradition-
ally in a backwards pumping scheme to overcome the attenuation in the last
part of the span and increase the minimum average power in the link. The
final effect of Raman amplification is an improvement in OSNR observed at
the receiver. This improvement is dependent on the gain obtained from the
Raman amplifier and the effective noise figure of the amplifier. The gain is
dependent on the type of fiber used as amplification media [199, 200]. The con-
cept of effective noise figure of a Raman amplifier is presented in Appendix E.
We use Raman amplification in an experimental set-up presented in Chapter 6
dedicated to WDM systems.
5.1.3 SPM induced limitations
The dependence of the refractive index of silica on the optical power can be
expressed as
n = n0 + n2 · P
Aeff
(5.6)
where n2 is the nonlinear-index coefficient with an approximate value for silica
fibers of 3 · 10−20m2/W and Aeff is the Effective Area (EA) of the fiber con-
sidered and which depends on the design. Standard single mode fibers have an
EA in the order of 80 µm2 while NZDSF have a lower EA and become more
sensitive to non-linear effects, see Table 3.1.
The nonlinear coefficient γ is defined as
γ =
n2 · ω0
c ·Aeff
(5.7)
94 Optical power budget in 40 Gb/s single channel transmission
where ω0 is the optical carrier frequency of the pulse.
The effective length, Leff is defined as the length over which the power
decreases by a factor of e in transmission fibers and related to the attenuation
α and the total length L by
Leff =
1− exp(−α · L)
α
(5.8)
Self phase modulation can be understood as a broadening of the signal spec-
trum ∆ω which is related to the nonlinear coefficient of the fiber, the shape of
the pulse and the effective length by
∆ω = −γ · dP
dt
· Leff (5.9)
A first consideration from the last expression is that narrower pulses charac-
teristic of higher bit rate systems will experience a higher spread of optical
frequencies due to SPM. A second consideration, is that ideally if no chromatic
dispersion is present in transmission and no optical filtering is included, there
will be no SPM induced system degradation. Without dispersion it is not pos-
sible to obtain a conversion of the phase modulation into intensity modulation
and pulses will not see any alteration in the time domain. At higher bit rates
dispersion broadens the pulses faster reducing the peak power and the SPM
effect. The interaction between SPM and dispersion is complex but we can es-
timate the dominant term by comparing two parameters; the dispersion length
LD and the non-linear length LNL, these parameters are expressed as
LD =
T 20
|β2| (5.10)
LNL =
1
γ · P0 (5.11)
where T0 is the half width at the 1/e intensity point and P0 is peak power of
the pulse.
SPM is the dominant effect when LNL << LD while dispersion is the dom-
inant effect when LD << LNL. These definitions fit directly for an RZ modu-
lated signal as we always have the same pulse shape in transmission. For NRZ
modulation we can consider them directly for single ones and for Gaussian
fall/rise times. In long sequences of ones the effect of SPM will be observed in
the first and last bit, in the rising and falling edges while no effect should be
observed throughout the rest of ones. Let us take example related to a 40 Gb/s
NRZ signal being transmitted over a standard-SMF fiber with dispersion of 17
ps/nm ·km, effective area of 80 µm2 and attenuation of 0.2 dB/km. The pulse
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has a FWHM of 20 ps and a peak power of 2 mW. LD will be 7 km while LNL
will be 167 km, clearly the system is dominated by dispersion and we do not
expect SPM to induce any significant distortion. If we consider now an increase
in peak power to 20 mW, LNL has been reduced to 17 km. Dispersion and SPM
will interact throughout transmission. When both parameters are in the same
order of magnitude the only way of investigating the evolution of the fiber is
by solving numerically the nonlinear Schro¨dinger equation [201]. This is the
approach followed in the simulated results presented in the following sections.
The simulation tool used was VPI Transmission MakerTM [155].
5.2 Multi-span transmission with NRZ modulation
In this section we present simulated and experimental results of a multi-span
single wavelength transmission over standard-SMF and NZDSF fibers. All pa-
rameters used in the simulations have been kept as close as possible to those
found in a practical case. However in terms of chromatic dispersion we com-
pensate totally for dispersion and slope at each span. PMD in the fiber is
not considered throughout simulations. For the experimental investigation we
have also tried to implement system set-ups that resemble a practical situation.
Unfortunately, we have been limited by the transmission and dispersion com-
pensation fibers available and the practical implementation of the transmitter
and receiver. All experimental work in this chapter has been conducted at
AT&T Labs-Research. We use two different span length configurations: a 40
km span, which is aimed at a metro WDM network, and an 80 km span aimed
at a traditional long haul WDM system.
5.2.1 Multi-span transmission over standard-SMF with NRZ
modulation
Simulation model and results
The multi-span transmission system is modelled by a concatenation of fiber/EDFA
spans. A schematic of the building blocks used in the 40 km and 80 km simula-
tion set-ups is shown in Figure 5.2. Span attenuations follow maximum values
of ITU standards, 11 dB and 22 dB for 40 km and 80 km respectively. In the 40
km span set-up, dispersion compensation fiber (DCF) is placed just after the
transmission fiber before the in-line amplifier. In the 80 km span set-up, DCF
is placed in between a two-stage amplifier ensuring that the input power into
DCF is below -4 dBm to avoid non-linear effects. In all cases considered the
DCF compensates totally for dispersion and dispersion slope after each span.
All EDFAs considered have a noise figure of 5 dB and a gain that compensates
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for the span losses. For NRZ modulation the rise/fall time is 8.3 ps (1/3 of of
bit time-slot). Further details on simulation parameters are presented in Figure
B.5. All simulations are performed by transmission of 1024 bits. Average power
launched into the transmission fiber is varied in simulations from -3 dBm to 10
dBm for span counts from 1 to 10 of the different configurations described.
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Figure 5.2: Schematic of building blocks used in the simulated multi-span set-up for
40 km and 80 km spans. IL: Insertion Loss.
Performance has been evaluated in simulations by the calculated receiver
sensitivity penalty for a BER of 10−12 compared to a back-to-back situation.
The back-to-back receiver sensitivity is the one measured or calculated when
the transmitter is connected directly to the receiver without any transmission
fiber, dispersion compensation modules or optical amplifiers. Results from the
simulations are presented in Figure 5.3 for both situations a) 40 km and b) 80
km spans.
Results show how limited our margins become after a series of spans. For
the 40 km span situation we could reach the 5 span for a penalty of 2 dB if
we launched exactly 0 dBm into each span. However, we can clearly observe
how sensitive to the launched power levels the system becomes. Penalty steeps
sharply both for lower and higher power levels around the optimum point.
We define the power margin tolerance as the difference between maximum and
minimum optical power we can launch per span to observe a receiver sensitivity
below a certain value. The power margin tolerance for a 3 dB sensitivity penalty
is indicated in Figure 5.3 b) as an example. If we wanted to ensure a 4 dB power
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Figure 5.3: Simulated performance of a single channel at 40 Gb/s for multi-span
transmission over standard-SMF using NRZ transmitter. a) 40 km spans, b) 80 km
spans.
margin tolerance we should reduce the allowed number of spans to four.
For the 80 km case we are clearly limited to a two span system with a 4 dB
power margin tolerance and 2 dB sensitivity penalty. We can observe how the
optimum power has increased to 3 dBm in a three span system indicating that
we are mainly limited by low OSNR reaching the receiver. This power level is
higher than the optimum of 0 dBm observed for the 40 km span investigation.
This indicates that we are actually compromising SPM distortion for increased
OSNR. The OSNR margin could be clearly improved by use of FEC coding
allowing to reduce launched power.
Experimental set-up and results
The experimental set-up consists of an ETDM based transmitter (4:1 multi-
plexer) and an electro-absorption modulator based demultiplexer, evaluating
the performance at 10 Gb/s with a 231−1 PRBS signal. Sensitivity measure-
ments are done for the power of the 40 Gb signal at the input of an optical
preamplifier for BER measurements of the 10 Gb/s signal reaching the test-set.
A separate wavelength carrying the clock signal is multiplexed with a 10 dB
power difference to the modulated signal. Differences in the 40 km and 80 km
set-ups will be explained in detail.
In the 40 km set-up dispersion compensation fiber with slope compensation
was not available. The dispersion for the different spans was measured, see
Figure 5.4 a). A CW tunable laser is connected directly to the modulator
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in order to try to tune the wavelength of the transmitted signal to a correct
dispersion setting. The dispersion tolerance of the set-up was measured and
is presented also in Figure 5.4 b). The transmitted signal is chirped and the
optimum dispersion compensation is observed for 20 ps/nm. Unfortunately
no tunable dispersion compensator was available during these multi-span ex-
perimental investigations. The narrow dispersion tolerance limits observed is
believed to be induced mainly from the experimental set-up used based on Op-
tical Time Domain Demultiplexing, see Appendix D for further details. The
set-up for the several spans follows in all other aspects the one presented for
simulations in Figure 5.2. Attenuators were tuned at the input of each span to
control the power launched into the transmission fiber. Attenuators were in-
cluded to emulate the 11 dB span loss in the standard-SMF. Including the DCF
an average span loss was measured to be 16.8 dB. Noise figure of all EDFAs
used was measured to be below 5 dB within the 1540 to 1565 nm window.
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Figure 5.4: Dispersion characterization in the experimental investigation of 40 km
multi-span transmission over standard-SMF. a) Measured dispersion for the imple-
mented spans, b) Dispersion tolerance for the NRZ transmitter used.
Results for the 40 km spans are presented in Figure 5.5. They indicate that
the optimum power launched per span is in the 0 dBm order in agreement with
simulated results. The penalty is kept below 2.5 dB for a four span system
comparable to the simulated results. The high penalty observed when moving
from a one to two span system is believed to be induced by an incorrect disper-
sion compensation of the total length for the wavelength used in transmission.
Measurements of the Q factor indicated a Q after four spans of 17.5 dB corre-
sponding to BER ratios of 10−14, 1.5 dB deteriorated in comparison with the
back to back situation.
The experimental set-up for the investigation of transmission over 80 km
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Figure 5.5: Sensitivity penalty as a function of launched power and number of spans
observed in the experimental investigation of 40 km multi-span transmission over
standard-SMF using a single channel 40 Gb/s NRZ transmitter.
spans is illustrated in Figure 5.6 a). In this case we were limited by the disper-
sion compensation modules which were designed to compensate for 100 km of
standard-SMF and not 80 km. We placed two spans with 80 km of standard-
SMF and a last span with 40 km standard-SMF. Two in-line double stage
amplifiers were used with DCF in between the amplification sections. On the
other hand the dispersion compensating modules available were 100 % slope
compensating allowing to reduce the dispersion influence in the measurements
observed in the 40 km situation. Figure 5.6 c) shows the dispersion observed as
a function of wavelength, notice that dispersion is extremely flat over the whole
C-band in the 200 km set-up we use for the NRZ investigation. Comparing
these results with those obtained using standard DCF modules, see Figure 5.4,
provides a feeling of the importance of using 100 % slope compensating modules
in 40 Gb/s systems. Insertion loss was 18.5 dB for the 80 km standard-SMF
modules and 9 dB for the DCF modules.
As chromatic dispersion was only compensated after the 200 km set-up we
could not do a systematic investigation of the launched optical power into fiber
per span. By keeping powers launched into standard-SMF below 1 dBm and
power into dispersion compensating modules below -4 dBm we could obtain
a Q factor of 16.9 dB (BER ratio below 10−12) after 200 km transmission
or a sensitivity penalty of 2 dB compared to back to back. We verified the
deterioration of the system performance when changing the power level into
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Figure 5.6: Experimental investigation of 80 km multi-span transmission over
standard-SMF using single channel 40 Gb/s NRZ transmitter. a) Experimental set-up,
b) Effect of power into DCF modules, c) Dispersion measured in the links.
the DCF modules while keeping power levels into the standard-SMF constant.
The compromise between OSNR and SPM effect is again clearly observed in
Figure 5.6 b). Optimum power levels launched into the slope compensation
DCF modules was found to be around -5 dBm.
We should mention that the experimental set-up using 80 km spans differs in
a main point from the simulated set-up. As dispersion is not compensated in a
span per span basis, the signal will be completely dispersed in spans two and
three. A dispersed signal will not have peak power levels in the same order as
compensated signal and SPM effect will be different.
5.2.2 Multi-span transmission over NZDSF with NRZ modu-
lation
Let us consider a possible case of NZDSF with chromatic dispersion of 4 ps/nm·
km, effective area of 62 µm2 and increased attenuation to 0.25 dB/km. For
a 40 Gb/s NRZ with FWHM pulse of 20 ps and peak power of 20 mW, the
dispersion length is now 28 km while the nonlinear length is reduced to 13 km.
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The difference indicates that we should be more influenced by SPM than when
transmitting over standard-SMF, however the effective length is reduced by an
increased attenuation characteristic of NZDSF. This inter-relation of SPM and
chromatic dispersion is still complex in NZDSF and can only be investigated
by means of numerical simulations or experimentally.
Simulation model and results
The simulation model used in the previous section was used with the exception
of changing the transmission fiber to a NZDSF with effective area of 62 µm2
and dispersion of 4 ps/nm · km. The dispersion compensating fiber modules
for NZDSF are modelled after [76]. Parameters used in the simulations for
NZDSF transmission and dispersion compensation fibers are shown in Figure
B.6. Results for the 40 km and 80 km span situations are presented in Figure
5.7.
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Figure 5.7: Simulated performance for the multi-span transmission over NZDSF using
a single channel 40 Gb/s NRZ transmitter. a) 40 km spans, b) 80 km spans.
The accumulated chromatic dispersion per span is substantially smaller than
in the standard-SMF case. We need 2.2 km of dispersion compensation fiber for
NZDSF while we needed 6.8 km for standard-SMF. This induces a reduction in
the total span attenuation for a fixed standard-SMF attenuation. Two positive
effects are observed from this, first OSNR is improved and secondly, total SPM
observed in the dispersion compensation fiber is reduced. The second effect
can be noticed specially in the 40 km situation where the power launched into
the DCF is directly related to the power launched into the transmission fiber
and can reach -1 dBm for 10 dBm launched into the NZDSF. Even though the
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effective area has been reduced we do not observe a significant reduction in the
optimum power to be launched into NZDSF for a high number of spans. The
total penalty is reduced compared to standard-SMF and transmission over a 6
span of 40 km could be reached with system penalties below 2 dB, ensuring a
4 dB power margin tolerance. For the 80 km span case we are still seriously
limited and can not transmit over three spans with a reasonable power margin
tolerance.
Experimental set-up and results
We are again limited in the experimental investigation by the available fiber.
As we had no access to DCF modules for NZDSF we built a set-up consisting
of three spans of 80 km NZDSF and a single dispersion compensation module,
see Figure 5.8. The transmission fiber used is TrueWave Classic with lower
dispersion within the C-band than the Reduced slope type presented in Table
3.1.
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Figure 5.8: Experimental investigation of 80 km multi-span transmission over NZDSF
using a single channel 40 Gb/s NRZ transmitter. Experimental set-up and sensitivity
penalty after three spans of TrueWave Classic used as the NZDSF fiber.
We could only evaluate the signal performance after the three span plus DCF
configuration. The total dispersion of the NZDSF fiber in the link was 600
ps/nm at 1550 nm and 760 ps/nm at 1560 nm. For this situation we evaluated
the sensitivity penalty as a function of launched power into transmission fiber
by tuning the attenuators placed after the EDFAs. The slope of dispersion
was unmatched inducing a residual dispersion of -90 ps/nm at 1550 nm and of
+60 ps/nm for 1560 nm. We tuned the transmitted wavelength to 1557 nm in
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order to match best dispersion for the chirped transmitter. We could obtain a
signal with Q value of 17 dB after the three span transmission with a launched
power per span of -1 dBm. This power level is rather low if we compare it to
the simulated results and could originate in the difference between simulated
fibers and those used in the practical investigation. The effective area of the
transmission fiber is thought to be 50 µm2 compared to the 62 µm2 used in the
simulations.
5.3 Multi-span transmission with RZ modulation
Return to Zero has been suggested and investigated as an effective modulation
format to increase transmission performance in multi-span 10 Gb/s [202, 203]
and 40 Gb/s [204, 205, 206] transmission systems. The advantages of using RZ
are originated by two characteristic properties of this modulation format. First,
RZ provides an improved sensitivity compared to NRZ [205, 203], second RZ
seems to be less affected by SPM than NRZ [207]. The sensitivity improvement
is originated in the fact that for the same average power we will observe a higher
peak power for the ones in RZ modulation. The higher extinction ratio, see
Equation 5.5, directly allows for a lower OSNR needed to obtain a specific Q at
the receiver. We have experimentally verified the OSNR versus Q relation for a
NRZ signal and a 9 ps RZ. The set-up for the OSNR consisted of an attenuator
and an EDFA, by tuning the attenuation at the input of the EDFA the OSNR
was changed at the output of the EDFA. The set-up and results are presented
in Figure 5.9 a). An improvement of close to 4 dB in OSNR was observed for
a 16 dB Q value, for example. It must be mentioned that the OTDD receiver
used in the experimental measurements might have induced an extra penalty
due to the 12 ps rise/fall time of NRZ optical signal providing an extra benefit
to RZ in the comparison, see Appendix D.
The SPM increased tolerance can be understood from the fact that the dis-
persion length is dependent on the square of the pulse-width while the nonlinear
length is inverse proportional to the pulse peak power. Let us consider a re-
duction in the pulse width from 20 ps to 10 ps when using an NRZ or an RZ
signal and consider that peak power has doubled for the RZ case, to 40 mW. If
we consider transmission over standard-SMF the dispersion length is now 1.4
km while the non-linear length is 8.3 km. This can be considered as a substan-
tial difference, the pulse will disperse fast in the fiber reducing the peak power
and not allowing for the whole SPM effect to interact distorting the pulse. An
example of 40 Gb/s NRZ and RZ signals being dispersed in standard-SMF is
presented in Figure 5.9 b). The samples in both examples are taken every 0.5
km and the launched power into the fiber is -5 dBm. It is clearly observed the
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Figure 5.9: a) Experimental verification of the improvement in Q versus OSNR for
NRZ versus RZ at 40 Gb/s. b) Example of 40 Gb/s NRZ (10011101) and RZ (1000001)
signals being dispersed in the standard-SMF fiber, input power is -5 dBm, samples are
take every 0.5 km. P: Power, d: distance, t: time.
rapid decay of the peak power of the RZ pulses while the NRZ keeps the peak
power over a longer transmission length. This relation will be highly dependent
on the duty cycle of the RZ pulses. Considering NZDSF the relation between
dispersion length and non-linear length is close to unity if we consider the 9 ps
pulses for 40 mW peak power, and the dispersion-SPM interaction will again
follow a complex interaction.
5.3.1 Multi-span transmission over standard-SMF with RZ mod-
ulation
Simulation model and results
RZ modulation is implemented by using a Gaussian pulsed source as input
to the Mach-Zehnder modulator at the transmitter. We have chosen two pulse
widths, 8 ps and 4 ps FWHM to represent the influence of duty cycle. Launched
power into the transmission fiber is characterized by the average power, being
the peak power of the pulse related to the FWHM and pulse shape. Fiber and
receiver settings are not changed from simulations described in Section 5.2.1.
Simulated results for the 40 km and 80 km span cases are presented in Figures
5.10 and 5.11 respectively.
A clear improvement can be already observed when comparing the 8 ps RZ
simulations over 40 km spans with the correspondent using NRZ, see Figure 5.3
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Figure 5.10: Simulated performance for the multi-span transmission over standard-
SMF using a single channel 40 Gb/s RZ transmitter in 40 km spans. a) 8 ps pulses, b)
4 ps pulses.
a). Using 8 ps RZ we can transmit over 9 spans with a sensitivity penalty below
2 dB while keeping a reasonable 5 dB power margin tolerance. The improvement
is even clearer when pulse width is reduced to 4 ps where transmission is possible
over 11 spans with the same tolerance margins. The dispersion length for a 4
ps pulse transmitted over standard-SMF is below the 300 m while the non-
linear length is 4 km if we consider an average launched power of 10 dBm. It is
clear to observe that the optimum optical power which allows for a maximum
number of spans in each case is increased from 0 dBm for NRZ to 1 dBm for
8 ps RZ and close to 3 dBm for the 4 ps RZ case. This is a clear indication of
the increased SPM tolerance.
For the 80 km span case the launched power which allows a maximum number
of spans has increased from 3 dBm for NRZ to 4 dBm for the RZ 8 ps transmitter
and 5 dBm for the RZ 4 ps transmitter. The distortion observed for a given
power-span setting is significantly reduced for the RZ transmitters compared to
the NRZ case investigated previously, see Figures 5.11 and 5.3 b). We can reach
4 spans with 8 ps pulses and 5 spans with the 4 ps pulses while still keeping at
least a 3 dB power margin tolerance. It is also possible to observe the improved
tolerance to low power levels allowed by the improved sensitivity. In the NRZ
case we reached 6 dB of penalty when launching -6 dBm and looking into one
single span situation. The penalty is reduced below the 4 dB for the same power
levels for the RZ modulation.
106 Optical power budget in 40 Gb/s single channel transmission
0
2
4
6
8
10
-6 -4 -2 0 2 4 6 8 10
80  km
160  km
240  km
320  km
400  km
480  km
560  km
640  km
Se
n
si
tiv
ity
 
Pe
n
al
ty
 
(dB
)
Power  into  SMF  (dBm)
a)  8  ps  Gaussian  pulses b)  4  ps  Gaussian  pulses
0
2
4
6
8
10
-6 -4 -2 0 2 4 6 8 10
80  km
160  km
240  km
320  km
400  km
480  km
560  km
640  km
720  km
Se
n
si
tiv
ity
 
Pe
n
al
ty
 
(d
B)
Power  into  SMF  (dBm)
Figure 5.11: Simulated performance for the multi-span transmission over standard-
SMF using a single channel 40 Gb/s RZ transmitter in 80 km spans. a) 8 ps pulses, b)
4 ps pulses.
Experimental set-up and results
The experimental implementation of the transmitter is the same as described
previously in Section 4.4.1. We obtained optical pulses with 3 ps FWHM di-
rectly from the pulsed laser and could increase the pulse width to 9 ps by using
a 0.6 nm optical filter. The quality factor Q was improved from 19 dB for
NRZ to 20.5 dB for 3 ps RZ in a back to back situation. This is equivalent
to a 2 dB improvement in the receiver sensitivity compared to the NRZ case.
Q is measured for a high input power launched into the receiver of -14 dBm
(optically preamplified receiver). In the 40 km per span case, we systematically
changed the input power into the transmission fiber for all spans and recorded
the sensitivity penalty. Results are presented in Figure 5.12 a) showing mea-
sured sensitivity penalty for one, four and six spans when using the 3 ps RZ
transmitter.
We can clearly observe how the optimum average power has increased from
0 dBm to 4 dBm allowing for transmission over 6 spans with more than 4 dB
power margin tolerance for a 2 dB sensitivity penalty. We were limited to a 6
span investigation by the availability of DCF modules. Figure 5.12 b) shows the
influence of the pulse-width by comparing the 9 ps pulses to the 3 ps pulses in
the six span situation and varying the launched optical power. We can observe
a clear improvement in Q when using the 3 ps pulses while for the 9 ps pulses
the optimum launched power was reduced to 2 dBm. The back-to-back Q value
for the 9 ps RZ transmitter was 19.7 dB.
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Figure 5.12: Experimental investigation of 40 km multi-span transmission over
standard-SMF using single channel 40 Gb/s RZ transmitter. a) Sensitivity penalty
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width influence for a six span situation.
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Figure 5.13: Comparison of eye diagrams for NRZ and 9 ps RZ modulation in a 400
km standard-SMF link. After transmission the Q factor for NRZ was 15 dB while for
RZ 17.5 dB.
The experimental investigation for the 80 km span case was initiated by using
the same 200 km transmission set-up as presented in Figure 5.6 and using the
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9 ps RZ transmitter. By keeping powers launched into the standard-SMF at 2
dBm and power into dispersion compensating modules below -3 dBm we could
obtain a Q factor of 18.8 dB after 200 km transmission. We could upgrade the
set-up to a 400 km link by having 5 spans of 80 km standard-SMF while using 4
DCF modules each compensating the equivalent of 100 km standard-SMF. The
measured residual dispersion of the 400 km link can be observed in Figure 5.6
c). As it was described in Section 4.4.1 the tolerance to chromatic dispersion is
reduced for RZ compared to NRZ modulation. For 9 ps pulses we should expect
1 dB penalty already for ±30 ps/nm dispersion, see Figure 4.17. The residual
dispersion was reduced to appropriate values within the dispersion tolerance
of RZ modulation by reducing the standard-SMF length to 399 km, see also
Figure 5.6 c). Keeping the same power levels as in the 200 km link we could
obtain a Q factor for the 9 ps RZ transmitter of 17.5 dB.
For comparison the performance of NRZ in the 400 km link for optimized
power levels showed a BER error floor of 10−8 equivalent to a Q of 15 dB.
Eye diagrams in the back-to-back situation and after 400 km transmission are
presented in Figure 5.13 for NRZ and 9 ps RZ.
5.3.2 Multi-span transmission over NZDSF with RZ modula-
tion
No experimental results have been obtained for RZ modulation transmission
over NZDSF. We have conducted simulations following the set-up presented
previously where we combine the RZ transmitter with NZDSF fiber and DCF
modules designed for dispersion compensation of NZDSF fiber. Simulated re-
sults are presented in Appendix F, see Figure F.1 and F.2. We observe the same
trends as in Section 5.2 if we compare performance of the same RZ transmit-
ter over standard-SMF and NZDSF. While keeping the same optimum power
levels a higher number of spans can be reached when we transmit over NZDSF
than over the standard-SMF. If we compare the two different RZ transmitters
we can observe that as in Section 5.3.1 the optimum power level is higher for
the 4 ps than for the 8 ps case. A maximum of 7 spans could be achieved for
the 4 ps RZ transmitter for a 2 dB sensitivity penalty while keeping the power
tolerance within a 3 dB margin. It is clear that for single channel transmis-
sion, a system designed considering the limitations observed in transmission
over standard-SMF will perform in general better if transmission is done over
NZDSF.
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5.4 Multi-span transmission with optical duobinary
modulation
Optical duobinary or PSBT was introduced in Section 3.4.2 as an effective
format which would allow to relax the dispersion margins in 40 Gb/s system
design. However, we mentioned as a disadvantage of this modulation format the
reduction in receiver sensitivity due to an increased zero level and a reduction
in the extinction ratio. On the other hand some of the dispersion tolerance is
related to the phase changes which appear in consecutive zeros and ones. It
would be expected that SPM will have a stronger influence in optical duobinary
than in NRZ modulation where the phase in not used. However, it seems that
the effect of SPM is similar for binary and optical duobinary modulation formats
[208]. We have investigated the sensitivity degradation and the SPM effect by
including a duobinary transmitter in the multi-span model described in the
previous sections. The duobinary transmitter uses the parameters described
previously in the chromatic dispersion investigation and are shown in Figure
B.2.
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Figure 5.14: Simulated performance for the multi-span transmission over standard-
SMF using optical duobinary modulation. a) Over 40 km spans. b) Over 80 km spans.
Results from simulations of duobinary modulation transmission over standard-
SMF are presented in Figure 5.14. If we compare them with the results obtained
for NRZ modulation, see Figure 5.3, we can observe a slightly worse performance
for optical duobinary. For spans of 40 km we are limited to a four span system
for a sensitivity penalty below 2 dB, with very tight power margin tolerances.
For spans of 80 km we can just allow for a two span transmission for 2 dB
penalty but with a power margin tolerance of 0 dB.
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It is interesting however to observe a small improvement in performance for
optical duobinary modulation when compared with NRZ in transmission over
NZDSF fibers. Results for optical duobinary transmission over 80 km spans
are presented in Figure 5.15 and should be compared to results presented in
Figure 5.3 b). A thorough experimental investigation is required in order to
verify these results.
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Figure 5.15: Simulated performance for the multi-span transmission over NZDSF
using optical duobinary modulation. a) Over 40 km spans. b) Over 80 km spans.
5.5 Design rules based on analytical approximations
of simulated results
In previous sections we have presented the limitations for a multi-span single
channel system induced by OSNR and SPM in the transmission over standard-
SMF and NZDSF for several modulation formats. The intention of this section
is to provide rules by means of simple formulas that can provide the designer
an idea of the limitations in the number of spans allowed for the different
transmitter configurations.
The OSNR evolution in a multi-span system can be directly related, see
Equation 5.4, to the insertion loss in the span, the amplifier noise figure, and
the number of spans in the link. On the other hand we can relate the OSNR to
the receiver sensitivity and estimate a necessary OSNR for a maximum admitted
sensitivity penalty in the link. This way we can express the maximum number
of spans allowed in a link Nmax for a given sensitivity penalty as:
10 · LogNmax = PL − L− F + 58−OSNRsens (5.12)
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It has been suggested in [206] that under the influence of SPM the product
of launched power into the transmission fiber and maximum number of spans
able to transmit is constant. Our approach is to limit the maximum number
of spans able to be reached at a certain launched power to those observed with
a sensitivity penalty of 2 dB. If we plot the couples ”power-maximum span
for 2 dB penalty” obtained from the simulated results of previous sections in
a logarithmic scale we observe a linear tendency which proves the suggested
principle.
As an example we observe the results obtained from simulations in the 40
km span case in transmission over standard-SMF for NRZ and RZ. The same
procedure can be applied to any other data set from the previous sections. We
have estimated the need of 28 dB of OSNR to induce a penalty of 2 dB in an
NRZ signal while for RZ it was 26 dB. We consider 17 dB of insertion loss in
the span from standard-SMF and DCF modules. The noise figure is 5 dB as in
simulations. Results can be observed in Figure 5.16.
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Figure 5.16: Design rules for 40 km transmission over standard-SMF for NRZ and
RZ.
All samples in the graph are from simulated results. The OSNR analytical
limitations are obtained following Equation 5.12. The SPM analytical limita-
tions are obtained from a fit of the results obtained from simulated data to a
linear relation between launched power and maximum number of spans. Please
notice that simulated results and analytical formulas fit well in the flanks but
not where OSNR and SPM predictions coincide providing an optimistic ap-
proximation. The equations which indicate the maximum number of spans for
a certain launched power are:
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for NRZ
10 · LogNmax = 8.7 − PL (5.13)
for 8 ps RZ
10 · LogNmax = 12.5 − PL (5.14)
for 4 ps RZ
10 · LogNmax = 15.5 − PL (5.15)
Also as suggested in [206] the equations for RZ can be grouped into a single
one dependent on the duty cycle DCy as
10 · LogNmax = 18.5 − 18.75 ·DCy − PL (5.16)
which allows to evaluate performance of a general RZ transmitter.
Interpreting results from the 80 km span case in transmission over standard-
SMF we have obtained very similar SPM analytical equations. For the OSNR
we have to consider that the amplifier used in the simulations is a double stage
EDFA with DCF as a middle section. In order to be able to use the same
expression for the OSNR limitations we can estimate [197] an effective noise
figure for this kind of amplifier FDC , that can be expressed as
FDC = F · (1 + ILDCF · PinA
PDCFin
) (5.17)
dependent on the insertion loss of the DCF module ILDCF , the power at the
input of the first stage amplifier PinA and the power at the input of the DCF
module PinDCF .
Following these recommendations simple rules can be obtained from the sim-
ulated results for all systems described in this chapter.
5.6 Summary
The optical power budget to be considered in the design of single channel trans-
mission systems will be dependent on the receiver sensitivity, the OSNR at the
receiver and the SPM induced distortion. The influence of OSNR and SPM
have been introduced providing a practical view of their origins and effects.
Their impact has been further investigated in a multi-span system by means of
simulations and verification in several experimental set-ups. As a success crite-
ria we allow systems to have a maximum sensitivity penalty of 2 dB. FEC or
Raman amplification are not considered in the following results. Investigations
have been carried out for NRZ, RZ and duobinary modulation formats, the
transmission fiber considered was standard-SMF and a general case of NZDSF.
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When considering NRZ as the modulation format and standard-SMF as the
transmission fiber we are seriously limited in the number of spans over which
we are able to transmit, simulations showed a maximum of 2 spans of 80 km
and 4 spans of 40 km. Experimentally we have verified the feasibility of 4 spans
of 40 km with sensitivity penalties below the 2.5 dB and of 2 spans of 80 km
plus an additional 40 km with a sensitivity penalty of 2 dB. Transmission over
NZDSF allows for a higher span count, simulations showed a maximum of 6
spans of 40 km and close to 3 spans of 80 km. Experimentally we were able to
verify the feasibility of a 3 span system with 80 km transmission fiber per span
with a penalty close to the 2 dB margin.
The increased tolerance of RZ modulation to SPM induced distortion has
been thoroughly investigated. It has been observed that higher optical powers
could be launched into the transmission fiber for RZ than for NRZ modulation.
This increased launched power allowed for a higher span count in the trans-
mission link. The reduction of SPM induced distortion is directly related to
the duty cycle of the pulses originated in the RZ transmitter. Shorter pulses
will disperse faster in the fiber inducing a reduction of their peak power and
consequently SPM induced distortion.
For a simulated 8 ps RZ transmitter and transmission over standard-SMF
fiber, we could reach 9 spans of 40 km or 4 spans of 80 km. Experimentally the
transmitter implemented had a 9 ps FWHM and allowed for transmission in a
5 span system with 80 km standard-SMF with Q levels of 17.5 dB equivalent to
BER in the 10−14 ratio. Optical power levels were kept at 2 dBm for launched
power into the standard-SMF and -3 dBm into the DCF modules.
For a simulated 4 ps RZ transmitter and transmission over standard-SMF
fiber we could achieve transmission over 11 spans of 40 km or 5 spans of 80
km for a sensitivity penalty below 2 dB. The transmitter implemented for ex-
perimental verification of the results used a 3 ps FWHM pulsed source. It was
possible to transmit over a total of 6 spans of 40 km each with a penalty of 1 dB
using higher optical power levels (4 dBm) than for NRZ modulation (0 dBm).
Similar improvement has been observed for RZ in transmission over NZDSF
fiber spans.
We have investigated the performance of optical duobinary in a multi-span
system by means of simulations. When compared to NRZ modulation optical
duobinary seems to perform slightly worse for transmission over standard-SMF
while a slight improvement in performance can be observed for transmission
over NZDSF.
Finally we have provided the system designer with a simple method to obtain
analytical design rules for the influence of OSNR and SPM in the maximum
number of spans allowed in the system for a certain launched optical power. The
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method has been verified in the comparison of NRZ and RZ for transmission
over standard-SMF over 40 km spans.
Chapter 6
40 Gb/s WDM system design
and experimental
investigations
It is the goal of this chapter to point out issues to be considered in the design of
WDM systems which can limit the number of channels being transmitted or the
distance over which we can transmit, other than those presented in the previous
chapters. Furthermore, we will present practical examples of implementation
of WDM systems analyzing their performance and limitations.
The chapter starts by investigating in Section 6.1 limitations induced by
linear crosstalk in a 100 GHz channels spaced WDM system for the different
modulation formats presented throughout the previous chapters: NRZ, RZ, and
optical duobinary. Moreover, a new modulation format is introduced, Carrier
Suppressed Return to Zero (CSRZ). We characterize CSRZ regarding linear
crosstalk, dispersion tolerance and multi-span single channel transmission.
Section 6.2 introduces two non-linear effects characteristic of WDM systems,
Cross Phase Modulation (XPM) and Four Wave Mixing (FWM). Their depen-
dence on channel spacing and fiber used in transmission is reviewed. We present
a practical investigation of their effects in a WDM system over standard-SMF
and a particular NZDSF.
Section 6.3 is dedicated to practical examples for long haul WDM systems.
We will describe a 400 km link consisting of 5 spans of 80 km standard-SMF,
where Raman amplification is used to keep the OSNR reaching the receiver
at the required level. We present a complete characterization of the set-up
regarding dispersion, OSNR and Raman amplification. Transmission in the
400 km link has been investigated for a 16 channel WDM system with 200 GHz
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channel spacing and a 32 channel with 100 GHz channel spacing providing an
aggregate capacity of 1.28 Tb/s.
In Section 6.4 we present an experimental investigation of a 160 km link with
40 km spans of standard-SMF and using Semiconductor Optical Amplifiers
(SOAs) as the in-line amplifiers. The span distance and use of SOAs are aimed
at a possible Metro WDM network scenario.
6.1 Channel spacing, linear crosstalk and modula-
tion formats in WDM systems
As it was introduced in Chapter 2 the main advantage of WDM system is the
ability to transport a number of high capacity signals between two distant points
over a single fiber. The limitations in the number of channels to be used in a
WDM system is mainly dependent on the optical bandwidth available in the
transmission link, the spacing between the channels and the optical bandwidth
required by each channel. The last two factors are generally defined by a single
parameter, the spectral efficiency S defined as:
S =
B
Sch
(6.1)
were B is the bit rate of the signal and Sch the spacing between the channels.
Traditional 10 Gb/s based WDM systems with 100 GHz channel spacing provide
for example a 0.1 bit/s/Hz spectral efficiency. Increasing the bit rate to 40 Gb/s
while keeping the channel spacing at 100 GHz will provide a 0.4 bits/s/Hz
spectral efficiency. Figure 6.1 presents the relation between the total capacity
of a WDM system, the channel spacing, the bit rate per channel and the total
number of channels in the system. Clearly 40 Gb/s systems have the potential
of providing higher capacity than 2.5 Gb/s or 10 Gb/s systems with a reduced
number of channels.
Increasing the bit rate by four induces a proportional increase in the signal
bandwidth and if channels are closely spaced optical filtering of each single
channel from the WDM signal becomes more complicated. Figure 6.2 presents
a comparison of the spectra observed for an 8 channel WDM signal using a 100
GHz grid channel spacing when transmitting either 40 Gb/s or 10 Gb/s per
channel. Clearly, optical filtering at the receiver is a more demanding process
in a 40 Gb/s WDM system than in a 10 Gb/s system.
Optimum filtering in a 100 GHz 40 Gb/s WDM system can be considered
as a compromise between crosstalk allowed between neighboring channels and
the effect of filtering out information contents of the signal. This compromise
will be dependent on the amplitude frequency response of the filter considered.
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Figure 6.2: Comparison of spectrum observed for 100 GHz grid between 10 Gb/s and
40 Gb/s signals. Modulation format NRZ.
Furthermore, the dispersion tolerances for a 40 Gb/s signal have been shown to
be small, in the order of ±70 ps/nm for NRZ modulation. Optical filters can
induce dispersion, reducing the effective optical pass-band or adding distortion
and penalty in case of signal-filter center wavelength misadjustment [42, 43, 44].
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The effect of dispersion in the bandpass of the filters is a clear limitation in the
cascadability of these components in optical networks [209]. Dispersion induced
in the filtering process has led to the characterization of filter performance not
by their amplitude frequency response optical bandpass but by the penalty
induced within the expected bandpass [210, 211].
Throughout the previous chapters we have introduced three modulation for-
mats which are candidates to be used in 40 Gb/s transmission systems: NRZ,
RZ and optical duobinary. Within this section we will characterize their per-
formance in a 100 GHz channel spacing as a function of optical filtering. Fur-
thermore, we introduce Carrier Suppressed Return to Zero (CSRZ) [212], a
new modulation format which can overcome some of the disadvantages that
traditional RZ presents in high spectral efficiency WDM systems.
6.1.1 NRZ, RZ and optical duobinary in dense WDM systems
We use a simple approach in the performance evaluation of high spectral ef-
ficiency systems using transmitters based on NRZ, RZ and optical duobinary
modulation (PSBT) formats. A schematic for the modelled set-up is shown in
Figure 6.3. Four channels are passively multiplexed at the desired frequency
spacing, each channel carrying different data content. One of the middle chan-
nels is filtered and its performance evaluated by measuring the receiver sen-
sitivity at a BER ratio of 10−12 in PIN based receiver. The electrical filter
at the receiver is kept constant for all the modulation formats and equal to
28 GHz. The optical filter is modelled with an amplitude frequency response
following first-order and second-order Gaussian shapes, also shown in Figure
6.3. These filtering functions can represent practical implementation of optical
filters [211, 213]. The filter performance of each modulation format is evaluated
as a function of the filter 3-dB bandwidth for both filter functions. The filter
bandwidth obtained from the simulation model can be related to the desired
dispersion-free bandwidth of a filter.
The results obtained when we use NRZ as the modulation format are pre-
sented in Figure 6.4. The four channel spectrum is shown as a reference for
comparison with the other modulation formats. A penalty of 0.5 dB is observed
in the optimum setting compared to the single channel performance. Even when
we increase the channel spacing to 200 GHz this penalty is observed. There is a
reasonable range of the filter bandwidth over which we obtain a penalty below
1 dB. The second-order filter has a steeper amplitude response function and
its effect can clearly be felt as a fast increase in the sensitivity penalty in the
narrow-bandwidth area. When we reach the 30 GHz bandwidth we observe a 4
dB penalty from filtering out part of the information of the signal. On the other
hand the steep response of the second-order filter induces less distortion in the
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Figure 6.3: Schematic of set-up used in the simulations of four channel optical multi-
plexing for NRZ, RZ and optical duobinary. The two different filters used , first-order
and second-order Gaussian shaped, are shown for reference (50 GHz 3 dB bandwidth).
broad-bandwidth area. The results indicate that filter designers are granted
with high tolerances when we use NRZ as a modulation format in 100 GHz
spacing 40 Gb/s WDM systems.
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system, NRZ modulation. a) Sensitivity penalty as a function of 3-dB filter bandwidth.
b) Simulated frequency spectrum of the 4 channel WDM signal with NRZ modulation,
Resolution bandwidth 0.1 nm.
The transmitter used for the RZ investigation uses an 8 ps pulsed source.
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This transmitter proved to provide improved performance in the single span
investigation presented in Chapter 5 compared to NRZ modulation. As the
spectral-width of an RZ modulated signal is inverse proportional to the width
of the pulses used we would expect that narrower pulses would perform even
worse than the case under study. The sensitivity penalty as a function of filter
bandwidth is shown in Figure 6.5. We observe a minimum penalty of 1.5 dB
when using the second-order filter for a 70 GHz bandwidth in a 100 GHz channel
spacing system. The penalty is increased to 2 dB when using the first-order
type at an optimum bandwidth of 40 GHz. As with NRZ a residual penalty
is observed even when we increase the channel spacing to 200 Ghz. There was
a 2.5 dB sensitivity improvement for the 8 ps RZ transmitter when compared
to NRZ, please notice that all sensitivity penalties are presented compared to
the back-to-back performance of the transmitter being studied. The 4 channel
spectrum is also included in Figure 6.5 and clearly shows how tight the channels
are packed in comparison to the NRZ situation.
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WDM system, 8 ps RZ modulation. a) Sensitivity penalty as a function of 3-dB filter
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The PSBT transmitter follows the implementation described in Section 3.4.2.
The receiver sensitivity in the back-to-back configuration of the PSBT trans-
mitter is reduced by 1 dB compared to the sensitivity of the NRZ transmitter.
The 4 channel spectrum can be observed in Figure 6.6 b). The PSBT modula-
tion shows no carrier. The spectral reduction obtained in the PSBT transmitter
can be clearly related to the reduced sensitivity penalty observed in the filter-
ing results presented in Figure 6.6 a). A negative penalty is even observed for
filter bandwidths within the 30 GHz to 80 GHz 3-dB bandwidth range. This
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negative penalty induced in the filtering has been used in [214] for example to
allow for an improvement in resistance of the PSBT modulation to SPM.
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Figure 6.6: Filter bandwidth and shape influence in a 100 GHz spacing 40 Gb/s WDM
system, PSBT modulation. a) Sensitivity penalty as a function of 3-dB filter band-
width. b) Frequency spectrum of the 4 channel WDM signal with PSBT modulation,
Resolution bandwidth 0.1 nm.
This proves the significant advantage of optical duobinary modulation in rela-
tion to the spectral efficiency which has allowed practical implementation of 75
GHz channel spaced 40 Gb/s WDM systems [215] providing a spectral efficiency
of 0.53 bits/s/Hz. Demonstrations of higher spectral efficiency systems using
other modulation formats make use of un-even channel spacing and vestigial
side-band filtering [216] yielding 0.64 bits/s/Hz or optical pre-filtering followed
by polarization multiplexing of odd/even channels [217, 218, 219] achieving 0.8
bits/s/Hz.
6.1.2 Carrier Suppressed Return to Zero
We have demonstrated, see Section 5.3, how RZ modulation is an effective
modulation format regarding multi-span transmission. On the other hand,
RZ modulation presents limitations regarding dispersion tolerance, see Section
4.4.1, and spectral efficiency. We present in this section a modulation format,
CSRZ, that while maintaining the efficiency in multi-span transmission of RZ
improves the spectral efficiency.
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Implementation of a CSRZ transmitter
The CSRZ transmitter is generally implemented with a double stage Mach-
Zehnder modulator. An illustration of the classical implementation is shown in
Figure 6.7 a).
EMUX
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Clock
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Figure 6.7: Illustration of the implementation of a CSRZ transmitter. a) Building
blocks. b) Pulse generation from a 20 GHz electrical signal. c) Example from a practical
implementation: 40 GHz pulse signal, 40 Gb/s CSRZ eye diagram and spectrum.
EMUX: Electrical multiplexer.
The first stage generates the 40 GHz pulsed signal while the second mod-
ulator adds the information creating the 40 Gb/s CSRZ signal. The 40 GHz
pulse signal is originated from a 20 GHz clock signal driving the modulator
with 2 ·Vpi voltage and bias at Vpi as shown in Figure 6.7 b). The pulses have an
alternate 0,pi phase shift and duty cycle of 66 %. As an example we can observe
in c) a typical eye diagram and spectrum from a practical implementation. The
spectrum is very characteristic with two carriers separated 40 GHz, generated
by the 20 GHz modulation. The signal presented in this example had an ex-
tinction ratio of 16 dB. A 40 Gb/s CSRZ integrated transmitter where CW
laser source and the two stage modulator were included in the same package
has been demonstrated in [220].
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CSRZ in a 100 GHz channel spaced WDM system
We have modelled the CSRZ transmitter and used the same procedure as de-
scribed in Section 6.1.1 to evaluate how CSRZ performs in a 100 GHz WDM
system. Results of the investigation are shown in Figure 6.8. We can clearly
keep the same penalty levels as when using NRZ modulation and even the same
type of margins when using the second-order Gaussian filter. It is important to
remember that we also obtain a sensitivity improvement with CSRZ in compari-
son to NRZ. For the simulations presented here it was a 2 dB improvement. The
spectrum for the 4 channel WDM system with 100 GHz spacing clearly shows
an improvement if it is compared to the one obtained from the RZ transmitter
in Figure 6.5.
0
1
2
3
4
5
6
7
20 40 60 80 100 120 140
Se
n
si
tiv
ity
 
pe
n
a
lty
 
(d
B)
 
Filter  bandwidth  (GHz)
2nd  order  gaussian  100  GHz
1st  order    gaussian  100  GHz
1st  order  gaussian  200  GHz
a) b)
Po
w
e
r 
(dB
m
)
Frequency  (GHz)  relative  to  192.7  THz
Figure 6.8: Filter bandwidth and shape influence in a 100 GHz spacing 40 Gb/s
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Dispersion tolerance of a CSRZ transmitter
The dispersion tolerance of CSRZ modulation format has been compared by
means of simulations to a 12 ps RZ transmitter. The sensitivity penalty as a
function of dispersion for both modulation formats is shown in Figure 6.9. Re-
sults presented are after comparison to their respective back-to-back sensitivity
and using a PIN based receiver.
The 1 dB penalty margin is slightly higher when using the CSRZ modulation
format allowing for a tolerance of ±45 ps/nm. However the tolerance for CSRZ
is still below the dispersion tolerance observed for PSBT or NRZ modulation.
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CSRZ in a multi-span single wavelength system
We follow the single channel multi-span investigation presented in Chapter 5
to analyze the performance of CSRZ in comparison to RZ, NRZ and optical
duobinary modulation formats. The results of the investigation of transmission
over standard-SMF are presented in Figure 6.10.
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Figure 6.10: Simulated performance for the multi-span transmission over standard-
SMF using CSRZ transmitter. a) 40 km spans, b) 80 km spans.
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The performance of CSRZ over a multi-span system is comparable to the case
of an 8 ps RZ transmitter, see Section 5.3. We are able to transmit over 10 spans
of 40 km and 4 spans of 80 km standard-SMF with sensitivity penalties below
2 dB. The optimum launched power levels are lower for the CSRZ modulation,
around 0 dBm in the 40 km span case and 2 dBm in the 80 km study.
6.2 Non-linear crosstalk in WDM systems
The goal of this section is not to provide a complete detailed insight into the
complex topic of non-linearities in WDM systems but to illustrate with a few
examples, their influence and characterization.1 We will initiate this section
by introducing briefly the two main sources of non-linear cross-talk in WDM
systems; Cross-Phase Modulation (XPM) and Four Wave Mixing (FWM). The
second part of the section will present a practical example of measurement of
FWM and XPM effect in a WDM system.
6.2.1 Cross phase modulation and four wave mixing
Self Phase Modulation was defined, see Section 5.1.3, as the self-induced non-
linear phase shift by a single channel at high power levels due to the non-linear
refractive index. In a WDM system the nonlinear phase shift observed in a
specific channel is dependent on the power of all the other channels. This effect
is named Cross Phase Modulation. As with SPM, XPM is linked to dispersion
in a complex way [222]. Dispersion induces signals at different wavelengths to
travel at different speeds. In a WDM system, signals corresponding to different
channels will be moving from each other in time, avoiding constant interac-
tion of a fixed pattern over a long period. In addition, dispersion broadens
the pulses reducing peak powers and consequently non-linear effects. On the
other hand, dispersion is responsible for conversion of the phase modulation
into amplitude distortion. XPM can be analyzed in the time domain using a
pump-probe measurement set-up, where a modulated signal (pump) generates
a copy of the information in the probe. The amplitude of the observed distor-
tion is directly related to the XPM. It has been experimentally demonstrated
that XPM is stronger in NZDSF than in standard-SMF fibers [57, 222] and
that it is considerably reduced when using dispersion compensation [57, 223].
XPM is directly related to the channel spacing, generally the distortion induced
by XPM increases for a reduced channel spacing. A final consideration is the
fact that the intensity of the XPM distortion is dependent also on the relative
1The reader is suggested to look into reference [221] for a complete presentation of non-
linear effects in WDM systems.
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polarization of the signals, being maximum for co-polarized signals.
Four wave mixing originates from the beating between light at different fre-
quencies and manifests itself by generation of new wave at new frequencies. If
three components co-propagate at frequencies f1, f2 and f3, nine new waves
are generated at frequencies [f4..fn..f9] such that
fn = fi + fj − fk (6.2)
where i, j, k = 1, 2, 3 with j 6= k [201].
In an equally spaced WDM systems the generated wavelengths fall right in
the frequencies allocated for other channels inducing crosstalk directly . The
efficiency of the four wave mixing is directly related to the channel spacing,
the dispersion of the fiber and the effective area (EA). Narrow channel spacing,
and fibers with low dispersion and low effective areas will induce high power
crosstalk levels. Following the description presented in [56] we have calculated
the expected relative crosstalk levels for four different fiber types when two
channels are transmitted with 1 mW over 100 km of fiber. Results are shown
in Figure 6.11 using the following fiber parameters: dispersion 17 ps/nm · km
and EA of 80 µm2, dispersion 6 ps/nm · km and EA of 63 µm2, dispersion
3 ps/nm · km and EA of 50 µm2 and dispersion 1 ps/nm · km and EA of 50
µm2. These results are intended to provide a reference for the influence of the
dispersion, effective area and channel spacing in the FWM process.
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Figure 6.11: Crosstalk levels induced by FWM in different fiber configurations as a
function of channel spacing. Following [56].
For example, crosstalk is increased by close to 10 dB when we change the
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dispersion of the fiber from 17 to 6 ps/nm · km while keeping the same channel
spacing for channel spacing above 50 GHz. It is important to consider that
crosstalk terms will be added as a function of the number of channels in the
WDM system. For example in a system with four channels we should observe
already addition of three crosstalk terms in two of the channels. Crosstalk in-
duced by FWM can be considered as interference crosstalk, a sensitivity penalty
of 1 dB should be expected for a level of interference crosstalk of -20 dBm
[224]. A method used to avoid crosstalk from FWM generated products and in-
cluded in ITU standards [15] is to use a non-equal channel spacing between the
transmitted signals inducing the crosstalk to fall at non-used frequencies. This
method however reduces the spectral efficiency and increases the complexity of
the system.
6.2.2 16 channel WDM system with 100 GHz channel spacing
The experimental transmission set-up presented in Figure 5.6 has been up-
graded to a WDM system. Transmission fiber is standard-SMF, and DCF
modules compensate for the slope of dispersion over a broad wavelength range.
We multiplex passively 16 CW co-polarized sources placed in a 100 GHz grid.
All channels are NRZ modulated at 40 Gb/s using a single Mach-Zehnder mod-
ulator. Channels are placed following the ITU grid [15] between 1548.51 nm
to 1560.61 nm. Initially we set power levels for all channels at the input of
standard-SMF and DCF modules within the optimum ranges obtained from
the single wavelength investigation presented in Section, 5.2.1. The non-flat
gain of the in-line amplifiers induces a spreading of the power levels which was
tried to keep within small values to avoid OSNR limitations and SPM distor-
tion. The range of power levels being transmitted at the different positions of
the system are shown in Table 6.1.
Position in the systems Maximum power Minimum power
[dBm] [dBm]
1st span SMF 2 -1
1st DCF -4.6 -6.9
2nd span SMF 1 -1.2
2nd DCF -4.4 -5.5
3rd span SMF 0.15 -1
Table 6.1: Maximum and minimum optical power levels launched at the different
positions of the 200 km standard-SMF link.
The in-line amplifiers induced a slight gain tilt which was corrected by pre-
equalizing the power levels at the transmitter. Spectra at the input of the link
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and after 200 km standard-SMF transmission are shown in Figure 6.12. We
can observe at lower power levels the channel assigned for clock transmission
and used at the receiver.
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Figure 6.12: Results from the experimental investigation of transmission of 16 WDM
channels over 200 km of standard-SMF for 100 GHz channel spacing and 40 Gb/s NRZ
modulation. Q factor after transmission is evaluated for all 16 channels. Eye diagrams
for four specific channels are shown. Optical spectra are observed at input to first span
and output of the link. Spectra are taken with a 0.5 nm resolution bandwidth. Eye
diagrams horizontal scale 10 ps/div.
The Q value was evaluated for all 16 channels with worst channel providing
a Q of 16.74 dB equivalent to 3 · 10−12. Eye diagrams are shown for some of
the channels as a reference. Due to the slope compensating characteristics of
the DCF modules, see Figure 5.6, there was no need for fine tuning dispersion
for any channel at the receiver. We evaluated the presence of FWM terms by
turning off channel number 9 and evaluated the spectrum at the output of the
200 km link, see Figure 6.13 a). No signs of FWM can be observed, however the
FWM term could be buried within the ASE noise. In order to avoid ASE we
observed the spectrum after transmission over the first 40 km standard-SMF,
see Figure 6.13 b). We needed to increase the average power per channel to 4
dBm in order to observe a FWM term present -37.5 dB below the neighboring
channels.
In order to evaluate the effect of XPM and FWM in a quantitative way
the optical power level per channel launched into the standard-SMF fiber was
increased and decreased simultaneously for all spans compared to the values
presented in Table 6.1. Power levels launched into the slope compensating-DCF
6.2.2 16 channel WDM system with 100 GHz channel spacing 129
-60
-50
-40
-30
-20
-10
1535 1540 1545 1550 1555 1560 1565 1570
FWM_200km
Power  (dBm)  for  200  km  16  WDM  show ing   no  FWM  effect
Po
w
er
 
(d
B
m
)
Wavelength  (nm)
-60
-50
-40
-30
-20
-10
0
1540 1545 1550 1555 1560 1565
Power  (dBm)
Po
w
er
 
(d
B
m
)
Wavelength  (nm)
a) b)
No  FWM  observed FWM  observed
Figure 6.13: FWM in a 16 channel 100 GHz spacing WDM 40 Gb/s NRZ signal
in transmission over standard-SMF. a) 200 km link, signal powers kept within -1 to
2 dBm into the standard-SMF and -4.5 to -7 dBm into the slope-DCF modules. b)
Single 40 km span increasing power levels to 4 dBm per channel launched into the
standard-SMF. Spectra are taken with a 0.1 nm resolution bandwidth.
are kept constant. If performance is limited by OSNR, increasing the power
levels will provide an improved performance. If performance is deteriorated for
increased power levels, distortion can be considered to be induced by SPM,
XPM and FWM. Results from this investigation are presented in Figure 6.14.
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Figure 6.14: Investigation of the combined effect of XPM and FWM in a 16 channel
100 GHz spacing 40 Gb/s NRZ WDM signal in transmission over standard-SMF. The
power launched into each standard-SMF transmission fiber is changed while keeping
equal power levels at the slope compensating-DCF modules.
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Optimum power levels are observed to be within the -2 to 0 dBm. If we
consider that for single channel optimum power level was below 1 dBm, it
seems that XPM and FWM do not induce serious additional distortion to the
WDM system. We can conclude that expansion of a single channel using NRZ
modulation to a 100 GHz spaced WDM system has been demonstrated and that
power levels could be kept within the single channel optimum values without
signs of XPM or FWM. It is important to underline that all channels launched
into the transmission fiber in the experimental investigation are co-polarized
which should emulate a worst case situation.
Finally as a reference we present a simple characterization using the NZDSF
transmission fiber used in the experimental investigation of Section 5.2.2. This
results should be compared to those shown in Figure 6.13. The dispersion of
the NZDSF fiber was measured to be 3.5 ps/nm · km at 1550 nm. We use in
this case only 8 channels at 100 GHz, and the optical power launched into the
fiber is 4 dBm per channel. When channel 5 is switched off a FWM tone can
be clearly observed, the power of the tone relative to the neighboring channels
has now increased to -30 dB.
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Figure 6.15: FWM in a 8 channel 100 GHz spacing 40 Gb/s NRZ WDM signal
in transmission over NZDSF. Single 40 km span increasing power levels to 4 dBm
per channel launched into the NZDSF. Spectra are taken with a 0.1 nm resolution
bandwidth.
These results clearly demonstrate the expected increase in crosstalk levels in
NZDSF due to FWM for high optical power launched per channel in a WDM
system. The limitations will be different for each type of fiber and should be
6.3 Long haul WDM transmission over 400 km standard-SMF 131
carefully investigated for each case.
6.3 Long haul WDM transmission over 400 km standard-
SMF
In this section we will present transmission characterization of different imple-
mentations of a 40 Gb/s WDM system in a 400 km link using standard-SMF.
The first example will characterize a 16 channel system with 200 GHz chan-
nel spacing using CSRZ as the modulation format. The second one, will show
an upgrade to a 32 channel system also using CSRZ. These transmission ex-
periments have been carried out in collaboration with Quang Nghi Trong Le
(Industrial Ph.D. with OFS Fitel Denmark I/S & Research Center COM ).
6.3.1 16 channels at 200 GHz channel spacing using CSRZ
The 400 km link consisted of 5 spans of 80 km standard-SMF. Average inser-
tion loss for an 80 km span was 17 dB. Slope compensation modules matched
to the transmission fiber were used for chromatic dispersion compensation. Av-
erage insertion loss for the slope dispersion compensation modules is 6.5 dB.
These modules are designed to compensate dispersion for 80 km standard-SMF.
Moreover, Raman amplifiers were used every other span in order to keep an ap-
propriate OSNR level reaching the 40 Gb/s receiver. The receiver is based on
OTDD, further details on its implementation are presented in Appendix C. A
schematic of the transmission set-up is presented in Figure 6.16. The total
PMD of the link, calculated from data provided for the fiber spools, S-DCF
and amplifiers was below 3 ps.
16 CW co-polarized lasers are multiplexed passively in a polarization main-
taining combiner and amplified via a polarization maintaining EDFA. All chan-
nels keep the same polarization at the input of the first modulator of the 40
Gb/s CSRZ transmitter. The CSRZ transmitter is implemented following the
method described in Section 6.1.2. The 16 channels are situated at the ITU grid
defined in [15] between wavelengths 1535.82 nm and 1559.79 nm. The LiNbO3
Mach-Zehnder modulator used for generating the 40 GHz pulsed signal is a
single drive X-cut modulator, kindly provided by Corning-OTI. The modulator
used for the data is a dual-drive Z-cut. Odd spans comprise a slope compen-
sating DCF (S-DCF) module directly following the standard-SMF transmis-
sion fiber, a backwards Raman pumping scheme using the S-DCF as the gain
medium and the first stage of a commercial Tellabs EDFA (MA-OFA). Even
spans are build with the S-DCF in the middle section of a MA-OFA. Two
of the Raman pumps used in the experimental investigation and the S-DCF
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Figure 6.16: Schematic of the 40 Gb/s CSRZ WDM transmission set-up used in
the 400 km standard-SMF link experimental investigations. PM: Polarization Main-
taining, S-DCF: Slope Dispersion Compensation Fiber, MA-OFA: Mid Access Optical
Fiber Amplifier. The 16 channels are situated at the ITU grid defined in [15] between
wavelengths 1535.82 nm and 1559.79 nm. The 40 Gb/s Rx is based on OTDD.
modules were kindly provided by OFS-Fitel. Measured values of the chromatic
dispersion of the different spools of standard-SMF and S-DCF modules used
were provided by OFS-Fitel and allowed to calculate the chromatic dispersion
throughout the link. In Figure 6.17 we can observe the calculated evolution of
chromatic dispersion in the system as a function of wavelength, the length of
the S-DCF modules is included in the distance calculation. We can clearly ob-
serve how the spreading of chromatic dispersion over wavelength after each 80
km of standard-SMF is effectively compensated by the slope of the dispersion
in the S-DCF modules. The residual chromatic dispersion after the 400 km link
varies from -15 ps/nm at 1530 nm to +40 ps/nm at 1565 nm.
We should recall now the discussion presented in Section 3.2.3. We can ob-
serve that in an experimental situation where we have specially designed the
S-DCF modules to match the transmission fiber we still have a residual chro-
matic dispersion, which is very close for some channels to the tolerance limit for
CSRZ presented in Figure 6.9. Any realistic case will without doubts introduce
more uncertainties in the design than this experimental situation indicating
that we would benefit very much from a tunable dispersion compensator for
long haul WDM transmission.
Due to the smaller effective area of the dispersion compensation fiber which
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Figure 6.17: Calculated chromatic dispersion as a function of transmission distance
and wavelength in the 400 km link using standard-SMF and slope compensating DCF
modules. The length of the S-DCF modules is included in the distance calculation.
Data for each 40 km standard-SMF and S-DCF modules were kindly provided by
OFS-Fitel. The graph at the right shows the residual dispersion distribution over
wavelength for each span.
induces a higher non-linear coefficient, see Equation 5.7, Raman amplification
is more effective when using the S-DCF modules as the gain medium [199]
than standard-SMF. Three different Raman pump configurations were used
to provide Raman amplification in the S-DCF modules. The Tellabs module
consisting of four pumps with 125 mW optical power per pump, wavelengths
1423 nm, 1435 nm, 1445 nm and 1455 nm.2 The OFS-A consisted of two
pumps, the first at 1465 nm providing 200 mW and the second one at 1436 nm
providing 150 mW. The OFS-B consisted of three pumps with 250 mW optical
power per pump, two placed at 1465 nm and one at 1437 nm. The amplification
provided by the pumps when the S-DCF modules are used as the gain medium
was characterized by the on-off gain and the effective noise figure Feff . The
effective noise figure of the Raman amplification process is a reference value,
which indicates the noise figure of an EDFA that should be placed instead of the
Raman amplifier to provide the same gain and ASE noise. The effective noise
figure of a Raman amplifier can be directly calculated [225] by measuring the
on-off gain Gon−off , and ASE level at the output of the Raman pump PASEout
in a certain resolution bandwidth Bo, see Appendix E for details on the origin
2This module was designed and implemented by Ahmed Junaid Omer within the Master
Thesis project ”Multiwavelength backward pumped Raman optical amplifier” in a collabora-
tion between Research Center COM and Tellabs.
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of this expression.
Feff =
1
Gon−off
· (PASEout
hνBo
+ 1) (6.3)
The experimental set-up used for the measurement of the on-off gain and
the effective noise figure of the Raman amplifiers is presented in Figure 6.18
together with the measured spectra in on and off situations when using the
OFS-B pump. We use a WDM signal consisting of 16 modulated signals as the
input and we measure the on-off gain and ASE power in the first span of the
400 km link. In the presented example we could also measure that on-off gain
induced in the S-DCF was 12 dB, while 8 dB were induced in the standard-SMF
span, resulting in a total gain in the order of 20 dB. Measured on-off gain and
Feff for all the Raman pumps in the same characterization set-up are presented
in Table 6.2 for channel 1 (1535.82 nm) and channel 16 (1559.79 nm).
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Figure 6.18: Illustration of experimental set-up used in the measurement of Raman
on-off gain and effective noise figure. The example shows spectra with pumps on and off
when using the OFS-B configuration. Resolution bandwidth 0.1 nm. The signal used
in the characterization consists of 16 WDM channels with CSRZ as the modulation
format.
Spectra at input to the first transmission span and output from last Raman
pump, positions numbered 2 and 18 in Figure 6.16, are shown in Figure 6.19.
From the measured spectra we can deduce the optical signal to noise ratio
at the input to the first span and output of the 400 km link, see Figure 6.20
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Raman pump On-Off gain (dB) Feff (dB)
1535.82 nm 1559.79 nm 1535.82 nm 1559.79 nm
Tellabs 13.1 12 0.8 0.3
OFS-A 13.1 14.4 0.2 -2.3
OFS-B 20.8 20.6 0.4 -1.3
Table 6.2: On-off gain and effective noise figure of Raman amplification provided by
the different Raman pumps used.
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Figure 6.19: Spectra at input of first transmission span and output from the last span
for a 16 wavelength WDM system in a 400 km standard-SMF link using 40 Gb/s CSRZ
transmitters, at positions 2 and 18 respectively in Figure 6.16. CSRZ is the modulation
format used. Resolution bandwidth 0.1 nm. Vertical scale: 5 dB/div.
b). The sensitivity penalty as a function of the OSNR degradation has been
evaluated in a single channel CSRZ transmission set-up, see Figure 6.20 a). The
OSNR is deteriorated by varying the input power into an EDFA. In a single
channel situation we need to be above 28 dB of OSNR to avoid penalties higher
than 2 dB.
Eye diagrams are shown in Figure 6.21 for four channels in two situations.
First directly after the transmitter and second, after the 400 km standard-SMF
link. Eye diagrams after transmission are open and show no clear signs of
distortion.
Maximum and minimum optical power levels launched into the transmission
fiber and the S-DCF modules (when placed in the MA-OFA) are presented in
Table 6.3. These optical power levels were measured when optimum perfor-
mance of the system was achieved. We can observe how the difference between
maximum and minimum optical power within the 16 channels increases as a
function of the spans passed in the link. This is mainly due to the fact that the
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Figure 6.20: a) Set-up (upper schematic) and sensitivity penalty measured as a func-
tion of OSNR (lower graph) in a single channel 40 Gb/s CSRZ measurement set-up.
The OSNR deterioration is induced by reducing the input power into an EDFA induc-
ing high ASE. b) OSNR measured at input of first transmission span and output from
the last span for a 16 wavelength WDM system in a 400 km standard-SMF link as
presented in Figure 6.16.
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Figure 6.21: Eye diagrams observed directly at the input to the first span and after
transmission over 400 km standard-SMF link. System comprises 16 channels at 40
Gb/s using CSRZ modulation, see Figure 6.16 for details. Vertical scale: 424 µm/div,
Horizontal scale: 12.5 ps/div.
double stage amplifiers are designed with opposite gain tilt curves in the first
and second sections of the MA-OFA. These gain curves cancel out when used
combined providing a low Gain Non Uniformity (GNU). As we only used the
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first section in three of the spans we obtained a higher GNU than we would
have desired. Furthermore, Raman amplification induces also a wavelength
dependent gain.
Optical power launched [dBm]
Span number Standard-SMF S-DCF
Maximum Minimum Maximum Minimum
1 0.5 -2.5
2 2.5 -1 0 -5
3 4.2 0.2
4 3.7 0.2 1.6 -3.5
5 5.6 1.6
Table 6.3: Maximum and minimum optical power levels launched into the transmission
fibers in the 16 wavelength WDM system transmission experiment over a 400 km
standard-SMF link, as presented in Figure 6.16.
Finally, the performance has been evaluated by measurements of BER and
sensitivity penalty compared to the back to back WDM configuration. This
means that we include in the reference measurement the 0.5 dB sensitivity
penalty (compared to the single channel performance) induced by the filtering
process. Figure 6.22 a) shows the BER as a function of the power at the
receiver for the back-to-back WDM configuration, after 4 spans and after 5
spans in transmission over the full 400 km link. The channel measured is the
one situated at 1550.12 nm. There is a 3 dB penalty observed after 5 spans at
a BER of 10−10. We can observe how the slope of the BER curves has tilted
indicating a noise induced penalty.
Another way of evaluating the performance of an optical transmission system
is by fixing a target BER and observing the variation of the power needed at
the receiver to reach the target. Measurement of power needed at the receiver
to reach a BER of 10−10 for the channel situated at 1550.12 nm is presented in
Table 6.4 as a function of the position in the system. It should be observed how
the relative increments in the required power grow with the number of spans
transmitted. Sensitivity penalty has been evaluated after four spans and in the
complete link for three other channels situated at wavelengths: 1545.27 nm,
1554.95 nm and 1559.79 nm. We are limited to measurements above 1545 nm
by the experimental implementation of the OTDD based receiver, see Appendix
C for further details. Measurements are presented in Figure 6.22 b). We can
observe that average penalty within the wavelengths measured is in the order
of 3 dB.
It is important to notice that even though some channels were launched with
relatively high optical power levels into the transmission fiber we did not observe
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Figure 6.22: BER versus received power measured for the channel situated at 1550.12
nm in the 16 wavelength WDM system transmission experiment over a 400 km
standard-SMF link, as presented in Figure 6.16. CSRZ is used as the modulation
format. Measurements are shown for the back-to-back WDM situation, after four
spans and for the full 400 km link. b) Sensitivity penalty measured for 4 channels.
Position in link BER Power at Rx [dBm]
BtB 6.6 · 10−11 -16.5
1st span 1.1 · 10−10 -16.5
2nd span 1.7 · 10−10 -16
3rd span 1.5 · 10−10 -15.5
4th span 2 · 10−10 -14.5
5th span 1.6 · 10−10 -13.5
Table 6.4: Evolution of power needed at the receiver to keep a constant BER of
10−10 as a function of the spans travelled in the system in the 16 wavelength WDM
system transmission experiment over a 400 km standard-SMF link. CSRZ is used as
the modulation format.
signs of XPM or FWM in transmission. It has been indicated in [226] that
CSRZ increases tolerances to XPM and FWM, optical power levels per channel
as high as 3 dBm could be transmitted over NZDSF transmission fibers in an
eight channel WDM experiment. This indicates that higher power levels than
3 dBm could be sent over standard-SMF. However, we also observed that in
single channel multi-span transmission over standard-SMF, see Figure 6.10, the
optimum power level was in the 2 dBm range.
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6.3.2 32 channels at 100 GHz channel spacing using CSRZ
We double the number of channels by interleaving a second set of 16 CW co-
polarized lasers. All 32 channels are modulated in a single CSRZ transmitter
providing an aggregate capacity of 1.28 Tb/s. The 32 channels are situated at
the ITU grid defined in [15] between wavelengths 1535.82 nm and 1560.60 nm.
The implemented system provides a spectral efficiency of 0.4 bits/s/Hz. The
transmission link set-up is kept as presented in Figure 6.16, and described in
Section 6.3.1. Spectra at the input to the first span and output from the last
span are shown in Figure 6.23. We can clearly observe in the output spectrum
the effect of gain tilt and shaping from the first section MA-OFA. The OSNR
ratio at the output of the last span is still kept within the 25 dB area for most
of the channels.
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Figure 6.23: Spectra at the input of the first transmission span and output from
the last span, positions 2 and 18 respectively in Figure 6.16, for a 32 wavelength
WDM system in a 400 km standard-SMF link using CSRZ as the modulation format.
Resolution bandwidth 0.1 nm.
Maximum and minimum optical power levels launched within the 32 channels
are shown in Table 6.5. In some of the spans we were limited by the saturation
power of the first section of the MA-OFA and maximum optical power levels per
channel are generally reduced. We can also observe that the power spreading
has increased mainly induced by the fact that channel number 4, placed at
1538.18 nm is placed at the minimum gain of the first section of a MA-OFA
and is not compensated by the second section in three amplifiers.
The evolution of the average power throughout the link at the positions
marked with numbers in Figure 6.16 is presented in Figure 6.24. We can clearly
observe the reduction in span insertion loss allowed by the Raman amplifiers
stages. When the Raman pumps were turned on the OSNR was improved by
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Optical power launched [dBm]
Span number Standard-SMF S-DCF
Maximum Minimum Maximum Minimum
1 1 -4.5
2 2.3 -4 -0.5 -6
3 3.5 -3.5
4 2 -5.7 1 -6.3
5 5 -2.7
Table 6.5: Maximum and minimum optical power levels launched into the transmission
fibers in the 32 channel 40 Gb/s CSRZ WDM system transmission experiment over a
400 km standard-SMF link, as presented in Figure 6.16.
3 to 5 dB (wavelength dependent) compared to the off situation.
-5
0
5
10
15
20
0 5 10 15 20T
o
ta
l a
v
e
ra
ge
 
po
w
er
 
(d
B
m
)
Position   in   the  system
Figure 6.24: Evolution of the average power levels throughout the link at specific
positions in the 32 channel 40 Gb/s CSRZ WDM transmission experiment over a 400
km standard-SMF link. Positions indicated correspond to those marked in Figure 6.16.
Eye diagrams for 12 channels out of the 32 are shown in Figure 6.25. We
can observe a certain degradation in some of the eyes, for example channel 32
corresponding to wavelength 1560.61 nm, with signs of accumulated noise if we
compare them to those presented in Figure 6.21.
An origin of the deterioration in the 32 channel set-up is the not optimized
filtering at the receiver. The filter used at the receiver for channel selection has a
3 dB bandwidth of 0.55 nm and a 20 dB bandwidth of 1.54 nm, which indicates
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1535.82  nm 1540.56  nm 1550.12  nm
After  407  km  SMF
1554.94  nm 1559.79  nm
1536.6  nm 1541.35  nm 1550.17  nm 1555.75  nm 1560.61  nm
Figure 6.25: Eye diagrams observed directly in the 32 channel WDM experiment after
transmission over 400 km standard-SMF link using CSRZ as the modulation format.
Horizontal scale: 12.5 ps/div, vertical scale: dependent on wavelength.
a wider shape than a first order Gaussian filter. The crosstalk levels when
filtering the 32 channel CSRZ WDM signal was as high as -15 dB introducing
a penalty of 1.25 dB when comparing the back to back situation with the 16
channel CSRZ WDM signal. In Figure 6.26 we can observe the difference in
crosstalk levels when filtering at the receiver a 100 GHz channel spaced NRZ (a)
and CSRZ (b) WDM signal. For the NRZ signal, the crosstalk level is reduced
below the -20 dB level. By proper design of the receiver filter we could obtain
a reduction of the crosstalk levels and improvement in the CSRZ back-to-back
sensitivity allowing for higher margins in the link.
Finally, performance has been evaluated by means of BER measurements.
Figure 6.27 a) shows the BER as a function of power at the receiver for the
back-to-back situation and after the 400 km transmission.
Sensitivity penalty after transmission over the 400 km link in the 32 channel
WDM case has now increased to 3.5 dB for the measured channel at 1555.75
nm. Sensitivity penalty at BER of 10−10 is shown in b) for 7 other channels. An
average penalty of 4 dB was observed with a minimum of 2.7 dB and a maximum
of 4.9 dB. We are again limited by the receiver set-up to measurements above
the 1545 nm channel, see Appendix D for further details. These penalty levels
could be reduced if Raman amplification was used at each span, an optimized
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Figure 6.26: Experimental verification of the effect of filtering at the receiver in a
100 GHz channel spaced CSRZ WDM signal (b) compared to a 100 GHz NRZ WDM
signal (a). The filter used at the receiver for channel selection has a 3 dB bandwidth
of 0.55 nm and a 20 dB bandwidth of 1.54 nm
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Figure 6.27: a) BER versus received power measured for the channel situated at
1555.75 nm in the 32 wavelength WDM system transmission experiment over a 400 km
standard-SMF link using CSRZ as the modulation format. Measurements are shown
for the back-to-back WDM situation and for the full 400 km link. b) Sensitivity penalty
measured for 8 channels at a BER of 10−10.
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filter was used at the receiver, higher saturation powers were allowed from the
EDFAs and GNU was reduced.
6.4 Metro WDM transmission over four spans of 40
km transmission fiber
Metro WDM networks cover typically spans with transmission distances below
50 km and wavelength grouping to avoid optical-electrical-optical conversion
for all channels at all nodes. Amplification at each node might be done for each
wavelength group and not for the full WDM signal. Moreover, Metro WDM
equipment should minimize space usage as it will generally be placed in costly
urban offices. The compactness and cost savings of Semiconductor Optical
Amplifiers (SOAs) may be advantageous in Metro networks. A characteristic
property of SOAs is their ability to follow fast variations in the gain, in the
order of 100 ps. The fast gain response of SOAs makes them ideal to be used
as gates [227] or as wavelength converters when used in saturation [228]. On
the other hand, the fast gain induces crosstalk between channels in a WDM
signal when the SOA is used in saturation, a phenomena known as Cross Gain
Modulation (XGM). An illustration of the effect of XGM is presented in Figure
6.28 a) with an example of a 40 Gb/s eye diagram with high XGM distortion.
26
28
30
32
34
36
38
40
15.5
16
16.5
17
17.5
18
18.5
19
-15 -12 -9 -6 -3 0 3
Q
 (dB)
Total  input  power  into  SOA  (dBm)
40  Gb/s
ETDM  Tx Att
SOA
40  Gb/s
OTDM  Rx
6  WDM  channels
a) b)
O
SN
R
 
(dB
)
Figure 6.28: a) Illustration of the XGM effect observed in saturation of a SOA. The
eye diagram of a 40 Gb/s NRZ signal shows clear traces from crosstalk on the ones
level. Horizontal scale: 10 ps. b) Experimental verification of XGM, 6 NRZ channels
at 40 Gb/s and 100 GHz spacing are launched into the SOA. An attenuator at the
input determines the saturation level of the SOA.
The effect of XGM can be characterized by launching a WDM signal into
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the SOA at different power levels and evaluate the performance of one of the
channels as a function of the input power to the SOA. This has been done
with a 6 channel 40 Gb/s WDM signal with 100 GHz channel separation and
based on NRZ modulation format. The SOAs used were provided by JDS
Uniphase, had a gain peak traditionally at 1520 nm of 20 dB, a gain at 1550
nm of 17 dB, noise figure within 8 to 10 dB, an output power within the 11
dBm range and a polarization dependent gain below 1.5 dB. The results of the
XGM characterization are shown in Figure 6.28 b). We use measurement of
the quality factor Q in dB for evaluating performance. The optimum working
point is for a total optical power of -7 dBm input to the SOA or -15 dBm per
channel. For power levels below this value we suffer from low OSNR, while for
power levels above -7 dBm we observe a rapid decrease of Q due to the XGM,
even though the OSNR continues increasing. Please notice that there is no fiber
included and no other nonlinear effects should be observed.
There have been several methods proposed to avoid or control the XGM in
SOAs; use of a dummy signal inverse in time of the modulated signal to trick
the SOA to observe only a constant signal in time [229, 230], use of a high
power reservoir channel which saturates the SOA and allows the individual
modulated signals to avoid seeing gain variations [231] and use the SOA in a
light saturation regime avoiding the XGM as much as possible [232]. We will
follow the last method in the experimental work presented in this section. It is
important to notice the recent introduction of the a Linear Optical Amplifier
(LOA) in [233], which is designed to directly avoid any XGM and has a great
potential for use in metro networks.
The experimental set-up is presented in Figure 6.29. It consisted of a 6
channel 40 Gb/s WDM NRZ transmitter followed by an attenuator and a po-
larization controller. These were adjusted to tune the first SOA situated at the
transmitter to maximum gain and minimum XGM. Each span consisted of a
40 km standard-SMF spool and a dispersion compensation module (not slope
compensating). The average attenuation per span was 14 dB. Between each
span we placed a SOA as the in-line amplifier with no specific power or polar-
ization control. Two isolators were included to avoid amplification of reflections
in the link.
The spectra at the output of the first SOA situated at the transmitter and
the last SOA in the link are shown in Figure 6.29 b). We can clearly observe
a tilt caused by the characteristic gain shape of the SOAs. This tilt could
be avoided for example by pre-equalizing the power levels at the transmitter.
The OSNR observed at the receiver was higher than 28 dB if we consider a
0.1 nm resolution bandwidth. The quality factor was higher than 16 dB for
all channels indicating bit error rates below 10−11. There was no significant
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Figure 6.29: a) Illustration of the set-up used in the 4 times 40 km standard-SMF
metro WDM experimental investigation. b) Spectra at the output of the first and last
SOAs in the link. Resolution bandwidth of 0.5 nm. c) Quality factor performance for
a 4 channel 200 GHz spacing and a 6 channel 100 GHz spacing situations.
difference observed between a 6 channel system in a 100 GHz spacing and a
4 channel system in a 200 GHz spacing. All power levels launched into the
transmission fiber were in the order of 0 dBm per channel to avoid non-linear
effects while keeping a high OSNR. The total power launched into all SOAs was
kept below the -6 dBm range to avoid the XGM. We could vary the input power
into the first SOA from -5 dBm to - 9 dBm and still keep a Q value above 16
dB for transmission through the full link. These results prove that SOAs could
be used as in-line amplifiers for WDM systems at 40 Gb/s with low channel
count and over span distances characteristic of Metro networks.
6.5 Summary
Linear crosstalk in a 100 GHz channel spaced WDM system has been investi-
gated for different modulation formats: NRZ, RZ and optical duobinary. Opti-
cal duobinary is the modulation format which performs best in a dense WDM
system providing even an improvement in sensitivity due to pulse re-shaping.
Margins for NRZ are considerable and this modulation format is appropriate
also for 100 GHz WDM systems. For RZ modulation we observe tight margins,
steep filters with 3dB bandwidths between 60 and 80 GHz should be used in
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order to avoid penalties above 2 dB.
We have introduced CSRZ as a new modulation format with improved per-
formance compared to traditional RZ modulation in dense WDM systems. Fur-
thermore, we have demonstrated that CSRZ performs well in a multi-span sys-
tem allowing transmission over 4 spans of 80 km standard-SMF with penalties
below 2 dB and high optical power level tolerances. CSRZ allows for a disper-
sion tolerance similar to a 12 ps RZ transmitter, estimated to be ±45 ps/nm
by means of simulations.
XPM and FWM have been introduced as source of non-linear crosstalk in
WDM system. We have demonstrated that in 16 channel WDM system using
NRZ as the modulation format and in transmission over 200 km of standard-
SMF we can avoid XPM and FWM if we keep launched optical power levels
below 0 dBm. In a single 40 km span of standard-SMF we needed to set power
levels per channel (15 channels) as high as 4 dBm to be able to observe FWM
crosstalk levels in the order of -37.5 dBm. For a specific NZDSF fiber used and
for only 7 channels, for the same power level of 4 dBm per channel the FWM
crosstalk level had increase to -30 dBm.
We have presented a 400 km transmission link consisting of 5 spans of 80
km standard-SMF. Dispersion compensation was achieved using slope compen-
sating DCF modules. Three Raman amplifiers were used to keep high OSNR
levels reaching the receiver. The gain medium used in the Raman amplification
were the slope compensating DCF modules with low effective area. CSRZ was
used as the modulation format. Transmission of 16 channels at 200 GHz chan-
nel spacing was possible with sensitivity penalties of 3 dB. Transmission of 32
channels at 100 GHz channel spacing providing an aggregate capacity of 1.28
Tb/s and a spectral efficiency of 0.4 bits/s/Hz was achieved with sensitivity
penalties of 4 dB. These penalty levels could be reduced if Raman amplifica-
tion was used at each span, an optimized filter was used at the receiver, higher
saturation powers were allowed from the EDFAs and GNU was reduced.
Finally we have demonstrated that Semiconductor Optical Amplifiers can
be used as in-line amplifiers in 40 Gb/s WDM systems with span distances
corresponding to those considered for Metro networks and with low channel
count. Transmission avoiding Cross Gain Modulation has been demonstrated
over four spans of 40 km standard-SMF for a WDM system consisting of 6
channels at 100 GHz spacing with measured Q above 16 dB for all channels.
This level of performance could be maintained while the total input power into
the first SOA varied from -5 dBm to -9 dBm.
Chapter 7
Proposal of 40 Gb/s systems
In this chapter we come back to the different optical transmission systems
presented in Chapter 2 where 40 Gb/s technology could be used. We propose
and define the implementation of single channel wavelength systems, long haul
WDM systems and metro WDM systems.
In Section 7.1 we bring together the different modulation formats: NRZ, RZ,
CSRZ and PSBT that have been evaluated throughout the thesis. We compare
them in terms of chromatic dispersion, PMD, SPM, multi-span transmission,
spectral efficiency and nonlinear crosstalk.
Section 7.2 presents proposals for system design of single wavelength sys-
tems, defining application codes for short, long and very long haul reach. Each
proposed system implementation is described and the main parameters are dis-
cussed.
In Section 7.3 a proposal for a 32 channel WDM system will be presented.
The defined WDM system will allow transmission over a maximum of 5 spans
with typical lengths per span ranging between 40 and 80 km.
An example of a possible metro WDM network implementation for 40 Gb/s
bit rate channels is presented in Section 7.4.
Section 7.5 will provide a review of the actual availability of the different
components used in the proposed implementation of single wavelength, long
haul WDM and metro WDM systems.
The chapter will end with a summary.
147
148 Proposal of 40 Gb/s systems
7.1 Comparison between modulation formats to be
used in 40 Gb/s transmission systems
We have introduced and characterized throughout the previous chapters differ-
ent modulation formats: NRZ, RZ, PSBT and CSRZ. In this section we provide
a direct comparison of these modulation formats. This comparison will outline
the modulation formats which best fit the different system applications.
The comparison of the modulation formats is done taking into account the
following categories:
• Dispersion tolerance measured for a maximum penalty of 1 dB in a PIN
receiver.
• Maximum total average DGD allowed in the link. We consider as a general
case for comparison the average value that provides a probability of 4·10−5
for reaching an instantaneous DGD which will induce a 1 dB penalty in
a preamplified (EDFA or APD) receiver, see Chapter 4 for a background
explanation. For NRZ and PSBT the penalty will be 0.5 dB in a PIN
receiver while RZ and CSRZ will keep the 1 dB penalty still in a PIN
receiver.
• Maximum optical power level which can be launched in a single standard-
SMF dispersion compensated span resulting in a penalty below 1 dB in
a preamplified receiver due to SPM distortion. We suppose that power
levels into the DCF module are kept below values which induce SPM in
these type of fibers.
• Maximum number of spans that can be reached with a total penalty below
2 dB in a preamplified receiver and that provide a power margin tolerance
higher than 3 dB. The transmission fiber considered is standard-SMF.
• Expected end of life sensitivity to be available when using state of the art
commercial PIN receivers.
• Channel spacing that is possible to guarantee with a sensitivity penalty
below 1 dB.
• Relative performance expected for each modulation format regarding the
non-linear crosstalk in NZDSF and DCF. NRZ is taken as the base for
comparison.
Table 7.1 provides values for the different categories considering results from
simulations, experimental work and literature that have been considered through-
out the thesis.
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Regarding dispersion it is clear to observe that PSBT is the modulation
format with highest margin. It also provided the best results regarding spectral
efficiency. On the other hand it has a low SPM limit and performs rather poorly
in a multi-span system.
Regarding SPM limitations the low duty cycle RZ transmitter provides the
highest margins and allows for transmission over 5 spans of 80 km without need
of using FEC or Raman amplification. On the other hand low duty cycle RZ
will not allow for channel spacing of 100 GHz making it not so attractive for a
WDM system.
CSRZ provides a good overall performance, similar to moderate duty cycle
RZ transmitters regarding SPM limitations and multi-span transmission while
still able to be fitted in a 100 GHz channel spacing. Only regarding dispersion
tolerance we can see a reduced margin compared to NRZ.
NRZ provides an acceptable overall performance regarding dispersion, chan-
nel spacing but is seriously limited by the SPM tolerance in a multi-span system.
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Modulation format Dispersion1 PMD Single span4 Max. spans5 Max. spans5 Sensitivity6 Channel7
tolerance tolerance SPM limit 40 km SMF 80 km SMF spacing
[ps/nm] [ps] [dBm] single λ single λ [dBm] [GHz]
NRZ ±70 2.53 8 4 2 -11 100
RZ moderate DCy8 ±30 3.52 12 9 4 -13 200
RZ low DCy8 ±20 42 14 > 11 5 -13.5 200
PSBT ±200 2.53 7 4 1 -10 75
CSRZ ±45 3.52 11 10 4 -13 100
Table 7.1: Comparison of NRZ, RZ, PSBT and CSRZ modulation formats regarding their performance in 40 Gb/s optical
transmission systems. Notes: 1 For 1 dB sensitivity penalty in a PIN receiver. 2 Maximum average DGD allowed in the link
resulting in a 1 dB sensitivity penalty in a noise dependent receiver. 3 0.5 dB sensitivity penalty in a PIN receiver. 4 For a 1 dB
sensitivity penalty in a preamplified receiver in transmission over standard-SMF. 5 For a 2 dB total sensitivity penalty with power
margin tolerance higher than 3 dB in transmission over standard-SMF, no FEC or Raman amplification considered. 6 Expected
sensitivity for a state of the art PIN receiver at end of life. 7 Possible channel spacing with a sensitivity penalty below 1 dB. 8
Moderate duty cycle corresponds to pulses of 8 to 11 ps, low duty cycle corresponds to pulses of 3 to 5 ps.
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7.2 Proposal of single wavelength 40 Gb/s applica-
tion codes
In this section we propose and define possible implementation of system con-
figurations for short, long and very long haul applications. These proposals
should be taken as an opinion from the author and are not related in any way
to any Tellabs product definition.
The parameters used in the characterization of each proposed application
code are directly related to the parameters defined and presented in Section
2.2.2 and can be better understood considering Figure 2.3.
We have followed the considerations presented throughout the thesis and
resumed in the previous section regarding the decision over the limiting param-
eters and tried to provide a realistic approach to the proposals. When possible
we have followed trends from STM-64 standardized application codes. No FEC
is considered in the application codes defined. However, the use of FEC will
improve the transmission performance and is recommended.
We do not discuss Intra-office or Very short reach applications as they can
be implemented following ITU G.693 [27] and the OIF VSR-5 [28] recommen-
dations.
The application codes are abbreviated following ITU notation. S, L or V
regarding the span length and attenuation for Short, Long and Very long haul
systems. 256 refers to the SDH capacity for Virtual Containers (VC) level 4
available in a 40 Gb/s signal. The fiber used for transmission is labelled 2 for
standard-SMF and 5 for NZDSF. Finally the type of system defined will be
referred to with letters a,b,....
7.2.1 Short haul application codes
Target transmission distances between 2 km and 40 km. We consider three
possible implementations of a short haul system. Each proposal is defined for
transmission over standard-SMF and NZDSF by consideration of chromatic
dispersion limitations in each fiber type. The main optical parameters that
specify each application code are presented in Table 7.2.
a) PSBT transmitter with PIN receiver
This method uses a PSBT based transmitter without any other method for
chromatic dispersion compensation. The PIN receiver provides an end of life
of -10 dBm. The maximum chromatic dispersion that the application code can
tolerate is 200 ps/nm. This limits the distance over standard-SMF to links
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below 10 km, if we consider maximum dispersion of standard-SMF to be 20
ps/nm ·km. For transmission over NZDSF the distance limitation is dependent
on the actual chromatic dispersion of the fiber considered. For a dispersion
below 5 ps/nm · km the maximum distance is 40 km. For the maximum dis-
persion of a standardized NZDSF 10 ps/nm · km the maximum link distance is
20 km. We indicate in the application codes the maximum PMD coefficient of
the transmission fiber considering the maximum transmission length applica-
ble. These PMD coefficient limits might be able to be reduced if we use some
kind of electronic PMD compensation without additional changes in the optical
link design. We do not consider optical PMD compensators in single channel
application and believe that the network provider will choose adequate links
with low PMD coefficient to be used for 40 Gb/s transmission.
Application code S-256.2a S-256.2b S-256.2c
S-256.5a S-256.5b S-256.5c
Operating wavelength [nm] Any between 1530 and 1565
Fiber type Standard fiber G.652 or NZDSF G.655
Max. IL of TDC [dB] NA 4 4
Max PMD of TDC [ps] NA 0.5 0.5
TDC tuning G.652 [ps/nm] NA 0 to -800 0 to -800
TDC tuning G.655 [ps/nm] NA 0 to -400 0 to -400
Mean launched power [dBm]1 2 < P < 4 2 < P < 4 −1 < P < 2
Min. ER [dB] 10 10 10
Attenuation [dB] 3 < A < 11 3 < A < 11 3 < A < 11
D in G.652 [ps/nm] < 200 < 800 < 800
D in G.655 [ps/nm] < 200 < 400 < 400
Max. average DGD [ps]2 2.5 2.5 2.5
Max. fiber PMD coefficient3 [ps/
√
km] 0.4 0.31 0.31
Min. sensitivity (BER 10−12) [dBm] -10 -10 -18
Min. overload [dBm] 1 1 -1
Path penalty [dB] 1 1 2
Table 7.2: Proposal of application codes for short haul STM-256 optical interfaces.
ER: Extinction Ratio, IL: Insertion loss, TDC: Tunable dispersion compensator, D:
Chromatic dispersion, NA: Not Applicable, Max.: Maximum value, Min.: Minimum
value. Notes: 1 Launched power into transmission fiber. 2 Maximum average DGD in
the link including transmission fiber and other optical components that will result in 1
dB penalty in a preamplified receiver with a probability of 4 · 10−5. 3 Maximum PMD
coefficient of the transmission fiber considering the maximum link length.
7.2.2 Long haul application codes 153
b) NRZ modulation, TDC at the transmitter and PIN receiver
For this application code we suppose that we use a high power laser at the
transmitter. The TDC is placed directly after the modulator and distorts the
signal so that after transmission chromatic dispersion is zero. As the TDC is at
the transmitter the tuning for optimum chromatic dispersion compensation will
be done when setting up the system but no control of the TDC will be allowed
as there is no feedback line between transmitter and receiver. We suppose that
the TDC performance is not affected by high input powers up to 10 dBm.
c) NRZ modulation, TDC at the receiver and APD receiver
In this application code the TDC is placed at the receiver and allows for fast
re-tuning if needed and even possibility for dynamical compensator. The APD
considered at the receiver has an end of life sensitivity of -18 dBm for BER
10−12. We can use a relatively low power transmitter.
7.2.2 Long haul application codes
Target transmission distances between 40 km and 80 km. We consider three
possible implementations of a long haul system. Each proposal is defined for
transmission over standard-SMF and NZDSF by consideration of chromatic
dispersion limitations in each fiber type. The main optical parameters that
specify each application code are presented in Table 7.2.2.
a) PSBT modulation, fixed dispersion compensation at receiver, op-
tically preamplified receiver
In this application code we use the ±200 ps/nm chromatic dispersion toler-
ance of PSBT plus a selection of fixed dispersion compensation modules placed
at the receiver to cover the full chromatic dispersion window. We consider
minimum chromatic dispersion of standard-SMF to be 15 ps/nm · km and 2
ps/nm · km for NZDSF. For standard-SMF and chromatic dispersion between
600 and 1000 ps/nm we use a fixed dispersion module with -800 ps/nm. For
dispersion between 1000 and 1400 ps/nm the fixed dispersion module should
be -1200 ps/nm. For dispersion between 1400 and 1600 ps/nm the fixed disper-
sion module should be -1500 ps/nm. For NZDSF fixed dispersion compensation
modules with -250 ps/nm and -625 ps/nm could cover the full range. We con-
sider DCF modules for the fixed dispersion compensation in Table 7.2.2. The
receiver uses an optical preamplifier that provides an end of life sensitivity of
-27 dBm for a BER of 10−12.
154 Proposal of 40 Gb/s systems
b) NRZ modulation, TDC at transmitter, APD receiver
We suppose that we can use a very high power source at the transmitter (>
40mW ) as input to the optical modulator which allows to launch between 9
and 10 dBm into the TDC. The TDC will not induce distortions for such high
optical powers. The receiver is based on an APD with an end of life sensitivity
of -19 dBm for BER 10−12.
c) NRZ modulation, TDC at receiver, optically preamplified receiver
We place the TDC at the receiver and relax the requirements of high power
at transmitter compared to application code b). On the other hand we need
an optically preamplified receiver with end of life sensitivity of -27 dBm as in
application code a).
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Application code L-256.2a L-256.2b L-256.2c
L-256.5a L-256.5b L-256.5c
Operating wavelength [nm] Any between 1530 and 1565
Fiber type Standard fiber G.652 or NZDSF G.655
Max. IL of TDC [dB] NA 4 4
Max PMD of TDC [ps] NA 0.5 0.5
TDC tuning G.652 [ps/nm] NA -600 to -1600 -600 to -1600
TDC tuning G.655 [ps/nm] NA -80 to -800 -80 to -800
Max. IL of DCF [dB] 6 NA NA
Max PMD of DCF [dB] 0.8 NA NA
Mean launched power [dBm]1 3 < P < 5 5 < P < 6 −1 < P < 2
Min. ER [dB] 10 10 10
Attenuation [dB] 11 < A < 22 11 < A < 22 11 < A < 22
D in G.652 [ps/nm] 600 < D < 1800 600 < D < 1800 600 < D < 1800
D in G.655 [ps/nm] 80 < D < 800 80 < D < 800 80 < D < 800
Max. average DGD [ps]2 2.5 2.5 2.5
Max. fiber PMD 3 [ps/
√
km] 0.26 0.27 0.27
Min. sensitivity 4 [dBm] -27 -19 -27
Min. overload [dBm] -7 -5 -9
Path penalty [dB] 2 2 2
Table 7.3: Proposal of application codes for long haul STM-256 optical interfaces. ER:
Extinction Ratio, IL: Insertion loss, TDC: Tunable dispersion compensator, D: Chro-
matic dispersion, DCF: Dispersion Compensating Fiber. NA: Not Applicable, Max.:
Maximum value, Min.: Minimum value. Notes: 1 Launched power into transmission
fiber. 2 Maximum average DGD in the link including transmission fiber and other
optical components that will result in 1 dB penalty in a preamplified receiver with a
probability of 4 · 10−5. 3 Maximum PMD coefficient of transmission fiber considering
maximum link length. 4 Sensitivity penalty considered for BER at 10−12 and end of
life of the system.
7.2.3 Very long haul application codes
Target transmission distances between 80 km and 120 km. We consider two
possible implementations of a very long haul system. Each proposal is defined
for transmission over standard-SMF and NZDSF by consideration of chromatic
dispersion limitations in each fiber type. The main optical parameters that
specify each application code are presented in Table 7.4.
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a) CSRZ or RZ transmitter with TDC and booster amplifier, opti-
cally preamplified receiver
The transmitter should be using a modulation format that can tolerate high
input powers into the transmission fiber, CSRZ or RZ. The TDC is placed at
the transmitter and it is situated before a booster amplifier, see Figure 7.1.
The output from the booster amplifier should be between 6 and 9 dBm if we
use CSRZ. If a short duty cycle RZ transmitter is used higher power levels up
to 13 dBm can be launched. At the receiver an optically preamplified receiver
is used with an end of life sensitivity of -29 dBm (notice a 2 dB improvement
compared to NRZ). The maximum DGD in the link is increased due to the use
of RZ based signals.
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22  dB
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-13  dBm
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power  =  6  dBm
Maximum  launched
power  =  9  dBm
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power
Typical
received
power
Optical
Power
TDC
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TDC  =  2  dBm
Typical  output  power
from  TDC  =  -  2  dBm
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-29  dBm
Optical  path
penalty  =  2  dB
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minimum  22  dB
Max.  input  to  gain
block=  -18  dBm
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power  =  4  dBm
Maximum  launched
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Typical
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power
Optical
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-19  dBm
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33  dB
Attenuation
maximum  33  dB
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Gain
block
16  dB
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Min.  input  to  gain
block  =  -29  dBm
Receiver
overload  =  -6  dBm
V-256.2a V-256.2b
Figure 7.1: Relation between optical parameters used in the definition of V-256.a and
V-256.b.
b) NRZ modulation, gain block, TDC and APD at receiver
We use a high power laser that should provide optical power levels after the
modulator between 4 and 6 dBm. At the receiver, we place a gain block before
the TDC and an APD receiver, see Figure 7.1. The gain block should have
an optical filter incorporated to avoid excessive ASE noise to reach the APD
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Application code V-256.2a V-256.2b
L-256.5a L-256.5b
Operating wavelength [nm] Any between 1530 and 1565
Fiber type Standard fiber G.652 or NZDSF G.655
Max. IL of TDC [dB] 4 4
Max PMD of TDC [ps] 0.5 0.5
TDC tuning G.652 [ps/nm] -1200 to -2400 -1200 to -2400
TDC tuning G.655 [ps/nm] -160 to -1200 -160 to -1200
Mean launched power [dBm]1 6 < P < 9 4 < P < 6
Min. ER [dB] 10 10
Attenuation [dB] 22 < A < 33 22 < A < 33
D in G.652 [ps/nm] 1200 < D < 2400 1200 < D < 2400
D in G.655 [ps/nm] 160 < D < 1200 160 < D < 1200
Max. average DGD [ps]2 3.5 2.5
Max. fiber PMD coefficient3 [ps/
√
km] 0.31 0.22
Gain block, target gain [dB] NA 16
Noise figure of gain block [dB] NA < 6
Min. sensitivity (BER 10−12) [dBm] -29 -19
Min. overload [dBm] -13 -6
Path penalty [dB] 2 2
Table 7.4: Proposal of application codes for very long haul STM-256 optical inter-
faces. ER: Extinction Ratio, IL: Insertion loss, TDC: Tunable dispersion compensator,
D: Chromatic dispersion, DCF: Dispersion Compensating Fiber. NA: Not Applica-
ble, Max.: Maximum value, Min.: Minimum value. Notes: 1 Launched power into
transmission fiber. 2 Maximum average DGD in the link including transmission fiber
and other optical components that will provide a 1 dB penalty in a preamplified re-
ceiver with a probability of 4 · 10−5. 3 Maximum PMD coefficient of transmission fiber
considering maximum link length.
receiver.
158 Proposal of 40 Gb/s systems
7.3 Proposal of a 40 Gb/s WDM transmission sys-
tem
We present a proposal for a WDM system aimed at a long haul target distance
between repeaters defined following approach of ITU standard G.692. The
system should be able to support 32 channels and transmission over a maximum
of 5 spans of standard-SMF or NZDSF, 32L5-256.2(5). We do not consider any
wavelength add-drop modules in the system defined. We suppose that the
following information regarding the link configuration is available:
• Fiber type used. Standard-SMF or NZDSF and an average value of dis-
persion at 1550 nm.
• Distance of each span in the link.
• PMD of each span in the link.
A schematic of the system implementation is shown in Figure 7.2. The trans-
mitter modules will use CSRZ as the modulation format and should have a
variable optical attenuator to allow for tuning the optical power levels at the
input of the booster amplifier. Wavelength lockers will ensure a correct setting
of the center frequency throughout the life-time of the system. Reed-Salomon
FEC will be implemented at each transmitter requiring a bit rate of 42.8 Gb/s.
Channels are spaced 100 GHz and are multiplexed in a device which does not
induce any chromatic dispersion. A difference from the definitions presented in
G.692 is that the multiplexer and demultiplexer building blocks do not include
an optical amplifier in our description, the amplifier is considered an additional
component.
The system should be able to accommodate for a maximum chromatic disper-
sion of 6800 ps/nm at 1550 nm. Chromatic dispersion compensation is achieved
partially by fixed dispersion compensating modules at each link and by a final
compensation with a tunable WDM dispersion compensator. The fixed disper-
sion compensating modules have to provide slope compensation. The value of
dispersion compensation to be used at each repeater is dependent on the span
length and the fiber type and can be found following Table 7.5. The residual
chromatic dispersion from spans 1 to M-1 (where M is the total number of
spans) and the chromatic dispersion of the last span (M) are compensated in
a tunable dispersion compensator which also allows for tuning of the slope of
the dispersion compensation. Tuning of the TDC will be done for each sys-
tem installation. Dynamical compensation including slope could be done if a
dispersion monitoring mechanism, see Section 3.3.4, were included in at least
three receiver modules. The tuning range of the TDC should be from -220 to
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-1820 ps/nm for standard-SMF. For NZDSF with dispersion at 1550 nm in the
order of 4 ps/nm ·km it should be from +100 to -616 ps/nm. For NZDSF with
dispersion at 1550 nm in the order of 7 ps/nm · km it should be from 0 to -800
ps/nm.
S-DCF
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Rx2
Rx1
M  times
TDC
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Raman
pumps
LM
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Figure 7.2: Schematic of building-blocks included in the proposed 32L5-256.2(5)
WDM system. Reference points are indicated following ITU G.692 [15]. S-DCF: Slope
dispersion compensating fiber. TDC: Tunable Dispersion compensator. PMD comp.:
Polarization Mode Dispersion compensator.
Fiber type Span length margins S-DCF dispersion
[km] at 1550 nm
[ps/nm]
40 to 50 −765 ± 30
50 to 60 −935 ± 30
Standard-SMF
60 to 70 −1105 ± 30
70 to 80 −1275 ± 30
40 to 60 −180 ± 6
NZDSF-a
60 to 80 −300 ± 11
40 to 50 −300 ± 11
NZDSF-b 50 to 65 −400 ± 11
65 to 80 −500 ± 11
Table 7.5: Relation between span length and chromatic dispersion of DCF modules
in the proposed WDM system implementation. Standard-SMF is considered to have
dispersion of 17 ps/nm · km at 1550 nm. NZDSF-a has a chromatic dispersion in the
order of 4 ps/nm · km at 1550 nm. NZDSF-b has a chromatic dispersion in the order
of 7 ps/nm · km at 1550 nm.
Three types of amplifier configurations can be observed in Figure 7.2:
• A booster amplifier at the transmitter side, placed after the multiplexer.
• Combined Raman-EDFA as in-line amplifiers.
160 Proposal of 40 Gb/s systems
• A double stage EDFA with the TDC in the middle section at the receiver.
The booster amplifier will set the optical power per channel launched at point
MPI-S (Multiple Path Interface at the transmitter) within 0 and + 2 dBm.
Input power per channel is attenuated at each transmitter to ensure transmis-
sion within these limits. The Raman-EDFA in-line amplifier uses mainly the
S-DCF modules as the gain medium for transmission over standard-SMF while
for transmission over NZDSF the gain medium used are both the S-DCF and
the NZDSF (this will be needed as the S-DCF modules will be relatively short).
We should also consider that the reduced attenuation of the S-DCF in trans-
mission over NZDSF provides a higher OSNR and the need of Raman gain is
reduced compared to transmission over standard-SMF. The Raman gain will be
in the order of 12 dB in an 80 km standard-SMF span, the rest of gain needed
in the in-line amplifier will be provided by an EDFA section. Output power
from the Raman-EDFA in-line amplifier should be between 0 and +2 dBm per
channel, point S’. The gain variation in the combined Raman-EDFA amplifier
should be below 1 dB for all channels in order to ensure optimum performance
for all channels at the receiver.
The tunable chromatic dispersion compensator is situated in the middle sec-
tion of a double stage EDFA. Introduction of a PMD compensator will be
considered if fiber PMD coefficient per link is above 0.1 ps/
√
km, see Section
4.2.2. We suppose that the FEC can correct for certain amount of PMD. The
optical demultiplexer at the receiver will not introduce any significant chro-
matic dispersion and will provide effective filtering without adding significant
crosstalk from neighboring channels.
The receiver is based on an APD which provides a receiver sensitivity for
end of life of -19 dBm for a BER of 10−12 when FEC is turned off. The
Reed-Salomon FEC coding used provides a BER correction from 10−5 to 10−12
and should allow for signals with an OSNR of 21 dB (measured in a 0.1 nm
resolution bandwidth) to be received error free.
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Application code: 32L5-256.2 and 32L5-256.5 Value Units
Number of channels 32
Bit Rate/Format of channels 42.8/CSRZ [Gb/s]
Individual transmitter outputs at points Sn
Spectral characteristics
- Maximum -20 dB width 0.6 [nm]
- Minimum SMSR 30 dB
Extinction ratio > 10 [dB]
Channel frequencies G.692
Appendix III
Channel spacing 100 [GHz]
Central frequency deviation ±3 [GHz]
Optical interfaces at point MPI-S
Crosstalk from neighboring channel < −30 [dB]
Channel output power 0 to +2 [dBm]
Channel signal-to-noise1 > 35 [dB]
Maximum channel power difference < 1 [dB]
Optical line amplifier
Multi channel gain variation < 1 [dB]
Total received power maximum2 +6 [dBm]
Total received power minimum3 -7 [dBm]
Total launched power maximum4 +17 [dBm]
Signal spontaneous noise figure5 < 6 [dB]
Optical interfaces at points S’
Crosstalk from neighboring channel < −30 [dB]
Channel output power 0 to +2 [dBm]
Total launched power maximum +17 [dBm]
Maximum channel power difference (i=1,..,5) 1 + i [dB]
Optical path
Attenuation 5 spans [dB]
11 < Att./span < 22
Chromatic dispersion Up to 6800 [ps/nm]
at 1550 nm
Maximum discrete reflectance -27 dB
Minimum return loss 24 dB
Maximum PMD coefficient per span6 0.1 [ps/
√
km]
Optical interfaces at points R’
Mean channel input power
Table 7.6: Proposal of 32L5-256.2 and 32L5-256.5 WDM systems.
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Table 7.6: Proposal of 32L5-256.2 and 32L5-256.5 WDM systems....continued. Notes:
i: Number of spans. 1 OSNR measured always in a 0.1 nm resolution bandwidth. 2
Considering a 32 channel load and 11 dB span. 3 Considering 1 channel load and
22 dB span. 4 Considering 32 channel load. 5 Noise figure of EDFA gain block of
the in-line Raman-EDFA amplifiers. 6 For a PMD of EDFA <0.5 ps and a PMD for
S-DFC modules <0.9 ps. 7 Minimum OSNR to be observed at input of last amplifier
to ensure an OSNR > 21 dB at the individual receivers.8 If we consider a PMD
compensator. 9 Path penalty with FEC on. 10 Dependent on the channels chosen
and the amplifier design.
Application code: 32L5-256.2 and 32L5-256.5 Value Units
- Maximum -9 [dBm]
- Minimum -22 [dBm]
Mean total input power
- Maximum +6 [dBm]
Channel signal-to-noise ratio7 > 22 [dB]
Optical signal crosstalk < −30 [dB]
Maximum channel power difference (i=1,..,5) 1 + (i − 1) [dB]
Optical interfaces at point MPI-R
Mean channel input power
- Maximum +2 [dBm]
- Minimum8 -9 [dBm]
Mean total input power
- Maximum +17 [dBm]
Channel signal-to-noise ratio > 21 [dB]
Optical signal crosstalk < −30 [dB]
Maximum channel power difference 6 [dB]
Individual receiver inputs at points Rn
Receiver sensitivity -19 [dBm]
Receiver overload -4 [dBm]
Optical path penalty9 2 [dB]
Receiver reflectance -27 [dB]
Optical signal to noise ratio > 21 [dB]
Minimum receiver wavelength10 1530 [nm]
Maximum receiver wavelength10 1565 [nm]
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7.4 Proposal of a 40 Gb/s metro WDM network sys-
tem architecture
The proposed metro WDM network uses assigned wavelength groups to com-
municate between specific nodes in order to reduce the number of transmitter-
receiver modules needed at each node. The example presented, see Figure 7.3,
is an application to a six node ring network, connection between each node is
duplex (one fiber for each direction). Communication between nodes is done
by using the assigned wavelength groups. The logical connectivity is equiva-
lent to a full mesh where all nodes can communicate with all others in the ring
without any optical-to-electrical conversion at a node. For this full connectivity
we need 6 wavelength groups. If we allowed one optical-to-electrical conversion
in a communication between nodes the wavelength groups needed in a 6 node
example would be reduced to 3.
Group  2
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Group  4
Group  5
Group  1
Group  6
Group  1 Group  1
Pass  Group  6 
Local
Group  2
Pass  Group  3 
Group  5 Group  5
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N5  G3  G5  G3  G1  x  G1 
N6  G1  G2  G6  G2  G1  x 
 
Figure 7.3: Schematic of metro WDM network architecture. The example proposed
is for a 6 node network and full mesh connectivity indicating which wavelength groups
connect each node. A detailed schematic of the optical building blocks of a node in
the network is included, the node shows only the optical path in the West to East
transmission.
An interesting point to observe from the example is that the maximum num-
ber of spans a wavelength group passes through is 3. For an ring-network with 8
nodes and following the same scenario the maximum number of spans travelled
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without optical-to-electrical conversion will be 4. If we consider that tradi-
tionally metro WDM span lengths are below the 50 km range we can realize
that requirements regarding optical transmission will be seriously relaxed when
compared to a long haul WDM system. For example in a 6 node ring-network
and maximum 3 spans optical transmission of a group wavelength the PMD
coefficient of the fiber could reach 0.2 ps/
√
km, refer to Section 4.2.2 Figure
4.10.
We suppose that the following information regarding the fiber connecting the
nodes is available:
• Fiber type used. Standard-SMF or NZDSF and an average value of dis-
persion at 1550 nm.
• Distance of each span in the link.
• PMD of each span in the link.
A proposal for a node architecture is shown in Figure 7.3, the example shows
the optical path in West to East transmission at node N2. The WDM signal
reaching the network node is separated into the different wavelength groups
by an optical demultiplexer. The wavelength groups not aimed at the node
are by-passed and connected directly to the output optical multiplexer. For
this latter case VOAs are tuned to provide equalization of the WDM signal at
the output of the multiplexer. Chromatic dispersion compensation is achieved
partially by S-DCF modules situated at the input of each node and partially
by a TDC for each wavelength group. The relation between span length and
chromatic dispersion of the DCF modules in the proposed metro WDM net-
work are presented in Table 7.7. The TDC should also allow for controlled
slope compensation within the wavelength group. The TDC should provide for
tunable chromatic dispersion compensation for -255 to +255 ps/nm in the 6
node network example presented. Please notice that the maximum number of
TDCs to be included at each node considering both directions for transmission
is 5. The different channels within a wavelength group are finally separated
by a second optical demultiplexer and arrive at the corresponding receiver at
the local node. Notice that it is also possible to re-direct a single channel to
the following node for example by setting a channel by channel optical by-pass.
However, this would require further study of optical transmission limitations.
All the optical multiplexers and demultiplexers used both for wavelength groups
and individual channels are supposed to be free of chromatic dispersion.
Limitations in the maximum attenuation per spans allowed will be dependent
on the insertion loss of optical multiplexers, demultiplexers, TDC and the S-
DCF modules. We believe however that for the network example depicted in
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this section we should be able to allow for at least a maximum span attenuation
of 14 dB. The transmitter modules could use NRZ modulation with FEC coding
and the receivers should include an APD.
Fiber type Span length margins S-DCF dispersion
[km] at 1550 nm
[ps/nm]
0 to 10 −85 ± 6
10 to 20 −255 ± 11
Standard-SMF 20 to 30 −425 ± 16
30 to 40 −595 ± 16
40 to 50 −765 ± 21
0 to 20 None
NZDSF-a
20 to 50 −140 ± 6
0 to 10 None
NZDSF-b 10 to 30 −140 ± 6
30 to 50 −280 ± 11
Table 7.7: Relation between span length and chromatic dispersion of DCF modules
in the proposed metro WDM system implementation using NRZ modulation at the
transmitter. Standard-SMF is considered to have dispersion of 17 ps/nm · km at 1550
nm. NZDSF-a has a chromatic dispersion in the order of 4 ps/nm · km at 1550 nm.
NZDSF-b has a chromatic dispersion in the order of 7 ps/nm · km at 1550 nm.
7.5 Availability of components used in the 40 Gb/s
system designs
In this section we review the availability of the components which have been
proposed to be used in the single wavelength and WDM systems defined in
the previous sections. This review allows to provide a prediction in the time
frame over which 40 Gb/s optical transmission systems could become a product
reality.
If the component is available we will specify at which stage: Research, proto-
type or a product. The table should be considered as a gradual description were
most of the components described in the single wavelength application codes
will be also used in the implementation of WDM systems. Please be aware that
the data for this section is valid as of February 2003 and component availabil-
ity will evolve, strongly dependent on the need of 40 Gb/s optical transmission
systems.
Looking into the availability of components it seems clear that 40 Gb/s single
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Component Availability stage
Single wavelength application codes
2.5 Gb/s to 40 Gb/s (16:1)
electronic multiplexer Product
40 Gb/s CDR and electronic
demultiplexer to 2.5 Gb/s (1:16) Product
CW laser 40 mW Product
40 Gb/s driver amplifier Product
40 Gb/s modulator Product
Single wavelength TDC Product
PIN receiver Product
APD receiver Prototype [194]
PSBT pre-coder Prototype [130]
CSRZ transmitter Prototype [220]
Long haul WDM system
Optical Mux-Demux
low chromatic dispersion Product
S-DCF Product
Raman pump Product
32 channel WDM TDC with
slope compensation Research [103]
PMD compensator Research1
Metro WDM system
Low channel count TDC Research/Prototype [234, 106, 235]
Table 7.8: Availability of components used in the definition of the different 40 Gb/s
systems. CDR: Clock and Data Recovery. 1 Products are available at 10 Gb/s
[236, 114]. 40 Gb/s optical PMD compensators are available but the question is their
practical use in a product due to their size, insertion loss and no availability of a WDM
PMD compensator. An interesting option is electronic PMD compensation. This table
should be considered as for February 2003.
wavelength systems should be possible to develop within the near future. WDM
metro networks will probably follow as tunable dispersion compensation devices
for a few channels could be available soon. For Long haul WDM systems to
become a product reality we have to provide a solution to the low PMD allowed
in the fiber and large channel count WDM TDCs have to be available with a
certain degree of slope compensation tunability.
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7.6 Summary
We have presented a comparison of the advantages and disadvantages of the dif-
ferent modulation formats which have been introduced and investigated through-
out the thesis. PSBT can relax the tight chromatic dispersion tolerances ob-
served for NRZ, RZ and CSRZ. On the other hand, the resistance of PSBT
to SPM induced distortion is low and reduces the effectiveness of this modu-
lation format in a long haul multi-span transmission. CSRZ provides a good
overall performance allowing for 100 GHz channel spacing and long haul multi-
span transmission while keeping higher chromatic dispersion tolerances than
RZ modulation.
We have proposed different possible implementations of short, long and very
long haul single wavelength transmission systems. It is clear that the actual
maximum fiber PMD coefficient of 0.5 ps/
√
km defined for ITU application
codes aimed at 10 Gb/s systems is too relaxed to allow for installation of 40
Gb/s standardized commercial systems. To ensure reliable performance some
kind of PMD compensation will be required. We define the maximum PMD
coefficient of the fiber in the link allowed for the different application codes and
suppose that the network operator will have detailed information of the links
which can tolerate the PMD requirements. Use of tunable chromatic dispersion
compensators is necessary in most of the defined implementations. It is believed
that CSRZ or RZ modulation will be needed for the implementation of very
long haul transmission systems.
We have presented a proposal for a long haul 40 Gb/s WDM system which
should fit within ITU application code 32L5.256.2(5). Chromatic dispersion
is partially compensated by fixed S-DCF modules and partially by a WDM
tunable dispersion compensator placed at the receiver side able to correct also
for the slope of dispersion. The in-line amplifier are based on a combination of
Raman pumps and EDFA. The Raman pumps will use the S-DCF modules and
the transmission fiber as the gain media. The transmitter modules are based
on CSRZ modulation format and the receiver on an APD. The fiber PMD
coefficient is limited to 0.1 ps/
√
km for a 5 span system.
An example of a six node ring architecture metro WDM network at 40 Gb/s
has been proposed using wavelength grouping. Chromatic dispersion compen-
sation is partially achieved by fixed S-DCF and partially by a low count multi-
channel TDC with ability for slope compensation within these channels. The
transmitter is based on NRZ modulation and the receiver on an APD. Due
to the ring architecture a maximum of three nodes are travelled by a wave-
length group without optical-to-electrical conversion in the six node example
presented. This reduces the transmission requirements considerably compared
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to the long haul WDM system. Fibers in the link could have a PMD coefficient
up to 0.2 ps/
√
km for example.
Finally we have reviewed the availability of the different components needed
for the implementation of the proposed 40 Gb/s systems. We can conclude
that single wavelength 40 Gb/s transmission systems could be implemented
today or in a very near future. Metro 40 Gb/s WDM might be implemented
in a nearer future than long haul 40 Gb/s WDM systems. The later mainly
dependent on the development of high count channel tunable chromatic disper-
sion compensators which allow for slope compensation and multi-channel PMD
compensators.
Chapter 8
Conclusion
This thesis has presented investigations of the main limitations in the design
and implementation of potentially commercial 40 Gb/s single channel and
Wavelength Division Multiplexed (WDM) systems. Furthermore, alternative
modulation formats that can provide increased design tolerances and practi-
cal compensation methods of distortion effects such as chromatic dispersion or
Polarization Mode Dispersion (PMD) have been analyzed and investigated.
Regarding chromatic dispersion, the traditional Non Return to Zero (NRZ)
modulation format, provides a tolerance margin at 40 Gb/s within ±70 ps/nm
for a 1 dB sensitivity penalty (measured in a PIN receiver). The tolerance
margin observed at 10 Gb/s for NRZ of ±1200 ps/nm provides an idea of the
tight limitations in 40 Gb/s system design induced by chromatic dispersion. We
have investigated the tolerance of chirped NRZ modulation format to chromatic
dispersion and found that it provides increased tolerance to over-compensation
while reduced tolerance to under-compensation. This asymmetric performance
is not desirable in a system that will need some fixed chromatic dispersion
compensation. Optical duobinary modulation format on the other hand does
provide a symmetric performance with extended tolerance to chromatic disper-
sion up to ±200 ps/nm. In a practical implementation of an optical duobinary
transmitter we could observe open and clear eye diagrams after 12 km of trans-
mission over standard Single Mode Fiber (SMF). Return to Zero (RZ) modula-
tion provides a reduced chromatic dispersion tolerance compared to NRZ. The
tolerance is reduced to ±30 ps/nm for a 33 % duty cycle transmitter. Carrier
Suppressed RZ (CSRZ) modulation format provides also a reduced tolerance of
±45 ps/nm compared to NRZ.
The most used commercially available fixed dispersion compensation meth-
ods have been reviewed. As an example of the tight design margins observed in
single channel transmission regarding chromatic dispersion, we present a prac-
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tical scenario for the use of Dispersion Compensating Fiber (DCF) modules in
a 40 km or 80 km link for a single channel 40 Gb/s system. If we consider
the uncertainty in chromatic dispersion of the transmission fiber and the DCF
modules and add the temperature fluctuations we can observe that using NRZ
modulation we are not able to ensure transmission even for an 80 km link.
The performance of two different methods of single wavelength tunable dis-
persion compensators based on chirped fiber Bragg gratings have been inves-
tigated experimentally at 40 Gb/s using an NRZ based transmitter. The first
method uses control of the temperature gradient induced on the Bragg grat-
ing to tune the dispersion. The device could be tuned to minimize system
penalty in a series of different transmission spans ranging from 21.5 km to 41
km of standard-SMF. Tuning within this range provided a maximum sensi-
tivity penalty of 0.8 dB (PIN receiver). The second method uses controlled
stretching of a non-linearly chirped fiber Bragg grating as the dispersion tuning
mechanism. The performance of the device has been investigated in a series
of unrepeatered transmission spans ranging from 45.8 km to 103.8 km with a
maximum sensitivity penalty of 2 dB (PIN receiver), observed for the longest
span.
Another very important parameter to consider in the design of 40 Gb/s WDM
systems is the compensation of the slope of the chromatic dispersion of the
transmission fiber. In an ideal case we need to ensure that the slope is com-
pensated by more than 85 % per span if we want to ensure transmission within
a 35 nm optical bandwidth in a 5 span link with 80 km per span. However if
we consider the uncertainty in the dispersion and dispersion slope of the trans-
mission fiber and the DCF modules and add the expected temperature induced
fluctuations we observe that already for a single 40 km span we will be close to
reach the maximum tolerance of an NRZ transmitter for those channels situated
in the edges of the spectrum.
A tunable dispersion compensator intended for WDM application has been
tested. The device is based on a combination of a Virtually Imaged Phased
Array (VIPA) and a three dimensional mirror which allows for the tuning of
dispersion within ±700 ps/nm for 25 WDM channels spaced 200 GHz apart.
The performance of the device is mainly limited by the lack of slope compen-
sation which can clearly be observed if the residual dispersion overcomes the
dispersion margin. Tunability of the dispersion slope is clearly a necessary func-
tion of a WDM tunable dispersion compensator if it should compete against a
channel by channel compensator technique.
PMD is an effect variable in time and frequency. In order to avoid high levels
of distortion induced by PMD we need to design systems so that a worst case
situation will occur with a very low probability. The International Telecommu-
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nications Union, Telecommunications sector (ITU-T) recommendations, only
consider first-order PMD and limit the maximum PMD in a link to 10 % of
the bit period. This is equivalent to a 2.5 ps limit for a 40 Gb/s system. The
penalty observed for NRZ modulation is extremely dependent on the receiver
design. RZ modulation provides an increased tolerance for a preamplified re-
ceiver allowing for a maximum PMD of 3.5 ps in the link for a 33 % duty cycle
transmitter.
Taking into account PMD originated in the DCF modules and the Erbium
Doped Fiber Amplifiers (EDFA), using a Root Mean Square (RMS) addition
and considering a maximum of 2.5 ps PMD in the link, we are limited to a
PMD coefficient of the transmission fiber below 0.4 ps/
√
km for a 40 km link.
This is already below the maximum PMD coefficient of 0.5 ps/
√
km allowed in
ITU recommendations for transmission fibers . For a multi-span transmission,
limitations in the PMD coefficient of the fiber are significantly higher. For
example, in an 80 km per span system we will be limited to a four span system
with fibers with a PMD coefficient as low as 0.1 ps/
√
km.
The different methods proposed in the literature for first-order PMD com-
pensation have been presented and evaluated. We have implemented a PMD
compensator based on a fixed birefringent element with dynamical adjustment
to optimum compensation. An improvement which at least doubles the tradi-
tional limitation for NRZ signals at 40 Gb/s has been demonstrated, allowing
for a maximum PMD in the link of 5.5 ps when using the PMD compensator.
This would increase the limits in the PMD coefficient of the fiber close to 0.3
ps/
√
km in the previously aforementioned four span example.
An interesting way of observing the combined effect of first- and second-order
PMD is by evaluating the Probability Density Function (PDF) of the Quality
factor (Q) or the Bit Error Rate (BER) observed at the receiver. Following
this analysis it is estimated for example, that a precise decision timing is more
important than a threshold adjustment at the receiver for a system under the
influence of PMD.
Limitations in multi-span transmission over standard-SMF and Non Zero
Dispersion Shifted Fiber (NZDSF) have been investigated when using NRZ,
RZ, optical duobinary and Carrier Suppressed RZ (CSRZ) as the modulation
formats for a single channel 40 Gb/s system. We can observe a significant
advantage of using RZ or CSRZ modulation formats compared to NRZ, while
optical duobinary modulation provides a performance very close to NRZ. RZ
and CSRZ provide higher tolerances to Self Phase Modulation (SPM) and an
improved receiver sensitivity. For example considering simulation results for
span length of 80 km and transmission over standard-SMF we could achieve
transmission only over two spans when using NRZ modulation while for RZ or
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CSRZ we were able to reach transmission over four spans. These results are
obtained without considering the use of Forward Error Correction (FEC) or
Raman amplification.
Experimentally, in a transmission set-up consisting of 40 km spans of standard-
SMF, we have demonstrated that considering NRZ we could transmit over four
spans with a sensitivity penalty slightly higher than 2 dB (preamplified re-
ceiver). When we used a 3 ps pulsed RZ transmitter we could reach transmission
over six spans with a sensitivity penalty slightly higher than 1 dB (preamplified
receiver).
Finally, the system designer has been provided with a simple method to
obtain analytical design rules for the influence of Optical Signal to Noise Ratio
(OSNR) and SPM in the maximum number of spans allowed in a system for a
certain launched optical power. The method has been verified in the comparison
of NRZ and RZ for transmission over standard-SMF over 40 km spans.
The influence of linear crosstalk in a 100 GHz channel spaced 40 Gb/s WDM
system has been investigated for NRZ, RZ, optical duobinary and CSRZ mod-
ulation formats. The optical duobinary format provides the best performance
indicating that even narrower channel spacing (75 GHz) could be achieved us-
ing this modulation format. NRZ and CSRZ provide considerable margins to
the filter shape and bandwidth included in the optical multiplexer or demulti-
plexer to be used in a WDM system. Penalties below 1 dB (measured in a PIN
receiver) are observed in simulated results both for NRZ and CSRZ modulation
formats over a broad filter bandwidth range. RZ modulation is apparently not
suited for 100 GHz channel spaced WDM systems as penalties above 1.5 dB
and narrow tolerances to the filter shape and bandwidth are observed.
Regarding nonlinear cross-talk, an experimental investigation has shown that
optimum launched power levels in transmission over a 200 km standard-SMF
link for a 100 GHz spaced 16 channel 40 Gb/s WDM system using NRZ modu-
lation are very close to the optimum power levels in single channel transmission.
Launched optical power levels per channel into the standard-SMF were kept be-
tween -1 and 2 dBm while optical power levels launched into the DCF modules
were between -4 and -7 dBm. No significant FWM crosstalk could be observed
at these power levels. Launched power per channel into the fiber had to be
increased to an average of 4 dBm in order to observe a crosstalk level of -37.5
dBm for a center channel in transmission over standard-SMF. For transmission
over NZDSF and for a 100 GHz spaced 8 channel WDM system using NRZ
modulation the crosstalk level had increased to -30 dBm for a center channel.
We have experimentally investigated 40 Gb/s WDM systems using the CSRZ
modulation format in transmission over standard-SMF. Aided by Raman am-
plification every other span and using the DCF modules as the gain media
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we could achieve transmission over 5 spans of 80 km. For a 16 channel 200
GHz spaced WDM system we observed sensitivity penalties after transmission
in the order of 3 dB (measured in a PIN receiver) while for a 32 channel 100
GHz spaced WDM system the average sensitivity penalty increased to 4 dB
(measured in a PIN receiver). These penalties could be reduced significantly
if; Raman amplification were used for each span, an optimized optical demulti-
plexer were used at the receiver, the gain non uniformity of the in-line amplifiers
were reduced and FEC were used in the transmitter-receiver modules.
The possibility of using Semiconductor Optical Amplifiers (SOA) has been
demonstrated in a low channel count 40 Gb/s WDM system with NRZ modu-
lation format and over distances corresponding to those that commercial metro
systems target. Transmission over four spans of 40 km standard-SMF could be
achieved with Q values higher than 16 dB for all channels when keeping the
SOAs slightly under the saturation regime.
Finally, we have proposed and described possible implementation of single
channel and WDM 40 Gb/s systems. Furthermore, we have investigated the
availability of components needed for the implementation of the different pro-
posals. It seems that commercial single channel 40 Gb/s systems could be built
within the near future with state of the art components, among others; TDCs,
Avalanche Photodiodes (APD) receivers, optical duobinary pre-coders or CSRZ
transmitters.
We believe that 40 Gb/s WDM systems aiming at distances characteristic of
metro networks will be the next products to be seen as commercially available.
A low channel count TDC could allow these systems to be installed over links
containing fibers with PMD coefficients up to 0.2 ps/
√
km without the need of
any PMD compensation and using traditional NRZ modulation format.
A long haul 40 Gb/s WDM system has been proposed making use of Raman
amplification and CSRZ as the modulation format. A main limitation for a
practical implementation of a commercial 40 Gb/s WDM system today is the
need for a WDM-TDC that can allow also for the tuning of the slope of chro-
matic dispersion in the compensation process. A second limitation is observed
regarding PMD, for a 5 span 80 km link one will need to ensure that all fibers
installed have a PMD coefficient below 0.1 ps/
√
km
Two topics that might provide a competitive advantage in the implementa-
tion of 40 Gb/s transmission systems should be considered for future investiga-
tion . First, electronic chromatic dispersion and PMD compensation for each
channel used in combination with FEC for performance monitoring, will allow
to avoid complicated slope compensating TDCs in a WDM system and increase
transmission margins considerably. Second, investigation of PMD statistics in a
WDM system, in order to find out how many PMD compensators will allow for
174 Conclusion
an acceptable statistical performance by using the shared PMD compensator
approach proposed in this thesis.
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Appendix A
Analysis of multi span
performance
In this Appendix we will cover the concept of Quality factor Q, and its measure-
ment technique. Moreover, we develop an analytical solution for the evolution
of Q in a multi span transmission system, which allows to estimate performance
in the linear regime.
A.1 Quality factor and Bit Error Ratio
The Bit Error Rate (BER) is obtained by comparing the sampled value at the
receiver with the expected value over a large amount of transmitted data. An
error will occur if we detect a zero when expecting a one, P1/0, or when we
detect a one expecting a zero, P0/1, see Figure A.1. If there is equal probability
to receive ones and zeros the BER can be written as:
BER =
1
2
· [P1/0 + P0/1] (A.1)
If we assume Gaussian distributions at a specific sampling time for the ”ones”,
mean value µ1 and standard deviation σ1, and for the ”zeros”, mean value µ0
and standard deviation σ0, and a decision threshold, Id we can write the BER
[237] as
BER =
1
4
· [erfc(µ1 − Id
σ1
√
2
) + erfc(
Id − µ0
σ0
√
2
)] (A.2)
The quality factor Q refers to the optimum performance which requires the
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Figure A.1: Measured 40 Gb eye diagram and concepts required for the understanding
of Q and BER
lowest BER, this occurs when
µ1 − Id
σ1
=
Id − µ0
σ0
= Q (A.3)
where Q is usually expressed as
Q =
µ1 − µ0
σ0 + σ1
(A.4)
and is related to the BER for optimum setting of the decision threshold by
BER =
1
2
· erfc( Q√
2
) ≈ exp(−Q
2/2)
Q · √2 · pi (A.5)
The approximation in Equation A.5 is reasonably accurate for Q > 3 [237].
A common way of expressing Q when working on system design is in decibels
Q(dB) = 20 · Log(Q). Figure A.2 shows the relation between BER and Q
(linear) following the approximation of A.5. The relation between Q (linear)
and Q (dB) is shown as a reference for the reader.
A.2 Practical measurement of Q
When BER is very low, measuring times can be extremely long. An accurate
method to evaluate the system performance for low BER is the decision-circuit
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Figure A.2: Relation between the BER, Q (linear) and between Q and Q expressed
in dB for reference.
method of Q measurement [238], which includes the effect of inter symbol inter-
ference originated in the system from EDFAs, dispersion or nonlinearities [47].
The method consists, see example in Figure A.3, on measuring the BER as a
function of the decision threshold of the receiver. Two distinctive set of data
appear which can be fitted to a polynomial function [238]. The intersection of
these curve fits will indicate a best BER directly related to Q.
Other methods of measuring Q use direct measurement of the gaussian ap-
proximation of distribution functions of the eye diagram observed in an oscillo-
scope [239] however this will not include the performance of the receiver in the
measurement. For example the direct measurement of the same signal shown
in Figure A.3 in an oscilloscope was of 19.8 dB while Q measurements using the
decision-circuit were reduced to 18.2 dB as they included for example an optical
demultiplexer at the receiver to convert the measuring signal to 10 Gb/s.
A.3 Analytical investigation of Q in a multi span
WDM system
In this section we present an analytical model for the investigation of the per-
formance of a multi-span WDM system. The model includes transmitter and
204 Analysis of multi span performance
-5
-6
-7
-8
-9
-10
200 250 300 350 400 450 500 550 600
Lo
g(
BE
R)
Decision  Thershold  (mV)
Zeros
Ones
Figure A.3: Practical example of the measurement of Q for a 40 Gb/s NRZ signal.
receiver configurations for NRZ and RZ modulation. The analysis is gradual
and is divided into two subsections, the first one looks into a simple model
based on fiber-amplifier sections, the second one includes a two stage amplifier
with a dispersion compensation module placed in the middle section.
A.3.1 Evolution of Q in a fiber-amplifier simple chain
The analysis has its origins in Equation A.4 which can be written as a function
of the variances in the photocurrent observed at the receiver, σ2(inoise1) and
σ2(inoise1), the difference between the power for a one and a zero (Psig1−Psig0)
and the responsivity of the photodiode, Rd as [224]
Q =
Rd · (Psig1 − Psig0)√
σ2(inoise1) +
√
σ2(inoise0)
(A.6)
We consider the spontaneous-signal beat noise, with variance σ2is−sp and the
thermal noise, variance σ2ith as dominant noise contributions of a chain of
amplifiers where the signal-spontaneous beat noise only affects the receiver when
there is a one and can be written as
σ2is−sp =
2R2dPsig1PspBe
Bo
(A.7)
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where Be is the electrical bandwidth of the receiver, Bo is the bandwidth of
the optical signal reaching the receiver ( it should have been filtered in order
to discard the spontaneous-spontaneous beat noise contribution) and Psp is the
power of the spontaneous emission expressed as
Psp = F · (G− 1) · h · v ·Bo (A.8)
where F and G are the noise figure and the gain of the amplifiers respectively
and h · v is the photon energy.
The thermal noise can be directly related to the sensitivity of the receiver,
Rsens (average received power for a given BER or Q) if we consider that it is
measured without any amplifiers and the noise contribution is dominated by
the thermal noise. For example if we take the sensitivity to be -16 dBm for a
10 Gb/s PIN diode for a BER of 10−12 (a Q of 7) we can write from A.6
7 = Q =
2 ·Rsens√
σ2ith +
√
σ2ith
(A.9)
the variance of the thermal noise can be written as a function of the Q measured
for the receiver sensitivity described
σ2ith = (
Rsens
7
)2 (A.10)
The power difference between the power in the ones and zeros, (Psig1−Psig0),
can be expressed as a function of the average power Pa, the extinction ratio R,
the duty cycle of the signal DC and the photodiode responsivity Rd as
(Psig1 − Psig0) = 2 · (Pa ·Rd
DC
) · (R− 1
R
) (A.11)
The duty cycle allows to include in the analysis an RZ signal with the desired
pulse width, for an NRZ signal the duty cycle will be unity. We consider a 3dB
electrical bandwidth of the receiver Be related to the bit rate Br by Be = 0.7·Br .
In addition we consider the amplifier gain to be equal to the span loss.
With all these considerations and taking into account equations A.6 to A.10
we can write the evolution of the quality factor Q in dBs function of the number
of spans N as
QdB(N) = 20·Log

 2 · (Pa·RdDC ) · (R−1R )√
2N ·R2d(FG − 1) · hv · ( 2PaDC ) ·Be + (Rsens7 )2 +
√
(Rsens7 )
2


(A.12)
where a linear accumulation of the spontaneous noise and no changes in the
amplifier gain are supposed.
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A.4 Evolution of Q in a repeatered system with 2
stage optical amplifiers
In this subsection we estimate the evolution of Q in a repeatered system where
the optical amplifiers are designed to accommodate for a dispersion compensa-
tion module. The amplifier is usually designed in a two stage model with the
gain of the first section limited to the level where optical non-linear effects will
distort transmission in the dispersion compensation fiber. The total sum gain
of both amplifiers compensates for the loss of the span and the dispersion com-
pensation module. The analytical model is found by estimating the variance of
the signal-spontaneous contribution of a chain of amplifiers-transmission spans
as depicted in Figure A.4
Tx Rx
L1 G1
F1
G2
F2
G1
F1
G2
F2
L2
L1 L1
L2 L2
G1
F1
G2
F2
Span  1 Span  2 Span  N
1 2 3 4 N-1 N
Figure A.4: Model followed in the analytical modelling of a repeatered system includ-
ing 2 stage amplifier and dispersion compensation modules.
Following an iterative process; the total power at the output of the amplifiers,
the signal-spontaneous noise contribution and the variance for points 1,2,3 and
4 in Figure A.4 are evaluated analytically, see Figure A.5.
Following the iterative process an expression for the variance of the signal-
spontaneous emission after a certain number of spans N , can be obtained. This
expression is a function of the amplifiers gain and noise figure, G1 and F1 for
first section, G2 and F2 for second section, the attenuation of span, L1 and
attenuation of the dispersion compensation module, L2
σ2is−sp = 2 ·R2d · Pa
[
N ·
(
G2
L2
· Psp1 + Psp2
)]
· Be
Bo
(A.13)
where
Psp1 = (F1 ·G1− 1) · h · v · Bo (A.14)
and
Psp2 = (F2 ·G2− 1) · h · v · Bo (A.15)
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Finally knowing the variance of the signal-spontaneous emission and following
the approach described in Section A.3.1 we can reach an expression for Q as a
function of the span number
QdB(N) = 20·Log

 2 · (
Pa·Rd
DC ) · (R−1R )√
2N ·R2d · (2PaDC ) · (Psp2 + Psp1 · G2L2 ) · BeBo + (Rsens7 )2 +
√
(Rsens7 )
2


(A.16)
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Figure A.5: Iteration for the two stage amplifier repeatered system. Presen-
tation of iterative process for estimating the total power at the output of the
amplifiers, the signal-spontaneous noise contribution and the variance of this
noise contribution.
Appendix B
Simulation parameters
In this Appendix we present the main parameters used in the different results
shown throughout the thesis obtained from simulations using the photonic sim-
ulation tool VPI Transmission MakerTM [155]. Each set of parameters is rep-
resented in a figure containing the table of parameters used.
Bit  rateParameter 10  Gb 40  Gb
Transmitter  type Mach-Zehnder Mach-Zehnder
Chirp No No
Extinction  ratio 12  dB 12  dB
Rise/fall  time 1/4  Bit  period 1/3  Bit  period
Receiver  type PIN PIN
Sensitivity  BER  10-10 -19  dBm -12.48  dBm
Receiver  Bessel  filter 7  GHz 28  GHz
Simulation  bits 1024 1024
PRBS 210-1 210-1
Non-linear  coefficient Off Off
Figure B.1: Simulation parameters used in the simulation of penalty versus dispersion
for 10 Gb/s and 40 Gb/s single wavelength transmission. Chapter 3.
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210 Simulation parameters
Modulation  format
Parameter 40  Gb  Chirped
NRZ
40  Gb
Duobinary
40  Gb  NRZ
Transmitter  type Mach-Zehnder Mach-Zehnder Mach-Zehnder
Chirp α=  −0.7  /  +0.7 0 0
Extinction  ratio 13  dB 13  dB 12  dB
Rise/fall  time 1/4  Bit  period n.a 1/3  Bit  period
Bessel  filter  (5th   order) n.a 11.2  GHz n.a
Receiver  type PIN/preamp. PIN/preamp PIN/preamp.
EDFA  gain 25  dB
Noise  figure 5  dB
Filter  after  EDFA 160  GHz
Sensitivity  BER  10-10
PIN  receiver
-12.9  dBm -11.6  dBm -12.48  dBm
Sensitivity  BER  10-10
Preamp.  receiver
-30.3  dBm -27.7  dBm -29.5  dBm
Receiver  Bessel  filter 28  GHz
Simulation  bits 1024 256 1024
PRBS 210-1 28-1 210-1
Non-linear  coefficient Off
Figure B.2: Simulation parameters used in the simulation of dispersion margins
for chirped-NRZ and duobinary modulation comparing them with NRZ modulation.
Chapter 3.
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General  Parameters
PRBS  order 28-1  (  Fixed  starting  point  all  simulations
Number  of  bits 256
Number  of  simulations  per  case 1000
Bit  rate 40  Gb/s
Others No  non-linear  effects  &  no  dispersion  in  fibre
Transmitter  Parameters
Wavelength 1552.52  nm
Mach-Zehnder  extinction  ratio 30  dB
Rise  time 8.33  ps
Fiber  parameters
Length 40  km
Correlation  length 50  m
Receiver  Parameters
PIN  diode  responsivity 0.52  A/W
Thermal  noise 24.1*  10-12  A/Hz1/2
Electrical  filter 7  GHz
Sensitivity  (no  PMD)    @  BER=10-12 -12  dBm
Figure B.3: Simulation parameters used in the simulation of PMD in fiber throughout
Chapter 4.
212 Simulation parameters
M odulation   formatParameter 40   Gb   RZ 40   Gb   NRZ
Transmitter  type M ach-Zehnder M ach-Zehnder
Chirp 0 0
Extinction   ratio 12   dB 12   dB
Rise/fall  time 1/3   B it  period 1/3   B it  period
Pulse   shpae Gaussian n.a
Pulsewidth   (FW HM ) 8   ps n.a
Receiver   type PIN/preamp. PIN/preamp.
EDFA   gain 25   dB
Noise   figure 5   dB
Filter   after   EDFA 160   GHz
Sensitivity  BER   10 -10
PIN   receiver
-14.7   dBm -12.48   dBm
Sensitivity  BER   10 -10
Preamp.  receiver
-31.5   dBm -29.5   dBm
Receiver   Bessel  filter 28   GHz
Simulation   bits 1024
PRBS 210-1
Non-linear   coefficient Off
Figure B.4: Simulation parameters used in the simulation of PMD in fiber for NRZ
versus RZ in Chapter 4.
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40  km 80  km
Bits  simulated 1024
Samples  per  bit 32
PRBS 210-1
Transmitter  type Mach-Zehnder
Chirp No
Extinction  ratio 13  dB
Rise-fall  time 1/3  Bit  period
Dispersion  SMF 17  ps/nm*km
Attenuation  SMF 0.2  dB/km
SMF  IL 11  dB 22  dB
EA  SMF 80  µm2
EA  DCF 20  µm2
Dispersion  DCF -100  ps/nm*km
DCF  IL 6  dB 8  dB
Attenuation  DCF 0.5  dB/km
Power  into  DCF <  -1  dBm -4  dBm
Slope  compensation Yes
EDFAs  noise  figure 5  dB
Receiver  type EDFA  preamplified
Optical  filter 160  GHz
Receiver  Bessel  filter 28  GHz
Receiver  sensitivity
BER  10-12
-28.5
Figure B.5: Simulation parameters used in the simulation of multi-span NRZ over
standard-SMF in Chapter 5.
214 Simulation parameters
40  km 80  km
Dispersion  in  NZDSF 4  ps/nm*km
Attenuation  in  NZDSF 0.25dB/km
NZDSF 11  dB 22  dB
EA  NZDSF 62  µm2
EA  DCF 15  µm2
Dispersion  NZDSF -144  ps/nm*km
DCF  IL 4  dB 5.5  dB
Attenuation  DCF 0.55  dB/km
Power  into  DCF <  -1  dBm -4  dBm
Slope  compensation Yes
Figure B.6: Simulation parameters used in the simulation of multi-span over NZDSF
in Chapter 5.
Appendix C
Implementation and
characterization of Tellabs 40
Gb/s test-bed
In this Appendix we will describe the 40 Gb/s test-bed implemented at the
Tellabs laboratories in Denmark and which has been used in all the experi-
mental characterizations performed except for the work done during the period
at AT&T Research Labs. The set-up has been limited mainly by the budget
available for this project and also by the quality of components and instruments
available at the point in time were a choice had to be made on which imple-
mentation path would be followed. It is clear that the ideal test-bed should
count with a 40 Gb/s test-set able to measure directly Bit Error Rate (BER)
performance for Pseudo Random Binary Sequence (PRBS) signals at that bit
rate. However back in March 2001 when we had to decide which system we
should implement there was only one manufacturer of 40 Gb/s test sets avail-
able and unfortunately the price was way beyond the budget of this project.
The choice which was followed was a combination of an Electrical Time Domain
Multiplexing (ETDM) from four 10 Gb/s to create the 40 Gb/s signal for the
transmitter (which allowed for Non Return to Zero (NRZ) transmission) and of
Optical Time Domain Demultiplexing (OTDD) at the receiver of one of the 10
Gb/s channels from the 40 Gb/s signal. This approach allowed to use available
10 Gb/s test-set equipment reducing total cost considerably compared to the
use of a 40 Gb test set. The decision also allows to complete the receiver part
in the future with a full electrical demultiplexing unit, unfortunately this up-
grade has not been possible within the time frame of the project. Section C.1
will describe the actual implementation of the test-bed while Section C.2 will
provide a detailed characterization of its performance.
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C.1 Implementation of Tellabs 40 Gb/s test-bed
A high level block diagram of the test-bed is shown in Figure C.1, as mentioned
previously the transmitter is based on the multiplexing of four 10 Gb/s signals
(channels A,B,C and D) in a SHF 4005 40 Gb/s electrical multiplexing, the four
10 Gb/s channels are provided by a splitter with delays of 2 ns, 4 ns and 6 ns
from channels B, C and D to A respectively. These delays allow enough time
mixing to provide a quality testing signal. However, the testing signal is not
a true 40 Gb/s PRBS sequence and we will refer to the PRBS of the 10 Gb/s
signals when describing the experimental work. Figure C.2 shows the main
blocks of the 40 Gb/s ETDM transmitter together with the most important
signals. In the electrical domain the 20 Gb/s AxC and BxD test outputs and
40 Gb/s Data. In the optical domain the 40 Gb/s optical signal at the output
of the transmitter, the typical extinction ration obtained is in the order of 12
dB.
40  Gb/s  to  10  Gb/s
OTDD
Optical  clock
40  Gb/s  ETDM
Transmitter
10  Gb/s  test-set
Pattern  generator
Error  detector
10  Gb/s
Receiver
Figure C.1: Overview block diagram of 40 Gb/s test-bed.
At the point when the set-up was designed there were no clock recovery
modules available for 40 Gb/s transmission which could be used both for NRZ
and RZ transmission 1. The implemented method for clock recovery uses the
transmission of a 10 GHz reference clock through the same optical channel as
the 40 Gb/s signal and its extraction at the receiver. The clock generator set-
up is shown in Figure C.3, a typical WDM spectra is shown where the first
channel is the transmitted clock. In the time domain the clock is send as a
pulsed signal, this is used to improve the switching window of the OTDD. The
principle of operation of the OTDD is shown in Figure C.4, the EA creates
a time switching window allowing only one every four pulses to be observed,
providing one of the 10 Gb/s original channels into the ETDM multiplexer
1At the Research Center COM and as a result of the work within the Master Thesis project
”Clock recovery for 40 Gb/s optical transmission systems” [240] a clock recovery is available
now for use with RZ transmission
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Splitter
4x10  Gb/s
SHF  40005  A
40  Gb/s  MUX
40  Gb/s  dual  drive
MZ  modulator
Driver
CW  lasers
40  Gb/s
optical  signal
Bias10/20  GHZ
PC
Data Clk
Pattern  generator
Driver
40  Gb  Data
20  Gb  AxC
20  Gb  BxD
40  Gb  Data  el
10  ps/div
  40  Gb  Data
Figure C.2: Experimental set-up of 40 Gb/s ETDM transmitter. Example of main
electrical signals and final optical 40 Gb/s output by means of eye diagrams.
of the transmitter. The signal which drives the EA is directly obtained from
the transmitted clock, when using a pulsed clock we could obtain a significant
reduction of the switching window. The effect of the pulsed clock is such that
when driving the Electro Absorption (EA) modulator with a sinusoidal clock
we obtained an error floor at 10−6 which was reduced to error free using the
pulsed driving signal. The pulsed clock requires that the photodiode and the
amplifier placed before the EA have a broad bandwidth and are able to amplify
correctly a short pulsed signal. Typical switching windows obtained using this
technique are in the order of 20 ps. The optical transmitted clock is used both
for the switching window of the EA modulator and for the error detector.
A main limitation of the OTDD technique is the attenuation induced by the
EA modulator, which needs to be compensated by the use of optical amplifiers.
The first EA modulator used in the test-bed had an insertion loss higher than
18 dB. In later versions of the set-up this parameter has been reduced down to
12 dB improving the receiver performance.
Finally the 10 Gb/s RZ signal obtained at the output of the EA modulator
passes through a 10 Gb/s receiver, see Figure C.5, consisting of an automatic
controlled filter and attenuator followed by electrical amplifiers and filters. The
final amplifier is a limiting amplifier which reduces the need for threshold tuning
at the error detector of the 10 Gb/s test-set. Figure C.6 shows a component
based set-up for the receiver, it includes four signal monitoring points which
are inputs to an optical switch. The output of this switch is connected to an
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MZ  modulatorCW  laser
40  Gb/s  WDM
optical  signal
Bias10  GHz  clock
PC
3  dB
Driver
EDFA
Attenuator
10  GHz  pulsed  clock
Figure C.3: Experimental set-up of pulsed clock generation in Tellabs 40 Gb/s test-
bed. A typical WDM spectrum is shown with the first channel as the clock. A typical
trace for the clock signal is also shown as a reference.
EA
Vpp=  5  V
IL=18  dB
7  V  static  ER=22  dB
Bias-T
Bdwth  >40  GHz
Pin  =  8  dBm
10  GHz
  9-11  GHz
9.7  –  10.3  GHz
10  GHz  to  test-set
Figure C.4: Operation principle of the Optical Time Domain Demultiplexing (OTDD)
technique. Short pulses are used as the driving signal for the Electro Absorption (EA)
modulator reducing considerably the optical switching window. The pulsed signal is
used also to provide the clock to the 10 Gb/s error detector.
oscilloscope, a power meter and an OSA. Monitoring these four signals allows to
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Filter  &  attenuator
O  /  E
Lightwave  converter
10  GHz
7  GHz  Bessel
Limiting  amplifier From  demultiplexer
To  10  Gb  test-set
Figure C.5: Experimental set-up for the 10 Gb/s receiver used in Tellabs 40 Gb/s
test-bed.
1  Sw
5%
95% 3  dB
5%
95% EA
  5%
95%
5%
95% 90%
10% 20  dB Clk  ED
1:8  Switch
3  Sw
4  Sw
2  Sw
t
Att
Att
Att
Att
PC
3  dB
3  dB
Oscilloscope
OSA
Power  meter
E/O
Oscilloscope
ED
Att
CLOCK
40  Gb
Figure C.6: Component set-up used in the receiver implementation at the Tellabs 40
Gb/s Test-bed.
set the OTDD receiver at optimum performance without the need to disconnect
any optical fibers.
Figure C.7 shows a picture of the test-bed. It has been implemented in a
single rack and has been used for over a year in a series of different experiments
described throughout this thesis.
C.2 Performance of Tellabs 40 Gb/s test-bed
Initially the performance was evaluated comparing the 40 Gb/s performance
to a 10 Gb/s back-to-back system were no ETDM multiplexing or OTDM de-
multiplexer were included. For the 100 Gb/s system we used the same optical
transmitter as for 40 Gb/s, driven now by a 10 Gb/s signal directly from the
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4x10  Gb  Splitter
and  Multiplexer
40  Gb  Optical
transmitter
Receiver  set-up
EDFAs 
EDFAs
Attenuators
Tuneable  filter
1x8  switch
Power  supplies
10  GHz  pulsed  clock
Figure C.7: Picture of the Tellabs 40 Gb/s test-bed indicating where the different
blocks are physically situated in the rack.
test-set, and the same 10 Gb/s receiver set-up. The BER characterization
comparison is shown in Figure C.8. In the order of 1 dB penalty is observed
comparing both curves at a BER of 10−10 and no signs of error floor were
observed allowing for stable measurements down to 10−12 BER ratios.
The performance of the test-bed has been also evaluated as a function of the
length of the 10 Gb/s PRBS sequence used as input to the ETDM multiplexer at
the transmitter. We can observe close to a 1dB difference in receiver sensitivity
(measured for a BER of 10−10 from a 27 − 1 to a 231 − 1 PRBS sequences,
results are shown in Table C.1.
10 Gb/s PRBS order Sensitivity (dBm) (BER 10−10)
31 -15.8
15 -16.42
7 -16.92
Table C.1: Sensitivity dependence of Tellabs test-bed on the 10 Gb/s PRBS sequence
length.
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Figure C.8: Characterization of Tellabs 40 Gb/s test-bed performance. The BER ob-
tained directly from a 10 Gb/s NRZ signal with no Optical Time Domain Multiplexing
(OTDD) using the same 10 Gb/s receiver is compared to the performance of a 40 Gb/s
NRZ signal.
Furthermore, the sensitivity penalty has been also evaluated in a 40 Gb/s
back-to-back case for the four 10 GB/s time channels which form the 40 Gb/s
signal. The different channels can be chosen by tuning an optical time delay at
the receiver. The results for the four time channels are presented in Table C.2,
a sensitivity difference of 0.8 dB can be observed between the best and worse
channel.
Channel Sensitivity (dBm)(BER 10−10)
A -16.06
B -15.24
C -15.27
D -15.86
Table C.2: Sensitivity dependence of Tellabs test-bed on the 10 Gb/s time domain
channel demultiplexed.
The final characterization described in this section is the wavelength depen-
dence of the test-bed performance. Unfortunately this is directly dependent
on the EA modulator used as these are inherently wavelength dependent [241].
As an example Figure C.9 shows the static characterization (extinction ratio
and insertion loss) of an EA used at the receiver and the penalty in sensitivity
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Figure C.9: Characterization of Tellabs 40 Gb/s test-bed as a function of wavelength.
The static performance of the EA is provided as a function of wavelength.
(BER of 10−10) observed as a function of wavelength.
It is clearly observed that there is a direct relation between EA characteristics
and test-bed performance. This effect has reduced in some of the WDM exper-
iments the ability to use the receiver to evaluate the performance of channels
within the 1530 to 1545 nm range.
Appendix D
Effect of the use of OTDD in
penalty measurements of NRZ
signals
In this Appendix we analyze the discrepancy between simulated and experimen-
tal dispersion margins observed for NRZ signals and suggest an explanation by
means of simulations. It is believed that there is a direct relation between the
switching window created by the Electro Absorption (EA) modulator in the Op-
tical Time Domain Demultiplexing (OTDD) process and the observed penalty,
which differs from that expected for Non Return to Zero (NRZ) if it would be
analyzed by a direct 40 Gb/s receiver. The set-up used in simulations is shown
in Figure D.1, the quality of the original NRZ signal is evaluated both by a 40
Gb/s Electrical Time Domain Multiplexing (ETDM) based receiver and a 40
Gb/s OTDD based receiver (with a 10 Gb/s ETDM based receiver after optical
demultiplexing). The switching window of the EA modulator based OTDD is
controlled by changing the electrical pulsed signal applied (Gaussian shaped).
We consider two cases, the first one where an electrical driving signal of 30 ps
produces an optical 20 ps switching window (similar to the experimental set-
up). In the second case the switching window is reduced to 13 ps by changing
the electrical driving pulses to 20 ps. The EA transfer function used in the
simulations corresponds to a measured sample and used in the experimental
set-up.
Moreover, we use the same model to analyze the sensitivity penalty observed
using OTDD in the measurement of the performance of modulators with low
rise-fall times and the penalty induced by first order Polarization mode disper-
sion (PMD).
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40  Gb  NRZ
Transmitter
40  to  10  Gb
OTDD
10  Gb/s  ETDM
Receiver
40  Gb/s  ETDM
Receiver
Figure D.1: Overview block diagram of simulation set-up for analysis of OTDD influ-
ence on penalty measurements.
D.1 Influence of OTDD on the measured dispersion
margins for NRZ
In Figure D.2 we can observe the optical and electrical eye diagrams for different
values of dispersion and for the three cases described previously, 40 Gb/s ETDM
receiver, 20 ps and 13 ps switching windows. Electrical filtering is always 70%
of the bit period, 28 GHz for 40 Gb/s receiver and 7 GHz for the 10 Gb/s
receiver.
For the back to back case and looking at the eye diagrams we can observe for
the OTDD receiver case the influence of the not perfect demultiplexer suppres-
sion ratio which allows for crosstalk from neighboring channels to be present
in the decision at the receiver, this effect has been previously analyzed for RZ
signals and OTDD based receiver in [242]. As a reference a 0.6 dB sensitivity
penalty is observed when comparing the 20 ps to the 13 ps switching window
case. When we include dispersion the crosstalk effect is enhanced due to the
broadening of the pulses and the level of crosstalk observed is directly depen-
dent on the switching window. For a dispersion of 50 ps/nm for example we
observe eye openings of 7.5 dB, 7.5 dB and 5.8 dB for the direct ETDM, 13
ps and 20 ps switching window cases respectively. In order to evaluate the
performance difference, sensitivity penalty (for BER 10−10) has been evaluated
for the three cases as a function of dispersion. The penalty is calculated for
each case related to the equivalent back-to-back situation as in the experimental
work. The results are shown in Figure D.3. They show a clear reduction of the
dispersion margin when measured with an OTDD receiver and how this influ-
ence is directly related to the switching window of the receiver configuration.
Following these results we would expect the 1 dB dispersion margin to be mea-
sured for a dispersion ±40ps/nm when using OTDD receivers rather than the
margin of ±70ps/nm observed in the simulations and confirmed experimentally
in Section 3.1.2 for using an ETDM receiver.
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Optical  eyes
no  dispersion
Electrical  eyes 
no  dispersion
Electrical  eyes 
dispersion  50  ps/nm
Electrical  eyes 
dispersion  75  ps/nm
ETDM OTDD  13  ps OTDD  20  ps
Figure D.2: Comparison of eye diagrams observed in the simulated dispersion margin
measurements measured with ETDM versus OTDD receivers. Please observe that
different time scales are used.
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Figure D.3: Sensitivity penalty curves of performance analysis under the effect of
dispersion when measured with ETDM versus OTDD receivers.
D.2 Influence of OTDD on the characterization of
modulators
It has been observed in several occasions that we could not measure BER per-
formance using Tellabs test-bed when using EA modulators as transmitters. In
this Section we analyze the influence of an OTDD based receiver on the sensi-
tivity penalty measured for a LiNbO3 with 11 dB of ER as a function of the
rise/fall of the electrical driving signal applied to the modulator (full Vpi modula-
tion). Optical eye diagrams, see Figure D.4 show clearly the rising crosstalk for
slower rise-fall times in the modulator, which affects the performance strongly
in the case of OTDD receiver set-up.
We compare the sensitivity penalty curves (reference back-to-back situation
for each case) for 40 Gb/s ETDM and the OTDD based receiver with a 20 ps
switching window, see Figure D.5. We can observe a steeper penalty curve for
the OTDD demultiplexing. This is believed to be the reason why we could not
measure BER when characterizing some EA samples in the Tellabs test-bed.
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ETDM OTDD  20  ps
Rise-fall  time  8  ps
Rise-fall  time  12  ps
Rise-fall  time  16  ps
Figure D.4: Comparison of eye diagrams observed for different electrical rise/fall times
measured with ETDM versus OTDD receivers.
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Figure D.5: Sensitivity penalty curves of performance analysis as a function of rise/fall
time when measured with ETDM versus OTDD receivers.
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D.3 Influence of OTDD on the measurement of 1st
order PMD penalties
A similar effect has been as described in the previous sections has been observed
in the measurement of penalties induced by first order PMD. We have analyzed
the effect of OTDD by applying the modelled OTDD receiver and comparing the
sensitivity penalty (PIN receiver) to those obtained with and ETDM. In Figure
D.6 we can observe the significant difference observed between the penalties as a
function of first order PMD generated with a simple polarization splitter-optical
delay set-up.
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Figure D.6: Sensitivity penalty curves of performance analysis as a function of first
order PMD when measured with ETDM versus OTDD receivers.
Appendix E
Effective noise figure of a
Raman amplifier
In this Appendix we will review the concept of effective noise figure of a Raman
amplifier. A schematic of the model followed is shown in Figure E.1. The main
idea is to find an equivalent EDFA with gain equal to the On-Off gain of the
Raman amplifier and with a noise figure which introduces the same ASE level
as the Raman ampllifier. Using this model it is possible to define an effective
noise figure of the Raman amplifier by measuring the ASE power at the output
of the Raman amplifier and the On-Off gain.
The gain relations can be written as
GAC = GAB ·GBC (E.1)
The noise figure of the link considering the lumped EDFA model can be written
as
FAC = FAB +
FBC − 1
GAB
(E.2)
The noise figure of a passive fiber includes the degradation of the signal to noise
ration due to shot noise
FAB =
1
e−α·L
(E.3)
by including E.3 in E.2 and considering that the negative gain observed in the
fiber is directly the loss we rewrite E.2 as
FAC =
1
e−α·L
+
FBC − 1
e−α·L
=
FBC
e−α·L
=
FBC
GAB
(E.4)
If we now consider the segment AC as a black box model with a gain, GAC ,
a noise figure, FAC and an observed ASE level at point C of E.1 we can write
231
232 Effective noise figure of a Raman amplifier
A B C
Power
Position
Transmission  fiber,  L
Raman
Discrete  Raman
Equivalent  EDFA  lumped
A CB
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On/Off  gain
Figure E.1: Schematic of power levels through a transmission link when using
a distributed Raman amplifier and its equivalent EDFA model from which we
define the effective noise figure.
this observed ASE as [243]
PASEC = (GAC · FAC − 1) · hνBo (E.5)
By substituting E.1 and E.4 in E.5 we obtain
PASEC = (GAB ·GBC ·
FBC
GAB
− 1) · hνBo (E.6)
which solved for the noise figure of the EDFA, FBC to which we refer as effective
noise figure, provides the final expression
FBC =
1
GBC
· (PASEC
hνBo
+ 1) (E.7)
where GBC is the On-Off gain of the Raman amplifier.
Appendix F
Additional results
In this Appendix we include results from the multi-span simulations not in-
cluded in Chapter 5.
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Figure F.1: Simulated performance for the multi-span transmission over NZDSF using
RZ transmitter in 40 km spans. a) 8 ps pulses, b) 4 ps pulses.
233
234 Additional results
0
2
4
6
8
10
-6 -4 -2 0 2 4 6 8 10
RZ8ps_pen&pow
80  km
160  km
240  km
320  km
400  km
480  km
560  km
640  km
720  km
800  km
Se
n
si
tiv
ity
 
Pe
n
al
ty
 
(dB
)
Power  into  NZDSF  (dBm)
0
2
4
6
8
10
-6 -4 -2 0 2 4 6 8 10
80  km
160  km
240  km
320  km
400  km
480  km
560  km
640  km
720  km
800  km
Se
n
si
tiv
ity
 
Pe
n
al
ty
 
(dB
)
Power  into  NZDSF  (dBm)
a)  8  ps  Gaussian  pulses b)  4  ps  Gaussian  pulses
Figure F.2: Simulated performance for the multi-span transmission over NZDSF using
RZ transmitter in 80 km spans. a) 8 ps pulses, b) 4 ps pulses.
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