A forecasting model for unemployment is constructed that exploits the time-series properties of unemployment while satisfying the economic relationships specified by Okun's law and the Phillips curve. In deriving the model, we jointly consider the problem of obtaining estimates of the unobserved potential rate of unemployment consistent with Okun's law and Phillips curve, and associating the potential rate of unemployment to actual unemployment. The empirical example shows that the model clearly outperforms alternative forecasting procedures typically used to forecast unemployment.
Introduction
Economic forecasters are often confronted with the problem of how to design forecasting models which are based on economic theory and which also exploit the time-series properties inherent in the data. Both aspects are important: theory guides the selection of relevant variables and the speci…-cation of relationships in the forecasting model while the properties of the data guide the e¢ cient use of information in the estimation.
The aim of this paper is to show how forecasts of the unemployment rate, one of the most important variables in economics, can be improved by applying economic theory in an econometric framework which emphasises the time series properties inherent in the data. Such an approach is, of course, not new; the novel aspect of this paper is that two of the most popular relationships in economics -Okun's Law and Phillips Curve -which relate the movements of output, prices and unemployment, are jointly expressed as a system of 'gap'equations in a state space form to produce forecasts of unemployment. The resulting forecast of unemployment is consistent with both Okun's law and the Phillips curve, as well as the time-series properties of actual unemployment.
The econometric forecasting model uses the trend-cyclical decomposition methods of Harvey et. al. (1986) , Kuttner (1994) and Malley and Molana (2008) . More speci…cally, we rely on Att…eld and Silverstone (1998) who show that the unobserved components in any 'gap'equation may be identi…ed by reference to the stochastic trend emanating from a Beveridge-Nelson decomposition, and the work of Anderson et al. (2006) who represent the Beveridge and Nelson (1981) decomposition in the single source of error state space framework. The advantage of this set-up is that it provides a parsimonious and e¢ cient way to combine Okun's law and Phillips curve in a form that is easily estimable.
The forecasting performance of the model is evaluated against forecasts from VAR and Bayesian VAR models estimated using the same information set. The VAR and BVAR approaches are commonly used for economic forecasting and numerous studies have provided evidence regarding their fore-casting capacity relative to structural univariate or AR approaches (Artis and Zhang, 1990; Ramos, 2003 ; see also De Gooijera and Hyndman (2006) for a general review).
The paper is organised as follows. In the next section, we specify a latent variable forecasting model using Okun's law and the Phillips curve. Section 3 details the model selection process used in this paper. The results are presented in Section 4, with Section 5 concluding the paper.
A latent variable forecasting model based on Okun' s law and Phillips curve
This section sets up a system of gap equations that jointly capture the economic relationships postulated by Okun (1962) and Phillips (1958) . Importantly, both theories signify an explanatory role for the deviation between the unemployment rate and the 'natural'rate of unemployment in the movements of output and in ‡ation respectively.
The empirical relationship between the rate of unemployment and output suggested by Okun (1962) can be expressed as a gap equation
where y t is the logarithm of observed real output, u t is the observed unemployment rate, y t and u t correspond to potential output and the 'natural' rate of unemployment respectively, and t is an i. 
where p t is the in ‡ation rate, p t represents underlying in ‡ation, and t is an iid-normal error term. As with (1), it can be showed that the long run stochastic trend in (2) has a Beveridge and Nelson decomposition. Pursuant to the Beveridge-Nelson decomposition of (1), (2), the set of variables y t , p t and u t can be expressed in terms of their trend and cyclical components
2.1 A state space representation for (y t ; u t ; p t )
In this section, we present a state space representation for (y t ,u t ; p t ). Without loss of generality, to express the state space with a common source of error in the measurement and transition equations we assume that t = 4 " 1t and
Together with equations (8), (9), (10), (11), (12) and (13), it can be shown that there exists a state space form 
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Ord et al. (1997) showed that maximum likelihood estimation based on exponential smoothing can be employed to estimate a state space model with common errors in the measurement and transition equations. The common practice in the literature (Hyndman et al., 2002; Taylor, 2008) is to use the …rst few observations to estimate the initial values. As the initial values are not maximum likelihood estimates, however, optimisation is achieved by maximising a conditional likelihood function (Taylor, 2008) . As the state space model comprises a vector (rather than a scalar) of common errors in the transition and measurement equations, the appropriate likelihood function is identical to that of the vector exponential smoothing framework in de Silva et al (2008) . The use of the single source of error state space form avoids the need for matrix inversion to obtain the state variables (as opposed to Kalman …lter based estimation). Consequently, the computational order of the model is approximately equal to that of a VAR model of similar dimension.
Measuring prices and model selection
An obvious impediment to implementing the model de…ned in Sections 2 and 3 is that, unlike output and unemployment, there are alternative measures of prices that may be used. Alternative price measures will yield di¤erent measures of potential output and, therefore, di¤erent forecasts of actual unemployment rates. Three widely adopted measures of prices are considered in this paper: wage in ‡ation w t ; headline in ‡ation h t , and underlying in ‡ation The alternative choices available for measuring prices raise the possibility of alternative permutations of the basic forecasting model. The underlying rationale for considering permutations of the basic model is that a particular permutation may be able to better capture aggregate price changes and thus of better forecasts of the unemployment rate. Appendix A provides a list of the permutations considered which include the cases with and without Okun's Law as well as alternative combinations of two price measures. For completeness, Appendix B presents the state space forms for the permutations.
The forecasting exercise adopted in this paper generates forecasts from each permutation (or model), and a running forecast that depends on an in-sample model selection process. The in-sample selection process is implemented to minimize the potential for forecast bias (see Rapach et al. (2004) regarding the minimisation of forecast bias using variable selection procedures reliant only on in-sample data). Since alternative measures of in ‡ation are considered in this paper, the identity of the price variable, in contrast to the output and unemployment variables, is not …xed. The likelihood function, however, contains information regarding the …t of the entire set of equations, including the in ‡ation equation (2) . To avoid choosing a particular model due to the …t associated with a given proxy for p t and y t , it is necessary that the model selection procedure be independent of p t and y t : This may be achieved by considering the marginal likelihood function of u t . Since we assume that the model errors are normally distributed, the joint density of y t ; u t ; p t is multivariate normal. Consequently, the computation of the marginal distribution for u t is straightforward; the marginal distribution of u t is univariate normal.
Akaike's information criterion (IC) (Akaike, 1974 ) and Schwarz's Bayesian IC (Schwarz, 1978) are commonly used to select among competing model choices. 2 Rather than incorporate the full likelihood function into the AIC and BIC, the likelihood function is replaced with the appropriate marginal likelihood in line with the preceding discussion. We denote both measures as partial AIC (PAIC) and partial BIC (PBIC) given their reliance on the partial information set.
where k is the number of parameters, n is the number of observations and L is the marginal likelihood computed using only the second element of t and 22 .
Evaluation of the forecasts
The data used in the empirical analysis are (quarterly) real GDP, the unemployment rate and the in ‡ation rate for Australia over the period 1983:1 to 2008:2. Since the GDP and in ‡ation measures are quarterly data, we convert the monthly unemployment rate into a quarterly …gure. The three possible measures of in ‡ation considered are: headline in ‡ation, underlying 3 (weighted median) in ‡ation and wage in ‡ation based on average weekly earnings. 4 The series for GDP, unemployment, headline in ‡ation, and average weekly earnings are obtained from the Australian Bureau of Statistics website (www.abs.gov.au) while the underlying in ‡ation data are obtained from the Reserve Bank of Australia (RBA) website (www.rba.gov.au). The forecasts are evaluated using a rolling forecast exercise. To do so, we …rst divide the sample into two periods. The …rst period from 1983:3 to 1995:1 is used for initial estimation while the second period, from 1995:2 to 2008:2, is the out-of-sample evaluation period. The forecast exercise proceeds as follows. Commencing from the …rst period, the parameters are estimated and 1 to 4 step-ahead forecasts are computed. The parameters are re-estimated with an extra period of observations and once again 1 to 4 step-ahead forecasts are computed. This process is repeated until the sample reaches 2008:1. Note that at this period, only 1 step-ahead forecasts are produced because there is only one period of observations remaining (similarly in 2007:4 only 1 and 2 step-ahead forecasts are constructed). In summary, 52 periods of observations are used to determine the forecast accuracy for 1 step ahead forecasts, 51 periods for 2 step-ahead forecasts, 50 periods for 3 step-ahead forecasts and 49 periods for 4 step-ahead forecasts. In addition, for each period we also conduct an in-sample exercise that uses the PAIC and PBIC to select the best in sample model and the selected model is used to generate 1-4 step-ahead forecasts.We use RMSE statistics to evaluate the forecast performance of the models. Table 1 presents the models'forecasting accuracy. In the table, we report the performance of each permutation listed in Appendix A. We also provide composite forecasts computed using the mean of the set of forecasts provided by the alternative permutations, as well as forecasts associated with the insample model selection procedure speci…ed in Section 2.2. We benchmark the accuracy of the forecasts using three basic forecasting models: a Bayesian VAR, a standard VAR, and a random walk. The VAR and BVAR models are constructed using the …ve variables at our disposal: unemployment rate, real GDP growth, headline in ‡ation, underlying in ‡ation, and wage in ‡ation. These are all variables for which economic theory speci…es important co-relationships. For the BVAR, we follow LeSage (1990) in adopting a Minnesota (or Litterman) prior for the intercept and slope coe¢ cients, with the parameters estimated using Theil's mixed estimation approach (see, also, Litterman, 1986 ). Pursuant to the Minnesota prior, we assume an a priori random walk forecasting framework. We apply 'tight'hyperparameters for the prior, thereby reducing the weight attached to higher lags of the dependent variables. 5 Lag lengths are chosen using the AIC. Of the 22 permutations considered, the permutation featuring unemployment, GDP, underlying in ‡ation and a trigonemetric process for the cyclical unemployment component u c t (permutation 14 in Appendix A) provides the best RMSE forecasts for 3 and 4 quarters ahead and the 2nd smallest RMSE for 2-quarter ahead forecasts. Permutation 14 also outperforms the combined forecast CF , generated using all 22 permutations, and the forecasts based on PAIC and PBIC in-sample selection at every forecast horizon. This is expected given that the PAIC and PBIC approaches tend to select permutations 12, 16, 17, and 18 which are not among the better forecasting models (see Table 2 ). The improved forecasts obtained using permutation 14 suggest that the inclusion of the smoother underlying in ‡ation variable to capture the price movements in Phillips equation yields a better forecast for unemployment than either the relatively noisier headline in ‡ation …gure or wage in ‡ation.
The unemployment forecasts generated by all but one permutation of the combined Okun's and Phillips models produce a smaller RMSE than the VAR model for any forecast horizon. This suggests that the theoretical advantages of the approach considered here, relative to an 'uninformative'or unrestricted model such as the VAR, result in signi…cant forecast improvements with relatively little additional computational requirements.
Numerous studies have provided evidence that the Bayesian variant of the VAR model yields forecasting improvements relative to the standard VAR (LeSage, 1990; Shoesmith, 1992; Joutz et al., 1995; Amisano and Serati, 1999). Consequently, the BVAR provides a useful benchmark for assessing the forecasting qualities of the combined Okun and Phillips model. In this respect, the BVAR model produces the best single period-ahead unemployment forecast. This improvement, however, is not maintained for the 2, 3 and 4 step ahead forecasts, with the BVAR producing higher RMSE than all but one of the permutations considered.
The forecasts generated using the in-sample PAIC and PBIC based selection procedures also produce smaller average RMS errors than the VAR or BVAR approaches, suggesting that the forecasting improvement does not stem from any selection bias. Importantly, although the RMSE statistics for the BVAR at 4-steps ahead are approximately twice the magnitude of the 1-step ahead RMSE, the RMSE statistics for the PAIC and PBIC based forecasts are of a similar magnitude at all four forecast steps. Consequently, unlike the approach forwarded here, the quality of the forecasts generated by a BVAR imbued with theoretically appropriate output, unemployment and price data appear to be limited to a single period. In contrast, the combined Okun's law and Phillips curve approach appears to produce accurate forecasts for all four quarters. These results suggest that the combined approach speci…ed here produces incremental forecasting bene…ts, especially where the forecast period of interest is greater than the next-period ahead.
The RMSE statistics are presented relative to the RMSE for the random walk (RW) benchmark. Values greater (lesser) than unity indicate a higher (lower) RMSE than the RW benchmark. CF is generated using the mean of the 22 permutations considered. The P AIC and P BIC models are determined using the approach speci…ed in Section 2.2. The VAR and BVAR models are vector autogression and Bayesian vector autoregression models respectively. GM is the geometric mean of the RMSE for 1 to 4 steps ahead. 
Conclusion
This paper showed that the unemployment rate could be forecasted from an economic model of GDP growth, the unemployment rate and the in ‡ation rate which was consistent with two popular economic relationships -Okun's Law and Phillips Curve. More importantly the relationships can be parsimoniously and e¢ ciently speci…ed as a system of gap equations which can then be expressed as a Beveridge decompositional single source state-space model. This formulation is advantageous because it produces an estimate of potential unemployment consistent with both theories that is used to forecast the unemployment rate. Moreover, the single source of error state space formulation also reduces the computational requirements of the approach, as the system is equivalent to a VAR model of similar dimension. Overall, the forecasts generated by combining the theoretical insights of Okun and Phillips appear to improve on those generated using standard atheoretical forecasting models such as the VAR and BVAR models. Nearly all the permutations of the combined approach improve on the unemployment forecasts provided by the BVAR, which performs poorly for all but one-step ahead predictions. Importantly the RMSE of the forecasts generated using the combined approach, in contrast to those generated using the VAR and BVAR models, are similar for forecasts at 1, 2, 3 and 4 -quarters ahead suggesting that the combination of Okun's law and Phillips curve advocated here is useful for generating both short and medium term unemployment forecasts typically used in macroeconomic analysis.
6 Appendix A: Models Table A1 . Combination of unemployment rates, GDP, headline in ‡ation, underlying in ‡ation and wage in ‡ation with u c t spec…ed as either an ARMA process or a trigonometric process.
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Appendix B
Let h t ; l t and w t represent headline, underlying and wage in ‡ation respectively and let h t ; l t and w t be the corresponding unobserved trend components. Examples of the state space form for the 2,4 and 5 equation systems are provided below. For each of the systems, u c t is expressed as an ARMA(2,2) process and, alternatively, as a trigonometric process.
2-equation system (y t ,u t ) with ARMA(2,2) process in u 
