Immersive media content provides a more natural representation of real world information compared to conventional two-dimensional video. In the near future, video applications will be replaced by immersive media with the technological advancements of three-dimensional video capture technologies, efficient multi-view compression algorithms, ever increasing bandwidth of communication links and three-dimensional video display techniques. This paper envisages an application scenario of stereoscopic TV over IP networks. The colour and depth/disparity videos are considered as the main source of stereoscopic video material. Furthermore, this paper proposes a methodology to encode colour and depth video asymmetrically using the layered architecture of the scalable extension of H.264/AVC. The proposed asymmetric coding method achieves high image quality for the rendered left and right videos at low overall bitrates compared to the bitrate requirements of existing IP TV applications. The proposed method can be used to scale existing IP TV applications into stereoscopic TV with a minimum overhead increase while guaranteeing high quality depth perception. Finally the performance of stereoscopic TV content over IP networks is analyzed. This concludes that the image quality of the rendered stereoscopic video over IP can be vastly improved by prioritizing the colour video packets ahead of depth video packets.
This paper describes a scenario of stereoscopic TV transmission over IP networks. The state of the art technologies for SSV capture to display are elaborated. In order to reduce the bandwidth requirements for stereoscopic TV while keeping the depth perception at acceptable levels, an asymmetric coding technique for colour and depth video is proposed. The proposed technique is based on the layered architecture of the scalable extension of H.264/AVC. Furthermore, the performance of coded stereoscopic TV content over IP networks is analyzed under different packet loss-rates.
The rest of the paper is organized as follows. Section 2 presents state of the art SSV capture, compression and display technologies. The SSV coding configuration used in this paper is also described. Section 3 elaborates on the proposed asymmetric coding technique for colour and depth video and also discusses the Rate-Distortion (R-D) performance of the proposed asymmetric coding techniques. The performance of the coded stereoscopic TV material over an IP packet network is analyzed in Section 4. Section 5 concludes the paper.
SSV capture, compression and display
This section elaborates on the state of the art technologies for SSV capture, compression and display technologies. A methodology for encoding SSV using the scalable video coding (SVC) approach is also discussed.
SSV Capture
Stereoscopic content can be generated using either a dual camera configuration or 3-D/depth-range cameras and 2D-to-3D conversion algorithms [16] . At present SSV capture using a stereoscopic camera pair is one of the simplest and most cost effective methods, compared to other technologies available in the literature. The latest 3-D/depth-range camera generates a colour image and an associated per-pixel depth image of a scene as shown in Figure 1 . In addition to the capturing of conventional 2-D video, this uses a light pulse to measure the relative depth of the objects in the scene. The detailed description of 3-D/depth-range cameras developed by 3DV systems and NHK are discussed in [8] and [17] respectively. The colour image and its corresponding depth image can be used to generate two virtual views for the left and right eyes using the Depth-Image-Based Rendering (DIBR) method described in [5] . Equation (1) is used to generate two virtual views. Furthermore, this method allows the user to adjust the depth clues at the receiver. (1) Where, N pix and x B are the number of horizontal pixels of the display and eye separation respectively. The depth value of the image is represented by the N-bit value m. k near and k far specify the range of the depth information respectively behind and in front of the picture, relative to the screen width N pix . The viewing distance is represented by the parameter value D.
The advantages and disadvantages associated with 3-D/depthrange cameras in comparison to stereo camera pairs are discussed in [6] . Recently ISO/IEC 23002-3 (MPEG-C part 3) finalized the standardization of video plus depth image solutions in order to provide: interoperability of the content, flexibility regarding transport and compression techniques, display independence and ease of integration [2] . The Advanced Three-Dimensional Television System Technologies (ATTEST) project consortium worked on 3D-TV broadcast technologies using colour and depth video sequences as the main source of 3-D video [4] . Fehn et al shows that the depth maps obtained using 3-D/depth-range cameras can be efficiently compressed using the MPEG-4 and H.264/AVC video coding standards [3] . This work uses colour and depth videos due to its high compression efficiency with H.264/AVC coding and wider usage in standardization and research activities related to SSV [2, 3, 4, 7] . The rest of the paper will focus on colour and depth video sequences as the main source material for stereoscopic TV.
SSV Coding
TV over broadband is hindered by bandwidth limitations and signal degradation over distance [11] . Hence efficient compression techniques need to be deployed in order to overcome the bandwidth limitation as well as to accommodate more TV channels over the same communication link [22] . SSV captured by two cameras a small distance apart produces two differing views of the same object. Therefore, SSV coding aims to exploit the redundancies present in these two views while removing the temporal and spatial redundancies. The 3DAV group of MPEG is currently standardizing multi-view coding profile using intra-frame prediction (IFP), motion-compensated prediction (MCP) and disparity-compensated prediction (DCP) [28] . In colour and depth videos, the amount of redundancies, which can be eliminated by inter-view prediction, is negligible due to the lower correlation between the colour and the associated depth information [7] . However, the absence of detailed texture information in the depth video enables high compression efficiency to be achieved. H.264/AVC outperforms other coding standards for depth image coding due to the availability of flexible macro block (MB) sizes, skipped MB features, etc [3] .
In this work SSV is coded using the layered architecture proposed in the scalable extension of H.264/AVC [25] . The colour and depth/disparity videos sequences are coded as the base and enhancement layers respectively. The SVC configuration used is shown in Figure 2 . The coding performance of this configuration compared to the SSV coding configurations based on MPEG-4 multiple auxiliary component (MAC) and H.264/AVC is discussed in [7] . The results of this study show that the R-D performance of this configuration is similar as the simulcast coding using H.264/AVC and outperforms MPEG-4 MAC based configuration [7] . The backward compatibility nature of this layered architecture can be used to scale existing TV applications into stereoscopic TV applications. Furthermore, the scalability of this configuration can be used to exploit the asymmetric coding of SSV content (e.g. low resolution depth images). H.264/AVC achieves the same quality as MPEG-2 coded video with half the bitrate requirement [9] . [11] . The usage of a realtime SVC for TV size images is analyzed in [12] .
SSV Display
The methods of SSV viewing and display technologies are diverse in nature [20] . The head mount displays (HMD) are used by interactive stereoscopic video applications in order to track the head position. The auto-stereoscopic displays generate 3D video images, which can be seen without wearing visual aids [19] . This is a more convenient and promising technology compared to other display methods which incorporate viewing aids. Sharp Systems of America and Phillips has developed auto-stereoscopic display solutions for laptops, mobile phones and high resolution TVs [23, 24] . The emerging high resolution auto-stereoscopic displays will drive stereoscopic TV to become a potential candidate in future immersive media communications.
Asymmetric coding of SSV
The proposed asymmetric coding of SSV and its performance are discussed in this section with respect to the requirements of broadband TV over IP. The SVC configuration described in subsection 2.2 is used to encode colour and depth videos asymmetrically.
Mixed-resolution video coding for the left and right views are based on the response of the human visual system for depth perception [27] . Stelmach et al show that the spatial filtering of one channel of a stereo video-sequence may be an effective means of reducing transmission bandwidth [15] . The H.264/AVC based stereoscopic video codec described in [1] uses an asymmetric combination of temporal and spatial formats to increase the compression efficiency of SSV. The layered video in the SVC configuration (see Figure 2 ) can be asymmetrically coded in terms of their temporal, spatial and quality resolution. The asymmetric coding results mixedresolution videos, which meet limitations imposed by the user terminals, applications and the underlying network. This paper exploits asymmetric coding using different quality levels for the colour (base layer) and depth (enhancement layer) videos. The colour and depth information are unequally quantized based on the expected quality of the reconstructed video. As depth images can be efficiently compressed using H.264/AVC [3] , they are coarsely quantized compared to the corresponding colour image. This approach reduces the overall bitrate requirement for coded SSV. The SVC configuration is used to evaluate the R-D performance of the proposed asymmetric coding of colour and depth information.
Two colour and depth SSV sequences, namely 'Orbi' and 'Interview' are used to obtain R-D results. 'Orbi' is a very complex sequence with camera movements and multiple objects, whereas 'Interview' is a sequence captured with a static camera and featuring a stationary background. The tests are carried-out using conventional TV size (720x576) video. The video sequences are encoded using the scalable video coding configuration (see Figure 2 According to Figures 3 and 4 , both colour and depth videos achieve high PSNR values for all modes above an overall bitrate of 500kbps. These high PSNR values are achieved at very low overall bitrates, compared to the bitrate requirement of IP TV video stream for standard definition (SD) TV, which is 3.5 Mbps using MPEG-2 [18] . Table 2 shows the image quality for all the asymmetric coding modes at an overall bitrate of 1Mbps. According to Table 2 , image quality of 'Orbi' is at least 37.01dB and 36.24dB for colour and depth videos respectively. The colour and depth video coding methodology based on MPEG-4 Multiple Auxiliary Component (MAC) is analyzed in [10] . According to [10] 'Orbi' sequence achieves PSNR values 34.06dB and 34.92dB for colour and depth video respectively at overall bitrate of 1Mbps, which is lower than the coded image quality using mode 5. The flexible macro-block (MB) sizes and skipped MB features available in H.264/AVC have achieved high image quality for the H.264/AVC based scalable video coding configuration compared to MPEG-4 MAC based configuration at low overall bitrates. The depth video quality of 'Interview' sequence outperforms the depth video quality of complex 'Orbi' sequence for all the coding modes due to its lower motion and stationary background. Hence it can be concluded that stereoscopic TV content can be efficiently compressed using the proposed asymmetric coding method at comparably low overall bitrate, while achieving high PSNR values for colour and depth videos.
Furthermore, the proposed asymmetric coding of colour and depth video reduces the overall bandwidth requirement while keeping the depth image quality at acceptable levels. For example, Tables 3 and 4 show the image quality of rendered left and right videos and the bitrate requirements for the depth video as a percentage of colour video bitrate for 'Orbi' and 'Interview' respectively at an overall bitrate of 1Mbps. The decoded colour and depth videos are rendered into virtual left and right videos using the DIBR method described in Equation (1) . In order to obtain image quality in PSNR, the rendered left and right videos are compared with the reconstructed left and right image sequences using the original colour and depth videos. At an overall bitrate of 1Mbps both left and right videos of 'Orbi' and 'Interview' sequence achieve image quality above 36dB for all asymmetric coding modes (see Tables 3 and 4) . In mode 5, the depth bitrate requirement as a percentage of colour video bitrate is 14% and 17% for 'Orbi' and 'Interview' respectively. At this reduced bitrate, the image quality of the rendered left and right videos of 'Orbi' is high as 36.81dB and 36.87dB respectively. The image quality of the rendered left and right videos is almost similar for all the asymmetric modes. The proposed asymmetric coding of colour and depth video achieves superior video quality at low overall bitrate requirements. Hence, asymmetric coding of colour and depth video based on SVC can be used to scale existing IP TV into stereoscopic TV applications with a minimum increase of bitrate requirements while guaranteeing high quality depth perception. Real-time media communications over packet networks is affected by packet losses due to congestion and unacceptable delay. This section analyzes the performance of the coded stereoscopic TV content over an IP network using the error patterns generated for internet video experiments [26] . A bitstream file generated using the QP value 30 for both base and enhancement layers are used for the experiments. Each video frame is encapsulated in a single network abstraction layer (NAL) unit and fragmented into packets of 1400 bytes which is below the Internet's Maximum Transfer Unit (MTU) size of about 1500 bytes. Frame copying is used at the decoder to conceal the lost frames. The encoded bitstream is cascaded to obtain a long sequence of 1250 frames. The results presented are average over all the decoded frames.
In the first experiment, both colour and depth video packets are subjected to the same packet loss-rate, which ranges from 0% to 20%. The corrupted bitstream file is decoded using the JSVM decoder. Then the decoded colour and depth videos are used to generate virtual left and right images using the DIBR method described in Equation (1) . In order to obtain the PSNR, the reconstructed left and right videos under packet losses are compared with the rendered left and right videos using the original colour and depth image sequences.
If the depth is corrupted, the users still can experience conventional 2-D (Two-Dimensional) TV by decoding the H.264/AVC compatible colour video packets coded at the base layer. Hence it is important that the colour video packets have higher priority than depth video packets in the IP network. The next experiment is carried-out to investigate the effect of depth packet loss, for the final reconstructed SSV quality where the colour video is not affected by packet losses.
The image quality of the rendered left and right videos is shown in Figures 5 and 6 for 'Orbi' and 'Interview' sequences respectively. When the packets of both colour and depth videos are subjected to the same packet loss-rate, image quality of the rendered left and right videos degrades rapidly with increasing packet loss-rate. This is more visible in complex 'Orbi' sequence than 'Interview' sequence. However, with loss free transmission of colour video packets, the constructed left and right videos achieve superior image quality even at higher packet loss-rates (see Figures 5 and 6 ). Table 5 shows the rendered image quality at 20% packet lossrate. With lossless colour video packets, 'Orbi' achieves 10dB quality gain compared to the case where all video packets are subjected to the same packet loss-rates. The achieved gain is 5dB for the 'Interview' sequence. With loss free transmission of colour video packets, the effect of depth packet loss for the final reconstructed quality of the left and right videos can be minimized. Hence it can be concluded that the image quality of the rendered left and right videos over IP can be vastly improved by prioritizing the colour video packets (base layer packets) ahead of depth video packets (enhancement layer packets). Table 5 : Stereoscopic image quality at 20% packet loss-rate
Conclusions
Immersive media will be the next potential candidate in multimedia communication applications. The technological advancement of SSV capture, compression and display technologies will enable the scaling of existing video applications into stereoscopic applications. This paper describes a scenario of stereoscopic TV over IP. The state of the art developments in the SSV capture, compression, render and display technologies are described. This proposes an asymmetric coding methodology for SSV coding using the scalable extension of H.264/AVC. The proposed method achieves high image quality for the rendered left and right videos at lower bitrates compared to the requirements of MPEG-2 coded video for IP TV applications. This method can be used to scale existing IP TV into stereoscopic TV application with a minimum overhead for depth information compared to the corresponding colour video. However, subjective evaluation tests are required in order to measure the depth perception with the proposed asymmetric coding method. The performance of the coded colour and depth videos over IP network is analyzed. The loss free transmission of colour video packets achieves high image quality for the constructed left and right views. Hence it can be concluded that high quality stereoscopic video can be constructed by prioritizing colour video packets ahead of depth video packets over IP.
