Sensor pattern noise (SPN) extraction is a critical stage of the sensor based source camera identification (SCI). However, the quality of the extracted SPN with the traditional discrete wavelet transform (DWT) based method is poor around strong edges and along with the image border. To fill this gap, we propose a dual tree complex wavelet transform (DTCWT) based method to extract the SPN from a given image, which achieves better performance in the area around strong edges. Furthermore, symmetric boundary extension instead of the periodized boundary extension is used for enhancing the quality of SPN along with the image border. Extensive experimental results on both synthetic noisy images and real-world photographs clearly demonstrate the superior SCI performance of the proposed method over state-of-the-arts. Moreover, the proposed method also shows potential in the application of image tampering localization.
I. INTRODUCTION
Source camera identification (SCI) establishes the relationship between a questioned image and its source device, which is important when this image serves as serious evidence. Among the available SCI approaches [1] - [5] , the approach based on sensor pattern noise (SPN) is the most promising one and thus has been extensively studied in the last decade [5] - [17] . The SPN, which is caused by photoresponse non-uniformity (PRNU) due to inhomogeneity of silicon wafers [18] , differs from camera to camera, even of the same model from the same manufacture. Hence, the sensor based SCI method can identify individual cameras of even the same model.
The typical process of using SPN for SCI is shown in Figure 1 . The SPN W is estimated from a given image I as the difference between itself and its denoised version.
where F denotes the denoising filter. Some signal processing techniques are then used to suppress the unwanted artifacts
The associate editor coordinating the review of this manuscript and approving it for publication was Gerardo Di Martino . from W, for example color interpolation, row and column artifacts, and contamination by the image content [6] , [8] . The fingerprint K of a given camera can then be estimated from a number of images from this camera by averaging [5] or with a maximum likelihood approach [6] :
where N is the number of images used to estimate K. A correlation statistic is used to measure the similarity between W and K, such as peak-to-correlation-energy (PCE) value [7] , which is defined as:
where ρ is the normalized cross-correlation between W and IK, and s is the map of all entries of ρ. represents a small region around ρ(0, 0) and | | is the number of entries in .
Since the pioneer work of [5] , many techniques that targeted different stages of the SCI process have been proposed to enhance the performance of SCI. 1) In the SPN extraction stage, better denoising filters are adopted. In [9] , the BM3D filter [19] , which exploits the non-local self-similarity of images, is used to extract SPN. We denote such method as the BM3D method in the following. In [10] , an anisotropic diffusion filter [20] is used to extract SPN and low computation complexity was reported. We will refer to such SCI method as the Anisotropic method. In [11] , an edge adaptive SPN predictor based on context adaptive interpolation (CAI) [21] and pixel-wise adaptive Wiener filter is proposed. Context adaptive guided image filtering [22] is utilized for SPN extraction in [12] , and will be denoted as the CAGIF method. 2) In the postprocessing stage, advanced signal processing techniques are used to further suppress the non-unique artifacts shared among cameras of the same model [6] , [13] , and contamination of the image details [8] , [15] . 3) In the similarity measurement stage, novel strategies or metrics are adopted to measure the correlation between the SPN from an image and the fingerprint of a reference camera [6] , [13] , [14] . An overview of existing SCI methods is presented in [17] .
In this paper, we focus on the SPN extraction stage of the SCI process. After analyzing the limitation of the discrete wavelet transform (DWT) based denoising, we propose to use dual-tree complex wavelet transform (DTCWT) [23] , [24] to extract the SPN from an image, which can obtain better SPN quality in the area around strong edges. Besides, we point out that the traditional periodized boundary extension [25] is the source of the poor quality of SPN along with the image border. Hence, symmetric boundary extension is introduced in SPN extraction, which can significantly enhance the quality of SPN along with the image border. Extensive experiments show that, the proposed method yields better SCI performance than state-of-the-art methods, such as the DWT based method [6] , BM3D [9] , Anisotropic [10] , and CAGIF [12] . Moreover, the proposed method also achieves promising result in the application of image tampering localization.
The contributions of this work are summarized as follows: 1) By introducing a pixel-wise similarity map, we point out the limitations of the traditional DWT based method in extracting SPN around strong edges and along image boundary.
2) A DTCWT based SPN extraction method is proposed. Thanks to the shift invariance and good directional selectivity nature of CWT, the proposed method achieves considerable performance improvement over the DWT based method in the area around strong edges.
3) We propose to use symmetric boundary extension instead of the traditional periodized boundary extension in the DTCWT, which performs better in SPN extraction along with the image boundary.
The rest of this paper is organized as follows. In the next section, the limitation of the baseline DWT based method is analyzed in detail. The third section introduces the proposed DTCWT based SPN extraction method. The experiment settings are introduced in Section IV and the experimental results are reported in Section V. The conclusion is given in the last section.
II. LIMITATIONS OF THE BASELINE METHOD
As a good start point, in this section, we examine the limitations of the DWT based SPN extraction, aliasing artifacts and boundary effect, with a clean image corrupted with synthetic sensor pattern noise. In the Section V, the experimental results will show that the conclusion drawn from synthetic noise can be extended to real sensor patter noise as well.
To synthesize the sensor pattern noise, the noise model should be determined first. The most widely used model for sensor patter noise is a Gaussian model, i. e., K∼N(0,σ 2 ). In [26] , a Poisson-Gaussian model is used for SPN extraction. However, such model is only valid for raw images [26] . The sensor pattern noise remained in the JPEG compressed images are far more complex than the Poisson-Gaussian model. Here, we conservatively choose the Gaussian model. Following the Gaussian model, synthetic SPN K is added to a clean image X (as shown in Fig. 2(a) ) to get the noisy image Y (Fig. 2(b) ). In the SCI scenario, the interested σ is typically between 1 and 5, which is much narrower than that in a typical image denoising scenario. To highlight the artifacts in the DWT based denoising, we set σ = 5 in this Section for display purpose. This noise is stronger than the SPN in most real images [5] .
To extract the sensor pattern noise W, the noisy image Y is denoised with DWT and then subtracted from itself. To further illustrate the effect of the aliasing artifacts on the source camera identification, we define the pixel-wise similarity between W and K as following
where · denotes point-wise multiplication. Statistically, higher value in S means high similarity between W and K and vice versa. To examine the performance of the denoising filter F, we extract the sensor pattern noise W as (1), and calculate the similarity map S as (4). This procedure is repeated for 5000 times and the averaged S is shown in Fig. 3(a) . It is observed that the averaged map is dark around the strong edges and along with the image border, which means that the extracted noise in these areas is a poor estimate of K.
The poor quality of the extracted sensor pattern noise around strong edges is mainly due to the lack of shift invariance property and the poor directional selectivity of the traditional DWT. The poor quality of the extracted sensor pattern noise along the image border is due to the periodic extension used in DWT in [5] , [6] , [25] , which will be discussed in the next section.
III. THE PROPOSED METHOD A. DUAL-TREE COMPLEX WAVELET TRANSFORM
To address the shift-variant and poor direction selectivity of the traditional DWT, Kingsbury proposed the DTCWT in [23] .
Given a grayscale image X with the size of M × N pixels, for a decomposition scale l, the DTCWT produces two arrays of complex scaling coefficients corresponding to the low pass subbands, and six arrays of complex wavelet coefficients corresponding to the high pass directional subbands. The coefficient arrays are with the size of (M /2 l )×(N /2 l ). Please see [23] , [24] for the detail of the DTCWT.
Compared to the traditional DWT, the merits of DTCWT in image denoising are two folds.
1) Approximate shift invariance. To illustrate the property of shift invariance, we make 1-D DWT and DTCWT on the 40 th and 44 th row of Fig. 2 (a), which are plotted in the first row of Fig. 4 . It is observed that the 44 th row can be roughly regarded as a spatially shift version of the 40 th row. The second row of plots in Fig. 4 , from the left to right, shows the components of the 40 th row, reconstructed from the DWT wavelet coefficients at scale 1, 2, and 3 and from the scaling coefficient at scale 3. Similarly, the third row of plots shows the components of the 44 th row using DWT. The fourth and fifth row of plots show the components of the 40 th row and the 44 th row using DTCWT, respectively. Here, let us focus on the signals near the step signal and ignore those near the boundary, which will be analyzed in Section III. B.
To preserve the edgy information of the original image, it is intuitively expect that the reconstructed components from different level of wavelet coefficients and scaling coefficients of the 44 th row are also a shifted version of that of the 40 st row. Unfortunately, as shown in the second and third row of Fig. 4 , it is not the case for the DWT. Considering that the subsequent shrinking operation on wavelet domain is equal to low pass processing in the spatial domain, the reconstructed signal, i.e., the summation of the denoised version of the third row, is unlikely to be a shifted version of that of the second row any more. If we come back to the image of Fig. 2(a) , this means that the edge information will be distorted after denoising, which can be observed from Fig. 2(c) . Comparatively, the reconstruction component of the 44 th row at each scale using DTCWT (the fifth row of Fig. 4) , is approximately a shifted version of the corresponding reconstruction component of the 40 th row (the fourth row of Fig. 4 ), i.e., DTCWT is approximately shift invariant. If we come back to the image, the shift invariance property means that the subsequent denoising will just result in uniform blurring or sharpening of the edge in the reconstructed image, which can be observed from Fig. 2(d) .
2) Good directional selectivity. It is well known that natural images have rich texture information in various directions. However, the traditional 2-D DWT only provides Fig. 2(a) . The 1 st row: the 40 th and 44 th row of Fig. 2(a) . The 2 nd and 3 rd row: components of the reconstructed signal of the 40 th and 44 th row of Fig. 2(a) using DWT. The 4 th and 5 th row: components of the reconstructed signal of the 40 th and 44 th row of Fig. 2(a) using DTCWT.
2 directional selective filters, horizontal and vertical (see Fig. 5(a) ), which is poor in characterizing the edges of various directions, e.g., ±45
• . Comparatively, a 2-D DTCWT provides 6 directional selective filters, which are strongly oriented at angles of ±15 • , ±45 • , ±75 • (see Fig. 5(b) ). The good directional selectivity of DTCWT makes it perform much better than the DWT in characterizing edges of various directions in natural images. By carefully comparing Fig. 2(c) with Fig. 2(d) , it can be observed that there are substantial aliasing artifacts in the denoised image using DWT, whereas such artifacts are virtually absent in the denoised image using DTCWT.
In summary, the DTCWT, with the property of approximate shift invariance and good directional selectivity, introduces less aliasing artifacts in the denoised image, especially in the area around strong edges. Hence, the SPN extracted by DTCWT contains less content-dependent residue than that extracted by DWT. Besides, in the implementation, we also borrow the idea from [27] and use the local dependency of the wavelet coefficients in shrinking the coefficients. The whole DTCWT based SPN extraction method is summarized as following: 1) Given a questioned image Y, the forward DTCWT is taken over l scales and get the wavelet coefficients D y . VOLUME 8, 2020 2) For denoising purpose, apply the spatially adaptive shrinkage [27] to the magnitudes of D y to obtain the estimated wavelet coefficients D y .
3) Calculate the inverse DTCWT of D y and obtain the denoised image Y . 4) Subtract Y from Y and get W, i.e. W = Y − Y .
To examine the performance of DTCWT based method, we apply it in extracting the SPN from Fig. 2(b) , then the similarity map S is calculated as (4). This procedure is repeated for 5000 times and the averaged S is shown in Fig. 3(b) . It can be observed that Fig. 3(b) is brighter than Fig. 3 (a) around strong edges, which implies the DTCWT based method is superior to the DWT based method in extracting SPN from the texture area of the image.
B. SYMMETRIC BOUNDARY EXTENSION
Given a 1-D signal x 1 , x 2 , x 3 , . . . , x n−2 , x n−1 , x n , the typical boundary extension modes used in signal processing are listed in Table 1 . For 1-D DWT, the periodized extension mode is the most often used one due to the following two reasons. Firstly, to achieve perfect reconstruction, the length of the decomposed coefficients is equal to the input signal with the periodized extension mode. For other extension modes, the length of the decomposed coefficients will be larger than the input signal to achieve perfect reconstruction. Secondly, many 1-D signals of interest have the natural periodicities, e.g. sinusoidal signals. However, most natural images do not have this property. Hence, the periodized extension often introduce sharp discontinuities along the image border. Fortunately, natural images are highly locally self-similar. Therefore, we can choose the modes that utilize the information of the neighbor pixels for border extension, e. g., smooth extension and symmetric extension. According to our preliminary experiments, the whole point symmetric mode and the half-point symmetric mode achieve better performance than the other modes in SPN extraction. We decided to use the whole point symmetric mode in the proposed method.
We extend Fig. 2 (a) by 8 pixels in each direction with the periodized mode and the whole-point symmetric mode, and obtain Fig. 6(a) and (b), respectively. It is observed that the whole point symmetric mode introduces much less discontinuities along the image border than that of the periodized mode. Considering the fact that most existing denoising methods perform much better in the smooth areas than in the textured areas, the whole point symmetric mode is expected to introduce less distortion into the area along the image border in SPN extraction. To verify our congestion, the sensor pattern noise W is extracted from Fig. 2(b) with the whole point symmetric mode of DTCWT, and the similarity map S is calculate according to (4) . This procedure is repeated for 5000 times and the averaged S is shown in Fig. 3(c) . Values of S in Fig. 3(c) are much brighter than those in Fig. 3(a) and (b) along the image border, which implies the whole-point symmetric mode is better than the periodized extension mode in extracting SPN. This advantage is critical when the SPN needs to be extracted from small image blocks, e.g., in SPN based image tampering localization [6] , [28] .
IV. EXPERIMENTAL SETUP
For the dataset, 40 cameras of 11 models from the public available 'Dresden Image Database' [29] are used. Table 2 shows the camera model, number of used images and image format. All the images are in JPEG format. To reduce the effect of un-optimal filtering, for the cameras that flat field images available, we calculate the camera fingerprint from 25-50 flat field images. For the cameras that flat field images not available, such as the Kodak_M1063 cameras, the camera fingerprints are calculated with 50 natural images. Most of the existing SCI methods achieve nearly perfect performance on large resolution images. For better examining the performance differences of various SCI methods, image blocks with the size of 128 × 128 pixels were used in this study, which is a commonly used patch size for image tampering localization. Specifically, four images with the size of 128 × 128 are cropped from the center of each original image. Once one camera is fixed as the reference camera, the images taken with this camera (and corresponding location) are used as positive samples and the images from all the other cameras are used as negative samples. To reduce the influence of the camera model to the final SCI performance, the SCI results of all cameras (and all locations) are merged in this study: that is, we have (39 × 150 + 114) × 4 = 23856 positive samples and 23856 × (40 − 1) = 930384 negative samples.
The state-of-the-arts, including three DWT based methods [6] , [15] , [16] , BM3D method [9] , Anisotropic method [10] , CAGIF method [12] , are used for comparison. According to our preliminary experiments, the improvement of the methods in [15] , [16] over the baseline method [6] is marginal. Hence, we only use the baseline method to represent the DWT based methods for concise consideration. For the BM3D method, we set σ = 5 as recommended in [28] . For the CAGIF method, smoothing parameter ε is set as 0.02 as that in [12] . For the proposed method, we set the decomposition level l = 4 as in [5] , [6] , and experimentally set the standard deviation of the SPN σ = 1.8. 1 Figure 7 shows the histogram of the PCE values with the DWT based method [6] , Anisotropic method [10] , BM3D method [9] , CAGIF method [12] , and the proposed DTCWT based method with periodized boundary extension and 1 The suggested range of the parameter σ is from 1.5 to 3 for the proposed method. For convenience of comparison study, the results presented in this paper can be reproduced with the code in www.escience.cn/people/Zenghui. whole-point symmetric boundary extension, respectively. For all the compared SCI methods, PCE values of most negative samples are below 5. Hence, the frequency of positive samples whose PCE value is below 5 (the three leftmost bars of positive samples in Fig. 7) is critical for classification. To highlight the distribution of small PCE part, the histogram of PCE > 100 is omitted for the positive samples in Fig. 7 . By examining the probability of the PCE value of positive samples being below 5, it is observed that the DTCWT based methods achieve better performance than the DWT based method, Anisotropic method and CAGIF method, and comparable performance to BM3D method. For example, the summation of the three leftmost bars of positive samples results 0.482, 0.531, 0.423, 0.467, 0.441, 0.424 for the DWT based method, Anisotropic method, BM3D method, CAGIF method, the proposed DTCWT based method with periodized boundary extension and whole-point symmetric boundary extension, respectively.
V. EXPERIMENTAL RESULTS

A. PERFORMANCE COMPARISON
The ROC curves are shown in Fig. 8 to give a direct comparison among the six SCI methods. Here, x-axis is the false positive rate calculated as the number of false acceptance images over the total number of negative samples, and y-axis is the true positive rate calculated as the number of true acceptance images over the total number of positive samples. It is observed that the proposed DTCWT based method with whole-point symmetric boundary extension achieves best performance in most cases among the six SCI methods. For example, if the false positive rate is fixed to 0.001, the true positive rates of the six methods are 0.334, 0.154, 0.395, 0.347, 0.382, and 0.410, respectively.
B. COMPUTATION AND EFFICIENCY
The main computational burden of SCI is the SPN extraction process. For all the six compared SPN extraction methods, the complexity is O(N ), however, with distinct leading constants. Take the BM3D method for example, the leading constant is at least (2N g N 2 s )/(N 2 step ), where N g is the maximum size of a group, N 2 s is the size of the search neighborhood for block-matching, N step and is the sliding step [19] . For the proposed DTCWT based method, theoretically, the computation is bounded by four times of the computation of the DWT based method.
To provide an intuitive comparison, we extract SPN from images of size 1024×1024 with different methods. Average running times are compared in Table 3 . The simulations are performed with MATLAB 2015a on a laptop with a 2.6 GHz Intel Core i7 CPU and 12 GB RAM. According to the results in Table 3 , the CAGIF method, which is known for its high efficiency, is the fastest. The proposed DTCWT based method is two to three times slower than the DWT method. The proposed method is slightly faster than the Anisotropic method and much faster than the BM3D method. Note that the plain code of the BM3D method is not available to us and the compiled mex function is used instead.
C. EXAMPLE OF TAMPERING LOCALIZATION
During the image tampering, the SPN is likely to be desynchronized with the camera reference SPN, which is usually assumed to be available to the forensic investigator, in the tampered area. Hence, an absence of the SPN in a certain location of the questioned image can be regarded as a valuable clue of tampering. Fig. 9(b) shows a tampered image that is forged by duplicating the tower in the image in Fig. 9(a) .
To locate the suspicious tampered area, the questioned image is decomposed into 128×128 non-overlapping patches, and the PCE value of each patch is calculated with the DWT based method and the proposed DTCWT based method. The patches whose PCE values are lower than a given threshold t are declared to be suspicious and marked in red in Fig. 9(c) and (d) . We admit that better localization results can be achieved by taking the image content information in consideration [6] , [28] . Here, a simple threshold strategy is used to merely show the difference of the compared SPN extraction methods. The threshold t is experimentally set to 10. It is observed that both the DWT based method ( Fig. 9(c) ) and the DTCWT based method ( Fig. 9(d) ) can locate the tampered region, whereas the DTCWT based method has fewer false alarms than the DWT based method (see the fence by the river).
VI. CONCLUSION
A source camera identification method based on DTCWT has been proposed. Thanks to the shift invariance and good directional selectivity nature of CWT, the proposed method achieves considerable performance improvement over the baseline DWT based method. Besides, we analyzed the effect of boundary extension modes on SPN extraction, and chose the whole-point symmetric mode rather than the traditional periodized mode, which performs better along the image boundary. Extensive experiments and overall evaluation of SCI accuracy and efficiency show that the proposed method achieves better performance than the state-of-the-art methods. Experiments also show that the proposed method is promising when used for image tampering localization and it will be our future direction. 
