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ABSTRACT
An Examination of Cross-Domain Authorship Attribution Techniques
by
Maxwell B. Schwartz
Advisor: Martin Chodorow

In recent years, Twitter has become a popular testing ground for techniques in authorship
attribution. This is due to both the ease of building large corpora as well as the challenges
associated with the character limit imposed by the service and the writing styles that have
developed as a result. As both false and genuine claims of hacked Twitter accounts have
made international news, there is an increasing need for this type of work. For newer
Twitter accounts, however, there is little training data. Thus, this study looks to lay the
groundwork for cross-domain authorship attribution: training on one source of writing,
but testing on another. This work examines three types of feature sets – word n-grams,
character n-grams, and stop words – and three machine learning algorithms – Naïve
Bayes, Logistic Regression, and Linear Support Vector Classification.
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Introduction:
Stylometry, a term first coined by Polish philosopher Wincenty Lutos!awski in
1890 (Wikipedia.org), is the study of linguistic style in writing, which is primarily used
as a tool in authorship attribution. While the original work in the field focused on
writings of unknown or disputed authorship (Shakespeare, The Federalist Papers, etc.),
much of the modern work has focused on implementing machine learning techniques to
train systems.
Authorship attribution has come to increasing attention in the last two decades as
a method of terrorist identification and as forensic evidence in criminal trials, though the
question of the ease of fooling the established techniques has been questioned. (Brennan
and Greenstadt, 2009).
In recent years, Twitter has become a popular source of data for work in
authorship attribution. Due to the 140-character limit and unique writing style of many
Twitter authors, some of the older established techniques have proved less effective
(Silva et al., 2001). With the prominence of Twitter, it was perhaps inevitable that both
legitimate and false claims of hacked accounts would become a frequent occurrence.
Thus, the need to correctly identify the author of a tweet has increased.
Perhaps the first major news story about a hacked Twitter account was the 2011
Anthony Weiner scandal (abcnews.go.com). Although these claims were quickly
admitted to be false, the public was made aware of the potential for prominent figures to
have their accounts hacked.
2016 has seen a number of Twitter hacks. Musicians Keith Richards, Tame
Impala, and Bon Iver all had their accounts hacked (pitchfork.com). The hackers
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proceeded to tweet a number of racial slurs and bomb threats before control was restored
to the original authors. While no real attempt was made by the hackers to conceal the fact
that they were not the legitimate owners of the accounts, had they done so there may have
been a need for authorship attribution techniques to prove otherwise.
These stories involve relatively prolific Twitter accounts, meaning that there
would be enough training data in the form of previous tweets if there were a need to
implement supervised machine learning techniques in an attempt to prove or disprove the
authorship of more recent tweets. What can be done, however, if an account is hacked
before a sufficient number of legitimate tweets have been written? Or, even more
challenging, what if a Twitter user claims to be a person who does not actually have a
Twitter account? This was the case, according to a 2014 interview, with comedian Dave
Chappelle (“Dave Chappelle Befriends Imposters on Facebook and Twitter”). A Twitter
user claiming to be Chappelle began tweeting insulting messages at other comedians.
While Chappelle tells the story comically and with an amusing ending, the potential
dangers of such a case are obvious. How can the authorship of such tweets be
established? The need for this is ever more present as a 2016 Hacker News article warned
that 32 million Twitter passwords may have been leaked. The present study attempts to
lay the groundwork for cross-domain authorship attribution: training on one source of
writing but testing on another.
Related Work:
The earliest attempt to statistically identify an author based on writing style — as
opposed to other features like handwriting — was the work of Mendenhall (1887). He
proposed, and attempted to demonstrate, that an author’s writing is characterized by a
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distinctive distribution of word lengths (i.e., a curve on a graph of frequency X number
of letters in the word). He applied his technique to works by a variety of authors
including Dickens, Mill, Bacon, and Shakespeare. This work, however, was completely
preliminary, and Mendenhall’s own conclusion was that the work was promising but
“[f]rom the examinations thus far made, I am convinced that one hundred thousand words
will be necessary and sufficient to furnish the characteristic curve of a writer.” (245-6).
He also notes the potential for two authors to produce identical curves. While not
especially conclusive, this work demonstrated the potential of such techniques.
Shakespeare continued to serve as a popular target for early stylometry, but
perhaps the earliest successful work in the field was that of Mosteller and Wallace
(1963). Their work focused on identifying the author of individual essays in The
Federalist Papers. These essays provided the ideal target for such analytical techniques,
as twelve of them were claimed to have been written by both Alexander Hamilton and
James Madison. The researchers applied a new variation of Mendenhall’s technique:
“Bayesian statistical analysis of the frequencies of a small set of common words (e.g.,
‘and’, ‘to’, etc.) and produced significant discrimination results between the candidate
authors.” (Stamatatos, 2009:1). The success of this work led to others implementing
“non-traditional authorship attribution” techniques as opposed to reliance on human
experts (Stamatatos, 2009:1). Most of this work, however, focused on writings of
unknown authors with no way to verify the results.
One of the earliest attempts at computer analysis (Wikipedia.org) examined the
Epistles of the New Testament that were attributed to St. Paul and claimed to demonstrate
that these were, in fact, written by six different authors. Schoenbaum (1961), however,
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challenged these findings by applying the same techniques to James Joyce’s Ulysses,
which produced results indicating that five authors wrote the novel, none of whom was
Joyce himself.
In the late 1990s, a combination of the wide availability of electronic texts and the
development of machine learning techniques allowed for more accessible and accurate
authorship identification research. This, combined with an increased interest in
stylometry as a possible tool in terrorist identification and criminal investigations, led to a
boom in the field.
Stamatatos (2009) compiled a comprehensive list of stylometric features, which
he grouped by category: lexical (e. g. word n-grams), character (e. g. character n-grams),
syntactic (e. g. part-of-speech), semantic (e. g. synonyms), and application-specific (e. g.
emoji). These have been used with a range of success.
While some modern researchers continue to examine disputed works of authors
from centuries ago, such as Boyd and Pennebaker’s (2015) reexamination of the possible
Shakespeare piece Double Falsehood, the Internet has provided entirely new types of
writing on which modern techniques can be tested. The early work in the Internet era
focused on new data sources, specifically emails and web logs (blogs) (Silva et al.,
2011:162). These sources provide large datasets and longer writing samples, making
them ideal sources on which to apply machine learning algorithms.
The launch of the micro-blogging service Twitter in 2006 provided an entirely
new set of problems in the field of authorship attribution. The 140-character limit,
neologisms, use of emoticons and emoji, and an apparent lack of proofreading all
contributed to the need to reexamine the established techniques. The popularity of its
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services, however, has provided a large and open data source for researchers. By 2013,
Twitter had more than 100 million users posting 340 million tweets per day, and by 2016
the service had more than 310 million active monthly users (Wikipedia.org).
Silva et al. (2011), was one of the first papers to focus exclusively on Twitter.
They defined a number of new features, some of which were Twitter-specific, while
others were based on the constraints of short messages. They divided their features into
four unique groups. Their first group, “quantitative markers,” included previously
established features such as length and frequency of word lengths in addition to new
Twitter-specific features such as number of “at mentions” (user references beginning
with “@”), and hashtags (“#”). The second group, “marks of emotion,” included
emoticons (e. g. “:-)”), use of “LOL” and its variations, and interjections (e. g. “hahaha”
and its region-specific variations). Group three, punctuation, focused on non-standard
punctuation use (e. g. “?!?”) excluding those involved in other groups (Silva et al., 164).
Finally, group four, abbreviations, included 2-consonant tokens (e. g. “bk” for “back”),
and 1- or 2-letter tokens followed by a period (Silva et al., 2011:164). Their dataset
consisted of 120 users, each with at least 2000 original tweets, which were then randomly
divided into groups of three based on the idea that in real world cases, the number of
candidate authors would be relatively low. They tested all four feature sets on these
groupings of authors, varying the number of tweets in each training set (75, 250, 1,250,
and 2000 messages/author) using Support Vector Machines (SVM) as their machine
learning algorithm (165). Their best performance (F1 = 0.63) was achieved using a
combination of all four groups and 2,000 tweets/author. They achieved nearly the same
accuracy (F1 = 0.62) using only the “marks of emotion” category and the same 2,000
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tweets/author. The accuracy (F1 = 0.54) using only 75 tweets/author and a combination
of all four categories, while worse than their top scores, was still well above the baseline
of 0.33 (Silva et al., 2011). This laid the groundwork for later papers by showing the
potential usefulness of Twitter-specific features, while simultaneously showing possible
limitations of older features (such as length).
Mikros and Perifanos (2013) took a slightly different approach in their work on
authorship attribution between nine authors of Greek tweets. Though they used multiclass support vector classification, a similar algorithm to SVM, they removed all of the
Twitter-specific text from their dataset (hashtags, at mentions, etc.). Their feature set
consisted entirely of n-grams, each of which they argue captures a different linguistic
feature of the text: word trigrams (semantics), word bigrams (syntax), character trigrams
(morphology), and character bigrams (phonology). They also explored training sets
consisting of their 12,973 individual tweets and sets containing “merged” tweets to form
longer texts. Their best score (0.952) came from using cross validation on merged 100word chunks and a combination of all of their features. They achieved a lower accuracy
(0.854) when testing the same feature set on individual tweets. Interestingly, when using
an external test set instead of cross validation, the accuracy of their combined feature set
dropped as the chunk size increased while the accuracy of the character bi- and trigrams
rose.
N-grams have remained the focus of much of the work on Twitter authorship
attribution. Schwartz et al. (2013) used SVM and n-gram feature sets to explore a range
of training set sizes and a range of potential authors. Using a combination of character
and word n-grams, they achieved 49.5% accuracy when only looking at 50 authors with

!

"!

50 tweets each. This accuracy increased to 69.7% when the set was increased to 1000
tweets each. When increasing the number of authors, they achieved 30.3% accuracy with
1000 candidate authors, each with only 200 tweets.
Methodology:
The initial proposal for this study was to find authors who wrote for freely
accessible online publications (e.g. The Huffington Post) and also maintained active
Twitter accounts. This idea had to be modified, though, due to such publications having
editors and style guides, which could potentially obscure the identifying characteristics of
the authors’ writing styles. Using the authors of weblogs (blogs) was the solution. While
some blogs have grown large enough to require multiple authors and an editing staff,
plenty of amateur bloggers who maintain Twitter accounts also exist.
To accomplish this, it was necessary to construct a custom corpus. While blog
corpora do exist1, they are not recent enough that the authors would have been tweeting
as well. As a result, nine bloggers with active Twitter accounts (at least 200 tweets) were
identified and the corpus was constructed around them.
The tweets were collected using Tweepy2, an open-source Python library for
scraping Twitter. All retweets, which are easily identifiable as beginning with “RT,” were
removed, as these were not actually written by the authors. This resulted in a total of
1470 tweets for the nine authors. The final stage of preprocessing involved custom
written regular expressions to replace any hyperlinks with “link,” mentions of other

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
#!$%%&'(()*+,*-.)*/+*.0(123&&40(5036738&),*$%9!
:!$%%&'((;;;*%;44&<*386(!
!

"!

Twitter users (all beginning with “@”) with “atmention,” and converting all whitespace
to single spaces.
Gathering the blog text in an efficient manner proved to be a greater challenge.
Each author’s site was built completely differently, making true automation of scraping
these sites impossible. Thus, much of this work was handled by friend and professional
programmer, Jerry Meeker, who chose to write custom code built around lxml3, a Python
library for HTML and XML processing. A total of 1533 blog posts, consisting of 46,348
sentences, were obtained for the nine authors.
With the corpus in place, five separate author attribution experiments were run: (i)
identifying the author of a blog post having trained on blog posts, (ii) identifying the
author of a single sentence from a blog post having trained on individual blog sentences,
(iii) identifying the author of a tweet having trained on tweets, (iv) identifying the author
of a tweet having trained on individual blog sentences, and (v) identifying the author of a
tweet having trained on a combination of individual blog sentences and half of the tweets.
For the within-genre experiments, (i) – (iii), an 80-20 train-test split was used to partition
the data.
Three groups of feature sets were selected and used for each of the five tests.
Feature group one consisted of word n-grams: unigrams (W1); bigrams (W2); trigrams
(W3); uni- and bigrams (W1,2); and a combination of uni-, bi-, and trigrams (W1,2,3).
Group two consisted of character n-grams: unigrams (C1); bigrams (C2); trigrams (C3);
uni- and bigrams (C1,2); uni-, bi-, and trigrams (C1,2,3); 7-grams (C7); 9-grams (C9); a
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combination 1-7 grams (C1-7); and a combination of 1-9 grams (C1-9). Group three
consisted only of stop word unigrams4.
Each feature set was tested on each of three machine learning algorithms using
scikit-learn5, a machine learning library for Python. These three algorithms were: Naïve
Bayes (NB), Logistic Regression (LR), and Linear Support Vector Classification (SVC).
Results:
(i) Train on Blogs, Test on Blogs:
As seen in Table 1, different word n-gram feature sets proved to be the most
effective depending on the algorithm used.
For Naïve Bayes, trigrams worked best, achieving an accuracy of 74.6%. Though
this was significantly better than unigrams (p = 0.004) and uni- plus bigrams (p = 0.035),
it was only approaching significance when compared with the combination of uni-, bi-,
and trigrams (p = 0.058), and was not significantly better than bigrams (p = 0.140).
For Logistic Regression, unigrams worked best, achieving an accuracy of 82.4%.
This was highly significant when compared to trigrams (p < 0.001) but not significantly
better than bigrams (p = 0.180), uni- and bigrams (p = 0.220), or uni-, bi-, and trigrams (p
= 0.180).
For Linear SVC, the combination of uni- and bigrams worked best, achieving an
accuracy of 91.5%. This was highly significant when compared to trigrams (p < 0.001),
but not significantly better than unigrams (p = 0.550), bigrams (p = 0.120), or the
combination of uni-, bi-, and trigrams (p = 0.320).
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Feature

Naïve Bayes

Logistic Regression

Support Vector
Classifier
W1
0.671
0.824
0.912
W2
0.713
0.801
0.889
W3
0.746
0.707
0.814
W1,2
0.694
0.805
0.915
W1, 2, 3
0.700
0.801
0.902
Table 1: Blog identification accuracy of three classifiers using word n-gram features;
best performance in bold.
Table 2 shows the results of the character n-gram feature sets. Again, different
features proved more effective depending on the algorithm.
For Naïve Bayes, 9-grams worked best, achieving an accuracy of 75.2%. This was
highly significant when compared with all other features excluding 7-grams (p < 0.001
for each), but was not significantly better than 7-grams (p = 0.170).
For Logistic Regression, 7-grams worked best, achieving an accuracy of 84.4%.
This was highly significant when compared to unigrams, uni- and bigrams, and the
combination of uni-, bi-, and trigrams (p < 0.001 for each), also highly significant when
compared to 1-7 grams and 1-9 grams (p < 0.001 for each), significant compared to
bigrams (p = 0.026), but not significant when compared to trigrams (p = 0.420) or 9grams (p = 0.082).
For Linear SVC, trigrams worked best, achieving an accuracy of 94.5%. This was
highly significant when compared with unigrams and the combination of uni- and
bigrams (p < 0.001) and the combination of uni-, bi-, and trigrams (p < 0.001), significant
when compared with 9-grams (p = 0.012) and 1-7 grams (p = 0.036), approaching
significance when compared with 1-9 grams (p = 0.060), but not significant when
compared with 7-grams (p = 0.220).
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Feature

Naïve Bayes

Logistic Regression

Support Vector
Classifier
C1
0.466
0.678
0.772
C2
0.466
0.795
0.919
C3
0.472
0.834
0.945
C1,2
0.466
0.707
0.840
C1, 2, 3
0.466
0.717
0.866
C7
0.726
0.844
0.928
C9
0.752
0.808
0.889
C1-7
0.466
0.739
0.896
C1-9
0.466
0.739
0.899
Table 2: Blog identification accuracy of three classifiers using character n-gram
features; best performance in bold
Table 3 shows the accuracies achieved using stop words.
Feature

Naïve Bayes

Logistic Regression

Support Vector
Classifier
Stop Words
0.710
0.870
0.961
Table 3: Blog identification accuracy of three classifiers using stop word features
The highest scoring feature set was that of stop words using Linear SVC, 96.1%.
This was significant when compared to the highest scoring word n-gram feature set,
which was the 91.5% achieved by the combination of uni- and bigrams using Linear SVC
(p = 0.003), but was not significant when compared to the highest scoring character ngram feature set, which was the 94.5% achieved with trigrams using Linear SVC (p =
0.190).
Linear SVC scored better than the other two algorithms over all, with its highest
accuracy coming from stop words at 96.1%. This was highly significant when compared
to the highest accuracy achieved using Naïve Bayes, which was the 75.2% from using
character 9-grams, as well as the highest accuracy achieved using Logistic Regression,
which was the 87.0% from using stop words (p < 0.001 for both).
(ii) Train on Blog Sentences, Test on Blog Sentences:
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As seen in Table 4, different word n-gram feature sets proved more effective
depending on the algorithm when applied to individual sentences as well.
For Naïve Bayes, the combination of uni-, bi-, and trigrams worked best,
achieving an accuracy of 64.6%. This was highly significant when compared to unigrams
(p < 0.001), significant compared to trigrams (p = 0.002) and uni- and bigrams (p =
0.036), but not significant when compared to bigrams (p = 0.490).
For Logistic Regression, unigrams worked best. This was highly significant when
compared to bigrams and trigrams (p < 0.001for each), significant when compared to the
combination of uni-, bi-, and trigrams (p = 0.045), but not significant when compared to
uni- and bigrams (p = 0.300).
For Linear SVC, the combination of uni- and bigrams worked best, achieving an
accuracy of 79.5%. This was highly significant when compared to bigrams and trigrams
(p < 0.001 for each), and significant when compared to unigrams (p = 0.015) and the
combination of uni-, bi-, and trigrams (p = 0.001).
Feature

Naïve Bayes

Logistic Regression

Support Vector
Classifier
W1
0.606
0.740
0.786
W2
0.645
0.679
0.725
W3
0.631
0.626
0.657
W1,2
0.636
0.737
0.795
W1, 2, 3
0.646
0.728
0.782
Table 4: Blog-sentence identification accuracy of three classifiers using word n-gram
features; best performance in bold
Table 5 shows the results of the character n-gram feature sets. Again, different
features proved more effective depending on the algorithm.
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For Naïve Bayes, 9-grams worked best, achieving an accuracy of 67.9%. This was
highly significant when compared to all features excluding 7-grams (p < 0.001 for each),
and significant when compared to 7-grams (p = 0.032).
For Logistic Regression, 1-9 grams worked best, achieving an accuracy of 76.7%.
This was highly significant when compared to all features excluding trigrams and 1-7
grams (p < 0.001 for each), but not significant when compared to trigrams (p = 0.190) or
1-7 grams (p = 0.430).
For Linear SVC, 1-7 grams worked best, achieving an accuracy of 84.23%. This
was highly significant when compared to all features excluding 1-9 grams (p < 0.001),
but not significant when compared to 1-9 grams (p = 0.510).
Feature

Naïve Bayes

Logistic Regression

Support Vector
Classifier
C1
0.560
0.652
0.677
C2
0.563
0.723
0.758
C3
0.567
0.763
0.809
C1,2
0.567
0.713
0.754
C1, 2, 3
0.568
0.738
0.806
C7
0.669
0.728
0.788
C9
0.679
0.689
0.752
C1-7
0.568
0.766
0.8423
C1-9
0.625
0.767
0.8421
Table 5: Blog-sentence identification accuracy of three classifiers using character ngram features; best performance in bold
Table 6 shows the accuracies achieved using stop words.
Feature

Naïve Bayes

Logistic Regression

Support Vector
Classifier
Stop Words
0.649
0.745
0.785
Table 6: Blog-sentence identification accuracy of three classifiers using stop word
features
The highest scoring feature set was the 84.23% achieved by character 1-7 grams
using Linear SVC. This was highly significant when compared to the highest scoring
!
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word n-gram feature set, which was the 79.5% from the combination of uni- and bigrams
using Linear SVC, as well as the highest scoring stop word accuracy, which was the
78.5% from Linear SVC (p < 0.001 for both). While stop words had been an extremely
effective marker in the previous tests, it did not work as well on these tests, likely due to
the lower repetition of these words in single sentences.
Linear SVC again scored better than the other two algorithms, with its highest
accuracy being the 84.23% from character 1-7 grams. It was highly significant when
compared to the highest accuracy achieved by Naïve Bayes, which was the 67.9% from
character 9-grams, as well as the highest accuracy achieved by Logistic Regression,
which was the 76.7% from character 1-9 grams (p < 0.001 for both).
(iii) Train on Tweets, Test on Tweets:
Table 7 shows the accuracies of the word n-gram feature sets. This time, the same
feature set worked best for both Naïve Bayes and Linear SVC, while Logistic Regression
was the standout.
For Naïve Bayes, the combination of uni-, bi-, and trigrams worked best,
achieving an accuracy of 63.9%. This was highly significant when compared to trigrams
(p < 0.001), significant when compared to bigrams (p < 0.001), approaching significance
when compared to unigrams (p = 0.054), but not significant when compared to the
combination of uni- and bigrams (p = 0.300).
For Logistic Regression, unigrams worked best, achieving an accuracy of 60.2%.
This was highly significant when compared to trigrams (p < 0.001) and bigrams (p <
0.001), but not significant when compared to the combination of uni- and bigrams (p =
0.220) or the combination of uni-, bi-, and trigrams (p = 0.430).
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For Linear SVC, like Naïve Bayes, the combination of uni-, bi-, and trigrams
worked best, achieving an accuracy of 61.6%. This was highly significant when
compared to trigrams (p < 0.001) and bigrams (p < 0.001), but not significant when
compared to unigrams (p = 0.430) or the combination of uni- and bigrams (p = 0.480).
Feature

Naïve Bayes

Logistic Regression

Support Vector
Classifier
W1
0.592
0.602
0.605
W2
0.541
0.493
0.517
W3
0.391
0.333
0.330
W1,2
0.622
0.578
0.609
W1, 2, 3
0.639
0.595
0.616
Table 7: Within-domain tweet identification accuracy of three classifiers using word ngram features; best performance in bold
Table 8 shows the accuracies of the character n-gram feature sets. This time,
Logistic Regression and Linear SVC had the same highest scoring feature set, while
Naïve Bayes was the standout.
For Naïve Bayes, 1-9 grams worked best, achieving an accuracy of 71.4%. This
was highly significant when compared to unigrams (p < 0.001), bigrams (p < 0.001), the
combination of uni- and bigrams (p < 0.001), and 9-grams (p < 0.001), significant when
compared to the combination of uni-, bi-, and trigrams (p = 0.027), and 7-grams (p =
0.035), but not significant when compared to trigrams (p = 0.094) or 1-7 grams (p =
0.427).
For Logistic Regression, 1-7 grams worked best, achieving an accuracy of 73.5%.
This was highly significant when compared to unigrams (p < 0.001) and 9-grams (p <
0.001), significant when compared to bigrams (p = 0.011) and 7-grams (p = 0.011),
approaching significance when compared to trigrams (p = 0.056), but not significant
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when compared to the combination of uni- and bigrams (p = 0.169), the combination of
uni-, bi-, and trigrams (p = 0.328), or 1-9 grams (p = 0.241).
For Linear SVC, like Logistic Regression, 1-7 grams worked best, achieving an
accuracy of 69.7%. This was highly significant when compared to 9-grams (p < 0.001),
and unigrams (p < 0.001), significant when compared to bigrams (p = 0.028), trigrams (p
= 0.016), the combination of uni- and bigrams (p = 0.037), and 7-grams (p = 0.006), but
not significant when compared to the combination of uni-, bi-, and trigrams (p = 0.289)
or 1-9 grams (p = 0.478).
Feature

Naïve Bayes

Logistic Regression

Support Vector
Classifier
C1
0.503
0.582
0.602
C2
0.619
0.667
0.643
C3
0.677
0.687
0.636
C1,2
0.616
0.704
0.646
C1, 2, 3
0.660
0.718
0.680
C7
0.663
0.667
0.626
C9
0.599
0.599
0.561
C1-7
0.707
0.735
0.697
C1-9
0.714
0.711
0.694
Table 8: Within-domain tweet identification accuracy of three classifiers using character
n-gram features; best performance in bold
Table 9 shows the accuracies achieved using stop words.
Feature

Naïve Bayes

Logistic Regression

Support Vector
Classifier
Stop Words
0.636
0.626
0.629
Table 9: Within-domain tweet identification accuracy of three classifiers using stop word
features
The highest scoring feature set was the 73.5% achieved using character 1-7 grams
with Logistic Regression. This was highly significant when compared to the highest
scoring word n-gram feature set, which was the 63.9% from the combination of uni-, bi-,

!

"#!

and trigrams using Naïve Bayes (p < 0.001), as well as the highest accuracy achieved
from stop words, which was the 63.6% from Naïve Bayes (p < 0.001).
This time, the highest accuracy was the 73.5% achieved using character 1-7 grams
with Logistic Regression. This was not significant when compared to the highest score
achieved by Naïve Bayes, which was the 71.4% from character 1-9 grams (p = 0.283), or
when compared to the highest score achieved by Linear SVC, which was the 69.7% from
character 1-7 grams (p = 0.113).
(iv) Train on Blogs, Test on Tweets:
Table 10 shows the accuracies of the word n-gram feature sets. Logistic
Regression and Linear SVC had the same highest scoring feature set, while Naïve Bayes
was the standout.
For Naïve Bayes, the combination of uni-, bi-, and trigrams worked best,
achieving an accuracy of 11.6%. This was significantly better than trigrams (p = 0.011),
but was not significantly better than unigrams (p = 0.234), bigrams (p = 0.288), or the
combination of uni- and bigrams (p = 0.476).
For Logistic Regression, unigrams worked best, achieving an accuracy of 22.4%.
This was highly significant when compared to bigrams (p < 0.001), trigrams (p < 0.001),
and the combination of uni-, bi-, and trigrams (p < 0.001), and significant when compared
to the combination of uni- and bigrams (P = 0.002).
For Linear SVC, like Logistic Regression, unigrams worked best, achieving an
accuracy of 38.0%. This was highly significant when compared to all other features (p <
0.001 for each).
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Feature

Naïve Bayes

Logistic Regression

Support Vector
Classifier
W1
0.109
0.224
0.380
W2
0.110
0.112
0.150
W3
0.097
0.096
0.115
W1,2
0.114
0.194
0.297
W1, 2, 3
0.116
0.175
0.265
Table 10: Cross-domain tweet identification accuracy of three classifiers using word ngram features; best performance in bold
Table 11 shows the accuracies of the character n-gram feature sets. Once again,
the highest scoring feature set was different for each algorithm.
For Naïve Bayes, 7-grams worked best, achieving and accuracy of 14.6%. This
was highly significant when compared to all other feature sets (p < 0.001 for each).
For Logistic Regression, trigrams worked best, achieving and accuracy of 19.9%.
This was highly significant when compared to unigrams, 7-grams, and 9-grams, and the
combination of uni- and bigrams (p < 0.001), significant when compared to bigrams (p =
0.042) and the combination of uni-, bi-, and trigrams (p = 0.026), but not significant
when compared to 1-7 grams (p = 0.132) or 1-9 grams (p = 0.094).
For Linear SVC, 1-7 grams worked best, achieving a score of 31.4%. This was
highly significant when compared to all features excluding trigrams and 1-9 grams (p <
0.001), significant when compared to trigrams (p = 0.003), but not significant when
compared to 1-9 grams (p = 0.079)
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Feature

Naïve Bayes

Logistic Regression

Support Vector
Classifier
C1
0.092
0.123
0.137
C2
0.092
0.180
0.179
C3
0.092
0.199
0.282
C1,2
0.092
0.154
0.171
C1, 2, 3
0.092
0.178
0.233
C7
0.146
0.146
0.235
C9
0.117
0.114
0.188
C1-7
0.096
0.186
0.314
C1-9
0.105
0.184
0.297
Table 11: Cross-domain tweet identification accuracy of three classifiers using character
n-gram features; best performance in bold
Table 12 shows the accuracies achieved using stop words.
Feature

Naïve Bayes

Logistic Regression

Support Vector
Classifier
Stop Words
0.123
0.243
0.326
Table 12: Cross-domain tweet identification accuracy of three classifiers using stop word
features
The highest scoring feature set was word unigrams using Linear SVC, which
achieved and accuracy of 38.0%. This was highly significant when compared to the
highest scoring character n-gram feature set, which was the 31.4% achieved using 1-7
grams with Linear SVC (p < 0.001), as well as when compared to the highest accuracy
achieved using stop words, which was the 32.6% using Linear SVC (p < 0.001).
Once again, Linear SVC scored the highest accuracy, which was the 38.0% from
word unigrams. This was highly significant when compared to the highest score achieved
by Naïve Bayes, which was the 14.6% using character 7 grams, as well as the highest
score achieved using Logistic Regression, which was the 24.3% using stop words (p <
0.001 for both).
(v) Train on Blogs + Tweets, Test on Tweets:
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Table 13 shows the accuracies of the word n-gram feature sets. Logistic
Regression and Linear SVC shared the same highest scoring feature set, while Naïve
Bayes was the standout again.
For Naïve Bayes, the combination of uni- and bigrams worked best, achieving and
accuracy of 14.4%. This was highly significant when compared to trigrams (p < 0.001),
significant when compared to unigrams (p = 0.014), but was not significant when
compared to bigrams (p = 0.149) or the combination of uni-, bi-, and trigrams (p =
0.350).
For Logistic Regression, unigrams scored best, achieving a score of 44.5%. This
was highly significant when compared to bigrams, trigrams, and uni-, bi-, and trigrams (p
< 0.001 for each), but not significant when compared to the combination of uni- and
bigrams (p = 0.157).
For Linear SVC, like Logistic Regression, unigrams worked best, achieving a
score of 56.6%. This was highly significant when compared to bigrams and trigrams (p <
0.001), but not significant when compared to the combination of uni- and bigrams (p =
0.398) or the combination of uni-, bi-, and trigrams (p = 0.159).
Feature

Naïve Bayes

Logistic Regression

Support Vector
Classifier
W1
0.117
0.445
0.566
W2
0.131
0.170
0.346
W3
0.099
0.120
0.229
W1,2
0.144
0.426
0.559
W1, 2, 3
0.139
0.369
0.546
Table 13: Combined-domain tweet identification accuracy of three classifiers using word
n-gram features; best performance in bold
Table 14 shows the accuracies of the character n-gram feature sets. The highest
scoring feature set was different for each of the algorithms.
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For Naïve Bayes, 7-grams worked best, achieving an accuracy of 22.4%. This was
highly significant when compared to all feature sets excluding 9-grams (p < 0.001), but
was not significant when compared to 9-grams (p = 0.127).
For Logistic Regression, trigrams worked best, achieving an accuracy of 44.9%.
This was highly significant when compared to all feature sets excluding 1-7 grams (p <
0.001), and significant when compared to 1-7 grams (p = 0.001).
For Linear SVC, 1-9 grams worked best, achieving an accuracy of 63.4%. This
was highly significant when compared to all feature sets excluding trigrams and 1-7
grams (p < 0.001), significant when compared to trigrams (p = 0.019), but not significant
when compared to 1-7 grams (p = 0.213).
Feature

Naïve Bayes

Logistic Regression

Support Vector
Classifier
C1
0.090
0.139
0.170
C2
0.091
0.290
0.404
C3
0.113
0.449
0.596
C1+2
0.097
0.222
0.397
C1, 2, 3
0.088
0.337
0.525
C7
0.224
0.313
0.533
C9
0.205
0.254
0.471
C1-7
0.102
0.393
0.619
C1-9
0.114
0.358
0.634
Table 14: Combined-domain tweet identification accuracy of three classifiers using
character n-gram features; best performance in bold
Table 15 shows the accuracies achieved using stop words.
Feature

Naïve Bayes

Logistic Regression

Support Vector
Classifier
Stop Words
0.166
0.486
0.550
Table 15: Combined-domain tweet identification accuracy of three classifiers using stop
word features
The highest scoring feature set was the 63.4% achieved using character 1-9 grams
with Linear SVC. This was highly significant when compared to the highest scoring word
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n-gram feature set, which was the 56.6% achieved using unigrams with Linear SVC (p <
0.001), as well as the highest accuracy achieved using stop words, which was the 55.0%
using Linear SVC (p < 0.001).
Again, Linear SVC achieved the highest accuracy, which was the 63.4% from
character 1-9 grams. This was highly significant when compared to the highest accuracy
achieved using Naïve Bayes, which was the 22.4% from character 7-grams, as well as
when compared to the highest score achieved using Logistic Regression, which was the
48.6% from stop words (p < 0.001 for both).
Conclusion:
Cross-domain authorship attribution is still underexplored, though there is
increasing evidence that there will be a use for it in the near future. Different algorithms
and feature sets seem to be more effective on different domains. This is most likely due
to the differences in both length and writing style cross-domain. Linear SVC appears to
be the algorithm that performs best both overall and cross-domain. Word unigrams as
well as character 1-9 grams seem to be especially accurate feature sets for cross-domain
authorship attribution, and these should be considered as avenues for future research.
Future work should examine the combination of word n-grams, character n-grams, and
stop words, which could possibly achieve even higher accuracies than those in this study.
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