Abstract. Let τ 3 (n) be the triple divisor function which is the number of solutions of the equation d 1 d 2 d 3 = n in natural numbers. It is shown that 1≤n1,n2,n3≤
is far less than perfectly understood even for k = 2. For example, Hooley [6] proved that n≤x τ (n 2 + a) = c 1 x log x + c 2 x + O x 8 9 (log x) 3 (1.1)
for any fixed a ∈ Z such that −a is not a perfect square, where c 1 and c 2 are constants depending only on a. Here as usual τ (n) := τ 2 (n). However, so far there are no asymptotic formulas for the sum n≤x τ (f (n)) for f (x) of degree degf ≥ 3. For the average behavior of the divisor functions over values of quadratic forms, Yu [15] proved that, as x → ∞,
2 ) = c 3 x log x + c 4 x + O ε x 3 4 +ε ,
where c 3 and c 4 are constants. Calderón and de Velasco [1] studied the average behavior of τ (n) over values of ternary quadratic form and established the asymptotic formula where c 5 is a constant. The error term in (1.4) was further improved by Zhao [16] to O(x log x). Nothing of type (1.1), (1.2) or (1.3) is known for τ k (n) with k ≥ 3 and in fact the situation becomes even more difficult for k ≥ 3 if one considers the sum n≤x a n τ k (n) for various sparse arithmetic sequences a n . There are few results in this direction. For τ 3 (n), Friedlander and Iwaniec [3] showed that, for x ≥ 3, n 2 1 +n 6 2 ≤x (n 1 ,n 2 )=1 τ 3 (n , where c is a constant. In this paper, we want to prove an asymptotic formula of type (1.4) for τ 3 (n). Our main result is the following theorem. Theorem 1.1. For any x ≥ x 0 (x 0 is a large constant) and any ε > 0, we have G(a, 0; q) 3 S(−a, 0; q).
Here a denotes the multiplicative inverse of a mod q, S(a, b; c) is the classical Kloosterman sum, G(a, b; q) is the Gauss sum
and P j (n, q) (j = 1, 2) are given by A similar asymptotic formula can be derived for the slightly modified sum
which is in some sense simpler than the sum in Theorem 1.1, since obviously we have
where (n 1 ,n 2 ,n 3 )∈Z 3
where for ℓ = 0, 1, 2, 6) and for x ≥ 6,
By (2.5)-(2.7) we obtain
where for C ℓ is defined in (2.3) and
This finishes the proof of Theorem 1.1. The following sections are devoted to the proof of Theorem 2.1.
Voronoi formula for the triple divisor function
The Voronoi formula for τ 3 (n) was first proved by Ivić [8] and later in [11] , Li derived a more explicit formula. To adopt Li's result, set
be the Euler constant and
be the Stieltjes constant. For φ(y) ∈ C c (0, ∞), k = 0, 1 and
Re(s)=σ
φ(u)u s−1 du the Mellin transform of φ, and
where S(a, b; c) is the classical Kloosterman sum,
7 and P 2 (n, q) = (log n) 2 − 5 log q log n + 9 2 (log q) 2 + 3γ 2 − 3γ 1 + 7γ log n − 9γ log q
3)
The functions Φ ± (y) have the following properties (see Sun [12] ).
Lemma 3.2. Suppose that φ(y) is a smooth function of compact support in [AX, BX], where X > 0 and B > A > 0, satisfying φ (j) (y) ≪ A,B,j P j for any integer j ≥ 0. Then for y > 0 and any integer ℓ ≥ 0, we have
By Lemma 3.2, for any fixed ε > 0 and yX ≥ X ε (P X) 3 , Φ ± (y) are negligibly small. Moreover, for yX ≫ X ε , we have an asymptotic formula for Φ k (y) (see [8] , [10] , [14] ). 
where a k (j), b k (j) are constants with
.
Transformation of S (X)
Applying the circle method, we have
where
and
is a periodic function of period 1. We have
where Q is a large integer to be chosen later. Then we can evaluate S (X) by dissecting the interval (−1/(Q + 1), Q/(Q + 1)] with Farey's points of order Q (see for example Iwaniec [9] ). Let
q ′′ be adjacent points, which are determined by the conditions
It follows that
where * denotes the condition (a, q) = 1 and
Exchanging the order of the summation over a and the integration over β as in HeathBrown [5] , we have
where ̺(v, q, β) satisfies
For an asymptotic formula of F a q + β , we quote the following result (see Theorem 4.1 in [13] or Lemma 4.1 in [16] ).
Suppose that (a, q) = 1, q ≤ Q and |β| ≤ 1/(qQ). We have
where G(a, b; q) is the Gauss sum
and Ψ(b, q, β) satisfies
For G (α) in (4.1), we apply Lemma 3.1 with φ β (y) = φ y X e(−βy) getting
± n|q m≥1 1 nm
Re(s)=σ 10) and P j (n, q) (j = 1, 2) defined in (3.2) and (3.3). By (4.4) and (4.8), we have
14)
23)
(4.28)
We will show that B j , 1 ≤ j ≤ 13, contribute the remainder terms, and B j , 14 ≤ j ≤ 16, contribute the main terms.
Contribution of
The estimation of B j , 1 ≤ j ≤ 4, are similar as the arguments in [12] . Since the cancelation from the character sums C (b 1 , b 2 , b 3 
Next, we need the following result which will be proved in Section 8.
Proposition 5.2. For any ε > 0, we have
By the second derivative test and the trivial estimation, Ψ 0 (β) in (4.6) is bounded by
Let q be as in Proposition 5.1. By (4.7), (4.12) and Propositions 5.1-5.2, we have
3 .
13
Then by (4.3), we have
Moreover, by (4.7), (4.13) and Propositions 5.1-5.2, we have
It follows that
Further, by (4.7), (4.14) and Propositions 5.1-5.2, we have
It follows from this estimate and (4.3) that 
By (4.3) and the estimate as above, we have +ε ).
6. Contribution of B j , 5 ≤ j ≤ 13
First, we note that (recall (3.2) and (3.3))
Next, bounding the character sum C (b 1 , b 2 , b 3 , n, m, v; q) by Weil's bound for Kloosterman sums, we have
By (4.7), (4.16)-(4.18) and (6.1)-(6.3), we have, for j = 5, 6, 7,
By (4.3) and (6.4), we obtain, for j = 5, 6, 7,
By (4.7), (4.19)-(4.21) and (6.1)-(6.3), we have, for j = 8, 9, 10,
(6.6) By (4.3) and (6.6), we obtain, for j = 8, 9, 10,
+ε .
(6.7)
By (4.7), (4.22)-(4.24) and (6.1)-(6.3), we have, for j = 11, 12, 13,
(6.8)
By (4.3) and (6.8), we obtain, for j = 11, 12, 13,
By (4.2), (4.11), (6.5), (6.7) and (6.9), the contribution from B j , 5 ≤ j ≤ 13, is O ε (x 5 4 +ε ).
Computation of the main terms
The three sums B 14 (v, q, β), B 15 (v, q, β) and B (1) by
e(−βu)(log u) j du, j = 0, 1, 2, (7.1)
we need to estimate the remainder terms from
Write correspondingly
First, we evaluate the remainder terms from B ♯ j (v, q, β), j = 14, 15, 16. Notice that
Here we have used (4.3), (5.2) and (6.3). Similarly,
3) and q≤Q |β|≤
Next, we want to compute the contributions from B ♭ j (v, q, β) which constitute the main terms. Interchanging the order of summation over a and the integration over β, we have
Note that
As in [16] , we write M (a, q) as
21
Interchanging the order of summation over a and the integration over β again, we have
and B * * 14
(7.7)
Here we have used (4.3), (5.2) and (6.1)-(6.3). By (7.5)-(7.7), we obtain
+ε . Substituting in (7.8) and by (7.2), we have
+ε M −1 . where G(a, b; q) is the Gauss sum defined in (4.5). Here for notation simplicity, we have replaced ±m in (4.28) by m, which does not affect our argument. We first list some well-known results for G(a, b; q) (see for example Lemma 5.4.5 in [7] ). For (a, q) = 1, we have G(a, b; q) ≪ √ q. where ǫ q = 1, if q ≡ 1(mod4), i, if q ≡ −1(mod4). As in [12] , we factor q as q = q 1 q 2 q 3 , where q 1 is the largest factor of q such that q 1 |n, (q 1 , q 2 q 3 ) = 1, q 2 |n ∞ , (q 2 , q 3 ) = 1. Then q 2 is square-full and n|q 1 q 2 . Denote temporarily q ′ = q 1 q 2 and q = 
