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By numerical integration, we study the relaxation dynamics of degenerate harmonic oscillator
modes dispersively coupled to particle positions. Depending on whether the effective inertial po-
tential induced by the oscillators keep the particles confined, or if the particle trajectories traverse
the system, the local oscillator energy dissipation rate changes drastically. The inertial trapping,
release and retrapping of particles results in a characteristic step-wise relaxation process, with al-
ternating regions of fast and slow dissipation. To demonstrate this phenomenon we consider first a
one-dimensional minimal prototype model which displays these characteristics. We then treat the
effect of dispersive interaction in a model corresponding to an adsorbate diffusing on a circular mem-
brane interacting with its three lowest vibrational modes. In the latter model, stepwise relaxation
appears only in the presence of thermal noise, which also causes a slow-in-time stochastic precession
of the mixing angle between the degenerate eigenmodes.
I. INTRODUCTION
Physical systems displaying discrete resonances are
conveniently modelled by a set of harmonic oscillators.
Interactions with a surrounding medium, e.g. a thermal
environment, is usually modelled through coupling of the
oscillator degrees of freedom to some set of bath coordi-
nates. Common and well-studied examples are resonant
systems coupled to two-level systems [1] or to a quasi-
continuous bath of thermal harmonic oscillators [2, 3].
Coupling the system to a thermal bath allows it to relax
to the thermal equilibrium state while also, in accordance
with the fluctuation-dissipation theorem, inducing ther-
mal noise.
The coupling between a system and its environment
can also have an indirect component, proceeding via an
auxiliary system. The dissipative dynamics can then
change dramatically. This was recently demonstrated ex-
perimentally for micro- and nanoelectromechanical sys-
tems (MEMS/NEMS), where intermediate coupling via
internal resonances caused marked qualitative changes in
the ring-down dynamics [4–6]. Here, we present a gen-
eral theoretical model for harmonic oscillators indirectly
coupled to the environment, through an auxiliary system
in the shape of a set of free particle coordinates.
The model in question consists, in its most general
form, of an assembly of N harmonic oscillators qn(t),
with natural frequencies Ωn. The auxiliary system is
comprised of K “particles” with positions xk(t):
H0 =
1
2
N∑
n=1
(
q˙2n + Ω
2
nq
2
n
)
+
µ
2
K∑
k=1
x˙2k. (1)
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Coupling to the environment is achieved through adding
thermal noise and dissipation to the particle equations of
motion. We assume the coupling between the particles
and the oscillator modes to be dispersive, and of the type
Hint = −1
2
∑
k,n,m
gmnqnqmφn(xk)φm(xk). (2)
Here, gmn = gnm are coupling constants, and φn(x) func-
tions that depend on the particle coordinate. Eqs. (1)-
(2) are reminiscent of the type of Hamiltonian usually
studied in the context of dissipation in open systems. It
should be noted, though, that in that context, the oscil-
lators are considered to represent the degrees of freedom
of the thermal environment, leading to relaxation and
thermalization of the system in coordinate space xk. In
contrast, we are here concerned with the relaxation dy-
namics of a small number of discrete oscillator modes qn,
as they interact via and with the particle coordinates.
Physically, this class of Hamiltonians (1)-(2) finds ap-
plication in, for instance, the context of NEMS, where
the oscillator degrees of freedom qn correspond to vi-
brational eigenmodes and xk denote the positions of ad-
sorbed particles diffusing on the resonator. The φn are
then associated with the spatial mode functions. The
frequency noise associated with the fluctuating mass dis-
tribution and the resulting back-action on the particles
from the resonator motion have been shown to change
both the resonant response and the characteristics of the
dissipative dynamics [7–16]. While this type of system
is of great interest for applications such as ultrasensitive
mass-sensing [17–19], it is also generic enough to find ap-
plications in other fields [20], and is in its own right worth
studying.
Although several studies of NEMS-particle systems
have been done, the effect of mode degeneracy has not
yet been considered. This open question is becoming in-
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2creasingly relevant as the state of the art develops to the
point where such modes can be resolved [21].
Here, we find that even a minimal model, consisting
of two degenerate harmonic oscillator modes coupled to
a single, weakly damped particle that induces a mode
coupling, exhibits highly nontrivial relaxation dynamics.
The total oscillator energy decays in a stepwise manner,
with plateaus of very low dissipation appearing at simi-
lar total energies, regardless of initial conditions. In these
regions, the two modes perform coherent coupled oscilla-
tions, while the particle is trapped at an antinode of the
oscillator motion. In between the plateaus, the total os-
cillator energy, as well as the energy of each mode, decays
rapidly, and the particle traverses its entire domain in an
erratic manner. We also show how a two-dimensional
(2D) equivalent model, inspired by particles adsorbed on
circular drum resonators, exhibits analogous relaxation
dynamics: stepwise dissipation associated with trapping
and retrapping of the particles. Here, however, it is nec-
essary to add thermal fluctuations to the particle dynam-
ics in order for the trapping-retrapping to occur. In that
case, and with only a higher degenerate mode excited,
the trapped particle incurs a slow stochastic precession
of the mixing angle. We characterize the low-frequency
noise of this precession.
II. STEPWISE RELAXATION IN A MINIMAL
MODEL
In this section, we restrict the general equations of mo-
tion to the, in this context, smallest possible number of
degrees of freedom. Namely, we set N = 2 and K = 1,
and consider degenerate modes: Ω1 = Ω2 ≡ Ω. The cou-
pling matrix is set to gmn(x) = g, and we use the mode
functions φ1(x) =
√
2 cospix, φ2(x) =
√
2 sin 2pix. The
system is normalized to unit length, |xk| ≤ 1/2, with re-
flecting boundary conditions. In this model, the effect
we seek to illustrate is present also when T = 0. Hence,
we omit thermal noise.
The equations of motion for this minimal model are
q¨1 +
[
Ω2 − gφ21
]
q1 − gφ1φ2q2 = 0, (3)
q¨2 +
[
Ω2 − gφ22
]
q2 − gφ1φ2q1 = 0, (4)
x¨+ Γx˙− g
2µ
∂x
[
(q1φ1 + q2φ2)
2
]
= 0. (5)
The structure of these equations is deceptively clear; each
oscillator experiences a frequency shift that depends on
the particle’s position, and an x-dependent linear mode
coupling appears. The particle is subject to a potential
U(x, t) ∝ (q1φ1 +q2φ2)2. This force is akin to the inertial
force a mechanical resonator exert on an adsorbed par-
ticle. Consequently, we will refer to it as inertial force.
Despite the apparent clarity, as we here demonstrate, the
nonlinearity of Eqs. (3)-(5) means that this simple model
exhibits rich and nontrivial relaxation dynamics.
This richness partly arises due to the interference in
the potential term U(x, t), which depends not only on the
magnitude of the amplitudes q1,2(t), but also their rela-
tive phase. For degenerate oscillators, this phase changes
slowly in time with a rate depending on particle position.
Hence, where a single mode-system (or a non-degenerate
one) may have stable trapping points for the particles,
points corresponding to the antinode(s) of the mode func-
tion, mode degeneracy leads to a radically different situ-
ation, with release and retrapping dynamics.
An analytical approach to the dynamics of the system
is a daunting task. Instead, we have performed exten-
sive numerical simulations by integrating the equations of
motion (3)-(5), while tracing the time evolution of mode
energies, En(t) = q˙
2
n(t)+Ω
2
nq
2
n(t), n = 1, 2, as well as the
total oscillator energy E = E1 + E2, during relaxation.
While the details of the dynamics depend on initial
conditions, certain features are recurring. For demon-
stration of these features, the system ring-down for three
different values of the damping rate Γ is shown in Fig. 1
(g = 0.01, µ = 1). The initial condition used is nonzero
q1(0) and x(0), while q2(0) = q˙2(0) = q˙1(0) = x˙(0) = 0.
For intermediate Γ, [see Fig. 1 (a)-(b)], the most striking
feature is the stepwise relaxation that results as the sys-
tem shifts between regions of very rapid decay of total
oscillator energy E, and plateaus of very low dissipation.
The details of the system behaviour is dramatically dif-
ferent in these two cases. The rapid-decay regions corre-
spond to large particle motion across the entire particle
domain, while the near-conservative regions are charac-
terized by particle trapping and coherent, coupled oscil-
lations in the energy of individual oscillators. The ex-
tremes of low [Fig. 1 (c)-(d)] and high [Fig. 1 (e)-(f)]
damping rates can be roughly understood as sampling
only the region of high dissipation or only the plateaus,
respectively.
In the remainder of this Section, we consider some
salient features of the minimal model more in detail.
A. Coherent oscillations at plateaus
In the low-dissipation plateaus, the oscillator relative
energy dynamics is reasonably well described by the ro-
tating wave approximation (RWA). In the RWA, the total
energy E1 + E2 remains conserved, but it is nonetheless
a convenient framework for studying the coherent oscil-
lations of the individual oscillator energies.
Changing variables [qn = ane
iΩt + a∗ne
−iΩt, q˙n =
iΩ(ane
iΩt − a∗ne−iΩt)] and discarding rapidly oscillating
terms gives the RWA equations
a˙1 = − ig
2Ω
(
φ21a1 + φ1φ2a2
)
, (6)
a˙2 = − ig
2Ω
(
φ1φ2a1 + φ
2
2a2
)
, (7)
along with analogous equations for the complex conju-
gates a∗1, a
∗
2, and a transformed equation for x. The am-
plitudes a1,2 describe the slow evolution of the oscillator
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FIG. 1. (a) Time evolution of the energies of individual oscillators described by Eqs.(3)-(5), along with their total energy, at
an intermediate decay rate Γ = 0.1. The stepwise decay of total oscillator energy E is clear, as well as the coherent coupled
oscillations of the low-dissipation energy plateaus. (b) The corresponding evolution of the particle coordinate x. In regions
where the particle traverses its entire domain [−1/2, 1/2], the energy E decays rapidly. At the energy plateaus, x is trapped near
a minimum of the inertial potential created by the oscillators. For low enough oscillator energy (weak inertial trapping), the
particle may switch between minima, but the system dynamics is nonetheless predictable and regular. (c)-(d) Typical system
evolution at low decay rate Γ. Initially, the particle is trapped and the energy decays slowly. After this transient, the particle
escapes and moves erratically, corresponding to a rapid decay of energy, indicated by the gray dashed line. The exception to the
unpredictable particle motion is the region at approximately t×Ω/2pi ∼ 110−130. Here, the particle motion synchronizes with
the oscillators, and “bounces” between the boundaries of its domain once every half-period. The dissipation rate of oscillator
energy increases correspondingly. (e)-(f) Typical system evolution at high decay rate Γ. The particle adiabatically follows a
minimum of the inertial potential, alternating between the antinodes of φ2(x). The corresponding energy relaxation is stepwise
but smooth. In each step, the slope is indicated by the gray dashed line.
4amplitudes, and hence vary on the same timescale as the
oscillator energies E1,2.
Numerically integrating the RWA equations of mo-
tion (6)-(7) reproduces the coherent oscillations between
E1 and E2 seen at the plateaus in Fig. 1 (a). The fre-
quency of these slow oscillations is given by
λ ≈ g
2Ω
(
φ21(xeq.) + φ
2
2(xeq.)
)
, (8)
where xeq. is the value near which the particle is trapped.
Setting xeq. ≈ ±0.2, the period time of coherent oscilla-
tions becomes λ−1 ≈ 64×2pi/Ω. This is reasonably close
to the slow periods 74×2pi/Ω, 68×2pi/Ω, and 61×2pi/Ω
seen in the three plateaus of Fig. 1 (a).
B. Robust location of energy plateaus
In the plateau state, when the particle is trapped, en-
ergy dissipates slowly until particle release. Quite sur-
prisingly, repeated ring-down simulations at various ini-
tial energies reveals that, as shown in Fig. 2 (a), the
energy plateaus seemingly appears at approximately the
same total energy E regardless of the initial condition.
That is, particle trapping and release appears to predom-
inantly occur around certain total oscillator energies.
To verify this, 105 trajectories with random initial con-
ditions were simulated, each for 107 oscillator periods.
The energy decay rate ∂E/∂t was calculated at each
timestep. For each value of E the distribution of deriva-
tives, across all trajectories, was normalized to 1. The
result is shown in Fig. 2 (b). For low energies there is
a clear structure, further illuminated by the inset, which
shows the energies at which dissipation rates below 0.05
(plateaus) occur. While the locations of the plateaus
are likely to change with the system parameters (here,
g = 0.01, µ = 1, and Γ = 0.2), their locations in energy
space do not average out upon random sampling of the
initial parameter space. In this sense, they are robust.
The corresponding particle dynamics were examined
by numerically solving an energy-conserving version of
Eqs. (3)-(5) for a wide range of initial energies. In prac-
tice, at each time step tj of the integration, the oscilla-
tor coordinates qn(tj), q˙n(tj) were normalized by a factor√
E(0)/E(tj). In this way, the total oscillator energy
of the system is kept constant while the mode coupling
and particle dynamics are unchanged. We thus ensure
that the system will remain in a certain regime of inter-
est. While the same total-energy conserving effect can
be obtained by using the RWA-equations (6)-(7), using
the full equations, but rescaling energy, allows short-time
correlations to be retained.
For each value of the total energy, the periodicity of
the particle motion was examined by plotting the x-
coordinate whenever x˙ = 0, during the last 300 peri-
ods (2pi/Ω) of a simulation lasting 1500 periods. The
result is a diagram that indicates how well the particle
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FIG. 2. (a) Stepwise decay of total oscillator energy, at dif-
ferent initial conditions and Γ = 0.2. The low-dissipation
plateaus tend to coincide, despite very different starting en-
ergies. (b) Distribution of dissipation rates during the ring-
down, as a function of energy, compiled from 105 trajectories
with random initial conditions. The data for each value of
E is normalized to one; the color indicates the fraction of
time spent at a certain energy that is also spent at a cer-
tain dissipation rate ∂E/∂t. Fractions equal to or greater
than 0.1 are coloured black. Inset: Distribution of energies
for which ∂E/∂t < 0.05: the low-dissipation plateaus of the
ring-down. (c) Periodicity diagram of the particle motion for
a wide range of oscillator energies; each point is the position
x(t) when x˙(t) = 0. Hence, exactly two points for a given
E indicates that the particle here moves periodically with the
same frequency as the oscillators; the two points are the turn-
ing positions of the particle.
motion synchronizes with the oscillators, as well as de-
lineates ∆x = maxx − minx; the region traversed by
the particle. The fact that, at energies where ringdown
plateaus appear, the particle is trapped near the antin-
odes of φ2(x) at ±0.2 is further corroborated. Between
these trapped regions there seems to be no pattern to
the particle motion, suggestive of chaotic dynamics in
the high-dissipation regime. Finally, the particle trap-
ping near x = 0, the antinode of φ1(x), at the right
of the diagram reflects that, for these high energies, it
takes more time to excite the q2-mode, and the first en-
ergy plateau of the system is quasi-stationary during the
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FIG. 3. The distance ∆x between minimum and maximum
values of x (compare the particle trajectories in Fig. 1) as
a function of damping rate Γ and oscillator energy E. For
a given damping rate, the ringdown of the system follows
a horizontal line from right to left in the diagram, crossing
trapped, stable regions (blue) and untrapped, erratic ones
(yellow). Teal regions, corresponding to ∆x ≈ 0.5, result
from trajectories where the particle switches between the two
potential wells at ±0.25, and thus represent trapped states.
time-span simulated here.
Investigating also the effect of the decay rate Γ, in
Fig. 3, we map the trapped and erratic regimes of the sys-
tem, as determined by ∆x, as a function of E(0) and Γ.
Two primarily trapped regions can be seen (coloured blue
in Fig. 3), that are reminiscient of the Arnold tongues of
the Mathieu equation. This is not unexpected; systems
very similar to Eqs. (3)-(5) have been shown [15] to be re-
lated to parametric oscillators, who are in turn described
by the Mathieu equation. Here, however, the distribution
of trapped and untrapped states is fractal-like, recalling
chaotic dynamics.
C. Rapid dissipation of oscillator energy
We now turn to the dynamics between the plateaus
where energy is rapidly dissipated. In this regime, the
decay of the oscillator is approximately linear in time
for short times (see Fig. 1). We investigated the energy
decay rate in the high-dissipation region by extracting
the initial slope [the gray dashed lines in Fig. 1 (c) and
(e)] for a wide range of initial oscillator energies E(0) and
particle damping rates Γ. As can be seen in Fig 4, the
energy decay rate ∂E/∂t is linear in E(0)Γ for E(0)Γ < 1.
For higher values, a clear deviation can be seen.
The only mechanism of energy loss present in the sys-
tem (3)-(5) is the term µΓx˙ of Eq. (5), corresponding
to a total average energy loss rate proportional to the
average particle kinetic energy: µΓ
〈
x˙2
〉
= 2ΓEp. Thus,
the scaling ∂E/∂t ∝ −E(0)Γ implies that the average
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FIG. 4. Dissipation −∂E/∂t of total energy in the first high-
dissipation region, as a function of ΓE(0). The dissipation
rate was determined by extracting the slope of the approxi-
mately linear decay of energy, indicated by grey dashed lines
in Fig. 1 (c) and (e).
kinetic energy of the particle is proportional to the os-
cillator energy at the onset of erratic motion, Ep ∝ E,
which results in an exponential decay of energy. This be-
havior stems from the irregularity of the particle motion,
which effectively renders the forcing term in (5) to act
as a noise source, causing ”thermalization” of the parti-
cle motion. Numerically, we find that during the erratic
periods, Ep(t) = µ
〈
x˙2
〉
/2 = αE(t)/2, where the propor-
tionality factor is of the order α ∼ g/µ.
This decay mechanism, leading to exponential relax-
ation, should be contrasted to what we have previously
reported [15, 16]; when adsorbed particles diffuse on the
surface of a nanomechanical resonator, the resonator vi-
brational energy decays in a linear manner if the res-
onator amplitude is high enough. In that case, linear-in-
time dissipation coincided with the particles being iner-
tially trapped, and as they escaped to diffuse across their
entire domain, the dissipation rate changed to nonlinear.
As erratic motion from the thermal stochastic force drove
particles from the equilibrium position, work was done to
bring them back, causing dissipation of resonator energy.
The mechanism is here similar, but because the effective
noise is proportional to oscillator energy rather than a
fixed temperature, the relaxation becomes exponential
instead.
6III. RELAXATION AND STOCHASTIC
PRECESSION IN A MEMBRANE MODEL
The model system treated above is inherently one-
dimensional (1D) in the coordinate space x of diffusing
particles. While 1D realizations where degenerate oscil-
lator modes have different mode functions exist, notably
modes tuned to a crossing or narrow anticrossing, they
are quite uncommon. However, by extending the situa-
tion to higher dimensions, modal degeneracy can appear
from symmetry considerations.
In this section, we introduce a 2D model where the
mode functions φn(x) ∝ Jn(rξn,k)e±inϑ are those of
a vibrating circular membrane. The particle position
x = (r, ϑ), r < 1, ξn,k is the normalized k:th zero of Jn,
and the qn(t) are the corresponding mode amplitudes. In
particular, we focus on the three lowest-lying eigenmodes
of the membrane [see Fig. 5 (a)], two of which are degen-
erate. The three modes have frequencies Ω0 = ξ0,1 = 1
and Ω1+ = Ω1− = ξ1,1 = 1.5933. This model is described
by the equations of motion
q¨n + Ω
2
nqn −
∑
l=0,1−,1+
ΩnΩlφn(x)φl(x)ql = 0, (9)
x¨ + Γx˙− 1
µ
∑
j,l
ΩjΩlqjqlφj(x)∇φl(x) = Γ
√
2Dξ(t).
(10)
Here, ξ(t) is a Gaussian white noise source:
〈ξ(t) · ξ(t′)〉 = δ(t − t′). Together with the damping
coefficent Γ, the diffusion constant D sets the equiv-
alent bath temperature via the fluctuation-dissipation
theorem; Teq. = µΓD/2.
In contrast to the case discussed in section II, the nodes
and antinodes of different membrane modes can coincide
in space, which allows for a simpler stability analysis. In
the absence of noise, one finds trivially stable trapped
states where the particle is located at an antinode of ei-
ther mode 0 or a linear combination of modes 1±. Con-
sequently, the system tends to rapidly relax to either of
these states, and once the particle is trapped in a fixed
position, no further relaxation takes place. Adding noise
to the system, however, leads to quite different behaviors.
The system (9)-(10) bears a strong resemblance to the
previously studied case [16] of the dynamics of a graphene
drum resonator with adsorbed particles (see Appendix
A). As long as the dynamics is restricted to low-lying
modes where the mode frequencies remain of the same or-
der of magnitude, the system (9)-(10) provides a qualita-
tively accurate description of such a graphene resonator.
The interest in this type of physical system, adsorbates
on a vibrating drum, stems from recent years’ advances
in the fabrication of carbon nanomechanical resonators,
which has enabled huge strides in the field of nanome-
chanical mass sensing [29]. The effect of fluctuations in
the position of adsorbates have been detected via phase
noise [10], but there is also numerical evidence that dis-
sipation, as measured via ringdown [16, 30], is highly
FIG. 5. (a) The shape of the fundamental mode of a circular
membrane (mode 0) along with the two degenerate first ex-
cited modes (modes 1+ and 1−). (b) Evolution of mode ener-
gies in a graphene membrane at 300 K. Here, E1 = E1++E1−
and E = E0 + E1.
sensitive to particle diffusion.
A. Stepwise relaxation
In the presence of finite noise, the stepwise relaxation
associated with trapping, release and retrapping occurs,
as described in section II. For numerical integration of
the stochastic equations we use a second order algo-
rithm [22, 23]. Throughout this section, scaled numer-
ical values corresponding to those of a typical micron-
sized graphene drum resonator are used (see, for instance,
Ref. 28 or Ref. 16). We focus on the dynamics of the
system initialized in some superposition of the two de-
generate modes 1+ and 1−.
The relaxation to equilibrium in the presence of noise
is depicted in Fig. 5 (b); we can identify two regions
where the total vibrational energy decays slowly. At
short times, the particle is trapped near the antinode
of the superposition of 1±, while the two modes trade
energy. As fluctuations overcome the trapping, energy is
transferred to mode 0 and the total energy decays un-
til the particle is retrapped, this time at the antinode
of mode 0. As was the case in section II, the drop in
total energy and intermode energy transfer is associated
7FIG. 6. Noise-induced angular precession. When the first ex-
cited mode is active, and the particle is trapped at an antin-
ode, noise induces stochastic precession of the angular coordi-
nate ϑ of the particle position. The position of the node-line
(and the antinode) follows this precession. The timescale over
which the sense of direction of precession changes is typically
much larger than the timescale of vibration.
with the particle-mediated mode coupling, that causes
the amplitude of the initially frozen mode to grow. Once
enough energy has been transferred to the fundamental
mode for it to dominate the dynamics – in particular,
the inertial potential becomes a single-well potential –
the relaxation proceeds as described in Ref. 16.
In contrast to the model studied in section II, the par-
ticle can become trapped at any energy, and there are
thus no preferred energies where the plateaus appear.
B. Stochastic precession
If the amplitude of mode 0 is much lower than the
amplitude of mode 1, and the particle is trapped at the
antinode of mode 1, thermal fluctuations in its position
causes a precession in the angular direction. This pre-
cession is manifested in the fluctuations in mode ener-
gies seen in the short time behavior in Fig. 5 (b) for
t < 1000 × 2pi/Ω0. While this membrane model shares
with the one in Sec. II that the degenerate modes trade
large amounts of energy, the stochastic fluctuations seen
here contrast with coherent oscillations that previously
appeared. Here, these fluctuations of relative amplitude
of the two modes result in a random precession of the
node/antinode of the vibration, and consequently of the
angular coordinate ϑ where the particle is trapped (see
Fig. 6).
To characterize the stochastic precession, it is conve-
nient to consider the power spectral density (PSD) for
angular velocity, Sϑ˙ = |ωϑ(ω)|2, obtained from the time
series of ϑ(t). A temperature-normalized PSD is shown in
Fig. 7, from simulation at T = 100 K. Clearly visible are
the narrow parametric resonant peaks at 2Ω1± ≈ 3.2Ω0,
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FIG. 7. Normalized power spectral density (PSD) of pre-
cession velocity S = |ωϑˆ(ω)|2. Clearly visible are sharp
peaks around ω = 2Ω1 associated with the parametrically
driven nonresonant motion. The sidebands come from mix-
ing with the irregular quasiperiodic particle motion around
ω ≈ 0.44Ω0. The low frequency part is dominated by a
Lorentzian peak; see Fig.8 (a).
along with sidebands stemming from mixing with the
particle’s quasiperiodic motion in the trapping potential
at ω ≈ 0.44Ω0.
Measurements at high frequencies are usually hard,
and more interesting is thus the low-frequency noise cen-
tered around ω = 0. A close-up of the peak around zero
frequency is shown in Fig. 8 (a), along with a Lorentzian
fit. The width of the peak, ∆ω, gives the characteristic
timescale for the low-frequency noise. Numerical simu-
lations reveal that this width scales as ∆ω ∼ µ2Γ [see
Fig. 8 (b)] for fixed temperature (recall Teq. = µΓD/2).
The result is a timescale which is much longer than
one set by the particle damping rate Γ. Indeed, using
dimensionfull units, for a particle of mass m on a vi-
brating membrane of radius R and mass M , this corre-
sponds, in the low-frequency domain, to the mixing an-
gle performing a random walk with RMS-angular veloc-
ity 〈ϑ˙2〉1/2 ∼ R−1(mkBT/M2)1/2. This stochastic mode
precession will cause noise in the measurement of the
mode amplitude if one uses a split back gate that only
couples to one of the modes. Such geometries were re-
cently used for controlled actuation and readout of indi-
vidual modes and mode shapes in, for instance, graphene
resonators [31, 32].
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FIG. 8. Characterization of low-frequency precession noise
at Teq. = 100 K. (a) Close up of the central frequency noise
PSD in precession velocity in Fig. 7. The red line is a fit to
a Lorentzian with a width ∆ω  Γ. (b) Scaling of width ∆ω
with dissipation and added mass. Varying Γ and µ reveals an
approximately linear relationship between ∆ω and µ2Γ.
IV. CONCLUSIONS
Inspired by the coupling between diffusive degrees of
freedom and oscillator systems, we have studied the free
evolution and relaxation dynamics in two systems be-
longing to the more generic class of systems, given by
the Hamiltonian (1)-(2). In particular, we studied the
case when degenerate modes are present. Using a min-
imal 1D prototype system, we demonstrated a charac-
teristic, stepwise relaxation. These steps are associated
with trapping, release and subsequent retrapping of the
particle(s) in the interaction potential.
As a concrete example, we then demonstrated that the
same characteristic behavior can be seen in 2D membrane
resonators with adsorbed particles. However, in the lat-
ter case, thermal noise is necessary to facilitate the re-
lease from the trapping. Finally, we demonstrated that
for the membrane model, when the particle is trapped by
a degenerate mode, thermal noise induces a slow-in-time
stochastic precession of the mode-mixing angle.
The results in this paper highlights how the approach
to equilibrium can have a highly nontrivial behavior, de-
parting from the usual exponential relaxation, also in
very simple physical model systems.
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Appendix A: Mode coupling matrix for a
nanomechanical drum resonator
In its simplest incarnation, a circular mechanical res-
onator made from graphene or some other 2D material,
can be modeled as membrane suspended in the xy-plane
with a tension σ. Denoting the deflection in the z-
direction by w(x, t), the equation of motion for such a
membrane is
(ρ+ δρ)∂2tw − σ∇2w = 0. (A1)
Here, ρ and δρ are the intrisic membrane sheet den-
sity and density fluctuations due to the particles: δρ =
m
∑
k δ(x − xk). It is here assumed that the adsorbed
particles are much lighter than the membrane itself, and
that their motional timescale satisfies (m/M)x˙k  ∂tw.
For sufficiently light particles, this condition can always
be fulfilled. The corresponding equation for the particle
motion reads
mx¨k +mΓx˙k +mw¨(xk)∇w(xk) = fext. (A2)
Expanding the membrane motion into eigenmodes
w(x, t) =
∑
n qn(t)φn(x) yields
q¨n + Ω
2
nqn + 
∑
m,k
q¨mφm(xk)φn(xk) = 0, (A3)
x¨k + Γx˙k +
∑
m,n
q¨nqmφm(xk)∇φn(xk) = fext/m. (A4)
While formally correct, the system of equations is cum-
bersome to treat due to the time-varying quantity δρq¨n.
However, we are typically concerned with small perturba-
tions to harmonic motion, in which case we can, to lowest
order in  = m/M , approximate q¨n ≈ −Ω2nqn. This ap-
proximation, together with a change of scale qn → qn/Ωn
allows the equations of motion to be written as
q¨n + Ω
2
nqn −
∑
m,k
gmnqmφm(xk)φn(xk) = 0, (A5)
x¨k + Γxk − 1

∑
m,n
gmn
Ω2n
qnqmφm(xk)∇φn(xk) = fext/m.
(A6)
Here, gmn = ΩnΩm. These equations are of the same
form as those following from the Hamiltonian (1)-(2),
and for the fully degenerate case ωn ≡ ω, Eqs. (A5)-(A6)
are indeed the Hamiltonian equations of motion. For
the general case, however, the inertial force acting on
the particles in Eq. (A6) does not follow from the simple
Hamiltonian. This is problematic, as energy conservation
is no longer guaranteed in the absence of damping and
noise.
As we are here interested in a qualitative picture of
the dynamic, we limit the membrane study to the 3 low-
est modes, out of which two are degenerate. In this
case, the ratio of the two frequencies is still of order
unity (Ω0/Ω
±
1 ≈ 0.63), and replacing gmn/Ω2n → gmn
thus somewhat underestimates the inertial force associ-
ated with acceleration from the fundamental mode.
9[1] Z. Maizelis, M. Rudner, and M. I. Dykman, Phys. Rev.
B 89, 155439 (2014).
[2] U. Weiss, Quantum dissipative systems, World Scientific,
4ed, Singapore, 2012.
[3] M. I. Dykman and M. A. Krivoglaz, Sov. Phys. Rev. 5,
265 (1984).
[4] C. Chen, D. H. Zanette, D. Czaplewski, S. Shaw, and D.
Lo´pez, Nat. Commun. 8, 15523 (2017).
[5] J. Gu¨ttinger, A. Noury, P. Weber, A. M. Eriksson,
C. Lagoin, J. Moser, C. Eichler, A. Wallraff, A.
Isacsson, and A. Bachtold, Nat. Nanotechn. (2017)
doi:10.1038/nnano.2017.86.
[6] O. Shoshani, S. Shaw, and M. I. Dykman, ArXiv e-prints
(2017), arXiv:1702.00769.
[7] M. I. Dykman, M. Khasin, J. Portman, and S. W. Shaw,
Phys. Rev. Lett. 105, 230601 (2010).
[8] J. Atalaya, A. Isacsson, and M. I. Dykman, Phys. Rev.
B 83, 045419 (2011).
[9] J. Atalaya, A. Isacsson, and M. I. Dykman, Phys. Rev.
Lett. 106, 227202 (2011).
[10] Y. T. Yang, C. Callegari, X. L. Feng, and M. L. Roukes,
Nano Lett. 11, 1753 (2011).
[11] J. Atalaya, J. Phys. C Cond. Mat. 24, 475301 (2012).
[12] A. W. Barnard, V. Sazonova, A. M. van der Zande, and
P. L. McEuen, PNAS 109, 19093 (2012).
[13] J.-W. Jiang, B.-S. Wang, H. S. Park, and T. Rabczuk,
Nanotechnology 2, 025501 (2014).
[14] B. H. Schneider, V. Singh, W. J. Venstra, H. B. Meer-
waldt and G. A. Steele, Nat. Commun. 5, 5819 (2014).
[15] C. Edblom and A. Isacsson, Phys. Rev. B 90, 155425
(2014).
[16] C. Rhe´n and A. Isacsson, Phys. Rev. B 93, 125414
(2016).
[17] B. Lassagne, D. Garcia-Sanchez, A. Aguasca, and A.
Bachtold, Nano Lett. 8, 3735 (2008).
[18] K. Jensen, K. Kim, and A. Zettl, Nat. Nanotechn. 3, 533
(2008).
[19] J. Chaste, A. Eichler, J. Moser, G. Ceballos, R. Rurali,
and A. Bachtold, Nat. Nanotechnol. 7, 301 (2012).
[20] C. Rhe´n and A. Isacsson, Sci. Rep. 7, 41313 (2017).
[21] I. Tsioutsios, A. Tavernarakis, J. Osmond, P. Verlot, and
A. Bachtold, Nano Lett. 17, 1748 (2017).
[22] R. Mannella and V. Palleschi, Phys. Rev. A 40, 3381
(1989).
[23] R. Mannella, Stochastic Processes in Phys. Chem. Biol.
557, 353 (2000).
[24] L. Mercier de Le´pinay, B. Pigeau, B. Besga, P. Vincent,
P. Poncharal, and O. Arcizet, Nat. Nanotech. 12, 156
(2017).
[25] J. S. Bunch, A. M van der Zande, S. S. Verbridge, I. W.
Frank, D. M. Tanenbaum, J. M. Parpia, H. G. Craighead,
and P. L. McEuen, Science 315, 490 (2007).
[26] C. Chen, S. Rosenblatt, K. I. Bolotin, W. Kalb, P. Kim,
I. Kymissis, H. L. Stormer, T. F. Heinz, and J. Hone,
Nat. Nanotech. 4, 861 (2009).
[27] J. Atalaya, J. M. Kinaret, and A. Isacsson, EPL 91,
48001, (2010).
[28] A. M. Eriksson, D. Midtvedt, A. Croy, and A. Isacsson,
Nanotechnology 24, 395702 (2013).
[29] K. Eom, H. S. Park, D. S. Yoon, and T. Kwon, Phys.
Rep. 503, 115 (2011).
[30] J.-W. Jiang, B.-S. Wang, H. S. Park and T. Rabczuk,
Nanotechnology, 25, 025501 (2014).
[31] R. De Alba, F. Massel, I. R. Storch, T. S. Abhilash, A.
Hui, P. L. McEuen, H. G. Craighead, and J. M. Parpia,
Nature Nanotechn. 11, 741 (2016).
[32] D. Davidovikj, J. J. Slim, S. J. Cartamil-Bueno, H. S. J.
van der Zant, P. G. Steeneken, and W. J. Venstra, Nano
Lett. 16, 2768 (2016).
