A simple expansion method, based on partial fractions of a special type, is described for the construction of bi-variate polynomials of interpolation. A distinctive feature is the choice of a system of straight lines, no three of which are concurrent, in order to define the points for interpolation. The expansion formula, which contains considerably fewer terms than others in general use, can be extended to more variables. The applications considered relate to the expansion and solution of determinantal equa tions of a type frequently encountered in investigations on the flutter and stability of aero planes. Reference is made to the possible use of a d.c. network analyser, based on an electrical interpretation of the expansion formulae, as an aid to rapid solution.
A (A) as a polynomial of degree 2 ni n A, and to apply Lagrange this gives /2»+i 2n+1 (A) / n (A-A«) = S A-A*), (1-1) / 1 i= l in which A* = A(A*)/n (A*-A^), j*¥i and the 2n + 1 real values A* are chosen at convenience. In investigations concerning the influence of variable parameters on the stability it is sometimes necessary to expand the determinant with those parameters and A kept general. It is possible to effect the expansion by the usual methods of multi variate interpolation.* However, as is well known, the formulae are cumbersome and often unsatisfactory for computation on account of the large number of terms. The alternative method to be described is simple, and off ers economy in the number of terms.
The applications considered relate to stability determinants of the restricted type
in which the elements are quadratic in A and linear in a single additional parameter y, and the aiit by, Cy, e# denote known real constants. Such de familiar in the theory of aero-elastic oscillations, or flutter, of aeroplanes ( §6). The expansion corresponding to (1*1), derived by straightforward double inter polation, would here be where the coefficients can be found by the evaluation of the (2 n + 1) (n + 1) determinants A (Xi,y: j) . This formula would be satisfactory if the expanded deter minant were a complete polynomial of degrees 2 in A and n in y, and so contained (2w + 1) (»+1) terms. However, it is readily verified that at most l)2 distinct terms are actually present, so that n(n + 1) of the A to unnecessary computational labour and loss of accuracy in the use of the formula. When the method given in §7 is applied, an expansion containing just (w+1)2 terms is obtained.
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Section I. T h e basic ex pa n sio n 2. Specification of the bi-variate framework. A complete bi-variate polynomial P{x, y) of degree n contains (w +1) (n + 2)/2 terms.f To obtain involving this number of terms, a framework of ft + 2 straight lines in the plane of (x,y) is adopted. These lines are subject to the restrictions that (i) no two are parallel, (ii) no three are concurrent. Apart from these restrictions the lines may be chosen at convenience. The equation of the typical line is written Li = y -P i x + qi = 0, and the intersection of the lines L { and Lf is denoted by yy). Thus
Vii =* -{P ify-P
The assumed expansion then is
where the summation covers the n + 2 possible values of i an tions i = j excepted. This identity is justified since it contains (ft+ 1) (ft + 2)/2 disposable constants A y , and the expressions on the left and the right maximum degree ft when the fractions are cleared.
To evaluate A y t he identity is multiplied throughout by the product L{ the values x = X y, y = yy are substituted. This yieldŝ The coefficients A y are here given by (2-4) with er^+2) replaced by ( T y +1) . To deter mine Dit the identity is multiplied by L f, the value p t x is substituted for y, and x is made infinitely great. This leads to D, = where P0(x, y) denotes the terms of P(x, y) which have degree ft, and n-f 1 4"+1) = II (Pi-Pk) with (2'8)
3. An illustrative framework. I t is convenient, whenever possible, to adopt a standardized framework for all problems in a given field of application. The basic constants Xy, yij} ary, dt can then be tabulated once and for all.
An illustrative framework of nine lines, intended more especially for applications to flutter, is specified in table 1. It satisfies two restrictions in addition to those mentioned in § 2-namely, (iii) all intersections have a positive abscissa ( > 0), (iv) no line traverses the second quadrant defined by <0, >0.
These restrictions meet special requirements in flutter calculations which are referred to in § 7. The first seven lines are shown in figure 1. The geometrical basis of the framework, which is composed of lines touching a parabola, is as follows. All members of the singly infinite family of lines t/ + 0*l = 0*25r(a: - (Mr) corresponding to values of the parameter satisfy the restrictions (i)-(iv). The lines for the framework were selected from this family, and all correspond to integral-though not necessarily consecutive-values of r. The choice was a some what delicate problem, since the difficulties in avoiding both poor separation and excessive spread of the intersections (xy, yxj increased w A chart was prepared showing all the lines of the family (3*1) corresponding to an unbroken sequence of integral values for r, and inspection of the intersections then suggested which lines should be omitted. The framework is thus largely based on judgement, and can only be regarded as tentative. I t has been used successfully with five lines for flutter prediction ( § 10, 12, 13), but its effectiveness for similar calculations when n is large has not yet been tested. Further experience may well show that the lines could be selected systematically to provide a more favourable and regular pattern for the intersections.
In table 1 the constants are given to an accuracy of eight significant figures. When the method is used to expand determinants such as (1*2) high accuracy in the calculation of the expansion coefficients Ay and Di is es bers ay, by, Cy, Cy are known to low accuracy only. This unfortunate feature is generally present in flutter calculations.
4.
Change of linear scale. In certain applications ( § 14) changes in the linear scale of the framework may be necessary. This can be effected as follows.
Let the change be defined by The expansion corresponding to (2*6), referred to the new framework, is and o § +1), d^n+1) have the values calculated for the unmodified framework. The expansion (2*6) can be used to evaluate P(x'y, y' y) and so to express Ay in terms of the known sets of coefficients Ay and D{. To obtain D\ the value y = p\x, with £->oo, is substituted in (2*6): this yields HC!|W Tj<OCOt-HNCOH<«5 0 t-00 •«* rH0qCO^4 OCPb-00P
5.
Extension to more variables. The expansion formula can be extended to three or more variables. For example, the most general polynomial P{x, y, z) of degree n in three variables x,y, z contains (»+l)(» + 2)(» + 3)/3 ! coefficients. priate tri-variate expansion is
where Lv L 2, etc., form a framework of n+ and no four of which intersect in a common point. If zijk) the point of intersection of the planes Lif Lp L k, the typical expansion coefficient A ijk is a multiple of P{xijk,yiik,zijk).
Section II. Applications to f l u t t e r and s ta b il ity pro blem s
6.
The classical flutter determinant. Flutter prediction is concerned with the calcu lation of the ranges of air speed V leading to unstable oscillations, or flutter, of aeroelastic systems«uch as aeroplane wings or tails. The situation of these ranges can be inferred from a knowledge of the critical air speeds for which simple harmonic oscillations occur. Usually the prediction of the lower critical speeds only is sufficient for practical purposes.
The classical mathematical theory* is based on the simplifying assumptions that the aerodynamic damping forces and aerodynamic stiffnesses are proportional to V and F2, respectively}) In this case the Lagrangian equations for small disturbed motions of a flutter system with n generalized co-ordinates q are expressible by matrices as (aD2 + bD + c + Here a, b, c, e denote square matrices of order n with real constant elements (the dynamical coefficients); D denotes differentiation with respect to non-dimensional time t = Vt/l, where t is the true time and a representative length in the system; and yi s a scalar 'speed parameter', defined in terms of a datum elastic stiffness e0 and the air density pb y y = The matrices a and e, representing respectively the total inertias (structural and aerodynamic) and the elastic stiffnesses, are symmetrical; but b and c, which corre spond to the aerodynamic dampings and stiffnesses, are (in general) unsymmetrical, since the system is not conservative. The matrix a can be expressed as a = ya+d, (6'2) where a and d denote respectively the purely structural and the purely aerodynamic inertias, and y = d/p is defined as the ratio of a representative structural density 8 to the air density p.
A typical constituent of the motion is written q = k, where k denotes a 'modal column' of complex numbers which give the phases and amplitudes. By (6*1)
The where o) is the 'frequency parameter' defined by
For a true critical speed both y and w2 must be real and positive. The principal computational difficulties are: (а) the expansion of A (A, y) with A and y kept general, (б) the solution of the two critical equations (6-6). These problems are discussed in § § 7-14. 
g{x, y) =
It is readily seen that c0 and cx are independent of y, c2 and c3 are linear in y, c4 and c5 are quadratic in y, and so on. Hence f(x, y) has degree in a; and y, while g(x, y) has degree n -1.* Appropriate expansions are accordingly . If, as will be assumed, restriction (iv) of § 3 is also observed, the multipliers etc., in (7*5) and (7*6) are always finite for x < 0 and 0 replaced by
0, (7-10) 2 Bijlilj = o.
8.
Expansions for modal columns. From (6*4) it is seen th at the elements kv k2 i ..., kn of the modal column k(*Jx, y) can, without loss of generality, be chosen equal to the cofactors of the elements in any row of y). These cofactors can be expanded by partial fractions.
A convenient device in computation is to assume the elements of the chosen row of A(*Jx,y) to be replaced by arbitrary constants kv k2, Then if AQx,y) denotes the determinant so obtained
The polynomials f(x, y), g(x,y) defined by (7*3) and (7-4) and corresponding to A have, respectively, degrees n -1 and n 4-1 lines and n lines, are The numerical coefficients in (8-1) and (8-2) can be calculated conveniently at the same time as those in and by the known methods for the evaluation of determinants and cofactors based on pivotal condensations.*
9.
Natural oscillations in still air or in vacuo. When the air speed V is reduced to zero the critical values of x and y both become infinite, but their ratio is finite and given by z= -y/x = e0/pl5p 2,
where pj2n denotes the natural frequency. The limiting form of the stability deter minant is
so th a t/ = A and g -0. The expansion (7*6) is then absent, while (7*5) reduc
The formula (1*1) offers greater generality, but (9-2) is advantageous when both the flutter and. the natural oscillations of a system have to be investigated, since the same coefficients Di are used in (7*5) and (9*2). However, this advantage only holds when the natural oscillations relate to still air and a accordingly denotes the total inertia matrix (6*2). If the oscillations in vacuo are required the same form of expan sion can be used, with a replaced by the structural inertia matrix a and z defined in terms of the structural density 8b y recalculated.
Corresponding expansions for the modal columns can be constructed by the method of § 8. If J 0(z) denotes the determinant obtained when any row of \ a -ez \ is replaced by arbitrary constants kv k2, a convenient expansion, involving n lines only, is -here necessarily real-can then be taken as S D{(8) mt.
10.
Inverse solutions of critical equations. Of the purely computational or graphical methods for the solution of the equations (7*9) those usually classed as 'inverse' or 'semi-inverse' are generally the simplest. However, these can only be applied when one or more of the dynamical coefficients themselves are allowed systematic varia tion, and corresponding parameters are thus present in the matrices , b, c or e. If these 'design parameters' can be left general in the expansion coefficients, they can be treated as unknowns in (7-9) and their critical values corresponding to assigned values of x and y can usually be calculated without difficulty.
The fully inverse method can be illustrated, without reference to numerical details, by some recent calculations on the influence of wing engine mass on wing flutter. Four degrees of freedom were assigned for the wing (two flexural and two torsional), and the appropriate numerical matrices a, b, c, e were based either on aerodynamic theory or on data measured for a model wing. The total inertia matrix a had the form m + an , p + a 12, a l3> aup + <*21 > <*23> «2 4 ®31^32> <*33> <*34 «41>^42 9 <*43 > a 44-and thus contained three parameters m, p, whi mass moment, and moment of inertia of the engine and its mounting about a specific transverse reference axis. These mass changes were restricted to occur in a given wing section.
For the expansions in § § 7 and 8 use was made of the first five lines of the frame work in in which the coefficients associated with double suffices had known values. The reductions, with m, p, q, and the Ki left general, were effected by piv sations arranged in tabular form. The two equations (7*10) finally obtained had the forms ( m q -p^fo + mfc+pfz + qfz+ fi = 0 , ( m -p i)go+m9i+ P 92+ m + 9i = (10*2; where the A and gt denote expressions similar to those on the right of (7*5) and (7*6) and with known numerical coefficients. In the most general treatment of (10-1) and (10*2) m, p, q were interpreted as unknowns and values of x and y were assigned. The results were presented as curves q = const, drawn in the plane of (m,p). ^ When only one design parameter is present the computational difficulties are greater. To exemplify this type of calculation the mass changes in the wing may be particularized, and assumed to be localized a t a fixed distance h forward of the transverse axis. Then p = -m h and q = so th at the equations simp the forms mf6 + / 6 = 0, mg5 + g6 = 0. A semi-inverse method of solution was adopted. The curve = ® was plotted in the (%, y) plane, and the values of m corresponding to points of this curve were then calculated directly by (10*3). Figure 2 shows curves of critical speed and frequency* predicted by this method for a model wing, and also provides some comparisons with results of flutter tests on the same wing in a wind tunnel. The modes of oscillation calculated by (8-1) and (8-2) for the two branches A B and BC in figure 2 were markedly different, and accorded well with those observed experi mentally.
11. Direct solution by trial and error. When design parameters are absent the critical equations must be solved directly. A pedestrian method is to compute the expressions on the left of (7*10) for trial values 0 and 0, and to plot the results against x for constant values of y, or vice versa. The curves obtained are used to locate the intersections of / = 0 and < 7 = 0 approximately, and the results can if necessary be improved by the Newton-Raphson method.f
The calculations are apt to be very laborious unless double entry tables, giving the values of lt and lt L for the practical ranges of x and y, are available. With s large order an expeditious method might be the use of punched-card computing equipment with the tables permanently recorded on cards. Tables  § are available giving the values of the multipliers to ten significant figures for n< 8. The range of a; covered is from -0*100 to -4*075 in steps of -0* which is adequate for normal flutter problems.
The next step in the solution is the construction of the y-eliminant of equations (12*2) for each trial value of x. This can be done by successive eliminations of * * * § lv l2, lz> etc., without explicit reduction of the equations to polynomials of y. To make the process clear, it will be sufficient to suppose 4. Then the equations, written at e gt , oczlz + + + oc,^l& = 0, (Ex)
f i x l x + fi2h + fish + fiih+ fibh ~ 9> with Efi = 0. Elimination of lx gives 72^2 + 73^3 + 74^4 + yb^b ~ 9, (Eg) where y2 = f i xa 2 " ai f i na n(i so on. On multiplication by lx and use of (12
or, say, d1l1 + d2l2 + d3li +di li + d5l5 = 9, where Ed = 0. Elimination of lx between (E2) and (E4) then yields e2l2 + e3^3 + e4^4 E e5^5 == 9, (E5) where evidently Ee = 0 since both Eft = 0 and Ed -0. The original two equations E x and E2, homogeneous and linear in five unknowns l{, have now been replaced by two similar equations E3 and E 5 involving only four unknowns. The coefficients in these equations again depend on x only. A continua tion of this process leads finally to three equations.
where (E10) is derived by multiplication of (E9) by and removal of the products, and ^4+^5 = 0. Equation (Eu ) gives /j4(Z4 -Z 5) = 0, which requires -0.* Hence the last leading coefficient vanishes when x has a critical value and equations (Ex) and (E2) thus become compatible. The corresponding value of y is then given uniquely by (E9).
More generally, Sn-1 equations (Ex), (E2) , ..., (E3w_x) will be obtained in the last three will take the forms 7 , /T,
M'n^'n^'M ' n + 9* (E3n_x) It is readily shown that the sum of the coefficients in every equation (Es) is zero except when s = 1 or is a multiple of three. When x has a critical value yn -0; th corresponding value of y obtained from (E3n_3) then is and should be rejected. When such coefficients are subject to changes of sign in the range of* taken, it is preferable to extract the corresponding factor or factors from before a test diagram is drawn. For example, if i}2 and are the only leading coefficients which show changes of sign, M 'JV is conven Figure 2 includes some critical speeds and frequencies predicted by this method for the wing with a concentrated mass loading m -0*134 ( § 10). In the eliminations it was found that yffl5 Slt e2 remained one-signed throughout the range * = -0*1 to -1*1, but 7/2 changed sign between * = -0*2 and -0*22. Accordingly was adopted as the test function. In the test diagram figure 3 the cube root of is plotted as the ordinate, in order to obtain a convenient scale; the corresponding test graph then always cuts the *-axis at right angles-a property which assists in the accurate determination of the critical values.
A possible alternative to the line elimination method is to assign values of y in (7-5) and (7*6). If the fractions are cleared and the resulting expressions for f(x, y) and g(x, y) are rearranged as polynomials of x (i.e. (7*3) and (7*4)), the usual tests for stability can be applied. This treatment is not recommended when n is large, since the tables needed for the construction of the polynomials are troublesome to prepare.
13. Electrical solution of critical equations. The most expeditious method, if great accuracy is not required, would undoubtedly be an electrical or electro mechanical solution of the equations f(x ,y ) = 0 g{x,y) = 0. Once approximate solutions are available improved ones can be calculated by the Newton-Raphson method.
To explore the practical possibilities an experimental d.c. network analyser, with the range n^6 , is now being developed by Mr J. B. Bratt, B.A., B.Sc., of the Aerodynamics Division, N.P.L. The expansion coefficients in equations (7*10) can be set up directly, and the intersections (* < 0, 0) are determined by the adjustment of two shafts carrying linear rotary rheostats to give null readings simultaneously on two galvanometers. The same network can be adapted for the determination of natural frequencies on the basis of equations (9*2).
14. Other applications. The method of §7 could perhaps be adapted usefully to yield the expansion and solution of determinantal equations of the type which arise in investigations on aeroplane stability. With such problems the parameter y is absent (e = 0), but the actual roots A of the determinantal equation may be required. The calculation of the latent roots of a real square matrix u of order n is sufficiently illustrative. Here the characteristic equation to be expanded and solved is zl ( where the polynomials/, g are, respectively, of degrees n and 1. Thus (7*5) and (7*6) are applicable, with A^, B tj defined by (7*8) and Di = p f/d f,+1\ The real inter sections/ = 0, g = 0 would yield both the real and the complex roots of d(A) = complex roots corresponding to x <0. A network analyser designed for flutter prediction ( § 13) could be adapted for the electrical solution of determinantal (or explicit algebraic) equations J(A) = 0. I t would indicate directly the roots A, A' corresponding to < 0 and 0, namely the roots with positive real parts. The remaining roots, corresponding to inter sections (x,y) in other quadrants, could be found by appropriate scale changes a = ±l,6 = ±lin the framework and use of the formulae in § 4. This inconvenience might perhaps be avoided by modifications to the design of the network. It readily follows th at fix is a factor of rows 6, 7, 8. Hence also is a factor of rows 9 and 10, and fix is a factor of row 11. (ii) Proof that 8X is a factor of rows 8-11. The expression (1) can be written
Now es = y2es-e 27i8 = y^8xfis -f i x86) -yg(8xfi2 -ftx 82), and the part not explicitly containing 8X is proportional to = (^23£3 + ^24£4 + &25£5) + ^2s£s^2' ®y (2) fhe part of this last expression not explicitly containing 8X is proportional tô 
But it is readily shown that the multipliers hy have the property -= Kijky.
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The expression (3) is therefore proportional to + ^14^4 + ^15 7s) + K s^27s * (^1+
~

^1
Hence 8X is a factor of rows 8, 9, 10, and 8\ is thus a factor of row 11.
The preceding method of proof can be repeated to show that e2 is a factor of rows 9, 10, 11, and that 7]i is a factor of row 11.
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