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Abstract 
Internal waves have an impact on many oceanic processes such as heat 
transport and mixing and have been studied intensively in mid and low 
latitudes. Their presence in polar regions has received less attention due to 
difficulties involved in data collection. High latitudes, beyond the critical 
latitude for the 1\1!2 tide (74.5°S) are particularly interesting and almost 
unstudied. The behaviour of internal waves is significantly changed in these 
regions as they cannot propagate freely. 
This thesis describes internal waves in McMurdo Sound, Antarctica. It is 
unique in three respects: first, the study site is beyond the critical latitude 
for the M2 tide and is the highest southern latitude (77.5°S) studied for 
internal waves, second, some of the data were collected during the Antarctic 
winter, and third, it is the first study of internal waves in McMurdo Sound. 
The spatial and temporal variation of internal waves, their frequency distri-
bution and the vertical structure of the water column have been investigated 
during winter 2003 (April- September) and spring 2004 (November). Two 
different approaches have been taken. Profiles give a good vertical resolu-
tion for short time periods, while moored instruments offer the opportunity 
to study longer-term changes at particular depths. 
Vertical stratification changed significantly throughout the year. Temper-
ature profiles are almost constant from May to November (mean tempera-
ture around -1.9°C). Simultaneously, density, which is mainly a function 
of salinity in this low temperature regime, increases and its variability with 
depth decreases. This is directly related to the annual cycle of sea-ice for-
mation. Solar radiation in summer injects heat and fresh meltwater into the 
iii 
surface water layers, enhancing stratification. On the other hand, during 
winter, salt rejection from the local ice cover forces mixing. 
Internal tides in McMurdo Sound are sub-inertial. They are dominated by 
the diurnal frequency band with constituents having amplitudes of around 
4 m followed by the semi-diurnal frequencies. Their energy levels decrease 
during the year, as expected, coinciding with the decrease of stratification 
of the water colurim that is necessary to support internal waves. Internal 
tides are most likely forced and decay as they propagate away from their 
generation site. Three possible generation sites emerge, local generation 
within the Sound, coastal internal Kelvin waves or semi-diurnal waves could 
have propagated from lower latitudes. 
Spectral slopes of higher frequency oscillations are consistent with the 
Garrett-Munk spectrum and Kolgomoroff's turbulence law. They indicate 
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Planet Earth is dominated by water. The planet has a mass of about 6.0 x 1024 kg 
(Blewitt and Clarke, 2003), of which 1.4x 1021 kg can be attributed to water (Harrison, 
1999). Of the surface area, 71% is covered by the water of the world's oceans ("' 361 
million km2), while only 29% are exposed land (rv 149 million km2 ) (Pickard and 
Emery, 1990). While waves on the ocean's surface are known to everyone, there are 
"hidden" waves, called internal waves, beneath the surface. These are an ubiquitous 
feature of the sea as "no one ever reported an interior calm" (Munk, 1981). Internal 
waves are displacements of density surfaces in the interior of the ocean. They are set up 
more easily than their surface equivalents due to the smaller density difference between 
the layers, resulting in large amplitude oscillations. 
The main effect caused by internal waves is ocean mixing. This has an impact on nu-
merous ocean processes very different in nature such as global climate, phytoplankton 
growth, marine productivity and the associated distribution of marine animals feeding 
from the ocean, larvae, nutrient and sediment transport as well as sea-ice growth and 
melting in polar regions (Gregg, 1987; Alford, 2003). Additionally, internal waves in-
troduce noise to the observation of other oceanographic processes such as temperature, 
salinity and currents records (Kantha and Tierney, 1997; Kantha and Clayson, 2000). 
Thus the study of internal waves is worthwhile for many disciplines. 
Every second, millions of cubic metres of water sink at high latitudes and upwell 
again at low latitudes. This is known as the Earth's meridional overturning circula-
tion (MOC), or thermohaline circulation. This process is a crucial element of ocean 
circulation and plays a key role in models of climate change (Alford, 2003). Munk and 
Wunsch (1998) estimate that 2 TW ( =2 x 1012 W) of energy is needed to maintain 
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the global abyssal thermohaline circulation. Additionally they list the mechanisms 
able to provide the required power. Besides winds, which provide roughly half the 
energy, they expect that tides are the other important mechanism. More specificially 
barotropic tidal flow converts to internal waves by interacting with bottom topography. 
These in turn dissipate their energy into turbulence when they break. A study by Eg-
bert and Ray (2000) has shown that approximately 1 TW can be accounted for by the 
dominant semi-diurnal (M2 ) tide, dissipating its energy in the deep ocean, probably by 
scattering into internal waves. Alford (2003) found in addition that the energy fluxes 
in the near-inertial and semi-diurnal internal wave bands are large enough to transport 
globally significant amounts of energy across the world's oceans. 
Biological processes are influenced in various ways by internal waves. Phytoplank-
ton growth for example is not only affected by ocean mixing but also by the vertical 
displacements of the pycnocline which cause fluctuations in the light environment for 
photosynthesis. Increased light reception can cause higher primary productivity (Halli-
gan et al., 1985; Mann and Lazier, 1996). Additionally, internal waves cause diapycnal 
mixing (mixing perpendicular to the almost horizontal isopycnal surfaces) and thus 
transport nutrients vertically from below the pycnocline further up the water column. 
Some regions where these effects have been observed are the Scotian Shelf, France 
and California (Halligan et al., 1985; Huthnance, 1989). This can have an impact on 
the availability and locations of prey, from which other animals feed. Haney (1987) 
has shown that the patchy distribution of sea birds could be accounted for by small 
scale internal waves. The birds were preferably found at the wave crests rather than the 
convergence zones of the wave troughs probably due to differences in prey composition. 
Additionally, internal waves can provide external transport mechanisms for larvae 
to reach their adult habitat (Pineda, 1999). Larvae of shallow-water invertebrates 
are generally small and cannot swim long distances. Thus they depend on external 
transport mechanisms to reach their adult habitats. Several studies have proposed that 
non-linear internal waves can transport larvae onshore (Pineda, 1999). Shanks (1983), 
Kingsford and Choat (1986) and Shanks (1986) proposed that larvae of fish, crab and 
barnacle have been transported shoreward within slicks in convergent currents, which 
are associated with internal waves, and that the currents move behind their crests. 
Internal tidal bores are another mechanism of internal motions. Pineda (1999) has 
observed high plankton concentrations in warm bore fronts. This was interpreted as 
transportation in the wave direction. This is supported by a numerical model ( Lennert-
Cody and Franks, 1999), which has shown that the plankton transport potential is also 
increased by the external factor of internal wave amplitude. This may not seem to 






However, this is not the case as the ice is an inhabited environment (Lizotte, 2003; 
Schnack-Schiel, 2003). The nutrient content in polar oceans is much lower than in mid 
and low latitudes, thus the upwelling by internal waves from the deep sea is even more 
important for the ice algae species to feed. 
In high latitude regions ocean mixing partly controls the local ice growth. The con-
ductive heat flux, Fe, at the bottom of the ice indicates how much energy is transferred 
out of the ice, while· the oceanic heat flux, Fw, describes the heat that is transferred 
from the underlying ocean into the ice. These two fluxes define, amongst others, the 
sea-ice growth rate. In the absence of Fw the ice would thicken as long as the surface 
temperature of the ice is less than the freezing point of sea water at the lower inter-
face (Eicken, 2003). Under normal circumstances the ocean beneath is a reservoir of 
heat either resulting from the summer heating of the surface mixed layer or via heat 
transfer from deeper water layers. In Antarctica, the ocean heat flux can reach several 
tens of W m-2 (Martinson and Iannuzzi, 1998), resulting in a limited ice thickness, 
determined when Fe = Fw. Thus heat transport by internal waves can limit sea-ice 
growth or may even cause melting. 
McMurdo Sound is special with respect to internal waves in two aspects: 
1. Lower energy levels compared to mid and low latitude regions: The main pro-
cesses causing internal waves are surface waves, wind, barotropic flow interacting 
with sharp bottom topography as well as fluctuations in the oceanic boundary 
layer. Energy levels of internal waves have been found to be very similar in low 
and mid latitude, while high latitude regions normally have lower energy levels 
(Kantha and Clayson, 2000). The solid ice cover prevents the generation of in-
ternal waves by the two main mechanisms, surface waves and winds. McMurdo 
Sound, Antarctica, is located in the south-eastern corner of the Ross Sea, be-
tween latitudes 77°10' S and 77°50' S. Thus it is an example of an ice-covered 
high latitude region, where less internal wave activity is expected. 
2. Forced internal tides: McMurdo Sound is not only special due to its ice cover but 
the high latitude of the region is beyond the critical latitude of freely propagating 
internal tides, thus they have to be forced waves. These aspects are almost 
unstudied. Thus, this research is particularly interesting as it may serve as a 
model for internal wave behaviour in other high latitude regions. 
The aims of this study are to: 
• Prove the existence of and quantitatively describe internal wave activity in the 
McMurdo Sound region, beyond the critical latitude for freely propagating waves. 
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• Investigate variation of internal waves with season, their frequency distribution 
and their relation to the water column stratification in the region. 
• Inquire about possible internal wave generation sites in McMurdo Sound and the 
Ross Sea. 
• Provide a comparison of internal wave activity and associated energy levels from 
high latitude ice-covered McMurdo Sound to results from mid and low latitude 
regions. 
• Investigate the impact of internal waves on the ice-ocean boundary layer. 
• Improve knowledge of oceanographic processes in McMurdo Sound by quantita-
tively describing other features such as surface tides and currents. 
1.2 This study 
The Ross Sea, and in particular McMurdo Sound in its south-eastern corner, have 
been intensively studied due the presence of the New Zealand and United States field 
support stations. While numerous studies have focussed on the properties of sea-ice 
and biological processes, little attention has been paid to its physical oceanography. 
This is mainly due the difficulties involved in collecting oceanographic data underneath 
the solid ice cover in this harsh environment. 
This work aims to improve the knowledge of physical oceanography in McMurdo 
Sound, focussing for the first time on a detailed study of internal wave processes in this 
region, the highest Antarctic latitude investigated at this time. Additionally this thesis 
will investigate the vertical water column structure and its variability based on novel 
measurements during the Antarctic winter. The work is presented in seven chapters. 
Chapter one will continue by summarising the concepts involved in sea ice forma-
tion, and introducing relevant oceanographic processes and their special characteristics 
in polar regions. Finally this chapter points out the main geographic and oceanographic 
features of the study site. 
Chapter two will summarise the theories and concepts of internal waves relevant for 
this thesis. This includes a brief outline of their discovery, observation methods, the 
introduction of two extreme cases of these waves, internal gravity and inertial waves, 
governing equations, mode structure and various aspects of their behaviour such as 
their generation, propagation, interaction and dissipation. The energy distribution and 
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Chapter three presents the details of data collection and analysis methods used in 
this thesis. The data analysed for this project were designed to give either good vertical 
resolution over a short period of time or good resolution in time at one particular depth 
of the water column. 
Chapter four describes the results of the time-series analysis. An overview of the 
general properties of the observed surface tides and currents is presented. The hor-
izontal structure of internal tides is investigated by comparing various data sets and 
results concerning some wave attributes such as their amplitudes are shown. 
Chapter five focusses on the results of the vertical profiles. The profiles of salinity, 
temperature, potential density and buoyancy frequency are investigated. The results 
are used to gain further insight into the vertical structure of internal tides as well as 
their normal mode shapes. 
Chapter six interprets the results. Observed tides and currents are related to mea-
surements. The change of stratification with season is addressed with three main mech-
anisms. The seasonal and vertical variation of baroclinic tides is discussed, along with 
some of the tide properties. Possible generation mechanisms and sites of internal tides 
and higher frequency waves are investigated. In addition, the higher frequency oscilla-
tions are discussed in more detail and related to two possible generation mechanisms, 
internal waves and turbulence. 
Chapter seven summarises and briefly discusses the main findings of the three pre-
vious chapters. In addition, it outlines tasks for future work along with interesting 
advanced questions. 
1.3 Formation of sea ice 
Sea ice is formed by the freezing of surface sea water and is thickened by surface 
accumulation, and by the freezing of sea water on its lower surface. It is the dominant 
form of ice found in the water around the Antarctic continent. The local extent is 
highly variable. The ice cover of the Southern Ocean undergoes an annual change 
from a minimum area of about 4 million square kilometres in February to a maximum 
of 19 million square kilometres in September. Roughly 24% of the Southern Ocean 
are ice-covered in winter (based on August 2004, Figure 1.1) which effectively doubles 
the areal extent of Antarctica (Tomczak and Godfrey, 1994; Nicol and Allison, 1997, 
p.67-87). 
Sea ice plays an important role in governing the world's climate and weather. Once 
the sea ice has formed, it provides an insulating cover for the ocean which reduces 
energy transfer with the atmosphere. Additionally, sea ice has a higher albedo than 
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Figure 1.1: Sea ice extent Antarctica, August 2004. Image from Fetterer and Knowles 
(2002, updated 2004). 
water, which means that a great proportion of the incoming radiation is reflected. 
Therefore the sea ice cover has an impact on the local climate. Further life-cycles 
of marine plants and animals ranging from micro-organisms to whales and men are 
influenced by large-scale cycles of sea ice formation (Ackley, 1996; Dieckmann and 
Hellmer , 2003). 
The formation of sea ice is a more complicated process than the formation of, for 
example, lake ice due to the presence of the dissociated ions (salt) in the water. There 
are two key differences between the freezing processes of fresh water and sea water: 
1. The so-called anomalous density of water does not apply to the sea water in the 
open ocean. The density of fresh water is anomalous because, for water with 
a salinity of 0 psu, the maximum density does not occur at its freezing point 
but instead at 4°C. An increase in water salinity will decrease the freezing point, 
but it will also reduce the temperature of maximum density. Once the salinity 
exceeds 24.7 psu the temperature of maximum density is lower than the freezing 
temperature. Cooling of the ocean surface by a cold atmosphere will therefore 
always make the surface water more dense and will cause convection. For typical 
sea water with a salinity of 35 psu the freezing point is depressed by the presence 
of salt to about -1.9°C (Ackley , 1996; Eicken, 2003). 
2. The second difference is the rejection of salt. When sea water freezes, the ice 
matrix cannot accommodate the salts present in the sea water. The result is 
that most of these salts are rejected from the growing ice interface. Nevertheless 
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lamellar interface. When sea ice grows it desalinates, leading to layers of very 
high salinity in between the platelets of pure ice. Ice bridges develop across the 
narrow layers containing the liquid brine, leaving the brine trapped and isolated 
in pockets. The high concentration of salt lowers the freezing point of the pocket, 
so that the wall cannot close any further. Brine pockets encapsulated in newly 
formed ice are responsible for the salinity of sea ice. Older ice is less saline. This 
is caused by two main desalination processes. First, the brine drains out of the 
ice by a complicated network of brine channels and second in spring when melt 
water runs through the ice, the ice is flushed and some of the salt is washed out. 
The rejection of salt during the formation of sea ice produces cold, salty water 
that is denser than the water from which the ice was formed. The denser water 
sinks and plays an important role in the oceanic circulation. 
Two types of sea ice are distinguished, first year ice and multi year ice. The former 
is formed during the freezing periods in autumn and winter and melts again in spring 
and summer when the air temperatures have increased. The latter has survived at 
least one melting cycle. 
1.4 Characteristics and formation of water masses 
A water mass is a large volume of water that can be identified as having a common 
origin or source area. Water masses can be described by their characteristic properties 
of temperature and salinity as these are conservative, which means that they can only 
be altered by processes occurring at the boundaries of the ocean and within the ocean 
(Colling, 2001). Changes occur only as a result of mixing with water masses of different 
characteristics, and this process is very slow. Thus water masses tend to keep their 
original temperature and salinity. An exclusive occupation of an oceanic region with 
just one water mass occurs only in the formation region, while at other locations in 
the ocean normally several water masses are present due to the spreading of the water 
masses from their origin. This is visualised in Temperature-Salinity (T -S) diagrams, 
in which the two conservative properties are plotted against each other (Tomczak and 
Godfrey, 1994; Colling, 2001). An example is illustrated in Figure 1.2. This shows the 
T-S diagram from the average salinity and temperature measurements in April 2003 in 
McMurdo Sound, Antarctica. The vertical lines mark constant potential density values. 
vVithin this thesis O"t is repeatedly used for the potential density. This is related to the 
potential density Pt (in relation to the surface) as follows: O"t = pt -1000 and has units 
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Figure 1.2: T-S diagram of the average CTD profile as calculated from the 48 hour 
experiment in April 2003 in McMurdo Sound. The vertical lines represent lines of 
constant potential density a-t [kg m - 3 J. 
The equation of state for sea water is highly non-linear and relates the density of sea 
water to temperature and salinity of sea water. It becomes clear from Figure 1.2 that 
in high latitude regions with cold water temperatures around -1.9 oc, the density is 
almost a function of salinity alone as the isopycnals are almost isohaline lines. Thus the 
temperature records are unimportant to density-driven dynamics and are only loosely 
coupled to these dynamics. The example given in Appendix A illustrate this. In this 
thesis, therefore, density records are always, if possible, preferred over temperature 
time-series, for the investigation of internal wave activity. 
1.5 Study site 
1.5.1 The Ross Sea 
Antarctica's Ross Sea region has been a focus of intense scientific investigation for 
decades. Research questions such as Ross Sea biology, geology or sea ice physics have 
been explored in early days. In contrast, little is known about its oceanography because 
the solid ice cover prevents easy access to the water. A couple of theoretical global 
(Egbert et al., 1994; LeProvost et al., 1994) and local tide models (MacAyeal, 1984; 
Padman et al., 2003; Robertson et al., 2003) have been used to predict the tides in the 
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1. 5. STUDY SITE 
Figure 1.3: Typical 2-month period of sea level data from Ross Island, showing times 
of Full Moon (closed circles), New Moon (open circles), lunar perigee (triangles) and 
moon's equator crossing (EQ)(diamonds); figure from Goring and Pyne (2003). 
have shown that the models all fail in one or more aspects and are not as precise as 
tide models used, for example, around New Zealand. This is mainly due to the fact 
that most global tide models use data from TOPEX/Poseidon oceanographic satellite 
(T /P), which has its southernmost point at 66°S (Goring and Pyne, 2003). Thus most 
models do not include the polar regions. A local model by Padman et al. (2003), which 
did not use the T /P data, predicted the tides reasonably well although there were 
some differences in detail. The tidal characteristics in the Ross Sea are very different 
from other lower latitude regions of the world. There are two main features. First the 
tides are not correlated with the lunar phase or perigee, but when the moon crosses 
the equator every 13.66 days, the mean sea-level displacement reduces to a minimum 
(Figure 1.3). Second, the Ross Sea tide is dominated by the diurnal frequencies, and 
also shows distinctive ter-diurnal tides (Figure 1.4). This supports early observations 
by Heath (1971b), who analysed a thirty days period between December 1970 and 
February 1971. He found that the diurnal constituents 0 1 and K1 dominated the 
signal. These observations (Heath, 1971b; Goring and Pyne, 2003) are based on data 
from Scott Base, thus the results are also applicable to McMurdo Sound. 
Within this thesis, diurnal, semi-diurnal, ter-diurnal and quarter-diurnal frequency 
bands will repeatedly be used. These terms are used as follows: diurnal frequency refers 
to waves with a period of approximately 24 hours, semi-diurnal 12 hours, ter-diurnal 
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Figure 1.4: Fourier spectrum from Ross Island tide (from Goring and Pyne (2003)). 
The frequency is given in oh-\ and cpd in brackets. 
The south-west Ross Sea has a well-defined cyclonic gyre (Van Woert et al., 2003). 
This gyre is formed by the Antarctic Circumpolar Current (ACC) when this current is 
interrupted by the Ross Sea on its almost unhindered way around the globe. 
Water masses are mainly characterised by their salinity and temperature. In ice-
free oceans, near surface water mass movements are mainly due to wind, while deeper 
movements are caused by density differences. The ice cover in high latitude regions 
excludes the wind's influence and leaves only density differences as the driving factor. 
The critical influences on water mass circulation in the Southern Ocean are seasonal 
sea ice formation and associated melting of the ice (Colling, 2001). 
The Ross Sea contains four major water masses, Antarctic Surface Water (AASW), 
Circumpolar Deep Water ( CDW), High Salinity Shelf Water (HSSvV) and Antarctic 
Bottom \!Vater (AABvV) (Figure 1.5). Jacobs et al. (1985), Lewis and Perkin (1985), 
and Jacobs and Giulivi (1999) describe the properties of these water masses as follows: 
Antarctic surface water lies on the surface with salinities less than 34.50 psu. It is 
normally warmer than the deeper shelf water in summer and becomes colder and saltier 
in winter. This layer is about 200 m thick and is the water mass most affected by 
seasonal melting and sea ice formation. The underlying CDW has a salinity near 
34.7 psu and temperatures can be as high as 1.4 °C. This water mass evolves into 
several new water masses on and near the continental shelves, where it interacts with 
the atmosphere, sea ice and shelf ice. On the western side of the Ross Sea, and thus 
in McMurdo Sound, HSSW is concentrated by sill trapping to the north and by shelf 
circulation dynamics. HSSW has a salinity greater than 34.7 psu and temperatures 
near the surface freezing point, resulting in the densest water that can be found on the 
shelf. AABvV is formed on the continental shelf when HSSW mixes with CDW; it is 















1. 5. STUDY SITE 
Figure 1.5: Schematic diagram of the water masses of the western Ross Sea. High 
Salinity Shelf Water collects in the southwest regions and occupies most of the water 
column in McMurdo Sound. Figure from Lewis and Perkin (1985); information is based 
on Jacobs et al. (1985) . 
34.75 psu. Finally, another water mass unique to the Ross Sea which it never leaves is 
Ice Shelf Water (ISW) (not shown in Figure 1.5). ISW is very cold with temperatures 
below -2°C, which is below the surface temperature freezing. It emerges from under 
the Ross Ice Shelf, and any circulation moving ISW upwards, causes supercooling and 
thus a potential heat sink for underwater ice formation. None of the given definitions 
are strict, as they are mainly based on summer measurements. Therefore, the presented 
values are based on the lowest salinities and highest temperatures of the year. They 
are subject to change with season. Furthermore, other minor water masses exist, 
which evolve from the ones described and are characterised by, for example, lower 
salinities or higher temperatures. More details are presented in Jacobs et al. (1985). It 
remains to emphasise again that the McMurdo Sound region has a high occurrence of 
High Salinity Shelf Water. McMurdo Sound is characterised by very low temperatures 
(around - 1.9°C) compared to the remainder of the Ross Sea, which has slightly higher 
temperatures. This is due to the inflow of cold water from underneath the Ross Ice 
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Figure 1.6: Map of McMurdo Sound, Antarctica. Shown are the New Zealand Antarctic 
station Scott Base, the US base McMurdo Station as well as current direction. Ross 
Sea coastline data from Antarctic Digital Database (1993). Maps drawn with M_Map 
(Pawlowicz, 2000). 
1.5.2 McMurdo Sound 
McMurdo Sound is approximately 60 km wide and 70 km long and is situated in the 
south-eastern corner of the Ross Sea (Figure 1.6). Its position ranges between latitudes 
77° 10' Sand 77° 50'S and longitudes 164° E and 167° E. McMurdo Sound is bordered 
by the large floating ice sheet, Ross Ice Shelf, on the south, by Ross Island on the 
east and by the Victoria Land Coast and the Trans-Antarctic Mountains on the west. 
The New Zealand Antarctic base, Scott Base (77° 51' S and 166° 45' E) is located on 
Ross Island and so is the McMurdo Station (77° 51' S and 166° 37' E) , the United 























1.5. STUDY SITE 
Figure 1.7: Icebergs in the Ross Sea, November 2004, satellite image taken from Envisat 
Earth Observation (2004) . 
breaks up in spring and summer to reform at the end of summer and in early autumn. 
However, in 2004, the ice had not broken out for over 5 years, thus large parts of the 
sound were covered with thick multi-year ice during the field seasons of 2003 and 2004. 
Additionally, the regions around Ross Island were blocked by large and small icebergs, 
calved from the ice shelf, potentially altering the current patterns in McMurdo Sound 
and in the Ross Sea (Figure 1. 7). 
There are three reasons why the current patterns in McMurdo Sound are of im-
portance to the investigation of internal waves. First, the interaction of barotropic 
flow with sharp bottom topography can cause baroclinic tides, second, the currents 
can affect the water column stratification, whose existence and magnitude in turn is 
essential to support internal waves and third breaking internal waves significantly alter 
the stratification by mixing. 
The earliest current measurements were undertaken by Gilmour et al. (1960, 1962) 
during the period of April to August 1959 near Scott Base. They used two differ-
ent independent methods for the experiments, Ekman current meters and potential 
differences between three silver-silver chloride electrodes. Both types indicated that 
a residual east erly flow was superimposed on the tidal currents. The electromagnetic 
measurements indicated a mean flow of 7.5 em s-1 in the direction 44° east of the north 
from 18 May to 4 June 1959. The currents measured between 7 April to 13 July 1959 
with the current meters had a slightly higher mean flow of 8 em s-1 , also in an easterly 
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direction. Littlepage (1965) conducted his measurements near McMurdo Station from 
5 December 1960 to 25 February 1961 and from 29 April1960 to 31 December 1961 and 
observed maximum current velocities of similar magnitude to each other (38.9 em s- 1, 
38.6 em s-1 or 38.0 em s-1) for his measurements at depths of 25 m, 175 m and 225 m, 
respectively. The flow varied over the year, with the largest speeds in February, July 
and August. Heath (1971a), who measured currents in McMurdo Sound from 31 De-
cember 1970 to 4 February 1971 , found not only that the direction of the current was 
dependent on tides but also that the magnitude of the current was strongly dependent 
on the tidal range. Higher speeds were associated with greater tidal ranges and peak 
flow velocities generally occurred midway between high and low tides. Heath (1971a) 
reported a largest mean current speed of 28 em s-1 at mid-depth of 400 m at a station 
next to the ice shelf. Lewis and Perkin (1985) conducted north-south and east-west 
transects of McMurdo Sound in October/November 1982 and concluded that the flow 
pattern in the northern part of the Sound is significant ly different from the flow in the 
south. This is supported by Barry and Dayton (1988) , who investigated the currents in 
McMurdo Sound during spring (November-December) and summer (January-February) 
1984. Their work indicated that currents in McMurdo Sound were dominated by oscil-
latory flow associated with the dominant diurnal t idal components (0 1 , K 1 ) (Goring 
and Pyne, 2003). In conclusion net flow is southward in the eastern Sound, mixed in 
























Internal waves can easily be observed in a tank filled with two fluids of slightly different 
density that do not mix easily such as oil on top of water. The displacement of the 
interface between these two fluids results in the perturbation propagating along the 
interface as a wave. These waves can be compared to surface waves at the interface 
between air and water, where the amplitude of the wave decreases away from the 
interface. Consequently, the free surface of the oil layer hardly moves. 
Internal waves are generated due to the restoring action of gravity acting on a 
perturbation of a background equilibrium state. This perturbation (displaced water 
parcel) is forced back to its undisturbed, equilibrium position, overshoots since it has 
momentum when reaching its equilibrium position and the sign of the restoring force 
reverses. The repetition of this process results in oscillations. The type of wave depends 
on the restoring force, which can be gravity, surface tension, the pressure gradient or 
the Coriolis force for geophysical fluids. For the waves discussed in this thesis the 
restoring mechanism is provided by buoyancy or equivalently reduced gravity, altered 
by the relative density contrast. Internal waves that occur in density-stratified fluids 
are modified by rotation and they have their maximum amplitude in the interior of the 
fluid (Pond and Pickard, 1983; Kundu, 1990; Kantha and Clayson, 2000). 
The density difference between the ocean layers are much smaller than the differ-
ence between water and air causing the restoring force being weaker. Consequently, 
less energy is required to produce internal waves of the same amplitude as an equivalent 
surface wave. This results in internal waves that are characterised by larger periods 
and smaller phase speeds than equivalent surface waves generated by the same forcing. 
They are present everywhere with greatly varying amplitudes, periods and wavelengths 
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(Reddy, 2001) and show a range of behaviours from small-scale processes such as turbu-
lent eddies to surface wave like behaviour. The movements can be linear or non-linear, 
and they can decay as they propagate away from the coast or propagate through the 
world's oceans for thousands of kilometres (LeBlond and Mysak, 1978; Gill, 1982). 
2. 2 Discovery of internal waves 
In some coastal regions, in particular fjords and narrow estuaries, ships are unable to 
maintain their normal speed due to an anomalous drag. Regions with this drag are 
known as "dead water" regions. Such anomalous drag occurs when fresh water from 
rivers and runoff forms a thin layer of light fluid which lies above the cold saline water. 
The passage of a ship not only causes the visible waves at the air-water interface, but 
also internal waves at the salt water-fresh water interface. These internal waves radiate 
energy away from the neighbourhood of the ship causing additional wave drag, forcing 
the ship to move with a fraction of its original speed. Because the energy loss was 
not easy to identify, its source was regarded as mysterious. The existence of these 
dead water regions was noted as far back as Pliny the Naturalist (AD 23-79), but their 
explanation had to wait almost 2000 years, until 1904. More details are given in Gill 
(1982). 
Fridjof Nansen in his famous expedition to reach the North Pole in 1893-1896 also 
noted the existence of the phenomenon. The special importance in his observations 
was that he discussed them with, amongst others, Ekman and attracted his attention. 
After performing laboratory experiments and collecting detailed data from sailors' ob-
servations, Ekman was able to explain the phenomenon theoretically. He published a 
150-page paper on the subject, and intense research on internal waves began (Ekman, 
1904). 
2.3 Observation methods 
Traditionally, internal waves have been measured using moored current meters and 
thermistor chains (Wunsch, 1975). The phase change of the horizontal currents with 
depth allows the identification of baroclinic tides or internal waves and can be tracked 
by studying isotherm displacements. Although this method is limited to regions and 
times of strong temperature stratification, it has been used widely, e.g. Stevens (1999), 
even in regions with almost no temperature stratification such as the oceans around 
Antarctica, (Levine et al., 1997). Isotherm tracking provides the possibility of internal 
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observations within the water column are expensive and time-consuming and offer only 
a sparse coverage in time and space (Kantha and Tierney, 1997). 
Recently, more sophisticated methods of internal wave observations have been devel-
oped using the internal wave's surface signatures. These remote sensing measurements 
are designed to give information about much larger regions. Although the amplitude 
of isotherm displacements can reach several metres, the surface height variability as-
sociated with internal tides is only of the order of centimetres. Kantha and Tierney 
(1997) measured the small variations in the elevations in the global oceans to make 
an estimate of the global baroclinic tidal energy by using satellite altimeters. Another 
surface feature caused by internal waves are areas of divergence and convergence of 
surface currents. While both phenomena alter the sea surface roughness, convergence 
lines promote the formation of slicks of floating material. Apel (1995) points out that 
sensors known to make these signatures recognisable in the images are cameras, scan-
ners operating in the visible and near-infrared spectrum and lately imaging radar, both 
real and synthetic aperture. Even thermal infrared and microwave radiometers have de-
tected internal waves. Satellite mounted synthetic aperture radar (SAR) is for example 
used for high resolution measurements of surface roughness, while aerial photographs 
are used to identify internal waves by the means of the floating material (Apel, 1995). 
2.4 Waves in the interior of fluids - two extreme 
cases 
The existence and propagation of internal waves in the interior of fluids is affected 
by two forces, buoyancy force and Coriolis force. Both of them significantly influence 
the behaviour of the waves. Section 2.4.1 introduces internal gravity waves, which 
are affected by the buoyancy force, while Section 2.4.2 outlines the main properties of 
inertial waves which are internal waves modified by the rotational Coriolis force. In 
Section 2.4.3 these two modifications are combined to one type of wave which has the 
properties of the two extreme cases discussed before. 
2.4.1 Internal gravity waves 
Internal waves are supported by a stable stratification. An unstable stratification, 
where heavier water is lying on top of lighter water results in an immediate overturning 
once the slightest perturbation occurs and is unable to support internal waves. A simple 
case of stratification is a two-layer system, e.g. a warm layer on top of colder water, or a 
layer of fresh water on top of a salty water mass. The internal waves at the interface of 
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these two density layers are called interfacial waves. Nature is often more complicated 
than the two-layer case, and density change is normally not discrete but continuous 
with depth. Continuous stratification is also able to support internal waves. In fact it 
makes them more interesting as they do not necessarily propagate horizontally. They 
can propagate in all directions through the fluid, including vertically. These waves are 
known as internal gravity waves. 
The stability of the water column is indicated by the buoyancy frequency (or Brunt-
Vaisala frequency) N. This is the frequency with which a parcel of fluid oscillates 
vertically when it is displaced from its equilibrium position and is defined as: 
N(z) = J _ 9 dp 
Po dz 
(2.1) 
in which g is the gravitational acceleration, p0 is a reference density and p is the local 
density (Emery and Thomson, 1998). The water column is stably stratified when 
N 2 > 0; while a buoyancy frequency of N 2 < 0 indicates instability caused by for 
example mixing events (Apel, 1987). 
The dispersion relation, derived from the governing equations for the fluid flow 
without rotation (Section 2.5), relates the wave frequency, w, to the wave number 
vector, which describes the direction of propagation e, i.e. the angle of the wave 
number vector with the horizontal. It is defined as 
w2 2 N2 - w
2 
t 2 e =? _ = cos e __ = an N2 (2.2) 
(compare Appendix H for derivation). 
This relation describes the following unusual properties of internal gravity waves 
(LeBlond and Mysak, 1978; Pond and Pickard, 1983; Apel, 1987): 
• The frequency is only related to N and the propagation direction e, the angle of 
the wave number vector with the horizontal (the direction of gravity is vertical, 
see Figure 2.1) while the magnitude of the wave vector seems to be irrelevant. 
• The group velocity vector, which describes the direction of energy propagation, is 
at right angles to the wave number vector and makes an angle ci> with the vertical 
axis. cp has the same magnitude as the angle e due to the normality of the two 
vectors. 
• The waves propagate away from the source in the form of a "St. Andrews Cross" 
(Figure 2.1). Wave crests (black) and troughs (white) are parallel to the wave 
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g 
(b) 
Figure 2.1: Observation of internal gravity waves in the vertical plane by Mowbray and 
Rarity (1967) (picture from Turner (1973)). Patterns of propagating internal waves are 
produced by a small cylinder oscillating vertically in a homogenously stratified fluid. 
The cylinder is vibrating with a frequency of (a) w/N = 0.615 and (b) w/N = 0.900. 
The energy is propagating along rays, of which the angle with respect to the vertical 
changes with frequency. In contrast the white and black lines represent the troughs 
and crests of the propagating wave. These are aligned along the rays and propagate 
perpendicular to them. Visualisation of these patterns is achieved by the Schlieren 
method, which uses the physical principle of changing refractive indices of the fluid 
when slight density changes occur. This perturbs the light that is shining through the 
fluid. 
• Freely propagating internal gravity waves with frequencies larger than N are not 
possible as indicated by the dispersion relation (Equation 2.2). 
2.4.2 Inertial waves 
Rotation modifies the characteristics of internal waves, however, they remain very 
similar to internal gravity waves. A uniformly rotating homogenous fluid is stably and 
continuously radially stratified in angular momentum. A fluid rotating with angular 
frequency D has a velocity of v =Dr at the radial position r, which leads to an angular 
momentum I = vr = Dr2 . The centrifugal force and the pressure gradient force provide 
a dynamic equilibrium in the coordinate system in which the fluid is rotating. Angular 
momentum is conserved when a water parcel is displaced from its original position. 
This results in a different velocity of the parcel once it is displaced from its equilibrium 
position. The outward centrifugal force acting on the water particle is unable to balance 
the inward pressure gradient force at the particle's new position. The water parcel will 
start to oscillate as it experiences a restoring force, which is the Coriolis force. These 
waves are called inertial waves (LeBlond and Mysak, 1978; Apel , 1987). The dispersion 
19 







Comparison of the two internal wave types. 
Internal Gravity Waves Inertial Waves 
Density D"(z) Angular momentum I(r) 
Buoyancy (reduced gravity) Inertia (Coriolis force) 
w = N w = f = 2D 
Nz -w2 2 8 w2 2 8 
~=tan ~2 . =tan w -w 
relation relates the propagation angle e (inclination of the wave number vector with 
the horizontal) to the wave frequency w as well as the rotation (Coriolis) frequency f. 
It is defined as 
2 2 w 2 w . 2 
-~ --~ = tan e =?- f2 = sm e (2.3) 
(com pare Appendix H for derivation). 
The dispersion relation implies that the wave frequency has to be larger than the 
Coriolis frequency f to allow the free propagation of the waves. The Coriolis frequency 
is given as: 
f = 20 x sine (2.4) 
where 0 is the earth's rate of angular rotation (7.29 X 10-5 rad S-l) and 8 is latitude 
(positive north) (Emery and Thomson, 1998). Inertial waves are very similar to internal 
gravity waves, and a comparison is given in Table 2.1. 
2.4.3 Combined case: Internal gravity waves 
In a fluid that is density-stratified as well as rotating, inertial and internal gravity 
waves combine to a single wave. Although polar regions experience low stratification, 
N is usually larger than f. The dispersion relation for this combined wave reads as 
follows, e.g. Gill (1982); Apel (1987): 
N2-w2 
tan2 e = =?- w2 = f 2 sin2 e + N 2 cos2 e (2.5) 
w2- f2 
(compare Appendix H). In the following sections the combined waves are referred as 
internal waves. 
2.5 Governing equations: the Equations of Motion 
All flows are described by the N a vier-Stokes equations. These are extremely complex 









2.5. GOVERNING EQUATIONS: THE EQUATIONS OF MOTION 
are made to construct a simpler form, which is used to describe the general circulation 
of the ocean. The following linearised equations describe internal waves: (e.g. K undu 
(1990); Pringle and Brink (1999)). 
Continuity equation: 
Conservation of density: 
Equations of Motions: 
ou 1 oP 
--fv=---ot Po ox 
ov 1 oP 
-+fu=---ot Po oy 
ow 1 oP g 






where u, v, w are the components of the velocity vectors in the Cartesian x, y and z 
directions, f is the Coriolis frequency, P is the pressure, N is the buoyancy frequency 
and p and p0 are the local and mean density of the fluid, respectively. 
The validity of the above internal wave description is subject to the following as-
sumptions. The motion is linear (the advective derivative is replaced by the partial 
derivative, i.e. flt = gt + u %x =? flt ~ gt if ~ « 1, where u is the horizontal velocity 
component and c is the horizontal phase speed), and the fluid is inviscid, adiabatic, 
homogeneous and immiscible. The Boussinesq approximation (density differences are 
sufficiently small and can be neglected unless they appear in terms multiplied with 
gravity acceleration g) as well as the .f plane approximation ( Coriolis frequency is 
constant) apply. 
Assuming a fiat bottom, this linearised equation system admits internal wave solu-
tions of the form (Pringle and Brink, 1999): 
'U = ~ [ iwk- .fl d!;V ei(kx+ly-wt)l 
w(k2 + Z2) dz 
v = ~ [ iwl + f k d!;V ei(kx+ly-wt)] 
w(k2 + l2 ) dz 




where k and l are the horizontal wave numbers, .f is the Coriolis frequency, t is time, w 
the angular frequency and W(z) the vertical modal structure, which is given as (also 
known as the internal wave equation): 
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d2W (k2 z2) [N2(z) - w2] W = 
d 2 + + 2 j2 0 z w - (2.14) 
where w is the angular velocity of the wave, k and l are the horizontal wave numbers, f 
is the Coriolis frequency and W(z) is the vertical velocity structure of the wave and z 
is the vertical Cartesian coordinate, N is the buoyancy frequency of the water column 
and W = 0 at the bottom and the surface, e.g.(Apel, 1987; Pringle and Brink, 1999). 
2.6 Mode structure 
Internal waves can take a number of vertical orthogonal mode shapes. These vertical 
shapes are eigensolutions of the internal wave equation (2.14), (LeBlond and Mysak, 
1978; Gill, 1982; Kundu, 1990; Emery and Thomson, 1998; Pringle and Brink, 1999). 
Assuming boundary conditions of no vertical component of flow at the sea surface and 
the bottom (W =0 both at z=O and z=- H) this equation can be solved for linear 
stratification, N = constant, and yields the solution: 
(
br ) W =sin Hz , k = 0, 1, 2, ... , oo (2.15) 
where W is the vertical modal structure, k=O is the depth-independent barotropic 
mode, k=1,2, ... are the depth-dependent barotropic modes, and His the water depth 
and the shape of the horizontal current components, u and v, are cosine-shaped as 
dW u, vex Tz· 
The horizontal phase speeds (eigenvalues) of internal waves, ck, depend on the mode 
number, k, stratification, N 0 , and water depth, H, and are given by 
c0 = (gH)
112 , k = 0, and 
N0H 
Ck = -k-' k = 1, 2, ... 
~n 
where N0 is constant. 
(2.16) 
(2.17) 
Using two typical low stratification values for the Southern Ocean around Antarctica 
(McMurdo Sound in May 2003 and November 2004, respectively), H=600 m, N = 
3 x 10-3 Hz or N = 1 x 10-3 Hz (253 cpd, 97 cpd), equation (2.17) predicts a mode-
one speed of 0.57 m s- 1 or 0.21 m s-1 , respectively. These speeds show that they are 
highly variable and dependent on the time of the year. They are consistent with those 
typically observed in continental shelf regions (0.2 - 0.8 m s-1) and much lower than 
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Figure 2.2 : Theoretical shapes of the normal modes 1-4 with linear stratification. 
A mode k internal wave has k horizontal current phase reversals throughout the 
water column (i.e. an internal wave of mode 1 has a single reversal of horizontal phase 
speed between the ocean surface and the sea floor - see Figure 2.2) . 
In general, the stratification and thus the buoyancy frequency, N, of the water 
column is not uniform but changes with depth. The solutions have the form: 
(2.18) 
where hk is the equivalent depth and is used in analogy with H. hk is defined as: 
H[1 + O(c)] 
(N
2H) H gk21r2 [1 + O(c)], k = 1, 2, ... 
(2.19) 
(2.20) 
with earth's gravity g, buoyancy frequency N, mode number k, water depth H and 
E = N;gH, which is typically very small in the ocean (LeBlond and Mysak, 1978, p.125 
ff. ). 
In general , mode shapes are relatively insensitive to small changes in stratification 
(Em ery and Thomson , 1998; Pringle and Brink , 1999) . Thus the solutions are expected 
to resemble cosine functions distorted by the non-uniform distribution of density along 
the vertical profile. 
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2.7 Generation 
Due to the assumed importance of internal waves for oceanic mixing and heat transport, 
they have been extensively studied within the last couple of years and some progress 
has been made since Thorpe (1975) surveyed the state of knowledge on generation, 
dissipation and interaction of internal waves. Nevertheless, the generation mechanisms 
and mainly their relative importance are still an area of intensive research (Kantha 
and Clayson, 2000). Principally, there are 5 potential sources of internal wave energy 
(Kantha and Clayson, 2000): 
1. Oceanic boundary layer (OBL): Turbulent fluctuations in the oceanic bound-
ary layer cause vertical displacements of the lower edge of the pycnocline, thus 
creating internal waves propagating towards the stably stratified interior. 
2. Atmospheric forcing at the oceanic surface: A moving atmosphere pressure 
field as well as vertical motions caused by wind stress can generate internal waves. 
This mechanism does not apply in high latitude regions as winds are blocked by 
the ice cover. 
3. Surface waves: There is tremendous amount of energy in surface waves around 
the globe. If a small amount of energy can be transferred to internal waves 
through resonant interaction, this could be one of the major sources of internal 
wave energy. This is supported by the notion of significantly lower energies in 
internal waves in polar regions, which may be explained by the absence of surface 
wave motions due to the solid ice cover. 
4. Mean flow: Internal waves can also be generated by flow over topography. 
While this mechanism is very effective and well studied in the atmosphere, its 
importance for the ocean is not well known. 
5. Baroclinic tides: This generation mechanism is most commonly cited when 
talking about internal wave generation and will be investigated in more detail in 
the following paragraphs. 
For ice-covered regions internal wave generation by surface waves and atmospheric 
forcing is excluded but other generation mechanisms may become important. McPhee 
and Kantha (1989) have developed a model which shows that the pressure ridge keels 
moving with the wind-driven pack-ice are an additional source of internal wave energy. 
Another feature of ice-covered oceans is the strong buoyancy flux that occurs in leads 












Figure 2.3: Barotropic (a) and baroclinic (b) wave propagation in a two-layer system, 
propagating from left to right. For this example the upper layer is three times shallower 
than the lower layer. The lower layer has a density greater by 10%. The arrows mark 
the directions of the flow at troughs and crests and their relative velocities, figure from 
Gill (1982). 
et al. (1985) have shown that the surface boundary dissipation process is unique to ice-
covered oceans and is responsible for the dissipation of a significant amount of internal 
wave energy. 
Baroclinic internal tides are a special kind of internal waves. They are internal 
waves of tidal frequencies. Barotropic tides are generated by the gravitational pull of 
the moon and the sun and cause barotropic tidal currents, which are uniform with 
depth. In contrast baroclinic tides are not directly caused by gravitational forcing 
but by the barotropic currents themselves as they interact with bottom topography. 
The associated flows do change their behaviour with depth (Figure 2.3) (Levine and 
Richman, 1989; Gerkema, 1996). 
Continental shelf edges, fjord sills as well as mid-ocean ridges are discontinuities 
in the topography of the sea floor, which can significantly alter the flow of barotropic 
tidal currents. The flow's passage is blocked and causes instabilities within the flow. 
This leads to waves propagating away from the generation region as internal tides; 
thus it becomes obvious that internal tide generation is a strongly localised effect 
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( Gerkema, 1996). Weak barotropic currents can cause strong internal tides as the 
energy transferred from barotropic to baroclinic flow does not only depend on the 
cross-shelf barotropic velocity but also on stratification and seabed geometry or bottom 
slope respectively (Baines, 1982, 1986). 
Baines (1986) developed a parameter for determining the necessary conditions for 
internal wave generation. This parameter, 1, is the ratio of the bottom slope, 8Hj8y, 
to the slope of the internal wave characteristic, a, i.e. 
8Hj8y 





w2 _ p) 1/2 
N2 -w2 
(2.22) 
where w is the wave frequency (Hz), f the Coriolis parameter (Hz), and N the buoyancy 
frequency (Hz) near the sea-bed (compare Equation 2.5). When 1 ~ 1 the slope is 
critical and these sites are potential internal tide generating sites (Robertson, 2001a). 
The propagation of internal waves in a continuously stratified ocean is not limited 
to the horizontal direction as it is for interfacial waves in a two layer system. It also has 
a vertical component. The slope of a wave characteristic traveling normal to isobaths 
is given by Equation 2.22, where a is the slope of the wave characteristic. The slope is 
spatially and temporally variable as it is determined by the stratification, given by the 
buoyancy frequency N and its relation to the seabed slope is an important concept in 
the theory of internal wave generation and propagation (Robertson, 2001a). 
Internal wave generation occurs not only at a ratio of 1=1 but also at values in 
a band around this (0.5 :::; 1 :::; 2). Thus this range was defined as critical. For 
critical 1, rays of reflected internal wave propagating shoreward cause intensification 
of near-bed currents and enhancement of the internal wave by accumulating near the 
seabed. Values for 1 below this range are called subcritical, while values above it are 
called supercritical. A subcritical slope causes a shoreward directed wave to continue 
its propagation toward the coast after being reflected from the sea surface or seabed. 
A supercritical slope causes propagation of the horizontal component of wave velocity 
in the opposite direction, namely seawards after also being reflected from the seabed 
(Thorpe, 1999). 
It is generally known that not only the direction, amplitude and speed of prop-
agation of internal waves are subject to change but also their shape and frequencies 
can evolve with time. They are affected by a change in water depth, constructive and 








influences. Numerous complex linear and non-linear theories about the mechanisms 
controlling the evolution of internal waves exist and are often competing. This makes 
a reliable prediction and analysis of internal wave evolution very difficult, e.g. (Largier, 
1994; Gerkema, 1996; Pringle and Brink, 1999). 
2. 8 Propagation 
Internal waves and tides can only freely propagate in all possible directions when 
their frequencies are less than the buoyancy frequency N and greater than the inertial 
( Coriolis) frequency f. Propagating waves with frequencies below f are modified by 
planetary rotation; gravity is unable to cause internal wave motion with frequencies 
above N (see Section 2.4). The critical latitude of internal tides is the latitude at 
which the tidal frequency equals the Coriolis parameter f. Internal tides of semidiurnal 
frequencies can propagate over most of the globe, as their critical latitude is around 
75° North or South, while the critical latitude of the diurnal frequencies is around 
30° North or South. This implies that high latitude McMurdo Sound in the Ross 
Sea region, situated around 78°, is beyond the critical latitude from frequencies below 
semi-diurnal. Thus, freely propagating internal tides cannot exist. 
Observations of internal tides near the critical latitude have been made in the 
Antarctic. For example Levine et al. (1997) found that the baroclinic tide in the 
diurnal and semi-diurnal band at their study sites in the western Weddell Sea were 
weak. Similar observations, also beyond the critical latitude, have been carried out 
in the Arctic Ocean. Konyaev (2000) studied the effect of the critical latitude on 
the semi-diurnal tides and has found that they are present and that their evolution 
can exist within 10° of the critical latitude. A study conducted by Konyaev et al. 
(2000) showed similar results. This proves the existence of semi-diurnal tides at the 
Yermak Plateau despite the fact that the location's latitude exceeds the critical latitude. 
Morozov et al. (2003b) measured semi-diurnal internal tides in the Kara Strait, located 
at approximately 75° N. The waves had large amplitudes of more than 40 m. These 
results seem to be at variance with the study by Morozov and Pisarev (2002), who 
developed a model based on measurements of the internal tides in the Arctic Ocean. 
This study shows that the internal tide, even in regions located poleward of the critical 
latitude, does not in practice develop into a free propagating internal wave. Thus they 
must be forced internal tides. Using a model, Robertson (2001a,b) has studied the 
importance of the critical latitude and the exact stratification on the generation of 
internal waves at a continental slope in the southern ·weddell Sea. The literature is 
lacking any observations of internal tides in regions further poleward (Antarctica) than 
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the critical latitude. It also does not seem that anyone has made an attempt to model 
this problem. 
2.9 Interaction 
Internal wave energy is not only transformed by dissipation of internal waves but the 
waves can also exchange energy by interacting with themselves. This applies to non-
linear internal waves of roughly the same characteristics. The interaction of a triad 
of internal waves, which does not increase or decrease the total energy but simply 
causes energy exchange between these three waves, can be caused by three different 
mechanisms (Kantha and Clayson, 2000): 
1. Induced diffusion: A high wavenumber-high frequency mode is generated by 
the interaction of another high wavenumber-high frequency mode with a much 
lower wave-number frequency (Munk, 1981). 
2. Elastic scattering: A high frequency mode's energy is scattered into another 
mode by interaction with low frequency modes. 
3. Parametric subharmonic instability: A low vertical wave number decays 
into two high vertical wavenumber modes of about half the frequency. 
The interaction time (ratio of energy density to the net energy flux in or out of a 
mode) of these processes for the first two processes are very short, less than a wave 
period. These resonant interactions are responsible for the spectrum transforming to 
the equilibrium form with a universal shape (Munk, 1981). For more details consult 
Kantha and Clayson (2000). 
2.10 Dissipation 
This section describes the mechanisms involved in the dissipation of internal wave 
energy. The breaking of internal waves generally occurs due to instabilities within 
the water column. They dissipate their energy into turbulence. While Section 2.10.1 
outlines the main stability criteria in the ocean, Section 2.10.2 introduces the two main 
mechanisms leading to the breaking of internal waves. Last, Section 2.10.3 describes 




2.10.1 Stability criteria 
The vertical stability of the water column can be described by a few stability criteria. 
Two of those are discussed briefly. 
• Static stability: This stability criterion is the most important criterion as it is 
responsible for about 80% of the mixing action. The water column is stable if the 
density is increasing with depth i.e. f/; 2: 0. In other words, denser water cannot 
overlie lighter water. This leads to immediate overturning and mixing (e.g. A pel 
(1987); Pickard and Emery (1990)). 
• Gradient Richardson number: This dimensionless number expresses the ratio 
of energy extracted by buoyancy forces to the energy gained from the shear of a 
large velocity field. It relates the stabilising effect of buoyancy to the destabilising 
effect of velocity shear. The gradient Richardson number, R, is defined as: 
(2.23) 
where N is the buoyancy frequency, u the horizontal velocity component and 
z the vertical coordinate. When a sufficiently large shear is applied across a 
density interface such that Ri falls below a critical value of about 0.25, Kelvin 
waves will grow and overturn to produce patches of turbulent mixing (Turner, 
1973). Hence, 
Ri > 0.25 stable flow, 
Ri :::; 0.25 instability may occur. 
2.10.2 Instability mechanisms 
The mechanisms leading to internal wave dissipation are subject to ongoing research 
due to their importance in energy transport and numerous biophysical applications. 
The actual state of knowledge concerning the sinks of internal wave energy is worse 
than the knowledge about their sources (Kantha and Clayson, 2000), although the 
generation of high frequency highly non-linear internal waves from the internal tide 
is assumed to be an important factor in the dissipation of internal tides' energy. It 
is assumed that internal waves reach a state of energy saturation, after which an ad-
ditional energy input leads to an immediate breaking of the wave. The breaking of 
internal waves, which leads to turbulent mixing, is regarded to be caused by two main 
mechanisms: 
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1. Shear (Kelvin-Helmholtz) instability: In general, a shear deformation is 
one that displaces successive layers of a material transversely with respect to 
one another, like a crooked stack of cards. A Kelvin-Helmholtz instability is 
caused if the destabilising total shear introduced through background currents 
as well as self-induced shear, overcomes the stabilising effect of stratification and 
exceeds a certain value so that R > 0.25 for stability is violated. This leads 
to dynamical instability and internal wave breaking, which causes the creation 
of a patch of turbulence mostly at the crest of the wave. The demolition of the 
local stratification is associated, which leads to the restoring of the static stability 
until the set-up is prepared for the next instability event, which triggers a similar 
turbulent mixing event. This instability often occurs when a mean (background) 
shear is present and altered by the shear introduced by the internal wave itself. 
2. Advective gravitational instability: Advective instability can occur without 
the presence of a mean shear, namely when the particle speed at the wave crest 
is faster than the general wave speed, resulting in the wave tumbling over. This 
leads to internal wave breaking in waves with steep isopycnal slopes (Thorpe, 
1979; Kundu, 1990; Kantha and Clayson, 2000). 
It has been observed that dissipation in an internal wave field is highly random 
and a sporadic event that is hard to predict. Nevertheless, these sporadic events seem 
to be responsible for always keeping the internal wave energy close to the universal 
level. The exact manner how this is achieved remains unclear at this stage ( K antha 
and Clayson, 2000). It is known that breaking internal waves often dissipate their 
energy into turbulence. 
2.10.3 Turbulence 
Turbulence and turbulent mixing within the water column, and in particular the bound-
ary layer, are the most important small-scale processes in fluid flow. These processes 
are closely related to internal waves as propagating internal waves that break can dis-
sipate their energy into turbulence. Munk (1981) states that internal waves will be 
recognised as being intimately involved with the vertical fluxes of momentum, salt and 
heat and are the important link in understanding the ocean's mean fields of motion 
and mass. 
Descriptions of turbulence abound in the literature. Despite this it is hard to 






of turbulence, a list of characteristic properties helps to identify such a flow ( Tennekes 
and Lumley, 1972; Kundu, 1990; McPhee, 1990; Kantha and Clayson, 2000). 
• Dissipation: Turbulent flow is always dissipative with energy and vorticity being 
constantly transferred to smaller scales. The turbulence loses kinetic energy 
due to the viscous shear stresses that perform deformation work increasing the 
internal energy of the fluid. Therefore, turbulent flow needs a continuous supply 
of energy or it dies out rapidly. 
• Randomness: A turbulent flow is always irregular and completely random; that 
is, the process is stochastic. 
• Three-dimensionality: Turbulence is highly rotational in three dimensions. 
• Flow Characteristic: Turbulent properties are properties of the flow and not of 
the fluid. 
• Diffusivity: Turbulent flows are characterised by rapid mixing and increased rates 
of momentum, heat and mass transfer. 
• Non-linearity: Turbulent flows are highly non-linear compared to wave motions 
that are weakly nonlinearly interactive. This means that the exchange of energy 
between waves is a very slow process taking place over timescales of the order of 
many wave periods. In contrast, energy exchange takes place rapidly in turbulent 
flows, at a timescale of the order of the eddy turnover time. 
• Vorticity: Turbulent motion is characterised by high levels of fluctuating vorticity, 
thus the identifiable structures in a turbulent flow are called eddies. 
• High Reynolds number: Turbulent flows always occur at high Reynolds numbers, 
where the Reynolds number is defined as Re = u~L where 'U is the characteristic 
velocity, L is a characteristic length and v is the kinematic viscosity ( Tennekes 
and Lumley, 1972). 
Internal gravity waves in the ocean seem random but they are not dissipative and 
weakly non-linear. Thus the features characterising turbulent flow suggest that internal 
waves are not turbulent. 
For turbulent motion that is stationary (all moments of a turbulent flow are inde-
pendent of time), isotropic (turbulence with no preferred direction, e.g., the statistical 
properties are of the same magnitude, independent of direction) and homogeneous 
(the flow has quantitatively the same structure in all parts of the field) K olmogoroff 
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(1941a,b) made the seminal contribution to turbulence theory when he postulated cer-
tain universal spectral properties of turbulence. All he used was physical intuition and 
scaling. His laws were a cornerstone in the theory of turbulent flows and have been 
extensively used up until now in spectral analysis, e.g. Levine et al. (1985), Mitchell 
and Bye (1985), and Halle and Finkel (2003). 
According to Kolmogoroff (1941c), the turbulent energy is distributed over all wave 
numbers, ranging from the minimum limited by the available space to the maximum 
dependent on the dissipation process (Kantha and Clayson, 2000). The largest eddies 
extract kinetic energy from the main field, whereas the smaller eddies extract their 
energy from the larger eddies. Energy therefore cascades down from large to small 
eddies in a series of small steps, this is known as a turbulent cascade. Thus kinetic 
energy enters the system at small wave numbers when large eddies gain it from the 
mean flow and leaves the system when the smallest eddies are dissipated into heat. 
In a time-independent turbulent flow, with energy supply at small wave numbers and 
energy dissipation at large wave numbers, somewhere there must be a region where en-
ergy transfer is constant throughout the wave number spectrum (Kantha and Clayson, 
2000). According to Kolmogoroff (1941c) this region exists and is called the inertial 
subrange. If the Reynolds number is large enough, the energy-containing scales are 
independent of viscosity v and only dependent on the dissipation rate c. The rela-
tion known as Kolmogoroff's K- 513 law for the energy spectrum E(K) in the inertial 
subrange is 
E(K) = ac2/3 K-5/3 (2.24) 
with K being the wave number, E: the dissipation rate and a the Kolmogoroff constant 
('"'"' 1.6 - 1.7) (Kantha and Clayson, 2000). This is one of the very few universal 
constants in the challenging theory of turbulent flows. 
Kolmogoroff's second postulate states that at sufficiently high Reynolds numbers 
there is a range of high wave numbers where the turbulence is statistically in equilibrium 
and uniquely determined by the parameters E and v. This equilibrium state is universal 
and is given as: 
E(k) '"'"'v5/4cl/4g(K77) (2.25) 
with v is kinematic viscosity, c dissipation rate, K length scale, 77 the Kolgomoroff 
length scale given as 77 = (v 3 /c) 114 . The functional form of g is unknown, but it is 









2.11. INTERNAL WAVE ENERGY LEVEL AND THE GARRETT-MUNK SPECTRUM 
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Figure 2.4: A typical wavenumber spectrum observed in the ocean, plotted on a log-
log scale. S has arbitrary units and the dots represent hypothetical data, from K undu 
(1990). 
Figure 2.4 shows a typical behaviour of the wavenumber spectrum as found in the 
ocean. From this figure it is obvious that Kolmogoroff's law is not always perfectly 
matched. The spectrum drops sharply at Kry rv 1, where viscosity begins to affect 
the spectral shape. Additionally, turbulence production by large eddies causes the 
spectrum to depart from the K-5/ 3 law for small wavenumber values. 
2.11 Internal wave energy level and the Garrett-
Munk spectrum 
The internal wave spectrum between the Coriolis parameter f and the buoyancy fre-
quency N (! < w < N) seems to have a universal energy spectrum throughout the 
world's oceans except near sharp topography, the coast, and the surface. This was 
reported by Garrett and IY!unk (1972), who pooled a vast amount of data together to 
deduce an empirical model, known as the Garrett-Munk (hereafter GM) model. Al-
though the model has been revised since then (Garrett and IY!unk, 1975; Munk, 1981), 
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it withstood the test of time rather well and is still an often-used reference in the stud-
ies of internal waves, e.g., Plueddemann (1992), Levine et al. (1997), Halle and Finkel 
(2003). The analytical GM formulation given in Munk (1981) (known as GM79) with 
respect to the vertical displacement ~ is given as 
EE,(n) =A 2f (n2- j2)1/2 
7r N(z) n3 
(2.26) 
where EE, is the magnitude of the energy spectrum of vertical displacement of temper-
ature, salinity or density surfaces (m2s), N(z) is the buoyancy frequency (Hz), f the 
Corio lis parameter (Hz), n is the wave frequency range (Hz), and A is the internal 
wave parameter given as 
A= b2 · N0 · E (2.27) 
with A~ 0.55 (rad m2 s-1 ), b ~ 1.3 km is thee-folding scale of N(z), E = 6.3 x 10-5 
(dimensionless) internal wave energy parameter and N0 ~ 5.2 x 10-3 Hz (3 cph) surface 
extrapolated buoyancy frequency. 
The G M model predicts the deep internal wave power spectrum to be reel (low 
frequency dominated) and Munk's (1981) analytical formulation gives in a power-
frequency log-log plot a slope of -2. In shallow coastal waters over sharp topography 
the GM-spectrum can be significantly modified. 
The energy level is not only significantly different close to the surface and the coast 
but various studies in the Arctic (Levine et al., 1985; Levine, 1990) and Antarctic 
(Levine et al., 1997) have shown that the internal wave energy is much lower in polar 
regions than both the GM-spectrum and than equivalent measurements from lower 
latitudes. Wind and surface waves are two important sources of internal waves away 
from sharp topography. The ice cover significantly alters the generation process of 
internal waves by wind stress and almost completely eliminates generation by surface 
waves. This leaves currents near abrupt topography changes as the main mechanism 
for generation. Thus it is not surprising that the energy level overall is generally 
drastically lower at ice-covered high latitudes. During AI\;VEX (Arctic Internal Wave 
Experiment) Levine et al. (1985) found on the Arctic Yermak Plateau that the energy 
density present in internal waves was lower at 0.3-0.7 times the GM value at a water 
depth of 250 m. This also held true for the spectral slope, which had a log-log-slope of 
-1.1, compared with the generic GM-slope of -2 in the log-log scale. One explanation 
given by Levine et al. (1985) was that internal tides were quite weak in the Arctic, 
which may have been another contributing factor to the overall very low energy levels. 
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the energy levels seemed to be much higher than in other polar regions, almost reaching 
or even slightly exceeding the predicted GM-spectrum. Pl1Leddemann (1992) studied 
data from a drifting buoy that covered three sections of the Arctic Ocean, the N ansen 
Basin, the Yermak Plateau, and the Greenland Sea over 216 days. He found that the 
energy level in the Nansen Basin was significantly less than the GM spectrum, whereas 
the energy level increased significantly to levels comparable with the GM spectrum 
when the buoy passed over the Yermak Plateau. He suspected that the energetic, 
near-inertial wave packets were generated by interaction of barotropic tidal flow with 
the bottom topography of the plateau. 
Levine et al. (1997) measured the upper ocean current and temperature fields in 
the western \rVeddell Sea, Antarctica, from a drifting pack ice station. The variance of 
the internal wave continuum (! < w < N; w is the frequency range of the internal wave 
field), was 0.2 - 0.6 times GM in the first 60 days and increased to almost GM-level 
during the last 10 deployment days for deep water in the upper permanent thermocline 
(200-300 m). Another site closer to the continental shelf showed steady levels close to 
GM. They attributed the variations to a combination of spatial and temporal gradients 
in the internal wave field in the first case and to larger barotropic tidal currents in the 
second case. 
2.12 Non-freely propagating internal waves (Kelvin 
waves) 
Internal wave activity is not limited to freely propagating waves in the frequency range 
f < w < N, but can also exist outside these limits. These waves can by forced 
and trapped by different topography features such as vertical walls and escarpments, 
coasts, sloping, flat or exponential shelves as well as seamounts and islands (LeBlond 
and Mysak, 1978, Chapters 23, 24, 25 and 26). The example of interest for this 
investigation is coastally trapped Kelvin waves, also known as edge or boundary waves, 
and their properties will be examined in this section. 
A Kelvin wave is a low-frequency gravity wave in the ocean or atmosphere that 
balances the Earth's Coriolis force against a vertical boundary such as a coastline. The 
wave is trapped to its vertical boundary and propagates clockwise (in the Southern 
hemisphere) around the basin. Kelvin waves in the ocean always propagate with the 
shoreline on the left in the southern hemisphere. The flow is parallel to the boundary 
and in geostrophic balance with the pressure gradient perpendicular to the boundary. 
The velocity normal to the boundary is identically zero. In the shallow water approx-
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Figure 2.5: Surface coastal Kelvin wave propagating along they-axis (Southern hemi-
sphere). Sea surface across a section through a crest is indicated by a solid line, while 
the dashed line indicates a section along a trough. A indicates the Rossby radius of 
deformation, figure modified from Kundu (1990). 
imation the waves are non-dispersive, i.e., the phase speed of the wave crests is equal 
to the group speed of the wave energy for all frequencies. For a homogeneous ocean, 
the wave is called a barotropic or external Kelvin wave, and for a stratified ocean, the 
wave is called a baroclinic or internal Kelvin wave. Near a boundary in a rotating 
system, a Kelvin wave propagates with wave crests perpendicular to the side wall and 
wave height greatest at the side wall to the left of an observer looking in the direction 
of wave propagation. The wave height decreases exponentially from the side wall with 
an e-folding length scale equal to the Rossby radius of deformation (Figure 2.5): 
c A=m (2.28) 
where f is the Coriolis parameter and c is the phase speed of the wave in the along-
boundary direction. 
For a sea with a moderate depth of H = 600 m and a high-latitude value off = 
2.27 x 10-5 Hz (McMurdo Sound conditions), it follows that c = /(iii)= 77 ms-1 
and A = -'j = 340 km. Typical values for coastal waters and shallow seas are slightly 
lower with values of 200 km while typical values for the deep sea are significantly larger 
with radii of a few thousand kilometres (Gill, 1982; Kundu, 1990). 
Analogous to the "external" or surface Ross by radius of deformation, the decay scale 
of the internal Kelvin waves is described by the internal Rossby radius of deformation: 
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where f is the Coriolis parameter and ck the horizontal phase speed of the uniformly 
or constantly stratified ocean (compare Section 2.6). 
The internal Rossby radius is typically much smaller than the external one and 
typical values are about 30 to 50 km (Gill, 1982; Kundu, 1990). MclVIurdo Sound's 
low stratification yields smaller radii. April with the largest observed stratification has 
a horizontal phase speed of 0.553 m s-I, while the speed in September is 0.187 m s-1 . 
With the Coriolis frequency in McMurdo Sound(!= 2.27 x 105 Hz), these give Rossby 
radii of 23.4 km or 4.5 km, respectively. 
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Chapter 3 
Data Collection and Methods 
3.1 Data Collection 
Data sets from two different field seasons are analysed in this thesis (Figure 3.1 and 
Appendix D). The first data set was obtained during the winter over project carried 
out by members of the Sea Ice Group, Department of Physics, University of Otago 
from March to September 2003. The second data set contains measurements collected 
during November 2004. This research was carried out as part of a collaboration be-
tween the National Institute of Water and Atmospheric Research (NIWA), vVellington, 
and the Physics Department of the University of Otago. A variety of oceanographic 
instrumentation was used for the field work and a detailed description including their 
accuracy is presented in Appendix E. 
3.1.1 Winter 2003 
Almost all that is known about sea ice growing attached to Antarctica has been mea-
sured in the spring and summer when the sea ice has already grown to over 1 m thick. 
In 2003 measurements were taken in the winter months. The research team had the 
following objectives: providing long-needed parameterisations of the physical condi-
tions of land-fast sea ice grown specifically under Antarctic winter conditions. The 
formation of platelet ice in the water column of McMurdo Sound, Antarctica, should 
quantitatively, with theoretical support, described, by the simultaneous measurement 
of sea ice structure and oceanographic data. The measurements were not specifically 
designed for the analysis of internal waves, but all suitable data for comparing sea-
sonal variations of the internal wave field were kindly provided. Most information in 
this section is taken from Leonard et al. (submitted), who provide an overview of the 
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Overview deployment times 
Winter 2003 Spring2~ 
Apr2003 Jul2003 Oct2003 Jan2004 Apr2004 Jul2004 Oct2004 
Winter 2003 
I : - -_ • -• -• -• - ~~~§. 
Apr2003 May2003 Jun2003 Jul2003 
Spring 2004 
Aug2003 Sep2003 
current meters mooring 1 
CTD mooring 2 
------------------ CTDs mooring 1 
thermistor mooring 3 
------------------- thermistors mooring 1 
07111/04 14/11/04 
Time 
-- CTD casts summer 
21/11/04 28/11/04 
Figure 3.1: Overview of deployment times for analysed field data from winter 2003 
and spring 2004. The upper panel provides an overview of the sampling times in these 
two seasons, the middle and lower panel summarise the different data sets recorded 
in winter 2003 and spring 2004, respectively. S = salinity, T = temperature , A,B = 
sitenames. 
winter study. In addition Leonard did some pre-processing of the winter data used for 
this thesis. 
Measurements were taken at two sites (see Figure 3.2) from 1 March to 12 September 
2003. Site B (77°52'59.8" S, 166°40'0.7"E) was situated on multi-year ice approximately 
1.5 km from the edge of the McMurdo Ice Shelf and had a local water depth of roughly 
580 m. In early March, the ice thickness was 2.95 m. This site was occupied from 
mid March until early May. Most measurements were taken at site A (77°48'41.5"S, 
166°26'1.8"E), which had a local water depth of approximately 540 m. This winter 
was characterised by unusual conditions as a large iceberg was blocking McMurdo 
Sound and prevented the sea ice from breaking out , thus the desired first year ice was 
not readily available. The fuel tanker supplying the two stations in McMurdo Sound 
pushed sea ice away creating an area of 61500 m2 of open water. The refreezing offered 
first-year ice to study, therefore site A was situated on the edge of this basin. The 
ice growth of the basin and consequently site A was from 0 m to approximately 2 m 
over winter. The first-year ice basin was surrounded by multi-year sea ice, which had 
a thickness of 4.30 m on the 27 March 2003. 





























Figure 3.2: Map showing depth below sea level for the location of field sites of summer 
2004 and winter 2003 measurements. A & B: winter 2003 sites and C: summer 2004 site. 
Map was plotted with l\ILMap (Pawlowicz, 2000), bathymetry data were taken from 
Davey (2004) and coastline data were taken from Antarctic Digital Database (1993). 
instruments (Figure 3.3). A Sea-Bird Electronics SBE-19 profiling CTD was used to 
measure the vertical structure of salinity and temperature to a depth of approximately 
250 m at Site A. These profiles were taken at 30 minute intervals for either 48 or 24-
hour periods. T:he timings of the monthly observations were chosen to coincide with 
different phases of McMurdo Sound's tidal cycle. The experiments were conducted 
once a month in the periods 10-12 April 2003, 13-15 May 2003, 17-19 June 2003, 13-15 
July 2003 , 17-19 August 2003 and 9-10 September 2003. 
Sea-Bird SBE-37 conductivity-temperature-depth (CTD) loggers were used for winter-
long salinity and temperature measurements at 30 minute intervals. They were de-
ployed at site B from 20 March until 9 May 2003 and at site A for the period 10 May 
until 12 September 2003. One instrument was constantly deployed at 50 m. The sec-
ond identical instrument was deployed at 10 m from 20 March to 23 May 2003, then 
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Figure 3.3: Internal wave processes can be captured using two different approaches: 
profilers give good vertical resolution over a short time frame while moorings provide 
a good temporal resolution at a particular depth. 
moved to 20 m due to platelet ice formation on the sensors. 
3.1.2 Summer 2004 
The properties of sea ice have been studied for several years in McMurdo Sound, but 
little is known about how the sea ice cover interacts with the physical oceanography 
of McMurdo Sound. Thus the aim of the study was to observe the ocean near, and 
within the sea ice-water boundary layer. The structure, and the fluxes of heat and 
salt through this layer were expected to be influenced by large-scale processes such as 
internal waves (Figure 3.4). 
The main aims of the summer programme were to measure the structure of the in-
ternal wave field, measure turbulence under sea ice and further document the temporal 
variability of McMurdo Sound. The measurements were carried out at a site located 
near the centre of the channel on the eastern side of McMurdo Sound at about 77°45.5'S, 
166°05.0'E; situated on approximately 4.5 m of thick multi-year sea-ice (Figure 3.2). 
The local water depth was roughly 615 m. 
Figure 3.5 shows the layout of the main study site. Here two holes were melted 
into the ice (1&2), about 25m apart; these were covered with two heated huts to keep 
them open for the duration of the measurements. To the north of the main site three 
moorings were deployed in a triangle formation (3&4a&4b). The first hole (3) was 
about 250 m from the main hole, the separation between each of the three mooring 
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Figure 3.4: Circulation in McMurdo Sound induces a flow under the sea ice. The 
velocity profile (a) under the sea ice (b) varies depending on how the turbulence (c) 
is distributed. This variability is also affected by internal waves (d) which in turn 
modifies the velocity structure, typically deeper in the water column (e). All this is 
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Figure 3.5: Layout of study sites, November 2004. Source: K131 Science Report. 
to freeze back in around the mooring string. For recovery of the instruments the holes 
were melted out again. 
Figure 3.6 shows the vertical arrangement of the moorings array and the other 
equipment. The southern most of the main holes (yellow - 1) was used for the continu-
ous deployment of a selection of two Acoustic Doppler Current Profilers (ADCP). The 
northern hole (red - 2) was used for short-term deployments of various instrumenta-
tions. The southern most mooring string (blue- 3) was heavily instrumented with two 
recording current meters (RCM), five thermistors (T) and two microcat temperature 
and conductivity recorders (CT), whereas the two other mooring strings (green - 4 a 
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Figure 3.6: Vertical arrangement of equipment deployment, November 2004. Shown 
are the sampled depths. Abbreviations are explained in the text. Source: K131 Science 
Report. 
and b) carried only one instrument each, a thermistor on one ( 4b) and a microcat on 
the other ( 4a), each at approximately 250 m. 
Prior to the mooring deployment hole two was used for a test CTD cast, which was 
deeper than the following 48 hour sequences to gain an idea about the stratification 
(Figure 3. 7). This profile allowed us to determine the best possible depth for deploy-
ment, namely the largest available density gradient. Some instruments, i.e. the 240m 
mooring triangle, were deployed at these depths while others were deployed at less op-
timal depths to allow the comparison with the winter data as well as the investigation 
of the much shallower boundary layer processes. 
The experiment design included a combination of equipment for the investigation 
of internal wave activity. The three moorings gave continuous recordings with high 
temporal resolution. This was combined with vertical profiles of the sea water salinity, 
temperature and density, using a conductivity-temperature-depth (CTD) profiler. Data 
collection was successful in general although some instruments failed. The relevant 
information is given in the successive chapters; additionally a detailed summary of the 
field work is presented in Appendix D. 
Measurements of salinity, temperature and depth were taken using a Seabird Elec-
tronics SBE-19 CTD (detailed instrument description is given in Appendix E) from 
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Figure 3.7: Temperature, salinity and potential density records down to 477 m as 
measured in 4 November 2004, 10:35:00 in McMurdo Sound, Antarctica. 
were collected in a series of three 48 hour experiments. The experiment times were 
chosen to capture the variation over two periods of low tidal variation, and one period 
of maximum tidal variation. During the first two experiments (9-11 November 2004 
and 15-17 November 2004) CTD casts were collected in half hour intervals. In the third 
experiment (19-21 November 2004) the collection of the CTD casts was alternated with 
the SCAMP microstructure profiler for the first 24 hours and a CTD measurement was 
taken approximately every 45 minutes. Over the last 24 hours the CTD profiles were 
taken at half an hour intervals again. Details of the CTD deployments are given in 
Appendix B. 
The triangle mooring layout was designed to allow the determination of both hor-
izontal components of the internal wave field. It was planned to use sensors at a 
common depth of 250 m. Mooring 1 was deployed at 77°45'22.65"S 166°04'31.64"E on 
4 November 2004 and retrieved on 21 November 2004. This mooring was instrumented 
with Richard Branker Research (RBR) TR 1050 thermistors at 5 m, 35 m, 200 m, 
250 m and 345 m, Aanderaa RCM 9 recording current meters at 30 m and 350 m and 
Seabird Electronics SBE-37 microcat temperature and conductivity loggers at 10 m 
and 50 m. All instruments except the thermistor at 250 m and the conductivity cells 
of the two microcats returned a full data set. The pressure sensors revealed that the 
microcat planned for a water depth of 10 m was actually at 7 m and the one at 50 m 
was at 52 m. The other instruments were deployed at the planned depths. 
Mooring 2 consisted of a single SBE-37 microcat at 250 m and was deployed at 
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77°44'58.74"8 166°03'52.98"E on 5 November 2004 and retrieved on 20 November 2004. 
Mooring 3 consisted of a single Seabird Electronics SBE-39 thermistor at 250 m. It 
was deployed at 77°45'18.30"8 166°04'31.68"E on 6 November and retrieved on 20 
November 2004. Both instruments returned a full data set. The pressure sensor of the 
microcat at mooring 2 showed that the instrument was operating at 240 m instead of 
the planned 250 m. The ropes were prepared the same way, thus it is very likely that 
the operating depth for the instruments of mooring 2 and 3 was 240 m. 
3.2 Data Preprocessing 
3.2.1 Error detection and data cleaning 
Errors in raw oceanographic data records happen occasionally due to malfunction, 
poor calibration and instrument noise; thus error identification and correction are an 
essential part of data pre-processing. Missing data points, clock and sensor drift over 
time and in polar regions platelet ice formation on the sensors are just a few examples 
of typical non-fatal instrument errors. 
All mooring and CTD data records were visually checked for instrumentation errors 
before analysis. The visual examination involved looking at the data as a time-series 
for the moorings and as a depth profile for the CTD casts. Values and patterns signifi-
cantly different from other data within the time-series or depth profile or that of other 
deployed instruments as well as from known physical constraints were identified. Unex-
pected time series (depth profiles) segments or whole profiles as well as single outliers 
were located. Individual outliers were corrected by either linearly interpolating between 
the neighbouring data points containing physically useful information or extrapolat-
ing. Segments of unexpected time series and depth profiles which were suspected of 
being "severely contaminated" and not useable were omitted from further analysis. A 
summary of detected data errors as well as data gaps is given in Appendix F. 
Moored thermistor and conductivity-temperature-depth (CTD) records (sampled 
at 2-minute intervals) were interpolated onto the 5-minute sampling times of the sur-
face tide and current meter measurements. This ensures a common time base for the 
comparison of the data and the calculation of spectra. 
3.2.2 Interpolation and averaging of CTD profiles 
Conductivity-temperature-depth (CTD) measurements consist of a downward and an 






3.2. DATA PREPROCESSING 
measurement. These were used to calculate the corresponding potential (relative to 
the surface) density profile (SEAMAT). Data were binned into 2 m for the winter 
experiments and into 1 m intervals for the summer data. For the November data the 
top 6 m were ignored as the meltwater from the ice hole had artificially lowered the 
salinity in the top part of the water column. To make further investigations consistent, 
the first 6 m of the winter measurements are likewise ignored. 
CTD casts were planned for every half hour over a period of 48 hours for each 
successive experiment over a common depth of 250 m for winter and 350 m for summer. 
Due to malfunctions, the impossibility of perfect timing, data download and exchanging 
batteries these plans were not always met (Appendix D). Thus to make the data equally 
spaced with 30 min intervals, the profiles of salinity (S), temperature (T) and potential 
density (D) were linearly interpolated to the desired times. The interpolation function 
cannot deal with missing data values, thus all profiles which were not full depth were 
ignored (Appendix F). For comparison within season, the averageS-, D- and T-profiles 
were calculated for every 48 (24) hours experiment by taking the time average at every 
depth. The CTD cast sequences for the period from April to August were run for 
48 hours while the last sequence in September was conducted for 24 hours only due 
to the end of the field work. These profiles are shown in Section 5.1 as well as in 
Appendix C.l. 
3.2.3 Mooring data 
The two microcats used in winter 2003 were set to record in half hour intervals. Due to 
various malfunctions, moving the instruments to another location and data download 
this was not always the case. Additionally there are some gaps in the data (Ap-
pendix F). Two different approaches were taken to preprocess the data and used 
according to their intended use: 
1. The recorded data timings were retained and data gaps were filled with results 
obtained using nearest neighbour interpolation. 
2. The data record was resampled to the originally intended half an hour intervals, 
and missing data points marked. 
Current data from the RCMs were pre-processed by NIWA to provide current speed 
and true direction. These data were transformed into north and east velocity compo-
nents. Variance ellipses of the two current time-series give information about the 
direction of the main flow variation (see Figure 3.8). The angle between the variance 
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Figure 3.8: Variance ellipses of the two current meters at 30 m and 350 m Mooring 1, 
November 2004. 
ellipse and the x-axis was used to rotate the current vectors into components along and 
across the main flow direction. 
3.2.4 Filtering 
Digital filtering is common in the preprocessing of digital oceanographic data. The 
aims of filtering can be quite different in nature, e.g., removal of signal fluctuations 
within certain frequency bands, alteration of signal phase and general smoothing. The 
isolation of signal variability within specific frequency bands requires filters with well-
designed frequency characteristics. Butterworth filters are one of the most commonly 
used digital filters in motion analysis . They are fast and simple to use. The filter is 
monotonically flat within the pass and stop-bands and has zero phase-shift. A cut-off 
frequency is chosen to remove high frequency oscillations (Emery and Thomson , 1998). 
These filters are frequency-based, thus the effect of filtering can be easily understood 
and predicted. All filtering of the data used in this thesis was done with a Butterworth 




3.3.1 Frequency Analysis 
Spectral analysis is a powerful tool in the description of internal wave fields, e.g. Plued-
demann (1992); Levine et al. (1997). Spectra partition the variance of a time-series as 
a function of frequency. The analysis requires the periodicity and the stationarity of 
the signal, whereas no assumptions have to be made about the frequency distribution 
of the wave field. This method aims to detect the dominant frequency bands of the in-
vestigated wave field as well as giving an impression about the general power-frequency 
distribution of the signal. 
The amplitude and phase of internal waves vary with time, thus they are non-
stationary. Therefore traditional time-series analysis tools such as harmonic and spec-
tral analysis are not ideal techniques to investigate internal waves (Emery and Thom-
son, 1998). Both methods assume the periodic components of the signal have either 
fixed or only slowly changing amplitudes and phase lags with respect to the record 
length. To solve this problem, the analysis length can be shortened until the assump-
tion of the signals being stationary is satisfied, i.e., the period of the shortened signal is 
stationary in relation to the much longer period of the whole data set. This procedure 
results in a loss of frequency resolution, which makes components of similar frequencies 
in the data indistinguishable. 
Two frequencies can just be resolved when 
~f = ]:__ 
T 






as stated by the Rayleigh criterion (Emery and Thomson, 1998, p. 439). Here Tis the 
total record length (h) and ~f is the angular frequency difference between constituents 
[o/hour]. 
Emery and Thomson (1998) point out that the Rayleigh criterion has to be consid-
ered a conservative measure of the resolution requirement for harmonic analysis. Munk 
and Hasselman (1964) note that time series of tidal heights often have a relatively high 
signal-to-noise ratio, leading to the suggestion that the traditional Rayleigh criterion 
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is incomplete. The modified Rayleigh criterion is given as 
with r = (signal level/noise level) 112 . 
1 
!:::::.f = rT (3.3) 
Goring and Pyne (2003) found that 0 1 and K 1 are the major diurnal tides and 
that M2 and S2 are the major semi-diurnal tidal constituents of the barotropic tide 
in McMurdo Sound. It is reasonable to expect these frequencies to be important 
in the spectrum of the internal wave signal. Applying the Rayleigh criterion to the 
angular frequency differences of the corresponding pairs shows that just resolving the 
two diurnal frequencies K1 and 0 1 requires an analysis length of 13.7 days and to well 
resolve these two constituents needs an analysis length of 20.5 days. Accordingly the 
necessary record lengths for the semi-diurnal frequencies S2 and M2 are 14.8 days and 
22.1 days, respectively. 
The record lengths of our moorings differ corresponding to the site at which which 
they were measured and the time the instruments took to adjust to the measuring 
environment (Appendix D). While some of the record lengths are sufficient to resolve 
the discussed constituents, the analysis of the whole data set at once may be affected 
by the change in internal wave phase due to stratification changes. Additionally, the 
statistical reliability of such an investigation would be relatively low as only one esti-
mate could be made within the duration. Therefore the aim of the performed spectral 
analysis is to resolve the general spectral distribution of the internal wave field. The 
separate constituents of the diurnal, semi-diurnal, ter-diurnal and quarter-diurnal fre-
quency bands cannot be expected to be resolved, but these bands will be represented as 
broad spectral peaks. Statistical significance and stationarity of the signal have been 
prioritised over resolution, thus the spectral analysis performed here uses the average 
from a number of relatively short analysis periods, which do not resolve the desired 
tidal constituents. 
Power spectral density for all of the data sets (temperature, salinity, density, verti-
cal displacement and currents) was calculated using the non-parametric estimation of 
Welch's averaged modified periodogram method (Emery and Thomson, 1998, p. 419) 
implemented with standard functions in the Matlab Signal Processing Toolbox (The 
Math Works, 1996). The signal is segmented into eight sections of equal lengths, each 
with 50% overlap. These are de-trended and then zero padded to lengths between 256 
and 2048 depending on the signal length. Each successive data set was filtered using 
a Hamming window to reduce spectral leakage and subsequent loss of spectral reso-









44 7). Welch's method calculates power spectral densities as the square of the Fourier 
coefficients of the time-series. The split of signals into shorter segments is a common 
approach to improve the statistical reliability of the results. In this case the major 
benefit was the improvement in relative stationarity of the internal wave signal. 
3.3.2 Harmonic analysis 
Harmonic analysis is a standard technique for the analysis of barotropic and baroclinic 
tides, e.g., Sharples et al. (2001), Goring and Pyne (2003). This method allows us to 
calculate amplitudes and phases for the signal related to predetermined frequencies. 
This method aims to detect the spatial and temporal variations in amplitude and phase 
of the internal tide, that cannot be separated by spectral analysis due to the limited 
resolution of spectra such as the major barotropic semi-diurnal frequencies Nh and S2 
as well as the major diurnal frequencies 0 1 and K1 (Goring and Pyne, 2003). 
Standard fourier and spectral analysis involves the computation of Fourier ampli-
tudes at equally spaced frequency intervals as integer multiples of the fundamental 
frequency. Therefore these techniques are not very useful when the analysis of data 
series in terms of predetermined frequencies is required. Harmonic analysis studies 
the representation of functions or signals as the superposition of basic waves, called 
harmonics; the method assumes that the variations can be represented by a finite num-
ber of harmonic terms (Pugh, 1996, p. 98). There are many more data points than 
frequencies of interest, leading to an overdetermind problem. The fit is made in a 
least-square sense. This technique is particularly useful because frequencies of interest 
can be chosen, for example, in the case of tidal motions the known tidal frequencies 
can be used. Equally important is that the determination of amplitudes and phases of 
as many frequencies as needed are possible using very short time-series. 
Tidal constituents were estimated using tidal analysis software implemented in Mat-
lab ( Vennell, 1999). The package harmonically analyses data for a user-defined number 
of astronomically forced frequencies depending on the length of the record. To check 
that the package was being implemented correctly, data previously processed by an-
other tidal analysis package was reanalysed using this code. Amplitudes and phases 
were generally identical to the independent analysis, thus giving confidence in the ac-
curacy and functionality of the code. 
3.3.3 Vertical displacement 
The calculation of vertical displacements of salinity (S), density (D) and in particular 
temperature (T) surfaces is a widely used technique in the studies of internal waves 
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(Levine et al., 1985, 1997). These displacements allow the comparison with surface 
displacements as well as the determination of wave attributes such as the amplitude. 
In addition the Garrett-Munk spectrum compares a generic energy level to these dis-
placements. Thus their calculation is essential. 
The vertical displacement of T, S and D surfaces is directly related to the existence 
of the corresponding vertical gradient. The larger the gradient, the larger the expected 
displacement. On the other hand, a mixed layer with gradients close to zero does not 
imply vertical displacements. The following equation is used for the calculation of the 
density displacements: 
d ( t) = j a P'm 1 (a P'cT v ) dt =? d ( t) = ~ j a P'm dt =? d ( t) = ~ p' at az c at c m (3.4) 
where c = apg~D is the mean density gradient of the vertical profile of density at a 
particular depth and P'm is the perturbation of the measured moored density data time-
series from their mean. The usage of specific values is specified in the corresponding 
sections. 
The equation given indicates the calculation of the vertical displacement of density 
surfaces. Similarly vertical displacements of salinity and temperature surfaces can be 
calculated. This was not done within the scope of this thesis as salinity is very similar 
to density and temperature gradients were too weak to allow the calculation. 
A few words about the accuracy of this method are required. This method is applied 
to time-series several days long and the gradient at this depth is most likely to change 
with time. However, this method assumes a constant gradient for the whole time. This 
is most likely not more than a good estimate, the same holds true for the mooring 







The two types of internal waves investigated in this thesis, internal tides and high 
frequency internal waves, can be captured using two different approaches: 1) time-series 
data obtained from moorings which provide a good temporal resolution, and 2) profiler 
data obtained from CTD cast sequences which provide a good vertical resolution. 
This chapter examines the basic results of the time-series data, while profiler results 
will be shown in Chapter 5. A general description of the barotropic, surface tides is 
given in Section 4.1 and the closely related currents are analysed in Section 4.2. The 
following two sections focus on the behaviour of internal tides. Section 4.3 describes 
their horizontal structure and its variation with season and depth, while Section 4.4 
outlines some of their main characteristics. Finally, Section 4.5 presents the main 
findings concerning higher frequency internal waves. 
4.1 Barotropic tides: general description 
Tides are caused by the gravitational pull of the moon and the sun. The tidal pattern 
is a complicated system highly dependent on local bathymetric conditions. Tides are 
characterised by the vertical rise and fall of the sea level at different frequencies as well 
as the associated currents. 
The tidal pattern measured at Scott Base in the period 2/11/2004- 24/11/2004 is 
representative of processes in McMurdo Sound (Figure 4.1), (Goring and Pyne, 2003). 
This sample is consistent with the results of Goring and Pyne (2003), who found that 
there is a period of 13.66 days between amplitudes being almost zero. The chosen time-
series is not long enough to allow a more detailed analysis of this fact as it captures 
only one cycle. 
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Figure 4.1: Surface tide Scott Base, Antarctica, 2.11.2004- 24.11.2004. Data supplied 
by NivVA, Wellington. 
The tides in McMurdo Sound are dominantly diurnal. This is not only obvious from 
Figure 4.1 but is also illustrated by the spectrum in Figure 4.2 which is dominated by 
the diurnal spectral peak with substantial semi-, ter- and quarter-diurnal components. 
The length of the time-series does not allow the separation of the diurnal frequency 
constituents (Goring and Pyne, 2003), but shows a single peak with all diurnal fre-
quencies instead. Despite the availability of longer records, this short sequence was 
chosen as an example for two reasons. First, it captures the time frame, in which the 
spring measurements were taken, and second, it is useful to point out what results can 
be expected from spectral analysis of the other time-series of similar length. 
4.2 Currents: general description 
Atmospheric tides cause barotropic currents which are uniform with depth. These in 
turn can interact with bottom topography which leads to non-uniform baroclinic tides 
which change their behaviour with depth. Thus the current velocities and directions 
at water depths of 30 m and 350 m were measured. A variance analysis was performed 
to find the dominant flow direction (Figure 3.8). At 30 m the positive flow direction 
was found to be 295° true and the positive flow direction at 350 m as 306° true. 
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Figure 4.2: Power Spectral Density of the surface tides at Scott Base, Antarctica, as 
shown in Figure 4.1. Dashed lines K1 , :iVb, X3 and X4 indicate the diurnal K1 , semi-
diurnal M2 , ter- and quarter-diurnal tidal frequencies, i.e. K 1 = 1.0023 cpd, M2 = 
1.9322 cpd, x3 = 3 cpd and x4 = 4 cpd. 
The oceanographic convention for current direction is used, i.e., directions refer to the 
direction toward which the flow is moving. 
In Figure 4.3 the flow along the major axis of both current meters is in the north-
west direction (positive numbers) or south-east (negative numbers). Therefore, the 
direction of flow across the major axis is in the north-east (positive) and south-west 
(negative) direction. Figure 4.3(c) shows the currents at 30 m. These currents are 
strongly periodic at the diurnal frequency but also have higher frequency oscillations. 
The currents along the main flow direction are slightly biased in the south-east direc-
tion, ranging between 18.6 em s-1 SE and 8.82 em s-1 NW, while the current speed 
across the main flow direction ranges between 15.27 em s-1 NE and 12.58 em s-1 SvV. 
The currents at 350m depth are shown in Figure 4.3(e). The deeper currents along 
the main flow direction are biased again in the south-east direction, ranging between 
26.18 em s-1 SE and 13.43 NvV. These velocities are significantly higher than the ones 
characterising the current at 30 m. The current velocities across the main flow di-
rection have similar characteristics at both depths, ranging between 15.07 em s-1 NE 
and 12.72 cms-1 SvV at 350m. Figures 4.3(b) and (d) show decimated time-series of 
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Figure 4.3: (a) Surface tide measurements, (b) current vector time-series for the current 
meter measurements at 30 m, indicating along and across main flow directions, (c) 
velocity along (blue, thin and dark) and across (red, thick and light) the main flow 
direction for the 30m instrument , (d) current vector time-series for the current meter 
measurements at 350 m, indicating along and across main flow directions, (e) velocity 
along (blue, thin and dark) and across (red, thick and light) main flow direction for 
the 350 m instrument. All measurements were taken in the period from 4/11 /2004 -
21/11/2004. 
current vectors from the near-surface and near-bottom current measurements, respec-
tively. Like Figures 4.3( c) and (e), these plots reveal diurnal variation throughout most 
of the examination period. Consistently, no diurnal signal seems to be apparent for 
both time-series between the gth and 13th of November. This is in agreement with very 
little tidal surface forcing (Figure 4.3(a)). Additionally, the comparison of the surface 
tide (Figure 4.3(a)) with the current meter velocities (Figures 4.3(b)-(e)) shows that 
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Figure 4.4: Progressive vector diagram for the current meter measurement at 30m (blue 
with red dots on the left) and 350 m (red with blue dots on the right) decomposed 
into their north-south and east-west components. The dots represent the beginning of 
the days in November 2004. The measurements were taken in the period 4/11/2004 to 
21/11/2004. 
variation, while the lowest current velocities are measured in the absence of a surface 
t ide. Low and high tides result in strong opposite flow directions. 
Progressive Vector Diagrams provide a powerful tool to confirm the above men-
tioned results and to obtain additional information. Progressive Vector Diagrams 
(PVDs) are generated by integration of current vectors at a fixed location over time. 
They appear as Lagrangian drift trajectories but should only be interpreted as such 
when there is no spatial current variability (Emery and Thomson , 1998). 
The PVD of the currents from the current meter t ime-series at 30 m and 350 m 
are shown in Figure 4.4. These were calculated from the north and east components 
of the currents. The mean current direction appears to be to the south-east for both 
instruments. The net velocity at depth seems to be about twice as large as the velocity 
further up the water column as indicated by the drift distances. An interesting feature 
of these trajectories is that on each day between 11th_ 19th of November the current 
is clearly changing its otherwise clear south-east trend to north-west, indicated by the 
hook-shaped feature in t he middle of these days. Figure 4.3( a) shows that these are 
related to the times of highest surface tide activity which is associated with largest 
velocit ies and flow direction inversions. This can be clearly seen in Figure 4.3(b) and 
(d). 
The PVD cannot be used to calculate exact drift differences, but the order of 
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Table 4.1: Averages, standard deviations, minima and maxima of daily drift velocities 
calculated from progressive vector diagram shown in Figure 4.4. 
30m 
350m 
average standard deviation minimum maximum 
(em s - 1) (em s - 1) (em s - 1) (em s - 1 ) 
4.5 2.1 0.5 9.9 
8.0 3.6 2.5 13.6 
magnitude of daily drift may be estimated by assuming that the measured currents 
are representative of the direction and magnitude of the currents at this location and 
time in McMurdo Sound. With this assumption and the relation d = J d~ast + d;outh' 
(deast: eastward flow component, dsouth: southward flow component), which indicates 
the drift differences within a certain time frame, daily drift distances for each calendar 
day in November 2004 were calculated. This was based on Figure 4.4. The currents at 
30m have a mean net velocity of 4.5 em s-1 SE while the deeper current's net velocity 
is about twice as fast with an average velocity of 8.0 cms-1 SE (Table 4.1). 
The velocity records seem to have a strong diurnal component (Figure 4.3). To ob-
jectively identify the dominant frequencies, the components along and across the main 
flow direction of the signals were Fourier-transformed separately. The corresponding 
power spectra of the four time-series are illustrated in Figure 4.5. Power spikes are 
evident at the diurnal, semi-diurnal, ter-diurnal and quarter-diurnal frequency bands 
and the spectral energy content follows this ranking. All spikes are sharp and narrow 
indicating a narrow range of frequencies within the bands. 
With the diurnal, semi-diurnal and ter-diurnal tidal frequencies dominating the 
spectra, these frequencies were more closely investigated. The investigated time-series 
are too short to separate the major tidal constituents within the frequency bands 
(Section 3.3.1). Thus the results of simple harmonic analysis provide information about 
approximate phase lags and amplitudes of the individual components. These were 
estimated by a least square fit of current data to the five most dominant frequencies 
in McMurdo Sound (Goring and Pyne, 2003) and derived amplitudes and phases are 
given in Table 4.2. For all analysed records the amplitudes of the diurnal components 
K1 and 0 1 are clearly dominating, with the amplitude of K1 being slightly larger. The 
amplitudes of the component along the main flow direction component are larger than 
the ones for the flow across. Overall, all tidal constituents except M2 have the largest 
amplitudes along the main flow direction at the deeper instrument. Which of the two 
semi-diurnal frequencies has the larger amplitude depends on the depths of the current. 
·while the M2 has larger amplitudes for the shallower current, the S2 component has 
larger amplitudes for the deeper record. The ter-diurnal component MK3 is very small 
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Figure 4.5: Power Spectral Densities of the current meter velocites along (red-lower 
spectrum) and across the main fiow direction (blue-upper spectrum) at 30m (left) and 
350m (right) water depth. The spectra across the main fiow spectra are increased by 
a factor of 100. Dashed lines K1 , M2 , X3 and X4 indicate the diurnal K1 (1.0023 cpd), 
semi-diurnal M2 (1.9322 cpd), ter-diurnal (3 cpd) and quarter-diurnal (4 cpd) tidal 
frequencies . The solid line gives the Coriolis parameter f. 
(2003). Thus the current are mainly caused by tidal forcing. 
The variation of phases and amplitudes with depth can be used to separate barotropic 
and baroclinic fiow components. For this separation the analysis of tidal ellipses is par-
ticularly useful as they allow the currents to be described by only one amplitude and 
phase. The tidal ellipses for the five dominant frequencies in McMurdo Sound have been 
calculated for the above discussed currents (Table 4.2 and Figure 4.6) using a MAT-
LAB script (Xu, 2002). The orientation of the diurnal ellipses are different for the 
two depths but consistent for the two constituents. The orientation of the semi-diurnal 
tidal ellipses is variable with depth and also dependent on the investigated constituent. 
The two currents are out of phase by 20° or 7° for the 0 1 or K 1 constituents, respec-
tively. This is accompanied by an amplitude change with depth of 0.55 em s-1 and 
1.04 em s-1, respectively. The phase differences for the semi-diurnal constituents are 
much greater. They are out of phase by 54° for the M2 tide and 49° for the S2 tide. 
This goes along with fairly large amplitude variations with depth of 1.40 em s-1 and 
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Table 4.2: Harmonic statistics of the rotated currents: Amplitudes and phase lags 
for the major diurnal, semi-diurnal and ter-diurnal constituents in McMurdo Sound, 
November 2004. The five tidal constituents were chosen after Goring and Pyne (2003) 
as the five dominating ones in McMurdo Sound. These frequencies were used for 
harmonic analysis and tidal ellipses of the currents shown in Figure 4.3. Phase lags 
are relative to the arbitrary start time of each mooring. These are the same, thus 
they can be compared between the two instruments. The tidal ellipse parameters were 
calculated for the north and east components of the originally measured currents. 
Harmonics Ellipse parameters 
Along main flow Across main flow 
direction direction 
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30 01 0.9295 3.92 273° 3.48 243° 114° 5.06 1.36 260° 
350 01 0.9295 5.30 290° 3.10 232° 123° 5.63 2.47 280° 
30 K1 1.0027 4.81 263° 3.80 240° 117° 6.01 1.18 254° 
350 K1 1.0027 6.70 268° 3.36 215° 125° 7.04 2.56 261° 
30 M2 1.9322 1.55 267° 1.09 215° 125° 1.73 0.78 253° 
350 M2 1.9322 0.09 320° 0.32 306° 69° 0.33 0.02 30T 
30 s2 2.0000 0.34 51° 1.01 89° 80° 1.05 -0.20 86° 
350 s2 2.0000 2.33 57° 1.91 20 109° 2.69 1.36 37° 
30 SK3 3.0027 0.11 117° 0.17 194° 79° 0.17 -0.11 186° 
350 SK3 3.0027 0.17 332° 0.17 263° 98° 0.20 0.14 298° 
1.64 em s- 1 . Baroclinic tides are characterised by the change of amplitude and phase 
with depth (Section 2.6). Thus, the strong variations of the semi-diurnal constituents 
in both amplitude and phase combined with the variation of the ellipse orientation 
seem to imply that there is a semi-diurnal baroclinic component within the observed 
currents. Baroclinic diurnal components are less obvious due to less variability in their 
constituents with depth and consistent ellipse orientation. The deployment of more 
current meters over the whole water column is necessary to confirm any trends in the 
occurrence of barotropic and baroclinic flow. 
4.3 Internal tides: Horizontal structure 
One aim of this thesis is to answer the question of how the internal tide activity changes 
with season and with depth. Thus, the data records and their corresponding spectra are 
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Figure 4.6: Tidal current ellipses for the diurnal constituents K1 and 0 1 , the semi-
diurnal constituents M2 and S2 and the ter-diurnal constituents SK3 . Arrows indicate 
rotation direction. Depth of measured currents are indicated within each panel. 
internal waves , the focus will be first on how temperature records change with season 
at a depth of 50 m within winter 2003 and spring 2004 (Section 4.3.1). These records 
provide the only possibility of comparing both field seasons as the salinity cell at 50 m 
failed during November 2004. Second, the variation of density time-series with season 
at 50 m will be investigated for the winter data records only (Section 4.3.2). vVhenever 
variation with season is presented in the following text, the focus is on how data change 
from month to month as the year proceeds and not from season to season such as spring 
or winter. Finally, the variation of temperature records in November 2004 with depth 
will be presented in Section 4.3.3. 
4.3.1 Temperature at 50 m water depth: Variation with sea-
son 
To allow a comparison with the 48 hour CTD cast sequences, moored temperatures 
from ten days before midnight of the first day of CTD measurements until ten days 
after midnight of the last measurement day were used for the temperature time-series 
at 50 m (Figure 4. 7). Data was not always available because of gaps in the moored 
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Figure 4.7: Temperature measurements at 50 m depth for summer and winter data, 
April covering the period from 31/03 - 23/04/2003, May from 09/05 - 01/06/2003, 
June from 27/05 - 19/06/2003, July from 03/07 - 26/07/2003, August from 07/08 -
30/08/2003 and November from 05/11- 21/11/2004. Months are indicated above each 
panel. Note the different temperature scale in April. 
thermistor data during winter. It was desirable to avoid these gaps by adapting the 
time-series data to allow more reliable spectral analysis (Appendix I). The temperature 
time-series were shifted forwards or backwards in time, depending on which direction 
resulted in a smaller shift to obtain a continuous time-series during the chosen period. 
This resulted in the May data covering sixteen days before and four days after the CTD 
cast sequence; for the June time-series the twenty days before the CTD experiment had 
to be used. For all other months, ten days before and ten days after the sequences 
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Table 4.3: Averages, minima, maxima and ranges for the temperature measurements 
at 50 m, winter 2003 and summer 2004. The average of the time-series has been taken 
over a period of 22 days while the CTD average was only taken over a period of 2 days. 
TEemperature April 03 May 03 June 03 July 03 August 03 November 04 
mean (° C) -1.873 -1.911 -1.914 -1.922 -1.921 -1.919 
minimum (° C) -1.955 -1.948 -1.932 -1.940 -1.939 -1.967 
maximum (° C) -1.644 -1.881 -1.902 -1.909 -1.911 -1.902 
difference (° C) 0.311 0.067 0.030 0.031 0.028 0.065 
average CTD5om (° C) -1.90 -1.90 -1.92 -1.92 -1.92 -1.92 
were used, giving a total period of twenty-two days for each month. 
The temperature time-series show some variation during the year (Figure 4.7, Ta-
ble 4.3). April has by far the highest average temperature at -1.873°C, while the 
other months fall around a temperature of -1.92°C. Other important facts revealed by 
Table 4.3 is the variation in the differences between minimum and maximum temper-
atures. April displays the largest difference of 0.311 oc, which is mainly due to a short 
period (03/04-07 /04/2003) of high temperatures, including the maximum of -1.644°C. 
The rest of the April time-series is fairly uniform. May has the second largest differ-
ence, 0.067°C (maximum: -1.881°C and minimum: -1.948°C), which is significantly 
smaller than April. The period of 15/05-19/05/2003 is characterised by a sharp drop in 
temperature, reaching the month's minimum of -1.948°C, while the rest of the month 
does not show a lot of variation. The time-series for June, July and August are very 
similar with a small difference of around 0.03°C and similar minima and maxima. The 
November 2004 profile covers a range of temperatures that resembles the May time-
series. This range is mainly the result from a sharp drop in temperature between 09/11 
- 10/11/2004, reaching a minimum of -1.967°C. 
The comparison of the mean temperatures of the time-series and the 48-hour CTD 
cast sequences of the successive months and depths (50 m) (Table 4.3) shows that the 
values for May, June, July and August 2003 as well as November 2004 are very similar 
for the two instruments despite the different averaging intervals. However, the April 
temperature record is characterised by a large difference. The mean of the moored 
record is -1.873°C, while the CTD average suggests water that is ~0.3°C colder. 
This may be due to a combination of two different facts: first, April has the largest 
temperature variations and second, the averages are taken over two very different time 
intervals. The CTD cast sequences covered only two days while the time-series were 
averaged over 22 days. This had less effect on the latter months as the temperature 
was less variable. 
For the following investigation of baroclinic tides, it is of interest to know whether 
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Figure 4.8: Spectra for temperature measurements at 50 m depth as shown in Fig-
ure 4.7. Each spectrum is based on a 22 days long time-series. Dashed lines K1 , M2 , 
X3 and X4 indicate the diurnal K1 (1.0023 cpd), semi-diurnal M2 (1.9322 cpd), ter-
diurnal (3 cpd) and quarter-diurnal ( 4 cpd) tidal frequencies. The solid line gives the 
Coriolis parameter f. Months are indicated above each panel. 
the temperature power spectra reveal any dominant frequencies that are characteristic 
for the tidal constituents, in particular the diurnal and semi-diurnal ones. Figure 4.8 
shows the temperature spectra for the five winter months and the spring time-series 
recorded one year later. 
Apart from April and August, no tidally driven components appear in the spectra. 
There are a couple of smaller peaks at frequencies that cannot be explained by tidal 
forcing. None of the observed peaks are dominating the spectra. The consideration of 
their confidence intervals may give an indication of their significance (Figure 4.9). The 
broad diurnal peak in August is well validated while the significance of the two much 
narrower peaks at the diurnal and semi-diurnal frequency bands in April is less reliable. 
Two approaches to determine the significance of energy peaks can be taken. Besides the 
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Figure 4.9: Confidence intervals for the spectra of temperature measurements at 50 m 
depth as shown in Figure 4.8. Each spectrum is based on a 22 days long time-series. 
Dashed lines K1 , l\lh, X3 and X4 indicate the diurnal K1 (1.0023 cpd) , semi-diurnal l\112 
(1.9322 cpd) , ter-diurnal (3 cpd) and quarter-diurnal ( 4 cpd) t idal frequencies. The 
solid line gives the Coriolis parameter f. Months are indicated above each panel. 
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Figure 4.10: Semilog plot of the spectral energies in the diurnal (red-circle), semi-
diurnal (blue-asterisk) , ter-diurnal (green-diamond) and quarter-diurnal (black-cross) 
tidal frequency bands as well as their average (magenta-star) for the temperature spec-
tra shown in Figure 4.8. Bars show confidence intervals of the spectral energies (com-
pare Appendix I). 
the tidal frequency bands can be quantitatively be described. The area underneath 
the peaks (Power Spectral Densities) was calculated using the trapezoidal method of 
numerical integration. For the calculation all frequencies between 0. 75 and 1.31 cpd, 
1. 77 and 2.33 cpd, 2. 71 and 3.27 cpd, 3. 7 4 and 4.30 cpd for the diurnal, semi-diurnal, 
ter-diurnal and quarter-diurnal bands, respectively, were considered. This choice does 
not appear naturally. The available frequencies are evenly distributed, but do not 
necessarily contain the frequencies corresponding to 1, 2, 3 and 4 cpd. Thus the 
frequency nearest to these numbers were chosen and all frequencies considered that are 
three units to the left and three units to the right from the closest frequency value. 
For the calculation of the the power spectral density mean all frequencies between 0. 75 
and 4.30 cpd were used. This choice was made in a similar way, frequencies closest 
to 1 and 4 cpd and three units to the left and to the right were investigated. For the 
November record slightly different frequency bands had to be chosen (Appendix I). 
The distribution of the Power Spectral Densities is shown in Figure 4.10 and three 
main trends should be pointed out . First , the energy in the April spectrum clearly 
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Table 4.4: Averages, minima, maxima and ranges for the density O"t measurements at 
50 m, winter 2003. The average of the time-series has been taken over a period of 22 
days while the CTD average was only taken over a period of 2 days. 
Density April 03 May 03 June 03 July 03 
mean (kgm-3) 27.61 27.78 27.83 27.87 
minimum (kgm-3 ) 27.55 27.72 27.79 27.85 
maximum (kgm-3 ) 27.72 27.86 27.88 27.91 
difference (kg m-3 ) 0.17 0.14 0.09 0.06 







is largest for all months. Although the semi-diurnal frequency band has the second 
most energy for all months but May, clear trends do not exist for the higher frequency 
components. Third, the energy content decreases as the year proceeds. November does 
not follow this trend which may be due to the different years in which the two field 
seasons took place. Details about the energy distribution are presented in Appendix I. 
4.3.2 Density at 50 m water depth: Variation with season 
The potential density O"t time-series shown in Figure 4.11 allow the investigation of 
the seasonal change of internal wave processes during winter 2003 at a water depth of 
50 m. The time-series show various trends as the year proceeds (see Figure 4.11 and 
Table 4.4). One aspect is the increasing mean of potential density. April has by far the 
lowest value with 27.61 kgm-3 . The rise between April and May is high, increasing to 
an average O"t of 27.78 kgm-3 in May, while the rest of the winter gains approximately 
0.04 kgm-3 in average density (compare Table 4.4) per month. The range between 
maximum and minimum O"t has the opposite trend, falling off with season. While April 
has a range of 0.17 kg m-3 , it has decreased to 0.05 kg m-3 in August. 
The data record of the 50 m microcat in April shows fairly uniform density with 
little variations until the 8th of April when it exhibits an increase that continues through 
the remainder of the record; this time-series also shows variability, in particular local 
maxima around the 13th and 14th of April. On the 13th of April the record shows its 
overall maximum of 27.72 kgm-3 . The May profile shows similar characteristics. The 
O"t time-series in May undergoes small variations with relatively small density values 
within the first part of the record, including its minimum of 27.72 kgm-3 on the 17th 
of May. The 21st of May shows a sudden sharp rise in potential density, resulting in 
a local maximum around the 22nd and 23rd of May. The record drops slightly down 
after this maximum before starting its slightly increasing trend with small variations, 
leading to the overall maximum of 27.86 kgm-3 in the 3Pt of May. The June profile 
starts off with its minimum of 27.79 kg m - 3 on the 27th of May, slightly increasing with 
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Figure 4.11: Density measurements at 50 m depth for winter data, April covering the 
period from 31/03- 23/04/2003 (±10 days from first CTD survey), May from 09/05-
01/06/2003 (+16/-4 days from second CTD survey), June from 27/05- 19/06/2003 
( -20 days from third CTD survey), July from 03/07 - 26/07/2003 (±10 days from 
fourth CTD survey), August from 07/08 - 30/08/2003 (±10 days from fifth CTD 
survey). Months are indicated above each panel. Note the different O"t axis in April. 
time and exhibits three broad peaks between the pt and 2nd of June, 5th and 7th of 
June as well as the 14th of June, where it has its maximum of 27.88 kgm----3 . The July 
time-series starts off with a maximum lasting for about 2 days before it sharply drops 
down to its minimum of 27.85 kg m----3 on the 6th of June. From here it is continuously 
increasing until approximately the 13th of July. It then continues with fairly uniform 
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Figure 4.12: Spectra for density a-t measurements at 50 m depth as shown in Fig-
ure 4.11. Each spectrum is based on a 22 days long time-series. Dashed lines K1 , 
M2 , X3 and X4 indicate the diurnal K1 (1.0023 cpd), semi-diurnal N/2 (1.9322 cpd), 
ter-diurnal (3 cpd) and quarter-diurnal ( 4 cpd) tidal frequencies. The solid line gives 
the Coriolis parameter f. Months are indicated above each panel. 
July, including the maximum of 27.91 kg m-3 . Finally, August has moderate variations 
for the first days of the time-series. Around the 19th of August the potential density 
increases sharply, showing its maximum of 27.95 kg m-3 ; these large o-t values last for 
about 2 days, before dropping again. The record shows fairly large variations for the 
rest of the time, with an overall slightly increasing trend. 
The comparison of the 22 day averages of potential density calculated from the 
time-series and the corresponding 2 day averages of the CTD profiles reveals that they 
agree overall although small deviations between the instruments exist (Table 4.4). 
To investigate the frequency distribution of the time-series, spectral analysis was 
carried out (Figure 4.12). Clear power peaks at the diurnal frequency exist in all 
spectra but May, and they are most distinct in July and August. Small, less energetic 
power peaks at the semi-diurnal frequency appear in April's and August's spectra. The 
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higher frequency ter-diurnal and quarter-diurnal frequency bands only exhibit peaks 
within the August spectrum. In addition, smaller energy peaks at random frequencies 
that cannot be explained by tidal forcing appear within all spectra. 
The investigation of the confidence intervals for the spectra gives an indication 
about the significance of the observed power peaks (Figure 4.13). These show that 
the significance of all peaks in August and the diurnal peak in July is high while 
the other peaks are less significant. However, as discussed in the previous section 
the calculation of the areas underneath the peaks is another tool of investigating the 
relative importance of the tidal frequency bands. The same intervals as were used for 
the temperature records were chosen and results are shown in Figure 4.14. Some of the 
features are in agreement with the ones observed for the temperature time-series while 
other trends differ from the previous observations. April again has most energy in all 
components. In addition, all spectra but April are dominated by the diurnal frequency 
band followed by the second most energy in the semi-diurnal band. The distribution 
of the two remaining frequency bands are different for all months. In contrast to 
the temperature measurements the energy content of the potential density does not 
decrease throughout the winter. A decreasing trend appears within the months of 
April, June, July and August while May and the higher frequency bands in July form 
unexpected exceptions to this behaviour. 
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Figure 4.13: Confidence intervals for the spectra of temperature measurements at 50 m 
depth as shown in Figure 4.12. Each spectrum is based on a 22 days long time-series. 
Dashed lines K1 , M2 , X3 and X4 indicate the diurnal K1 (1.0023 cpd) , semi-diurnal M2 
(1.9322 cpd) , ter-diurnal (3 cpd) and quarter-diurnal ( 4 cpd) tidal frequencies. The 
solid line gives the Coriolis parameter f. Months are indicated above each panel. 
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Figure 4.14: Semilog plot of the spectral energies in the diurnal (red-circle), semi-
diurnal (blue-asterisk), ter-diurnal (green-diamond) and quarter-diurnal (black-cross) 
tidal frequency bands as well as their average (magenta-star) for the density spectra 
shown in Figure 4.8. Bars show confidence intervals of the spectral energies (compare 
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Table 4.5: Averages, minima, maxima and ranges for the temperature measurements 
at various depths, November 2004. The average of the time-series has been taken over 
a period of 22 clays while the CTD average was only taken over a period of 2 clays. 
Temp. 5 m 7 m 35m 51 m 200m 240m 345m 
mean (0 C) -1.907 -1.920 -1.917 -1.919 -1.927 -1.927 -1.919 
minimum (°C) -1.922 -1.914 -1.964 -1.967 -1.973 -1.960 -1.930 
maximum (0 C) -1.902 -1.911 -1.901 -1.902 -1.905 -1.913 -1.911 
difference (°C) 0.020 0.003 0.063 0.065 0.068 0.047 0.019 
average CTDxm (°C) -1.92 -1.92 -1.92 -1.93 -1.93 -1.91 
4.3.3 Temperature at various depths: Variation with depth 
During the 2004 field season moored temperature measurements were taken at various 
depths throughout the water column. This provides the opportunity to investigate the 
vertical variation of the internal wave field. The temperature time-series taken at seven 
depths, 5 m, 7 m, 35 m, 51 m, 200 m, 240 m and 345 m for the period 05/11/2004-
21/11/2004 are shown in Figure 4.15. The data records illustrate that the temperature 
time-series run through some variation with depth. Table 4.5 summarises the most 
important information for the change with depth. 
Overall, the thermistor at 7 m water depth shows by far the lowest variation 
of 0.003°C (minimum -1.914°C, maximum -1.911 ac). The time-series displays al-
most constant values throughout the whole record, one exception is a temperature rise 
around the 18th of November. The shallowest and the deepest of our thermistors, at 
5 m and 345 m, respectively show approximately the same variation within the record 
with 0.020°C and 0.019 oc, respectively. An important difference between them is 
that the deeper water column is on average about 0.01 oc colder than the upper water 
column. The striking features of the 5 m time-series are a sharp drop in temperature 
around the 13th of November, which lasts for about two clays and a sharp temperature 
rise, lasting for about 1 clay around the 18th of November (maximum of the record: 
-1.902°C). This coincides with the temperature rise observed at 7 m. Finally, the last 
two clays around the 20th of November show another sharp drop in temperature. The 
temperature profile at 345 m has no remarkable features. It seems to have a constant 
degree of variation within the signal. 
At 35m and 51 mall features such as the mean, minimum and maximum temper-
ature as well as the general behaviour of the data records are very similar. They have 
differences of 0.063°C and 0.065°C. The means of -1.917°C and -1.919°C, respec-
tively, are also nearly the same. Both data sets begin with a period, where a constant, 
relatively small variability characterises the signal, before a sharp drop appears about 
the 9th of November. This is a striking feature of both records. These low tempera-
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Figure 4.15: Temperature time-series at 5 m, 7 m, 35m, 51 m, 200m, 240m, and 345m, 
November 2004; 240m covering the period from 06/11/2004, 12:20- 20/11/2004, 01:40, 
while the other depths have been recorded between 05/11/2004 - 21/11/2004, 14:30. 
Depth are shown above each panel. Note the different temperature scale for the 5 m 
and 7 m records. Depths are indicated above each panel. 
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tures include the overall minima of -1.964°C and -1.967°C, respectively, and last for 
around one day. Another sharp drop although less pronounced occurs on the 13th of 
November. Both records have their maxima of -1.901°C and -1.902°C, respectively, 
on the 18th of November. This temperature increase agrees with the observations at the 
shallower thermistors. Very low temperatures characterise the last day of the signals 
around the 20th of November. 
Although the overall variability of the thermistor records at 200 m and 240 m are 
quite different, the general behaviour of the records is quite similar and some of their 
features even resemble the ones seen in the 35m and 51 m records. Both records have 
exactly the same average temperature of -1.927°C. Both profiles have three sharp 
drops in temperature. These drops appear on the gth, 13th and 20th of November. The 
first and last one are consistent with the observed strong temperature decreases at 
35 m and 51 m. Although the peaks in the 13th of November are less distinct on the 
35m and 51m record than in the 200m and 240m signal they are also observable. The 
event on the 13th and 20th of November can also be observed in the shallowest record 
at 5 m water depth. Thus three cold water plumes seem to have convected through the 
upper part of the water column. Why these events cannot be seen in the 7 m record 
remains unclear at this stage but it may be explainable with a less accurate instrument 
resolution of the moored CT, which was used at 7 m compared to thermistors at the 
other investigated depths. 
The comparison of the mean temperatures of the 22-day average with the tempera-
tures of the 2-day average of the CTD profiles at the corresponding depths shows that 
the values are consistent within the accuracy of the instruments. 
Spectral analysis gives valuable information about the distribution of the frequencies 
involved in the variability of the temperature records (Figure 4.16). The peaks at 
tidal frequencies will be further investigated. While only the deepest record shows a 
clear spectral peak at the diurnal frequency, a few smaller peaks exist at frequencies 
unexplainable by tidal forcing. The confidence intervals of the spectra (Figure 4.1 7) 
confirm the significance of the diurnal peak. 
For the calculation of the areas underneath the peaks the same approach as before 
has been taken but other limits for the corresponding bands have been used (Ap-
pendix I). For the calculation, all frequencies between 0.6 cpd and 1.4 cpd, 1.5 cpd 
and 2.4 cpd, 2.5 cpd and 3.4 cpd and finally 3.5 cpd and 4.4 cpd, respectively, were 
taken into account; while the average power spectral densities were estimated using all 
tidal frequencies between 0.6 cpd and 4.4 cpd. The choice of these bounds is slightly 
different from the time-series at 50 m because of the different sampling interval. 
The energy distribution (Figure 4.18) reveals that the deeper thermistors ( 35 m-
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Figure 4.16: Spectra for temperature measurements at various depths (November 
20034) as shown in Figure 4.15. All spectra are based on an approximately 16 days long 
time-series, except the record at 240m deep, which is only 13 days long. Dashed lines 
K1, M2, Xs and X4 indicate the diurnal K1 (1.0023 cpd), semi-diurnal M2 (1.9322 cpd), 
ter-diurnal (3 cpd) and quarter-diurnal ( 4 cpd) tidal frequencies. The solid line gives 
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Figure 4.17: Confidence intervals for the temperature spectra shown in Figure 4.16 
(November 2004). All spectra are based on an approximately 16 days long time-series, 
except the record at 240 m deep, which is only 13 days long. Dashed lines K1 , M2 , X3 
and X4 indicate the diurnal K1 (1.0023 cpd), semi-diurnal M2 (1.9322 cpd), ter-diurnal 
(3 cpd) and quarter-diurnal ( 4 cpd) tidal frequencies. The solid line gives the Coriolis 
parameter f. Depths are indicated above each panel. 
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Figure 4.18: Semilog plot of the spectral energies in the diurnal (red-circle) , semi-
diurnal (blue-asterisk), ter-diurnal (green-diamond) and quarter-diurnal (black-cross) 
tidal frequency bands as well as their average (magenta-star) for the temperature spec-
tra shown in Figure 4.16. Bars show confidence intervals of the spectral energies (com-
pare Appendix I). 
345m) have significantly more energy than the shallowest thermistors at 5 m and 7 m. 
This is probably because the shallower instruments recorded in the mixed layer. The 
energy content within the mid-water column is constant with depth, while the deepest 
thermistor has approximately one order of magnitude less energy. In agreement with 
the observations during winter, the diurnal band dominates the spectra, followed by the 
semi-diurnal band. The ranking of higher frequency tidal bands is less clear although 
the ter-diurnal band seems to be slightly dominant over the quarter-diurnal frequency 
band. 
4.4 Internal tides: Wave attributes 
The investigation of wave attributes such as amplitudes makes it desirable to convert 
the observed time-series into vertical displacement measured in metres. Density varia-
tions represent internal wave processes better than changes in temperatures. Thus a-t 
time-series should be chosen for this conversion. The five month a-t time-series recorded 
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November 2004, Microcat at 240 m 
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Figure 4.19: Temperature, salinity, potential density and vertical displacement time-
series as measured at mooring 2, 240m water depth, as measured between 05/11/2004 
- 20/11/2004. The vertical displacement is filtered with a 5th order Butterworth filter 
to remove the high frequency oscillations with a period smaller than three hours. 
for the calculation. They have been recorded in or close to the mixed layer where the 
density gradient is very small or does not exist. This prevents the calculation (Sec-
tion 3.3.3). Only one data set of salinity and temperature is available in November 
2004 due to the failure of the other instruments (Section 3.1.2). O"t was derived from 
the salinity and temperature measurements at 240 m at mooring 2. For these data 
the conversion into vertical displacement was possible as the density gradient was large 
enough ( 2. 61 x 10-4 kg m - 4 ) to allow the calculation. This calculation was done using 
the method introduced in Section 3.3.3. For parameter c, the average profile of po-
tential density of the three measured 48 hour cast sequences was determined and the 
vertical density gradient calculated. For further analysis, c is assumed to be constant 
at 240m and has a value of 2.61 x 10-4 kgm-4 . The mean of the O"t time-series was 
calculated (27.88 kg m-3 ), and subtracted from the measured potential density data 
record to give P'm· 
Density depends strongly on salinity, thus the time-series of salinity and potential 
density are very similar (Figure 4.19), while the temperature record seems to be only 
loosely coupled to the density dynamics. All three records do not show any striking fea-
tures which are worth mentioning. The records have a mean of 27.88 kg m - 3 , 34.63 psu 
and -1.92°C, respectively (Table 4.6). Due to the calculation method for the vertical 
displacement (Section 3.3.3) this time-series shows the same behaviour as the density 
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Table 4.6: Averages, minima and maxima of the data records of temperature, salinity 
and potential density, 240m, November 2004. 
November 2004 Temperature (0 C) Salinity (psu) Potential density O"t (kg m 3) 
















































Figure 4.20: Power spectral density of salinity, density, temperature, displacement of 
the 240 m microcat at mooring 2 and for comparison of the surface tide at Scott Base. 
Time-series are marked next to each spectrum. Surface tide and displacement are 
correctly scaled whereas the temperature, salinity and the density spectra are scaled 
by 102 , 104 and 106 , respectively. Dashed lines K1 , M2 , X3 and X4 indicate the diurnal 
K1 (1.0023 cpd), semi-diurnal M2 (1.9322 cpd), ter-diurnal (3 cpd) and quarter-diurnal 
( 4 cpd) tidal frequencies. The solid line gives the Coriolis parameter f. 
and salinity records. 
Figure 4.20 shows the power spectral densities of salinity, density and temperature 
of the microcat at 240 m from November 2004 and in addition they are compared 
to the surface tide spectrum. While the surface tide has clear peaks at all tidal fre-
quency bands, and is dominated by the diurnal peak (Section 4.1), the similar shaped 
salinity, density and displacement spectra are dominated by a spectral peak within 
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diurnal frequency, while still less energy is contained in the ter-, and quarter-diurnal 
frequencies. Although the temperature spectrum shows small energy peaks within all 
four investigated tidal frequency ranges, overall the spectrum has its own independent 
dynamics. 
The spectral energies of the surface tide and the vertical displacement are directly 
comparable, therefore only these time-series will be used for further analysis. It emerges 
that the internal vertical displacement has significantly more energy than the surface 
tide, this is by a magnitude of about 104 . This implies that the observed internal tide 
has a much larger amplitude than the corresponding surface tide. This will be further 
investigated in Section 6.3.4. 
4.5 Internal waves: High frequency 
The Garrett-Munk spectrum describing a universal energy level of internal waves in 
the ocean was given in equation (2.26) as 
It has a log-log slope of -2. The applicability of the model is limited to freely prop-
agating waves in deep water, i.e. f < w < N, away from sharp topography features 
and the coast. Therefore, the values of Nand f influence the results. Since f depends 
only on latitude, it is fixed at a value of 2.27 x 10-5 Hz (1.96 cpd) for our study site 
in McMurdo Sound. The correct choice of the buoyancy frequency N is more compli-
cated as N changes with time and depth. The problem will be addressed by defining 
different upper limits of the range in which waves are freely propagating. The largest 
observed buoyancy frequency in April had an average value of 3.15 x 10-3 Hz (272 cpd) 
(Table 5.1). This buoyancy frequency may seem large compared to the observations of 
the other months. However, it is characteristic for a very weak stratification as typi-
cal buoyancy frequencies in the subtropical pycnocline can reach values of more than 
7.5 x 10-3 Hz (645 cpd) (Pickard and Emery, 1990). 
The generic slope of -2 of the G M spectrum is only one of two slopes of inter-
est when studying higher frequency internal wave oscillations. The second one is 
Kolgomoroff's K-5/ 3 law for turbulence (Kolmogoroff, 1941c) with a generic slope 
of -5/3 ~ -1.67. The best-fit lines and their corresponding slopes were calculated 
for all spectra that have been presented in this thesis. The slopes were calculated 
between f and N using two different values of N, Nlocal and Nmax· N max represents 
the maximum buoyancy frequency of the average profile of the corresponding months. 
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Table 4.7: Log-log slopes for all temperature spectra at various depth, November 2004. 
5m 7m 35m 51 m 200m 240m 345m 
Nlocal - 4.7 X 10 4 6.6 X 10 4 1.5 X 10 3 1.5 X 10 3 1.6 X 10 3 
(Hz, cpd) 40 57 129 131 142 
Nmax 1.8 X 10-3 1.8 X 10-3 1.8 X 10-3 1.8 X 10-3 1.8 X 10-3 1.8 X 10-3 1.8 X 10-3 
(Hz, cpd) 152 152 152 152 152 152 152 
f 2.3 X 10-5 2.3 X 10-5 2.3 X 10-5 2.3 X 10-5 2.3 X 10-5 2.3 X 10-5 2.3 X 10-5 
(Hz, cpd) 1.96 1.96 1.96 1.96 1.96 1.96 
slope -2.59 -1.95 -1.78 -2.00 
f ----+ Nlocal 
slope -1.30 -0.78 -1.50 -1.86 -1.68 -1.97 
f----+ Nmax 
N1ocal is the value of the average profiles at the investigated depth. Some buoyancy 
frequencies are not available which is due to N 2 being negative and very small due to 
mixing events within the water column. 
The frequency range represented in all spectra is always limited by half the Nyquist 
frequency, which is related to the sampling interval. For the November data, records 
were sampled at five minute intervals. This results in an available frequency range 
between 0 and 144 cpd. The winter time-series were sampled at half an hour intervals, 
so had a range between 0 and 24 cpd. The limited range of frequencies in winter 
rendered it difficult to calculate most of the desired slopes as N was larger than the 
maximum available frequency. Thus the spectral slopes between f and all available 
higher frequency data were calculated. 
The spectrum of the internal vertical displacement at 240 m serves as an example 
for the comparison of the data with these two important concepts. The comparison 
of the Garrett-M unk spectrum and the spectrum of the internal vertical displacement 
(Figure 4.21) shows that the latter has more energy. Calculating the means of the power 
spectral densities between f and N 1ocal gives 0.9104 m2 cpd-1 and 0.2199 m2 cpd-1 for 
the displacement and GM, respectively. The relation of these two numbers reveals 
that the displacement's spectrum has approximately four times the energy of the GM 
prediction. Additionally shown are the best fit lines between given f and two buoyancy 
frequencies, Nlocal and N max· In this case the effect of local variation for N1ocal was 
minimised by computing the mean N of the local depth of 240 m ±50 m. Its calculated 
value is 1.53 x 10-3 Hz (132 cpd). Nmax has a value of 1.76 x 10-3 Hz (152 cpd). The 
best-fit lines give log-log slopes of -2.07 and -2.11, respectively, for Nmax and Nzocal· 
Thus both slopes are steeper than the two generic slopes of -2 and -1.67. 
The slopes for the temperature time-series at various depths measured in November 
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Figure 4.21: Power spectrum of the vertical displacement at 240m, mooring 2, Novem-
ber 2004. The GM spectrum for vertical displacement was calculated using the local 
buoyancy frequency ( -.. -), the solid line marks the best fit line between the inertial 
frequency f and the local buoyancy frequency Nlocal, the dashed line is the best fit 
between f and Nmax· The solid black lines indicate the Coriolis (inertial) frequency f, 
the local buoyancy frequency Nlocal and Nmax at 240m. 
parameter f and the local buoyancy frequency N was not possible for the two upper 
depths at 5 m and 7 m. For the deeper thermistors the spectral slopes between f and 
N tocat vary between - 1.78 at 200 m and - 2.59 at 35 m. The spectral slopes between 
the Coriolis parameter f and the maximum buoyancy frequency N max (1.76 x 10-3 Hz; 
152 cpd) could not be calculated as the frequency range is limited by 144 cpd. Therefore 
the slopes between f and all higher frequency data were calculated. These slopes cover 
a much larger range than the previously discussed results for the frequencies between 
f and Ntocal· The instrument at 7 m has the least steepest slope with a value of 
- 0. 78, while the deepest instrument at 345 m is characterised by the steepest slope 
of -2.15. The slopes of the temperature and potential density time-series measured 
at 50 mare given in Tables 4.8. and 4.9 These range between - 0.94 (May/June) and 
- 1.30 (April) for the density spectra and between -1.05 (July) and - 1.56 (May) for the 
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Table 4.8: Log-log slopes for all density spectra, winter data, 2003. 
April May June July August 
Nlocal 2.14 X 10 3 3.71 X 10 3 3.14 X 10 3 7.66 X 10 4 2.46 X 10 3 
(Hz, cpd) 185 321 271 66 213 
Nmax 4.93 X 10-3 5.58 X 10-3 3.27 X 10-3 2.05 X 10-3 3.00 X 10-3 
(Hz, cpd) 426 482 283 177 259 
f 2.27 X 10-5 2.27 X 10-5 2.27 X 10-5 2.27 X 10-5 2.27 X 10-5 
(Hz, cpd) 1.96 1.96 1.96 1.96 1.96 
slope f --7 Nlocal 
slope f --7 N max 
slope f --7 all -1.30 -0.94 -0.94 -1.08 -1.01 
Table 4.9: Log-log slopes for all temperature spectra in winter 2003 and November 
2004. 
April 03 May 03 June 03 July 03 August 03 November 04 
Nlocal 2.14 X 10 3 3.71 X 10 3 3.14 X 10 3 7.66 X 10 4 2.46 X 10 3 7.62 X 10 4 
(Hz, cpd) 185 321 271 66 213 66 
Nmax 4.93 X 10-3 5.58 X 10-3 3.27 X 10-3 2.05 X 10-3 3.00 X 10-3 1.76 X 10-3 
(Hz, cpd) 426 482 283 177 259 152 
f 2.27 X 10-5 2.27 X 10-5 2.27 X 10-5 2.27 X 10-5 2.27 X 10-5 2.27 X 10-5 
(Hz, cpd) 1.96 1.96 1.96 1.96 1.96 
slope f --7 Nlocal 
slope f --7 N max 
slope f --7 all -1.21 -1.56 -1.26 -1.05 -1.14 
temperature spectra. For completeness, the slopes of the internal vertical displacement 
(Figure 4.21) are summarised in Table 4.10. The slopes of the spectra are used in 
Section 6.4.1 to investigate whether high frequency oscillations are caused by internal 
waves or turbulent fluid flow. 
Table 4.10: Log-log slopes for internal vertical displacement spectrum at 240m, moor-
ing 2, November 04. Values for internal vertical displacement and density are identical 
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This chapter examines the profiler data. In Section 5.1 the main characteristics of 
the vertical temperature, salinity, density and buoyancy frequency profiles and their 
change with season are investigated. CTD profiles and the change of their behaviour 
with time can be used to study internal wave processes of tidal frequencies (baroclinic, 
internal tides), and these results are presented in Section 5.2. Finally in Section 5.3 
the internal tides will be correlated with the vertical mode structure. 
5.1 Stratification 
The stratification of the water column in McMurdo Sound changes with season. The 
time averages of the in situ temperature, salinity, potential density CYt and buoyancy 
frequency N were calculated over the measured CTD cast sequences. They are shown 
for all of the investigated months, April- September 2003 and November 2004 in Fig-
ure 5.1. A summary of the minima, maxima, ranges and means for the average profiles 
are given in Table 5.1. The temperature in April shows steepest gradients from about 
50 m downwards. The temperatures are approximately constant over the first 50 m 
and they then increase with depth, having an overall maximum of -1. 75°C at 126 m 
depth before decreasing again. The range of temperatures in April is large compared 
to the other profiles with a maximum of -1. 75°C and a minimum of -1.91 oc (differ-
ence 0.16°C). However, a difference of 0.16°C is very small compared to other study 
regions. The temperatures in May show a lot less variability (difference 0.03°C) with 
depth. Even so, variations are still identifiable but without the clear structure seen 
in April. All other months can be described as having nearly constant temperature of 
-1.91 oc in relation to the first two winter months, their differences between minima 
and maxima are less than 0.02°C. The water is clearly cooling down as the year pro-
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Figure 5. 1: Comparison of the average in situ temperature (°C) , salinity (psu) , po-
tential density (kg m- 3) and buoyancy frequency (Hz) profiles as measured in April 
(04-blue) , May (05-red) , June (06-green) , July (07-cyan), August (08-magenta) and 
September (09-yellow) 2003 and November (11-black) 2004. The buoyancy frequency 
















Table 5.1: Minima, maxima, means and ranges for the average profiles of in situ 
temperature T, salinity S, potential density, (}t, and buoyancy frequency, N, varying 
with season. The buoyancy frequency values are based on the unfiltered values and 
are given in Hz for comparison with Figure 5.1 and in cycles per day (cpd) for further 
reference. 
Season Tmin ( 0 C) Tmax ( 0 C) Trange ( 0 C) T,nean ( 0 C) 
accuracy of measurements: ±0.01 °C 
April 03 -1.91 -1.75 0.16 -1.84 
May 03 -1.91 -1.88 0.03 -1.90 
June 03 -1.92 -1.91 0.01 -1.91 
July 03 -1.92 -1.91 0.01 -1.92 
August 03 -1.92 -1.91 0.01 -1.92 
September 03 -1.93 -1.91 0.02 -1.92 
November 04 -1.93 -1.91 0.02 -1.92 
Season Smin (psu) Smax (psu) Srange (psu) Smean (psu) 
accuracy of measurements: ±0.01 psu 
April 03 34.30 34.64 0.34 34.46 
May 03 34.39 34.67 0.28 34.55 
June 03 34.55 34.66 0.11 34.62 
July 03 34.63 34.70 0.07 34.66 
August 03 34.67 34.74 0.07 34.71 
September 03 34.68 34.74 0.06 34.71 
November 04 34.63 34.69 0.06 34.64 
Season O"tmin O"tmax O"trange O"tmean 
(kgm-3) (kgm-3) (kgm-3) (kgm-3) 
April 03 27.61 27.89 0.28 27.74 
May 03 27.69 27.91 0.22 27.81 
June 03 27.82 27.91 0.09 27.87 
July 03 27.88 27.94 0.06 27.91 
August 03 27.91 27.97 0.06 27.95 
September 03 27.93 27.97 0.04 27.95 
November 04 27.88 27.93 0.05 27.90 
Season Nmin Nmax Nrange Nmean 
(Hz, cpd) (Hz, cpd) (Hz, cpd) (Hz, cpd) 
April 03 7.59 X 10-4 4.93 X 10-3 4.17 X 10-3 3.15 X 10-3 
66 426 360 272 
May 03 5.45 X 10-4 5.58 X 10-3 5.04 X 10-3 2.93 X 10-3 
47 482 435 253 
June 03 8.06 X 10-4 3.27 X 10-3 2.46 X 10-3 1.85 X 10-3 
70 283 213 160 
July 03 4.50 X 10-4 2.05 X 10-3 1.60 X 10-3 1.55 X 10-3 
39 177 138 134 
August 03 1.82 X 10-4 3.00 X 10-3 2.82 X 10-3 1.47 X 10-3 
16 259 243 127 
September 03 3.99 X 10-4 2.35 X 10-3 1.95 X 10-3 1.26 X 10-3 
34 203 169 109 
November 04 3.01 X 10-4 1.76 x w-3 1.46 X 10-3 1.12 X 10-3 
26 152 126 97 
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gresses, having an average temperature of -1.84°C in April and -1.92°C in September. 
The November 2004 profile shows a similar behaviour to the J nne-September 2003 pro-
files with an average temperature of -1.92°C, but care is needed with the identification 
of trends as it was collected one year later than the winter measurements. 
Given that density is primarily a function of salinity only the density profiles are 
described. All density profiles show increasing density with depth as is characteristic 
for a stable water column. The largest variation is in April with a maximum O"t of 
27.89 kgm-3 and a minimum of 27.61 kgm-3 (difference 0.28 kgm-3 ). The May 
profile is characterised by generally higher density values and less variation than in 
April. The other winter months have slightly increasing density values with little 
vertical variation (difference between maximum and minimum ranges between 0.04 
and 0.09 kgm-3 ), indicating a well mixed water column. The density (and salinity) 
clearly increased during 2003. The values for August and September are almost the 
same. April has an average O"t of 27.74 kgm-3 and in September it has increased to an 
average of 27.95 kg m-3 . The O"t mean in November 2004 has a value of 27.90 kg m-3 . 
In general, the November 2004 data is characterised by low variation in all components. 
More details are given in Table 5.1. 
The buoyancy frequency N is directly related to the vertical density gradient, there-
fore N depends on the change in the potential density, O"t with depth. April has the 
highest buoyancy frequency between 60 and 150 m with a local maximum at about 
96 m (4.93 x 10-3 Hz; 426 cpd). The May profile is characterised by the strong vari-
ation in N within the first 60 m of the water column. The profile has a strong local 
maximum of 5.58 x 10-3 Hz ( 482 cpd) at about 30 m. The June profile has a much 
smaller local maximum of 3.27 x 10-3 Hz (283 cpd) at about 52 m. The variations in 
the remaining winter months are almost negligible compared to the other months. A 
remarkable characteristic of the November profile is that N increases from about 150m 
downwards although overall the whole profile shows a small range of variation. The 
general trend shows a decreasing average buoyancy frequency as the year progresses, 
changing from 3.15 x 10-3 Hz (272 cpd) in April to 1.26 x 10-3 Hz (109 cpd) in Septem-
ber. The average N dropped to 1.12 x 10-3 Hz (97 cpd) in November. The strongest 
decrease occurred between May and June, which is consistent with the sharp decrease 
in the variation of temperature and density during the same time. 
Another commonly used method of investigating the relationship between temper-
ature and salinity are T-S diagrams introduced in Section 1.4. The T-S curves of the 
average profiles of temperature and salinity (Figure 5.1) are illustrated in Figure 5.2. 
They confirm the features seen before, a decreasing amount of variation in temperature 
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Figure 5.2: T-S plot of the average vertical temperature and salinity profiles shown in 
Figure 5.1 as measured in April - September 2003 and November 2004. Additionally 
shown are lines of constant (J't· 
seems to be an exception to the trend of increasing density but care is needed as the 
spring data were measured 15 months after the winter field season which most likely 
changed the seasonal conditions. 
The scale of the average vertical profiles shown in Figure 5.1 is not ideal to reveal all 
details. Thus, more details on these profiles and on the three November data sets are 
presented in Appendix C.l. In addit ion, Appendix C.2 provides detailed information 
about the T -S diagrams of all recorded CTD profiles from winter and spring. 
5.2 Internal tides: vertical structure 
The periodic variation of (]'t perturbations in the 48 hour cast-sequences gives valuable 
information about internal wave processes, in particular internal t ides. The profiles 
were visually inspected for periodic oscillations, then harmonic analysis was carried 
out where relevant . The time-series are only 48 hours long, thus only diurnal and 
semi-diurnal or higher frequencies can be chosen for harmonic analysis. Harmonic 
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Figure 5.3: Perturbations from O"t mean profile; CTD casts April 2003. 
analysis was carried out using the diurnal tidal constituent K1 (frequency: 1.0027 cpd) 
and the semi-diurnal constituent M2 (frequency: 1.9323 cpd) as these are the largest 
components in the diurnal and semi-diurnal bands in McMurdo Sound (Goring and 
Pyne, 2003). The investigation yielded a phase and an amplitude at each successive 
depth. The variation of these parameters with depth, especially the phase, is repre-
sentative of a baroclinic tide as barotropic t ides will cause currents that are uniform 
throughout the water column. 
Figure 5.3 shows the perturbations from the mean O"t profile for the period of 
10/ 04/ 2003 , 04:00 to 12/ 04/2003, 03:30. The profiles are characterised by almost no 
variability within the top 50 m of the water column. This is supported by the average 
potential density profile of April shown in Figure 5.1 which shows homogeneous values 
within this depth range. Most activity is between 50 m and 150m as indicated by the 
four alternating positive (red) and negative (blue) clusters of roughly the same length. 
This clearly implies processes with a diurnal frequency. 
Other clusters further down in the water column exist. For example there are three 
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Figure 5.4: Variation of amplitudes and phases of diurnal K1 tide (left) and semidiurnal 
l\lb tide (right), April 2003. The calculations are based on harmonic analysis carried 
out on the O"t perturbations shown in Figure 5.3, calculated for every depth separately. 
200 m water depth. Although this does not imply oscillations of tidal frequencies there 
seems to be some kind of regularity within this range, suggesting a period of 36 hours. 
Harmonic analysis was carried out on the time-series of each depth, and results 
are shown in Figure 5.4. This graph illustrates the amplitudes and phase change with 
depth for the K1 and M2 tidal components. The K1 amplitude has a clear peak between 
50 m and 150 m. 
The K1 phase profile illustrates that the first few metres have a stationary phase of 
around 210°. The phase then changes by about 180° at the depths where the amplitude 
is at its largest, namely between 40 and 150 m. At the latter depth, the phase returns 
to the constant value of the shallower part of the water column. The phase mainly 
persists around 210°, except for a bulge between 200 and 225 m, which is not related 
to a change in amplitude. Thus, a relative phase change of 180° within the depth range 
of 50 m and 150 m is verified. 
This combination of amplitude and phase change leads one to assume that the mid 
water column has an internal tide of diurnal frequency. It is most likely that this 
baroclinic tide is ofmode one, as one phase reversal has been observed in the water 
column (Section 2.6). A comparison with the observed normal mode structure is given 
in Section 5.3. 
The amplitudes of the M2 component are considerably smaller with a factor of ap-
proximately one quarter of the K1 amplitudes. Overall, the shape of the M2 amplitude 
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Figure 5.5: Vertical displacement calculated from O"t perturbations shown in Figure 5.3, 
April 2003. To provide a clearer pictures of the distinctive features of this graph, the 
profiles are horizontally smoothed with a 5th order Butterworth filter to remove high-
frequency oscillations. 
profile is quite similar to that of the K1 tide. The phase profile shows a phase angle of 
-110° at the top, from where it constantly increases until a depth of around 100 m. 
The phase of 160° remains unchanged down to 220m, from where it decreases again to 
reach around - 40° at the bottom of our measurements, thus there is a relative phase 
change of 180° between 50 m and 220 m. This variation of the phase and amplitude 
with depth renders a low mode internal tide most likely. However, the amplitude of 
the semi-diurnal component is very small ('"" 0.005 kg m-3); thus the results could also 
be produced by mechanisms other than internal tides. Generally speaking, the M2 
amplitudes are too small to give reliable information about the existence of baroclinic 
tides . In order to compare the baroclinic tides with the barotropic tides, the vertical 
displacement of the O"t profiles taken in April 2003 was calculated. The method out-
lined in Section 3.3.3 was used, where c is the gradient of the average O"t profile taken 
at each depth separately (compare Figure 5.5) and P'crD is the perturbation of each 













































Figure 5.6: Variation of amplitudes and phases of diurnal K1 tide (top) and semidiurnal 
Nh tide (bottom), April 2003. In each case, the left plots show the amplitudes for the 
lower water column. The top 30 m are omitted as the calculation method did not allow 
reasonable results as the gradient is almost 0 due to the mixed layer. This led to large 
displacement, which are artefacts of the method. The right hand graphs display the 
phase variation with depth. The calculations are based on harmonic analysis carried out 
on the vertical displacement shown in Figure 5.5, calculated for every depth separately. 
treated as an individual time-series. 
The vertical displacements calculated from density perturbations in April should 
reveal some characteristics of the internal tide (Figure 5.5). The displacements are 
temporally smoothed with a 5th order Butterworth filter to remove high frequency 
oscillations with a period of three hours or less. One would expect that the pertur-
bation patterns are comparable to the ones obtained from the analysis of the density 
perturbations. This is the case for the deeper water column from 50 m downwards, 
suggesting a diurnal component in the depth range from approximately 50 m to 150 m. 
In contrast to the density perturbations, very strong alternating negative and positive 
areas are visible within approximately the first 50 m of the water column, indicating 
a strong diurnal component. This is probably an artefact of the calculation method 
caused by the very small density gradients in this part of the water column due to the 
mixed layer, which leads to very large displacements (Figure 5.5, Equation 3.3.3). The 
deepest 100 metres do not show a clear structure. 
Harmonic analysis for the frequencies, K1 and Nh, was also carried out for these 
data. Figure 5.6 shows the amplitudes and phases calculated from vertical displacement 
for every depth separately. The amplitude of the K1 tide generally decreases with depth, 
below 50 m, showing local maxima at about 50, 100 and 160 m. Only the latter two 
maxima are consistent with the perturbation results, although they are less distinct. 
The phase profile is in agreement with the previous analysis. The same holds true for 
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Figure 5. 7: Perturbations from CJt mean profile; CTD casts June 2003. 
the M2 phase, whereas the M2 amplitudes have some differences in detail. The overall 
trend agrees, the local maximum at 120m is less pronounced. These discrepancies may 
be due to the method by which the displacements were calculated. The assumption of 
one average density gradient being valid for 48 hours probably does not lead to accurate 
results, but gives a good indication of the general trend. Together, the profiles confirm 
the existence of an internal K1 t ide in April and show its amplitude to be around 
5 m, whereas the I\!h t ide has much smaller amplitudes of about 2 m and does not 
clearly support the existence of an internal M2 tide due to its smaller and less reliable 
amplitudes. 
All other months studied show very small amplitudes, being too small ( rv 0.005 kg m- 3 ) 
to give reliable results and small variations in the phase with depth. The CJt perturba-
tions from June 2003 (Figure 5.7) serve as an example. Similar graphs for the other 
studied months as well as filtered versions of the April and June perturbations CJt are 
given in Appendix C.4. 
The June perturbations indicate strong activities around the 50 m mark. This is 
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Figure 5.8: Variation of amplitudes and phases of diurnal K1 tide (left) and semidiurnal 
M2 tide (right), June 2003. The calculations are based on harmonic analysis carried 
out on the O"t perturbations shown in Figure 5. 7, calculated for every depth separately. 
layer as the pycnocline was at a depth of 50 m at this time of the year. However, 
this does not imply the existence of internal tides. No other perturbation clusters 
are identifiable. The corresponding amplitudes and phases are shown in Figure 5.8, 
indicating a small peak in the K1 amplitude at about 50 m, while the rest of the 
water column has fairly uniform small amplitudes. The M2 amplitude seems to have 
structure, but the amplitudes are too small ('"" 0.005 kg m-3 ) to give a reliable result. 
In both cases the phase is almost constant throughout the water column. Thus there 
is no evidence that internal tides were seen. 
5.3 Normal modes and Rossby radii 
Internal waves can take a variety of orthogonal vertical mode shapes (Section 2.6). The 
calculation of these modes was done with a Matlab routine (Klinck, 1999). Vertical 
normal modes describe the behaviour of the whole water column. Thus for their calcu-
lation knowledge of the local water depth as well as the buoyancy frequency N for the 
whole column is required. These requirements were not met in the present case. The 
local water depth was found by using a Matlab script, interpolating the required depth 
based on latitude and longitude input. The buoyancy frequency N was known only to 
a depth of 250 m for the winter data and to a depth of 350 for the November data. 
Examination of the vertical buoyancy frequency profiles in Figure 5.1 suggests that 
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Figure 5.9: Normal mode horizontal and vertical velocity structure based on constant 
(* , lower panel, blue) and linear (o, upper panel, red) extension of the buoyancy profile. 
The solid lines (-) mark the first , the (- -) lines are the second mode characteristics, 
respectively. The buoyancy profiles are vertically smoothed with a 5th order butter-
worth filter to remove oscillations of a period of three hours or less. The modal speed 
is equivalent to the horizontal phase velocity and is shown for the first four modes. 
the assumption of a constant N for the deeper part of the water column is reasonable. 
Thus, the extension of the N profiles was performed by continuing the profiles with 
constant values. To minimise local variation of the buoyancy frequency, the constant 
value was the mean of the last 100 m metres of the profile. The profiles in April and 
August, however, seem to imply that a linear extension of the buoyancy profile may 
be a better approach as N seems to decrease with depth, while it are approximately 
constant with depth for the other months (Figures C.1, C.2, C.3). Thus these partic-
ular profiles were also linearly extrapolated, calculating the best fit line between the 
average N of the last available 10 metres and a buoyancy frequency of 10-7 Hz for the 
deepest value. The profile extensions and the resulting horizontal and vertical velocity 
structures for April are shown as an example in Figure 5.9. The results of the other 
months are presented in Appendix C.3. 
The vertical mode structure is equivalent to the vertical structure of density per-
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Figure 5.10: Visualisation of the horizontal phase speeds for the first four normal 
modes, winter 2003 and spring 2004. The results for the three CTD cast sequences in 
November 2004 are shown separately. The phase speeds were derived from the stratified 
water column, where the buoyancy frequency N for the missing deeper depths was 
interpolated with constant values (asterisk) or with linearly decreasing values (cross). 
Additionally shown are the values resulting from the assumption of the constant N 
over the whole water column, which is either the average of the constant extended 
profile (diamond) or the linear extended profile (square). Data are presented for the 
first four modes. Mode one is presented in blue, mode two in green, mode three in red 
and mode four in black. 
analysis. Thus a qualitative comparison gives an indication of the mode structure of 
the observed internal tide. The CTD cast sequences in April are the only ones which 
showed a clear internal tide signal, thus the comparison will be limited to this month. 
The amplitude of the K1 tide (Figure 5.4) has a peak between 50 m and 150m while 
the maximum is at around 100 m. The second mode (both extensions) of the vertical 
structures look very similar (Figure 5.9). Thus the observed internal tide in April may 
be of mode two. This seems contradictory to the suggestion of a mode one internal tide 
(Section 5.2) in April. However, a second phase change of the amplitude is possible 
within the unknown deeper parts of the water column. The knowledge of the density 
structure of the whole water column would be necessary to confirm the existence of 
the corresponding mode number. 
For the studies of internal waves we are particularly interested in the horizontal 
phase speed resulting from the normal mode calculations (Section 2.6) as well as the 
closely related internal Rossby radius of deformation. The horizontal phase speeds and 
Rossby radii are visualised for the first four modes in Figures 5.10 and 5.11. For the 
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Internal Rossby radii, derived from the constant and linear extended buoyancy profile 
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Figure 5.11: Visualisation of the internal Rossby Radii for the first four normal modes, 
winter 2003 and spring 2004. The results for the three CTD cast sequences in Novem-
ber 2004 are shown separately. The Rossby radii were derived from the horizontal 
phase speeds visualised in Figure 5.1 0. Symbols are equivalent to the symbols used for 
the horizontal phase speeds in Figure 5.10. The buoyancy frequency N for the missing 
deeper depths was interpolated with constant values (asterisk) or with linearly decreas-
ing values (cross). Additionally shown are the values resulting from the assumption 
of the constant N over the whole water column, which is either the average of the 
constant extended profile (diamond) or t he linear extended profile (square) . Data are 
presented for the first four modes. Mode one is presented in blue, mode two in green, 
mode three in red and mode four in black. 
horizontal phase speeds it obvious that the speeds not only decrease with increasing 
mode number but also as the year progresses. While the drop in speed between April 
and May and May and June, respectively is fairly large, only small drops characterise 
the rest of the year. The November data have slightly higher values than the preceding 
winter season (June to September). For the constant extended profiles the first mode 
speeds vary between a maximum of 0.56 ms- 1 in April and 0.19 ms-1 in September. 
The internal Rossby radius shows the same behaviour as the horizontal phase speed, 
which was expected as they are directly related (Equation 2.29). The maximum radius 
for the first mode is 23 km in April and it is a minimum of 2 km in September. Phase 
speeds and Rossby radii for the first four modes are summarised for all months in 
Appendix C.3. 
The use of the linear extension of the buoyancy profile in April and August yielded 
for both cases lower phase speeds and correspondingly smaller Rossby radii. April, for 
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21 km. These smaller values result from extending the vertical N profile with smaller 
values. The main interest in terms of internal wave propagation is the Rossby radius. 
From the results for the two different extensions it becomes clear that the radius is 
insensitive to small variations in the horizontal phase speed. 
The non-linear distribution of the buoyancy frequency with depth leads to distorted 
cosine-shaped structures for the horizontal and vertical velocity. These structures are 
fairly insensitive to small changes in stratification. This can be seen in the April 
profiles (Figure 5.9). The above discussed values for horizontal phase speed and Rossby 
radius are based on the constant or linear extended buoyancy profile. To further test 
how the horizontal phase speeds and Rossby radii react to different buoyancy profiles, 
calculations were repeated assuming a constant buoyancy frequency, N, for which 
the horizontal phase speed is known (Section 2.6). The constant values, N, were 
chosen as the average buoyancy frequency of the constant or linear extended profile 
(Appendix C.3). Figures 5.10 and 5.11 illustrate that the phase speeds and radii of 
the constant profiles are fairly similar to their non-uniform equivalent. One exception 
may be the linear April profile. Corresponding values are given in Tables C.3 and C.4 
(Appendix C.3). 
The values seem to imply that the horizontal phase speeds and related Rossby 
radii are relatively insensitive to the water column stratification. The four presented 
cases for April are shown in Figure 5.12. Additionally the speed and radius were 
calculated for a constant N, which is the average of the measured buoyancy frequency 
(Table 5.1). It is obvious that the speeds and radii are not significantly different for the 
higher modes (modes two, three and four), while there is more variation within the first 
mode. Overall, results are fairly insensitive to the choice of the buoyancy frequency 
extension. Although the knowledge of the vertical profile of buoyancy frequency over 
the whole water column is desirable to improve the results the extrapolation of the 
deeper water column does not significantly change the result that a Rossby radius 
between 15 km and 30 km is expected. 
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Figure 5.12: Horizontal phase speeds and Rossby Radii for the first four modes, April 
2003. Five different cases are shown: The phase speeds were derived from different 
buoyancy profiles or the corresponding normal modes, respectively. The phase speeds 
were derived from the stratified water column, where the buoyancy frequency N for 
the missing deeper depths was interpolated with constant values (blue-circle) or with 
linearly decreasing values (red-asterisk) . Additionally shown are the values resulting 
from the assumption of the constant N over the whole water column, which is either the 
average of the constant extended profile (black-square) or the linear extended profile 
(green-plus). For comparison the values are shown resulting from the assumption of 
a constant N over the whole water column, which is the average N of the measured 











Barotropic tides and their associated flows are caused by the gravitational pull of the 
sun and the moon. In contrast baroclinic tides are oscillations of density surfaces caused 
by barotropic tides moving through stratified water interacting with bathymetry, par-
ticularly the continental slope, ridges and other rough topographic features. The ex-
istence and magnitude of stratification in the water column is essential to support 
internal wave generation and propagation. Thus a mixed water column does not lead 
one to expect any internal wave activity within a mixed layer. The stratification in 
McMurdo Sound does not only change as the year proceeds but also changes with 
depth. Thus a seasonal and vertical variation in internal wave activity is expected. 
6.1 Surface tides and barotropic flow 
The main characteristics of the current pattern in McMurdo Sound are known although 
the pattern is not fully understood. The pattern is complicated with opposite net flows 
in the eastern and western sites of the Sound. The eastern Sound has a southward net 
flow while the west is characterised by a northward flow. In general, a tidally induced 
oscillatory current field is superimposed on the mean current field at most locations 
(Barry and Dayton, 1988). This is dominated by the diurnal frequencies, in particular 
K1 and 0 1 (Goring and Pyne, 2003). Our observations are in agreement with these 
basic trends. The observed currents in November 2004 were pre-dominantly diurnal 
(Figure 4.2) and the measured net current flow in eastern McMurdo Sound was south-
east (Figure 4.4). 
Although most studies agree on the general current pattern in McMurdo Sound, the 
magnitudes of the flow depend on time, location and depth (Tressler and Ommundsen, 
1962; Heath, 1971a, 1977; Lewis and Perkin, 1985; Barry and Dayton, 1988). Current 
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speed and direction varied greatly at most stations, mainly due to periodic changes 
in currents driven by the diurnal tidal cycles (Littlepage, 1965; Heath, 1977; Lewis 
and Perkin, 1985). These historical data were closely associated with tidal height 
observations from McMurdo Sound (Heath, 1977) or from the Ross Ice Shelf (Williams 
and Robinson, 1979). Our observations agree as spectral analysis has shown that 
(compare Figure 4.5 and Table 4.2) the measured currents are dominated by tidally 
introduced diurnal frequency oscillations. Small current speeds are associated with 
small variations in surface tidal height (Figure 4.3). 
Nevertheless, factors other than tidal forcing can also cause currents in McMurdo 
Sound. Harmonic analysis of the currents has shown that not all of the signal can 
be explained by tidal forcing (Section 4.2). Numerous processes interact to control 
McMurdo Sound's currents such as pressure gradient forces arising from density vari-
ations, tidal rectification, local winds and topographic effects to name only a few such 
control mechanisms. Changes in currents indicate variation in one or more of the forc-
ing mechanisms. Unfortunately there is insufficient data to investigate the causes of 
current variations in more detail. 
The magnitude and direction of the flow are of interest. The progressive vector dia-
gram of our current meter data record has shown an average net velocity of 4.5 em s- 1 
for the 30 m instrument, while the deeper instrument at 350 m had a net velocity of 
8.0 cms-1 (Table 4.1). Both measurements were temporally highly variable, and the 
means were obtained by averaging the daily velocities. The large difference in average 
velocity between the two depths seems surprising, but it seems to be a common feature 
of McMurdo Sound's currents. Barry and Dayton (1988) measured currents in the pe-
riod 12/11/1984 to 05/12/1984 in eastern McMurdo Sound (77° 49' S, 166° 7' E) at a 
depth of 40 m and 575 m, where the measuring site had a local bottom depth of 625 m. 
They found the mean velocity of the shallower instrument to be 3.0 em s-1 and the 
deeper instrument's velocity was, with 7.8 em s-1 , more than doubled. These results 
closely resemble our observations and could be attributed to effects caused by friction. 
Heath (1971a) also found the strongest currents in mid-depths which he attributed to 
frictional effects of both the sea ice cover above and the sea floor below. 
In summary, the currents and tides measured in McMurdo Sound in November 2004 
are in agreement with the literature, showing currents that are highly dependent on 
tidal forcing, which is mainly diurnal in nature. Thus currents in McMurdo Sound are 






6.2. CHANGE IN STRATIFICATION WITH SEASON 
6.2 Change in stratification with season 
Stratification enables internal waves to exist. The steeper the density gradient, the 
larger the amplitudes of the internal waves can become. Internal wave activity is not 
expected to occur within the mixed layer. In McMurdo Sound with water temperatures 
around -1.9°C, the density gradient is mainly a function of salinity. This section 
investigates how the vertical structure of temperature, salinity and density changes in 
McMurdo Sound as the year proceeds, investigates possible reasons and examines the 
impact on internal wave activity. 
The water column structure in all ice-covered regions such as McMurdo Sound is 
highly dependent on the annual cycle of sea ice formation and break up. Three main 
mechanisms effect the underlying water column structure. These will be referred to as 
water column change mechanisms. 
1. Fresh water input: Fresh water input from melting glaciers, sea ice, snow, 
Ross Ice Shelf and platelet ice all enhance the water column stratification by 
forcing fresher water on top of the water column. Meltwater is less dense than 
the underlying sea water. This input occurs from late spring to early autumn 
when the incoming solar radiation is strongest and able to melt the local ice 
cover. 
2. Summer heating residual: The summer heating residual refers to the fact 
that the water in the top few metres of the water column is warmed by solar 
radiation when the sea ice is broken up during the summer months. This causes 
a layer of warm surface water and thus enhances the stratification of the water 
column underneath although temperature has only an insignificant effect on the 
density dynamics. This effect is most pronounced in mid-summer, prior to the 
sea ice forming again. 
3. Salt rejection from local ice cover: Sea ice does not accommodate salt. Thus 
during its formation and growth, salt is rejected from the ageing ice cover into 
the water column beneath. This is the only factor affecting the water column 
stratification during winter and causes denser water to overlay lighter water, 
resulting in mixing and a decrease in stratification. The more time goes by, the 
better mixed and saltier the water column will become as more salt was rejected 
which caused mixing. In addition, in winter, when sea ice starts to form again, 
the water will be covered by the insulating ice and no heat will come into the 




The stratification data analysed for this thesis samples times from late summer 
(April) to spring (November) covering 48 hours of each month. Clear trends within 
these data records are obvious (Figures 5.1, 5.2 and Table 5.1). These include, for 
example, an increase in the average density, a decrease in the density gradient as the 
year proceeds as well as almost constant temperatures from May to November. 
Parameter variations are greatest in the April sample and the profiles show very 
different characteristics from the samples of the other months. This is illustrated by a 
couple of features. First the April sample has the largest range of temperature, salinity 
and CYt with 0.16°C, 0.34 psu and 0.28 kgm-3 (Table 5.1). Second, the April density 
profile shows a very sharp pycnocline around 70 m with strongly increasing values 
deeper in the water column. Last, the temperature profile has a strong maximum 
around 130 m. This is consistent with the water column change mechanisms. The 
temperature observations are remnants of the summer heating residual where warm 
water is convecting down the water column, while the sharp pycnocline is mainly 
caused by freshwater input. 
The temperature in the May sample has dropped to an average of -1.90°C com-
pared to -1.84°C in April and the profile has lost much of April's strong variability. The 
temperature variation during the samples for the following months, June to November, 
has further reduced, showing a constant temperature of around -1.92°C throughout 
the whole water column (Figure 5.2, Table 5.1). The leveling off the temperatures 
throughout winter can be addressed by the remnants of the summer heating residual 
in April and May as well as the heat insulation of the ice cover in winter. 
The density profiles throughout the year show two major trends. First the average 
density of the surface waters increases and the variability over the 48 hour samples 
decreases. While May still has a significant pycnocline around 30 m, sharp pycnoclines 
do not exist in the remaining winter months. After May the mixed layer depth is 
around 50 m, below which the density only slowly increases with depth. The variation 
of density with depth decreases during winter resulting in a density variation minimum 
in the November sample. This profile has a mixed layer of about 150 m depth and 
the water column at greater depths shows less variability than during the previous 
months. The November profile is in agreement with the study by Barry (1988), who 
measured hydrographic parameters in McMurdo Sound during spring 1984 (November 
to December) and summer 1984 (January to February). He found the spring profiles 
were almost isothermal with temperatures near or below the surface freezing point 
of seawater, accompanied by only a slight increase of salinity or density with depth. 
The loss in stratification is related to the salt rejection from the local ice cover during 
winter. 
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There are two aspects of the results that should be noted: (1) The August and 
September profiles are very similar and (2) the density and salinity of the November 
profile are unexpectedly lower than the previous months. The first feature may be 
explained by observing that the salt rejection decreases as the ice ages, causing a 
reduction in the rate of increase in the salinity or equivalently density of the profile. 
Second, the November profile is not expected to have a reduced density compared to 
the other months, since in early spring fresh water input and summer heating residual 
are not yet expected to apply. This can be explained in two ways. First the profiles 
were measured one year later and the apparent differences may be due to inter-annual 
variations. Second the profile was recorded at a different site, where different local 
conditions, such as interacting water masses, current flow pattern, icebergs blocking 
the currents' path (Figure 1.7), may have altered the profiled salinity. The winter and 
summer sites were only approximately 10 km apart, thus probably the inter-annual 
variation of the Ross Sea circulation is more significant in explaining the observations. 
It would be interesting to examine the water column during the other spring and 
summer months (December-March). Barry (1988) observed that the water column 
structure in summer 1984 (January and February) was much more heterogenous than 
in spring (November and December) of the same year. While the temperatures and 
salinities in spring were almost constant with values around -1.9°C or 34.7 psu, respec-
tively, the situation had completely changed a few months later in summer (December 
to January). The upper 100 m of the temperature profile were highly stratified with 
relatively warm temperatures near the surface, ranging between -0.8°C and -1.3°C, 
while the near bottom values (200 m- water depth) showed spring-like temperatures 
around -1.9°C. The water column between 100m and 200m showed a decreasing mag-
nitude of temperature stratification compared to the top. The salinity profile showed 
a significant amount of freshening within the top 100 m, resulting in a substantial 
halocline or pycnocline near the surface. 
This leads one to speculate that the following scenario occured during the unsam-
pled summer months: once the sea ice, glaciers and snow start to melt due to solar 
radiation in late spring (November, December) the upper water column is strongly 
freshened by melt water input, stratifying the uniform density structure of the wa-
ter column that existed during winter. This leads to a sharp halocline or pycnocline, 
within approximately the top 100 m of the water column. This effect is enhanced as the 
summer proceeds, when more fresh water enters the system. The expected pycnocline 
becomes sharper and the average salinity and density of the water column decrease as 
the water layers mix. When the fresh water enters the system at the surface, most 
variation during summer should be expected in the upper water column. Solar radia-
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tion not only melts ice but also warms the water which is exposed to the radiation now 
that the sea ice has broken up and melted. This leads to increased temperatures and 
warmer waters in the top metres of the water column, resulting in a sharp thermocline, 
which stratifies the homogeneous vertical temperature profile. The intensity of this 
effect should also increase during the summer months as more solar radiation hits the 
water and can warm this up. 
Speculating, vertical profiles of salinity and temperature should show a slowly in-
creasing average temperature and more rapidly decreasing salinity during summer. 
This is triggered by increasing variability within the top metres of the water column, 
accompanied by sharper pynoclines and thermoclines as summer proceeds. 
Summarising, the stratification clearly changes as year proceeds. While the April 
measurements have the greatest variability, the rest of the winter and early spring have 
relatively uniform values. Salinity and synonymic potential density increase over the 
season, while the temperature profiles do not show a great deal of variability after 
May. This is associated with a decreasing isopycnal steepness and is linked to the 
magnitude of the buoyancy frequency, N. The averages of N generally decrease with 
the season and are identified by a large drop between May and June, which is associated 
with a sharp decrease in the variation of potential density and less importantly in 
temperature during the same times. The variation of the vertical salinity, potential 
density, and temperature profiles measured in McMurdo Sound throughout winter 
2003 and spring 2004 seems to be consistent with the principals of fresh water input, 
summer heating residual and local salt rejection and imply decreasing likelihood for 
internal wave activity throughout the winter and early spring. 
6.3 Baroclinic tides 
Subinertial internal tides exist in polar regions, characterising the dominant tidal fre-
quencies (i.e. Figures 5.3 and 5.4). Oscillations with frequencies below the Coriolis fre-
quency are easily observable. Subinertial baroclinic tides are almost unstudied. Thus 
this study is not only important for the McMurdo Sound region but has important 
implications for all high latitude polar regions. 
This section investigates the variation, characteristics and generation of baroclinic 
tides in McMurdo Sound. The existence and attributes of internal tides strongly depend 
on the stratification of the water column which varies with depth and time. The 
variation of the internal tide field with depth will be discussed in Section 6.3.1 while 
Section 6.3.2 focusses on the temporal variation with season. The dependency of the 
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tide attributes such as its amplitude are discussed in Section 6.3.4 and finally possible 
generation sites and mechanisms are explored in Section 6.3.5. 
6.3.1 Variation with depth 
The variation of the internal tide field with depth was observed in different data sets: 
the CTD cast sequences in April, the temperature measurements at various depths in 
November as well as the temperature and O"t records at two depths in winter. 
The periodic variation of the O"t perturbation within the 48 hour cast sequences 
has been used to study internal tide activity (Section 5.2). In the perturbations of 
the April sequence a distinct amplitude maximum between 50 m and 150 m and a 
180° phase change within the same range could be observed (Figures 5.3 and 5.4). 
This combination clearly proves the existence of an internal tide of diurnal frequency. 
The depth of the internal tide observation in April is associated with the strongest 
water column stratification of this sample (and the whole year) and is consistent with 
the vertical structure of the second vertical mode (Section 5.3) as well as the vertical 
structure of the buoyancy frequency N. This is not surprising as N is a function of 
the vertical density gradient. The strongest stratification observed at this depth in 
April seems to be a remnant of the summer heating residual and summer ice melt 
where warm water formed at the surface earlier in season is convecting down the water 
column. These observations are in agreement with the normal mode theory. To gain a 
better understanding the knowledge of the structure of the whole water column would 
be desirable to which the vertical normal modes could be fitted. 
Little or no internal tide energy is expected in the top metres of the water column for 
two reasons, first the top layers are well mixed and thus do not support the existence of 
internal tide activity and second, Morison et al. (1985) have shown a surface boundary 
dissipation process is unique to the ice-covered oceans which is responsible for the 
dissipation of a significant amount of internal wave energy in the top of the water 
column. This trend could not only be observed within the thermistor mooring at 
various depths in November but also for the density and temperature records at two 
depths in winter 2003. The thermistors (November 2004) at 5 m and 7 m water depth 
had significantly less energy than the deeper records at depth between 35 m and 345 m 
(Figure 4.18). The comparisons of the spectral energy in the temperature and density 
records at 10m or later in winter at 20m and 50 m for July, August (Figure B.13) as 
well as site A and site B (Figure B.l2) also confirm this trend. 
Besides this general trend in all studied data, the spectral energies of the N ovem-




seems to have the largest internal tide energy (Figure 4.18), followed by the deepest 
instrument while the two shallowest instruments have the least energy. The unexpected 
lower energy in the 7 m instrument compared to the 5 m instrument can probably be 
explained with a less accurate instrument resolution although the manufacturer states 
the same accuracy for both instruments, the thermistor build into the CT with which 
the depth of 7 m was sampled and the thermistors at the other depths (Appendix E). 
The energy distribution at mid-depth does not follow the expected ranking from the 
water column stratification (Figure C.4), which shows roughly the same stratification 
for 35 m and 51 m and slightly higher but similar stratification for 200m and 240 m. 
The shallower records (35m and 51 m) have unexpectedly more energy than the deeper 
records (200m, 240m and 345m). This may be due to the effect the three convecting 
cold water plumes had on the time-series. They seem to have effected the shallower 
depths the most while their influence decreases with depth and is not recognisable 
within the deepest record. This may explain the less observed energy in this record 
compared to the other deep thermistors at 200 m and 240 m. The effect of cold water 
plumes on the distribution of spectral energy needs further investigation. 
Although all temperature data records are dominated by the diurnal frequency 
band, spectral energy of all tidal frequency bands changes significantly with depth. 
While all data sets have shown that the top of the water (mixed layer) has less energy 
than the deeper observations, mid-depths did not follow the expected behaviour in 
November. The reason remains unclear, but an unusual event of cold water convection 
may have caused additional variation within some of the recorded time-series. 
6.3.2 Variation with season 
In the main, the comparison of two data sets has been used to study the variation 
of spectral energy with season. Although temperature records are less ideal for the 
investigation of internal tides, temperature times-series at 50 m have been analysed 
for all winter months and November, while density time-series at 50 m have only 
been studied during winter. In addition, similar but less reliable, due to data gaps, 
investigations have been made for winter measurements at 10 m or later in season at 
20 m. Last, the O"t perturbations of the CTD cast sequences are also useful to give an 
indication of the seasonal variability of internal tides. 
Before the results are discussed, it is important to point out that care is needed 
when discussing spectral peaks or the associated energy underneath the peaks for three 
reasons, first it is generally known that peaks in spectra can often be artefacts of the 
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Figure 6.1: Time-series and spectra of August temperature record as given in 
Section 4.3 (07 /08/2003 to 30/08/2003) in comparison with corresponding records 
shifted five days forward (02/08/2003 to 25/08/2003) and shifted five days backwards 
(12/08/2003 to 04/09/2003). 
series. Ideally they were chosen ±10 days around the CTD cast sequences. Third, 
spectra of temperature records are only loosely coupled to the density dynamics in 
McMurdo Sound. A test of the sensitivity of the results to the chosen time frame 
was performed. The August (50 m) temperature (Figure 6.1) and density records 
(Figure 6.2) have been shifted five days forward and backwards and are compared to 
the original time-series. 
These plots illustrate that the spectral peaks are clearly different in all three time-
series and cannot be compared for both, temperature and density records. This is 
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Figure 6.2: Time-series, spectra and confidence intervals of August density record as 
given in Section 4.3 (07 /08/2003 to 30/08/2003) in comparison with corresponding 
records shifted five days forward (02/08/2003 to 25/08/2003) and shifted five days 
backwards (12/08/2003 to 04/09/2003). 
due to the records not being stationary which is an often observed phenomenon in 
the studies of internal waves (Konyaev, 2000). In contrast, the comparison of the 
spectral energies within the tidal frequency bands for the three successive time-series 
is not significantly different (Figure 6.3) considering the accuracy of the method. This 
holds true in particular for the diurnal frequency band which dominates all spectra and 
thus is the main focus of this investigation. Thus the comparison amongst months is 
possible but should be limited to the spectral energies within certain bands rather than 













dl ,j ~10-f) .~ !I ~ c 
I! w l ~ 
Iii 



























, I 1j 
I 
Augusl2003-5days August2003 August2003+5days 
Figure 6.3: Spectral energies of shifted spectra, August 2003 for temperature (on left) 
and density (on right). Further details can be found in Appendix I. 
certain frequency bands is subject to errors, which are illustrated in the corresponding 
graphs but will not be discussed in detail. However, they have to be kept in mind when 
comparing certain energy levels. 
6.3.2.1 Temperature 
Overall, the temperature spectra for all months are characterised by a dominance in 
the diurnal frequency band, while the semi-diurnal band has second most energy for 
most of the months (Figure 4.10). The most important trend within these data sets is 
the decrease in energy as the year proceeds. The energy drop between April and May 
is largest, between May and June second largest, while the decrease between the other 
months is comparably small. November forms an exception to this decreasing trend. 
The observed decrease is in agreement with the general trend in water column strat-
ification. Intuition leads one to assume that strong internal wave activity is associated 
with a large buoyancy frequency N. The comparison of the corresponding values has 
shown that this does not have to be the case. There may be several reasons for this: 
first, the existence of a large buoyancy frequency enables oscillations at a large range 
of frequencies and there is no reason to assume that tidal frequencies are preferred, 
and second, the buoyancy frequency discussed is a value that was calculated using 
the average of all vertical profiles taken in the 48 hour experiment. This value is not 
necessarily representative of the whole time the month-long data record was taken. 
In addition to the weakening of the water column stratification, the observed de-
crease may be addressed by the deepening of the mixed layer as the year proceeds. 
During winter the local salt rejection forces more dense water into the top of the water 
column and causing the water column to become better mixed. 
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The stratification of the water column in November is weakest compared to the 
other studied months. Thus internal tide activity is expected to be at a minimum. 
This is in contrast to the observation of more spectral energy in the November spec-
trum compared to the previous months. This may be due to two factors, first, the 
measurements were taken one year later, therefore were subject to inter-annual vari-
ation. Second, the spectrum of the November measurements was calculated with a 
reduced sample length, which may decrease the resolution of the tidal frequencies. The 
effect of different sampling length needs further investigation. 
Although the significance of the relative position of the spectral peaks is question-
able, it is interesting to point out that the spectrum (Figure 4.8) of the April temper-
ature records is the only one which shows clear peaks at the diurnal and semi-diurnal 
frequency band, rendering an internal tide likely. This is particularly interesting as 
the temperatures' dynamics are only loosely coupled to the behaviour of the water 
column's density fluctuations, but the internal tide in April has caused temperature 
and density variations alike (compare following section). 
The temperature spectra at 10m or later in the year at 20m (Figure B.5) seem to 
confirm the general decreasing trend of spectral energy content although the effect is 
less pronounced and they the spectra have significantly less energy. The May records 
form a clear exception. This may be related again to the fact that a shorter sample 
length had to be used for spectral analysis. 
In summary, the temperature spectra could not prove the existence of internal 
tides due to the lack of clear, significant spectral peaks. On the other hand, the energy 
content in the spectral peaks decrease as the year proceeds. This is in agreement with 
the water column stratification and thus directly related to the remnants of the summer 
heating residual, and insulation of the sea ice cover. 
6.3.2.2 Density 
Density spectra in this thesis seem to exhibit clearer peaks than temperature spectra. 
Although all three shifted records in the sensitivity test show peaks at the four tidal 
frequency bands, their shape and energy content are different (Figure 6.3). This implies 
that the timing still has a significant effect. It may also be due to of a large spike in 
the middle of the data set (Figure 6.2). Nevertheless, comparison of spectral peaks has 
to be discussed with care. 
For the density time-series all months, except May, show peaks of different intensity 
at the diurnal and semi-diurnal frequency band, while all of them are dominated by 
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year proceeds (Figure 4.12). May forms a strong exception, the reason for this remains 
subject to further research. Although the decreasing trend is less clear for the shallower 
records (Figure B.7), the sharp drop between April and May is a feature consistently 
appearing in the shallow and deep record. These phenomena can be explained in a 
similar way as outlined for the temperature spectra. The decrease is directly related 
to the general change in water column stratification but not to the magnitude of the 
buoyancy frequency at that depth. 
Although the spectral peaks should not be used to confirm the occurrence of internal 
tides, it is interesting to mention that there are narrow peaks at the diurnal and semi-
diurnal deep density records in April at 50 m and broad peaks in the 10 m density 
record as well as the only clear peaks in the 50 m temperature measurements. These 
observations may imply the occurrence of an internal tide in April. 
In summary, the density spectra could also not prove the existence of internal tides 
due to the lack of clear structure of significant peaks. An exception may be April. On 
the other hand, the energy content in the spectral peaks show a similar trend to the 
temperature data, namely a decrease as the year proceeds. This is in agreement with 
the water column stratification and directly related to the three water column change 
mechanisms discussed above. The observation of a strong internal tide dominated by 
the M2 tide and with a significant K1 component at 240m seems to be in contrast to the 
decrease of energy with season. This may be due to the fact that the measurements were 
taken much further down the water column where increased stratification was observed 
and thus yielded an increased possibility of internal tide generation and propagation. 
Internal tides are generated in different places dependent on the bottom slope-wave 
characteristic ratio, /, (Section 6.3.5), which in turn is related to the local buoyancy 
frequency which decreases as the year proceeds. In addition to the water column 
stratification change, this may also partly explain the variation in the energy content 
of the spectra. Internal tides at the frequencies of interest may be generated at locations 
at various distances from the sensors. The recorded data may have captured internal 
tide activity, whose energy has decayed to different degrees when propagating from 
their generation sites. The variation of the buoyancy frequency with each month may 
cause generation sites of internal tides of different frequencies closer or further away 
from the measuring site (Section 6.3.5). This will be further discussed in Section 6.3.5. 
6.3.2.3 CTD cast sequences 
Studying the periodic variation within the vertical O"t perturbations of the CTD cast 
sequences has clearly proven the existence of a K1 internal tide between 50 m and 
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150 m in the April sample. The same analysis was unable to resolve internal tides 
within the other months (Appendix C.4) due to very small amplitudes or the lack of 
phase structure. The internal tide observation in April was associated with the steepest 
density gradient. During the other months the density gradients were much smaller 
and most likely unable to support internal tides of an amplitude detectable with the 
method used. The knowledge of the full-depth vertical structure and the fitting of 
normal modes may be able to resolve internal tides of CTD cast sequences even within 
a weak stratification regime. Further research is needed. 
6.3.3 Variation with location 
It is difficult to compare measuring sites as the data records have been sampled at 
different times during winter thus different local conditions applied. It appears that 
site B has most energy in the diurnal frequency band at 10 m as well as at 50 m 
(Figure B.12), where it is more pronounced. These samples were taken from the end 
of March to the beginning of May. In the middle of this period the first CTD cast 
sequence was taken at site A and strongly indicates a diurnal tide between 50 m 
and 150m (Section 6.3.1). This may imply that the observed baroclinic diurnal tide 
in April was not a localised effect at a certain depth and time but seemed to have 
appeared in wider areas of McMurdo Sound as indicated by similar results at two sites 
approximately 10 km away from each other. 
6.3.4 Wave attributes 
Waves are established more easily at sub-surface layers within the water column than at 
the surface due to the much smaller density difference between those layers compared 
to the density difference between air and water. Therefore, the amplitudes of the 
vertical displacement fluctuations are expected to be larger than the associated surface 
amplitudes (Figure 4.20). Harmonic analysis was performed on the two time-series 
of internal vertical displacement and surface tide using the most dominant diurnal, 
semi-diurnal, ter-diurnal and quarter-diurnal tidal constituents in McMurdo Sound 
(Goring and Pyne, 2003) (Table 6.1). It emerges that the internal vertical displacement 
has significantly larger amplitudes than the corresponding surface tide which is much 
more pronounced for the semi-diurnal tidal component. Table 6.1 shows that the 
two diurnal components for the vertical displacement have an amplitude of around 
3 m, while the four semi-diurnal constituents are about four times larger with an 
amplitude of around 12 m. The ter-diurnal components range around 2 m while the 
quarter-diurnal constituents are characterised by an amplitude of about 4 m. This 
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Table 6.1: Harmonic analysis: Amplitudes and phases of the surface tide and vertical 
displacement derived from potential density time-series of the microcat at 240 m at 
mooring 2 and the gradient of the mean CTD profile. The first two columns show the 
name of the tidal constituents and its corresponding frequencies in cpd, the amplitude 
and phase in the third and fourth column belong to the surface tide while the fifth 
and sixth column give information about the vertical displacement. The measured 




























surface tide internal displacement 
Amplitude Phase Amplitude Phase 
(m) (o) (m) (o) 
0.310 172 3.394 163 
0.312 120 3.660 89 
0.018 46 11.092 62 
0.037 221 14.295 249 
0.058 194 13.628 318 
0.067 339 11.926 70 
0.008 136 2.445 121 
0.012 227 1.622 339 
0.010 326 2.354 57 
0.001 102 5.433 218 
0.004 105 4.491 113 
0.003 264 3.223 339 
Table 6.2: Amplitudes of the surface tide and vertical displacement as well as their 
harmonically predicted versions (Figure 6.4) calculated from area underneath spectral 
peaks as shown in Figure 6.5. The vertical displacement was derived from the time-
series of potential density fYt in November 2004. 
internal internal 
surface surface predicted displacement displacement predicted 
(m) (m) (m) (m) 
diurnal 0.39 0.43 9.64 4.87 
semi-diurnal 0.06 0.05 16.00 13.09 
ter-diurnal 0.01 0.00 5.47 3.29 
quarter-diurnal 0.01 0.00 6.00 4.69 
emphasises again the clear semi-diurnal dominance of the signal. The areas underneath 
the peaks are another tool for comparing the relative importance and magnitudes of 
the amplitudes of the two time-series as they are equivalent. In contrast to harmonic 
analysis, only the comparison of energy within the tidal frequency bands is possible. 
The areas underneath the peaks indicated in Table 6.2 provide an indication of the 
differences in the amplitudes of the two time-series. The areas were calculated using the 
trapezoidal method for numerical integration; where the square root of the integration 
result provided the desired areas. They are significantly different for both time-series. 
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Figure 6.4: Harmonic prediction of the surface tide and the vertical displacement at 
240 m water depth analysed for the most dominant diurnal, semi-diurnal, ter-diurnal 
and quarter-diurnal tidal constituents. The corresponding amplitudes and phases are 
given in Table 6.1. 
it is considerably larger for the internal vertical displacement with 9.64 m. A significant 
difference in the area underneath the peaks for the two records also holds true for t he 
semi-diurnal, ter-diurnal and quarter-diurnal frequency bands, for which the values are 
0.06 m, 0.01 m and 0.01 m, respectively, for the surface tide, while the corresponding 
values for the internal vertical displacement are 16.00 m, 5.47 m and 6.00 m. These 
values are consistent with the overall picture of amplitudes found by harmonic analysis. 
Amplitudes and phases gained from harmonic analysis can be used to predict the 
time-series that would arise if the water movement was only tidally forced. These 
predictions for the surface tides and the internal displacements are shown in Figure 6.4. 
The prediction worked well for the surface tide (Figure 6.4). There is just a short period 
on the lOth of November where the prediction is slightly displaced. A small RMS 
(root mean square) of 0.05 m between the measured surface tide and the prediction 
supports this impression. The opposite is true for the tidal prediction of the vertical 
displacement , which provides a poor match with the time-series, also shown by a large 
RMS value of 12.61 m between the calculated internal displacement and its prediction. 
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Figure 6.5: Spectra of the surface tide, the internal displacement at 240m water depth 
and their respective predictions based on harmonic analysis. For harmonic analysis the 
most dominant diurnal, semi-diurnal, ter-diurnal and quarter-diurnal frequencies were 
used. The dashed lines K1 , M2 , X3 and X4 mark the diurnal K1 tide (1.0023 cpd), 
semidiurnal M2 tide (1.9322 cpd), ter-diurnal (3 cpd) and quarter-diurnal ( 4 cpd) tidal 
frequencies. 
calculated, assuming one average gradient is appropriate for a period of around 15 days. 
Additionally it is not obvious that all of the variation has to be caused by oscillations of 
t idal frequencies. Spectral analysis was repeated for the harmonically predicted signal. 
This provides information about the magnitude of t idal forcing in the original signal. 
The power spectra of the predicted signals in comparison with the original spectra 
are given in Figure 6.5. The spectrum for the surface tide prediction matches very well 
with the corresponding spectrum of the surface tide displacement. This implies that 
most of the surface height measurements can be accounted for by processes triggered 
by t idal forcing. This is supported by the comparison of the areas underneath the 
peaks given in Table 6.2. The results for the surface processes show small variations 
for the two analysed t ime-series. In comparison, the spectrum for the internal vertical 
displacement prediction, has clearly less spectral energy than the measured internal 
displacement and the amplitudes of the predicted internal displacement spectrum are 
significantly smaller than the corresponding values for the original time-series (see 
Table 6.2). It remains unclear why the diurnal frequency band appears to contain only 
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Vertical displacement April2003, average over depth 50-150m 
0~~--~--~--~--~--~~--~--~ 
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Figure 6.6: Vertical displacement April 2003, average over 60-150 m. This average 
was derived from the data shown in Figure 5.5 as follows: The time-series of vertical 
displacement for each depth between 60 m and 150 m were searched for negative 
displacements, these were transformed into positive displacements. Afterwards the 
depth average of these time-series was calculated and is presented above. 
about 50% of its original energy while the other frequency bands have energies of 60% to 
80% of their original values. However, this implies that only a contribution to the signal 
can be explained by oscillations at tidal frequencies. This discrepancy can be accredited 
to the fact that the calculation method for the internal displacement is approximate, 
since the stratification changes over the measuring period. More importantly, internal 
waves can propagate in all directions while only the horizontally-propagating energy is 
monitored here. 
Summarising, internal tides exist in McMurdo Sound with varying amplitudes 
throughout the year. The analysis has shown a clear diurnal tide in the 48 hour 
sample in April in the depth range between 50 m and 150 m. This resulted in an 
average amplitude of 3.2 m for the K1 tide caused by vertical displacement of around 
4 m (Figure 6.6). In contrast the November data at 240 m emphasise the occurrence 
of internal tides, with the semidiurnal frequency dominating the wave motions. The 
K1 amplitude of 3. 7 m is roughly consistent with the April data. Semidiurnal fre-
quencies are characterised by amplitudes of the order of 12 m (Table 6.1). This goes 
along with larger vertical displacements, which are in the order of about 20 m (Fig-
ure 4.19). Although the observed amplitudes seem large, other studies have observed 
much larger internal tide amplitudes. Morozov et al. (2003a) found a semi-diurnal in-
ternal tides with amplitudes of 40 m in the Kara Strait. This is probably due to the 
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Intuitively one may expect that the barotropic flows associated with the dominating 
diurnal tide in McMurdo Sound (Goring and Pyne, 2003) causes baroclinic tides of the 
same frequency. This does not have to be the case as the interaction of barotropic tides 
with bottom topography can cause any oscillations of tidal frequencies including the 
associated harmonics. Only a few of the tidal frequencies associated with barotropic 
tides have also been observed as internal tides, among them are 0 1, rvh and K1 for 
the diurnal and Nh and S2 for the semi-diurnal bands. There are some essential dif-
ferences between the behaviour of the motions at these frequencies as their generation 
is very sensitive to the local conditions (Section 6.3.5). The April and November data 
have been measured in different locations which may also be a contributing factor to 
the generation of different dominating frequencies. A better knowledge of the local 
topography is required to further investigate this factor. 
The density time-series at 240 m is the only record dominated by the semi-diurnal 
frequency band, while all other spectra have shown a clear diurnal dominance even the 
50 m temperature record within the same time-frame in November 2004. This must be 
a local effect which cannot be further investigated with the available data resolution. 
6.3.5 Generation of internal tides in McMurdo Sound 
Internal tides can originate from a number of different sources. These are related to 
the local conditions such as bottom topography and local geography. The exact source 
of internal tides in McMurdo Sound cannot be determined with the available amount 
of data. This requires more detailed measurements as well as a better knowledge of 
the topography of the investigated sites. Thus only three of the possible generation 
mechanisms will investigated in this section. 
There are three possibilities for the origin of the measured internal tides in McMurdo 
Sound. 
1. Internal tides decaying from their local generation site 
2. Coastal internal Kelvin waves 
3. Generation south of the critical latitude and propagation into McMurdo Sound 
6.3.5.1 Internal tides decaying from their local generation site 
The main source of internal tides is barotropic flow interacting with topography. The 
sites of possible generation are directly related to the bottom slope of the study area 
(Section 2.8). A bathymetry map of McMurdo Sound (Figure 6.7) suggests the slopes 
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Figure 6. 7: Depth structure McMurdo Sound. Bathymetry data taken from Davey 
(2004). 
Bottom slopes McMurdo Sound Bottom slope (mlm] 
Figure 6.8: Bottom slopes McMurdo Sound. Bathymetry data taken from Davey 
(2004). 
are steepest around the three islands within the region. The bottom slopes were cal-
culated by the depth gradient (Figure 6.8) and indicate that the steepest slopes are 
around the islands, and in particular north-west of ·white Island, around the most 
northern tip of Ross Island, as well as south-east of Hut Point Peninsula. Steep slopes 
form the smallest part of McMurdo Sound's bathymetry. In fact most of the bottom 
slopes indicate a very fiat topography (Figure 6.9). The variation of the slopes is large 
with a maximum of 0.443 mm- 1 and a minimum of 4.04 x 10- 6 mm- 1 . These numbers 
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Bottom slope d istribution and ranges for possible generation regions 
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Figure 6. 9: Bottom slope distribution McMurdo Sound. The landmasses and islands 
have not been considered for this calculation. In addition shown are the bottom slopes 
at which the M2 and K1 tides and the high frequency wave (15 cpd) are possibly 
generated for all investigated months. 
one kilometre for the maximum and of 0.4 em over one kilometre for the minimum. The 
steepest bottom slope regions do not necessarily have to be the areas where internal 
tide generation is favoured. These sites are determined by the ratio, "'( , of the bottom 
slope and the internal wave characteristic, a, (Section 2. 7) which, in addition, depends 
on local water column stratification. 
The particular interest of this work is in internal tides. For the investigation of 
their possible generation sites, "'! should be calculated assuming wave frequencies of 
1.9323 cpd (M2 tide) and 1.0027 cpd (K1 tide). The linear theory of internal tide 
generation (Section 2. 7) does not apply to the critical latitude and beyond as the wave 
characteristic a becomes 0 and the ratio "'! goes to infinity (Robertson (2001a) and 
Baines (personal communication)). Therefore, the theory fails for McMurdo Sound 
as its baroclinic tides are sub-inertial, i.e. f > w. However, "'! can be calculated by 
applying the slightly modified theory of horizontally decaying waves. The validity of 
this approach is discussed in Appendix G. It needs to be emphasised that possible 
sources of the locally generated waves can be identified, but this is not proof that they 
exist. 
The dependency of the wave characteristic, a , on the local stratification is de-
scribed by the buoyancy frequency N. The chosen buoyancy frequency N is crucial. 
The internal wave generation theory (Section 2.8 and Appendix G) assumes a buoyancy 
frequency near the ocean floor. Unfortunately these are not available as the measure-
ments did not cover the whole water column. The calculations have been performed 
using the buoyancy frequency N calculated for the constant extension of the profile 
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to investigate the normal mode structure (Table C.2). These different frequencies did 
not alter the results significantly compared to the average frequencies of the top wa-
ter column (Table 5.1). Thus the average values for N were chosen for the following 
investigations. 
Possible K1 generation sites appear within the shallow parts of McMurdo Sound 
(Figure 6.10), in particular away from the sharp topography of the regions around the 
islands and the coast. It also emerges that the number of possible generation sites is 
increasing as the year proceeds. The percentage of bottom slope-wave characteristic, 
'"'(, within the critical range were 16%, 17%, 23%, 26%, 26% or 28%, respectively, for 
April, May, June, July, August and November in McMurdo Sound. This increase 
goes along with increasing shallowness of the possible generation sites (Figure 6.9). 
The possible generation of the semi-diurnal M2 tide in McMurdo Sound has some 
characteristics similar to the K1 tide generation while some details differ (Figure 6.10 
and 6.11). The number of possible generation sites for the M2 tide is also increasing 
as the year proceeds also their percentages are with 6%, 6%, 8%, 9%, 9% and 10% 
only about a third of their diurnal equivalents. The M2 tide generation also occurs 
in the midst of McMurdo Sound, away from the brims of the land, in the shallowest 
parts of the Sound (Figure 6.9). This seems to be in contrast to various studies, e.g. 
Baines (1982); Guizien et al. (1999); Holloway and Merrifield (1999); Smith (2003), 
which predict internal tide generation near sharp features such as seamounts, ridges, 
islands or continental shelves. These theories and observations are mainly based on 
abyssal flow, thus do not apply to shallow McMurdo Sound. 
For both tidal frequencies a very patchy structure of possible generation sites could 
be observed. This is in agreement with other studies. Morozov and Pisarev (2002) 
have used a non-linear numerical model and observations from the Arctic to study 
the effect of the critical latitude on the generation of internal tides. They found that 
the correct bottom slope can lead to the generation of forced internal tides. Maximum 
amplitudes have been observed where the wave characteristics randomly coincided with 
the bottom slope (Morozov and Pisarev, 2002). The randomness of the bottom slopes 
distribution resulted in a patchy structure for the possible internal wave generation 
sites. The wave characteristics are naturally much smaller in high latitude regions, 
thus the bottom does not have to be as steep as it does in low and mid latitudes, to 
favour large amplitude internal waves. 
It appears that the weaker the stratification, the more possible generation sites exist. 
At first glance this seems contradictory to our observations of decreasing spectral energy 
in the tidal frequency bands as the year proceeds and stratification weakens. However, 
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Figure 6.10: Possible internal wave generation sites. The calculations are based on the 
average buoyancy frequencies presented in Table 5.1 and assume a diurnal frequency 
for the internal wave. The crucial range between 0.5 and 2 is shown, smaller values 
are set to 0 (blue) and larger values are set to 2.5 (red) . Red areas are too steep for 
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Figure 6.11: Possible internal wave generation sites. The calculations are based on 
the average buoyancy frequencies presented in Table 5.1 and assume a semi-diurnal 
frequency for the internal wave. The crucial range between 0.5 and 2 is shown, smaller 
values are set to 0 and larger values are set to 2.5. Red areas are too steep for internal 
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not been taken into account yet. The internal tides discussed here decay horizontally 
(Appendix G) once they have been locally generated as they are forced and sub-inertial. 
The decay length scale of these waves is also dependent on the local stratification. The 
weaker the stratification, the shorter their decay scale. The roughly estimated decay 
scales for the M2 range between 156 km in April and 56 km in November, while they 
are significantly shorter for the K1 tide with scales between 31 km in April and 11 km 
in November. 
In summary, locally generated horizontally decaying internal tides can exist in Mc-
Murdo Sound. They are affected by stratification in two ways. Weak stratification 
leads to a shorter decay scale, in particular the decay scale for the diurnal tide is much 
smaller than for the semi-diurnal tide as well as more possible generation sites within 
the shallowest parts of the Sound. This means that for the observation of internal tide 
activity with a weak stratification, the measuring site has to be closer to the actual 
generation site as the decay scale is limited. The increase in possible generation sites 
may explain why strong internal tide activity could be observed at 240m in November 
despite their shorter decay scale and the weakest observed stratification. On the other 
hand, more options for possible sites exist. The K1 tide is dominating the internal tide 
spectra in McMurdo Sound, probably due to the dominance of their possible genera-
tion sites although they decay rapidly with distance in comparison to their semi-diurnal 
equivalent. 
6.3.5.2 Coastal internal Kelvin waves 
Internal Kelvin waves are another option for the source of internal tide activity mea-
sured in McMurdo Sound. The scale, with which they exponentially decay when prop-
agating away from the coast, is described by the internal Rossby radius of deformation 
(Section 2.12). McMurdo Sound has small horizontal phase speeds, which range be-
tween 0.6 m s-1 in April and 0.2 m s-1 in September for the first mode. This leads to a 
maximum internal Rossby radius of 23 km in April (Section 5.3), while the minimum 
of the radii for the first mode is 9 km. This implies a rapid decay of the wave energy, 
which intensifies as the year proceeds and with higher modes. The rapid decay is in 
agreement with results of Lam (1999) and 1Vforozov and Pisarev (2002). Lam (1999) 
observed and modeled shelf waves, whose properties closely resemble coastal Kelvin 
waves, with diurnal tidal frequency at the Greenland Shelf. These shelf waves could 
also be responsible for our observations as they exist as sub-inertial tides on the polar 
continental shelves ( Gerkema and Lam, personal communication). 
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6.3.5.3 Generation south of the critical latitude and propagation into Mc-
Murdo Sound 
McMurdo Sound, located at approximately 78°S, is close to the critical latitude for the 
lunar semidiurnal M2 internal tides (74.5°). Konyaev (2000) investigated what effects 
a location at or near the critical latitude has on semi-diurnal tides. His findings suggest 
that semi-diurnal internal tides can switch over from free to forced motions within a 
region of about 10° from the critical latitude, and so does the complex evolution of 
the internal tide. His work also suggests that internal tides in high-latitude regions are 
often non-stationary and very localised. This may imply that it is possible for internal 
semi-diurnal tides to be generated in the Ross Sea or other regions south of the critical 
latitude and propagate into McMurdo Sound. More data is needed to investigate this 
aspect in more detail. 
Morozov and Pisarev (2002) have numerically modeled internal tides at and beyond 
the critical latitude of the M2 tide in the Arctic Ocean. They found that at these 
latitudes bottom slope characteristics can lead to the generation of a forced internal 
tide (Section 2.8). This tide will not develop into a freely propagating wave, instead 
it decays rapidly with the distance from the generating slope. The decay scale has 
been estimated for a first mode internal tide in Appendix G and indicates that the 
scale ranges between 156 km in April and 56 km in November for the M2 tide. Our 
measuring site in McMurdo Sound is~ 2.5° south of the critical latitude for the M2 tide. 
The largest decay scale of 156 km is equivalent to approximately 1.5° in latitude. This 
implies that the generation of semi-diurnal internal tides beyond the critical latitude 
is possible, but they decay rapidly as they propagate. The largest decay scale is larger 
than the dimensions of the Sound. Thus the propagation of the internal tide from 
lower latitudes into the Sound seems likely. This is in agreement with results of other 
studies (Konyaev, 2000). The decay scale for the K1 tide are much smaller with values 
between 31 km in April and 11 km in November, indicating that their generation must 
occur within the Sound. 
6.3.6 Summary: Internal tide generation in McMurdo Sound 
The generation of internal tides in McMurdo Sound is possible although they cannot 
freely propagate. The three generation mechanisms discussed above result in internal 
tides which decay once locally generated. 
The vertical stratification structure in McMurdo Sound supports internal oscilla-
tions of tidal frequencies to be generated within the Sound, where the bottom topog-
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sites, which is in agreement with the observations although this is compensated by the 
horizontal decay scale being much smaller compared to the semi-diurnal tide. 
The measured internal tide activity could have originated either from local gen-
eration sites somewhere within the Sound being within the range of few kilometres 
from the measuring site. Another possible propagation mode is from coastally trapped 
Kelvin waves that decay when they propagate along the coast or other similar kinds of 
trapped shelf waves. Another less likely option for the propagation of the M2 tide, as 
they do not dominate the spectra, is the generation at lower latitudes and propagation 
into McMurdo Sound. For all possibilities, the measuring site has to be closer to the 
K1 than to the M2 generation site. 
6.4 Higher frequency oscillations 
The characteristics of higher frequency oscillations are very different compared to in-
ternal tides which show a behaviour that resembles surface waves. These oscillations 
consist of wave packages, oscillating with a certain frequency and freely propagate in 
all directions. They are caused by either internal waves or turbulence and can be gener-
ated everywhere. This section investigates the existence of higher frequency oscillations 
in McMurdo Sound. Section 6.4.1 discusses whether the observations originate from 
internal waves or turbulence, while Section 6.4.2 investigates possible generation sites 
within McMurdo Sound. 
6.4.1 Internal waves or turbulence 
Within the scope of this thesis all internal waves in McMurdo Sound with higher fre-
quencies than the semi-diurnal tidal frequency band are defined as higher frequency 
oscillations. This section focusses on the frequencies between the Coriolis parameter 
f (1.96 cpd) and the buoyancy frequency N. The standard theories are limited to 
this range, in which the waves are freely propagating. The different characteristics of 
internal waves compared to surface tides implies that new analysis techniques other 
than those used already have to be applied. A commonly used technique is analysing 
the slopes of the power spectral density spectra within the adequate frequency band. 
These slopes are related to two theories. The generic GM model (Section 2.11) has a 
slope of -2 and suggests oscillations to be caused by internal wave activity. Kolmoro-
goff's theoretical law for turbulence states a slope of -5/3 (Section 2.10.3) when the 
oscillations are caused by turbulent fluid flow. 
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The slopes of the studied spectra (Tables 4. 7, 4.8, 4.9 and 4.10) indicate no clear 
trend that might identify the origin of the oscillations. The slope of -1.97 for the 
240 m temperature time-series in November suggests that the oscillations are caused 
by internal waves while the slope of -1.68 for the temperature record at 200 m rather 
implies turbulent flows. All calculated slopes vary within a range between -0.78 and 
-2.15, some closer to the GM slope and others closer to the Kolgomoroff slope. A range 
of ±0.17 around the defined slopes of -1.67 and -2 seems to be a reasonable choice for 
sorting them into the two categories. Only the deeper temperature spectra in November 
have spectral slopes in the order of the two comparisons. The suggestion of turbulence 
and internal waves seem to alternate with depth. This may imply that some time-
series were able to capture events of breaking internal waves. This is normally related 
to an unstable or weakly stratified water column, indicated by a small or negative N. 
This could not be observed in the vertical N profiles. This may be due to the often 
occurring non-stationarity of internal waves. The signal changes with time and the 
measured vertical profiles are most likely not representative for the whole record. A 
better data resolution is necessary to further investigate this issue. 
Care is needed in respect to the accuracy of the slopes for two reasons: First, 
the calculations have shown that the choice of the buoyancy frequency is crucial. For 
example, the 35m temperature record in November has a slope of -2.59, suggesting an 
internal wave origin, when the local buoyancy frequency is used. Alternatively it has a 
slope of -1.50, suggesting a turbulent flow causes the oscillations, when the maximum 
buoyancy is used. The stratification of the water column is spatially and temporarily 
variable. Thus the buoyancy frequency N is subject to change during the 20 day periods 
in which the time-series' slopes were analysed. The right choice is difficult. Second, 
the sampling intervals in winter resulted in a maximal available frequency of 24 cpd. 
Thus the slopes calculated do not cover the whole range between f and N. This has a 
significant effect on the resulting slopes. Taking these uncertainties and limitations into 
account, the conclusion drawn from these results has to be very broad. It is probably 
appropriate to say that the origin of the observed higher frequency oscillations is likely 
to be something between internal waves and turbulence. 
An indication whether high frequency oscillations are generated by internal wave 
activity or turbulence can be gained from the cross-correlation of time-series. The 
origin is more likely to be internal waves when the signals are correlated while it is 
more likely to be turbulence when they are not correlated. The only available data 
source for comparison are the temperature time-series in November 2004 arranged 
in a mooring. Figure 6.12 shows the three temperature records at 240 m and the 
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Figure 6.12: Temperature time-series of the three moorings at 240 m and their cross-
correlation; November 2004. The thermistor at mooring 1 failed, thus the shown t ime-
series is a linear interpolation of the sensors at 200 m and 345 m. The time-series were 
filtered with a 5th order butterworth filter to remove high frequency oscillations with 
a period of 3 hours or less. The cross correlation was done by shifting the smoothed 
profile by 5 minutes intervals. 
similar patterns and show the strongest correlation at a time-shift of approximately 0 
hours, +24 hours and -24 hours, suggesting the barotropic flow as a common source. 
Otherwise the correlation is highly variable. Thus it remains unclear whether the 
observed oscillations originate from internal waves or turbulent fluid flow. 
The Gradient Richardson number (Equation (2.23)), Ri , relates the stabilising effect 
of buoyancy and the destabilising effect of velocity shear. Thus it provides information 
about the occurrence of turbulence. The gradient Richardson number has been calcu-
lated for November 2004 as this is the only month for which velocity data are available. 
The assumption of currents being in the same direction has been made (Figures 4.3(b) 
and (d)). The current speed difference between the two depths ( 30 m and 350 m) 
has been calculated for each time step (5 minute intervals). These speed differences 
were set in relation to the depth difference of 320 m. To gain the gradient Richardson 
number Ri the current speed gradient was related to the average November buoyancy 
frequency N (1.12 x 10-3 Hz). Excluding the gradient Richardson number which were 
zero, i.e. both current speeds were the same, Ri ranges between 3.41 x 10-4 and 3.21. 
129 
6. DISCUSSION 
10.22% of all values are above the critical ratio of 0.25 and indicate a stable flow, while 
89.78% are below the threshold, suggesting an unstable fluid flow (Section 2.10.1). 
This implies that the higher frequency oscillations measured in McMurdo Sound are 
more likely caused by turbulent flows although this does not have to be the case as Ri 
is a necessary, but not sufficient condition for instability occurrence (Turner, 1973). 
Thus the source of higher frequency oscillations in McMurdo Sound remains subject of 
further research. 
Research on turbulent flows in McMurdo Sound, in particular within the whole 
water column, is sparse. Mitchell and Bye (1985) observed the processes in the bound-
ary layer under the sea ice in McMurdo Sound and found that turbulent processes 
associated with high melting rates of the sea ice are due to the advection of relatively 
warm oceanic water, while intrusions of coastal melt water caused a slight melt rate. 
Other convection effects such as the salt input from the ice cover descending through 
the water column are able to cause turbulent flows. 
The observed spectral slopes in McMurdo Sound are in agreement with other find-
ings, such as (Levine and Irish, 1981). Mitchell and Bye (1985) found slopes in the 
range between -1.5 to -2.5 for moored temperature data, which could be attributed 
to internal waves and fine scale structure such as turbulence. However, a solid ice cover 
combined with local conditions can significantly alter the internal waves behaviour in 
respect to the spectral slope. Levine et al. (1987) found a slope of -1 instead of the 
expected -2 in the Arctic Beaufort Sea near Alaska. 
The energy content of internal waves is an important aspect of internal wave re-
search, in particular since the early 70's when Garrett and Munk (1972) developed 
their generic internal wave model which is often consulted for comparison. The model 
is based on a large amount of data and is able to predict the general energy level in the 
world's ocean quite well (Section 2.11). The internal wave spectrum in McMurdo Sound 
in November 2004 at a depth of 240 m (Figure 4.21) has an energy level of roughly 
four times as much as the predicted GM spectrum. The higher internal wave energy 
we measured in an ice-covered region seems surprising as the the two main mechanisms 
of internal wave generation, surface waves and wind, are excluded. Lower energy levels 
have been measured in polar regions. Levine et al. (1985) measured internal waves 
energy of 0.3 to 0. 7 of the GM value on the Arctic Yermak Plateau at a water depth 
of 250 m; while the internal wave energy levels of the study conducted by Levine et al. 
(1997) range between 0.2 to 0.6 of GM within the upper permanent pycnocline (200 to 
300 m) at a deep sea site in the Antarctic Weddell Sea. The measured energy levels 
vary and are strongly dependent on the local conditions. 
Internal waves monitored by a buoy drifting over three sections of the Arctic Ocean, 
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the Greenland Sea, the Nansen Basin and the Yermak Plateau (Plueddemann, 1992) 
were most energetic when the instrument passed over the Yermak Plateau, which has 
the sharpest bottom topography of the studied regions. The study by Levine et al. 
(1997) has shown permanent energy levels close to GM at a site close to the continental 
shelf in the Weddell Sea, while significantly lower energy levels were observed at the 
deep sea site with less steep bottom topography. These studies suggest that the internal 
wave energy levels are well below the G M when the bottom has little or no sharp 
topography, with which barotropic currents can interact to generate baroclinic tides. 
Levine et al. (1985) found energy values far below GM due to weak internal tides 
in the Arctic. The GM spectrum is applicable only to the deep sea, away from sharp 
topography and the coast. Although Levine et al. (1997) have done the GM comparison 
at a similar depth (250 m) the local water depth was deeper (beyond 1000 m) than 
in shallow McMurdo Sound. The measuring site in November 2004 did not fulfil the 
applicability criteria of the GM spectrum as the measuring site was located close to 
Ross Island and the coast, where the formation of internal tides is favoured (Figure 6.8). 
This may explain the observed higher energy levels compared to the GM model. 
6.4.2 Generation and propagation of high frequency internal 
waves in McMurdo Sound 
The analysis suggests that high frequency freely propagating waves should exist in 
McMurdo Sound (Section 6.4.1) but no particular frequencies emerge. Nevertheless it 
is of interest to investigate, where these waves would originate as due to their charac-
teristic of free propagation they can be generated everywhere. A frequency of 15 cpd 
has randomly been chosen. If barotropic waves of this frequency exist the distribution 
of possible wave generation sites is shown in Figure 6.13. The generation sites are in 
contrast to the ones for the internal tide as they are primarily around the brim of the 
islands and with decreasing magnitude along the Victoria Land coastline. Thus they 
emerge in locations where the bottom topography is steepest (Figure 6.9). 
Another feature of the higher frequency oscillations is that the number of possible 
sites decreases as the year proceeds. This is of less importance for the high frequency 
waves as they can propagate freely. 
Thus higher frequency internal oscillations can exist in McMurdo Sound. It remains 
unclear whether they are caused by internal waves or turbulent fluid flow. They are 
freely propagating and originate from the steepest regions in McMurdo Sound which 
seems to be in agreement with other studies, i.e. Holloway and Merrifield (1999), 
although these are mainly classic deep ocean theories. 
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Figure 6.13: Possible internal wave generation sites. The calculations are based on the 
average buoyancy frequencies presented in Table 5.1 and assume a frequency of 15 cpd 
for t he internal wave. The crucial range between 0. 5 and 2 is shown , smaller values are 
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7.1 Summary and conclusions 
Prior to this work little was known about internal waves in McMurdo Sound, Antarc-
tica, and about freely propagating M2 internal tides in polar regions south of the critical 
latitude. The existence, frequency distribution and variation with season and depth 
of internal tides in McMurdo Sound have been investigated in the previous chapters. 
The change in the vertical structure of salinity, density, temperature and buoyancy 
frequency has been explored. In this observational study, data from two field seasons, 
winter (March - September) 2003 and spring (November) 2004, were used. Broadly 
two techniques have been used to capture internal wave activity. The vertical profiles 
taken as Conductivity-Temperature-Depth ( CTD) measurements do not only allow the 
study of the vertical water column structure but also provide a tool for investigating 
the vertical variation of the internal tides. Moored instruments provide a resource for 
studying the variability of the waves with time at particular depths. 
Internal waves are caused by the displacement of density surfaces. Various processes 
such as surface waves, wind, barotropic flow interacting with sharp bottom topography 
or internal tides can cause these displacements. Once these waves are established, 
vertical stratification is necessary to support them. The larger the vertical gradient 
and the associated buoyancy frequency, the larger the amplitude of the generated 
internal waves can become. 
The observations have shown that the stratification in McMurdo Sound is weak 
compared to lower latitudes and strongly dependent on the season. Stratification is 
characterised by increasing density averages and decreasing vertical density variations 
as the year proceeds. The temperature profiles showed some variation in early winter, 
while they were at a uniform temperature of -1.92°C during the other months. These 
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variations are directly related to three water column change mechanisms. Fresh water 
input and summer heating residual enhance stratification during summer while salt 
rejection from the local ice cover causes mixing during winter. This suggests a decrease 
in internal wave activity throughout the year. 
Internal tides were observed in McMurdo Sound. A clear observation of an internal 
tide was made in April, when the water column exhibited its strongest stratification 
while internal tides within 250 m of the ice-water interface seem to disappear over 
winter and the energy in the tidal frequency bands decreases as the year proceeds. 
This is in agreement with the decrease in water column stratification. In addition, a 
strong semi-diurnal frequency (M2 ) dominated internal tide could be observed at 240m 
in November 2004 when water column stratification was at a minimum. 
In general, all months were dominated by energy in the diurnal (K1 ) frequency 
band while the second largest energy content was found for the semi-diurnal (M2 ) 
frequency band. Thus the dominant internal tides in McMurdo Sound are sub-inertial 
as the Sound's location (77.5° S) is south of the critical latitude for freely propagating 
internal tides (74° S for the M2 tide and 30° S for K1 tide). 
Three main mechanisms for the generation of forced, sub-inertial internal tides in 
McMurdo Sound emerge. There are locally generated internal tides, coastal internal 
Kelvin waves and internal M2 tides which have been generated south of the critical 
latitude and propagate into McMurdo Sound, All three mechanisms indicate horizon-
tally decaying waves as they cannot freely propagate in high latitudes regions. The 
decay scale depends on the water column stratification. The exact source cannot be 
determined with the available amount of data. 
In this work, some features of internal tides in high latitude regions beyond the 
critical latitude have been observed. The analysis has shown that McMurdo Sound is 
a good place for the observation of internal tides and has more internal tide generation 
sites in November, when stratification is weakest and less in April when the stratifica-
tion exhibits its maximum. The increase in possible generation sites is compensated 
by a decreasing decay length scale of the locally generated tides. The larger number of 
possible generation sites seems to be more important for the observations as the strong 
internal tide in November and the dominance of the K1 tide suggests. These findings 
may have important consequences for other high latitude regions. 
7.2 Future work 
Some questions arose during the investigation of internal waves in McMurdo Sound 
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designs for internal wave investigation in high latitude regions can be made. 
• Experiment improvement: Recording temperature time-series and calculat-
ing the corresponding vertical displacement is a common approach for capturing 
internal wave activity in mid and low latitudes as well as lakes and coastal regions 
(e.g. Levine et al. (1983), Pringle and Brink (1999), Stevens (1999)). For the cal-
culation of the vertical displacement, a stratified water column is essential. This 
is the case for the above mentioned regions as the temperature is clearly decreas-
ing with depth. In contrast the water temperature is almost constant throughout 
the whole water column in high latitude regions. Thus the measurement of tem-
perature does not seem to be ideal, but nonetheless temperature records and the 
conversion to vertical displacement are an often used tool in the studies of inter-
nal waves in polar regions (e.g. Levine et al. (1985), Levine et al. (1997)). In a 
study by Levine et al. (1997) they found that the temperature gradient was too 
variable in shallower depths to allow the computation of the vertical displace-
ment. Thus they could use only the deeper instruments for their analysis. This 
was due to the weak stratification in polar regions. The same problems occurred 
during this work. The experiment design, especially in winter, was not ideal, as 
the instruments were within the mixed layer and thus no internal wave activity 
was expected. For further studies it is crucial to put the instruments deeper, 
where more stratification characterises the water column and measure salinity 
rather than temperature. A vertical CTD measurement in advance is ideal to get 
an idea of the local conditions. 
The analysis has shown that temperature records are only loosely coupled to the 
density dynamics. Thus it would be desirable to get density, which is mainly a 
function of salinity, rather than temperature measurements. Long-term salinity 
records are harder to get as due to for example platelet ice formation in the water 
column, malfunctions often arise in conductivity cells. In addition, often fewer 
instruments are available for field work as they have higher costs compared to 
thermistors. 
Finally, this project has shown that the time-series are often too short to give 
detailed information. Longer time-series and more data at different locations 
within the Sound are required to give a better picture of internal wave activity, its 
variation with time, depth and location as well as its generation and propagation. 
It may even be worthwhile to analyse other data sources such as Acoustic Doppler 
Current Profilers (ADCP). The ADCP provides current measurements over the 
top metres of the water column for a long time frame. 
135 
7. SUMMARY AND CONCLUSIONS 
• It has not been possible to identify which of the suggested possible generation 
mechanisms apply. The investigation of the propagation direction may give an 
indication about the possible source. The mooring arranged in the triangle for-
mation may be used for this investigation. 
• From our results we would expect stronger stratification and thus internal wave 
activity in summer. This could be confirmed by repeating measurements during 
the Antarctic summer. In addition, this would provide the opportunity to get 
more evidence for the significance of the discussed water column stratification 
change mechanisms. 
• Internal tides exist beyond the critical latitude of the M2 tide. Standard, linear 
internal wave theories fail to explain these observations. The literature is lack-
ing the appropriate non-linear theory. To gain a better understanding of non-
linear, sub-inertial tides in polar regions further research in mathematical theory 
is needed. Ideally those modeling attempts will be combined with observations. 
• Internal tides can be caused by the interaction of barotropic flow with bottom 
topography. The barotropic flow has different characteristics depending on the 
phase of the surface tide. Times of weak surface tides cause less intense barotropic 
flow. This may cause the reduced generation of internal tides. No such rela-
tionship could be observed in this thesis. The application of more advanced 
techniques such as co-spectral, wavelet or empirical orthogonal function analysis 
(Wang et al., 2000) may be able to reveal such a relationship. 
• In low temperature regimes such as McMurdo Sound, the temperature is almost 
uniform with depth and only loosely coupled to density dynamics. Thus, the 
collection of salinity data is preferred over temperature records. 
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Equation of state 
The equation of state is highly non-linear and relates the density (p in kg m-3 ), to 
pressure (pin db), salinity (Sin psu) and temperature (Tin oc). The equation is 
obtained in a sequence of steps, Gill (1982, Appendix 3). First the density Pw of pure 
water (S=O) is given by 
Pw = 999.842594 + 6.793952 x w-2r- 9.095290 x w-3T 2 
+ 1.001685 x w-4T 3 - 1.120083 x w-6T 4 + 6.536332 x w-9T 5 (A.1) 
Second, the density at one standard atmosphere (effectively p = 0) is given by 
p(S, T, o) = Pw + 8(0.824493- 4.0899 x w-3T + 7.6438 x w-5T 2 
- 8.2467 x w-7r 3 + 5.3875 x w-9T 4 ) + S 312 ( - 5. 72466 x w-3 
+ 1.0221 x w-4r- 1.6546 x w-6T 2 ) + 4.8314 x w-4s2 (A.2) 
Finally, the density at pressure p is given by 
(S ) p(S, T, 0) P 'T,p = (1- pj K(S, T,p))' (A.3) 
where K is the secant bulk modulus, for which the pure water value Kw is given by 
Kw = 19652.21 + 148.4206T- 2.327105T2 + 1.360477 X 10-2T 3 - 5.155288 X 10-5T 4 
(A.4) 
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Figure A.l: T-8 diagrams for cold and warm water. The data set shown for cold water 
represents the CTD cast sequences measured in April 2003. The warm water record is 
made up of artificial dat a, which were obtained by adding 15 ac to the April records; 
while the salinity values remained unchanged. 
The value at one standard atmosphere (p = 0) is given by 
K(S, T , 0) = Kw + 5(54.6746- 0.603459T + 1.09987 x 10- 2r-2 - 6.1670 x 10-5T 3 ) 
+ S 312 (7.944 X 10-2 + 1.6483 X 10-2T - 5.3009 X 10- 4T 2) (A.5) 
and the value at pressure p by 
K(S, T ,p) = K(S, T , O)+p(3.239908+1.43713x10- 3T+l.16092 x 10- 4T 2 - 5.77905x10-7T 3) 
+ pS(2.2838 X 10-3 - 1.0981 X 10- 5T- 1.6078 X 10-6T 2) 
+ 1.91075 X 10- 4pS312 + p2 (8.50935 X 10-5 - 6.12293 X 10-6T + 5.2787 X 10- 8T 2) 
+ p2S( - 9.9348 x 10- 7 + 2.0816 x 10-8T + 9.1697 x 10-10T 2 ) . (A.6) 
The equation is too complicated to reveal any relationships between density, tempera-
ture and salinity by looking at it. Thus an example is needed to clarify this correlation. 
The left graph in Figure A.1 shows corresponding pairs of temperature and salinity as 
measured in April 2003 in McMurdo Sound. The above discussed equations have 
been used to calculate the associated (potential) density 17t. The density values range 
between 27.6 and 27.9 kg m-3 for salinity values between approximately 34.25 and 
34.65 psu and temperatures roughly between - 1.9°C and - 1.7°C. A striking feature is 












to lines of constant salinity. This regime represents the situation in high latitude polar 
regions quite well. To study the effect of higher temperatures, the data set was ma-
nipulated by adding 15°C to all temperature values (now ranging around 13.1 oc and 
13.3°C) while the salinity values remained unmodified. Two main differences charac-
terise the resulting graph on the right hand, first the density values are much smaller, 
ranging around 25.8 and 26.1 kg m - 3 and second the isopycnals are not parallel to the 
halocline lines anymore. Thus high latitude regions with cold water around -1.9°C can 
be distinguished by temperature being unimportant when determining density; while 
the temperature has a much stronger influence when the water is significantly warmer. 
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During winter 2003 time-series of temperature and salinity were recorded for a period 
of approximately five months at water depths of 50 m and 10 or 20m, respectively. In 
the following text the abbreviation 10/20 m will be used for the shallower instrument 
and marks that the instrument was lowered down the water column from 10m to 20m 
during its deployment in the 23rd of May 2003. In Chapter 4 only parts of the deeper 
records were discussed for two reasons: (1) the shallower time-series have more data 
gaps due to malfunction, repositioning or platelet ice formation on the sensors and (2) 
the shallower time-series is less significant for studying internal waves as its recording 
depth was within the mixed layer. This Appendix gives an overview of the whole 
measured data record at both depths (Section B.1), describes briefly the horizontal 
structure of the observed internal tide at the shallower depths of 10 m or 20 m based 
on temperature and salinity records (Section B.2) in a similar way as it was done for 
the deeper record in Section 4.3. Finally Section B.3 compares the variation of internal 
wave energy with depth. 
B.l Raw data winter moorings 
The data records of temperature and salinity and corresponding potential density of 
the whole winter are shown in Figure B.l. The temperature records for the two instru-
ments are quite different for about the first two months of the recording time. While 
the deeper instrument shows a significant degree of variation within this period, the 
shallower instrument has approximately the same variation pattern throughout the 
whole period. For June-September the data records of the two instruments look alike. 
The general trend agrees, the 50 m record has slightly lower temperatures and shows 
slightly more variability. The record at 10/20 m is in phase with the upper temperature 
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Figure B.1: Raw data of temperature, salinity and density, winter 2003 . The data are 
interpolat ed t o half an hour intervals and missing data points are not shown. In the 
g th of May both instruments were moved from Site B to Site A. In the 23rd of May 
the shallower instrument was moved from a measuring depth of 10 m to 20 m due 








B.2. HORIZONTAL STRUCTURE OF INTERNAL TIDES: VARIATION WITH SEASON 
Table B.1: Averages, minima, maxima and ranges for the winter 2003 time-series of 
temperature, salinity and potential density. The shallower instrument records were 
separated into their 10m and 20m component. 
Temperature (0 C) Salinity (psu) 
10 m 20 m 50 m 10 m 20 m 50 m 
mean -1.890 -1.917 -1.902 34.318 34.610 34.519 
max -1.860 -1.880 -1.644 34.518 34.685 34.713 
min -1.916 -1.936 -1.955 34.073 34.511 34.149 
range 0.056 0.057 0.311 0.445 0.174 0.564 
Potential density (kg m-3) 
10m 20m 50 m 










limit of the deeper instrument. The large range of temperature variations (Table B.1) 
between April and mid-May for the 50 m record is probably due to the instrument hav-
ing been outside the mixed layer while it moved into the layer later in the year when 
the mixed layer depth increased. Outside the mixed layer naturally a large amount of 
variability can be observed. In contrast the shallower instrument measured within the 
mixed layer, where only little variability can be expected. 
The measurements for salinity show some consistent trends to the temperature 
records but have some differences in detail (Figure B.1). The measurements till the 
23rd of May are characterised by the largest variability at both the shallower and 
deeper instrument. This effect is more pronounced for the 50 m CTD, which also has 
in comparison larger salinity (density) values. After the 23rd of May the records follow 
the same trend, where the 20 m instrument is always at the lower end of the variability 
of the deeper record. This period shows moderately more variation within the deeper 
record. From the whole record it is obvious that there is a clear increase in salinity 
with the proceeding year for both instruments (Table B.1). This is due to the salt 
rejection of the growing ice cover as discussed in Section 6.2. 
Potential density is mainly a function of salinity in high latitude regions with cold 
water temperature around -1.9°C. Thus it is not surprising that the records of poten-
tial density for the two depths show similar characteristics as the time-series of salinity. 
According to the salinity values, the deeper record has overall higher densities than 
the shallower time-series, necessary for a stable water column. 
B.2 Horizontal structure of internal tides: Varia-
tion with season 
In Section 4.3 the variation of density and temperature and their corresponding spectra 
have been investigated for the instrument at 50 m depth. This section shows corre-
sponding results for the measurements at 10 m for the presented time-series of April 
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Table B.2: Averages, minima, maxima and ranges for the temperature measurements 
at 10/20 m, winter 2003. 
April 03 May 03 June 03 July 03 August 03 
(10m) (10m) (20m) (20m) (20m) 
mean (° C) -1.885 -1.899 -1.908 -1.919 -1.918 
minimum (° C) -1.897 -1.916 -1.921 -1.932 -1.934 
maximum (° C) -1.860 -1.890 -1.902 -1.908 -1.911 
difference (° C) 0.037 0.026 0.019 0.024 0.023 
and May, while the other records (June, July and August) were sampled at a water 
depth of 20 m. 
B.2.1 . Temperature at 10/20m water depth 
The data records of temperature (Figure B.2) have different characteristics within the 
various studied months. While April has the largest degree of variability (Table B.2), 
the other months have about the same difference between their maxima and minima 
with no obvious trends concerning the minima and maxima. One interesting feature 
of the time-series is the decreasing water temperature mean during April-July, while 
August and July are overall very similar. This is related to the stratification change 
mechanisms discussed in Section 6.2, particularly the insulation of the solid ice cover. 
This causes the temperatures warmed by summer heating to return to their lower 
temperatures of around -1.9°C where they remain until the next summer. 
In terms of the investigation of internal tide processes, spectra give valuable infor-
mation. The spectra of the temperature time-series (Figure B.3) show that there is no 
clear distribution of spectral peaks with the proceeding year. April seems to have a 
broad peak around the diurnal frequency K1 and smaller narrower peaks around the 
semi-diurnal frequency M2 as well as the ter-diurnal tidal frequency band. July and 
August exhibit only broad peaks around the diurnal frequency K1 while the two re-
maining spectra of May and June do not show spectral peaks at the tidal frequencies 
of interest. 
Distinct spectral peaks can be an artefact of the calculation and display method 
used. Thus it is necessary to consider their significance. Figure B.4 shows the 95% 
confidence intervals of the temperature spectra (Figure B.3). It appears that only the 
existence of the semi-diurnal and ter-diurnal spectral peaks in April and the diurnal 
peak in July seems to be confirmed by their confidence interval distribution. 
Another way of testing the relative importance of certain frequency ranges is cal-
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20 m water depth 
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.July2003 
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Figure B.2: Temperature measurements at 10120 m depth for winter data, April cov-
ering the period from 05104- 2810412003 (+151-5 days from first CTD survey), May 
from 09 I 05 - 22 I 05 I 2003 ( + 7 I -4 days from second CTD survey), June from 02 I 06 
- 2510612003 (+51-15 days from third CTD survey), July from 04107- 2710712003 
(+111-9 days from fourth CTD survey), August from 08108- 3110812003 (+111-9 
days from fifth CTD survey). The scales of the three measurements at 20 m (June, 
July and August) are equal; while a different scale for the shallower records at 10m in 
April and May were chosen. 
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Figure B.3: Spectra for temperature measurements at 10/20 m depth as shown in 
Figure B.2. Dashed lines K1 , M2 , X3 and X4 indicate the diurnal K1 (1.0023 cpd), semi-
diurnal (1.9322 cpd), ter-diurnal (3 cpd) and quarter-diurnal ( 4 cpd) tidal frequencies. 








B.2. HORIZONTAL STRUCTURE OF INTERNAL TIDES: VARIATION WITH SEASON 
the spectral curve. The spectral energy content in the four tidal bands of interest as 
well as the average power energy over the four tidal bands is visualised for the above 
discussed spectra (Figure B.3) in Figure B.5. 
The spectral energy distribution reveals three main features, first April has signif-
icantly more energy in the two dominant diurnal and semi-diurnal frequency bands. 
The energy for the diurnal frequencies are dominant in all spectra other than May. 
June, July and August show approximately the same behaviour, while April has sig-
nificantly more and May significantly less energy. The very different behaviour in May 
may be due to the different length, with which the spectrum had to be calculated as 
the analysed record was only 14 days long (details in Appendix I). 
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Figure B. 4: 95% confidence intervals for t he spectra shown in Figure B.3 . Dashed lines 
K1 , M2 , X3 and X4 indicate t he diurnal K1 (1.0023 cpd), semi-diurnal (1.9322 cpd) , 
ter-diurnal (3 cpd) and quarter-diurnal ( 4 cpd) t idal frequencies. T he solid line gives 
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Figure B.5: Semi-log plot of the Power Spectral energies of the temperature spectra 
shown in Figure B.3. The energies were calculated for the four tidal frequency bands 
as the area underneath the curve and the PSD mean as the average of the PSD values. 
Additionally shown are the confidence intervals of the energies. More details are given 
in Appendix I. 
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Figure B.6: Density measurements at 10/20 m depth for winter data, April covering the 
period from 05/04- 28/04/2003 ( + 15/-5 days from first CTD survey), May from 09/05 
- 22/05/2003 (+7/-4 days from second CTD survey), June from 02/06- 25/06/2003 
(+5/-15 days from third CTD survey), July from 04/07- 27/07/2003 (+11/-9 days 
from fourth CTD survey), August from 08/08 - 31/08/2003 ( + 11/-9 days from fifth 
CTD survey). The scales of the three measurements at 20m (June, July and August) 
are equal; while a different scale for the shallower records at 10 m in April and May 
were chosen. 
B.2.2 Density at 10 /20m water depth 
The potential density O"t time-series shown in Figure B.6 allow the investigation of the 
seasonal change of internal wave activity during winter 2003 at a water depth of 10m 
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Table B.3: Averages, minima and maxima of the density O"t measurements at 10/20 m, 
winter 2003. 
April 03 May03 June 03 July 03 August 03 
mean (kgm 3) 27.58 27.71 27.82 27.87 28.91 
minimum (kgm-3) 27.51 27.67 27.80 27.85 27.89 
maximum (kg m - 3 ) 27.68 27.79 27.87 27.89 27.92 
difference (kg m - 3 ) 0.17 0.12 0.07 0.04 0.03 
average CTD10;2om (kg m - 3) 27.61 27.69 27.82 27.88 27.91 
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Figure B.7: Spectra for density O"t measurements at 10/20 m depth as shown in Fig-
ure B.6. Dashed lines K1 , M2, X3 and X4 indicate the diurnal K1 (1.0023 cpd), semi-
diurnal (1.9322 cpd), ter-diurnal (3 cpd) and quarter-diurnal (4 cpd) tidal frequencies. 
The solid line gives the Coriolis parameter f. 
mentioning; first the average density (Table B.3) of the time-series is increasing with 
the proceeding year and second, the time-series do not show a significant degree of 
variation; although the difference between minima and maxima follows an opposite 
trend than the averages, it is decreasing with the progression of the year. 
The spectra of these time-series (Figure B. 7) give valuable information of the energy 
distribution of the signal variation. This allows information about the occurrence of 
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internal tides; i.e. the spectral energy in the diurnal, semi-diurnal, ter-diurnal and 
quarter-diurnal frequency bands to be investigated. Clear peaks in the diurnal band 
exist in the April and July spectra and less distinct in August; while the other months 
do not exhibit any obvious peaks in this band. April, July and August also have clear 
but smaller peaks within the semi-diurnal frequency band. Neither the ter-diurnal nor 
the quarter-diurnal frequency bands have clear spectral peaks in any one of the spectra. 
The investigation of the confidence intervals of the density spectra (Figure B.8) 
implies that the spectral peaks at the diurnal frequency in April and July as well as at 
the semi-diurnal frequencies in July seem to be real while the others observed peaks 
are less certain. 
The qualitative picture of spectral energy distribution investigated by the occur-
rence of spectral peaks is complemented by a quantitative approach, the calculation 
of the spectral energies within the tidal frequency bands. The results are visualised 
in Figure B.9 and more details can be found in Appendix I. The distribution of the 
spectral energy has two main trends, which are in agreement with the trends seen in 
the temperature spectra of the same times. First, April clearly dominates the energy 
content within all four tidal frequency bands and second the energy within the diurnal 
band is dominating in all 5 months. In addition it can be seen that the months after 
April show a slight decrease in energy content with the progression of the year, where 














B.2. HORIZONTAL STRUCTURE OF INTERNAL TIDES: VARIATION WITH SEASON 
-1 O:June2003 
to~













































Figure B.8: 95% confidence intervals for the density spectra as shown in Figure B. 7. 
Dashed lines K1 , M2 , X3 and X4 indicate the diurnal K1 (1.0023 cpd), semi-diurnal 
(1.9322 cpd), ter-diurnal (3 cpd) and quarter-diurnal ( 4 cpd) tidal frequencies. The 
solid line gives the Coriolis parameter f. 
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Figure B.9: Semi-log plot of the Power Spectral energies of the density spectra shown 
in Figure B. 7. The energies were calculated for the four tidal frequency bands as 
the area underneath the curve and the PSD mean as the average of the PSD values. 
Additionally shown are the confidence intervals of the energies. More details are given 















B.3. HORIZONTAL STRUCTURE OF INTERNAL TIDES: VARIATION WITH DEPTH 
B.3 Horizontal structure of internal tides: Varia-
tion with depth 
Temperature and salinity measurements have been collected for a total period of ap-
proximately five months. During the recording time, the instruments were relocated 
in the gth of May. Thus six weeks of the time-series were recorded at Site B, while the 
last three and a half months were sampled at Site A. This section shows the four CJt 
time-series and their spectra at 50 m, 10 m or 20 m respectively. Results are related 
to the recording depth. This is also done for the CJt time-series at 20 m and 50 m for 
July and August. 
The potential density time-series of the shallower instrument (Figure B.10) has 
some data gaps which have been filled with data obtained from nearest neighbour 
interpolation. The record at Site A contains only those data that have been recorded 
after the instrument was lowered from 10 m to 20 m. In general both records show 
an increasing density with the progression of the year. No other interesting features 
appear. Both corresponding spectra show a broad peak around the diurnal frequency 
K1 , while the remaining tidal bands do not exhibit clear spectral peaks. The confidence 
intervals of the power spectra reveal that there is a significant amount of uncertainty 
in the diurnal peaks (Figure B.10). 
Similar information regarding the 50 m deep CJt data record are shown in Fig-
ure B.ll. These records have significantly less data gaps, only the end of June has a 
short period where the record had to be filled with interpolated values. Like the shal-
lower instrument, both records show a general trend of increasing density values with 
the proceeding year. These are slightly higher than the shallower instrument's values. 
The corresponding spectrum for Site B has clear spectral peaks at all tidal frequency 
bands with most energy in the diurnal band. The second most energy contains the 
semi-diurnal peak. In contrast, the Site A spectrum has only one clear peak, namely 
at the diurnal frequency band. This peak has significantly less energy than the one at 
Site B. The confidence intervals of the spectra (Figure B.ll) reveal that the diurnal 
and semi-diurnal peaks at Site B seem to be existent within the scope of accuracy while 
the other observed peaks are less certain. 
The power spectral energies within the tidal frequency bands (Figure B.12 and 
Appendix I) show a few interesting features. First the deeper records have more energy 
than the shallower time-series. This is due to the deeper instruments measuring outside 
the mixed layer where naturally more variability occurs, while the other instrument is 
within the mixed layer during the whole recording time. Second, Site B has significantly 
more energy at 50 m than Site A. This is most likely due to the Site B records measured 
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Figure B.10: Potential density CJt data record from Site B and Site A, 10 m or 20 m 
respectively, winter 2003 (upper panel). The middle panel shows the corresponding 
spectra. Dashed lines K1 , M2 , X3 and X4 indicate the diurnal K1 (1.0023 cpd), semi-
diurnal (1.9322 cpd) , ter-diurnal (3 cpd) and quarter-diurnal ( 4 cpd) tidal frequencies. 
The solid line gives the Coriolis parameter f. The lower panel shows the 95% confidence 
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Figure B.ll: Potential density O"t data record from Site Band Site A, 50 m respectively, 
winter 2003 (upper panel) . The middle panel shows the corresponding spectra. Dashed 
lines K1 , M2 , X3 and X4 indicate the diurnal K1 (1.0023 cpd), semi-diurnal (1.9322 cpd), 
ter-diurnal (3 cpd) and quarter-diurnal ( 4 cpd) tidal frequencies. The solid line gives 
the Coriolis parameter f. The lower panel shows the 95% confidence intervals of the 
spectra. 
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Power Spectral Energies, Density @ 2 measuring sites, winter 2003 
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Figure B.12: Power Spectral energies of the density measurements at Site A and Site 
B at 10 m, 20 m or 50 m, respectively (Figures fig:tanker-discovery-10m and B.ll). 
The energies were calculated for the four tidal frequency bands as the area underneath 
the curve and the PSD mean as the average of the PSD values. Additionally shown 
are the confidence intervals of the energies. More details are given in Appendix I. 
earlier in the year when the water column was stronger stratified. This cannot explain 
the observation of Site B having more energy at 10 m than Site A at 20 m as both 
depth were within the mixed layer during the whole sampling period. Last, all spectra 
except the 50 m record at Site B are again diurnally dominated. 
The comparison of the records of the deep and shallow instrument would be de-
sirable for all studied months to gain more insights into the depth dependance of the 
recorded internal tide energy. Unfortunately the time intervals for the data record 
at 10 m or 20 m respectively could not be chosen at the same intervals as the 50 m 
records . This is due to the fact that the times of data gaps are not consistent and 
in both cases it was desirable to avoid those (compare Appendix F). In addition the 
shallower instrument was moved twice, from one location to another first and fourteen 
days later it was moved deeper at the second measuring site. Thus the time-series un-
der these conditions (Iviay) is only fourteen days long. The months of July and August 
should provide a reasonable source for comparison with depth. The timings used for 
these two months could be chosen so that the intervals at the two depths are only one 
day apart for both months. The power spectral energies of temperature and density 
(Figure B.13) of these two months confirm a similar trend than the comparison of Site 
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Figure B.l3: Power Power Spectral energies of the density measurements at 20 m 
and 50 m , respectively. July and August 2003 . The energies were calculated for the 
four tidal frequency bands as the area underneath the curve and the PSD mean as 
the average of the PSD values. Additionally shown are the confidence intervals of the 
energies. More details are given in Appendix I. 
energy than the deeper measurement. Finally, once again the energy distribution is 






Profiler data give valuable information about the vertical structure of the water column 
and its variation with time and depth. This Appendix shows and discusses data that 
have not been shown in the main body of the text or that illustrate more details to 
give a complete picture of the measurements as this thesis also serves as a data record. 
The average measured temperature, salinity, density values and resulting buoyancy 
frequencies are discussed in Section C.l. TS-diagrams of all measured casts are pre-
sented in Section C.2. The vertical and horizontal normal mode velocity structure, 
the interpolated buoyancy profiles, on which the calculations are based as well as the 
corresponding horizontal phase speeds and Rossby Radii are outlined in Section C.3, 
while the last Section C.4 deals with the vertical structure of internal tides. 
C.l Average salinity, density and temperature 
Temperature, salinity, density and buoyancy frequency values have been compared 
for all studied months in Figure 5.1, allowing the investigation of the overall trends. 
Unfortunately, some details of the profiles are lost due to the scale, with which the 
results are presented for the comparison. Figures C.1 and C.2 show the average profiles 
for the winter 2003 data records for April-September down to a water depth of 250m. 
The buoyancy frequency profiles are filtered with a 5th order butterworth filter to 
remove high frequency oscillations with a period of three hours or less. The details 
of these profiles, averages, minima and maxima were described in Section 5.1 and are 
summarised in Table 5.1. 
During the November 2004 field season we collected three 48 hours CTD cast se-
quences in total, containing approximately 96 casts each sequence, each down to a 
water depth of 350 m (Appendix D). The average profiles of salinity, density, tern-
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Figure C.l: Average salinity, potential density and temperature for the CTD cast 
sequences from April - June 2003, the buoyancy profile is vertically smoothed with 
a 5th order Butterworth filter to remove oscillations with a period of less than three 
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Figure C.2: Average salinity, potential density and temperature for the CTD cast 
sequences from July - August 2003, the buoyancy profile is vertically smoothed with 
a 5th order Butterworth filter to remove oscillations with a period of less than three 
hours. All profiles are shown with different scales. 
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perature and buoyancy frequency for the three sequences are shown in Figure C.3, 
while their comparison with each other and the mean of the three November profiles 
(Section 5.1) are presented in Figure C.4. From this it becomes clear that the profiles 
vary insignificantly within the month. The salinity and density profiles look alike and 
indicate a well mixed water layer within approximately the upper 175 m of the water 
column. Below this depth the general behaviour with increasing depth is the same, the 
values increase constantly with the third sequence having slightly lower values than the 
other two sequences. The temperature profiles are insignificantly different as are the 
buoyancy profiles. Overall, the November data have a very small degree of variation 
within all profiles. 
A summary of the averages, minima and maxima for temperature, salinity, potential 
density as well as buoyancy frequency for the three November data sets as well as 
their overall mean is given in Table C.l. With a variation of the temperature averages 
between -1.92°C and -1.93°C, the salinity means between 34.64 psu and 34.65 psu, the 
averages for density range between 27.89 and 27.90 kg m-3 and the values for N between 
89 cpd and 101 cpd, it becomes clear that the variation within the month is moderate 
for N and almost not existent for the other parameters. Additionally the values in 
Table C.1 show, with ranges of maximum differences of 0.03°C for temperature, 0.07 psu 
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Figure C.3: Average salinity, potential density and temperature for the three CTD 
cast sequences in November 2004, the buoyancy profile is vertically smoothed with 
a 5th order Butterworth filter to remove oscillations with a period of less than three 
hours. All profiles are shown with different scales. 
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Figure C.4: Average salinity, potential density and temperature for the three CT D 
cast sequences in November 2004 in comparison. The buoyancy profiles are vert ically 
smoothed with a 5th order Butterworth filter to remove oscillations with a period of 





















C.l. AVERAGE SALINITY, DENSITY AND TEMPERATURE 
Table C.l: Minima, maxima, means and ranges for the average profiles of in situ tem-
perature T, salinity S, potential density, rYt, and buoyancy frequency, N, as measured 
in November 2003. The buoyancy frequency values are based on the unfiltered values 
and are given in Hz and in cycles per day ( cpd). 
Season T min T max 
(OC) (oC) 
accuracy of measurements: 
November 04- set1 -1.93 -1.91 
November 04- set2 -1.93 -1.91 
November 04 - set3 -1.94 -1.91 








Season Smin Smax Srange 
(psu) (psu) (psu) 
accuracy of measurements: ±0.01 psu 
November 04 - set1 34.63 34.69 0.06 
November 04- set2 34.63 34.70 0.07 
November 04- set3 34.62 34.68 0.06 
November 04 - mean 34.63 34.69 0.06 
Season O"tmin 
(kgm-3 ) 
November 04 -set1 27.88 
November 04 -set2 27.88 
November 04 -set3 27.88 































Season Nmin Nmax Nrange Nmean 
(Hz, cpd) (Hz, cpd) (Hz, cpd) (Hz, cpd) 
November 04 -set1 3.83 X 10 5 1.89 X 10 3 1.85 X w-3 1.07 X w-3 
3.31 163.30 160.00 92.45 
November 04 -set2 1.95 X 10-4 2.11 X 10-3 1.92 X 10-3 1.17 X 10-3 
16.85 182.30 165.45 101.09 
November 04 -set3 1.93 X w-4 1.70 X w-3 1.51 X w-3 1.03 X w-3 
16.68 146.88 130.20 88.99 
November 04 -mean 3.01 X 10-4 1.76 X 10-3 1.46 X 10-3 1.12 X 10-3 
26.00 152.06 126.06 96.77 
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C.2 TS-diagrams 
TS-diagrams give valuable information about the relationship between salinity and 
temperature measurements and allow the identification of water masses. The TS-
diagram of the average salinity and temperature profiles of 48 hours in all studied 
months was presented in Figure 5.2. The variation over the 48 hours of the sampling 
will be explored in this section. Thus, the TS-diagrams of all profiles sampled in April-
September 2003 are shown in Figure C.5. These plots reveal again that the variability 
decreases as the year progresses and that the temperature values are always close to 
-1.9°C, while densities (salinities) are increasing. This is supported by Figure C.6, in 
which all TS-diagrams are compared, including November, for which the first set of 
measurements was taken. All TS-diagrams seem to indicate that the observed water 
masses are a mixture of High Salinity Shelf and Antarctic Surface vVater. The very low 
temperature indicates HSSW while the observed salinities are slightly lower than those 
usually observed for HSSW for the earlier observations while the later observations 
meet the conditions described in Section 1.5.1. This may be due to seasonal variation 
or maybe the water has mixed with less salty Antarctic Surface Water, which occupy 
the top metres of the water column, particularly during summer and early spring when 
the top layers are freshened and warmed due to the summer heating residual and 
freshwater input due to melting. Further water mass analysis is beyond the scope of 
this thesis. 
Similar plots for the three CTD cast sequences in November and their comparison 
are shown in Figure C. 7. These emphasise again, that the three sets are not significantly 
different. The occupation of the McMurdo Sound water column with High Salinity Shelf 
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Figure C.5: TS-diagrams for the CTD cast sequences in the period April-September 
2003 . Solid lines illustrate constant potential density O't. All diagrams have different 
scales. 
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Figure C.6: Comparison of TS diagrams for the CTD cast sequences in the period 
April-September 2003 (blue= April , red = May, green = June, magenta= July, cyan 
= August, black = September, yellow = November). Solid lines illustrate constant 
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C.2. TS-DIAGRAMS 
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Figure C. 7: TS-diagrams and comparison for the three CTD cast sequences in Novem-
ber 2004 (blue= set1 , red= set2, green = set3). Solid lines illustrate constant potential 
density O"t. 
181 
C. PROFILER DATA 
Table C. 2: Buoyancy frequency N for the constant extension of the vertical profile 
needed for the normal m""'o"'-d"""e"'--"c""'a""'lc'""'u!±!la~t'-"-io""n"".,__ ____ ___,._~ 








November 04- set1 
November 04 - set2 
November 04 - set3 
3.10 X 10-J 
2.70 X 10-3 
1.42 X 10-3 
1.54 X 10-3 
1.03 X 10-3 
1.04 X 10-3 
1.51 X 10-3 
1.79 X 10-3 
1.35 X 10-3 
Normal mode structure 
Normal modes give information about the horizontal and vertical velocity structure 
of the water column (Section 2.6). For their calculation knowledge of the buoyancy 
frequency of the whole water column is necessary. All profiles (Section C.1) were ex-
trapolated to the sea floor using a constant value equal to the average N of the bottom 
100 m of the measured profile to minimise the effect of local variation (Table C.2). 
For April and August a linear extension was also calculated (Section 5.3). The results 
regarding the normalised horizontal and vertical velocities, horizontal phase speed, in-
ternal Rossby radii as well as the effect of different extensions of the buoyancy profiles 
were discussed in Section 5.3. Section 5.3 mainly focusses on the April data, thus for 
completeness the same information for other winter months, May-September 2003 and 
the three CTD cast sequences measured in November 2004 are shown in Figures C.8, 
C.9 and C.10. All normal mode structures show, as expected, slightly distorted sine-
curve shapes due to the non-uniform density distribution with depth. The horizontal 
phase speeds and Rossby radii for all the investigated months are summarised in Ta-
ble C.3 for the constant extended profiles and in Table C.3 for the linear extended 
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Figure C.8: Normal mode structure and extended buoyancy profile , May-July 2003, 
buoyancy profile is vertically smoothed with 5th order butterworth filter. - (blue) , - -
(red), -. (green) and .. (black) lines mark the Pt, 2nd, 3rd and 4th mode respectively. 
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Figure C.9: Normal mode structure and extended buoyancy profile, August-September 
2003, buoyancy profile is vertically smoothed with 5th order butterworth filter. - (blue) , 
--(red) , -. (green) and .. (black) lines mark the pt , 2nd , 3rd and 4th mode respectively. 
For August the horizontal and vertical velocity structure are based on constant (* , 
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Figure C.lO: Normal mode structure and extended buoyancy profile, 3 CTD cast-
sequences in November 2004, buoyancy profile is vertically smoothed with 5th order 
butterworth filter .- (blue), - - (red) , -. (green) and .. (black) lines mark the Pt, 2nd, 
3rd and 4th mode respectively. 
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Table C.3: Horizontal phase speeds and internal Rossby radii calculated from normal 
mode structures for all studied months, April- September 2003 as well as November 
2004. The horizontal phase speeds and related Rossby radii were derived from the 
stratified water column, where the buoyancy frequency N for the missing deeper depths 
was interpolated with constant values. N assumes constant N over the whole water 
column, which is the average of the constant extended profile. Data are presented for 
the first four modes. 
Horizontal phase speed [ms-1 ] Internal Rossby radius [km] 
mode 1 mode 2 mode 3 mode4 mode 1 mode 2 mode 3 mode 4 
April 0.553 0.293 0.186 0.137 23.35 12.91 8.20 6.05 
May 0.467 0.240 0.160 0.124 20.58 10.58 7.07 5.46 
June 0.263 0.148 0.096 0.070 11.60 6.53 4.24 3.10 
July 0.268 0.137 0.089 0.066 11.80 6.02 3.93 2.92 
August 0.199 0.116 0.073 0.054 8.79 5.11 3.21 2.38 
September 0.187 0.103 0.069 0.050 8.26 4.52 3.04 2.21 
November-1 0.287 0.135 0.085 0.062 12.66 5.93 3.74 2.71 
November-2 0.322 0.146 0.094 0.069 14.17 6.45 4.14 3.06 
November-3 0.255 0.119 0.075 0.056 11.25 5.23 3.31 2.47 
N April 0.534 0.267 0.178 0.134 23.55 11.77 7.85 5.89 
NMay 0.481 0.241 0.160 0.120 21.21 10.60 7.07 5.30 
N June 0.276 0.138 0.092 0.069 12.15 6.08 4.05 3.04 
N July 0.262 0.131 0.087 0.066 11.55 5.77 3.85 2.89 
N August 0.211 0.105 0.070 0.053 9.28 4.64 3.09 2.32 
N September 0.195 0.098 0.065 0.049 8.60 4.30 2.87 2.15 
N November-1 0.249 0.124 0.083 0.062 10.96 5.48 3.65 2.74 
N November-2 0.284 0.142 0.095 0.071 12.51 6.26 4.17 3.13 
N N ovember-3 0.229 0.115 0.076 0.057 10.09 5.05 3.37 2.52 
Table C.4: Horizontal phase speeds and internal Rossby radii calculated from normal 
mode structures for April and August 2003. The horizontal phase speeds and related 
Rossby radii were derived from the stratified water column, where the buoyancy fre-
quency N for the missing deeper depths was interpolated with linear decreasing values. 
N assumes constant N over the whole water column, which is the average of the linear 
extended profile. Data are presented for the first four modes. 
Horizontal phase speed [ms-1 ] Internal Rossby radius [km] 
mode 1 mode 2 mode 3 mode 4 mode 1 mode 2 mode 3 mode 4 
April 0.475 0.213 0.132 0.095 20.92 9.37 5.83 4.18 
August 0.183 0.091 0.057 0.040 8.05 4.01 2.50 1.78 
N April 0.365 

















C.4. INTERNAL TIDES: VERTICAL STRUCTURE 
C.4 Internal tides: vertical structure 
The variation of O"t perturbations (of the CTD cast sequences), from their respective 
means with depth and time, is a powerful tool for describing these data sets in terms of 
diurnal and semi-diurnal internal tides. The visual impression of perturbation clusters 
can be substantiated by performing harmonic analysis for the time-series at each depth. 
Results from April and June have been presented and discussed in Section 5.2. This 
section gives the same information for the months that have not been shown before. 
Unlike results already discussed, the perturbations are shown as filtered perturbation 
patterns, filtered with a 5th order Butterworth filter to remove frequencies of a period 
of three hours or less. This has been done to make the existing features clearer as the 
perturbations are mainly characterised by high frequency oscillations. The resolution 
is too poor to allow the identification of lower frequency oscillations. The filtering 
approach is justified as the focus is on oscillations of tidal frequencies and these features 
remain unchanged after filtering. 
The O"t perturbations for April (Figure C.ll) do not give new information (Fig-
ure 5.3). The upper 50 m of the water column seem to have almost no variability, 
indicating a well mixed layer. The four alternating positive and negative clusters in 
the depth range between approximately 50 m and 150 m indicate oscillations of diurnal 
tidal frequency, while the three alternating perturbation clusters in the depth range 
between approximately 150 m and 200 m indicate processes with a period of around 
36 hours, which is not a tidally forced frequency. 
The May O"t perturbations (Figure C.12) are characterised by four alternating clus-
ters of varying duration, beginning with a negative one, in the depth range between 
0 m and 30 m. This may indicate oscillations of diurnal frequency. There are two 
alternating clusters between 50 m and 120 m and between 150 m and 250 m, each 
approximately 18 hours long. At the first mentioned depth range, the first cluster is 
positive and the second one negative, for the second range the order is the opposite. 
This implies oscillations with a period of 48 hours, which are not tidally introduced; 
thus amplitudes of harmonic analysis for the diurnal and semi-diurnal frequencies is 
expected to be small. This is in fact the case as indicated by Figure C.12; the am-
plitudes are too small ( < 0.005 kg m-3 ) to give meaningful results. The phase shows 
little variation with depth; thus no internal tide could be observed with our analysis 
methods. 
The main feature of the June density perturbations (Figure C.13) is the cluster 
alternation around the 50 mark as discussed before. Oscillations of diurnal frequency 
seem apparent. Other clear positive and negative clusters exist in the record but their 
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Figure C.ll: Perturbations from O"t mean profiles; CTD casts April 2003 filtered with a 
5th order Butterworth filter to remove high frequency oscillations of period three hours 
or less in comparison with surface tide measured at Scott Base. 
alternation does not imply oscillations of specific frequencies. 
The July perturbations (Figure C.14) are quite similar to the June observations. 
The perturbations show a few clear clusters existent over almost the whole water col-
umn (from 50 m downwards). Compared to June no localised diurnal effect around 
the 50 m can be observed. The way the different cluster formations alternate does 
not imply oscillations of any specific frequencies particularly at the tidal frequencies 
of interest . The results of harmonic analysis confirm these results as they show very 
small amplitudes for the two investigated t idal frequencies K1 and l\lh Additionally 
the tidal phases vary only slightly with depth; confirming the non-existence of internal 
tides in July. 
The perturbation clusters in the August profiles (Figure C.15) are limited to roughly 
the top 170 m while the deeper layers show almost no variability. Three main clusters 
exist , the first one is negative and marks the water column between 50 m and 150 m 
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Surface tide measurements Scott Base 
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Figure C.12: Perturbations from O't mean profiles; CTD casts May 2003 filtered with a 
5th order Butterworth filter to remove high frequency oscillations of period three hours 
or less in comparison with surface tide measured at Scott Base. Additionally shown 
are the amplitudes and phases of K1 and M2 tide yielded from harmonic analysis of 
the perturbation time-series at each depth. 
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Figure C.13: Perturbations from O"t mean profiles; CTD casts June 2003 filtered with a 
5th order Butterworth filter to remove high frequency oscillations of period three hours 
or less in comparison with surface tide measured at Scott Base. 
only exists between 50 m and 80 m of water depth during approximately the second 
twelve hours of the record. The last cluster is strongly positive, and marks the water 
column between 30 m and 70 m and appears at the end of the data record. It is also 
roughly twelve hours long. The cluster formation around the 50 m mark may indicate 
tides of diurnal frequency, while the remaining water column does not suggest any 
oscillations of specific frequencies. Although the harmonic amplitude for the K1 shows 
the expected maximum around the 50 m mark, the amplitudes produced by harmonic 
analysis have very small values. The phase also changes its direction by 180° within 
the same depth range. This leads to suggests that an internal K 1 tide between 50 m 
and 80 m was possible in August. The small amplitudes combined with phase profiles 
that display almost no variation within the other depths, suggests that our method 
was not able to prove the existence of internal tide activity in August other than the 
possibility of its occurrence in the top layers of the water column. 
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Surface tide measurements Scott Base 
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Figure C.l4: Perturbations from O"t mean profiles; CTD casts July 2003 filtered with a 
5th order Butterworth filter to remove high frequency oscillations of period three hours 
or less in comparison with surface tide measured at Scott Base. Additionally shown 
are the amplitudes and phases of K1 and M2 tide yielded from harmonic analysis of 
the perturbation time-series at each depth. 
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Figure C.l5: Perturbations from (J't mean profiles; CTD casts August 2003 filtered with 
a 5th order Butterworth filter to remove high frequency oscillations of period three hours 
or less in comparison with surface tide measured at Scott Base. Additionally shown 
are the amplitudes and phases of K1 and M2 tide yielded from harmonic analysis of 
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Figure C.16: Perturbations from O"t mean profiles; CTD casts September 2003 filtered 
with a 5th order Butterworth filter to remove high frequency oscillations of period three 
hours or less. 
the first two hours of the record over the whole water column, while a negative cluster 
follows between 100m and 250m lasting for around six hours. Subsequently a positive 
cluster follows in the range between 30 m and 200 m, also lasting for about 6 hours. 
Less intense small clusters mark the end of the record. With this record being only 26 
hours long, harmonic analysis could not be applied. 
The density perturbations of the first set of CTD cast sequences in November 
(Figure C.17) show a negative cluster over the first 12 hours of the record within the 
upper 50 m of the water column. The remaining 36 hours show a positive cluster within 
this depth range. Between 150 m and 200m four alternating clusters, starting with a 
positive one, are characterise the measurements. The last cluster worth mentioning is 
a strongly positive one between 250 m and 350 m, lasting for approximately six hours, 
in the middle of the record. There are few other small perturbation clusters within the 
deepest 100m of the water column, which should not be described in detail. Overall, 
these perturbations are really small as indicated by the unit axis. The perturbation 
clusters between 150 m and 200 m indicate oscillations of diurnal frequency, while 
the other clusters do not indicate oscillations of specific frequencies. The amplitudes 
obtained from harmonic analysis have very small values (> 0.005 kg m-3 ) throughout 
the whole water column. The phase of the K1 tide shows a 180 degree phase change 
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Figure C.17: Perturbations from Jt mean profiles ; CTD casts November 2004 (set 1) 
filtered with a 5th order Butterworth fil ter to remove high frequency oscillations of 
period three hours or less in comparison with surface tide measured at Scott Base. 
Additionally shown are the amplitudes and phases of K1 and M2 tide yielded from 
















C.4. INTERNAL TIDES: VERTICAL STRUCTURE 
between 150m and 250m, this is accompanied by a small amplitude peak. This renders 
a low mode internal tide likely, but unfortunately the amplitudes are too small to give 
representative results. Thus an internal tide is likely in the first November data set; 
but cannot be definitely proven. 
The O"t perturbation pattern of the second CTD cast sequence in November (Fig-
ure C.18) has the following characteristics: The first 12 hours of the record have a 
positive perturbation cluster between 0 m and 70 m and a negative one between 190m 
and 350 m. The last six hours of the record have a negative perturbation cluster 
within the top 100 m of the water column while the deepest 200 m are characterised 
by a positive cluster. Other smaller clusters exist between the clusters just discussed 
in the range between 200 m and 350 m, which should be described in detail. Only the 
cluster formation between 250 m and 350 m seems to imply oscillations of a specific fre-
quency, namely the diurnal frequency. This is not supported by the amplitude profiles, 
which neither show a significant peak in the K1 amplitude nor in the M2 amplitude. 
A significant feature of the K1 phase profile is a 180° phase change at 150 m, which 
is accompanied by the overall lowest amplitude of the K1 tide. The J\!b phase profile 
has a sharp peak at around 260°, which is uncorrelated to the amplitude profile. Thus 
an internal tide of the investigated frequencies cannot be demonstrated with the used 
analysis methods for the second November data set. 
Finally, the perturbations in the third November data set (Figure C.19) exhibit the 
following clusters: The top 100m of the water column show a long negative perturba-
tion in the beginning of the record followed by two shorter positive clusters. Roughly 
the same pattern can be observed at the same times between 200 m and 350 m water 
depth. None of the cluster formations indicate oscillations of a particular frequency . 
The amplitude as well as the phase for the K1 tide show very little variation with 
depth; while the M2 amplitude has a peak between 200 m and 250 m. This is not 
accompanied by a phase change. This and the fact that the amplitudes of the M2 tide 
are very small(> 0.005 kgm-3 ) makes the existence of an internal tide unlikely for the 
third November data set. 
In summary, the present analysis techniques were able to identify internal tides in 
the data of April only. This was due to the very small amplitudes or lack of phase 
structure in other months. 
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Figure C. 18: Perturbations from O"t mean profiles; CTD casts November 2004 (set 2) 
filtered with a 5th order Butterworth filter to remove high frequency oscillations of 
period three hours or less in comparison with surface t ide measured at Scott Base. 
Additionally shown are the amplitudes and phases of K1 and M2 tide yielded from 
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Figure C.l9: Perturbations from O"t mean profiles; CTD casts November 2004 (set 3) 
filtered with a 5th order Butterworth filter to remove high frequency oscillations of 
period three hours or less in comparison with surface tide measured at Scott Base. 
Additionally shown are the amplitudes and phases of K1 and l\11 2 tide yielded from 




Field work summary 
The data analysed for this thesis were collected during two different field seasons, 
winter 2003 and spring 2004. VVithin both seasons two different kinds of data were 
recorded, vertical CTD profiles as well as moored instruments at particular depths 
measuring salinity, temperature and currents. The important details about the winter 
CTD experiments are shown in Table D .1, while the details of winter mooring data used 
in this thesis are given in Table D.2. In spring 2004 three moorings were deployed and 
Tables D.3 and D.4 summarise the details of the five moored thermistor sensors and 
the details of the three moored conductivity-temperature depth ( CTD) measurements. 
The times given in the tables are those when meaningful data are available. The 
important details of the current meter deployment are given in Table D.5. Lastly, the 
details about the CTD experiments are summarised in Table D.6. 
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Table D.2: Moored CTD deployment details, winter 2003. 
Winter 2003 
site B site B site A site A site A 
~ 
Latitude 77°52.99' s 77°52.991 s 77°48.69.981 s 77°48.69.98' s 77°48.69.98' s 
Longitude 166°40.01' E 166°40.011 E 166°26.03' E 166°26.03' E 166°26.03' E '''\ 
Water depth 510 m 510 m 540 m 540 m 540 m 
Instrument depth 50 m 10m 50 m 10m 20m 
Sampling interval 30 min 30 min 30 min 30 min 30 min 
Start date-time 20.03.03 20.03.03 09.05.03 09.05.03 23.05.03 
(NZ standard time) 04:00 04:15 05:00 05:00 01:00 h-
End date-time 08.05.03 08.05.03 11.09.03 22.05.03 11.09.03 
(NZ standard time) 21:30 21:30 22:30 22:30 22:30 
Mooring duration 1m 18 d 17 h 1m 18 d 17 h 2m2d17h 13 d 17 h 3m 19 d 21 h 
Instrument SBE-37 SBE-37 SBE-37 SBE-37 SBE-37 
Accuracy ±0.002°C ±0.002°C ±0.002°C ±0.002°C ±0.002°C 
±0.004psu ±0.004psu ±0.004psu ±0.004psu ±0.004psu 
t ' 
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Table D.3: Thermistor deployment details, spring 2004. 
Spring 2004 
Mooring 1 Mooring 1 Mooring 1 Mooring 1 Mooring 3 
Latitude 77°45.38' s 7T45.38' S 77°45.38' s 77°45.38' s 77°45.31' s 
Longitude 166°04.53' E 166°04.53' E 166°04.53' E 166°04.53' E 166°04.53' E 
Water depth 602 m 602 m 602 m 602 m 618 m 
Instrument depth 5m 35m 200m 345m 240m 
Sampling interval 2 min 2 min 2 min 2 min 2 min 
Start date-time 5.11.04 5.11.04 5.11.04 5.11.04 6.11.04 
(NZ standard time) 0:00 0:00 0:00 0:00 12:18 
End date-time 21.11.04 21.11.04 21.11.04 21.11.04 20.11.04 
(NZ standard time) 14:18 14:38 14:58 14:38 1:38 
Mooring duration 16 d 14 h 16 d 14 h 16 d 14 h 16 d 14 h 14 d 1 h 
Instrument TR1050 TR1050 TR1050 TR1050 SBE-39 
Accuracy ±0.002°C ±0.002°C ±0.002°C ±0.002°C ±0.002°C 
Table D.4: Moored CTD deployment details, spring 2004. 
Spring 2004 
Mooring 1 Mooring 1 Mooring 2 
Latitude 77°45.38' s 77°45.38' s 77°44.98' s 
Longitude 166°04.53' E 166°04.53' E 166°03.88' E 
Water depth 602 m 602 m 587 m 
Instrument depth 7m 50 m 240m 
Sampling interval 2 min 2 min 2 min 
Start date-time 5.11.04 5.11.04 6.11.04 
(NZ standard time) 0:00 0:00 12:26 
End date-time 21.11.04 21.11.04 20.11.04 
(NZ standard time) 14:18 14:38 14:40 
Mooring duration 16 d 14 h 16 d 14 h 14 d 2 h 
Instrument SBE-37 SBE-37 SBE-37 
Accuracy ±0.002°C ±0.002°C ±0.002°C 
±0.004psu ±0.004psu ±0.004psu 
,, 
Table D.5: Current meter deployment details, spring 2004. 
Spring 2004 
Mooring 1 Mooring 1 
Latitude 77°45.38' s 77°45.38' s 
Longitude 166°04.53' E 166°04.53' E 
Water depth 602 m 602 m 
Instrument depth 30m 350m 
Sampling interval 5 min 5 min 
Start date-time 4.11.04 4.11.04 
(NZ standard time) 18:40 19:40 
End date-time 21.11.04 21.11.04 
(NZ standard time) 13:25 14:20 
Mooring duration 16 d 18 h 16 d 18 h 
Instrument Aanderaa - RCM9 Aanderaa - RCM9 
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Table D.6: CTD experiment details, spring 2004. 
Spring 2004 
experiment 1 experiment 2 experiment 3 
77°45.49' s 77°45.49' s 77°45.49' s " Latitude 
Longitude 166°04.93' E 166°04.93' E 166°04.93' E 
Water depth 596 m 596 m 596 m 
Instrument depth 350m 350m 350m 
Sampling interval rv 30 min rv 30 min rv 45 min (0-24 h) 
rv 30 min (24-48 h) 
Start date-time 09.11.04 15.11.04 19.11.04 
(NZ standard time) 12:31:51 09:02:22 13:34:14 
End date-time 11.11.04 17.11.04 21.11.04 
(NZ standard time) 11:59:21 08:31:16 12:30:50 
Number of casts 93 92 77 
Instrument SBE-19 SBE-19 SBE-19 






Both field seasons used a range of commercial oceanographic instruments which were 
manufactured by three different companies: Seabird Electronics (www.seabird.com), 
Richard Brancker Research (www.rbr-global.com) and Aanderaa Instruments (www.aan-
deraa.com). They will be presented in the order thermistors (Section E.1), microcats 
(Section E.2), current meters (Section E.3) and finally the CTD in Section E.4. Only 
brief descriptions are provided and more detailed information can be obtained from 
the manufacturer's web pages. 
E.l Thermistors 
In spring 2004 Mooring 1 was equipped with five Richard Brancker Research TR1050 
thermistors at 5 m, 35 m, 200 m, 250 m and 345 m, while only one Seabird Electronics 
SBE-39 thermistor was used, namely at mooring 3 at a depth of 240 m. 
E.l.l Richard Brancker Research (RBR) TR 1050 thermistor 
The TR-1050 is a small self-contained, submersible temperature recorder (Figure E.1). 
It has an internal battery, that provides power for more than three years due to its low 
power consumption. Data were sampled at pre-programmed intervals and saved in the 
internal memory. They were downloaded to a laptop after recovery. The instrument 
provides high resolution and accuracy (Table E.1). 
Table E.l: Richard Brancker thermistor TR-1050 specifications from manufacturer. 
Measurement range Initial accuracy Drift (per year) Resolution 
Temperature(0 C) -5 to 35 ±0.002 0.002 < 0.00005 
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Figure E.l: Richard Brancker TR 1050 thermistor. Photograph taken from manufac-
turer's web page. 
Figure E.2: Sea Bird Electronics SBE-39 thermistor. Photograph taken from the 
manufacturer's webpage. 
E.1.2 Sea Bird Electronics SBE-39 Temperature 
The SBE-39 is a high-accuracy temperature (pressure optional) recorder with internal 
battery and non-volatile memory. It is intended for moorings or other long-term, fixed-
site deployments (Figure E.2). The instrument samples at pre-programmed intervals 
where start and end data can be specified. The SBE-39's inherent accuracy, resolu-
tion and stability (Table E.2) is maintained through regular calibration through the 
manufacturer. The data records were stored in the internal memory and after recovery 
downloaded to a laptop . 
Table E.2: Seabird thermistor SBE-39 specifications from manufacturer. 
Measurement range Initial accuracy Typical stability (per month) 





















Figure E.3: Sea Bird Electronics SBE-37 MircoCat. Photograph taken from the man-
ufacturer 's webpage. 
E.2 MicroCats 
MicroCats are moored instruments , which measure temperature, salinity and optional 
pressure. Five MicroCats were used to obtain the data analysed for this thesis. During 
the winter 2003 field season the instruments were deployed at a depth of 10 m or 
20m and 50 m respectively; while during fieldwork in November 2004 three MicroCats 
were used, namely at 10 m and 50 m at mooring 1 and at a water depth of 240 m at 
mooring 2. For all deployments a Seabird Electronics SBE-37 MicroCat equipped with 
an optional pressure sensor was used. 
E.2.1 Seabird Electronics SBE-37 MicroCat 
The SBE 37-SM MicroCat (Figure E.3) is a high-accuracy conductivity and tempera-
ture (pressure optional) recorder with internal battery and memory. It is designed for 
moorings and other long duration, fixed-site deployments . Construction is of titanium 
and other non-corroding materials to ensure long life with minimum maintenance. 
Temperatures are recorded using the high accuracy temperature cell SBE-39 intro-
duced earlier, while salinity is measured by a unique internal-field conductivity cell; 
it is acquired using an ultra-precision vVien-bridge oscillator. Data were sampled at 
pre-programmed intervals and saved in the internal memory. They were downloaded 




Table E.3: MicroCat SBE-37 specifications from manufacturer. 
Measurement range Initial Accuracy Stability (per month) Resolution 
Conductivity 0 to 7 S m-I 0.0003 S m-r- 0.0003 S m-1 0.00001 S m- 1 
Temperature -5 to 35°C ±0.002°C ±0.0002°C 0.0001 oc 
Pressure up to 7000 m 0.1% 0.004% of full scale range 0.002% 


























E.3. CURRENT METERS 
Figure E.4: Aanderaa RCM9 MKII current meter. Photograph taken from manufac-
turer's home page. 
E.3 Current meters 
During the November 2004 field season current measurements were taken at 30 and 
350 m water depth. An Aanderaa Recording Current Meter (RCM9) , additionally 
equipped with an optional pressure sensor, was used for both deployments. 
E.3.1 Aanderaa RCM9 
The Recording Current Meter (RCM9) of Aanderaa Instruments (Figure E.4) measures 
and internally records horizontal current speed, current direction and temperature. The 
instrument is designed to be used in the sea, in oceans , lakes and rivers and an arctic 
temperature range ensures proper operation in polar regions. The RCM9 is normally 
used in an in-line mooring configuration. 
The RCM9 MKII is a small self-contained low power doppler current sensor. It 
utilises the well-known Doppler shift principle as the basis of its measurements. The 
system transmits an acoustic sinusoidal pulse and as the sound propagates through 
the water, minute parts of its energy is reflected or scattered by small particles in the 
water. Thus the performance of the instrument depends on the local water conditions. 
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Current speed Current direction Temperature Pressure 
Doppler Current Magnetic compass, Temperature Sensor 3621 Pressure Sensor 3815 
Sensor 3920 Hall effect type Fenwall GB32JM19 
0 to 300 cms-1 







(for 0 to 15° tilt) 
±7.5° 
(for 15 to 35° tilt) 
-3.01 to 5.92°C 
(Arctic range) 




up to 7000 db 
(dependent on model) 
0.1% of range 
±0.25% of range 
" 
This back-scattered energy is received by the system and analysed to find any change in 
frequency. An upward shift in frequency means that the particles are moving towards 
the transducer while a downward shift indicates that the particles are moving away. 
The movement rate can be determined by the degree of shift. This system is used to 
investigate and record the current speed and direction by assuming that particles follow 
the currents. The measurements taken along two orthogonal axes are compensated for 
tilt and referred to magnetic North by means of an internal compass, which investigate 
the current direction. Data records are averaged over the last sampling intervals. 
" 
The sampling was run by internal power supplied by batteries and records were 
saved in the internal memory. Data were downloaded to a laptop after recovery of the 
instrument. The instrument provides high accuracy for current direction and speed, 
while the temperature resolution is not ideal for our application; details are provided 




















Figure E.5: Sea Bird Electronics SBE-19 CTD. Photograph taken from manufacturer 
web page. 
E.4 CTD 
A CTD measures conductivity, temperature and depth while it is lowered vertically 
through the water column. For both, the winter and summer field season a Sea-Bird 
Electronics SBE-19 was used. 
E.4.1 Sea Bird Electronics SBE-19 CTD 
Temperature, salinity and pressure were measured with a Seabird Electronics"SBE-19" 
conductivity-temperature-depth (CTD) probe (Figure E.5) . The CTD was mounted 
on a winch and saved the recorded data within its internal memory. It was run by 
internal power supplied by batteries. It can sample with a programmable rate of up to 
2 scans per second. 
The CTD measures water properties while it is lowered vertically through the water 
column. Salinity is calculated from the electrical conductivity of the seawater pumped 
through a glass tube between two pairs of platinum electrodes. Pressure in the "SBE-
19" is measured using a mechanical strain gauge pressure sensor with a stainless steel 
or titanium element, which deflects under the hydrostatic water pressure. Depth can be 
calculated from this pressure by integrating the water density over the water column. 
Finally, temperature is measured with an aged, pressure protected thermistor temper-
ature sensor by the change in resistance of a metal-oxide semiconductor (thermistor). 
The recorded data were downloaded using the software provided by the manufac-
turer after every 5th cast. The SEASOFT software was also used for the pre-processing 
of the recorded profiles. The melting of the measuring hole significantly altered the 
salinity properties of the upper 7 m of the water column (summer 2004) , thus these 
were not considered for the analysis. For consistency the top values of the winter 
records were likewise ignored. 
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Table E.5: Seabird CTD SBE-19 specifications from manufacturer. 








to 500 db (model dependent) 
0.25% of full scale 
0.015% of full scale 
Temperature 
Pressure protected precision 
aged thermistor 






0 to 7 sm-1 
±0.001 sm-1 
0.0001 sm-1 
The user keeps the specified accuracy limits by calibrating the pressure, temperature 
and salinity sensors. The CTD was calibrated by the manufacturer after every field 
season, in which it was used. Specifications for the"SBE-19" are given in Table E.5. 
Leonard et al. (submitted) point out that the calibration for this instrument yielded 
an accuracy of ±0.01 oc for the temperature and ±0.01 psu for the salinity records for 









Sampling times, error detection and 
data cleaning 
F.l CTD cast sequences 
For both field seasons the CTD profile sequences were at nominal 30 minute intervals. 
This was not always possible due to instrument maintenance, difficulty of exact timing, 
battery exchange and data download. The three CTD profile sequences recorded in 
spring 2004 all returned meaningful data, were full depth and had no data gaps other 
than a few minutes delay. Unfortunately the data collection for the 2003 field season 
was less ideal. During winter some casts in the half an hour sampling interval are 
completely missing, while others have data only for a certain part of the water column. 
All casts were visually checked as to whether they were physically meaningful. All 
profiles which were not full depth were omitted from the analysis as the interpolation 
function is unable to deal with missing data points. Additionally all profiles, which 
were physically not meaningful (an example is shown in Figure F.l) were excluded 
from the analysis and the missing data gaps were filled with linear interpolation to the 
desired half hour intervals. An interpolation was also performed including the profiles 
containing data for parts of the water column, but the results were not significantly 
different; thus they were finally left out. 
The April sequence had two missing casts and one, which was only available in 
parts (Table F.l). In May eight profiles in total had to be excluded from the analysis, 
three were not available, three captured only the upper part of the water column and 
two were excluded as they were physically meaningless (Table F.2). June had only two 
casts, which were not available (Table F.3). In contrast July was characterised by five 
bad casts in total, three not available and two available only for the first 106 m of the 
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Cast 11 a- physically not meaningful 
-50 
-100 





27.7 27.75 27.8 27.85 28 27.9 27.95 
Potential Density cr
1 
Figure F.1: Physically not meaningful cast 110- May 2003. 
Table F.1: CTD cast sequence April 2003- bad casts. 
CTD April 2003 Number Time Comment 
12 10.04.2003 07:32 available only from 124 m to 258 m 
16 10.04.2003 09:30 not available 
57 11.04.2003 06:00 not available 
water column (Table F.4). The sequence with the most excluded profiles was August 
with a total of nine, which is made up of four missing and five only partly available 
casts (Table F.5). The last winter CTD cast sequence recorded in September captured 
only a total of 27 hours and contained only one missing profile (Table F.6). 
Table F.2: 









CTD cast sequence May 2003 - bad casts. 
Time Comment 
13.05.2003 01:45 physically not meaningful (available to 50 m) 
13.05.2003 05:01 available only to 40 m 
13.05.2003 07:19 available only to 80 m 
13.05.2003 10:45 physically not meaningful (available to 50 m) 
13.05.2003 11:45 not available 
13.05.2003 22:45 not available 
14.05.2003 02:15 available only to 130 m 
































F .1 . CTD CAST SEQUENCES 
Table F.3: CTD cast sequence June 2003- bad casts. 
CTD June 2003 Number Time Comment 
288 18.06.2003 21:00 not available 
326 19.06.2003 16:00 not available 
Table F.4: CTD cast sequence July 2003- bad casts. 
CTD July 2003 Number Time Comment 
353 14.07.2003 06:00 
359 14.07.2003 09:00 
360 14.07.2003 09:31 
364 14.07.2003 11:30 
376 14.07.2003 17:00 
not available 
available only to 106 m 
available only to 106 m 
not available 
not available 
Table F.5: CTD cast sequence August 2003- bad casts. 
CTD August 2003 Number Time Comment 
490 18.08.2003 18:30 not available 
496 18.08.2003 21:30 not available 
502 19.08.2003 00:32 available only from 120 m to 284 m 
508 19.08.2003 04:00 not available 
514 19.08.2003 07:03 available only to 182 m 
515 19.08.2003 07:30 available only to 192 m 
516 19.08.2003 08:00 available only to 216 m 
518 19.08.2003 09:00 available only to 140 m 
521 19.08.2003 10:45 not available 
Table F.6: CTD cast sequence September 2003- bad casts . 
CTD September 2003 Number Time Comment 
558 09.09.2003 07:00 not available 
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F .2 Moorings: Winter 2003 
The salinity and temperature records during the winter months 2003 have several short 
and long data gaps due to malfunction, repositioning, battery exchange and platelet 
ice formation on the sensors. The shallower instrument's records are characterised by 
more missing data points. Missing data points were marked as not avaivable in M atlab 
and are included in the time-series shown in Figure B.l. Spectral analysis cannot deal 
with missing data points; thus the missing data points were filled by nearest neighbour 
interpolation. Additionally the records show some outliers, which were corrected by 
interpolating using the nearest neighbour values. Details about the exact timing should 
not be given here. While it can be argued that such data processing preludes any 
unexpected discoveries, the points were most certainly outliers for two reasons. (1) 
They were observed at a maximum of four successive time steps (two hours) and (2) 
they were most obviously outliers as such sharp increases or decreases are not observed 
in reality. Furthermore the effects on the results of spectral analysis are very likely 
to be small for the reason that the modification was only performed on very few data 
points within a five months record. 
The times for missing data points were identified by searching for marked positions 
of unavailable data points within the above mentioned records and writing down the 
corresponding times. The 50 m records of salinity and temperature (Tables F. 7, F.8) 
have 11.5% data gaps in 89 different timings. Most of the data gaps are very short 
(::::::; 3 hours). Only 10 timings have data gaps being longer than three hours. The 
main missing data appear in the end of June (approximately 8.5 days) as well as in 
the end of the record, mid-September, where the last four days of data do not exist. 
The salinity and temperature records at 10/20 m have significantly more data gaps 
(Tables F.9, F.10, F.ll, F.12, F.13). Additionally, the two time-series only roughly 
have the same gaps, there are a few differences, which are marked in the summary 
with S for salinity and T for temperature. The salinity measurements have 24.8% gaps 
at 190 different timings, while the statistics for the temperature records are slightly 
better with 21.5% data gaps in 196 different timings. Similar to the deeper record, 
most missing data values are of a very short duration (::::::; 3 hours). In each case 15 
timings have gaps of a longer duration than three hours. Two of the main gaps are 
consistent with the deeper record and appear in the end of June and in the end of 
the field work, in mid-September. In addition 14 days of data are missing in the end 







F.2. MooRINGS: WINTER 2003 
Table F.7: Winter 2003 salinity and temperature records at 50 m- data gaps- part 1. 
Data Gaps 
20.03.2003 00:00 - 20.03.2003 04:00 
01.04.2003 20:30 - 01.04.2003 23:30 
05.04.2003 13:52 - 05.04.2003 14:52 
09.04.2003 15:12- 09.04.2003 16:12 
11.04.2003 02:39- 11.04.2003 03:39 
14.04.2003 10:01 - 14.04.2003 11:01 
21.04.2003 00:16 - 21.04.2003 01:16 
25.04.2003 03:37 - 25.04.2003 04:37 
30.04.2003 20:53- 30.04.2003 21:53 
07.05.2003 02:09 - 07.05.2003 03:39 
08.05.2003 20:35 - 09.05.2003 04:04 
09.05.2003 19:03 - 09.05.2003 21:03 
12.05.2003 06:27 - 12.05.2003 07:27 
12.05.2003 21:26- 12.05.2003 22:26 
19.05.2003 00:12- 19.05.2003 01:11 
22.05.2003 21:33 - 23.05.2003 00:02 
25.05.2003 01:28- 25.05.2003 02:28 
26.05.2003 00:55- 26.05.2003 01:55 
27.05.2003 14:52 - 27.05.2003 15:52 
27.05.2003 20:21 - 27.05.2003 22:50 
28.05.2003 03:20 - 28.05.2003 04:20 
29.05.2003 21:46 - 29.05.2003 22:46 
30.05.2003 02:16 - 30.05.2003 03:16 
02.06.2003 20:37 - 02.06.2003 23:27 
03.06.2003 23:35 - 04.06.2003 10:05 
06.06.2003 14:59 - 06.06.2003 17:29 
07.06.2003 11:57- 07.06.2003 12:57 
16.06.2003 06:06 - 16.06.2003 07:06 
17.06.2003 19:32 - 17.06.2003 22:02 
19.06.2003 19:58 - 28.06.2003 02:39 
03.07.2003 08:57 - 03.07.2003 15:57 
08.07.2003 23:44 - 09.07.2003 00:44 
11.07.2003 11:08- 11.07.2003 12:08 
17.07.2003 03:55 - 17.07.2003 04:55 
18.07.2003 09:52 - 18.07.2003 10:52 
18.07.2003 16:21 - 18.07.2003 17:21 
20.07.2003 03:48 - 20.07.2003 04:48 
26.07.2003 15:33 - 26.07.2003 16:33 
26.07.2003 21:32 - 26.07.2003 22:32 
28.07.2003 07:59 - 28.07.2003 08:59 
29.07.2003 00:28- 29.07.2003 01:28 
30.07.2003 00:55- 30.07.2003 01:55 
31.07.2003 12:21 - 31.07.2003 13:21 
31.07.2003 19:51 - 31.07.2003 20:51 
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Table F.8: Winter 2003 salinity and temperature records at 50 m- data gaps- part 2. 
Data Gaps 
01.08.2003 11:19- 01.08.2003 12:19 
05.08.2003 07:41 - 05.08.2003 08:41 
06.08.2003 23:07- 07.08.2003 00:07 
10.08.2003 18:58 - 10.08.2003 20:28 
11.08.2003 14:26 - 11.08.2003 17:26 
11.08.2003 23:55- 12.08.2003 00:55 
12.08.2003 03:55 - 12.08.2003 04:55 
12.08.2003 18:54 - 13.08.2003 00:54 
13.08.2003 14:52 - 13.08.2003 15:52 
14.08.2003 01:20 - 14.08.2003 02:20 
15.08.2003 15:17- 15.08.2003 17:46 
15.08.2003 19:16- 15.08.2003 20:16 
31.08.2003 19:51 - 31.08.2003 20:51 
17.08.2003 20:41 - 18.08.2003 01:11 
18.08.2003 20:10- 18.08.2003 21:10 
19.08.2003 05:08 - 19.08.2003 06:38 
20.08.2003 09:06 - 20.08.2003 10:06 
21.08.2003 02:34 - 21.08.2003 03:34 
21.08.2003 16:33 - 21.08.2003 17:33 
21.08.2003 23:02 - 22.08.2003 00:02 
22.08.2003 05:32 - 22.08.2003 06:32 
22.08.2003 13:01 - 22.08.2003 14:31 
22.08.2003 19:01 - 22.08.2003 20:00 
23.08.2003 22:58 - 23.08.2003 23:58 
25.08.2003 09:24 - 25.08.2003 10:24 
25.08.2003 18:24 - 25.08.2003 19:24 
25.08.2003 22:23 - 25.08.2003 23:23 
29.08.2003 16:45 - 29.08.2003 17:45 
30.08.2003 00:14- 30.08.2003 01:14 
01.09.2003 09:08 - 01.09.2003 10:08 
01.09.2003 13:08 - 01.09.2003 14:08 
01.09.2003 15:38 - 01.09.2003 16:38 
02.09.2003 18:35 - 02.09.2003 20:35 
03.09.2003 12:33 - 03.09.2003 13:33 
03.09.2003 16:33 - 03.09.2003 17:33 
06.09.2003 10:27 - 06.09.2003 11:27 
06.09.2003 15:26 - 06.09.2003 16:26 
07.09.2003 00:55- 07.09.2003 01:55 
07.09.2003 07:55 - 07.09.2003 08:55 
07.09.2003 20:53 - 08.09.2003 03:23 
08.09.2003 21:21 - 10.09.2003 03:18 
11.09.2003 00:16- 11.09.2003 01:16 
11.09.2003 03:16- 11.09.2003 04:16 
11.09.2003 10:45- 11.09.2003 11:45 
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Table F.9: vVinter 2003 salinity and temperature records at 10/20 m- data gaps- part 
1. 
Data Gaps Comments 
20.03.2003 00:00 - 20.03.2003 06:00 SandT 
20.03.2003 11:00 - 20.03.2003 12:00 SandT 
20.03.2003 16:00 - 20.03.2003 17:00 SandT 
21.03.2003 09:57 - 21.03.2003 10:57 SandT 
21.03.2003 21:26 - 04.04.2003 01:25 SandT 
04.04.2003 21:23- 04.04.2003 22:23 SandT 
05.04.2003 22:51 - 05.04.2003 23:51 SandT 
06.04.2003 14:49 - 06.04.2003 15:49 SandT 
07.04.2003 12:17- 07.04.2003 13:17 SandT 
08.04.2003 00:46- 08.04.2003 01:45 SandT 
08.04.2003 09:15- 08.04.2003 10:15 SandT 
12.04.2003 07:06 - 12.04.2003 08:06 SandT 
13.04.2003 23:32 - 14.04.2003 00:32 SandT 
14.04.2003 05:32 - 14.04.2003 06:32 SandT 
14.04.2003 20:00- 14.04.2003 21:00 SandT 
14.04.2003 23:00 - 15.05.2003 00:00 SandT 
15.04.2003 07:29 - 15.04.2003 11:59 SandT 
15.04.2003 20:28- 15.04.2003 21:28 SandT 
16.04.2003 04:27 - 16.04.2003 05:27 SandT 
16.04.2003 11:57- 16.04.2003 12:56 SandT 
16.04.2003 15:26 - 16.04.2003 16:26 SandT 
16.04.2003 18:26 - 16.04.2003 19:26 SandT 
18.04.2003 06:22 - 18.04.2003 07:22 SandT 
19.04.2003 06:20 - 19.04.2003 07:20 SandT 
20.04.2003 01:48 - 20.04.2003 02:48 SandT 
21.04.2003 03:16- 21.04.2003 04:16 SandT 
22.04.2003 01:44- 22.04.2003 02:44 SandT 
22.04.2003 13:12 - 22.04.2003 14:12 SandT 
22.04.2003 23:42 - 23.04.2003 00:42 SandT 
23.04.2003 05:11 - 23.04.2003 06:11 SandT 
23.04.2003 16:10- 23.04.2003 17:10 SandT 
24.04.2003 03:09 - 24.04.2003 04:09 SandT 
24.04.2003 19:37 - 24.04.2003 20:37 SandT 
25.04.2003 04:36 - 25.04.2003 08:06 SandT 
25.04.2003 19:35 - 25.04.2003 20:35 SandT 
25.04.2003 22:05 - 25.04.2003 23:05 SandT 
26.04.2003 12:03 - 26.04.2003 13:03 SandT 
26.04.2003 18:33 - 26.04.2003 19:33 SandT 
30.04.2003 02:25 - 30.04.2003 03:25 SandT 
01.05.2003 00:23- 01.05.2003 01:23 SandT 
03.05.2003 14:17 - 03.05.2003 15:17 SandT 
04.05.2003 08:45 - 04.05.2003 09:45 SandT 
05.05.2003 14:12- 05.05.2003 15:12 SandT 
06.05.2003 14:10- 06.05.2003 15:50 SandT 
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Table F.10: Winter 2003 salinity and temperature records at 10/20 m- data gaps- part 
2. 
Data Gaps Comments 
07.05.2003 03:09 - 07.05.2003 04:09 SandT 
07.05.2003 15:08- 07.05.2003 16:08 SandT 
08.05.2003 03:37 - 08.05.2003 05:37 SandT 
08.05.2003 17:05 - 08.05.2003 18:05 SandT 
08.05.2003 20:35 - 09.05.2003 04:04 SandT 
09.05.2003 08:34 - 09.05.2003 09:34 SandT 
09.05.2003 11:04 - 09.05.2003 12:03 SandT 
10.05.2003 05:32 - 10.05.2003 06:32 SandT 
10.05.2003 10:01 - 10.05.2003 11:01 SandT 
10.05.2003 13:01 - 10.05.2003 15:01 SandT 
11.05.2003 12:29- 11.05.2003 13:29 SandT 
11.05.2003 15:59- 11.05.2003 16:59 SandT 
12.05.2003 03:27 - 12.05.2003 04:27 SandT 
12.05.2003 08:27 - 12.05.2003 09:27 SandT 
12.05.2003 15:26 - 12.05.2003 16:26 SandT 
12.05.2003 20:26 - 13.05.2003 04:25 SandT 
13.05.2003 07:55 - 13.05.2003 08:55 SandT 
14.05.2003 14:52 - 14.05.2003 15:52 SandT 
14.05.2003 19:21 - 14.05.2003 22:51 SandT 
15.05.2003 11:20- 15.05.2003 13:20 SandT 
15.05.2003 17:49 - 15.05.2003 19:49 SandT 
16.05.2003 13:47- 16.05.2003 14:47 SandT 
16.05.2003 18:46 - 16.05.2003 19:46 SandT 
17.05.2003 06:46 - 17.05.2003 08:45 SandT 
17.05.2003 11:45 - 17.05.2003 12:45 SandT 
17.05.2003 20:44- 17.05.2003 22:14 SandT 
18.05.2003 08:13- 18.05.2003 09:13 SandT 
18.05.2003 16:12 - 18.05.2003 17:12 SandT 
18.05.2003 18:12- 18.05.2003 19:12 SandT 
18.05.2003 22:11 - 18.05.2003 23:11 SandT 
19.05.2003 00:11 - 19.05.2003 01:11 SandT 
20.05.2003 10:08- 20.05.2003 11:08 SandT 
21.05.2003 01:37- 21.05.2003 02:37 SandT 
22.05.2003 21:32 - 23.05.2003 02:32 SandT 
23.05.2003 04:31 - 23.05.2003 05:31 SandT 
23.05.2003 15:00 - 23.05.2003 16:00 SandT 
23.05.2003 19:31 - 23.05.2003 21:30 SandT 
24.05.2003 09:29 - 24.05.2003 11:26 SandT 
24.05.2003 09:29 - 24.05.2003 10:58 SandT 
25.05.2003 11:27- 25.05.2003 12:26 SandT 
26.05.2003 12:24 - 26.05.2003 13:24 SandT 
26.05.2003 12:24 - 26.05.2003 13:24 SandT 
27.05.2003 02:23 - 27.05.2003 03:23 SandT 
27.05.2003 11:22 - 27.05.2003 22:50 SandT 
27.05.2003 20:21 - 27.05.2003 22:50 T only 
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Table F.ll: Winter 2003 salinity and temperature records at 10/20 m- data gaps- part 
3. 
Data Gaps Comments 
28.05.2003 04:20 - 28.05.2003 06:20 SandT 
29.05.2003 03:48 - 29.05.2003 04:48 SandT 
30.05.2003 17:44 - 30.05.2003 18:44 SandT 
31.05.2003 02:13- 31.05.2003 03:13 SandT 
31.05.2003 08:13 - 31.05.2003 09:13 SandT 
02.06.2003 03:39 - 02.06.2003 04:39 SandT 
02.06.2003 18:07 - 02.06.2003 19:07 SandT 
02.06.2003 20:37 - 03.06.2003 00:37 S only 
02.06.2003 20:37 - 02.06.2003 23:37 T only 
03.06.2003 12:36 - 03.06.2003 13:36 SandT 
03.06.2003 22:05- 04.06.2003 01:05 SandT 
04.06.2003 06:34 - 04.06.2003 08:04 SandT 
05.06.2003 04:02- 05.06.2003 05:32 SandT 
05.06.2003 20:00- 05.06.2003 21:00 SandT 
06.06.2003 19:58- 06.06.2003 20:58 SandT 
07.06.2003 00:28 - 07.06.2003 03:28 SandT 
07.06.2003 13:26 - 07.06.2003 14:26 SandT 
07.06.2003 17:56 - 07.06.2003 18:56 SandT 
08.06.2003 00:25 - 08.06.2003 01:25 SandT 
08.06.2003 07:54 - 08.06.2003 08:54 SandT 
08.06.2003 12:24 - 08.06.2003 13:24 SandT 
08.06.2003 22:23 - 08.06.2003 23:23 SandT 
09.06.2003 06:52 - 09.06.2003 07:52 SandT 
09.06.2003 13:22 - 09.06.2003 14:22 SandT 
09.06.2003 17:51 - 09.06.2003 20:51 SandT 
10.06.2003 06:50 - 10.06.2003 07:50 SandT 
10.06.2003 14:49 - 10.06.2003 16:49 SandT 
10.06.2003 19:49 - 10.06.2003 21:19 SandT 
11.06.2003 16:47- 11.06.2003 17:47 SandT 
11.06.2003 20:17- 11.06.2003 21:17 SandT 
14.06.2003 03:11 - 14.06.2003 04:11 SandT 
14.06.2003 18:40 - 14.06.2003 19:40 SandT 
14.06.2003 23:39 - 15.06.2003 00:39 SandT 
15.06.2003 20:07 - 15.06.2003 22:37 SandT 
16.06.2003 03:37 - 16.06.2003 04:37 SandT 
16.06.2003 08:06 - 16.06.2003 09:06 SandT 
17.06.2003 19:32- 17.06.2003 22:32 SandT 
18.06.2003 02:02 - 18.06.2003 03:02 SandT 
19.06.2003 02:00 - 19.06.2003 03:00 SandT 
19.06.2003 06:59 - 19.06.2003 07:59 SandT 
19.06.2003 19:58 - 19.06.2003 20:58 SandT 
21.06.2003 21:23- 21.06.2003 22:23 SandT 
24.06.2003 02:48 - 24.06.2003 03:48 SandT 
24.06.2003 16:42 - 24.06.2003 17:42 T only 
26.06.2003 10:43 - 03.07.2003 00:27 SandT 
27.07.2003 21:20- 02.07.2003 23:27 T only 
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Table F.12: Winter 2003 salinity and temperature records at 10/20 m- data gaps- part 
4. 
Data Gaps Comments 
04.07.2003 01:55 - 04.07.2003 02:55 SandT 
04.07.2003 10:24- 04.07.2003 11:24 SandT 
11.07.2003 07:08- 11.07.2003 08:08 SandT 
18.07.2003 12:52 - 18.07.2003 13:52 SandT 
19.07.2003 01:50 - 19.07.2003 04:50 SandT 
19.07.2003 08:19 - 19.07.2003 09:19 SandT 
19.07.2003 19:49 - 20.07.2003 00:49 SandT 
20.07.2003 20:46 - 20.07.2003 21:46 SandT 
21.07.2003 12:45 - 21.07.2003 13:45 SandT 
22.07.2003 05:13 - 22.07.2003 06:13 SandT 
22.07.2003 10:13- 22.07.2003 11:13 SandT 
22.07.2003 16:42 - 22.07.2003 17:42 SandT 
23.07.2003 15:10- 23.07.2003 16:10 T only 
23.07.2003 20:10- 23.07.2003 21:10 SandT 
24.07.2003 09:08- 24.07.2003 10:08 SandT 
27.07.2003 19:31 - 27.07.2003 20:30 SandT 
28.07.2003 15:58 - 28.07.2003 16:58 SandT 
29.07.2003 13:56- 29.07.2003 14:56 SandT 
30.07.2003 17:54 - 30.07.2003 18:54 SandT 
31.07.2003 12:52 - 31.07.2003 13:52 SandT 
31.07.2003 20:51- 31.07.2003 21:51 SandT 
01.08.2003 09:50 - 01.08.2003 10:50 SandT 
01.08.2003 17:49 - 01.08.2003 18:49 SandT 
01.08.2003 23:18- 02.08.2003 01:18 SandT 
03.08.2003 01:45 - 03.08.2003 02:45 T only 
02.08.2003 16:47- 07.08.2003 00:07 S only 
05.08.2003 12:10 - 05.08.2003 13:10 T only 
06.08.2003 23:07 - 07.08.2003 00:07 T only 
07.08.2003 21:35- 07.08.2003 22:35 SandT 
08.08.2003 00:34- 08.08.2003 01:34 SandT 
09.08.2003 09:01 - 09.08.2003 12:01 SandT 
10.08.2003 05:00 - 10.08.2003 06:00 SandT 
12.08.2003 06:55 - 12.08.2003 07:55 SandT 
12.08.2003 11:55 - 12.08.2003 12:55 SandT 
12.08.2003 18:24 - 13.08.2003 00:53 SandT 
14.08.2003 06:50 - 14.08.2003 07:50 SandT 
15.08.2003 13:47- 15.08.2003 14:47 SandT 
17.08.2003 20:42- 18.08.2003 01:12 SandT 
18.08.2003 18:40 - 18.08.2003 19:40 SandT 
21.08.2003 12:33 - 21.08.2003 13:33 SandT 
21.08.2003 23:32 - 22.08.2003 04:02 SandT 
22.08.2003 08:01 - 22.08.2003 09:01 SandT 
22.08.2003 14:31 - 22.08.2003 15:31 SandT 
22.08.2003 18:30 - 22.08.2003 19:30 SandT 
23.08.2003 09:29 - 23.08.2003 10:29 SandT 
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Table F.13: Winter 2003 salinity and temperature records at 10/20 m- data gaps- part 
5. 
Data Gaps Comments 
26.08.2003 18:51 - 26.08.2003 19:51 SandT 
27.08.2003 15:19 - 27.08.2003 16:19 SandT 
27.08:2003 21:18- 27.08.2003 22:19 SandT 
29.08.2003 10:45 - 29.08.2003 11:45 SandT 
29.08.2003 18:44- 29.08.2003 19:44 SandT 
31.08.2003 05:41 - 31.08.2003 06:41 SandT 
31.08.2003 23:39 - 01.09.2003 00:39 SandT 
01.09.2003 03:39 - 01.09.2003 04:39 SandT 
01.09.2003 22:37- 01.09.2003 23:37 SandT 
02.09.2003 03:07 - 02.09.2003 04:07 SandT 
03.09.2003 08:34 - 03.09.2003 09:34 SandT 
04.09.2003 05:02 - 04.09.2003 06:32 SandT 
04.09.2003 08:31 - 04.09.2003 09:31 SandT 
05.09.2003 08:29 - 05.09.2003 09:29 SandT 
07.09.2003 20:53 - 08.09.2003 03:23 SandT 
08.09.2003 21:21 - 10.09.2003 03:18 SandT 
11.09.2003 20:44- 15.09.2003 23:35 SandT 
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Table F.l4: Average Power Spectral Densities and peaks areas for the density measure-
ments in August 2003 with and without artificial data gaps. The deviation indicates 
the relative error in comparison to the energies found underneath the original measure-
ment. 
Density no gap 2 days gap 4 days gap 
PSD mean [(kgm-3) 2 cpd-1 ] 1.76 x 10-6 1.29 x 10.-:6-1.64 x 16-o 
Deviation [%] 26.9 6.5 
diurnal [(kgm-3 ) 2 cpd-1 ] 2.54 x 10-6 1.66 x 10-6 2.36 x 10-6 
Deviation [%] 34.6 6.9 
semi-diurnal [(kgm-3) 2 cpd-1 ] 1.05 x 10-6 1.05 x 10-6 9.79 x 10-7 
Deviation [%] 0.05 6.7 
ter-diurnal [(kgm-3) 2 cpd- 1 ] 1.37 x 10-6 6.80 x 10-7 1.33 x 10-6 
Deviation [%] 50.4 3.3 
quarter-diurnal [(kgm-3? cpd- 1 ] 5.96 x 10-7 2.00 x 10-7 5.84 x 10-7 
Deviation [%] 66.5 2.0 
8 days gap 
1.30 x 10-o 
26.2 
1.97 X 10-6 
22.3 
4.74 X 10-7 
54.8 
1.14 X 10-6 
16.8 
5.17 X 10-7 
13.3 
Although, time-series with long data gaps have been avoided in the spectra pre-
sented in this thesis, it is of interest how the spectra change when data gaps are 
incorporated in their calculation. In Figure F.2 the time-series of density in August 
2003 (50 m) has been chosen as an example. The time-series has been modified by 
introducing three data gaps of two, four or eight days length at random positions. It 
can be seen that the spectra are quite similar but have overall less energy. It seems 
natural to expect that the longer the data gap the more distorted and less energetic 
the power peaks become. This does not have to be the case as Table F.14 illustrates. 
This table summarises the areas underneath the four spectra and the corresponding 
relative errors in relation to the originally measured spectrum. All modified spectra 
have less energy. The time-series with the four days data gap has the smallest errors 
for all but one component. No clear trend is obvious for the time-series with a data 
gap of two or eight days. The errors are roughly the same for the first two components, 
while the the last two components are surprisingly better matched by the time-series 
with the eight days gap. Thus the behaviour with respect to data gaps is unpredictable 
and seems not only be dependent on the length of the missing data gaps but also on 
the position of their occurrence within the time-series. Although the relative errors 
of the modified time-series are within the accuracy of the calculation method for the 
areas (Appendix I), the analysis of time-series with long data gaps should be avoided 
as the effect is unpredictable. A similar test for much shorter data gaps (less than three 
hours), which mainly appear in our data sets has shown that they have a negligible 
effect on the shape of the spectrum and its energy content. Therefore this approach 
has been taken throughout this thesis and long data gaps were avoided when possible. 
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F.2. MOORINGS: WINTER 2003 
Figure F.2: Test of the sensitivity of spectral analysis to data gaps. Upper panel: 
Density time-series August 2004; original measurements and three introduced artificial 
data gaps. The data gaps are randomly chosen to be two (red-left), four (green-middle) 
or eight (blue-right) days long. The gaps where filled with values resulting from nearest 
neighbour interpolation. Middle panel: Corresponding spectra to the time-series shown 
in the top panel. The original spectrum is correctly scaled while the other three spectra 
are one (2 days) , two (4 days) or three (8 days) magnitudes scaled up. Lower panel: 
Spectra within the tidal frequency range. All are correctly scaled. 
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F.3 Moorings: Summer 2004 
Overall the data collection during the field season November 2004 was very successful 
and the instruments, which returned a full data set, had no data gaps. The records 
showed some outliers within some of the time-series and a timing problem occurred in 
the current meter data, which is summarised below. 
The two current meters returned full data records. The analysis of the downloaded 
data shows that the deeper instrument had an one hour phase lead over the shallower 
instrument. It was impossible to track from where this time-shift originated; thus no 
action was taken. The first data hour of the shallower instrument was ignored and only 
records with common timing were taken into consideration. 
For the times-series of salinity and temperature measured at various depths and 
locations, a full data set was returned. No gaps occur in the data, the instruments 
just needed some time to adjust to the local conditions before meaningful values were 
recorded (compare Section D). For the sake of comparison, only data with equivalent 
timings were used. Some records have very few outliers. These were corrected by near-
est neighbour interpolation. It can be argued again that this preludes any unexpected 
discoveries but this can be expelled for two reasons: (1) The outlying period was a 
maximum of 30 data points (one hour) long and (2) the values were certainly unreal 
as they cannot be observed in nature. Details about timings of data cleaning will not 








Internal wave theory: Freely 
propagating versus decaying waves 
G.l Freely propagating internal waves: standard 
theory 
The classical internal wave theory assumes that the waves are freely propagating in 
all directions. Under the assumption of a constant buoyancy frequency N and the 
application of the Boussinesq approximation, the vertical velocity, w, of internal waves 
is given by 
cP 2 ( 2 2 2EP) 
fJt2 \7 w + N \7 H + f a z2 w = 0 (G.l) 
with t is time, z vertical Cartesian component, f Coriolis frequency, H stands for 
horizontal gradient only (Apel, 1987, page 222). 
Assuming a harmonic space and time dependance, the vertical velocity, w, in an 





where w is vertical velocity, k, l are horizontal wave numbers, m is vertical wave number, 
w is wave frequency and t is time, 
or 
w(x, t, z) = Woe[i(kHx+mz-wt)] (G.3) 
if we assume that one axis is along the direction of wave propagation, which results in 
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one horizontal wave number k H. 
The dispersion relation for internal waves in a rotating, stratified fluid is derived 
from equation (G.l) by assuming harmonic space and time dependance, thus replacing 
the vertical velocity w defined in Equation (G.3) in Equation (G.l): 




m 2 = k'i-I x w2 - J2 (G.5) 
or equivalently 
w2 = f 2 sin 2 e + N 2 cos2 e 
where w is the wave frequency and e is the inclination (angle) of the wave number 
vector to the horizontal (compare Equation (2.5)). This relation applies to infinite 
media, free of the effect of horizontal boundaries. 
G.2 Decaying internal waves: modified theory 
The classical theory deals with freely propagating, non-decaying internal waves. Inter-
nal waves can also be evanescent waves, which decay either in the horizontal or vertical 
direction. This means that either m or kH must have an imaginary component for the 
vertical or horizontal decay, respectively. The vertically decaying wave is very localised 
and will not be discussed in further detail. The focus of this section are horizontally 
decaying waves. Thus the horizontal wave number, kH has an imaginary component, 
let kH = i/3. This means a solution of the following form has to be found for the vertical 
velocity, w: 
w(x, z, t) = Woe[i(kHx+mz-wt)] = Woe[i(i,6x+mz-wt)] = Woe[-,6x+imz-iwt] (G.G) 
with kH is the horizontal wave number, f3 is real, m is the real vertical wave number, 
and w is the wave angular frequency. Substituting Equation (G.6) into Equation (G.l) 
and calculating the corresponding derivatives yields the following relation: 
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Rearranging yields the dispersion relation: 
2 = {32 ( N2 - w2) 
m x j2 2 -w 
(G.8) 
Comparing Equations (G.5) and (G.8) indicates that for the horizontally decaying wave 
the wave characteristic is given as 
1 -
a= tane (
N2 _ w2) 1/2 
j2 -w2 
(G.9) 
and this will be used for the discussion of possible generation sites for internal tides 
involving the internal wave characteristics (Section 6.3.5.) 
G.2.1 Length scale of decay 
In addition further properties of the decaying wave are of interest, in particular the 
length scale L of their horizontal decay. L can be found with the reciprocal of the 
wavenumber. Thus,: 
{32 = m2 
(N:-w2) =? {3 = f -w2 
m2 
(N2-w2) J2-w2 ) 
-1/2 
=?~=L= ((~) (G.10) 
The horizontal structure of the decaying wave for different times and the length scale are 
visualised in Figure G .1. For the calculation of the length scale (Equation ( G .1 0)) the 
vertical wave number m has been replaced with fi, according to the vertical structure of 
the pt mode (Figure G.2), where His the local water depth. The buoyancy frequency 
N was chosen as the average buoyancy frequency presented in Table 5.1. Decay scales 
for the diurnal K1 frequency (w = 1.0027 cpd) vary between 31 km in April and 11 km 
in November. The semidiurnal M2 (w = 1.9322 cpd) frequency yields much larger decay 
scales, which vary between 156 km in April and 56 km in November (Table G.1). 
These investigations show the behaviour of the horizontally decaying waves if they 
exist, but they do not prove their existence . 
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Modified wave, horizontal decay, vertical component z = 0, ~ = -1 
-kx -x/[ e =e 
wt = 0 = n = 2 x n 
Wt = 1/4 X 1t = 5/4 X 1t 
Wt = 1/3 X 1t = 4/3 X 1t 
Wt = 1/2 X 1t = 3/2 X 1t 
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Figure G .1: Horizontal structure of the horizontally decaying wave. This figure plots 
the Equation (G.6) assuming the vertical component z = 0 for different t imes wt as 
marked on the plot. (3 was chosen as -1. Also shown is the length scale L , defined as 









Vertical structure of the horizontally 
decaying wave 












Figure G.2: Vert ical structure of the horizontally decaying wave. For the desired 
application a vertical structure comparable to the 1st vertical mode is chosen and the 
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Table G.1: Internal waves decay length scale and horizontal wave number for M2 and K1 
tide. For the calculation the M2 or K1 frequencies w = 1.9322 cpd or w = 1.0027 cpd, 
respectively, the Coriolis frequency f = 1.9606 cpd and the average buoyancy frequen-
cies N (Table 5.1) as well as a local water depth of 600 m were used. The horizontal 
wave number f3 and the length scale L are related through Equation ( G .1 0). 
April May June July August Sept. Nov. 
Buoyancy frequency N( cpd) 272 253 160 134 127 109 97 
Semi-diurnal frequency M2 (w = 1.9322 cpd) 
Horizontal wave number f3 (km- 1) 0.0064 0.0069 0.109 0.130 0.0137 0.0160 0.0180 
Length scale L (km) 156 145 92 77 73 63 56 
Diurnal frequency K1 (w = 1.0027 cpd) 
Horizontal wave number f3 (kln-1) 0.0324 0.0349 0.0551 0.0658 0.0695 0.0809 0.0909 
Length scale L (km) 31 29 18 15 14 12 11 
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Two trigonometric identities are needed to derive equations (2.2), (2.3) and (2.5), which 
are: 
e sin e 2 e sin 
2 e 
tan = -- ::::} tan = --
cos e cos2 e (H.1) 
sin2 e + cos2 e = 1 (H.2) 
With these identities the three relations are derived as follows: 
Dispersion relation internal gravity waves (Equation (2.2)) 
N2 -w2 
tan2B = --~ 
w 
sin28 N 2 -w2 
------
cos2 e w2 
w2 sin2 e = (N2 - w2) cos2 e 
w2 sin2 e = N 2 cos2 e- w2 cos2 e 
w2 sin2 e- N 2 cos2 e + w2 cos2 e = 0 
w2(sin2 + cos2) - N 2 cos2 e = 0 
w2 - N 2 cos2 e = 0 
w2 = N2cos2B 
w2 
N 2 = cos
2 e 
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Dispersion relation inertial waves (Equation (2.3)) 
w2 
tan2 8 = -
12 -w 
sin2 e w 2 
cos2 e = J2 - w2 
w2 cos2 e = (!2 - w2 ) sin2 e 
w2 cos2 e = f 2 sin2 e- w2 sin2 e 
f 2 sin2 e - w2 sin2 e - w2 cos2 e = 0 
p sin2 e- w2 (sin2 + cos2 ) = 0 
f 2 sin2 e- w2 = 0 
-Psin2 8 = -w2 
w2 
. 2 e J2 = sm 
Dispersion relation combined case (Equation (2.5)) 
sin2 e N 2 - w 2 
tan2 8 = -- = 
cos2 e w--
(w2 - f 2 ) sin2 e = (N2 - w2 ) cos2 e 
w2 sin2 e- f 2 sin2 e = N 2 cos2 e- w 2 cos2 e 
w2 sin2 e - f 2 sin2 e - N 2 cos2 e + w2 cos2 e = 0 
w2 (sin2 e + cos2 8) = f 2 sin2 e + N 2 cos2 e 
w 2 = f 2 sin2 e + N 2 cos2 e 
w2 = f 2 sin2 e + N 2 cos2 e 
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Power Spectral Energies 
The importance of certain frequency bands within spectra can be determined in two 
different ways: ( 1) occurrence of clear power peaks at the frequencies of interest or 
(2) calculation of the areas underneath the curve within the corresponding frequency 
bands. This appendix summarises the results found by taking the second approach for 
all spectra and energy distribution graphs presented in this thesis. 
The areas underneath the curves were calculated by numerical integration as out-
lined in the main body of this thesis. In addition the error of the energy contents are 
of interest. For the error calculation the following approach was taken: the upper and 
lower boundaries of the spectrum were calculated as the 95% confidence interval, using 
a built-in function of the Matlab Signal Processing Toolbox (The Math Works, 1996). 
Also using numerical integration, the areas underneath the upper and lower limits were 
calculated and are shown in the tables as lower and upper limit. The difference between 
the two boundaries was calculated and divided by the square root of the number of 
frequencies within the studied interval. This is a commonly used technique for error 
handling (Emery and Thomson, 1998, Chapter 3). 
b 1 
upper limit - lower limit 
a so ute error = yiN (L1) 
where N is the number of frequencies within the studied range. 
The relative error shown in the following tables is the absolute error related to the 
area underneath the original spectrum (measurement). 
. absolute error 
relative error= x 100 
measurement 
(L2) 
Spectral analysis in MATLAB causes an equally spaced frequency distribution as inte-
ger multiples of the fundamental frequency. This distribution depends on the sampling 
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frequency of the analysed record as well as the padding length of the fourier transfor-
mation (Section 3.3.1), which in turn has to be chosen based on the total length of the 
analysed signal. The time-series presented and analysed in this thesis have different 
length and sampling intervals. Thus the spectral analysis could not be performed in 
a similar way for all records. Consequently the resulting frequency distribution is dif-
ferent, which made it necessary to calculate the areas within slightly different ranges. 
Four different cases have to be mentioned. They are marked in the tables with *1 , *2 , 
*3 and *4 for each analysed time-series and can be described by the following details: 
• *1: Padding length: 512; 
Frequencies for PSD mean: 0.7471 cpd-4.2957 cpd (39 values); 
Frequencies for diurnal band: 0.7471 cpd-1.3074 cpd (7 values); 
Frequencies for semidiurnal band: 1. 7743 cpd-2.3346 cpd (7 values); 
Frequencies for ter-diurnal band: 2. 7082 cpd-3.2685 cpd (7 values); 
Frequencies for diurnal band: 3.7354 cpd-4.2957 cpd (7 values); 
• *2 : Padding length: 256; 
Frequencies for PSD mean: 0.7442 cpd-4.4651 cpd (21 values); 
Frequencies for diurnal band: 0.7442 cpd-1.4884 cpd (5 values); 
Frequencies for semidiurnal band: 1.6744 cpd-2.4186 cpd (5 values); 
Frequencies for ter-diurnal band: 2.6047 cpd-3.3488 cpd (5 values); 
Frequencies for diurnal band: 3.7209 cpd-4.4651 cpd (5 values); 
• *3 : Padding length: 2048; 
Frequencies for PSD mean: 0.5620 cpd-4.3551 cpd (28 values); 
Frequencies for diurnal band: 0.5620 cpd-1.4049 cpd (7 values); 
Frequencies for semidiurnal band: 1.5454 cpd-2.3883 cpd (7 values); 
Frequencies for ter-diurnal band: 2.5288 cpd-3.3717 cpd (7 values); 
Frequencies for diurnal band: 3.5122 cpd-4.3551 cpd (7 values); 
• *4 : Padding length: 1024; 
Frequencies for PSD mean: 0.5614 cpd-4.2105 cpd (14 values); 
Frequencies for diurnal band: 0.5614 cpd-1.4035 cpd (4 values); 
Frequencies for semidiurnal band: 1.6842 cpd-2.2456 cpd (3 values); 
Frequencies for ter-diurnal band: 2.5203 cpd-3.3684 cpd (4 values); 
Frequencies for diurnal band: 3.6491 cpd-4.2105 cpd (3 values); 
The following tables are presented in the same order as the semi-log plots of the energy 









Table I.l: Average Power Spectral Densities, areas underneath the spectral peaks 
within the tidal frequency bands for the temperature measurements at 50 m, winter 
2003 and spring 2004. Also shown are the values for the upper and lower limits (95% 
confidence interval of the spectrum) and the resulting absolute and relative errors. 
The calculation of the errors as well as the considered frequencies are explained in the 
introduction of this appendix. 
*1 April measurement lower limit upper limit absolute error 




































5.89 X 10-5 3.14 X 10-5 1.39 X 10-4 1.73 X 10-5 
9.77 X 10-5 5.61 X 10-5 2.43 X 10-4 7.07 X 10-5 
2.42 X 10-5 1.51 X 10-5 5.67 X 10-5 1.57 X 10-5 
1.28 X 10-5 6.49 X 10-6 2.47 X 10-5 6.88 X 10-6 
9.43 X 10-6 4.89 X 10-6 1.97 X 10-5 5.58 X 10-6 
measurement lower limit upper limit absolute error 
7.25 X 10 6 5.02 X 10 6 1.94 X l0.:...5 ------2.30 X l0:.:.:6 
7.88 x w-6 4.10 x w-6 1.98 x w-5 5.95 x w-6 
1.70 X 10-6 9.08 X 10-7 3.79 X 10-6 1.09 X 10-6 
4.12 X 10-6 3.67 X 10-6 1.19 X 10-5 3.12 X 10-6 
2.51 X 10-6 2.11 X 10-6 7.13 X 10-6 1.90 X 10-6 
measurement lower limit upper limit absolute error 
2.29 X 10-6 1.25 X 10_6- 5.21 X 10.:...6 --~4 X w=-l 
2.11 X 10-6 1.13 X 10-6 5.13 X 10-6 1.51 X 10-6 
1.59 X 10-6 6.74 X 10-7 2.79 X 10-6 7.98 X 10-7 
9.31 x w-7 6.15 x w-7 2.39 x w-6 6.72 x w-7 
4.50 x w-7 2.41 x w-7 1.02 x w-6 2.93 x w-7 
measurement lower limit upper limit absolute error 
9.79 x w-7 4.5ff><1o-7 1.96 ><-w-6 2.Jo x w-7 
1.34 X 10-6 5.30 X 10-7 2.42 X 10-6 7.13 X 10-7 
5.06 x w-7 3.32 x w-7 1.13 x w-6 3.01 x w-7 
2.07 x w-7 8.14 x w-8 4.26 x w-7 1.30 x w-7 
3.81 X 10-7 2.08 X 10-7 8.36 X 10-7 2.37 X 10-7 
measurement lower limit upper limit absolute error 
4.71 X 10-7 2.56 X 10-7 1.09 X 10-6 1.33 X 10-7 
9.44 X 10-7 5.20 X 10-7 2.25 X 10-6 6.53 X 10-7 
1.82 x w-7 8.66 x w-8 4.19 x 10-7 1.26 x w-7 
9.61 X 10-8 6.11 X 10-8 1.63 X 10-7 3.85 X 10-8 
4.60 X 10-8 1.78 X 10-8 8.01 X 10-8 2.36 X 10-8 
measurement lower limit upper limit absolute error 
1.65 X 10 6 7.38 X 10 7 3.50 X 10 6 6.02 X 10 7 
3.24 X 10-6 1.18 X 10-6 6.25 X 10-6 2.26 X 10-6 
9.44 x w-7 4.60 x w-7 2.33 x w-6 8.38 x w-7 
7.74 x w-7 4.17 x w-7 1.97 x w-6 6.92 x w-7 







































l. POWER SPECTRAL ENERGIES 
Table I.2: Average Power Spectral Densities, areas underneath the spectral peaks 
within the tidal frequency bands for the density measurements at 50 m, winter 2003 
and spring 2004. Also shown are the values for the upper and lower limits (95% 
confidence interval of the spectrum) and the resulting absolute and relative errors. 
The calculation of the errors as well as the considered frequencies are explained in the 
introduction of this appendix. 
*1 April measurement lower limit upper limit absolute error 






























1.53 x 10-5 - 7.59 x Io-o 2:94 x-io--a 3.50 x 10-6 
1.20 X 10-5 7.42 X 10-6 1.76 X 10-5 3.85 X 10-6 
1.27 X 10-5 4.15 X 10-6 2.58 X 10-5 8.17 X 10-6 
8.31 X 10-6 3.93 X 10-6 1.92 X 10-5 5.79 X 10-6 
4.90 X 10-6 3.48 X 10-6 6.70 X 10-6 1.22 X 10-6 
measurement lower limit upper limit absolute error 
2.06 X 10-6 1.06 X 10-o-:3.89 X 10 6 4.53 X 10 7 
2.25 X 10-6 9.50 X 10-7 3.88 X 10-6 1.11 X 10-6 
1.24 X 10-6 6.97 X 10-7 2.53 X 10-6 6.94 X 10-7 
8.65 X 10-7 4.82 X 10-7 2.15 X 10-6 6.30 X 10-7 
7.97 X 10-7 3.69 X 10-7 1.34 X 10-6 3.66 X 10-7 
measurement lower limit upper limit absolute error 
5.84 X 10-6 -3.07 X To-o 1~0 x10-=l) -i.27 X 10-6 
7.27 X 10-6 3.90 X 10-6 1.36 X 10-5 3.67 X 10-6 
2.99 X 10-6 1.85 X 10-6 6.93 X 10-6 1.92 X 10-6 
1.59 X 10-6 7.98 X 10-7 3.37 X 10-6 9.72 X 10-7 
2.71 X 10-6 1.56 X 10-6 4.08 X 10-6 9.54 X 10-7 
measurement lower limit upper limit absolute error 
1.77 X 10-6 -l.34X J]-o 4.62 X10-=o -5.2ifx 10=7 
4.26 X 10-6 3. 72 X 10-6 1.22 X 10-5 3.20 X 10-6 
4.17 X 10-7 1.73 X 10-7 7.44 X 10-7 2.16 X 10-7 
2.63 X 10-7 5.91 X 10-S 4.99 X 10-7 1.66 X 10-7 
4.93 X 10-7 1.82 X 10-7 9.66 X 10-7 2.96 X 10-7 
measurement 
1.76 X 10-6 
2.54 X 10-6 
1.05 X 10-6 
1.37 X 10-6 
5.96 X 10-7 
lower limit 
1.01 X 10-o 
1.72 X 10-6 
5.02 X 10-7 
6.63 X 10-7 
3.52 X 10-7 
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upper limit absolute error 
3.29 X 10-6 3.65 X 10-7 
4.02 X 10-6 8.69 X 10-7 
1.64 X 10-6 4.31 X 10-7 
3.12 X 10-6 9.27 X 10-7 




































Table I.3: Average Power Spectral Densities, areas underneath the spectral peaks 
within the tidal frequency bands for the temperature measurements at various depths, 
November 2004. Also shown are the values for the upper and lower limits (95% con-
fidence interval of the spectrum) and the resulting absolute and relative errors. The 
calculation of the errors as well as the considered frequencies are explained in the 
introduction of this appendix. 












































7.70 X 10-8 5.66 X 10-8 2.10 X 10 T----2.8§ xfo=s 
1.26 x w-7 9.31 x w-s 3.42 x w-7 9.41 x w-s 
8.08 X 10-S 5.89 X 10-S 2.21 X 10-7 6.11 X 10-S 
3.59 x w-8 3.07 x w-s 1.02 x w-7 2.68 x w-s 
1.91 X 10-S 1.61 X 10-S 5.40 X 10-S 1.43 X 10-S 
measurement lower limit upper limit absolute error 
7.67 x 10_9 4.32 x 10---9 1.63 x 10---8 2.26 x 1o=9 
1.59 X 10-8 8.72 X 10-9 2.98 X 10-8 7.96 X 10-9 
3.34 X 10-9 1.67 X 10-9 7.39 X 10-9 2.16 X 10-9 
4.35 X 10-9 2.82 X 10-9 1.12 X 10-S 3.17 X 10-9 
2.15 X 10-9 25.56 X 10-10 4.06 X 10-9 1.32 X 10-9 
measurement lower limit upper limit absolute error 
4.60 X 10-6 3.60 X 10 6 1.27 X 10 5 1.73 X 10 6 
1.21 x w-5 9.91 x w-6 3.42 x w-5 9.17 x w-6 
1.57 X 10-6 1.09 X 10-6 4.13 X 10-6 1.015 X 10-6 
1.11 X 10-6 6.94 X 10-7 2.86 X 10-6 8.18 X 10-7 



















measurement lower limit upper limit absolute error relative error 
4.54 X 10-6 3.09 X 10 6 1.21 X 10 7 1.70 X 10 6 37.5 
8.37 x w-6 6.10 x w-6 2.28 x w-5 6.30 x w-6 75.2 
2.41 x w-6 1.15 x w-6 5.83 x w-6 1.77 x w-6 73.4 
2.33 x w-6 1.34 x w-6 5.90 x w-6 1.73 x w-6 73.9 
5.oo x w-7 2.76 x w-7 1.28 x w-6 3.78 x w-7 75.6 
measurement lower limit upper limit absolute error relative error 
2.84 x w-6 1.44 x w-6 4.69 x w-6 6.14 x w-7 21.6 
4.47 x w-6 2.11 x w-6 7.52 x w-6 2.02 x w-6 45.2 
3.27 x w-6 2.02 x w-6 5.24 x w-6 1.22 x w-6 37.2 
1.12 x w-6 5.84 x w-7 1.78 x w-6 4.53 x w-7 40.5 
2.28 x w-7 1.77 x w-7 3.65 x w-7 7.11 x w-8 31.2 
measurement lower limit upper limit absolute error relative error 
1.55 X 10-6 5.43 X 10-7 3.26 X 10-6 7.25 X 10 7 46.9 
2.98 x w-6 9.75 x w-7 6.65 x w-6 2.84 x w-6 95.0 
1.42 x w-6 4.31 x w-7 2.93 x w-6 1.25 x w-6 88.2 
4.36 X 10-7 1.57 X 10-7 7.64 X 10-7 3.03 X 10-7 69.6 
1.10 x w-7 6.43 x w-8 2.61 x w-7 9.85 x w-s 89.6 
measurement lower limit upper limit absolute error relative error 
3.15 X 10-7 2.08 X 10 7 7.60 X 10 7 1.04 X 10 7 33.1 
8.33 X 10-7 5.80 X 10-7 2.15 X 10-6 5.92 X 10-7 71.1 
1.95 x w-7 1.02 x w-7 3.41 x w-7 9.06 x w-8 46.6 
5.86 x w-s 4.33 x w-8 1.43 x w-7 3.76 x w-8 64.2 
4.67 X 10-8 2.24 X 10-S 1.07 X 10-7 3.19 X 10-S 68.4 
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Table 1.4: Average Power Spectral Densities and areas underneath the spectral peaks 
within the tidal frequency bands for the shifted density and temperature records at 
50 m, August 2003. Also shown are the values for the upper and lower limits (95% 
confidence interval of the spectrum) and the resulting absolute and relative errors. 
The calculation of the errors as well as the considered frequencies are explained in the 
introduction of this appendix. 
*1 D: August ( -5) measurement lower limit upper limit absolute error 




































1.70 x w-6 
2.75 x w-6 
7.93 x w-7 
4.01 x w-7 
2.22 x w-7 
7.07 x w-7 3.61 x w-6 4.66 x w-7 
1.14 x w-6 5.63 x w-6 1.10 x w-6 
3.52 x w-7 1.81 x w-6 5.52 x w-7 
7.oo x w-8 7.41 x w-7 2.54 x w-7 
1.52 x w-7 3.53 x w-7 7.60 x w-8 
measurement lower limit upper limit absolute error 
1.76 X 10-o--1.01 X 10-6 ~29 X 10 6 3.65 X 10-7 
2.54 x w-6 1.12 x w-6 4.02 x w-6 8.69 x w-7 
1.05 x w-6 5.02 x w-7 1.64 x w-6 4.31 x w-7 
1.37 X 10-6 6.63 X 10-7 3.12 X 10-6 9.27 X 10-7 
5.96 X 10-7 3.52 X 10-7 1.50 X 10-6 4.33 X 10-7 
measurement 
1.82 X 10-o 
2.22 X 10-6 
7.74 X 10-7 
7.27 X 10-7 
5.78 X 10-7 
lower limit upper limit absolute error 
7.53 X 10-7 3.4S X 10:_6 4.37 X 10:_7 
8.90 X 10-7 4.09 X 10-6 1.21 X 10-6 
2.37 X 10-7 1.41 X 10-6 4.43 X 10-7 
3.54 x w-7 1.53 x w-6 4.44 x w-7 
1.68 x w-7 2.24 x w-6 4.04 x w-7 
measurement lower limit upper limit absolute error 
[oc cpd-1 ] 
8.64 X 10-l 5.53 X 10-7-1.87 X l0-6 2.10 X 10-7 
1.29 X 10-6 8.02 X 10-7 2.50 X 10-6 6.43 X 10-7 
5.82 X 10-7 4.17 X 10-7 1.32 X 10-6 3.43 X 10-7 
2.39 X 10-7 9.95 X 10-8 4.11 X 10-7 1.18 X 10-7 
9.99 X 10-8 4.71 X 10-8 1.82 X 10-7 5.09 X 10-8 
measurement lower limit upper limit absolute error 
4.71 X 10-~2.56 X 10-7~09 X 10 6 1.33 X 10 7 
9.44 X 10-7 5.20 X 10-7 2.25 X 10-6 6.53 X 10-7 
1.82 X 10-7 8.66 X 10-8 4.19 X 10-7 1.26 X 10-7 
9.61 X 10-8 6.11 X 10-8 1.63 X 10-7 3.85 X 10-8 
4.60 X 10-8 1.78 X 10-8 8.01 X 10-8 2.36 X 10-S 
measurerr1L,"ht lower limit upper limit absolute error 
4.20 X 10-l 235x 10_;f7j7 X f(F/ 8.36 X 10 S 
6.65 x w-7 3.85 x w-7 1.09 x w-6 2.66 x w-7 
2.25 x w-7 9.48 x w-8 4.37 x w-7 1.29 x w-7 
1.94 x w-7 8.67 x w-8 3.18 x w-7 8.74 x w-8 









































Table I.5: Average Power Spectral Densities and areas underneath the spectral peaks 
within the tidal frequency bands for the temperature measurements at 10/20 m, winter 
2003. Also shown are the values for the upper and lower limits (95% confidence interval 
of the spectrum) and the resulting absolute and relative errors. The calculation of the 
errors as well as the considered frequencies are explained in the introduction of this 
appendix. 
*1 April measurement lower limit upper limit absolute error 






























1.08 X 10-6 6.06 X 10-7 2.46 X 10-6 2.97 X 10-7 
1.56 X 10-6 6.08 X 10-7 2.88 X 10-6 8.57 X 10-7 
1.03 X 10-6 8.67 X 10-7 2.93 X 10-6 7.81 X 10-7 
2.70 X 10-7 2.03 X 10-7 6.72 X 10-7 1.78 X 10-7 
4.79 X 10-8 3.38 X 10-8 7.07 X 10-8 1.40 X 10-8 
measurement lower limit upper limit absolute error 
3.59 X 10-8 1.84 X 10-8 6.49 X 10-8 1.02 X f()-=-8 
4.74 X 10-8 1.46 X 10-8 9.88 X 10-8 3.76 X 10-8 
5.52 X 10-8 4.06 X 10-8 8.74 X 10-8 2.09 X 10-8 
3.14 X 10-9 1.34 X 10-9 5.35 X 10-9 1.79 X 10-9 
4.34 X 10-9 2.20 X 10-9 7.12 X 10-9 2.20 X 10-9 
measurement lower limit upper limit absolute error 
1.98 x 10-7 Tog x 10-7 4.84 x 10-7 6.oo x 10-8 
3.85 X 10-7 1.84 X 10-7 9.47 X 10-7 2.88 X 10-7 
1.05 X 10-7 7.89 X 10-8 2.89 X 10-7 7.94 X 10-8 
3.68 X 10-8 2.94 X 10-8 1.03 X 10-7 2.79 X 10-8 
3.49 X 10-8 2.10 X 10-8 8.66 X 10-8 2.48 X 10-8 
measurement lower limit upper limit absolute error 
1.98 X 10-7 1.41 X 10-7 4.83 X 10-7 5.48 X 10-8 
5.23 X 10-7 3.83 X 10-7 1.35 X 10-6 3.65 X 10-7 
6.81 X 10-8 4.64 X 10-8 1.31 X 10-7 3.18 X 10-8 
1.88 X 10-8 1.27 X 10-8 3.36 X 10-8 7.90 X 10-9 
1.94 X 10-8 1.40 X 10-8 4.80 X 10-8 1.29 X 10-8 
measurement lower limit upper limit absolute error 
2.47 X 10-7 1.28 X 10 7 5.62 X 10 7 4.35 X 10-7 
5.41 X 10-7 2.85 X 10-7 1.35 X 10-6 4.02 X 10-7 
8.30 X 10-8 4.73 X 10-8 1.25 X 10-7 2.95 X 10-8 
2.08 X 10-8 1.06 X 10-8 4.20 X 10-8 1.19 X 10-8 
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Table I.6: Average Power Spectral Densities and areas underneath the spectral peaks 
within the tidal frequency bands for the density measurements at 10/20 m, winter 2003. 
Also shown are the values for the upper and lower limits (95% confidence interval of 
the spectrum) and the resulting absolute and relative errors. The calculation of the 
errors as well as the considered frequencies are explained in the introduction of this 
appendix. 
*1 April measurement lower limit upper limit absolute error 






























1.49 X 10 5 1.03 X 10 5 3.81 X 10 5 4.46 X 10 6 
4.10 X 10-5 3.06 X 10-5 1.08 X 10-4 2.91 X 10-5 
3.82 X 10-6 2.66 X 10-6 1.02 X 10-5 2.84 X 10-6 
6.00 X 10-7 2.22 X 10-7 1.30 X 10-6 4.07 X 10-7 
8.07 X 10-7 2.94 X 10-7 1.47 X 10-6 4.43 X 10-7 
measurement lower limit upper limit absolute error 
1.41 X 10-6 9.iS X 10:...7 2.55 X 10-6 3.43 X 10-7 
2.92 X 10-6 2.31 X 10-6 4.81 X 10-6 1.12 X 10-6 
1.00 X 10-6 5.22 X 10-7 1.65 X 10-6 5.04 X 10-7 
2.62 X 10-7 1.45 X 10-7 5.42 X 10-7 1.77 X 10-7 
4.75 X 10-8 1.06 X 10-8 9.67 X 10-8 3.85 X 10-8 
measurement lower limit upper limit absolute error 
1.64 X 10-08.73 X io-1 3.07 X 10-6 -3.51 xio-7 
3.38 X 10-6 1.84 X 10-6 5.67 X 10-6 1.45 X 10-6 
6.44 X 10-7 3.28 X 10-7 1.22 X 10-6 3.36 X 10-7 
1.75 X 10-7 1.04 X 10-7 3.40 X 10-7 8.94 X 10-8 
3.68 X 10-7 2.16 X 10-7 8.16 X 10-7 2.27 X 10-7 
measurement lower limit upper limit absolute error 
5.32 x 10-12.32 x 1o-=1-1.28 :>< 10-6 L6ox10-7 
1.57 X 10-6 8.74 X 10-7 3.98 X 10-6 1.17 X 10-6 
8.97 X 10-8 2.48 X 10-8 1.56 X 10-7 4.97 X 10-8 
2.05 X 10-8 8.85 X 10-9 3.70 X 10-8 1.06 X 10-8 
3.70 X 10-8 1.78 X 10-8 5.62 X 10-8 1.45 X 10-8 
measurement lower limit upper limit absolute error 
6.82 X 10-f3.77 X 10~- 1.62 X 10---6 1.99 X 10-7 
1.47 X 10-6 8.40 X 10-7 3.68 X 10-6 1.08 X 10-6 
3.57 X 10-7 1.99 X 10-7 8.54 X 10-7 2.48 X 10-7 
1. 73 X 10-7 7.36 X 10-8 3.60 X 10-7 1.08 X 10-7 




































Table I. 7: Average Power Spectral Densities and areas underneath the spectral peaks 
within the tidal frequency bands for the density measurements at Site A and Site B, 
50 m, winter 2003. Also shown are the values for the upper and lower limits (95% 
confidence interval of the spectrum) and the resulting absolute and relative errors. 
The calculation of the errors as well as the considered frequencies are explained in the 
introduction of this appendix. 
*1 Site B, 50 m measurement lower limit upper limit absolute error 
























4.64 X 10-5 2.13 X 10 5 1.08 X 16 ..... 4 1.39 X 10 5 
5.04 X 10-5 3.03 X 10-5 1.31 X 10-4 3.81 X 10-5 
5.44 X 10-5 2.91 X 10-5 1.37 X 10-4 4.08 X 10-5 
2.07 X 10-5 3.23 X 10-6 3.82 X 10-5 1.32 X 10-5 
9.39 X 10-6 3.74 X 10-6 1.59 X 10-5 4.61 X 10-6 
measurement lower limit upper limit absolute error 
2.86 x 10-6 9.42 x I6-7 4.77 x 10-6 6.13 x 10-7 
4.82 X 10-6 1.65 X 10-6 7.99 X 10-6 2.39 X 10-6 
1.26 X 10-6 4.27 X 10-7 2.09 X 10-6 6.29 X 10-7 
8.28 X 10-7 3.02 X 10-7 1.35 X 10-6 3.97 X 10-7 
9.54 X 10-7 3.07 X 10-7 1.60 X 10-6 4.89 X 10-7 
measurement lower limit upper limit absolute error 
2.67 X 10-6 6.98 X 10 7 5.83 X 16 ..... -6-- 8.22 X 10 7 
3.76 X 10-6 1.03 X 10-6 8.16 X 10-6 2.69 X 10-6 
1.07 X 10-6 2.68 X 10-7 2.24 X 10-6 7.46 X 10-7 
4.37 X 10-7 1.15 X 10-7 9.89 X 10-7 3.30 X 10-7 
5.68 X 10-7 8.78 X 10-8 1.22 X 10-6 4.28 X 10-7 
measurement lower limit upper limit absolute error 
5.91 X 10-7 1.87 X 10 7 1.02 X 10 ° 1.33 X 10 7 
1.17 X 10-6 4.61 X 10-7 1.90 X 10-6 5.43 X 10-7 
2.46 X 10-7 6.35 X 10-8 4.30 X 10-7 1.39 X 10-7 
9.62 X 10-8 3.55 X 10-8 1.57 X 10-7 4.59 X 10-8 
1.29 X 10-7 2.25 X 10-8 2.66 X 10-7 9.21 X 10-8 
241 
relative error 
[%] 
30.0 
75.6 
74.9 
63.9 
49.0 
relative error 
21.5 
49.7 
49.9 
48.0 
51.3 
relative error 
30.8 
71.6 
69.7 
75.6 
75.3 
relative error 
22.5 
46.5 
56.4 
47.7 
71.4 
