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A recent proposal argues that an alternate description of the half-filled Landau level is a theory of
massless Dirac fermions. We examine the possibility of pairing of these Dirac fermions by numerically
solving the coupled Eliashberg equations unlike our previous calculation [Wang and Chakravarty,
Phys. Rev. B 94, 165138 (2016)]. In addition, vertex corrections are calculated to be zero from
the Ward identity. We find that pairing is possible in non-zero angular momentum channels; the
only differences are minor numerical shifts. As before, the pairing leads to the gapped Pfaffian and
anti-Pfaffian states. However, in our approximation scheme, pairing is not possible in the putative
particle-hole symmetric state for ` = 0 angular momentum. The specific heat at low temperatures
of a system of massless Dirac fermions interacting with a transverse gauge field, expected to be
relevant for the half-filled Landau level, is calculated. Using the Luttinger formula, it is found be
∝ T lnT in the leading low temperature limit, due to the exchange of transverse gauge bosons. The
result agrees with the corresponding one in the nonrelativistic composite fermion theory of Halperin,
Lee and Read of the half-filled Landau level.
I. INTRODUCTION
The nature of the half-filled Landau level has been a
topic of interest for some time. Experiments indicate a
peculiar metallic state when the lowest Landau level is
half-filled, with a dip in the diagonal resistivity but no
plateau in the Hall resistivity1, anomalous acoustic wave
propagation2, and enhancement of the effective mass3. A
description was given by Halperin, Lee, and Read (HLR),
in which the correct degrees of freedom are “composite
fermions” (CFs) interacting with an emergent “statisti-
cal” gauge field with a Chern-Simons term, which serves
to attach two flux quanta to the original electron4. In
this theory, the CFs move in a reduced magnetic field,
which vanishes at the mean-field level at half-filling.
While the half-filled lowest Landau level, in the limit
of practically infinite Landau level separation, can be
equally well described as either electrons populating an
empty Landau level or holes populating a full Landau
level (particle-hole (PH) symmetry), there is no obvious
way to make this symmetry apparent within the HLR
theory. Thus, recently, a radical description of the half-
filled Landau level was proposed, in which the CFs are
now massless Dirac particles, and there is no Chern-
Simons term for the emergent gauge field5. In this theory,
PH symmetry is explicitly incorporated at half filling. It
is a matter of debate whether these two descriptions, the
HLR description and the Dirac CF description, represent
equivalent formulations of the half-filled Landau level6,7.
In this work we accomplish two goals: firstly, we con-
struct a pairing mechanism for the Dirac CFs, and show
that pairing is possible (with minor differences from our
previous work8) in angular momentum channels apart
from ` = 0, for which we do not find pairing to be possi-
ble. Secondly, we compute the low-temperature specific
heat of the Dirac CFs, which does not differ from the cor-
responding result in HLR theory. The present Eliashberg
calculation involves solving both the coupled equations
involving the order parameter and the Eliashberg-Z fac-
tor. We furthermore make use of the Luttinger formula
for the free energy9. It was shown in Ref. 10 that this ex-
pansion fails in general for interacting fermionic systems
in 2D; however, it is valid here in at least the leading
order because the vertex correction vanishes, as shown
from the Ward identity in Appendix C. Thus the present
approximation is on much firmer footing than in Ref. 8.
II. MODEL
The low-energy effective action for the Dirac CF is
given by5
SCF =
∫
d3x{iψγµ(∂µ + iaµ)ψ + 1
4pi
µνλAµ∂νaλ}, (1)
where {γ0, γ1, γ2} = {σ3, σ1, σ2} are the Pauli matrices,
ψ = ψ†γ0, and we have set h¯ = vF = 1. In this work,
Greek indices run from 0 to 2 and Roman indices run
from 1 to 2. This action describes massless, electrically
neutral Dirac fermions that are charged under an emer-
gent gauge field aµ. Differenting this action with respect
to a0, we see that
ψγ0ψ =
∇×A
4pi
. (2)
The density of Dirac CFs is set by the physical exter-
nal magnetic field, and is not the same as the density of
physical electrons, in contrast to the HLR description.
Differentiating with respect to A0, we find
ρ′e =
∇× a
4pi
. (3)
Since the emergent gauge field strength b ≡ ∇×a should
be zero at half-filling, we interpret ρ′e as the difference
between the physical electron density and its value at
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2half-filling: ρ′e = ρe − ρν=1/2. Thus the strength of the
emergent gauge field is set by the physical electron den-
sity.
It is shown in Ref. 8, reproduced here in Appendix A
for the sake of completeness, how to obtain an effective
BCS interaction between Dirac CFs. The resulting po-
tential is given by
V`′(iΩ) = α
∫ pi
−pi
dθ
2pi
ei(`
′−1)θ
| sin θ2 |
2
1 + α |Ω|
sin2 θ2
. (4)
Here `′ is the angular momentum channel of the scalar
order parameter (see Appendix A), Ω is the Matsubara
frequency transfer between the interacting fermions, α =
rvF
e2 is the effective coupling constant of the Dirac CFs,
and both V`′ and Ω are measured in units of the Fermi
energy; the background dielectric constant is r. This
potential serves as the kernel for the zero-temperature,
imaginary axis Eliashberg equations:
φ`′(iω) = −
∫ ∞
−∞
dν
2pi
V`′(iω − iν)
× φ`′(iν)√
(νZ(iν))2 + |φ`′(iν)|2
(5)
[1− Z(iω)]ω =
∫ ∞
−∞
dν
2pi
V`′=1(iω − iν)
× νZ(iν)√
(νZ(iν))2 + |φ`′(iν)|2
.
(6)
Here Z(iω) is the mass renormalization factor, ∆`′(iω) ≡
φ`′(iω)/Z(iω) is the gap function, and we interpret
∆`′(0) as the physical gap at T = 0 where the frequencies
form a continuum. Our goal will be to numerically solve
these coupled integral equations.
III. RESULTS
A. Eliashberg Equations
Here we present our numerical results: the solutions
to Equations (5) and (6). The difficulty is that V`′(iΩ)
diverges at small Ω, which leads to a divergence of Z(iω).
To deal with this numerically, we self-consistently intro-
duce a cutoff at the scale of the putative physical gap,
∆`′(0). This regularizes Z(iω) and allows the coupled
equations to be numerically solved.
It is clear from Figure 1 that a finite value of ∆`′(0)
is attained for large enough coupling, for `′ ≥ 2. For
`′ = 1, which corresponds to pairing of Dirac CFs in the
` = 0 mode, the potential is repulsive at all Matsubara
frequencies, and thus pairing in this channel is not pos-
sible with our pairing mechanism. The results are very
similar to those in Ref. 8. The T = 0 superconducting
transitions appear as quantum critical points.
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FIG. 1. Gap vs Matsubara frequency for `′ = 2. From top to
bottom: α = 20, 18, 16, 14, 12, 10, 8
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FIG. 2. Physical gap vs coupling contstant for `′ = 2, 3 pair-
ing channels.
B. Specific Heat
We would now like to compute the low-temperature
specific heat for the Dirac CFs, including the effects of
current-current interactions mediated by the exchange of
transverse bosons. To do this, we follow the procedure
of Ref.11 and use the formula of Luttinger9 connecting
the thermodynamic potential at low temperature to the
diagramatically accesseble fermion propagator:
Ω(T ) = −V Tr s
∫
d2p
(2pi)2
1
2pii
∫ ∞
−∞
dx{ln[G−1(p, x− i)]
− c.c.} 1
eβ(x−µ) + 1
,
(7)
where the Tr s traces over the pseudospin degrees of free-
dom, and V is the system volume. The bare fermion
propagator is given by
[G−1](0)(p, iω) = i~γ · p+ (iω + µ)γ0, (8)
and the full propagator, including the fermion self-energy,
can be written as
3G−1(p, iω) = i~γ · pˆ(|p|+ Σ′(p, iω)) + (iω + µ+ Σ′′(p, iω))γ0. (9)
It will be convenient to integrate by parts in p, and, differentiating with respect to T to obtain the specific heat, we
find
c(T ) =
1
8pi3i
Tr s
∫ 2pi
0
dθ
∫ ∞
0
p2dp
∫ ∞
−∞
dy{G(p, µ+ yT − i)∂G
−1(p, µ+ yT − i)
∂p
− c.c.} y
2ey
(ey + 1)2
. (10)
It will happen that in the region we are interested in,
Σ′(p, iω) = −Σ′′(p, iω) ≡ Σ(p, iω). Then we can perform
the angular integration and the pseudospin trace, and
drop a term corresponding to degrees of freedom in the
negative-energy band, to find
c(T ) =
1
8pi2i
∫ ∞
−∞
dy
yey
(ey + 1)2
∫ ∞
0
dp p2
×
{
1 + 2∂Σ(p,µ+yT−i)∂p
p+ 2Σ(p, µ+ yT − i)− yT + i − c.c.
}
.
(11)
The integral over p can be written as a contour integral:∫ ∞
0
p2dp (· · · ) =
∫
p2(z)
(
dz
z
− dz
z
)
, (12)
where z ≡ p + 2Σ(p, µ + yT − i) − yT , and p(z) is the
solution of [p+ 2Σ(p, µ+ yT − i)− yT ]p=p(z) = z. The
contour of integration is that for which p(z) is real. Along
this contour, Im z = 2Im Σ(p, µ + yT − i). In general,
this is of order O(T 2); however, we show that near z = 0,
the behavior is instead of O(T ). Thus as T → 0, we can
approximate p2(z) = p2(z)− 4ip(z)Im (z)dp(z)dz , so that∫ ∞
0
p2dp (· · · ) =
∫ (
p2(z)
dz
z
− p2(z)dz
z
)
+ 4iRe
∫
p Im z(p)
z(p)
dp.
(13)
It is shown in Appendix B that the contribution of the
second integral above is subleading, and we subsequently
drop it. The first integral follows a contour from left to
right just above the real z-axis, and returns from right
to left just below. Since the distance from the contour
to the axis behaves as O(T ) near z = 0 and as O(T 2)
away from z = 0, we can “pinch off” the contour into a
clockwise contour encircling z = 0:∫ ∞
0
p2dp (· · · ) =
∮
p2(z)
dz
z
= 2pii p2(0). (14)
Thus we have
c(T ) =
1
4pi
∫ ∞
−∞
dy
yey
(ey + 1)2
p2(0). (15)
To evaluate this further, we need the solution of p +
2Σ(p, µ+ yT − i)− yT = 0. It is shown in Appendix B
that this quantity has the leading behavior
lim
ξ→µ
p(ξ) = kF − 1
pi2(v∗F )2α′
(ξ − µ) ln |ξ − µ|. (16)
Thus, to leading order (where v∗F is the renormalized
Fermi velocity)
c(T ) =
1
4pi
∫ ∞
−∞
dy
yey
(ey + 1)2
×
(
k2F −
2kF
pi2(v∗F )2α′
yT ln(yT )
)
,
(17)
or
c(T ) = − kF
6pi(v∗F )2α′
T lnT. (18)
IV. CONCLUSIONS
We have shown that the exchange of transverse bosons
can provide a pairing mechanism for Dirac CFs, allowing
for the possibility of superconductivity in the half-filled
Landau level, for angular momentum channels |`| ≥ 1.
Previous work8 could be criticized on three grounds: (a)
the wave function renormalization (the Eliashberg-Z fac-
tor) was set to unity on the grounds that as long as there
was a gap, the qualitative phase diagram for quantum
criticality could not be changed except perhaps close to
the quantum critical point. (b) Therefore only one of
the two Eliashberg equations was solved. It is now clear
that qualitative results remain unchanged with insignifi-
cant numerical differences. (c) The earlier work did not
include the vertex correction. This could cast doubt on
our results for the superconducting transitions at T = 0.
Now we have shown that to a good approximation the
vertex correction is identically zero, a far better situa-
tion than even in the electron-phonon problem. After all
these corrections taken into account, we have shown that
our previous results remain semiquantitatively correct,
and there is no sign of pairing in the angular momen-
tum channel ` = 0. For the specific heat, our result
of c(T ) ∼ 1e2T lnT agrees strikingly with the result of
Ref. 4; thus the specific heat cannot distinguish between
Son’s Dirac CF theory and HLR theory. As a by product
the calculated self energy can be utilized in future work.
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Appendix A: Effective interaction
This section follows Ref. 8 closely. In order to inves-
tigate possible pairing of Dirac CFs mediated by the ex-
change of the gauge bosons, we must write down a ki-
netic term for the emergent gauge field. There are two
possible terms: a Maxwell term, Smax ∼ FµνFµν , with
Fµν ≡ ∂µaν − ∂νaµ, and a term induced by the Coulomb
interaction between the physical electrons (see Equation
(3)) SC =
e2
r
ρ′e(x1)ρ
′
e(x2)
|x1−x2| , where r is the dielectric con-
stant of the background material.
In momentum space, we see that Smax ∼ |k|2 and
SC ∼ k; thus the low-energy dynamics will be domi-
nated by the Coulomb term, and that is the term we will
keep. Using the Coulomb gauge, the momentum-space
Coulomb action becomes
SC =
1
2
e2
8pir
∫
dΩd2k
(2pi)3
aT (k)|k|aT (−k), (A1)
where we have Wick rotated so that Ω are zero-
temperature Matsubara frequencies, k ≡ (iΩ,k), and
aT (k) ≡ ij kˆiaj(k) is the transverse component of the
gauge field. We see that the bare transverse gauge field
propagator takes the form
D
(0)
T (k) =
8pir
e2
1
|k| . (A2)
We can now integrate out the transverse gauge field to
obtain a current-current interaction:
Sint =
1
2
∫
dΩd2k
(2pi)3
JT (k)D
(0)
T (k)JT (−k), (A3)
with the transverse CF current operator given by
JT (k) = ij kˆi i
∫
dωd2q
(2pi)3 ψ(q + k)γiψ(q). Since (1) is a
low-energy effective action, it must be valid only near
the Fermi surface, and so we must project this interac-
tion to the Fermi surface. To achieve this, we make the
replacement12
ψ(k)→ P (+)k ψ(k) =
1√
2
(
ie−θk
1
)
χ(k), (A4)
where P
(+)
k ≡ 12 (1 + iγ0~γ · kˆ) is the projection operator
onto the positive energy branch of the Dirac CF. This
gives us an interaction between scalar fields χ(k),
Sint =
1
2
∫ 4∏
i=1
dωid
2ki
(2pi)3
(2pi)3δ(3)(k3 + k4 − k2 − k1)8pir
e2
e−
i
2 [θk1+θk2−θk3−θk4 ]
|k3 − k1| χ
†(k4)χ†(k2)χ(k3)χ(k1). (A5)
We now consider this interaction in the BCS channel,
k1 = −k2 ≡ k ≡ (ω,k) and k3 = −k4 ≡ k′ ≡ (ω′,k′), and
define the momentum and frequency transfers Ω ≡ ω′−ω
and q ≡ k′−k. Then, making the Fermi surface approx-
imation |k| = |k′| = kF , we can read off an effective
BCS-channel interaction
VBCS(k,k
′) =
4pir
kF e2
e−i[θk−θk′ ]
| sin θk−θk′2 |
. (A6)
In order to generate an attractive interaction, we intro-
duce an RPA-corrected potential, with a correction from
screening due to the finite density of Dirac CFs; and,
integrating over the Fermi surface in the `′ angular mo-
mentum channel, we generate an effective interaction
V`′(iΩ) ≡ α
∫
dθ
2pi
ei(`
′−1)θ
| sin θ2 |
2
1 + α |Ω|| sin θ2 |
. (A7)
Here we have an effective coupling constant α ≡ re2 .
This `′ is the angular momentum channel for the scalar
field χ(k); its relationship to `, the angular momen-
tum channel of the Dirac CF, depends on the nature
FIG. 3. One-loop correction to fermion propagator
of the order parameter ∆ˆ(k) ≡ [∆s(k) + d(k) · σ]iσ2.
For the pseudospin singlet order parameter, ∆ˆ(k) =
〈ψT (−k)P (+)−k iσ2P (+)k ψ(k)〉, ` = `′ − 1, and in or-
der to satisfy antisymmetry of ∆ˆ(k), ` must be even.
For the pseudospin triplet, ∆ˆ(k) = 〈ψT (−k)P (+)−k (d ·
σ)(iσ2)P
(+)
k ψ(k)〉, ` must be odd, and either ` = `′ or
` = `′ − 2, depending on which triplet state the pair is
in.
5Appendix B: Fermion self-energy
We would like to compute the one-loop Dirac CF self-
energy, diagrammatically shown in Figure 3. Each vertex
gives a factor of iγi, and we will use a corrected version of
the boson propagator that takes into account screening
from the finite density of fermions:
D(k, iω)PTij (k) =
8pi
α′
1
k + 2kFα′
|ω|
k
PTij (k), (B1)
where α′ ≡ e2r is the coupling of the original electrons in
the problem, PTij (k) ≡ δij − kˆikˆj is the transverse projec-
tor, and k ≡ |k|. Importantly, the bosons are unscreened
at small ω/k; this leads to the anomalous behavior in
the specific heat. We represent the fermion propagator
by splitting it up into positive- and negative-energy parts
as (see, e.g., Ref. 13)
G(k, iωn) = γ0
∑
s=±
G(s)(k, iωn)P
(s)
k , (B2)
where P
(s)
k ≡ 12 (1 + siγ0~γ · kˆ) is the projector onto the
positive or negative energy bands, and
G(s)(k, iωn) =
1
iωn − s|k|+ µ (B3)
Then the relevant diagram gives the contribution
Σ(k, iνn) =
1
β2
∑
r,m
∑
s=±
∫
p
(iγi)γ0P
(s)
k G
(s)(k, iξr)
×D(p− k, izm)PTij (p)(βδξr+zm,νn)(iγj).
(B4)
Performing the sum over Matsubara frequencies, work-
ing out the matrix structure, and analytically continuing
iνn → ν + i, we find that
Im Σ′R(k, ν) = −
1
2pi
∑
s=±
s
∫
p
∫ ν
µ
dξ′ ImG(s)R (p, ξ
′)
× ImDR(k − p, ν − ξ′),
(B5)
where Σ′ is defined in Equation (9). Now, we are inter-
ested in evaluating the self-energy on the Fermi surface,
i.e. |k| ≈ kF , ν ≈ µ. In this limit, the region of frequency
integration above is squeezed around ξ′ ≈ µ, and we can
simplify the fermion propagator:
lim
ξ′→µ
ImG
(s)
R (p, ξ
′) = − pi
v∗F
δ(p− p(ξ′))δs,+, (B6)
where v∗F ≡ |1 + ∂∂pΣR(p, ξ′)|kF , and p(ξ′) is defined as
the solution to
ξ′ + µ− p− 2Re Σ′R(p, ξ′) = 0, (B7)
i.e. p(ξ′) is the momentum at the pole of the positive
energy branch of the fermion propagator. Note that we
have taken µ > 0, and so the s = − portion of the
propagator does not contribute. With this substitution,
it becomes clear that Σ′′R = −Σ′R, and we now define
ΣR ≡ Σ′R. Using this simplification, we can perform the
angular integration of p, to obtain
Im ΣR(k, ν) =
1
8pi2v∗F
1
k
∫ ν
µ
dξ′p(ξ′)
∫ p(ξ′)+k
|p(ξ′)−k|
dp
ImDR(p, ν − ξ′)√
1−
[
p2+k2−p2(ξ′)
2pk
]2 . (B8)
Then, keeping only leading-order terms, these integrals
can be performed, to obtain eventually
Im ΣR(k, ν) = − 1
2piv∗Fα′
(ν − µ)
× tan−1
(
2kF
α′ (ν − µ)
(k − kF )2
)
.
(B9)
Here the limits k ≈ kF and ν ≈ µ are understood. This
expression contains the anomalous behavior on the Fermi
surface.
We next show that this behavior of Im ΣR leads to
a logarithmic divergence of ∂∂ξRe ΣR(p, ξ) on the Fermi
surface. We achieve this by means of the Kramers-Kronig
relations, which give us, after an integration by parts,
∂
∂ξ
Re ΣR(k, ξ) =
P
pi
∫ ∞
−∞
dξ′
∂
∂ξ′ Im ΣR(k, ξ
′)
ξ′ − ξ . (B10)
Substituting in Equation (B9), and taking the principal
part of the integral, we find that (up to finite terms)
∂
∂ξ
Re ΣR(k, ξ) =
1
2piv∗Fα′
ln(ξ − µ). (B11)
Now, differentiating Equation (B7), and substituting in
Equation (B11), we see that
dp(ξ)
dξ
=
1
v∗F
(
1− 1
piv∗Fα′
ln(ξ − µ)
)
. (B12)
Finally, we can integrate this and drop subleading terms
to obtain
p(ξ) = kF − 1
pi(v∗F )2α′
(ξ − µ) ln(ξ − µ). (B13)
Appendix C: Vertex correction
In order for the Eliashberg equations to be trustworthy,
the vertex corrections must be negligible. Here we can
make use of the Ward identity,14 which gives us the vertex
correction in terms of the self-energy:
kˆ · ∇kΣ(k, µ)|kF = Γ(2)(kF , kF , µ). (C1)
6Using Equation (B9), we can compute the derivative of
the self-energy:
Im kˆ · ∇k(k, ν) ∝ (ν − µ)
2(k − kF )(
2kF (ν−µ)
α′
)2
+ (k − kF )4
. (C2)
This vanishes on the Fermi surface, so that
Im Γ(2)(kF , kF , ν) = 0. Similarly, using the Kramers-
Kronig relations to obtain the real part of the self-energy,
we also find that Re Γ(2)(kF , kF , ν) = 0, so that
Γ(2)(kF , kF , µ) = 0. (C3)
This justifies the use of the Eliashberg equations in this
problem, and also justifies the use of Luttinger’s expan-
sion of the thermodynamic potential, Equation (7).
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