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Abstract 
A logic programming system includes some good features such as pat tern 
matching mechanism or back tracking mechanism. Because of thE'se fea-
tures, it is employed in the field such as artificial intelligence in which 
exploratory programming technique is required. There are some merits 
to extend the logic programming system with higher-order logic because 
the extension increases its ability by metapredicates, generic procedure and 
functional programming features. Moreover with the higher-order logic it 
becomes possible to accomplish an inference about program itsel f as a met-
alanguage of the programming language. 
On the other hand, however, there arises a. problem from the extension. 
For example,in higher-order logic, logical completeness does not holds. Con-
sequently, a program may not be able t o solve a problem in spite of the 
existence of the solution. Moreover, in an implementation of a higher-order 
logic programming system, it is necessary to improve its efficiency because 
of the combinatorial explosion in the execution process. Parallelism is one 
of measures for it. However, the communication between parallel processes 
is essential and so we must implement it effective and reliable. 
In this t hesis, we propose a higher-order logic system named higher-
order clausal logic, which is an extension of first order predicate logic, and 
whose terms and atomic formulae are typed lambda expressions of w-order. 
11 
Th<'reafter WP iutroduce a '>emantic framework for the log1r J'o begin with. 
Wt' s lum: t !tat proof system with resolution principl<• has a kind of com-
pl<•I<•JH'SS if W<' n•stri<t some types of symbols syntactically. And then, we 
propos<' a proof :-;ys t<•m extended with equality axioms, which is less effi-
cient but mon• pow<'rful enough to be complete in a sense for not restricted 
highcr-ordN clausal logic. The completeness considE'rcd in this thesis is de-
fin<>d on some models in which the ranges of the values of terms of each 
types are rest rictcd. Under the restriction, any clement in the ran ge can 
he r<'pr<>sented a..-; a symbolic expression. Consequently, the range become 
countahl<•. This kind of completeness is not equal to completeness in orig-
inal meaning. However. it is significant to consider such a completeness 
because it is strongly related to correctness in logic programming. 
In this thrsis, we also consider parallel implementation of the proof 
system for higher-order clausal logic and we propose a model of processor 
nE'twork and an information disseminating scheme for rfficient and reliable 
broadcasting which is a fundamental operation in the parallrl proof system. 
This t hcsis consists of seven chapters. In chapter 1, we dcscri be the back-
ground, objectives and motivations. We discuss about feat ures of a logic 
programming system and consider the problems brought by its higher-order 
extension especially the problems related to completeness and efficiency of 
proof syst<'m. We also mention some related works and outline of this thesis. 
In chapter 2, we propose higher-order clausal logic which we deal with 
through the thesis. For describing the syntax of the logic, we define types, 
terms as typed lambda expressions. atomic formulae. clauses and set of 
clauses. These expressions are regarded as an extension of them in first-
order predicate logic with Skolem functions while they include lambda ab-
straction. We also describe a deduction with resolution principle, which is 
Ill 
t h<· ba..'>IS of proof systems for higher-order clausal logic . 
Jn chapter 3. we consider model theory for high<'r-ord<.>r clausal logic. 
C:enerally, model theory for a logic ba..c;rd on typNI lambda <'xpressions is 
specified with a family of domains and tn<'alling functions. Each of the 
domains corresponds to each of types and no restriction on it are exists 
originally. In the chapter, we introduce g<'neralized model and its subclass 
which is derived by restricting the domains, and for which some kinds of 
completeness can be defined. These notions are prepared for chapter 4 and 
5 related to completeness in a logic system. 
In chapter 4, we propose a way for extending llcrbrand model in first-
order predicate logic into higher-order claul:>al logic as a model class. The 
extension is difficult in a straightforward manner because of dependencies 
between atomic formulae. In the chapter, we introduce a rrstriction on the 
types of symbols in order to remove the dependencies and we show that 
proof system based on resolution principle is complete for the model class 
of extended Herbrand model under the restriction. Under the restriction, 
higher-order clausal logic still includes first-order prrdicate logic. Moreover, 
a term of any type which is constructed solrly from I is also allowed. 
In chapter 5, we define a new model class similar to Herbrand model 
without any type restriction. We point out that simple proof system based 
on resolution principle is not complete for the model class. Therefore, we 
propose an extended proof system with a seri<'s of axioms about equality. 
which is complete for the model class. The proof system is less efficient but 
more powerful than simple proof system without equality axioms. 
In chapter 6, we focus on a parallel implemental ion oft he proof system. 
In such an implementation, it is significant to execute broadcasting some 
information such as variable bindings in a efficient and reliable manner. 
I\' 
\VC' propose a model of synchronous processor network and an informa-
tion diss~minatin{?, schenw in the chapter, which is nearly time optimal for 
broadca.-;ting in the case where the number of faulty processor is at most 
on~ . 
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The idea of logic programmmg was originated in 1971[Kowalski 74] al-
though resolution principle which plays important part in it dated back 
to 1965[Robinson 65]. Thereafter logic programming systems are used in 
various fields such as artificial intelligence, deductive database etc. The 
extensive application of logic programming systems arc caused by its some 
preferable features for these applications. One of the features is an invo-
cation by pattern matching. By the mechanism, processes invoked in the 
program are decided implicitly depends on the condition in the invocation. 
Moreover, in such a invocation, variables are not decided as for input or 
output explicitly. Therefore, it is effective for declarative description of 
processes. 
Backtracking is another preferable feature. This mechanism implies a 
deterministic implementation of nondeterminism. Therefore, in logic pro-
gramming systems, nondeterministic programs such as exploratory program 
Chapt1•r I. Introduction 
eau lw dcsnilwd easily. 
lloweVl't 1 hl·st> feat urcs may be demerits in sonH' cases It is preferable 
for a pron•ss to he described in a deterministic manner and invoked explic-
itly if tlH· J>ron·ss always be deterministic and invoked in a fixed manner. 
Although it is still possible to describe some proresses in a deterministic 
ma11ner on a logic programming system, programmers arc often required to 
I><• careful. 
Comparing with some other programming language, such as LISP, there 
are more weak points in logic programming systems. One oft he weak points 
is lack of sclf·dcscriptiveness. In logic programming systems, program and 
data are treated as rigorously distinct objects. There is no straight way to 
operate a program nor a part of a program dissimilar to a generic function 
in LISP. 
A higher-order extension of logic programming will eliminate the demer-
its in some extent. For example, (typed) lambda calculus as a higher-order 
extension of logic programming should be regarded as a functional computa-
tion mechanism which lets some processes to be described in a deterministic 
manner and invoked explicitly. Higher-order symbols such as metapredicate 
or metafunctions are able to operates predicates or functions as a part of a 
program. Moreover, there is more merit in a higher-order extension of logic 
programming. In a higher-order logic, mathematical induction can be ex-
pressed as a formulae. Therefore a higher-order logic programming system 
could also be a metaproof system for a program itself. It means that, in 
such a higher-order logic programming system, both metaprocess such as 
program verification and programs themselves could be executed in a single 
and closed system. 
On the other hand, however, some problems are arisen from the higher-
I .I Backgrounds 3 
order extensiOn. In higher-order logic. logical complctem~ss does not holds. 
It implies that some programs may not give any solution even in the case 
where a solution exists certainly. Moreover, in a execution in a higher-order 
logic programming system, search space is extremely larger than that in a 
first-order system because of the combinatorial explosion. Therefore, in an 
implementation of a higher-order logic programming system, it is necessary 
to improve its efficiency. 
There were some related works on higher-order extension of logic program-
ming[Pietrzykowski 72][Miller 86]. In (Pietrzykowski 72}. Pietrzykowski and 
Jensen formalized higher-order unification procedure, and then formalized 
a proof system based on resolution principle using the procedure. However 
the proof system was not complete in any sense, although they stated that 
it was g-complete1 . 
Miller and Nadathur formalized and implemented a higher-order pro-
gramming system[Miller 86]. Their system was excellent in its efficiency. 
However, completeness of the proof system which the programming system 
based on was not obvious. They use the term "completeness" not as log-
ical completeness but as equality of procedural semantics and fixed point 
semantics. 
On the other hand, related to efficient implementation of a proof sys-
tem, parallelism seems to be one of measures for it if the communication 
between parallel processes such as broadcasting is performed in a efficient 
and reliable manner. Broadcasting and its fault tolerance on a processor net-
work are significant problems in the field of parallel algorithm(Bienstock 88] 
[Feige 90][Hedetniemi 88](Liestman 85](Ramanathan 88]. Time optimal 
1There is a counter example. See example 5.1 in chapter 5. 
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schemes for broadcast i np, on hypercu bes or binary jumping net works have 
hl·cn knownjFraigniaud ~9](Igarashi 90)[Johnsson 89] [Han 88]. However these 
schemes are not i<i<·ntical on their fault tolerance. Even in the rase where 
only one pron•ssor was faulty. no time optimal scheme were known. 
1.2 Outline of the Thesis 
In th1s thesis. we propose a higher-order logic system named higher-order 
dausallogic, which is an extension of first order predicate logic. and whose 
terms and atomic formulae are typed lambda expressions of w-order. There-
after we introdun• a semantic framework for the logic. To begin with, we 
show that proof system with resolution principle has a kind of completeness 
if we restrict some typt>s of symbols syntactically. And then, we propose 
a proof system rxtcndrd with equality a:xiorns. which is less efficient but 
more powerful enough to be complete in a sense for not restricted higher-
order clausal logic. The completeness is given by restricting the ranges of 
the values of tcrrns of each types. The restriction is done in such a way 
that any element in the range can be represented as a symbolic expression. 
Consequently, the rang<' become countable. 
This kind of completeness is not equal to completeness in original mean-
ing. However. it is significant to consider such a completeness because it is 
strongly related to correctness in logic programming. 
In this thesis, we also consider parallel implementation of a proof system 
for the higher-order logic, and we propose a model of processor network and 
an information disseminating scheme for efficient and reliable broadcasting 
which is a fundamental operation for such a system. 
This thesis consists of seven chapters. In chapter 2, we describe the 
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syntax of higher-order clausal logic which wr propose in the thrsis. In 
the beginning, we define a set of typrs, which consists of a t} pe of truth 
values. a type of symbols and constructive types. The constructive types 
are recursively constructed from thr two fundamental types. And then 
we define terms as typed lambda expressions which ar<' const rurted from 
constants and variables with function application and lambda abstraction. 
Especially terms of the type of truth values are called atomic formulae, from 
which more complex formulae are constructed. Terms and atomic formulae 
defined as above are also regarded as higher-order extension of those in 
first-order predicate logic. Literals , clauses and sets of clauses are defined 
as in first-order predicate logic. We also describe a deduction and refutation 
on the higher-order clausal logic with a proof system based on resolution 
principle after we describe a unification of higher-order terms. 
In chapter 3, we consider model theory for higher-order clausal logic. 
Model theory for a logic based on typed lambda expressions is specified 
with a family of domains and meaning functions. Each of the domains 
corresponds to each of types and, originally, no restriction on it arc exists. 
Generally, any proof system for a higher-o rder logic could not be com-
plete, that is, there exists a proposition which is true in any models but 
not provable. Also for higher-order clausal logic , any proof system is not 
complete in original meaning. In the chapter. we introduce a notions of gen-
eralized model and its subclass which is derived by restricting the domains 
in models. For the kind of models, we define a kind of completeness, which 
still has practical meaning. These notions are prepared for discussions in 
chapter 4 and !i. 
In chapter 4, we proposed a way for extending Herbrand model in first-
order predicate logic into higher-order clausal logic as a model class. The 
6 C'hapt er 1. In trod uct ion 
ext<'nsion is difficult 111 a straightforward manner becausr of dependencies 
betwrrn atomic formula<' which is arisen from the fact that an atomic for-
mula(• can be appear as a subterm of another atomic formulae. In the 
chapter, we introduce a restriction on the types of terms in order to remove 
the d<'pendencies. Under the type restriction, we describe an extension of 
Herbrand model into higher-order clausal logic, and we show that a proof 
system based on resolution principle is complete for the model class of ex-
tended Herbrand model. In spite of the type restriction, higher-order clausal 
logic still includes first order predicate logic. Moreover, terms of any type 
whkh is constructed solely from 1 are also allowed. 
In chapter 5, we define a new model class similar to Herbrand model 
without any type restriction. We point out that simple proof system based 
on resolution principle is not complete for the model class. Therefore, we 
introduce an extended proof system with a series of axioms about equality, 
which is complete for the model class. The completeness corresponds to 
correctness in a logic programming system, that is, any solution is guaran-
teed to be obtain if the solution can be expressed symbolically. The proof 
system is less efficient but more powerful than simple proof system without 
equality axioms. 
In chapter 6, we focus on a parallel implementation of the proof sys-
tem we proposed in the thesis. In the beginning, we summarize the proof 
procedure and consider parallelism in the proof procedure. And then, we 
show that, in a parallel implementation of the proof system, it is significant 
to broadcast some information such as variable bindings in a efficient and 
reliable manner. Thereafter, we propose a model of synchronous processor 
network and an information disseminating scheme, which is time optimal 
for broadcasting if no processor is faulty, and which is time optimal even 
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if the number of faulty processor is one except some special casrs. Even in 
the special casr, thr time required for broadcasting exceeds thr th<'orrtical 
lower bound by at most one. 
In chapter 7, we summarize the thesis. \\'e also mention unsrttled prob-
lems. 
8 Chaptt•r I. Introduction 
Chapter 2 
Definition of Higher-Order 
Clausal Logic 
2.1 Introduction to Chapter 2 
In this chapter, we define syntax of higher-order clausal logic which we pro-
pose in the thesis. In the first place, we define a set of types. This set is 
recursively constructed from two primitive types, the type of truth values 
and the type of individuals, with a type construction rule which makes a 
function type from two types. After that, we define typed lambda expres-
sions as terms which are constructed from constants and variables, each of 
which has a type, with function application and lambda abstraction. Each 
of terms have types naturally, and terms (term class, strictly) whose type is 
the type of truth value are defined as atomic formulae. Terms and atomic 
formulae in this definitions include the terms and atomic formulae in clausal 
form of first-order predicate logic with Skolem functions. Furthermore, they 
are more flexible. Literals, clauses and sets of clauses are defined in the sim-
9 
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ilar way as in clausal form of first -order predicate logic. Sets of clauses in 
higher-order clausal logic a re, therefore , natural extension of those in the 
cla usal form of fi rst -order predicate logic. 
In this cha pter, we also give the proof system for higher-order clausal 
logic which is based on resolution principle. This type of proof system is 
somewhat simple and popular in logic programming system. In such a proof 
system, a procedure which unifies two terms is necessary. We describe an 
outline of an unification procedure for higher-order typed lambda expres-
sions. After that , we describe resolution , deduction and refutation in the 
proof system. 
2.2 Syntax of Higher-Order Clausal Logic 
An Atomic formula of higher-order clausal logic is a typed lambda expres-
sion. Any atomic formula and its subformulaehave a type. The type of 
atomic formulae is one of primitive types which means truth value, while 
its subformulae may have other types. 
Definition 2.1 (type) 
1. 0, 1 are types. (0 is the type of truth values. 1 is the type of individ-
uals.) 
2. If s, t are types, (st) is a type. ( (st) is the type of function which 
maps an object of type s to an object of type t) 
3. Only types which recursively derived from above are types. 
0 
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All function types are unary. multivariable functions should be represented 
as Curried functions. 
Example 2.1 
individuals 
(normal) unary predicates 
(normal) binary functions 





Set of all types are denoted as T in the rest of this thesis. 
0 
Depending on these types, we define vocabulary which is composed by 
sets of constants and variables of each type. 
Definition 2.2 (vocabulary) Let Ct be the set of constants of type t , and 
let Vi be the set of variables of type t. We call the family of Ct and Vi for 
each type t vocabulary, and express it with V = [Ct. Vi]t ET· 0 
We assume that each Vt are countable. For the sake of convenience, 
we use upper and lower case letters with or without subscription to denote 
constants and variables respectively. We may also use superscript to express 
their types explicitly. 
On the basis of above definitions, we are able to define terms (typed 
lambda expressions). 
Definition 2.3 (term) For arbitrary vocabulary V = [Ct, llt]tET on a set 
of types T, terms (on vocabulary V) are defined as the following recursively: 
1. An arbitrary element in Ct is a term of type t. (It denotes a constant.) 
2. An arbitrary element in Vi is a term of type t (It denotes a variable.) 
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:~ . If n c•t is a ff'rm of type (st) , and if jJ' is a term of type s, then 
( n ($l ) r-r• )1 is a t <'rm of type t (It denotes a functwn application.) 
IJ. If .r"' is a vanahl£' of typr s (i.e. x$ E V5 ), and if n 1 is a term of 
type i , then (,\.r$.n 1 )<-'1 is a term of type (st ). (It denotes a lambda 
abstract ton.) 
5. Only terms which are recursively derived from above arc terms. 
0 
Superscripts which denote their types may be omitted. 
For the sake of convenience, we may use the following abbrrviations as 
usual in lambda calculus: 
(···((Fxl)x2)···Xm) __. (Fx1X2···xm) 
(Axt-(A:r2.( · · · (Axn.a) · · ·))) __. (Ax1x2 · · · Xn.o) 
and outermost parentheses may be omitted. 
Occurrencrs of variables in terms are often classified in two categories, 
bound and fra:. In this thesis, we use this idea to define term class. 
Definition 2.4 (bound, free) An occurrence of variable :r is bound in a 
term a if there is a subterm AX.,.6 in the term a and the occurrence of xis 
in the subterm. Otherwise, Occurrences of variables are free in the term a: 
0 
In lambda calculus, there is some conversions between expressions, which 
convert expressions to another expressions which have same meanings. These 
conversions are called Ct -con version and ,.6 -conversion. In this thesis, we also 
must concern these conversions. 
2.2. Syntax of Higher-Ord(•r Clausal Logic 
Definition 2.5 (a-conversion) Assume that a term o has a subtcrm A.r 3. 
Then, o{Ax'.,.6[:r']} is a trrm derived by c:t-conversion from o, whrrc ~[x'J is 
a term drrived from i3 by replacing all free occurrrnce of J' in tl to x 1 and 
n_ny replaced x' is not bound in ,6[x1J, and a{A.r'.t3[x']} is a term derived 
from a by replacmg the subterm Ax.J in o to AJ'1•13[x'J. 0 
Definition 2.6 (p-conversion) Assume that a term n has a subtrrm 
(Ax.,.6)1. Then , n{~bl} is a term derived by p-conversion from n, where 
Ph'l is a term derived from a by replacing all frre occurr£'nce of X in ;3 to 'Y 
and o{.Ob]} is a term derived from o by replacing the subterm (Ax.Jh in 
a to 8[1]. 0 
As meanings of terms should be kept in these conversions, we are able 
to define an equivalence relation and equivalence class on a set of terms, 
such that terms which have same meaning are equivalent. 
Defini t io n 2.7 (term class) let Tv be srt of whole terms on a vocabulary 
V and let '?! be a binary relation defined as the following: 
l. let a, ,.6 E Tv. Then a: ~ ,.6 if ,.6 is derivable from a: by a:- or {3-
con versiOn. 
2 1 4 rr T a.,{3 4 · 4 a.,{J . et a, fJ E 1y. hen a: = fJ 1f fJ = a. 
3 1 4 rr T a.,{J • a.,{3 aj3 . et a,iJ,/ E 1y. hen a: = 'Y 1f a = ,.6 and f] = 'Y· 
Then each elements of the quotient set Tv/ ~are term classes. Each term 
classes also have their types naturally. 0 
In each term class, there is a special term which said to be in normal 
form. A term in normal form is a term which cannot be converted by ,.6-
conversion. It is well-known that each term classes necessarily have only 
one normal form in typed lambda expressions. 
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Any term in normal form of typed lambda expression, The term has the 
following form: 
w hrre x 1 · · · J: m (m ~ 0) are distinct variables, a:0 is a sym bot (constant 
or variable) and n 1 • • • n 11 (n 2: 0) are terms in normal form. According to 
Iluet(Huet 75], we call n 0 the head of the term in normal form. 
To avoid complirat ion. we may regard a representative term in a term 
class as the term class itself in the rest of this thesis. \\:'e will often elect 
the normal form as the representative term <'specially when the term class 
is operated in a prored u re such as a unification. 
An atomtc fonrwla in higher-order clausal logic is a term (class) of type 
0. A literal, a clause and a set of clauses in the logic are defined in a similar 
way as in clausal form of first-order predicate logic. 
Definition 2.8 (atomic formula, literal, clause, set of clauses) 
1. If a is a term class of type 0, a is an atomic formula. 
2. If a is an atomic formula, +a,-a are literals. ( + and - mean affir-
mation and negation. -a is called the inverse literal of +a, and vice 
versa.) 
3. If £ 1 · · · Lm are literals , a set {£1 · · · Lm} is a clause. (disjunction of 
£1 · · · Lm) 
4. IfC1 · · ·Cn arc clauses, aset {C1 • · ·Cn} is a set of clauses. (conjunction 
ofC1···Cn) 
0 
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Empty set of literals is a special clause railed empty clausr. This clause 
means contradiction, and so it is important in a reduction to absurdity. 
Obviously, a set of clauses in higher-order clausal logic is able to rep-
resent any set of dauses in first-order predicate logic with Currying. Fur-
thermore, it has more flexibility and ability to describe various matters. 
Especially, it is able to treat an atomic formula as a term in another atomic 
formula. This point is important in two senses. First, it means that this 
logic is able to treat a proposition as an object and is able to operate it. 
This feature is important in metaoperation of propositions. Secondly, this 
feature makes it complicated to construct model theory of the logic. This 
point should be mentioned at last of chapter 3 more precisely. 
Now, we give an example of a set of clauses. 
Example 2.2 
{ { +Po}, 
{ +Qo}, 
{ +R(OO) po}, 
{- R(OO) QO}} 
This is a set of clauses includes four clauses. Each clause includes only one 
literal. P and Q are atomic formulae in former two clauses and they are 
terms in latter two clauses. 
Here is more complicated example. 
Example 2.3 
{ { +F(>.jx.x)(>.jx.fx)}, 
{+F(>.jx.f(pfx))(>.jx.qf(p(qf)x)), -Fpq}} 
0 
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This is a s<>t of clauses includes two clauses. The first clause includes one 
positivt> literal and the second one includes two literals, positive and nega-
tive. 0 
Because of lambda abstraction, higher-ordN clausal logic has flexibility 
and ability to describe various matters. Some more rather complicated 
examples are shown at the end of chapter5. 
2.3 Proof System for Higher-Order Clausal 
Logic 
As in clausal form of first-order predicate logic, we can define a proof sys-
tem based on resolution principle in higher-order clausal logic. Differences in 
these proof systems are mainly differences between unification of first-order 
terms and it of higher-order terms. In this section, we describe unifica-
tion procedure for higher-order terms and the proof system for higher-order 
clausal logic based on resolution principle. 
2.3.1 Unification 
An unification problem for a given set of term classes is to decide whether 
the set is unifiable or not (decision problem), or to search a most general 
unifier, mgu of the set (search problem). As far as typed lambda expressions, 
procedures which find entire mgu's must be semi-algorithm because the 
number of mgu's may be infinite. It is also known that the decision problem 
for typed lambda expressions is undecidable[ Goldfarb 81]. And so, as far 
as typed lambda expressions, procedures which solve unification problems 
must be semi-algorithm. 
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There are some procedure to solve these problems for typed lambda 
expressions[Pietrzykowski 72][Huet 75). For example, Pictrzykowski pro-
posed a non-deterministic semi-algorithm which outputs rntirc mgu's of 
any set of term classes[Pietrzykowski 72]. However, this is not so realistic 
because of its extremely large search space. On the other hand, a procedure 
which proposed by Huet[Huet 75] is more efficient. Though this procedure 
is to solve the decision problem, it is easily expanded to find an mgu. 
Whichever procedure we adopt, it is not important for completeness 
of the proof system if the procedure is (semi- )decidable about unifiability 
(discussed later). So, in this thesis, we adopt the version of Huet[Huet 75] 
because of its good features. 
In this subsection, we will describe an outline of the unification pro-
cedure for typed lambda expressions. For more details, please refer Huet 
[Huet 75). 
First of all we define some fundamental notions for preparation. Terms 
and definitions in this subsection are partly based on Huet[Huet 75]. 
D efinition 2.9 (substitution) A set, each of whose elements is a pair of 
a term class and a variable whose types are the same, is called substitution 
if the variables in the pairs are distinct. 0 
We denote a substitution in the form: 
where each of xi ( l ::; i ::; n) is a variable and each of al ( 1 ::; i ::; n) is a 
term class. 
An application of a substitution e = { xl t- al) ... ) Xn t- an} to an term 
class {3 is to derive a class of terms each of which is derived from terms of 
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term da.s:. {3 hy r<·placing all free occurrcnr<' of xt to ai· (obviously, derived 
terms make only on<' term class.) This definition is naturally extended for 
a literal, a claus<· and a set of clauses by applying the substitution to each 
of term dass<'s which is contained in it. These expressions applied with a 
substitution are called mstances of former expressions. 
From above definitions the following equations hold obviously: 
(a8)7T n(Oo7r), 
(0o1T)op- Oo(7rop). 
If each of term classes O:j (1 ~ i ~ n) in a substitution e = {x. +-
O:t, · · ·, Xn +-- a:n} is a variable which is distinct each other, then the substi-
tution () is called renammg substitution. Obviously, the renaming substitu-
tions, when applied, do not transform any term classes essentially. 
Under the above preparation, we can define unificatzon and most general 
umfier (mgu). 
Definition 2.10 (unification) Let T be a set of term classes. Then T is 
called unifiable if there is a substitution 0 which derives a same term class 
when applied to each term class in T. A substitution such as () is called 
unifier ofT, 
A unifier is called most general unifier (mgu) ofT if there is no other 
unifiers 1T ofT which hold the following conditions: 
There is a substitution p which is not renaming substitution and 
which holds 0 = 1T o p. 
0 
Obviously, there is at least one mgu for a set of term classes if the set is 
unifiable. Although the number of mgu 's is at most one for any set of terms 
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in first order predicate logic with constant, it is remarkable that the number 
of mgu's may be more than one, moreover, it may be infinite (countable). 
It is abo obvious that, for any unifier 7r of a set of t<'rm classes, there is 
at least one mgu 0 which holds 0 = 7r o p for some su bst 11 u I ion p. 
Now W<' d<'scribe an outline of a unification procedure. A main objective 
of the procedure is to construct a tree called a matchzng frfc. Each node 
of the matching tree is labeled with a set of pairs of term classes of a same 
type. This set is called dzsagrcemcnt set, which means that, if <'ach pair of 
the set labeling a descendant node is unifiable. then the <'ach pair of the set 
labeling the ancestor node is also unifiable. Each edge of the matching tree 
is a substitution which reduces the disagreement set of ancestor node to it 
of descendant node. 
The root of the tree is labeled with a disagreement S<'t which contains a 
pair of term classes which should be unified. If a disagreement set labeling 
a node contains a pair of term classes which have different constants or 
bound variables as their heads, the node is a terminal node called failure 
node because the pair cannot be unified. A node is also a terminal node 
if all term classes in its disagreement set have free variables as their heads. 
Such a node railed success node because each pair in its disagr<'ement set 
is easily unifiable. If at least one success node exists in the matching tree, 
the pair of term classes in the disagreement set of the root is unifiable. 
The H uet 's procedure expands matching trees from its root. The rules 
for expanding matching trees are omitted in this thesis b<'cause of its com-
plication. Instead of description of these rules, we show an example of a 
matching tree. 
Example 2.4 Figure 2.1 is a example of matching tree. 0 
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{/- >.uv.v} 
{ < B, Azw >} : failure 
{!- >.uv.A(hlw)(iuv)} 
{ < h(gx)B, z >, < i(gx)B- .-u-, >----.}I: success 
f - >.uv.u} 
{g- >.u.A(ju)(ku)} 
{ < jx, z >, < kx, w >}I: success 
{g - >.uv.u} 
{ < x,Azw >} 
{x- Azw} 
0 : success 
Figure 2.1: A matching tree for a pair of term classes < J(Jx)B, Azw > 
:2.:L Proof ';y ... tem for Higher-Order Clausal Lop,i(' 21 
In earh :;uccess node. we can get a '>ubstJtution by composing all substi-
tution:; on the edges on tht> path from root to tlw nodr. This substitution 
is not always an mgu but a substitution which 1s more general than some 
mgu 's. If we need to get exact mgu 's wr must rxpand t lw succrss nodes 
which is labelcd with non nil disagrerment set with some other rules. 
Notice that this unification procedurr is a kind of tr<'r search, so it is 
esst>n t ially nondeterminist ic. 
2 .3 .2 R esolution 
In this subsection. we describe a inference rule called r<•solution principle. 
which is a variation of modus ponens, and which is thr only inference rule 
in our proof system. This inference rule was introduct>d by Robinson for 
a proof system for first-order predicate logic[Robinson 6.1J. [n the case of 
first-order predicate logic. the proof system based on resolution principle is 
complete without any axiom. On the other hand, in the ntsr of higher-order 
clausal logic, we may add some axioms or axiom schemata if we need. In 
fact, although this type of proof system holds a kind of completeness without 
any axiom in some cases (like in chapter tl), some axioms are needed for 
completeness in other cases (like in chapter 5). 
In this subsection, we describe resolution principle and the proof system 
for higher-order clausal logic which based on thr infrrrnrc rule without any 
axiom. An extended proof system with axioms arc discussed in chapter 5. 
Definit ion 2. 11 (resolution principle) Let C1 and C2 be two clauses and 
let c~ and q be subsets of cl and c2 respectively. If c~ and c; include only 
negative and positive literals respectively and if the set of all atomic formu-
lae in c~ and c; are unifiable then t he following clause is called resolvent of 
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C1 and C2 for any most general unifier 0 of the set of atomic formulae. 
This inference rule is called resolution prmciplc or resolution for short. 0 
Hesolution is an inference rule which generates a clause of a resolvent 
from a set of clauses. Theorem proving is performed by applying this infer-
ence rule rep<'atedly. 
Definition 2.12 (deduction, refutation) Let S be a set of clauses. A 
sequence of clauses C1, C2 , • · · , Cn is called deductwn of C from S if each of Ci 
is a clause inS or a resolvent of Ci and Ck such that j, k < i, and if Cn = C. 
A deduction of empty clause from S is called rcfutatwn of S. 0 
\Vhen we regard this type of proof system based on resolution principle 
as a logic programming system, an execution of a program is to get a counter 
example through a refutation of a set of clauses which denotes the program. 
And so, to find a rrfutation of a given set of clauses is essential for our 
system. 
The process of theorem proving in our proof system is nondeterministic 
because of nondeterminism in the selection of clauses, literals and mgu's 
in resolution. On the other hand, as see in previous subsection, unifica-
tion procedure for higher-order term classes is also nondeterministic. These 
points are not so important if we grasp these procedures as purely nonde-
terministic procedures. For example, when we discuss about completeness, 
we can ignore these points. If we consider to implement these procedure as 
deterministic programs, however, these points arise some problems. These 
implementation problems are discussed in 6. 
Chapter 3 
Model Theory for 
Higher-Order Clausal Logic 
3.1 Introduction to Chapter 3 
In the last chapter, we have discussed mainly about a proof system for 
higher-order clausal l?gic. On the other hand, whenever we discuss about 
meanings of expressions such as terms, atomic formulae , literal, clause and 
set of clauses, we must construct another system, called model, which is 
independent with proof systems and which calculates values of expressions 
in a appropriate way. 
An expression is a sequence of symbols and so there are no meanings 
in itself. A model is a system which gives meanings to symbols in a vo-
cabulary, and which can give a value to each expression uniquely. The way 
to give meanings is not unique and so there should be a lot of models for 
a vocabulary. Some expressions, however, are evaluates as true by every 
model. Such expressions are called vahd. In contrast. expressions which are 
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cvaluat <·d as foist by every model arc• call('() un:mli,.;fiablc. 
\ 'alidit~· and unsat isfiability in terms of model syst<'lll arc strongly re-
latNI \\'ith provability and refutability in terms of proof system respectively. 
C'omplrtt·nrss of a proof system means that any valid expression can be 
provahl<· or. in a reduct10n to absurdity. any unsatisfiable rxpression can be 
n•fn tahl<•. 
\\!'hen we rrgard our proof system as a programming system, a program 
with tnput data. an execution and a solut1on arc correspond to a set of 
clauses, a refutal ion and a counter rxample resp<•ctively. From this view 
point, cornpletrncss of the proof system guarantees that if a program with 
input data (i.e . a set of clauses) has some valid solutions (i.e. counter ex-
amples) then thrre exists an execution oft he program (i.e. a rrfutation of 
the set of clauses), which is performed in finite time. Therefore complete-
nrss of a proof system corresponds to correctness of a program. This is why 
wr make a study of completrness of our proof system in this thesis. How-
ever any proof system for higher-order logic cannot be complete generally. 
To overcome this situation, we introduce extended notion of completeness, 
which is based on ext<'nded model theory, and which is meaningful in a 
proof system as a programming system. 
In this chapter, we introduce model theory of higher-order clausal logic. 
In the first section, we introduce standard modrl and generalized model, 
which is an extension of standard model and which was introduced by 
Hcnkin in [Henkin 50}. We also introduce model class, which is subclass 
of generalized model. In the second section, we discuss about complete-
ness of higher-order clausal logic and we introduce an extended notion of 
corn pletrness. 
:1.2. C<'neraliz<'d Mod<'l 
3 .2 Generalized Model 
A model consists of a family of domains and nH'anmg funrt ions indexed 
by typrs. Each domain indrxed by a typr is a :-.<'1 which conststs of valurs 
as which constants and variables of the type can be cvaluatc•d. A family 
of domains arc caliNI fram<. A meaning function indexed by a typr maps 
constants oft he type to values in the domain oft he type. 
Definition 3.1 (frame) Lrt T be a entirr set of typ<•s. A frame is a family 
[ Dt]u r which holds: 
Do - {0, I}, (truth values) 
D 1 D, (an arbitrary set of individuals) 
D ~~ = {!If : D$ - Dt}. (functions from D$ to Dt) 
0 
A model consists of a frame and meaning functions. 
D efini t ion 3.2 (model) Let T be a entire set of types and let V = [C't, \1,]1, r 
be a vocabulary. A model on a vocabulary V is a family [D1 , m 1]tET where 
[D1) 1, r is a frame and each m1 is a function from C1 to D1• 0 
To evaluate variables, other functions are nrcessary. 
D efinition 3.3 (assignment) Let T be a entire set of types and let V -: 
[C1, Yt]tET be a vocabulary. An assignment on a vocabulary V is a family 
a= [at] 11 r where each a1 is a function from ~~ to D1• 0 
:\low, values of expressions are calculated depending on a model (and an 
assignment). 
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Definition 3.4 (value function) Let !V! = [D1 , mdtt-T be a model on a 
vocabulary V [('1, \/;] 1er and let [at] 1er be an assignment on V. A value 
function V\ta is defined recursivrly as below: 
1. VA E Ct. V\ta[.A) = mt[A]. 
2. Vx E \/;, VMa[:r] = ~[:r]. 
:~. Let a: and !3 be terms. Then: 
4. Let x be a variable of type s, let a be a term of type t and let a{ dfx} 
be an assignment which is equal to a except it assigns d for x. Then 
VMa[(.Xx.a:)] is a function f such that: 
for all d in D&· 
5. Let a be an atomic formula. Then: 
Vua[+a:] = Vua[a:] 
VMa[ a:] = 1 - VMa[a:] 
(Although a is not a term but a term class really, all terms in the 
term class is apparently mapped to same value by Vua· And so, we 
regard the value as the value of the term class.) 
6. Let L 1 , · · ·, Lm be literals. T hen: 
where a' moves entire assignments on V. 
3.2. Generaliz('d Model 
7. Let C1 , · • · ,C" be clauses. Then: 
0 
In the last two cases in the above definition , assignment a does not play 
any role. In these cases. we may abbreviate Vu a as VM. 
In the next sect ion . we discuss about an extended version of completeness 
of higher-order clausal logic. As preparations for that, in this section, we 
introduce generalized model(g model). This idea was introduced by Ilenkin 
in [Henkin 50]. G-models include entire standard models and so g-model 
versions of validity and unsatisfiability become more strong notions. 
The major difference between standard model and g-model is their do-
mains. In g-model, domains may be a subset. A family of such domains are 
called g-frame. 
D efini t ion 3 .5 (g-fram e) Let T be a entire set of types. A g-frame is a 
family [DdteT which holds: 
Do = {0, 1} , (truth values) 
D1 = D, (an arbitrary set of individuals) 
D(3 t) C {!If: D3 ---+ Dt}, (functions from D, to Dt) 
0 
A g-model is a model on g- frame. 
D efinition 3 .6 (g-model) Let T be a entire set of types and let V = 
[Ct, Vt]teT be a vocabulary. A g-model on a vocabulary V is a family 
[D~> mt]teT where [Dt]teT is a g-frame, each m 1 is a function from C1 to 
D1 and value function (see Definition 3.4) can be defi ned properly. 0 
Chapter :l. :-.lodcl 'I'hl•ory for 11 iglwr-Order Clausal Logic 
Tht• la!->1 c·ondition about value function is addrd to avoid the situation in 
which f in 4. of drfinition :3.4 becomrs out of fJ .•t ) · 
We· call :--ubdass of g-models a model class. 
Definition 3. 7 (model class) Subda.ss of g-modrls ar<' called model class. 
0 
Obviously, a class of standard models are a rnodrl da.'ls. 
3.3 Completeness in Higher-Order Clausal 
Logic 
Before discussing about completeness. we define some notions. 
D efinition 3.8 (g-valid, g -unsa tis fiable) A SE't of clauses S is called g-
valid if and only if ~'At[S] = 1 for any g-modcl M. A set of clauses S is 
callrd g-unsatisfiable if and only if VM [S] - 0 for any g-model Af. 0 
ln t.his thesis, we only consider proof systems which based on refutation. 
So we define g-completeness like below. 
D efinition 3.9 (g-comple t e) A proof system which is able to refute any 
g-unsatisfiable set of clauses is called g-complete. 0 
These notions are easily extend to the notions on a model class by read-
ing g-mod<>l as model in a model class. As mentioned before, standard 
model is a model class and so completeness of original meaning is equal to 
completeness for the model class. 
If we consider standard frames whose D 1 is countable set, almost do-
mains in the frames become uncountable sets. So, in these uncountable 
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domains. there exist elements which cannot br t•xprrssed as terms on some 
models. Hrnce any proof system which rc•fu t r a gi vc•n srt of clauses by 
sc>arching counter examples cannot refute a srt of clausrs on a vocabulary 
rven if thr set of clauses is unsatisfiable and if the counter examples can-
not be expressed in the vocabulary. In other words, such a proof system, 
including our proof system, may not be complete in original meaning1 . 
When we regard a proof system as a programming system, however, we 
arr only interested in solutions, that is, countrr exam pie which can be ex-
pressed in a vocabulary. So it SE'ems adequatr to consider only 
(g- }models whose domains are consists of only rlcments \\ hich can be ex-
pressed in the vocabulary when we consider completeness of a proof system 
as a programming system. 
C-models of this kind are expected to construct a model class. Indeed, in 
first-order predicate logic, Herbrand model is such a modrl class. If we can 
construct such a model class for higher-order clausal logic, it seems adequate 
that we regard that a proof system which is eo m pletc on the model class is 
a correct programming system. 
In first-order predicate logic, a set of all atomic formulae which do not 
include any variable is called Herbrand base. And then, llerbrand models in 
first-order predicate logic are specified by a set of literals which are obtained 
by adding plus or minus sign to every element of llerbrand base and in which 
all literals are regarded to be true. 
In higher-order clausal logic, a set of atomic formulae which corresponds 
to Herbrand base seems to be a set of closed atomic formulae, that is atomic 
formulae in which any variable does not occur frrel}. Every set of literals 
1 lnd<'ed, any proof system does not complete.!Godcl 31] 
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constructed from the set of atomic formulae, however, does not always cor-
respond to a g-model because values of atomic formulae in the set are not 
independent each other. For example, the set I in example 3.1 does not 
correspond to any g-model, because it is a contradiction that P and Q have 
a same value, true, on the other hand (RP) and (RQ) have different values. 
Example 3 .1 Let V = [Ct, Y't]tET be a vocabulary, let P and Q be in Co 
and Jet R be in C.oo)· I is a set described as the following equation: 
I = {+a I a is a closed atomic formula except (RQ)} U { -(RQ)} 
And so I includes +P, +Q, +( RP) and -(RQ). 0 
This contradiction is caused by the fact that closed atomic formulae is 
distinguishable each other as subterms of other atomic formulae although 
the values of the atomic formulae must be one of the two values, l or 0. 
So, to construct a model class which corresponds to Herbrand model 
in higher-order clausal logic, some more idea is necessary. One idea is to 
avoid appearances of atomic formulae in other atomic formulae. This idea 
is achieved by restricting the types of symbols in the vocabulary. This 
approach is discussed in chapter 4 
Another idea is to consider not the set of closed atomic formulae but the 
quotient set of the set by a kind of equality which is derived from equality 
in atomic formulae. This idea is discussed in chapter 5. 
Chapter 4 
Higher-Order Clausal Logic 
with Type Restriction 
4.1 Introduction to Chapter 4 
As discussed in the last chapter, it is not so easy to extend Herbrand model 
in higher-order clausal logic because of dependencies between atomic formu-
lae in the extended Herbrand base, that is, a set of closed atomic formulae. 
This dependencies are caused the fact that an atomic formula is able to 
include other atomic formulae. Hence this dependencies can be removed if 
an atomic formula never include any other atomic formulae. 
In this chapter, we introduce a syntactic constraint - type restriction 
in a vocabulary, and we show that an atomic formula never include any 
other atomic formulae under t he constraint. We also construct a higher-
order extension of Herbrand model as a model class and prove that the 
proof system for higher-order clausal logic based on resolution principle is 
complete for the model class. 
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('haptt•r 4. lliglwr-Or<kr Clausal Logic with Type Ht>striction 
A Higher-Order Extension of Her brand 
Model with Type Restriction 
In first order prt>dicate logic. IINhrand univ<'rs<' and Herbrand base are 
delint>d as t h<· set of entire tt•rms and the set of atomic formular which 
include no variahl<-. respectively. 
In higlwr-ordt•r dauc;al logic terms are able to have many types. not 
only 0 and 1. and so we must consider for each types. It seems to natural 
that the each set corresponding to Ilcrbrand universrs is defirwd as the set 
of entire closed t<'rms 1 of each type because bound variables in a term are 
lit<·rally bound \\ e call the each set ll-univcr.w . 
In above ca...;c, Ilerbrand base corresponds to t IH' set of type 0. \\'e call 
it ll-base. 
Definition 4.1 (H-universe, H-base) Let I be a type. Then fit denotes 
entire set of the terms of type t on a vocabulary in which no variables occur 
freely. H1 callrd 11-universe of type t, and Ho callrd H-base especially. 0 
In first order predicate logic, llerbrand model is defined on the domain of 
individuals which is isomorphic with Herbrand universe. Hence, in higher-
order clausal logic, it is natural that an extension of Ilerbrand model is 
defined on a g-fram<> which is isomorphic with H-universes except the do-
main of type 0. \\e call it H-modcl. 
Definition 4.2 (H-model) Let T' be the set of rntire types of subterms 
in atomic formulae. let T" be the set of entire types of subterms which 
1 term classes, t•xact ly 
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appear only as functions (lrft hand side of function applirat ion 2 ) in atomic 
formulae (obviously. T :J T' ) T") and let .\/ = [fJ1 , m1 ] 1 t~· IH' a g-rnodel. 
If there exi~ts a family of mappings [<1>;\1 ]tt-T' which satisfies: 
1. Each <1> ;\1 is a mapping from H1 to Dt . 
2. For any I E /'' \ T" \ {0}, <1>;"' is bijectivc. 
:3. Let H; h<• the set: 
{ o I o E H1 and o- is not a lambda abstract ion} 
and let <I>t'' be the partial function of <Pt' ',\:hose domain is restricted 
to H;. For any t ET". <1>;\1' is bijectiw. \otc that if I E T". lambda 
abstractions of type t nC'V<'r appear as suhterms in atomic formulae.) 
4. For any,\ ( C't such that If T', <I>t1 [.\] = mt[A]. 
then Af is called H-model. 
Obviously, an H-model is also g-model, so all H-models form a model 
class. D 
In this definition, we do not consider terms which cannot appear in any 
atomic formula brcause evaluation of such terms plays no part when we 
evaluate atomic formulae. 
1\ote that each of <l>f1 is a partial function of a value function. Hence, 
except t = 0, values of any two different closed subtcrms of atomic formulae 
ar<> different each other and any clement which is not a value of any closed 
term does not exist because <1>;-t is a bijection except t = 0. 
2In this definition we consider only terms of normal form - term cla.sse:-; more exactly. 
So functions cannot be lambda-abstraction. 
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C:<'rwrally. c~>g1 is not inject ive. Therefore. if T' include 0, proper 4>f1 's 
do not exist because of 2 in definition 4.2. 'I his is another aspect of the 
prohl<'fll that was mentioned at the end of chapter :~. 
To avoid the situation 0 E T', we propose type restriction on a vo-
cabulary, which is performed by forbidding any symbols (constants and 
variables) of some types in a vocabulary. A trivial solution is to forbid all 
symbols of the types formed as (sO) for any type s. But this solution is 
not practical at all3 . Another solution is to forbid all symbols of the types 
formed as (st(" · (st t(r(si+l(· · · (snsn+t) .. ·)))) .. ·)) (1 $ i $ n) for any 
types s1.· · · ,S 11 +1.t 1•· · · .tm and r which is formed as r = (lt (· · · (tmO) · · ·)) 
(m 2: 0). Under this restriction , no atomic formula is not able to appear in 
another atomic formula. It can be proved. 
Theorem 4.1 Let r be a type formed as (t 1(··· (lm0)···)) and let q be 
a type formed as (st( · · · (s, t(r(si+1 ( · · · (snsn t 1) · · ·))))···))for any integer 
i, n, m such that 1 $ i $nand m 2: 0 and for any types s 1 , · · ·, Sn+l, t 1 , • · ·, 
lm· lf, for any q, Cq = Vq = 0 in a vocabulary [Ct, ll;]tET, any atom ic formula 
does not contain any other atomic formulae. 
Proof. Assume an atomic formulae 6 has a proper subterm a of type 0. 
Because 0 is a primitive type and we only consider terms of normal form, 
b has a subterm J which is formed as (F11 • • • li 1 (.Ax 1 · · · Xm.ahi+l ··"In) 
where 1 $ t $ n, m 2: 0, F is a symbol (a constant or a variable), each 
I' a is a term and each x 1 is a variable
4
. Then the term ( .Ax 1 · · ·X m .a) has 
a type r formed as (t1 ( · • • (tmO) · · ·)). So symbol F has a type q formed 
as (st( .. · (si t(r(s • ._l( .. · (snsn+I) .. ·)))) .. ·)), that is, there is at least one 
3Indeed, this restriction reduces higher-order clausal logic to propositional logic. 
4 lf m= 0, (Ax 1 • • · Xm.a) is regarded as a. 
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symbol of type q in considering vocabulary. llcnre, if there is no such symbol 
in the considering \'Ocabulary. any atomic formula I> dot's not include any 
proper subterm a: of type 0. o 
This theorem means a sufficient condition. So t hNc may be other type 
restrictions by which we can avoid appearanc<' of atomic formulae in an 
atomic formula. Our restriction, however, has good propcrt ies. Primarily, 
any first-o rder term is allowed even under the restriction. Moreover, any 
symbol of the types which is constructed not from typ<' 0 but from type 1 
is also allowed. 
The following corollary are immediate from theorem 4.1 
Corollary 4.1 Let I be the set of litt>rals which 1s obtained by adding a 
sign, plus or minus, to each element in H-base Jf0 , that is I = { s 1A1, s 2 A2 , ... } 
for Ho- {A1 , A2, ···}and each s1, s2, ···is + or ·. Then, under the restric-
tion of vocabulary in theorem 4.1, there exists a 11-modcl which satisfies all 
elements in I. 
Proof. From theorem 4.1, 0 <t. T' in definition 4.2. So proper [4>f1]tET in 
any II-model M is definable and 4>tt is arbitrary definable. Hence truth 
value of each element in H-base are arbitrary decidable. Immediately, it is 
possible to construct a H-model which satisfies a any element in given /. 0 
We call the set of literals such as I in corollary 4.1 H-lntcrprctation. 
Definition 4.3 (H-interpretation) Let Ho is a 11-base. Then, a set of 
literals I is called a (total) H-interpretation if it contains + .4 or - A exclu-
sively for any A in Ho and if it contains no other literals. A subset of a 
total II-interpretation is called partial H-interpretation. 
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For a ground literal 1.~ and partial or total H-interpretation /,Lis called 
to he satisfied by I if /, is included in 1, and L is called to be falsified 
bv 1 if th£' inverse literal of L is included in I. For a ground clause C = 
{ L 1, • • • , Lm} , C is called to be satisfied by I if at lea .. •.; I one of L/s is sa.tisfled 
by 1. and C IS called to br falsifird by I if all of L,'s arr satisfied by I. For 
a ~round set of clauseS - {C1,· • · ,Cn}, S is called to be satisfied by l if 
all of C. ·s an· satisfied by I. and S is called to be falsified bj I if at lrast 
one of C.'s is satisfied by I. 0 
4.3 Complete ness for the Higher-Order Ex-
tension of Herbrand Model 
As see in the last section. tinder the type restriction proposed in section 4.2, 
H-model can be defined . In this section, we also show that the proof system 
which describrd in chapter 2 is complete for the model class of H-models. 
This proof of the completeness is similar to that on first-o rder predicate 
logic, using a se man tic t rce. 
First of all we givr some definitions about a complete srmantic tree. 
Then we provr the theorrm about the completeness after proofs of a theorem 
and a lemma. 
D efinition 4.4 (complete semantic tree) Let IJ0 be a II-base. A com-
plete semantic tree is a binary tree B which satisfies the following conditions: 
1. Each edge of B is labeled with a literal which is made from an element 
of H0 . 
2. A pair of literals labeling rdges descend from one node is a dual pai r , 
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p 
Figu rr '1.1: An <•xamplr of complrte semantic tree. 
that is, both literals are made from a same element of Ho and their 
signs are different each other. 
3. For each node N in B, all literals which arr labeling rdges in t.he path 
from the root to ,V are made from distinct element of H0 . 
4. For any elemrnt a of l/0 , and any downward path P from thr root to 
a leaP, ther<' exists an edge in P which is labeled with +a or -a. 
0 
We show an example of complete semantic trer in figurr 1.1 
Each downward path from the root to a leaf in a complete semantic tree 
corresponds to an II-interprrtation, which includes all literals labcling the 
5If Ho is infinite, the length or the path is also infinite. 
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edges in the path, vice versa. For a node N in a complete semantic tree, we 
denotes the set of literals which label the edges in the path from the root 
toN as/(/\'). Apparently, J(N) is a partial H-interpretation. 
Concerning to a complete semantic tree and partial H-interpretations, 
we give some definitions. 
Definition 4.5 (failure node, inference node) Let B be a complete se-
mantic tree and let S = { C1 , · · · , Cn} be a set of clauses. A node N in B 
is called a failure node for S if and only if there exists a set of clauses 
S , - {C' . . . C' } in which each C' is a ground instance of Ci and the S' is 
- p ' 11 t 
falsified by I ( N). 
An inference node for S is a node which is not a failure node but all of 
whose descendant nodes are failure nodes. 0 
For the sake of convenience, for a set of clauses S = {Ct, · · · ,Cn}, we 
denote a set of clauses S' = { C~, · · ·, C~} in which each C~ is a ground 
instance of Ci as merely a ground instance of S. And when there exists a 
ground instance of a clause C which is falsified by an H-interpretation I, 
we write merely C is falsified by I. Similarly, when there exists a ground 
instance of a set of clauses S which is falsified by an H-interpretation I, we 
write merely S is falsified by I. 
Definition 4.6 (closed complete semantic tree) For a complete seman-
tic tree B and a set of clauses S on a vocabulary, B is called closed if any 
downward path from the root is closed by failure node. 0 
With these definitions, we are able to prove the main theorem of this 
chapter. The outline of the proof is similar to that in first-order predicate 
logic described in Chang, et al.[Chang 73]. Before give the proof of the 
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theorem, we prove higher-order clausal logic versions of Hcrbrand theorem 
and lifting lemma. 
Theorem 4.2 (Herbrand theorem on H-interpretation) Let V be a 
vocabulary which is restricted in the symbol types as described in theorem 
4.1 and let S be a set of clauses on V. Then, on the vocabulary V, any 
complete semantic tree is closed for S if and only if S is falsified by any 
H-interpretation. 
Proof. Assume that S is falsified by any H-interpretation. Let B be 
an arbitrary complete semantic tree and let P be an arbitrary downward 
path from the root of B. By the assumption, the Il-interpretation which 
corresponds to the path P falsities S, and so there exists at least one ground 
instance of S which is falsified by the H-interpretation. Hence there exist 
a node N on the path P such that I( N) falsifies the ground instance of S 
because the literals in the ground instance are finite. This holds for any B 
and P and so any complete semantic tree is closed forS. 
Conversely assume that any complete semantic tree is closed for S. Let 
B be a complete semantic tree and let I is an arbitrary H-interpretation. 
Then there is a path P which corresponds to I in B. By the assumption, 
P includes a failure node. Hence S is falsified by any H-interpretation I. 0 
Lemma 4.1 (lifting lemma) Let C1 and C2 be clauses and let a- be a sub-
stitution. If C' is a resolvent of C1a- and C2a-, then there exist a substitution 
T and a resolvent C of C1 and C2 such that Cr = C'. 
Proof. Let: 
C1 a- = Cu a- U C12a-
Cza- = C21 a- U C2za-
(Cu U C12 = Ct) 
(Czt U C22 = Cz) 
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Thc>ll tht'H' exist s an mgu 0 of cl2 u c21 such that (1 0 71 - (} 0 T for a 
suhs t 1t ut io11 T IH'cause a o 1r is a unifier of C12 C21 L<'t C he the resolvent 
of c, and c2 \\.'ith 0, that is: 
Il ence: 
Cr=(Cu u c22) 0 0 T 
- (Cu U C22) CJ o 1r 
=C' 
1\ow, W<' givl' a proof about completeness. 
0 
Theorem 4 .3 (completeness for H-models) On a vocabulary which is 
n•strict<>d in the symbol types as described in t h<>orem ·1.1, a set of clauses S 
is refutable if and only ifS is unsatisfiable for the model class of H-models. 
Proof. Assume that a set of clauses S is unsatisfiablc for I IH' modC'l class of 
11 -moclels. Then, from corollary 4.1 and theorem 4.2, any completC" semantic 
tree is closed forS. Let B be an arbitrary complcl<> semantic tree. Because 
B ~~ closNI, there exists at least one inference node in B ifS does not 
contain an empty clause. So let S be an arbit rary inference node in B 
and let Y,, \ 2 be the (direct) descendant nodes of \' Obviously. by the 
definition of complete binary tree, we can admit that I ( \ 1) I( S) U {+a} 
and 1 ( \ 2 ) = I ( \') U { - o} for an atomic formula cL Because \' is not failure 
node hut infer<>nce node. each of {+a} and {-a} falsifies S. Therefore there 
exists a ground instance c~ of a clause cl ins which includes -a, and there 
exists a ground instance c~ of a clause c2 in s which includes +a. ln this 
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situation. C~ \ {-a} and C~ \ {+o} arl' falsified by / ( N ) because literals in 
a clauses are disjunct in•. Therefore a clause C' - (C; \ { - n} ) U (C; \ { + n} ), 
which is a resolvent of c; and C~. is also falsifi<"d by / (.V}. From lemma -t. L 
There exists a clause C which is a n•sohPnt of C1 and C2 and of which the 
clause C' is an instance. Hence /( .\') 1s a f<1ilure node fort he set of clauses 
S U C which is derived from S with resolution principle. 
By repeating this procPdure, all nodes in H become failure nodt's because 
H is finitely closed. When the root node of JJ becomes a failure node, 
derived set of clauses must include empty clattsf'. Hence S ,.., refutable with 
resolution principle. 
Conversely. assume that there exists a 11-rnodel which satisfies the set 
of clauses S. Then any clause m S 1s satisfied by t h<• H-model And so any 
resolvent of clauses inS is also satisfied by the H-model. Hence S never 
derive empty clause. that is, S is not refutable. 
From the above the theorem has lHOv<•d. D 
4.4 Remarks and Discussions 
In this chapter, we have defined an extension of I !er brand model on higher-
order clausal logic as a model class with type restriction, and we have shown 
that the proof system based on resolution principle is complete for the 
model class. The completeness is significant because it is strongly related 
to correctness in logic programming system as mentioned in chapter 3. 
Although this logic system is syntactically restricted, any term of first-
order predicate logic is allowed. ~1oreover. a term of any type which is 
constructed solely from 1 is also allowed. 
These features imply that we are able to extend (first-order) logic pro-
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gramming syst<'lll with t ht' logic system. For rxample, a kind of functional 
calculation can h<' introduced in logic programming system. 
n 
...--"--.. 
Example 4.1 Let ii cl(•note )..jx.(f(f · · · (J .r) ···))for any n > 0 where f E 
\~ 11 1 and x E \'1• And l('t Jl, 11 denote >.uu.(>.f.r.u( vf)x) and >.u.(>.J .r.f( uf x)) 
rrspectively where u, 11 E V(( u )t u )) , f E ~111 and :rE V1. Then Jtrtm o,/3 1un 
and vi! ~ n+ 1. This mrans 11 and v have a function as multiplication and 
succession to natural numbers embedded in lambda expressions. 
Using this natural number embedding, we can define a predicate which 
denotes factorial as a set of clauses in higher-order clausal logic consists of 
the following two clausrs6 : 
1: {+FOi} 
2: { +F(vp)(~t(vp)q), Fpq} 
where F E T ( t ( lO)) and p. q ET •. 
Let the following clause is a goal clause: 
3: {-Fiw} 
where wE T1 . 
By expanding Jt's, v's and embedded numbers (and by normalizing), 
these clauses are rq uivalent to the following clauses: 
r: { +F(>.fx.x)(>.J .r.fx)} 
2': { + F(>.f :r.f(pf x) )(>.fx.qf(p( qf)x) ), - Fpq} 
3': {-F(>.fx.fx)w} 
Here, we give a refutation from these clauses: 
6 Each atomic formula in this expression does not look like normal form. However it 
is no matter because each formula is a term class. 
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4: {- F(-\f.r.x)q}, (from :3' and 2' with 01 = {p +- -\f.r.J·. w +- >.jx.qfx} 
5: {}.(from 4 and 2' with 02 = {q + )..jx.f:r} 
Composing the substitutions in the refutation.\\'(' g(•t a solution w = i. 
0 
On the other hand, it is unknown that the typr rrst rict ion is "critical". 
It is possible that there are more loose syntactic constraints. We hope, 
however, the type restriction described in this chapter h<' suOicient for some 
applications because of above features. Anyway. syntactic constraint is not 
preferable even if it is loosr. In the next chapter, wr considrr a model class 
and completeness for the constraint free higher-order clausal logic. 
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Chapter 5 
Higher-Order Clausal Logic 
without Type Restriction 
5.1 Introduction to Chapter 5 
As mentioned in chapter 3, straightforward extension of (first-order) Her-
brand model to Higher-order clausal logic does not succeed. In the last 
chapter, we have made it by restricting types in the vocabulary. However, 
any kind of restriction is not so desirable. So it is significant if we define a 
model class such that, without any syntactic restriction, each element in its 
domain is expressible in the vocabulary such as Herbrand model. To realize 
this notion, we must consider the problem described in example 3.1 again. 
In the example. (RP) and (RQ) are distinct expressions and corresponding 
elements in H-universe are also distinct. From functional view, however, if 
J> and Q have a same value 1 in a g-model, (RP) and ( RQ) must have a 
samc value in the g-model. So the domains of such a g-model must not be 
isomorphic with H-universes. 
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llence, in this chapt<-r, we drfine a cla.-;s of g-models called dcnotational 
models. in which Pach domain is isomorphic with a quotient set of the H-
unin•rse of sam<• ty p<' hased on a equivaletH'<' relation such a.-; ( RP) and 
( HQ ) in example :~ . I an• regarded equival<•nt. In such a model cla!js , each 
domain is not isomorphic with corresponding 11- universe any more but ho-
momorphic with it. Moreover, any element in the domain still has corre-
sponding expr('ssions in the H-universe. This feature is desirable for con-
sidering correctness of logic programming system as discussed in chapter 3. 
Furthermore, if the vocabulary is restricted to first-order, this model class 
becomes the class of IIerbrand models. 
On the other hand, this model class arises another question - is the 
proof system based on resolution principle complete on such a model class? 
The answer of this question is "no". Afterwards, we show an example, a 
set of clauses which is unsatisfiable on the model class but which is not 
refutable. This fact is concerned with the equivalence classes in H-universes 
int roduced in the model class. The proof system only based on resolution 
principle does not have any way to infer the equality of values of terms in 
one equivalence class. 
So, in this chapter, we also introduce some axioms about equality to our 
proof system, by which the proof system becomes complete on the model 
class. 
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5.2 Denotational Model for Higher-Order 
Clausal Logic 
A model class defined in this chapter will be called a class of denotational 
models. As the preparations to define a denotational model, we give somr 
definitions. We also use notions of H-universe, H-basr and so on defined in 
chapter 4. 
First of alL we define an equivalence relation among term classes. 
D e finitio n 5 .1 (equiva le n ce r e la tion rv) An equivalence relation among 
term classes is defined as followings recursively depending on an H-interpreta-
tion or a partial H-interpretation / : 
1. For any positive literals +a and +{3 in /, a ,...., {J. 
2. For any negative literals a and -{3 in /, a rv /3. 
3. For any term class a, a "' a. 
4. For any term classes a,f3,/ and 6, (a!)"' ({36) if a"' {3 and 1"' 6. 
5. For any term classes a and {3 and for any variable x, (>.x.a) "'(>.x.{3) 
if a rv {3. 
6. For any term classes a, {3 and /, a rv 1 if a f'V {3 and {3 rv I· 
7. Only in pairs derived from t he above conditions recursively, the rela-
tion rv holds. 
0 
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Tlais rt' la t ion is rt•garclcd as the equivalt•nn• which is r ons<'<JII<'nt on the 
equi\•almcr in 11-ba .. -..1' dl'pending on a partial or total 11-intt•rpn•tation. :\o-
t in· that tht· IIIIJIIIH'r of t·lements in Il0 j ,...., for a total 11-int<'rpretation is at 
must :! , I hat is obvious from l and 2 in the above definition. 
Front another viewpoint, this relation m<'ans a constraint among term 
classes which should hav<' a same value. This constraint is appl ied also in 
11-ha.sr. So, if llll(krlying H-interpretation is not adequat<•, the constraint 
forc<'s inconsist ent situation, in which a and J should have a same value for 
some + a and -J-'1 in th(' H-interpretation. To distinguish such an inadequate 
11-int<•rpret at ion . we introduce a notion rlgularzly. 
Definit ion 5.2 (regularity of H-interpretation ) For an If -interpreta-
tiOn (or a partial H-interpretation) /.if there exist two lit erals + o and -.B 
in I such that o "' t3 then the (partial ) H-int erpret at ion is called irrEgular. 
OtlH•rwise, the (partial ) H-interpretation is called regular. 0 
C'onsickring l , 2 and (j in definition 5.1, the number of elements in H0 / ,...., 
is I if und(•rlying Il -interpretation is a total and irregular one. On the other 
hand , it is also obvious that the number of elements in 110 /,...., is just 2 if 
und(•rlyi ng II-intcrpretat ion is total and regular one. 
Under the above preparation. we are able to define adenotational model, 
a g-modrl whose g-frame is isomorphic to [Htf ,....,] tE::T· 
Definit ion 5.3 ( d enotat ional model) For a regular total 11-mterpreta-
tion I. a g-model JJ = lD1• mt]1ET is called denotational model if there is a 
family of isomorphism [\11 {1 1, r such that: 
and which satisfi<>s following conditions: 
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1. For any positiYe literal + o in I . ll!M[n)] = I. ([n) n~t•ans a equiva.lence 
class which includes n ) 
:2. For any negative literal -13 in I. lllb[[ll]] - 0. 
4. For any constant A in lft, mt[A] lllf[[AJI. 
0 
Apparently, exact one family of isomorphism [ lll {],~:,-r <'xis ts for a regular 
total H-interpretation /. In other words, th<· isomorplllsm connect s a regular 
total H-interpretation. a set of closed literals which should be true~ to a g-
model. a family of pairs each of which consists of a domain and a meaning 
function, in one-to-one way. Becaus<' of th<' isomorphism . the following 
properties hold immediately. 
Property 5.1 Let AJ be a denotational model corresponding to a regular 
total H-interpretation I, and let [w{J 11 p be the isomorphism described in 
defi nition 5.3. Then, VM(a] - w{[[aJJ for any term class (:\' in Ht. And so, 
for any literal L in a regular total H-interprctation I and the denotational 
model Jt.,J corresponding to/, VM[LJ = 1. 0 
Under the definition of a denotational model , th<:' set of literals in ex-
ample 3.1 in chapter 3 becomes a total but irregular 11-interpretation. And 
so, no denotational model corresponds to the If-interpretatiOn. An irreg-
ular H-interpretation causes contradictions in interpretation of expressions 
as shown in example 3.1. \Vhen we consider only denotational models, 
however, we can avoid the contradictions because no denotational model 
corresponds to such a irregular 11-intc rprrtation. 
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For a llxed vocabulary. entire denotational modrls <•ach of which corre-
sponds to a regular total If-Interpretation form a model class. In the rest 
oft his chaptN. \\."t' consider completeness of our proof syst<•m on th<' model 
class. 
5.3 Extension of Proof System w ith Equal-
ity Axioms 
As mrntionrd abo\'C. the proof system with resolution principle which has 
described in chapter 2 is not complete on the class of denotational models. 
Exam plc 5.1 is an example of such a set of clauses. 
Example 5.1 
S = { {+P}, {+Q},{+(RP)} , { (RQ)}} 
0 
Obviously, any 11-interpretation which satisfies the set of clauses in this 
example is irregular. And so, no denotational model satisfies it1 . However , 
it is impossible to refute this set of clauses only with resolution principle. 
The reason of it is that the proof system has no way to infer that the values 
of P a nd Q are equal, and so the values of (RP) and (RQ) are also equal, 
although it can prove that both P and Q is true. In other words, the proof 
system cannot exclude irregular H-interpretation which include S, and so 
which sat isfies S. 
1 Obviously no g-model satisfies the set of clauses, either. Therefore, this ex-
ample 1s a counter example for g-completeness of resolution principle asserted in 
Pietrzykowski!Pietrzykowski 72J. 
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Hence. if we want to let the proof system be rornplete. we must extend 
the proof system with more inference rules or axioms which make it possible 
to infer the value equality. In this srrtion wr derine an extended proof 
systrm which has extended vorabulary and somr axioms, and which is able 
to infer the value equality. 
Extended vocabulary is obtained by adding two families of constant 
symbols. One of them is a family of binary predicate which means equality, 
and the other is a family of auxiliary functions. 
Definition 5.4 (extended vocabulary) Let V be a \ ocabulary. Then. 
the vocabulary which is obtained by adding carh of the following constants 
to V is called extended vocabulary and denoted as v+. 
1. :=1: a constant of type (t(tO)) ( for any I ET). 
2. r ,t): a constant of type ((st)((st)s)) (for any s, t E T). 
0 
From the viewpoint of model theory, =t means the equality in Dt which 
corresponds to rv in Ht, and f <,t> is a Skolem function whose value is a 
function which takes two arguments f and g of type (s t) and returns a 
value d of type s such that f[d] =/; g[d] if f =/; g. For convenience, '=t is 
used in infix notation as usual, and subscriptions of these symbols may be 
omitted. 
To implement the meanings of the new constants in the proof system, 
we introduce the following axiom schemata. The Skolem functions r ,t> are 
needed in the axiom schema E5. 
Definit ion 5 .5 (equality axioms) The following clauses are the equality 
axiom schemata. Any clause which has the same figure with one of the 
~ •) 
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following sdw111<t1a i~ an axiom ',ome of 1lw following scht·mat a drrivc a 
lot of axioms according to a lot of distinct =:'sand I''s. 
El: {+(.r- y).-.r.-y} 
E2: { r(.r = y), +.r. +y} 
E3: {+(.r:::::.r)} 
E4: { + ( ( .r z) = ( y w)). ( x = y), - (; = w)} 
E5: { +(;r = y). -((.r( I':ry)) = (y( fxy )))} 
E6: { t(.r. = .:: ). -(.r = y). -(y = .: )} 
E7: { -(x = y). -.r. +y} 
EL E2 and E7 are only used for ::0 • although E3, E4. E5 and E6 are 
used for any 1. For the sake of convenience, the set of all axioms derived 
from these schemata may be denoted as £. 0 
The axiom schrmata from El to E6 correspond to t hr definition of,.._, 
in sedion f>.2, and E7 means regularity. 
By using this axiom schemata, the proof system with rrsolution principle 
arc cxtendrd. 
Definition 5.6 (deduction, refutation in extended proof system) 
Let S be a set of clauses on a vocabulary V. A sequence of clauses C1, C2 • • • ·, 
Cn is called deduct ion of C from Sin extended proof system if each Ci satisfies 
the following conditions: 
1. Each C is a clause on the vocabulary v+. 
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2. Each C is a clause m S £ or a rcsolv<'nt of C1 and Ck such that 
j, k < i. 
3. Cn =C. 
A deduction of empty clause from S in rxtrndrd proof system is called 
refutation of S in extended proof systrm. 0 
5.4 Completeness for Denotational Model 
By extended proof system defined in the last chapter, we can refute any set 
of clauses which is not satisfied by any denotat ional model. \·re prove it in 
this section. The way of the proof is similar to that in chapter 4 except the 
treatments of irregular H-interpretation and equality axioms. 
First of all we prove a lemma which shows a connrct ion between rv and 
Lemma 5.1 Let a and {3 be two term classes of a same type on a vocab-
ulary V. Then if a rv {3 for any partial or total Jl -intcrpretation I on V, 
there exist an substitution 0 and clauses C and C' which sat isfy following 
conditions: 
1. C can be deduced from £ with resolution principle. 
2. CO=C' U {+(a=3)}. 
3. C' is falsified by I. 
4. C' has no free variable. 
Proof. We prove it by mathematical induction according to the definition 
of""'· 
54 Chapter :>. 11 igher· Ord<'r Clausal Logic without Type Restrict ion 
l. In the cast• of +n. +p E I. 
Lt't C he {- x, y , +(x = y)} derived immediately from 81 and 0 be 
{x +-- o, y +-- Jl }. Then CO = { - o, -;3} U { +(o = 3)}. So C' is 
{- a, -/1}, which is falsified by I because +o, +p E I. 
2. In the case of -o. -f3 E I. 
[t can be proved in a. similar way to 1 with E2. 
3. In the cast• of {3 = o i.e. a"' CL 
Let C be { +(x = x)} derived from E3 and 0 be {x - a}. Then 
CO = 0U {+(a= o)}. So C' is 0, which is falsified by I. 
4. In the case of a = (a1a2), i3 = ({3dl2), a1 ,....._ iJ1 and a2 '""'fJ2· 
From the assumption of induction: 
c1o1 = c~ u {+(al- .61)} 
C202 - C~ U {+(a2 = ..62)} 
where c, and c2 can be deduced from £ and c~ and c~ are ground 
clauses falsified by I. Then C' = C~ U C~ U { +( ( a 1 a 2 ) ::: (pJ{J2 ))} can 
be deduced from clel, C202 and E4 with substitution {X - 0'}, y -
{31, :: - a 2 , w - J32 ,}. Obviously, C~ u C~ are falsified by I and, from 
lemma 4.1, there exists a clause C deduced from C1, C2 and E4 and a 
substitution 0 such that CO- C'. 
5. In the case of a - (>.w.a1 ), {3 = (>.w.{3t) and a 1 "'{31 . 
From the assumption of induction: 
where C1 can be deduced from £ and C~ are ground clauses falsified 
by I. Then C' = C~ u {+((>.w.at) = (>.w.ai))} can be deduced from 
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C101 and E5 with substitution {x - (..\w.at), y - (>.w.,6t), w -
(r(>.w.a 1)(>.w.i:/t))}. From lemma 4.1, there exists a clause C deduced 
from C1 and E5 and a substitution 0 such that CO= C'. 
6. In the case of a ,....._ 1 and 1 ,....._ {3 for some 1· 
From the assumption of induction: 
c1o1 - c~ u {+(o = r)} 
c2o2 c~ u { +b = {3)} 
where c, and c2 can be deduced from £ and c~ and c~ are ground 
clauses falsified by I. Then C' = C~ U C~ U { +( n := ,6)} can be deduced 
from C101, C202 and E6 with substitution {x - o. y - T·;; - /3, }. 
Obviously, C~ u C~ are falsified by I and, from lemma 4.1, there exists 
a clause C deduced from C1 , C2 and E6 and a substitution 0 such that 
CO= C'. 
From 1 to 6, The lemma holds inductively. 0 
From this lemma, the following corollary about irregular 11- interpretation 
holds immediately. 
Corollary 5. 1 Let I be an arbitrary irregular partial or total ll-interpreta-
tion. There exists a clause which is falsified by I and which can be deduced 
from£. 
P roof. Because I is irregular, there exist two atomic formulae a, {3 such 
that +a, -{3 E I and a "'{3. Then, from lemma 5.1, there exists a clause 
C0 which can be deduced from £ and which holds: 
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with a s ubst itut ion 00 , \\.·lu•n• Cb is fals ified h,'r I ,\nd so the following clausr 
is de<iuce<i from E7 a nd Co00 with substitution {~r - o.y - d }: 
T his clause is falsified h,'r I because + n , -/3 E !. On the ot h<·r hand. from 
lemma 4.1 , there exists a clause C which can be deduced from E7 and C0 
and which holds: 
c o = c~ u {- a , + iJ} 
with a substitution 0. This C holds the conditions of this corollary. 0 
Under the above preparation, we arr ablr to prove denotational model 
version of Herbrand theorem. As in chapter 4, we use a complete seman-
tic tree. With the type restriction in chapter 4, any downward path from 
the root to a leaf corrrsponds to a (regular) H-interpretation . However. 
without any typr rrstriction, some of such paths may correspond to irreg-
ular H-interpretations. Hence we extend the definitions of failure node and 
inference node. 
D efinition 5. 7 ( fa ilure node, infe r e n ce node (extended ve r s io n )) 
For a completr semantic tree B and a set of clauses S on a vocabulary, a 
node X in B is a failure node for S if and only if / (.V) is irregular or I ( S } 
falsifies S . 
An inference nodr forS is a node which is not a failure node but all of 
whose descendant nodes are failu re nodes. 0 
Now, we prow completeness of extended proof system for the model 
class of denotational model after the proof of denotational model version of 
Herbrand theorem 
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T h eorem 5.1 (Herbrand t h eor em on d e n otational model) Let V h<· 
a vocabulary and let S br a set of clauses on V. Tht>n, on 1 hr vocabularv 
. . 
V. any complete semantic tree is dosed for S if and only tf S is falsified by 
any drnotational model. 
Proof. Assume that S is falsifird by any denotational 1110drl. Let 8 be 
an arbitrary complete srmantic tree, let P be an arbitrary downward path 
from the root of B. let I he the II-int erpretation which r o rrrsponds toP 
and let M be the denotational model which corresponds to ! . 
If I ts irregular, from the definition of irregularity. there arc two literals 
+ o , -/3 E I and a ,...., [3 . This "" relation has been d<'fiv<•d with a finite 
application of rule 4 - 6 from rul<· l - 3 in definition .1.1. Therrfore there is 
a finite set of literals which is a foundation of 0: "' ~~. l lenre there is a node 
X of P such that IU'~r') includes the literals and also tndud <'s +a and -{3. 
Apparently \ ' is a failure node. 
If I is regular, by the assumptiOn , \ rM[SJ = 0. Therefore there is at least 
one clause {Lt,· ··,Lm} inS and VMa[Ll] = ··· = VMa[Lm]- 0 fora family 
of assignments a= [a1]tET· Because H-universes and domains of M isomor-
phic , there is a ground clause { L 1, • • · , Lm}B which is falsified by I where 
B = {a' - X 1 I 3a 1 E w{ 1{a, [x' Jl for any free variabl(• :r1 in L l ' ... ' Lm} 
This ground clause is a finite set of at most n literals. Therefore there IS a 
node N of P such that I(N) falsifies the ground clause, and so it falsifies 
S. Hence N is a fai lure nod<>. 
Since there is a failure node on any P, B is closed forS 
Conversely assume that a ny complete semantic tree is closed fo r S. Let 
B be a complete semantic tree. let .Vf is an arbitrary denotational model 
and let I is the H-interpretation which corresponds to A!. Then there is 
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a path P which corri'SJ><mds to I m H. Sine<' His closed forS, thNe is a 
node Non / 1 and ! (N ) falsifies a ground in:;tance of S. Obviously 1 also 
falsities S 0 
Theorem 5. 2 (completeness for denotational models) a set of clauses 
S on a vocabulary V is refutable with extended proof system if and only if 
S is unsatisfiahlr for the model class of denotational models. 
Proof. Assume that a srt of clauses S is unsatisfiable for the model class of 
denotational model. Then. from theorem 5.1, any complete semantic tree 
is closed for S. Let 8 be an arbitrary complete semantic tree. Because 
B is closed, there exists at least one inference node in B if S does not 
contain an empty clause. So let N be an arbitrary inference node in B 
and let N 1, N 2 be the (direct) descendant nodes of N. Obviously, by the 
definition of complete binary tree, we can admit that !(NI) = I(N) U {+a} 
and I(N2 ) = /(N) U {- a} for an atomic formula a. 
If J(Nl) is irregular, from corollary 5.1, there exists a clause which can 
be deduced from £ and which is falsified by /(N1). Let C1 be the clause 
and let C~ be a ground instance of C1 which is falsified by /(NI). Then 
a E C~ because, if we assume -a (/. C~, /( N) also becomes irregular, 
which is contradict to assumption. 
On the other hand, if /(NI) is regular, there exists a clause in S which 
is falsified by /(NI). Let C1 be t he clause and let C~ be a ground instance 
of C1 which is falsified by /(NI). In this case, -a E C~, too because N is 
not failure node but inference node. 
For the node N 2 , there exists a ground instance C~ of a clause C2 in S 
and +a E C~ as for N 1 . 
In this situation, C~ \ {-a} and C~ \ {+a} are falsified by I(N) because 
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literals in a clauses are disjundivr. Therefore a claus<' C' (C~ \ { - n}) U 
(C~ { + n} ), which is a rrsolvent of C~ and C~. is also fals1fi<•d by I ( .\"). From 
lemma 4.1. There exists a daus<' C which is a r('solvent of C1 and C2 and 
of which the clause C' is an 111stance. Obviously C can lw deduced from S 
by extended proof system. and !(N) becomes a failure noclr for the set of 
clausrs S U C which is derived from S with resolution principle and equality 
axioms. 
By repeating this procedure, all nodes in B become failure nodes because 
B is finitely closed. \Vhen the root node of B becomes a failure node, derived 
set of clauses must include empty clause. Hence S is refutable by extended 
proof system. 
Conversely, assume that there exists a denotational modf'l which satisfies 
the set of clauses S. Let I be the H-interpretation which corresponds to 
the denotational model, which is on V. Then we can construct a total 
H-interpretation J+ on V· which satisfies following conditions. 
1. It Jl. 
2. if a,...., {3 then J+ 3 +(a= {3). 
3. if a f {3 then J- 3 +(a= {3). 
4. if a ,....., {3 and J+ 3 ±1{a} then J+ 3 ±1{!3}, where 1'{a} means 
an atomic formula containing a as its subterm and 1{!3} means the 
atomic formulae the subterm replaced with {3. 
Let M+ be the denotational model which corresponds to I· . 
Then VM+ [S U £} = 1, and so any clause deduced from S U £ is also 
satisfied by 1H+ Hence S cannot deduce empty clause with extended proof 
system, that is, S is not refutable with extended proof system. 
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From t h<' abow t hl' t ht•orem hab prowd. 0 
'l'ht' proofs of lemma :,.I. corollary !"i. I and theorem !i.:2 also give a plan 
for refutation . Examplt· :> .:2 shows a rrfutation steps from the set of dauses 
of exmllplt• :>.1 
Example 5.2 Let S br the set of clauses { { +P}, { +Q }, {+(RP)}, 
{- (HQ)} }. Figure 5.1 is an example of complete semantic tree forS. 
In this complete semantic tree, .\"3 is an inference node and X1 and .V2 
are failure nodes. Because I( ,V2 ) is irrrgular, we get the following deduction. 
1: { +((:r.::) = (:rw)). -(.:: = w)} 
2: {+({xz):=(xw)), - .::.-w} 
:3: {- (x.::),+(xw), - .::, w} 
(from E3, E-1) 
(from EL 1) 
(from 2, E7) 
Then the dause numbt•red with 3 is falsified by /(.'V1 ). On the other hand, 
/(.'\'.)falsities { -(RQ)}. Hence we can continue the drduction. 
4: { (RQ)} 
5: { -(Rz), -z, -Q} 
(inS) 
(from 3, 4) 
This clause numbered with 5 is falsified by /(.V3 ). So .\'5 becomes inference 
node. Because I(X4 ) falsifies {+(RP)}, we can continue. 
6: {+(RP)} 
7: {-P, Q} 
(in S) 
(from 5, 6) 
Then N7 becomes inferrncc node and I(N6 ) falsifies { +Q}. 
8: { +Q} 
9: { P} 
(in S) 
(from 7, 8) 




• failure nodes for S 
0 failure node with irregular partial interpretation 
(Subtrees lower than failure nodes are omitted.) 
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Figure .5.1: An example of closed complete semantic tree for example 5.2 
Finally, N9 becomes inference node and we can complete refutation. 
10: { +P} 
11: {} 
(inS) 
(from 9, 10) 
5.5 Remarks and Examples 
0 
In this chapter, we have defined the class of denotational models and shown 
that the proof system with resolution principle and equality axioms is com-
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plctt• for tht· mod(•) dass. A denotational mod<'l discussed in this chapter 
ha~ some prc•ferahiC' features. First. it is a natural cxt<'nsion of a Ilerbrand 
nH>d<'l in first-ord(•r predicate logic. Secondly, it can h<• defined on any vo-
cabulary dissimilarly to II-model described in chaptrr 4. Lastly, any element 
in whose domains has at least one corresponding expression in II-universes. 
The last feature is preferable when we consider higher-order dausallogic as 
a log1c programming system because it seems to be appropriate to exclude 
an element from the domains which has no corresponding expression. and it 
is strongly related to correctness in logic programming system as mentioned 
in chapter :t 
Obviously, II-model and denotational model are strongly related each 
other. Indeed, it is apparent that H-model and denotational model are 
isomorphic under the type restriction introduced in chapter 4. Figure 5.2 
shows the relations between standard model, generalized model, H-model 
(Herbrand model) and denotational model. 
When we regard higher-order clausal logic as an extended logic pro-
gramming system, it has great richness for expressing many things. The 
following examples present some of the applications. 
Exam p le 5.3 (function compos ition) In logic programming, unary func-
tions are usually expressed as a binary predicate which represents the rela-
tion of the input and the output of the function, for example: 
y = f(x) ---+ +(Fxy) 
Therefore, function composition is represented as the following: 
y - f o g(x) = f(g(x)) ---+ +(Fxz)and + (Gzy) 




{a ) for first-order predicate logic (b) for higher-order clausal logic 




S : model class of standard model 
G : model class of generalized model 
H: model class of H-model 
(Herbrand model) 
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D : model class of denotational model 
{c) for higher-order clausal logic 
without type restriction 
Figure 5.2: Relationships between model classes 
C'hapt<>r fJ. lligh<>r-Order Clausal Logic without Typ<' Restriction 
In 1 his representation, t h<'r<' is no expression corr<'sponding to fog in logic 
programming. 
In higher-order clausal logic, we can represent it in more smart way. A 
mctapredicat<· C: can he defined with following clause. 
{ +(Cpqxy), -(qxz), -(pzy)} 
Then ( C FG) means the composition ofF and G. Indeed, with this clause, 
two goal clauses { -(CFC:Ay)} and { -(GAz), -(Fzy)} are equivalent. 0 
Example 5.4 ( t e rm re writing sy s t e m ) The following set of clauses S 
can simulate a term re\\'riting system for a given set R of term rewriting 
rules. 
s { { +(Ho.B)} J a I> {3 E R} 
u{ {+(px), -(py), -(Rxy)}, {+(Exx)}} 
let R be {(AZx) I> ;z:, (A(Sx)y) I> (S(Axy))}, which represents addition 
of natural numbers2 . Then: 
s { {+(R( 1Xx)x)},{+(R(A(Sx)y)(S(Axy)))}}} 
u{ { +(p.r), -(py). -(Hxy)}, { +(Exx)} } 
This set of clauses can simulate the given term rewriting system. For exam-
pie, Su { { -(Ex(A(SZ)(SZ)))} } can be refuted by extended proof system 
and. by composing mgu's, we can get the solution :r = (S(SZ))3 . 
The simulated term rewriting system can be used in logic programs. 
For example, S added with the following clauses works as a program for 
2 
-1, S and Z represent addition, successor and zero respectively, and, in the rest of 
this example. M and F represents multiplication and factorial. 
3This kind of solution is not always normal form. Normalization strategy is the other 
problem. 
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multiplication. 
{ +(J/.7yX)} 
{+(M(SJ·)yz), -(Mxyw), -(Ez(Ayu•))} 
By adding further the· following clauses. the set of claus<•s 'h'orks a p ro-
gram for factorial. 
{ +(R(FZ)(SZ))} 
{ +( R(Sx )y), -( Af(Sx )(F.r )y)} 
0 
Higher-order clausal logic ca n be applied to a metareasouing system for 
logic programming systems. as well as an extended logic programming sys· 
tem. The reasonmg system can use mathematical induction unlike reasoning 
systems on first-order predicate logic 
Exa mple 5.5 The following clauses represents mathematical induction4 • 
1: { +(pw), +(p(Xp)),- (pZ)} 
2: {+(pw), (p(S(Xp))), -(pZ)} 
'I his clauses arc derived from the following logical expression. 
('v'p)(((pZ) 1\ ('v'x)((px) ~(p(Sx)))) ::>('v'w)(pw)) 
From the clauses with a logic program for addition, we can prove +(Au·Zu·) 
which means w + 0 = w. 
3: {+(AZyy)} (0 + y = y) 
4: {+(A(Sx)y(Sz)), -(Axyz)} (if x + y- z t hen (x + 1) + y = z + 1) 
4 Z. S and X represents zero, successor and a Skolem function. 
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.1: {+(Au Zu ), -t- (A(X(At' .(.1vZt')))Z(X(>. 1'.(.-1vZ v))))} 
(from 3 and 1) 
G: { +( Au Zu ), -(.A(S( .\ (>.t'.( AvZv))))Z(S( X (>. v.( Al'Zt')))))} 
(from 3 and 2) 
7: { +( Au zu,), +( -1(5'(.\ (Atr.(AvZt ))))Z(S( X (Av.(At'Zt·)))))} 
(from 5 and 4) 
8: {+ (AuZu)} (from 7 and 6) 
0 
Wi th equality axioms, we extend our proof system in this chapter. How-
ever, it is not clear that this extension is redundant or not . or there are any 
other extension, for example, not axioms but inference rules . These prob-
lems are left for future works. 
Axiomatic method we adapted in this chapter has further possibilities. 
Another application of the method is to introduce other logical symbols such 
as conjunction. disjunction or implication. The problems how the logic and 
proof system behave are also left for future works. 
Chapter 6 
Parallel Implementation of the 
Proof Systems 
6.1 Introduction to Chapter 6 
In section 2.3, we described a proof system for higher-order clausal logic 
based on resolution principle. An extended proof system described in section 
5.3 is also essentially based on resolution principle. The procedure of the 
proof systems is to construct a sequence of clauses called deduction from a 
given set of clauses, and , in each step of extending the sequence, it makes 
resolution by unifying two formulae included in distinct clauses. The entire 
procedure stops when the expected clause is deduced 1 . 
Notice that there arc two kind of nondeterminism in this procedure. 
One of them is a selection of a rule which expands the matching t ree in 
a unification and the other is selections of clauses, literals and an mgu 
which are used in a resolution . On t he other hand, in a proof system for 
1 In a refutation the expected clause is empty clause. 
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first-order predicate logic the former nondeterminism does not exists and 
the later nondeterminism does not implies a selection of mgu because the 
number of mgu 's of a set of first-order terms is at most one. Moreover, 
in a proof system for first-order predicate logic , two atomic formulae are 
unifiable only if both have a same constant symbol as their heads. 
Therefore the proof system for higher-order clausal logic must be much 
less efficient than that for first-order predicate logic if we implement it in 
a straightforward way. To let the proof system some more efficient, we 
must consider some strategies to select clauses, literals and an mgu in a 
resol ution or some restriction on the logic itself. However , in most cases, 
these expedients strongly depend on a purpose for which the proof system 
is used, therefore it is difficult to think out general strategies or restriction. 
In this chapter, we discuss another some more general measure to im-
plement the proof system efficiently, which is parallel implementation of the 
proof system. Although it does not improve the efficiency of the proof sys-
tem so drastically, it improves steadily in general cases. In section 6.2, we 
make some discussion about parallelism in our proof system and we propose 
a processor network in section 6.3 which is adequate to the proof process. 
6 .2 Parallel Processing in the Proof Sys-
terns 
The procedure of our proof systems can be separated in two levels. The 
lower one is a level of a resolution with unification. And the upper one is 
a level of extending a deduction sequence. As mentioned in the previous 
section, there is nondeterminism in each levels. 
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{ (E(AZ Z)u, f(Axy ))} 
{f f- >.·v.E(hv)(iv)} 
{ (Azz, h(Axy)), (u, i(Axy))} 
{ (Azz, h(Axy) )} { (u, i(Axy))} 
A A 
Figure 6.1: An example of AND-OR tree for unification 
In the level of resolution , nondeterminisrri appears in unification proce-
dure As described in chapter 2, the unification procedure is an expanding 
procedure for a matching tree, which is a kind of OR tree. This procedure 
can be easily modified, however, as an AND-OR tree expanding procedure 
by matching each pair in a disagreement set in a node separately though 
each subtree of AND branch are generally dependent because some variables 
may be shared in the each subtree(see figure 6.1). 
In the level of deduction, there is similar structure if we consider a 
refutation only. A refutation can be regarded as an OR tree such that 
each node corresponds to goal or subgoal clause which should be refuted 
and each downward edges from the node corresponds to a clause to be 
resolved with the (sub)goal2 . This OR tree can be also easily modified as 
2Though it is arbitrary which clause should be a goal clause or a side clause, a clause 
corresponds to an OR edge, we can adopt a negative clause as a goal clause and other 
clauses as side clauses, if we consider Horn sets only. 
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{ + J(A.ry), - l~.rZ, 
{- FZZ, EZu} 0 
{ -EZZ} { -EZu} 
A A 
Figure 6.2: An example of AND-OR tree for refutation 
an AND-OR tree if we consider that each literal in a goal clauses is refuted 
separately(see figure 6.2 ). In this level , each subtree of AND branch are 
also generally dependent because some variables may be shared in the each 
subtree. 
In both levels, the AND-OR trees may be infinite. Undecidability in 
both levels is corresponding to the infinity. When we implement our deduc-
tion system, we must manage the infinity. For example, we cannot wait to 
finish an unification process in a step of deduction because it may takes infi-
nite time. One way to manage the unfavorable situation is to combine both 
kinds of AND-OR trees. In such a combined AND-OR tree, each node has a 
subgoal and a disagreement set, a disagreement pair in which has appeared 
in a unification carried out to derive the subgoal and has not solved yet , 
and each edge corresponds to a side clause for a resolution or a expanding 
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I{ E(AZZ)u} , 0 
({- &rZ, fy}. { E(AZZ )u , J (Azy))}) (0 , { AZZf , ru, w))) 
({ EzZ), {( E(AZZ)u,/{Azy) )}) ({ fy}, {( E(AZZ)u,/(Azy))}) (0, {(AZZ,w), (u,w)}) 
I 
{f ,_ .h E( hv)( i~·)} 0 
({ EzZ }, {1 Azz , h(Azy) ,'u , t( Azy))}) {~ 
({ - EzZ), {(Azz,h(Azy))}) ({ EzZ}, {(u , i(Azy))}) (0, {{AZZ,w} (0, {(u,w)}) 
~ ~ I 
Figure 6.3: An example of combined AND-OR tree 
rule to resolve disagreement set (i.e. a rule for matching tree) 3 .(see figure 
6.3) 
Finally, we can regard the entire proof procedure as a procedure which 
expands an infinite AND-OR tree. When we consider a parallel implemen-
tation of our proof procedure, this observation of the procedure suggests 
two kinds of parallelism - AND parallelism and OR parallelism. Each of 
the parallelism means to let the subtrees under an AND /OR node be pro-
cessed in parallel. When we implement a higher-order proof system such as 
ours, there are some reasons why the parallelism may be important. One 
3 This idea originated in the work of Miller and NadathurjMiller 86J, although their 
logic is different from ours and their proof procedure forces to execute a step for unifica-
tion and a step for resolution one after the other. 
Chapt Pr 6. Parallel Implementation of t lw Proof Systems 
rea .. son is that lwcause of the nondeterminisrn in the proof procedure, a se-
<JlH'Iltlal impl<·nH•ntation must be too inefficient for practical use, therefore 
any kiuds of tl·chniqu(· for a good efficiency an• nced<'<l. A not her reason is 
t ha1 , bt•caus<· of t h<' undecidability in the proof proccd 11 re, a con~iderable 
numiH·r of subtre<'s may be infinite, therefore a sequential process may have 
to do infinitr s<·arch too often. 4 . 
If we can procrrd subtrees under an AND node in parallel, it contributes 
the cflicirnc} of t h<' whole proof processes because rach su bt ree should be 
proceE'ded anyway. However, as mentioned before, subtrces under an AND 
node arc not indrpendent because some variables are shared by the sub-
trces. Moreover, if a node becomes failed. the information must be sent to 
other processes which are processing other AND branches so that they can 
select another OH branch. Therefore we have to adopt some mechanism to 
let parallel processes communicate each other when we consider a parallel 
implementation of the proof system. 
On the other hand, OR parallelism seems not to contribute the efficiency 
so much. However , to avoid infinite search, the parallelism is also effective. 
When we consider OR parallelism, there are similar problems to that in 
AND parallelism . In OR parallelism, each process corresponds to a branch 
of nondeterminism. Therefore it is needed to let the processes communicate 
each other for some kinds of global controls (such as to force terminating 
all processes). 
In both cases - AND parallelism and OR parallelism , broadcasting seems 
to be a good communication method for global control such as selecting 
4 0f course there is no problem if we adopt breadth-first search. Breadth-first search 
itself, however, implies a kind of parallelism because it can be regardl:'d as a sequential 
implementation of a parallel procedure. 
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another 0 R branch or terminal ing all pron•ss<'S h<'cause t hcsc control should 
be done in all processes synchronously a nd t rigg<'r<'d by an information such 
as "success" or "fail'' in a process. For oth<'r communications, broadcasting 
is good enough because it implirs point-to-point communication between 
any two procrsses. 
Under the considerations, a processor net work which is adequate to im-
plement the proof procedurE' should be able to broadcast rfficiently and 
reliably. In next section, we propose such a procrssor network a nd broad-
casting scheme. 
6.3 An Efficient Scheme for Broadcasting 
on a Processor Network 
Broadcasting is a task initiated by a source procrssor that wishes to convey 
a message to all processors in a processor nrtwork. It ran be accomplished 
by data dissemination in such a way that each processor sends a message to 
one of its neighbors at each round. This operation is very fundamental and 
important in a parallel and distributed computing system, especially in a 
parallel implementation of a proof system based on resolution principle as 
observed in last section. 
Obviously, time required for broadcasting depends on topology of the 
network although, in general, time and the number of channels are related 
in trade-off. 
Theoretical lower bound of broadcasting time on a network with N pro-
cessors is flog2 Nl rounds. Hypercubes and binary jumping networks are 
well-known network models on which thE're a re time optimal procedures 
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for broadcasting[Han 88][Igarashi 90](.Johnsson 89] although the number of 
processors in the former model must be a power of two in contrast with the 
later in which the numbN of processors may be arbitrary. The numbers of 
channels in both of the~"(' network models is O(X log X) for the number of 
processors N. 
The net work model we propose in this section also has 0( N log N) chan-
nels and is time optimal. However, there are some differ<>nce among these 
network models in their fault tolerance. Fault tolerance is a one of sig-
nificant problems on reliability of a processor network. It is preferable 
that a reliable broadcasting can be efficiently completed even in a faulty 
network. When there are some faulty processors in each of the network 
models, required times for broadcasting in the network models are not nec-
essarily same[Han 88J[Liestman 85J[Ramanathan 88]. Under the hypothesis 
that the number of faulty processor is at most one and that the faulty pro-
cessor does not send any messages, it requires at least flog2{N- 1)1 + 1 
rounds in worst case on any networks. On hypercubes and binary jumping 
networks, some procedur<>s which takes flog2 Nl +2 rounds for broadcasting 
in worst case under the hypothesis are known[Han 88]. However, the t ime 
flog2 Nl + 2 rounds is still larger than the lower bound. The network model 
we propose in this section is time optimal under the hypothesis except some 
special cases. 
In subsection 6.3.1, we introduce the model of the processor networks 
and the scheme for broadcasting on it. We also prove that the scheme is 
optimal in efficiency. Subsection 6.3.2 are concerning to fault tolerance of 
the scheme. In the subsection, we show that the scheme is nearly optimal 
even though there is one faulty processor in the network. 
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6 .3.1 Information Dissemination Schen1e 
Concerning to a faulty pron•ssor network, there are various models corrr-
sponding to various conditions about faulty processor net works. We adopt 
the following conditions on our model of prou.>ssor networks: 
• All procrssors in a network work synchronously. Th<' time unit syn-
chronized with each other is called a round. 
• Each channels are unidirectional. Two opposite channels are needed 
for bidirectional communication. 
• Each processor in the network is able to send a messag(' to only one 
processor per one round and then receive any numbrrs of messages 
through distinct channels. 
• A faulty processor cannot send any messages although it is able to 
recetve messages. 
Under the conditions, the topology of our processor networks are defined 
as the following: 
• Let N be the number of processors. 
• Each processor is numbered uniquely with 0 · · · N 1. 
• Let n = flog2 Nl. 
• Define T[r] ( -1 ~ r ~ n - 1) as the following recursi vely: 
Let T[-1] =N. 
Let T[rJ = fT[r- l]l {0 ~ r ~ n 1) 
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5 2 
r {-1) 0 l 2 
T[rJ {7) 4 2 1 
Figure 6.4: An example of our processor network (N = 7) 
• There is a channel from a processor u to a processor v if and only if 
(v u) mod .V - T[r] for a T[r] (0 ::; r ~ n- 1). 
Example 6.1 Figure 6.4 shows the topology of the network and array T 
for N-: 7. 0 
Obviously, a network with arbitrary number of processors can be defined 
by the definition and the number of channels of N processors network is 
Nn (- Nflog2 Xl ). Note that this network is symmetric for each processor. 
This fact reduces some proofs later. 
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The in format ion dissemination procedun' for broadca."iting proposed in 
this thesis is a.<> the following: 
procedure disseminate( N ,i) 
{ dissemination procedure for z-th processor. 
N: the number of processors. } 
T: array of integer 
begin 
n := pogNl 
d:=N 
for r : = 0 to n - 1 do 
d:=fd/21 
Tlr] :- d 
endfor 
while true do { outer loop (infinite loop) } 
for r : = 0 to n - 1 do 
{send a message to processor (i + T[r]) mod V. } 
send{{i + T[r]) mod N); 
endfor { inner } 
endwhile { outer } 
end 
This procedure is assumed to be executed by each of all processors in the 
network synchronously. First half of the procedure calculates value of nand 
values of T[r]. The rest of the procedure is for information dissemination. 
Since each iteration of inner loop corresponds to a round, we call each 
round "round 1·, with the number r for convenience. And so rounds of 
each processor circulates from 0 ton - 1 synchronously and, in a round r, 
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t•ach pron·ssor 111 th<' tu•twork sends a message to tlw T[r-th succeeding 
processor. 
Example 6.2 Table 6.1 shows disseminating table for the network of ex-
amp!<· 6.1. Assum<' that the source processor is 2 and that the start round 
is 1. Ta,blc G.2 shows the process of broadcasting. Obviously, broadcasting 
should be compl<'ted in three rounds. 0 
In example 6.2. broadcasting has been completed in n (= pog2 Nl) 
rounds. In fact, it can be proved that broadcasting should been completed in 
11 ( = pog2 .Vl) rounds for any number N of processors, any start processor 
and any start round. Before we prove the fact. we prove a lemma. 
Lemma 6.1 For any i such that 0 ~ i ~ n- 1, any J such that 0 :s; j < 
T[i- 1] can be represented as 
O[+T[i]](+T(i + 1]]· · · [+T(n 1]] 
where each term formed as [+ · · ·] is an optional, which may be added or 
not. 
P roof. We prove it with mathematical induction. 
1. In the case where i = n - 1, j = 0 or 1 because 0 :s; j < T(i - 1] = 
T[n 2]- 2. Hence j can be represented as O[+T[n 1])(= 0[+1]). 
2. Otherwise, assume that the lemma holds in the case where i = k + 1. 
Let J be an integer such that 0 ~ j < T[J.·- 1]. 
(a) In the case where 0 :s; j < T[k), j can be represented as O[+T[k+ 
1]]· · · [+T(n- 1]] because of assumption of induction. Then, j 
can be also represented as O(+T(k]][+T[k + 1]]· · · [+T(n - 1]] 
because it can be rewrite as j = 0 + O[+T[k + 1]]· · · [+T(n- 1)]. 
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Table 6.1: Dissemination table for N - 7 
round processors 
r T[r) 0 1 2 3 t1 5 6 
0 4 4 5 6 0 2 3 
1 2 2 3 4 5 6 0 
2 1 1 2 3 4 5 6 0 
Table 6.2: Broadcasting from processor 2 with start round 1 
round processors 






0 0 0 0 
0 4 0 0 0 0 0 0 0 
o : informed processor at the end of the round 
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(b) In the cast' where T[k] ::; j , f'[k - 1], T[k- 1] ::; 2T[k] holds 
imnwdiately from the definition ofT Hence j T[k] < T[k-
1] - 'J'[kj ::; :21'[.1,-j - T[kJ = 7'[kJ holds. From the assumption 
of induction with the inequality, j T[kJ can be represcntrd as 
0[ t-J lk + llJ· · · [+T[n- 1]]. Hencr j can be represented as 0 + 
T[k][+T[I.·+ llJ· · · [+T[n-1]J. This is implied in O[+T[kJ][+T[k+ 
1]]· · · [+T[n- 1]]. 
From the results of the two cases, the lemma holds in the case where 
i = k. 
Hence the lemma holds for any i such that 0 ::; i ::; n - 1 by mathematical 
induction. 0 
Now we can prove the optimality of the information disseminating scheme 
without any faulty processor. 
T h eorem 6 .1 For any number N of processors, arbitrary start round rand 
arbitrary source processor s, broadcasting from s to all other processors is 
completed in n = IJog Nl rounds if no faulty processor exists. 
P r oof. Because of symmetry of the network, we may assumes= 0 without 
loss of generality. Then any processor which is informed in n rounds can be 
represented as {O[+T[O)][+T(1lJ· · · (+T(n-l]J) mod X for any start round r. 
On the other hand, from 6.1, any number J such that 0::; j < N (- T[-lJ) 
can be represented as O[+T[O)][+T[l]] · · · [+T[n- 1]). Hence any processor 
j can be represented as {O[+T[O]](+T[l]]· · · [+T[n- 1]]) mod N, therefore 
the theorem holds. 0 
Remember that it is to only one processor that a processor can send a 
message per one round in our model. In such a model, informed processors 
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doubled per one round at most. Therefore it needs at least flog Nl rounds 
to complete broadcasting in and work of S processors by any scheme for 
in format ion dissemination. This means that our schenw is t imc optimal if 
there is no faulty processor. 
6.3.2 Fault Toleran ce 
In this subsection, we consider the fault tolerance of our networks espe-
cially in the case where the number of faulty processor is at most one. As 
mentioned in the last subsection, we assume that a faulty processor does 
not send any messages. We give some definitions as prrparations before 
presenting major result of this subsection. 
Definit io n 6 .1 
u l = {0} 
(fi [ I l u { u < s u T[iJ E ui-1 and 
there is now E Ui-l s.t. u- T[iJ < w::; u}, 
(0 ~ i ~ n- 1) 
0 
If we assume that both start round and source processor are 0, each set Ui 
means a set of informed processors which receive broadcasted message until 
rou nd 1. without any message sending which leaps over another informed 
processors. The next propositions are immediate. 
P roperty 6.1 When we sort the elements in a U, in ascending order then 
1. the first two elements are 0 and T[i], 
2. differences between two adjacent elements are at least 1 and at most 
T[iJ and 
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:~. tht> difference between the last element and ,\ 1s also at lrast 1 and 
at most '/'(i]. 
Proof. It is evident from definition 6.1. 0 
Definition 6.2 'lvr define a binary relation ~ on {0, 1, · · ·, N - 1} as the 
following: 
u - T[i] ~ u iff u E U; and u rf. U, 1. 
+-We also denote the transitive closure of the relation as ~. 0 
This relation means message passing between the processors m con-
structing ['/s. The next propositions are immediate. 
+ 
Property 6.2 u < v if u ~ v. And u E C 1 if u ~ v and v E U; 
(O~i:<.V 1). 
Proof. It is evident from definition 6.1. 0 
We classify the processors in U; to two classes as a matter of convenience 
for proving the following lemma. 
Definition 6 .3 F'or u E U;, u called an intermediate processor in U; iff there 
exists a processor ·v E U; such that u ~ v, otherwise u called a terminal 
processor in U;. 0 
Now, we prove a lemma about a terminal processor in U;. 
Lemma 6.2 Let u, v be elements of U, (0 ~ i ~ N- 1) and u < v. Then 
u is a terminal processor if v - u < T[i] holds. 
Proof. At first, we assume that u which satisfies the condition of the 
theorem is an intermediate processor and then we show that the assumption 
implies a contradiction. 
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If u which satisfies the condition of the t heorrm is an intermediate pro-
cessor, there exists a processor u• such that u ~ w, w u - T[J] ~ T[i], 
u E L'} I and w E cj \ c) I for a j such that j $ i. 
On the other hand, because u < !' :f 0 and 11 E l ';, there exists a 
processor X such that X~ V, v-x T[k] ..;> T[i], .rE lh I· and V E uk \Uk I 
for a k such that k $ i. 
Hence, from v-u < T[i], x < u < v < w. 
1. In the case where j ~ k, x(= V- T[J.·]) ( l'k lr 1l E cj l ~ uk I> 
u > X and V > u. Hence, from the definition of ck. 11 rf. uk holds. It 
contradict the fact v E L'k \ L'k 1 . 
2. In the case where j > k. u( = w - T[j]) C [ '1 1• v E L'k ~ L'i h 
V > u and w > V. Hence, from the definition of C), w rf. u} holds. It 
contradict the fact w E U; \ U; 1. 
Hence the assumption is false. That means that the theorem holds. 0 
Using this lemma, we get the next theorem about fault tolerance of our 
networks. 
Theorem 6.2 Let N be the number of processors, r be a start round and 
s be a source processor which is not faulty. Then broadcasting from s 
corn pletes at most n + 1 ( = pog Nl + 1) rounds for any N, r and s if faulty 
processor is at most one. 
Proof. The case where there is no faulty processor is implied in theorem 
6.1. Hence we prove the case where the number of faulty processor is one. 
Because of the symmetry of the network, we can assume s = 0 without 
losing generality. Let f ( :f 0) be the faulty processor. We divide our proof 
into three cases by the value of f. 
84 C'hapt Pr 6. Parallel lmpl<'mentation oft h<' Proof Syst<'ms 
l. In t h<· case \\.'lH'rt' l < f ~ T~r)- I, lrt 80 be a su bsrt of { 0 · · · min(2T[ r]-
I, ,v 1)} in which rach elements JS not faulty proc<•ssors and has re-
cciwd thr broadra..'>tNl information certainly until the end of(n-r)-th 
round (round n - I). and let F0 be the subset of {0 · · · min(2T[r -
I, N - 1)} in which c•ach elements may not have recrived the informa-
tion until the end of the round. Then 
S = {g mod"'\' g = 0 or T[r] ~ g ~ 2T[r]- 1} 
and 
f'o={gll <g~T[r]-1} 
because 2T[rJ - I ="' V. 
Hence. after the chssemination through to n-th round ( round r- 1). 
thr set of processors which has received the information certainly and 
the set of processors which may not have received the information arc 
S = U (u +So) 
ur ( r I 
and 
F= U (u + Fo ) 
U l r 
respect ively5 . 
Then, the set of processors, each of which is in a position T[r]-th 
forward from a processor in F, is 
F' = U (( u + T {r ]) + F0 ) 
U> l'r I 
= U (u + {(g +T[r]) mod Ni l ~ g < T [r]- 1}) 
U\ (.; 
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:- U (u + {g' modS 
u~ Ur 1 
T[r] + 1 < g' < 2T[r] - 1}) 
Therefore it is included in S. 
On the other hand . let v be a procrssor which has not rrceive the 
information until round r 1. Then v ~ 8 holds. Hencr, by contrapo-
sition of the former result. w ~ F holds where w = (1• T [rj) mod N. 
Additionally w is not faulty because(!+ T[r]) mod ,\ E:. So ( C S). 
Hence v can receive the information from w in the n + I -th round 
(second round r ). 
2. In the case where T[rJ < f ~ T [r -1]-1, let S0 be a s<'t of processors 
in which each elements is not faulty and has received the broadcasted 
information certainly until the end of ( n - r )-th round (round n- 1) 
and let F0 be the set of processors in which each elements may not 
have received the information until the end of the round. Then 
So = {giO ~ g ~ T[r] - 1} 
and 
Fo - {giT[r] ~ g ~ T[r - 1] - 1} 
Hence, after the dissemination through to n-t h round (round r - 1), 
the set of processors which has received the information certainly and 
not faulty and the set of processors which may not have received the 
information are 
S = U (u +So) 
u EUr 1 
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and 
F = U (u + F0 ) 
lt ( I 
respect i vcly. 
Then, th<· set of processors, each of which is in a position T[r]-th 
backward from a processor in F, is 
F' U ((u T[r])+Fo) 
lt ( ' 
U (u + {(g- T[r]) modS I T[r] $ g $ T[r- 1]- 1}) 
1t ( r I 
U (u+{g'modN IO$g'$T[r- 1]-T[r] -1$T[r]-1}) 
U U, 1 
Therefore it is included in S. 
Hence any processor in F can receive the information in then + 1-th 
round (second round r). 
3. In the case where T[r- 1] $ f $ N l, each processor in {giO $ g $ 
2T[r] - 1} has received the broadcasted information until the end of 
(n -r)-th round {round n- 1). Let uo, u 1, · · ·, Un,-t be the ascending 
sequence of all elements in Ur - l· Then there exists an integer i such 
that i > 1 and u, $ f $ ui+l - 16 . Let U' be the subset of C,. 1 
such that U' = { uiu E Ur_ 1, (0 $)u, · T[r - 1] < u $ u,}. Then 
apparently u1 E U' holds. On the other hand, any element in U' is 
a terminal processor in u.,._l except Ui because of lemma 6.2. Hence, 
for any intermediate processor u in Ur 1, f < u or u + T[r- 1] < f if 
u =I u,. We divide the proof into two subcases again. 
6If Un,-1 $ !(< N 1), then let i = nr- 1. 
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(a) In the case where 1L, is a terminal processor, arbitrary processor 
v can be represented as Uj + t where u1 E ( ,. 1 and 0 $ t < 
T[r- 1]. Considering the information passing path from 0 to v, 
the information reaches processor t until the end of (n - r)-th 
round (round n - 1 ). And then, through to 11-th round (round 
r 1), the information passes from t to v via v 1 +t, v2 +t, · · ·, vk 1 
where vi E U,. 1, 0 ~ Vt ~ · · · ~ Vk and vk u1 . Hence at least 
n rounds suffice for the broadcasting. 
(b) In the case where u1 is a intermediate processor, let F be the set 
of processors which may not have received the information until 
the end of (n- r)-th round (round r- 1). Then 
F= u 
1 
u( U. 1 ,u, -<u 
{(u +(!-ut)) mod N} 
We divide the proof into three subsubcases furthermore. 
1. In case where u1 $ f $ u1 + T(r]-2, the set of processors each 
of which is in a position T[r]-th forward from a processor in 
F, is 
u {(u + (!- Ui + T[r])) mod N} 
Then, becauseT[r] $ J -ui+T[r] $ 2T[r]-2 $ T[r-1]-1, 
each processor in the set has received the information via 
f - ui + T[r]. It means that any processors which have not 
received the information (until the end of ( n - r )-th round) 
never be included in this set. Hence processors in the po-
sition T[r]-th backward from the (not informed) processors 
are not included in F. Therefore broadcasting completes in 
the (n + 1)-th round (second round r). 
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11 . In t he case where f = u; ...!.. T[r ] - 1, If we assume u + 
2'I'[r]- I - f for a u E: L'r 1 , u must be a. terminal processor 
because u; - u = T[r] < T [T - 1] and lemma. 6.2. Hence, 
for any intermediate proct>ssor u, f < u or u + 2T[r] < f 
if u ::/: u;. Because f - u, + T [r] = 2T[r ] - l, broadcasting 
completes in n + 1 rounds as in the case 3(b)i. 
m . In the case where ui + T[r] $ J $ Ui+l - 1 $ ui+T[r - 1] - 1 
(or u, + 'J'[r] < J $ N - 1 $ u, + T [r - 1]- 1 if i = nr · 1), 
the set of processors each of which is in a position T [r]-th 
backward from a processor in F, is 
u 
+ 
u •. U, 1 ,u, -<:u 
{ (u + (J- u; - T (r ])) mod N} 
Then, because 0 $ f -ui - T[r] $ T[r - 1] T[r-J - 1 $ T[r] - 1, 
each processor in the set has received the information via 
f- u, + T (r ]. Therefore broadcasting completes in the ( n+ 1 )-
th round (second round r). 
Consequently, the theort>m has proved in any case. 0 
In the case where there is one faulty processor, in worst case, it needs at 
least flog( N - 1 )l +I rounds to complete broadcasting by any disseminating 
scheme7 . This lower bound is equal to the upper bound of our scheme except 
the case where N = 2m + 1 (m is an arbitrary integer). 
7 Consider the case where the faulty processor is the processor to which the source 
processor sends a message 1n the start round. 
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6.4 Remarks and Discussions 
In this chapter, we proposed a synchronous processor net work and an infor-
mation disseminating scheme for broadcasting on the network. The network 
and the information disseminating scheme havr the following features: 
• Any number of processors can be possible in contrast with , for exam-
ple, hypercubes. 
• The number of channels in the network is N flog2 S where .V is the 
number of processors. 
• The network is symmetric for each processor. Thereforr the informa-
tion disseminating scheme works in similar way for any source proces-
sor. 
• The information disseminating scheme displays its best performance 
in broadcasting from any start round. 
• The information disseminating scheme is time optimal if no processor 
is faulty. 
• The information disseminating scheme is time optimal even if a single 
processor is faulty except the number of processors is a power of two. 
In the case where the number of processors is a power of two, required 
time for broadcasting exceeds the optimal time by at most one. 
In the case where the number of processors is a power of two, it is unknown 
that there exists an information disseminating schema which can always 
complete the broadcasting in log2 N rounds even if a single processor ts 
faulty. Therefore our schema may be optimal as a matter of fact. 
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This sch<'nH' is ea."ily extended such that each processor is able to send 
multiple m<·ssages to distinct processors JH'r one round. However, it is un-
known whether the ext<'ndrd scheme is better or not than other schemes 
[Kanai HO]. 
On t h<' other hand, there is some models of networks in which the num-
ber of channels are 0(;\) and on which the time required for broadcasting 
is O(log N)[Bermond 88J[lmase 85]. However, it is not time optimal and no 
procedure 1s known which can broadcast from any processor in any start 
round with constant efficiency. Moreover, fault tolerance of the models are 
unknown. 
As mentioned in section 6.2, broadcasting performs an important role 
in a parallel implementation of our proof system. Therefore the processor 
network and the information disseminating scheme which we proposed in 
section 6.3 should be a good basis for such an implementation. 
To implement our proof system on the network concretely, there are still 
more problems. In a parallel implementation on our proof system, a lot of 
processes should be generated and terminated dynamically. Therefore it 
is a significant probl<'m how to assign and schedule the processes on the 
concrete processors in the network. It is also a problem how to control the 
AND/OR tree expanding globally. However these problems seem to depend 
strongly on a specific implementation and so they are beyond this thesis. 
Chapter 7 
Concluding R emarks 
In chapter 2, we proposed higher-order clausal logic. This logic is an ex-
tension of first-order predicate logic with Skolem function, and has more 
flexibility and ability to dcsrribe various matters as shown in examples in 
chapter 4 and chapter 5. 
In chapter 4, we defined the class of H-model as an extension of Her brand 
model on a type restricted higher-order clausal logic. And then we showed 
that a proof system based on resolution principle is complete for the model 
class. Although the logic system is syntactically restricted, any term of 
first-order predicate logic is allowed. Moreover, a term of any type which 
is constructed solely from 1 is also allowed. Therefore the logic system 
is properly extension of first-order predicate logic. On the other hand, as 
mentioned at the last of the chapter, the syntactic restriction may not be 
unique. It is a future works to find other restrictions which is better in a 
sense. 
In chapter 5, we defined the class of denotational model without any 
type restriction dissimilarly to H-model. And then we showed that a proof 
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system ba.c.;t•d on resolution principle with equality axioms is complete for 
the modt>l class. llowevt>r. it is not clear that this extension 1s redundant or 
not. or there may IH' any other extension, for example. iucluding not axioms 
but inf<•n•nn· nlit·s . These problems are left for future works. 
Both oft he two model classes are extension of llerbrand model in first-
order predicate logic. And so they are strongly related each other. Fig-
ure 5.2 shows the relations between standard model, generalized model, 
fl-model ( llerbrand model) and denotational model. 
Both in the model classes, H-model and denotational model, any element 
in a domam of a model has at least one corresponding expression in H-
universes Th<' feature is adequate when we consider higher-order clausal 
log1c a.c.; a logic programming system because it seems to be appropriate 
to exclude the element which has no corresponding expression. In fact, 
when we consider such a logic programming system, the completeness we 
proved for the model classes means that, for any program, there exists 
a finite execution of the program if the program with input data has a 
valid symbolic solution. Essentially, it is impossible to get any nonsymbolic 
solution , and so the domain restriction in H-model or denotational model 
should not be disadvantage. 
Concerning to a concrete implementation, we proposed a model of pro-
cessor network and an information disseminating scheme in chapter 6. The 
model of processor network could be composed with any number of proces-
sors and the information disseminating scheme is optimal for broadcasting 
in most cases if the number of faulty processors is at most one. For more 
faulty processors. it is unknown that the scheme is more efficient than other 
scheme. To find an upper bound of the time for broadcasting in the case 
where the number of faulty processors is more than one is a problem left 
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for future works. 
The information disseminating scheme could be easily extended to send 
messages to more than one distinct processors pN one rounds. The behavior 
in the case is another problem for futurr works. 
For practical application of higher-ord<>r clausal logic, efficiency prob-
lem is still essential. To advance the efficiency s1 ill more, application spe-
cific technique should be needed. One of rxpcc t<'d application is. an amal-
gamation of logic programming and functional prograrnming[Miura 88a) 
[Miura 88b). In the case, both programming styl<' should be treated in 
a single semantic framework. However, executions in the system may be 
modified for its efficiency within the limits in which the results are com-
patible with the semantics. Especially. thr part of functional programming 
system might be optimized as if it is purely functional system. 
Program verification and program general ion are also expected applica-
tion. However, much more researches should be needed for its implementa-
tion. 
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Appendix A 
Notations 












set subtraction of A from S 
quotient set of S by a binary relation ~ 
type constants 
metasymbols for types 
a type constructed from s and t 
set of all types 
a set of constants of type l 
a set of variables of type t 
a vocabulary 
V· an extended vocabulary in chapter 5 
x, y, z, u, v, w, f, g, · · · metasymbols for variables, or variables 
themselves 
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A. H. F.(;, P. Q. R. · · · metasymbols for constants, or constants 
them selves 
n ,fi , :, · · · 
( nfJ) 
(Px1x2 · · · Xm) 
(Ax.a) 
(>.x1:r2 · · · Xn.a) 
T 
Tv 
mctasymbols for terms or term classes (includ-
ing atomic formulae) 
a term of type t 
a term constructed from term a and term {3 
(function application) 
abbreviation of(··· ((Fx1)x2 ) · · · xm) 
a term constructed from variable x and term a 
(lambda abstraction) 
abbreviation of (>.xl-( .Ax2.(· · · (>.xn.a) · · ·))) 
a set of terms 
set of all terms on vocabulary V 
an equivalence relation based on a- and {3-
conversion 
+a, -a a positive literal and a negative literal con-
structed from atomic formula a 
£ 1, L 2 , • • • metasymbols for literals 
C, C', C1, C2 , · · · metasymbols for clauses or s ubset of clauses 
S, S', · · · m etasym bols for sets of clauses 




metasymbols for substitutions 
a domain of values of type t 
a frame (including g-frame and so on) 
meaning function for constants of type t 
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A.2 












a model (including g-model a nd model on a 
model class) 
metasymbols for models 
assignment for variables of type I 
an assignment for variables 
metasymbol for an assignment 
value function on .\1 with a 
higher-order extension of Herbrand universe 
IJ erbrand bas<.> 
II-interpretation or partial H-interpretation (a 
set of literals) 
a mapping for higher-order Herbrand model 
an isomorphism for denotational model 
a semantic tree 
nodes of a semantic tree 
a partial H-interpretation corresponding to 
node N 
a binary relation among terms (term classes) 
special constant symbols in equality axioms 
special constant symbols in equality axioms 
set of equality axioms 
Notations in Chapter 6 
rxl 
N 
ceiling of x 
number of processors 
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Appendix A. :'\otations 
send distances on round r 
a set of processors defined in chapter 6 
a binary relation among processors 
transitive closure of -< 
