Abstract-We study code design for two-user Gaussian multiple access channels (GMACs) under fixed channel gains and under quasi-static fading. We employ low-density parity-check (LDPC) codes with BPSK modulation and utilize an iterative joint decoder. Adopting a belief propagation (BP) algorithm, we derive the PDF of the log-likelihood-ratios (LLRs) fed to the component LDPC decoders. Via examples, it is illustrated that the characterized PDF resembles a Gaussian mixture (GM) distribution, which is exploited in predicting the decoding performance of LDPC codes over GMACs. Based on the GM assumption, we propose variants of existing analysis methods, named modified density evolution (DE) and modified extrinsic information transfer (EXIT). We derive a stability condition on the degree distributions of the LDPC code ensembles and utilize it in the code optimization. Under fixed channel gains, the newly optimized codes are shown to perform close to the capacity region boundary outperforming the existing designs and the off-the-shelf point-to-point (P2P) codes. Under quasi-static fading, optimized codes exhibit consistent improvements upon the P2P codes as well. Finite block length simulations of specific codes picked from the designed ensembles are also carried out and it is shown that optimized codes perform close to the outage limits.
. From a practical channel coding perspective, authors in [1] , [2] utilize low-density-parity-check (LDPC) codes and implement an iterative joint decoding algorithm achieving rate pairs close to the boundary for a two-user GMAC with equal channel gains.
LDPC codes are powerful linear block codes introduced by Gallager in [3] . While they were forgotten for a long time (except for some sporadic works) presumably due to the complexity of the encoding and decoding schemes, they were reintroduced in the work of MacKay [4] who rediscovered the potential of the linear block codes with sparse parity-check matrices. These codes have been successfully employed for various channels, and promising rates close to the information theoretic limits have been attained. Motivated by their superior performance for different channels and their premise in [1] and [2] , in this paper, we explore the problem of LDPC code design for the more general two-user GMAC with BPSK modulation. We consider two scenarios for channel gains: fixed and quasistatic fading. The former scenario suits time-invariant models, while the latter models the scenarios for which the fading is so slow that no matter how long the codeword is, the (random) channel gain remains constant. We do not consider the fast fading scenario, since a similar model is already investigated in [5] for the two-user degraded broadcast channel whose results can be readily applied to the MAC scenario.
LDPC codes exhibit a threshold effect which determines, in terms of the channel parameters, when the decoding error probability can be made arbitrary small. Density evolution (DE) [6] is the primary technique in computing the decoding thresholds. Full implementation of the DE requires extensive calculations, therefore quantized DE [6] is commonly employed in the literature. A similar approach is followed in [7] by employing DE for the two-user GMAC for a joint decoder wherein look-up tables are exploited to update the PDFs of the log-likelihoodratios (LLRs) fed to the component LDPC decoders through the so-called state nodes [2] .
Extrinsic information transfer (EXIT) analysis [8] is an alternative to the DE method tracking the evolution of the mutual information between the transmitted bits and the corresponding LLRs exchanged within the decoder. The common assumption in the EXIT analysis, which greatly simplifies the computations, is to consider Gaussian densities for the LLRs. Authors in [5] employ an EXIT analysis to optimize LDPC codes for the two-user degraded broadcast channel utilizing a joint decoder at the better receiver where they adopt a simple linear approximation to update the evolution of the mutual information at the state nodes. The authors in [2] also utilize an EXIT analysis to optimize irregular LDPC codes for the two-user GMAC with equal channel gains. Unlike [5] , they compute the evolution of the mutual information as the average of the values obtained for two types of state nodes based on the transmitted (coded) bits. Authors in [9] study a similar channel model and adopt an EXIT analysis to design distributed joint source-channel codes. They show for some (simulation) examples that the PDFs of the outgoing LLRs from the state nodes resemble a Gaussian mixture (GM) distribution, however, for simplification, they opt for using the Gaussian assumption.
Motivated by the results of [9] , we analytically characterize the PDF of the outgoing LLRs from the state nodes for fixed channel gains and illustrate via examples that the PDF of the outgoing LLRs from the state nodes resembles a GM distribution. Based on this observation, we utilize the GM assumption and modify both the existing DE [7] and EXIT analysis [5] methods. We refer to the new algorithms as the modified DE and the modified EXIT analysis throughout the paper. For the modified DE, the PDFs of the outgoing LLRs from the state nodes are fitted with GM distributions. The parameters of the GM distributions are estimated by employing the expectation maximization (EM) method run over the samples generated via Monte Carlo simulations [10] . The obtained PDFs are then fed to the component LDPC decoders where common method of [11] is adopted to track the evolution of the PDFs exchanged between the check nodes and the variable nodes. For the modified EXIT analysis, the evolution of the mutual information associated with the exchanged LLRs are computed analytically exploiting the GM assumption. Unlike [12] , the computations are performed with no limitation on the ratio of the variance to the mean of the PDFs. Considering the fixed channel gains scenario, we incorporate the proposed methods of modified DE and modified EXIT analysis into the LDPC code optimization, and we utilize a random perturbation technique also exploited in [13] for a different problem.
We provide many code design examples in the paper. We demonstrate that our optimized LDPC codes for the case of equal channel gains are shown to improve upon the ones designed in [2] . For the case of unequal channel gains, we show that our optimized codes offer better performance compared to the ones attained via the method of [5] . In addition, we highlight that the optimized codes outperform the point-to-point (P2P) codes designed for binary-input AWGN (BI-AWGN) channels. For the quasi-static fading scenario, we consider the common outage probability [14] as the performance measure. Despite the superior error-rate performance of our methods, the amount of computations prohibits their use in quasi-static fading, hence to simplify the analysis and reduce the amount of computations, we incorporate the simple method of [5] in the code optimization process. We carry out the code design for examples of real and complex channel gains and demonstrate that the newly designed codes consistently improve upon the existing P2P designs. We also perform finite code block length simulations confirming the superiority of the new designs.
The rest of the paper is organized as follows. In Section II, the system model is described and coding/decoding schemes are elaborated. In Section III, the PDF of the outgoing LLRs from the state nodes is computed and a stability condition is derived for the LDPC codes employed for two-user GMACs. In Section IV, we explain the proposed variants of the DE and the EXIT analysis based on GM assumption. In Section V, we elaborate on the code optimization procedure. In Section VI, numerical examples and simulation results are provided. Finally, Section VII concludes the paper.
II. SYSTEM MODEL AND PRELIMINARIES
Consider a two-user GMAC where the received signal Y is expressed as
where X i represents the signal of the user i with the average power E{|X i | 2 } = 1 (i = 1, 2), and Z denotes the circularly symmetric complex AWGN with variance 1 2 per dimension. The average received power of the user i is defined as P i = |H i | 2 with H i denoting the channel gain between the user i and the receiver. We consider two scenarios: fixed channel gains and quasi-static fading. For the former case, the channel gains are unchanged throughout the entire transmissions, while in the latter, they are drawn randomly but kept fixed during the transmission of each codeword.
A. Shannon Capacity vs Outage Capacity
For the case with fixed channel gains, the Shannon capacity of the two-user GMAC is the convex hull of the rate pairs (R 1 , R 2 ) characterized as [15] 
. Under quasistatic fading, reliable transmission is not guaranteed for all the channel realizations, therefore the Shannon capacity is zero. Authors in [14] introduced the common outage capacity region (COCR) computed as
where P o is called common outage probability. The rate region in (1) can be calculated analytically for Gaussian signaling [16] . For BPSK signaling, however, numerical calculations are needed. Here, we adopt a grid search method to characterize COCR for BPSK signaling considering real channel gains. The boundary of the COCR can be characterized by solving whereP o (R 1 , R 2 ) is computed as
The function
, the rate pairs are inside the conditional rate region (1), otherwise is set to 0. R i max denotes the capacity of the P2P channel between the user i and the receiver.
B. I.I.D. Channel Adapters
The decoding analysis of the LDPC codes can be greatly simplified for a symmetric channel by analyzing the behavior of the decoder for the all-zero codeword [6] . A channel is called symmetric if
, where C i and Y i refer to the ith coded bit and the ith channel output, respectively, and f Y i denotes the PDF of Y i conditioned on C i . Unlike the case of BI-AWGN channels, the channel symmetry does not hold for multi-user channels in general. To address this issue in our setting, we employ the independent and identically distributed (i.i.d.) channel adapters [17] applied at the transmitter and receiver sides. The idea is to combine each codeword with a random sequence via module-2 addition prior to transmission and utilize the same set of sequences at the receiver for decoding of each codeword. It should be noted that the i.i.d. channel adapters are employed to simplify the analysis and are not implemented during the actual encoding and decoding processes.
C. Coding and Decoding Schemes
At the transmitter sides, the information bits of each user, denoted as u j ( j = 1, 2), are encoded with an LDPC code. The ith encoded bit of u j , denoted by c j (i), is modulated using BPSK and sent over the channel as X j (i) = 1 − 2c j (i) . At the receiver side, a joint decoder is utilized wherein a BP based algorithm is adopted to decode the messages in an iterative fashion. As shown in Fig. 1 , a joint decoder can be formed by combining two component LDPC decoders which exchange the updated LLRs through the state nodes. Exchange of soft information between the component LDPC decoders can be scheduled serially or in parallel [2] . In serial scheduling only one component decoder is active at a time while under parallel scheduling both run simultaneously. As in [2] , we adopt parallel scheduling in the rest of the paper.
III. ANALYSIS OF THE JOINT DECODING ALGORITHM
We now briefly review the irregular LDPC codes and compute a stability condition on the corresponding code degree distributions used over two-user GMACs. In addition, we elaborate on the computation of the outgoing LLRs from the state nodes and derive the associated PDFs.
Irregular LDPC codes have successfully been employed over various channels [2] , [5] , [18] . Motivated by their excellent performance, we consider their use over two-user GMACs throughout the paper. Following the notation in [6] , an ensemble of irregular LDPC codes (λ, ρ) is described by λ(x) = 
A. Stability Condition
Authors in [6] introduced a stability condition analyzing the asymptotic decoding behavior of an LDPC code ensemble used over a BI-AWGN channel. The stability condition is further studied for multi-user scenarios [2] , [5] , [13] , for instance, authors in [2] compute the stability condition for twouser GMACs when channel gains are identical and real. Here, we derive the stability condition conditioned on the channel gains for the general scenario of complex channel gains 1 . For simplicity of the analysis, we follow the approach taken in [13] and assume that the joint decoder is operating at steady state and close to successful decoding. We derive the stability condition for the component LDPC decoder j assuming the other component LDPC decoder has almost decoded its own message, therefore the modified channel output Y [13] is obtained as Y = H j X j + Z , which resembles a P2P channel. As a consequence, the LLR received at the ith variable node of component LDPC decoder j is simplified to L c j (i) = 4Re{H j Y * }. Considering the symmetry condition [13] , it is easy to show that after applying the channel adapters,
Hence, results of [6] can be utilized to derive the stability condition, given by
where λ j (0) denotes the derivative of polynomial λ of user j computed at zero. For the quasi-static scenario, H j changes from one codeword to another.
B. Characterization of Outgoing LLRs from State Nodes
Considering the BP rule at the state nodes, the LLR corresponding to the ith coded bit of the message of user j is computed as
The update rule (3) is a non-linear operation, therefore existing performance analysis techniques employ look-up tables or numerical methods to evaluate the PDF of the outgoing LLRs from the state nodes. In the following, we derive the PDF of the LLRs analytically. To simplify the analysis, we consider the case of real channel gains. Also, we discard the bit index in the expressions for the ease of the exposition. Without loss of generality, we compute (3) for the LLR sent from a state node to a variable node of component LDPC decoder 1 given by
where
, and X denotes the LLR received at the state node from the other component LDPC decoder. Considering i.i.d. channel adapters, X can be written as t · X where t is a random sequence consisting of 1 and −1 with equal probability [17] for user 2 and X denotes the LLR prior to applying the channel adapters. Therefore, the PDF of the random variable X can be obtained as
Similarly, Y can be considered as the channel output corresponding to the transmission of all-ones sequence for the user 1 and a sequence with symbols 1 and −1 drawn with equal probability [2] for user 2. Hence, the PDF of Y is computed as
We derive the PDF of L for the equal channel gains and the unequal channel gains, separately.
1) Equal Channel Gains:
Consider the transformation
,
where (a) follows from the transformation z 2 = z 2 − l and J (., .) is the Jacobian function defined as
2) Unequal Channel Gains: Similar to the previous case, we adopt the random variable transformation
for B = −1 and
for B = −1. Note that at the zeroth iteration, X = 0, therefore f L (l) for both cases of equal channel gains and unequal channel gains can be computed via the one-to-one transformation from Y to L. The computations of (5), (6) , and (7), are costly for practical implementations. Therefore, we propose approximating the PDF by a simpler form. In the following, we show that the GM distributions are good candidates for approximating the PDFs.
C. GM Approximation
GM distributions are parametric PDFs represented as a weighted sum of Gaussian component densities given by
where μ i , σ 2 i , and w i denote the mean, the variance, and the mixing proportion of the Gaussian component i, respectively, and N denotes the number of Gaussian components involved. The GM distribution's parameters are commonly estimated via the EM [10] method running on the samples of the random variable.
GM distributions are commonly exploited to characterize a large class of sample distributions, primarily due to their ability to form smooth approximations for various densities. In this paper, we study their use in approximating the PDF of the outgoing LLRs from the state nodes under joint decoding. To simplify the calculations, similar to [2] , [5] , we assume that the LLRs sent from the variable nodes to the state nodes have a Gaussian density. Fig. 2 illustrates the PDF of the outgoing LLRs sent from the state nodes to the variable nodes of component LDPC decoder 1 computed with different methods. I vs denotes the mutual information between the transmitted bits and the LLRs sent from the variable nodes of component LDPC decoder 2 to the state nodes. According to the figure, the PDFs computed via the Monte Carlo simulations match closely with the ones calculated through the analytical derivations. Furthermore, it is clear that the PDFs do not resemble Gaussian densities, instead they are well-approximated with a GM distribution with two Gaussian components. Motivated by these observations, we propose two methods of performance analysis exploiting GM approximation for the LLRs exchanged within the joint decoder. For simplicity of the exposition, the methods are outlined for GM distributions with two components. We note that extensions to a larger number of Gaussian components would follow similar steps.
IV. PROPOSED PERFORMANCE EVALUATION METHODS

A. Modified DE
For the proposed method, we utilize the GM approximation and track the PDF of the LLRs exchanged among the nodes of the Tanner graph of the joint decoder. In the following we elaborate on the computations performed for each phase of the decoding iteration separately.
State Node to Variable Node: We exploit the GM assumption to characterize the PDF of the outgoing LLRs from the state nodes. To estimate the parameters of the GM distributions, we utilize the EM method on the samples of the actual PDF computed through (3) based on the samples of the received LLRs from the variable nodes of the other LDPC component decoder. These samples are generated by applying the inverse transform sampling technique [19] on the corresponding PDF obtained in the previous iteration. To reduce the amount of EM computations, the initial estimates of the each parameter of the GM 
where denotes the convolution operation. Considering all the variable nodes, the PDF of the L vc is computed as
Check Node to Variable Node:
At the check node with degree k, the LLR L (k) cv j sent on the jth edge is computed as
. Due to the non-linearity of the update rule, the PDF of
cv is typically computed via a look-up table [11] . In this paper, we follow a similar approach where the PDF is calculated by applying a two-
with Q(.) representing the quantization operator. Considering all the check nodes, the PDF of L cv is obtained as
Variable Node to State Node:
The outgoing LLR from the variable node with degree k to the connected state node is com- Yedla et. al. in [7] also utilize the DE method to analyze the performance of the joint decoder employed for the two-user GMAC. They exploit look-up tables to characterize the PDFs of the outgoing LLRs from the state nodes. Despite the accuracy of the method, considerable amount of memory is required to construct the look-up tables. Compared to [7] , in our proposed method the PDF of the outgoing LLRs from the state nodes are approximated with a GM rather than being exactly characterized. Moreover, the complexity of our method does not scale with the number of involved component LDPC decoders hence it is more amenable for extension to higher number of users. The proposed approach can also be compared to the full Monte Carlo simulation method adopted in [13] , where, due to the a priori GM assumption on the PDF, the proposed method is more efficient hence it requires fewer samples to approximate the PDF.
We observe through examples that for large values of powers, when the channel gains are equal, the PDFs of the outgoing LLRs from the state nodes contain spikes around zero which cannot be well approximated with GM distributions leading to poor decoding threshold estimates.
B. Modified EXIT Analysis
We exploit the GM approximation in tracking the evolution of the mutual information between the transmitted BPSK symbol X and the exchanged LLR L. It is shown in [13] that under joint decoding the symmetry property of the exchanged LLRs is preserved, therefore the associated mutual information can be obtained as [20] 
where the expectation is taken over L. For L with a GM distribution with N Gaussian components, (8) can be computed as where N = 2 for the proposed method and J (μ, σ ) is defined as
The J function is analytically calculated in Appendix A. The introduced function can be considered as an extension to the J function in [12] ; however, no specific relation is assumed between the mean and the variance in the computation. In the following, we detail the approach taken to compute the mutual information associated with the exchanged LLRs between the different nodes of the Tanner graph, separately.
State Node to Variable Node:
We consider a GM distribution for the PDF of L sv . To characterize the associated GM distribution, we generate samples of the outgoing LLRs through (4) based on the samples of the received LLRs from the other component LDPC decoder whose PDF is approximated with N(μ vs , 2μ vs ) where μ vs = J −1 (I vs ) 2 . The EM method is then utilized to calculate the parameters of the GM distribution. The mutual information associated with L sv is computed via (9) . Note that at the zeroth iteration μ vs = I vs = 0.
Variable Node to Check Node: Considering the factor graph, the outgoing LLR sent on an edge from each variable node is computed by adding the received LLRs from the connected check nodes and the neighboring state node. Assuming the factor graph of the joint decoder is cycle free, the Central Limit Theorem (CLT) can be invoked to approximate the PDF of the added LLRs received from the check nodes with a Gaussian density. As a consequence, the PDF of the outgoing LLRs can be computed as the convolution of a Gaussian density with a GM distribution, which results in a GM distribution. The parameters of the GM distribution corresponding to the variable nodes with degree k are computed as
where μ sv m and σ sv m denote the mean value and the standard deviation of the mth (m = 1, 2) Gaussian component of the GM distribution associated with L sv , respectively. The computed GM distribution parameters in (11) can then be used towards computation of the associated mutual information I vc calculated as
Check Node to Variable Node: L cv is a non-linear function of L vc , therefore we approximate the PDF of L cv with a GM distribution computed based on the samples of L vc . For ease of computation, the samples are drawn from N(μ vc , 2μ vc ) where
with J −1 introduced in [12] . The mutual information associated with L cv is obtained similar to (12) .
Variable Node to State Node: The computation of L vs is performed by simply adding the received LLRs from the connected check nodes. Assuming the factor graph of the joint decoder is cycle-free, the CLT can be involved approximating the PDF of L k.σ cv whereμ cv andσ cv denote the mean and variance of the LLRs received from the check nodes, respectively. We havē
The average mutual information associated with L vs is com-
To assess the performance, we compute the decoding thresholds for the optimized degree distributions in [2] utilizing the proposed and the existing methods of EXIT analysis. Table I shows the decoding thresholds computed in terms of the average received power measured in dB. We refer to the methods of [2] , [5] , and the modified EXIT analysis as method (1), method (2) , and method (3), respectively. P * denotes the true decoding threshold estimates obtained with the Monte Carlo simulations. P * (1) , P * (2) , and P * 3) represent the values of the decoding thresholds computed via the methods (1), (2) , and (3), respectively. According to the table, our proposed method provides better estimates of the decoding thresholds compared to the two other methods. This superiority is especially prominent for the case of R = 0.6. Fig. 3 demonstrates the PDF of the LLRs corresponding to the optimized degree distributions in [2] for a two-user GMAC with equal channel gains computed via different methods. It can be observed that our proposed method provides more accurate PDF estimates compared to the methods adopted in [2] and [5] . According to Fig. 3 , the GM approximation matches with the PDF of the outgoing LLRs from the state nodes; however, such accuracy is not achieved for the PDF associated with the check nodes.
V. LDPC CODE OPTIMIZATION
In order to design ensemble of good LDPC codes for GMACs, we utilize an instance of differential evolution [21] . The optimization process is initialized with two LDPC code ensembles selected from the P2P codes optimized for the BI-AWGN channel utilizing the method of EXIT analysis in [12] . The adopted codes for a GMAC with fixed channel gains are referred to as admissible if they lead to asymptotically error free decoding. For the case of quasi-static fading scenario, the employed degree distribution are called admissible if they asymptotically lead to error-free decoding for 1 − P o of the considered channel realizations computed through Monte Carlo simulations.
The admissibility of the employed degree distributions can be verified through tracking the evolution of the PDF or the mutual information associated with the LLRs exchanged within the joint decoder. For the next step of the code optimization, the obtained admissible degree distributions are modified via the perturbing vectors. For the general case, both variable node and check node degree distributions are perturbed, however, to simplify the optimization, we consider a singleton distribution for the check node degrees, therefore only the variable node degree distribution is perturbed.
The ith polynomial coefficient of variable node degree distribution is perturbed asλ i = λ i + e i , where e i is the ith element of the perturbing vector e. For simplification, we only perturb the non-zero values of the polynomial coefficient of the initial degree distributions, i.e., e i = 0 if λ i = 0. The perturbed degree distribution should satisfyλ(1) = 1, 0 ≤λ i ≤ 1 implying
To control the variations at each iteration, it is beneficial to limit the variance of the elements of the perturbing vector σ 2 e computed as
LDPC codes can be optimized with different objectives such as rate maximization or SNRs minimization. For rate maximization the decoding threshold is fixed, and at each iteration of the perturbation, the code rates of the employed degree distributions are incremented, therefore the perturbing vector should satisfy 1 − 
For minimization of required SNRs, the code rates are kept fixed, hence (15) is simplified to
e i i = 0. At each iteration of the code optimization, the admissibility of the degree distributions are checked for a decrease in the received powers.
To generate the perturbing vector, we can draw all the elements except three from a normal distribution, i.e., N(0, 1), and compute the remaining elements by solving (13) , (14) and (15) . The perturbing vector is adopted if it satisfies the inequality constraint (13) and the stability condition (2), otherwise a new perturbing vector is generated. The perturbed degree distributions will replace the initial degree distributions if they are admissible, otherwise they are dismissed and a new iteration is performed. The code optimization is concluded if new admissible degree distributions cannot be found after a predetermined number of iterations. Therefore, the last pair of admissible degree distributions is the optimum.
VI. NUMERICAL EXAMPLES
A. Fixed Channel Gains
For this scenario, we incorporate the proposed modified methods of EXIT analysis and DE into the LDPC code optimization with the objective of minimization of required SNRs. For equal channel gains, we compare our designed codes with those corresponding to the code rates 0.3 and 0.6 in [2] . We employ the designed degree distributions in [2] to initialize the code optimization. We utilize the modified DE to design codes for the code rate 0.3. For the code rate 0.6, we perform the code optimization employing the modified EXIT analysis. Table II presents the resulting optimized degree distributions whose decoding thresholds are denoted by P * computed via Monte Carlo simulation. The decoding thresholds of the optimized degree distributions [2] associated with code rates 0.3 and 0.6 are −1.61 dB and 4.4 dB which are inferior to our optimized codes by 0.12 dB and 0.15 dB, respectively.
We also compute the performance of the P2P codes optimized for the BI-AWGN channel when employed over the two-user GMAC. The degree distributions are optimized for the code rates associated with those designed in [2] . The decoding thresholds of the degree distributions corresponding to code rates 0.3, 0.4, 0.5 are −0.81 dB, 1.96 dB, and 5.06 dB. For the case of code rate 0.6, the P2P codes are not supported over the two-user GMAC even if there is no noise. These findings suggest that optimized codes achieve considerable improvement over P2P when employed for the two-user GMAC with equal channel gains.
For unequal channel gains, there are no specific designs in the literature. So, we consider a degree profile with maximum degree 50 and choose the non-zero variable node degrees as 2, 3, 4, 9, 10, 19, 20, 49, 50 . Although there is no guarantee that this is the best choice, the selected degree profile is motivated by the pattern suggested in [6] for the optimized codes over the BI-AWGN channel for which the non-zero variable node Fig. 4 . COCRs of Gaussian and BPSK signaling along with the optimized and the P2P codes. P 1 = 5 dB, P 2 = 4 dB, and P o = 0. 1. degrees are distributed around the minimum and maximum degrees and a few values in between. Similar pattern is also followed by codes designed in [2] , [5] .
We consider P 1 = 0 dB and P 2 = −8 dB and select the rate pair (0.486,0.059), which corresponds to a corner point of the dominant face of the capacity region, as the rates of the employed LDPC codes. For code optimization, we select a pair of admissible off-the-shelf P2P codes with similar code rates as the initial degree distributions. During the code optimization process, we start with higher values for the received powers and decrease the values at each iteration keeping the power ratio unchanged, i.e., P 1 P 2 = 6.31 throughout the code optimization. We perform separate code designs utilizing the proposed modified EXIT analysis and DE method. The decoding thresholds of the optimized codes are compared against the ones obtained via the method (2) . Furthermore, we calculate the decoding threshold of the off-the-shelf P2P codes optimized over BI-AWGN channels when they are employed for the GMAC with the constraint 
B. Quasi-Static Fading
To illustrate the code design principles for the fading case, we provide several examples. Two scenarios of real and complex channel gains are considered. We declare a pair of degree distributions admissible if the computed decoding behavior, measured in frame error rate (FER), meets the given outage probability asymptotically. The accuracy of the computations relies on the number of channel realizations taken into account. In our designs, we consider the outage probability of 0.1 and perform the computations for 10 4 channel realizations. It is easy to check that for the considered number of channel realizations the associated outage probability is bounded as 0.0941 < P o < 0.1059 for a 95% confidence level.
Due to extensive computations, for the case of quasi-static fading the proposed methods of decoding threshold estimation (the modified DE and the modified EXIT analysis) is not efficient in the current form to be incorporated into the code optimization. Hence, we employ the EXIT chart analysis in [5] wherein the evolution of the mutual information is computed through a simple linear approximation and LLRs are assumed to have Gaussian distribution. Note that the linear approximation used in [5] does not result in accurate decoding thresholds for some ranges of the power values; however, the simplicity of the method renders it very efficient for the involved computations under the quasi-static fading scenario. Fig. 4 illustrates the COCRs for Gaussian and BPSK signaling computed for real channel gains. Code optimization is performed for four instances of rate pairs with the goal of rate maximization. The initial degree distributions are picked from the P2P codes designed for the BI-AWGN channel. For each instance, the trajectory of the rate increments is a straight line passing through the origin. Table IV shows the degree distributions of the optimized codes and those of the available P2P codes. Fig. 4 presents the achieved rate pairs employing the optimized codes and the best P2P ones clearly demonstrating the superiority of the newly optimized codes. Finally, Fig. 5 shows the FERs for finite block lengths of the specific codes selected from the optimized degree distributions corresponding to the code rate pair (0.139, 0.208) where the FERs associated with 1k and 10k are 1.75 dB and 1.1 dB away from the outage limit, respectively at an FER of 0.1. The newly designed codes provide better performance than the P2P codes for the rate pair (0.133, 0.199) (at an FER of 0.1) as well.
As the second example, we consider a quasi-static fading channel with complex channel gains. Since characterization of the COCR for the BPSK signaling is difficult, we calculate the Gaussian signaling COCR as an outer bound. Similar to the previous example, we perform the code optimization for four instances and compare them with the P2P codes optimized for the BI-AWGN channel. Degree distributions are shown in Table V for the optimized codes and the reference P2P ones. Achieved rate pairs are shown in Fig. 6. Fig. 7 demonstrates the decoding results for finite block length codes picked from the optimized degree distributions corresponding to the code rate pair (0.289, 0.072). At an FER of 0.1, the code block lengths with 1k and 10k operate 1.6 dB and 1.25 dB away from the outage limit computed for Gaussian signaling, respectively. Furthermore, the optimized codes offer better performance than the P2P codes corresponding to the rate pair (0.268, 0.067) as well.
VII. CONCLUSIONS
We studied the problem of LDPC code design for the twouser GMAC exploring two scenarios of fixed and quasi-static fading channel gains. Considering joint decoding of the two users coded bits, we characterized the PDF of the outgoing LLRs from the state nodes and observed that it can be well approximated with GM distributions. We then exploited the GM approximation to develop variants of existing DE and EXIT analysis methods. We utilized the newly proposed methods to design codes for fixed channel gain scenarios and showed that the optimized codes obtained via the proposed methods offer better performance than the P2P codes and those achieved from the already existing. For the quasi-static fading case, we adopted an existing (simple) implementation of EXIT analysis and performed code optimization for real and complex channel gains. The optimized codes improve upon the P2P codes in this case too. Finally, simulations with finite length codes picked from the designed ensembles demonstrate that the performance of the optimized codes is close to the outage limits.
APPENDIX
In this appendix, we compute the defined function J (μ, σ ) in (10), given by
× log 2 (1 + exp(−z)) dz.
For the ease of exposition, we write J (μ, σ ) as J (μ, σ ) = 1 − I log(2) √ 2πσ 2 . Also, I can be split into two parts I 1 and I 2 ; that is I = I 1 + I 2 , where Expanding log (1 + exp(z)) to its Taylor series, I 11 can be rewritten as 
The mth term of the summation in (16) , denoted as A m , can be computed as 
Hence, I 11 is computed as Note that for μ = σ 2
