In evolutionary multi-objective optimization, it has been illuminated that guide search with neighboring solutions improve the quality of new trial solutions and accelerate algorithms convergence by the regularity property of the continuous multi-objective optimization problems (MOPs). Very recently, clustering learning-based mating strategies have been popular for establishing reproduction operators with neighboring solutions. However, the existing mating strategies may be more reasonable with the full consideration and utilization of the regularity property. The current mating restrictions excessively emphasize algorithm convergence and ignore population diversity. In addition, the selected clustering algorithms in mating restrictions are not conducive for solving MOPs, which have complex Pareto sets (PSs) and\or Pareto fronts (PFs). To solve above problems and address both the algorithm convergence and the population diversity of multi-objective evolutionary algorithms (MOEAs), the spectral clustering based multi-source mating selection strategy (SMMS) is designed to detect regularity properties and balance population diversity while accelerating algorithm convergence. Consequently, a spectral clustering based multi-source mating selection multi-objective evolutionary algorithms is proposed, teamed SMMEA. SMMEA is applied to a number of test suites with a complex PS or PF, and compared with six state-of-the-art MOEAs. The results demonstrate that the proposed algorithm outperforms over the other approaches.
I. INTRODUCTION
This paper considers the following continuous multi-objective optimization problems (MOPs) [1] , [30] :
where ⊂ R n is the decision variable space or search space, x = (x 1 , x 2 , · · ·, x n ) is the decision variable; f 1 (x), · · · ,f m (x) are the m-objective functions to be optimized, and F is an objective vector in m-dimensional objective space.
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There are a number of optimization problems in industrial applications and academic studies, e.g., industrial design, job scheduling, and resource allocation [2] . With regard to MOPs, since Schaffer [3] first applied an evolutionary algorithm to solve MOPs, the studies on multi-objective evolutionary algorithms (MOEAs) have been a hot topic in the community of optimization [30] . Furthermore, MOEAs can conveniently solve the complex optimization problems, which are difficult to be solved by traditional optimization methods.
According to the basic ideals adopted by MOEAs, which have developed in the past few decades. MOEAs can be roughly divided into the following three categories [31] : VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ (a) MOEAs based on Pareto dominance, such as the non-dominated sorting genetic algorithm II (NSGA-II) [4] and improved strength Pareto evolutionary algorithm (SPEA2) [5] , which are classic algorithms; (b) MOEAs based on evolutionary performance metrics, such as the indicator-based evolutionary algorithm (IBEA) [6] and S-metric selection evolutionary multi-objective optimization algorithm (SMS-EMOA) [7] ; (c) MOEAs based on decomposition (MOEA/D), MOEA/D [8] is different from the above two kinds of algorithms, as it is not only a specific algorithm, but also has a general algorithm framework that can be incorporated into evolutionary strategies [32] - [35] . At their root, MOPs are different from single-objective optimization problems for obtaining one global optimal solution. In fact, MOEAs usually tend to achieve optimal tradeoffs among these objectives to acquire a set of all the Pareto optimal solutions for MOPs. This set of Pareto optimal solutions is the so-called Pareto set (PS) and the mapping of the PS to the objective space creates Pareto front (PF). What is more, it should be worth our attention that the structure of a PS emerges as a regularity property [12] : under mild conditions, in accordance with the Karush-Kuhn-Tucker (KKT) condition, it can be inferred that the PS of a continuous MOP forms a piece-wise continuous (m − 1)−dimensional manifold where m is the number of the objectives. In other words, the PS of a bi-objective optimization problem defines a piece-wise continuous curve, meanwhile the PS of a tri-objective optimization problem defines a piece-wise continuous surface.
Ideally, an efficient MOEA should make use of optimization problem specific knowledge to guide its search. Consequently, regularity properties can be employed in MOEAs to improve algorithm performance, and based on the property, the clustering learning-based mating restriction strategies are popular practices [9] - [11] .
Central to mating restriction is the generation of new trial solutions by performing the mating selection for each solution. Research has shown that in MOEAs, mating with similar individuals can improve the quality of new solutions and accelerate the convergence of algorithms [13] - [16] . This practice actually enhances the local search of the algorithm, and the main reason for the success of the local search mechanism is that the mechanism implicitly utilizes the connectivity and regularity property of a PS [17] . In general, the learningbased mating restriction strategies consist of three primary elements [9] , [10] :
• Local Exploitation. Clustering algorithms are applied to capture the manifold of a population to build a neighborhood relationship for each solution. Afterwards, the new trial solutions are generated by mating with neighboring solutions based on the neighborhood relationship. By local exploitation, the local mining ability of the algorithm is enhanced to ensure that the approximation solution can approximate the PS with high precision, and that the algorithm has sufficiently exploited the decision space.
• Global Exploration. Randomly selected solutions are mated with the current solution to generate promising solutions to ensure that the decision space has been favorably explored and that objective points are uniformly distributed on the PF.
• Mating Restriction Probability. The local exploitation and global exploration are balanced by setting the mating restriction probability. Many studies have focused on the research of mating restriction strategies in recent years. For instance, Zhang et al. coupled the learning process of a self-organizing map (SOM) with the evolution process of a MOEA, and proposed a self-organizing multi-objective evolution algorithm (SMEA) [9] . Sun et al. considered the non-stationary characteristics of evolutionary data and designed the environment selection operator by online clustering. Finally, a multiobjective evolutionary algorithm based on online clustering was proposed (OCEA) [10] . To achieve parameter adaptation in mating restrictions, some parameter adaptive strategies have been proposed to balance the local exploitation and global exploration of the MOEAs [11] , [20] . In addition, other learning-based mating restrictions from different perspectives have been designed for MOEAs [46] - [49] .
In spite of the many improvements that mating restrictions bring to the MOEAs, the studies on existing achievements in the area of research are dissatisfactory. Besides, the available clustering-based mating restriction strategies still have several defects. These defects can be summarized as follows [10] , [28] :
• For the population clustering.
The clustering algorithms in existing mating restrictions are inappropriate for the clustering of populations, that is, individuals in the same cluster are not neighbors to each other, especially for MOPs with complex PS structures. This is because that traditional clustering algorithms, for instance, the K-means [37] and EM [38] algorithms are built on the Euclidean distance space, and consequently fail in clustering irregular structure data. However, in practical applications, as the PS structure of the optimization problem is usually unknown, if an algorithm can better solve the MOP with complex PS, there will be an increased incentive to adopt the algorithm.
• For the multi-objective evolutionary optimization. Sources of mating selection are irrational for the available mating restrictions. There are two basic requirements in multi-objective optimization: convergence and diversity. In the mating selection of an identical cluster of a sub-population and the whole population, the full use of the regularity property of population has not been achieved. Although, good results in the convergence of the algorithm have been achieved, there is almost no active measure for the maintenance of population diversity, and only environmental selection is used for passive maintenance. Moreover, mating restrictions also require the setting of multiple control parameters, e.g., sharing radius [18] , candidate size [19] , and mating restriction probability [10] , [20] to be set. To solve the above problems, and inspired by the existing achievements, this paper proposes a spectral clustering based multi-source mating selection strategy (SMMS). The SMMS uses spectral clustering to detect population structure information, while utilizing the efficiency of effective new solutions to adaptively set the mating restriction probability, to balance local exploitation and global exploration. It is also possible to adaptively select external information exchange populations and integrate them into the S−metric selection evolutionary multi-objective optimization algorithm (SMS-EMOA) [7] framework. Finally, we propose a multi-objective evolutionary algorithm with self-adaptive multi-mating restrictions (SMMEA). The innovations of this paper are stated as follows:
-Spectral clustering is employed to capture the regularity property of population, which is conductive to deal with MOPs with complex PS or PF; -The regularity properties are fully considered, three mating sources are made for mating selection: the identical cluster, the adjacent cluster and the whole population. The solutions in the same sub-population (cluster) are applied to accelerate algorithm convergence, the adjacent cluster sub-population and the whole population actively extending the diversity of the population; -The efficiency of effective new solutions from each mating sources are applied to achieve the adaptive adjustment of the mating selections for each solution.
The rest of the paper is organized as follows. The motivation and related works of the proposed algorithm are introduced in Section II. Section III presents the proposed algorithm in details. Section IV presents the experimental results, and Section V provides discussions on SMMEA. Section VI concludes the paper with some remarks for future work.
II. MOTIVATION AND RELATED WORKS
In this section, we will briefly expound the spectral clustering which is used in the proposed algorithm, and concept underlying the improvement of mating restrictions.
A. THE SPECTRAL CLUSTERING
The spectral clustering algorithm is based on the spectral theory in graph theory [21] . The essence of spectral clustering is to transform the clustering problem into an optimal partitioning problem of graphs, a method that has a good application prospect in the clustering of complex structure data clustering. Spectral clustering enables the clustering of sample spaces of arbitrary shapes and converges to global optimum.
The graph theory-based clustering method transforms the data set to be clustered into a similarity graph G = (V , E). Where the vertex set V is the data point in the feature space, and the edge set E and its weight are the connection relationship and similarity degree between any two data
Algorithm 1: Spectral Clustering Based on Random Walk
Input : Data set: P; Gaussian similarity bandwidth: σ ; The number of graph neighbors: K G ;
The number of clusters: K S ; Output:
Clustering result: C = {C 1 , C 2 , · · ·, C K S }; 1 Structure similarity matrix W by the number of neighbors K G and degree matrix D, W , D ∈ R n×n ; 2 Calculate the random walk Laplacian matrix L:
The U is clustered by the K-means algorithm into clusters C 1 , · · ·, C K S ; 7 Return clustering results, C = {C 1 , C 2 , · · ·, C K S };
points [22] . Thus, the clustering problem can be transformed into the graph partitioning problem and solved. The resulting sub-graphs correspond to the clusters contained in the data set. It is the use of Point-to-point data are used to represent the relationship between data points, so compared with other methods, this type of method is more suitable than other methods for finding clusters with irregular shapes in the data set.
Spectral clustering has a long history. Since its introduction in [23] , spectral clustering has developed a number of specific implementation methods [24] - [27] . At present, the most popular spectral clustering method has three main types: spectral clustering algorithm based on the unnormalized Laplacian matrix [21] , symmetric Laplacian matrix [22] and random walk Laplacian matrix [28] . However, all of those spectral algorithms can be summarized by the following three main steps [29] :
Step1: Define a measure of the similarity of weights between calculated data points, and construct a similarity matrix Z that can describe the similarity of the data points.
Step2: Calculate the feature vectors corresponding to the first k eigenvalues of the similarity matrix Z , and construct new data feature spaces with these feature vectors.
Step3: The feature vectors in the feature vector space are clustered by K-means or other classical clustering algorithms.
In this paper, we use the spectral clustering based on random walk Laplacian matrix, which was proposed in the literature [29] . Random walk in graph theory is a random process, that is, jumps between vertices. In spectral clustering, the division of the graph ensures that random walk stays in the same cluster, and almost never travels to other clusters. Random walk can effectively overcome the shortcomings of sensitive initial values of traditional clustering, which makes clustering more efficient and accurate. Alg.1 gives the algorithm framework of spectral clustering based on random walk [21] , [28] .
B. MOTIVATIONS
Among the available genetic operators, such as crossover and mutation operators, most of them are designed for single-objective optimization algorithms and do not consider the regularity property of MOPs. However, in MOEAs, these operators are widely used. A few success of these operators has further led scholars to ignore the importance of designing specialized genetic operators for MOEAs.
Experiments have shown that the reproduction operators of the single-objective evolutionary algorithm randomly selects parent individuals from the whole population have a great potential to deviate from the PS and be inefficient when solving complex MOPs [20] , [39] . Therefore, in order to further improve the performance of MOEAs, it is necessary to make the designed algorithm sufficiently consider the regularity property of the problem in the running process to produce high-quality new solutions.
Relevant scholars have already recognized this problem, and research has also shown that in MOEAs, mating with similar individuals can improve the quality of new solutions and accelerate the convergence of algorithms. At present, some research achievements have been made in achieving local search between similar individuals by using mating restrictions. In addition, a mating restriction using similar solution reproduction is advantageous for improving the convergence of the algorithm, but ignores the consideration of population diversity and lacks effective improvement measures. Although the external information interactions from the whole population by random sampling are beneficial for improving the diversity of the population, deviation from the PS is possible at a later stage of the algorithm, which makes the evolutionary operation useless.
However, current cluster-based mating restrictions focus only on similar individual mating and ignore the nature of clustering. So-called clustering divides data samples into different clusters to achieve clustering results with high similarity within each cluster and low similarity between clusters. The process of obtaining the optimal clustering result, if embodied in a low-dimensional topology, uses low-density data regions to distinguish high-density data regions. Therefore, the individual distribution within a cluster is relatively dense, and the individual distribution between adjacent clusters is sparse, which inspires us with an idea for improving the diversity of the algorithm: increasing the interactions of individuals among adjacent clusters distributes new solutions near sparse regions, thereby increasing the population diversity. To illustrate the above, Fig.1 plots the reproduction of three mating sources based on the arithmetic hybrid reproduction operator. As shown by Fig.1 (a) , the PS is complex and nonconvex. To facilitate the demonstration, we construct three sub-population in disjointed clusters nearby the PS, which means that the population has good convergence. Fig.1 (b) shows that individuals in the same cluster are mated in the evolutionary operation, and the new solutions are still distributed in the vicinity of the PS. This also indicates that similar individual mating is conducive to the local exploitation of the population. Fig.1 (c) shows that the whole population is randomly sampled as parents and the resulting new solution deviates from the PS. Fig.1 (d) shows that mating among adjacent clusters, the new solutions are distributed in sparse regions between the two clusters, thereby actively improving the diversity of the algorithm.
So far, the relevant background of the algorithm proposed in this paper has been stated and analyzed. Next, we will detail the specific algorithm framework and its components. Notably, the strategy proposed in this paper is a general framework, that can be applied to other specific algorithms.
III. PROPOSED ALGORITHM
The multi-source mating selection strategy has a crucial impact on the performance of SMMEA. In this paper, we propose a SMMS method that aims to accelerate algorithm convergence and maintain population diversity, adaptively. In this section, we first introduce the SMMEA framework, then describe the SMMS in detail, and finally present the other components of the SMMEA.
A. THE FRAMEWORK OF SMMEA
SMMEA is formed by merging the SMMS into SMS-EMOA. Alg.2 gives the algorithm framework for SMMEA. In the initialization phase, first obtain an initial population P and set the initial mating restriction probabilities β 1 = β 2 = 0.5 (line 1). In the iterative process, an auxiliary population A is established that is equivalent to the population P (line 3). In line 4, spectral clustering is performed for the auxiliary population A is performed spectral clustering to obtain clustering results
{C K
}. For each solution x i , a mating pool Q i is constructed and the Q i has three sources: the identical cluster, the adjacent cluster and the whole population (line 6). Nevertheless, if the size of Q i is less than 2, the parent solutions are randomly sampled from the whole population. Based on the mating pool Q i , a new solution y i is generated for the current solution x i by using the differential evolution (DE) operator, and the population P is updated by using environmental selection (line7 -line8). Finally, renewal of mating restriction probabilities β 1 and β 2 of the next generation population are update by the efficiency of the new effective solutions in the last generation (line 10). Fig.2 shows the flow chart of SMMEA, which constitutes the multi-mating restrictions strategy in the large dashed box. In addition, the content outside the dashed box is equivalent to the SMS-EMOA algorithm. In the following section, the SMMS and other components of SMMEA are described in detail.
B. UPDATE OF THE MATING RESTRICTIONS PROBABILITIES
In SMMEA, the parent individuals can be selected from three sources for reproduction:
• Source I: a sub-population from the same cluster in which the current solution x is located;
• Source II: a sub-population from a cluster adjacent to the cluster of the current solution x;
• Source III: the whole population.
Algorithm 2: Framework of SMMEA Input : σ : Gaussian similarity bandwidth; K G : number of graph neighbors; K S : number of clusters; N : population size; T : maximum number of generations; Output:
population P; 1 Randomly initialized population P = {x 1 , · · · , x n }, set the initial mating restriction probabilities β 1 = β 2 = 0.5; 2 for t = 1, · · · , T do 3 Set the auxiliary population A = P; 4 Structure similarity graph and spectral clustering for A with K G and K S :
Set a mating pool Q i for each X i :
Where C K i denotes a set of all solutions in the same cluster as x i , rand denotes a uniformly distributed random number between [0, 1], and d (C K , x i ) denotes a set of all solutions that is the closest cluster to x i . 9 Generate a new solution:
Environmental Seclection: P = Select(P, y i ); 11 end 12 Update mating restriction probability based on reproduction utility β 1 and β 2 . 13 end 14 Return Population: P.
As mentioned before, Source I can improve the quality of new solutions, and accelerate the convergence of the algorithm. However, Source I will cause the population to lose diversity and fall into local convergence prematurely. Source II can actively improve the diversity of algorithms. However, in the early stage of an algorithm, the population structure does not match with the PS well, so its improvements to population diversity are not obvious. Source III can maintain population diversity, but its new solutions tend to deviate from the PS at the later evolutionary stage. For the above problems, we can infer that, to generate effective new solutions to improve the performance of the algorithm, it is crucial to select the source of the mating individuals. Therefore, we propose a strategy that uses the last generation of effective efficiency to adaptively mediate the next generation of mating restriction probabilities, as shown in Alg. sources. E ide\adj\who last denotes the efficiency of effective new solutions in the identical cluster, the adjacent cluster and the whole population, respectively. To ensure the fairness of the multi-mating restrictions, we set the multi-mating restrictions probabilities to 0.5 for the first generation.
C. GENERATE NEW SOLUTIONS
The new solution generation method used in the MOEA/D-DE [35] is directly applied in SMMEA. The process of generating a new solution generates an initial solution by the DE operator, and then apply the variation in the polynomial mutation operator is applied for the newly generated solution. To make the new solution feasible, the new solution is repaired according to the situation before and after the mutation operation. In Alg.3, F and CR are parameters of the DE operator, p m is the mutation probability, and η m is the distribution index of the mutation operation.
The SMMEA uses the DE operator because experiments prove that the DE operator is more conducive to solving the Algorithm 4: y i = Generate(x i , Q i , @DE) Input :
the current solution x i ; the mating pool Q i ; Output: a new solution y; 1 Randomly select two parents x 1 and x 2 from the mating pool Q i that are different from each other for the current solution x i , (i = 1, · · · , n); 2 Generate a new solution y = (y 1 , · · · , y n ) by: 4 where a i and b i are the lower and upper boundaries of variables x i . 5 Mutate the solution y i by: optimization problem with complex PS or PF [35] . It should be noted that other reproduction operators [36] can also be applied to the SMMEA.
D. ENVIRONMENT SELECTION
In Alg.2, the purpose of P = Select(P, y i ) is to preserve the newly generated effective solution, thereby updating the population. In the SMMEA, the population selection method based on the hypervolume metric proposed in the SMS-EMOA algorithm is used to update the population [7] . When the new solution y is generated, the population is updated once. The details of the update method are shown in Alg.5. In line 1 of Alg.5, P ∪ y i is divided into L different non-dominated fronts by the fast non-dominated sorting proposed in NSGA-II [4] , where the B 1 is the best front and the B L is the worst front. Then, the individual with the least amount of hypervolume in the worst front B L is found for removal (lines 2-3). Details of the calculation of hypervolume ϕ can be found in [7] .
IV. EXPERIMENTAL STUDY
To verify the performance of SMMEA, we compare the algorithm with state-of-the-art MOEAs that cover the main categories of MOEAs in the literature. The comparison algorithms are: a classic decomposition based MOEA with DE: MOEA/D-DE [35] ; a MOEA that explicitly uses the regularity property to create a mixed Gaussian model: RM-MEDA [39] , and an inverse Gaussian model based MOEA: IM-MOEA [40] ; one learning based MOEA: SMEA [20] ; a non-dominated sorting genetic algorithm: NSGA-II [4] and S-metric selection based MOEA: SMS-EMOA [7] . In order to achieve a fair comparison, the DE operator was used to replace the simulated binary crossover operators which was used in the original NSGA-II and SMS-EMOA. Correspondingly, the DE suffix is added to NSGA-II and SMS-EMOA in Table 2 and Table 3 , respectively. The SMEA uses a SOM to explore population distributions to guide similar individual reproduction, but subsequent experiments have demonstrate that its mating restriction is unreasonable and cannot exceed the SMMEA performance.
A. TEST PROBLEMS AND PERFORMANCE METRICS
In this paper, we particularly focus on MOPs with complex PS or PF. Thirty-four benchmark instances were selected from the MOPF1-F9 [35] , UF1-UF10 [41] , GLT1-GLT6 [42] , and WFG1-WFG9 [43] test suites. These test problems exhibit various characteristics such as a convex, concave, mixed, disconnected or degenerated PF and a multi-modal, biased, deceptive and nonlinear variable linkage PS that challenge the MOEA greatly [10] . The characteristics of the test problems are summarized in Table 1 .
The two basic requirements of MOEAs are convergence and diversity. The two performance metrics of inverted generational distance (IGD) [44] and hypervolume (HV) [45] can measure both diversity and convergence, and are widely used. This paper will also use these two metrics for algorithm performance evaluation.
For a MOP, suppose P * is a uniformly distributed set of objective points on a PF, and P is the approximation front (AF) obtained by the MOEA. The IGD metric has the following definition:
where d(x * , P) is the minimum distance between the objective point x * and all points in the set P, and |P * | is the number of points in the P * . Obviously, the true PF data for MOPs must be known when using the IGD metrics. The smaller the IGD indicator value is, the better P is. The hypervolume metric is defined as follows:
where a reference point is dominated by any objective point in the r = (r 1 , · · · , r m ) objective space, and VOL(·) is the Lebesgue measure. The HV metric is the volume of the objective space surrounded by all points in P with r as the boundary. When using the HV metric, it is necessary to set a reasonable reference point r first. The larger the HV indicator value is, the better the convergence and diversity of the AF corresponding to P. Since the PF of these test suites are known, we set the HV's reference point as 1.1 * maxPF[f 1 , · · ·, f m ].
B. EXPERIMENTAL SETTINGS
Parameter settings have a great influence on the performance of the algorithms. Therefore, we choose the best parameters in the original literature for each comparison algorithm. The specific parameters of each algorithm are set as follows: • Parameters of RM-MEDA -cluster number in local PCA: K = 5; -extension rate of sampling: φ = 0.25.
• Parameters of IM-MOEA -size of random group: L = 3; -number of reference vectors: K = 10.
• Parameters of SMEA -initial learning rate: τ = 0.7; -size of neighborhood mating pools: H = 5; -probability of mating restriction: β = 0.9. • Parameters of SMMEA -Gaussian similarity bandwidth: σ = 1; -number of nearest neighbors: K G = 6; -number of clusters: K S = 8. where NSGA-II-DE and SMS-EMOA-DE do not need special parameters, except for public parameters. For DE, if CR is 1, the DE operator is an invariant of any orthogonal coordinate rotation, which is beneficial for dealing with MOPs with a complex PS [35] .
C. COMPARISON STUDY
To verify the performance of SMMEA, we analyze the results of SMMEA and comparison algorithms from the statistical results, search efficiency and visual comparison respectively in the next subsections. Regarding the search efficiency and visual comparison, we select the GLT1-GLT6 test suites for representative analysis. Table 2 and Table 3 give the means and standard deviations of the IGD and HV metrics values obtained by MOEA/D-DE, RM-MEDA, IM-MOEA, SMEA, NSGA-II-DE, SMS-EMOA-DE, and SMMEA in the 30 independent runs for all test suites. As a result of the Wilcoxon rank sum test, a † labeled in back of a result denotes that the compared algorithm is outperformed by SMMEA; in contrast, a § means that SMMEA is outperformed by the compared algorithm; while a ≈ means that there is no statistically significant difference between the results obtained by SMMEA and the compared algorithm. The best statistical results are highlighted. Table 2 shows that MOEA/D-DE, RM-MEDA, IM-MOEA, SMEA, NSGA-II-DE, SMS-EMOA-DE, and SMMEA respectively obtain 3, 2, 2, 0, 3, 2, and 22 optimal IGD average metric values, and Table 3 shows that each algorithm obtains 1, 2, 2, 1, 2, 4, and 22 best HV average metric values. Among the 68 comparisons of all other comparison algorithms, based on the Wilcoxon rank sum test at the 5% significance level, SMMEA obtained 49, 45, 50, 56, 44, and 46 average values significantly better than the IGD and HV metrics, respectively.
1) STATISTICAL ANALYSIS
Specifically, for MOEA/D-DE, RM-MOEA, and IM-MOEA, although these algorithms inexplicitly or explicitly use the connectivity and regularity property of the PS, in addition to obtaining the optimal value on a few test suites, SMMEA demonstrates advantages in almost all test suites. The performance of SMEA, although the clustering algorithm is also used to establish the mating restriction, is far less than that of SMMEA. The main reasons for this result are that the clustering algorithm is not suitable in SMEA and the mating selection is considered insufficiently. In addition, there are several adjustment parameters in SMEA, which also causes a poor performance. For NSGA-II-DE and SMS-EMOA-DE, because these algorithms ignore the regularity property, they are not ideal for solving complex PS or PF test suites. Especially for SMS-EMOA-DE, we make full use of the regularity property to structure mating restrictions in SMMEA, which has significant improvements on SMS-EMOA-DE. In short, the best average metric value and the Wilcoxon rank sum test show that SMMEA has the best final solutions for MOPF1-F9, UF1-UF10, GLT1-GLT6, and WFG1-WFG9 test suites.
2) SEARCH EFFICIENCY
To study the search efficiency of SMMEA, Fig.3 plots the average population IGD metric values, as well as the evolutionary process in 30 independent solutions for each test of GLT. As seen in the figure, in addition to GLT5, for all other GLT test suites, SMMEA reaches the lowest average IGD metrics values as quickly as possible. For GLT5, SMMEA is only slightly slower than MOEA/D-DE, but can still obtain the minimum IGD value. In contrast, although NSGA-II and SMS-EMOA attempt to improve their performance by using the DE operator, these algorithms prematurely enter local convergence due to their neglected rule characteristics, resulting in a poor performance. In summary, SMMEA has the best search efficiency for GLT1-GLT6 test suites.
3) VISUAL COMPARISON
To further characterize the performance of the SMMEA, Fig.4 plots the representative AFs for the median IGD values obtained when MOEA/D-DE, RM-MEDA, SMEA and SMMEA are solved for GLT1-GLT6. Fig.4 (a) shows that MOEA/D-DE has good convergence for the GLT test set, but its diversity is poor, and its AFs cannot evenly cover the whole PF, especially for GLT5 and GLT6. For RM-MEDA, Fig.4 (b) shows that the representative AFs of GLT2 and GLT3 have good convergence and uniformity, but the AFs on other test suites are poorly matched to real PFs. Fig.4 (c) and Fig.4 (d) demonstrate that, although SMEA uses mating constraints to improve the performance of the algorithm, the diversity is significantly inferior to that of SMMEA. This is not only because the chosen clustering algorithm is inappropriate, but also because of a lack of the necessary diversity for active enhancement strategies. These result also shows that SMMEA has a substantial effect on the improvement of the algorithm.
In summary, through statistical comparison of performance metrics values, convergence velocity observations and visual comparison, it can be concluded, that compared to MOEA/ D-DE, RM-MEDA, IM-MOEA, SMEA, NSGA-II-DE, and SMS-EMOA-DE, for MOPs with a complex PS or PF shape, SMMEA has the best solution performance.
V. MORE DISCUSSIONS A. SENSITIVITY TO CONTROL PARAMETERS
This section analyzes the sensitivity of SMMEA's performance to parameters. The GLT test suites are used as the solution object. Each SMMEA algorithm with different parameters calculates each test suite 20 runs and analyzes the statistical results of the performance metrics values.
In SMMEA, only the clustering parameters need to be analyzed, that is, the neighbors number of similarity graph K G , the cluster number K S and the Gaussian similarity bandwidth σ , where the number of neighbors K G and the number of clusters K S are two interrelated parameters. therefore, Fig.5 shows that, for the three test suites GLT2, GLT4 and GLT6, the solution results are relatively stable. However, when the number of neighbors and clusters is small, the results of the GLT1, GLT3 and GLT5 test suitess are poor. This is because the regularity property of the population cannot be effectively captured, resulting in poor performance of the algorithm. Based on the above analysis, we conclude that we should choose a larger value for the parameters K G and K S .
The Gaussian similarity bandwidth σ is the most important control parameter for the similarity measure between individuals. Fig.6 plots the mean values and standard deviations of the IGD metric values of approximated fronts obtained by SMMEA with σ = 0.2, 0.5, 0.8, 1, 2, 5 values and 20 independent runs on GLT1-GLT6. Except for σ = 1, the performance of GLT4 is not good, and other σ values have little effect on the performance of GLT1-GLT6. Fig.5 and Fig.6 illustrate that the SMMEA is not particularly sensitive to the value of the control parameters. The algorithm has good robustness, but the most appropriate parameter value should be related to the problem.
B. THE MATING RESTRICTION PROBABILITIES
To reveal the validity of the mating restriction probability update strategy, the β 1 and β 2 values are tracked with the evolutionary generations as the algorithm is run. The initial mating restriction probabilities β 1 and β 2 are set to 0.5 to ensure the fairness of the three mating sources. Fig.7 plots the change in the median IGD metric value of SMMEA when solving the GLT test suites. The curve in the figure shows that in the initial stage of evolution, the new solutions generated by similar solutions in the same cluster have a dominant position. That is, the algorithm is in an accelerated convergence state, and the β 1 value is large at this time. With the evolution of the algorithm, the efficiency of the effective new solutions generated by similar individuals is gradually reduced. At this time, the algorithm is in the diversity expansion stage, that is, the β 1 value is also decreasing. We find that the change in β 2 is relatively stable. For different tests, the appropriate external information exchange population should be chosen to improve the diversity of the algorithm from the adjacent cluster and the whole population.
From Fig.7 , it can be inferred that the multi-mating restriction probability update strategy is scientific and reasonable, and is beneficial for improving the performance of SMMEA.
VI. CONCLUSION
Considering the existing clustering-based mating restrictions, we use spectral clustering to capture the regularity property of a population to achieve cluster analysis of a complex PS. Based on the clustering results, we adaptively choose one of three mating sources, which consider the algorithm convergence and the population diversity. Furthermore, a SMMS is designed to balance the local exploitation and global exploration of the population with the self-adaptive mating restriction probabilities. In addition, the SMMS is merged into the S−metric selection evolutionary multi-objective optimization algorithm (SMS-EMOA). Finally, a spectral clustering based multi-source mating selection multi-objective optimization algorithm (SMMEA) is proposed.
The experimental study showed that spectral clustering can address a complex PS well. The comparison against six state-of-the-art MOEAs, which cover the main categories of MOEAs in the literature, showed that SMMS can indeed improve the search effectiveness to accelerate algorithm convergence and make full use of regularity properties to maintain population diversity. The seven algorithms solve a series of standard test suites with a complex PS or PF. Systematic experimental studies have revealed that SMMEA exhibits a significantly better performance than the comparison algorithm when solving GLT1-GLT6, MOPF1-MOPF9, UF1-UF10 and WFG1-WFG9 test suites.
In addition, we should note that SMMEA does not really achieve complete parameter adaptation, so our next research direction will be to achieve nonparameters in mating restrictions and make the algorithm truly self-adaptive.
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