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A GENERALIZATION OF EXTENDED AFFINE LIE
ALGEBRAS
Malihe Yousofzadeh1
ABSTRACT. We introduce a new class of possibly infinite dimensional
Lie algebras and study their structural properties. Examples of this new
class of Lie algebras are finite dimensional simple Lie algebras containing
a nonzero split torus, affine and extended affine Lie algebras. Our results
generalize well-known properties of these examples.
0. Introduction
In 1985, Saito [Sa] introduced the notion of an extended affine root system
which is a nonempty subset R of a finite dimensional real vector space V,
equipped with a positive semidefinite bilinear form (·, ·), satisfying certain
axioms. Following [Az2], we call them Saito’s extended affine root systems
or SEARSs for short. In 1990, Hφegh-Krohn and Torresani [H-KT] intro-
duced a new class of Lie algebras over the field of complex numbers. The
basic features of these Lie algebras are the existence of a non-degenerate
symmetric invariant bilinear form, a finite dimensional Cartan subalgebra,
a discrete root system and the ad-nilpotency of the root spaces attached
to non-isotropic roots. In 1997, Allison, Azam, Berman, Gao and Pianzola
[AABGP] called these Lie algebras extended affine Lie algebras (or EALAs
for short). The subalgebra of an EALA generated by its non-isotropic root
spaces, called the core, plays a very important role in the study of EALAs.
Namely, up to the choice of a certain derivation and a 2-cocycle, an EALA
is determined by its core modulo center, called the centerless core [N1,2]. In
[BGKN], [BGK], [AG] and [Yo1], the authors give a complete description of
the centerless cores of reduced extended affine Lie algebras (see also [Az1]).
In [AABGP], the authors take the properties of the root system of an
EALA as axioms for the new notion of an extended affine root systems or
EARS for short. The non-isotropic roots of an EARS form a SEARS, but
not all SEARS arise in this way. In fact, there is a one to one correspondence
between reduced SEARS and non-isotropic parts of EARSs [Az2].
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There had been several attempts to construct classes of Lie algebras with
SEARSs as their root systems [Sa, Ya1, SaY, Ya2]. But the sets of non-
isotropic roots corresponding to all such constructed Lie algebras are re-
duced.
In 2004, Yoshii [Yo2] introduced the notion of a (∆, G)−graded Lie al-
gebra, ∆ a finite irreducible root system and G an abelian group. These
provide examples of Lie algebras with not necessarily reduced SEARSs as
their root systems. Also in [AKY], the authors axiomatically introduced a
class of possibly infinite dimensional Lie algebras over a field of characteristic
zero called toral type extended affine Lie algebras. The non-isotropic roots
of a toral type extended affine Lie algebra form a not necessarily reduced
SEARS. Roughly speaking, they replace the existence of a Cartan subalge-
bra in the axioms of an EALA with the existence of a nonzero split torus.
This then allows the existence of divisable roots for the corresponding root
systems.
We introduce a class T of Lie algebras whose axioms are a modified version
of axioms introduced in [AKY]. The main purpose of this work is to study
the Lie algebras in the class T along the lines one has studied EALAs. In
Section 1, we introduce the axioms for the Lie algebras in T and investigate
the basic properties of the algebras. In Section 2, we study the core Lc of a
Lie algebra L ∈ T . We prove that Lc is a (∆, G)−graded Lie algebra. We
also describe a loop construction of Lie algebras in T which satisfy a division
property (see subsection 2.2). We conclude the section with an example of
a Lie algebra in T of type C and of arbitrary nullity, with non-isotropic
root spaces having dimension greater than 1, a phenomenon which does not
happen for EALAs. In Section 3, we study the elements in T of nullity
zero. We find a necessary and sufficient condition for a Lie algebra to be an
element of T of nullity zero. We also show that the class T is a generalization
of the class of finite dimensional simple Lie algebras containing a nonzero
split torus. In the appendix we recall the definition of a toral type extended
affine Lie algebra. We prove that a Lie algebra in T satisfies the axioms of
a toral type extended affine Lie algebra.
1. A new class of infinite dimensional Lie algebras
Throughout this work F is a field of characteristic zero. Unless otherwise
mentioned, all vector spaces are considered over F. In the present paper,
we denote the dual space of a vector space V by V ⋆. If a finite dimensional
vector space V is equipped with a non-degenerate symmetric bilinear form,
then for α ∈ V ⋆, we take tα to be the unique element in V representing α
through the form. Also for an algebra A, Z(A) denotes the center of A. We
refer to a finite root system as a subset ∆ of a vector space so that 0 ∈ ∆
and ∆ \ {0} is a finite root system in the sense of [Bo]. For a finite root
system ∆, we set ∆× := ∆ \ {0} and ∆red := {0} ∪ {α ∈ ∆ | α/2 6∈ ∆}.
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Also we make the convention that for a finite root system all roots are short
if only one root length occurs.
Definition 1.1. Let L be a Lie algebra. A nontrivial subalgebra H of L is
called a split toral subalgebra or a split torus if
L =
⊕
α∈H⋆
Lα, where Lα = {x ∈ L | [h, x] = α(h)x for all h ∈ H}.
One can see that a split toral subalgebra is abelian.
As all toral subalgebras [Se, §I.1] occurring in this paper are split, in the
sequel, in place of saying split toral subalgebra, we say toral subalgebra.
Now let H be a finite dimensional toral subalgebra of a Lie algebra
L = ⊕α∈H⋆ Lα equipped with a non-degenerate symmetric invariant bi-
linear form (·, ·) such that the form (·, ·) restricted to H is non-degenerate.
Then the Jacobi identity implies that [Lα,Lβ] ⊆ Lα+β for all α, β ∈ H⋆ and
the invariance of the form implies that for α, β ∈ H⋆,
(1.2) (Lα,Lβ) = 0 unless α+ β = 0.
We call R := {α ∈ H⋆ | Lα 6= {0}}, the root system of L with respect to H.
We will transfer the form from H to H⋆ by requiring (α, β) := (tα, tβ) for
any α, β ∈ H⋆. This allows us to define
R× := {α ∈ R | (α,α) 6= 0} and R0 := {α ∈ R | (α,α) = 0}.
The elements of R× and of R0 are called non-isotropic and isotropic roots
of R.
Definition 1.3. The subalgebra Lc of L generated by the root spaces Lα,
α ∈ R×, is called the core of L. Following [AY, §5], we call Lcc := Lc/Z(Lc)
the centerless core of L. The algebra L is called tame if Lc contains its
centralizer in L, namely CL(Lc) ⊆ Lc.
It follows from the finite dimensionality of H and the non-degeneracy of
the form on H and on L0 that L0 = H ⊕ H⊥, where H⊥ = {x ∈ L0 |
(h, x) = 0 for all h ∈ H}. So for α ∈ R, x ∈ Lα and y ∈ L−α, we have
[x, y] = tx,y + hx,y for some tx,y ∈ H and hx,y ∈ H⊥. Put
(1.4) Hα := spanF{hx,y | x ∈ Lα, y ∈ L−α}, α ∈ R.
Now let α ∈ R, x ∈ Lα, y ∈ L−α and h ∈ H. Then
(h, tx,y) = (h, [x, y]) = ([h, x], y) = α(h)(x, y) = (tα, h)(x, y)
= ((x, y)tα, h).
Since the form is symmetric and non-degenerate on H, we conclude that
tx,y = (x, y)tα. So
(1.5)
[x, y] = (x, y)tα + hx,y; α ∈ R, x ∈ Lα, y ∈ L−α and
if 0 6= α, x ∈ Lα, y ∈ L−α and [x, y] = tα, then (x, y) = 1.
4 A GENERALIZATION OF EXTENDED AFFINE LIE ALGEBRAS
Definition 1.6. We denote by T the class of all triples (L, (·, ·),H) satisfying
the following six axioms:
(T1) L is a Lie algebra over F equipped with a non-degenerate symmetric
invariant bilinear form (·, ·).
(T2) H is a finite dimensional toral subalgebra of L such that (·, ·)|H×H
is non-degenerate. Let R be the root system of L with respect to H.
(T3) For δ ∈ R0, there exist x ∈ Lδ and y ∈ L−δ such that [x, y] = tδ.
Also for each α ∈ R× and 0 6= x ∈ Lα, there exists y ∈ L−α such that
[x, y] = tα.
We point out that the conditions on R× and on R0 are not symmetric.
More precisely (T3) requires that every 0 6= x ∈ Lα, α ∈ R×, is part of an
sl2−triple while for α ∈ R0 only the existence of certain elements is required.
(T4) If α ∈ R× and xα ∈ Lα, then adLxα acts locally nilpotently on L.
(T5) R is irreducible, in the sense that it satisfies the following two
conditions:
(a) R× cannot be written as a disjoint union of two orthogonal nonempty
subsets of R×.
(b) For δ ∈ R0 there exists α ∈ R× such that α+ δ ∈ R.
(T6) Λ := 〈R0〉 = spanZ(R0) is a free abelian group of finite rank (we
consider {0} as a free abelian group of rank 0).
When (·, ·) and H are fixed, we denote a triple (L, (·, ·),H) ∈ T by L. For
L ∈ T with root system R, the rank of Λ = 〈R0〉 is called the nullity of L.
Axioms (T1)− (T6) are a modified version of axioms of the class of toral
type extended affine Lie algebras introduced in [AKY].
Now let (L, (·, ·),H) satisfy (T1)− (T4). Then (1.5) together with axiom
(T3) gives:
(1.7) [Lα,L−α] = Ftα ⊕Hα, α ∈ R
For α ∈ R×, set hα := 2tα/(tα, tα). Then by (T3), there exist e±α ∈ L±α
such that (eα, hα, e−α) is an sl2-triple, that is [hα, eα] = 2eα, [hα, e−α] =
−2e−α and hα = [eα, e−α]. Now let α ∈ R×. The reflections wα ∈ GL(H⋆)
and wˇα ∈ GL(H) are defined by
wα(β) = β − 2(β,α)(α,α) α, β ∈ H⋆
wˇα(h) = h− 2(h,tα)(tα,tα) tα, h ∈ H.
Using (T4), for t ∈ F\{0} we can define an automorphism of L by exp(adteα) :=∑∞
k=0 ((adteα)
k/k!). So for α ∈ R× and t ∈ F \ {0}, we have
θα(t) := exp(ad(teα))exp(ad(−t−1e−α))exp(ad(teα)) ∈ Aut(L).
One can easily check that for α ∈ R×, h ∈ H and t ∈ F \ {0},
(1.8) θα(t)(h) = wˇα(h).
Proposition 1.9. Let L satisfy (T1)− (T4). Then for α ∈ R× and β ∈ R,
we have
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(i) θα(t)(Lβ) = Lwα(β).
(ii) 2(β, α)/(α,α) ∈ Z.
(iii) dim(Lα) = dim(L−α).
Proof. Parts (i) and (ii) can be seen using the same arguments as in [MP,
Proposition 4.1.4] and [AABGP, Proposition I.1.29] respectively.
(iii) By part (i), we have θα(1)(Lα) = Lwα(α) = L−α. So dim(Lα) =
dim(L−α). 
For the further study of the algebras in T , we need to assume one more
axiom. Let (L, (·, ·),H) satisfy (T1) − (T5). Since 0 ∈ R0, (T5)(b) implies
that R× 6= ∅. So there exist α ∈ R× and k ∈ F such that k(α,α) = 1. By
rescaling the form if necessary, we may assume that there exists α ∈ R×
such that (α,α) = 1. Then by Proposition 1.9(ii) and (T5)(a), we get
(1.10) (γ, β) ∈ Q for all β ∈ R, γ ∈ R×.
In the following proposition, we record several important consequences of
axioms (T1)− (T5).
Proposition 1.11. Let L satisfy (T1)− (T5). Then
(i) (R,R0) = {0}.
(ii) (α, β) ∈ Q for all α, β ∈ R.
(iii) For α ∈ R, we have tα ∈ Lc. Moreover tδ ∈ Z(Lc) for all δ ∈ R0.
(iv) For α, β, γ ∈ R× with β + γ 6= 0, we have Hα ⊆ Lc and (Hα,Lβ) =
0 = (Hα, [Lβ,Lγ ]).
(v) For β ∈ R and α ∈ R×, there exist d, u ∈ Z≥0 such that d − u =
2(β, α)/(α,α) and for each n ∈ N, β+nα ∈ R if and only if −d ≤ n ≤ u.
(vi) For β ∈ R and α ∈ R×, −4 ≤ 2(β,α)(α,α) ≤ 4.
(vii) Lc is a perfect ideal of L.
(viii) Z(Lc) = rad(·, ·)|Lc×Lc and L⊥c = CL(Lc) where L⊥c := {x ∈ L |
(x,Lc) = 0}.
(ix) Z(Lc) ⊆
⊕
δ∈R0 Lδ.
(x) L is tame if and only if L⊥c = Z(Lc).
Proof. (i) We first prove (R×, R0) = {0}. Suppose to the contrary that
α ∈ R×, δ ∈ R0 and (α, δ) 6= 0. Since (T3) holds, one can use the same
argument as in the proof of [AABGP, Lemma I.1.30] to show that α+nδ ∈ R
for infinitely many n ∈ Z. But at most for one n, α + nδ ∈ R0. So by
(1.10) and Proposition 1.9, (δ, α + nδ), (α + nδ, α + nδ) ∈ Q and 2(δ, α +
nδ)/(α + nδ, α + nδ) ∈ Z for infinitely many n ∈ Z which is impossible.
Thus (R×, R0) = {0}. Now using this and (T5)(b), it follows easily that
(R0, R0) = {0}.
(ii) Immediately follows from part (i) and (1.10).
(iii) By (T3), we have tα ∈ Lc for α ∈ R×. Now if δ ∈ R0, then by
(T5)(b) and part (i) there exists α ∈ R× such that α+ δ ∈ R×. So we have
tα + tδ = tα+δ ∈ Lc. But tα ∈ Lc and so tδ ∈ Lc. The last statement follows
from part (i).
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(iv) Let x ∈ Lα and y ∈ L−α. Using (1.5), we have [x, y] = (x, y)tα+hx,y
and so part (iii) gives that hx,y ∈ Lc. Thus Hα = spanF{hx,y | x ∈ Lα, y ∈
L−α} ⊆ Lc. For the second statement note that hx,y ∈ L0, so for b ∈ Lβ, we
have
(hx,y, b) = (hx,y,
1
2
[hβ , b]) =
1
2
([hx,y, hβ ], b) =
1
2
(0, b) = 0.
Thus (Hα,Lβ) = 0. Now suppose x ∈ Lα, y ∈ L−α, a ∈ Lβ and b ∈ Lγ .
Using (1.2), we have
(hx,y, [a, b]) = ([hx,y, a], b) ∈ (Lβ ,Lγ) = 0.
In other words (Hα, [Lβ ,Lγ ]) = 0.
(v) See [AKY, Proposition 1.7(a)].
(vi) Since we have already assumed (α,α) = 1 for some α ∈ R×, we
have (γ, γ) > 0 for all γ ∈ R× [AKY, Proposition 1.8]. Now use the same
argument as in [AABGP, Lemma I.2.6].
(vii) We know that L = ⊕α∈RLα =
∑
α∈R× Lα ⊕
∑
α∈R0 Lα. So we have
(1.12) Lc =
∑
α∈R×
Lα ⊕
∑
α, β ∈ R×
α + β ∈ R0
[Lα,Lβ].
Now using part (iii), we are done.
(viii) One can see this, using the same argument as in [BGK, Lemma
3.6].
(ix) It follows from (1.12) that
(1.13) Lc = ⊕α∈R(Lα ∩ Lc) and Z(Lc) = ⊕α∈R(Z(Lc) ∩ Lα).
Now let α ∈ R× and x ∈ Z(Lc)∩Lα, then part (i) together with (1.2) gives
that (x,Lβ) = 0 for all β ∈ R. So the non-degeneracy of the form implies
that x = 0. Using (1.13), we have Z(Lc) ⊆
⊕
δ∈R0 Lδ.
(x) This follows from part (viii). 
Now for L ∈ T , denote by VQ the Q−span of the root system R of L and
set V := R⊗Q VQ. Using Proposition 1.11(ii), one can get, in a natural way,
an induced real valued form on V denoted by (·, ·)R. Now identify VQ as a
subset of V. In the appendix we prove the following theorem:
Theorem 1.14. Let L ∈ T with root system R. Then (R, (·, ·)R) is an
extended affine root system in V in the sense of [AKY] (see the Appendix).
2. The structure of Lc
In 1992, Berman and Moody [BM] introduced the class of ∆−graded Lie
algebras. They classified the Lie algebras graded by irreducible simply-laced
finite root systems of rank ≥ 2, i.e. root systems of type Aℓ(ℓ ≥ 2), Dℓ(ℓ ≥
4), E6, E7, E8. In 1996, Benkart and Zelmanov [BZ] did the classification
for the remaining reduced types namely for types A1, Bℓ, Cℓ, F4 and G2.
Finally, Allison, Benkart and Gao generalized the concept of ∆−graded Lie
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algebras to non-reduced types [ABG]. A Lie algebra graded by an irreducible
finite root system ∆ consists of a finite dimensional split simple Lie algebra
which is of type ∆ if ∆ is reduced and of type B,C or D if ∆ is non-reduced.
In [Yo2], Yoshii considered ∆−graded Lie algebras whose corresponding
finite dimensional split simple Lie subalgebras are of type ∆red. Yoshii’s
concept comes from the theory of EALAs, namely, the core of an EALA
is a ∆−graded Lie algebra in the sense of Yoshii [Az1, AG]. Yoshii also
introduced (∆, G)−graded Lie algebras, ∆ an irreducible finite root system
and G an abelian group [Yo2]. In this section we prove that the core of an
element in T is a (∆, G)−graded Lie algebra for an irreducible finite root
system ∆ and a free abelian group G. Similar to [AABGP, Chapter III, §1],
we also give a general construction of elements in T which satisfy a division
property, starting from a Lie algebra G satisfying certain properties. In fact
we prove that if L ∈ T satisfies this division property, then G is isomorphic
to Lcc. Throughout this section ∆ is an irreducible finite root system and
G is an abelian group.
2.1. (∆, G)−graded Lie algebras. Let g be a finite dimensional split sim-
ple Lie algebra over F with a splitting Cartan subalgebra h and root system
∆red so that g has a root space decomposition g = ⊕µ∈∆redgµ with h = g0.
Definition 2.1. Let g and h be as above. A ∆−graded Lie algebra L over
F with grading pair (g, h) is a Lie algebra satisfying the following conditions:
(i) L contains g as a subalgebra,
(ii) L = ⊕µ∈∆Lµ, where Lµ = {x ∈ L | [h, x] = µ(h)x for all h ∈ h},
(iii) L0 =
∑
µ∈∆× [Lµ,L−µ].
Definition 2.2. A ∆−graded Lie algebra L = ⊕µ∈∆Lµ with grading pair
(g, h) is called (∆, G)−graded if L = ⊕g∈GLg is a G−graded Lie algebra
such that g ⊆ L0 and supp(L) := {g ∈ G | Lg 6= {0}} generates G. Since
g ⊆ L0, Lg is an h−module for g ∈ G and by [MP, Proposition 2.1] we have
L = ⊕µ∈∆ ⊕g∈G Lgµ where Lgµ := Lg ∩ Lµ for g ∈ G and µ ∈ ∆.
Definition 2.3. Let L = ⊕µ∈∆ ⊕g∈G Lgµ be a (∆, G)−graded Lie algebra
with grading pair (g, h). L is called a division (∆, G)−graded Lie algebra
if for each µ ∈ ∆×, g ∈ G and 0 6= x ∈ Lgµ, there exists y ∈ L−g−µ such
that [x, y] = tµ(mod Z(L)). A division (∆,Zn)−graded Lie algebra L with
dimF(Lσµ) ≤ 1 for all σ ∈ Zn and µ ∈ ∆× is called a Lie n−torus or simply
a Lie torus.
Now let L ∈ T with root system R and nullity ν, then by Theorem
1.14, (R, (·, ·)R) is an extended affine root system in V = R ⊗Q VQ. Take
V0 to be the radical of the form (·, ·)R, V¯ = V/V0 and − : V −→ V¯ to
be the canonical map. By [AKY, §2], the image R¯ of R under −, is an
irreducible finite root system in V¯ . We fix a choice of a fundamental system
{α¯1, . . . , α¯ℓ} for R¯. Also for each i, we fix a preimage α˙i in R of α¯i under −.
Then there exists an irreducible finite root system R˙ with base {α˙1, . . . , α˙ℓ}
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in V˙ := spanR{α˙i}ℓi=1 such that R˙ is isomorphic to R¯ and R˙red ⊆ R. Also
V = V˙ ⊕ V0 and R0 = R ∩ V0. The rank and the type of L is defined to be
the rank and the type of R˙. Let R˙sh, R˙lg and R˙ex be the set of short, long
and extra long roots of R˙, respectively. Set
S := {δ ∈ V0 | δ + R˙sh ⊆ R}, L := {δ ∈ V0 | δ + R˙lg ⊆ R}, if R˙lg 6= ∅,
and E := {δ ∈ V0 | δ + R˙ex ⊆ R}, if R˙ex 6= ∅.
Then S,L are semilattices in V0 and E is a translated semilattice in V0 (see
[AABGP, Chapter II] for the terminology). Choose a fixed subset {δj}νj=1
of S such that V0 = ∑νj=1Rδj [AABGP, Proposition II.1.11]. Now set
H˙ :=∑ℓi=1 Ftα˙i and H0 :=∑νj=1 Ftδj . By Proposition 1.11(iii), we have
(2.4) H0 ⊆ Z(Lc) and H˙ ⊕ H0 ⊆ Lc.
If α˙ ∈ R˙red ⊂ R×, then by (T3) there exist e±α˙ ∈ L±α˙ such that (eα˙, hα˙, e−α˙)
is an sl2-triple. Also we know that for 1 ≤ i ≤ ℓ, α˙i ∈ R˙red ⊆ R×, so we can
define
(2.5) G˙ := subalgebra of Lc generated by {e±α˙i}ℓi=1.
For 1 ≤ i, j ≤ ℓ, put ci,j := α˙j(hα˙i). Since by axiom (R4) (see Appendix,
Definition 4.1), α˙j+(−ci,j+1)α˙i 6∈ R for 1 ≤ i, j ≤ ℓ, the following relations
are satisfied in G˙ :
(2.6)
[hα˙i , hα˙j ] = 0, [hα˙i , eα˙j ] = ci,jeα˙i , [hα˙i , e−α˙j ] = −ci,je−α˙i ,
[eα˙i , e−α˙j ] = δi,jhα˙i , θ
+
i,j = 0, θ
−
i,j = 0,
1 ≤ i, j ≤ ℓ
where θ+i,j = (adeα˙i)
−ci,j+1(eα˙j ) and θ
−
i,j = (ade−α˙i)
−ci,j+1(e−α˙j ). Set C :=
(ci,j)1≤i,j≤ℓ, then C is the Cartan matrix corresponding to R˙red and by
Serre’s Theorem (see e.g. [MP, Proposition 4.3.3, Theorem 4.6.4]) G˙ is a
finite dimensional split simple Lie algebra. Moreover {hα˙i}ℓi=1 is a linearly
independent subset of H which forms a basis for a splitting Cartan subalge-
bra of G˙. Therefore we have the following theorem:
Theorem 2.7. G˙ is a finite dimensional split simple subalgebra of Lc with
root system R˙red and splitting Cartan subalgebra H˙ = ⊕ℓi=1Fhα˙i .
With the same notations as before, the following lemma holds:
Lemma 2.8. Let L ∈ T , then the form (·, ·) restricted to H˙ is non-degenerate.
Proof. Let α˙ ∈ R˙red. By Theorem 2.7, G˙α˙ ⊆ Lα˙. Also, it is known from
the finite dimensional theory that 0 6= [G˙α˙, G˙−α˙] ⊆ H˙. So (1.5) together
with the fact that dim(G˙α˙) = dim(G˙−α˙) = 1 implies that there exist x ∈ G˙α˙
and y ∈ G˙−α˙ so that 0 6= [x, y] = (x, y)tα˙. This means that the form (·, ·)
restricted to G˙ is nontrivial and so is non-degenerate [MP, Exercise 1.7].
Also since G˙ is a finite dimensional split simple Lie algebra, it is central
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simple. So the form on G˙ is a non-zero scalar multiple of the Killing form.
Therefore (·, ·)|H˙×H˙ is non-degenerate. 
Remark 2.9. Since tα˙ ∈ H˙ =
∑ℓ
i=1 Ftα˙i for all α˙ ∈ R˙ ⊆ H⋆, the unique
element in H˙ representing α˙ through the form restricted to H˙ is the same
as the unique element in H representing α˙ through the form on H.
Since dim(H) <∞,H0 ⊆ H and (H˙⊕H0,H0) = 0, there exists a subspace
D of H such that
(2.10)
dimD = dimH0,
(H˙ ⊕D,D) = 0 and,
the form is non-degenerate on H˙ ⊕ H0 ⊕D.
Let W be the orthogonal complement on H˙ ⊕H0 ⊕D in H with respect to
the form, then
(2.11) H = H˙ ⊕ H0 ⊕D ⊕W and L0 = H˙ ⊕ H0 ⊕D ⊕W ⊕H⊥.
Lemma 2.12. With the above notations we have
(i) W ⊆ Z(L) ⊆ CL(Lc).
(ii) Lc ∩H = H˙ ⊕ H0 and Z(Lc) ∩H = H0.
(iii) If L is tame, then W = 0.
Proof. (i) Let h ∈ W and α ∈ R, then (tα, h) ∈ (H˙ ⊕ H0,W ) = 0. So if
x ∈ Lα, then [h, x] = α(h)x = (tα, h)x = 0 which implies W ⊆ Z(L).
(ii) Let d ∈ D,w ∈W and d+w ∈ Lc. By (i) and Proposition 1.11(viii),
(W,w) = (W,w+ d) = {0}, so w ∈ H⊥∩W = {0}. This together with (1.5)
and (2.11) implies that d = 0. Therefore (D+W )∩Lc = {0} and then (2.4)
implies that Lc∩H = H˙⊕H0. For the second statement, it is enough to show
H˙∩Z(Lc) = {0} as by (2.4), H0 ⊆ Z(Lc). If x ∈ H˙∩Z(Lc), then Proposition
1.11(viii) implies that (x,Lc) = {0}, hence we have (x, H˙) = {0}. But the
form is non-degenerate on H˙, so x = 0.
(iii) If L is tame, then by part (i) and Proposition 1.11(viii), W ⊆
CL(Lc) = L⊥c = Z(Lc). Therefore W ⊆ Lc ∩L⊥c and so (W,W ) = 0. But by
(2.11), the form on W is non-degenerate. Thus W = 0. 
Consider (2.11), H˙⋆ is imbedded in H⋆ by extending a linear form α ∈ H˙⋆
by zero on the other three summands, and similarly for (H0)⋆, D⋆, W ⋆. So
we can identify
H⋆ = H˙⋆ ⊕ (H0)⋆ ⊕D⋆ ⊕W ⋆.
Contemplating (1.13), one can see that H˙ ⊆ H is an abelian subalgebra of
L which is ad-diagonalizable on Lc. So we have Lc =
∑
α∈H⋆(Lc ∩ Lα) =∑
α˙∈H˙⋆(Lc)α˙, where
(2.13) (Lc)α˙ = {x ∈ Lc | [h, x] = α˙(h)x, h ∈ H˙}; α˙ ∈ H˙⋆.
Now let π : H⋆ → H˙⋆ be the projection map. We have the following
lemma:
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Lemma 2.14. {α˙ ∈ H˙⋆ | (Lc)α˙ 6= {0}} = π(R) = R˙.
Proof. Let γ ∈ R. Then γ = γ˙ + δ for some γ˙ ∈ R˙ and δ ∈ R0 (see
Appendix, (4.6) and Lemma 4.7). Then for h ∈ H˙, we have
(tγ˙ , h) = (tγ˙ + tδ, h) = (tγ , h) = γ(h) = π(γ)(h).
But the form on H˙ is non-degenerate (Lemma 2.8), so tγ˙ = 0 and conse-
quently γ = γ˙+δ = δ ∈ R0. It means π(γ) = 0 if and only if γ ∈ R0. Now we
are done using this together with the fact that (Lc)β˙ =
∑
{α∈R;π(α)=β˙}(Lc ∩
Lα) for β˙ ∈ H˙⋆. 
We recall that Λ = 〈R0〉. Then L is a Λ−graded Lie algebra, namely
(2.15) L = ⊕σ∈ΛLσ where Lσ =
∑
α˙∈R˙
Lα˙+σ, σ ∈ Λ.
Since Lc is an ideal of L generated by homogeneous elements with respect
to this grading, Lc is a Λ−graded ideal and so
(2.16) Lc = ⊕σ∈ΛLσc where Lσc = Lσ ∩ Lc, σ ∈ Λ.
For α˙ ∈ R˙ and τ ∈ Λ set (Lc)τα˙ := (Lc)α˙ ∩ Lτc . It is easy to see that
(2.17) (Lc)α˙ =
∑
τ∈Λ
(Lc)τα˙ and (Lc)σβ˙ = Lβ˙+σ; α˙ ∈ R˙, β˙ ∈ R˙×, σ ∈ Λ.
Theorem 2.18. Let L ∈ T . Then Lc is a division (R˙,Λ)−graded Lie algebra
with grading pair (G˙, H˙) where G˙ is defined as in (2.5).
Proof. By Theorem 2.7, G˙ is a finite dimensional split simple subalgebra
of Lc with splitting Cartan subalgebra H˙. Since e±α˙i ∈ L±α˙i for 1 ≤ i ≤ ℓ,
G˙α˙ ⊆ Lα˙ for all α˙ ∈ R˙red. So using (2.15) and (2.16), we have
(2.19) G˙ = ⊕α˙∈R˙redG˙α˙ ⊆ (⊕α˙∈R˙redLα˙+0) ∩ Lc ⊆ L
0
c .
Now (2.13) together with Lemma 2.14 implies that
Lc = ⊕α˙∈R˙(Lc)α˙ where (Lc)α˙ = {x ∈ Lc | [h, x] = α˙(h)x, h ∈ H˙}.
Also using (1.12), one can easily see that
(2.20) (Lc)0 =
∑
η˙∈R˙×
[(Lc)η˙, (Lc)−η˙].
Therefore Lc is an R˙−graded Lie algebra. On the other hand Lc is a
Λ−graded Lie algebra with G˙ ⊂ L0c and such that supp(Lc) = R0. Thus
Lc is an (R˙,Λ)−graded Lie algebra. Finally the division property is a con-
sequence of (2.17), (T3) and Proposition 1.11(iii). 
Corollary 2.21. Let L ∈ T . Then Lcc is a centerless division (R˙,Λ)−
graded Lie algebra with grading pair (G˙, H˙). In particular Lcc is a Λ−graded
simple Lie algebra.
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Proof. The natural R˙ and Λ−grading on Lcc induced from Lc together
with Theorem 2.18 show that Lcc is a centerless division (R˙,Λ)− graded Lie
algebra. The second statement is a consequence of [Yo2, Lemma 4.4]. 
2.2. A characterization for a subclass of T . Let L ∈ T and − : Lc →
Lcc be the canonical map. By Proposition 1.11(ix) and Lemma 2.12(ii), −|G˙
is injective, so we may identify G˙ as a subalgebra of Lcc. In this case we have
the following lemma which is a straightforward consequence of Proposition
1.11(iii):
Lemma 2.22. If α˙ ∈ R˙ and σ ∈ R0 with α = α˙+ σ ∈ R, then tα˙ = tα.
Definition 2.23. Let ν be a positive integer and let D be the class of all
triples (G, (·, ·), h˙), G a Lie algebra, (·, ·) a symmetric bilinear form on G and
h˙ a subalgebra of G, satisfying the following 12 axioms:
(D1) The form is non-degenerate and invariant.
(D2) h˙ is a finite dimensional toral subalgebra of G. Take R˙ to be the root
system of G with respect to h˙.
(D3) (·, ·)|
h˙×h˙ is non-degenerate and the form (·, ·) restricted to the Q−
subspace of h˙ spanned by {tα˙ | α˙ ∈ R˙} is Q−valued.
(D3) allows us to transfer the form on h˙ to a form on h˙⋆ by setting
(α˙, β˙) := (tα˙, tβ˙) for α˙, β˙ ∈ h˙⋆. Put U˙Q := spanQ(R˙) and U˙ := R ⊗Q U˙Q.
Consider a basis {β˙i}i∈I of U˙Q and define (1 ⊗ β˙i, 1 ⊗ β˙j) := (β˙i, β˙j) for
i, j ∈ I. Extend this linearly to a bilinear form on U˙ . We may consider R˙
as a subset of U˙ by identifying α˙ with 1⊗ α˙. The next axioms are:
(D4) The form on U˙ is a positive definite symmetric bilinear form and R˙ is
an irreducible finite root system in U˙ .
(D5) G = ⊕σ∈ZνGσ is a Zν−graded Lie algebra.
(D6) For each α˙ ∈ R˙, Gα˙ = ⊕σ∈ZνGσα˙ where Gσα˙ := Gσ ∩ Gα˙ for σ ∈ Zν .
(D7) h˙ ⊆ G0 ∩ G0 = G00 .
(D8) G0 =
∑
α˙∈R˙× [Gα˙,G−α˙].
(D9) {σ ∈ Zν | Gσ 6= {0}} generates a subgroup of Zν of rank ν.
(D10) If σ, τ ∈ supp(G), then (Gσ,Gτ ) = {0} unless σ + τ = 0.
Note that for α˙, β˙ ∈ R˙, the invariance of the form and the Jacobi identity
imply that (Gα˙,Gβ˙) = {0} unless α˙ + β˙ = 0. Now using this together with
(D10), we have (Gσα˙ ,Gτβ˙) = {0} if σ + τ 6= 0 or α˙+ β˙ 6= 0.
(D11) G0 ∩ Gα˙ 6= {0}, for all α˙ ∈ R˙×red.
(D12) (a) For each α˙ ∈ R˙×, σ ∈ Zν and 0 6= x ∈ Gσ ∩ Gα˙ there exists
y ∈ G−σ ∩ G−α˙, such that [x, y] = tα˙.
(b) For σ ∈ Zν if Gσ ∩ G0 6= {0} there exist x ∈ Gσ ∩ G0 and y ∈ G−σ ∩ G0
such that [x, y] = 0 and (x, y) = 1.
When (·, ·) and h˙ are fixed or unimportant, we denote a triple (G, (·, ·), h˙)
by G.
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The property stated in (D10) says that the form on G is Zν−graded in
the following sense:
Definition 2.24. A symmetric bilinear form (·, ·) on a G−graded Lie alge-
bra L = ⊕g∈GLg satisfying
(Lg,Lh) = 0 unless g + h = 0 for all g, h ∈ supp(L),
is called a G−graded form (or a graded form for simplicity).
Let L ∈ T and put Lcc := Lc/Z(Lc) Consider the split simple Lie algebra
G˙ with splitting Cartan subalgebra H˙ as in Theorem 2.7. We recall that
the canonical map − : Lc −→ Lcc restricted to G˙ is injective and so we
identify G˙ as a subalgebra of Lcc. It follows from Proposition 1.11(viii) that
the form on L induces a form (·, ·)cc on Lcc such that (x¯, y¯)cc = (x, y) for
x, y ∈ Lc. In the following theorem, we give a characterization of algebras in
T in terms of algebras in D. Our argument is essentially the same as [Az1,
Proposition 1.28], however as our axioms are different from those of [Az1],
for the convenience of reader, we provide the proof.
Theorem 2.25. Let (L, (·, ·),H) ∈ T with root system R and nullity ν.
Then (Lcc, (·, ·)cc, H˙) satisfies (D1)− (D11). Moreover if L ∈ T satisfies the
following property
(2.26)
if σ ∈ R0 with (Lc)σ0 6= {0}, then there exist x ∈ (Lc)σ0 and y ∈ (Lc)−σ0
so that [x, y] = 0 and (x, y) = 1
then (D12) is also satisfied. In other words, the centerless core of a Lie
algebra in T satisfying (2.26) belongs to D.
Proof. We know that 〈R0〉 is a free abelian group of rank ν, so we may
assume 〈R0〉 = Zν . If x + Z(Lc) ∈ Lcc and (x + Z(Lc),Lcc)cc = {0}, then
(x,Lc) = {0}, so by Proposition 1.11(viii), we have x ∈ Z(Lc). It means
that (., .)cc is non-degenerate. Also since (·, ·) is invariant, (·, ·)cc is invariant.
So (D1) holds. By Corollary 2.21, Lcc is an (R˙,Zν)−graded Lie algebra with
grading pair (G˙, H˙), therefore we have (D2), (D5), (D6), (D8) and (D11).
From Proposition 1.11(ii) we know that the form (·, ·) restricted to VQ =
spanQ(R) is Q−valued. Also from subsection 2.1 we know R⊗R VQ = V =
V˙ ⊕V0 where V0 is the radical of the induced form on V and V˙ =∑ℓi=1Rα˙i
is a finite dimensional real vector space where {α˙i}ℓi=1 is a base for the finite
root system R˙ in V˙. Also by Lemma 2.8, the form restricted to H˙ is non-
degenerate. Therefore Remark 2.9 gives (D3). Set U˙Q := spanQ(R˙) and
U˙ := R⊗Q U˙Q. We can identify U˙ ≡ V˙ and so R˙ is a finite root system in U˙ .
This implies that (D4) holds.
We know that {α˙i}ℓi=1 is a subset of R. So by (T3) for each 1 ≤ i ≤ ℓ,
there exist xi ∈ Lα˙i and yi ∈ L−α˙i such that tα˙i = [xi, yi], therefore [xi, yi] ∈
(Lc)0 ∩ (Lc)0. Thus tα˙i = tα˙i ∈ (Lcc)00 (see Lemma 2.22) and so H˙ ⊆ (Lcc)00.
In other words (D7) holds.
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Let α˙ ∈ R˙sh and define S = Sα˙ := {σ ∈ R0 | α˙ + σ ∈ R}. If σ ∈ S,
then α˙ + σ ∈ R×, so Lα˙+σ ∈ Lσ ∩ Lc. Therefore by Proposition 1.11(ix),
(Lα˙+σ + Z(Lc))/Z(Lc) is a nonzero subset of (Lcc)σ, hence S ⊆ {σ ∈ Zν |
(Lcc)σ 6= {0}}. Now since 〈S〉 = 〈R0〉 = Zν, the set {σ ∈ Zν | (Lcc)σ 6= {0}}
generates a subgroup of Zν of rank ν.
Next let σ, τ ∈ R0 and σ + τ 6= 0, then by (1.2)
((Lcc)σ , (Lcc)τ )cc = (Lσc ,Lτc ) ⊆ (
∑
α˙∈R˙×
Lα˙+σ + Lσ,
∑
α˙∈R˙×
Lα˙+τ + Lτ ) = {0}.
It means that Lcc satisfies (D10).
For the last statement it is enough to show that if σ ∈ Zν , α˙ ∈ R˙× and
0 6= x + Z(Lc) ∈ (Lcc)σα˙, then there exists y + Z(Lc) ∈ (Lcc)−σ−α˙ such that
[x+Z(Lc), y+Z(Lc)] = tα˙. Using (2.17), we have Lα˙+σ 6= {0} which means
α = α˙+ σ ∈ R. Without lose of generality we may assume 0 6= x ∈ Lα. So
(T3) implies that there exists y ∈ L−α such that [x, y] = tα. Then it follows
from Lemma 2.22 that [x+ Z(Lc), y + Z(Lc)] = [x, y] = tα = tα˙. 
Remark 2.27. Let L ∈ T . Let τ, λ ∈ Zν and η˙, β˙ ∈ R˙ so that (Lcc)λη˙ , (Lcc)τβ˙
6= {0}. Theorem 2.25 implies that the form (·, ·)cc restricted to (Lcc)λη˙ ⊕
(Lcc)−λ−η˙ is non-degenerate and ((Lcc)λη˙ , (Lcc)τβ˙)cc = 0 except when η˙ + β˙ = 0
and λ+ τ = 0.
Proposition 2.28. Let L = ⊕µ∈∆⊕g∈GLgµ be a division (∆,Zν)−graded Lie
algebra with grading pair (g, h) over an algebraically closed field F of char-
acteristic zero. Suppose that there is a non-degenerate symmetric invariant
graded bilinear form on L satisfying the following conditions:
(i) The form restricted to g coincides with the Killing form.
(ii) For σ ∈ Zν and Lσ0 6= 0, there exist x ∈ Lσ0 and y ∈ L−σ0 such that
[x, y] = 0 and (x, y) = 1.
Then (L, (·, ·), h) ∈ D.
Proof. The form is non-degenerate, symmetric and invariant, so (D1) holds.
We have (D2) because L is a (∆,Zν)−graded Lie algebra with grading pair
(g, h), in fact h plays the role of H˙ in (D2). It follows using [H, §8.5]
that the restriction of the Killing form to the Q−subspace h spanned by
{tµ | µ ∈ ∆red} is Q−valued. So (D3) holds. It is obvious that (D4) holds.
(D5), (D6), (D8) and (D11) hold by the definition of L as a (∆,Zν)−graded
Lie algebra. By [Yo3, Lemma 2.1], L is centerless, so if µ ∈ ∆× and g ∈ G
such that Lgµ 6= 0, the division property of L implies that for 0 6= x ∈ Lgµ
there exists y ∈ L−g−µ such that [x, y] = tµ. This together with (ii) gives
(D12). We know that g ⊂ L0, so h ⊂ L0 ∩ L0 i.e. (D7) is satisfied. (D9)
holds because supp(L) generates Zν . Finally G satisfies (D10) since the form
is graded. 
Next we show how to construct elements in T of arbitrary nullity starting
from elements in D. Consider G ∈ D and for 1 ≤ i ≤ ν define di ∈ Der(G)
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such that dix = nix if x ∈ G(n1,··· ,nν). It follows using (D9) that d1, . . . , dν
are linearly independent over F.
Set L = G ⊕ C ⊕D where C = ⊕νi=1Fci is a ν−dimensional vector space
and D = ⊕νi=1Fdi ⊆ Der(G). Similar to [AABGP, §III.1] we define an anti-
commutative product [., .]′ on L and also a symmetric bilinear form (., .) on
L which extends the form on G as follows:
(2.29)
[L, C]′ = 0,
[D,D]′ = 0,
[di, x]
′ = dix x ∈ G, 1 ≤ i ≤ ν,
[x, y]′ = [x, y] +
∑ν
i=1(dix, y)ci x, y ∈ G,
and
(2.30)
(C,C) = 0, (D,D) = 0,
(ci, dj) = δi,j, 1 ≤ i, j ≤ ν,
(C,G) = (D,G) = 0.
The same argument as in [AABGP, Proposition III.1.20], with slight mod-
ification, gives the following theorem. We give a sketch of the proof and refer
the interested reader to [AABGP] for details.
Theorem 2.31. Let (G, (·, ·), h˙) be an element of D. Set H = h˙ ⊕ C ⊕ D
and L = G ⊕ C ⊕D, then (L, (., .),H) ∈ T . Also L is tame of nullity ν and
of the same type as the type of R˙. Moreover Lc = G ⊕ C, Z(Lc) = C and
Lcc ≃ G.
Proof. The form defined in (2.30) is a non-degenerate symmetric invariant
bilinear form such that the restricted form to H is non-degenerate. It means
that (T1) and the last part of (T2) hold. Let {δ1, . . . , δν} be the dual
basis of {d1, . . . , dν} and identify H⋆ with h˙⋆ ⊕ C⋆ ⊕D⋆. Then tδi = ci for
i = 1, . . . , ν. We can identify Zν ⊆ D⋆ by (n1, . . . , nν) =
∑ν
i=1 niδi. Then
L = ⊕α˙∈R˙,σ∈ZνLα˙+σ where
Lα˙+σ = {x ∈ L | [h, x]′ = (α˙+ σ)(h)x, h ∈ H}
=
{
(G0 ∩ G0) +C +D if α˙+ σ = 0
Gα˙ ∩ Gσ otherwise.(2.32)
Thus L satisfies (T2). The root system R of L is {α˙ + σ | α˙ ∈ R˙, σ ∈
Zν,Gα˙ ∩ Gσ 6= {0}} ⊆ R˙+ Zν . Moreover R0 = R ∩ Zν. Now (D12) together
with (1.5) and (2.29) implies that (T3) holds. Since R˙ is a finite root system,
(T4) holds. Set UQ := spanQ(R) and U := R ⊗Q UQ, then (D3) allows us
to have a real valued form (·, ·) on U . If U0 is the radical of the form
(·, ·), then U = U˙ ⊕ U0 where U˙ = R⊗Q spanQ(R˙). Now the canonical map
− : U −→ U¯ = U/U0 maps U˙ isometrically onto U¯ . So by (D4), R¯, the image
R under −, is an irreducible finite root system in U¯ which is isomorphic to
R˙. Therefore (T5)(a) holds. Also (D8) implies that (T5)(b) holds. Finally
R0 ⊆ Zν , so 〈R0〉 is a free abelian group of finite rank. This completes the
proof. 
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We now provide an example of an element (L, (·, ·),H) ∈ T of type C
with arbitrary nullity which satisfies all the axioms of an EALA except that
H is not self centralizing. It is interesting that even though L is not an
EALA, its root system remains an extended affine root system in the sense
of [AABGP]. In [AKY, Example 1.10], another such an example, of type
BC, is provided but the root system is not anymore an extended affine root
system in the sense of [AABGP].
Let (A, ·) be an algebra. A linear transformation f : A −→ A is called an
involution, if the following conditions are satisfied
(2.33) f2 = id and f(a · b) = f(b) · f(a) for a, b ∈ A.
If V is a vector space over C, f : V −→ V is called semi-linear if
f(v + w) = f(v) + f(w)
f(rv) = r¯f(v)
r ∈ C, v, w ∈ V.
If A is an algebra over C, f : A −→ A is called semi-linear involution if f
is semi-linear and satisfies (2.33).
Example 2.34. Let ν ≥ 1 and q = (qi,j)1≤i,j≤ν be a ν × ν−matrix such
that
(2.35) qi,i = 1 and qi,j = qj,i = ±1, 1 ≤ i 6= j ≤ ν.
LetA be the unital associative algebra over C defined by generators {t±1i }νi=1
and relations
(2.36) titj = qi,jtjti, 1 ≤ i 6= j ≤ ν.
The algebra A is a quantum torus [BGK, §2]. We have
(2.37)
A =
⊕
σ∈Zν
Ctσ =
⊕
σ∈Zν
(Rtσ ⊕ Ritσ) where
tσ = tn11 . . . t
nν
ν for σ = (n1, . . . , nν) ∈ Zν .
There is a semi-linear involution − on A defined by
t¯i = ti, 1 ≤ i ≤ ν and xtσ = x¯t¯σ; x ∈ C, σ ∈ Zν .
For σ = (n1, . . . , nν) ∈ Zν put κσ =
∏
1≤i<j≤ν
(qi,j)
ninj . Let us call σ ∈ Zν
even if κσ is positive and call it odd if κσ is negative. It is easy to see that
(2.38) κσ = κ−σ, t
σt−σ = κσ, tσ = κσt
σ; σ ∈ Zν.
Now consider A as an R−algebra and let ℓ ∈ Z≥2. Put
E =
(
0 Iℓ
−Iℓ 0
)
.
E is an invertible 2ℓ × 2ℓ matrix and E−1 = −E. Let ∗ be the R−linear
automorphism of M2ℓ(A) (the set of 2ℓ× 2ℓ matrices over A) defined by
∗ : M2ℓ(A) −→M2ℓ(A); X 7→ E−1X¯tE,
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where for X ∈ M2ℓ(A), Xt denotes the transposition of X. For A =
(ai,j)i,j , B = (bi,j)i,j ∈M2ℓ(A), we have
(2.39) (AB)∗ = B∗A∗ and (A∗)∗ = A.
That is, ∗ is an involution of M2ℓ(A). Set
B = {X ∈M2ℓ(A) | X∗ = −X}.
It is easy to check that X ∈ B if and only if
X =
(
A S
T −A¯t
)
where A,S, T ∈Mℓ(A) and S¯t = S, T¯ t = T.
By (2.39), B is a subalgebra of gl2ℓ(A).
For 1 ≤ r, s ≤ 2ℓ, take er,s to be the matrix having 1 in (r, s) position
and 0 elsewhere. Next set H˙ := ∑ℓr=1Rh˙r where h˙r = er,r − eℓ+r,ℓ+r for
1 ≤ r ≤ ℓ. For 1 ≤ r ≤ ℓ define εr ∈ H˙⋆ by εr(h˙s) = δr,s, 1 ≤ s ≤ ℓ. We can
see
(2.40) B =
∑
α˙∈H˙⋆
Bα˙ where Bα˙ = {x ∈ B | [h, x] = α˙(h)x, h ∈ H˙}, α˙ ∈ H˙⋆.
Set R˙ := {α˙ ∈ H˙⋆ | Bα˙ 6= {0}}. Then R˙ \ {0} = R˙sh ∪ R˙lg where
(2.41)
R˙sh = {±(εr ± εs) | 1 ≤ r 6= s ≤ ℓ} and R˙lg = {±2εr | 1 ≤ r ≤ ℓ}.
Moreover we have
(2.42)
Bεr−εs = {aer,s − a¯eℓ+s,ℓ+r | a ∈ A}, r 6= s
Bεr+εs = {aer,ℓ+s + a¯es,ℓ+r | a ∈ A},
B−εr−εs = {aeℓ+r,s + a¯eℓ+s,r | a ∈ A},
and
(2.43) B0 =
{(
A 0
0 −A¯t
)
| A is diagonal
}
.
Now we want to define a real form (·, ·) on B. For this, we first define
ǫ : A −→ R by linear extension of
ǫ(tσ) =
{
1 if σ = 0
0 if σ 6= 0 and ǫ(it
σ) = 0.
Then (a, b) 7→ ǫ(ab) is a non-degenerate symmetric real bilinear form on A
preserved by −. Now one can define a symmetric invariant real bilinear
form on M2ℓ(A) (and so on gl2ℓ(A)) as follows:
(A,B) = ǫ(tr(AB)); A,B ∈M2ℓ(A).
For 1 ≤ r, s ≤ ℓ, we have (h˙r, h˙s) = ǫ(tr(h˙rh˙s)) = ǫ(2δr,s) = 2εr(h˙s), so the
form restricted to H˙ is non-degenerate. Also
(2.44) tεr =
1
2
h˙r and (tεr , tεs) =
1
2
δr,s; 1 ≤ r, s ≤ ℓ.
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It is easy to check that
(2.45)
the form restricted to B is non-degenerate, symmetric and invariant.
Next, we would like to make B to a Zν−graded Lie algebra. As in
[AABGP, §III.3], we start with a gradation on M2ℓ(A) (as a vector space
over R). For 1 ≤ p, q ≤ 2ℓ, set
deg(itσepq) = deg(t
σepq) = σ.
This defines a Zν−grading on M2ℓ(A) and in turn on gl2ℓ(A). Moreover,
using (2.38), we have (tσep,q)
∗ = κσE
−1tσeq,pE for 1 ≤ p, q ≤ 2ℓ and σ ∈ Zν .
Thus the involution ∗ preserves the grading on M2ℓ(A) and so
(2.46) B is a Zν−graded subalgebra of gl2ℓ(A).
It is easy to check that the form on B is a graded form. Also it can be easily
seen from (2.42) and (2.38) that
(2.47) Bα˙ =
⊕
σ∈Zν
(Bα˙ ∩ Bσ); α˙ ∈ R˙.
Next let G be the derived algebra of B. Then
G = G0 +
∑
α˙∈R˙×
Gα˙
where Gα˙ = Bα˙ for α˙ ∈ R˙× and G0 = B0 ∩ G. Now let 1 ≤ r 6= s ≤ ℓ and
σ ∈ Zν . Using (2.38) and (2.42), we have
(2.48)
Gσεr−εs = Rtσ(er,s − κσeℓ+s,ℓ+r) + iRtσ(er,s + κσeℓ+s,ℓ+r),
Gσεr+εs = Rtσ(er,ℓ+s + κσes,ℓ+r) + iRtσ(er,ℓ+s − κσes,ℓ+r),
Gσ−εr−εs = Rtσ(eℓ+r,s + κσeℓ+s,r) + iRtσ(eℓ+r,s − κσeℓ+s,r),
Gσ2εr =
{
Rtσer,ℓ+r if σ is even
iRtσer,ℓ+r if σ is odd,
Gσ−2εr =
{
Rtσeℓ+r,r if σ is even
iRtσeℓ+r,r if σ is odd.
For σ = (n1, . . . , nν), τ = (m1, . . . ,mν) ∈ Zν , define
gτσ =
∏
1≤i≤j≤ν
q
nimj
i,j and f
τ
σ := g
τ
σg
σ
τ .
One can easily see that for σ, τ, γ ∈ Zν ,
(2.49) κσ = g
σ
σ , f
τ
σκσκτ = κσ+τ , g
γ
σ+τ = g
γ
σg
γ
τ , gσ+τγ = g
σ
γ g
τ
γ .
Now for a, b ∈ R, 1 ≤ r 6= s ≤ ℓ and σ, τ ∈ Zν, set
Aσ,r,sa,b := at
σ(er,s − κσeℓ+s,ℓ+r) + ibtσ(er,s + κσeℓ+s,ℓ+r),
Bσ,r,sa,b := at
σ(er,ℓ+s + κσes,ℓ+r) + ibt
σ(er,ℓ+s − κσes,ℓ+r),
Cσ,r,sa,b := at
σ(eℓ+r,s + κσeℓ+s,r) + ibt
σ(eℓ+r,s − κσeℓ+s,r),
mσ,τr := er,r − κσ+τ eℓ+r,ℓ+r, nσ,τr := er,r + κσ+τ eℓ+r,ℓ+r.
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Using (2.49), we have
[Aσ,r,sa,b , A
τ,s,r
c,d ] = g
τ
σ((ac − bd)(mσ,τr − f τσmσ,τs )
+ i(ad+ bc)(nσ,τr − f τσnσ,τs ))tσ+τ ,(2.50)
[Bσ,r,sa,b , C
τ,r,s
c,d ] = g
τ
σ((ac + bd)κτ (m
σ,τ
r + f
τ
σκσ+τm
σ,τ
s )
+ i(bc− ad)κτ (nσ,τr − f τσκσ+τnσ,τs ))tσ+τ .
Also
(2.51) [tσer,ℓ+r, t
τ eℓ+r,ℓ+r] =
{
gτσm
σ,τ
r tσ+τ if κσκτ = 1
gτσn
σ,τ
r tσ+τ if κσκτ = −1.
We recall that for 1 ≤ r ≤ ℓ, h˙r = er,r−eℓ+r,ℓ+r and put h¨r := er,r+eℓ+r,ℓ+r.
Now let γ ∈ Zν.We say γ satisfies even property (resp. odd property) if there
exists σ, τ ∈ Zν such that σ+τ = γ and κσκτ = 1 (resp. κσκτ = −1). Using
(2.50) and (2.51), we have
Gγ0 =
∑
α˙∈R˙×
∑
τ, σ ∈ Zν
σ + τ = γ
[Gσα˙ ,Gτ−α˙] =
∑
1≤r 6=s≤ℓ
Gγ,r,s0
where for 1 ≤ r 6= s ≤ ℓ, Gγ,r,s0 equals

(Rh˙r + iRh¨r)t
γ if γ is even and satisfies odd property,
(Rh˙r + iR(h¨r − h¨s))tγ if γ is even and dose not satisfy odd property,
(Rh¨r + iRh˙r)t
γ if γ is odd and satisfies even property,
(R(h¨r − h¨s) + iRh˙r)tγ if γ is odd and dose not satisfy even property.
Now by mimicking the argument given in [AABGP, §III.4] we can check
that (G, (·, ·)|G×G , H˙) ∈ D. Therefore using Theorem 2.31, we can add to G
some central elements and some derivations to obtain a Lie algebra L ∈ T
which is tame and of type Cℓ. However H˙ is a proper subset of G0 ∩ G0 and
so L does not satisfy the second axiom of an EALA (see (2.32)). Also by
(2.32) and (2.48), dim(L±εr±εs+σ) = dim(Gσ±εr±εs) = 2 for 1 ≤ r 6= s ≤ ℓ and
σ ∈ Zν . This phenomena never happens for an EALA [AABGP, Theorem
I.1.29].
3. Nullity zero
It is known that a Lie algebra L over C is a finite dimensional simple Lie
algebra if and only if L is a finite dimensional tame EALA if and only if
it is tame EALA of nullity 0. In this section, we first study the elements
in T of nullity zero. We find a necessary and sufficient condition for a
Lie algebra over F to be an element in T of nullity zero. Then we find a
new characterization for finite dimensional simple Lie algebras containing
a nonzero split torus. In fact we prove that a finite dimensional simple
Lie algebra containing a nonzero torus is an element of T satisfying certain
A GENERALIZATION OF EXTENDED AFFINE LIE ALGEBRAS 19
properties. Conversely, an element of T satisfying these properties is a finite
dimensional simple Lie algebra containing a nonzero torus.
Definition 3.1. Let ∆ be an irreducible finite root system and G be an
abelian group. Let L = ⊕µ∈∆⊕g∈GLgµ be a (∆, G)−graded Lie algebra with
grading pair (g, h). We call L strictly division (∆, G)−graded Lie algebra if
for each µ ∈ ∆×, g ∈ G and 0 6= x ∈ Lgµ, there exists y ∈ L−g−µ such that
[x, y] = tµ.
Theorem 3.2. Let ∆ be an irreducible finite root system and (A, [., .]A) be a
strictly division ∆−graded Lie algebra with grading pair (g, h). Let (E, [., .]E)
be a Lie algebra for which there exist linear maps
(3.3)
ρ : E −→ (Der(A))g = {d ∈ Der(A) | d(g) = 0}
τ : E × E −→ A
satisfying the following conditions:
(3.4)
τ(x, y) = −τ(y, x),
ad(τ(x, y)) = [ρ(x), ρ(y)] − ρ([x, y]E),
τ([x, y]E , z) + τ([z, x]E , y) + τ([y, z]E , x) =
ρ(x)(τ(y, z)) + ρ(z)(τ(x, y)) + ρ(y)(τ(z, x)),
for x, y, z ∈ E. Set L := A⊕E and define an anti-commutative product [., .]
on L as follows:
(3.5)
[a, b] = [a, b]A,
[x, a] = −[a, x] = ρ(x)(a),
[x, y] = [x, y]E + τ(x, y),
a, b ∈ A, x, y ∈ E.
Then (L, [., .]) is a Lie algebra containing A as an ideal such that L/A ∼= E.
Moreover if W is a finite dimensional subspace of Z(L) and L is equipped
with a non-degenerate symmetric invariant bilinear form (·, ·) which satisfies
the following conditions:
(3.6)
(·, ·)|g×g is nontrivial, (h,W ) = 0,
(·, ·)|W×W is non-degenerate,
then (L, (·, ·), h⊕W ) is an element of T of nullity zero. Conversely if L ∈ T
is of nullity zero, then there exist a strictly division ∆−graded ideal A of
L with grading pair (g, h) and a vector subspace E ⊆ CL(g) such that L =
A⊕ E. In this case E is a Lie algebra isomorphic to L/A, and there exist
linear maps ρ and τ as in (3.3) satisfying (3.4) and (3.5).
Proof. One can easily check that L = A ⊕ E is a Lie algebra. Since
[h, E] ⊆ [g, E] = {0}, we have a weight space decomposition of L as L =
⊕α∈∆Lα where L0 = A0 ⊕ E and Lα = Aα for α ∈ ∆×. Suppose now
that (·, ·) is a form on L and W is a subspace of Z(L) satisfying (3.6). We
extend any α ∈ H⋆ to a linear functional of H ⊕W by defining α|W = 0.
Since the form on g is nontrivial, (·, ·)|g×g is a nonzero scalar multiple of the
Killing form (see the proof of Lemma 2.8) and so (·, ·)|h×h is non-degenerate,
therefore the form on h ⊕W is non-degenerate. Now since W ⊆ Z(L), we
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have Lα = {x ∈ L | [h, x] = α(h)x, h ∈ h ⊕W}, α ∈ ∆. Thus (T1) and
(T2) hold. Also we have (T3) since L is a strictly division ∆−graded Lie
algebra and the form on g is a nonzero scalar multiple of the Killing form
such that (h,W ) = 0. Finally, we have (T4), (T5) and (T6) because ∆ is
an irreducible finite root system.
Conversely, suppose L is an element of T of nullity zero. Then L =
⊕α∈R˙Lα where R˙ is an irreducible finite root system. Using (T3) together
with Theorem 2.18, one can get that A := Lc is a strictly division R˙−graded
Lie algebra with grading pair (G˙, H˙) where G˙ and H˙ are defined as in The-
orem 2.7. Consider a subspace D of L such that L = D⊕A and let x ∈ D.
Since Lc is an ideal, ad(x)|Lc ∈ Der(Lc). Using the complete reducibility of
Lc as a G˙−module and the first Whitehead lemma for G˙−modules, we can
apply [Be, Proposition 3.2] to each element of a basis of D and in this way
construct a subspace E such that L = Lc ⊕ E and [E, G˙] = 0. So we have
a linear map ρ : E −→ Der(A)G˙ given by ρ(x) = ad(x)|Lc for x ∈ E. Since
L is a Lie algebra, the Jacobi identity together with the anti-commutative
product on L implies the existence of a Lie bracket on E and a linear map
τ as in (3.3) satisfying (3.4) and (3.5). 
It is a well-known fact that tame EALAs of nullity zero are finite di-
mensional, but a tame element in T of nullity zero need not to be finite
dimensional. More precisely suppose that G is a finite dimensional split
simple Lie algebra over a field F of characteristic zero with root system ∆,
splitting Cartan subalgebra H and the Killing form κ(·, ·). Let K be a field
extension of F. Since G is central simple, G¯ := G ⊗F K with Lie bracket
[x⊗ a, y ⊗ b] = [x, y]⊗ ab, x, y ∈ G, a, b ∈ K is a simple Lie algebra over K
and consequently G¯ is centerless. For α ∈ ∆× and the corresponding root
space Gα, fix x±α ∈ G±α, such that [xα, x−α] = hα, where hα = 2tα/κ(α,α).
One can easily see that G¯ has a weight space decomposition with respect to
H⊗1 as G¯ = ⊕α∈∆G¯α, where G¯α := Gα⊗FK. Also for each a ∈ K\{0}, there
exists b ∈ K such that [xα ⊗ a, x−α ⊗ b] = hα ⊗ 1. Therefore G¯ is a strictly
division ∆−graded Lie algebra with grading pair (G⊗1,H⊗1). Now let K be
equipped with a non-degenerate symmetric bilinear form f(·, ·) : K×K −→ F
which is invariant in the sense that
(3.7) f(ab, c) = f(a, bc); a, b, c ∈ K.
Then
(3.8) (·, ·) : G¯ × G¯ −→ F; (x⊗ a, y ⊗ b) 7→ κ(x, y)f(a, b),
is a non-degenerate symmetric invariant bilinear form on G¯ as a Lie algebra
over F. Therefore by Theorem 3.4, G¯ is a Lie algebra belonging to T of
nullity zero which is tame as Lc = L. Now if [K : F] is infinite, then G¯ is an
infinite dimensional Lie algebra belonging to T which is tame and of nullity
zero.
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Example 3.9. Let F be the field of rational numbers Q and A be the set
of all positive square-free integers. Set B := {√a|a ∈ A}. Then B is a
linearly independent set over Q (see e.g. [W]). Therefore K := spanQB is a
field extension of Q and B is a basis of K over Q. Now define f(√a,√b) :=
δa,ba, a, b ∈ K, where δa,b denotes the Kronecker delta. Extend this linearly
to a bilinear form f(·, ·) : K × K −→ Q. It is easy to see that f is non-
degenerate, symmetric and invariant and so by the above discussion G¯ is an
infinite dimensional Lie algebra belonging to T which is tame and of nullity
zero.
We recall that for (L, (·, ·),H) ∈ T , we have L0 = H ⊕H⊥, where H⊥ is
the orthogonal complement of H in L0.
Lemma 3.10. Let L ∈ T satisfy ∑α∈R× Hα = H⊥ (see (1.4)). If the
nullity of L is zero, then Lc is a simple Lie algebra and L = Lc ⊙ Z(L)
where ⊙ means orthogonal direct sum. Moreover if L is tame, then L = Lc
is a simple Lie algebra.
Proof. We know from (2.11) and Lemma 2.12 that L0 = H ⊕ H⊥ =
H˙⊕H0⊕D⊕W ⊕∑α∈R× Hα and W ⊆ Z(L). Since the nullity of L is zero,
H0 ⊕D = {0}. Also by Proposition 1.11(iv), we have ∑α∈R× Hα ⊆ Lc, so
by Proposition 1.11(viii), L = Lc⊙W . We know that the forms on L and on
W are non-degenerate, so the form on Lc is non-degenerate. Therefore by
Proposition 1.11(viii), Lc is centerless. Hence W = Z(L) and by Corollary
2.21, Lc is a simple R˙−graded Lie algebra. If moreover L is tame, then by
Lemma 2.12(iii) we have W = 0 and so L = Lc is a simple R˙−graded Lie
algebra. 
Theorem 3.11. Let L be a finite dimensional Lie algebra. Then L is a
tame element in T with ∑α∈R× Hα = H⊥ if and only if L is simple Lie
algebra containing a nonzero torus.
Proof. Let L ∈ T be finite dimensional and tame which satisfies∑α∈R× Hα
= H⊥. By [AKY, (2.1)], R0 is a semilattice, so the nullity of L is zero since L
is finite dimensional. Now Lemma 3.10 implies that L is a finite dimensional
simple Lie algebra. Moreover L contains a nonzero torus since L satisfies
(T2).
Conversely, let L be a finite dimensional simple Lie algebra containing
a nonzero torus. Since F is of characteristic zero, the Killing form on L is
non-degenerate, so L satisfies (T1). Let 0 6= H be a maximal torus, then by
[Se, Corollary to Lemma I.1.6], the form on H is non-degenerate, so (T2)
holds. By [Se, §I.1 and §III.1], L = ⊕α∈R˙Lα˙, where R˙ is an irreducible
finite root system. Now we have (T3) by [Se, Lemma I.1.3 and Corollary
to Lemma I.1.4]. The axioms (T4), (T5) and (T6) are satisfied because
R˙ is an irreducible finite root system. Finally, since L is simple, we have
L0 =
∑
α∈R˙× [Lα,L−α] then L is tame and
∑
α∈R× Hα = H⊥. 
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Example 3.12. Let F = R. Each noncompact real Lie algebra is a tame
finite dimensional element of T with toral subalgebra H and root system R
satisfying
∑
α∈R× Hα = H⊥(see [Se, §V.8]).
4. Appendix
In [AKY], the authors axiomatically introduced a class of Lie algebras
called toral type extended affine Lie algebras. The root system of a toral
type extended affine Lie algebra is an EARS (see Definition 4.1) [AKY, §1].
One can see that the axioms of a toral type extended affine Lie algebra are
slightly different from (T1)−(T6). In this section we show that a Lie algebra
L ∈ T is a toral type extended affine Lie algebra. For this, it is enough to
prove that for a Lie algebra L ∈ T with root system R, the Q−span of the
root system R, VQ, is a finite dimensional vector space and R is a discrete
subset of R⊗Q VQ.
Definition 4.1. Let V be a nontrivial finite dimensional real vector space
with a positive semidefinite symmetric bilinear form (·, ·). Let R be a
nonempty subset of V. Let
R× = {α ∈ R | (α,α) 6= 0} and R0 = {α ∈ R | (α,α) = 0}.
Then R = R× ⊎ R0. (R, (·, ·)) (or R if there is no any confusing) is called
an extended affine root system in V if R satisfies the following 5 axioms:
(R1) R = −R.
(R2) R spans V.
(R3) R is discrete in V.
(R4) For α ∈ R× and β ∈ R, there exist d, u ∈ Z≥0 such that
{β+nα | n ∈ Z} ∩R = {β − dα, . . . , β+uα} and d− u = 2(β, α)/(α,α).
(R5)(a) R× cannot be written as a disjoint union of two nonempty subsets
which are orthogonal with respect to the form.
(b) For any δ ∈ R0, there exists α ∈ R× such that α+ δ ∈ R.
R is called reduced if it satisfies:
(R6) α ∈ R× ⇒ 2α 6∈ R.
Now let L ∈ T with root system R. Let VF := spanF(R) and (·, ·)F be
the form restricted to VF. Take V0F to be the radical of the form (·, ·)F and
VF = VF/V0F. Let − : VF −→ VF be the canonical map. The form (·, ·)F on
VF induces a unique non-degenerate symmetric bilinear form (·, ·)F on VF
so that (α¯, β¯)F = (α, β)F, α, β ∈ VF. Let R¯ be the image of R under −. For
α ∈ R0, Proposition 1.11(i) gives that (α,R) = 0 so (α,VF)F = 0. It means
that α ∈ V0F. Also if α ∈ V0F ∩ R, then (α,α) = 0, in other words α ∈ R0.
Therefore we have
(4.2) R0 = R ∩ V0F and R¯ \ {0} = {α¯ | α ∈ R×}.
Let VQ = spanQ(R) and (·, ·)Q be the form restricted to VQ. Let V0Q be
the radical of the form (·, ·)Q and V˜Q = VQ/V0Q. Let ˜ : VQ −→ V˜Q be the
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canonical map. The form (·, ·)Q on VQ induces a unique non-degenerate
symmetric bilinear form (·, ·)Q on V˜Q so that (α˜, β˜)Q = (α, β)Q, α, β ∈ VQ.
Set R˜ to be the image of R under ˜. One can easily check that
(4.3) R0 = V0Q ∩R and V0Q = V0F ∩ VQ.
So R˜ \ {0} = {α˜ | α ∈ R×}. Now let α˜ ∈ R˜ \ {0} and define wα˜ ∈ GL(V˜Q)
by:
wα˜(β˜) = β˜ − 2(β˜, α˜)Q
(α˜, α˜)Q
α˜; β ∈ VQ.
It is easily seen that
(4.4) wα˜(β˜) = (wα(β))
˜ ; α, β ∈ R,
where (wα(β))
˜ is the image of wα(β) under map ˜.
Lemma 4.5. V˜Q is a finite dimensional vector space over Q and R˜ is a
finite root system in V˜Q.
Proof. Since VF is a subset of H⋆, dimVF < ∞ and so dimVF < ∞. Now
using the same argument as in [AABGP, Lemma I.2.10], one can see that R¯
is a finite set. By (4.3), we have V0Q = V0F∩VQ. So the map φ : V˜Q −→ VF de-
fined by φ(α˜) = α¯ is well defined and injective. One can see that φ(R˜) = R¯
and so R˜ is finite. Therefore V˜Q is finite dimensional since V˜Q = spanQ(R˜).
Now we are done, using (4.4) together with Proposition 1.9. 
Now let Π = {α˜1, . . . , α˜s} be a base for R˜. Fix a preimage α˙i ∈ R of α˜i for
i = 1, . . . , s and set V˙Q := spanQ{α˙1, . . . , α˙s}. Then VQ = V˙Q ⊕ V0Q. Define
R˙ := {α˙ ∈ V˙Q | α˙ + δ ∈ R for some δ ∈ V0Q} and set R˙× := R˙ \ {0}. R˙
is mapped bijectively to R˜ under ˜. Hence R˙ is a finite root system in V˙Q
isomorphic to R˜. For α˙ ∈ R˙× let Sα˙ = {δ ∈ V0Q | α˙+ δ ∈ R}, then
(4.6) R = R0 ⊎ (⊎α˙∈R˙×(α˙+ Sα˙)),
where ⊎ means disjoint union.
Lemma 4.7.
∑
α˙∈R˙× Sα˙ ⊂ R0 and V0Q = spanQ(R0).
Proof. Using the same argument as in [AABGP, Proposition II.2.11(b)],
we have Sα˙ ⊂ R0 for α˙ ∈ R˙×. This then together with (4.6) implies the
equality in the statement. 
Lemma 4.8. VQ = spanQ(R) is a finite dimensional vector space over Q.
Proof. Axiom (T6) says that 〈R0〉 is a free abelian group of finite rank. If
R0 = {0}, then Lemma 4.7 together with Lemma 4.5 implies that VQ ≃ V˜Q
is finite dimensional. Now suppose that R0 6= {0}. Let n ∈ N \ {0} and
{δi}ni=1 be a Z−basis for 〈R0〉. Using Lemma 4.7, we have V0Q = spanQ{δi |
1 ≤ i ≤ n} and consequently dimV0Q < ∞. Also by Lemma 4.5, dim V˙Q =
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dim V˜Q <∞. Therefore dimVQ = dim V˙Q + dimV0Q <∞. 
Next set V := R⊗Q VQ. Identifying VQ as a subset of V, we can prove the
following proposition:
Proposition 4.9. R is a discrete subset of V.
Proof. If R0 = {0}, then R = R˙ and so R is a discrete subset of V. Now
let R0 6= {0} and consider a Z−basis {δi}ni=1 for 〈R0〉. Using (4.6) together
with Lemma 4.7, we have R ⊆ ⊕nj=1Zδj ⊕ (⊕si=1Zα˙i) ⊆ V. This completes
the proof. 
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