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LOCAL TRANSPARENT BOUNDARY CONDITIONS FOR WAVE
PROPAGATION IN FRACTAL TREES (I). METHOD AND
NUMERICAL IMPLEMENTATION
PATRICK JOLY ∗ AND MARYNA KACHANOVSKA ∗
Abstract. This work is dedicated to the construction and analysis of high-order transparent
boundary conditions for the weighted wave equation on a fractal tree, which models sound propaga-
tion inside human lungs. This article follows the works [9, 6], aimed at the analysis and numerical
treatment of the model, as well as the construction of low-order and exact discrete boundary con-
ditions. The method suggested in the present work is based on the truncation of the meromorphic
series that represents the symbol of the Dirichlet-to-Neumann operator, in the spirit of the absorbing
boundary conditions of B. Engquist and A. Majda. We analyze its stability and convergence, as well
as present computational aspects of the method. Numerical results confirm theoretical findings.
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1. Introduction. Modelling sound propagation in a human lung is important
for medical diagnostics, see e.g. the Audible Human Project [1], [17] and references
therein. Because the physical phenomenon of wave propagation in a lung is highly
complex and multi-scale, its computational tractability relies on the use of simplified
models. One of such models is based on the geometric representation of a bronchiolar
tree as a self-similar network of tubes, see [15, 5, 16]. An asymptotic analysis of the
3D wave equation posed on such a network, with respect to the thickness of the tubes
tending to zero, leads to a weighed 1D wave equation on a self-similar infinite tree,
see [10, 18]. This model is somewhat non-standard, and its mathematical analysis
was performed in [9], which gave rise to many ideas of the present paper.
Because such a tree has infinitely many edges, to perform any kind of numeri-
cal simulations, we need to be able to truncate the computational domain. This is
classically done via introducing ’absorbing’ boundary conditions, which, in turn, are
based on an approximation of the Dirichlet-to-Neumann (DtN) operator. The princi-
pal difficulty lies in its time non-locality. One of the methods for approximating the
DtN, based on the convolution quadrature [12, 13], was proposed in [6]. Since the
cost of this method is quadratic in the number of time steps, in this work we suggest
an alternative method to approximate the DtN, which follows the classical ideas of
Engquist and Majda [4], namely, approximation of its symbol by rational fractions.
Compared to the classical case of free space wave propagation, there are multiple
additional difficulties associated to the model we study. In particular, it describes wave
propagation in highly heterogeneous media, and exhibits multi-scale phenomena. As
a result, no closed form expression for the Green function is available. Nonetheless,
in [9] it was shown that the symbol of the DtN operator is a meromorphic function,
which satisfies a certain non-linear equation. This symbol can be represented as a
convergent series of rational functions with simple real poles. To approximate the
symbol of the DtN, we truncate this series at several first poles that are closest to the
origin. This approximation leads to high-order approximated transparent boundary
conditions and can be realized via local operators in the time domain. We prove the
stability of such boundary conditions and perform the error analysis; moreover, we
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demonstrate how to choose the number of poles to achieve a desired accuracy.
This article is organized as follows. Section 2 introduces the notations and the
problem. Section 3 contains the description, stability and convergence analysis of the
method. Section 4 deals with the error control and the complexity of the method. In
Section 5 we present numerical aspects of the method and numerical results. Finally,
Section 6 is dedicated to conclusions and open problems.
Let us mention that this article is companion of [8], where we develop a quanti-
tative error analysis for the approximate high-order transparent boundary conditions
introduced in the the present work.
2. Problem setting. This section is not new, and presents a shortened version
of the corresponding section in [6]. The definitions can be found as well in [9].
2.1. Notation. Given p ∈ N∗, let T be a p-adic tree (a collection of vertices and
edges), which satisfies:
• T is rooted, i.e. there exists a vertex M∗ designated as a ’root’ of the tree;
• the root vertex M∗ is incident to a single edge (the ’root edge’) of the tree;
• every edge of the tree has p children edges (p-adicity); this in particular
implies that the tree has infinitely many vertices and edges.
For such a tree we can introduce a notion of a generation. A generation Gn is a set of
edges that is defined inductively in the following way: G0 contains a root edge only;
Gn+1 contains all children edges of the edges from Gn. The pn edges belonging to Gn
will be denoted by Σn,k, k = 0, . . . , p
n − 1. The edge Σn,k has p children
Σn+1,pk+j , j = 0, . . . , p− 1.(2.1)




















Figure 1. Left: A self-similar p-adic (p = 2) infinite tree. In blue we mark the edges that
belong to G0, in red the edges of G1, in green the edges of G2. Right: Distribution of weights on the
edges of a 2-adic infinite self-similar tree.
We will study metric trees, i.e. trees in which edges are identified with segments
on the real line. Thus, to each of the edges Σn,k one can assign a length `n,k > 0.
This allows to define a notion of a distance d(M,M∗) between the given vertex M
and the root vertex M∗ as a sum of lengths of the edges that connect M to M∗.
To define a notation for the vertices, similar to Σn,k for edges, let us consider an
edge Σn,k. Provided that it is incident to two vertices M0,M1, let us set Mn,k :=
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argmaxV ∈{M0,M1} d(V,M
∗). This notation allows to identify all the vertices in a
unique manner; a respective illustration is provided in Figure 1, left.
Besides its length `n,k, with every edge Σn,k we associate another quantity, namely
a weight µn,k > 0 (see also Remark 2.3). W.l.o.g., we assume that µ0,0 = 1.
In what follows, we will consider self-similar (fractal) trees, see [9, Definition 2.3].
To define them, let α := (α0, . . . , αp−1) ∈ (R+∗ )p and µ := (µ0, . . . , µp−1) ∈ (R+∗ )p.
Then the length/weight of the edge Σn+1,pk+j (see 2.1) is related to the length/weight
of its parent edge Σn,k according to the following law:
`n+1,pk+j = αj`n,k, µn+1,pk+j = µjµn,k, j = 0, . . . , p− 1.
This is illustrated in Figure 1, right.
We will call a reference tree the tree, for which the length of its root edge `0,0 is
equal to 1. Unless stated otherwise, we will always assume that T is a reference tree.
Additionally, we will assume that |α|∞ := max
j
αj < 1.
Remark 2.1. This assumption implies that with some C > 0, d(Mn,j ,M
∗) < C
for all n ∈ N, j = 0, . . . , pn − 1.
Remark 2.2. When p = 1, T can be identified with a bounded interval on R.
Remark 2.3. We refer to [11, 18] for the physical meaning of the weights µn,k
in an asymptotic modelling of the human lung. The simplified model of a human lung
that we consider has the following parameters: p = 2 and for all i, αi ≈ α = 0.84, see
[20, p.125] and µi = µ ≈ 0.8, see [20, p.123] and the asymptotic analysis in [11, 18].
2.2. The weighted wave equation on a fractal tree. In order to introduce
the model under consideration, we define a parameterization of an edge Σn,j by an
abscissa s ∈ [0, `n,j ]. The parametrization is introduced so that `n,j is associated to
the vertex Mn,j . We additionally introduce a measure on Σn,j as a usual Lebesgue
measure on the interval [0, `n,j ].
Let s be an abscissa on the tree T (for each edge Σn,j defined as above); formally,
let us define the weight function µ on T as follows: µ(s) = µn,j , s ∈ Σn,j (with an
obvious abuse of notation). We look for an acoustic pressure u : T × R+ → R. On
each edge, u satisfies the wave equation with a source term: un,j = u|Σn,j solves
∂2t un,j − ∂2sun,j = fn,j on Σn,j , j = 0, . . . pn − 1, n ≥ 0,(2.2)
u(M∗, t) = 0, u(., 0) = ∂tu(., 0) = 0.(2.3)
The above introduces an infinite system of PDEs; they are coupled through the fol-
lowing continuity (C) and Kirchoff (K) conditions at all the vertices, see (2.1) (with
an obvious abuse of notation)
un,j(Mn,j , t) = un+1,pj+k(Mn,j , t), k = 0, . . . , p− 1,(C)
∂sun,j(Mn,j , t) =
p−1∑
k=0
µk ∂sun+1,pj+k(Mn,j , t), j = 0, . . . p
n − 1, n ≥ 0.(K)
This problem needs to be equipped with the boundary conditions, obviously, at the
root vertex M∗ of the tree, as done in (2.3), but also at the ’infinite’ boundary of the
tree. This becomes clearer if one recalls that when p = 1, the tree T can be identified
to an interval on the real line, cf. Remark 2.2. If, additionally, µ0 = 1, the problem
(2.2, 2.3, C, K) reduces to the IVP for the wave equation on an interval, whose well-
posedness necessitates defining boundary conditions at both ends of the interval. This
will be done in the weak form, by using a proper Sobolev space framework.
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2.3. Dirichlet and Neumann BVPs for (2.2, 2.3, C, K).











Let C(T ) be a space of continuous functions on T , and
C0(T ) := {v ∈ C(T ) : v = 0 on T \ T m, for some m ∈ N}.
Next, we introduce the following three Hilbert spaces of functions on T . First of all,
L2µ(T ) = {v : v|Σn,j ∈ L
2(Σn,j), ‖v‖L2µ(T ) <∞}, ‖v‖




We will denote by (., .) the associated scalar product. Next, the weighted Sobolev
space H1µ is defined in a natural way:
H1µ(T ) := {v ∈ C(T ) ∩ L2µ(T ) : ‖∂sv‖ <∞}, ‖v‖2H1µ(T ) = ‖v‖
2 + ‖∂sv‖2.
Similarly, we define the corresponding spaces L2µ(T m) and H1µ(T m) on a truncated
tree T m. The associated L2µ-scalar product will be denoted by (., .)T m , and the norm
by ‖.‖T m . The remaining space, by analogy with H10 , is defined as the closure:
H1µ,0(T ) := C0(T ) ∩H1µ(T )
‖.‖H1µ(T ) .
Remark 2.4. We work with real-valued function spaces, and indicate explicitly
where complex-valued function spaces (and complex scalar products) are used.
2.3.2. The BVP problems. First of all, let us introduce the two additional
spaces (for brevity denoted in what follows by Vn, Vd):
Vn(T ) = {v ∈ H1µ(T ) : v(M∗) = 0}, Vd(T ) = {v ∈ H1µ,0(T ) : v(M∗) = 0}.
These spaces differ from H1µ(T ) (resp. from H1µ,0(T )) by the condition at M∗.
As discussed in the end of Section 2.2, let us define the Neumann and Dirichlet
problems for (2.2, 2.3, C, K), with ’Neumann’ (’Dirichlet’) referring to the conditions
at the fractal boundary of the tree.
Definition 2.5 (Time-domain Neumann problem). Find
un ∈ C(R+;Vn) ∩ C1(R+; L2µ(T )), s.t. un(., 0) = ∂tun(., 0) = 0, and
(∂2t un, v) + (∂sun, ∂sv) = (f, v), for all v ∈ Vn.(N)
Definition 2.6 (Time-domain Dirichlet problem). Find
ud ∈ C(R+;Vd) ∩ C1(R+; L2µ(T )), s.t. ud(., 0) = ∂tud(., 0) = 0, and
(∂2t ud, v) + (∂sud, ∂sv) = (f, v), for all v ∈ Vd.(D)
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It is easy to see that the above problems imply (2.2, 2.3, C, K); they are well-posed if
f ∈ L1loc(R+; L2µ(T )), cf. [6, Theorem 1]. It appears that in some cases the solutions

















With the above definitions, we have




≥ 1 or 〈µ/α〉 ≤ 1, the spaces H1µ,0(T ) and H1µ(T )
coincide, and thus un = ud. Otherwise, H
1
µ,0(T ) ( H1µ(T ), and un 6= ud.
2.4. Transparent boundary conditions. Because the tree T is structurally
infinite, in order to perform the numerical simulations, it is necessary to truncate
the tree to a finite number of generations. However, imposing simple Dirichlet or
Neumann boundary conditions at the boundary of the truncated tree T m does not
allow to reach a reasonable accuracy unless m is sufficiently large, cf. [9]. Because
the computational costs increase exponentially with m (since at the m-th level there
are pm branches of the tree), this leads to a significant computational overhead. The
main goal of this section is the definition of transparent BCs, which allow to perform
accurate simulations on trees T m with m arbitrary small.
Our construction is based on the results of [9] (see also [6]). In what follows, we
fix m ≥ 1. We will assume that
Assumption 2.8. The source term f(., t) is supported in T m−1 for all t ≥ 0.
2.4.1. Notations. We denote by Γm := {Mm,j : j = 0, . . . , pm − 1} ≡ Rp
m
the
’outer’ boundary of T m.
Let Vµ(T m) := {v ∈ H1µ(T m) : v(M∗) = 0}. For v ∈ Vµ(T m), we define its trace:
γm : Vµ(T m)→ Rp
m
, γmv = (v(Mm,0), . . . , v(Mm,pm−1)) .(2.5)








2.4.2. Transparent boundary conditions: definition. Our goal is to com-
pute the restriction of the solution ua to the tree T m. This means that we need to
solve (2.2, 2.3, C, K) for n = 0, . . . ,m, equipped with certain boundary conditions at
Γm. These boundary conditions should be chosen so that the exact solution ua satisfy
them (hence the name ’transparent’). We will express them using DtN operators:
−µm,j∂sum,j(Mm,j , t) = Bam,j(∂t)um,j(Mm,j , t), j = 0, . . . , pm − 1,(2.7)
where Bam,j(∂t), a ∈ {d, n}, is the exact DtN operator associated to the point Mm,j
(see Remark 2.9 for an explanation of the notation Bam,j(∂t)). To clarify the meaning
of Bam,j(∂t), let us introduce the following space:
H10,loc(R+) := {v ∈ H1loc(R+) : v(0) = 0}.
Then Bam,j(∂t) ∈ L(H10,loc(R+), L2loc(R+)), cf. [7]. To define its action, let us first fix
g ∈ H10,loc(R+). Let Tk := Tm+1,pj+k, k = 0, . . . , p− 1, be a p-adic self-similar infinite
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subtree of T , whose root vertex is Mm,j and the root edge is Σm+1,pj+k, cf. (2.1).







where uag,k ∈ C1(R+; L2µ(Tk)) satisfies:
1. if a = d, udg,k ∈ C(R+; H1µ,0(Tk)) solves the Dirichlet problem:
(∂2t u
d
g,k, v)Tk + (∂su
d
g,k, ∂sv)Tk = 0, for all v ∈ Vd(Tk),
udg,k(Mm,j , t) = g(t), u
d
g,k(., 0) = ∂tu
d
g,k(., 0) = 0.
(2.9)
2. if a = n, ung,k ∈ C(R+; H1µ(Tk)) solves (2.9) with Vd replaced by Vn.
Next, we show that all the operators Bam,j(∂t) can be expressed with the help of a
single operator Λa(∂t), which is the DtN map in the root vertex of the reference tree.
2.4.3. Reference DtN operator. Provided g ∈ H10,loc(R+), let us define the
reference DtN operator on the reference tree T (i.e. `0,0 = 1) as follows:
Λa(∂t)g(t) = −∂suag(M∗, t), where
1. if a = d, the function udg ∈ C(R+; H1µ,0(T )) ∩ C1(R+; L2µ(T )) solves
(∂2t u
d
g, v) + (∂su
d
g, ∂sv) = 0, for all v ∈ Vd,
udg(M
∗, t) = g(t), udg(., 0) = ∂tu
d
g(., 0) = 0.
(2.10)
2. if a = n, ung ∈ C(R+; H1µ(T )) ∩ C1(R+; L2µ(T )) solves (2.10) where Vd is sub-
stituted by Vn.
As the coefficients of (2.10) are independent of time, Λa(∂t) is a convolution operator.
Remark 2.9. The notations Λa(∂t), Bam,j(∂t) are adapted from the convolution
quadrature theory, cf. [14], and indicate that the respective operators are convolution
operators. A convolution operator K(∂t) is defined as (where the integral below is




k(t− τ)g(τ)dτ, g : R+ → R.
The Fourier-Laplace transform of its convolution kernel, namely
K(ω) = Fk :=
∞∫
0
eiωtk(t)dt, ω ∈ C+ = {z ∈ C : Im z ≥ 0},(2.11)
is called the symbol of the operator K(∂t). We will use the boldface to distinguish
between the operators and their symbols. Moreover, given γ > 0, we will use the
notation K(γ∂t) for a convolution operator with a symbol K(γω).
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2.4.4. Transparent BCs via the reference DtN. According to [9], the op-







The above follows from the Kirchoff conditions (K) and a scaling argument (recall
that αm,j is the length of the edge Σm,j). The expression (2.12) indicates that ap-
proximating Bam,j(∂t) relies on approximating Λa(∂t).
2.4.5. The problem posed on the truncated tree T m. As explained in the
beginning of Section 2.4, to compute numerically the solution to (D) (or (N)), we
will use the transparent boundary conditions, constructed in the previous section.
Consistently with the notation (2.5), let us introduce
Bam(∂t) = diag
(
Bam,0(∂t), . . . ,Bam,pm−1(∂t)
)
.(2.13)
After integration by parts applied to (D) (resp. (N)), the variational formulation with
the transparent BCs reads: with a ∈ {d, n},
find uam ∈ C(R+;Vµ(T m)) ∩ C1(R+; L2µ(T m)),
s.t. uam(., 0) = ∂tu
a
m(., 0) = 0 and, for all v ∈ Vµ(T m),
(∂2t u
a
m, v)Tm + (∂su
a
m, ∂sv)T m +
∫
Γm
Bam(∂t)γmuam γmv = (f, v)T m .(2.14)
In [6] it was proven that this problem is well-posed and that uam = ua|T m .
Theorem 2.10 ( Theorem 2.6 in [6]). For all f ∈ L1loc(R+; L2µ(T )) that satisfies
Assumption 2.8, the problem (2.14) has a unique solution which is the restriction of
the solution ua, a = d (resp. a = n) to (D) (resp. (N)) to T m .
3. Approximation of the transparent boundary conditions. As shown in
Section 2.4.4, with (2.12) the question of approximating Bam(∂t) can be reduced to the
question of approximating Λa(∂t). However, the associated convolution kernel is not
known neither in the time nor in the frequency domain. This section is dedicated to
a design of a tractable approximation of the reference DtN. It is organized as follows:
in Section 3.1 we provide an approximation of Λa(∂t) and analyze its error. Section
3.2 deals with the stability analysis of the respective coupled formulation, and Section
3.3 is dedicated to the error analysis.
3.1. Principal idea: truncated reference DtN operator.
3.1.1. Some preliminaries. The main idea of our approach relies on a repre-
sentation of the symbol of the DtN as a meromorphic series. Let us provide more
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let us define the following operators (where we work with complex-valued functions):
Aa : D(Aa)→ L2µ(T ), (Aau, v) = a(u, v),(3.2)
D(Aa) = {v ∈ Va : ∃C(v) ≥ 0, s.t. |a(v, g)| < C(v)‖g‖L2µ(T ), for all g ∈ Va}.(3.3)
In a strong form, Aa can be recast into the operator µ−1(s)∂s(µ(s)∂s.) on L2µ(T ),
with the Dirichlet boundary condition at M∗ and the Neumann (a = n) or Dirichlet
(a = d) boundary conditions at the fractal boundary of the tree T .
In [9] the following result was shown (the condition |α|∞ < 1, see Remark 2.1, is
necessary for its validity, see [18] for a counter-example when |α|∞ ≥ 1).
Theorem 3.1 ([9]). The embedding of H1µ(T ) into L2µ(T ) is compact.
Therefore, the resolvent of Aa is compact, thus the spectrum of Aa is a pure point
spectrum. We define its eigenvalues and normalized eigenfunctions as
Aaϕa,n = ω2a,nϕa,n, ‖ϕa,n‖L2µ(T ) = 1, 0 < ω
2
a,1 ≤ ω2a,2 ≤ . . .→ +∞,(3.4)
The eigenvalues do not vanish, as shown in [9, Remark 1.20]. Using a spectral repre-
sentation of the operator Aa it is possible to show the following result.
Theorem 3.2 (Proposition 1.23, discussion after (144) in [9]). The symbol of











The above series converges uniformly on compact subsets of C \ {±ωa,n, n ∈ N∗}.
Surprisingly, the values of Λa(0) will play an important role in the error analysis.
Proposition 3.3 (Lemma 5.5, Corollary 5.6 in [9]). Λa(0) is given by










≥ 1, then Λd ≡ Λn and Λd(0) = 1− 〈µ/α〉−1.
Moreover, Λa(0) ≥ 0, a ∈ {n, d}.
The representation (3.5) provides an expansion of Λa into a meromorphic series.
However, because the eigenvalues of Aa are not necessarily simple, the respective
terms of the series (3.5) may have repeated poles. Moreover, in some cases, the
coefficients aa,n may vanish. For our purpose, it is more convenient to rewrite the
series (3.5) in a form where the poles are different, and the residues do not vanish.








where the poles 0 < Ωa,0 < Ωa,1 < . . . → +∞, the coefficients Aa,k > 0 for all
k ≥ 1, and Λa(0) is given in Proposition 3.3. The above series converges uniformly
on compact subsets of C \ {±Ωa,k, k ∈ N∗}.
Proof. The proof of (3.6) is immediate from (3.5). By Theorem 3.2 the proof of
uniform convergence in C \ {±Ωa,k, k ∈ N∗} is a matter of verifying that the series
converges uniformly in Bδ(±ωa,n), where ωa,n > 0 is not a pole of Λa, for δ > 0
sufficiently small. This follows by a direct computation, thus we omit the details.
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3.1.2. Reference DtN in the time domain. The expression (3.6) provides a
convenient way to realize the DtN operator in the time domain. In particular, the
symbol ω 7→ iω
Ω2a,` − ω2













where g is sufficiently smooth with g(0) = g′(0) = 0. To formalize this result, we need
the following assumption on g:
g ∈ C2(R+), g(0) = . . . = g(2)(0) = 0, and g(3) ∈ L1loc(R+).(3.7)
Lemma 3.5. Let g satisfy (3.7). Let λa,`, ` ∈ N∗, solve the system of ODEs:
d2λa,`
dt2













a,`(t) converges uniformly on compact subsets of R+.
(2) if, additionally, for all t > 0, |g(t)| ≤ C(1 + tn), with some C, n ≥ 0, then






Before proving the above, let us state the following technical lemma.






Proof. Provided r ∈ (0,Ωa,1), where Ωa,1 is the smallest positive pole of Λa(ω),




2(Ω2a,` − r2)−1 converges, according to
Corollary 3.4. We conclude by noticing that |Sa| < r−2Sa,r.






sin Ωa,`(t− τ) g′(τ)dτ, and λ′a,`(t) =
t∫
0
cos Ωa,`(t− τ) g′(τ)dτ,






bounded by the general term of the convergent series S, namely Aa,`Ω
−2
a,`. For this we







cos Ωa,`(t− τ) g(3)(τ)dτ,(3.10)
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∣∣∣λ′a,`(t)∣∣∣ on compact subsets of R+.
Proof of (2). it suffices to prove that the expression in the right-hand side of (3.9) is
F−1 (Λa(ω)Fg(ω)). This follows by a direct computation, cf. (3.6) (the polynomial
bound on g is used to ensure that ω 7→ Fg(ω) is analytic in C+).
3.1.3. Approximating the reference DtN in the time domain. Based on
the results of the previous section, it is natural to approximate the reference DtN
operator by truncating the series (3.9) to N terms:







where λa,` are defined in (3.8). The symbol of this operator reads







To show how the error of truncating (3.11) depends on N , let us introduce the fol-







The error then is quantified by the following lemma.
Lemma 3.7. Let g satisfy (3.7) and Lemma 3.5(2). Then
∣∣Λa(∂t)g(t)− ΛNa (∂t)g(t)∣∣ ≤ 2ra,N t∫
0
|g(3)(τ)|dτ, for all t ≥ 0.(3.14)







∣∣∣∣∣ , from where, by (3.10),








We conclude by bounding
∣∣g(2)(t)∣∣ by t∫
0
|g(3)(τ)|dτ (recall that g(2)(0) = 0).
The above result shows that the error of the truncation of the DtN operator is con-
trolled by the remainder ra,N of the convergent series S, and thus, as N → +∞,
converges to zero. In the following section we will prove that approximating Λa(∂t)
by (3.11) in the transparent boundary conditions (2.12) and using the respective ap-
proximation in the coupled problem (2.14) leads to a stable problem. Moreover, we
will provide a quantification of the solution error.
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3.2. An approximate problem on T m: formulation and stability.
3.2.1. Formulation. Let us consider (2.14) with Bam(∂t) replaced by the trun-
cated DtN operator Ba,Nm (∂t), defined as, cf. (2.13),
Ba,Nm (∂t) = diag
(
Ba,Nm,0(∂t), . . . ,Ba,Nm,pm−1(∂t)
)
,
where each Ba,Nm,j (∂t) is expressed via the truncated reference DtN, like in the definition
of Bam,j(∂t) via Λa(∂t), cf. (2.12):






These are the operators with the following symbols, cf. also (3.12) for ΛNa (ω):





















Replacing Bam(∂t) in (2.14) by Ba,Nm (∂t) leads to the following problem: find
ua,Nm ∈ C1(R+; L2µ(T m)) ∩ C(R+;Vµ(T m)),
s.t. ua,Nm (., 0) = ∂tu
a,N
m (., 0) = 0, and that satisfies, for all v ∈ Vµ(T m), the following:
(∂2t u
a,N
m , v)Tm + (∂su
a,N
m , ∂sv)T m +
∫
Γm


































, Wm = diag (µm,0, . . . , µm,pm−1) ,(3.17b)















3.2.2. Stability of the formulation (3.17). The stability of (3.17) is guar-
anteed by the non-negativity of Λa(0), see Proposition 3.3, and of Aa,` in (3.16), cf.
Corollary 3.4. To prove this, we introduce an energy associated with (3.17):
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Theorem 3.8 (Stability). Let f ∈ L1loc(R+; L2µ(T m)). Then, for all T > 0,√
Ea,Nm (t) ≤ C
T∫
0
‖f(τ)‖L2µ(T m)dτ, for all 0 ≤ t ≤ T,
where C > 0 does not depend on N, m, T, α, µ.
Proof. The proof is classical. It suffices to test (3.17a) with v = ∂tu
a,N
m . Then,
by (3.17c), with 〈., .〉 denoting the Euclidean scalar product in Rpm ,

















This results in the energy identity
d
dt
Ea,Nm = (f, ∂tu
a,N
m )Tm . The rest follows by a
straightforward application of a Gronwall’s lemma, cf. [7, Appendix E].
3.3. Error analysis. Here we study the error of approximating (2.14) by (3.17)
as a function of the number of the terms in the truncated series N , as N → ∞. Let
us introduce the following energy norm of v ∈ C0(R+;Vµ(T m)) ∩ C1(R+; L2µ(T m)):
|||v|||[0,T ];T m := sup
t≤T
(‖∂tv(·, t)‖Tm + ‖∂sv(·, t)‖Tm) .
Let us also introduce the error
εa,Nm := u
a,N
m − uam (recall that ua,Nm = ua|T m by Theorem 2.10).(3.19)
The principal result of this section is summarized below.
Theorem 3.9. Let m,N ≥ 1. Let f ∈ W 4,1loc (R+; L2µ(T m)) be s.t. f (j)(0) = 0,
j = 0, . . . , 3, and satisfy Assumption 2.8. Then, with ra,N defined in (3.13), the error
(3.19) satisfies for all T > 0,
|||εa,Nm |||[0,T ];Tm ≤ Cmra,NT‖∂4t ∂su‖L1(0,T ;L2µ(T )),(3.20)
where Cm > 0 is given by
Cm =
{














and the constant C > 0 does not depend on T,m,N .
Therefore, for fixed T,m, ‖εa,Nm (T )‖L2µ(T m) → 0, as N → +∞.
Remark 3.10. Theorem 3.9 indicates as well the behaviour of the error εa,Nm as
a function of m (the level at which the tree is truncated). First, remark that the
respective bound can be translated as a bound for ‖εa,Nm (t)‖L2µ(Tm): since εa,Nm (0) = 0,
we have
‖εa,Nm (t)‖Tm ≤ t sup
τ∈(0,t)
‖∂τεa,Nm (τ)‖T m .(3.21)
Therefore, when N,T are fixed, as m→∞, ‖εa,Nm (T )‖L2µ(Tm) → 0.
We consider that this is of less importance than the error bound with respect to N ,
because the complexity of the resolution of (3.17) increases exponentially with m, since
at each generation there are pm edges. Concurrently, this complexity is linear in N .
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The proof of Theorem 3.9 relies on two auxiliary trace lemmas that follow from [9].
Lemma 3.11. Let v ∈ Vµ(T m). Then, for all m ≥ 1,∫
Γm





where Cα,µ > 0 is independent of m.
Proof. The proof relies on the following inequality from the proof of [9, Theorem







































≥ 1, and v ∈ H1µ(T ) = H1µ,0(T ). Then, for all m ≥ 1,∫
Γm
µα−1|γmv|2 ≤ Cα,µ‖∂sv‖2L2µ(T ),(3.23)
where Cα,µ is independent of m.
Proof. See [9, the end of the proof of Theorem 3.18 and the notation (110)].
Proof of Theorem 3.9. First, we remark that the regularity condition on f ensures
the required regularity of the solution ua, see [6]. Let us fix N,m.
Step 1. Re-expressing εa,Nm . By taking difference between (3.17) and (2.14), we
see that the error εa,Nm solves the following problem:











Ba,Nm (∂t)γmua,Nm − Bam(∂t)γmua
)
γmv = 0,













m , ∂sv)Tm +
∫
Γm




To derive the error estimates, we will use the energy techniques, like in Theorem 3.8.
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Integrating the above from 0 to T results in (since εa,Nm (0) = ∂tε
a,N






















Step 2. Bounding the right-hand side of (3.27).










∣∣ΛNa (αkα∂t)γmua(T )− Λa(αkα∂t)γmua(T )∣∣ ∣∣γmεa,Nm (T )∣∣ ).
The goal is to find a bound for the above by bounding (cf. the notation (2.6))
qm,j(t) := Λ
N
a (αkαm,j∂t)ua(Mm,j , t)− Λa(αkαm,j∂t)ua(Mm,j , t).(3.28)








2 − ω2 , to bound qm,j , we use the














∥∥∂3τua(Mm,j , .)∥∥L1(0,t) .
Therefore,























µα|∂3τγmua(τ)| |γmεa,Nm (T )|
)
dτ.(3.29)






























LOCAL TRANSPARENT BCS FOR FRACTAL TREES (I) 15
Step 2.3. Bounding the right-hand side of (3.27). We use the bounds (3.29) and
(3.30) to bound (3.27) as follows:




































|γmεa,Nm (T )|+ |γmεa,Nm (t)|
) )
dτ dt,(3.31)
where in the last bound we used ∂3τγmua =
t∫
0






because of the finite speed of wave propagation and the assumption on the source f).
Step 3. Bounding εa,Nm based on (3.31). Naturally, we would like to apply a













< 1, by Theorem 2.7 and Proposition 3.3,
(1) if 〈µ/α〉 > 1, then Λd 6= Λn, Λd(0) > 0 and Λn(0) = 0.
(2) if 〈µ/α〉 ≤ 1, then Λn = Λd, Λd(0) = Λn(0) = 0.
Let us consider the case (2). As Λa(0) = 0, the boundary term in (3.25) vanishes,
and does not control γmε
a,N
m (T ). Hence instead we will use the trace continuity result
of Lemma 3.11. Because this strategy will allow to conclude that the error decays
exponentially fast in m, we will make use of it also in the case (1), when Λa(0) does
not necessarily vanish (i.e. when Λ = Λd).




≥ 1, but it is non-optimal





separately. Here, by Theorem 2.7 and Proposition 3.3, Λd = Λn, Λa(0) > 0. This
property allows to control the γmε
a,N





< 1. Application of the Cauchy-Schwarz inequality to both
terms of (3.31) yields




































Next, we apply (3.22) to the terms with γmua and γmε
a,N
m , which yields, with C
′ > 0,
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A Gronwall’s inequality, cf. [7, Appendix E] yields, with C > 0 (independent of T ):
√









≥ 1. Like before, we start by applying the Cauchy-Schwarz
inequality to (3.31):
















































Applying Lemma 3.12 to bound the above, we obtain∫
Γm
µα3|∂4τγmua|2 ≤ C2α,µ|α|4m∞ ‖∂s∂4τua‖2.(3.34)
Moreover, cf. (3.26),∫
Γm
µα−1|γmεa,Nm (t)|2 ≤ 2〈µ/α〉−1Λ−1a (0)E(t).
Thus, with the above and (3.34), the inequality (3.33) can be rewritten as follows:







E 12 (t) + E 12 (T )
)
dt.
To obtain the desired estimate (3.20) we proceed like in the derivation of (3.32):√
E(T ) ≤ Cra,N |α|2m∞ T‖∂s∂4t ua‖L1(0,T ;L2µ(Tm)).
Step 4. Convergence. Since lim
N→+∞
ra,N = 0 as a remainder of the convergent series,
cf. Lemma 3.6 and (3.13), by combining (3.20) and (3.21), we see that for fixed T,m,
it holds that lim
N→+∞
‖εa,Nm (T )‖T m = 0.
4. Error control and complexity estimates. All over the section we fix the
simulation time T and the parameter m and study the behavior of the error with N .
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4.1. Error control. It appears that the error bound provided by Theorem 3.9






a,k, a ∈ {d, n}, cf. definition (3.13),
which controls the error, can be approximated numerically, provided that Aa,k, Ωa,k,


























we have the following:










≥ 1, Λ′′n(0) = Λ′′d(0) = λD.











, a ∈ {d, n},
with Λ′′a(0) being given by one of the above expressions.
4.2. Convergence and complexity estimates. The complexity of the method
described in Section 3 depends linearly on the number of poles N in (3.17). The
estimate of Theorem 3.9 shows that in order to ensure that the error in the energy




In [8] it was shown that Na,ε is related to the following quantity:
Pa(λ) := #{k : 0 < Ωa,k < λ}.(4.2)
More precisely, Na,ε is bounded by
Pa(C1ε
−1) ≤ Na,ε ≤ Pa(C2ε−1), with some C2 > C1 > 0.(4.3)
4.2.1. Asymptotic estimates on Na,ε and ra,N . As shown by (4.3), to find
an asymptotic upper bound on Na,ε, it is sufficient to obtain a bound on Pa(λ) as
λ → +∞. For this, in [8] we used the fact that the poles in (3.6) are related to the
eigenvalues ωa,k of Aa, cf. Theorem 3.2. More precisely, because the eigenvalues ωa,k
(unlike the poles Ωa,k) are counted with multiplicities, it holds that Pa(λ) ≤ #{k :
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ωa,k < λ}. This allows to relate bounds of Pa to the asymptotics of the eigenvalue
counting function. It is then not surprising that such a bound will depend on the
geometry of the tree T . To state it, we define (with ∑ ≡∑
i
):
(4.4) ds ∈ (0,∞) a unique number s.t.
∑
αdsi = 1.
The existence and uniqueness of ds follows by noticing that (0,∞) 3 x 7→
∑
αxi is a
strictly monotonically decreasing function with the values on the interval (0, p).
To state a bound on Pa, let us introduce 〈α〉 =
∑
αi.
Theorem 4.1 ([8]). There exists Ca > 0, a ∈ {n, d}, depending on α, µ, s.t.,
for all λ > 2, it holds:
1. if 〈α〉 < 1 (ds < 1), then Pa(λ) ≤ Caλ.
2. if 〈α〉 = 1 (ds = 1), then Pa(λ) ≤ Caλ log λ.
3. if 〈α〉 > 1 (ds > 1), then Pa(λ) ≤ Caλds .
With the above theorem and (4.3), we can obtain an upper bound on the number of
poles in the approximation (3.16) required to achieve a desired accuracy ε.
Theorem 4.2 ([8]). There exists C+a > 0, depending only on µ, α, such that,
for all 0 < ε < 1/2, Na,ε satisfies:
• if 〈α〉 < 1 (ds < 1), Na,ε ≤ C+a ε−1.
• if 〈α〉 = 1 (ds = 1), Na,ε ≤ C+a ε−1 log ε−1.
• if 〈α〉 > 1 (ds > 1), Na,ε ≤ C+a ε−ds .
Next, we present a bound on ra,N with respect to N , which, together with the results
of Theorem 3.9 allows to conclude about the convergence of the method. This bound
is a corollary of Theorem 4.2.
Theorem 4.3 ([8]). There exists c+a > 0, depending only on µ, α, such that, for
all N ≥ 2, ra,N satisfies:
• if 〈α〉 < 1 (ds < 1), ra,N ≤ c+a N−1.
• if 〈α〉 = 1 (ds = 1), ra,N ≤ c+a N−1 logN .
• if 〈α〉 > 1 (ds > 1), ra,N ≤ c+a N−
1
ds .
The following result provides a lower bound on Pa, Na,ε and ra,N .
Proposition 4.4 ([8]). With some cP , cn, cr > 0, ε0, λ0 > 0, N0 ∈ N∗, it holds:
for all ε < ε0, λ > λ0, N > N0,
Pa(λ) > cPλ, and, by (4.3), Na,ε > cnε
−1, ra,N > crN
−1.
The above result shows that the upper bound of Theorems 4.1, 4.2, 4.2, in the case
when 〈α〉 < 1, is sharp. When 〈α〉 ≥ 1, the sharpness of the upper bounds is not
clear, and a numerical investigation is needed.
Remark 4.5. Since the error bound provided in Theorem 3.9 is only an upper
bound, the lower bound on ra,N given in Proposition 4.4 does not imply that the
convergence of the method is at best O(N−1). Nonetheless, in practice, as we will see
in Section 5.3, the bound of Theorem 3.9 is close to optimal.
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4.2.2. Numerical experiments. The goal of this section is to examine numer-
ically the sharpness of the bounds of Theorem 4.1, as this is equivalent, by (4.3), see
also [8], to verifying the sharpness of estimates of Theorems 4.2, 4.3. For this we
compute the quantity Pa(λ) defined in (4.2); the poles of Λa(ω) are determined with
the help of the method described in Section 5.1. We consider three cases.






















Figure 2. Pa(λ) vs its theoretical bounds given by Theorem 4.1 and Proposition 4.4 for the case
when
∑
αi ≤ 1. Left: α = (0.5, 0.2), µ = (1, 2). Right: α = (0.6, 0.4) and µ = (1, 0.5). Remark

























Figure 3. Comparison of Pa(λ), a ∈ {d, n}, and the bounds of Theorem 4.1 and Proposition 4.4
for different values of α. Left: α = (0.45, 0.73), µ = (0.5, 0.5). Right: α = (0.8, 0.8), µ = (0.4, 0.6).
In this latter case on the plot scale the difference between Pd and Pn is almost invisible.
Case 1 of Theorem 4.1: ds < 1. We take α = (0.5, 0.2), µ = (1, 2), cf. Figure
2, left. The numerical results confirm the bounds of Theorem 4.1, Proposition 4.4:
P (λ) = O(λ).
Case 2 of Theorem 4.1: ds = 1. The numerical experiment for the case α =
(0.4, 0.6), µ = (0.5, 0.3), cf. Figure 2, right, indicates that the upper bound is sharp
in this case: Pa(λ) = O(λ log λ).
Case 3 of Theorem 4.1: ds > 1. We study two cases:
• α = (0.45, 0.73), µ = (0.5, 0.5), ds ≈ 1.34. See Figure 3, left.
• α = (0.8, 0.8), µ = (0.4, 0.6), ds ≈ 3.11. See Figure 3, right.
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In the first case we see that the upper bound of Theorem 4.1 seems to be sharp, i.e.
Pa(λ) = O(λ
ds). In the second case we observe a clear discrepancy between the upper
bound provided by Theorem 4.1 and the actual behaviour of Pa(λ), which is close to
the lower bound (i.e. O(λ)), cf. Proposition 4.4. The reason for this is that α0 = α1
(i.e. the tree is ’symmetric’); a theoretical justification can be found in [8].
Let us finally remark that in the experiment with α = (0.45, 0.73), on the interval
(0, 200) we computed more than 3200 poles for the Neumann problem.
Conclusions. Numerical experiments suggest that when 〈α〉 ≥ 1 and when
the tree T is not symmetric (i.e. αi 6= αj , for i 6= j), the upper bound of Theorem
4.1 is sharp. This can fail in the presence of symmetries. Therefore, we expect the
case ds > 1 to be more difficult for the numerical treatment than the case ds < 1
(this will be explained in more detail in the beginning of Section 5.1). In particular,
in this case the number of poles on intervals of a fixed length (a, a + `) increases as
a→ +∞. To see this, suppose that Pa(λ) = Caλds +o(λds), with Ca > 0, and assume
that the number of poles on (a, a+ `) is bounded by a constant M > 0 for all a > 0.
This would imply that on the interval (0, n`), there are at most nM poles, and thus
Pa(n`) = O(n) as n → +∞. However, by assumption, Pa(n`) = Ca(n`)ds + o(nds),
with ds > 1, and thus we arrive at the contradiction.
5. Numerical resolution of (3.17). Numerical experiments. In this sec-
tion we address the numerical aspects of the resolution of (3.17):
• in Section 5.1 we outline one strategy to compute Ωa,k and Aa,k;
• in Section 5.2, we present a stable discretization of (3.17);
• Section 5.3 is dedicated to the numerical experiments.
5.1. Computing poles and zeros in the approximation ΛNa . In order to
use the approximation (3.15), (3.12), it is necessary to be able to evaluate Ωa,k, the
poles of Λa, and the respective (scaled) residues Aa,k. Because Λa(ω) can be efficiently
evaluated for each ω ∈ C+ using the method described in [6] (and for ω ∈ C−, we have
Λa(ω) = (Λa(ω
∗))∗), it would be rather natural to use classical contour integration
techniques for computing the poles and the residues of Λa. However,
• the location of poles is not known. This is aggravated by the fact that the
poles and the zeros of Λa interlace (this can be proven rigorously), and thus
a straightforward use of the argument principle does not seem to be possible.
• poles of Λa can be located very close to each other (which poses difficulties
in choosing an integration contour for computing residues), see Section 4.2.2.
• evaluating Λa close to the real axis may be inaccurate, because of the proxim-
ity to the poles, cf. the error estimates in [6]. Let us remark that in practice
we found this much less of a problem than the two previous issues.
To overcome (at least some of) these difficulties, we suggest to use an alternative
strategy described in the sections that follow.
5.1.1. An auxiliary function. Let us introduce an auxiliary function (which,








The following proposition relates the location of poles of Λa to the points ω where
Re ga(ω) = 0 and the values of coefficients Aa,k to the derivatives of ga in these points.
Proposition 5.1. The function ga is meromorphic in C. Moreover,
(1) if ω0 is a pole of ga, then Imω0 < 0;
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(2) |ga(ω)| = 1 when ω ∈ R;
(3) let ω0 ∈ R. Then ga(ω0) = 1 if and only if ω0 is a pole of Λa(ω).




Proof. The function ga is meromorphic because Λa is such, cf. Theorem 3.2.
Proof of (2). (2) follows from the property ω−1Λa(ω) ∈ R for ω ∈ R, cf. (3.6).
Proof of (3). We prove =⇒ , while the other implication is immediate. Let
ga(ω0) = 1. Assume that ω0 is not a pole of ω
−1Λa(ω). We have ω
−1
0 Λa(ω0) ∈ R;
set z = −ω−10 Λa(ω0) + i. Then Im z = 1, but ga(ω0) = z∗z−1 = 1, which implies that
Im z = 0, thus a contradiction.
Proof of (1). By (2), ga(ω) has no poles on R, it thus remains to show that it
has no poles in C+. Because, by Corollary 3.4, ω 7→ ω−1Λa(ω) is analytic in C+, ga
may have a poles in ω0 ∈ C+ if and only if ω−10 Λa(ω0) = i. This is impossible by
Theorem 5.9 in [9]: for all ω ∈ C+, we have Im(ω−1Λa(ω)) < 0.



























One draws two important conclusions from Proposition 5.1:
• to find the poles of Λa it suffices to find ω ∈ R∗ s.t. ga(ω) = 1.
• to compute Aa,` it suffices to compute g′a(Ωa,`).
All of the above requires a method for evaluation of ga on the real axis. For computing
ga we will use the same ideas as in [6] for evaluating Λa in C+. We start by writing
a non-linear equation satisfied by ga.
5.1.2. ga as a solution of a non-linear equation. An equation for ga can be
obtained from the equation for Λa in [9].
Lemma 5.2 (Lemmas 5.3, 5.5 in [9]). The symbol of the reference DtN operator
Λ = Λa, a ∈ {n, d}, is a unique even solution of the problem: find Λ : C→ C, s.t.








that is analytic in the origin, and whose value Λ(0) is specified by Proposition 3.3.
The above equation allows to obtain an equation similar to (5.2) satisfied by ga. For
this we 1) re-express Λa via ga from (5.1); 2) replace Λa(αiω) in the right-hand side
of (5.2) by the obtained expression; 3) substitute the obtained expression for Λa(ω)
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Using the connection between (5.2) and (5.3) it is easy to obtain the following result.
Lemma 5.3. The function ga, a ∈ {d, n} is a unique even meromorphic solution
of the equation (5.3) that is analytic in the origin, satisfies ga(ω)ga(−ω) = 1 for all
ω ∈ C, as well as the following condition in the origin:










≥ 1, gd(0) = gn(0) = 1.
Proof. The proof is left to the reader. Remark that the condition ga(ω)ga(−ω) =
1 corresponds to the evenness of Λa.
Remark 5.4. Because we are interested in calculating ga on the real axis based
on (5.3), it is important to check whether (5.3) is well-defined for all ω ∈ R.
First, let us remark that if lim
ω→ω0
gα,µ(ω) =∞, ga(ω0) is well-defined: ga(ω0) = e2iω0 .
It is possible to prove that lim
ω→ω0
gα,µ(ω) =∞ if and only if, for some `, ga(α`ω0) = 1.
Second, we remark that the denominator of (5.3) cannot vanish: otherwise this would
have implied that in such points ω, ga(ω) =∞ which contradicts Proposition 5.1 (1)






, if ga(αjω) 6= 1, ∀j,
1, otherwise.
(5.4)
5.1.3. A method for calculating ga in a point ω ∈ R. Let us discuss how
to compute ga(ω) in a point ω ∈ R. We consider two cases: |ω| < r and |ω| ≥ r, for
a fixed small enough r.
Description of the method.
Case |ω| < r. By Proposition 5.1, ga is analytic in the vicinity of the origin. Thus
it can be approximated using the truncated Taylor expansion:
ga(ω) ≈ gN∗a (ω) :=
N∗∑
n=0
ωnga,n, for a fixed N∗ > 0,(5.5)
where ga,n, n ∈ N, are the Taylor coefficients of ga in ω = 0. They can be found
by power matching from (5.1) and the known recursive expressions for the Taylor
coefficients of Λa in the origin given in [9].
Case |ω| ≥ r. The expression (5.4) shows that, provided ω ∈ R, knowing ga(z)
for |z| < |α|∞|ω| (recall that |α|∞ < 1) allows to compute ga(ω). In this sense, the
equation (5.4) resembles (5.2). Hence for computing ga(ω), we can employ the same
method as for computing Λa(ω) in [6]. We will not present it here, as it is lengthy
and its application to evaluating ga is straightforward. It is based on the two ideas:
1. To compute ga(ω), by (5.4), it suffices to compute ga(αjω), for j = 0, . . . , p−1,
and next use (5.4). Remark that |αjω| ≤ |α|∞|ω| < |ω|. The same reasoning
can be applied to each of ga(αjω), j = 0, . . . , p− 1.
Further application of this idea allows to reduce the question of evaluation of
ga(ω) to the question of computing
ga(αi1 · · ·αiLω), i1, . . . , iL ∈ {0, . . . , p− 1},
where L is such that |α|L∞|ω| < r. With such L, |αi1 · · ·αiLω| ≤ |α|L∞|ω| < r.
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2. the values ga(αi1 · · ·αiLω) are then evaluated using (5.5):
ga(αi1 · · ·αiLω) ≈ gN∗a (αi1 · · ·αiLω).(5.6)
Preservation of the property |ga(ω)| = 1. As seen from the above, the method
of [6] is based on a repeated application of (5.4); let us prove that it preserves the
property |ga(ω)| = 1.
Proposition 5.5. Let ω ∈ R∗ be fixed. Let (gj)p−1j=0 ∈ Cp be s.t. |gj | = 1 for all














satisfies |g| = 1.
Proof. The result being obvious if for some j gj = 1, let us prove it in the opposite
case. A simple computation yields
|g|2 = (1− Re gα,µ)
2 + (Im gα,µ)
2
(1 + Re gα,µ)2 + (Im gα,µ)2
.







= 0, since |gj | = 1 for all j.
Assume that for all i1, . . . , iL, it holds that
∣∣gN∗a (αi1 · · ·αiLω)∣∣ = 1 (cf. (5.6)). Since
the approximation of ga, namely g̃a, is computed by a repeated application of (5.4),
according to the above lemma, it holds that |g̃a(ω)| = 1.
Remark 5.6. For the moment we have only numerical evidence of convergence
of the method, as well as of its stability when
∣∣gN∗a (αi1 · · ·αiLω)∣∣ = 1± ε, for ε small.
Complexity. From the results of [6], it follows that for a fixed r > 0, N∗ ∈ N, the
asymptotic complexity (as |ω| → +∞) of the method scales as O(logp+1 |ω|).
5.1.4. Computing poles and residues of Λa. Computation of the poles of
Λa and the coefficients Aa,` is based on the results of Proposition 5.1. Let us show
how to compute the poles of Λa on the interval (0, L). First we subdivide (0, L)
into small intervals and interpolate ga on each of these intervals using the Chebyshev
interpolation. The resulting piecewise-Chebyshev interpolant is denoted by ga,c.
We next find the poles according to Proposition 5.1 (3). The Chebyshev inter-
polants do not preserve the property |ga(ω)| = 1, and therefore, instead of finding the
points where Re ga,c(ω) = 1, we
1) compute zeros zk of the polynomial interpolant Im ga,c(ω) (by Proposition
5.1 (2), if Im ga(ω) = 0, then Re ga(ω) = ±1);
2) check whether Re ga,c(zk) > c > 0. If this is the case, we consider that zk is
an approximation to the pole of Λa.
The coefficients Aa,k are evaluated by computing g
′
a,c(zk), cf. Proposition 5.1(4).
Remark 5.7. The reason why we subdivide the original interval (0, L) into mul-
tiple sub-intervals and interpolate ga on the sub-intervals is the following: despite the
fact that ga is smooth, it may oscillate rapidly (depending on the values α, µ), and
hence require a high degree polynomial interpolant. This is illustrated in Figure 4.
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Figure 4. Left: dependence of Re gn(ω) on ω; α = (0.8, 0.75) and µ = (0.5, 0.5). Right: the
close-up for the interval (3.4, 3.5). In this case Λn has about 1100 poles on (0, 5).
The implementation of this algorithm was done using the Chebfun [3, 19], which
allows to construct a highly accurate approximation of ga,c and contains an automated
procedure for choosing the degree of the interpolant, see [2, 19]. If the Chebfun fails
to construct an accurate interpolant, we further subdivide the interpolation interval.
Remark 5.8. As remarked above, the Chebyshev interpolants do not preserve the
property |ga(ω)| = 1, but this does not seem to pose significant problems in practice.
5.2. Discretization. In this section we discuss the discretization of (3.17), start-
ing with the semi-discretization in space, and then show a discretization in time. Next,
we discuss its stability and convergence. All over this section we fix m and N . In the
definition of the discretized quantities, we will omit the indices N,m, a.
5.2.1. Semi-discretization in space. Let Uh ⊂ Vµ(T m) be an extension of
the Lagrange P1 space to the case of fractal trees, defined like in [6]. By u(t) ∈
RNs we denote the respective vector of the degrees of freedom (nodal values) that




an approximation of λn,k(t) ∈ Rp
m
.
The mass and stiffness matrices are denoted by M and K (remark that they are
constructed with respect to the weighted L2µ(T ) product). Let also the matrix P be
defined as Pj` = ϕ`(Mm,j).
Formulation. The discretization in space of (3.17) in the algebraic form reads:
find u ∈ C1(R+;RNs), s.t. u(0) = ∂tu(0) = 0 and






























5.2.2. Discretization in Time. Let us describe how we discretize in time the
approximate problem (5.8). To obtain a stable discretization, the main idea is to use
the explicit leapfrog discretization for the volumic terms, and the implicit trape-
zoid rule discretization of the boundary terms. First, however, we introduce some
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Formulation. For simplicity we will assume that the source term f in (3.17)
satisfies f ∈ C1(R+; L2µ(T m)), f(0) = ddtf(0) = 0. The discretization of (3.17a) reads:
given u0 = 0, u1 = 0 ∈ RNs , find (un)n∈N ⊂ RNs , s.t.
MD2∆tu











































where ρ(A) is the spectral radius of a matrix A. To see this, let us first introduce the












































The condition (5.10) ensures that En+1/2 ≥ 0.
Theorem 5.9 (Stability of (5.9)). Let (un)n∈N solve (5.9), and let (5.10) hold




‖fk‖M, n ∈ N.
Proof. The result is obtained by testing the equation (5.9a) with D∆tu
n. The



































The above yields :
En+
1








which can be bounded using a discrete Gronwall inequality, see [7, Appendix E].
Remark 5.10. As discussed in [6], the CFL condition (5.10) coincides with the
CFL condition for a P1-discretization of a non-weighted wave equation (since the
weights are piecewise-constant, and ua,Nm satisfies (2.2) on each branch). Moreover,
in our case the CFL condition is not affected by the DtN approximation, because the
related terms are discretized with the implicit trapezoid rule.
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5.2.3. Remarks on convergence. Like for the CQ discretization in [6], it is
not difficult to demonstrate that (5.9) is of second order in time and first order in
space, when measuring the error in the energy norm, with the constants depending
on the computational time T polynomially and on some W `,1(0, T ; L2µ(T m))-norm of
f . The convergence estimates can be shown to be independent of N . As the proof is
classical, we will not state the respective result here.
5.3. Numerical Results. All the experiments of this section are performed on
the reference tree. Moreover, we use the scheme (5.9a-5.9c) with the mass-lumped
finite elements (and all the norms are computed using mass-lumped matrices). All
over this section, we will omit the indices m and a.
5.3.1. Validity of the method. To validate the correctness of the approach,
we compare it to a highly accurate convolution quadrature approximation of the
transparent boundary conditions, cf. [6]. In particular, we truncate the tree to 3
generations, and compute the solution on the tree T m, m = 2, with the help of the
N -term transparent boundary conditions. The reference solution uref is computed
on the truncated tree T m+1 (i.e. the tree with 4 generations), with the help of the
convolution quadrature method, with the same discretization parameters. In all the
cases we choose the discretization with h = 10−4 and ∆t ≈ 9.9 ·10−5. In what follows
we will denote by unN (resp. u
n
ref ) the solution to (5.9) at the time step n. We











Figure 5. Dependence of the error enN defined in (5.12) on time n∆t for different values of
the truncation parameter N .
solve the Dirichlet problem for α = (0.3, 0.6), µ = (0.5, 1). As a source we take the
function supported on the root edge of the tree
f(s, t) = 105 exp(−σ(s− 0.5)2 − σ(t− 0.5)2)(s− 0.5), σ = 103.(5.11)
The above function is approximately band-limited in time with the maximal frequency
in its Fourier transform being ωmax ≈ 107 (we cut-off at 10−5-accuracy). This implies
that the maximal frequency present in the Fourier transform of Bamγmu, cf. (2.12),
is roughly ωmax|α|m+1∞ ≈ 0.63 · 107 ≈ 23. Thus, N should be chosen large enough to
ensure that all the poles inside the interval (0, 23) are included into the approximation
(3.15), i.e. N ≥ 27. A more precise error control is achieved by computing the value
rN ≡ rd,N as described in Section 4.1. In particular,
r100 ≈ 9 · 10−3, r250 ≈ 4.1 · 10−3, r500 ≈ 2.2 · 10−3, r950 ≈ 1.2 · 10−3.
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Figure 6. Top: dependence of the solution unN measured in the middle of the edge Σ2,0 of the
tree on time n∆t. Top: N = 30, bottom: N = 500
The dependence of the solution uN on time evaluated in one point of the tree is shown
in Figure 6. We plot the dependence of the error
enN =





on time n∆t for different values of N in Figure 5.
5.3.2. Convergence rates. In this section we study the convergence rates of
the method, according to the results of Theorems 4.3, 3.9. We compare the quantity
eNrel to the quantity rN ≡ rn,N , computed numerically as described in Section 4.1,
as well as a theoretical upper bound given in Theorem 4.3. The results are given in
Figures 7, 8. In these figures we observe in particular that the numerically computed
value rN provides an excellent estimate for the convergence rates, as expected, and
can be potentially used as an error estimator. To verify the result of Theorem 4.3,
we conduct four numerical experiments, which cover all three cases of Theorem 4.3.
We compute the solution uN to the Neumann problem on a truncated tree T m, with
m = 2, with the help of the approximated transparent boundary conditions (3.15),
for different values of N , and compare it to the reference solution uref computed with
the help of the convolution quadrature method [6] on the truncated tree T m. In all
the experiments we use the discretization with the spatial step h = 10−4 and the time
step ∆t = 9.9 · 10−5. As a source term we take (5.11), with σ = 102, supported on
the root edge of T m. All the computations are done on the time interval (0, T ), with
T = 10, divided into Nt time steps. We measure the dependence of the following



























Figure 7. Relative error (5.13) depending on N . Left: α = (0.2, 0.5), µ = (0.6, 0.1) (ds < 1,
























Figure 8. Relative error (5.13) depending on N . Left: α = (0.7, 0.6), µ = (0.3, 0.6) (ds ≈
1.615, rN ≤ CN
− 1
ds ). Right: α = (0.5, 0.65), µ = (2, 1) (ds ≈ 1.256, rN ≤ CN
− 1
ds ). In this latter
case the Dirichlet and Neumann problems coincide.






, eNabs = max
`=0,...,Nt
‖u`N − u`ref‖L2µ(T m).(5.13)
As a complement to Figures 7, 8, we present the numerically estimated order of
convergence associated to different experiments in Table 1. We observe a rather
good agreement with the theoretical convergence estimates, especially in the cases
α = (0.7, 0.3) and α = (0.7, 0.6). In the case α = (0.5, 0.65), where the numerically
established convergence rates are somewhat different from the theoretical one, it ap-
pears that the numerical convergence rates are quite close to the ones measured from
the values rN . Most likely the discrepancy between the theoretical and the numerical
rate is related to the fact that the asymptotic regime has not been reached for the
range of N considered. Finally, in the case α = (0.2, 0.5), we remark that the con-
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Value of N Numerical convergence rate d
Nk α = (0.2, 0.5) α = (0.7, 0.3) α = (0.7, 0.6) α = (0.5, 0.65)
16 - - - -
32 0.94 1.15 0.95 0.63
63 0.99 1.15 0.52 0.63
125 0.99 0.99 0.66 0.68
250 0.95 1.1 0.62 0.64
500 0.95 1.0 0.53 0.75
1000 0.93 1.0 0.69 0.72
2000 0.88 0.98 0.56 0.73
4000 - 0.96 0.65 0.75
7000 - - 0.62 0.76
Theoretical d 1 1 0.62 0.796
Table 1
Numerically measured convergence rates in different experiments.In the particular case of α =




















vergence order deteriorates slightly. Because there exists a discrepancy between the
convergence rates measured from the numerical error and the ones measured for the
numerically computed value rN (where it is very close to 1), we think that either it
is related to the accuracy of computation of the poles and residues in the method, or
the discretization error becomes significant in this case.
6. Conclusions and Open Questions. In this work, we have constructed
transparent boundary conditions for the weighted wave equation on a self-similar
one-dimensional fractal tree. The approach presented here is alternative to the con-
volution quadrature [6] and is based on the truncation of the meromorphic series
representing the symbol of the DtN operator. The complexity of the method depends
on the number of poles in the truncated series; we have presented estimates on the
number of poles, required to achieve a desired accuracy ε. While the convergence
in term of the number of poles is rather slow, one of the advantages of this method
is that its cost does not increase with time (unlike the convolution quadrature ap-
proach). Our future efforts are directed towards improving the convergence of the
technique, based on approximation of the remainder of the meromorphic series.
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